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Abstract

Measuring the Weak Charge of the Proton via Elastic Electron-Proton Scattering

The Qweak experiment which ran in Hall C at Jefferson Lab in Newport News, VA, and completed data taking in May 2012, measured the weak charge of the proton $Q^p_W$ via elastic electron-proton scattering. Longitudinally polarized electrons were scattered from an unpolarized liquid hydrogen target. The helicity of the electron beam was flipped at approximately 1 kHz between left and right spin states. The Standard Model predicts a small parity-violating asymmetry of scattering rates between right and left helicity states due to the weak interaction. An initial result using 4% of the data was published in October 2013 [1] with a measured parity-violating asymmetry of $-279 \pm 35\text{(stat)} \pm 31\text{(syst)}$ ppb. This asymmetry, along with other data from parity-violating electron scattering experiments, provided the world’s first determination of the weak charge of the proton. The weak charge of the proton was found to be $Q^p_W = 0.064 \pm 0.012$, in good agreement with the Standard Model prediction of $Q^p_W(SM) = 0.0708 \pm 0.0003[2]$.

The results of the full dataset are expected to be published in early 2016 with an expected decrease in statistical error from the initial publication by a factor of 4-5. The level of precision of the final result makes it a useful test of Standard Model predictions and particularly of the “running” of $\sin^2 \theta_W$ from the Z-mass to low energies. However, this level of statistical precision is not useful unless the systematic uncertainties also fall proportionately. This thesis focuses on reduction of error in two key systematics for the Qweak experiment. First, false asymmetries arising from helicity-correlated electron beam properties must be measured and removed. Techniques for determining these false asymmetries and removing them at the few ppb level are discussed. Second, as a parity-violating experiment, Qweak relies on accurate knowledge of electron beam polarimetry. To help address the requirement of accurate polarimetry, a Compton polarimeter built specifically for Qweak. Compton polarimetry requires accurate knowledge of laser polarization inside a Fabry-Perot cavity enclosed in the electron beam pipe. A new technique was developed for Qweak that reduces this uncertainty to near zero.
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1.1 Chart of fundamental particles in the Standard Model of Particle Physics. There are three generations of leptons and three generations of quarks. Interactions are mediated by gauge bosons. The scalar Higgs field with its accompanying interaction carrier, the Higgs boson, gives mass to the leptons via spontaneous symmetry breaking in the Standard Model formulation.  
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Chapter 1

Introduction to the Standard Model

When great minds of science such as Galileo, Newton and Kepler turned their attention to understanding the world and the operations of nature, a whole new beauty unfolded – a beauty of mathematical precision and simplicity. In a single concise statement Kepler accurately described not just the motion of a single planet but that of all planets. Newton with his Second Law now more tersely written as $F = ma$, captured the essential motion of all macroscopic bodies. Mankind is naturally attracted to simplicity, and concise statements explaining a large body of seemingly diverse phenomena are considered beautiful. Perhaps the more concise or fundamental a given statement is and the more diverse the phenomena that are encapsulated in that statement, the more beauty it holds and value it is given in the scientific community.

A whole branch of physics developed in the 20th century called particle physics focused on understanding the fundamental particles which constitute the universe. Progress in this field advanced along with new particle discoveries, some predicted and some a surprise. After Planck had beautifully “fixed” the ultraviolet divergences of statistical mechanics analysis of blackbody radiation, Einstein took the
concept a step further and proposed a fully quantized electromagnetic field, explaining the observed photo-electric in terms of a quantum particle called the “photon”. Rutherford’s work with alpha rays had proven that all elemental nuclei contained the hydrogen nucleus and by 1920 this particle was being termed the “proton”. A decade later under the direction of Rutherford, James Chadwick discovered evidence of a second nucleon which had almost the same mass as the proton but which was electrically neutral. Around the same time, Anderson discovered evidence of a positive twin of the electron now called the positron, whose existence had been predicted by Dirac in 1928 [15].

By the mid-1930’s scientists were having trouble explaining how energy was not conserved in beta-decay processes. Wolfgang Pauli proposed a new neutral invisible particle to carry away the missing energy and although this idea was initially met with skepticism, evidence began to accumulate for its existence. Firm evidence was not provided for another two decades when in 1956 Clyde Cowan and Frederick Reines published experimental confirmation for the existence of what is now called the neutrino. By this time it was becoming clear that older models of particle physics were insufficient. Unsatisfactory descriptions with seemingly arbitrary conservation laws were being used and modified to meet the latest data. An array of new particles being called “baryons” and “mesons” had been discovered and it was not altogether clear how to classify them. What were the best quantum numbers to describe these particles? The search for such a unifying principle was a priority.

Such a model was on its way, and so successful was its description and predictions, that its formulation has remained largely unchanged since its development in the 1960’s and 1970’s. This model, now called the “Standard Model of Particle Physics” (SM) due to its broad acceptance in the scientific community, is a gauge quantum field theory and is based on a Lagrangian formulation that is invariant under continuous local transformations. The SM is said to be an $SU(3) \times SU(2)_L \times U(1)_Y$ theory where the language of group theory is used to describe the internal symmetries of the SM Lagrangian. $SU(3)$ describes the color
symmetry of the strong force and $SU(2)_L \times U(1)_Y$ describes the symmetries of the electroweak interaction. Thus the SM accounts for the strong, weak and electromagnetic forces.

There are four known fundamental forces: the electromagnetic, weak, strong and gravitational forces. Although the relative strengths of these forces depends upon the energy scale at which they are evaluated, Table 1.1 shows the relative strengths at energy scales where the strong coupling constant is unity. In the SM, three of these forces (electric, weak and strong) are mediated by gauge boson force carriers. All fundamental particles are categorized as either fermions, the basic building blocks of the universe which carry half integer spin, or bosons, which have integer spin. The SM includes 12 fundamental fermions divided into three generations and categorized as either quarks or leptons. With the possible exception of neutrinos, the higher the generation, the higher the mass of the quarks and leptons. The SM also includes 5 fundamental bosons\(^1\). The chart in figure 1.1 summarizes the elementary particles of the SM. These particles interact with each other by exchange of gauge bosons. Therefore, force, which in the context of classical physics is continuous, is quantized in the SM and mediated by gauge bosons. Gauge bosons that carry charge do not conserve particle identity or “flavor”. Thus, the $W^\pm$ bosons change the charge of a given particle by $\pm 1$, whereas the photon or Z boson can only change its spin configuration or its energy state. Gluons, the mediators of the strong force, are the only bosons that carry color charge and only interact with quarks and with themselves. Leptons interact with quarks and other leptons via the electric and weak forces mediated by the photon and the W and Z bosons respectively. Quarks interact via the strong, weak and electric forces. The strong force is also responsible for holding the nucleus together against the repulsion of the Coulomb forces. The Higgs boson is not a gauge boson because it does not arise as a necessity of gauge symmetry as do the others, and thus the “Higgs” force is not considered a fifth fundamental force.\(^2\)

\(^1\)Technically there are 6 if you count the $W^+$ and $W^-$ separately.

\(^2\)Although the Higgs field interacts with all massive particles and gives them mass via the Higgs mechanism, this is not accomplished by the exchange of Higgs bosons. Rather, massive particles interact with the ubiquitous Higgs field whose presence has been confirmed by the discovery of the Higgs boson,
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**Figure 1.1:** Chart of fundamental particles in the Standard Model of Particle Physics. There are three generations of leptons and three generations of quarks. Interactions are mediated by gauge bosons. The scalar Higgs field with its accompanying interaction carrier, the Higgs boson, gives mass to the leptons via spontaneous symmetry breaking in the Standard Model formulation.

Although the SM has been very successful in its description of fundamental particle interactions, it is not considered satisfactory as a complete or fundamental theory. The SM description is given in terms of many free parameters which must be determined experimentally. These free parameters include all the fermion masses, the mass of the Higgs boson and the strength of the gauge couplings to mention a few. A great mystery of modern physics, the presence of dark matter and energy, is not accounted for in the SM. Perhaps its most glaring deficiency, however, is the total absence of gravity in the model. Because the strength of the gravitational force is many orders of magnitude lower than even the weak force (see Table 1.1), which can be considered a region of high density in the Higgs field. Although Higgs boson exchange creates a force, the Yukawa coupling is very small and important only for very massive particles like the top quark.
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this is not a problem for experimentalists; however, the complete absence of a force so fundamental to the existence of the universe as we know it and of life itself is a gaping hole in this otherwise beautiful model. Furthermore, in the SM neutrinos do not acquire mass via the Higgs mechanism and when it was found that they are not massless, their masses had to be inserted \textit{ad hoc}.

Table 1.1: Four fundamental forces of nature. Relative strengths are normalized to the energy regime where the strong force is close to unity. The values in this table were taken from \textit{An Introduction to the Physics of Nuclei and Particles} by Richard Dunlop. Other resources quote slightly different relative strengths which can be attributed to the running of the coupling constants and the freedom to choose any energy scale for comparison.

| Force   | Mediator          | Charge | Strength | Range (fm) |
|---------|-------------------|--------|----------|------------|
| Strong  | gluon             | color  | $1$      | $1$        |
| Electromagnetic | photon        | electric | $10^{-2}$  | $\infty \left( \frac{1}{r^2} \right)$ |
| Weak    | $W^{\pm}$, $Z$ bosons | weak   | $10^{-5}$ | $10^{-3}$  |
| Gravity | graviton(undiscovered) | mass   | $10^{-39}$ | $\infty \left( \frac{1}{r^2} \right)$ |

Since the research in this thesis is mainly limited to electroweak physics and constitutes a test of electroweak predictions of the SM, the remainder of any theoretical discussions will be focused on the electroweak sector.

1.1 Electroweak Physics

In 1961, Sheldon Glashow discovered a way to naturally combine the electric and weak interactions into a unified “electroweak” theory using an $SU(2) \times U(1)$ gauge group with four massless gauge bosons. Peter Higgs and others showed how fields can be made to acquire mass terms in a Lagrangian description by introducing a scalar field with a non-zero vacuum expectation value. Steven Weinberg and Abdus Salam independently condensed these ideas into a single model showing that through spontaneous symmetry breaking in non-Abelian gauge theories both massive and massless bosons are produced and that through the Higgs mechanism
fermions naturally acquire mass. These seminal publications by Weinberg and Salam laid the foundations of the Standard Model[16][17].

One of the most important features of the SM relevant to the Qweak experiment is the phenomenon of parity violation, a phenomenon that was perhaps unsatisfactorily written into the model as opposed to arising naturally from it. Parity violation, the lack of symmetry in a physical process under spatial inversion, was known to be a signature of the charged weak interaction years before Weinberg and Salam published their early formulation of what is now the bedrock of the SM in 1967. Ten years earlier Wu and collaborators had measured parity violation in weakly-mediated beta decays[18] by observing that the measured decay rate of $^{60}$Co atoms was not symmetric with respect to the direction of a magnetic holding field. This was interpreted as a preference in nature towards left-handed neutrinos. Further experiments examining the decay of pions, $\pi^- \rightarrow \mu^- + \nu_{\mu}$, were found to be consistent with a maximal violation of parity, that is, with no right-handed neutrino production[19]. Therefore, when Weinberg published his $SU(2)_L \times U(1)_Y$ formulation of electroweak theory, parity violation was simply included in the model by writing the left-handed electron and neutrino as a weak isodoublet and the right handed electron as an isosinglet[16] as follows

$$\begin{pmatrix} e^- \\ \nu \end{pmatrix}_L, \quad \begin{pmatrix} e^- \end{pmatrix}_R.$$

This model, although not widely accepted at first, solved a number of outstanding problems. First, it created mass for the fermions without imposing them ad hoc on a massless gauge theory, a process which was known to introduce non-renormalizable infinities. Second, by choosing a suitable gauge transformation, the unobserved massless Goldstone bosons were replaced by four bosonic fields: the massive charged boson field ($W^{\pm}$), a massive neutral boson field ($Z$), a massless neutral field ($\gamma$), and a ubiquitous, massive Higgs field. Two of these were interpreted as mediating known interactions: $\gamma$, the electromagnetic interaction, and $W^{\pm}$, the observed weak charged decays. The bold prediction of an unobserved
massive neutral boson made this theory imminently testable. Six years later in 1973, neutral current processes were observed at CERN in the Gargamelle bubble chamber, validating a key claim of the Weinberg-Salam (W-S) electroweak model.

Parity violation, although maximal for both charged and neutral weak currents in the W-S model, had not been confirmed in weak neutral current interactions, and many symmetric models predicted equal left and right-handed neutral weak currents[20]. In 1977, two experiments attempting to measure parity violation in atomic transitions in bismuth published null results creating a dismal outlook for the W-S model[21][22]. Although the Weinberg model was considered the simplest, other “hybrid” models were created to account for parity violation including models with right-handed electron doublets paired with left-handed quark isospin doublets and right-handed quark isospin singlets. In 1978, Charles Prescott and collaborators published the results of electron-deuteron inelastic scattering in which they observed parity violation (non-zero at 10σ!) in the neutral-weak current, consistent with the simple Weinberg-Salam model [23]. The results of this experiment (E122) at SLAC, so established the W-S model that the following year Steven Weinberg, Abdus Salam and Sheldon Glashow shared the Nobel Prize in Physics “for their contributions to the theory of the unified weak and electromagnetic interaction between elementary particles, including, inter alia, the prediction of the weak neutral current”3.

By the early 1970’s non-Abelian gauge theories had been extended to include the strong interaction and the SM was established in its modern form and has remained nearly unchanged over the past four decades. Although known to be incomplete, the SM has stood up to a barrage of experimental tests over this period and, in almost every case, its predictions have proven to be correct. Parity violation was established as a key tool for probing weak physics processes and more recently as a precision test of key SM predictions.

3http://www.nobelprize.org/nobel_prizes/physics/laureates/1979/
One such experiment which utilized parity violation as a precision probe of electroweak physics is the recently completed Qweak experiment which ran in Hall C at Jefferson Lab in Newport News, VA, USA, from the Fall of 2010 to the Spring of 2012. This experiment ran with the intention of providing a first determination of the weak charge of the proton. The precision of this experiment also allows it to solidly test the “running” of the weak mixing angle, $\theta_W$, which is accurately predicted by the SM. Deviation from the predicted value can be interpreted as physics beyond the SM, whereas agreement with the predicted value would place constraints on some models of physics beyond the SM.

The author was deeply involved in the setup, commissioning and running of the Qweak experiment and has been participating in data analysis over the 3+ years since the completion of the experimental data-taking phase in May 2012. The author’s greatest contributions to the experiment have been in two main areas. First, building, commissioning and analyzing data for the laser system of the Compton polarimeter built specifically for Qweak and key to its small systematic error. Second, removing false asymmetries arising from helicity-correlated electron beam properties from the main data set. These topics will constitute the majority of this thesis.

The format of the thesis is as follows: 1). an introduction to the theory underlying the Qweak experiment and the motivation for the experiment. 2). an overview of the design of the experiment both from hardware and operational perspectives. 3). a detailed analysis of the authors contributions to Compton polarimetry and removal of false asymmetries and 4). a summary of the analysis steps to get from the raw measurement of a parity-violating asymmetry to the final result of the proton’s weak charge.
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Theoretical Basis for the Qweak Experiment

The Qweak experiment which ran in Hall C at Jefferson Lab in Newport News, VA, began taking data in the Fall of 2010 and completed production running in May 2012. The experiment measured the parity-violating asymmetry of elastic electron-proton (ep) scattering of longitudinally polarized electrons from unpolarized protons. In the SM, parity is maximally violated in weak interactions and it is precisely this broken symmetry that provides unique access to weak sector physics such as that being measured by Qweak. It would not be fitting to proceed with discussion of the experimental analysis and results without first introducing the basic underlying theory. This chapter gives a limited overview of electroweak theory necessary for the interpretation of the Qweak experimental results. It further includes the basic theory governing the use of electron scattering as a tool for probing nuclear and nucleon structure and concludes with a section on the use of parity violation as a gateway to weak sector physics and as a precision tool for testing the limits of the SM.
2.1 A Peek at Electroweak Theory

In the SM formulation of electroweak unification, the electric and weak fields arise from a set of four massless gauge fields: $W^-, W^0, W^+$ form an isotriplet and $B^0$ an isosinglet. These acquire mass through the Higgs mechanism which spontaneously breaks the apparent gauge symmetry of the SM Lagrangian. The $W^\pm$ bosons are mass eigenstates of the charged weak interactions. The remaining two neutral gauge fields, $B^0$ and $W^0$, are not observable fields with associated definite mass eigenstates. However, in this beautiful formulation, the mass matrix that arises from neutral field interaction terms in the SM Lagrangian has two eigenstates of definite mass – one massless and one massive. These mass eigenstates are formed by rotating the neutral gauge fields through an angle called “Weinberg angle” or “weak mixing angle” as follows:

\[
\begin{pmatrix}
\gamma \\
Z^0
\end{pmatrix}
= \begin{pmatrix}
\cos \theta_W & \sin \theta_W \\
-\sin \theta_W & \cos \theta_W
\end{pmatrix}
\begin{pmatrix}
B^0 \\
W^0
\end{pmatrix},
\]

(2.1)

where is $\gamma$ is the massless photon of electromagnetic interactions and $Z^0$ is the massive neutral weak boson.

The SM interaction of fermions with $W^\pm$ bosons is given by

\[
\frac{ig_w}{2} \bar{\psi} \gamma^\mu \gamma^5 (1 - \gamma^5) \psi^J,
\]

(2.2)

where $\psi^J$ is the fermion wave-function, $g_w$ is the weak coupling constant and the $\gamma^i$’s are the Dirac matrices for spin-$\frac{1}{2}$ particles.

The component of the interaction involving $\bar{\psi} \gamma^\mu \gamma^5 \psi$ is familiar from electromagnetism and is called a “vector” interaction since it transforms like a vector in Euclidean space. In particular, this term changes sign under a parity transformation. The component involving $\bar{\psi} \gamma^\mu \gamma^5 \psi$ is called the pseudovector or “axial vector” interaction since it transforms like a pseudovector and does not change sign under a parity transformation. Thus, charged weak interactions combine terms that
Figure 2.1: Feynman diagram of neutral current interaction (Equations 2.3 and 2.5) which describes electroweak elastic scattering of a fermion.

transform with opposite signs under parity. These interactions are said to violate parity and because the terms come with equal strength, the parity violation is said to be “maximal”. The interaction of fermions with the $Z^0$ is given by

$$\frac{ig_WM_Z}{4M_W}\bar{\psi}f\gamma^\mu(g_f^V - g_A^f\gamma^5)\psi^f,$$

(2.3)

where $M_W$ and $M_Z$ are the masses of the W and Z bosons respectively$^1$, and where $g_f^V$ and $g_A^f$ are the so-called fermion weak vector and axial-vector charges and are defined as

$$g_f^V = 2T_3^f - 4q^f\sin^2\theta_W, \quad g_A^f = -2T_3^f,$$

(2.4)

where $T_3^f$ is the third component of the fermion weak isospin and $q^f$ is the fermion electric charge$^{[10]}$. The $T_3^f$ operator acts on the weak isodoublets of the SM$^2$. In the form of Equation 2.3 it is easy to compare with the well established neutral interaction vertex from quantum electrodynamics (QED) given by

$$\frac{ig_eq_f}{2}\bar{\psi}f\gamma^\mu\psi^f,$$

(2.5)

where $g_e$ is the electric coupling constant, $q_f$ is the fermion charge. The basic neutral electroweak fermion vertices given by equations 2.3 and 2.5 are shown in Figure 2.1. Comparison of equations 2.3 and 2.5 shows that the isovector term

---

$^1$Here we make use of the fact that $g_e = g_w \sin \theta_W$ and $\cos \theta_W = \frac{M_W}{M_Z}$ to express electromagnetic and hypercharge currents in terms of $g_w$ the weak coupling constant.

$^2$Lepton isodoublets of the SM are given by $\left( \begin{array}{c} \nu_e \\ e^- \end{array} \right)$, $\left( \begin{array}{c} \nu_\mu \\ \mu^- \end{array} \right)$, $\left( \begin{array}{c} \nu_\tau \\ \tau^- \end{array} \right)$ and quark isodoublets as $\left( \begin{array}{c} u \\ d \end{array} \right)$, $\left( \begin{array}{c} c \\ s \end{array} \right)$ and $\left( \begin{array}{c} t \\ b \end{array} \right)$. $T_3^f$ acting on these gives $\frac{1}{2}$ for the upper components and $-\frac{1}{2}$ for the lower.
(involving \(g_V^f\)) in the neutral weak interaction plays a similar role to the photon in neutral electromagnetic interactions. The Qweak experiment measured the weak charge of the proton at tree level which is precisely this weak vector charge summed over the constituent quarks and is given by

\[
Q_p^W = g_V^f = 1 - 4 \sin^2 \theta_W.
\]  

(2.6)

Table 2.1 gives the fermion charges at tree level calculated from Equation 2.4.

Table 2.1: Tree level charges of fundamental particles in the Standard Model. This convention is the one used in the review article by Musolf et al. \cite{10} and is used in the Qweak analysis but differs by a factor of 2 from the convention used, for example, in Quarks and Leptons by Halzen and Martin \cite{11}.

| Fermion     | \(T_3^f\) | \(q^f\) | \(g_V^f\) | \(g_A^f\) |
|-------------|-----------|---------|----------|-----------|
| \(\nu_e, \nu_\mu, \nu_\tau\) | +\(\frac{1}{2}\) | 0       | 1        | -1        |
| \(e^-, \mu^-, \tau^-\) | -\(\frac{1}{2}\) | -1      | -1 + 4 \(\sin^2 \theta_W\) | +1        |
| \(u, c, t\) | +\(\frac{1}{2}\) | \(\frac{2}{3}\) | 1 - \(\frac{8}{3} \sin^2 \theta_W\) | -1        |
| \(d, s, b\) | -\(\frac{1}{2}\) | -\(\frac{1}{3}\) | -1 + \(\frac{4}{3} \sin^2 \theta_W\) | +1        |

### 2.2 Fundamentals of Electron Scattering

In 1924, a French physics student, Louis de Broglie, made a rather stunning proposal during his PhD defense, suggesting that all particles had both wave-like and particle-like properties. He went on to predict that the wavelength \(\lambda\) of a particle was related to its momentum \(p\) by the following relationship: \(p = h/\lambda\), where \(h\) is Planck’s constant. This idea opened up a whole new world of physics. Visible light waves cease to be useful for viewing objects whose size is of order their own wavelength due to diffraction effects. The energy of a massive particle like an
electron is inversely proportional to its de Broglie wavelength, which means that the resolution of a beam of electrons increases with the electron energy.

Jefferson Lab (JLab) in Newport News, VA, is an electron accelerator facility whose beam energy ranges from <1 GeV up to 11 GeV. This range of energies was chosen for examining the structure of neutrons and protons, and from this perspective the JLab facility is sometimes referred to as a giant microscope. The pictures of nucleonic structure typically come in the form of differential scattering cross sections and asymmetries which are then interpreted in the light of the models that best fit the data.

The elastic scattering cross section of a spin-\(\frac{1}{2}\) electron from a point-like spin-\(\frac{1}{2}\) proton is called the Mott scattering cross section and is given in the lab frame as

\[
\left(\frac{d\sigma}{d\Omega}\right)_{\text{Mott}} = \frac{\alpha^2}{4E^2 \sin^4 \frac{\theta}{2}} \left(\frac{E'}{E}\right) \left(\cos^2 \frac{\theta}{2} + \frac{Q^2}{2m_p^2 \sin^2 \frac{\theta}{2}}\right),
\]

where \(\alpha\) is the fine structure constant, \(E(E')\) is the energy of the electron before (after) scattering, \(Q^2\) is the four-momentum transfer squared\(^3\), \(m_p\) is the proton mass and \(\theta\) is the scattering angle of the electron in the lab frame\(^{[11]}[24]\). The factor of \((E'/E)\) comes from target recoil. \(E'\) and \(q^2\) are explicitly defined as

\[
E' = \frac{E}{1 + \frac{2E}{m_p} \sin^2 \frac{\theta}{2}},
\]

\[
q^2 = -4EE' \sin^2 \frac{\theta}{2}.
\]

To account for a proton with structure, the simple Mott cross section must be modified to include electric and magnetic form factors. The elastic scattering cross section for electrons on protons with structure is

\[
\left(\frac{d\sigma}{d\Omega}\right)_{\text{lab}} = \frac{\alpha^2}{4E^2 \sin^4 \frac{\theta}{2}} \left(\frac{E'}{E}\right) \left(\frac{G_E^2 + \tau G_M^2}{1 + \tau} \cos^2 \frac{\theta}{2} + 2\tau G_M^2 \sin^2 \frac{\theta}{2}\right),
\]

\(^3\)The four-momentum transfer squared \(Q^2\), the energy transferred from the electron to the proton, is sometimes written equivalently as \(-q^2\), where \(q^2\) is negative and can be thought of as the negative energy of the virtual photon mediating the scattering.
where \( \tau = \frac{Q^2}{4m_p^2} \). \( G_E \) and \( G_M \) are the Sachs electric and magnetic proton form factors respectively. Although it is tempting to think of these as the Fourier transforms of the magnetic and charge distributions of the proton, the recoil of the proton renders this interpretation imperfect. However, in the Breit frame in which the norm of the electron’s spatial momentum remains constant but the direction is exactly reversed (\( p = -p' \)) or when \( |q|^2 << m_p^2 \), this interpretation is approximately valid\[11\]. In this limit, the form factors then become

\[
G_{(E,M)}(q^2) = \int_V e^{iqr} \rho_{(E,M)}(x) d^3x = \int_0^R \int_{-1}^{+1} 2\pi e^{iqr \cos \phi} \rho_{(E,M)}(x)r^2 dr d(\cos \phi),
\]

(2.9)

where \( \rho(x) \) is the charge or magnetic distribution of the nucleon. Assuming that \( \rho(x) \) is spherically symmetric gives

\[
G_{(E,M)}(q^2) = \frac{4\pi}{q} \int_0^\infty \sin(qr) \rho_{(E,M)}(r) rdr.
\]

Expanding in terms of \( qr \), valid for small \( |q| \), gives the following expansion:

\[
G_{(E,M)}(q^2) = \frac{4\pi}{q} \int_0^\infty \sin(qr) \rho_{(E,M)}(r) rdr = \frac{4\pi}{q} \int_0^\infty \left( qr - \frac{1}{6}(qr)^3 + \frac{1}{120}(qr)^5 - \ldots \right) \rho_{(E,M)}(r) rdr
\]

\[
= 4\pi \int_0^\infty \left( 1 - \frac{1}{6}(qr)^2 + \frac{1}{120}(qr)^4 - \ldots \right) \rho_{(E,M)}(r) r^2 dr
\]

\[
= 1 - \frac{1}{6}q^2 \langle r^2 \rangle + \frac{1}{120}q^4 \langle r^4 \rangle - \ldots
\]

where \( \langle r^n \rangle \) is the nth moment of the charge or magnetization distribution \( \rho(x) \), explicitly defined as \( \langle r^n \rangle = \int r^n \rho(x) d^3x = \int 4\pi r^n \rho(r) r^2 dr \), and the charge/current normalizations have been set equal to unity: \( \int_0^\infty \rho_{E,M}(r) d^3x = 1 \). Thus, the mean square charge(magnetic) radius of the nucleon is given by the slope of \( G_E^p(G_M^p) \) evaluated at \( Q^2 = 0 \):

\[
\langle r^2 \rangle = -6 \frac{dG(Q^2)}{dQ^2} \bigg|_{Q^2=0}.
\]

(2.10)

For the proton, the charge and magnetic radius are approximately the same at 0.88 fm\(^4\). At \( Q^2 = 0 \), called the “static limit” because there is no target recoil, the electric form factor \( G_E \) evaluates to the charge of the nucleon in units of the

\(^4\)2010 CODATA recommended value
elementary charge, and the magnetic form factor goes to the magnetic moment of
the nucleon in units of the nuclear magneton $\mu_N = \frac{e\hbar}{2m_p}$. Thus for the proton and
neutron at $Q^2 = 0$ these become

$$G_E^p(Q^2 = 0) = 1, \quad G_E^n(Q^2 = 0) = 0$$
$$G_M^n(Q^2 = 0) = \mu_p \approx 2.793, \quad G_M^n(Q^2 = 0) = \mu_n \approx -1.913.$$ 

At energies high enough to probe nucleonic structure ($> 200$ MeV), target recoil renders the Fourier interpretation of the charge and magnetization distributions invalid for the lab frame.

Many parametrizations and approximations have been developed to characterize the electric and magnetic form factors of the proton and neutron. One particularly useful approximation of the charge and magnetic distributions is the exponential distribution $\rho(x) = e^{-\alpha r}$ first proposed by Hofstadter[25]. Using Equation 2.9, it can be shown that this distribution produces what is called the dipole form factor, $G_D$, where

$$G_D \propto \frac{1}{1 + \frac{Q^2}{\alpha^2}}.$$ 

Electron scattering data shows that for the proton $\alpha^2 \approx 0.71$. In 1971 Galster et al. published a parametrization of the proton and neutron form factors using dipole form factors given as [26]

$$G_D = \left(1 + \frac{Q^2}{0.711}\right)^{-2}$$
$$G_E^p(Q^2) = G_D(Q^2)$$
$$G_M^p(Q^2) = \mu_M^p G_D(Q^2)$$
$$G_M^n(Q^2) = \mu_M^n G_D(Q^2)$$
$$G_E^n(Q^2) = -\left(\frac{\mu_M^n \tau}{1.85 M}\right) G_D(Q^2),$$

where $\mu_M^{p(n)}$ is the magnetic moment of the proton (neutron) and $\tau = Q^2/4M^2$.

It has become common to show form factor measurements normalized to this parametrization for $G_E^p, G_M^p$ and $G_M^n$ as seen in a compilation of electron scattering data showing the proton form factors in figures 2.2 and 2.3.
In the limit of no target recoil, the cross section for electron-proton scattering is proportional to the square of the sum of the electric and weak scattering amplitudes \( \sigma^{r,l} \propto |M|^2 = \left| \mathcal{M}_\gamma + \mathcal{M}_{Z}^{(r,l)} \right|^2 \), where \( r(\text{ight}) \) and \( l(\text{eft}) \) signify that there is a helicity dependence in the weak neutral amplitudes. The elastic scattering amplitude of electrons from an unpolarized proton target is proportional to the electric and weak currents \([3][27]\)

\[
\mathcal{M}_\gamma = -\frac{1}{q^2} (j_{\gamma}^p)^\mu (j_{\gamma}^e)^\mu,
\]

\[
\mathcal{M}_{Z^0} = -\frac{1}{q^2 - M_{Z^0}^2} (j_{Z^0}^p)^\mu (j_{Z^0}^e)^\mu \approx \frac{1}{M_{Z^0}^2} (j_{Z^0}^p)^\mu (j_{Z^0}^e)^\mu,
\]

(2.12)

where \( j^{p(e)} \) are the proton (electron) currents and \( q^2 \) is the square of the four-momentum transferred from the electron to the proton and \( M_{Z^0} \) is the mass of the \( Z_0 \) boson. The approximation \(-q^2 + M_{Z^0}^2 \rightarrow M_{Z^0}^2\) is valid for low energy scattering.
For the electron vertex, the electric and weak neutral currents are given by

\[
\begin{align*}
(J^e_\gamma)_\mu &= -e \bar{u}_e(p) \gamma_\mu u_e(p') \hspace{1cm} (2.14) \\
(J^e_{Z0})_\mu &= g_z \bar{u}_e^L(p) \gamma_\mu u_e^L(p') = \frac{g_z}{2} \bar{u}_e(p) \gamma_\mu (g_V - g_A \gamma^5) u_e(p'), \hspace{1cm} (2.15)
\end{align*}
\]

where \( u_e \) are electron spinors, \( g_z = g_e / (\sin \theta_W \cos \theta_W) \) is the neutral weak coupling constant, \( p \) (\( p' \)) is the incoming (outgoing) electron four-momentum and \( g_V \) and \( g_A \) are the vector and axial vector weak charges respectively (see Table 2.1 for weak vector and axial charges of fermions). The electric and weak neutral proton currents expressed using form factors to account for the proton structure are given by

\[
\begin{align*}
J^\mu_\gamma &= e \bar{u}(p') \left( \gamma_\mu F^\gamma_1(Q^2) + \frac{i \gamma_\mu}{2m_p} \sigma^{\mu\nu} q_\nu F^\gamma_2(Q^2) \right) u(p), \hspace{1cm} (2.16) \\
J^\mu_{Z0} &= g_z \bar{u}(p') \gamma_\mu \left( F^Z_1(Q^2) + \frac{i \kappa}{2m_p} \sigma^{\mu\nu} q_\nu F^Z_2(Q^2) + \gamma^5 G^Z_A + \gamma^5 G^Z_P \right) u(p), \hspace{1cm} (2.17)
\end{align*}
\]

where \( F^\gamma_1 \) and \( F^\gamma_2 \) are the electromagnetic Dirac and Pauli form factors, \( F^Z_1 \) and \( F^Z_2 \) are the weak analogs of the electromagnetic form factors, and \( \kappa \) is the anomalous magnetic moment of the proton. The Sachs form factors, most often used for their interpretability, are linear combinations of the Dirac and Pauli form factors and are chosen such that all cross terms cancel in the cross section calculation. In particular \( G_E = F_1 - \tau \kappa F_2 \) and \( G_M = F_1 + \kappa F_2 \). Notice that the weak neutral current requires two further form factors to account for axial terms (terms with a \( \gamma^5 \)) in the cross section: \( G^Z_A \), the axial-vector proton form factor and \( G^Z_P \), the pseudoscalar form factor both of which are associated with the axial-vector component of the \( Z^0 \) interaction [28]. These terms violate parity and on this basis are excluded from the electromagnetic current. Neither of these contribute greatly to the ep elastic cross section at the kinematics of the Qweak experiment and can be constrained by other electron scattering data.
2.3 Accessing the Weak Sector via Parity Violation

Theoretically, the cleanest access to weak sector physics is through neutrinos which, for purposes of experimental physics, only interact weakly\(^5\); however, this also makes neutrino experiments notoriously difficult. In the SM, parity violation is unique to the weak force, making it another gateway to the weak sector. As previously mentioned, the parity operator reverses the sign of all spatial components of a system, that is \(P|\vec{x}, \vec{y}, \vec{z}\rangle = |\vec{-x}, \vec{-y}, \vec{-z}\rangle\). The parity operation can be decomposed into a mirror inversion plus a 180 degree rotation around the axis of inversion. Although a mirror only inverts one direction (normal to the mirror surface), yet because the laws of physics are invariant under rotations,\(^6\) the parity inversion of a physical process can be accomplished by a mirror inversion. This implies that any difference in measured results between an experiment and its exact mirror experiment must be due to the weak interaction.

\[\text{Figure 2.4: Illustration of parity inversion for } Q_{\text{weak}} \text{ experiment which was accomplished by flipping electron helicity.}\]

The \(Q_{\text{weak}}\) experiment utilized parity violation to determine the weak charge of the proton. This was accomplished by scattering longitudinally polarized electrons off an unpolarized liquid hydrogen target and measuring the difference in

\(^5\)Since neutrinos have mass they also interact with the Higgs field and are affected by gravity, but these effects are many orders of magnitude weaker than even the weak force.

\(^6\)This implies conservation of angular momentum as shown by Emmy Noether in her famous theorem where she proved that any symmetry in physics implies a conserved quantity.
elastic scattering rates between electrons of positive and negative helicity. Figure 2.4 demonstrates that flipping the helicity of longitudinally polarized electrons is equivalent to creating a mirror image experiment. The two processes that contribute to elastic scattering at tree level are shown in Figure 2.5.

The Feynman diagram of elastic ep scattering in Figure 2.5 showing a clean leptonic vertex and a blob at the proton vertex is intended to demonstrate the uncertainty of hadronic interactions that come into play when scattering from a composite object like the proton. In the quark model, the proton is made up of three valence quarks, two up quarks and one down quark, bound together by the strong interaction. As shown in the previous section, the clean interaction equations for fundamental particles (equations 2.3 and 2.5) must be modified to account for the internal structure of the proton.

Qweak measured the parity-violating elastic e-p scattering asymmetry by rapidly flipping the helicity of the electron beam. The asymmetry in terms of cross sections of positive and negative helicity electrons on an unpolarized proton target is given by

$$A_{PV} = \frac{\sigma_+ - \sigma_-}{\sigma_+ + \sigma_-}$$

where the cross sections $\sigma$ are averaged over the detector acceptance. At tree level this asymmetry takes the form

$$A_{PV} = \frac{-G_F Q^2}{4\pi\alpha\sqrt{2}} \left[ \epsilon G_{E}^{\gamma,p} G_{E}^{Z,p} + \tau G_{M}^{\gamma,p} G_{M}^{Z,p} - (1 - 4\sin^2\theta_W) \epsilon' G_{M}^{\gamma,p} G_{A}^{Z,p} \right],$$

where

Figure 2.5: Tree level Feynman diagrams of neutral electric ($\gamma$-mediated) and neutral weak (Z-mediated) electron-proton scattering.
where $G_F$ is the Fermi coupling constant, $\alpha$ is the electromagnetic coupling constant, $Q$ is the four-momentum transfer, $G_E^{Z,p}$ and $G_M^{Z,p}$ are the Sachs electric and magnetic form factors of the proton and $G_E^{Z,p}$ and $G_M^{Z,p}$ and the analogous form factors for the neutral weak current. $G_A^Z$ is the isovector axial form factor. The kinematic factors $\tau$, $\epsilon$ and $\epsilon'$ are defined as follows:

$$
\tau = \frac{Q^2}{4m_p^2}, \quad \epsilon = \frac{1}{1 + (2 + 2\tau \tan^2 \frac{\theta}{2})}, \quad \epsilon' = \sqrt{\tau(1 + \tau)(1 - \epsilon^2)},
$$

(2.20)

where $m_p$ is the proton rest mass and $\theta$ is the electron scattering angle in the lab frame. All kinematic quantities are acceptance-averaged and the form factors are evaluated at the acceptance-averaged $Q^2$ of Qweak.

This asymmetry can be recast as a reduced asymmetry where the leading $Q^2$ dependence has been divided out giving an equation with the proton weak charge $Q_W^p$ as a constant plus terms with higher order dependence on $Q^2$[29]:

$$
\bar{A} = \frac{A_{PV}}{A_0} = Q_W^p + Q^2 B(Q^2, \theta),
$$

(2.21)

$$
A_0 = \frac{-G_F Q^2}{4\pi \sqrt{2}}.
$$

$B(Q^2, \theta)$ contains terms with the proton electromagnetic, axial vector and strange quark form factors. In this form the proton weak charge is found by evaluating the reduced asymmetry $\bar{A}$ at $Q^2 = 0$.

### 2.4 Radiative Corrections for the Qweak Experiment

Two types of radiative corrections must be applied to the Qweak data. First, electromagnetic corrections must be applied for the accurate calculation of experimental kinematics. The extraction of the proton weak charge $Q_W^p$ from the measured asymmetry is accomplished using Equation 2.21. Although $Q_W^p$ is the value of the reduced asymmetry at $Q^2 = 0$, all the experimental data were taken at $Q^2 > 0$. Since all the data are in the second term of the RHS of Equation 2.21 and $Q_W^p$ is given by fitting the data and extrapolating to $Q^2 = 0$, radiative
corrections are vital to proper evaluation of $Q^2$ over the detector acceptance. A small correction must also be applied for depolarization of the electron beam in the target. Second, due to the running of the electric and weak coupling constants, electroweak corrections must be calculated to compare the measurements of $Q_{\text{weak}}$ with those of experiments at different kinematics or with different interactions.

### 2.4.1 Electromagnetic Corrections

The electron as a light fundamental particle provides a clean probe for particle physics; however, electrons tend to radiate in the presence of target nuclei complicating the interpretation of scattering measurements. The process of correcting electron scattering data (in which only the scattered electron is detected) to account for “radiative effects” of the electron beam is a well-established procedure documented by Mo and Tsai\cite{Mo1969} in a paper written in 1969 and updated by Tsai\cite{Tsai1971} in 1971. The $Q_{\text{weak}}$ experiment measured an asymmetry of scattering rates (cross section difference) between left and right longitudinally polarized electrons on unpolarized protons. Although the detector acceptance allowed a range of kinematic variables, the asymmetry is reported at a set scattering angle and $Q^2$. The data must be corrected for radiative processes in order to accurately report the acceptance-averaged $Q^2$ and scattering angle. For the $Q_{\text{weak}}$ experiment there are three basic first-order electromagnetic processes whose contributions must be calculated to accurately report the average energy of the electron at the scattering vertex. These corrections are given the names “vertex”, “self-energy”, and “bremsstrahlung”. A fourth next-to-leading order correction is the vacuum polarization correction which gives the running of the electromagnetic coupling constant\footnote{Although the theory of renormalization is beyond the scope of this thesis, loop diagrams such as the vacuum polarization introduce infinities in calculating scattering amplitudes. These are removed by}. Although a detailed look at radiative corrections is beyond the scope of this thesis, a basic explanation for the four processes can be found in Table 2.2.

---

\footnote{Appendix A of Collen Ellis's PhD Thesis it Measurement of the Strange Quark Contribution to Nucleon Structure through Parity-Violating Electron Scattering\cite{Ellis2008} outlines the procedure for electromagnetic radiative corrections for low energy parity-violating electron scattering experiments.}
Table 2.2: Four first order electromagnetic radiative processes contributing to correction for electron-proton scattering.

| Process                        | Description                                                                 |
|--------------------------------|-----------------------------------------------------------------------------|
| Vertex correction              | Photon emitted before the electron scatters and reabsorbed after scattering |
| Vacuum polarization            | Virtual photon propagator emits an electron-positron pair which recombine into a virtual photon |
| Self energy                    | Incoming electron emits and re-absorbs a photon before scattering or scattered electron emits and re-absorbs a photon |
| Bremsstrahlung                 | Incoming electron or outgoing electron emits a real photon losing energy      |

### 2.4.2 Electroweak Corrections

Although physical measurements of cross sections involve processes of all orders, results are typically reported at tree level for ease of interpretability. Tree level reporting requires that higher order processes be subtracted off the final result. Thus before the measured Qweak parity-violating asymmetry in Equation 2.18 can be interpreted as a tree level process as in Equation 2.19, contributions from higher orders must be calculated and removed.

redefining the coupling constants to depend on the energy scale. Thus, the coupling constants are said to “run” with $Q^2$. 

The weak charge of the proton including one loop radiative corrections can be written as

\[ Q_p^W = (1 + \Delta \rho + \Delta_e)(1 - 4 \sin^2 \theta_W + \Delta'_e) + \Box_{WW} + \Box_{ZZ} + Re\Box_{\gamma Z}, \tag{2.22} \]

where \( \Delta \rho \) renormalizes the ratio of neutral to charged current interaction strength from the \( Z^0 \) mass to low energy, \( \Delta_e = -\alpha/2\pi \) is an electron vertex correction to the axial vector \( Zee \) coupling and \( \Delta'_e \) is a correction to the \( \gamma ee \) coupling corresponding to the anapole moment of the electron. The three box corrections are generated by diagrams shown in Figure 2.6. The box corrections involving only weak interactions, \( \Box_{WW} \) and \( \Box_{ZZ} \), can be perturbatively calculated due to the large \( W \) and \( Z^0 \) masses\[33]. These two corrections create a cumulative correction of nearly 30% to \( Q_p^W \) but have small associated errors. However, the \( \Box_{\gamma Z} \) contribution has a larger uncertainty due to the low \( Q^2 \) contributions allowed by the photon propagator. The correction \( Re\Box_{\gamma Z} \) has an axial-electron, vector-proton component \( Re\Box_{\gamma Z}^V \) which vanishes as electron energy goes to 0, and a non-vanishing vector-electron, axial-proton component \( Re\Box_{\gamma Z}^A \). Four groups have published calculations of the \( \Box_{\gamma Z}^V \) correction at \( Q^2 = 1.165 \text{ GeV} \), the momentum transfer of the Qweak experiment and obtained similar results (see Table 2.3). However, the uncertainty on the corrections varies widely with the smallest adding a systematic uncertainty to \( Q_p^W \) of \( \pm 0.00036 \). Two published calculations of \( Re\Box_{\gamma Z}^A \) agree within uncertainty on this correction at \( E = 1.165 \text{ GeV} \). The correction for \( \Box_{\gamma Z} \) and the total correction \( \Box_{\gamma Z}^V + \Box_{\gamma Z}^A \) are plotted versus electron energy in Figure 2.7.

Table 2.4 shows the size of each correction term in Equation 2.22 and the error associated with the \( \Box_{\gamma Z} \) which dominates the uncertainty of the electroweak radiative corrections.

Equation 2.22 shows that \( \sin^2 \theta_W \) is a function of \( Q^2 \) which is a key prediction of the SM. As already mentioned, this “running” comes from the necessity of including higher order diagrams as \( Q^2 \) increases. Although \( \sin^2 \theta_W \) is not an observable
and its value depends upon the renormalization scheme chosen, in a given scheme the running of $\sin^2 \theta_W$ can be precisely calculated and proves to be a convenient tool for comparing experimental results at different energy scales. In particular, one can compare the SM prediction of the running of $\sin^2 \theta_W$ from its precisely
Table 2.4: Values for radiative correction terms for $Q^p_W$ found in Equation 2.22. Errors are shown for the $\Box_{\gamma Z}$ correction only since its uncertainty dominates the correction. The 2014 Particle Data Group (PDG) values used in the calculations below are as follows: $\alpha = 7.2973525698(24) \times 10^{-3}$, $\hat{\alpha} = \alpha(M_Z)_{\text{MS}} \approx \frac{1}{128}$, $\alpha_s(M_Z) = 0.1185(6)$ and $\hat{s}^2 = 1 - \hat{c}^2 = \sin^2 \theta_W(M_Z)_{\text{MS}} = 0.23126(5)$.

| Term               | Value               | Reference                          |
|--------------------|---------------------|------------------------------------|
| $\Delta \rho$      | 0.00833             | Chetyrkin et al. (1995) [38]       |
| $\Delta_e = \frac{-\alpha}{2\pi}$ | -0.001161           | Erler et al. (2003) [33]           |
| $\Delta'_e = \frac{-\alpha}{3\pi}(1 - 4\hat{s}^2) \left( \ln \frac{M^2_W}{m^2_Z} + \frac{1}{5} \right)$ | -0.00142              | Erler et al. (2003) [33]           |
| $\Box_{WW} = \frac{\hat{\alpha}}{4\pi\hat{s}^2} \left[ 2 + 5 \left( 1 - \frac{\alpha_s(M^2_W)}{\pi} \right) \right]$ | 0.01832              | Erler et al. (2003) [33]           |
| $\Box_{ZZ} = \frac{\hat{\alpha}}{4\pi\hat{s}^4\hat{c}^2} \left( \frac{9}{4} - 5\hat{s}^2 \right) (1 - 4\hat{s}^2 + 8\hat{s}^4)$ | 0.001923              | Erler et al. (2003) [33]           |
| $\Box_{\gamma Z} = \frac{5\hat{\alpha}}{2\pi}(1 - 4\hat{s}^2) \left( \ln \frac{M^2_Z}{\Lambda^2} + C_{\gamma Z}(\Lambda) \right)$ | 0.0093$^{+0.0015}_{-0.0008}$ | Hall et al. (2013) [4]              |
|                    | 0.0097 ± 0.0014     | Carlson et al. (2013) [5]           |

determined values near the $Z^0$ resonance. Figure 2.8 shows the predicted running of $\sin^2 \theta_W$ from the Z-pole to low energies in the Modified Minimal Subtraction (MS) renormalization scheme. A $\pm 4\%$ measurement of $Q^p_W$ at the kinematics of the Qweak experiment would translate to a $\pm 0.3\%$ measurement of $\sin^2 \theta_W$ giving a $10\sigma$ test of the SM predicted running from the Z-pole. Deviations from the prediction may be interpreted as signatures of physics beyond the SM, whereas agreement puts significant bounds on certain models of new physics.
Figure 2.8: Standard Model predicted running of $\sin^2 \theta_W$ from the Z-pole to low energies evaluated in the $\overline{MS}$ renormalization scheme. The width of the line gives the error in the prediction. Plot taken from Erler et al. (2013) [6].
Chapter 3

Instrumentation and Operation of the Qweak Experiment

The Qweak experiment measured the weak charge of the proton $Q_{W}^{p}$ via elastic electron-proton scattering. This experiment began commissioning in July 2011 and began production running in February 2011. Data from the first few days of production running, referred to after this as “Run 0”, comprising $\sim 4\%$ of the full data set, were published in October 2013 providing the world’s first determination of the proton’s weak charge [1]. The production running after Run 0 was divided into two periods termed “Run 1” and “Run 2”. Run 1 extended from February 2011 to May 2011 after which there was a scheduled accelerator down time. During this time many hardware and configuration changes took place to improve the data quality. From November 2011 to May 2012 a period of efficient data taking took place (Run 2) in which over 60\% of the data of the experiment was collected.

Longitudinally polarized electrons were scattered from an unpolarized liquid hydrogen target. The helicity of the electron beam was flipped at approximately 1 kHz between left and right spin states. The Standard Model predicts a small parity-violating asymmetry of scattering rates between right and left helicity states due to the weak interaction. The Standard Model, along with information from
measured nucleon form-factors, provides a prediction for this asymmetry of approximately $2.2 \times 10^{-7}$, making it the smallest ep scattering asymmetry measured at the date of this writing. Furthermore, the proposed error on the asymmetry measurement was 2.5% (see Table 4 in the 2007 proposal [39]), which would be, if achieved, the smallest absolute uncertainty in a parity-violating electron scattering experiment by a factor of a few.

The raw asymmetry measured by the Qweak experiment can be written as [12]

$$A_{\text{raw}} = \frac{Y^+ - Y^-}{Y^+ + Y^-},$$

$$= P \left[ \left( \frac{1 - \sum f_b A_{PV}}{R} \right) + \sum f_b A_b \right] + A_{\text{beam}} + A_{bb} + A_T + A_\epsilon,$$

(3.1)

where $Y^+(-)$ are the integrated detector yields over a window with $+(-)$ electron beam helicity, $A_{PV}$ is the desired parity-violating ep scattering asymmetry, $P$ is the electron beam polarization, $A_b$ are asymmetric polarization-dependent backgrounds and $f_b = \langle Y_b \rangle / \langle Y \rangle$ is the fraction of the total signal coming from that background. $A_{\text{beam}}$ is the total asymmetry arising from helicity correlated changes to the beam energy, position and angle. $A_{bb}$ is a helicity-correlated neutral background associated with scattering in the beamline downstream of the target. $A_T$ is the QED asymmetry arising from residual transverse asymmetry on the electron beam and $A_\epsilon$ is a false asymmetry arising in the electronics of the data acquisition system (DAQ) from the presence of the helicity signal. Finally, $R$ is a correction factor that accounts for the difference between $\langle A(Q^2) \rangle$ and $A(\langle Q^2 \rangle)$, non-uniformity in the $Q^2$ distribution across the detector bars and electron radiative energy losses in the target. With the information from this equation together with Equation 2.21 it becomes apparent that Qweak requires accurate polarimetry and determination of average $Q^2$, precision measurement of backgrounds, an accurate measurement of helicity correlated beam properties, a means to minimize and remove residual transverse asymmetry on the beam and a clean detector signal chain without contamination from helicity-correlated signals.
During the design and operation of Qweak, particular attention was paid to each term involved in the extraction of $A_{PV}$ from $A_{raw}$ with the intention of minimizing error. Terms such as $P$, $R$ and $f_b$ require accurate measurement, whereas the false asymmetry terms need to be minimized and removed. This chapter provides an overview of the experiment highlighting the focus on error reduction from both operational and instrumentation perspectives.

### 3.1 Experimental Overview

The Qweak experiment was designed specifically to be a high luminosity experiment in order to meet its statistical goals. Qweak took the highest continuous current (180 $\mu$A) ever delivered to an experiment at Jefferson Lab. As a result of the high current heat load, a liquid hydrogen (LH$_2$) target was designed that at the time of this writing is the world’s most powerful LH$_2$ target. In order to accommodate the required rates (850 MHz per detector at 180 $\mu$A), the experiment was designed to be an integrating experiment with only the total flux in a given detector being stored for each window. Typical operating parameters for Qweak are given in Table 3.1.

**Table 3.1**: Typical operating parameters for Run 2 of the Qweak experiment. Table taken from Qweak instrumentation publication. [12]

| Quantity                  | Value                      |
|---------------------------|----------------------------|
| Beam energy               | 1.16 GeV                   |
| Beam polarization         | 89%                        |
| Target length             | 34.4 cm                    |
| Beam current              | 180 $\mu$A                 |
| Luminosity                | 1.7x10$^{39}$ cm$^{-2}$ s$^{-1}$ |
| Beam power in target      | 2.1 kW                     |
| $\theta$ acceptance       | $5.8^\circ - 11.6^\circ$   |
| $\phi$ acceptance         | 49% of $2\pi$              |
| $Q^2$                     | 0.025 GeV$^2$              |
| $\Delta\Omega_{\text{elastic}}$ | 43 msr                  |
| $\int |\vec{B}| dl$          | 0.9 T $\cdot$ m            |
| Total detector rate       | 7 GHz                      |
Qweak measured the parity-violating asymmetry of longitudinally polarized electrons on unpolarized protons by rapidly flipping the helicity of the electron beam in a quartet pattern of $+ - + -$ or $- + + -$, with the sign of the first macro-pulse (MPS) in each quartet chosen by a pseudo-random number generator. The MPS repetition rate was 960.15 s$^{-1}$ making each quartet approximately 240 $\mu$s long. The asymmetry of scattering rates between states of positive and negative helicity was measured for each quartet as given in Equation 3.1 where $Y^+(-)$ is the integrated flux over the $+(\rightarrow)$ states of a pattern. The pattern order was designed to remove slow linear drifts in the detector rates.

The electron beam at Jefferson Lab is created by shining circularly polarized laser light on a super-strained GaAs photo-cathode. Superconducting radio frequency (RF) cavities in the injector region accelerate the electrons to highly relativistic energies before entering the accelerator proper[7]. The accelerator consists of two parallel arrays of superconducting RF cavities connected by recirculating arcs such that the shape of the whole accelerator resembles a racetrack. Figure 3.1 gives a schematic of the accelerator showing the source, linear accelerators and recirculating arcs. The accelerator was designed to give 1096 MeV per round trip with the ability to tune the energy by adjusting accelerating cavity electric field gradients. For most of Qweak the beam energy of 1160 MeV was obtained by a single pass around the accelerator. However, for the first two months during Run 2 due to an operating accident that took some RF cavities offline, the same energy had to be obtained by two full passes with lower cavity gradients.

Electron beam polarimetry for Qweak was accomplished using an existing Møller polarimeter in Hall C as well as a new Compton polarimeter built specifically for Qweak. Polarization values from these were also compared to results from a less accurate Mott polarimeter in the injector region that measures the electron beam polarization at low energies where the Mott scattering cross section is large.

A CAD drawing of the experimental apparatus specific to Qweak installed in Hall
Figure 3.1: Schematic of the accelerator at Jefferson Lab showing the electron source, linear accelerating regions (linacs) and the recirculating arcs. At the time of the Qweak experiment electrons could pass around the accelerator from 1-5 times depending upon the desired energy. Vertical dipole magnets momentum analyze the electrons distributing them in various recirculation arcs at different heights according to the number of passes through the linacs with higher arcs corresponding to lower energy electrons. The three experimental halls A, B and C are also shown.[7]

C is shown in Figure 3.2. This section of the beamline was completely reconstructed to accommodate the Qweak installation including the target, collimators and detector system. The detector system was housed in a concrete hut to further shield from unwanted backgrounds.

The target was a 34.4 cm liquid hydrogen (LH\textsubscript{2}) target with thin windows made of aluminum alloy. The LH\textsubscript{2} was kept near 20 K with a heat exchanger supplied with liquid helium. A lead collimator selected scattered electrons in a range of angles from 5.8° to 11.6° in the low \(Q^2\) region centered on 0.025 (GeV/c)\(^2\) where hadronic effects are relatively insignificant. A series of three lead collimators were used to remove inelastic events upstream of the spectrometer. A toroidal spectrometer (QTOR) was used to focus elastic events onto the detector bars while keeping most of the inelastic events well out of the detector acceptance.
Drift chambers upstream of the spectrometer and directly in front of the main detector bars were used to reconstruct individual event trajectories for the determination of the average experimental $Q^2$. These were operated in extremely low current conditions (50 pA) so that individual events could be resolved.

Beam position was monitored by a series of beam position monitors (BPM’s) located every few meters along the beamline. A fast feedback system (FFB) reading from BPM’s in the arc leading to Hall C was used to stabilize beam energy as well as position and angle at the target.

Luminosity monitors were placed at two locations downstream from the target.
near the beam pipe to monitor low angle scattering events such as might be pro-
duced by beam halo interacting with small apertures in the beam pipe and Möller
scattering in the target. Detectors placed in various locations inside the shielded
detector region outside the main detector acceptance were used to monitor un-
wanted backgrounds.

Greater detail about the subsystems is presented in the sections ahead with em-
phasis placed upon both the procedures followed and the instrumentation utilized
to minimize the uncertainty for Qweak.

3.2 Polarized Electron Source and Injector

The program of increasingly sensitive parity-violation experiments at Jefferson Lab
over the past decade, including G0, the HAPPEX experiments, PREX, PVDIS and
finally Qweak, has created a focus on delivery of the highest quality electron beam
with particular attention on the electron source. The electron beam is created
by optically pumping a strained superlattice GaAs photo-cathode. The helicity
of the laser is transferred to the electrons and the theoretical limit of 50% polar-
ization attainable with a simple GaAs photo-cathode is exceeded by introducing
alternating layers of GaAs with lattice mismatched InGaAs to generate a strained
superlattice\cite{40}\cite{41}. Polarizations exceeding 88\% were routinely achieved during
Qweak.

The laser is circularly polarized using a linear polarizer followed by a Pockels cell
which utilizes an optically active crystal whose birefringence is proportional to
the applied voltage across it. A fast switch is used to reverse the polarity of the
high voltage across the Pockels cell and thus to flip the laser helicity. Figure 3.3
shows a schematic of the polarized electron source. An insertable half-wave plate
before the Pockels cell allows the helicity of the laser to be reversed with respect
to the high voltage state across the Pockels cell. This provides a sensitive test of
systematic false asymmetries associated with high voltage state so that they can be minimized and/or canceled.

A specially designed electrical timing board was used to control the helicity flip frequency during Qweak. The electronics of this board were carefully isolated from other source and experimental electronics to eliminate contamination of detector signals and to minimize effects such as beam motion induced in the source by electronics cross-talk at the helicity reversal frequency\(^1\). Four signals were generated by the timing board to control the timing of helicity reversal and to trigger data

\(^1\)This was an issue in the HAPPEX-He experiment\cite{42}.
Figure 3.4: Diagram illustrating timing of the helicity signals for the polarized source. The helicity signal (red) controlled the sign of the high voltage across the Pockels cell and always followed a \( + - + - \) or \( - + - + \) pattern with the sign of the first element in each pattern chosen using a pseudo-random number generator. The nHelicity signal, the complement of Helicity, ensured that the timing board always drew the same current no matter which helicity state was being signaled. The Helicity Gate signal (blue) was used for timing data acquisition and was lowered 1 \( \mu s \) before each helicity window and stayed low for time \( T_{\text{settle}} = 70 \mu s \) to allow for the finite transition time to a new helicity state. Data acquisition was triggered whenever the Helicity Gate signal was high. Lastly, the Quartet signal (green) was used to mark the beginning of each new quartet pattern.

acquisition (see Figure 3.4 for an explanation of the timing signals). The helicity signal was sent to a high voltage optical switch using LED’s attached to fiber-optic cable. Although most previous experiments at Jefferson Lab flipped the helicity at 30 Hz, a much faster flip frequency of 961.015 Hz was chosen for Qweak to reduce the effects of drifts in beam, target and detector properties, requiring a redesigned high voltage switch with a rise/fall time of \( \sim 60 \mu s \) [43].

Careful attention was given to the alignment and polarization of the source laser to minimize helicity-correlated charge and position differences. Further details about the source of these helicity-correlated beam asymmetries (HCBA’s) and methods to reduce their effects can be found in the following reference [42] and specifics related to the Qweak experiment in a future thesis [44].

Upon emission from the photo-cathode, the electrons are accelerated by an electrostatic field inside what is called the “electron gun”. The gun bias voltage was
increased for $Q_{\text{weak}}$ from 100 keV to 130 keV to create a more compact beam and thus reduce aperture losses in the injector region which are known to create intensity asymmetries [43].

The accelerator RF cavities at Jefferson Lab are tuned to resonate at a frequency of 1497 MHz. Each experimental hall has its own source laser pulsed at 1/3 the accelerator frequency or 499 MHz so that all three halls can receive beam at the same time. An RF separator is frequency tuned to kick each of the bunches off the straight line trajectory through three small holes in a metal plate called the chopper. Figure 3.3 shows that the electron beam goes through a pre-buncher before the chopper. The pre-buncher is an accelerating cavity tuned such that the electron bunch spans a zero crossing in the RF standing wave making the two ends of the bunch experience opposite sign fields. This slows the frontmost electrons and accelerates the rearmost electrons creating a tighter bunch. Figure 3.5 shows a picture of the chopper with and without the prebuncher and how much cleaner the beam is when the prebuncher is used. The beam passes through another buncher after the chopper to further compact the electron pulses before entering cryogenic accelerating cavities further boosting the electrons to relativistic energies before entering the main accelerator.

Apertures in the source region (labeled A1-A4 in Figure 3.3) are used to clean up the beam. These apertures coupled with helicity-correlated beam position differences can be a significant source of charge asymmetry from differential chopping.

A double Wien spin-flipper with components labeled as “H-Wien”, “V-Wien” and “Spin Solenoids” in Figure 3.3, allows the helicity of the electron beam to be reversed relative to the laser helicity providing another level of diagnostics and cancelation for systematic helicity-correlated differences on the electron beam. A diagram of the double Wien spin-flipper is shown in Figure 3.6. The vertical Wien flips the spin from longitudinal to transverse pointing vertically upward. The spin solenoids then serve the dual purpose of focusing the beam and precessing the
Figure 3.5: Chopper viewer with beams to three halls shown without pulsed laser, with pulsed laser and with pulsed laser and prebuncher. The small apertures in the chopper disk are not visible in the photograph but are smaller than the spot size in the bottom picture.

electron spin clockwise or counterclockwise to make them horizontal and transverse to the direction of propagation. Finally, the horizontal Wien filter rotates the spins in the horizontal plane to any desired angle relative to the direction of propagation such that the spins are properly aligned (typically fully longitudinal) when they enter the experimental hall. Due to inefficiencies associated with setting up the double Wien spin-flipper, during the entire Qweak experiment the spin was reversed only 8 times using the double Wien. A more detailed review of the double Wien filter at Jefferson Lab can be found at [45].
3.3 Beam Transport and Monitoring

As mentioned earlier in this chapter, the accelerator at Jefferson Lab consists of two linacs (north and south) connected by recirculating arcs. Each pass gives an energy of approximately 1.1 GeV to the electrons, allowing certain beam energies to be selected for the experimental halls by choosing the number of passes around the accelerator. The collinear beams for the three halls are extracted at the end of the south linac by an RF extractor that selectively “kicks” the beam pulses for the three experimental halls into the direction of their respective beam extraction pipes. A septum magnet further separates the beam trajectories. The beam for Hall C then travels through an arc (to the left looking downstream) before entering the experimental hall.

The position of the electron beam is measured every few meters by beam position monitors (BPM’s), which are metal canisters outfitted with four small RF antennae [46][47]. A passing electron bunch creates signals in each antenna proportional to its distance from the antenna allowing the beam position to be measured relative the center of the canister. The signals are amplified, conditioned and averaged before the positions are calculated. Figure 3.8 shows an illustration of the BPM...
canister and antennae along with a picture of an installed BPM. BPM’s at Jefferson Lab are typically installed such that the antennae are rotated 45° relative to the horizontal and vertical planes to keep them out of direct line of synchrotron radiation on horizontal and vertical bends. The signals are then rotated in software to give true X and Y positions. The position in the rotated (primed) coordinate system can be calculated as [48]

\[
X' = k \frac{(X^+ - X_{off}^+)}{X^+ + X_{off}^+} - \alpha_X (X^- - X_{off}^-), \quad \text{(3.2)}
\]

and

\[
Y' = k \frac{(Y^+ - Y_{off}^+)}{Y^+ + Y_{off}+} - \alpha_Y (Y^- - Y_{off}^-), \quad \text{(3.3)}
\]

where \(X^+, X^-, Y^+, Y^-\) are the signals from 4 antennae, \(X_{off}^+, X_{off}^-, Y_{off}^+, Y_{off}^-\) are the antenna signals with no beam and \(\alpha_{X(Y)}\) is a factor to account for gain differences between the + and – antennae in the \(X' (Y')\) directions\(^2\). The scale factor \(k\) is the sensitivity of the BPM at the accelerator frequency of 1497 MHz and depends upon the size of the canister.

\(^2\)The \(\alpha\) scale factors are given explicitly as \(\alpha_{X(Y)} = \frac{x(Y)+-x(Y)^{off}_+}{x(Y)+x(Y)^{off}_+}\).
The readout system uses switched electrode electronics (SEE) so that the same amplifier-detector chain is used to read out the + and – signals sequentially, greatly reducing sensitivity to differential gain and offset changes between readout channels. The electronics switch between the two wires every 4.2 µs and integrate the position signal for a 2.9 µs window.

Figure 3.8: Left graphic illustrates stripline beam position monitor with four antennae. Position is calculated using the difference of the wire signals in a given direction. Picture on the right shows an actual BPM installed on the beamline. The antenna connections can be seen with cables going to readout electronics.

The quoted resolution of the SEE BPM’s has been < 100 µm from 1−1000 µA [47]. A study of BPM resolutions in Hall C during the Qweak experiment, independently measured the resolution of the SEE BPM’s as well as the dependence of this resolution on current. Under the assumption that all similar BPM’s have the same intrinsic resolution, she used pairs of BPM’s in a drift region of the Hall C beamline to predict the position of a third BPM and determined that the resolution of a single BPM at 180 µA is ∼ 0.9 µm for each MPS which is about 1 ms (see [49] appendix A).

Superharps located at key positions along the beamline are used to measure the beam profile and absolute position. These consist of a motor-actuated triplet of thin wires (22 µm diameter) at fixed angles relative to each other (two wires
perpendicular to each other and a third wire in the same plane at 45° to the other two wires) which are passed through low current beam. The electrical signals generated in the wires as they pass through the beam are used to reconstruct the beam profile [50]. Superharps are used to verify that the beam size and profile agree to within tolerance with the beam optics model. For example, having a beam spot size much smaller than the laser profile is critical in the region of the Compton polarimeter where the laser interacts with the electron beam. A superharp in the Compton region was used to verify that the beam spot size was close to the specified 1σ radius of 40 µm. Superharps were also used to determine the shape of the beam and to check for the presence of asymmetric or unusual beam halo.

Superharps also serve a critical function in measuring the electron beam energy. The absolute beam position and angle is measured at three locations, upstream, at the center and downstream of the Hall C arc using pairs of superharps. The fields of dipole bending magnets in the arc have been mapped to good precision using a combination of Hall and NMR probes and all higher order magnets (sextapoles and quadrupoles) have their field integral set to zero. In this configuration, the beam dispersion at the center of the Hall C arc is large (12 cm/%). The beam momentum can be calculated as

\[ p = \frac{e}{\theta} \int B \, dl, \]

where \( \theta \) is the net bend angle of the beam and \( \int B \, dl \) is the total magnetic field integral. The beam energy can then be obtained from \( p \) with simple relativistic kinematics.

Differential changes in beam energy are monitored using BPM’s located in the Hall C arc. Higher order optical beamline elements (sextapoles and quadrupoles) create a dispersion in the arc which depends on beam tune. A typical tune for Qweak was around 4 cm/% at the point of highest dispersion in the arc. The BPM located at this position of highest dispersion is called BPM3c12 and the horizontal
beam position at this location, given by BPM3c12X, was used by Qweak as a relative energy monitor.

A set of 4 air-coil dipole magnets (2 horizontal and 2 vertical) in the Hall C arc are used as part of a feedback system to remove beam position and angle motion at the target. This feedback system called “Fast Feedback” (FFB) utilizes BPM’s in the Hall C arc and tunnel upstream of the experimental hall to determine frequency components of the beam’s motion and drives the FFB dipole coils to null those frequencies. The most downstream set of FFB coils is labeled in Figure 3.7. The system is specifically tuned to null frequencies that are harmonics of the 60 Hz line noise [51]. Because the accelerator mixes position and angle with beam energy, the FFB system also includes a BPM in the highly dispersive region of the Hall C arc as a relative energy measurement. Energy fluctuations are corrected by feeding back on a Vernier on one of the accelerating cavities in the south linac. This system was active throughout the Qweak experiment.

A second set of 4 air-coil dipole magnets (2 horizontal and 2 vertical) in the Hall C arc were used to intentionally drive the beam in position and angle so that the sensitivity of the main detector to these parameters could be measured. The intentional driving of the beam for calibration of the main detector sensitivities is referred to as “beam modulation”. The beam modulation coils are labeled in Figure 3.7. In addition to these air-coil magnets, the beam modulation system also utilized a Vernier on one of the south linac accelerating cavities for intentional modulation of energy. The use of the beam modulation system to calibrate the detector responses to beam energy, position and angle and to correct the main detector to remove these sensitivities is dealt with in detail in Chapters 4 and 5.

Beam intensity or current was measured during the Qweak experiment using six beam current monitors (BCM’s) upstream of the target, although not all six were available for the entire experiment. The BCM’s are cylindrical, stainless steel microwave cavities tuned to resonate at the accelerator frequency (1497 MHz). The $TM_{010}$ mode of the BCM’s is proportional to beam current but insensitive to
electron bunch length and position [52]. The BCM’s were enclosed in a temperature stabilized box to preserve their resonance tune. The BCM’s were calibrated using a parametric current transducer (PCT), often referred to as the “Unser”. Although the Unser provides a highly accurate current reading, it is subject to slow drifts which compromise its usefulness as a continuous monitor.

In Run 1 of the Qweak experiment, a pair of BCM’s (BCM1 and BCM2) were used to normalize the main detector signals to charge. In Run 2 a new set of BCM’s were used with updated digital electronics which increased the resolution of the beam current measurements. One method for determining BCM resolution involves taking the difference in the asymmetries measured in two BCM’s located close to each other on the beamline. This difference between the two BCM’s is termed the “double difference” since it is a difference between two measurements of asymmetry between states of opposite helicity. Since both BCM’s are expected to be measuring exactly the same beam and have approximately the same intrinsic resolution, the width of the double difference distribution is $\sqrt{2}$ times the BCM resolution. Figure 3.9 shows the double difference using BCM’s 1 and 2 which were used in Run 1 and the double difference using BCM’s 7 and 8 outfitted with new electronics.

![Figure 3.9: Charge asymmetry double difference (DD) plots (typical 1 hour run) for two pairs of BCM’s used in the Qweak experiment. Double difference plots show half the difference in signal between two BCM’s measuring the same beam current and as such they are a measurement of the intrinsic BCM noise. BCM’s 1 and 2 (blue) have an RMS DD width of 115 ppm while BCM’s 7 and 8 (red) have an RMS DD width of 57 ppm.](image)
3.4  Polarimetry

Electron beam polarization enters as a multiplicative factor in determining the parity-violating asymmetry from the measured raw asymmetry (Equation 3.1), requiring a heavy emphasis on polarimetry for Qweak. Electron beam polarization was determined for Qweak using the existing Møller polarimeter as well as a new Compton polarimeter installed specifically to meet the demands of Qweak. Although the Møller polarimeter can measure beam polarization to $<1\%$ within a few hours, it is limited to low currents $\sim 1 \mu$A and it is invasive, requiring hours each week of dedicated beam time. The Compton polarimeter can provide continuous, non-invasive polarization measurements at the current of the experiment. The operation of the two polarimeters as well as the results of each are discussed below.

3.4.1  Møller Polarimeter

Quantum electrodynamics (QED) accurately predicts a spin dependence in the cross section of polarized Møller (electron-electron) scattering. The spin-dependent cross section for longitudinally polarized, ultra-relativistic electrons can be written at tree level as

$$\frac{d\sigma}{d\Omega_{\text{cm}}} = \frac{d\sigma_0}{d\Omega_{\text{cm}}} \left(1 + P^{||}_t P^{||}_b A_{zz}(\theta)\right),$$  \hspace{1cm} (3.4)

where the unpolarized cross section at high energy is given by

$$\frac{d\sigma_0}{d\Omega_{\text{cm}}} = \left(\frac{\alpha(4 - \sin^2 \theta)}{2m_e\gamma \sin^2 \theta}\right)^2,$$

and $P^{||}_{t(b)}$ is the longitudinal polarization of the target (beam). $A_{zz}$, the maximum scattering asymmetry as a function of angle is given by the following expression:

$$A_{zz}(\theta) = -\sin^2 \theta(8 - \sin^2 \theta)/(4 - \sin^2 \theta)^2.$$
If the target polarization is known\(^3\), the electron beam polarization can be obtained from the measured scattering asymmetry between beam polarization states of right and left helicities which is given as

\[
A_{\text{Møller}} = \frac{d\sigma}{d\Omega} \uparrow\uparrow - \frac{d\sigma}{d\Omega} \downarrow\uparrow + \frac{d\sigma}{d\Omega} \downarrow\uparrow = A_{zz} P_b^\parallel P_t^\parallel, \tag{3.5}
\]

where \(\alpha\) is the fine structure constant, \(\frac{d\sigma}{d\Omega} \downarrow\uparrow\) is the differential scattering cross section for target and beam spins aligned and \(\frac{d\sigma}{d\Omega} \uparrow\uparrow\) is for the beam and target spins anti-aligned. In practice, \(A_{\text{Møller}}\) is measured as the difference in the numbers of scattered electrons between the two helicity states. The kinematics of the Möller polarimeter in Hall C are set to select the maximum analyzing power with the center of mass scattering angle of \(\theta_{\text{cm}} = 90^\circ\) giving \(A_{zz} \approx -\frac{7}{9}\).

The target for the Hall C Möller is a thin iron foil placed directly in the electron beam and polarized to the point of saturation in the direction of the electron momentum using a superconducting 3.5 T magnet. Both the scattered electron and the dislocated atomic electron are detected in coincidence by symmetric detectors on both sides of the electron beam. A tight timing cut on the coincidence highly suppresses backgrounds primarily from Mott scattering. Two quadrupole magnets momentum analyze the scattered electrons so that the desired events are selected and the majority of background events blocked by a system of collimators. A diagram of the Möller polarimeter is shown in Figure 3.10. The difference in the number of coincidences between right and left beam helicity states divided by the total number for both states gives the asymmetry \(A_{\text{Møller}}\).

During Qweak the beam polarization was measured using the Möller 2-3 times per week. Beam current during these measurements was around 1 \(\mu\) A to keep uncertainty from target depolarization low. The list of systematic uncertainties associated with the Möller measurements is given in Table 3.2. During Run 1

\(^3\)Since only the two valence electrons of the 26 in iron are polarizable, the maximum effective target polarization \(P_t\) is \(\sim8\%\). A potentially significant uncertainty arising from Fermi motion of inner atomic electrons, was first described by Levchuk [54]. The Hall C Möller was designed with a large acceptance to make this effect small enough to correct for it with a small uncertainty.
an additional systematic uncertainty of 0.89% was included to account for an intermittent short in one of the Möller quadrupoles which altered the analyzing power $A_{zz}$.

### 3.4.2 Compton Polarimeter

Compton polarimetry relies on electron-photon ($e\gamma$) scattering to determine electron beam polarization. A circularly polarized laser beam of photons intersects the electron beam at a small crossing angle. The $e\gamma$ cross section is small enough that its affect on the electron beam can be neglected; however, the cross section depends slightly upon the relative helicities of the electron and photon. The tree level spin-dependent cross section of longitudinally polarized electrons on circularly polarized photons with collinear (opposite direction) momenta\(^4\) is given by QED as \([56][57]\)

\[
\frac{d\sigma}{d\rho} = \frac{d\sigma_0}{d\rho} \mp P_e P_\gamma \cos\theta \frac{d\sigma_1}{d\rho}, \quad (3.6)
\]

\[^4\text{A zero angle crossing of the laser and electron beam is assumed. The Hall C Compton crossing angle is 1.33° or 23.2 mrad. The correction to account for the non-zero crossing angle is negligible for the kinematics of the Compton polarimeter.}[55]\]
Table 3.2: Table of uncertainties for the Hall C Möller polarimeter for Run 2 of the experiment taken from the Qweak instrumentation paper [12]. During Run 1 an intermittent short in one of the polarimeter quadrupoles added an uncertainty not included here.

| Source                      | Uncertainty | $dA/A$ (%) |
|-----------------------------|-------------|------------|
| Beam position X             | 0.5 mm      | 0.17       |
| Beam position Y             | 0.5 mm      | 0.28       |
| Beam direction X'           | 0.5 mrad    | 0.1        |
| Beam direction Y'           | 0.5 mrad    | 0.1        |
| Q1 current                  | 2%          | 0.07       |
| Q3 current                  | 3%          | 0.05       |
| Q3 position                 | 1 mm        | 0.01       |
| Multiple scattering         | 10%         | 0.01       |
| Levchuk effect              | 10%         | 0.33       |
| Collimator position         | 0.5 mm      | 0.03       |
| Target temperature          | 100%        | 0.14       |
| B-field direction           | 2°          | 0.14       |
| B-field strength            | 5%          | 0.03       |
| Spin depolarization         | –           | 0.25       |
| Electronic dead time        | 100%        | 0.05       |
| Solenoid focusing           | 100%        | 0.21       |
| Solenoid position(X,Y)      | 0.5 mm      | 0.23       |
| High current extrap.        | –           | 0.5        |
| Monte Carlo statistics      | –           | 0.14       |
| Total                       |             | 0.83       |

where $\frac{d\sigma_0}{d\rho}$ is the unpolarized cross section, $\frac{d\sigma_1}{d\rho}$ is the longitudinal spin-dependent piece of the cross section, $P_{e(\gamma)}$ is the electron (photon) polarization and $\theta$ is the angle between the electron spin and its momentum. The $–$ sign of the second term corresponds to the photon whose helicity is parallel to its momentum (opposite the electron momentum)[56]. The two components of the cross section can be shown to be

$$
\frac{d\sigma_0}{d\rho} = 2\pi r_0^2 a \left[ \frac{\rho^2(1-a)^2}{1-\rho(1-a)} + 1 + \left( \frac{1-\rho(1+a)}{1-\rho(1-a)} \right)^2 \right],
$$

(3.7)

and

$$
\frac{d\sigma_1}{d\rho} = 2\pi r_0^2 a \left[ (1-\rho(1+a)) \left( 1 - \frac{1}{1-\rho(1-a)} \right)^2 \right],
$$

(3.8)

where $r_0$ is the classical electron radius, $\rho = k'/k_{\text{max}}$ is the ratio of the scattered photon energy to the maximum scattered photon energy in the lab frame and
\( a = 1 + 4kE/m_e^2 \) is a kinematic factor where \( k \) is the incident photon energy and \( E \) is the incident electron energy measured in the lab frame. The asymmetry then comes from the longitudinal spin dependent term of Equation 3.8 and takes the form

\[
A_l = \frac{d\sigma_{\uparrow\uparrow}}{d\Omega} - \frac{d\sigma_{\uparrow\downarrow}}{d\Omega} + \frac{d\sigma_{\downarrow\uparrow}}{d\Omega} + \frac{d\sigma_{\downarrow\downarrow}}{d\Omega} = \frac{d\sigma_1}{d\rho} / \frac{d\sigma_0}{d\rho},
\]

where the subscript \( l \) emphasizes that this is only for longitudinal electron polarization. Thus, if the photon polarization is known, the electron beam polarization can be determined from the measured asymmetry using the following relationship:

\[
A_{\text{measured}} = P_e P_\gamma A_{\text{Compton}} \implies P_e = \frac{1}{P_\gamma} \left( \frac{A_{\text{measured}}}{A_l} \right).
\]

Plots of the unpolarized differential cross section and of the asymmetry \( A_l \) as a function of back-scattered photon energy are shown in Figure 3.11. The asymmetry changes sign in the center of the spectrum and reaches a maximum at the kinematic endpoint for maximum back-scattered photon energy.

![Compton Scattering Asymmetry and Differential Cross Section](image)

**Figure 3.11:** Compton scattering asymmetry and differential cross section shown at the kinematics of the Qweak experiment using a green (532 nm) laser at 0° crossing angle. (Right) Average (unpolarized) differential cross section for electron-photon scattering. (Left) Scattering asymmetry for longitudinally polarized electrons on circularly polarized photons versus back-scattered photon energy.

The Hall C Compton polarimeter was designed to measure the scattering asymmetry for both the back-scattered photons and the Compton scattered electrons. An illustration of the system is shown in Figure 3.12. The electron beam is bent through a chicane by a set of 4 identical dipole magnets. At the center of the
chicane the electron beam is 0.57 m lower than its usual trajectory and at this point it intersects a laser-fed Fabry-Perot optical cavity where the Compton interaction occurs. The scattered photons in the full $4\pi$ solid angle in the electron rest frame are contained in a small-angle cone in the lab frame centered on the electron beam trajectory and are captured by the photon detector, a scintillating crystal placed 4.3 m downstream of the Compton interaction point. The electron detector, located 5 mm above the electron beam directly upstream of the fourth dipole, measured the asymmetry versus energy spectrum of the scattered electrons momentum-analyzed by the third dipole of the chicane. Design and construction of the photon target for the Compton polarimeter was one of the primary concerns of the author early in this experiment. A Coherent Verdi-V10 laser (details on the laser can be found in [58]) delivered 10 W of green light (532 nm) that was mode-matched to an 84 cm long Fabry-Perot optical cavity. During Run 2 the optical cavity had high-reflectivity mirrors ($R=99.5\%$) yielding a cavity gain close to 200 with more than 1400-1800 W of stored power depending upon the quality of the mode-matching. Lower reflectivity mirrors used in Run 1 led to more than a factor of 2 reduction in stored power and a poorer signal to background ratio.

Knowledge of laser polarization inside the optical cavity, housed inside the electron beam vacuum pipe, is essential to the integrity of the electron polarization measurement (see eq. 3.10). A novel method used to determine intracavity laser polarization introduced during Run 2 made this key uncertainty almost negligible. Further details on the setup and analysis for the laser/photon target will be

![Figure 3.12: Illustration of Compton polarimeter showing magnetic chicane, laser table, and electron and photon detectors.](image-url)
The photon detector consists of a square matrix of four 20 cm long lead tungstate (PbWO₄) scintillating crystals each with a 3 × 3 cm² cross section attached to a single 7.6 cm Hamamatsu R4885 photo-multiplier tube (PMT) located on the downstream face. The photon detector was maintained at 14°C giving a light yield increase of 20% relative to the usual 21° – 24°C temperature of Hall C. The signal from the photon detector was digitized using a flash analog-to-digital converter (FADC) with 200 MHz sampling. The signal was digitally integrated over each MPS and the accumulated sum recorded. In addition to the accumulator sum, a single self-triggered 250-sample waveform of a photon pulse in the detector was digitized and saved for each MPS allowing construction of the detected pulse spectrum for calibration purposes. The laser was continuously cycled on and off for background subtraction in a continuous pattern of 60 seconds on and 30 seconds off. “Laser off” means the optical cavity was unlocked and the laser beam blocked. Some periods during the experiment did not have the light blocked and a small residual beam of light leaked into the cavity, necessitating a small correction. Figure 3.13 shows a graph of the photon detector yield (accumulated sums) versus time clearly demonstrating the increase of light yield during laser on periods. Statistical uncertainty for the photon detector measurements remained

![Graph](image-url)
relatively high throughout Qweak so that its usefulness in tracking polarization between Møller polarization measurements was not realized. The analyzing power and non-linearity of the photon detector data were determined by a combination of GEANT4 simulation and direct measurement (for details see [59]). The combined statistical and systematic errors associated with the photon detector analysis were too large to provide useful polarization values for Qweak.

The electron detector is composed of a multiple plane diamond microstrip detector. Each detector plane is a thin (500 $\mu$m thick) 21 cm $\times$ 21 cm diamond wafer. The front surface of each wafer has 96 metal microstrips each 180 $\mu$m wide with a 20 $\mu$m gap between them, while a single electrode covers the entire back of the wafer. When an electron travels through the diamond it creates a trail of electron-hole pairs. A high voltage applied across the electrodes makes the electron-hole pairs migrate towards opposite plates causing an electrical pulse in the nearest microstrip(s). Pulses are conditioned and summed individually for each strip over each MPS window. Three of four parallel detector planes were used during Qweak with an event trigger requiring a hit in at least two of the three planes. A small set subset of the data was taken requiring a coincidence in three planes which was useful for diagnostic purposes and for calculating dead time.

Two parameters required before beam polarization can be extracted from the asymmetry spectrum are the microstrip-to-energy conversion factor and the strip offset. Only when these are known can the asymmetry versus microstrip spectrum be properly mapped its corresponding energy spectrum. A calculation of the strip/MeV conversion factor was made using a magnetic map of the third dipole in the chicane combined with the measured electron path. A fit procedure for locating the “Compton edge”\(^5\) gave the necessary offset allowing the Compton asymmetry spectrum to be fit with only one additional parameter, the electron polarization.

\(^5\)Compton scattering asymmetry spectra are typically shown versus back-scattered photon energy or electron energy lost to the photon. The “Compton edge” is the largest possible energy loss corresponding to the direct 180° back-scattering of the photon which also corresponds to the electrons which are least energetic. The Compton edge is obvious in Figure 3.11 since no Compton scattering occurs at higher energies.
Figure 3.14 shows the electron detector rate spectrum as a function of strip number or distance from electron beam. For the running conditions of Qweak, the Compton edge was located $\sim 17$ mm from the electron beam at the location of the electron detector. The electron detector was placed as close as 5 mm from the electron beam with the Compton edge around strip number 55. Figure 3.15 shows a typical 1 hour asymmetry spectrum versus strip number. Variation in efficiencies from strip to strip create a jagged rate spectrum, but since the asymmetry is formed on a strip-by-strip basis, it is not affected by efficiency to first order. Fitting the shape of the asymmetry spectrum maximizes the use of all the data and provides the highest precision measurement per unit time. During typical running conditions for Run 2 of Qweak, the electron detector was able to reach a statistical precision of $\pm 0.6\%$ in an hour.

The quality of electron detector data was much higher in Run 2 than in Run 1 due to improvements made during the scheduled down time between the two run periods. During this down time the photon target power was doubled and the laser polarization increased. The electron detector pulse-conditioning electronics boards were replaced with improved, less noisy ones and a fourth electron detector plane was added. Analysis is ongoing to determine the electron detector polarizations and uncertainty for Run 1, while the Run 2 results are considered mature. A plot comparing the Møller and electron detector results for Run 2 is shown in Figure
Figure 3.15: Electron detector rate asymmetry versus strip number shown with fit to Compton spectrum with polarization of 89.4%. Compton edge appears to be between strips 56 and 57. Background asymmetry is consistent with zero.

3.16. A detailed account of the electron detector analysis can be found in [60]. Table 3.3 lists the most significant contributions to the total systematic error for the Run 2 electron detector analysis.

| Source                              | Uncertainty (%) | $\Delta P/P$ (%) |
|-------------------------------------|-----------------|------------------|
| Laser polarization                  | 0.14            | 0.14             |
| Plane-to-plane secondaries          | 0.00            | 0.00             |
| 3rd Dipole field                    | 0.0011 T        | 0.13             |
| Beam energy                         | 1 MeV           | 0.08             |
| Detector Z position                 | 1 mm            | 0.03             |
| Trigger multiplicity                | 1-3 plane       | 0.19             |
| Trigger clustering                  | 1-8 strips      | 0.01             |
| Detector tilt (X)                   | 1°              | 0.03             |
| Detector tilt (Y)                   | 1°              | 0.02             |
| Detector tilt (Z)                   | 1°              | 0.04             |
| Strip eff. variation                | 0.0 - 100%      | 0.1              |
| Detector Noise                      | $\leq$ 20% of rate | 0.1             |
| Fringe Field                        | 100%            | 0.05             |
| Radiative corrections               | 20%             | 0.05             |
| DAQ ineff. correction               | 40%             | 0.3              |
| DAQ ineff. pt-to-pt                 |                 | 0.3              |
| helicity correl. beam pos.          | 5 nm            | < 0.05           |
| helicity correl. beam pos.          | 5 nm            | < 0.05           |
| vert. pos. variation                | 0.5 mrad        | 0.2              |
| chicane spin precession             | 20 mrad         | < 0.03           |

Table 3.3: The Hall C Compton polarimeter systematic uncertainties determined for Run 2 of the experiment.
3.5 Target

The main production target for Qweak was a 34.4 cm long conical cell with thin aluminum windows, filled with LH$_2$ and designed to handle the heat load introduced by a 180 $\mu$A electron beam. A heat exchanger maintained the liquid hydrogen at 20 K and a variable-speed recirculating pump continually cycled the hydrogen through the target cell. The target cell was designed using Computational Fluid Dynamics, modeling fluid flow and heat load to mitigate the effects of target boiling, especially near target windows (see Figure 3.17). The target windows were made of a strong aluminum alloy Al 75075-T6 with the 22.2 mm diameter entrance window being 97 $\mu$m thick and the 305 mm diameter exit window having a thickness of 640 $\mu$m. Under nominal running conditions during Qweak the target heat load from ionization was 2.1 kW. The target heat exchanger was designed to accommodate 2.8 kW to allow for other sources of heating (such as the pump).
and still leave a comfortable reserve of 250 W.

![Figure 3.17: Rendering of the target cell with the exterior shell shown only in outline to expose the inner structure designed to optimize fluid flow for elimination of hot spots and minimal target boiling. The conical shape with a larger downstream window allowed all elastic events within the detector acceptance to pass without interference from other target cell structures.](image)

Target boiling is a source of excess width – often called “common-mode noise” because it is seen by all the detectors – in the main detector signal. One of the primary metrics used to evaluate the performance of the target was the additional width to the main detector asymmetry distribution attributed to target boiling. During production running the electron beam was rastered in a square pattern typically 4 mm × 4 mm to reduce target boiling and prevent burning the aluminum windows. A series of studies were done varying the target recirculation pump speed, the raster size and beam current to test the contribution to the main detector width from target boiling. Figure 3.18 shows the published results of one such test done by varying pump speed [12]. At the nominal Qweak production running conditions of 180 µA beam of 1.16 GeV electrons rastered in a square 4 mm × 4 mm pattern with a 28.5 Hz pump speed, the contribution to the main detector asymmetry width from target boiling was 53 ± 5 ppm, near the design limit of <50 ppm.
The target also included an array of solid targets on a “ladder” with locations along the beamline at the same position as the upstream and downstream aluminum windows. Aluminum solid targets of the same alloy as the target cell windows were used to measure the parity-violating asymmetry of aluminum so that the window contribution could be removed from the main detector asymmetry measurement. Targets with various sizes of square holes were used to determine target alignment. Solid targets of carbon, beryllium and beryllium oxide were also included for possible systematic and calibration studies. A picture of the dummy target ladder in its September 2010 configuration is shown in Figure 3.19. A few alterations to the targets were made between Runs 1 and 2 including the addition of more thin aluminum targets.
3.6 Collimation and Shielding

Three lead collimators located between the target and spectrometer (see Figure 3.2) formed the collimator system for the Qweak experiment. The first collimator located close to the target was a cleanup collimator used to reduce radiation for downstream equipment, whereas the second collimator defined the polar and azimuthal acceptance of the experiment. A third collimator located in the upstream fringe field of the spectrometer served to further reduce backgrounds before the spectrometer. Figure 3.20 shows the three main collimators during installation in Hall C.

A water-cooled, cylindrical tungsten collimator installed in the central aperture of the first collimator defined the maximum scattering angle that could pass through the beam enclosure and was designed to stop scattering with line-of-sight to the
Figure 3.20: Picture showing the collimation system used in the Qweak experiment during installation in Hall C at Jefferson Lab. Also labeled are the lintels for blocking line-of-sight photons from the target and the lead donut around the beam pipe on the primary collimator which reduced backgrounds from beamline scattering.

main detector. The tungsten collimator was machined to have a central conical shaped aperture with upstream and downstream diameters of 14.9 mm and 21.5 mm respectively. This collimator, located 47 cm downstream of the target exit window, was calculated to absorb a deposited power of 1.6 kW during typical production conditions. The tungsten collimator is associated with a significant source of helicity-correlated background seen uniformly by all the main detector bars and will figure prominently in discussions about beam corrections in following chapters. A picture of the tungsten collimator installed in the first collimator is shown in Figure 3.21.

Lead “lintels” were installed inside the eight octants of the QTOR spectrometer to block line of sight photons to the main detector produced in the downstream edge of the defining collimator as well as in the tungsten collimator and the beam pipe just downstream of it. A lead donut was also installed around the beam pipe at the defining collimator (see Figure 3.20) after it was determined to greatly reduce
backgrounds in the main detector.

An 80 cm thick barite-loaded, stainless steel reinforced, high-density concrete wall was built just downstream of the detector to shield the main detector. The wall design was optimized using the GEANT3 simulation package to remove backgrounds associated with interactions of secondary photons and inelastic electrons in the main detector support structures. The apertures in this wall were designed to be well outside the elastic envelope defined by the second collimator and the QTOR optics.

During the scheduled accelerator down time between Runs 1 and 2, 5 cm thick insertable tungsten shutters were installed on the first collimator allowing octants 1 and 5 (octants located at 9 o’clock and 3 o’clock) to be completely blocked for dedicated background studies. Further details of the shielding and collimation system and of the simulation efforts that went into their design can be found in [61] as well as in the Qweak instrumentation publication [12].
3.7 QTOR Spectrometer

The toroidal spectrometer (QTOR) employed in the Qweak experiment, in contrast to a pure momentum analyzing spectrometer, was designed to focus all elastic events inside the envelope defined by the collimator system into a mustache-shaped distribution on the detector bars. QTOR was composed of eight 3.7 m long, racetrack-shaped, double-pancake coils arranged symmetrically about a central axis to form eight octants. QTOR can be seen during installation in Figure 3.20. The nature of Qweak required a highly degree of symmetry in the eight octants of the installed spectrometer. A precise mapping program that utilized shifts from predicted zero-crossings of the magnetic field in the fringe fields outside the ends of the spectrometer was used to determine coil misalignments. Details of this zero-crossing technique for determining coil misalignments are given in [62]. The most important metric for quantifying design symmetry is the octant to octant variation of the total magnetic field seen by scattered electrons, often referred to as $\int Bdl$. This variation was found to be within specified design tolerance of $\pm 0.3\%$ (see page 28 [12]).

The QTOR spectrometer was composed of eight, water-cooled, resistive magnetic coils connected in series to a power supply. During nominal operating conditions QTOR ran at 8900 A and 123 VDC, generating a $\int Bdl$ of 0.9 T-m at the mean scattering angle of 7.9°. Both the QTOR support structure and the coils were designed to be iron free to remove the possibility of helicity-correlated asymmetric scattering from magnetized iron reaching the detectors.

3.8 Main Detector System

The azimuthally symmetric main detector array for Qweak was designed to handle high rates with a high degree of linearity and low sensitivity to neutral backgrounds. The symmetric arrangement of the detectors also made their average
response highly insensitive to shifts in beam position and angle. The main detector system comprised eight non-scintillating, quartz Čerenkov bars, measuring 200 cm × 18 cm × 1.25 cm, arranged octagonally around the beam line at a radius of 335 cm. The quartz bars were sealed in light-tight enclosures and installed in a stiff aluminum support structure (see Figure 3.23). The artificial fused-silica (Spectrosil 2000) bars were highly radiation hard and showed little yellowing over the course of the experiment even after sustaining a few thousand hours of rates as high as 900 MHz per bar. Figure 3.22 shows darkening of regular glass attached behind the main detector bars after only a few weeks of running. Each bar was composed of two 100 cm × 18 cm fused silica plates glued together in the center. An 18 cm × 18 cm × 1.25 cm waveguide glued to each end of the bar transported the light to 13 cm diameter PMT’s which were glued to the downstream faces of the lightguides.

![Image](image-url)

**Figure 3.22:** Regular glass witness plates fastened to the downstream side of the main detector bar located and removed after only a few weeks of beam demonstrate clear darkening at the highest event region in the “mustache” distribution. Fused silica detector bars showed little radiation damage.

A 2 cm thick lead pre-radiator was installed in front of each main detector bar to suppress low energy backgrounds. The pre-radiators increased light yield by a factor of 7 giving a signal to background improvement of 20 relative to test runs completed before the pre-radiators were installed. However, variation of shower size in the lead increased the main detector asymmetry width by 10%.
A bi-modal electronics readout chain allowed the main detector to operate in both high current (180 µA) and low current (50 pA) configurations. The high-current “production mode” for the experiment, designed for optimal accumulation of statistics, was an integrating configuration where each detector signal was digitally integrated and the average stored for each MPS. Low gain (∼10^3) PMT bases with gain set close to 200, were used during high current running and the anode current was converted to voltage with a low noise, custom-made pre-amplifier. Low current or “event mode” was used with very low currents so that each event could be individually read out and the associated electron track from the target through the spectrometer could be reconstructed. Low current mode was used to check the alignment of the detectors and to verify simulated rates and event distributions on the bars. High gain (∼10^6) PMT bases were installed for event mode running and individual pulses were digitized and stored.
Digitization for the main detector signals (and many other diagnostic signals) was accomplished by custom built\textsuperscript{6} 18-bit ADC’s sampling at 500 kHz per channel.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{qweak_detector_system.png}
\caption{Diagram of Qweak detector system looking downstream showing octant labeling. Numbered rectangles represent detector bars while solid spokes represent spectrometer coils.}
\end{figure}

3.9 Auxiliary Detectors

A number of auxiliary detectors were added to the Qweak lineup to provide a variety of diagnostics. The main auxiliary detectors were the background detectors located inside the detector hut, a remotely controlled, movable focal plane scanner near main detector bar 7, upstream luminosity monitors (lumis) on the defining collimator and the downstream lumis 17 m downstream of the target. The design and use of each is discussed in the paragraphs ahead.

3.9.1 Background Detectors

A set of detectors were installed inside the detector hut, outside the elastic envelope to monitor backgrounds and to provide diagnostics for ruling out leakage of the helicity signal into the detector readout chain. The background detectors

\textsuperscript{6}Designed and built by TRIUMF in Vancouver, Canada.
comprised a full Čerenkov detector bar assembly identical to the eight bars in the main detector array and three PMT’s in dark boxes outfitted with LED light sources for testing, placed in various locations inside the detector shielding hut.

The background detectors were moved around during the early part of the Qweak experiment. Figure 3.25 summarizes the main configurations changes between Run 1 and Run 2. For the majority of the experiment (all of Run 2) the Čerenkov detector assembly called “main detector 9” or colloquially “MD9” since it was identical to the eight other main detector bars, was installed in the super-elastic region (smaller scattering angle than main detector acceptance) and slightly downstream of main detector bar 5 (MD5). The electronics and readout chain for MD9 were identical that of the main detector bars as well. Although MD9 was placed further into the super-elastic region than MD5 it also partially overlapped MD5 and derived part of its shower from events that passed through MD5, making its signal much more highly correlated with MD5 than with other main detector bars.

The three “dark box + PMT” assemblies are referred to here as Aux1-3. Aux1 remained near the floor in octant 7 and was illuminated with an LED to provide an anode current mimicking that of the main detectors during nominal production running. Aux1 is referred to colloquially as “PMTLED”. PMTLED was fairly well shielded and was expected to have little response from scattering events. Its
primary purpose was to verify that the main detector electronics chain was not picking up the helicity reversal signal. Aux2 was placed a meter downstream and on the super-elastic side of main detector 3 on beam right looking downstream, except for a short period at the beginning of Run 1 where it was installed in the gap between main detector bars 5 and 6. Aux2 was simply a PMT identical to the ones used on the main detector bars placed in a dark box and read out through the same signal chain as the main detectors. Aux2 was referred to colloquially as “PMTONLY”. Aux3 was in the same position as Aux 2 except on beam left during most of the experiment with the exception of the same short period at the beginning of Run 1 when it was positioned in the space between main detector bars 1 and 8. It was composed of a PMT plus lightguide combination identical to those used in the main detector and was thus referred to as “PMTLTG” where “LTG” stands for “lightguide”. Both PMTLTG and PMTONLY were used as background monitors for determining the background asymmetry contribution in the main detector.

![Figure 3.26: Picture showing Aux2 (PMTONLY) and Aux3 (PMTLTG) installed behind and below main detector bar 3.](image)
3.9.2 Focal Plane Scanner

A focal plane scanner was used to map the distribution of events on MD7 and served as a diagnostic tool for verifying expected rate distributions from simulation. This scanner utilized two Čerenkov detectors each with a 1 cm³ artificial fused silica crystal and installed to overlap so a single electron would create a pulse in both detectors. The quartz crystal were attached to waveguides and PMT's read out in coincidence. With a maximum main detector flux estimated to be 1 MHz/cm², the scanner was designed to be run in pulse counting mode even during high current running. The light guides were arranged in a V pattern to minimize accidental coincidences. Motion controllers with position read-back allowed the scanner to be rastered in a pre-set pattern over the face of MD7. The scanner could be installed to move across either the front or rear faces of the detector bar in order to map out the rate distributions. Figure 3.27 shows a picture of the scanner installed upstream of main detector bar 7 and a typical rate distribution from the hydrogen target.

![Figure 3.27: (Left) Map of event distribution on detector bar 7 provided by the focal plan scanner showing “mustache” shape of elastic events focused by QTOR. (Right) Picture of the focal plane scanner shown installed in front of main detector bar 7. Two PMT and lightguide combinations were attached to overlapping fused silica crystals and the whole device could be scanned across the face of the detector bar to map out the distribution. A coincidence in both PMT’s was required for an event to be recorded.](image)
3.9.3 Upstream Luminosity Monitors

The upstream luminosity monitors (upstream lumis), installed 1.76 m downstream of the target on the upstream face of the defining collimator (see Figure 3.28), were originally designed to measure target density fluctuations (boiling) and to provide immediate beam diagnostics. In the end, other methods utilizing scans of raster size and pump speed (see Section 3.5) were considered to be effective at determining the effects of target boiling. The upstream lumis, positioned close to the beam line, were designed to measure low angle (∼5°) scatterers (primarily Mott and Møller) in the target and were required to withstand much higher rates than the main detectors. By extrapolation from low current running they were determined to receive 115 GHz at nominal production current of 180 µA.

The upstream lumis were composed of a 25 cm × 7 cm × 2 cm strip of Spectrosil 2000 fused silica connected to 35 cm, air-filled, reflective aluminum light guides on each end. The light guides were continuously flushed with nitrogen to prevent degradation of the aluminum reflective surfaces from moisture or contamination. A 5.1 cm Hamamatsu PMT, attached to each light guide, was coupled to a bi-modal electronics readout chain designed to run in either current or event mode similar to the main detector. In current mode, unity-gain PMT bases were attached to voltage pre-amplifiers providing a DC signal that was then digitally integrated by the same TRIUMF ADC modules used for the main detector. In event mode, medium-gain PMT bases were coupled to fast pre-amplifiers read out by scalers for individual pulse counting. In low-current/event-mode, the upstream lumi count rates were scaled to estimate beam currents well below the useful limit of the BCM’s.

Correlations between the upstream lumis and the main detector and background detectors provided evidence that a key background seen in the main detector originated in the tungsten collimator. The upstream lumis which turned out to receive a large component of their signal from the tungsten collimator were a
critical tool in the diagnosis and removal of this unwanted background component\textsuperscript{7}.

Figure 3.28: Picture of four upstream lumis installed on the upstream face of the defining collimator. The lower section of the figure shows a GEANT4 generated drawing of the upstream lumi construction.

### 3.9.4 Downstream Luminosity Monitors

The eight downstream luminosity monitors (downstream lumis) were installed 17 m downstream of the target (see Figure 3.29) in an azimuthally symmetric pattern around the beamline. They were originally designed to be a measure of the main detector null asymmetry and to provide immediate beam diagnostics. The downstream lumis, which penetrated the beam enclosure, were designed to measure low angle (\(\sim 0.5^\circ\)) scatterers (about equally sensitive to Mott and Møller events) in the target. Their proximity to the electron beam combined with the tight acceptance of the tungsten collimator prevented the downstream lumis from sampling scattering events in the region near the upstream target window. Their sensitivity to beam position made the downstream lumis useful monitors of beam

\textsuperscript{7}A detailed analysis of the removal of this background is expected in a future thesis [44].
position after the target. They received rates of 150 GHz at nominal production current of 180 µA.

The eight downstream lumis were each composed of a 4 cm × 3 cm × 1.3 cm strip of Spectrosil 2000 fused silica connected to a single 35 cm, reflective, nitrogen-flushed, aluminum light guide. Like the upstream lumis, PMT’s attached to each light guide were coupled to a bi-modal electronics readout chain designed to run in either high current or event mode. Further details of the design and operation of both the downstream and upstream luminosity monitors can be found in [63].

Figure 3.29: Picture of the eight downstream lumis installed downstream of the main detector array. The lower section of the figure shows a GEANT4 rendering of the downstream lumi construction.
3.10 Tracking System

The tracking system for Qweak was a set of detectors designed to provide track reconstruction for individual scattered electrons from their scattering vertex in the target to the main detector bars. The tracking system was used to characterize the main detector and map out its response, compare with/verify simulation and to reconstruct the average $Q^2$ and scattering angle of the experiment. It was divided into three regions. Region I between collimators 1 and 2 was intended to house a gas electron multiplier (GEM) detector for use in accurate vertex reconstruction but it was never operational during the experiment. Region II, located between the defining and 3rd collimators, housed a pair of horizontal drift chambers (HDC’s) for vertex reconstruction and determination of scattering angle. Region III, located downstream of the spectrometer in the shielded detector hut near the focal plane, housed the vertical drift chambers (VDC’s) that were used to accurately determine particle position and angle on the detector bars. Also in Region III were a set of trigger scintillators used during event mode to trigger events that would hit the detector bars.

For elastic ep scattering, simple relativistic kinematics neglecting the electron mass and radiative effects, relates the incoming electron energy $E$ to the outgoing scattered electron energy $E'$ in terms of the lab frame scattering angle $\theta$ and the proton mass $m_p$ as

$$E' = \frac{E}{1 + 2 \frac{E}{m_p} \sin^2 \frac{\theta}{2}}.$$  \hfill (3.11)

The four momentum transferred from the electron to the proton is given by

$$Q^2 = \frac{4E^2 \sin^2 \frac{\theta}{2}}{1 + 2 \frac{E}{m_p} \sin^2 \frac{\theta}{2}}.$$  \hfill (3.12)

From this equation it appears that the only information required from the tracking system to completely determine the $Q^2$, is the scattering angle $\theta$ since the beam energy is known accurately from dedicated energy measurements described
in Section 3.3. However, \( \theta \) must be accurately acceptance-averaged and corrections must be applied for radiative effects in the target both before and after scattering requiring that the final \( \langle Q^2 \rangle \) for the experiment be derived from simulation. The tracking system measurements are used to verify that the simulation is both correct and well understood.

Both the HDC’s and the VDC’s are multi-wire, drift chambers designed to reconstruct a 3-dimensional electron trajectory. A plane of taut, evenly spaced sensing wires are kept near zero potential in a uniform electric field produced by a cathode held at a large negative potential. The entire chamber is flushed with a gas mixture chosen, among other characteristics, for its ionizability. An electron passing through the chamber creates a track of positive ions and electrons which then migrate along the electric field lines with the electrons accelerating towards the sensing wires. The strong electric fields near the wires accelerate the low energy ionization electrons to the point where they ionize other gaseous atoms causing a shower of as many as \( 10^6 \) electrons. A pulse of measurable size is produced by the shower on the sensing wire. Readout is triggered by a set of plastic scintillators sensitive only to charged particles located near the detector focal plane. Time-to-digital converters (TDC’s) were used to measure the time delay between the trigger and the pulse arrival on a given wire. Known drift times for the chambers provide the needed temporal-to-spatial conversions.

The terms “horizontal” and “vertical” are derived historically from their typical orientations in previous experiments and are not descriptive of their orientations during the Qweak experiment. There are a few distinguishing features between HDC’s and VDC’s. HDC’s are designed such that the ions drift parallel to the wire planes whereas the ions drift nearly perpendicular to the wires planes in a VDC. VDC’s are typically designed to have the incident electron angle near 45° whereas HDC’s are installed such that the incident electron track is nearly normal to the wire plane. Also, drift times in HDC’s are typically shorter allowing higher incidence rates.
The HDC's used in Qweak were designed to have a large angular acceptance and to receive high rates since they were located in Region II before the spectrometer swept away the Møller events. During nominal running conditions in Qweak, Møller rates in Region II were expected to exceed the ep scattering rates by a factor of 500. The HDC's consisted of two sets of drift chamber pairs each with an active area of 28 cm $\times$ 38 cm, and were located symmetrically on each side of the beam. The entire assembly of 4 drift chambers was attached to a mechanism designed to rotate by $\pm 90^\circ$ to measure all octants. On either side of the beamline were two identical drift chamber assemblies with the second located 42 cm downstream from the first to provide angular resolution. Each drift chamber had 6 wire planes XUVX'U'V', with the wires in U and V at $\pm 53.1^\circ$ relative to X. Measured position resolution for each chamber was in the 150-200 $\mu$m range giving an angular resolution of 0.6 mrad. A picture of the HDC’s installed in Region II is shown in Figure 3.30.

![Figure 3.30: Picture of HDC's during installation in Region II. In this orientation the HDC's would measure tracks in octants 1 and 5.](image)

The VDC's also consisted of two pairs or “packages” of drift chambers arranged symmetrically on opposite sides of the beamline fixed to a mechanism which allowed $\pm 90^\circ$ rotation. The arms of the rotator also allowed for two radial positions, a retracted position close to the beamline for high current mode when the drift
chambers were not being used and an extended position near the front of the main detector bars. A drawing of the rotator mechanism can be seen in Figure 3.31. Each package has two drift chambers located 53 cm apart in the beam direction.

![Figure 3.31: Drawing of VDC's on rotator mechanism.](image)

Each of the four VDC drift chambers housed two wire planes with the wires strung at \( \pm 26.6^\circ \) relative to the long axis of the chambers. The active area of each chamber was 53.3 cm \( \times \) 204.5 cm. A typical electron track at 45\(^\circ\) to the chamber triggered 6 wires in a given plane (see Figure 3.32 for illustration) with a maximum of 8 wires at the largest possible angle accepted. The position resolution of a single wire was in the 265-295 \( \mu \)m range. Using a separation of 53 cm between the two chambers in a given package and an average of 12 hits per chamber gives a naive angular resolution of about 0.15 mrad.

The 2232 wires in the VDC’s were read out using a custom-made multiplexing electronics readout which allowed sequential readout of multiple wires giving a factor nine fewer total TDC channels needed. Further details about the VDC’s and track reconstruction can be found in [64].
Figure 3.32: Illustration of electron track intersecting a single wire plane. L, s, l and \( \beta \) are parameters used in the tracking analysis.

Track reconstruction was performed with an offline analysis using track pattern recognition algorithms. Straight line trajectories upstream and downstream of the spectrometer obtained from the HDC’s and VDC’s respectively, were crudely matched to each other using the known spectrometer field and an initial guess for the scattered electron energy \( E' \). The guess for \( E' \) was iteratively improved until the trajectories converged.
Figure 3.33: Picture of VDC’s installed in Region III looking upstream towards spectrometer.
Chapter 4

Beam Corrections

The parity-violating $ep$ scattering asymmetry is expected to be approximately 220 ppb at the kinematics of the Qweak experiment. The proposed goal of Qweak is to measure this asymmetry to within a few percent. This level of accuracy requires rigorous methods for distinguishing between the true parity-violating asymmetry and other sources of helicity-correlated asymmetric signals in the detectors. These false asymmetries must be measured and either removed or an error assigned to them. One of the dominant sources of false asymmetries arises from helicity-correlated beam properties. The focus of this chapter is to identify the false asymmetries arising from helicity-correlated properties of the electron beam and to explain how they are measured and removed in Qweak.

4.1 Helicity-Correlated False Asymmetries

Helicity-correlated (HC) beam properties are those properties of the electron beam whose measurement is correlated with the helicity state of the electrons. Any physical property of the electron beam other than helicity that changes with the electron helicity is a potential source of false asymmetry. As already mentioned in Section 3.2, parity-violating experiments such as Qweak make use of a number of slow helicity reversals at different timescales in addition to the fast reversal to
diagnose and remove false asymmetries. The fast reversal is accomplished using a Pockels cell to quickly reverse the source laser helicity and for Qweak the fast reversal was set at 960 Hz. A slow helicity reversal using an insertable half-wave plate (IHWP) before the Pockels cell in the source laser was used to reverse the electron helicity relative to the Pockels cell high voltage state and was changed on an 8 hour timescale. Finally, the double Wien filter was used to reverse the electron beam helicity relative to its state coming off the photo-cathode and was changed about once per month.

Two categories of false asymmetries typically distinguished are those that cancel with IHWP reversal and those that do not. The false asymmetries that cancel with IHWP are those that have the same sign regardless of whether the IHWP is in or out of the beam, thus adding to one state and subtracting from the other and cancelling in the average. The false asymmetry that does change sign with IHWP is perhaps more subtle since it mimics the parity-violating physics asymmetry and does not cancel. False asymmetries arising from intensity asymmetries on the electron beam (beam current is systematically different between helicity states) can be readily measured and minimized. Residual intensity asymmetries are cancelled to first order by normalizing detector signals to current. False asymmetries from helicity-correlated trajectory and energy shifts on the beam depend upon individual detector sensitivities to the beam properties. Measurement of these sensitivities and correction of false asymmetries related to beam trajectory and energy constitute the subject material of the next two chapters. Further discussion of false asymmetries on the electron beam, especially those arising in the electron source, can be found in [42].

Sensitive parity-violating experiments like Qweak employ a three-fold strategy for dealing with false asymmetries: 1) minimization, 2) cancellation and 3) correction for residual false asymmetries. The first two have to do with the experimental setup and procedure whereas the last is purely a set of analysis techniques. The main focus of this chapter is on 3, the analysis techniques used for removal of
residual false asymmetries after techniques 1 and 2 have been implemented during the experiment.

4.1.1 Minimizing False Asymmetries

Ideally, a parity-violating experiment is set up so that false asymmetries are small relative to the physics asymmetry being measured so that additional means such as cancellation and first order corrections are effective. The following list, although not intended to be exhaustive, shows how a number of false asymmetries were minimized in both the design and operation of Qweak.

- **Alignment and azimuthal cancellation:** The Qweak experiment was designed to be azimuthally symmetric about the electron beam. The QTOR spectrometer focused elastic $ep$ scattering events onto eight quartz Čerenkov detector bars. Any single detector is highly sensitive to beam trajectory changes, but the average of the eight detector array cancels this sensitivity to first order due to its intrinsic azimuthal symmetry. Imagine, for example, the beam position moving to the left horizontally. The detectors on the left will experience a rate change that will be cancelled by the detectors on the right. Care was taken during the Qweak commissioning period to find the so called “neutral axis” of the QTOR spectrometer, that is, the beam trajectory was chosen such that the average detector sensitivity to position is minimized. Higher order effects do not necessarily cancel and any broken azimuthal symmetry such as octant to octant variations in the spectrometer field or small detector misalignments produce imperfect cancellation.

- **Source setup:** A schematic of the electron source can be seen in Figure 3.3. High voltages across the Pockels cell used for flipping the helicity of the laser, create stresses on the crystal which can create helicity-correlated changes in the beam spot intensity, position and shape. Simply switching the direction of the high voltage across the Pockels cell does not produce exactly
opposite helicity states. Furthermore, perfect circular polarization after the Pockels cell does not necessarily translate into perfect circular polarization at the cathode. Birefringent elements such as the vacuum window between the Pockels cell and the photo-cathode (see Figure 3.3) create residual linear polarization at the photo-cathode. The strain on the GaAs crystal creates an analyzing power along the cathode strain axis for linearly polarized photons. A two-pronged approach minimizes effects from residual circulation polarization on the photo-cathode. First, a rotatable half-wave plate upstream of the vacuum window allows the axis of the residual polarization on the laser to be rotated relative to the photo-cathode analyzing axis. A prudent choice of RHWP angle will zero charge asymmetry on the beam from this effect. Second, a slightly different voltage can be set for each high voltage state of the Pockels cell. This relative small voltage offset termed a “PITA” (Polarization Induced Transport Asymmetry) voltage is carefully selected to minimize charge asymmetries off the cathode.

A series of Pockels cell position and angle scans were completed to find the optimal placement that minimizes HC deflections. Position differences on the laser are measured using a photodiode array and zeroed at the few micron level. With an ideal optical setup in the accelerator and injector, an effect called “adiabatic damping” reduces the beam emittance (a measure of the width of position and angle distributions in the electron beam) by a factor of $\sqrt{p_0/p}$ between the injector and the hall [42]. For the Qweak experiment with a 1.16 GeV beam and a 100 keV injector ($p_0 = 335$ keV) the position differences could be reduced in the hall by as much as a factor of 54 relative to the source.

- **Charge feedback:** During Qweak the charge asymmetry in the experimental hall was continuously monitored by a charge feedback system which adjusted the PITA voltage in real time to zero the charge asymmetry. The plot in Figure 4.1 shows the charge asymmetry over time as the feedback system reduced the charge asymmetry.
• **Elimination of electrical pickup:** Electronics carrying the helicity signal must be isolated from the data acquisition electronics to avoid contaminating the asymmetry measurements. The source electronics which create and utilize the helicity timing signals are carefully isolated from the electronics in the experimental halls at Jefferson Lab. The helicity of the electron beam is flipped in either a $++-+$ or $-+-+$ pattern, chosen to cancel linear drifts, with the sign of the first event in a quartet being determined by a pseudo-random sequence. Given the potential for contaminating the asymmetry measurement with electronics pickup from the helicity signal, Qweak utilized delayed reporting of the helicity, that is, the sign of the helicity signal sent to the data acquisition electronics was delayed by eight quartet patterns to ensure that the reported helicity was entirely uncorrelated with the actual beam helicity.

To check that no helicity-correlated signals were getting to the DAQ electronics a battery was connected to one of the channels being read out. Since the battery signal was read through the same Qweak electronics chain as the physics measurement, any asymmetry on that channel would be the signal of
a false asymmetry from electronics pickup. Figure 4.2 shows the asymmetry
of the battery for a typical run.

\[\text{Figure 4.2: Asymmetry of a 6V battery for a typical run as read out by the Qweak DAQ electronics.}\]

- **Helicity Magnets:** For part of Run 2 the HC electron beam position differences were also suppressed by utilizing a set of helicity magnets in the injector region (see Figure 3.3). These magnets applied a carefully calibrated helicity-correlated “kick” to the electron beam at the fast reversal frequency.

### 4.1.2 Cancelling False Asymmetries

Qweak was designed to provide cancellation of small residual false asymmetries by the slow reversals already discussed. The pseudo-random reversal sequence cancelled helicity-correlated effects near the quartet frequency (240 Hz). The IHWP slow reversal was used to cancel effects correlated with the high voltage state of the Pockels cell. Finally, the double Wien filter was used to cancel a family of false asymmetries that flip sign with IHWP.

### 4.1.3 Correcting for False Asymmetries

In principle, any property of the beam that can change rapidly with time has the potential to create a false asymmetry. For example, beam position, angle,
energy, halo, polarization, intrinsic spot size, shape and intensity can all, hypothetically, create helicity-correlated false asymmetries. In practice, the four main beam properties that can be measured with sufficient speed and accuracy to make useful helicity-correlated beam correction are beam energy, position, angle and intensity. As previously mentioned, issues with beam intensity asymmetries are minimized by feedback and normalization. Two correction techniques have been applied to the Qweak data set to remove false asymmetries from HC beam trajectory and energy differences. Multivariate linear regression measures and removes detector sensitivity to beam parameters using “beam jitter” or variations in the parameters that naturally exist on the electron beam. “Dithering” or beam modulation measures the detector sensitivities with a different technique that makes use of driven beam motion, that is, intentional driven fluctuations in the beam parameters\(^1\). Due to the importance of these topics a full section will be devoted to each.

The final asymmetry reported by the Qweak experiment will be given as the straight average of the asymmetries formed from the 16 main detector PMT’s. This straight average, referred to as “PMT Average Asymmetry” will be used in the analysis ahead where convenient. However, no PMT average “yields” or “differences” exist since both of these require intrinsic PMT-weighting (see Appendix E for detailed definitions of these terms). Whereas linear regression operates directly on asymmetries, the beam modulation analysis measures sensitivities on detector yields. For this reason, the beam modulation analysis uses a weighted average of the main detector PMT’s called MDallbars. MDallbars yields are used to calculate asymmetries which, in general, are very close to the PMT Average asymmetries. For the beam modulation analysis, the final corrections are calculated for the MDallbars asymmetries for consistency. It is important to note that final corrections calculated for MDallbars asymmetries are very close to those found for PMT Average asymmetries differing by only 0.2 ppb for Run 1 and

\(^1\)The terms “modulation”, “beam modulation” and “dithering” are used interchangeably throughout the text and all refer to driven beam motion. The terms “beam jitter”, “jitter” and “natural beam motion” are also used interchangeably and refer to naturally occurring motion on the beam as opposed to driven motion.
Appendix E provides definitions of “yield”, “asymmetry”, “MDallbars” and “PMT Average”.

### 4.2 Linear Regression to Remove Helicity-Correlated False Asymmetries

Linear regression utilizes the natural fluctuations in beam parameters (energy and trajectory) to determine and remove the sensitivity to these fluctuations from the data. As the name implies, any changes in the natural beam parameters are assumed to be linearly correlated to changes in the detectors.

Linear regression in the context of Qweak is used to remove false asymmetries arising from changes in beam properties from the measured detector asymmetries. Correlations are found between detector asymmetries and helicity-correlated monitor differences, defined as the half the monitor difference between helicity states. The terminology used here is as follows: any given uncorrected detector asymmetry is $A_d$, the actual parity-violating asymmetry is $A_{PV}$, the helicity-correlated monitor differences are $\Delta X_i$ and the correction slopes are $B_i$.

Consider a model where a given detector asymmetry, $A_d$, includes the “true” detector parity-violating asymmetry, $A_{PV}$, that we want to measure plus other spurious signals that are linearly related to $N$ beam properties. We can express such a relationship as

$$A_d = A_{PV} + \sum_{n=1}^{N} B_n(\Delta X_n). \quad (4.1)$$

Under this model, we can find the “true” detector asymmetry, $A_{PV}$, if we can determine the detector sensitivities, $B_n$, and the beam differences, $\Delta X_n$, as seen here:

$$A_{PV} = A_d - \sum_{n}^{k} B_n(\Delta X_n). \quad (4.2)$$
In principle, if we have $k$ orthogonal beam parameters which we can measure precisely, this is a trivial correction to make with the $B_i$ simply equal to the partial derivatives $\frac{\partial A_d}{\sigma_0(\Delta X_n)}$. In practice, however, we are dealing with N correlated beam monitors that span the space of the $k$ orthogonal beam parameters but not equally well in all the $k$ dimensions. In fact, some of the $k$ parameters may not be well measured at all. For example, in the Qweak experiment, the resolution for natural beam position motion on target was much better than the resolution of natural beam angle shifts.

One method for determining the slopes $B_n$ typically used in linear regression analyses is obtained by minimizing the $\chi^2$ statistic,

\[ \chi^2 = \sum_i \left( \frac{(A^0_d)_i - \sum_n B_n(\Delta X^0_n)_i}{\sigma_i} \right)^2, \tag{4.3} \]

with respect to the slopes, $B_n$, where the sum over $i$ goes over the measured quartet asymmetries and $\sigma_i^2$ is the variance of the $i$'th asymmetry measurement. Here the superscript 0's indicate that all detectors and monitors have been zero-centered since the minimization is meant only to find the best slopes to model changes in asymmetry with changes in monitor differences. This minimization yields

\[ \frac{\partial \chi^2}{\partial B_m} = 0 \implies 2 \sum_i \left( \frac{(A^0_d)_i - \sum_n B_n(\Delta X^0_n)_i}{\sigma_i} \right) (\Delta X^0_m)_i = 0 \]

Assuming that the variance is constant for each of the measurements, this reduces to

\[ \sum_{i=1}^N (A^0_d)_i (\Delta X^0_m)_i = \sum_{i=1}^N \sum_{n=1}^k B_n (\Delta X^0_n)_i (\Delta X^0_m)_i. \tag{4.4} \]

This can be expressed in matrix form as

\[ D = XB. \]

\[ A^0_d = A_d - \overline{A_d} \text{ and } \Delta X^0_n = \Delta X_n - \overline{\Delta X_n} \]
where the entries are given by

$$D_m = \text{Cov}[A_d, \Delta X_m]$$

$$X_{m,n} = \text{Cov}[\Delta X_m, \Delta X_n],$$

and \(B\) is a vector of detector to monitor correction slopes. The slopes are thus given by

$$B = X^{-1}D \quad (4.5)$$

For the Qweak experiment, detector to beam monitor slopes were calculated from approximately 5 minutes of data taken at 240 quartets per second. A number of regression schemes were chosen using different monitor sets against which to regress the main detector. The monitor set that best measures (or spans the vector space in the language of linear algebra) the five independent beam parameters will be expected to give the most accurate results. One particular monitor set, called set 11 in the jargon of Qweak, uses four target variables and beam position monitor 3c12X defined as follows:

- **targetX(Y):** electron beam horizontal(vertical) position measured by extrapolating positions from beam position monitors (BPM’s) in the drift region before the target downstream to the target position.

- **targetXSlope(YSlope):** electron beam horizontal angle(vertical angle) relative to the ideal beam axis and measured by finding differences between BPM’s in the drift region before the target.

- **BPM3c12X:** the X or horizontal measurement of the BPM located in the region of highest dispersion of the electron beam in the arc leading into Hall C. BPM3c12X is highly sensitive to energy shifts and is often referred to as our “energy monitor”.

This particular set of BPM’s is interesting because it is the same set used in the beam modulation analysis, a parallel analysis using driven beam motion to determine the correction slopes. Figures 4.3, 4.4 and 4.5 show the Set 11 regression slopes used to correct the Qweak data set. Figure 4.5 is of particular pedagogical interest because of its tight correlation with the sensitivity of the main detector to energy. The sensitivity of the main detector to a “true” energy variable would be expected to be relatively stable over the course of the experiment with shifts occurring, for instance, when the current in the QTOR spectrometer or the selected beam energy were changed significantly. In the absence of these changes, energy sensitivity should be stable at the few percent level. Instead what we see is large scale shifts in main detector sensitivity to BPM3c12X, showing that this BPM is sensitive to other beam parameters as well as energy. The correction slope plots in figures 4.3–4.5 can be compared with the monitor difference plots in Appendix B to get an idea of the full correction being applied.
Figure 4.3: Set 11 regression correction slopes for horizontal position and angle on target averaged over slugs ($\sim 8$ hrs).
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Figure 4.4: Set 11 regression correction slopes for vertical position and angle on target averaged over slugs (∼8 hrs).

Figure 4.5: Set 11 regression correction slopes for horizontal position at bpm3c12 averaged over slugs (∼8 hrs). This is the most energy sensitive monitor on the beamline.
4.2.1 Bias in Multivariate Linear Regression

In the context of the Qweak experiment linear regression minimizes noise in the detectors (dependent variables) by subtracting correlations to the beam monitors (independent variables). By definition all correlations of the detectors to monitors are removed. However, linear regression is susceptible to errors and biases. Perhaps the most glaring deficiency of linear regression arises when there is noise in the independent variables. This issue is familiar to statisticians and is called the problem of “Errors in Variables” (EIV). While noise in the dependent variable (detector) adds uncertainty, it does not bias the measured slope. On the other hand, noise in the independent variables (beam monitors) biases the regression correlation coefficients. In many cases where linear regression is utilized, the dependent variable is sensitive to a set of independent variables which cannot be determined accurately. Instead a measurable set of variables correlated to the set of true dependent variables is substituted. Often the substituted variables are not perfectly correlated with the true variables resulting in uncertainties and noise in the independent variables. In the case of electron scattering physics, the detectors are sensitive to beam position, angle and energy. We substitute combinations of BPM signals highly correlated to these true beam parameters. However, the BPM’s introduce both correlated and uncorrelated noise which will bias the slopes.

To illustrate this point, consider a detector asymmetry $A_d$ with a sensitivity to horizontal helicity-correlated position differences in the electron beam. Regressing against position to remove the correlation using a noisy monitor $BPM$ to measure the true position differences $\Delta X$ gives

$$ A_d = A_{PV} + \alpha \Delta X, $$

$$ \Delta BPM = \Delta X + \delta, $$

$$ \chi^2 = \sum_i \left( (A^0_d)_i - a(\Delta BPM)_i \right)^2 / \sigma_i^2 $$
where $\delta$ is noise on the measurement of the helicity-correlated position difference $\Delta X$. Here, $\sigma_i$ is the precision on $A_d$ and $\sigma_{BPM}$ is a combination of actual beam motion (jitter) and the noise contribution from $\sigma_\delta$. Minimizing the $\chi^2$ statistic with respect to the desired regression slope $a$ assuming constant variance gives

$$a = \frac{\alpha(\sigma_{BPM}^2 - \sigma_\delta^2)}{\sigma_{BPM}^2} = \alpha \left(1 - \frac{\sigma_\delta^2}{\sigma_{BPM}^2}\right).$$

This also assumes that the $\delta$ is uncorrelated with $\Delta X$ (which may or may not be true). Notice that coefficient, $a$, is diluted relative to the desired correlation coefficient, $\alpha$, to which the detector is sensitive. Statisticians refer to this effect as “regression dilution” or “regression attenuation” since the bias for a single regressor with noise is always toward zero. On the other hand, if $\delta$ and $\Delta X$ are correlated, the coefficient can be biased in either direction, although dilution is generally expected.\(^3\)

It is useful to point out an effect similar to this in the Qweak dataset. In order to correct for residual charge asymmetries on the electron beam, all detector measurements were normalized to the measured current. Of course, any noise in the BCM(’s) used to normalize the detector will be introduced into the detector data. This added noise gives the appearance of detector sensitivity to charge when regressing against the same BCM(s) used in the normalization. Naively one might be tempted to regress against charge to remove this sensitivity. Linear regression schemes which include charge, do indeed find a residual detector to charge sensitivity and assign an additional correction. The effect of this can be easily seen in Table 4.1. The four columns show corrections assigned to the data using different monitor sets as regressors. Set 3 is the only set in the table that includes a sixth regression variable, charge. In particular, notice the variation in the corrections for the first 5 Wien states. Wien states from 6 to 10 have much less variation between the charge included and charge excluded regression schemes. One reason for this difference is bias introduced by the BCM’s used in the regression scheme.

\(^3\)Economist Jerry Hausman calls this the “Iron law of econometrics”–the magnitude of the estimate is usually smaller than expected.“[65]
For the first 5 Wien states, set 3 used BCM’s 1 and 2, whereas the Wien states 6-10 used BCM’s 7 and 8. BCM’s 7 and 8 had new digital electronics which greatly reduced the width of their intrinsic noise by about a factor of two from the analog electronics used to read out BCM’s 1 and 2 (see Figure 3.9).

Table 4.1: Corrections for regression with various monitor sets shown averaged over Wien states. All corrections are weighted by the reciprocal of the square of the main detector error. Note: this table is for purposes of comparison of various regression schemes and does not contain the actual correction and asymmetry values used for Qweak. It contains only the data for which there are good regression slopes for all schemes shown. The columns represent regression schemes using different monitor sets. Standard uses the target variables (targetX(Y), targetX(Y)Slope, and energy. Set 11 uses the target variables and the most energy-sensitive monitor BPM3c12X. Set 3 is the same as Set 11 except that charge is added as a sixth regressor. For definitions of these variables see Appendix E.

| Wien | Raw Asymmetry (ppb) | Standard (ppb) | Set11 (ppb) | Set3 (ppb) |
|------|----------------------|----------------|-------------|------------|
| 1    | -337.2               | +6.5           | +6.5        | +5.5       |
| 2    | -192.2               | +38.0          | +38.0       | +50.6      |
| 3    | -257.2               | -25.6          | -25.6       | -25.6      |
| 4    | -270.7               | -6.1           | -6.1        | -3.5       |
| 5    | -191.6               | -9.5           | -9.5        | -11.3      |
| 6    | -207.0               | -25.6          | -25.6       | -25.5      |
| 7    | -123.6               | +33.5          | +33.5       | +33.7      |
| 8a   | -184.5               | -12.9          | -12.9       | -12.8      |
| 8b   | -157.8               | -2.4           | -2.4        | -2.4       |
| 9a   | -137.9               | -0.5           | +0.3        | -0.5       |
| 9b   | -158.1               | +1.6           | +1.6        | +1.8       |
| 10   | -222.7               | -6.7           | -6.7        | -4.7       |

One evidence for bias arising from noisy monitors used in regression is a dependence of the correlations on the timescale of averaging utilized. The default method for determining regression correlations is to measure them at the quartet level, that is, at the smallest timescale for measured asymmetries in the Qweak experiment. If one chooses instead to average data over a longer period and then find the correlations between the averages, often one arrives at a different solution. One source of the difference is noise in the beam monitors that averages to zero over time. This effect can be seen in Figure 4.6 where the correlation of the MDallbars to targetX differences for the same data are determined with different averaging
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Figure 4.6: Correlation between MDallbars asymmetry and targetX differences over a few hours during Run 2. Each point in the left plot is an average over a runlet (4-5 minutes) whereas each point in the right plot is an asymmetry measured at the quartet level (4 ms). The effect of regression dilution from noise in the position monitor is evident in the smaller measured slope for the quartet level plot.

timescales. Although one might expect that longer averages might yield correlations closer to the desired ones, complications arise at longer timescale averaged from long term changes in beam conditions. Also, the longer average correlations have increased errors in the slopes due to decrease in the range of the independent variables and the number of data points.

Another weakness in linear regression found to be an issue during Qweak concerns the use of natural beam motion. Although the beam is assumed to move in position, angle and energy, its motion may be small enough that it is below or close to the resolution of the beam monitors. When the natural motion of the beam is close to the monitor resolution limit in one or more of the parameters, those parameters will not be assigned a correct slope. In this case a “quiet” beam may be more difficult to correct than a noisy one. It is important to note that small differences in the beam at or near the monitor resolution limit does not mean that the detector system is not sensitive to those parameters, nor that the correction to the main detector from those parameters will be insignificant. An in depth study of the monitor sensitivities to beam motion during Qweak showed that, in fact, the differences in beam angle at the target were close to the monitor resolution level creating doubts as to the reliability of linear regression for assigning corrections for beam parameters. This study suggests that regression corrections are most
reliable when the beam motion is more than 8 times the monitor resolution. The details of this study will be included in a future thesis [66].

Despite the weaknesses and biases inherent in the use of linear regression, it remains a useful tool. However, an independent method of determining corrections is highly desirable.

4.3 Beam Modulation to Remove Helicity-Correlated False Asymmetries

Beam modulation or beam dithering provides an alternate method to determine correction slopes for removing detector sensitivity to electron beam parameters. By deliberately modulating the five known beam parameters with some known drive signal and simultaneously measuring the detector and beam monitor responses to the modulation, it is possible to back out the requisite detector to monitor responses. Although it would be convenient to be able to modulate the beam purely in each of the five orthogonal beam parameters, in practice this is not easily accomplished. Instead five independent but not necessarily orthogonal modulations of the beam properties are used. It is helpful to think of a 5-dimensional parameter space composed of horizontal position (X) and angle (X’), vertical position (Y) and angle (Y’) and energy (E). For a linear system, the five modulation types can be thought of as five independent straight line trajectories or vectors in this space. These modulation vectors are often referred to as “coils” since the position and angle trajectories are driven by air coil magnets. There are also five monitors whose sensitivities can be described by five independent vectors in this space. Finally, any component of the detector signal that can be described in this 5-D space must be characterized and removed. Given a set of coils \( C_c \) driving the
beam, the coils as well as monitor and detector responses can be expressed as

\[
Coil_c = C_c = \delta_C + \sum_{i=1}^{N} \gamma_{ic} X_i \tag{4.6}
\]

\[
Monitor_m = M_{mc} = \delta_M + \sum_{i=1}^{5} \alpha_i^{(m)} X_i \tag{4.7}
\]

\[
Detector_d = D_{dc} = \delta_D + \sum_{i=1}^{5} \beta_i^{(d)} X_i, \tag{4.8}
\]

where the \(X_i\)'s are the five ideal orthogonal parameters \((X, Y, X', Y', E)\). The coils \(C_c\) are abstract quantities that refer to the effects of the modulation of magnetic coils and the RF cavity on the electron beam.\(^4\) \(M_m\) and \(D_d\), on the other hand, are monitor and detector signals which include responses to beam parameters. The monitor and detector sensitivities to beam motion in the five dimensions are the \(\alpha_i\)'s and \(\beta_i\)'s respectively. The \(\delta_C\) is a component of the modulation not well described by the five parameters and is expected to be 0 on average with noise that is small compared to the driven motion. A non-zero \(\delta_C\) would mean that the coils are modulating the beam in a mode not described by the five expected parameters \(X, X', Y, Y'\) and \(E\) (e.g. beam spot size). The \(\delta_M\) term is a component of the monitor signal not described by the 5 parameters and may be attributed to effects such as electronics noise or resolution error. Finally, the \(\delta_D\) term is the part

\[^4\]This picture of the coils, detectors and monitors as vectors in an abstract 5D space is an idea that was useful to the author but is a potential source of confusion. The idea being conveyed is that detector and monitor sensitivities \((\alpha_i, \beta_i)\) to these 5 dimensions can be thought of as vectors. The coils have the ability to move the electron beam along 5 independent straight-line trajectories in this 5D space but these trajectories are neither precisely orthogonal nor coincident with the 5 axes of this space. The coil vectors then, are inputs or forces, whereas the monitor and detector inputs are motions or responses. For example, in the Qweak setup, Coil 0 primarily moves the beam along some combination of horizontal position and angle change and might be represented as vector \((a, 0, b, 0, 0)\). The modulation analysis simply determines the dot products of the monitor and detector response vectors with the coil vectors by measuring the responses to the coils \(\frac{\partial D_{dc}}{\partial C_c}\) and \(\frac{\partial M_{mc}}{\partial C_c}\). For example, the detector response to coil \(C_c\) is given by

\[
\frac{\partial D_{dc}}{\partial C_c} = D_d \cdot C_c = (\beta_1, \beta_2, \beta_3, \beta_4, \beta_5) \cdot (\gamma_{0c}, \gamma_{1c}, \gamma_{2c}, \gamma_{3c}, \gamma_{4c}) = \sum_{i=1}^{5} \beta_i \gamma_{ic},
\]

where the detector response \(\frac{\partial D_{dc}}{\partial C_c}\) is measured and the \(\beta\)'s and \(\gamma\)'s are not determined. It will be shown that as long the monitor set and coil set are chosen such that both span the 5D space, these detector and monitor responses to the five coils are sufficient to fully determine corrections to the five beam parameters. Knowledge of the composition of the coils, monitors and detectors in the ideal orthogonal basis is not required.
of the detector signal which is insensitive to motion in the five beam parameters. The parity-violating asymmetry is part of the $\delta_D$ term. Here the detectors and monitors are actual measured yields not helicity-correlated differences as in the linear regression analysis. $M$ is the monitor reading and $D$ is the detector signal both averaged over an MPS window. Rearranging the detector equation in 4.8 gives

$$\delta_D = D_d - \sum_{i=1}^{5} \beta_i X_i.$$ 

Taking the differential of the monitors and detectors with respect to the coils removes the independent $\delta$ terms giving

$$\frac{\partial M_m}{\partial C_c} = \sum_{i=1}^{5} \frac{\partial M_m}{\partial X_i} \frac{\partial X_i}{\partial C_c} \quad (4.9)$$

$$\frac{\partial D_d}{\partial C_c} = \sum_{i=1}^{5} \frac{\partial D_d}{\partial X_i} \frac{\partial X_i}{\partial C_c} \quad (4.10)$$

Now inserting an identity operator allows us to express Equation 4.10 as

$$\begin{align*}
\frac{\partial D_d}{\partial C_c} &= \sum_{i=1}^{5} \frac{\partial D_d}{\partial X_i} \left( 5 \sum_{m=1}^{5} \frac{\partial X_i}{\partial M_m} \frac{\partial M_m}{\partial C_c} \right) \frac{\partial X_i}{\partial C_c} \\
&= 5 \sum_{m=1}^{5} \frac{\partial D_d}{\partial M_m} \frac{\partial M_m}{\partial C_c},
\end{align*}$$

which we recognize as a simple change of basis from the five ideal, orthogonal parameters to our set of five monitors. This can be expressed as a matrix equation

$$A = R \cdot S,$$

where $A$ is the vector of detector to coil sensitivities, $R$ is the matrix of monitor to coil sensitivities and $S$ is the vector of detector-to-monitor correction slopes which can be solved for $S = R^{-1}A$.

Equation 4.11 represents an exact solution assuming no error in the measured responses which is, of course, never the case. However, if the beam is driven in more than five ways, that is, if more than 5 coils are utilized, this extra information can be used to reduce the error in the solution, provided all coils yield consistent
information about the beam/monitor/detector responses. One could imagine, for example, driving the beam with pure horizontal motion and then pure vertical motion and then along a straight line at 45°. The extra driving mode (coil) should reduce noise in the solution but not give additional information. If N coils or driving modes are used, one ends up with N equations in 5 unknowns (5 correction slopes $\frac{\partial D_d}{\partial M_k}$). The best solution to this set of equations can be found by minimizing the $\chi^2$ statistic independently for each detector $D_d$

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{\partial D_d}{\partial C_i} - \sum_{m=1}^{5} \frac{\partial D_d}{\partial M_m} \frac{\partial M_m}{\partial C_i} \right)^2 / \sigma_i^2,$$ \hspace{1cm} (4.12)

where the sum is over N coils. Note that since the beam is still assumed to have five degrees of freedom, five monitors are still used. Taking the derivative with respect to the detector slopes, $\frac{\partial D_d}{\partial M_k}$, and setting the equation equal to 0 gives

$$\frac{\partial \chi^2}{\partial \left( \frac{\partial D_d}{\partial M_j} \right)} = -2 \sum_{i=0}^{N} \frac{1}{\sigma_i^2} \left( \frac{\partial D_d}{\partial C_i} - \sum_{m=1}^{5} \frac{\partial D_d}{\partial M_m} \frac{\partial M_m}{\partial C_i} \right) \frac{\partial M_m}{\partial C_i} = 0.$$  

If we assume that the detector noise is constant over all coil measurements, that is, that all responses are equally well determined the solution is given by \(^5\)

$$\sum_{i=1}^{N} \left( \frac{\partial D_d}{\partial C_i} \frac{\partial M_k}{\partial C_i} \right) = \sum_{m=1}^{5} \frac{\partial D_d}{\partial M_m} \sum_{i=1}^{N} \left( \frac{\partial M_m}{\partial C_i} \frac{\partial M_k}{\partial C_i} \right).$$ \hspace{1cm} (4.13)

Explicitly writing this for the set of five monitors and a single detector index yields

$$R^T A = R^T R \cdot S \rightarrow B = M \cdot S.$$

\(^5\)Under the approximation of equal variance this procedure is the same as finding the Moore-Penrose matrix inverse often called the “generalized inverse” or “pseudoinverse” (see for example http://mathworld.wolfram.com/Moore-PenroseMatrixInverse.html), which is the “shortest length least squares solution to” $b = Mx$. Multiplying both sides by $M^T$ gives $M^T b = M^T M x$ which is the same as Equation 4.13, with a solution $x = (M^T M)^{-1} M b$. $M^+ = (M^T M)^{-1} M$ is the definition of the Moore-Penrose matrix inverse for pure real matrices.
where \( B = R^T A \) and \( M = R^T R \) is a square symmetric matrix. Here \( A, S \) and \( R \) are defined the same as in Equation 4.11.

\[
\begin{pmatrix}
\sum_i \frac{\partial D_d}{\partial C_i} \frac{\partial M_{1i}}{\partial C_i} \\
\sum_i \frac{\partial D_d}{\partial C_i} \frac{\partial M_{2i}}{\partial C_i} \\
\sum_i \frac{\partial D_d}{\partial C_i} \frac{\partial M_{3i}}{\partial C_i} \\
\sum_i \frac{\partial D_d}{\partial C_i} \frac{\partial M_{4i}}{\partial C_i} \\
\sum_i \frac{\partial D_d}{\partial C_i} \frac{\partial M_{5i}}{\partial C_i}
\end{pmatrix}
= \begin{pmatrix}
M_{11} & M_{12} & M_{13} & M_{14} & M_{15} \\
M_{21} & M_{22} & M_{23} & M_{24} & M_{25} \\
M_{31} & M_{32} & M_{33} & M_{34} & M_{35} \\
M_{41} & M_{42} & M_{43} & M_{44} & M_{45} \\
M_{51} & M_{52} & M_{53} & M_{54} & M_{55}
\end{pmatrix}
\begin{pmatrix}
\frac{\partial D_d}{\partial M_{1i}} \\
\frac{\partial D_d}{\partial M_{2i}} \\
\frac{\partial D_d}{\partial M_{3i}} \\
\frac{\partial D_d}{\partial M_{4i}} \\
\frac{\partial D_d}{\partial M_{5i}}
\end{pmatrix},
\tag{4.14}
\]

where

\[ M_{jk} = \sum_{i=1}^{N} \left( \frac{\partial M_j}{\partial C_i} \frac{\partial M_k}{\partial C_i} \right). \]

The correction slopes are then given by

\[ S = M^{-1} \cdot B. \tag{4.15} \]

At this point it is helpful to point out the fundamental differences between linear regression and beam modulation for determining correction slopes. First, because the beam modulation analysis re-expresses detector and monitor sensitivities in the 5-parameter coil basis (which is designed to be over position, angle and energy) any correlations that exist outside this five parameter space will not be removed. Second, because all correlations are measured relative to a well-determined variable, that is, the phase of the coil being modulated, the issue of “noise in independent variables” or “noise in regressors” which creates biases in linear regression, is almost non-existent for the beam modulation analysis. Noise in the monitors will not bias the calculated slopes in the modulation analysis unless the noise happens to be at the precise frequency of the drive signal. Also, in practice, driven motion is much larger than natural motion so that measurement of the beam motion is not limited by the monitor resolution. Third, when beam modulation fails to find the proper correction slopes, its failure can be evidenced in residual sensitivity to the
modulation coils if the system is over-determined\textsuperscript{6}. Success in nulling sensitivity to the coils is not guaranteed by design unless the number of coils used in the analysis is equal to the number of degrees of freedom. Linear regression, on the other hand, is guaranteed by design to null first order correlations to the monitors at the sampling frequency. This is not to say that the failure of the modulation technique to give the proper slopes must be evident in residual sensitivity. There are subtle ways for the modulation analysis to fail without leaving residual sensitivity to the coils. The failure modes of the modulation analysis will be discussed in a future section.

### 4.3.1 Fast Feedback and Beam Modulation

The beam modulation system, introduced in Chapter 3, was designed with a pair of air core dipole magnets to drive vertical motion and another pair for horizontal motion. Sinusoidal waveforms created by function generators were sent to the modulation coils to drive the motion. The amplitudes of the waveforms sent to the modulation coils were chosen to create four independent trajectory-related motions at the target position. Modulation of energy, the fifth degree of freedom, was accomplished via a sinusoidal waveform sent to a Vernier on an accelerating RF cavity in the south linac. Further details on the studies and models that went into the design, position and choice of waveform amplitudes can be found in [67].

The electron beam at Jefferson Lab has natural position and angle noise, termed “beam jitter”. A Fast Feedback (FFB) system was designed to produce trajectory and energy shifts to cancel natural beam jitter at the target. The FFB system was designed particularly to remove low frequency motion of the beam (<80 Hz) as well as the first few harmonics of 60 Hz line noise [51]. Like the beam modulation system, it utilizes air core dipole magnets and Verniers on RF accelerating cavities to manipulate the beam trajectory and energy. In principle, if the FFB

\textsuperscript{6}In this context over-determined means the system is driven by more modulation coils than there are expected degrees of freedom. For Qweak there were a total of 9 modulation modes used for only 5 expected degrees of freedom on the electron beam.
system is operating properly during beam modulation it should null the effects of the modulation coils at the target by removing sensitivity to the modulation frequency. However, for the majority of the Qweak experiment, FFB was found to be ineffective at nulling driven beam position and angle motion at the target. As a result, the decision was made to leave FFB engaged during periods of position and angle modulation. The FFB system was paused during energy modulation because it was found to be very effective at nulling the beam energy shifts. Looking at Figures 4.7 and 4.8 we can see the response of the beam to the four different types of trajectory modulation both with FFB on and off as a function of distance along the beamline upstream from the target. Since the FFB on and off data shown were taken about 3 weeks apart some of the differences may be attributed to optics changes on the beamline; however, the plots clearly show that even with FFB on, the modulation system successfully drives large amplitude excursions at the target.

The effect of FFB on the beam modulation analysis was not understood at first. Since it is an active feedback system, its response to the beam motion may not necessarily be stable or exactly in phase with the modulation coils. The assumption of the simple modulation model given in Equation 4.11 is that all detector and monitor responses at the modulation frequency and in phase with the modulation drive signal are created by actual beam trajectory and energy changes driven by the modulation coils. An unknown FFB-driven response that is not stable over the modulation period could compromise the integrity of the analysis.

The first indication that the system was not behaving as expected came from a study of BPM responses to beam modulation. The phase of the BPM response relative to the modulation driving signal has an obvious dependence on location along the beamline as seen in Figures 4.9 and 4.10. This z-dependence of the phase can be understood in terms of the optics of the electron beam. The beam is focused and defocused using quadrupole magnets along the beamline. The beam’s size and shape is a function of z (position along the beamline). The relative size and shape of the beam determines the distribution of angle and position trajectories it
contains. For example, near a tight focus the electron beam will have a relatively greater spread in electron trajectory angles (measured relative to an ideal reference trajectory) and a relatively small spread in position. Therefore, BPM’s positioned near beam focal points will tend to be more sensitive to beam angle shifts and BPM’s positioned where the beam spot size changes little with \( z \) will be relatively more sensitive to beam position shifts. The phase shifts observed in the BPM responses can be understood in terms of a \( z \)-dependent response of the electron beam to trajectory changes from the modulation coils, coupled with a partially out-of-phase FFB response. We can think of a BPM as measuring the in-phase
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Figure 4.8: Amplitude of BPM response as a function of distance along beamline upstream from the target. Shown is Y-response to two types of vertical modulation. Notice the relatively small difference between FFB on and FFB off. This data corresponds to $A(z, \phi)$ in Equation 4.16. The data for FFB off came from 18445 and for FFB on from 17445 taken about 3 weeks apart.

response to the modulation coils plus an out-of-phase response from FFB:

$$\Delta(z, t) = \alpha(z)\sin(\omega t) + \beta(z)\sin(\omega t + \phi),$$  \hspace{1cm} (4.16)$$

where $\Delta$ is a measured transverse position shift from the ideal beam trajectory, $\alpha(z)$ is the amplitude of the response of the electron beam to the modulation coils at location $z$ along the beamline and $\beta(z)$ is the amplitude of the electron beam response to the FFB coils at $z$. Using simple trigonometry to recast this equation in terms of a $z$-dependent phase and amplitude gives

$$\Delta(z, t) = A(z, \phi)\sin(\omega t + \theta(z, \phi)), \hspace{1cm} (4.17)$$
where

\[ A(z, \phi) = \sqrt{\alpha(z)^2 + \beta(z)^2 + 2\alpha(z)\beta(z)\cos(\phi)} \]

and

\[ \theta(z, \phi) = \tan^{-1} \left( \frac{\beta(z)\sin(\phi)}{\alpha(z) + \beta(z)\cos(\phi)} \right). \]

In this form, the \( z \)-dependent phase of the beam response becomes obvious as does its origin in the FFB coil stimulus. Near the end of the Qweak experiment a set of data runs were taken with FFB paused during all modulation periods. The phase of the BPM responses relative to the modulation drive signal can be seen in Figures 4.9 and 4.10. The disappearance of the \( z \)-dependence of the phase
Figure 4.10: Phase of BPM response as a function of distance along beamline upstream from the target. Shown is \( y \)-position response to two types of vertical modulation. Notice the phase dependence disappears with FFB off. This data corresponds to \( \theta(z, \phi) \) in Equation 4.16. The data for FFB off came from 18445 and for FFB on from 17445 taken about 3 weeks apart.

when FFB is turned off confirms the hypothesis that it originates from the FFB response.

Having established that the FFB system is responding at the modulation frequency but not in phase with the modulation coils, the next question to address is the stability of this response and the importance of this stability. It is not obvious nor necessary that an active feedback response system will produce a somewhat stable response in time. A more detailed analysis of the stability of the FFB system and its affect on the modulation analysis can be found in Appendix B. At this point it is sufficient to say that the FFB response is not in phase with the drive signal.
to the modulation coils and that its response is stable enough to be accurately determined over the course of a cycle ($\sim 4 \text{ s}$).

As previously mentioned, Equation 4.13 allows for more coils to be used than expected degrees of freedom on the beam. We can make use of as many different linear combinations of the 5 expected degrees as we choose to measure. In this case, with FFB on we have access to the 5 modulation responses in phase with our driving coils and 4 orthogonal $\pi/2$ out-of-phase responses to the FFB coils. Of course, this is a simplification since the FFB coils need not be exactly out-of-phase, but we can expect that any out of phase component comes solely from FFB. We only have access to 4 true out-of-phase responses since FFB was paused during energy modulation. A full “10-Coil” analysis was performed using the solution of in Equation 4.14 where we found 5 in phase and 5 out-of-phase responses which we called “sine” and “cosine” respectively. Using a full 10 coils instead of the 9 we really have, allows for a potential phase offset between the signal driving the coils and the “ramp” signal we fed to our data acquisition electronics to keep track of modulation phase.

Figures 4.11 to 4.13 compare the dithering correction slopes found using all 10 coils (Equation 4.13) and using only the 5 coils in phase with the modulation drive signal (eq. 4.13). Practically speaking, a 5-Coil “sine only” analysis means filling matrix and vector components in Equation 4.13 using only the sine coefficients of the monitor and detector versus modulation phase fits. A 10-Coil analysis uses both the sine and cosine coefficients from the sinusoidal response. A quick comparison shows that these slopes differ greatly from the regression slopes using the same monitors. Perhaps this is not surprising given that the regression slopes minimize the collective noise of the detector by zeroing the detector to monitor correlation, while the slopes for dithering minimize the collective correlation to the coils (drive

---

To be clear, a single sinusoidal response is observed in the monitors and detectors, but it is not in phase with the modulation drive signal. The phase lag is interpreted as the net response to the modulation coils plus a slightly delayed response from FFB coils due to millisecond-scale time constants inherent in the FFB system. The result is a simultaneous driving of two independent modulation modes which can be temporally separated by finding sine and cosine amplitudes.
signals). This does not necessarily mean that dithering zeroes the correlation to coils.

Perhaps more troubling than the difference between regression and dithering slopes is the obvious systematic differences between the two dithering analyses. A few important observations must be made with respect to these differences:

- As expected, the 10-Coil analysis with much more information and analyzed using least squares has much smaller error bars than the slopes found with the simple 5-Coil analysis.
- There are large sections of data (see slugs 160-170 for example) where there is not enough information in the “sine only” analysis to create useful slopes. The in-phase monitor responses do not sufficiently span the space of beam distortions. However, with the extra information gleaned from the cosine terms, a clean solution for the slopes emerges.
- Rather large inconsistencies in the solutions provided by the two analyses are evidence of an underlying problem in the data or in the analysis procedure. Although correlations and strength sharing between monitors play a role in the slopes “chosen” in a regression analysis, they are not expected to influence the dithering analysis very much if at all. The coils simply sample the phase space of possible beam trajectories to allow for measurement of accurate monitor responses. If the monitor responses are stable, the correction slopes found using any complete set of coils is expected to be consistent. A possible caveat to this statement arises if the coils modulate a beam property beyond the 5 in the model and to which the detectors are sensitive.
- Near the end of the Qweak dataset (after slug 306) the FFB system was paused for all types of modulation. After this, the analysis is reduced to 5 coils since there is little to no out-of-phase response. Because the coils do not sufficiently span the space of beam distortion modes during this period, dithering analysis fails to produce stable correction slopes.
Different slopes do not necessarily mean different total corrections. In a 5-D space with non-orthogonal monitors, there can be many sets of slopes which yield the same total correction. Furthermore, cancellations over time may produce results that appear to be consistent. Table 4.2 compares the total corrections for MDallbars prescribed by a dithering analyses using all 10 coils and using a 5-Coil “sine only” analysis. All corrections are averaged over a Wien states and weighted by the reciprocal of the variance of MDallbars.

Table 4.2: MDallbars dithering corrections compared for analyses with 10 coils and 5 coils (sine only) shown averaged over Wien states. All corrections are weighted by the reciprocal of the square of the main detector error. Note: this table is for purposes of comparison of various regression schemes and does not contain the actual correction and asymmetry values used for Qweak. It contains only the data for which there are good dithering slopes for all schemes shown.

| Wien | Raw Asymmetry (ppb) | 10-Coil (ppb) | 5-Coil (ppb) |
|------|---------------------|---------------|--------------|
| 1    | -328.5              | -24.5         | -10.9        |
| 2    | -192.7              | +3.5          | +22.6        |
| 3    | -256.6              | -37.8         | -30.2        |
| 4    | -269.9              | -11.2         | -10.0        |
| 5    | -190.2              | -17.5         | -16.6        |
| 6    | -206.9              | -25.5         | -25.0        |
| 7    | -153.6              | +56.3         | +51.7        |
| 8a   | -185.3              | -12.3         | -8.4         |
| 8b   | -156.8              | -4.2          | -5.0         |
| 9a   | -136.6              | +2.0          | +2.1         |
| 9b   | -157.7              | +1.3          | +1.2         |
| 10   | -215.0              | -15.6         | -17.0        |

Due to the length and complexity of the topic, the following chapter is devoted entirely to dealing with internal inconsistencies in the dithering dataset.
Figure 4.11: Dithering correction slopes for horizontal position and angle on target averaged over slugs (∼8 hrs) using all 10 coils.
Chapter 4. Beam Corrections

Figure 4.12: Dithering correction slopes for vertical position and angle on target averaged over slugs using all 10 coils.

Figure 4.13: Dithering correction slopes for horizontal position at bpm3c12 averaged over slugs (~8 hrs) using all 10 coils. This is the most energy sensitive monitor on the beamline.
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Resolving Issues in the Beam Modulation Analysis

A number of tests have been utilized to check the consistency and validity of the dithering analysis, focusing on three main questions. First, is the analysis code working as expected and properly debugged? Second, is the dithering solution self-consistent? It will be shown that a self-consistent analysis means: a) detector sensitivity to the modulation is removed and b) the solution is independent of the selection of monitor or coil set used as long as both span the space of beam degrees of freedom. Third, does the modulation solution reduce or remove correlations of the detectors to the beam monitors over long timescales?

The first section of this chapter addresses each of these questions concerning the modulation analysis. Inconsistencies in the modulation analysis for Qweak are investigated and an attempt made to identify possible failure modes by looking at signatures of the failures. The last section of this chapter provides a method for dealing with the inconsistencies and assigning a systematic error. A modulation correction and error is proposed for the subset of the full Qweak dataset for which valid modulation correction slopes were measured.
5.1 Validating the Modulation Analysis

The modulation analysis involves measuring detector and monitor responses to coils, using these to determine correction slopes \( \frac{\partial D}{\partial M_k} \) and finally applying these correction slopes to the detector data. If this procedure is successful, the corrected data should be insensitive to the driving signal. An unsuccessful or partially successful correction will see a residual correlation to the driving signal, which in this case is a sinusoidal waveform. The detector (monitor) responses can be found by fitting a sinusoidal function to the detector (monitor) versus modulation phase data. The residual detector response is found by doing the same fit after the correction has been applied to the detector data. Figure 5.1 shows an example of main detector bar 2 responses to the coils before and after correction. A small residual sine response can be seen on the upper left plot of response to Coil 0. These response plots are intended to clarify the discussion ahead.

5.1.1 Debugging the Analysis Procedure

Early in the analysis, attempts to find a solution with 5 coils (sine-only) were only partially successful. One source of failure was found to be in the “ramp” variable used to keep track of the phase of the modulation drive signal. As previously mentioned, the ramp signal is just a saw-tooth signal sent to the DAQ in phase with and at the same frequency as the modulation signal. This saw-tooth signal was then pedestal subtracted and scaled such that its value was equal to the phase of the drive signal in degrees. A plot of ramp versus time can be seen in plot (a) of figure 5.2. From the plot one can see that there are about 8 data points per cycle, consistent with a 125 Hz drive signal being sampled at 960 Hz. Because Qweak was an integrating experiment, the ramp signal was integrated over each MPS window (1 ms) of each sample, which ensured that points near 0 and 360 degrees could never be accessed. In fact, any ramp values which integrate over some portion of the fast return of the saw-tooth pattern will be incorrectly mapped to modulation phase. This can clearly be seen in plot (b) of figure 5.2. If one
Figure 5.1: Normalized main detector bar 2 (chosen for its sensitivity to all modulation coils) responses to the five modulation coils shown versus drive signal phase. The responses before (red) and after (blue) correction are shown. A small residual response is evident in the plot of response to Coil 0 (upper left).
chooses to simply cut these incorrectly mapped events, a bias can be introduced into the sine and cosine response slopes found as seen in (c) and (d) of Figure 5.2. Early modulation results were subject to this bias until it was discovered and a simple solution implemented. A new variable “ramp_filled” was created to replace “ramp” using a linear mapping from the ramp return region to the gap region of
the ramp variable. Figure 5.3 shows the same function generator signal seen in plot (b) of figure 5.2 but plotted against the new “ramp_filled” variable.

An alternate solution to the problem of bias in the slopes from the gap region is to find both the sine and cosine coefficients simultaneously by fitting a function of

$$\alpha + \alpha_{\sin} \sin(ramp) + \alpha_{\cos} \cos(ramp)$$

to the detector and monitors versus ramp with the return region re-mapped or simply cut. An analytic solution to the coefficient values can be found making use of the known linearity of the monitor and detector response as follows:

$$\begin{pmatrix}
\sum_i Q_i \cos(\theta_i) \\
\sum_i Q_i \sin(\theta_i) \\
\sum_i Q_i
\end{pmatrix}
= \begin{pmatrix}
\sum_i \cos^2(\theta_i) & \sum_i \cos(\theta_i) \sin(\theta_i) & \sum_i \cos(\theta_i) \\
\sum_i \sin(\theta_i) \cos(\theta_i) & \sum_i \sin^2(\theta_i) & \sum_i \sin(\theta_i) \\
\sum_i \cos(\theta_i) & \sum_i \sin(\theta_i) & \sum_i 1
\end{pmatrix}
\begin{pmatrix}
\alpha_{\cos} \\
\alpha_{\sin} \\
\alpha
\end{pmatrix},$$

with Q being the monitor or detector whose response is being measured and θ the modulation phase (ramp) and the sum going over the events in a given modulation cycle. In the final analysis, the exact analytic solution for the sine and cosine coefficients was utilized and the “ramp_filled” variable was used to prevent unnecessary cutting of useful data.

The function generator signals (see for example Figure 5.3) are expected to be proportional to the beam motion. Examples of detector responses to the drive
signals were shown in Figure 5.1. A time history of the 5 raw sine response amplitudes for MDallbars is given in Figure 5.4. Also shown are the residual response amplitudes after correction using the 5-Coil sine-only analysis. The residual in-phase responses to modulation coils are indeed zero as required by linear algebra providing a first level cross-check of the analysis code.

Figure 5.4: Main detector average in-phase (sine) response to the five different types of modulation. Blue is the raw responses and red is the residual response after the modulation corrections have been applied. Only the in-phase (sine) responses of detectors and monitors have been used in this analysis, so the residuals must be 0 by definition if the analysis code is working properly.
5.1.2 Inconsistency Arising from Redundancy

As previously mentioned, the subject of inconsistency in the modulation analysis naturally lends itself to two divisions:

1). Inconsistency in the over-determined equation set manifesting itself as a residual sensitivity to modulation after correction.

2). Inconsistency in total correction to the dataset prescribed by parallel analyses using different coil selections.

Although these are related and it would appear that the first leads directly to the second, we will see that it is possible in some instances to have analyses whose differences in prescribed corrections cancel over time to produce a consistent net correction. The following two subsections individually deal with each of these two types of inconsistencies in the dataset.

5.1.2.1 Residual Sensitivity to Modulation

While introducing extra coils provides a way of reducing the uncertainty in the solution, it also provides a way of recognizing potential inconsistencies in the set of linear equations used. Residual sensitivity of detectors to modulation after correction is the first place to look for this inconsistency. Figure 5.6 compares the residual sensitivity of MDallbars to the modulation coils for a sine-only analysis and a 10 coil analysis. If one only had access to the 5 coils of the sine-only analysis, that is, if FFB were paused during modulation and only 5 modulation patterns were used, the inconsistency in the modulation system/analysis would be hidden.

The residuals would not be a useful criterion for determining the effectiveness of the applied correction. With more than 5 coils, the total residual is minimized but not forced to be zero like the solution shown in figure 5.4. Equation 4.13 shows that the “total residual” being minimized is given by

$$\text{Total Residual} = \sqrt{\sum_{i=1}^{N} \left( \frac{\partial D_d}{\partial C_i} - \sum_{m=1}^{5} \frac{\partial D_d}{\partial M_m} \frac{\partial M_m}{\partial C_i} \right)^2}.$$

(5.1)
For the Qweak modulation dataset, analyses with different complete coil sets yield systematically different solutions, pointing to a problem in either the data or the analysis procedure. With 10 coils (probably only 9 useful ones) available, there are dozens of sets of independent coils that adequately span the phase space, and while the author has not analyzed all of the possible sets, the 32 schemes he has completed present a not-so-consistent picture. Figure 5.5 compares the total residuals for a few different coil selections and clearly illustrates that the 10 coil analysis always produces the minimum total residual as defined by equation 5.1.

If the residuals are a result of a problem in the analysis procedure, then the analysis should also fail to correct beam position monitors, that is, it should fail to remove monitor sensitivity to the modulation coils just as it fails in the detector correction. In a linear optics model for the electron beam a complete set of beam position monitors that are sufficiently sensitive to the phase space of beam position, slope and energy should be able to predict the response of any other monitor. Of course, given the modulation calibration procedure for determining monitor responses, a prediction will only be available for monitors downstream of the modulation coils.
In principle, therefore, a complete\(^1\) set of 5 monitors should provide sufficient information to predict any other monitor and with properly measured correction slopes be able to completely remove sensitivity to modulation.

A set of monitors not included in the 5 used for the correction were treated as detectors in the analysis code and corrected to remove sensitivity to modulation. The analysis showed that the monitors chosen for the correction (4 target variables plus bpm3c12X) are effective at correcting other monitors. Thus, once the responses of the electron beam to position, angle and energy changes at a given location along the beamline have been calibrated to the responses of the five monitors to the same changes, then any given response at that location can be accurately predicted using only the five monitors. The modulation analysis is simply an accurate calibration procedure. Figures 5.7 and 5.8 compare the uncorrected and corrected sensitivities of the beam position monitor at girder 3c14 on the Hall C beamline. The horizontal beam response is given by bpm3c14X and vertical response by bpm3c14Y. Notice how well the monitor response is zeroed after correction when compared with the MDallbars response in figure 5.5.

\(^1\)In this context “complete” means that you have a set of monitors that spans the 5 dimensional space of position, slope and energy.
Figure 5.6: Comparison of residual MDallbars responses to the five different types of modulation. Black is the raw uncorrected response, and red is the residual response after correction using a 10-Coil analysis and blue is the residual response after the 5-Coil (sine-only) modulation corrections have been applied. The 10-Coil analysis by definition gives the smallest collective least squares residual. Each plot represents a single term in the summation in equation 5.1. It becomes apparent that the sine-only analysis creates a 0 in-phase residual response by increasing the residual out-of-phase response.
Figure 5.7: Comparison of residual bpm3c14X responses to the five different types of modulation. Black is the raw uncorrected responses and red is the residual response after correction using a 10-Coil analysis. The sensitivity to the modulation coils is almost completely removed by the correction using targetX, targetXslope, targetY, targetYSlope, and bpm3c12X.
Figure 5.8: Comparison of residual bpm3c14Y responses to the five different types of modulation. Black is the raw uncorrected responses and red is the residual response after correction using targetX, targetXSlope, targetY, targetYSlope, and bpm3c12X.
A number of conclusions can be drawn from the study where monitors are corrected to remove modulation sensitivity:

- This provides a second validation of the analysis procedure and code (the first being the residuals going to 0 with equal number of monitors and coils.)
- The expected 5 degrees of freedom seem sufficient to describe the responses of the monitors.
- Any model for the main detector residuals involving a failure of the monitors must specifically be able to explain their success in correcting other monitors. This observation narrows the space of allowed failure models.
- It appears that the detectors are sensitive to some effect that the monitors do not measure, at least not well. This effect may be a real beam property like halo or spot size that the monitors do not resolve well. Alternately, it could be an artifact introduced to the detectors by the coils themselves such as noise or pedestal shifts coherent with the modulation signal.

Although equation 5.1 guarantees the 10-Coil analysis will provide the smallest total residual, it is not guaranteed to provide the optimal correction slopes. Furthermore, if one chooses to calculate the residual differently by only summing over a subset of the coils, the 10-Coil solution will not always be optimal in terms of residual size. Figure 5.9 demonstrates that when the residuals arising from coils 3 and 8 are omitted from the summation (see Table 5.1 for definition of coils), the 10-Coil analysis yields a much larger residual than does the analysis where the same coils are omitted in the slope calculation. The residual shown is given as

\[
\text{Residual} = \sqrt{\sum_{i=1}^{10} \left( \frac{\partial D_d}{\partial C_i} - \sum_{m=1}^{5} \frac{\partial D_d}{\partial M_m} \frac{\partial M_m}{\partial C_i} \right)^2}.
\]

One could imagine situations where cumulative evidence might force one away from the default 10-Coil choice. Imagine, for example, a situation where it was
found that whenever a particular modulation coil was active, an artifact appeared in the data that was inconsistent with what is known to be true about the system. One such example investigated was the introduction of noise coherent with the drive signal into the detector data. If a response to the modulation signal in any modulation period were found in a channel known to have no correlation with beam dynamics, this would signal a problem with electronics pickup possibly biasing the results. In that case, it would be wise to remove any coils associated with this artifact from the calculation of both the correction slopes and the residuals.

One detector channel in the Qweak analysis chain was fed by a signal from a battery and was setup to test for effects such as the one mentioned in the previous

---

**Figure 5.9:** Comparison of total residual responses after correction using slopes from a 10-Coil analysis and those from an 8-Coil analysis where coils 3 and 8 are omitted. In this plot, the residual is calculated omitting the residuals from coils 3 and 8 as well. Coils 3 and 8 are associated with X2-modulation. If an issue were found with the X2-modulation coils, for example, this particular residual calculation would be of more interest than the full residual over 10 coils.

**Table 5.1:** Modulation coil nomenclature used in the analysis discussion.

| Modulation Type | In-Phase Response (Sine Amplitude) | Out-of-Phase Response (Cosine Amplitude) |
|-----------------|-----------------------------------|----------------------------------------|
| X1-Type         | Coil 0                            | Coil 5                                 |
| X2-Type         | Coil 3                            | Coil 8                                 |
| Y1-Type         | Coil 1                            | Coil 6                                 |
| Y2-Type         | Coil 4                            | Coil 9                                 |
| E-Type          | Coil 2                            | Coil 7                                 |
paragraph. Any response to modulation seen on this channel would certainly be a sign of electronics pickup. Although the data for this channel was not analyzed over the whole Qweak dataset, the response for a randomly chosen period was found to be nearly consistent with zero. Figures 5.10 and 5.11 show the response of the null channels “qwk_isourc” and “qwk_cagesr” for a period near the beginning of Run 1 (between runs 10000 and 10200). Comparison of the responses of the null channels to the main detector response shows that they are typically 3 orders of magnitude apart, which is far too small an effect to account for the highly non-zero MDallbars residual response at the beginning of Run 1.
Figure 5.10: Response of “qwk_isourc”, a current source located in detector hut in the experimental hall and fed through same pre-amplifier and electronics chain as the main detector. Responses shown are normalized to raw MDallbars mean (not normalized to current) for purposes of direct comparison with the MDallbars response given in the “Compare” text boxes. The average raw MDallbars value during this period was 5.3 V and the raw isourc value was 8.5 V. As usual, “Sine” and “Cosine” are the amplitudes of the responses in phase with the modulation coils and 90 degrees out of phase respectively.
Figure 5.11: Response of “qwk_cagesr”, a battery located in the “cage” in the Counting House that housed main experimental DAQ electronics. This battery was read out using one of the extra channels used to read out the main detector. The responses shown are normalized to raw MDallbars mean (not normalized to current) for purposes of direct comparison with the MDallbars response given in the “Compare” text boxes. The average raw MDallbars value during this period was 5.3 V and the raw cagesr value was 5.8 V. As usual, “Sine” and “Cosine” are the amplitudes of the responses in phase with the modulation coils and 90 degrees out of phase respectively.
5.1.2.2 Differences in Prescribed Corrections

With information from 10 coils and many beam monitors and with the analysis determining only 5 detector to monitor slopes, there are many combinations of coils and monitors from which the requisite information could be obtained (see Table 5.1 for definition of terms). In this section the total correction prescribed by analyses using different coil and monitor sets is investigated. The following constraints must be kept in mind when selecting different sets:

- Both monitors and coil sets must adequately span the five dimensions of beam distortion space. That is to say that any set of coils must adequately modulate the beam in all five dimensions and any set of monitors must be able to collectively resolve those five dimensions.

- There are four X-type (horizontal direction) modulation coils and four Y-type (vertical direction) modulation coils. Any useful coil selection must have at a minimum two X-type coils and two Y-type coils. Leaving out any one X-type or Y-type coil gives a total of 8 possible sets. Leaving out any two X-type or two Y-type coils gives a further 12 sets for a total of 20 possible coil sets in addition to the full 10-Coil analysis. Not all of these are guaranteed to have adequate information to provide useful correction slopes.

- There is one E-type (energy) modulation coil. A second but small out-of-phase sensitivity exists for energy as well, but is so small relative to the in-phase energy modulation coil that it is considered negligible and, in fact, its source is not well understood. Omitting the out-of-phase energy coil (Coil 7) makes almost no difference in the analysis but any analysis omitting the large in-phase energy modulation coil (Coil 2) should be considered critically due to lack of energy resolution. Three sets, omitting either in-phase or out-of-phase or omitting both can be considered keeping in mind that most of the energy information will be lost when the in-phase response is omitted.
With FFB active during X and Y-type modulations, energy responses will still be measured in the other modulation coils although not nearly as well.

- Although analyses removing 3, 4 and 5 coils are also possible, only a limited number of these will be investigated as evidence is provided for their utility.

- When two coils are removed from either the X-type or Y-type directions, the utility of the redundancy cross-check is lost. In the 5-coil analysis this lack of redundancy was apparent in the precisely zero residuals. When the redundancy cross-check is lost, clues as to the success or failure of the analysis must be provided by other methods (see Section 5.1.3).

- Differences in monitor resolution of the beam parameters will mean that the width of the detector correction will depend upon the monitor set chosen. The monitor set of choice for the modulation analysis are the four target variables and the beam position monitor BPM3c12X because they are particularly well suited for resolving the five dimensions of beam modulation (see Section 4.2 for definition of these monitors). Different monitor sets are expected to yield corrections consistent with each other within the expected statistical deviation from additional detector width associated with differences in monitor resolution.

Tables 5.2 and 5.3 compare the corrections for Runs 1 and 2 for analyses utilizing different coil sets. Coil sets simultaneously omitting coils 0 and 3 and coils 5 and 8 were removed from the comparisons for Run 2 because omitting these coils from the analysis produced sections of data with insufficient information for extraction of useful correction slopes. The results shown are averaged over Wien states weighted by the main detector average asymmetry (MDallbars) errors. It becomes apparent, especially in Run 1, that there is a large disparity in the corrections prescribed by analyses with different coil sets. A careful look at the tables

\[ w_{\text{runlet}} = \frac{1}{\sigma_{\text{runlet}}^2} \]

\[ \sigma_{\text{runlet}}^2 \]
shows that omitting coil 3 creates the worst outliers. All coils sets considered invalid are shown as grayed-out in advance of evidence of their unreliability provided in Section 5.1.3.

As previously explained in Section 3.2, Qweak utilized two different slow reversals to cancel out certain types of false asymmetries: 1) half-wave plate insertion and removal on an 8 hour timescale to flip electron source laser helicity; and 2) monthly double Wien filter reversal of the electron beam helicity relative to its helicity coming off the photo-cathode. With these slow reversal techniques in place, it is not inconceivable that inconsistencies apparent in the modulation could be created by an effect that largely cancels under these reversal, producing the proper average correction. The corrections for Run 2 in Table 5.3 seem to indicate that this type of cancelation is happening and producing consistent average corrections at the $\pm 1 \text{ ppb}$ level across all dithering schemes. However, for Run 1 the range of average corrections is a much larger $\pm 6 \text{ ppb}$. This range helps provide a scale for the effect of inconsistencies in the modulation analysis on the physics asymmetry correction.

Another useful set of cross-checks used in parity-violation experiments are null asymmetries which are a measurement of the differences cancelled by slow reversals. Null asymmetries that are small or consistent with zero are a good indication that there are not significant sources of systematic false asymmetries being cancelled by the slow helicity reversal. If the source of the cancellations is understood, it is not necessary that the null be consistent with 0. After all, one of the purposes of slow helicity reversal is to cancel small false asymmetries. However, large cancellations of effects not well understood sometimes requires the addition of a systematic error. For this reason it is appropriate to look at beam modulation corrections prescribed to null asymmetries as well. For the purposes of Qweak there are three slow helicity-reversal mechanisms: the insertable half-wave plate (IHWP), the double Wien filter, and the g-2 reversal from traveling around the accelerator.
Table 5.2: Run 1 dithering corrections for MDallbars asymmetry compared for different coil selections. Grayed-out sets often seen to be outliers are sets considered suspect for reasons investigated in Section 5.1.3.

| Dithering Scheme | Wien 1 (ppb) | Wien 2 (ppb) | Wien 3 (ppb) | Wien 4 (ppb) | Wien 5 (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|------------|
| 10-Coil          | -24.1        | +3.4         | -44.6        | -16.8        | -17.5        | -19.2      |
| Omit0,3          | -36.9        | -91.0        | -79.5        | -21.1        | -25.3        | -43.8      |
| Omit0,5          | -19.2        | +21.6        | -43.9        | -16.9        | -14.9        | -13.6      |
| Omit0,8          | -16.1        | +21.8        | -68.8        | -24.6        | -16.0        | -20.2      |
| Omit3,5          | -53.3        | -49.8        | -59.0        | -16.4        | -16.8        | -38.9      |
| Omit3,8          | -88.7        | -102.7       | -77.6        | -22.0        | -19.3        | -62.3      |
| Omit5,8          | -10.0        | +22.3        | -37.9        | -16.1        | -17.2        | -11.0      |
| Omit1,4          | -28.3        | +2.6         | -61.2        | +11.7        | -99.2        | -34.1      |
| Omit1,6          | -19.5        | +7.4         | -44.5        | -15.8        | -17.1        | -17.3      |
| Omit1,9          | -23.9        | +3.8         | -44.6        | -17.2        | -17.2        | -19.1      |
| Omit4,6          | -46.0        | +4.5         | -44.5        | -15.3        | -17.8        | -22.0      |
| Omit4,9          | -17.3        | +1.7         | -44.7        | -17.4        | -18.0        | -18.9      |
| Omit6,9          | -23.6        | -1.3         | -41.9        | -7.4         | -12.1        | -16.7      |
| Omit2,7          | -16.6        | -2.9         | -53.1        | -17.9        | -19.3        | -22.0      |
| Omit 0           | -16.4        | +19.3        | -55.9        | -20.5        | -16.9        | -17.4      |
| Omit 1           | -24.2        | +3.6         | -44.8        | -16.9        | -17.3        | -19.2      |
| Omit 2           | -14.8        | -6.2         | -47.3        | -15.2        | -16.6        | -20.1      |
| Omit 3           | -84.0        | -95.8        | -75.4        | -20.7        | -19.2        | -59.2      |
| Omit 4           | -23.7        | +2.5         | -44.7        | -16.7        | -18.2        | -19.5      |
| Omit 5           | -11.5        | +20.4        | -38.7        | -16.1        | -17.0        | -11.8      |
| Omit 6           | -24.0        | +3.3         | -44.5        | -15.6        | -17.2        | -18.9      |
| Omit 7           | -24.1        | +3.4         | -44.7        | -17.1        | -17.5        | -19.3      |
| Omit 8           | -23.5        | +4.3         | -44.3        | -16.9        | -17.7        | -18.9      |
| Omit 9           | -23.8        | +3.1         | -44.6        | -17.2        | -17.5        | -19.3      |

The two most important null asymmetries relevant to this study are defined as follows:

- **“IHWP+Spin-reversal” Null** \( \frac{A_{\text{IN}} + A_{\text{OUT}}}{2} \).

This null is the average asymmetry of both half-wave plate (HWP) states with no sign corrections applied to the asymmetries for any of the three slow reversals. The parity-violating physics asymmetry is expected to cancel leaving false asymmetries due to effects such as electrical pickup of the helicity.
Table 5.3: Run 2 dithering corrections for MDallbars asymmetry compared for different coil selections. Grayed-out sets often seen to be outliers are sets considered suspect for reasons investigated in Section 5.1.3.

| Dithering Scheme | Wien 6 (ppb) | Wien 7 (ppb) | Wien 8a (ppb) | Wien 8b (ppb) | Wien 9a (ppb) | Wien 9b (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|--------------|-------------|
| 10-Coil          | -25.5        | +35.6        | -12.3        | -4.3         | +2.0         | +1.3         | -1.7        |
| Omit0,5          | -24.7        | +36.0        | -13.9        | -5.3         | +1.7         | +0.2         | -2.4        |
| Omit0,8          | -27.2        | +36.4        | -33.8        | +0.9         | -0.1         | +0.2         | -5.0        |
| Omit3,5          | -26.3        | +36.3        | -17.4        | -5.6         | +2.9         | +4.5         | -1.8        |
| Omit3,8          | -29.3        | +38.5        | -23.6        | -1.2         | +3.0         | +13.9        | +0.2        |
| Omit1,4          | -14.2        | +31.3        | -40.8        | -11.0        | -2.2         | -1.0         | -8.0        |
| Omit1,6          | -25.7        | +37.6        | -12.1        | -4.4         | +1.9         | +1.3         | -1.6        |
| Omit1,9          | -25.5        | +35.6        | -12.2        | -4.2         | +2.0         | +1.3         | -1.7        |
| Omit4,6          | -25.4        | +37.8        | -12.2        | -4.2         | +1.9         | +1.5         | -1.5        |
| Omit4,9          | -25.1        | +35.7        | -12.5        | -4.4         | +1.9         | +1.4         | -1.8        |
| Omit6,9          | -27.3        | +36.1        | -10.8        | -3.7         | +1.9         | +1.5         | -1.5        |
| Omit2,7          | -28.8        | +53.2        | -13.0        | -5.4         | +2.3         | +3.3         | -0.5        |
| Omit 0           | -26.2        | +37.8        | -23.4        | -1.8         | +0.4         | +1.0         | -3.3        |
| Omit 1           | -25.3        | +36.5        | -12.3        | -4.2         | +2.0         | +1.3         | -1.6        |
| Omit 2           | -27.0        | +33.1        | -12.9        | -5.3         | +2.2         | +2.7         | -2.0        |
| Omit 3           | -29.1        | +37.9        | -22.5        | -1.8         | +2.8         | +7.9         | -1.2        |
| Omit 4           | -25.1        | +36.1        | -12.6        | -4.3         | +1.9         | +1.4         | -1.7        |
| Omit 5           | -24.6        | +35.4        | -9.3         | -5.2         | +2.2         | +1.0         | -1.4        |
| Omit 6           | -25.4        | +37.3        | -12.1        | -4.2         | +1.9         | +1.4         | -1.6        |
| Omit 7           | -25.5        | +35.7        | -12.3        | -4.3         | +2.0         | +1.4         | -1.7        |
| Omit 8           | -25.5        | +37.7        | -12.0        | -4.1         | +2.0         | +1.4         | -1.5        |
| Omit 9           | -25.2        | +35.7        | -12.2        | -4.2         | +2.0         | +1.3         | -1.7        |

reversal signal or mechanical effects such as lensing in the electron source Pockels cell.

- **“IHWP-only” Null** \[ \frac{\text{Sign}(A_{IN}^{raw}) - \text{Sign}(A_{OUT}^{raw})}{2} \]:

This null is the difference between average asymmetries of IHWP states, each individually sign-corrected for all slow reversals. By sign-correcting for all slow reversals and then taking the difference between the two IHWP states, the effect of the IHWP reversal is isolated. This null reveals false asymmetries that cancel with the IHWP reversal but survive the other slow reversal cancelations.
Tables 5.6 and 5.7 show the range of corrections for Runs 1 and 2 respectively to the “IHWP+Spin-reversal” null asymmetry provided by analyses with various coil selections. Tables 5.4 and 5.5 show the analogous range of corrections to the “IHWP-only” null. From these tables one can easily observe: 1) that the inconsistency in the various modulation corrections is more apparent in the null asymmetry corrections than in the physics asymmetry corrections; and 2) variations in the null asymmetries are at least as large if not larger in Run 2 than they are in Run 1 even though the spread in the physics asymmetry corrections is much smaller.

Inconsistencies on the order of 30 ppb in the null asymmetry corrections using various coil selections help give a scale to the issue with the beam modulation analysis. If Qweak were not set up to benefit from slow reversal cancellation or if a single IHWP state were modulation-corrected, there would be discrepancies of tens of ppb between different schemes. This does not mean that there is an error in the modulation correction slopes that is IHWP-correlated. The modulation correction comes from the product of the correction slopes and monitor differences and this discrepancy in the null mainly points to the slow-reversal cancellation of monitor differences, that is, the helicity-correlated beam properties measured in the monitors. Utilizing the full cancellation of slow reversals allows the assignment of a much smaller systematic error for this discrepancy.
Table 5.4: Run 1 dithering corrections to “IHWP-only” null asymmetry for various coil selections. Grayed-out sets considered suspect for reasons investigated in Section 5.1.3.

| Dithering Scheme | Wien 1 (ppb) | Wien 2 (ppb) | Wien 3 (ppb) | Wien 4 (ppb) | Wien 5 (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|-------------|
| 10-Coil          | -14.6        | -13.1        | +38.5        | -115.8       | +6.3         | -19.0       |
| Omit0,3          | -14.3        | -76.2        | +76.8        | -312.0       | -203.6       | -107.1      |
| Omit0,5          | -6.3         | -9.7         | +37.2        | -102.1       | +8.8         | -13.7       |
| Omit0,8          | -6.4         | -15.1        | +57.3        | -128.9       | -113.6       | -39.6       |
| Omit3,5          | -27.1        | -58.8        | +53.6        | -206.5       | -81.6        | -65.7       |
| Omit3,8          | -42.9        | -115.6       | +72.9        | -274.6       | -181.9       | -112.3      |
| Omit5,8          | -9.4         | +10.4        | +32.0        | -91.4        | +47.0        | -0.5        |
| Omit1,4          | -16.2        | -30.3        | +33.7        | -409.9       | -74.7        | -97.2       |
| Omit1,6          | -36.3        | +2.9         | +38.5        | -113.6       | +6.1         | -17.6       |
| Omit1,9          | -14.1        | -13.1        | +38.5        | -114.8       | +6.4         | -18.7       |
| Omit4,6          | -16.7        | -13.7        | +38.6        | -116.3       | +5.6         | -20.5       |
| Omit4,9          | -15.3        | -13.4        | +38.5        | -118.7       | +5.9         | -19.6       |
| Omit6,9          | -15.8        | -17.5        | +39.3        | -85.1        | +1.2         | -15.2       |
| Omit2,7          | -7.5         | -18.4        | +45.8        | -124.5       | +19.8        | -16.6       |
| Omit 0           | -6.6         | -13.0        | +47.2        | -119.0       | -56.7        | -28.3       |
| Omit 1           | -14.3        | -13.3        | +38.7        | -114.8       | +6.4         | -18.8       |
| Omit 2           | -6.1         | -19.9        | +40.9        | -119.0       | +6.7         | -19.4       |
| Omit 3           | -40.0        | -108.7       | +70.7        | -264.0       | -169.2       | -105.8      |
| Omit 4           | -15.0        | -13.4        | +38.5        | -118.4       | +5.8         | -19.7       |
| Omit 5           | -10.1        | +8.3         | +32.7        | -95.1        | +41.3        | -2.9        |
| Omit 6           | -15.7        | -13.1        | +38.6        | -114.0       | +5.9         | -18.9       |
| Omit 7           | -14.6        | -13.1        | +38.6        | -115.6       | +6.4         | -18.9       |
| Omit 8           | -14.3        | -12.2        | +38.2        | -114.2       | +8.8         | -18.0       |
| Omit 9           | -14.6        | -13.3        | +38.5        | -115.6       | +6.2         | -19.0       |
Table 5.5: Run 2 dithering corrections to “IHWP-only” null asymmetry for various coil selections. Grayed-out sets considered suspect for reasons investigated in Section 5.1.3.

| Dithering Scheme | Wien 6 (ppb) | Wien 7 (ppb) | Wien 8a (ppb) | Wien 8b (ppb) | Wien 9a (ppb) | Wien 9b (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|--------------|-------------|
| 10-Coil          | +24.6        | +129.1       | -35.9        | -22.6        | -0.9         | -8.4         | +0.6        |
| Omit0,5          | +24.1        | +127.6       | -39.9        | -23.9        | -3.9         | -17.3        | -3.3        |
| Omit0,8          | +19.1        | +142.8       | -145.4       | -93.4        | -38.6        | -35.3        | -44.0       |
| Omit3,5          | +25.2        | +129.1       | -75.4        | -41.2        | -5.2         | -24.4        | -13.4       |
| Omit3,8          | +28.7        | +137.1       | -132.3       | -77.2        | -14.8        | -58.3        | -37.8       |
| Omit1,4          | -2.4         | +129.5       | -16.9        | -26.7        | -7.6         | -6.6         | -1.1        |
| Omit1,6          | +24.8        | +130.4       | -35.3        | -21.2        | -0.5         | -8.7         | +1.1        |
| Omit1,9          | +24.6        | +129.3       | -35.8        | -22.6        | -1.0         | -8.7         | +0.5        |
| Omit4,6          | +25.0        | +133.1       | -35.4        | -22.0        | -0.6         | -8.5         | +1.2        |
| Omit4,9          | +24.8        | +131.5       | -35.7        | -23.2        | -1.3         | -8.6         | +0.6        |
| Omit6,9          | +28.7        | +131.3       | -32.9        | -19.5        | -0.2         | -8.0         | +2.4        |
| Omit2,7          | +29.2        | +100.3       | -34.0        | -20.0        | -0.4         | -5.2         | +0.5        |
| Omit 0           | +20.8        | +135.7       | -89.8        | -59.5        | -18.1        | -24.1        | -21.9       |
| Omit 1           | +24.8        | +130.0       | -36.0        | -22.7        | -0.9         | -8.7         | +0.6        |
| Omit 2           | +27.8        | +129.1       | -34.1        | -20.3        | -0.8         | -6.6         | +2.1        |
| Omit 3           | +28.6        | +135.1       | -123.0       | -72.2        | -12.4        | -37.7        | -30.2       |
| Omit 4           | +24.8        | +129.5       | -35.9        | -23.2        | -1.1         | -8.6         | +0.4        |
| Omit 5           | +24.5        | +126.1       | -15.9        | -10.2        | +3.0         | -4.2         | +7.5        |
| Omit 6           | +25.0        | +130.4       | -35.5        | -21.7        | -0.6         | -8.2         | +1.1        |
| Omit 7           | +24.6        | +129.1       | -35.9        | -22.6        | -0.9         | -8.4         | +0.6        |
| Omit 8           | +24.6        | +132.8       | -33.7        | -21.5        | -0.1         | -6.9         | +1.9        |
| Omit 9           | +24.8        | +131.7       | -35.8        | -22.7        | -0.9         | -8.4         | +0.8        |
Table 5.6: Run 1 dithering corrections to “IHWP+Spin-reversal” null asymmetry for various coil selections. Grayed-out sets considered suspect for reasons investigated in Section 5.1.3.

| Dithering Scheme | Wien 1 (ppb) | Wien 2 (ppb) | Wien 3 (ppb) | Wien 4 (ppb) | Wien 5 (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|-------------|
| 10-Coil          | -14.6        | +13.1        | +38.5        | +115.8       | +6.3         | +33.4       |
| Omit0,3          | -14.3        | +76.2        | +76.8        | -312.0       | -203.6       | +56.1       |
| Omit0,5          | -6.3         | +9.7         | +37.2        | +102.1       | +8.8         | +30.9       |
| Omit0,8          | -6.4         | +15.1        | +57.3        | +128.9       | -113.6       | +18.2       |
| Omit3,5          | -27.1        | +58.8        | +53.6        | -206.5       | -81.6        | +46.7       |
| Omit3,8          | -42.9        | +115.6       | +72.9        | +274.6       | -181.9       | +55.7       |
| Omit5,8          | -9.4         | -10.4        | +32.0        | +91.4        | +47.0        | +30.4       |
| Omit1,4          | -16.2        | +30.3        | +33.7        | +409.9       | -74.7        | +83.6       |
| Omit1,6          | -36.3        | -2.9         | +38.5        | +113.6       | +6.1         | +26.3       |
| Omit1,9          | -14.1        | +13.1        | +38.5        | +114.8       | +6.4         | +33.3       |
| Omit4,6          | -16.7        | +13.7        | +38.6        | +116.3       | +5.6         | +32.4       |
| Omit4,9          | -15.3        | +13.4        | +38.5        | +118.7       | +5.9         | +34.2       |
| Omit6,9          | -15.8        | +17.5        | +39.3        | +85.1        | +1.2         | +27.3       |
| Omit2,7          | -7.5         | +18.4        | +45.8        | +124.5       | +19.8        | +42.0       |
| Omit 0           | -6.6         | +13.0        | +47.2        | +119.0       | -56.7        | +24.7       |
| Omit 1           | -14.3        | +13.3        | +38.7        | +114.8       | +6.4         | +33.3       |
| Omit 2           | -6.1         | +19.9        | +40.9        | +119.0       | +6.7         | +37.9       |
| Omit 3           | -40.0        | +108.7       | +70.7        | -264.0       | -169.2       | +54.1       |
| Omit 4           | -15.0        | +13.4        | +38.5        | +118.4       | +5.8         | +33.9       |
| Omit 5           | -10.1        | -8.3         | +32.7        | +95.1        | +41.3        | +30.6       |
| Omit 6           | -15.7        | +13.1        | +38.6        | +114.0       | +5.9         | +32.8       |
| Omit 7           | -14.6        | +13.1        | +38.6        | +115.6       | +6.4         | +33.4       |
| Omit 8           | -14.3        | +12.2        | +38.2        | +114.2       | +8.8         | +33.3       |
| Omit 9           | -14.6        | +13.3        | +38.5        | +115.6       | +6.2         | +33.4       |
### Table 5.7: Run 2 dithering corrections to “IHWP+Spin-reversal” null asymmetry for various coil selections. Grayed-out sets considered suspect for reasons investigated in Section 5.1.3.

| Dithering Scheme | Wien 6 (ppb) | Wien 7 (ppb) | Wien 8a (ppb) | Wien 8b (ppb) | Wien 9a (ppb) | Wien 9b (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|--------------|-------------|
| 10-Coil          | +24.6        | -129.1       | -35.9        | -22.6        | +0.9         | +8.4         | -13.9       |
| Omit0,5          | +24.1        | -127.6       | -39.9        | -23.9        | +3.9         | +17.3        | -11.8       |
| Omit0,8          | +19.1        | -142.8       | -145.4       | -93.6        | +38.6        | +35.3        | -27.9       |
| Omit3,5          | +25.2        | -129.1       | -75.4        | -41.3        | +5.2         | +24.4        | -18.1       |
| Omit3,8          | +28.7        | -137.1       | -132.3       | -77.4        | +14.8        | +58.4        | -22.5       |
| Omit1,4          | -2.4         | -129.5       | -16.9        | -26.7        | +7.6         | +6.6         | -13.1       |
| Omit1,6          | +24.8        | -130.4       | -35.3        | -21.3        | +0.5         | +8.7         | -13.7       |
| Omit1,9          | +24.6        | -129.3       | -35.8        | -22.6        | +1.0         | +8.7         | -13.8       |
| Omit4,6          | +25.0        | -133.1       | -35.4        | -22.0        | +0.6         | +8.5         | -14.0       |
| Omit4,9          | +24.8        | -131.5       | -35.7        | -23.2        | +1.3         | +8.6         | -14.0       |
| Omit6,9          | +28.7        | -131.3       | -32.9        | -19.5        | +0.2         | +8.0         | -13.0       |
| Omit2,7          | +29.2        | -100.3       | -34.0        | -20.0        | +0.4         | +5.2         | -11.4       |
| Omit 0           | +20.8        | -135.7       | -89.8        | -50.6        | +18.1        | +24.1        | -21.1       |
| Omit 1           | +24.8        | -130.0       | -36.0        | -22.7        | +0.9         | +8.8         | -13.9       |
| Omit 2           | +27.8        | -129.1       | -34.1        | -20.3        | +0.8         | +6.6         | -13.4       |
| Omit 3           | +28.6        | -135.1       | -123.0       | -72.4        | +12.4        | +37.8        | -25.7       |
| Omit 4           | +24.8        | -129.5       | -35.9        | -23.2        | +1.1         | +8.6         | -13.9       |
| Omit 5           | +24.5        | -126.1       | -15.9        | -10.1        | -3.0         | +4.2         | -10.6       |
| Omit 6           | +25.0        | -130.4       | -35.5        | -21.8        | +0.6         | +8.2         | -13.9       |
| Omit 7           | +24.6        | -129.1       | -35.9        | -22.6        | +0.9         | +8.4         | -13.9       |
| Omit 8           | +24.6        | -132.8       | -33.7        | -21.5        | +0.1         | +6.9         | -14.2       |
| Omit 9           | +24.8        | -131.7       | -35.8        | -22.7        | +0.9         | +8.4         | -14.1       |
To study the effect of varying the set of monitors used in the modulation analysis on the detector correction, a full analysis was completed with three different sets of monitors chosen. The first set, hereafter referred to as “Set A”, was the original default set with the target variables plus BPM3c12X. A second set, hereafter referred to as “Set B”, comprised the target variables plus an alternate energy-sensitive beam position monitor BPM3p02bY. This BPM is located in the vertically-dispersive region of the Hall C Compton polarimeter and is about 7 times less sensitive to energy shifts than BPM3c12X since its dispersion is only 57 cm compared to the 4.4 m of the Hall C arc at girder 3c12. This choice has a two-fold advantage. First, the dispersive direction of the BPM3p02bY is vertical whereas that of BPM3c12X is horizontal which might allow potential issues associated with strength sharing between energy and position to be disentangled. Second, this BPM is located 35 meters downstream of BPM3c12 and might be sensitive to additional effects to which BPM3c12X is blind. An example of such an hypothesis which was investigated as a possible source of the modulation inconsistency is electronics pickup of the modulation signal by an air coil magnet on the beamline downstream of BPM3c12. This would create an effect on the beam coherent with the modulation driving signal which would be invisible to BPM3c12X and would likely compromise the validity of the energy correction. Finally, a third set “Set C” is composed of five single BPM’s named according to the beamline girder on which they are located: BPM3c11X (energy), BPM3c14X and BPM3h02X (X and X angle), and BPM3c14Y and BPM3h02Y (Y and Y angle). “Set C” represents a completely independent set of monitors none of which are included in the Sets A and B. Differences in the widths of the corrections can be expected due to variations in the resolution of the different monitor sets. Set A which uses the average of many BPM’s to calculate position and angle on target along with the most sensitive energy BPM is expected to give the smallest correction distribution width since its collective resolution of the five beam parameters is smallest.
The plots in Figure 5.12 compare the correction slopes given by analyses using BPM3c12X (Set A) and BPM3p02bY (Set B) as energy monitor. It can easily be seen that monitors sensitive to the dispersive direction of the energy monitor used have much larger slopes due to mixing of energy and position/slope in that direction. During Run 2 (after slug 136), energy slopes using BPM3p02bY are 7-8 times larger than those from BPM3c12X which is roughly the scaling one would expect from the difference in dispersion. During Run 1, the slopes do not appear to scale the same way with dispersion. Since there are no common monitors between Set C and the other two sets, comparison of the slopes for Set C is irrelevant.

The key issue is whether or not the three sets give statistically consistent results for the magnitude of the corrections. The total correction distributions for the three monitor sets are shown in Figure 5.13. The width increase from Set A to the other monitor sets is obvious. These distributions are not expected to be normal, so direct statistical comparison of the distributions is not meaningful. However, one might expect that the difference between corrections of two Sets to arise solely from differences in monitor resolution or noise which is statistical. Of course, monitor resolution of the position and angle on target as well as energy can change with beam tune so each difference in the distribution must be normalized to the time-dependent standard deviation of the difference distribution. An estimate of this standard deviation for a given time can be obtained from the quadrature difference of the corrected main detector error given by the two sets for that time period. The distribution of these normalized differences is called a pull plot and each entry is given by

$$\frac{Correction_{(Set \ i)} - Correction_{(Set \ j)}}{\sqrt{\frac{\sigma^2_{(Set \ i)}}{N} - \frac{\sigma^2_{(Set \ j)}}{N}}}$$

where $\sigma_{(Set \ i)}$ is the main detector average (MDallbars) asymmetry width after modulation correction with monitor Set i and $N$ is the number of samples averaged. If the differences in the applied corrections between the two analyses are
consistent with statistics, the pull-plot of the distribution of the difference between the two sets will be consistent with a normal distribution with mean 0 and standard deviation 1. Figure 5.14 shows the pull plot distributions for comparing corrections using monitor Set A with Sets B and C. The pull distributions have been fit with normal distribution curves. The probabilities clearly point to inconsistencies beyond statistics between Sets A and B in Run 1 and between Sets A
Figure 5.13: Comparison of total correction distributions for monitor Sets A, B and C. Each entry in the distributions represents the correction for approximately 5 minutes of data. Distributions are sign-corrected to remove the sign of the slow helicity reversals and are all weighted by the uncorrected “MDallbars” inverse variance for purposes of comparison.

and C in Run 2 at least at this averaging timescale (~ 5 minutes). On the other hand, the results of Sets A and C are statistically consistent during Run 1 as are Sets A and B during Run 2. The pull plots further indicate that the non-normality of the pull distributions arises from an under-estimated width whereas their means are nearly consistent with 0.
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Figure 5.14: Pull plot distributions for difference in corrections provided by monitor Set A and those of Sets B and C. Each entry in the distributions is the average over a “runlet” and represents about 5 minutes of data and no sign-correction has been applied. The fit shown is for a Gaussian distribution with mean 0 and standard deviation 1 and with the scale factor as the only free parameter. From the probabilities it is clear that during Run 1 Sets A and C are statistically consistent whereas Sets A and B are not. In Run 2 the opposite appears to be true with Sets A and B statistically consistent and Sets A and C inconsistent.

Over longer averaging periods the inconsistencies between monitor sets disappears. This can be clearly seen in Figure 5.15 which shows a set of pull plots similar to those in Figure 5.14 but with each entry in the pull histograms representing the average over $\sim 8$ hours. The pull distributions indicate that at this timescale all three monitor sets give consistent results within statistics.

A final test of the consistency can be made by comparing the fully corrected main detector averages using the three monitor sets. Once again the expected statistical variation between analyses can be estimated using the quadrature difference of the main detector average asymmetry error between analyses with different monitor
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Figure 5.15: Pull plot distributions for difference in corrections provided by monitor Set A and those of Sets B and C. Each entry in the distributions is the average over a “slug” and represents about 8 hours of data. No sign-correction has been applied. The fit shown is for a Gaussian distribution with mean 0 and standard deviation 1 and with the scale factor as the only free parameter. At this averaging timescale, all monitor sets appear to give statistically consistent corrections.

sets. Table 5.8 shows the variation along with the expected statistical variation consistent with the asymmetry error change. Differences in the final physics asymmetries using the three monitor sets appear to be statistically consistent.

The conclusion of this study is that short-timescale non-statistical differences between modulation analyses using different monitor set disappear over longer timescale averaging and are not apparent in the final corrected physics asymmetries. The most accurate results come from the default monitor set, Set A, which uses the target variables and BPM3c12X.
Table 5.8: Comparison of average corrected physics asymmetries as given using the three different monitor sets. All values are in parts per billion (ppb). “Statistical Difference” refers to the quadrature difference between the asymmetry errors in the first two columns and is an estimate of the expected statistical variation consistent with the change in the asymmetry distribution width between two analyses. Asymmetry values shown for purposes of comparison and are not expected to precisely match those of the final Qweak dataset.

|            | Set A Asymmetry | Set B Asymmetry | Difference Set A - Set B | Statistical Difference |
|------------|-----------------|-----------------|--------------------------|------------------------|
| Run 1      | -218.2±12.7     | -220.1±12.9     | 1.9                      | ±2.3                   |
| Run 2      | -156.8±8.2      | -154.4±8.8      | -2.4                     | ±3.2                   |

|            | Set A Asymmetry | Set C Asymmetry | Difference Set A - Set C | Statistical Difference |
|------------|-----------------|-----------------|--------------------------|------------------------|
| Run 1      | -218.2±12.7     | -227.4±14.1     | 7.3                      | ±6.1                   |
| Run 2      | -156.8±8.2      | -159.2±9.7      | 4.8                      | ±5.2                   |

5.1.3 Long Timescale Detector to Monitor Sensitivity

The modulation analysis is meant to remove false asymmetries associated with helicity-correlated beam properties from the main detector data. The final corrected main detector data is expected to be uncorrelated with the monitors sensitive to those beam properties. However, noise such as electronics pickup, common to both the monitors and detectors will create false correlations that disappear with sufficient averaging. Therefore, one place to look for the success or failure of the modulation correction is in correlations between the main detector and beam monitors averaged over long timescales. Slug-level averaging was chosen for this correlation study where a “slug” is the amount of data taken on a specific HWP slow reversal state and is about 8 hours of data. Correlations of the main detector average (MDallbars) asymmetry were found by plotting the slug averages of the main detector versus the slug averages of the monitors over all Run 1 and Run 2. All asymmetries and monitor differences have been sign-corrected to remove the unwanted effects of the slow reversals. It is important to point out that this method is subject to false correlations arising from long-timescale changes in beam conditions. Long timescale drifts in charge or background asymmetries could create false
long-timescale correlations. Since changes in beam conditions such as these are expected to be small, the residual correlations are a useful source of information; however, it is important to keep in mind that this method of determining residual correlations is intended only as a tool for finding large and well-determined residuals, not as a fine-resolution tool for distinguishing between plausible datasets. Tables 5.9 and 5.10 show the residual correlations of the MDallbars asymmetry to the five monitors of interest to the modulation analysis as well as to the average current or charge measurement. A few schemes show large residual correlations to the beam monitors and can quickly be eliminated as unreliable.

Fortunately, tables 5.9 and 5.10 paint a rather unequivocal picture. Schemes that produce significant residual correlations to monitors are generally quite obvious with $> 4\sigma$ significance and with more than one monitor showing large correlations. The residual charge correlation is not considered in this cutoff since it is not part of the modulation correction. Cutting only the obviously problematic schemes eliminates the following schemes: “Omit 0,3”, “Omit 0,8”, “Omit 3,5”\(^3\), “Omit 3,8”, “Omit 5,8”\(^4\) and “Omit 3”. “Omit 0” must be removed from from Run 2 only, due to high residual correlations. Scheme “Omit 1,4” must also be eliminated from consideration for the entire dataset due the high level of instability in the correction slopes for this analysis. These eliminated schemes are shown as grayed out in tables 5.2 - 5.7.

It is tempting to try to further distinguish between modulation schemes using residual correlations as a measure of “correctness”. For example, one might be tempted to choose the “Omit 0,5” scheme for Run 1 and the “Omit 5” scheme for Run 2 since the results of these alternate schemes appear to be better consistent with 0 correlations than the full 10-Coil scheme. As previously mentioned, these long-timescale residual correlations are not reliable as a fine-resolution tool for distinguishing the quality of schemes.

\(^3\)Scheme “Omit 3,5” has hints of residual correlations in Run 2 but the evidence for its removal is not conclusive. Choosing to remove or retain it does not change any of the arguments ahead.

\(^4\)Scheme “Omit 5,8” is removed from Run 1 due to high residual correlations to monitors and from Run 2 because it does not contain sufficient information to find useful slopes for slugs 160-170 in Run 2.
A case may be made for choosing the Omit 0,5 scheme based upon residual correlations to beam modulation and to the final corrected main detector width. When coils 0 and 5 are omitted from the analysis, the residual correlations for the other modulation coils are nearly consistent with 0 (see Figure 5.16). This means that evidence for inconsistency between modulation coils is absent in this scheme. Although it could be argued that the number of X-type modulation coils has now been reduced to 3 which forces a 0 residual on the system, this argument does not stand up to scrutiny. This idea suggests that the system can be modeled by a block-diagonal matrix structure with essentially a $3 \times 3$ block with $X, X'$ and $E$ mixing only with each other and a $2 \times 2$ block with $Y$ and $Y'$ mixing. Thus using only 3 modulation coils for the X-type block forces the system of equations to have 0 residual sensitivity to X-type modulation coils. This is not the case. There is mixing between X-type and Y-type sensitivities meaning that X-type monitors are slightly sensitive to Y-type modulations and vice versa. Furthermore, not all schemes that remove two X-type coils successfully zero the residual sensitivities to the remaining X-type coils. So the argument for using the Omit 0,5 scheme is as follows: “Inconsistency between modulation coils evidenced by residual correlations to the coils shows that there is a problem with one or more coils. This inconsistency mainly affects the X-type modulation and goes away for some schemes by removing two X-type coils. Using long timescale residual correlations of the main detector to beam monitors to further inform the choice of schemes leaves the Omit 0,5 as the only scheme with both residual correlations to monitors and residual sensitivity to modulation coils (when only the coils used in the analysis are considered) consistent with zero.”

Furthermore, the “Omit 0,5” scheme slightly reduces the corrected main detector asymmetry width beyond what the 10-Coil scheme does. Figure 5.17 compares the width reduction of the MDallbars asymmetry distributions given by the two modulation schemes. The 10-Coil corrections increase the width of the MDallbars asymmetry for a large fraction of the Qweak dataset, whereas after slug 70 the Omit 0,5 corrections almost always reduce the width or leave it unchanged.
### Table 5.9: Run 1 residual correlations of MDallbars asymmetry to various beam monitors after dithering corrections. Blue colored correlations are $> 3\sigma$ from 0 and Red are $> 4\sigma$.

| Dithering Scheme | targetX (ppb/nm) | targetY (ppb/nm) | targetXSlope (ppb/nm) | targetYSlope (ppb/nrad) | bpm3c12X (ppb/nm) | charge (ppb/ppb) |
|------------------|------------------|-----------------|------------------------|-------------------------|-----------------|-----------------|
| 10-Coil          | +0.53±0.20       | -0.65±0.30      | +7.7±5.4               | -10.9±6.4               | +0.06±0.15      | +0.30±0.06      |
| Omit 0.3         | -1.07±0.20       | -2.55±0.30      | -48.7±5.4              | -60.2±6.4               | -1.30±0.15      | +0.27±0.06      |
| Omit 0.5         | +0.31±0.20       | -0.62±0.30      | +5.8±5.4               | -9.9±6.4                | +0.15±0.15      | +0.29±0.06      |
| Omit 0.8         | -0.61±0.20       | -1.25±0.30      | -20.0±5.5              | -26.9±6.4               | -0.43±0.15      | +0.21±0.06      |
| Omit 3.5         | -0.07±0.20       | -1.64±0.30      | -17.4±5.4              | -34.9±6.4               | -0.68±0.15      | +0.30±0.06      |
| Omit 3.8         | -0.55±0.20       | -2.27±0.30      | -39.1±5.4              | -52.2±6.4               | -1.41±0.15      | +0.27±0.06      |
| Omit 5.8         | +0.83±0.20       | -0.32±0.30      | +18.4±5.4              | -2.7±6.4                | +0.36±0.15      | +0.32±0.06      |
| Omit 1.4         | -0.30±0.20       | -2.65±0.30      | -34.1±5.4              | -80.8±6.4               | -0.90±0.15      | +0.54±0.06      |
| Omit 1.6         | +0.72±0.20       | -0.54±0.30      | +11.3±5.4              | -9.1±6.4                | +0.06±0.15      | +0.29±0.06      |
| Omit 1.9         | +0.53±0.20       | -0.64±0.30      | +7.8±5.4               | -10.7±6.4               | +0.06±0.15      | +0.30±0.06      |
| Omit 4.6         | +0.52±0.20       | -0.59±0.30      | +7.4±5.4               | -9.8±6.4                | +0.05±0.15      | +0.30±0.06      |
| Omit 4.9         | +0.52±0.20       | -0.69±0.30      | +7.3±5.4               | -11.8±6.4               | +0.04±0.15      | +0.30±0.06      |
| Omit 6.9         | +0.60±0.20       | -0.29±0.30      | +10.7±5.4              | -2.9±6.4                | +0.10±0.15      | +0.28±0.06      |
| Omit 2.7         | +0.63±0.20       | -0.67±0.30      | +9.4±5.4               | -11.5±6.4               | +0.10±0.15      | +0.33±0.06      |
| Omit 0           | -0.15±0.20       | -0.95±0.30      | -7.7±5.4               | -18.9±6.4               | -0.17±0.15      | +0.25±0.06      |
| Omit 1           | +0.53±0.20       | -0.64±0.30      | +7.8±5.4               | -10.7±6.4               | +0.06±0.15      | +0.30±0.06      |
| Omit 2           | +0.58±0.20       | -0.66±0.30      | +7.9±5.4               | -11.1±6.4               | +0.00±0.15      | +0.31±0.06      |
| Omit 3           | -0.53±0.20       | -2.20±0.30      | -37.4±5.4              | -50.3±6.4               | -1.34±0.15      | +0.28±0.06      |
| Omit 4           | +0.52±0.20       | -0.67±0.30      | +7.3±5.4               | -11.5±6.4               | +0.05±0.15      | +0.30±0.06      |
| Omit 5           | +0.79±0.20       | -0.38±0.30      | +16.9±5.4              | -4.0±6.4                | +0.32±0.15      | +0.32±0.06      |
| Omit 6           | +0.54±0.20       | -0.62±0.30      | +7.9±5.4               | -10.3±6.4               | +0.06±0.15      | +0.30±0.06      |
| Omit 7           | +0.53±0.20       | -0.65±0.30      | +7.7±5.4               | -10.8±6.4               | +0.06±0.15      | +0.30±0.06      |
| Omit 8           | +0.55±0.20       | -0.62±0.30      | +8.4±5.4               | -10.2±6.4               | +0.08±0.15      | +0.30±0.06      |
| Omit 9           | +0.53±0.20       | -0.65±0.30      | +7.7±5.4               | -10.9±6.4               | +0.05±0.15      | +0.30±0.06      |
| Dithering Scheme | targetX (ppb/nm) | targetY (ppb/nm) | tgtXslope (ppb/nrad) | tgtYSlope (ppb/nrad) | bpm3c12X (ppb/nm) | charge (ppb/ppb) |
|-----------------|------------------|------------------|----------------------|----------------------|------------------|-----------------|
| 10-Coil         | -0.14±0.14       | -0.42±0.30       | -4.6±5.5             | -24±11               | -0.00±0.29       | +0.02±0.05      |
| Omit 0,3        | -1.00±0.17       | -2.72±0.45       | -37.7±6.1            | -93±15               | -1.83±0.34       | -0.08±0.05      |
| Omit 0,5        | -0.18±0.14       | -0.47±0.30       | -6.1±5.4             | -26±11               | -0.03±0.29       | +0.02±0.05      |
| Omit 0,8        | -1.28±0.15       | -2.09±0.30       | -48.5±5.5            | -94±11               | -1.73±0.30       | -0.10±0.05      |
| Omit 3,5        | -0.45±0.14       | -0.88±0.30       | -16.9±5.5            | -42±11               | -0.50±0.30       | -0.02±0.05      |
| Omit 3,8        | -1.00±0.15       | -1.70±0.30       | -38.3±5.5            | -75±11               | -1.37±0.30       | -0.08±0.05      |
| Omit 5,8        | +0.24±0.17       | +0.42±0.44       | +9.1±6.0             | -2±14                | +0.33±0.34       | +0.08±0.05      |
| Omit 1,4        | -0.18±0.15       | -0.54±0.30       | -5.2±5.5             | -38±11               | +0.05±0.30       | +0.04±0.05      |
| Omit 1,6        | -0.13±0.14       | -0.42±0.30       | -4.4±5.5             | -23±11               | +0.02±0.29       | +0.02±0.05      |
| Omit 1,9        | -0.14±0.14       | -0.42±0.30       | -4.6±5.5             | -24±11               | -0.00±0.29       | +0.03±0.05      |
| Omit 4,6        | -0.14±0.14       | -0.44±0.30       | -4.7±5.5             | -24±11               | +0.00±0.29       | +0.02±0.05      |
| Omit 4,9        | -0.15±0.14       | -0.44±0.30       | -4.8±5.5             | -24±11               | -0.01±0.29       | +0.02±0.05      |
| Omit 6,9        | -0.11±0.14       | -0.36±0.30       | -3.4±5.5             | -21±11               | +0.05±0.29       | +0.02±0.05      |
| Omit 2,7        | -0.05±0.14       | -0.17±0.30       | -1.6±5.5             | -14±11               | +0.04±0.30       | +0.02±0.05      |
| Omit 0           | -0.71±0.14       | -1.26±0.30       | -26.7±5.5            | -59±11               | -0.88±0.29       | -0.04±0.05      |
| Omit 1           | -0.14±0.14       | -0.43±0.30       | -4.7±5.5             | -24±11               | -0.01±0.29       | +0.02±0.05      |
| Omit 2           | -0.12±0.14       | -0.38±0.30       | -3.7±5.5             | -22±11               | +0.13±0.30       | +0.02±0.05      |
| Omit 3           | -0.90±0.15       | -1.55±0.30       | -34.7±5.5            | -69±11               | -1.2±0.30        | -0.07±0.05      |
| Omit 4           | -0.14±0.14       | -0.43±0.30       | -4.7±5.5             | -24±11               | -0.00±0.29       | +0.02±0.05      |
| Omit 5           | +0.05±0.14       | -0.13±0.30       | +3.0±5.5             | -12±11               | +0.31±0.29       | +0.05±0.05      |
| Omit 6           | -0.14±0.14       | -0.42±0.30       | -4.5±5.5             | -23±11               | +0.01±0.29       | +0.02±0.05      |
| Omit 7           | -0.14±0.14       | -0.42±0.30       | -4.6±5.5             | -24±11               | -0.00±0.29       | +0.02±0.05      |
| Omit 8           | -0.13±0.14       | -0.42±0.30       | -4.2±5.5             | -23±11               | +0.03±0.29       | +0.03±0.05      |
| Omit 9           | -0.15±0.14       | -0.43±0.30       | -4.8±5.5             | -24±11               | -0.01±0.29       | +0.02±0.05      |
### MDallbars Sensitivity to Coil0

| Slug | MDallbars_Coil0 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil1

| Slug | MDallbars_Coil1 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil2

| Slug | MDallbars_Coil2 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil3

| Slug | MDallbars_Coil3 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil4

| Slug | MDallbars_Coil4 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil5

| Slug | MDallbars_Coil5 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil6

| Slug | MDallbars_Coil6 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil7

| Slug | MDallbars_Coil7 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil8

| Slug | MDallbars_Coil8 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

### MDallbars Sensitivity to Coil9

| Slug | MDallbars_Coil9 (ppm) |
|------|-----------------------|
|      | 200                   |
|      | 150                   |
|      | 100                   |
|      | 50                    |
|      | 0                     |
|      | 50                    |
|      | 100                   |
|      | 150                   |
|      | 200                   |

**Figure 5.16:** Residual sensitivity of MDallbars to modulation coils for modulation scheme omitting coils 0 and 5 (“Omit 0,5” scheme) from the analysis. The residual sensitivities remain large to coils 0 and 5 as expected, but go to nearly 0 for the other X-type coils 3 and 8. Sensitivities to Y-type coils are small before correction and remain small after correction.
Having established at least a plausible argument for using the “Omit 0,5” corrections perhaps it would be prudent to look at variations around the “Omit 0,5” results that occur from omitting various Y-like coils in addition to coils 0 and 5.

Tables 5.11 and 5.12 show the residual correlations for various Y-type coil omissions paired with omitting coils 0 and 5. The only elimination that can be made at the $3\sigma$ level is the scheme that omits coils 0, 1, 4 and 5 (“Omit 0,5,1,4”) and that only during Run 1. The last row of these tables shows an example of a five coil analysis where Coil 7 (out-of-phase energy modulation) is also omitted in addition to two X-type and two Y-type coils, which produces zero-residuals in the five coils used by definition. No further distinction can be made between the remaining schemes using these residual correlations.

Tables 5.2 and 5.3 show that omitting various combinations Y-type coils (1, 4, 6, and 9) while using all X-type coils creates a spread of total corrections around
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Table 5.11: Run 1 residual correlations of MDAllbars asymmetry to various beam monitors after dithering corrections using various coil selections. Blue-colored cells have residual correlations with 3σ significance and red-colored cells have residual correlations with 4σ significance.

| Dithering Scheme | targetX (ppb/nm) | targetY (ppb/nm) | targetXSlope (ppb/nrad) | targetYSlope (ppb/nrad) | bpm3c12X (ppb/nm) |
|------------------|------------------|------------------|-------------------------|-------------------------|------------------|
| Omit0,5          | 0.31±0.20        | -0.62±0.30       | 5.9±5.4                 | -9.9±6.4                | 0.15±0.15        |
| Omit0,5,1,4      | 0.60±0.20        | 0.18±0.29        | 21.5±5.4               | 20.7±6.4                | 0.37±0.15        |
| Omit0,5,1,6      | 0.15±0.20        | -0.66±0.30       | 3.5±5.4                 | -10.3±6.4               | 0.18±0.15        |
| Omit0,5,1,9      | 0.30±0.20        | -0.63±0.30       | 5.9±5.4                 | -9.8±6.4                | 0.15±0.15        |
| Omit0,5,4,6      | 0.31±0.20        | -0.59±0.30       | 5.7±5.4                 | -9.4±6.4                | 0.14±0.15        |
| Omit0,5,4,9      | 0.29±0.20        | -0.67±0.30       | 5.3±5.4                 | -11.1±6.4               | 0.14±0.15        |
| Omit0,5,6,9      | 0.27±0.20        | -0.54±0.30       | 5.1±5.4                 | -8.7±6.4                | 0.12±0.15        |
| Omit0,5,6,7,9    | 0.26±0.20        | -0.55±0.30       | 5.0±5.4                 | -8.8±6.4                | 0.12±0.15        |

Table 5.12: Run 2 residual correlations of MDAllbars asymmetry to various beam monitors after dithering corrections using various coil selections.

| Dithering Scheme | targetX (ppb/nm) | targetY (ppb/nm) | targetXSlope (ppb/nrad) | targetYSlope (ppb/nrad) | bpm3c12X (ppb/nm) |
|------------------|------------------|------------------|-------------------------|-------------------------|------------------|
| Omit0,5          | -0.18±0.14       | -0.47±0.30       | -6.1±5.5                | -26±11                  | -0.03±0.29       |
| Omit0,5,1,4      | -0.16±0.14       | -0.42±0.30       | -5.4±5.5                | -23±11                  | -0.01±0.30       |
| Omit0,5,1,6      | -0.19±0.14       | -0.50±0.30       | -6.4±5.5                | -27±11                  | -0.04±0.29       |
| Omit0,5,1,9      | -0.18±0.14       | -0.48±0.30       | -6.1±5.5                | -26±11                  | -0.04±0.29       |
| Omit0,5,4,6      | -0.19±0.14       | -0.50±0.30       | -6.5±5.5                | -27±11                  | -0.04±0.29       |
| Omit0,5,4,9      | -0.19±0.14       | -0.49±0.30       | -6.5±5.5                | -26±11                  | -0.05±0.29       |
| Omit0,5,6,7,9    | -0.19±0.14       | -0.48±0.30       | -6.4±5.5                | -26±11                  | -0.05±0.29       |

the 10-Coil values. For Run 1 the 10-Coil correction is -19.2 ppb. The values for omitting various Y coils are approximately centered on this value with a range of -16.7 ppb to 22.0 ppb. For Run 2 there is a similar spread centered on the 10-Coil correction of -1.7 ppb with a range from -1.5 ppb to -1.8 ppb from analyses omitting different combinations of Y-type coils. A similar analysis “centered on” the “Omit 0,5” scheme reveals a similar spread. Tables 5.13 and 5.14 show similar results for omitting Y-coils in addition to omitting coils 0 and 5. For Run 1 the total correction for “Omit 0,5” is -13.6 ppb with a range from -12.4 ppb to -16.1 ppb for schemes with additional Y-coil omissions. Similarly for Run 2 the “Omit 0,5”
correction is -2.4 ppb with a range from -2.1 ppb to -2.6 ppb for schemes with further Y-coil omissions.

Table 5.13: Run 1 dithering corrections for MDallbars asymmetry compared for different coil selections. “Omit0,5,1,4” results grayed out due to large residual correlations seen in Table 5.11

| Dithering Scheme | Wien 1 (ppb) | Wien 2 (ppb) | Wien 3 (ppb) | Wien 4 (ppb) | Wien 5 (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|-------------|
| Omit0,5          | -19.2        | +21.6        | -43.9        | -16.9        | -14.9        | -13.6       |
| Omit0,5,1,4      | -30.6        | +35.1        | -36.9        | +46.2        | -8.9         | +3.4        |
| Omit0,5,1,6      | -17.9        | -26.1        | -45.1        | -16.3        | -14.7        | -12.4       |
| Omit0,5,1,9      | -19.2        | +20.2        | -45.1        | -17.5        | -15.2        | -14.3       |
| Omit0,5,4,6      | -35.5        | +22.0        | -45.2        | -15.8        | -15.7        | -16.1       |
| Omit0,5,4,9      | -13.4        | +18.8        | -45.2        | -17.6        | -16.1        | -14.0       |
| Omit0,5,6,9      | -19.2        | +20.6        | -44.8        | -14.5        | -15.1        | -13.6       |
| Omit0,5,6,7,9    | -19.2        | +20.3        | -44.6        | -14.4        | -15.4        | -13.6       |

Table 5.14: Run 2 dithering corrections for MDallbars asymmetry compared for different coil selections.

| Dithering Scheme | Wien 6 (ppb) | Wien 7 (ppb) | Wien 8a (ppb) | Wien 8b (ppb) | Wien 9a (ppb) | Wien 9b (ppb) | Total (ppb) |
|------------------|--------------|--------------|--------------|--------------|--------------|--------------|-------------|
| Omit0,5          | -24.7        | +36.0        | -13.9        | -5.3         | +1.7         | +0.2         | -2.4        |
| Omit0,5,1,4      | -31.3        | +31.6        | -11.8        | -1.1         | +2.1         | +0.9         | -2.1        |
| Omit0,5,1,6      | -24.5        | +38.2        | -13.9        | -4.7         | +0.8         | +0.2         | -2.3        |
| Omit0,5,1,9      | -24.4        | +35.9        | -13.9        | -4.7         | +0.9         | +0.1         | -2.5        |
| Omit0,5,4,6      | -24.4        | +38.1        | -14.1        | -4.7         | +0.7         | +0.3         | -2.4        |
| Omit0,5,4,9      | -24.2        | +36.0        | -14.3        | -5.0         | +0.8         | +0.2         | -2.6        |
| Omit0,5,6,9      | -24.9        | +36.6        | -13.8        | -4.7         | +0.8         | +0.3         | -2.5        |
| Omit0,5,6,7,9    | -24.9        | +36.7        | -13.8        | -4.6         | +0.7         | +0.3         | -2.4        |

Thus it appears that there are two clusters of modulation results– a cluster formed by various Y-coil omissions centered on the 10-Coil result and a cluster formed by various Y-coil omissions centered on the “Omit 0,5” result. The “10-Coil” and “Omit 0,5” results are good representatives of these two clusters both of which produce MDallbars results with residual correlations to beam monitors that are consistent with zero.
5.1.4 Signature of the Inconsistency

Before attempting to determine a final modulation correction and assign a systematic error it is important to look at a key feature of the failure or inconsistency of the modulation analysis. Considering the azimuthal arrangement of the main detector bars (see Figure 3.24) allows one to qualitatively predict responses of individual bars. For example, the response of bar 1 should be equal and opposite of that of bar 5 to horizontal position and angle modulation, whereas bars 3 and 7 should see small but equal responses to horizontal modulations. The response of the main detector to position or angle modulation as a function of the octant angle around the azimuth should have an approximately sinusoidal pattern. These sinusoidal patterns are referred to as “dipoles” and in the jargon of Qweak when the maximum response is in the vertical direction (maximum response on bars 3 and 7) it is referred to as a “vertical dipole”. Likewise when the maximum response is in the horizontal direction (maximum response on bars 1 and 5), it is called a “horizontal dipole”. Thus, X-type modulations will create horizontal dipole responses and Y-type modulations are expected to produce vertical dipole responses. Any effect that creates equal responses in all detector bars is called a “monopole response”. Shifts in energy and charge are candidates for monopole responses. Examples of dipole and monopole responses to the various types of X and Y modulations before and after correction can be seen in figures 5.18 and 5.19. The dipole response is given by the amplitude of the sinusoid, while the monopole is the offset. While a more detailed analysis of the main detector dipole and monopole response patterns is investigated in Appendix D, the most significant observations are as follows:

1. The failure mode of the beam modulation analysis affects all the main detectors equally. A monopole residual sensitivity is evident whereas the dipoles are removed.

2. The successful removal of dipoles is a feature of even of coil schemes deemed untrustworthy due to large residual correlations to monitors they produce. Expected geometric sensitivities are removed but failure to remove the source of monopole
sensitivity is evident for all schemes, although not equally.

3. The residual monopole responses are largest for the X-coils. Omitting coils 0 and 5 shrinks the monopole responses in the other two X-coils (3 and 8) to be consistent with zero while enlarging the monopole response in the omitted coils (coils 0 and 5). However, even for coils omitted from the analysis, the residual dipole response is consistent with zero.

It is tempting to consider the energy correction as a possible source of this monopole residual, since the energy response in a detector system with perfect azimuthal symmetry would be monopole. However, the evidence against this hypothesis is threefold. First, in the analysis where beam monitors were corrected using the same modulation analysis toolset, energy sensitive BPM’s did not show residual sensitivities. Second, the QTOR spectrometer and detector system do not manifest perfect azimuthal symmetry. The combination of mean beam position and angle, differences in the magnetic field from octant to octant in the spectrometer, as well as small errors in the positioning of the detectors, conspire to create an energy response that is far from monopole in the main detector. The characteristic response pattern of the main detector to energy modulation is seen in Figure 5.20. Third, changing the BPM used in the modulation analysis from one in a horizontally dispersive region to one with less sensitivity and in a vertically dispersive region showed no evidence of statistically different corrections averaged over slug timescales or over the entire dataset.

A final potential failure mode that needs to be ruled out as a candidate for producing the monopole residual responses is charge or current. Although all detectors are normalized to the charge and are not expected to be sensitive to charge fluctuations to first order, there are subtle ways in which charge could still create monopole residuals. Imagine, for example, the BCM(s) used for charge normalization somehow picking up the modulation signal. This would not be visible on the battery or source channels previously monitored since they are not normalized to charge. To test the “monopole residuals from charge” hypothesis, a full analysis
Figure 5.18: Responses of individual main detector bars averaged over Run 2 to X-type modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset. The response of MD Allbars is given by the point at Bar 0.

Figure 5.19: Responses of individual main detector bars averaged over Run 2 to Y-type modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset. The response of MD Allbars is given by the point at Bar 0.

was done using main detector signals that were not normalized to charge. Figure 5.21 compares the correction slopes found using normalized and unnormalized detectors and although small shifts are evident, these do not remove the residual sensitivities to modulation coils (see Figure 5.22). Apparently charge is not the
Figure 5.20: Responses of individual main detector bars averaged over Run 2 to energy modulation. Although dipole and monopole values are shown, the shape is not well characterized by either and instead gets its characteristic pattern from broken azimuthal symmetry in the electron beam/spectrometer/detector system.
Figure 5.21: Comparison of MDallbars correction slopes using a charge-normalized main detector and an unnormalized main detector signal. Both show equal residual sensitivities.
Figure 5.22: Comparison of residual responses of MDallbars to modulation coils after correction using a charge-normalized main detector and an un-normalized main detector signal. Both show equal residual sensitivities.
5.2 Determining a Beam Modulation Correction and Error

Although the source of monopole residual sensitivity to coils after beam modulation correction remains undetermined, the signature of the inconsistency greatly limits the possible failure modes. Whatever is causing it must equally affect all main detector bars and be invisible to the beam monitors since they correct well with the same modulation analysis procedure. This signature points to an effect beyond the 5 degrees of freedom originally included in the simple linear beamline model. Something like an intrinsic beam spot size or halo modulation would seem like good candidates. These models are not completely unrealistic\(^5\) but are difficult to prove. Since the modulation analysis is only correcting detectors using beam monitors, it is impossible to remove an effect to which the monitors are not sensitive. At this point it is important to find a way of deciding what correction to apply and what error to assign that reflects the uncertainty associated with inconsistencies in the analysis. The remainder of this section is devoted to developing a method for choosing a correction and assigning a systematic and statistical error to that correction.

In Section 5.1.3 almost two dozen beam modulation schemes using different coils selections were compared. It was determined that a few of these needed to be eliminated for creating residual correlations to beam monitors over long timescales or because they produced unreliable/unstable correction slopes. Much larger variations were observed in the subset of schemes where only X-type coils were omitted than in the subset omitting Y-like coils. Similarly, the residual correlations to modulation coils is much larger in the X-type coils. One scheme “Omit 0,5” stood out because it was the only scheme which simultaneously showed no evidence of residual sensitivity to X-type modulation coils used in the analysis and had no significant long-timescale residual correlations to beam monitors. However, the

\(^5\)Imagine a small quadrupole or higher order component to the dipole magnets driving the modulation or even electronics pickup of the modulation signal by a focusing quadrupole. These could easily change the beam spot size but it would be very difficult to detect.
default “10-Coil” analysis also showed no evidence of significant long-timescale residual correlations to beam monitors. When various Y-coils were omitted from the “10-Coil” and “Omit 0,5” schemes there appeared to be two families of solutions more or less centered on the “10-Coil” and “Omit 0,5” results. Without further evidence favoring one or the other of these solutions the author proposes a straight average of the two. An estimate of the systematic error arising from the inconsistency in this analysis can be made using the spread of the data. The author proposes a conservative estimate provided by the difference from the average of the “10-Coil” and “Omit 0,5” corrections to the correction with the largest variation from this average. Looking back at tables 5.2 and 5.13 for Run 1 shows the spread in total corrections to be -11.8 ppb to -22.0 ppb. Similarly for Run 2, the spread from tables 5.3 and 5.14 is -1.4 ppb to -2.6 ppb. Table 5.15 below summarizes the proposed corrections and systematic error.

Table 5.15: Proposed corrections using the average of the corrections prescribed by the “10-Coil” and “Omit 0,5” schemes. The systematic error comes from the maximum variation of other schemes from this average. Statistical error calculated from statistical spread of the correction slopes.

|       | Proposed Correction       | Statistical Error | Systemic Error |
|-------|--------------------------|-------------------|----------------|
| Run 1 | $\frac{-13.6-19.2}{2}$ = $-16.4 \pm 0.8(stat) \pm 5.6(syst)$ ppb |                  |                |
| Run 2 | $\frac{-1.7-4.4}{2}$ = $-2.1 \pm 0.3(stat) \pm 0.7(syst)$ ppb |                  |                |

In addition to the systematic error quoted above, an additional statistical error associated with the correction slopes must also be assigned. Correction slopes \(\frac{\partial \text{Detector}}{\partial \text{Monitor}}\) were determined approximately every 10 minutes or as soon as sufficient information was collected to determine all the monitor and detector sensitivities to the modulation coils. One type of modulation was active for four seconds of each minute with an attempt made to cycle through all the modulation types successively. Each time a completely independent set of coil sensitivities was collected a new set of correction slopes was calculated. These short-timescale
slopes were then averaged over slugs (HWP states lasting about 8 hours) and a statistical error calculated from the standard deviation divided by the square root of the number of slopes in the slug.

The modulation correction is given by

\[
C = \sum_j \sum_{i=1}^5 w_j \left( \frac{\partial D}{\partial X_{ij}} \right) \Delta X_{ij}
\]

where \(C\) is the correction, \(\frac{\partial D}{\partial X_{ij}}\) is the correction slope of the detector to the \(i\)'th monitor in the \(j\)'th slug and \(\Delta X_{ij}\) is the average of the \(i\)'th monitor differences over \(j\)'th slug. The \(w_j\)'s are weights applied to the corrections by slug and are the same as the main detector error weights used for calculating the average main detector asymmetry. These weights are the inverse variance of the corrected main detector asymmetry distributions divided by the number of quartet measurements in the slug \(\left( \frac{1}{\sigma_{MD/N}} \right)\).

Using standard propagation of errors along with the main detector asymmetry error weights assigned to the main data set for each slug, allows one to calculate an estimate for the statistical error arising from the slopes. Although usual propagation of errors would involve two terms one with the error in slope times the monitor difference plus one with the error in the monitor times the slope only the former of these needs to be calculated since the latter is already included in error associated with the main detector statistical width. Propagation of errors for the first term gives

\[
\sigma_C^2 = \sum_j w_j^2 \sum_i \left( \delta_i^{(s)} \Delta X_{ij} \right)^2 \left( \sum_j w_j \right)^2,
\]

(5.2)

where \(\delta_i^{(s)}\) are the statistical errors in the detector to monitor slopes at the slug level. Equation 5.2 assumes that the correction slopes are uncorrelated. This is clearly not the case for the monitor set used in this analysis. Slopes to targetX and targetXSlope as well as targetY and targetYSlope are highly correlated. For the purposes of estimating this error, linear combinations of these monitors were used which produced slopes that were much less correlated. Table 5.16 shows the linear combinations used. Using slopes and statistical errors from these uncorrelated monitors gives a statistical error of 0.8 ppb for the Run 1 correction and 0.3 ppb for the Run 2 correction. These statistical errors are taken from the “Omit 0,5” scheme.
which has a larger statistical spread in its slopes. Details of a more sophisticated
analysis with completely uncorrelated variables will be provided in a future thesis
showing these statistical errors to be conservative [66].

**Table 5.16**: Linear combinations of monitors used to produce semi-uncorrelated
correction slopes. Units of $\mu$m for targetX(Y) and $\mu$rad for targetXslope(YSlope) are
assumed.

| Monitor Name | Linear Combination               |
|--------------|----------------------------------|
| Run 1        |                                 |
| MX1          | targetX + 35×targetXslope       |
| MX2          | targetX − 35×targetXslope       |
| MY1          | targetY + 29×targetYslope       |
| MY2          | targetY − 29×targetYslope       |
| Run 2        |                                 |
| MX1          | targetX + 37×targetXslope       |
| MX2          | targetX − 37×targetXslope       |
| MY1          | targetY + 29×targetYslope       |
| MY2          | targetY − 29×targetYslope       |
Chapter 6

Compton Photon Target

The Compton polarimeter, built in Hall C for the Qweak experiment, measured the polarization of the electron beam by probing it with a circularly-polarized green laser and measuring the difference of $e\gamma$ scattering rates between the two helicity states of the electron beam. Figure 3.12 shows the basic components of the polarimeter and its operation is explained in Section 3.4.2. The photon target, produced and controlled on the laser table and injected into the electron beam pipe at the interaction region, is a critical subsystem common to both photon and electron detector polarimetry measurements. The production, control and measurement of the properties of the photon target, one of the key contributions of the author to the Qweak experiment, is the subject of this chapter. Although Compton polarimetry data exists for part of Run 1, issues in the analysis for both photon and electron detectors produce larger uncertainties, and at the time of this writing, it appears that the electron beam polarization for Run 1 will be determined by the Møller polarimeter. A number of hardware, software and operational changes made before Run 2 make this a much higher quality dataset and although occasional mention of methods and issues during Run 1 will be made, all analyses and calculations shown in this chapter will be for the Run 2 data set.
The Compton scattering asymmetry between the two electron helicity states is calculated as
\[ A_{\text{meas}} = \frac{Y_R - Y_L}{Y_R + Y_L}, \]  
(6.1)
where \( Y_{R(L)} \) are the background subtracted scattering rates for right and left electron spin states. This measured asymmetry is a product of three components given by
\[ A_{\text{meas}} = P_\gamma P_e A_{\text{Compton}}, \]  
(6.2)
where \( P_\gamma (P_e) \) are the photon (electron) polarizations and \( A_{\text{Compton}} \) is the analyzing power precisely determined from the expected asymmetry from quantum electrodynamics convoluted with a carefully measured detector response. The electron beam polarization is calculated from this equation with all other terms measured.

Since the yields (integrated rates) in Equation 6.1 are background subtracted, backgrounds in the Compton detectors are a source of potentially large systematic errors. The larger the signal to background ratio, the smaller the contribution of this error. Equation 6.2 clearly illustrates the importance of a highly polarized light source and an accurate determination of its polarization. The remainder of this chapter is devoted to these two issues: the creation of a high power target for increasing signal to background\(^1\) and the setup and accurate determination of its polarization.

### 6.1 The Fabry-Perot Optical Cavity

The photon target for the Compton polarimeter was produced using a Coherent Verdi-V10 ([58]) laser delivering >10 W of green light (532 nm) mode-matched to an 84.2 cm long Fabry-Perot optical cavity. Mode-matching an optical cavity refers to the process of shaping and aligning the laser to match the allowed transverse resonating modes of the optical cavity. The Coherent Verdi-V10 produced a high power.

\(^1\)Higher target power also allows faster measurements of statistically accurate polarizations necessary for real time polarization tracking.
quality Gaussian beam with $M^2 < 1.1$. Although the propagation of Gaussian beams is beyond the scope of this thesis, a few specifics will be provided to facilitate the discussion of optical mode-matching.

Gaussian beams have a transverse intensity profile that is approximately normal, meaning that most of their power propagates in the TEM$_{00}$ mode. Perfect Gaussian beams can be characterized completely by two parameters: $w(z)$, the $2\sigma$ width of the transverse intensity distribution, and $R(z)$, the radius of curvature of the laser-beam wavefront where $z$ is the distance along the beam propagation path. The two parameters expressed in terms of the laser wavelength $\lambda$ and waist $w_0$ (the minimum laser width $w$) are given as

\[
R(z) = z \left[ 1 + \left( \frac{\pi w_0^2}{\lambda z} \right)^2 \right] \quad (6.3)
\]

and

\[
w(z) = w_0 \sqrt{1 + \left( \frac{\lambda z}{\pi w_0^2} \right)^2}. \quad (6.4)
\]

From these equations it is obvious that $z$ is measured relative to where the beam wavefront is flat $R(0) = \infty$ and that at this position the beam is also at its minimum width $w_0$. From Equation 6.4 one can see that $w(z)$ asymptotically approaches a linear divergence in $z$ with an angle $\theta = \lambda/\pi w_0$ with respect to $z$ (small angle approximation).

Realistic, non-ideal, Gaussian beams require a third parameter, $M^2 > 1$, which measures the deviation of a laser from the ideal Gaussian TEM$_{00}$ propagation mode. $M^2 = 1$ describes an ideal Gaussian beam. The presence of a non-unity $M^2$ modifies the equations 6.3 and 6.4 giving

\[
w_M(z) = w_0 M \sqrt{1 + \left( \frac{\lambda z M^2}{\pi w_0^2} \right)^2} \quad (6.5)
\]

and

\[
R_M(z) = z \left[ 1 + \left( \frac{\pi w_0^2}{\lambda z M^2} \right)^2 \right], \quad (6.6)
\]
where $w_{0M}$ is the measured minimum waist. The Coherent Verdi-V10 laser output was a 10 W highly Gaussian beam with quoted $M^2 < 1.1$, although measurements of the laser $M^2$ on the table often gave higher values in the 1.2 - 1.3 range. This decrease in laser-beam quality is not surprising given the observation of thermal lensing in optical elements on the laser table.

One final thing to note is, that for a beam that is not circular, two independent sets of equations are required: a $w_M(z)$ and an $R_M(z)$ for two orthogonal transverse dimensions ($x$ and $y$ for example). This means that the horizontal profile of the beam will propagate independently of the vertical profile and they may not even come to a waist at the same $z$ location.

Gaussian beams are shaped using lenses, and linear transformation rules similar to those of geometric optics can be formulated to model the beam transport (see reference for details [68]). Mode-matching to an optical cavity is the process of shaping and aligning a laser such that its electric field distribution matches a particular resonating mode of the optical cavity. Although a laser is typically matched to the fundamental Gaussian mode of the optical cavity, misalignments and poor mode-matching solutions will allow other modes to propagate. Cavity resonating modes can be expanded in either cylindrical or Cartesian bases; however, the simplest basis depends upon the type of mode mismatch as explained below[69].

1. Transverse Cartesian Basis:

This basis is made up of a Gaussian multiplied by Hermite polynomials and produces an intensity pattern given by

$$I_{mn}(x,y) = I_0 \left[ H_m \left( \frac{\sqrt{2}x}{w} \right) e^{-x^2/w^2} \right]^2 \left[ H_n \left( \frac{\sqrt{2}n}{w} \right) e^{-y^2/w^2} \right]^2,$$

where $w$ is the mode transverse spot size and $H_{m(n)}$ are the Hermite polynomials for the $x$ ($y$) dimensions. The indices $m$ and $n$ indicate the number of nulls in the intensity distribution in the $x$ and $y$ directions respectively. This basis is useful for describing resonator modes that exhibit broken cylindrical symmetry. Examples of this type of broken symmetry are mirror angle misalignment, laser position or
angle offsets from the cavity axis and the presence of linear polarization. The lowest order Hermite-Gaussian cavity modes can be seen in Figure 6.1.

2. Transverse Cylindrical Basis:
This basis is composed of a Gaussian multiplied by Laguerre polynomials and produces a transverse intensity distribution given by

\[ I_{\rho l}(\rho, \phi) = I_0 \rho^l \left( L_p^l(\rho) \right)^2 \cos^2(l\phi)e^{-\rho}, \]

where \( \rho \) and \( \phi \) are polar coordinates, \( L_p^l \) is the order-\( p \) Laguerre polynomial with index \( l \), and \( w \) is the transverse spot size of the resonator mode. This basis is useful for describing mismatches that preserve cylindrical symmetry such as a mismatch of the radius of curvature of the laser to the cavity mirrors or a laser waist that is not centered on the cavity resonator mode waist. The lowest order Laguerre-Gaussian cavity modes can be seen in Figure 6.2.

Mode-matching the laser to the fundamental TEM_{00} mode requires matching the radius of curvature \( R_M(z) \) (equation 6.6) to the radius of curvature of the mirrors in the optical cavity. This is illustrated in Figure 6.3. The better mode-matched a laser is to an optical cavity, the more power will be coupled into the fundamental cavity oscillating mode and the less will be reflected backward. The Gaussian
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Figure 6.2: Laguerre-Gaussian resonator modes for an optical cavity. Figure courtesy of Wikimedia Commons.

Figure 6.3: Illustration of symmetric optical cavity mode-matched to TEM$_{00}$ mode of laser. The laser wavefront radius of curvature is matched to the surface of cavity mirrors.

The fundamental mode is matched to the cavity by finding lens positions that create the beam radius of curvature $R_M$ that matches the radius of curvature of the cavity mirrors.

Before an optimal mode-matching solution can be found, the laser’s propagation equations, $w_M(z)$ and $R_M(z)$, must be determined. Measurements of the beam profile as a function of $z$ allows one to fit $w_M(z)$ to determine the parameters $w_{0M}$ and $M^2$, which are sufficient to fully define Equations 6.5 and 6.6. Beam profile measurements on the Compton laser were performed using a camera for...
imaging the transverse dimensions of the beam, with software for calculating estimates of the beam radius\(^2\). The camera was moved along the beam in discrete steps to measure the profile as a function of \(z\). Measurements were taken on both sides of a waist and extended to the far-field region where the beam divergence is nearly linear in \(z\). These measurements were then used to find the laser propagation equations. A linear optics model with the system described in terms of matrices\([68]\), was then used to determine the optimal positions for a given set of lenses to produce the desired beam shape matched to the optical cavity. Figure 6.4 shows an example of a particular solution used on the Hall C Compton laser table.

\[\text{Figure 6.4: Laser size as a function of } z \text{ along its path. To mode-match the laser to the optical cavity careful measurements were taken around the waist with only lens 1 installed. Notice that X and Y profiles do not have a waist at the same } z\text{-location. Fitting these measurements yields } w_M(z) \text{ and } R_M(z) \text{ which are then fed to an optimization routine for determining the best locations for lenses 2 and 3. The cavity TEM}_{00}\text{-mode profile for mirrors with radius of curvature } R = 50 \text{ cm and laser } w_{0M} = 184 \mu\text{m is also shown, indicating a small mismatch with the predicted laser profile.}\]

\(^2\)The beam was not actually assumed to be circular. The software determined beam widths for the two transverse dimensions of the beam.
In order to build up power in a Fabry-Perot optical cavity, the length of the cavity must be an integer number of wavelengths of the incident light. This condition, called the resonance condition for constructive interference, can be expressed as

\[ 2L = n\lambda, \]

where \( L \) is the cavity length, \( \lambda \) is the wavelength of the light and \( n = 1, 2, 3... \) is an integer greater than zero. With a wavelength of 532 nm, small vibrations are sufficient to take a macroscopic optical cavity in and out of resonance, requiring a continuous feedback on either cavity length or on laser wavelength to maintain the resonance condition. The Verdi V-10 laser was retro-fitted with actuators to allow fine adjustment of the laser wavelength around the 532 nm mean. This was accomplished by mounting one of the internal resonator mirrors on two stacks of piezo-electric (PZT) material\[70\]. A short stack with low inertial mass was used for small cavity length changes at frequencies up to 20 kHz, typically associated with corrections for acoustic noise. A tall stack enabled larger mirror displacements to correct for slow drifts such as thermal changes. Both the slow and fast channels were adjusted with independent PID feedback loops with outputs in the 0-100 V range. Figure 6.5 shows a picture of a Fabry-Perot optical cavity locked on the cavity resonant frequency during the research phase at the University of Virginia.

The feedback signal for maintaining cavity resonance was created using the Pound-Drever-Hall (PDH) technique for frequency stabilization. The setup for this technique is illustrated in Figure 6.6. For the Hall C Compton, the technique was employed as follows. The laser was phase-modulated at 6.25 MHz using an electro-optical modulator (EOM). The EOM served as the capacitor in an oscillating resistor-capacitor (RC) circuit, tuned to resonate at 6.25 MHz\[^3\]. The modulated

\[^3\text{Phase-modulating the light produces a frequency distribution with most of the power near the main laser frequency and a small fraction in “sidebands” at the sum and difference of the laser and modulation frequencies. Near resonance these sidebands are reflected from the cavity since they are far from the resonance condition. The interference between these sidebands and the central laser frequency is used to produce the error signal for feeding back on laser wavelength to maintain cavity lock. Although a detailed analysis of the PDH locking technique is beyond the scope of this discussion, a conceptual overview can be found at [71].}\]
light then passed through a polarizing beam splitter and quarter wave plate oriented to produce circularly polarized light. Circularly polarized light reflected from the entrance cavity mirror was deflected by the polarizing beam splitter into a photodiode termed the reflected photodiode (RPD). The signal from the RPD was then mixed with a phase-adjusted oscillator frequency for demodulation, producing sum and difference frequencies. The difference frequency (difference between the oscillator and RPD) produces a DC signal approximately proportional to the frequency offset from resonance for small offsets. This comparatively low frequency signal is filtered out using a low pass filter and then amplified and used as the error signal for a PID feedback loop connected to the laser frequency adjustment actuators. A general purpose, digital locking module, the Digilock 110 Feedback Controler built by Toptica Photonics, was used to maintain cavity lock and greatly simplified the laser locking setup, providing a method for remote control of the electronics. Details on the Digilock module can be found in [72].

Figure 6.7 gives an example of the PDH error signal as a function of frequency offset from resonance clearly showing the approximately linear region near resonance.
Near resonance the power in the reflected photodiode decreases steeply while the transmitted photodiode signal rises. For a lossless cavity the sum of the signals in the reflected and transmitted photodiodes is constant. Figure 6.8 shows actual signals measured with the Compton laser setup.

The quality of cavity mirror alignment and laser mode-matching can be determined by the fraction of the light still detected in the reflected photodiode at resonance. A poorly aligned and/or mode-matched cavity may lock to cavity oscillating modes other than the TEM\textsubscript{00} mode where most of the laser power resides. In this case little power will be coupled into the cavity and most will be reflected. Even if the cavity is locked to the TEM\textsubscript{00} mode, the coupling of power into the cavity will be a function of the mode-match and alignment quality. During the Qweak experiment the mode-matching and cavity alignment were typically maintained to couple 60-80\% of the laser power into the cavity. The oscilloscope trace of the reflected photodiode signal seen in Figure 6.9 demonstrates a configuration that yields 84\% power coupling.

The Fabry-Perot optical cavity for the Compton polarimeter was a symmetric
Figure 6.7: Curves drawn from expected functional form of PDH error signal and the readout from the reflected photodiode as a function of frequency offset from resonance. \textit{Plots courtesy of Wikimedia Commons.} Plot edited to include exaggerated sidebands for purposes of illustration.

Figure 6.8: Digital trace of PDH error signals and transmitted photodiode signal from Compton polarimeter laser electronics while scanning through resonance. Since the scan is a linear scan of the laser output wavelength, the horizontal time axis can also be thought of as frequency as in Figure 6.7. Notice that the transmitted signal is nearly the inverse of the reflected signal.
design with both mirrors having a 50 cm radius of curvature, an overall cavity length of 84.2 cm and an electron beam crossing angle of 1.3°. This design produced a waist with a radius $w_{0M}$ of 180–190 µm at the center of the cavity\(^4\). High-reflectivity mirrors (R=99.5%) yielded a cavity gain close to 200 with 1400–1800 W of stored power depending upon the quality of the mode-matching and laser alignment. Cavity finesse $F$ is given by

$$F = \frac{\pi}{2 \sin^{-1} \left( \frac{1-R}{2 \sqrt{R}} \right)} \approx \frac{\pi \sqrt{R}}{1-R} = 627,$$

(6.7)

for mirror reflectivity of 99.5%. The cavity free spectral range, the frequency change between successive longitudinal resonant modes is given in terms of the cavity length $L$ as, $\nu_{fsr} = c/2L = 178$ MHz. The cavity FHWM (full width at half maximum) linewidth, which is approximately the ratio of the free spectral range to the finesse, is $\Delta \nu_{FWHM} = \frac{\nu_{fsr}}{F} = 284$ kHz.

The electron beam optics were set up to have a much smaller electron beam spot

\(^4w_{0M}\) is the radius that of the circular beam cross section that encloses $1/e^2$ of the laser power at its minimum size.
size (1 σ radius of 40 μm) at the point of interaction with the laser to avoid systematic errors associated with partial sampling of electron beam.\footnote{It is possible to have polarization gradients across the cross section of the electron beam which could potentially bias polarization measurements. It would be useful to measure the sensitivity to the overlap of the laser and electron beams by taking polarization measurements with deliberately misaligned beams.}

Figure 6.10 shows a detailed diagram of the layout of the laser table with the individual components labeled. The laser emerged from the laser head primarily vertically polarized and was then dropped to 3 inches off the table by a periscope. It was then sent through an electro-optical modulator and two lenses used to shape it as seen in Figure 6.4. A half-wave plate followed by a horizontal linear polarizer both acted as a variable attenuator and rotated the beam polarization. Another shaping lens located 2 meters downstream provided the final matching before the cavity. After this lens the beam polarization was changed from linear to circular using a linear polarizer followed by a rotatable quarter-wave and a rotatable half-wave plate. A motorized periscope was then used to elevate and align the beam to enter the cavity inside the beam pipe. The beam arrived at the optical cavity and was partially reflected and partially transmitted. The reflected beam was deflected by the linear polarizer/polarizing beam splitter and was measured by the reflected photodiode attached to an integrating sphere. The transmitted beam was split and analyzed for power, position and polarization.
Figure 6.10: Diagram showing a scaled version of the layout of the laser table and optical cavity overlayed by an engineering diagram of the electron beam pipe. Refer to the following list for component labeling.

QPD: quadrant photodiode to track laser position
L: lens for shaping beam
M: turning mirror
PM: power meter for monitor beam power
Ir: iris collimator (used only for setup and alignment of laser)

1. Manual periscope for dropping laser from 5 inch height at laser opening to 3 inches above table
2. EOM (electro-optical modulator) modulates frequency of laser at 6.25 MHz for Pound-Drever-Hall (PDH) cavity locking technique
3. Remote-controlled (RC) rotatable half wave plate. In conjunction with the polarizing cube at 4 we could control the fraction of laser power that was dumped into the power meter and the fraction that
continued to the cavity.

4. Polarizing beam splitter. Here the vertically polarized light from the laser was changed to horizontally polarized.

5. Polarizing beam splitter. Creates horizontal linear polarization.

6. RC rotatable half-wave plate.

7. RC rotatable quarter-wave plate. Combination of quarter and half wave plates allows one to tune the polarization to create perfect circular polarization at the cavity.

8. Flipper mirror inserted to block the beam during laser off times. This is the original position for most of Run 2. On March 16, 2012 the flipper was changed to position “8*”.

9. RC periscope raises laser from 3 inches above the table to 9.5 inches above to the electron beam height.

10. Half wave plate used to adjust the fraction of light that goes through the partially reflecting mirror (11) into the Reflection Photodiode (12) and the fraction that is reflected into the beam dump (13).

11. Partially reflecting mirror (reflection coefficient sensitive to polarization state).

12. Reflection photodiode (RPD) attached to integrating sphere used to maintain cavity lock using PDH method.

13. High power beam dump.

14. 50% beam splitter

15. Residual reflection photodiode (RRPD) attached to integrating sphere. Note that in this analysis the RRPD is referred to as the “leakage photodiode”. Monitors component of light that is reflected off the cavity mirror and back through the linear polarizer (5). Adjusting the HWP(6) and QWP(7) to minimize the light in the photodiode (15) maximizes the degree of circular polarization at the optical cavity.

16. Holographic beam splitter (HBS) splits the beam into several beam approximately 17 degrees apart. The main beam carries about 98% of the power with the first order beams on either side having 1% each and the second order beams a very small fraction.

17. LCD camera for viewing transmitted beam. Used for imaging transmitted beam on screen in counting house.

18. Transmitted photodiode monitors relative power of transmitted beam and thus the power stored in the cavity.

19. RC rotatable Glan Laser linear polarizer.
20. Transmitted photodiode. The degree of linear polarization (DOLP) of the transmitted beam was measured by rotating the linear polarizer and measuring the photodiode signal as a function of rotation angle. This signal was normalized to the power in (18) to remove laser and cavity power fluctuations. DOLP = amplitude/offset of sine fit to signal vs angle.

6.2 Laser Polarization

This section is devoted to determining the polarization of the photon target and will be divided into two topics. The details of the theory and methods used in determining the laser polarization inside the optical cavity will be first developed including difficulties encountered. Second, these methods will be applied to the Compton polarimeter dataset for Run 2 of Qweak to provide the laser polarization and assign a systematic error.

6.2.1 Methodology and Theory

The Compton scattering asymmetry in equations 6.1 and 6.2 arises from a dependence on the electron and photon helicities in the scattering cross section. A beam of light with a single definite helicity is said to be circularly polarized. In terms of individual photons, this simply means the photons are either spin left or right. In terms of light as a wave, this means the electric field vector rotates about the axis of propagation. A circularly polarized laser has two perpendicular linearly polarized components of light that are out of phase by 90° or π/2 wavelengths. It is this phase difference that causes the electric field to rotate in a continuous circle. By convention, a left(right)-hand spin photon (left(right)-circularly polarized light) is defined as clockwise(counterclockwise) spin when viewed with the light traveling directly toward the viewer.

In 1941 Robert Clark Jones wrote a series of three papers outlining a method for describing polarized light as a complex two-component vector, and optical
Table 6.1: States of light polarization using Jones vectors. All vectors normalized to unity.

| Polarization Type                    | Vector                  |
|--------------------------------------|-------------------------|
| Horizontal linear polarization       | $(1 \ 0)$               |
| Vertical linear polarization         | $(0 \ 1)$               |
| Right circular polarization          | $\frac{1}{\sqrt{2}} (1 - i)$ |
| Left circular polarization           | $\frac{1}{\sqrt{2}} (1 + i)$ |

Systems with $2 \times 2$ complex matrices [73][74][75]. The Jones formulation for light propagation will be followed in the discussion ahead. Light is treated as a plane wave and since only electromagnetic fields transverse to the direction of travel are possible, the plane wave is expressed as a 2-vector:

$$
\begin{bmatrix}
E_x e^{i\phi_x} \\
E_y e^{i\phi_y}
\end{bmatrix} e^{(k z - \omega t)},
$$

where $E_{x(y)}$ are the amplitudes of the electromagnetic wave in the $x$ ($y$) directions, $\phi_{x(y)}$ are the phases of the plane wave in the $x$ ($y$) directions and $k$ and $\omega$ are the wavenumber and frequency of the light respectively. Since only the relative phase is measurable this equation can be further simplified to

$$
\begin{bmatrix}
E_x \\
E_y e^{i\phi}
\end{bmatrix},
$$

where $\phi$ is the relative phase $\phi_y - \phi_x$ and the overall wave propagation term has been removed. Table 6.1 gives examples of some common polarization states using Jones vectors. Jones vectors are manipulated using $2 \times 2$ matrices representing optical components. The effect of multiple optical elements is given by matrix multiplication of the respective elements in the order in which they are encountered by the ray of light. The matrix representations of a few common optical elements are shown in Table 6.2. Some of these elements are special cases of the basic
Table 6.2: Matrix representations for some common optical components in the Jones formulation. The partial polarizer and phase retarder are shown with their extinction and retardance axes respectively lined up along the vertical and horizontal axes of the coordinate system.

| Element                          | Symbol | Matrix Representation |
|----------------------------------|--------|----------------------|
| Horizontal linear polarizer     | \(P_x\) | \[
\begin{pmatrix}
1 & 0 \\
0 & 0
\end{pmatrix}
\] |
| Vertical linear polarizer       | \(P_Y\) | \[
\begin{pmatrix}
0 & 0 \\
0 & 1
\end{pmatrix}
\] |
| Right circular polarizer        | \(P_R\) | \[
\frac{1}{2}
\begin{pmatrix}
1 & i \\
-i & 1
\end{pmatrix}
\] |
| Left circular polarizer         | \(P_L\) | \[
\frac{1}{2}
\begin{pmatrix}
1 & -i \\
i & 1
\end{pmatrix}
\] |
| Partial polarizer               | \(P\) | \[
\begin{pmatrix}
p_x & 0 \\
0 & p_y
\end{pmatrix}
\], \(0 \leq p_{x,y} \leq 1\) |
| Linear polarization rotator     | \(S(\omega)\) | \[
\begin{pmatrix}
\cos \omega & -\sin \omega \\
\sin \omega & \cos \omega
\end{pmatrix}
\] |
| Phase retarder                  | \(G(\gamma)\) | \[
\begin{pmatrix}
e^{i\gamma} & 0 \\
0 & e^{-i\gamma}
\end{pmatrix}
\] |
| Mirror (normal incidence)       | \(M\) | \[
\begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix}
\] |

optical elements. For example, the horizontal polarizer is a special case of the partial polarizer with \(p_x = 1\), \(p_y = 0\) and circular polarizers are special cases of phase retarders with \(\gamma = \pi/4\) and with the birefringent axis rotated \(\pm 45^\circ\) with respect to the horizontal axis.

In general, perfectly reflecting mirror at non-normal incidence will have different phase shifts for the polarization states perpendicular and those parallel to the plane of incidence, called the s and p polarizations respectively and can be modeled as an arbitrarily rotated birefringent element (phase retarder) taking the form \(S(\omega)G(\gamma)S(-\omega)\) \([9]\). If one adds to this an arbitrarily-oriented, stress-induced birefringence on the mirror surface, two independent rotation matrices are required as follows: \(S(\omega_1)G(\gamma)S(-\omega_2)\). This simple form can be extended to include any optical system composed of combinations of polarization rotators and phase retarders (which includes lossless mirrors). These lossless optical systems can be modeled using a single phase retarder with retardance axes aligned along the x
and $y$ axes of the coordinate system sandwiched between two rotation matrices as follows (Equation 4 [74]):

$$S(\omega_2)G(\gamma)S(\omega_1),$$

where $\omega_1$ and $\omega_2$ are not in general equal.

All matrices in this model are unitary. Thus, in this simple model vector length is conserved and no light is lost or absorbed. Polarizing optics do not necessarily conserve light intensity and are, therefore, represented by non-unitary matrices.

Optical systems composed of any arrangement of phase retarders, rotators and polarizers can be modeled by a partial polarizer sandwiched between two phase retarders and a rotator added anywhere in the system (see equations 23, 24 in [74]). For the purposes of this study, however, it will be sufficient to include only lossless optical elements (rotators and birefringent plates). This statement will be justified where necessary in the ensuing discussion.

![Figure 6.11: Simplified schematic of optical setup for producing and measuring polarized light inside Fabry-Perot optical cavity.](image)

The use of a locked optical cavity as a photon target, together with its placement inside the high-vacuum region of the electron beam enclosure, creates challenges for determination of laser polarization. High losses, steering, and birefringence associated with analyzing optical components make it impossible to directly measure the light inside the cavity. However, in principle, both the reflected and transmitted beams can be analyzed to infer the polarization inside the cavity. Figure 6.11 shows a simple schematic of the optical setup used to produce the photon target.
Notice the regions before and after the optical cavity labeled “uncharacterized”. These regions each have turning mirrors and a vacuum window. The transmitted region also has a holographic beam sampler for splitting the transmitted laser into several beams of different power levels. If the entrance (exit) optical system were fully characterized one could determine the polarization inside the cavity by measuring the polarization characteristics (ellipticity and angle of the polarization ellipse) of the reflected (transmitted) beam.

Near the beginning of Qweak, an attempt was made to characterize the exit region optics to infer laser polarization inside the cavity from exit line measurements of laser polarization. This process involved disassembling the cavity region of the beam pipe and installing optical components inside the optical cavity. A set of polarization states were set up and carefully measured in the optical cavity region. These same states were then measured with the polarization analyzer in the exit line region. Assuming that the optical elements can be modeled as a series of lossless mirrors, arbitrarily rotated birefringent plates and polarization rotators, this optical system can be characterized by three degrees of freedom as given in Equation 6.10. In this setup only beam polarization characteristics are being measured, not absolute beam power. Therefore, this model is also valid for lossy optical components as long as they are not polarization-dependent losses. Fitting for the three parameters in this model, two rotation angles ($\omega_1$ and $\omega_2$) and one birefringence phase shift ($\gamma$) produces gives an optical system matrix called the transfer function ($\mathbf{TF}$) which tells how the polarization evolves from the second mirror of the optical cavity to where it can be measured in the exit line polarization analyzer. This fit involves minimizing the quadrature difference in the degree of circular polarization measured in the exit region and that predicted by the optical transfer matrix. Measurements in the exit line polarization analyzer can be translated into intra-cavity polarizations as follows:

$$E^{\text{exit}} = (\mathbf{TF})E_{\text{cavity}} \rightarrow E_{\text{cavity}} = (\mathbf{TF})^{-1}E_{\text{exit}}.$$
where $E_{\text{exit}}$ and $E_{\text{cavity}}$ are the Jones vectors representing the polarization state of the laser in the cavity and where it is measured in the exit line respectively.

Although one might be tempted to question the validity of the simple model given the known polarization-dependent reflectivities of typical mirrors, a more outstanding problem with this method arises from stress-dependent birefringence in the vacuum windows. A set of measurements taken during the break between Runs 1 and 2 of the Qweak experiment showed evidence that the transfer matrix depended upon the stress placed on the vacuum window. The main factors that affected the birefringence of the windows were temperature, vacuum pressure and bolt tensioning on the beam pipe components near the windows. The plot in Figure 6.12 shows how the polarization of the laser measured in the exit line changed as the beam pipe in the optical cavity region was reassembled and vacuum was pulled, implying that the transfer matrix measured with the cavity region disassembled was not the same as the required transfer matrix of the fully reassembled system under high vacuum.

Analysis of the entrance region optics presents a potential method for circumventing the unknown changes introduced by the vacuum window birefringence. The advantage of characterizing the entrance over the exit line optics is rooted in the fact that the light passes twice through the same system (forward and reverse) and under certain conditions comparison of the changes in the polarization states between the two beams provides sufficient information to characterize the intermediate optical system. This means that the optical transfer matrix for the entrance can be found without disassembling the cavity or breaking vacuum. Although it is satisfying to be able to properly model the optics of the system by building a transfer matrix, it will be shown that this is not strictly necessary and that maximum circular polarization at the cavity can be achieved without knowledge of the intermediate optical system. It is instructive, however, to demonstrate the possibility of creating an optical model by analysis of the reflected beam only.

Once again consider an optical model of birefringent plates, mirrors and rotators,
Figure 6.12: Degree of circular polarization (DOCP) measured in the exit line as a function of input quarter-wave plate angle. The input state as given by the quarter-wave plate (QWP) angle that produced maximum exit DOCP had to be adjusted by several degrees as modifications (tensioning bolts, pulling vacuum, baking) were made to the cavity. The legend can be interpreted as: 1. “unlocked, M2 out”–second cavity mirror removed 2. “locked”–optical cavity locked during measurement 3. “locked 2”–second measurement with optical cavity locked 4. “locked (closed)” cavity region reassembled and bolts tensioned 5. “locked (200 Torr)”–vacuum pulled to 200 Torr and cavity locked 6. “locked (1 Torr)”–vacuum pulled to 1 Torr and cavity locked 7. “locked (post bake)”–cavity locked after optical cavity baked producing high vacuum. The QWP setting for maximum intracavity polarization post bake was between $72^\circ$ and $73^\circ$.

all of which are either lossless or have polarization-independent losses, as a model for the uncharacterized optics at the entrance region of the cavity in Figure 6.11. The uncharacterized optics can be modeled by two rotators and a single birefringent plate as in Equation 6.10. The QWP and HWP shown are rotatable and are directly introduced into the model but are not assumed to be perfect. Unknown birefringence errors on these plates are allowed in the model as are arbitrary rotation offsets of the optical axes. If the coordinate system is assumed constant no
matter which direction the light propagates (forward or reverse), the optical system matrix for the returning light is simply the transpose of the forward system matrix. Thus the optics model has six fit parameters: two offsets for the waveplates, two errors for the waveplate birefringences and an arbitrary birefringence at an unknown rotation angle. Notice (Figure 6.11) that the incoming light passes through a linear polarizer (polarizing beam splitter) and the reflected light is analyzed by the same polarizer into its two linear states. The “reflected photodiode” (labeled 12 in Figure 6.10) and “leakage photodiode” (labeled 15 in Figure 6.10) measure the intensity in the vertical and horizontal polarization states respectively. These photodiodes produce the signal measured to determine the output polarization state, that is, the Jones vector of the reflected light. The entrance function model matrix \( \mathbf{M} \) is then

\[
\mathbf{M} = [M_{\text{element}}(\alpha_0, \alpha_1)] [M_{\text{HWP}}(\alpha_2, \alpha_3)] [M_{\text{QWP}}(\alpha_4, \alpha_5)],
\]

with

\[
M_{\text{element}} = S(\alpha_0) G(\alpha_1) S(-\alpha_0)
\]

\[
M_{\text{HWP}} = S(\theta_{\lambda/2} \times \alpha_2) G(\pi/2 + \alpha_3) S(-\theta_{\lambda/2} \times \alpha_2)
\]

\[
M_{\text{QWP}} = S(\theta_{\lambda/4} \times \alpha_4) G(\pi/4 + \alpha_5) S(-\theta_{\lambda/4} \times \alpha_4),
\]

where the \( \alpha_i \)'s are fit parameters, \( \theta_{\lambda/2} \) and \( \theta_{\lambda/4} \) are the rotation angles of the half (quarter)-waveplates and the matrices are defined in Table 6.2. If one chooses to use the same coordinate system for the optical system regardless of the direction of the light, the optical matrix for the returning beam is simply the transpose of \( \mathbf{M} \) (Equation 11 [9]). Analysis of the reflected beam requires no additional degrees of freedom. The output measured in the two photodiodes is then given as

\[
\begin{bmatrix}
  a_0(PD - p_0)_{\text{leakage}} \\
  a_1(PD - p1)_{\text{reflected}}
\end{bmatrix}
= \mathbf{M}^T \mathbf{M} \begin{bmatrix}
  1 \\
  0
\end{bmatrix},
\]

where \( (PD - p) \) are the pedestal subtracted signals in the two photodiodes and
$a_{0,1}$ are the normalization constants. The initial state $\begin{bmatrix} 1 \\ 0 \end{bmatrix}$ shows that the initial state of the laser before entering the optical setup is horizontally polarized. The leakage photodiode measures the returning horizontally polarized component of the reflected beam and the reflected photodiode measures the vertically polarized component. Both the pedestals $p_{0,1}$ and the normalization constants $a_{0,1}$ are included as fit parameters since the photodiode signals are not absolute power measurements, bringing the total number of fit parameters to 8.

To determine the parameters of the model a full scan of the half-wave and quarter-wave plates was done and the signals in the photodiodes measured as a function of the rotation angle. Although data from either of the photodiodes is sufficient to obtain the parameters of the model, scans were taken of both the leakage and reflected photodiodes. Fits were performed to find the best parameters of the model using MINUIT to minimize the square of the difference between the signals measured in the photodiodes and that predicted by the model. The model parameters found separately using the data from the two photodiodes are given in Table 6.3 and show excellent agreement.

Table 6.3: Model parameters from fit to signals measured in the reflected and leakage photodiodes during a scan of quarter-wave and half-wave plates.

| Description                      | Name    | Leakage PD                  | Reflected PD                | Units     |
|----------------------------------|---------|------------------------------|----------------------------|-----------|
| Pedestal                         | $p_{0,1}$ | 32831.8 ± 0.3               | 32749.8 ± 0.3              | arb       |
| Power normalization              | $a_{0,1}$ | 2486.4 ± 0.6                | 894.4 ± 0.5                | arb       |
| Birefringence angle              | $\alpha_0$ | $-2.2980 ± 0.0004$         | $-2.29 ± 0.01$             | degrees   |
| Birefringence phase              | $\alpha_1$ | $-0.1051 ± 0.0001$         | $-0.1048 ± 0.0002$         | radians   |
| $\lambda/2$ plate rotation offset | $\alpha_2$ | 78.784 ± 0.002            | 79.2 ± 0.3                 | degrees   |
| $\lambda/2$ plate phase error    | $\alpha_3$ | 0.9671 ± 0.0002            | 0.9652 ± 0.0004            | fractional|
| $\lambda/4$ plate rotation offset | $\alpha_4$ | 43.516 ± 0.003            | 44.1 ± 0.6                 | degrees   |
| $\lambda/4$ plate phase error    | $\alpha_5$ | 1.0141 ± 0.0002            | 1.0117 ± 0.0006            | fractional|

Figures 6.13 shows the measured leakage photodiode signal along with the model predictions (model parameters taken from MINUIT fit) as function of quarter and half-wave plate positions. The model appears to accurately reproduce the

---

$^6$More accurately the square of the difference normalized to the estimated variance of the difference was minimized. This is just a $\chi^2$ minimization.
measured power in the photodiode. A similar pair of plots is provided for the reflected photodiode in Figure 6.14. The reflected and leakage photodiodes show similar patterns with the the minimum signal in the reflected occurring at the maximum of the leakage and vice versa.

Figure 6.15 shows the residuals, that is, the difference between the measured values and those predicted in the model, as a function of wave plate rotation angles. An ideal model has residuals that vary randomly around 0. The obvious structure in these residual plots show that there is something missing from the simple model. First, back-reflections off optical elements such as the quarter-wave and half-wave plates end up in the photodiodes. A better fit could be obtained if the beam were
blocked after these elements and a full scan done to simply measure and subtract off the background (ambient light plus back-reflections) as a function of wave-plate angles. This is especially obvious in the vertical blue stripe apparent in the reflected photodiode residual and less so in the leakage photodiode residual. This stripe between (HWP angles 300 and 320 degrees) appears to be associated with the half-wave plate rotation angle and could be something as simple as a speck of dust on the wave plate surface. Structure that follows the striped features of the measured photodiode power plots is evidence of an imperfect model as opposed to a poorly measured background. In any case, if one neglects this systematically different region of the model, the range of residuals is only 4-6% of the range of the photodiode powers. If the determination of polarization were dependent upon the absolute accuracy of the model, these details would be important and to “nail down”. However, it can be shown that the circular polarization at the optical cavity can be accurately determined without a precise determination of the model.

![Residuals](image)

**Figure 6.15:** Residuals (Measured Photodiode − Model Prediction) for reflected (left) and leakage (right) photodiodes. The 3× larger range of residuals in the leakage photodiode are mainly due to a 3× larger overall signal size (compare maximum 900 channels in Figure 6.14 and 2500 channels in Figure 6.13).

Figure 6.16 shows the DOCP obtained from the model at the entrance to the optical cavity as a function of quarter-wave and half-wave plate angles clearly demonstrating the ability of the setup to create any circular polarization state. Left and right helicity states are shown as -1 and +1 DOCP respectively. The
strength of this model is not its ability to accurately predict DOCP, but the correlation that it shows between power measured in the photodiodes and the DOCP at the entrance to the optical cavity. The right plot in Figure 6.16 shows the tight correlation predicted by the model for the leakage photodiode. A similar (but inverted parabola) correlation exits for the reflected photodiode but its usefulness as a measurement of polarization is reduced by the fact that its power is maximized at maximum DOCP and by its sensitivity to cavity power. The leakage photodiode has a minimum signal when the DOCP at the cavity entrance is maximized and near maximum DOCP its signal changes little with cavity lock quality making it a very sensitive parameter for adjusting DOCP. Of course, this correlation between cavity DOCP and photodiode power comes from a model that has already been shown to have 5% residuals; however, a simple verification of the correlations between DOCP and the two photodiode powers is sufficient since one can then simply minimize leakage photodiode power to achieve maximum DOCP. Furthermore, if polarizations near the maximum 100% DOCP are found to be achievable, the effect of small changes in linear polarization on the DOCP will be greatly suppressed.

![Figure 6.16](image)

**Figure 6.16:** (Left) Degree of circular polarization at entrance cavity mirror obtained from model as a function of quarter-wave and half-wave plate rotation angles. (Right) Model prediction of DOCP versus power measured in the leakage photodiode.

A series of measurements were taken with the cavity disassembled so that states inside the cavity could be directly measured albeit with the cavity unlocked. Figure 6.17 shows the results of one such scan. The correlation of the cavity DOCP
with the measured leakage photodiode power is confirmed and is shown to be approximately linear in the region near 100% circular polarization. Figure 6.18 shows a zoomed in region of the plot of DOCP versus leakage photodiode power clearly demonstrating the ability to reach 100.00% circular polarization in both left and right circular states. Notice that the leakage photodiode signal is not 0 at 100% circular polarization since the signal is also composed of back-reflections from optical components as well as ambient light present on the laser table.

In conclusion, the issue of inaccurate exit and entrance line transfer matrices can thus be bypassed by analyzing the reflected beam. The laser polarization state was set up using a combination of a linear polarizer (polarizing beam splitter), a
QWP and a HWP (see Figure 6.11). This combination allows any arbitrary state of elliptical polarization to be created. The optimal rotation of the two waveplates is found by minimizing the power in the leakage photodiode. One can think of this process as adjusting the waveplates to effectively cancel the effects of residual birefringence in the remaining optics producing 100% circularly polarized light at the entrance to the cavity.

The justification of this method is rooted in reversibility theorems for polarization states of light and can be found in [9] as well as the original papers by R. C. Jones [73][74]. The most relevant theorem proved in this paper[9] states that linearly polarized light entering an unknown optical system will emerge as circularly polarized if and only if the same beam retroreflected directly back along the same path in the reverse direction through the optical system emerges in a linearly polarized state orthogonal to the original input linear polarization. The unknown optical system is once again restricted to polarization rotators and birefringent elements represented by unitary matrices, although the arguments hold for elements with polarization independent losses. Imagine an optical setup similar to the one in Figure 6.19 with incoming polarized light beam $\mathbf{E}_1$ going through an unknown
optical system before emerging as $E_2$. Polarization state $E_2$ is reflected directly backward as $E_3$, traverses the unknown optics in the reverse direction and emerges as vector $E_4$. This theorem states that for $E_1$ linearly polarized, $E_2$ will be circularly polarized if and only if $E_4$ is linearly polarized in the direction orthogonal to $E_1$. In terms of the optical setup for the Compton photon target, the linear polarizer produces a (horizontal) linearly polarized beam which then goes through a series of optical components before reaching the optical cavity. The fraction of the beam that is circularly polarized at the entrance to the optical cavity will be retroreflected back reaching the linear polarizer as vertically polarized light and be deflected into the reflected photodiode. Linearly polarized light at the cavity will arrive at the linear polarizer as horizontal linear polarization and be measured in the leakage photodiode. Thus, minimizing the leakage photodiode signal will maximize circular polarization at the optical cavity.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{optical_setup}
\caption{Simple optical setup to illustrate the polarization optical reversibility theorems as seen in [9]. Polarized light $E_1$ goes through an unknown optical system is reflected by a mirror and goes back through the same optical system in reverse emerging as $E_4$.}
\end{figure}

\subsection*{6.2.2 Determination of Polarization and Error}

Having demonstrated the possibility of achieving 100.00% circular polarization it is now essential to determine what actually was achieved during Run 2 of the Qweak experiment. Since the leakage photodiode is most sensitive to the circular polarization of the laser in the optical cavity this analysis will focus solely on the signals seen by this photodiode. The discussion will first outline the method for
determining the laser polarization. This will be followed by a discussion of possible systematic errors introduced by assumptions or requirements of the method.

6.2.2.1 Methodology

The lower left plot of 6.17 shows that maximum DOCP does not coincide with zero in the leakage photodiode, indicating that the polarization signal is being added to a background that may or may not be constant. To find the true polarization signal, that is, the portion of the signal in the photodiode correlated with polarization, one must find a way to determine this background. The most obvious source of this background is back-reflections from optical elements downstream of the leakage photodiode. Given the configuration shown in Figure 6.10 one can see the linear polarizer, a lens, the waveplates and the vacuum window could easily provide such a background. It is important to take note of the position of the “flipper mirror” labeled as 8 in the figure. This mirror was used to deflect the laser into a beam dump periodically to measure backgrounds in the photon and electron detectors. The same flipper mirror is shown also at 8* in diagram (6.10) reflecting the final configuration of the optics at the end of Run 2 where the flipper mirror was moved just upstream of the periscope. At this position the back-reflections from optical elements installed between it and the leakage photodiode which are all potential sources of back-reflection background in the leakage photodiode remain even when the flipper mirror is inserted to block the beam. Thus the flipper-mirror-inserted signal in the leakage photodiode is a good measure of the background. For the period before the flipper mirror position was optimized for background subtraction, the background must be estimated by other means.

Consider a theoretically optimized optical cavity with a perfectly mode-matched laser. When this cavity is stably locked nearly 100% of the light is coupled in, leaving no reflected light. Thus, the locked cavity signal in the leakage photodiode becomes a good measure of the background, and the difference between unlocked
and locked is the polarization signal. For the optical cavity used in the Compton polarimeter, the coupling was typically 60-80%. A sophisticated analysis could be attempted to multiply the difference between unlocked and locked by the reciprocal of the coupling to obtain a more precise polarization signal. Instead, what is done in this analysis is to simply assume a conservative 50% coupling and estimate the polarization signal as $2 \times$ the difference between locked and unlocked as follows:

$$\text{Polarization Signal} = \frac{[PD_{\text{leakage}}(\text{unlocked}) - PD_{\text{leakage}}(\text{locked})]}{0.5}. \quad (6.13)$$

The reason this estimate is valid is that the polarization signal is used, not to measure the laser polarization, but to set an upper bound on how far it could have strayed from the assumed 100.00% circular polarization. Even with conservative estimates of the error, the polarization will be shown to be constrained at the < 0.2% level.

Figure 6.20 shows the signal of the leakage photodiode over Run 27. As explained in the caption, the signal has three levels, the lowest when the flipper mirror is inserted, the intermediate level when the flipper is retracted and the optical cavity locked and the highest level when the optical cavity is unlocked. The difference between the two upper bands in the diagram (unlocked-locked) is the polarization signal estimate as given in Equation 6.13. The dataset has been subdivided into periods where a similar polarization signal is observed. These periods are labeled “a” to “e” in the Figure 6.20. For periods “a” through “c” the flipper mirror is positioned directly downstream of the leakage photodiode and the polarization signal must come from the estimated value in Equation 6.13. After the flipper is moved downstream in period “d”, the back-reflections from optical elements downstream of the leakage photodiode are still present when the flipper is inserted.

Note that the leakage photodiode sits behind a turning mirror and is positioned to catch only backward traveling light. It is calibrated to milliwatts of light incident on the mirror. The actual power entering the integrating sphere is down from this by about 2 orders of magnitude, thus this measurement is potentially sensitive to ambient light sources. The integrating sphere is close to the mirror but not completely shielded to prevent light from sources other than the reflected beam from entering. Light that enters from other sources such as glow in the mirror produced by the forward going beam are not subject to the same attenuation and will likely be overestimated by a factor of something like 100×. These are all part of the background that must be subtracted.
allowing the polarization signal to be obtained from the straight difference between flipper in and cavity unlocked, that is, the difference between the bottom and top bands\(^8\). This is cleaner and avoids the overestimate of multiplying the unlocked-locked by a factor of 2. Table 6.4 gives the polarization signal estimates for the 5 periods of interest.

| Period | Hour Range | Polarization Signal | Method     | Implied \(\Delta\)DOCP |
|--------|------------|---------------------|------------|-------------------------|
| a      | 0 - 1065   | 4-6 mW              | Eq. 6.13   | 0.03% – 0.05%            |
| b      | 1065 - 2100| 6-8 mW              | Eq. 6.13   | 0.05% – 0.06%            |
| c      | 2100 - 2575| 8-10 mW             | Eq. 6.13   | 0.06% – 0.08%            |
| d      | 2575 - 2943| 10-14 mW            | Unlocked − Blocked | 0.08% – 0.10%         |
| e      | 2943 - 3100| 4-6 mW              | Eq. 6.13   | 0.03% – 0.05%            |

The zoomed (lower right) plot of measured degree of circular polarization (DOCP) versus leakage photodiode power in Figure 6.17 provides a linear correlation which can be used to translate measured polarization signal into actual shifts in circular polarization. The slope of the linear relationship is \(-0.5\%\) change in DOCP per 45 channels increase in leakage photodiode. The lower left plot in Figure 6.17 gives the normalization of 4500 channels at maximum leakage photodiode power. This maximum happens when the laser is 100% linearly polarized at the entrance to the optical cavity. Every 1% shift in leakage photodiode power relative to the maximum gives a 0.5% shift in DOCP yielding the following empirical relationship:

\[
Cavity\ DOCP = 1 - 0.5 \times \frac{Polarization\ Signal}{Maximum\ Leakage\ PD\ Signal}.
\]

\(^{8}\)Back-reflections from the vacuum window will still be blocked. It is likely then that the polarization signal found by subtracting the flipper-in signal from the unlocked and flipper-out signal will be over-estimated. Thus, the error can only be overestimated.
Figure 6.20: Leakage photodiode versus hours from beginning of Run 2 of Qweak experiment. The triple valued signal comes from flipper mirror inserted (lowest signal), flipper out and cavity locked (intermediate signal) and flipper out and cavity unlocked (largest signal). Twice the difference between the top two values is used as an upper bound for the polarization signal (see Equation 6.13). Red vertical lines show Wien state divisions used in analysis of the Qweak dataset. Notice the background change after flipper mirror moved. This allowed back-reflections from downstream optical elements to remain when the flipper was inserted providing a measure of the background seen by the photodiode. Near the end of the run the flipper was disabled to mitigate heat load changes on optical elements that were affecting cavity lock stability and mode-matching. Periods of similar estimated polarization signal are labeled a to e.
There is no direct measurement of the maximum value of the leakage photodiode. Sending the full power of the beam back to the laser head damages the laser and makes it unstable. This practice was avoided, although a couple of mistakes were made, where, for short periods, this happened. One such time when it happened, the leakage photodiode reached the upper limit of the ADC voltage range with a reading of 5.4 W. With $\sim 10.5$ W coming from the laser, it seems safe to assume that more than 7 W makes it back to the mirror in front of the leakage photodiode when the waveplates are set to maximize leakage photodiode signal. Allowing a 10% error in the calibration of the photodiode gives a conservative effective maximum of 6.3 W. Even with this conservative estimate, for the largest polarization signal of 14 mW in period “d”, this implies a shift in DOCP of only 0.11%. The total polarization shifts implied by the polarization signals are given in Table 6.4.

To summarize, in the setup used for the Compton polarimeter, the leakage photodiode is sensitive to the degree of circular polarization at the entrance to the optical cavity. When the laser polarization at the entrance to the optical cavity is close to 100% circular, the polarization signal (the part of the signal in the leakage photodiode that is sensitive to polarization) is proportional to the DOCP. Direct measurements determined the relationship between polarization signal and changes in DOCP at the cavity entrance to be 0.5% change in DOCP for every 1% change in the leakage photodiode power (relative to what its reading would be at maximum returning laser power). This relationship, along with methods outlined for conservative estimates of the polarization signal, is used to bound shifts in DOCP to $< 0.11\%$. Thus the polarization is reported to be 100.00% with possible fluctuations as large as 0.11%. Several potential sources of systematic error introduced by assumptions of this method are discussed next.
6.2.2.2 Potential Systematic Errors

The method outlined in the previous section overlooks a few small potential sources of systematic error. These errors naturally fall into two general categories. The first category of systematic error arises from the assumption of a 100% polarized laser beam incident on the cavity. This assumption is implicit in the use of the Jones calculus, which is only applicable to fully polarized light. An upper bound on the amount of unpolarized light entering the optical cavity will be provided in this section. The second category of systematic errors arises from differences between the optical cavity locked and unlocked states. Although the method outlined in the previous paragraphs is guaranteed to maximize circular polarization at the entrance to the optical cavity, an uncertainty will be assigned to account for any changes in the polarization of the light in the locked cavity after 200+ mirror bounces. The polarization could change by either birefringence of the cavity mirrors creating linear polarization or by incoherent scattering producing an unpolarized component. Furthermore, ambient light levels on the table may contribute marginally to the reading in the leakage photodiode. In particular, shifts of the ambient light between locked and unlocked cavity states and between flipper in and out states may change the ambient light seen by the leakage photodiode, and either accentuate or cancel the true polarization signal, depending upon the sign of the shift.

1. Unpolarized Light

An unpolarized beam of light has randomly oriented electromagnetic fields as opposed to a polarized beam with well-defined orientations. Since the laser in this system passes through a linear polarizer, it begins in a well-defined and fully polarized state. Depolarization of a fully polarized beam can happen when the beam encounters random scattering centers such as imperfections/residue on the surface of mirrors. The issue of unpolarized light is two-fold. First, is the issue of unpolarized laser light incident on the optical cavity (depolarization occurring before the optical cavity) and second is the issue of depolarization that occurs inside the optical cavity.
The issue of unpolarized light incident on the optical cavity was addressed by direct measurement inside the optical cavity region (with the cavity unlocked). An upper bound of 0.04% unpolarized light was determined. This means that light that arrives at the optical cavity is at least 99.96% polarized. This measurement did not bound the depolarization inside the locked cavity. Depolarization that happens before the optical cavity will be measured equally on both the locked and unlocked signals in the leakage photodiode and will thus be absent from their difference whenever the polarization signal is computed using Equation 6.13.

Depolarization that happens inside the cavity will only show up on the locked signal and will inflate the locked signal in the leakage photodiode falsely diminishing the polarization signal computed using Equation 6.13. This issue of depolarization inside the locked cavity will be discussed in the next section on errors arising from differences between locked and unlocked states. It will be shown that data taken during period “d” can be used to bound the effects of both incident unpolarized light and intracavity depolarization. Although this data provides an even tighter bound on incident unpolarized light, the more conservative (and directly measured) 0.04% bound was included in the error in Table 6.5 to account for depolarization.

2. Differences between Locked and Unlocked Cavity

The remaining sources of error concern unknown differences between locked and unlocked optical cavity states on the laser table. Three sources of potential differences between the two states will be considered and arguments made to bound each. The three sources are as follows: increases in linear polarization that occur inside the locked optical cavity due to residual birefringence of the reflective coating on the cavity mirrors; ambient light shifts (or changes in background) between locked and unlocked states; and depolarization that occurs inside the optical cavity.

The degree to which shifts in ambient light affect the polarization signal would be best found by direct measurement on the laser table by isolating the leakage
photodiode from all ambient light except that which comes through the mirror. If the ambient light seen by the leakage photodiode increased when the cavity locked, this effect would inflate the locked signal and partially cancel the polarization signal which was measured as unlocked minus locked. The author believes this is a negligible effect but it would be best to directly measure or eliminate it in the future. Furthermore, if the polarization state changes when the cavity locks, either by depolarization inside the cavity or an increase in linear polarization from birefringence on the cavity mirrors, this too would, at least partially, cancel the polarization signal by adding signal in the leakage photodiode only in the locked state. It is a difficult task to disentangle these three effects (linear polarization inside the cavity, depolarization inside the cavity and ambient shifts) without direct measurement. A measurement was made to bound the change in polarization of the laser between the locked and unlocked cavity states. Evidence is provided in the following paragraphs that this measurement along with data taken during Qweak is sufficient to bound errors from each of these effects on the circular polarization inside the locked cavity.

Evidence for polarization changes with cavity lock may be present in deviations from the expected signal level seen in the leakage photodiode. The polarization signal estimated as the difference between unlocked and locked divided by coupling (Equation 6.13) assumes that the only change visible to the leakage photodiode when the cavity locks is a change in reflected power. Under this assumption, the polarization signal, that is, the signal after the polarization-independent background has been subtracted, is simply the difference between unlocked and locked scaled by 1/coupling to estimate what would be measured with 100% of the power coupled into the cavity. However, the leakage photodiode is sensitive to both polarization and power changes. On the other hand, the reflection photodiode is sensitive to power but insensitive to small changes in polarization and ambient background light. Thus, the fractional drop in power in the reflected photodiode is used as a measure of the coupling into the cavity. Comparing the changes in both of these photodiodes allows one to test the assumption of a “power-only” change
in the leakage photodiode between locked and unlocked. If the laser polarization does not change when the cavity locks\textsuperscript{9}, then one might expect an identical fractional shift in both the leakage and reflection photodiodes. An identical fractional shift would provide evidence (although not conclusive) that the shift is solely due to the power of the reflected beam. Figure 6.21 shows an example of the leakage photodiode signal over a half hour period during Run 2. A scaled reflection photodiode signal has been overlayed to demonstrate the expected locked signal level due to power shifts in the reflected beam. The small excess of $\sim 0.5$ mW in the locked leakage photodiode above what is expected from the change in reflected power may be attributed to a change in either polarization or ambient background light or to a combination of both. With this hint of a polarization/ambient light shift with cavity lock, it becomes necessary to bound these effects.

A dedicated measurement was made after Run 2 of Qweak was completed to

\textsuperscript{9}This means that the intracavity polarization is the same as it was measured to be at the entrance to the cavity and multiple bounce reflections from cavity mirrors do not change polarization.
bound the difference between locked and unlocked polarization. In this test, the laser transmitted through the cavity in both locked and unlocked states was polarization analyzed. This measurement was possible when the cavity was unlocked due to the relatively low reflectivity of the mirrors ($R = 99.5\%$). The results, shown as a function of laser power in Figure 6.22, are consistent with no difference in circular polarization between locked and unlocked cavity states as measured on the transmitted beam in the exit line. For these measurements the linear polarization of the transmitted beam was measured in the exit line by rotating a linear polarizer and measuring the power transmitted through the polarizer as a function of rotation angle. A sinusoidal fit to the data of transmitted intensity versus rotation angle was then used to calculate the degree of linear polarization as $\text{DOLP} = \text{amplitude/constant offset}$. Circular polarization is then calculated as

$$DOCP = \sqrt{1 - \text{DOLP}^2}$$

under the assumption of 100% polarization, that is, that no light is unpolarized. Even if one were to argue that a small difference in DOCP is observed, it is important to keep in mind that the measurements in this figure are taken in the exit line where the DOCP is around 97.6%, the value that roughly translates into 100% polarization in the optical cavity \(^{10}\). Suppose one were to conservatively estimate a circular polarization change as high as 0.2% between locked and unlocked states in the exit line from Figure 6.22. The sensitivity of DOCP to changes in linear polarization is given by

$$\frac{dDOCP}{d\text{DOLP}} = \frac{-DOLP}{\sqrt{1 - DOLP^2}}.$$  \hspace{1cm} (6.16)

Thus the sensitivity in the exit line to shifts in linear polarization is

$$\frac{dDOCP}{d\text{DOLP}}\bigg|_{(DOCP=97.6\%)} = -0.223,$$

\(^{10}\)The polarization state of the light is changed by the turning mirrors and vacuum window encountered between the optical cavity and the exit line. Thus, 100% circularly polarized light in the optical cavity is measured as approximately 97.6% circularly polarized in the exit line.
whereas the sensitivity in the cavity is closer to

$$\frac{dDOCP}{dDOLP}\big|_{DOCP=99.9\%} = -0.0474$$

giving almost a factor of 5 suppression\textsuperscript{11}. Even a shift as large as 0.2% in DOCP in the exit line would translate to only a 0.04% shift of DOCP inside the cavity.

The previous method utilizes a rotating linear polarizer to measure laser linear polarization which then implies a circular polarization under the assumption of no depolarization (Equation 6.15). One could argue that the above measurement provides a bound on shifts in linear polarization not circular polarization since linear polarization is what is actually measured. Circularly polarized light and unpolarized light will be indistinguishable when analyzed by a rotating linear polarizer. The conservative 0.2% shift in DOCP measured in the exit line implies a 0.9% change in linear polarization in the exit line. It is safe to assume to first order that this also implies a shift of approximately 0.9% inside the cavity as well, setting an upper limit of $\Delta DOLP < 0.9\%$ between locked and unlocked. Table 6.5 includes a 0.04% error associated with the implied shift in intracavity DOCP from a 0.9% increase in linear polarization.

The two remaining potential sources of error, depolarization inside the locked cavity and ambient light shifts on the laser table between locked and unlocked states, can be bounded indirectly by a combination of plausibility arguments and data. Direct measurement inside the optical cavity confirmed that 100.00% DOCP was achievable for both left and right circular polarization states at a statistical uncertainty level of $\pm 0.02\%$ (see Figure 6.18)\textsuperscript{12}. When the system is optimized, that is, the minimum signal in the leakage photodiode is achieved by adjusting the rotation angles of the waveplates, this minimum signal corresponds to 100.00%

\textsuperscript{11}This assumes an identical shift in linear polarization both in the exit line and inside the cavity. A more sophisticated model would utilize a measured optical transfer matrix to translate the change measured in the exit line to that inside the cavity. However, this estimate of suppression is valid to first order under the assumption that the exit line optics create small changes in laser polarization.

\textsuperscript{12}The upper limit of $\pm 0.04\%$ for unpolarized light actually limits the accuracy of the measured correlation in Figure 6.18. The slope remains the same but the maximum shifts down when there is an unpolarized component. The method used to measure circular polarization in the correlation plot also assumes 100% polarized light and cannot differentiate between circularly polarized and unpolarized light.
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Figure 6.22: Laser polarization measured in the exit line for both cavity locked and cavity unlocked. Cavity mirrors with reflection coefficients $R=99.5\%$ allow enough light through even in the unlocked state to measure polarization although the accuracy is reduced. The difference in polarization between locked and unlocked is statistically consistent with zero.

DOCP (see Figure 6.18). One such waveplate optimization scan was executed during period “d”. The results of this optimization can be seen in Figure 6.23. As illustrated in the figure, the polarization signal was greatly reduced by the scan. The total difference in leakage photodiode signal between unlocked and blocked (flipper inserted) can be used to place a tighter bound on depolarization at the entrance to the cavity than even the direct measurement of $<0.04\%$. Using Equation 6.14 with a 2 mW polarization signal from the unlocked minus blocked in Figure 6.23 gives an upper bound on this source of depolarization of 0.02\%. Neither ambient light nor depolarization are waveplate dependent, thus the fact that the optimization reduced both locked and unlocked leakage signals shows that both had a valid polarization signal that could not be mocked by ambient light or depolarization. At the end of the optimization, the locked signal was about 1 mW less than the unlocked and the blocked (flipper inserted) signal was about 1 mW below the blocked. If depolarization inside the cavity were a large effect, one might expect the order to be inverted and the unlocked signal to be smaller than the locked after optimization. It is the author’s opinion that the ambient
light seen by the leakage photodiode is the smallest when the shutter is inserted since the beam is dumped preventing both reflection and transmission of light. In that case, the blocked beam signal is actually an underestimate of the ambient light background and the leakage photodiode signal when the cavity is locked will be composed of any shifts from depolarized light (always a positive addition) and ambient light (also positive by this argument). Thus the measured difference in the leakage photodiode between locked and blocked directly after optimization can be used to bound depolarization giving

\[
Unpolarized \leq 0.5 \times \frac{\text{Polarization Signal}}{\text{Maximum Leakage PD}} = 0.5 \times \frac{6 \text{ mW}}{6300 \text{ mW}} = 0.05\%.
\]

The polarization signal was calculated as follows. From Figure 6.23, the difference between locked and blocked is about 1.5 mW. Assuming this is totally from unpolarized light, this difference was multiplied by a factor of 2 to allow for the fact that the linear polarizer only transmits half the total unpolarized power. Multiplying by another factor of 2 allows for only 50% coupling of power into the cavity which implies that 50% of the reflected beam comes from inside the cavity giving a total of \(1.5 \times 2 \times 2 = 6\) mW. This translates into a 0.05% shift in DOCP. Similarly, if one assumes the total difference between locked and blocked to be from ambient light shifts, the polarization signal is \(1.5 \times 2 = 3\) mW, which translates into upper bound on error from ambient light shifts of 0.02%. Table 6.5 includes a 0.02% error for possible ambient light shifts and 0.05% error for depolarization inside the cavity based upon the arguments presented here.

As already alluded to, the reflected beam returning from the locked cavity is composed of both single bounce light from the entrance cavity mirror as well as multiple bounce beam from inside the cavity. A 2011 publication by Peter Asenbaum and Mark Arndt in *Optics Letters* describes a setup where the sensitivity of the reflected beam to birefringence of the cavity mirrors is used to create an error signal for maintaining cavity lock [76]. It would be useful for future experiments to utilize a modified version of the setup described in this paper to directly measure the effect of cavity mirror birefringence. It is expected to be a tiny effect for
Figure 6.23: Example of optimization scan of half-wave and quarter-wave plates to minimize polarization signal in leakage photodiode. This is a zoomed-in section of Figure 6.20 where the laser helicity state was flipped and an optimization scan was done to find the best position. This was during period “d”. The polarization signal was about 14 mW before the optimization and less than 2 mW after the optimization.

Qweak but a direct measurement is more satisfying than a bound.

To summarize the discussion of systematic error, the polarization signal is used to measure the shifts in DOCP with time. The polarization signal is the part of the reflected laser that is sensitive to changes in polarization of light at the optical cavity. The polarization signal is estimated by taking the difference of unlocked and locked signals in the leakage photodiode and multiplying by 2 to allow for imperfect coupling. The largest polarization signal is seen in period “d” where 10-14 mW was recorded. Using the correlation between leakage photodiode signal and DOCP measured directly inside the optical cavity provides a means of translating polarization signals into shifts in DOCP and yields 0.5% percent change in DOCP per percent change in polarization signal. An error of of 0.02% associated with the statistical uncertainty of the correlation of DOCP and leakage photodiode signal must also be included 6.18. The largest measured polarization signal of 14 mW implies a laser DOCP change of ≤ 0.11%. Since this method assumes that only the power of the reflected beam changes when the cavity locks (as opposed to the polarization of the beam or the ambient background light),
Table 6.5: Table of errors.

| Category                        | Error | Explanation                                                                                                                                 |
|---------------------------------|-------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Polarization Tracking           | 0.11% | Error derived from period “d” with a maximum polarization signal of 14 mW (see Table 6.4).                                                 |
| Model                           | 0.02% | Statistical variation around linear correlation of DOCP vs. Leakage PD signal (see Figure 6.17).                                            |
| Unpolarized Light (unlocked)    | 0.04% | Unpolarized light at entrance to cavity. Conservative upper bound from direct measurement. This produces an offset in the correlation plot 6.17. Changes in polarization are relative to the maximum which can shift from 100.00% to as low as 99.96%. |
| Intracavity ∆DOCP               | 0.04% | Implied DOCP shift from change in linear polarization inside locked cavity. Upper bound of 0.9% shift in DOLP between locked and unlocked. A 0.9% shift in DOLP would shift DOCP from 99.90% to 99.86%  |
| Intracavity Depolarization      | 0.05% | Depolarization inside locked cavity.                                                                                                                                                                      |
| Ambient Light Shifts            | 0.02% | Difference in ambient light on the laser table between locked and unlocked that mimics polarization signal.                                                                                                    |
| **Total**                       | **0.14%** | Quadrature sum of errors.                                                                                                                      |

Upper bounds were established for real changes in intracavity circular polarization due to depolarization ($\leq 0.05\%$) and cavity mirror birefringence ($\leq 0.05\%$) as well as false shifts from ambient backgrounds ($\leq 0.02\%$). Finally, the method used for direct measurement of DOCP in the cavity region versus leakage photodiode power (see Figure 6.18) cannot distinguish between unpolarized and circularly polarized light. If the beam at the entrance to the optical cavity were to have a component that was unpolarized, this would shift the correlation plot downward by the percentage of unpolarized light. The unpolarized component was bounded by direct measurement in the cavity region to be $\leq 0.04\%$. The laser polarization then becomes 100.00% with a conservatively estimated error of 0.14%. Table 6.5 lists the sources and values for each of the error contributions to the laser polarization.
6.2.2.3 Lessons from Periods of High Polarization Signal

Before leaving the discussion of laser polarization it is useful to mention three short periods that are outliers with much larger polarization signals. Although, these should be removed from the dataset for calculation of electron beam polarization for Qweak, their inclusion will have a negligible effect.

The first period of non-optimal laser polarization occurred on Feb 25, 2012 between 12:00 and 19:00. This period corresponds to hours 2169–2175 on Figure 6.20 but has leakage photodiode signals that are too large to be included in the range of this plot. The polarization signal was as large as 400 channels which implies that the laser polarization was near 97.3%, polarization—a change easily observed by the electron detector. This period corresponds to a laser polarization scan where the laser polarization was deliberately changed during a period of stable electron beam conditions to verify that the electron detector measurements tracked the predicted laser polarization change from the model. The results of the electron-detector-measured electron beam polarizations while the laser polarization was being scanned can be seen in Figure 6.24.

The second period occurred on Feb 22, 2012 15:50 - Feb 23, 2012 11:50 which corresponds to 2100.8 – 2120.8 hours in Figure 6.20 and has a difference between locked and unlocked of about 25 mW. This corresponds to a polarization signal of 50 mW and a 0.4% polarization change. The story of this period according to the electronic logbook is interesting and shows just how sensitive the leakage photodiode is to changing birefringence – changes that would not be accounted for in the previous method of measuring the exit line transfer matrix. Heating effects had been observed in the optics, which were creating issues with optical cavity mode-matching. When the laser flipper was removed and when the cavity locked, changes in laser power on optical elements were creating shifts in the mode-matching quality of the beam. It was decided to try cleaning optical elements on the laser table. One lens was cleaned and the bottom turning mirror on the periscope replaced. This particular turning mirror was particularly subject to
contamination from dust landing on its surface and burning due to its upward facing position. When the laser was once again turned on and locked the polarization signal had increased from $\sim 7$ mW to 45 mW. Hours later a new scan of half-wave and quarter-wave plates was done to re-optimize the system and the polarization signal once again was reduced to $\sim 7$ mW. This is very interesting because simply cleaning optics and replacing a turning mirror changed the circular polarization inside the optical cavity by 0.3% near the 100% DOCP position where sensitivity to changes in linear polarization are smallest. Figure 6.25 shows the response of the leakage photodiode over this period.

The final period of large polarization signal is seen on March 27, 2012 between 11:00 and 15:00, which corresponds to hours 2912 to 2916 in Figure 6.20. This period has a $\sim 50$ mW polarization signal. The only evidence of an issue during this time is a laser chiller failure which affects the temperature stabilization of the laser head. Although the temperature inside the laser table enclosure is not
Chapter 6. Compton Photon Target

Figure 6.25: Plot showing leakage photodiode response versus time. A large change in laser polarization is evidenced by the change in polarization signal (2× red bars) after the optics are cleaned and a turning mirror replaced to mitigate evidence of heating effects. Notice the rapid change in the leakage photodiode for a two hour period after the optical cleaning likely due to residual film on the optics from cleaning.

recorded, perhaps it increased enough to create small birefringence changes in elements such as the vacuum window.

In conclusion, the setup on the laser table for the Compton polarimeter worked very well for the creating highly polarized right and left circular states inside the optical cavity. Although laser polarization is a function of time, due to largely unmonitored processes such as temperature changes, damage to optical components and laser position drift, the leakage photodiode provides a very sensitive measurement of those drifts and provides a bound on polarization drifts at the 0.14% level.

Past parity-violation experiments in Hall A at Jefferson lab utilizing Compton polarimetry have relied on exit line polarization measurements and a measured transfer matrix to translate these measurements into intracavity polarizations. Due to the difficulties inherent in this method as outlined in Section 6.2.1, laser polarization has been a significant source systematic error on electron beam polarization measurements for these experiments. The HAPPEX-III experiment quoted
a total uncertainty on electron beam polarization of ±0.94% with the laser polarization uncertainty contributing most of that at ±0.80% [77]. The error budget of Qweak for electron beam polarization was ±1%. Although uncertainty in laser polarization of ±0.80% would have been sufficient for the Qweak experiment, the reduction of this systematic error is a key victory for future parity-violation experiments at Jefferson Lab, such as MOLLER and SOLID, with more stringent requirements for electron beam polarimetry at the ±0.4% level[78][79].
Chapter 7

Extracting the Weak Charge of the Proton

The weak charge of the proton is determined by extrapolating the $Q^2$ dependence of the parity-violating $ep$ scattering asymmetry to $Q^2 = 0$. This chapter serves to illustrate the process of taking the measured asymmetry and translating it into a value for the proton’s weak charge. Extracting the weak charge requires a determination of the parity-violating asymmetry $A_{PV}$ from the measured asymmetry. Determining $A_{PV}$ requires many separate pieces of information, many of which are analysis topic in themselves, and which at the time of this writing are not yet mature. Furthermore, the final dataset may be expanded to include more data than were used in this analysis. To prevent unintentional bias toward the Standard Model prediction, the asymmetry dataset for the Qweak experiment is blinded, meaning that an undisclosed constant has been added to all asymmetry measurements. Until all pieces of information required to extract the weak charge from the measured asymmetry are finalized, the size of this blinding term will not be revealed. For these reasons what is presented in this chapter is intended for the purposes of illustration and will not represent the final result of Qweak. This analysis will focus on the subset of Run 2 data for which a modulation correction exists.
Determining the weak charge of the proton from the measured asymmetry can be divided into two analysis processes: the parity-violating asymmetry must be extracted from the measured asymmetry and some method must be employed for translating the parity-violating asymmetry measured at the kinematics of the Qweak experiment to $Q^2 = 0$. The parity-violating asymmetry evaluated at $Q^2 = 0$ is proportional to the weak charge of the proton (see Equation 2.21). The next two sections separately work through both of these processes to determine a final weak charge of the proton. For the measured asymmetry a straight average of the 16 PMT asymmetries will be used to eliminate bias introduced by unequal weighting. This average will be referred to as “PMT Average”.

### 7.1 Extracting the Parity-Violating Asymmetry

In Chapter 3 the measured asymmetry was expressed as a sum of constituent parts, one of which was the parity-violating asymmetry of interest (see Equation 3.1). Using this equation to solve for the parity-violating asymmetry $A_{PV}$ gives

$$A_{PV} = \frac{R}{1 - \sum_b f_b} \left[ A_{\text{meas}} - \sum_b f_b A_b \right], \quad (7.1)$$

where the asymmetry $A_{\text{meas}}$ is the raw asymmetry corrected for helicity-correlated false asymmetries

$$A_{\text{meas}} = A_{\text{raw}} - A_{\text{beam}} - A_{bb} - A_T - A_\epsilon. \quad (7.2)$$

With a total of three backgrounds, there are 13 values that must be determined before the parity-violating asymmetry can be evaluated. Each of these is dealt with below.
7.1.1 Bias Corrections

$R$ is a multiplicative factor to account for changes from the measured to the reported $Q^2$ of the experiment and is the product of several factors which bias the asymmetry: $R = R_{RC}R_{Det}R_{Bin}R_{Q^2}$.

The experimental asymmetry will be reported at a given effective angle, beam energy and $Q^2$, whereas the detector accepted a range of angles and energies. Multiple scattering and bremsstrahlung processes, including higher order vacuum loops, alter the angle, energy and polarization of the electron both before and after scattering. The aim is to report the “tree level” parity-violating asymmetry rather than the measured asymmetry which includes radiative effects. $R_{RC} = \frac{A_{tree}}{A_{RC}}$ comes from the GEANT3 simulation for Qweak and is the ratio of the simulated asymmetry without radiative effects to the asymmetry with radiative effects. For Run 2, this factor is estimated to be $R_{RC} = 1.0101 \pm 0.0007$.

A detector light-weighting correction is required due to the non-uniformity of the distribution of $Q^2$ across the detector bars, coupled with position/angle dependent production and collection of Čerenkov light. GEANT4 simulations comparing light-weighted $Q^2$ distributions to those without light weighting gave a correction factor to the measured asymmetry of $R_{Det} = 0.9921 \pm 0.0044$.

$R_{Bin}$ is a factor which corrects the measured asymmetry which is averaged over the accepted $Q^2$ distribution, $\langle A(Q^2) \rangle$, to the reported asymmetry at a single $Q^2$ value, $A(\langle Q^2 \rangle)$. This factor was determined by simulation to be $R_{Bin} = 0.98 \pm 0.005$. Although this is a model-dependent correction, its sensitivity to the parametrization used to extract the $Q^2$-dependence of the asymmetry is negligible.

With an additional systematic error of 0.016 to account for the uncertainty in determining the central $Q^2$ upon which all the other factors depend, the total correction factor $R$ becomes

$$R = R_{RC}R_{Det}R_{Bin}R_{Q^2} = 0.982 \pm 0.019.$$
7.1.2 Background Corrections

There are three sources considered as background contributions to the measured asymmetry in $Q_{\text{weak}}$. For each of these, the best estimates are given at the time of writing for both the size of the background $A_b$ and the fraction to which it contributes to the observed detector yield $f_b$.

- The largest background comes from the aluminum entrance and exit windows on the target. A thick 4% (0.04 radiation lengths) aluminum target made from the same material as the target windows and located near the position of the downstream aluminum window was used to measure the size of the asymmetry. The measured asymmetry was scaled individually for the upstream and downstream windows to account for differences in asymmetry between the thick target and the windows as follows:

$$A_{u,d} = A_{4\%} \frac{A_{u,d}^{\text{sim}}}{A_{4\%}^{\text{sim}}},$$

where $A_{u(d)}$ are the asymmetries for the upstream (downstream) windows and $A_{4\%}$ is the asymmetry measured on the thick aluminum target. The simulation corrects for changes due to $z$-location, energy loss in the hydrogen target, as well as radiative effects associated with a thicker target material. Included in the simulation are generators for elastics, quasi-elastics, inelastics, inelastic single particle states and giant dipole resonances. The total asymmetry is calculated as

$$A_{\text{windows}} = \frac{R_u A_u + R_d A_d}{R_u + R_d},$$

where $R_{u(d)}$ is the detector rate coming from the upstream (downstream) windows. The total polarization-corrected asymmetry is $A_1 = 1506 \pm 72$ ppb.

The dilution fraction from the aluminum windows is measured to first order as $f_{\text{win}} = \frac{Y_{\text{empty}}}{Y_{\text{full}}}$, where $Y_{\text{empty}}$ is the current-normalized detector yield with an evacuated target and $Y_{\text{full}}$ the current-normalized detector yield with the
target full of liquid hydrogen. This ratio needs to be corrected for energy losses associated with the presence of liquid hydrogen. Without the hydrogen in the target the image of the upstream aluminum window mostly falls off the bar. A light-weighting correction needs to be applied to translate the measured rates to light yields in the detector bars. The corrected dilution fraction for the aluminum windows is \( f_1 = 0.02590 \pm 0.00011 \).

- A second background is a soft neutral background arising from secondary electron scattering from collimator edges, the shielding wall and the QTOR spectrometer along the scattered electron transport channel. For this reason it is often referred to as the “QTOR transport channel” background. The dilution fraction for this background was measured using the Region 3 trigger scintillator detectors. The two scintillator detectors, used during tracking mode, were situated in opposite octants and could be rotated to cover the acceptance of any two opposite detector bars (see Figure 3.33). Since the scintillators were insensitive to neutral particles, they were used as a vetoes for the main detector, accepting only events that fired the main detector but not the trigger scintillator. The dilution fraction was measured to be \( f_2 = 0.0013 \pm 0.0014 \). The asymmetry associated with this background is taken from simulation and the best estimate as of this writing is \( A_2 = -283 \pm 57 \) ppb.

- A third background comes from inelastic scattering events associated with \( N \rightarrow \Delta(1232) \) production. Figure 7.1 illustrates the presence of the inelastic distribution tail under the elastic peak at a spectrometer current of 8921 A where production data was taken. The dilution fraction of the inelastic distribution was determined using simulation to be \( f_3 = 0.0002 \pm 0.0002 \). The asymmetry associated with this inelastic process was measured at the inelastic peak by reducing the spectrometer current to 6700 A where the inelastic peak was focused on the detector bars. This asymmetry was corrected for an elastic radiative tail, the aluminum window, and neutral backgrounds. The corrected inelastic asymmetry under the production elastic peak at 8921 A was determined to be \( A_3 = -3020 \pm 970 \) ppb.
Therefore the total background asymmetry correction is

\[ A_{Bkgd} = \sum_{b=1}^{3} f_b A_b = 38.0 \pm 2.0 \text{ ppb} \]

and the fraction of the measured yield coming from elastic electron-proton scattering is

\[ f_{ep} = 1 - \sum_{b=1}^{3} f_b = 0.9726 \pm 0.0014. \]

### 7.1.3 Measured Asymmetry

The measured asymmetry \( A_{meas} \) given by Equation 7.2 is composed of the raw asymmetry with helicity-correlated false asymmetries subtracted off. Of these false asymmetries, only two have significant corrections to apply: \( A_{beam} \), a false asymmetry associated with with helicity-correlated beam motion, and \( A_{bb} \), a false asymmetry associated with a neutral background seen in the main detector.
The error-weighted raw asymmetry $A_{raw}$ for the main detector PMT average over the Run 2 data set was $-159.4 \pm 8.2$ (stat) ppb. Runlet-level (4-5 minute) averages of the main detector asymmetry distribution were first calculated. The error for each runlet-level asymmetry was calculated as the RMS width of the distribution divided by the square root of the number of quartets in the runlet. The total asymmetry was then calculated as the error-weighted average of runlet-level asymmetries $^{1}$. This total asymmetry measurement includes a total of 760542988 quartets $^{2}$ and has a PMT-average quartet asymmetry RMS width of 225.4 ppm.

Detector non-linearity, bounded by bench tests of the PMT + readout electronics, was estimated to be less than 1%. An uncertainty of 2 ppb is assigned to account for this potential source of systematic error.

Qweak operated as a “blinded” experiment, meaning that the reported asymmetries were offset from their true value by an additive constant. As previously mentioned, this blinding was done as a barrier to prevent unintentional biasing of the data toward the Standard Model expectation during the analysis process. The blinding term, selected from a uniform distribution over the range $\pm 60$ ppb, was added to each quartet-level asymmetry. Blinding was implemented in the software analyzer such that the raw data remained untouched but all processed files had the blinding term added to main detector calculated asymmetries. This blinding term remains a secret at the time of writing and will only be unveiled after all the data analysis is complete. As a result, the asymmetry quoted in this analysis is blinded.

The correction $A_{beam}$ is associated with helicity-correlated beam parameters position, angle, and energy. The details of this correction were given in Chapter 5. For Run 2 this correction is $A_{beam} = -2.1 \pm 0.8$ ppb.

$^{1}$The runlet-level error weights were determined as the inverse variance of the modulation-corrected quartet MDAllbars asymmetry distributions divided by the number of quartets in the runlet $\frac{1}{\sigma_{\text{quartet}}^{2} N_{\text{runlet}}}$.

$^{2}$Recall that 1 quartet is approximately 4 ms of data.
$A_{bb}$ is a false asymmetry associated with helicity-correlated scattering in the beamline downstream of the target. This background was measured to be independent of spectrometer current implying that it is neutral particles and is believed to be primarily created in the tungsten collimator just downstream of the target. This background asymmetry was studied by blocking octants 1 and 5 of the primary collimator with 5 cm of tungsten. Asymmetries measured in main detector bars 1 and 5 during blocked octant running were seen to be highly correlated with the three background detectors (PMTonly, PMTltg and MD9) as well as the upstream luminosity monitors, giving evidence that they were all observing the same background. Since the luminosity monitors provide the most statistically accurate measure of the background asymmetry, they were chosen as the natural candidate for monitoring the background asymmetry during production running. The correlation between slug-level (\(\sim 8\) hr blocks of data) averages of the main detector and the upstream luminosity monitors over Run 2 provides a scale factor $\alpha$ for correcting the main detector asymmetry as follows:

$$A_{bb} = \alpha A_{uslumi}^{bb},$$

where $A_{uslumi}^{bb}$ is the beamline background asymmetry seen in the upstream luminosity monitor. This scale factor $\alpha = 3.9 \pm 1.5$ ppb/ppm, was determined from this correlation over Run 2. The asymmetry of the upstream luminosity monitors averaged over Run 2 is $A_{uslumi}^{bb} = 0.99$ ppm (sign-corrected for slow helicity reversals), giving a total correction $A_{bb} = 3.9 \pm 2.2$ ppb.

$A_T$ is the false asymmetry from residual transverse polarization on the electron beam. The parity-conserving scattering asymmetry associated with a fully transverse-polarized beam was measured to be $-4.8 \pm 0.6$ ppm [49]. Although the Qweak experiment nominally ran with longitudinally polarized beam, evidence of a residual transverse polarization remained. Transverse electron polarization manifests itself as an azimuthal dependence of the scattering asymmetry in the main detector. Figure 7.2 shows the azimuthal dependence of the average asymmetry over Run 2.
with a sinusoidal fit to find the residual of the transverse polarization projected into its horizontal and vertical components. For Run 2, the residual vertical transverse polarization was $P_V = -0.0095$ and the residual horizontal transverse polarization was $P_H = 0.0023$, which corresponds to a rotation of the “polarization vector” by $0.5^\circ$ vertically and $0.1^\circ$ horizontally from perfect longitudinal polarization.

To first order the transverse asymmetry cancels around the azimuth but broken symmetries in the main detector slightly degrade this cancellation, creating a small leakage term. Details on the method of extracting the leakage are provided in [49]. The azimuthal dependence of the detectors was fit during separate running periods with maximal horizontal and vertical transverse polarizations. The fit similar to that shown in Figure 7.2 was performed. The constant term of the fit measures the lack of cancellation. The constant leakage terms for the horizontal and vertical transverse polarizations were measured to be $C_H = 11 \pm 61$ ppb and $C_V = 12 \pm 55$ ppb respectively. Both are consistent with zero, but the upper bound is given by the large uncertainty. The transverse leakage is given as

$$A_T = |C_V \times P_V| + |C_H \times P_H| = 0.14 \pm 0.55 \text{ ppb}.$$
Because the correction is negligible relative to the its error, it will be assumed to be zero and only the uncertainty of ±0.6 ppb will be applied.

The false asymmetry associated with electronics pickup correlated with the helicity reversal was measured to be consistent with zero over Run 2 with high precision using a null channel. Figure 7.3 shows the measured distribution of a current source (battery) plugged into one of the Qweak data acquisition channels. The signal in this channel was adjusted to approximately the same level as the detector channels so that the effect of helicity pickup for the battery channel would be similar to that of the detectors. The mean asymmetry of -0.02±0.09 ppb is consistent with zero and completely negligible.

Putting all this together gives

\[ A_{\text{meas}} = A_{\text{raw}} - A_{\text{beam}} - A_{\text{bb}} = -161.2 \pm 8.2(\text{stat}) \pm 3.1(\text{sys}) \text{ ppb}, \]

where errors are included from statistics, the modulation correction, the beamline background correction, transverse leakage and detector non-linearity.

### 7.1.4 Polarization

The electron polarization was determined using a combination of the Compton electron detector and Møller polarimeters. The electron detector delivered continuous polarizations at nominal running conditions and its values were chosen to give the time-dependent polarization. A small systematic difference of 0.7% was observed between Compton and Møller values averaged over Run 2. Given the systematic error of 0.83% reported for the Møller and 0.58% for the Compton (see Chapter 3), this difference is not alarming. The reported polarization was weighted to include both. The total relative error for the polarization over Run 2 including both systematic and statistical errors is 0.62%. The yellow bands in

---

The cut applied to the dataset including isourc was different from that applied to the main detector dataset in the analysis of the past chapter. This resulted in 0.5% fewer quartets in for the isourc asymmetry. This difference does not alter the conclusions.
Figure 7.3: Distribution of asymmetry measurements of a battery fed channel in the Qweak data acquisition. Data has been corrected to reverse sign with slow helicity reversals so that it can be directly compared with the parity-violating physics asymmetry. The distribution is formed of runlet level averages (4-5 minute averages) weighted by the number of quartets in the runlet. The error on the mean is calculated by the average quartet RMS width divided by the square root of the total number of quartets (7.57e8 quartets)\(^3\).

Figure 7.4 show the scaled polarization values and errors over Run 2. The polarization for the data set included in this analysis, averaged with the same weights as are applied to the main detector asymmetry, is \( P = 0.889 \pm 0.006 \).
7.1.5 The Parity-Violating Asymmetry

Re-expressing Equation 7.1 in simpler terms, the parity-violating asymmetry is then given as

$$A_{PV} = \frac{R}{f_{ep} \left( \frac{A_{meas}}{P} - A_{Bkgd} \right)} = -221.5 \pm 9.3\text{(stat)} \pm 6.1\text{(syst)} \text{ ppb.} \quad (7.3)$$

The total error added in quadrature is 11.1 ppb. Values and errors for the individual terms in the expression are summarized in Table 7.1.

| Term         | Value         | Comment                                                                 |
|--------------|---------------|-------------------------------------------------------------------------|
| $R$          | 0.982±0.019   | $R = R_{RC}R_{Det}R_{Bin}R_{Q2}$                                      |
| $P$          | 0.889±0.006   | Electron beam polarization                                              |
| $A_{meas}$   | -161.2±8.2(stat)±3.1(sys) ppb | Error includes statistics, non-linearity, transverse leakage, and modulation correction |
| $f_{ep}$     | 0.9726±0.0014 | $f_{ep} = 1 - \sum_{b=1}^{3} f_{b}$                                    |
| $A_{Bkgd}$   | 38.0±2.0 ppb  | $A_{Bkgd} = \sum_{b=1}^{3} f_{b}A_{b}$                                 |

As detailed in Chapter 3, each of the eight main detector bars are read out by two PMT’s, one at each end. The PMTavg Asymmetry (straight average of the 16 PMT asymmetries) gives the physics asymmetry for Qweak. An interesting/troubling phenomenon has been found in the Qweak production data. A well-determined discrepancy exists between the asymmetries measured by the two PMT’s on each detector bar, although both are collecting light from the same quartz bar, albeit from opposite ends. Figure 7.5 shows this discrepancy between the asymmetry measured on the opposite ends of each bar. This difference in asymmetry, measured to be uniform in all octants of the main detector and stable over time, has been termed the “PMT double difference”. This effect is believed to originate from transverse polarization of the scattered electrons arising from g-2 precession as the electrons travel through the QTOR spectrometer.
which rotates the electron spin $\sim 35^\circ$ relative to its trajectory. These electrons then scatter and shower in the lead pre-radiators on the front of each main detector bar. Non-uniformity of light collection as a function of angle and position along the detector bar, coupled with a small polarization-dependent shift in the event distribution, is believed to cause this discrepancy. Two models currently being simulated show promise of contributing to this effect. GEANT4 simulations of spin-dependent Mott scattering of transversely polarized electrons which have radiated to low energies in the pre-radiators, appear to show a small polarization-dependent distribution shift. Another model being simulated is the higher energy parity-conserving transverse scattering asymmetry from the analyzing power in lead, with an effect similar to that measured by Qweak for scattering from the proton [49].

Analysis of this effect is ongoing. In either of these models, the double difference effect will cancel in the average of all PMT’s to first order. Broken symmetries in the main detector ensure this cancellation will not be perfect. However, light sensitivity distributions measured using the tracking system will allow a correction for this leakage of the double difference into the PMT average asymmetry. Conservatively estimating the leakage due to broken detector symmetry at $\pm 10\%$ and a correction factor calculated from tracking data known to the $\pm 10\%$ level would give a systematic uncertainty of 1% to the correction of the 300 ppb double-difference. Although at this point it is premature to assign an uncertainty for this effect and it will not be considered in this analysis, the reader should keep in mind that this effect will contribute to the final uncertainty of the unblinded result.
Figure 7.5: Main detector asymmetries averaged over Run 2 showing the systematic difference between positive and negative PMT’s. This “PMT double-difference” effect is uniform in all octants. The sinusoidal variation around the azimuth arises from residual transverse polarization on the electron beam and is a distinct from the double-difference believed to arise from transverse polarization of the scattered electrons produced by g-2 precession in the spectrometer.

7.2 From Parity-Violating Asymmetry to Weak Charge

To obtain the weak charge of the proton, $Q_W^p$, from the measured parity-violating asymmetry, recall the following equation introduced in Chapter 2.

$$A_{PV}/A_0 = \left[ \frac{\epsilon^2 G_{E}^{\gamma,p} G_{Z}^{\gamma,p} + \tau G_{M}^{\gamma,p} G_{Z}^{\gamma,p}}{\epsilon (G_{E}^{\gamma,p})^2 + \tau (G_{M}^{\gamma,p})^2} - (1 - 4 \sin^2 \theta_W) \right],$$

with $A_0 = \frac{-G_F Q^2}{4\pi\alpha\sqrt{2}}$. The electromagnetic Sachs form factors of the proton, $G_{E}^{\gamma,p}$ and $G_{M}^{\gamma,p}$, are well-determined from parity-conserving electron scattering. Values for the weak neutral current (WNC) vector form factors can be derived from measured electromagnetic form factors of the proton and neutron under the assumption of charge symmetry which asserts the invariance under the following interchanges: $p \leftrightarrow n$, $u \leftrightarrow d$ and $s \leftrightarrow s$. Here $p$ ($n$) are proton (neutron), $u$ ($d$) are up (down) quarks and $s$ is the strange quark$^4$. Thus charge symmetry implies that

$^4$Contributions from heavier quarks are neglected. In fact, for the purposes of this analysis it is appropriate to drop the strange contribution as well.
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the form factors of the up (down) quark for the proton are identical to the form factors for the down (up) quark of the neutron and that strangeness contributes equally to both. The effect of charge symmetry breaking is expected to alter the electromagnetic form factors less 1% at the kinematics of Qweak\cite{80}. Expressing the form factor of the proton and neutron in terms of the quark distributions $G_{E,M}^u$, $G_{E,M}^d$ and $G_{E,M}^s$ weighted by their electric charges gives

$$G_{E,M}^\gamma_{p} = \frac{2}{3} G_{E,M}^u - \frac{1}{3}(G_{E,M}^d + G_{E,M}^s). \quad (7.5)$$

Using the same distributions under the assumption of charge symmetry yield the following for the neutron:

$$G_{E,M}^\gamma_{n} = \frac{2}{3} G_{E,M}^d - \frac{1}{3}(G_{E,M}^u + G_{E,M}^s) \quad (7.6)$$

Rearranging these equations allows the quark form factors to be expressed in terms of the measured proton and neutron form factors plus an addition from strangeness:

$$G_{E,M}^u = \frac{2}{3} G_{E,M}^\gamma_{p} + G_{E,M}^\gamma_{n} + G_{E,M}^s \quad (7.7)$$

$$G_{E,M}^d = G_{E,M}^\gamma_{p} + \frac{2}{3} G_{E,M}^\gamma_{n} + G_{E,M}^s \quad (7.8)$$

The WNC vector form factor $G_{E,M}^{Zp}$ can also be expressed in terms of the quark form factors weighted with the appropriate weak charges

$$G_{E,M}^{Zp} = (1 - \frac{8}{3} \sin^2 \theta_W) G_{E,M}^u + (-1 + \frac{4}{3} \sin^2 \theta_W) (G_{E,M}^d - G_{E,M}^s)$$

$$= (1 - 4 \sin^2 \theta_W) G_{E,M}^\gamma_{p} + (-1)(G_{E,M}^\gamma_{n} - G_{E,M}^s)$$

$$= Q_W^p G_{E,M}^\gamma_{p} + Q_W^s G_{E,M}^\gamma_{p} - G_{E,M}^s \quad (7.9)$$

where the proton and neutron measured form factors have been substituted using Equations 7.8. In the final line the form factor weights have been labeled to clearly show that they are the weak charges of the proton and neutron. At $Q^2 = 0$, the WNC electric form factor $G_{E,M}^{Zp}$ gives the weak charge of the proton.

In the following analysis, strange quark content will be assumed to be zero. Strange
content of the proton form factors measured by the HAPPEX-III experiment was found to be consistent with zero\[81\]. Recently-published lattice QCD results provide even tighter constraints on form factor strange quark content, with evidence of non-zero strangeness but at levels that are negligible for this analysis\[82\]. Estimates based on figures in [82] suggest the following contributions to the form factors:

\[
G_E^s \left( Q^2 = 0.025(Gev/c)^2 \right) = 0.0006 \pm 0.0002 \quad (7.10)
\]

\[
G_M^s \left( Q^2 = 0.025(Gev/c)^2 \right) = 0.017 \pm 0.004. \quad (7.11)
\]

\[
G_E^p \left( Q^2 = 0.025(Gev/c)^2 \right) \approx 0.9
\]

\[
G_M^p \left( Q^2 = 0.025(Gev/c)^2 \right) \approx 2.6,
\]

These enter the nucleon form factors (Equations 7.5 and 7.6) weighted by the strange quark charge (-1/3). With estimates of the proton electric and magnetic form factors at the Qweak kinematics of the following size,

\[
G_E^p \left( Q^2 = 0.025(Gev/c)^2 \right) \approx 0.9
\]

\[
G_M^p \left( Q^2 = 0.025(Gev/c)^2 \right) \approx 2.6,
\]

strange quark contributions to the form factors are expected to be less than 0.3%. A further suppression by a factor of 3 comes from the fact that the form factors only contribute to the hadronic correction terms, which are about 33% of $A_{PV}$ at the kinematics of Qweak.

For the analysis ahead, the formalism outlined in [14] is followed. The parity-violating asymmetry is re-expressed in terms of proton and neutron form factors giving

\[
A_{PV}/A_0 = (1 - 4\sin^2\theta_W)(1 + R_{PV}^p) \\
- \left[ (\epsilon G_E^p G_E^n + \tau G_M^p G_M^n) (1 + R_{PV}^n) + \epsilon' (1 - 4\sin^2\theta_W) G_M^p G_A^p \right] / \sigma_{red}, \quad (7.13)
\]
where
\[ \tau = \frac{Q^2}{4M_p^2}, \quad \epsilon = (1 + 2(1 + \tau) \tan^2 \theta_e)^{-1}, \quad \sigma_{\text{red}} = \epsilon (G_E^p)^2 + \tau (G_M^p)^2, \]
and \( \theta_e \) is the electron scattering angle. The factors \( R^p_V \) and \( R^n_V \) are radiative corrections that are both \( Q^2 \) and process-dependent and are required to correct for higher order lepton-quark scattering diagrams. The values for \( R^{p,n}_V \) are given in Table 7.4.

Fits to world electron scattering data have yielded precise functional parametrizations of the form factors [26][83][84][13][85]. Of these schemes, the form factor parametrization by Arrington and Sick was most closely designed for low \( Q^2 \) parity-violation experiments and is the parametrization utilized in this analysis for the extraction of \( Q_W^p \). The Arrington-Sick parametrization utilizes a continued-fraction expansion[13]:
\[ G_{CF}(Q) = \frac{1}{1 + \frac{b_1 Q^2}{1 + \frac{b_2 Q^2}{1 + \ldots}}}, \]
(7.14)
suitable for lower momentum transfers \( Q < 0.8 \) GeV/c. The values of \( b_i \) that parametrize the proton and neutron form factors appropriate for Qweak kinematics are given in Table 7.2. Although parameters have been provided in [13] that correct the form factors for two-photon exchange, these are said to be valid in the range \( Q = 0.3 - 1.0 \) GeV/c which clearly does not include the momentum transfer of Qweak (\( Q \approx 0.16 \) GeV/c). Instead the parameter values corrected only for Coulomb distortion are used.

The form factor for \( G_E^n \) uses a slightly modified continued fraction expansion as follows:
\[ G_E^n = 0.484 \times Q^2 \times G_{CF}, \]
where the factor of 0.484 ensures the slope at \( Q^2 = 0 \) matches the measured neutron mean-square charge radius[13][86].
Table 7.2: Fit parameters for Arrington-Sick continued fraction form factor parametrizations[13]. Proton data include corrections for Coulomb distortion. Parameters assume $Q^2$ is in units of $(\text{Gev}/c)^2$.

| $b_1$ | $b_2$ | $b_3$ | $b_4$ | $b_5$ |
|-------|-------|-------|-------|-------|
| $G_E^p$ | 3.440 | -0.178 | -1.212 | 1.176 | -0.284 |
| $G_M^p/\mu_p$ | 3.173 | -0.314 | -1.165 | 5.619 | -1.087 |
| $G_E^n$ | 0.977 | -20.82 | 22.02 | - | - |
| $G_M^n/\mu_n$ | 3.297 | -0.258 | 0.001 | - | - |

Table 7.3: Fit parameters for Arrington-Sick continued fraction form factor parametrizations for the denominator $\sigma_{\text{red}}[13]$. Parameters assume $Q^2$ is in units of $(\text{Gev}/c)^2$.

| $b_1$ | $b_2$ | $b_3$ | $b_4$ | $b_5$ |
|-------|-------|-------|-------|-------|
| $F_E^p$ | 3.366 | -0.189 | -1.263 | 1.351 | -0.301 |
| $F_M^p/\mu_p$ | 3.205 | -0.318 | -1.228 | 5.619 | -1.116 |

The form factors in the denominator are treated differently since the denominator includes the full electron scattering cross section. Instead of correcting for two-photon exchange, the form factors in the denominator of Equation 7.13 are empirically fit to include these effects. The denominator is parametrized using form factors $F_E^p$ and $F_M^p$ yielding the following expression:

$$\sigma_{\text{red}} = \epsilon (F_E^p)^2 + \tau (F_M^p)^2.$$  

The parameter values for $F_E^p$ and $F_M^p$ are given in Table 7.3.

The weak neutral current (WNC) axial form factor $G_A^Z$, with both isoscalar and isovector components, is parametrized using a modified dipole form factor with axial dipole mass $\Lambda_A$ as follows[14]:

$$G_A^Z(Q^2) = G_D(q^2) \left[ \frac{dA}{g_V} \right. \left. (1 + R_T^{T=1}) + \frac{3F - D}{2} R_T^{T=0} \right],$$  

(7.15)

where the strange quark contribution to spin is not considered and where the dipole form factor is given by

$$G_D(Q^2) = \frac{1}{(1 + q^2/\Lambda^2_A)^2}.$$
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Table 7.4: Values (and errors in parentheses where appropriate) for parameters in Equations 7.13 and 7.15. Values taken from Tables I and II in [14] and [2].

| Parameter          | Value(Error)                        |
|--------------------|-------------------------------------|
| $\alpha$          | 7.29735257 × 10^{-3}                |
| $M_p$              | 0.938272 GeV                        |
| $G_F$              | 1.1663787 × 10^{-5}                 |
| $\sin^2 \theta_W(M_Z)$ | 0.23126(5)                         |
| $\Lambda^2_A$     | 1.00(0.04)(GeV/c)^2                |
| $g_A/g_V$          | −1.2695                             |
| $3F - D$           | 0.58(0.12)                          |
| $R^p_V$            | −0.0520                             |
| $R^n_V$            | −0.0123                             |
| $R^{(0)}_V$        | −0.0123                             |
| $R^{T=0}_A$        | −0.239(0.20)                        |
| $R^{T=1}_A$        | −0.258(0.34)                        |

The ratio $-g_A/g_V$ is the isovector axial form factor of the proton at $Q^2 = 0$, $F$ and $D$ are SU(3) reduced matrix elements[87] and $R^{T=0}_A$, $R^{T=1}_A$ and $R^{(0)}_A$ are radiative corrections to the isovector and isoscalar axial vector amplitudes. Values for $\Lambda^2$, $-g_A/g_V$, $(3F - D)$ and $R^{T=0,1}_A$ can be found in Table 7.4.

The electron beam energy during Run 2, acceptance-averaged and corrected for ionization energy loss in the target, was $1.153 \pm 0.003$ GeV. The four-momentum transfer squared averaged over the acceptance was $\langle Q^2 \rangle = 0.02455 \pm 0.00032$ which gives an average scattering angle of $7.84^\circ$ using Equation 3.12.

Substituting in the required parameters to Equations 7.14 and 7.15 gives the following values for the form factors at the kinematics of Qweak:

$$G_E^p = +0.922 \pm 0.004$$
$$G_M^p = +2.587 \pm 0.015$$
$$G_E^n = +0.0115 \pm 0.0006$$
$$G_M^n = -1.766 \pm 0.014$$
$$G_A^e = -0.9649 \pm 0.0019$$
Chapter 7. Extracting $Q^p_W$

Rearranging Equation 7.13 and allows one to solve for the measured weak charge of the proton:

$$Q^p_W = (1 - 4 \sin^2 \theta_W)(1 + R^p_V), = \left( A_{PV}/A_0 + H(Q^2, \theta_e) \right)$$  \hspace{1cm} (7.16)

where the term $H(Q^2, \theta_e)$ containing hadronic corrections is given by

$$H(Q^2, \theta_e) = \left[ (\epsilon G^p E G^n + \gamma G^p_M G^n_M) (1 + R^n_V) + \epsilon^' (1 - 4 \sin^2 \theta_W) G^p_M G^e_A \right] / \sigma_{red}.$$  \hspace{1cm} (7.17)

Substituting the experimentally measured asymmetry $A_{PV} = -221.5$ ppb (Equation 7.3) gives

$$Q^p_W = 0.0741.$$  

Applying a correction to $Q^p_W$ of $0.00560 \pm 0.00036$ for the $\Box \gamma Z$ diagram as outlined in Section 2.4.2 gives the (blinded) weak charge of the proton as

$$Q^p_W(Blinded) = 0.0685 \pm 0.0042(stat) \pm 0.0027(syst) \pm 0.0022(theory).$$  \hspace{1cm} (7.18)

The quadrature sum of the statistical and systematic errors gives a total uncertainty of $\pm 0.0055$ which is $\pm 7.8\%$ of the Standard Model value of $Q^p_W(SM) = 0.0708 \pm 0.0003$ [2]. The range in $Q^p_W$ associated with asymmetry blinding box ($\pm 60$ ppb) extends from $Q^p_W = 0.045$ to $Q^p_W = 0.096$. The systematic errors used in the calculation of the total systematic error are summarized in Table 7.5.
Table 7.5: Summary of systematic errors contributing to the determination of the proton weak charge $Q^p_W$.

| Term          | Value                  | Systematic Error       | Reference         |
|---------------|------------------------|------------------------|-------------------|
| $A_{PV}$      | $-221.5$ ppb           | $6.1$ ppb              | Equation 7.3      |
| $Q^2$         | $0.02455$ (GeV/c)$^2$   | $0.00036$ (GeV/c)$^2$  | Section 7.2       |
| $E$           | $1.153$ GeV             | $0.003$ GeV            | Section 7.2       |
| $G_E^p$       | $+0.922$                | $0.004$                | [13]              |
| $G_M^p$       | $+2.587$                | $0.015$                | [13]              |
| $G_E^n$       | $+0.0115$               | $0.0006$               | [13]              |
| $G_M^n$       | $-1.766$                | $0.014$                | [13]              |
| $\sigma_{red}$ | $0.891149$             | $0.0062$               | [13]              |
| $R_{T=0}^A$   | $-0.239$                | $0.20$                 | [14]              |
| $R_{T=1}^A$   | $-0.258$                | $0.34$                 | [14]              |
| $\Lambda^2_A$| $1.00$ (GeV/c)$^2$      | $0.04$ (GeV/c)$^2$     | [14]              |
| $3F - D$      | $0.58$                  | $0.12$                 | [14]              |
| $\sin^2 \theta_W(M_Z)$ | $0.23126$           | $0.00005$              | [2]               |
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Concluding Discussion

A parity-violating scattering asymmetry of longitudinally polarized electrons from unpolarized protons was determined using approximately 2/3 of the Qweak dataset. The asymmetry, measured to be $A_{PV} = -221.5\pm 9.3 \text{(stat)} \pm 3.1 \text{(sys)} \text{ ppb}$, remains blinded due to ongoing analysis. This represents a 5% measurement of the parity-violating asymmetry. Assuming that the final result includes a dataset 1.5 times larger, one could expect the full result to have a statistical error on the asymmetry of 7.6 ppb. A similar increase in systematic error in the added dataset gives a total error of $\delta A/A \approx 4.1\%$. Although this falls short of the original proposal, it represents the most precise measurement of the parity-violating electron scattering asymmetry ($A_{PV}$) ever made. When unblinded, this result will test the Standard Model prediction of the weak charge of the proton. This measured parity-violating asymmetry using 2/3 of the full dataset translates into a $\pm 7.8\%$ measure of the proton’s weak charge. The blinding term on the asymmetry is somewhere in the $\pm 60 \text{ ppb}$ range, translating into a range for the proton weak charge from 0.045 to 0.096. This range allows for as large as a $4.7\sigma$ deviation from the Standard Model.

Insights gained during the Qweak experiment will impact the future parity program going forward. Reduction of key systematic errors in Compton polarimetry achieved during Qweak, make the stringent polarimetry requirements of future experiments such as SOLID and MOLLER appear to be achievable. Efforts underway
to understand the processes giving rise to the observed “PMT double-difference” will influence the design of future parity experiments.

Experimental physics at the precision frontier is expected to be challenging and, in this regard, it never seems to disappoint; however, the potential for discovery makes it worth the effort.
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Maximum Likelihood and the $\chi^2$ Statistic

The parent distribution from which a given observation or measurement has been extracted determines the probability of that observation. Often in physics, a specific distribution is first assumed and then the mean and error of a given set of observations is calculated from the known characteristics of that distribution. For example, starting from a Gaussian parent distribution with mean $\mu$ and variance $\sigma^2$, the probability distribution is given as

$$P(x) = \frac{1}{\sigma \sqrt{2\pi}} \int e^{-\frac{(x-\mu)^2}{2\sigma^2}} \, dx.$$  \hfill (A.1)

Therefore, the differential probability which gives the probability of observing a single value $x_i$ in an interval $dx_i$ is given as

$$dP_i = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x_i-\mu)^2}{2\sigma^2}} \, dx_i.$$  \hfill (A.2)

Suppose instead that we have a functional form $y = f(x)$ for a given data set and the data are expected to be normally distributed about this function with variance $\sigma^2$. The assumption of a normal distribution allows us to calculate the probability
of a given observation $y_i$ as

$$dP_i = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(y_i - \bar{y})^2}{2\sigma^2}} dy_i. \quad (A.3)$$

Extending this to $N$ independent observations gives a total probability of

$$dP = \prod_{i=1}^{N} dP_i = \prod_{i=1}^{N} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(y_i - \bar{y})^2}{2\sigma^2}} dy_i. \quad (A.4)$$

If the functional form $y$ is parameterized by $n$ coefficients $\alpha_n$, the best values for these coefficients can be found by maximizing the probability $P$. This is the essence of the method of maximum likelihood by which best estimates of the parameters of the parent distribution are considered to be those which maximize the probability of the observed values. Maximizing $A.4$ is the same thing as minimizing the sum of the exponentials:

$$\frac{dP}{d\alpha_n} = 0 \rightarrow \frac{d}{d\alpha_n} \left( \sum_{i=1}^{N} \left( \frac{\Delta y_i}{\sigma} \right)^2 \right) = 0.$$

Therefore, maximizing the probability for a Gaussian distribution leads to minimizing the $\chi^2$ statistic which is given as $\sum_i (\Delta y_i / \sigma)^2$.

A detailed treatment of the $\chi^2$ statistic as a tool for finding the best fit and a test of the goodness of fit can be found in the well known text *Data Reduction and Error Analysis for the Physical Sciences* [88] by Bevington and Robinson.
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Monitor Differences for Qweak

This gives a summary of the monitor differences over Runs 1 and 2 (Wiens 1-9b) of Qweak. The monitors shown are those used in the beam modulation analysis. The Qweak energy variable is also included since it is used in the Standard Regression scheme (see 4). Figures B.1 to B.3 show the monitor differences averaged over slugs (∼8 hr periods of the same IHWP slow-reversal state). Figures B.4 to B.6 show the monitor differences averaged over Wiens (∼1 month periods of the same Wien slow-reversal state). All averages are error-weighted with the same weights as the production dataset (MDallbars errors). The error bars shown come from the RMS width of the measured beam position and are thus mostly an indication of the beam properties as opposed to how accurately the differences in the beam parameters were measured. The precision of the measurements are given in Table B.2 and are found by dividing the monitor resolution by the square root of the number of samples. A single BPM such as BPM3c12X has a resolution of approximately 1 µm. Studies were performed during Qweak to determine the resolution of the target variables which are composed of several BPM’s extrapolated to the target position. The results of this study, found in the Qweak Analysis and Simulation Elog 788, are summarized in Table B.1.
Table B.1: Resolution of target variables at the MPS (∼1 ms) timescale. The larger resolutions in Run 2 are due to the failure of one of the BPM’s used in the target variable composition. The resolution of helicity-correlated differences at quartet level are given by dividing these values by $\sqrt{2}$. The average values do not depend on the choice of errors (that is, errors derived from monitor resolution versus errors derived from RMS width of the difference distribution) since the averaging weights come from the main detector error. Thus, these values correspond to the black dots in Figures B.4 to B.6 even though the error bars are different.

|                | Run 1 | Run 2 |
|----------------|-------|-------|
| targetX(Y)     | $0.98 \, \mu m$ | $1.72 \, \mu m$ |
| targetXSlope(Yslope) | $0.13 \, \mu rad$ | $0.21 \, \mu rad$ |
| BPM3c12X(Y)    | $1.0 \, \mu m$   | $1.0 \, \mu m$  |
Table B.2: Beam monitor helicity-correlated differences averaged over Wien states. The monitor differences are calculated at the runlet level and then weighted with the same weights as the production data to give the effective monitor differences. The errors are first calculated at the runlet level as the resolution of the monitors divided by the square root of the number of samples and then propagated using the same weights as the main detector production data. Resolutions used are the values in Table B.1 divided by $\sqrt{2}$ to account for quartet-level averaging.

| Wien | targetX(nm) | targetXslope(nrad) | targetY(nm) | targetYslope(nrad) | bpm3c12X(nm) |
|------|--------------|-------------------|-------------|-------------------|--------------|
| 1    | 4.32 ± 0.09  | -0.15 ± 0.01     | 15.74 ± 0.09| 0.71 ± 0.01       | -3.71 ± 0.09 |
| 2    | 16.43 ± 0.07 | -0.10 ± 0.01     | -11.05 ± 0.07| 0.48 ± 0.01       | -40.95 ± 0.07|
| 3    | -19.56 ± 0.07| -0.66 ± 0.01     | -5.21 ± 0.07| -0.34 ± 0.01      | 8.69 ± 0.08  |
| 4    | -1.43 ± 0.08 | -0.02 ± 0.01     | -24.40 ± 0.08| -0.50 ± 0.01      | 6.77 ± 0.08  |
| 5    | -15.42 ± 0.08| -0.62 ± 0.01     | -7.23 ± 0.08| -0.63 ± 0.01      | -10.97 ± 0.09|
| 6    | -2.96 ± 0.13 | -0.11 ± 0.02     | 2.29 ± 0.13 | 0.05 ± 0.02       | 14.25 ± 0.08 |
| 7    | 10.58 ± 0.16 | 0.26 ± 0.02      | 7.31 ± 0.16 | 0.17 ± 0.02       | -18.95 ± 0.09|
| 8a   | -16.51 ± 0.11| -0.42 ± 0.01     | -6.77 ± 0.11| -0.37 ± 0.01      | -0.23 ± 0.07 |
| 8b   | 2.19 ± 0.11  | 0.05 ± 0.01      | 0.60 ± 0.11 | -0.04 ± 0.01      | 4.41 ± 0.06  |
| 9a   | 0.23 ± 0.09  | 0.02 ± 0.01      | 3.22 ± 0.09 | 0.05 ± 0.01       | -0.02 ± 0.05 |
| 9b   | -0.88 ± 0.09 | -0.02 ± 0.01     | -2.59 ± 0.09| -0.10 ± 0.01      | -1.09 ± 0.05 |
Figure B.1: Slug-averaged helicity-correlated differences in horizontal position (top) and angle (bottom) at the target color-labeled by half-wave plate state. The errors shown are derived from monitor difference RMS widths and reflect beam motion not measurement precision.
Figure B.2: Slug-averaged helicity-correlated differences in vertical position (top) and angle (bottom) at the target color-labeled by half-wave plate state. The errors shown are derived from monitor difference RMS widths and reflect beam motion not measurement precision.
Figure B.3: Slug-averaged helicity-correlated differences in horizontal position at BPM3c12X (top) and Qweak energy variable (bottom) color-labeled by half-wave plate state. The errors shown are derived from monitor difference RMS widths and reflect beam motion not measurement precision.
Figure B.4: Wien-averaged helicity-correlated differences in horizontal position (top) and angle (bottom) at the target color-labeled by half-wave plate state. The average of the In and Out IWHP states is shown in black. The errors shown are derived from monitor difference RMS widths and reflect beam motion not measurement precision. For measurement precision estimates see Table B.2.
Figure B.5: Wien-averaged helicity-correlated differences in vertical position (top) and angle (bottom) at the target color-labeled by half-wave plate state. The average of the In and Out IWHP states is shown in black. The errors shown are derived from monitor difference RMS widths and reflect beam motion not measurement precision. For measurement precision estimates see Table B.2.
Figure B.6: Wien-averaged helicity-correlated differences in horizontal position at BPM3c12X (top) and Qweak energy variable (bottom) color-labeled by half-wave plate state. The average of the In and Out IWHP states is shown in black. The errors shown are derived from monitor difference RMS widths and reflect beam motion not measurement precision. For measurement precision estimates see Table B.2.
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Effect of FFB Stability on Modulation Analysis

The stability of the FFB response was investigated by dividing up the modulation periods into smaller equal-time slices. The idea was to see if the response when modulation first turned was different than its steady-state response, if such a thing as a steady-state response even existed. The 4-second modulation periods were divided into thirds and a complete analysis done on each to find correction slopes. The first 1.33 seconds of data are termed “tertile 1”, the second “tertile 2” and so on.

First and most important, is the stability of the final detector to monitor correction slopes. That is, are variations in the slopes between tertiles that are obviously non-statistical? Figure C.1 shows the difference in the MDallbars correction slopes to the five monitors chosen for the correction. These plots show the average difference for each slug with error bars formed from the standard deviation of the slopes in each slug divided by the square root of the number of slopes in the average. Shown on the inset in each plot is an estimate the size of the slopes for that variable. It would appear from these plots that there is no significant difference in the slopes from the two tertiles. The pull distributions shown in Figure C.2 show the same data where each slug data point is normalized to its error bar. If the differences
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between the tertiles is completely statistical the “pull” distributions should have a mean of 0 and a standard deviation of 1. The Gaussian functions shown in red overlaying the data are the standard normal distribution multiplied by a single scale parameter which is allowed to vary in the fit. The probability for each of these plots being explained by purely statistical fluctuations is high. In fact, perhaps the probability is too high, indicating that RMS/√n overestimates the error.

Figures C.3 to C.7 show the differences in the fit coefficients (sine and cosine fit amplitudes) between various tertiles, scaled by the total amplitude of the response for scale. “Sine” refers to the responses that are in phase with the modulation driving signal and “Cosine” to the responses that are π/2 out of phase with the driving signal. The figure show a percent change in monitor and detector responses between tertiles. For example, the percent change in the in-phase response of “targetX” between tertiles 1 and 3 is given as

$$\frac{\Delta X_{\sin}}{|X|} \times 100\% = 100\% \times \frac{(X_{\sin}^{(T1)} - X_{\sin}^{(T3)})}{\sqrt{(X_{\sin}^{(T1)} + X_{\sin}^{(T3)})^2 + (X_{\cos}^{(T1)} + X_{\cos}^{(T3)})^2}}, \quad (C.1)$$

where, for example $X_{\sin}^{(T1)}$ is the sine response amplitude of targetX to a given type of modulation.

The results shown in figures C.3 to C.7 suggest that for the most part, the FFB response as seen by the monitors is fairly stable over the modulation cycle time. When examining these plots it is helpful to remember that monitors less sensitive to a given modulation type may see larger percent changes but much smaller absolute changes. For example, we would expect targetX, targetXSlope and bpm3c12X to be most sensitive to X1 modulation with targetY and targetYSlope only marginally sensitive. Looking at the plots we can see percent level changes in targetX, targetXSlope and bpm3c12X during X1 modulation. While targetY and targetYSlope see changes at the 10’s of percent level during X1 modulation, the means of the distributions appear to be consistent with 0. Although one can
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(Figure C.1: Change in MDallbars correction slopes between tertiles 1 and 3. Each point represents the average for a given slug of data and the error bar is $\sigma/\sqrt{N}$. The “pull plot” distributions shown in Figure C.2 show that these differences are consistent with what is expected from statistics.

Point to seemingly large outliers where shifts of order 100% occur, these outliers never occur in a monitor expected to have a large response to a given modulation type. These observations lead to the following conclusions:

- The monitors that are expected to be sensitive to a given type of modulation appear to have a relatively stable response at the few percent level when
different “slices” of the modulation cycles are compared.

- Monitors not expected to be sensitive to a given type of modulation do not show large (greater than a few percent) systematic shifts in response when different “slices” of the modulation cycles are compared.

Figure C.2: Pull distribution plots for difference in MDallbars to monitor correction slopes between tertiles 1 and 3. The histograms are the slug averages divided by their standard error. Pure statistical distributions (shown in red) are expected to have zero mean and unit standard deviation. The p-value of the fit of the distributions to the data indicate that the data are consistent with purely statistical deviations.
The largest shifts occur during energy modulation when the FFB system is paused. Shifts during this time must be attributed to instability in the energy response, not to FFB. It is conceivable that some unknown feedback system such as MOMOD remains active during energy modulation and creates the energy instability.

Figures C.8 to C.17 show similar small variations between tertile 1 and tertile 3 in the main detector responses.

It may be observed, however, that the stability observed in the slopes appears to be greater than that in the monitor and detector coefficients. In fact, they appear to be consistent with statistics. How is the stability of the detector to monitor correction slopes to be understood in the light of the larger instability of the monitor and detector coefficients? Although stability is desired because any noise will increase the uncertainty, perfect stability is not critical to the modulation analysis procedure. In the end, the periodic modulation is only used to determine a relationship between the detectors and monitors and all that is necessary is that there be a well-determined average response of both monitors and detectors over the cycles. It is useful to remember that this whole analysis assumes that the detectors and monitors are linear and only removes the linear response. Beyond that there is no condition on the stability of the driving system built into Equations 4.11 or 4.13. The basic conditions for success of the modulation analysis method are:

- Modulation must span space of beam distortion modes:
  The 5 main “distortion” modes are thought to be horizontal and vertical motion, horizontal and vertical angle and energy. The beam must be driven in such a way that all 5 parameters are modulated.

- Monitor set must also span this beam distortion space:
  The combined set of monitors must have a collective sensitivity to the full phase space in which the beam is driven by the modulation coils. We must have monitors that are sensitive to the five main beam parameters.
• A calibration signal precisely proportional to and in phase with the coil driv-
ing signal must be available:
Unlike linear regression, monitor and detector responses are not directly com-
pared. Instead the response of each is found relative to the calibration signal.
For the Qweak modulation system, a sinusoidal signal sent to the coils (both
air coil magnets and the RF cavity) was used to drive beam motion. The
physical calibration signal came in the form of a sawtooth wave synchronous
with the drive signal to the coils. The sawtooth wave was then translated
into a modulation phase and our actual calibration signal was the sine and
cosine of this phase. Without this information about the drive signal, the
only possible correction for trajectory related false asymmetries would be
linear regression.

• The response to the motion must be well-determined in both the monitors
and detectors. This is not the same as saying it must non-zero.

An unstable response amplitude will create greater uncertainty in the determina-
tion of correction slopes, but it will not in general bias the results unless there
exists some instability that is somehow coherent with the driving signal. Since
the detectors and the monitors used to correct them both respond to the same
unstable behavior, the slopes should be the same within error for both a stable
response and a slowly changing response amplitude and this is consistent with our
observations.
Figure C.3: Percent change in targetX response between data tertiles. See Equation C.1 for an explanation of the percent change shown.
Figure C.4: Percent change in targetXSlope response between data tertiles. See Equation C.1 for an explanation of the percent change shown.
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#### Figure C.5
Percent change in targetY response between data tertiles. See Equation C.1 for an explanation of the percent change shown.
Figure C.6: Percent change in targetYslope response between data tertiles. See Equation C.1 for an explanation of the percent change shown.
Figure C.7: Percent change in bpm3c12X response between data tertiles. See Equation C.1 for an explanation of the percent change shown.
Figure C.8: Percent change in the in-phase (sine) main detector response between data tertiles 1 and 3 during X1-modulation (coil 0). See Equation C.1 for an explanation of the percent change shown.
Figure C.9: Percent change in the in-phase (sine) main detector response between data tertiles 1 and 3 during Y1-modulation (coil 1). See Equation C.1 for an explanation of the percent change shown.
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Figure C.10: Percent change in the in-phase (sine) main detector response between data tertiles 1 and 3 during energy modulation (coil 2). See Equation C.1 for an explanation of the percent change shown.
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#### Figure C.11:

Percent change in the in-phase (sine) main detector response between data tertiles 1 and 3 during X2-modulation (coil 3). See Equation C.1 for an explanation of the percent change shown.
Figure C.12: Percent change in the in-phase (sine) main detector response between data tertiles 1 and 3 during Y2-modulation (coil 4). See Equation C.1 for an explanation of the percent change shown.
Figure C.13: Percent change in the out-of-phase (cosine) main detector response between data tertiles 1 and 3 during X1-modulation (coil 5). See Equation C.1 for an explanation of the percent change shown.
Figure C.14: Percent change in the out-of-phase (cosine) main detector response between data tertiles 1 and 3 during Y1-modulation (coil 6). See Equation C.1 for an explanation of the percent change shown.
Figure C.15: Percent change in the out-of-phase (cosine) main detector response between data tertiles 1 and 3 during energy modulation (coil 7). See Equation C.1 for an explanation of the percent change shown.
Figure C.16: Percent change in the out-of-phase (cosine) main detector response between data tertiles 1 and 3 during X2-modulation (coil 8). See Equation C.1 for an explanation of the percent change shown.
Figure C.17: Percent change in the out-of-phase (cosine) main detector response between data tertiles 1 and 3 during Y2-modulation (coil 9). See Equation C.1 for an explanation of the percent change shown.
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Main Detector Monopole and Dipole Responses

Consider the azimuthal arrangement of the main detector bars in Figure D.1. Response patterns on the azimuth, that is, responses as a function of main detector bar azimuthal location can offer clues as to the source or origin of the signal creating the response. For example, the response of the main detector to position
or angle modulation as a function of the octant angle around the azimuth should have an approximately sinusoidal pattern. These sinusoidal patterns are referred to as “dipoles” and in the jargon of Qweak when the maximum response is in the vertical direction (maximum response on bars 3 and 7) it is referred to as a “vertical dipole”. Likewise when the maximum response is in the horizontal direction (maximum response on bars 1 and 5), it is called a “horizontal dipole”. Thus, X-type modulations will create horizontal dipole responses and Y-type modulations are expected to produce vertical dipole responses. Any effect that creates equal responses in all detector bars is called a “monopole response”. Shifts in energy and charge are candidates for monopole responses.

Examples of dipole and monopole responses to the various types of X and Y modulation before and after correction using the full 10-Coil analysis can be seen in figures 5.18 and 5.19. In these plots the dipoles are given as the amplitude of the sinusoid and the monopole as the center or offset of the sinusoid. A few observations can be made from the plots.

1. As expected, obvious horizontal and vertical dipole responses can be observed for X-type and Y-type modulations respectively. In both cases, these large dipoles are removed after correction suggesting that the modulation analysis is very good at removing the geometric responses.
2. The failure mode of the beam modulation analysis affects all the main detectors equally i.e. the residuals are monopole. For some coils there are significant monopole residual sensitivities whereas the dipole sensitivities are consistent with zero.
3. With only a couple of exceptions – Coil 3 (in-phase X-2 modulation) during Run 1 and Coil 4 (in-phase Y-2 modulation) – the monopole responses are smaller after correction than before the correction.
4. The residual monopole responses are largest for the X-type coils and appear to be insignificant for Y-type coils averaged over Runs 1 and 2.
Figures D.6 and D.7 show the responses of the main detector bars to energy modulation. The relatively large horizontal dipole response of energy can be partially explained by the mixing of horizontal position and angle with energy. Although the optics of the beamline are supposed to minimize dispersion at the target, a predominantly horizontal sensitivity to energy shifts remains. The modulation correction does an especially good job of removing the dipole and monopole in-phase responses of the main detector bars to energy.

A similar set of plots are shown for the “Omit 0,5” modulation analysis in figures D.8 – D.13. Although the previous observations largely remain true for this analysis one significant difference is apparent. Omitting coils 0 and 5 shrinks the monopole responses in the other two X-coils (3 and 8) to be consistent with 0 while enlarging the monopole response in the omitted coils 0 and 5. However, even for coils omitted from the analysis, the residual dipole response is consistent with zero.

A final set of plots in Figure D.14 illustrates the characteristic of the failure for the modulation scheme “Omit 3,8” considered unreliable due to the large residual correlations it produces between the main detector and monitors over long timescales (see table 5.10). There is a very large monopole detector sensitivity to coil 3 after correction. Even though coils 3 and 8 are not included in this scheme, dipole responses to these coils are still consistent with zero.
Figure D.2: Responses of individual main detector bars averaged over Run 1 to X-type modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.3: Responses of individual main detector bars averaged over Run 1 to Y-type modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.4: Responses of individual main detector bars averaged over Run 2 to X-type modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.5: Responses of individual main detector bars averaged over Run 2 to Y-type modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.6: Responses of individual main detector bars averaged over Run 1 to energy modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
### Appendix D: Detector Dipole and Monopole

#### MD Response Amplitude (ppm)

| Run 2 Main Detector Response to Coil 2 (In-Phase Response to E-mod) |
|---------------------------------------------------------------|
| 10-Coil Corrected | Raw | 10-Coil Corrected | Raw |
| 
| MD Bar | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | MD Response Amplitude (ppm) | 0 | 200 | 400 | 600 | 800 |
| 
| $\chi^2 / \text{ndf}$ | 7.027 / 5 | $\chi^2 / \text{ndf}$ | 1.701 / 5 |
| $\text{Prob}$ | 0.2187 | $\text{Prob}$ | 0.8888 |
| Monopole | $-4.693 \pm 0.0666$ | Monopole | $-1.76 \pm 0.2304$ |
| Dipole | $-0.2065 \pm 0.0977$ | Dipole | $-0.1569 \pm 0.3271$ |
| Phase(deg) | $-0.4289 \pm 0.5954$ | Phase(deg) | $2.735 \pm 2.634$ |

#### Run 2 Main Detector Response to Coil 7 (Out-of-Phase Response to E-mod)

| 10-Coil Corrected | Raw | 10-Coil Corrected | Raw |
| MD Bar | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | MD Response Amplitude (ppm) | 0 | 200 | 400 | 600 | 800 |
| 
| $\chi^2 / \text{ndf}$ | $124.9 / 5$ | $\chi^2 / \text{ndf}$ | $1.701 / 5$ |
| $\text{Prob}$ | 0.8888 | $\text{Prob}$ | 0.8888 |
| Monopole | $0.2314 \pm 34.32$ | Monopole | $0.2304 \pm 1.78$ |
| Dipole | $0.3128 \pm 1.565$ | Dipole | $0.3271 \pm 0.1569$ |
| Phase(deg) | $0.2641 \pm 6.325$ | Phase(deg) | $2.634 \pm 2.735$ |

---

**Figure D.7:** Responses of individual main detector bars averaged over Run 2 to energy modulation coils before correction and after correction using a full 10-Coil analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.8: Responses of individual main detector bars averaged over Run 1 to X-type modulation coils before correction and after correction using the “Omit 0.5” analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.9: Responses of individual main detector bars averaged over Run 1 to Y-type modulation coils before correction and after correction using the “Omit 0.5” analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.10: Responses of individual main detector bars averaged over Run 2 to X-type modulation coils before correction and after correction using the “Omit 0.5” analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.11: Responses of individual main detector bars averaged over Run 2 to Y-type modulation coils before correction and after correction using the “Omit 0.5” analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.12: Responses of individual main detector bars averaged over Run 1 to energy modulation coils before correction and after correction using the “Omit 0.5” analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Figure D.13: Responses of individual main detector bars averaged over Run 2 to energy modulation coils before correction and after correction using the “Omit 0,5” analysis. The dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Responses of individual main detector bars averaged over Run 2 to X-type modulation coils before correction and after correction using the “Omit 3,8” analysis considered unreliable due to large residual correlations it produces between the main detector and the monitors (see table 5.10). Notice the large monopole residual in the dipole response is given by the amplitude of the sinusoid while the monopole is the offset.
Appendix E

Qweak Terminology

This Appendix serves as a reference for the terminology used in the thesis which may be isolated to the Qweak experiment or to parity-violation experiments.

- targetX(Y): electron beam horizontal(vertical) position measured by extrapolating positions from beam position monitors (BPM’s) in the drift region before the target downstream to the target position.

- targetXSlope(YSlope): electron beam horizontal angle(vertical angle) relative to the ideal beam axis and measured by finding differences between BPM’s in the drift region before the target.

- BPM3c12X: the X or horizontal measurement of the BPM located in the region of highest dispersion of the electron beam in the arc leading into Hall C. BPM3c12X is highly sensitive to energy shifts and is often referred to as our “energy monitor”.

- qwk_energy: a calculated variable designed to represent true energy shifts in the electron beam. It mainly utilizes BPM3c12X, the BPM most sensitive to energy, but subtracts measured position and angle sensitivities.
• *qwk*_charge: a variable representing the measurement of electron beam current used to normalize the main detector. For Run 1 *qwk*_charge was an average of BCM1 and BCM2. For most of Run 2 it was BCM8.

• BCM#: beam current monitors used to measure beam current in the experimental hall and numbered according to their position on the beam line with BCM1 being the most upstream.

• BPMwxyz: these are beam position monitors which read out electron beam position transverse to the ideal beam trajectory. “w” is a number given to the experimental hall. For BPM’s reading the Hall C beam position w=3. “x” gives a clue as to the location of the monitor. For example “x=c” means the BPM is located in the beam tunnel leading to Hall C whereas “x=h” means it is located in the experimental hall. “y” gives the girder number on which the BPM is located. “z” takes values either “X” or “Y” referring to measurements of horizontal and vertical displacement respectively.

• MPS: stands for “Macro-Pulse Synchronization” and is the timing signal that controls the timing of helicity state changes on the electron beam. In common usage in Qweak it is used to refer to a time of approximately 1 ms in which data for a specific helicity state was taken continuously.

• Quartet: all measurements for Qweak were taken in groups of four distinct consecutive MPS windows called “quartets”. The helicity pattern over a quartet was either ++-- or -++- with the sign of the first chosen pseudo-randomly. This pattern was chosen to cancel slow linear drifts.

• Yield, Difference, Asymmetry: these are the three measurements recorded for all detectors and monitors used in the Qweak experiment. “Yield” refers to the absolute signal integrated over the gated MPS window for any given detector. Yield is normalized to integration time and beam current and has units of V/(µA·s). “Difference” refers to the average difference between yields of opposite helicity states measured over a quartet. Specifically it refers to $\pm (Y_1 + Y_4 - Y_2 - Y_3)/4$, where $Y_i$ refers to the number of the MPS in the
quartet and where “+” refers to the + − − + pattern and “−” refers to the − + + − pattern. “Asymmetry” is the difference normalized to the average yield.

- PMT Average Asymmetry: called “AsymPMTavg” or “AsymMD_PMTavg” where “MD” acknowledges that the average is over the “main detector”. The main detector has eight separated bars and each bar is readout with two PMT’s, one on each end for a total of 16 signals. These signals can be combined different ways. One choice is the equal-weighted average of the asymmetries to obtain an average asymmetry. “PMT Average Asymmetry” is this straight average. Since there is no a priori reason to weight the results of one PMT over others any average yield must apply a weighting factor to equalize signal strengths that naturally exist in the PMT’s before averaging. Thus, there is no such thing as a PMT Average yield or difference since this average would involve weighting the signals.

- MDallbars: Qweak jargon for a particular weighting used to produce an average yield for the main detector PMT’s. The weighting approximately equalizes the natural variation in signal from the PMT’s. This weighted average of yields can then be used to produce MDallbars differences and asymmetries.
Bibliography

[1] D. Androic, D. S. Armstrong, A. Asaturyan, T. Averett, J. Balewski, J. Beaufait, R. S. Beminiwattha, J. Benesch, F. Benmokhtar, J. Birchall, R. D. Carlini, G. D. Cates, J. C. Cornejo, S. Covrig, M. M. Dalton, C. A. Davis, W. Deconinck, J. Diefenbach, J. F. Dowd, J. A. Dunne, D. Dutta, W. S. Duvall, M. Elaasar, W. R. Falk, J. M. Finn, T. Forest, D. Gaskell, M. T. W. Gericke, J. Grames, V. M. Gray, K. Grimm, F. Guo, J. R. Hoskins, K. Johnston, D. Jones, M. Jones, R. Jones, M. Kargiantoulakis, P. M. King, E. Korkmaz, S. Kowalski, J. Leacock, J. Leckey, A. R. Lee, J. H. Lee, L. Lee, S. MacEwan, D. Mack, J. A. Magee, R. Mahurin, J. Mammei, J. W. Martin, M. J. McHugh, D. Meekins, J. Mei, R. Michaels, A. Micherdzinska, A. Mkrtchyan, H. Mkrtchyan, N. Morgan, K. E. Myers, A. Narayan, L. Z. Ndukum, V. Nelyubin, Nuruzzaman, W. T. H. van Oers, A. K. Opper, S. A. Page, J. Pan, K. D. Paschke, S. K. Phillips, M. L. Pitt, M. Poelker, J. F. Rajotte, W. D. Ramsay, J. Roche, B. Sawatzky, T. Seva, M. H. Shabestari, R. Silwal, N. Simicevic, G. R. Smith, P. Solvignon, D. T. Spayde, A. Subedi, R. Subedi, R. Suleiman, V. Tadevosyan, W. A. Tobias, V. Tvaskis, B. Waidyawansa, P. Wang, S. P. Wells, S. A. Wood, S. Yang, R. D. Young, and S. Zhamkochyan. First determination of the weak charge of the proton. Phys. Rev. Lett., 111:141803, Oct 2013. doi: 10.1103/PhysRevLett.111.141803. URL http://link.aps.org/doi/10.1103/PhysRevLett.111.141803.

[2] K. A. Olive et al. Review of Particle Physics. Chin. Phys., C38:090001, 2014. doi: 10.1088/1674-1137/38/9/090001.
[3] C.F. Perdrisat, V. Punjabi, and M. Vanderhaeghen. Nucleon Electromagnetic Form Factors. *Prog.Part.Nucl.Phys.*, 59:694–764, 2007. doi: 10.1016/j.ppnp.2007.05.001.

[4] N. L. Hall, P. G. Blunden, W. Melnitchouk, A. W. Thomas, and R. D. Young. Constrained $\gamma z$ interference corrections to parity-violating electron scattering. *Phys. Rev. D*, 88:013011, Jul 2013. doi: 10.1103/PhysRevD.88.013011. URL http://link.aps.org/doi/10.1103/PhysRevD.88.013011.

[5] Benjamin C. Rislow and Carl E. Carlson. Modification of electromagnetic structure functions for the $\gamma z$-box diagram. *Phys. Rev. D*, 88:013018, Jul 2013. doi: 10.1103/PhysRevD.88.013018. URL http://link.aps.org/doi/10.1103/PhysRevD.88.013018.

[6] Jens Erler and Michael J. Ramsey-Musolf. Weak mixing angle at low energies. *Phys. Rev. D*, 72:073003, Oct 2005. doi: 10.1103/PhysRevD.72.073003. URL http://link.aps.org/doi/10.1103/PhysRevD.72.073003.

[7] Christoph W. Leemann, David R. Douglas, and Geoffrey A. Krafft. The continuous electron beam accelerator facility: CEBAF at the Jefferson Laboratory. *Annual Review of Nuclear and Particle Science*, 51(1):413–450, 2001. doi: 10.1146/annurev.nucl.51.101701.132327. URL http://dx.doi.org/10.1146/annurev.nucl.51.101701.132327.

[8] Greg Smith. The $Q_{weak}$ target performance. In *Il Nuovo Cimento*, pages 159–163, July-August 2012. doi: 10.1393/ncc/i2012-11297-2.

[9] N. Vansteenkiste, P. Vignolo, and A. Aspect. Optical reversibility theorems for polarization: application to remote control of polarization. *J. Opt. Soc. Am. A*, 10(10):2240–2245, Oct 1993. doi: 10.1364/JOSAA.10.002240. URL http://josaa.osa.org/abstract.cfm?URI=josaa-10-10-2240.

[10] M.J. Musolf, T.W. Donnelly, J. Dubach, S.J. Pollock, S. Kowalski, and E.J. Beise. Intermediate-energy semileptonic probes of the hadronic neutral current. *Physics Reports*, 239(1–2):1 – 178, 1994. ISSN 0370-1573.
[11] F. Halzen and A. D. Martin. QUARKS AND LEPTONS: AN INTRODUCTORY COURSE IN MODERN PARTICLE PHYSICS. Wiley, New York, USA, 1984.

[12] T. Allison, M. Anderson, Androić D., D.S. Armstrong, A. Asaturyan, T. Averett, R. Averill, J. Balewski, J. Beaufait, R.S. Beminiwattha, J. Bennesch, F. Benmokhtar, J. Bessuille, J. Birchall, E. Bonnell, J.D. Bowman, P. Brindza, D.B. Brown, R.D. Carlini, G.D. Cates, B. Cavnass, G. Clark, J.C. Cornejo, S. Dusa, S. Covrig, M.M. Dalton, C.A. Davis, D.C. Dean, W. Deconinck, J. Diefenbach, K. Dow, J.F. Dowd, J.A. Dunne, D. Dutta, W.S. Duvall, J.R. Echols, M. Elaasar, W.R. Falk, K.D. Finelli, J.M. Finn, D. Gaskell, M.T.W. Gericke, J. Grames, V.M. Gray, K. Grimm, F. Guo, J. Hansknecht, D.J. Harrison, E. Henderson, J.R. Hoskins, E. Ihloff, K. Johnston, D. Jones, M. Jones, R. Jones, M. Kargiantoulakis, J. Kelsey, N. Khan, P.M. King, E. Korkmaz, S. Kowalski, A. Kubera, J. Leacock, J.P. Leckey, A.R. Lee, J.H. Lee, L. Lee, Y. Liang, S. MacEwan, D. Mack, J.A. Magee, R. Mahurin, J. Mammei, J.W. Martin, A. McCreary, M.H. McDonald, M.J. McHugh, P. Medeiros, D. Meekins, J. Mei, R. Michaels, A. Micherdzinska, A. Mkrtchyan, H. Mkrtchyan, N. Morgan, J. Musson, K.E. Mesick, A. Narayan, L.Z. Ndukum, V. Nelyubin, Nuruzañman, W.T.H. van Oers, A.K. Opper, S.A. Page, J. Pan, K.D. Paschke, S.K. Phillips, M.L. Pitt, M. Poelker, J.F. Rajotte, W.D. Ramsay, W.R. Roberts, J. Roche, P.W. Rose, B. Sawatzky, T. Seva, M.H. Shabestari, R. Silwal, N. Simicevic, G.R. Smith, S. Sobczynski, P. Solvignon, D.T. Spayde, B. Stokes, D.W. Storey, A. Subedi, R. Subedi, R. Suleiman, V. Tadevosyan, W.A. Tobias, V. Tvasakis, E. Urban, B. Waidyawansa, P. Wang, S.P. Wells, S.A. Wood, S. Yang, S. Zhamkochyan, and R.B. Zielinski. The Qweak experimental apparatus. Nuclear Inst. and Methods in Physics Research, A, 781(Complete):105–133, 2015. doi: 10.1016/j.nima.2015.01.023.
[13] John Arrington and Ingo Sick. Precise determination of low-$q$ nucleon electromagnetic form factors and their impact on parity-violating $e$-$p$ elastic scattering. *Phys. Rev. C*, 76:035201, Sep 2007. doi: 10.1103/PhysRevC.76.035201. URL http://link.aps.org/doi/10.1103/PhysRevC.76.035201.

[14] Jianglai Liu, Robert D. McKeown, and Michael J. Ramsey-Musolf. Global analysis of nucleon strange form factors at low $Q^2$. *Phys. Rev. C*, 76:025202, Aug 2007. doi: 10.1103/PhysRevC.76.025202. URL http://link.aps.org/doi/10.1103/PhysRevC.76.025202.

[15] P. A. M. Dirac. The quantum theory of the electron. *Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences*, 117 (778):610–624, 1928. ISSN 0950-1207. doi: 10.1098/rspa.1928.0023.

[16] Steven Weinberg. A model of leptons. *Phys. Rev. Lett.*, 19:1264–1266, Nov 1967. doi: 10.1103/PhysRevLett.19.1264. URL http://link.aps.org/doi/10.1103/PhysRevLett.19.1264.

[17] Abdus Salam and J. C. Ward. Gauge theory of elementary interactions. *Phys. Rev.*, 136:B763–B768, Nov 1964. doi: 10.1103/PhysRev.136.B763. URL http://link.aps.org/doi/10.1103/PhysRev.136.B763.

[18] C. S. Wu, E. Ambler, R. W. Hayward, D. D. Hoppes, and R. P. Hudson. Experimental test of parity conservation in beta decay. *Phys. Rev.*, 105:1413–1415, Feb 1957. doi: 10.1103/PhysRev.105.1413. URL http://link.aps.org/doi/10.1103/PhysRev.105.1413.

[19] Backenstoss et al. Helicity of $\mu^-$ mesons from $\pi$-meson decay. *Phys. Rev. Letters* 6, 6(8):415–416, April, 1961.

[20] K.W. Staley. The evidence for the top quark: Objectivity and bias in collaborative experimentation. pages 36–37, 2004.

[21] L. L. Lewis, J. H. Hollister, D. C. Soreide, E. G. Lindahl, and E. N. Fortson. Upper limit on parity-nonconserving optical rotation in atomic bismuth. *Phys.
[22] P. E. G. Baird, M. W. S. M. Brimicombe, R. G. Hunt, G. J. Roberts, P. G. H. Sandars, and D. N. Stacey. Search for parity-nonconserving optical rotation in atomic bismuth. *Phys. Rev. Lett.*, 39:795–801, Sep 1977. doi: 10.1103/PhysRevLett.39.795. URL http://link.aps.org/doi/10.1103/PhysRevLett.39.795.

[23] Prescott et al. Parity non-conservation in inelastic electron scattering. *Physics Letters*, 77B(3):347–352, August, 1978.

[24] J. C. et al. Bernauer. Electric and magnetic form factors of the proton. *Phys. Rev. C*, 90:015206, Jul 2014. doi: 10.1103/PhysRevC.90.015206. URL http://link.aps.org/doi/10.1103/PhysRevC.90.015206.

[25] Robert Hofstadter. Electron scattering and nuclear structure. *Rev. Mod. Phys.*, 28:214–254, Jul 1956. doi: 10.1103/RevModPhys.28.214. URL http://link.aps.org/doi/10.1103/RevModPhys.28.214.

[26] S. Galster, H. Klein, J. Moritz, K.H. Schmidt, D. Wegener, and J. Bleckwenn. Elastic electron-deuteron scattering and the electric neutron form factor at four-momentum transfers $5fm^{-2} < q^2 < 14fm^{-2}$. *Nuclear Physics B*, 32(1):221–237, 1971. ISSN 0550–3213. doi: http://dx.doi.org/10.1016/0550-3213(71)90068-X. URL http://www.sciencedirect.com/science/article/pii/055032137190068X.

[27] Robert N. Goldhaber and Gerson Goldhaber. *THE EXPERIMENTAL FOUNDATIONS OF PARTICLE PHYSICS*. Cambridge, New York, USA, 1989.

[28] J Arrington, C D Roberts, and J M Zanotti. Nucleon electromagnetic form factors. *Journal of Physics G: Nuclear and Particle Physics*, 34(7):S23, 2007. URL http://stacks.iop.org/0954-3899/34/i=7/a=S03.
[29] J. Erler and M.J. Ramsey-Musolf. Review. *Progress in Particle and Nuclear Physics*, 54(2):351–442, 2005. doi: 10.1016/j.ppnp.2004.08.001.

[30] L. W. MO and Y. S. TSAI. Radiative corrections to elastic and inelastic ep and up scattering. *Rev. Mod. Phys.*, 41:205–235, Jan 1969. doi: 10.1103/RevModPhys.41.205. URL http://link.aps.org/doi/10.1103/RevModPhys.41.205.

[31] Yung-Su TSAI. Radiative corrections to electron scatterings. Jan 1971.

[32] Colleen Ellis. *Measurement of the Strange Quark Contribution to Nucleon Structure through Parity-Violating Electron Scattering*. PhD thesis, University of Maryland, 2010.

[33] Jens Erler, Andriy Kurylov, and Michael J. Ramsey-Musolf. Weak charge of the proton and new physics. *Phys. Rev. D*, 68:016006, Jul 2003. doi: 10.1103/PhysRevD.68.016006. URL http://link.aps.org/doi/10.1103/PhysRevD.68.016006.

[34] A. Sibirtsev, P. G. Blunden, W. Melnitchouk, and A. W. Thomas. $\gamma z$ corrections to forward-angle parity-violating ep scattering. *Phys. Rev. D*, 82:013011, Jul 2010. doi: 10.1103/PhysRevD.82.013011. URL http://link.aps.org/doi/10.1103/PhysRevD.82.013011.

[35] Benjamin C. Rislow and Carl E. Carlson. Contributions from $\gamma z$ box diagrams to parity violating elastic e-p scattering. *Phys. Rev. D*, 83:113007, Jun 2011. doi: 10.1103/PhysRevD.83.113007. URL http://link.aps.org/doi/10.1103/PhysRevD.83.113007.

[36] Mikhail Gorchtein, C. J. Horowitz, and Michael J. Ramsey-Musolf. Model dependence of the $\gamma z$ dispersion correction to the parity-violating asymmetry in elastic ep scattering. *Phys. Rev. C*, 84:015502, Jul 2011. doi: 10.1103/PhysRevC.84.015502. URL http://link.aps.org/doi/10.1103/PhysRevC.84.015502.
[37] P. G. Blunden, W. Melnitchouk, and A. W. Thomas. New formulation of $\gamma_z$ box corrections to the weak charge of the proton. *Phys. Rev. Lett.*, 107:081801, Aug 2011. doi: 10.1103/PhysRevLett.107.081801. URL http://link.aps.org/doi/10.1103/PhysRevLett.107.081801.

[38] K.G. Chetyrkin, J.H. Kühn, and M. Steinhauser. Corrections of order $O(G_F M^2_F \alpha^2_s)$ to the $\rho$ parameter. *Physics Letters B*, 351(1–3):331 – 338, 1995. ISSN 0370-2693. doi: http://dx.doi.org/10.1016/0370-2693(95)00380-4. URL http://www.sciencedirect.com/science/article/pii/0370269395003804.

[39] D. S. *et al.* Armstrong. The Qweak Experiment: A search for new physics at the TeV scale via a measurement of the proton’s weak charge. Technical report, Jefferson Lab, December 2007. PAC Proposal Update: JLab E02-020.

[40] D. T. Pierce, F. Meier, and P. Zürcher. Negative electron affinity GaAs: A new source of spin-polarized electrons. *Applied Physics Letters*, 26(12):670–672, 1975. doi: http://dx.doi.org/10.1063/1.88030. URL http://scitation.aip.org/content/aip/journal/apl/26/12/10.1063/1.88030.

[41] T. Maruyama, D. A Luh, A. Brachmann, J. E. Clendenin, E. L. Garwin, S. Harvey, J. Jiang, R. E. Kirby, and C. Y. Prescott. Systematic study of polarized electron emission from strained GaAs/GaAsP superlattice photocathodes. *Applied Physics Letters*, 85(13):2640–2642, 2004. doi: http://dx.doi.org/10.1063/1.1795358.

[42] K.D. Paschke. Controlling helicity-correlated beam asymmetries in a polarized electron source. *The European Physical Journal A*, 32(4):549–553, 2007. ISSN 1434-6001. doi: 10.1140/epja/i2006-10442-8. URL http://dx.doi.org/10.1140/epja/i2006-10442-8.

[43] P. A. Adderley, J. Clark, S. Covert, J. Grames, J. Hansknecht, K. Surles-Law, D. Machie, M. Poelker, M. L. Stutzman, and R Suleiman. Photoinjector improvements at cebaf in support of parity violation experiments. In *Il Nuovo*
[44] Emmanouil Kargiantoulakis. PhD thesis, University of Virginia, December Future.

[45] P.A. Adderley, J.F. Benesch, J. Clark, J.M. Grames, J. Hansknecht, et al. Two Wien Filter Spin Flipper. *Conf.Proc.*, C110328:862–864, 2011.

[46] W. Barry. A general analysis of thin wire pickups for high frequency beam position monitors. *Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment*, 301(3):407–416, 1991. ISSN 0168-9002. doi: http://dx.doi.org/10.1016/0168-9002(91)90004-A. URL http://www.sciencedirect.com/science/article/pii/016890029190004A.

[47] Tom Powers, Lawrence Doolittle, Rok Ursic, and Jeffrey Wagner. Design, commissioning and operational results of wide dynamic range bpm switched electrode electronics. *AIP Conference Proceedings*, 390(1):257–265, 1997. doi: http://dx.doi.org/10.1063/1.52284. URL http://scitation.aip.org/content/aip/proceeding/aipcp/10.1063/1.52284.

[48] Geoffrey Krafft. How the linac beam position monitors ”work”. Technical report, 1993. URL https://userweb.jlab.org/~pzhu/papers/bpm/93-004.pdf.

[49] D. Buddhini P. Waidyawansa. *A 3% Measurement of the Beam Normal Single Spin Asymmetry in Forward Angle Proton Scattering Using the Qweak Setup*. PhD thesis, Ohio University, August 2013.

[50] C. Yan, P. Adderley, D. Barker, J. Beaufait, K. Capek, R. Carlini, J. Dahlberg, E. Feldl, K. Jordan, B. Kross, W. Oren, R. Wojcik, and J. VanDyke. Superharp — a wire scanner with absolute position readout for beam energy measurement at {CEBAF}. *Nuclear Instruments and
[51] R. Dickson and V. A. Lebedev. “Fast digital feedback for energy and beam position stabilization”. In Proceedings of 1999 Particle Accelerator Conference, pages 646–648. Inspire-516625, 1999.

[52] J. Denard, A. Saha, and G. Lavessiere. High Accuracy Beam Current Monitor System for CEBAF’s Experimental Hall A. Conf.Proc., C0106181:2326–2328, 2001.

[53] M. Hauger, A. Honegger, J. Jourdan, G. Kubon, T. Petitjean, D. Rohe, I. Sick, G. Warren, H. Wöhrle, J. Zhao, R. Ent, J. Mitchell, D. Crabb, A. Tobias, M. Zeier, and B. Zihlmann. A high-precision polarimeter. Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 462(3):382 – 392, 2001. ISSN 0168-9002. doi: http://dx.doi.org/10.1016/S0168-9002(01)00197-8. URL http://www.sciencedirect.com/science/article/pii/S0168900201001978.

[54] L.G. Levchuk. The intra-atomic motion of bound electrons as a possible source of the systematic error in electron beam polarization measurements by means of a möller polarimeter. Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 345(3):496 – 499, 1994. ISSN 0168-9002. doi: http://dx.doi.org/10.1016/0168-9002(94)90505-3. URL http://www.sciencedirect.com/science/article/pii/0168900294905053.

[55] A. Denner and S. Dittmaier. Complete $\mathcal{O}(\alpha)$ {QED} corrections to polarized compton scattering. Nuclear Physics B, 540(1–2):58 – 86, 1999. ISSN 0550-3213. doi: http://dx.doi.org/10.1016/S0550-3213(98)00767-6. URL http://www.sciencedirect.com/science/article/pii/S0550321398007676.
[56] C.Y. Prescott. SPIN DEPENDENT COMPTON SCATTERING FOR USE IN ANALYZING ELECTRON BEAM POLARIZATIONS. 1973.

[57] H. A. Tolhoek. Electron polarization, theory and experiment. *Rev. Mod. Phys.*, 28:277–298, Jul 1956. doi: 10.1103/RevModPhys.28.277. URL http://link.aps.org/doi/10.1103/RevModPhys.28.277.

[58] Operators Manual VerdiTM V-8/V-10 Diode-Pumped Lasers, August 2005. Part No. 0174-929-00, Rev DB.

[59] Juan Carlos Cornejo. *Compton Scattering Polarimetry for the Determination of the Proton’s Weak Charge Through Measurements of the Parity-Violating Asymmetry of 1H(e,e’p)*. PhD thesis, College of William and Mary, Aug 2015.

[60] Amrendra Narayan. *Determination of electron beam polarization using electron detector in Compton polarimeter with less than 1% statistical and systematic uncertainty*. PhD thesis, Mississippi State University, 2015.

[61] Katherine E. Myers. *The First Determination of the Proton’s Weak Charge Through Parity-Violating Asymmetry Measurements in Elastic e + p and e + Al Scattering*. PhD thesis, The George Washington University, 2012.

[62] P. Wang. Magnetic field simulation and mapping for the $q_{Weak}$ experiment. Master’s thesis, University of Manitoba, 2007. URL http://hdl.handle.net/1993/2454.

[63] John Leacock. *Measuring the Weak Charge of the Proton and the Hadronic Parity Violation of the N → δ Delta Transition*. PhD thesis, Virginia Polytechnic Institute and State University, Oct 2012. URL http://www.osti.gov/scitech/servlets/purl/1057572.

[64] John Leckey. *The First Direct Measurement of the Weak Charge of the Proton*. PhD thesis, College of William and Mary, Jan 2012.

[65] Jerry Hausman. “Mismeasured variables and econometric analysis: Problems from the right and problems from the left”. *Journal of Economic Perspectives*, 15(4):57–67, Fall 2001.
[66] Peng Zang. PhD thesis, Syracuse University, Future.

[67] Nuruzzaman. Beam Normal Single Spin Asymmetry in Forward Angle Inelastic Electron-Proton Scattering using the Q-Weak Apparatus. PhD thesis, Hampton University, December 2014. URL https://misportal.jlab.org/ul/publications/view_pub.cfm?pub_id=13632.

[68] H. Kogelnik and T. Li. Laser beams and resonators. Appl. Opt., 5(10):1550–1567, Oct 1966. doi: 10.1364/AO.5.001550. URL http://ao.osa.org/abstract.cfm?URI=ao-5-10-1550.

[69] Dana Z. Anderson. Alignment of resonant optical cavities. Appl. Opt., 23(17):2944–2949, Sep 1984. doi: 10.1364/AO.23.002944. URL http://ao.osa.org/abstract.cfm?URI=ao-23-17-2944.

[70] Coherent. Wavelength control and locking with sub-mhz precision. Technical report, Coherent Inc. URL "https://www.coherent.com/downloads/WavelengthControlandLockingwithSub-MHzPrecision.pdf#page=4".

[71] Eric D. Black. An introduction to pound–drever–hall laser frequency stabilization. American Journal of Physics, 69(1):79–87, 2001. doi: http://dx.doi.org/10.1119/1.1286663. URL http://scitation.aip.org/content/aapt/journal/ajp/69/1/10.1119/1.1286663.

[72] Digilock 110 Feedback Contrôlyzer Manual, 2009.

[73] R. CLARK JONES. A new calculus for the treatment of optical systems. J. Opt. Soc. Am., 31(7):488–493, Jul 1941. doi: 10.1364/JOSA.31.000488. URL http://www.osapublishing.org/abstract.cfm?URI=josa-31-7-488.

[74] HENRY HURWITZ JR. and R. CLARK JONES. A new calculus for the treatment of optical systems. J. Opt. Soc. Am., 31(7):493–495, Jul 1941. doi: 10.1364/JOSA.31.000493. URL http://www.osapublishing.org/abstract.cfm?URI=josa-31-7-493.
[75] R. CLARK JONES. A new calculus for the treatment of optical systems. *J. Opt. Soc. Am.*, 31(7):500–503, Jul 1941. doi: 10.1364/JOSA.31.000500. URL http://www.osapublishing.org/abstract.cfm?URI=josa-31-7-500.

[76] Peter Asenbaum and Markus Arndt. Cavity stabilization using the weak intrinsic birefringence of dielectric mirrors. *Opt. Lett.*, 36(19):3720–3722, Oct 2011. doi: 10.1364/OL.36.003720. URL http://ol.osa.org/abstract.cfm?URI=ol-36-19-3720.

[77] M. Friend, D. Parno, F. Benmokhtar, A. Camsonne, M.M. Dalton, G.B. Franklin, V. Mamyan, R. Michaels, S. Nanda, V. Nelyubin, K. Paschke, B. Quinn, A. Rakhman, P. Souder, and A. Tobias. Upgraded photon calorimeter with integrating readout for the hall a compton polarimeter at jefferson lab. *Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment*, 676:96 – 105, 2012. ISSN 0168-9002. doi: http://dx.doi.org/10.1016/j.nima.2012.02.041. URL http://www.sciencedirect.com/science/article/pii/S0168900212002392.

[78] The MOLLER Collaboration. The MOLLER Experiment: An Ultra-Precise Measurement of the Weak Mixing Angle Using Møller Scattering. 2014.

[79] P. Souder et al. Precision Measurement of Parity-violation in Deep Inelastic Scattering Over a Broad Kinematic Range. *JLab proposal*, 2012.

[80] Michael Wagman and Gerald A. Miller. Charge symmetry breaking and parity violating electron-proton scattering. *Phys. Rev. C*, 89:065206, Jun 2014. doi: 10.1103/PhysRevC.89.065206. URL http://link.aps.org/doi/10.1103/PhysRevC.89.065206.

[81] Z. Ahmed, K. Allada, K. A. Aniol, D. S. Armstrong, J. Arrington, P. Baturin, V. Bellini, J. Benesch, R. Beminiwattha, F. Benmokhtar, M. Canan, A. Camsonne, G. D. Cates, J.-P. Chen, E. Chudakov, E. Cisbani, M. M. Dalton, C. W. de Jager, R. De Leo, W. Deconinck, P. Decowski, X. Deng,
A. Deur, C. Dutta, G. B. Franklin, M. Friend, S. Frullani, F. Garibaldi, A. Giusa, A. Glamazdin, S. Golge, K. Grimm, O. Hansen, D. W. Higinbotham, R. Holmes, T. Holmstrom, J. Huang, M. Huang, C. E. Hyde, C. M. Jen, G. Jin, D. Jones, H. Kang, P. King, S. Kowalski, K. S. Kumar, J. H. Lee, J. J. LeRose, N. Liyanage, E. Long, D. McNulty, D. Margaziotis, F. Meddi, D. G. Meekins, L. Mercado, Z.-E. Meziani, R. Michaels, C. Muñoz Camacho, M. Mihovilovic, N. Muangma, K. E. Myers, S. Nanda, A. Narayan, V. Nelyubin, Nuruzzaman, Y. Oh, K. Pan, D. Parno, K. D. Paschke, S. K. Phillips, X. Qian, Y. Qiang, B. Quinn, A. Rakhman, P. E. Reimer, K. Rider, S. Riordan, J. Roche, J. Rubin, G. Russo, K. Saenboonruang, A. Saha, B. Sawatzky, R. Silwal, S. Sirca, P. A. Souder, M. Sperduto, R. Subedi, R. Suleiman, V. Sulkosky, C. M. Sutera, W. A. Tobias, G. M. Urciuoli, B. Waidyawansa, D. Wang, J. Wexler, R. Wilson, B. Wojtsekhowski, X. Zhan, X. Yan, H. Yao, L. Ye, B. Zhao, and X. Zheng. New precision limit on the strange vector form factors of the proton. *Phys. Rev. Lett.*, 108:102001, Mar 2012. doi: 10.1103/PhysRevLett.108.102001. URL [http://link.aps.org/doi/10.1103/PhysRevLett.108.102001](http://link.aps.org/doi/10.1103/PhysRevLett.108.102001).

[82] Jeremy Green, Stefan Meinel, Michael Engelhardt, Stefan Krieg, Jesse Laeuchli, John Negele, Kostas Orginos, Andrew Pochinsky, and Sergey Syritsyn. High-precision calculation of the strange nucleon electromagnetic form factors. *Phys. Rev. D*, 92:031501, Aug 2015. doi: 10.1103/PhysRevD.92.031501. URL [http://link.aps.org/doi/10.1103/PhysRevD.92.031501](http://link.aps.org/doi/10.1103/PhysRevD.92.031501).

[83] J. Friedrich and Th. Walcher. A coherent interpretation of the form factors of the nucleon in terms of a pion cloud and constituent quarks. *The European Physical Journal A - Hadrons and Nuclei*, 17(4):607–623, 2003. ISSN 1434-6001. doi: 10.1140/epja/i2003-10025-3. URL [http://dx.doi.org/10.1140/epja/i2003-10025-3](http://dx.doi.org/10.1140/epja/i2003-10025-3).

[84] J. J. Kelly. Simple parametrization of nucleon form factors. *Phys. Rev. C*, 70:068202, Dec 2004. doi: 10.1103/PhysRevC.70.068202. URL [http://link.aps.org/doi/10.1103/PhysRevC.70.068202](http://link.aps.org/doi/10.1103/PhysRevC.70.068202).
[85] Siddharth Venkat, John Arrington, Gerald A. Miller, and Xiaohui Zhan. Realistic Transverse Images of the Proton Charge and Magnetic Densities. *Phys. Rev.*, C83:015203, 2011. doi: 10.1103/PhysRevC.83.015203.

[86] L. Koester, W. Waschkowski, L. V. Mitsyna, G. S. Samosvat, P. Prokofjevs, and J. Tambergs. Neutron-electron scattering length and electric polarizability of the neutron derived from cross sections of bismuth and of lead and its isotopes. *Phys. Rev. C*, 51:3363–3371, Jun 1995. doi: 10.1103/PhysRevC.51.3363. URL http://link.aps.org/doi/10.1103/PhysRevC.51.3363.

[87] B.W. Filippone and Xiangdong Ji. The spin structure of the nucleon. In J.W. Negele and E.W. Vogt, editors, *Advances in Nuclear Physics*, volume 26 of *Advances in the Physics of Particles and Nuclei*, pages 1–88. Springer US, 2001. ISBN 978-1-4757-0569-0. doi: 10.1007/0-306-47915-X_1. URL http://dx.doi.org/10.1007/0-306-47915-X_1.

[88] Philip R. Bevington and D. Keith Robinson. *Data Reduction and Error Analysis for the Physical Sciences*. McGraw-Hill, 3rd edition, July, 2002.