Evaluation of different rectangular scan strategies for STEM imaging
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Abstract

STEM imaging is typically performed by raster scanning a focused electron probe over a sample. Here we investigate and compare three different scan patterns, making use of a programmable scan engine that allows to arbitrarily set the sequence of probe positions that are consecutively visited on the sample. We compare the typical raster scan with a so-called ‘snake’ pattern where the scan direction is reversed after each row and a novel Hilbert scan pattern that changes scan direction rapidly and provides an homogeneous treatment of both scan directions. We experimentally evaluate the imaging performance on a single crystal test sample by varying dwell time and evaluating behaviour with respect to sample drift. We demonstrate the ability of the Hilbert scan pattern to more faithfully represent the high frequency content of the image in the presence of sample drift. It is also shown that Hilbert scanning provides reduced bias when measuring lattice parameters from the obtained scanned images while maintaining similar precision in both scan directions which is especially important when e.g. performing strain analysis. Compared to raster scanning with flyback correction, both snake and Hilbert scanning benefit from dose reduction as only small probe movement steps occur.
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1. Introduction

Scanning transmission electron microscopes (STEMs) equipped with spherical aberration correctors are well-known for their ability to obtain images with atomic scale information [1,2]. In a STEM, multiple signals such as incoherent annular dark field, coherent bright field, analytical, etc., can be acquired simultaneously while scanning a focused electron probe consecutively across the sample. Along with the development of aberration correctors, improvements in the microscope environment (vibration damping, precise air conditioning and water cooling systems, acoustic and electromagnetic shielding, etc.) have also been key to achieve sub-Ångstrom resolution. Because of the inherent serial nature of the scanning, external and internal factors creating probe and sample instabilities can have a detrimental effect on the image quality. Currently, such factors cannot be completely countered and environmental disturbances can create unwanted imaging artefacts in even the most advanced STEM instruments [3,4,5]. As in many other scanning probe microscopy (SPM) techniques, the conventional scanning path adopted for STEM imaging is raster scanning. Here the probe is deflected from left to right in horizontal lines, and then shifting the probe position vertically for the next line. The measured signals are digitized and represented as 2D arrays of pixels in quasi real-time. Intrinsically, this common scan strategy is prone to image distortions due to the following reasons.

The probe is scanned faster in the horizontal direction compared to the vertical direction, resulting in an unequal treatment of the x and y directions in the image. When the probe reaches the end of one line it is deflected back to the beginning of the next line in the so-called ‘flyback’ motion. The finite time response of the scan coil system can lead to a deviation between the actual and the targeted position of the probe during this flyback. This results in a deformation of the first few pixels of a new scan line until a constant probe velocity is reached. This effect is typically alleviated by adding a time delay (flyback time) at the beginning of each line. Typical flyback delays may vary from 100-2000 μs depending on the details of the microscope and it could be necessary to adjust this according to the acquisition conditions such as magnification and dwell time (note that even with flyback time, distortion of the first few scan positions might be present as constant velocity is still building up). Besides
increasing the total acquisition time, this solution has the drawback of injecting electron dose into the flyback position which is not used for imaging if the beam cannot be shuttered during that time. Such increased dose and unequal distribution can lead to issues with beam sensitive samples degrading in ways that are difficult to predict.

When the scan lines are misaligned [6], distortions occur that lowers the accuracy and precision with which parameters can be obtained from images in a quantitative analysis.

On top of these scanning artefacts [6,7,8], sample drift is common and results in an unequal effect on the fast versus the slow scan direction. This leads to distortions in the image, which may be subtle to notice but might prevent crystallographic analysis. These distortions become far more obvious in a diffractogram, calculated by Fourier transforming images which contain periodic lattice features. Such diffractograms then typically show streaks in the vertical (slow scan) direction as well as extra modulation peaks stemming from unwanted periodic modulation of the probe position (e.g. due to stray fields). A skewed lattice image could be representative of the structure or the result of drift, more complex non-linear drift could create curved atomic fringes in the images [9]. In general, the slow scan direction is more prone to this kind of distortions.

A considerable number of theoretical models and algorithms has been proposed to address distortions in images acquired with raster scanning, such as linear drift correction based on a prior knowledge of the crystal structure [7], scanning artifacts and drift correction tackled by non-rigid registration of a series of images [10], and ultimately corrections of scanning instabilities and non-linear drift from only a pair of images acquired with orthogonal scan directions [6,9]. However, in STEM only a modest number of investigations focused on alternative scanning paths to reduce these distortions. Spiral scanning paths were investigated by Sang et al. [11] as a method to acquire images at extremely high speed without the need of flyback delay and with a near single harmonic frequency spectrum of the scan coil drive signals. Different spirals scans were investigated and classified as constant angular velocity and constant linear velocity spirals, but both suffer from non-uniform image quality over the scanned area. In the first case, to keep the angular velocity constant, the sampling density and applied dose on the edges is lower than in the central region. In the second case, to keep the linear velocity constant and the sampling density and applied dose uniform, the beam moves faster in the central region than on the edges possibly creating image distortions as the scan system reacts differently to the changing frequency that is applied. A post-processing step is needed to correct for this distortion.

Another example is given by L. Kovarik et al. [12] for sparse acquisition in STEM. They reduce distortions caused by the finite response time of the scan system by applying a line-hopping scanning procedure where the speed of the probe is constant in the fast scan direction and the beam moves randomly across the slow scan direction.

An alternative scanning method that avoids big flyback jumps and delays, improves on drift induced distortions and requires no post-processing would be attractive. The Hilbert space filling curve [13] has been proposed previously in the field of scanning probe microscopy (SPM) [14] as a rectangular scanning alternative to the raster method. The Hilbert scanning method changes the direction of the scanning every one or two steps, resulting in only small jumps during scanning, eliminating the slow scan direction and making the path more isotropic, while each point is still scanned exactly once as in the raster method. In this paper we will investigate the Hilbert scanning method and compare it to raster scanning in terms of distortions on the shape of atomic columns and in terms of lattice distortions. We will show that both are complementary means to measure image quality depending on the specific research goal. For comparison, a snake scanning method, which changes the scan direction for each scan line [11], eliminating big flyback jumps as well, was also tested.
2. Experimental

Experiments were carried out on a probe aberration corrected FEI TITAN microscope, operated at 300 kV, with 50 pA of beam current and a spatial resolution of approximately 0.8 Å. A reference sample of strain-free SrTiO$_3$ (STO) was prepared by FIB in [001] zone axis orientation.

A custom hardware scan engine [15] was employed to control the scan inputs of the microscope and to acquire the high-angle annular dark-field (HAADF) signal which was progressively displayed in a 2D array according to the scanning sequence. The scanning sequence could be freely altered from a hardware look up table in the scan engine. Different scanning patterns were generated with a simple Matlab script that provided a series of x- and y-coordinates ordered in the sequence of scanning.

The three scanning methods employed here are illustrated in Figure 1, and are labeled raster, snake and Hilbert scanning. Blue dots indicate the scanning positions and the black arrows the scanning path. The snake and Hilbert scanning eliminate the need for flyback delays while the pixel size is kept constant for those three cases.
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Figure 1. Different scanning methods. The blue dots indicate the scanning positions and the black arrows the scanning path. (a) Raster scanning, (b) snake scanning and (c) Hilbert scanning of order 2. A Hilbert curve of order n is created recursively by repeating four times the same pattern of order n-1. Only for the raster scanning method a flyback delay was necessary to reduce distortions because of the finite settling time of the probe steering system.

For each dwell time three images, at the same magnification, with a frame size of 1024 × 1024 pixels were acquired using the three scanning methods described above. A series of images were acquired at 2, 4, 7, 8, 9, 10, 12, 15 and 20 μs dwell time, representative of most experimental STEM imaging conditions. The entire experiment was done over the same area of the sample with the Sr sublattice (010) planes oriented close to the fast scan direction and the (100) planes oriented close to the slow scan direction, indicated in Figure 2(a). Only for the raster scanning a flyback delay was necessary. The delay was set to 1 ms, which worked well for all the raster images acquired at different dwell times. This delay added an extra acquisition time per image of approximately 1 second, giving an extra electron dose of approximately $6 \times 10^8 \text{ e}^/-\text{Å}^2$ per image (images acquired with the raster method without flyback delay can be found in the Supporting Information Figure s1, distortions on the left side of the images are easy to identify). Moderate random sample drift was observed during the whole duration of the experiment.

3. Results

In Figure 2, experimental images acquired at 15 μs dwell time are shown. Figure 2(a1) was acquired with raster scanning, the diffractogram shows vertical streaks in the slow scan direction (faint extra spots are also visible when using raster scanning at higher dwell time, see Supporting Information Figure s2). The vertical streaks are a manifestation of non-periodic distortions that arise from drift of the sample or scan instabilities that in combination with the periodicity of the line by line scanning
results in modulation streaks in the slow scan direction. The dephasing (shifting) between the individual fast scan lines can be understood as a random shifting of the lines in the image depending on their vertical scan position. Figure 2(b1) was acquired with snake scanning, in addition to the vertical streaks, the diffractogram shows extra spots present on top of the streaks. The extra spots are the result of the distortions induced by the horizontal line shifting which, compared to the raster scanning, is no longer purely random. Indeed, every scan line will have phase continuity at the left or right hand side of the image. More details regarding the origin of the shift are given further. This causes the modulation streaks to have correlation peaks at Nyquist frequency in the slow scan direction. An investigation of the snake scanning method in scanning electron microscopy (SEM) with sub-pixel shift correction of the line shifting by digital image correlation and phase correlation was reported by C. Lenthe William et al [16]. Figure 2(c1) was acquired with Hilbert scanning, the diffractogram shows that vertical streaks are absent and only some extra spots at high frequency are visible in the vertical and horizontal direction. In the Hilbert scanning method, the scanning direction of the probe is changed every few steps, creating a shift between two short scan lines, similar to the snake scanning case. The short scan lines can be oriented in the vertical or horizontal direction, introducing the extra spots in the diffractogram, but now far less obvious compared to the snake scanning case due to the irregular pattern.
Figure 2. Experimental HAADF images acquired at 15 μs dwell time. (a1) Image acquired with raster scanning. Calculated diffractogram in the inset, the vertical streaks, indicated by yellow double arrows, are manifestations of drift or random external influences between scan lines. (a2) Highlighted area in (a1). (b1) Image acquired with snake scanning. Calculated diffractogram in the inset, in addition to the vertical streaks, indicated by yellow double arrows, some extra spots indicated by red single arrows are visible forming a replica of the central frequencies at Nyquist. The extra spots are the result of the periodic distortions between scan lines with periodicity of 2 pixels. (b2) Highlighted area in (b1). (c1) Image acquired with Hilbert scanning. Calculated diffractogram in the inset, non-vertical streaks are visible. Weak extra spots in the horizontal and vertical direction are indicated by the red single arrows. The extra spots are the result of the inversion of the scanning direction after a short number of steps, creating a shift between two short horizontal or vertical scan lines, similar to the snake scanning case. (c2) Highlighted area in (c1).

Distortions along the slow scan direction are easily identified as torn atomic columns in the image acquired with the snake scanning, seen in the enlarged image in Figure 2(b2). Those distortions are less noticeable in the images acquired with the raster and Hilbert scanning, in that specific order, see enlarged images in Figures 2(a2) and 2(c2), respectively. The observed shifts are caused predominantly by a time delay between the scan generator and the reading of the HAADF signal, the bandwidth limited amplifiers driving the scan coils, the bandwidth limitation in the detector amplifier and to a much lesser extent by bandwidth limitations in the scan generator. This was verified by feeding the output of the scan generator directly to its input, resulting in negligible time effects in the applied dwell time regime. A delay of less than a dwell time between the output and the input of the scan generator was measured for all the dwell times we employed here.

Any delay or the settling time effect on probe positioning and possibly detector signal is less visible in raster scanning as it simply shifts the whole image (assuming adequate flyback time and avoiding the remaining distortions in the first few pixels of a row). In snake scanning it results in a similar shift but now with reversed direction for odd and even rows, making it more noticeable compared to the raster scanning. In Hilbert scanning, the settling time effect is most critical as the scan direction is regularly changing.

To alleviate this, we model the relation between target scan positions and the actual probe positions which lags in time with a Gaussian impulse response that is given as:

$$h(t) = \exp\left(-\left(t - t_d\right)^2 / \sigma^2\right)$$

With \(t_d\) representing the time delay of the entire setup and \(\sigma\) chosen constant with a value of 1/8 of the corresponding dwell time for numerical reasons. Convolving the x and y scan signals with this impulse response function allows us to estimate the actual probe position from the target positions with sub pixel accuracy, taking into account the effect of the followed path.

We get for the actual positions in x and y as a function of time:

$$x(t) = x_{\text{target}}(t) \ast h(t); \quad y(t) = y_{\text{target}}(t) \ast h(t)$$

where \(\ast\) denotes convolution. We optimised \(t_d\) in order to minimize the undesired reflections in the diffractogram for each experiment. For the snake scanning case, at dwell times longer than 4 μs, this parameter was less than a dwell time; these values were similar to the values measured feeding the output of the scan generator directly to its input. At 2 and 4 μs dwell time these parameters were approximately 1.4 and 2.5 times a dwell time, respectively, which shows the increasing time lag of scan system and detector when dwell times become shorter. For the Hilbert scanning case, the delays were similar to the scan engine alone for 12, 15 and 20 μs dwell time. For acquisitions faster than 12 μs the delay obtained from our model was approximately between 1.8 to 3 times a dwell time. This was expected as in this case the probe is constantly changing scanning direction and it cannot reach a
constant speed as in the snake scanning case (an image showing the target positions, the scanning path as measured from the scan generator and the model path used to correct the Hilbert image acquired at 15 μs of dwell time can be found in the Supporting Information Figure s3).

We use these estimated probe positions to correct the experimental images by using linear interpolation of the image intensities to the intended rectangular target pixel grid (the calculated diffractograms of the snake and Hilbert images acquired at 15 μs of dwell time and the ones of their corresponding corrected images are shown in the Supporting Information Figure s4. For the snake scanning, most of the extra spots at high frequencies disappeared while the vertical streaks remain. For the Hilbert scanning, most of the extra spots at high frequencies disappeared). This correction treats all methods with exactly the same algorithm and avoids up and downsampling schemes which can alter the frequency content of the image, and make it harder to objectively compare methods due to unintended filtering and smoothing. In the remainder of this paper we will report both corrected and uncorrected datasets for the snake and Hilbert scanning types. It has to be noted that the assumption of this impulse response is likely an oversimplification, but as long as dwell times are not chosen too short the correction is very minor. Moreover, a more accurate modeling of the time response of the scan and detector system would require a detailed system analysis which would anyway be different for different microscope models and vendors and can even depend on magnification, beam current and dwell time settings according to the internal design choices that were made in the microscope hardware.

To compare and quantify the distortions when scanning with the different methods, images were processed with the help of the Atomap software [17]. First distortions in terms of atomic column shape were quantified, followed by a study of observed lattice distortions. For the distortions of the atomic columns shape, 2-D Gaussian functions were fitted to the atomic columns on the Sr sublattice to estimate their positions. More information on how these is calculated can be found in the work reported by M. Nord et al. [17]. The region around the atomic columns were masked and for each of the masked images the center of mass of every row was calculated. The centers of mass were compared to a linear fitting (a curve oriented close to the perpendicular direction of the rows, to account for drift, misalignment, astigmatism, or anything that would cause the atoms to deviate from a circularly symmetric intensity pattern) and the standard deviation from this line was calculated to represent the local distortions in the slow scan direction. The same procedure was applied to the centers of mass of the columns on the masked images to represent the distortions in the fast scan direction. The root-mean-square (RMS) of both the standard deviations in the fast and slow scan direction corresponding to every atomic column, \( \sigma_{RMSx} \) and \( \sigma_{RMSy} \) respectively, were calculated. The same methodology was applied to every image acquired with the different scanning methods at different dwell times. These deviations quantify the high frequency noise content as this noise is commonly measured from lines profiles along lattice planes [7].

The results are plotted in Figure 3, including the results from the uncorrected images acquired with the snake and Hilbert scanning and their corresponding corrected images. As expected scanning with the snake method generates more deviations in the y direction (slow scan direction). The data from the snake corrected images shows a reduction of the distortions in the y direction; however, a reduction of the distortions in the x direction is also present. The Hilbert scanning method, as expected, generates more symmetric deviations in x and y. For acquisitions with dwell time longer than 4 μs, the deviations in the y direction are smaller compared with the raster scanning method. For the uncorrected Hilbert scanning data, compared to raster scanning, a reduction of the deviations in the y direction of up to 21.5% was achieved while the deviations in the x direction are higher with an increase of up to 21%. The lowest deviation produced when scanning with the Hilbert method can be identified as the data point closer to the origin, which was at 10 μs dwell time. In Figure 3 the dotted curves correspond to

\[1\] For the software implementation of this algorithm, see https://atomap.org/quantify_scan_distortions
circles of equal root mean squared total deviation. For the corrected Hilbert scanning data, a significant reduction of the deviations in x and y direction is depicted in the figure showing that time lag correction is very important here. Compared to the raster scanning data, now the deviations in the y direction are smaller for all the dwell times.

The total deviation, calculated as the RMS of $\sigma_{RMS_x}$ and $\sigma_{RMS_y}$, for all the scanning conditions and their corresponding corrections are given in Table 1. For a dwell time longer than 4 μs, the total deviations generated with the Hilbert method (data calculated from the uncorrected images) are comparable to the ones generated with the raster method with the lowest deviation generated at 10 μs dwell time. The total deviation corresponding to the corrected Hilbert data is less than the total deviation calculated for all the other cases. This shows that as far as the image of the atoms is concerned, hilbert scanning provides clear benefits in terms of scan distortions and equal treatment of both scan directions without requiring e.g. a double acquisition with 90 degree rotated scan direction as is often done for raster scanning.

Figure 3. Measured standard deviation of the location of the center of mass of the intensity profile of line scans through the atomic columns in the two perpendicular directions, $\sigma_{RMS_x}$ and $\sigma_{RMS_y}$ for the different scanning methods and dwell times. Dwell times are given in μs and are indicated by the numbers next to each data point. The dotted curves correspond to circles of constant RMS deviation in both x and y: $cte = \sqrt{\sigma_{RMS_x}^2 + \sigma_{RMS_y}^2}$.

Table 1

Combined standard deviation of the center of mass location in the intensity profile of the atomic columns in both x and y direction, obtained with different scanning methods and dwell times for a total of 966 atom columns per image.
Before looking at the quantification of the lattice distortions we focus again on the calculated diffractograms (Fourier transform, FT) of the images as these contain important information about the distortions and offer an intuitive way to describe them. As shown in the calculated FTs of the images acquired with the different scanning methods, insets in Figures 2(a1), 2(b1) and 2(c1), cross like features are identified over the spots that represent the spatial frequencies corresponding to the lattice. Commonly those features are associated with edge effects of the FT. To avoid those effects being mistaken as or associated with scanning distortions, before calculating the FT, a circular window with Gaussian smoothed edges ($\sigma = 10$ pixels) was applied to the images acquired at $15 \mu s$ dwell time. The calculated FTs in Figure 4(a) and Figure 4(b) correspond to the images acquired with the raster and snake scanning method, respectively, after applying a circular window. The horizontal streaks over the spots of the FTs disappeared which was not the case for the vertical streaks. The FT in Figure 4(c) corresponds to the image acquired with the Hilbert scanning method, contrary to the previous two cases, applying a circular window removed both horizontal and vertical streaks around the spots of the FT.

| Dwell time/pixel $\mu s$ | Raster scanning $\sigma_{RMS}$ (pixel) | Snake scanning corrected $\sigma_{RMS}$ (pixel) | Snake scanning corrected $\sigma_{RMS}$ (pixel) | Hilbert scanning corrected $\sigma_{RMS}$ (pixel) | Hilbert scanning corrected $\sigma_{RMS}$ (pixel) |
|--------------------------|-------------------------------------|--------------------------------------------|---------------------------------------------|----------------------------------------------|---------------------------------------------|
| 2                        | 0.176 ± 0.002                      | 0.173 ± 0.002                              | 0.222 ± 0.003                               | 0.160 ± 0.002                               | 0.197 ± 0.002                               |
| 4                        | 0.140 ± 0.001                      | 0.151 ± 0.002                              | 0.151 ± 0.002                               | 0.132 ± 0.001                               | 0.165 ± 0.002                               |
| 7                        | 0.133 ± 0.001                      | 0.129 ± 0.002                              | 0.143 ± 0.002                               | 0.111 ± 0.001                               | 0.131 ± 0.001                               |
| 8                        | 0.134 ± 0.001                      | 0.130 ± 0.002                              | 0.164 ± 0.002                               | 0.120 ± 0.001                               | 0.130 ± 0.001                               |
| 9                        | 0.126 ± 0.001                      | 0.126 ± 0.002                              | 0.161 ± 0.002                               | 0.116 ± 0.001                               | 0.127 ± 0.001                               |
| 10                       | 0.134 ± 0.001                      | 0.126 ± 0.001                              | 0.164 ± 0.002                               | 0.116 ± 0.001                               | 0.118 ± 0.001                               |
| 12                       | 0.127 ± 0.001                      | 0.123 ± 0.001                              | 0.168 ± 0.002                               | 0.111 ± 0.001                               | 0.120 ± 0.001                               |
| 15                       | 0.123 ± 0.001                      | 0.123 ± 0.001                              | 0.176 ± 0.002                               | 0.102 ± 0.001                               | 0.121 ± 0.001                               |
| 20                       | 0.121 ± 0.001                      | 0.115 ± 0.001                              | 0.184 ± 0.002                               | 0.100 ± 0.001                               | 0.128 ± 0.001                               |

Figure 4. (a), (b) and (c), calculated FTs of the images acquired at a dwell time of 15 $\mu s$ with the raster, snake and Hilbert scanning methods, respectively. A circular window with smooth edges was applied to the corresponding images to reduce edge effects in the FT. Spots on the FT of the same images without applying the circular window, shown in the insets of Figures 2(a1), 2(b1) and 2(c1), present cross like features. Note the absence of streaks in the Hilbert case.

Image distortions in the slow scan direction are clearly reduced when using Hilbert scanning, as vertical streaks in the calculated FT were not apparent. However, drift of the sample/stage is still present and results in abrupt discontinuities in the image where regions of the image that were taken with a longer time between them meet. This effect increases with increased dwell time, indicating that indeed this issue is related to slow sample drift rather than settling time issues with the scan system. Figure 5 shows these abrupt changes in images acquired at different dwell times. Indeed, rather than a line modulation as in raster and snake scanning, the modulation due to sample drift is now smeared over the image with approximately equal weight in all directions, leading to a better behaviour when calculating the diffractogram.
Figure 5. Experimental HAADF images. (a1) Image acquired with Hilbert scanning at 7 μs dwell time and (b1) at 20 μs dwell time. (a2) and (b2) are highlighted areas in (a1) and (b1), respectively. Yellow arrows indicate abrupt discontinuities in the images caused by the interplay between sample drift and the scan pattern.

Atomic resolution images contain direct information about strain, which can be very relevant in many material systems [18]. STEM images are however often problematic for this application as the sequential scanning mixes actual strain with artefacts caused by sample drift during the recording time. Strain mapping techniques offers the possibility to quantify these distortions [19, 20, 21, 22], in order to verify the role of the scan strategy for this application we decided to use strain mapping techniques based on real space analysis. We employed the Atomap software to calculate deviations in the interplanar spacing of the Sr sublattice in both scan directions. Because of the orientation of the sample with respect to the raster scanning directions, measuring the interatomic distances of the (010) planes will quantify the distortions generated in the slow scan direction and the interatomic distances of the (100) planes will quantify the distortions generated in the fast scan direction. In Figure 6 the interplanar spacing maps for the images acquired with the raster, snake and Hilbert scanning at 9 μs dwell time are shown. As the shape of the atomic columns does not significantly influence the interplanar spacing of
the sublattices, for the results in Figures 6 we employed the corrected snake and Hilbert images instead of the uncorrected images.

The interplanar spacing maps of the (010) planes calculated from the images acquired with the raster and snake methods, Figure 6(a1) and Figure 6(b1), respectively, show horizontal bands commonly found because of drift leading to distortions in the slow scan direction. For the Hilbert case, the map is more homogeneous, Figure 6(c1). No bands are present in the corresponding maps of the (100) planes.

![Image of Figure 6](image)

Figure 6. Interplanar spacing (010) and (100) of the Sr sublattice calculated from images with 9 μs dwell time and for the three different scanning patterns.

We plot the standard deviation in the interplanar spacing maps, such as the map in Figure 6, as a function of dwell time. The standard deviation of the interplanar spacing maps corresponding to the (010) planes are plotted in Figure 7(a) and the corresponding to the (100) planes are plotted in Figure 7(b). Here the results from the snake and Hilbert uncorrected and corrected images are included. It is not surprising that only slight differences between the results of the uncorrected and corrected data were found as there is not a substantial influence of the high frequencies distortions on the interplanar spacing. It can be seen that scanning with the Hilbert method at high speed acquisitions, 2 μs dwell time, generates more distortions than at slower speeds (these distortions were reduced for the corrected Hilbert images). The calculated FTs of the experimental Hilbert image acquired at 2 μs dwell time reveal extra spots at high frequency and half the Nyquist frequency and some of them are still present in the corrected Hilbert image (the experimental images acquired at 2 μs dwell time and their corresponding calculated FTs can be found in the Supporting Information Figure s5, extra spots in the FTs reveal the distortions at high speed acquisitions). As explained before, the continuous change of the scanning direction prevents the probe to reach a constant speed during the entire scanning path which is not the case for the raster scanning. At longer dwell times, when scanning with the Hilbert method the distortions become approximately constant for both scanning directions, while for the raster and snake methods the distortion first decrease and then keep increasing for the slow scan direction and first decreases and then becomes constant for the fast scan direction. This behaviour can be explained as follows. For very short dwell times, distortions occur due to the finite settling time of the probe on the sample. This occurs in this instrument and at the given magnification up to approximately 2 μs. Increasing the dwell time results in the disappearing of such artefacts, but now slow drift variations come into play that become...
more apparent with higher dwell times. This effect of drift depends strongly on the scan pattern and is low in the fast scan directions for raster and snake scanning, while it is high for the slow scan direction. In Hilbert scanning, there is no slow and fast axis and here the standard deviation is equally distributed in both directions with higher deviations for higher dwell times, to a small degree as expected (Figure 7, (a) and (b)). In Figure 7(c) the RMS of the standard deviations and the mean Sr interplanar spacing for the raster and corrected Hilbert scanning data are shown. The total distortions with the Hilbert method are comparable to the distortions obtained with the raster method.

4. Discussions

Comparing the different scan regimes resulted in a few general observations. When it comes to the local high frequency information in an image, e.g. the shape of the atomic columns, we find that both raster and snake scanning introduce significant anisotropy because of the difference in fast and slow scan directions. This results in the presence of streaks in the diffractograms of the images. These streaks can be understood as a slow modulation affecting the different scan lines, and is caused by sample or probe drift on the sample. This issue can be alleviated with Hilbert scanning which shows a reduced total standard deviation around a localised feature with isotropic behaviour in both directions. This results in a much ‘cleaner’ diffractogram where the streak features are completely absent. In the image however, specific abrupt features appear along lines where pixels that are scanned with large time interval meet.
With regards to strain mapping, the scan pattern has an important effect due to drift leading to distortions in the image. For both raster and snake, this effect is very pronounced in the slow scan direction and for this reason, often two consecutive images are recorded with rotating the fast scan direction over 90 degrees.

For the Hilbert scan, the distortion effect due to drift is also more isotropic while the total precision of the strain measurement depends entirely on the amount of drift and the total acquisition time as long as very short acquisition times are avoided. The total standard deviation caused by drift in terms of strain mapping is however nearly independent of the scan method and one could see this is as an ‘error-budget’ that is more equally distributed over x and y direction for Hilbert scanning as opposed to the two other scan methods.

There are however two important benefits in doing a single Hilbert scan as compared to two orthogonal raster or snake scans.

(i) Single scan is faster and requires a lower dose, which might be essential for beam sensitive samples.

(ii) A single scan containing correct information about x and y strain allows to correctly calculate the relation between both strain directions which is important for e.g. shear strain. This is more difficult for raster scanning as it requires combining low noise x and y strain maps from two different images.

In terms of dose, both snake and Hilbert scanning are preferred as no flyback time is required (unless a fast beam blanker is available in which case the raster scanning will provide the same dose). The distribution of the dose with the Hilbert method is clearly different than with the raster method. The Hilbert method registers small neighbouring areas of the sample in a shorter time than line by line scanning, this could have an influence on beam damage as the dose is distributed faster in smaller areas, further experiments need to be performed on beam sensitive samples to clarify these effects. In the field of selective laser sintering, it was shown that the distribution of temperature in the treated object was more uniform when scanning with a Hilbert method compared to a raster method [23].

The Hilbert space filling curve of order n subdivides a square grid in $4^n$ sub-squares, for this reason only frame sizes with equal dimensions of a power of 2 are feasible but as these are very common dimensions in raster scanning too, this is not an important restriction.

5. Conclusions

An alternative rectangular scanning method was proposed to reduce distortions and flyback delay in STEM. At moderate scanning speeds, the Hilbert scanning method showed comparable image quality and distortions with respect to the conventional raster scanning. No post-processing was required to achieve the results other than implementing an experimentally determined time lag representing the finite response of the system. At these conditions the common vertical scanning distortions in the slow scan direction caused by drift were reduced which is obvious from the shape of sharp features in the images, the diffractograms and when performing real space strain mapping. We showed that for strain mapping the total noise budget remains the same over the different scan strategies, but Hilbert scan distributes this noise budget equally over the scan directions which avoids the need for two consecutive perpendicular scans as is commonly used with raster scanning.

As the method can be implemented on any existing STEM instrument, either by the manufacturer changing the scan engine firmware/hardware or alternatively by the customer adding an external scan engine, it could find rapid uptake in the community.
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Supporting information

Figure S1. Experimental images acquired with the raster method without any flyback delay. Left, image acquired at 1 μs dwell time. Right, image acquired at 4 μs dwell time. There are clear distortions on the left side of the images, which are reduced when the dwell time is increased.
Figure s2. Left, experimental image acquired with the raster method with 10 μs dwell time. Right, its corresponding calculated FT. Vertical streaks are indicated by yellow double arrows, and faint extra spots are indicated by red single arrows.
Figure s3. Target positions, the scanning path as measured from the scan generator and the model used to correct the Hilbert image acquired at 15 μs dwell time.
Figure S4. Left, calculated FT of the images acquired with the snake and Hilbert method at 15 μs dwell time. Right, calculated FT of the corresponding corrected images.
Figure s5. Experimental images acquired with the raster, snake and Hilbert method at 2 μs dwell time and their corresponding calculated FTs.