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1. Introduction and results

The shape and height fluctuations in many 2-d random growth models are expected to be of order $N^{\chi}$, with $\chi = 1/3$, if the mean of the linear size of the shape or the height is of order $N$. See [KS] for a review and [NP] for rigorous bounds on $\chi$ in first-passage percolation.

In this paper we will consider a specific model. It can be given several probabilistic interpretations, as a randomly growing Young diagram, a totally asymmetric one dimensional exclusion process, a certain zero-temperature directed polymer in a random environment or as a kind of first-passage site percolation model. The model has the advantage that we can prove that $\chi = 1/3$ and also compute the asymptotic distribution of the appropriately rescaled random variable. Interestingly, the limit distribution that occurs is the same as that of the scaled largest eigenvalue of an $N \times N$ random matrix from the Gaussian Unitary Ensemble (GUE) in the limit $N \to \infty$. The model in this paper has many similarities with the problem of the distribution of the length of the longest increasing subsequence in a random permutation where the same limiting distribution and $\chi = 1/3$ was found in [BDJ].

To define the model let $w(i, j), (i, j) \in \mathbb{Z}_+^2$, be independent geometrically distributed random variables,

$$\mathbb{P}[w(i, j) = k] = (1 - q)q^k, \quad k \in \mathbb{N},$$

where $0 < q < 1$. Let $\Pi_{M,N}$ be the set of all up/right paths $\pi$ in $\mathbb{Z}_+^2$ from $(1,1)$ to $(M,N)$, i.e. sequences $(i_k, j_k), k = 1, \ldots, M + N - 1$, of sites in $\mathbb{Z}_+^2$ such that $(i_1, j_1) = (1,1), (i_{M+N-1}, j_{M+N-1}) = (M,N)$ and $(i_{k+1}, j_{k+1}) - (i_k, j_k) = (1,0)$ or $(0,1)$. Define the random variable

$$G(M, N) = \max_{\pi \in \Pi_{M,N}} \sum_{(i,j) \in \pi} w(i, j). \quad (1.1)$$

We also define the closely related random variable

$$G^*(M, N) = \max_{\pi \in \Pi_{M,N}} \sum_{(i,j) \in \pi} w^*(i, j),$$

where $w^*(i, j) = w(i, j) + 1$, so that $\mathbb{P}[w^*(i, j) = k] = (1 - q)q^{k-1}$, $k \geq 1$. Clearly,

$$G^*(M, N) = G(M, N) + M + N - 1, \quad (1.2)$$
since all paths have the same length. Using this random variable we can define, for each \( t \geq 0 \), a random subset of the first quadrant by

\[
A(t) = \{(M, N) \in \mathbb{Z}_+^2 ; G^*(M, N) \leq t \} + [-1, 0]^2.
\] (1.3)

From the definition of \( G^*(M, N) \) and the fact that we consider up/right paths it follows that \( A(t) \) has the form

\[
\bigcup_{k=1}^{r} [k-1, k] \times [0, \lambda_k]
\]

for some integers \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_r \geq 1 \), so we can think of \( A(t) \) as a Young diagram \( \lambda = (\lambda_1, \ldots, \lambda_r) \). If we think of \( t \in \mathbb{N} \) as a discrete time variable, \( A(t) \) is a randomly growing Young diagram. Let \( \partial^* A(t) \) be those unit cubes adjacent to \( A(t) \) that can be added to \( A(t) \) so that it is still a Young diagram, i.e. each cube in \( \partial^* A(t) \) must have a cube in \( A(t) \) or \( \mathbb{R}^2 \setminus [0, \infty)^2 \) immediately below and to the left of it. The fact that the \( w^*(i, j) : s \) are independent and geometrically distributed random variables implies that \( A(t+1) \) is obtained by picking each cube in \( \partial^* A(t) \) independently with probability \( p = 1 - q \) and adding those cubes that were picked to \( A(t) \). (Recall that \( \mathbb{P}[w^*(i, j) = k+l | w^*(i, j) \geq k] = \mathbb{P}[w(i, j) = l], l \geq 0 \), the lack of memory property.) The starting configuration is \( A(0) = \emptyset \) and \( \partial^* A(0) = [0, 1]^2 \).

In this model \( G^*(M, N) = k \) means that the box \([M-1, M] \times [N-1, N] \) is added at time \( k \). This growth model has been considered in [JPS].

This randomly growing Young diagram can also, equivalently, be thought of as a certain totally asymmetric exclusion process with discrete time, compare [Ro] or [Li], p. 412. Let \( C(t) = \partial([0, \infty)^2 \setminus A(t)) \) and note that \( C(t) \) consists of vertical and horizontal line segments of length 1. To each vertical line segment we associate a 1 and to each horizontal line segment a 0. If we read the numbers along \( C(t) \), starting at infinity along the y-axis and ending at infinity along the x-axis, we get an infinite sequence \( X(t) = (\ldots, x_{-1}(t), x_0(t), x_1(0), x_2(0), \ldots) \) of 0’s and 1’s, starting with infinitely many 1’s and ending with infinitely many 0’s; we let \( x_0 \) be the last number we have before passing through the line \( x = y \). We can think of \( X(t) \) as a configuration of particles, where \( x_k = 1 \) means that there is a particle at \( k \), whereas \( x_k = 0 \) means that there is no particle at \( k \). The stochastic growth of \( A(t) \) described above corresponds to the following stochastic dynamics of the particle system. At time \( t \) each particle independently moves to the right with probability \( 1 - q \) provided there is no particle immediately to the right of it. Otherwise it does not move. The starting configuration is \( x_k(0) = 1_{(-\infty,0]}(k) \).
In this particle model \( G^*(M, N) = k \) means that the particle initially at position \(- (N - 1)\) has moved \( M \) steps at time \( k \).

Our first result concerns the mean and large deviation properties of \( G(M, N) \).

**Theorem 1.1.** For each \( q \in (0, 1) \) and \( \gamma \geq 1 \),

\[
\lim_{N \to \infty} \frac{1}{N} \mathbb{E}[G([\gamma N], N)] = \frac{(1 + \sqrt{q\gamma})^2}{1 - q} - 1 = \omega(\gamma, q). \quad (1.4)
\]

Also, \( G([\gamma N], N) \) has the following large deviation properties. There are functions \( i(\epsilon) \) and \( \ell(\epsilon) \) (which depend on \( q \) and \( \gamma \)), so that, for any \( \epsilon > 0 \),

\[
\lim_{N \to \infty} \frac{1}{N^2} \log \mathbb{P}[G([\gamma N], N) \leq N(\omega(\gamma, q) - \epsilon)] = -\ell(\epsilon) \quad (1.5)
\]

and

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{P}[G([\gamma N], N) \geq N(\omega(\gamma, q) + \epsilon)] = -i(\epsilon). \quad (1.6)
\]

The functions \( \ell(x) \) and \( i(x) \) are \( > 0 \) if \( x > 0 \).

Note that the existence of the limit (1.4) follows by a subadditivity argument, so it is the explicit form of the constant that is interesting. The large deviation result (1.6) has been obtained in [Se2]. The theorem will be proved in section 2.

The theorem implies that \( \frac{1}{t} A(t) \) has an asymptotic shape \( A_0 \) as \( t \to \infty \), in the sense that given any \( \epsilon > 0 \)

\[
(1 - \epsilon) A_0 \subseteq \frac{1}{t} A(t) \subseteq (1 + \epsilon) A_0
\]

for all sufficiently large \( t \). It follows from the definition of \( A(t) \), (1.3), and theorem 1.1 that

\[
A_0 = \{(x, y) \in [0, \infty)^2 ; y + 2 \sqrt{qxy} + x \leq 1 - q\}.
\]

The boundary of \( A_0 \) consists of two line segments from the origin to \((1 - q, 0)\) and \((0, 1 - q)\) and part of an ellipse that is tangent to the \( x \)- and \( y \)-axes.

We now want to understand the fluctuations of \( A(t) \) around its asymptotic shape \( A_0 \), i.e. the fluctuations of \( G([\gamma N], N) \) around \( N\omega(\gamma, q) \). Before we can formulate the result we need some preliminaries. Let \( \text{Ai}(x) \) be the Airy function defined by

\[
\text{Ai}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i(t+i\alpha)^3/3+i\alpha(t+i\alpha)} dt,
\]
where $s > 0$ is arbitrary. Consider the Airy kernel
\[
A(x, y) = \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x - y},
\]
(1.7)
as an integral kernel on $L^2[s, \infty)$. The Fredholm determinant
\[
F(s) = \det(I - A) \mid_{L^2[s, \infty)} = \sum_{k=0}^\infty \frac{(-1)^k}{k!} \int_{[s, \infty)^k} \det(A(x_i, x_j))_{i,j=1}^k d^k x
\]
(1.8)
is a distribution function. It is the distribution function of the appropriately scaled largest eigenvalue of an $N \times N$ random matrix from the Gaussian Unitary Ensemble (GUE) in the limit $N \to \infty$, the Tracy-Widom distribution, see [TW1]. The distribution function $F(s)$ can also be defined using a certain Painlevé II function,
\[
F(s) = \exp\left[ - \int_s^\infty (x - s) u(x)^2 dx \right],
\]
(1.9)
where $u(x)$ is the unique solution of the Painlevé II equation
\[
\frac{d^2 u}{dx^2} = 2 u^3 + xu,
\]
with the asymptotics $u(x) \sim \text{Ai}(x)$ as $x \to \infty$. The fact that the expressions (1.8) and (1.9) are equal is proved in [TW1].

**Theorem 1.2.** For each $q \in (0, 1)$, $\gamma \geq 1$ and $s \in \mathbb{R}$,
\[
\lim_{N \to \infty} \mathbb{P}\left[ \frac{G[\lfloor \gamma N \rfloor, N] - N\omega(\gamma, q)}{\sigma(\gamma, q) N^{1/3}} \leq s \right] = F(s),
\]
(1.10)
where
\[
\sigma(\gamma, q) = \frac{q^{1/6} \gamma^{-1/6}}{1 - q} (\sqrt{\gamma} + \sqrt{q})^{2/3} (1 + \sqrt{q} \sqrt{\gamma})^{2/3}.
\]
(1.11)

The theorem will be proved in section 3. We have not proved convergence of the moments of the rescaled random variable, see remark 2.5. This theorem should be compared with the result obtained in [BDJ], that if $\ell_N(\sigma)$ is the length of a longest increasing subsequence in a random permutation $\sigma \in S_N$ (all $N!$ permutations have the same probability), then
\[
\lim_{N \to \infty} \mathbb{P}\left[ (\sqrt{N})^{-1/3} (\ell_N(\sigma) - 2\sqrt{N}) \leq s \right] = F(s).
\]
(1.12)
Note that in both cases we have the same exponent $1/3$, the standard deviation is $\sim (\text{mean})^{1/3}$.

The proofs of theorems 1.1 and 1.2 are based on the following result which will be proved in section 2.
Proposition 1.3. For any $M \geq N \geq 1$,

$$\mathbb{P}[G(M, N) \leq t] = \frac{1}{Z_{M,N}} \sum_{h \in \mathbb{N}^N} \prod_{1 \leq i < j \leq N} (h_i - h_j)^2 \prod_{i=1}^{N} \left( h_i + M - N \right) q^{h_i},$$

(1.13)

where $Z_{M,N}$ is the normalization constant (partition function).

This remarkable formula should be compared with the formula for the distribution function for the largest eigenvalue, $\lambda_{\text{max}}$, of an $N \times N$ random matrix from GUE,

$$\mathbb{P}[\lambda_{\text{max}} \leq t] = \frac{1}{Z_N} \int_{(-\infty,t]^N} \prod_{1 \leq i < j \leq N} (x_i - x_j)^2 \prod_{j=1}^{N} e^{-2N x_j^2 d^N x}. \quad (1.14)$$

There is a clear similarity between the two expressions, so we can use the ideas developed to investigate (1.14). Just as the right hand side of (1.14) can be written as a Fredholm determinant, so can the right hand side of (1.13). The kernel for (1.13) is the Meixner kernel,

$$K_{M,N}(x,y) = \frac{\kappa_N}{\kappa_{N-1}} \frac{M_N(x)M_{N-1}(y) - M_{N-1}(x)M_N(y)}{x - y} \left( w^q_K(x) w^q_K(y) \right)^{1/2}, \quad (1.15)$$

where $M_N(x) = \kappa_N x^N + \ldots$ are the normalized orthogonal polynomials with respect to the discrete weight, $K = M - N + 1$,

$$w^q_K(x) = \left( \frac{x + K - 1}{x} \right)^q, \quad x \in \mathbb{N}. \quad (1.16)$$

This Meixner kernel also appears in the recent paper [BO]. The polynomial $M_N(x)$ is a multiple of the classical Meixner polynomials $m^{K,q}_N(x)$. Using the explicit generating function for the Meixner polynomials, see [Ch], the appropriate asymptotics of the kernel (1.15) can be analyzed. This will be done in section 5.

Let $u(i,j), (i,j) \in \mathbb{Z}_+^2$, be independent exponentially distributed random variables with parameter 1. Let $H(M, N)$ be the analogue of $G(M, N)$ for these random variables, i.e.

$$H(M, N) = \max \{ \sum_{(i,j) \in \pi} u(i,j) ; \pi \in \Pi_{M,N} \}. \quad (1.17)$$
We can consider the related stochastically growing Young diagram and totally asymmetric exclusion process just as in the geometric case, where we now have continuous time. This simple exclusion process is exactly the one considered by Rost, [Ro], see also [Li]. In this process \(X(t) = (\eta_k(t))_{k=-\infty}^{\infty} \in \{0,1\}^\mathbb{Z}\) the initial configuration is \(1_{(-\infty,0]}(k)\) and a particle \((\eta_k = 1)\) jumps with exponential rate to the right one step provided there is no particle at \(k+1\) \((\eta_{k+1} = 0)\). By taking the \(q \to 1\) limit in (1.13) we obtain

**Proposition 1.4.** For any \(M \geq N \geq 1, t \geq 0,\)

\[
\mathbb{P}[H(M,N) \leq t] = \frac{1}{Z_{M,N}} \int_{[0,t]^N} \prod_{1 \leq i < j \leq N} (x_i - x_j)^2 \prod_{j=1}^N x_j^{M-N} e^{-x_j} d^N x. \tag{1.18}
\]

**Proof:** If \(X_L\) is geometrically distributed with parameter \(1 - 1/L\), then \(L^{-1}X_L\) converges in distribution to an exponential random variable with parameter 1. Since \(G(M,N)\) is a continuous function of the \(w(i,j)\)'s, proposition 1.3 gives

\[
\mathbb{P}[H(M,N) \leq t] = \lim_{L \to \infty} \frac{1}{Z_{M,N}} \sum_{(*)} \prod_{1 \leq i < j \leq N} (h_i - h_j)^2 \prod_{i=1}^N \left( h_i + M - N \right) \left( h_i + M - N \right) (1 - 1/L)^h_i
\]

\[
= \lim_{L \to \infty} \frac{L^{N^2}}{Z_{M,N}(M-N)!} \sum_{(*)} \prod_{1 \leq i < j \leq N} \frac{h_i - h_j}{L} \prod_{i=1}^N e^{-\frac{h_i}{L} + o(L)} \prod_{k=1}^{M-N} (h_i + k) \frac{M-N}{L}
\]

\[
= \frac{1}{Z_{M,N}'} \int_{[0,t]^N} \prod_{1 \leq i < j \leq N} (x_i - x_j)^2 \prod_{j=1}^N x_j^{M-N} e^{-x_j} d^N x,
\]

where \((*)\) means summation over all \(h \in \mathbb{N}^N\) such that \(\max \{h_i\} \leq [Lt] + N - 1.\)

**Remark 1.5.** The right hand side in (1.18) is the probability that the largest eigenvalue in the Laguerre ensemble is \(\leq t\). It occurs in the following way. Let \(A\) be an \(N \times M\) rectangular matrix \((N \leq M)\) with entries that are complex Gaussian random variables with mean zero and variance 1/2. Then the right hand side in (1.18) is the distribution function for the largest eigenvalue of \(AA^*\), see [Ja].

**Theorem 1.6.** For each \(\gamma \geq 1,\)

\[
\lim_{N \to \infty} \frac{1}{N} \mathbb{E}[H([\gamma N], N)] = (1 + \sqrt{\gamma})^2, \tag{1.19}
\]
and there are functions \(i_*(\epsilon)\) and \(\ell_*(\epsilon)\) (which depend on \(\gamma\)), so that for any \(\epsilon > 0\),

\[
\lim_{N \to \infty} \frac{1}{N^2} \log \mathbb{P}[H([\gamma N], N) \leq N((1 + \sqrt{\gamma})^2 - \epsilon)] = -\ell_*(\epsilon) \tag{1.20}
\]

and

\[
\lim_{N \to \infty} \frac{1}{N} \log \mathbb{P}[H([\gamma N], N) \geq N((1 + \sqrt{\gamma})^2 + \epsilon)] = -i_*(\epsilon). \tag{1.21}
\]

Furthermore, assume that \(a_N = O(N^{1/3})\) as \(N \to \infty\) and pick \(d_N\) so that \(d_N - (1 + 1/\sqrt{\gamma})a_N = o(N^{1/3})\) as \(N \to \infty\). Then, for each \(\gamma \geq 1\),

\[
\lim_{N \to \infty} \mathbb{P}\left[ \frac{H(\gamma N + a_N, N) - (1 + \sqrt{\gamma})^2 N - d_N}{\gamma^{-1/6}(1 + \sqrt{\gamma})^{4/3}N^{1/3}} \leq s \right] = F(s). \tag{1.22}
\]

**Proof:** For the proof of (1.19) to (1.21) see remark 2.3. Write \(c = (1 + \sqrt{\gamma})^2\) and \(\rho = \gamma^{-1/6}(1 + \sqrt{\gamma})^{4/3}\). Then, by proposition 1.4,

\[
\mathbb{P}[H(\gamma N + a_N, N) \leq cN + d_N + \rho N^{1/3}s] = \frac{1}{Z_{\gamma N + a_N, N}} \int_{[0, cN + d_N + \rho N^{1/3}s]^N} \Delta(x)^2 \prod_{j=1}^{N} x_j^{\alpha_j N} e^{-x_j} dN x,
\]

where \(\Delta(x) = \prod_{1 \leq i < j \leq N} (x_j - x_i)\) and \(\alpha_N = (\gamma - 1)N + a_N\). By a standard argument, see [Me], ch. 5, [TW3] or section 3, this equals the Fredholm determinant

\[
\sum_{k=0}^{N} (-1)^k \int_{[s, \infty)^k} \det(\rho N^{1/3} K_N^\alpha(cN + d_N + \rho N^{1/3}\xi_i, cN + d_N + \rho N^{1/3}\xi_j))_{i,j=1}^k \, d^k \xi \tag{1.23}
\]

where

\[
K_N^\alpha(x, y) = \frac{\kappa_N \ell_N^\alpha(x) \ell_N^\alpha(y) - \ell_N^\alpha(y) \ell_N^\alpha(x)}{x - y} \left(x^\alpha e^{-x} y^\alpha e^{-y}\right)^{1/2}.
\]

is the Laguerre kernel. Here,

\[
\ell_n^\alpha(x) = \frac{n!}{(\alpha + n)!} (-1)^n L_n^\alpha(x) = \kappa_n x^n + \ldots
\]

are the normalized associated Laguerre polynomials,

\[
\int_0^\infty \ell_n^\alpha(x) \ell_m^\alpha(x) x^\alpha e^{-x} \, dx = \delta_{nm}.
\]
From asymptotic formulas for these polynomials it follows that
\[ \lim_{N \to \infty} K_N^\alpha (cN + dN + \rho N^{1/3} \xi, cN + dN + \rho N^{1/3} \eta) = A(\xi, \eta). \] (1.24)

This can be proved in the same way as the corresponding results for Meixner polynomials, see sections 3 and 4, by using the integral representation
\[ L_n^\alpha (x) = \frac{e^x}{2\pi i} \int_C \frac{e^{-xz} z^n + \alpha}{(z - 1)^{n+1}} dz, \]
where \( C \) is a circle surrounding \( z = 1 \). Using (1.23), (1.24) and some estimates (compare lemma 3.1) we obtain
\[ \lim_{N \to \infty} P[H(\gamma N + aN, N) \leq cN + dN + \rho N^{1/3} s] \]
\[ = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int_{[s, \infty)} \det(A(\xi_i, \xi_j))^{k}_{i,j=1} d^k \xi = F(s). \]

We will not present all the details since they are similar to the proof of theorem 1.2.

Using this result we can get a fluctuation theorem for Rost’s totally asymmetric simple exclusion process defined above. The random variable \( H(N, M) \) is the first time at which the particle starting at \(-(N - 1)\) has moved exactly \( M \) steps to the right. If we define \( Y(k, t) = \sum_{j > k} \eta_j(t) \) to be the number of particles to the right of \( k \) at time \( t \). Then \( Y(k, t) > m \) means that the particle that starts at \(-m\) has moved \( \geq m + k + 1 \) steps at time \( t \). Hence
\[ \mathbb{P}[Y(k, t) \leq m] = 1 - \mathbb{P}[H(m + k + 1, m + 1) \leq t]. \]

Using this relation and (1.19) to (1.21) we obtain the following result first proved by Rost, [Ro],
\[ \frac{1}{t} Y([ut], t) \to \frac{1}{4} (1 - u)^2 \]
almost surely as \( t \to \infty, |u| \leq 1 \). Now, using (1.22) it is fairly straightforward to show the following result.

**Corollary 1.7.** For each \( u \in [0, 1) \),
\[ \lim_{t \to \infty} \mathbb{P}[Y([ut], t) \leq \frac{t}{4} (1 - u)^2 + \frac{(1 - u)^{2/3}}{(1 + u)^{1/3}} \xi^{1/3} t^{1/3}] = 1 - F(-\xi). \]
Remark 1.8. We can interpret theorems 1.1 and 1.2 (and analogously theorem 1.6) as a result for a kind of zero-temperature directed polymer or equivalently a directed first-passage site percolation model in the following way.

Let $S_k$ be the simple random walk in $\mathbb{Z}$ starting at 0 at time 0 and ending at 0 at time $2N + 2$. Denote the set of all possible paths by $P_N$. Let $v(i, j), (i, j) \in \mathbb{Z}^2$ be independent, identically distributed random variables, and let $\beta > 0$. On $P_N$ we put the random path probability measure

$$Q_N^\beta[S] = \frac{1}{C_N^\beta} \exp(-\beta \sum_{k=1}^{2N} v(k, S_k)),$$

$S \in P_N$, where $C_N^\beta$ is the normalization constant. This measure describes a directed polymer $(S)$ fixed at both endpoints at inverse temperature $\beta$ in the random environment given by the $v(i, j)$:s, see [Pi]. The free energy is $-\beta^{-1} \log C_N^\beta$, and in the zero temperature limit $\beta \to \infty$ this becomes

$$F_{GS}^N = \min_{Z \in P_N} \sum_{k=1}^{2N} v(k, S_k),$$

(1.25)

the ground state energy. By rotating the coordinate system by the angle $-\pi/4$ it is seen that (1.25) can, equivalently, be thought of as a first-passage time in a directed first passage site percolation model. Let $u(i, j), (i, j) \in \mathbb{R}_+^2$, be independent, identically distributed random variables (with the same distribution as the $v(i, j)$:s). Then $F_{GS}^N$ has the same distribution as $F(N, N)$, where

$$F(M, N) = \min_{\pi \in \Pi_{M, N}} \sum_{(i, j) \in \pi} u(i, j).$$

(The $u(i, j)$:s are usually thought of as passage times and $F(M, N)$ is the minimal flow time from $(1, 1)$ to $(M, N)$. Hence it is natural to assume that $u(i, j) \geq 0$, but this will not be the case below.) We can define a random shape

$$B(t) = \{(M, N) \in \mathbb{Z}_+^2; F(M, N) \leq t\} + [-1, 0]^2.$$

Set $u(i, j) = \alpha - w(i, j)$, where $\alpha > \alpha_{\min} = (1 - q)^{-1}(q + \sqrt{q})$ (this condition on $\alpha$ ensures that $B(t)$ will grow); $w(i, j)$ are the geometrically distributed random variables considered above. Then clearly,

$$F(M, N) = \alpha(M + N - 1) - G(M, N),$$

(1.26)
Let $γ ≥ 1$, set $\hat{x}(γ) = (1 + γ^2)^{-1/2}(γ, 1)$, a unit vector and $[n\hat{x}(γ)] = ([Nγ], N)$, ([] the integer part, where $N = [(1 + γ^2)^{-1/2}n]$, so that $[n\hat{x}(γ)]$ is a lattice site near $n\hat{x}(γ)$. Let $T_n(γ)$ be the first time $s ≥ 0$ for which $B(s)$ reaches $[n\hat{x}(γ)]$,

$$T_n(γ) = \inf\{s ≥ 0; [n\hat{x}(γ)] ∈ B(s)\}.$$

Clearly, by the definition of $B(s)$ and equation (1.26),

$$T_n(γ) = α([γN] + N − 1) − G([γN], N),$$

where $N = [(1 + γ^2)^{-1/2}n]$.

Theorem 1.1 implies that for each $q ∈ (0, 1)$ and $γ ≥ 1$,

$$\lim_{n → ∞} \frac{1}{n} E[T_n(γ)] = \frac{1}{\sqrt{1 + γ^2}}[α(γ + 1) − \frac{(1 + \sqrt{qγ})^2}{1 − q} + 1] = µ(γ).$$

Also, $T_n(γ)$ has large deviation properties similar to those for $G([γN], N)$. Using this result we can compute the asymptotic shape of $B(t)$. It follows from theorem 1.2 that

$$P\left[\frac{T_n(γ) − nµ(γ)}{(1 + γ^2)^{-1/6}ρ(q, γ)n^{1/3}} ≤ s\right] → 1 − F(−s),$$

as $n → ∞$.

**Conjecture 1.9.** Is the result for $G([γN], N)$ limited to geometric and exponential random variables? Normally, we expect limit laws for appropriately scaled random variables to be independent of the details. It is therefore natural to conjecture that if the $w(i, j)$s are i. i. d. random variables with some suitable assumptions on their distribution, then there are constants $a$ and $b$ so that $(G([γN], N) − aN)/bN^{1/3}$ converges to a random variable with distribution $F(s)$. By remark 1.8 this leads to a related conjecture for directed first-passage site percolation.

2. **The Coulomb gas**

2.1 **Combinatorics.**

The key combinatorial ingredient is the Knuth correspondence introduced in [Kn]. It generalizes the Schensted correspondence [Sc] which is used in [BDJ]. Write $[N] = \{1, \ldots, N\}$. Let $M_{M,N}$ denote the set of all $M × N$ matrices $A = (a_{ij})$
with non-negative integer elements, and let $\mathcal{M}_{M,N}^k$ be the subset of those matrices that satisfy $\sum_{i=1}^M \sum_{j=1}^N a_{ij} = k$. A two-rowed array

$$\sigma = \begin{pmatrix} i_1 & \ldots & i_k \\ j_1 & \ldots & j_k \end{pmatrix}$$

is called a generalized permutation if the columns $(i_r)_r$ are lexicographically ordered, i.e. either $i_r < i_{r+1}$ or $i_r = i_{r+1}$, $j_r \leq j_{r+1}$. There is a one-to-one correspondence between the set $S_{M,N}^k$ of all generalized permutations of length $k$, where the elements in the upper row come from $[M]$ and the elements in the lower row from $[N]$, and $\mathcal{M}_{M,N}^k$ defined by $\sigma \rightarrow f(\sigma) = A = (a_{ij})$, where

$$a_{ij} = \# \text{times } \binom{i}{j} \text{ occurs in } \sigma.$$ 

We say that $(i_{r_1})_r, \ldots, (i_{r_m})_r$, $r_1 < r_2 < \ldots < r_m$ is an increasing subsequence in $\sigma$ if $j_1 < j_2 < \ldots < j_m$. Let $\ell(\sigma)$ denote the length of a longest increasing subsequence in $\sigma$.

**EXAMPLE.** The generalized permutation

$$\begin{pmatrix} 1 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 4 & 4 \\ 1 & 2 & 2 & 2 & 2 & 1 & 2 & 1 & 3 \end{pmatrix}$$

corresponds to

$$\begin{pmatrix} 1 & 2 & 0 \\ 0 & 3 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}.$$ 

A longest increasing subsequence is $1 \ 2 \ 2 \ 2 \ 2 \ 2 \ 3 \ so \ \ell(\sigma) = 8$.

Recall from section 1 that $\Pi_{M,N}$ denotes the set of all up/right paths $\pi$ from $(1,1)$ to $(M,N)$ through the sites $(i,j)$ with $1 \leq i \leq M$, $1 \leq j \leq N$.

**LEMMA 2.1.** For each $A \in \mathcal{M}_{M,N}^k$,

$$\max \{ \sum_{(i,j) \in \pi} a_{ij} ; \pi \in \Pi_{M,N} \} = \ell(f^{-1}(A)). \quad (2.1)$$

**PROOF:** This is clear from the definitions. That we go to the right corresponds to the fact that $i_{r_1} \leq \ldots \leq i_{r_m}$ and that we go up corresponds to $j_{r_1} \leq \ldots \leq j_{r_m}$.
Now, Knuth has defined a one-to-one mapping from the set $S^k_{M,N}$ to pairs $(P,Q)$ of semi-standard Young tableaux of the same shape $\lambda$, which is a partition of $k$, $\lambda \vdash k$, where $P$ has elements in $[N]$ and $Q$ has elements in $[M]$. (More information on Young tableaux can be found in [Sa] and [Fu].) This correspondence has the property that if $\sigma \rightarrow (P,Q)$ and $P,Q$ have shape $\lambda$, then $\ell(\sigma) =$ the length of the first row, $\lambda_1$, in $\lambda$. Consider $G(M,N)$ defined by (1.1). The $M \times N$ matrix $W = (w(i,j))$ is a random element in $\mathcal{M}_{M,N}$. Let

$$S(M, N) = \sum_{i=1}^{M} \sum_{j=1}^{N} w(i,j)$$

and

$$p_{M,N}(t) = \mathbb{P}[G(M, N) \leq t].$$

Then,

$$p_{M,N}(t) = \sum_{k=0}^{\infty} \mathbb{P}[G(M, N) \leq t | S(M, N) = k] \mathbb{P}[S(M, N) = k]. \quad (2.2)$$

For a fixed $A \in \mathcal{M}^k_{M,N}$ we have

$$\mathbb{P}[\{A\}] = \prod_{i,j} (1 - q)q^{a_{ij}} = (1 - q)^{MN}q^k,$$

since $\sum_{i,j} a_{ij} = k$. We have proved

**Lemma 2.2.** The conditional probability $\mathbb{P}[\cdot | S(M, N) = k]$ is the uniform distribution on $\mathcal{M}^k_{M,N}$.

This lemma is the reason that we choose the $w(i,j)$’s to be independent and geometrically distributed. Note that

$$\mathbb{P}[S(M, N) = k] = \#\mathcal{M}^k_{M,N}(1 - q)^{MN}q^k. \quad (2.3)$$

Let $L(\lambda, M, N)$ denote the number of pairs $(P,Q)$ of semi-standard Young tableaux of shape $\lambda$, such that $P$ has elements in $[N]$ and $Q$ has elements in $[M]$. Combining lemma 2.1, lemma 2.2 and the Knuth correspondence we see that

$$\mathbb{P}[G(M, N) \leq t | S(M, N) = k] = \frac{1}{\#\mathcal{M}^k_{M,N}} \sum_{\lambda \vdash k, \lambda_1 \leq t} L(\lambda, M, N). \quad (2.4)$$

To compute $L(\lambda, M, N)$ we use
Lemma 2.3. The number of semi-standard tableaux of shape $\lambda$ and elements in $\mathbb{N}$ equals
\[
\prod_{1 \leq i < j \leq N} \frac{\lambda_i - \lambda_j + j - i}{j - i}.
\]

Proof: We have two formulas for the Schur polynomial in $N$ variables associated with the partition $\lambda$, [Sa], [Fu],
\[
s_\lambda(x) = \sum_T x^T = \frac{\det(x_{ij}^{\lambda_i - N - i})_{1 \leq i, j \leq N}}{\det(x_{ij}^{N-i})_{1 \leq i, j \leq N}},
\]
where the sum is over all semi-standard $\lambda$-tableaux $T$ with elements in $\mathbb{N}$ and $x^T = x_1^{m_1} \ldots x_N^{m_N}$ with $m_j$ equal to the number of times $j$ occurs in $T$. Hence, evaluating the Vandermonde determinants,
\[
s_\lambda(1, x, \ldots, x^{N-1}) = x^r \prod_{1 \leq i < j \leq N} \frac{x^{\lambda_i - \lambda_j + j - i} - 1}{x^{j - i} - 1},
\]
where $r = \sum_{i=1}^N (i - 1)\lambda_i$. The number of semi-standard tableaux with elements in $\mathbb{N}$ equals
\[
s_\lambda(1, 1, \ldots, 1) = \lim_{x \to 1} s_\lambda(1, x, \ldots, x^{N-1}) = \prod_{1 \leq i < j \leq N} \frac{\lambda_i - \lambda_j + j - i}{j - i}.
\]
This completes the proof of the lemma.

It follows from lemma 2.3 that
\[
L(\lambda, M, N) = \prod_{1 \leq i < j \leq M} \frac{\lambda_i - \lambda_j + j - i}{j - i} \prod_{1 \leq i < j \leq N} \frac{\lambda_i - \lambda_j + j - i}{j - i}. \tag{2.5}
\]

We assume from now on that $M \geq N$, the other case is analogous by symmetry. Since the numbers in the columns in $P$ and $Q$ are strictly increasing we must have $\lambda_i = 0$ if $N < i \leq M$. Hence
\[
L(\lambda, M, N) = \prod_{1 \leq i < j \leq M} \left(\frac{\lambda_i - \lambda_j + j - i}{j - i}\right)^2 \prod_{i=1}^N \prod_{j=N+1}^M \left(\frac{\lambda_i + j - i}{j - i}\right).
\]
Let $h_j = \lambda_j + N - j, j = 1, \ldots, N$, so that $h_1 = \lambda_1 + N - 1, h_N = \lambda_N \geq 0$ and $h_1 > h_2 > \ldots > h_N$. Then
\[
L(\lambda, M, N) = \prod_{1 \leq i < j \leq N} \frac{(h_i - h_j)^2}{(j - i)^2} \prod_{i=1}^N \prod_{j=N+1}^M \frac{h_i + j - N}{j - i}
\]
\[
= \prod_{j=0}^{N-1} \frac{1}{j!(M-N+j)!} \prod_{1 \leq i < j \leq N} (h_i - h_j)^2 \prod_{i=1}^N \frac{(h_i + M - N)!}{h_i!}. \tag{2.6}
\]
The condition $\sum_{j=1}^{N} \lambda_j = k$ translates into $\sum_{j=1}^{N} h_j = k + N(N - 1)/2$ and $\lambda_1 \leq t$ to $h_1 \leq t + N - 1$. By (2.2), (2.3) and (2.4) we have

$$p_{M,N}(t) = \sum_{k=0}^{\infty} (1 - q)^{MN} q^k \sum_{\lambda^k, \lambda_1 \leq k} L(\lambda, M, N)$$

and inserting (2.6) yields

$$p_{M,N}(t) = \frac{(1 - q)^{MN}}{N!} q^{-N(N-1)/2} \prod_{j=0}^{N-1} \frac{1}{j!(M - N + j)!} \times \sum_{k=0}^{\infty} \sum_{h \in [N]^N \atop \sum_{i=1}^{N} h_i = k + N(N-1)/2 \atop \max\{h_i\} \leq t + N - 1} \prod_{1 \leq i < j \leq N} (h_i - h_j)^2 \prod_{i=1}^{N} \frac{(h_i + M - N)!}{h_i!} q \sum_{i=1}^{N} h_i.$$

where we have used the symmetry under permutation of the $h_i$'s. Summing over $k$ gives all the possible values of $\sum h_i$, so we obtain

$$p_{M,N}(t) = \frac{1}{Z_{M,N}} \sum_{h \in [N]^N \atop \max\{h_i\} \leq t + N - 1} \prod_{1 \leq i < j \leq N} (h_i - h_j)^2 \prod_{i=1}^{N} w^{q}_{M-N+1}(h_i).$$

$$V_{N}^{\gamma,q}(t) = -\frac{1}{N} \log w^{q}_{K(N)}(Nt), \quad t \geq 0.$$
uniformly on compact subsets of \([0, \infty)\). (We will often omit the superscripts \(\gamma\) and \(q\).) Rescaling the variables in (2.7) by setting \(h_i = N x_i, \, x_i \in \mathbb{A}_N\) we see that (2.7) can be written
\[
p_N(t) \doteq p_{M(N),N}(t) = \frac{Z_N \left( \frac{t}{N} + 1 - \frac{1}{N} \right)}{Z_N}, \tag{2.10}
\]
where
\[
Z_N(s) = \sum_{x \in \mathbb{A}_N(s)^N} \Delta_N(x)^2 \exp \left( -N \sum_{j=1}^{N} V_N(x_j) \right) \tag{2.11}
\]
and \(Z_N = Z_N(\infty)\). Here \(\Delta_N(x) = \prod_{1 \leq i < j \leq N} (x_j - x_i)\) is the Vandermonde determinant.

When investigating the large deviation properties of \(p_N(t)\) we may just as well consider more general confining potentials \(V_N\). Assume that \(V_N : [0, \infty) \to \mathbb{R}, \, N \geq 1, \) satisfy
(i) \(V_N\) is continuous, \(N \geq 1\).
(ii) There are constants \(\xi > 0, T \geq 0\) and \(N_0 \geq 1\) such that
\[
V_N(t) \geq (1 + \xi) \log(t^2 + 1) \tag{2.12}
\]
for \(t \geq T\) and \(N \geq N_0\).
(iii) \(V_N(t) \to V(t)\) uniformly on compact subsets of \([0, \infty)\).

Set for \(x \in \mathbb{A}_N^M\) and \(\beta > 0\)
\[
Q_{M,N}(x) = |\Delta_M(x)|^\beta \prod_{j=1}^{M} \exp(-\beta N/2 V_N(x_j)).
\]
(This \(M\) is not the same as the previous \(M\).) Define the partition functions
\[
Z_{M,N}(t) = \sum_{x \in \mathbb{A}_N(t)^M} Q_{M,N}(x),
\]
\(Z_{M,N} = Z_{N,M}(\infty)\) and the probability measure
\[
P_{M,N}[B] = \frac{1}{Z_{M,N}} \sum_{x \in B} Q_{M,N}(x),
\]
\(B \subseteq \mathbb{N}^M\). We are interested in the distribution of the position of the rightmost charge, \(\max_{1 \leq k \leq M} x_k\). Its distribution function is given by
\[
F_{M,N}(t) = P_{M,N}[\max x_k \leq t] = \frac{Z_{M,N}(t)}{Z_{M,N}}. \tag{2.13}
\]
(If \( M = N \) we write \( F_N(t) \).)

In order to formulate the large deviation results for \( F_N(t) \) we need some results from weighted potential theory, [ST]. The results we need differ from the usual ones since we are interested in the continuum limit of a discrete Coulomb gas, so that the particle density of the rescaled gas is always \( \leq 1 \). Hence, the equilibrium measures will be absolutely continuous with a density \( \phi \) satisfying \( 0 \leq \phi \leq 1 \). Let \( \mathcal{A}_s \) denote the set of all \( \phi \in L^1[0,s) \) such that \( 0 \leq \phi \leq 1 \) and \( \int_0^s \phi = 1, \ 1 \leq s \leq \infty \). Given \( V : [0,\infty) \to \mathbb{R} \), continuous and such that there is a \( \delta > 0 \) and a \( T \geq 0 \) such that

\[
V(t) \geq (1 + \delta) \log(t^2 + 1)
\]

for \( t \geq T \), we set

\[
k_V(x,y) = \log|x - y|^{-1} + \frac{1}{2}V(x) + \frac{1}{2}V(y)
\]

and

\[
I_V[\phi] = \int_0^s \int_0^s k_V(x,y)\phi(x)\phi(y)dx\,dy,
\]

for \( \phi \in \mathcal{A}_s \).

The proof of the next proposition is similar to the corresponding result in weighted potential theory. See [DS] and also [LL] where a very similar problem is treated.

**Proposition 2.1.** For each \( s \in [1,\infty] \) there is a unique \( \phi^*_V \in \mathcal{A}_s \) such that

\[
\inf_{\phi \in \mathcal{A}_s} I_V[\phi] = I_V[\phi^*_V] = F^*_V.
\]

The extremal function \( \phi^*_V \) has compact support. (If \( s = \infty \) we will drop the superscript.)

Let \( b_V = \sup(\text{supp} \ \phi_V) \) be the right endpoint of the support of \( \phi_V \). Set \( J(t) = 0 \) for \( t \leq b_V \) and

\[
J(t) = \inf_{\tau \geq t} \int_0^\infty k_V(\tau,x)\phi_V(x)dx - F_V
\]

for \( t \geq b_V \). Also, set

\[
L(t) = \frac{1}{2}(F^t_V - F_V)
\]

for \( t \geq 1 \). The next theorem gives the large deviations for the distribution function \( F_N(t) \) defined by (2.13)
Theorem 2.2. Assume that $V_N(t)$ satisfies the assumptions (i) - (iii) above. Then

$$\lim_{N \to \infty} \frac{1}{N^2} \log F_N(t) = -\beta L(t)$$

for any $t \geq 1$ and $L(t) > 0$ if $t < b_V$. Assume furthermore that $J(t) > 0$ for $t > b_V$. Then

$$\lim_{N \to \infty} \frac{1}{N} \log(1 - F_N(t)) = -\beta J(t)$$

for all $t$.

We postpone the proof to section 4.

Remark 2.3. The same result is true for a continuous Coulomb gas on $\mathbb{R}$ with density

$$\frac{1}{Z_N^\beta} |\Delta_N(x)|^\beta \exp\left(-\frac{\beta N}{2} \sum_{j=1}^{N} V(x_j)\right),$$

on $\mathbb{R}^N$, which occur in random matrix theory. The choice $\beta = 2$ and $V(t) = 2t^2$ corresponds to the Gaussian Unitary Ensemble (GUE), compare (1.14). We assume that $V$ is continuous and satisfies (2.14). In this case $A_s$ is replaced by $M_1(s)$, the set of all probability measures on $(-\infty, s)$, and $\phi_V(x)dx$ is replaced by the equilibrium measure $d\mu_V(t)$, see [Jo]. The proof is essentially the same. The formula (2.16) for certain $V$ is a consequence of the result in [BG], see also [HP]. Also, (2.17) has been proved in the case $V(t) = t^2/2$ in [BDG]. If we take (2.18) on $[0, \infty)^N$ with $\beta = 2$ and $V(t) = -(M/N - 1) \log t + t$ we get the measure in (1.18), and in this way we can prove (1.19) to (1.21).

We can now apply theorem 2.2 to the model we are interested in. It is straightforward to verify that $V_N^{\gamma,q}$ satisfies the conditions (i) - (iii) with limiting external potential $V^{\gamma,q}(t)$. Write $b_{V^{\gamma,q}} = b(\gamma, q)$. The computation of $\phi_{V^{\gamma,q}}$ will be outlined in section 6. We have

$$b(\gamma, q) = \frac{(1 + \sqrt{q\gamma})^2}{1 - q}.$$ 

If $\gamma \geq 1/q$, then

$$\phi_{V^{\gamma,q}}(t) = v\left(\frac{2}{c}(t - a) - 1\right), \quad a \leq t \leq b,$$

where $a = \frac{(1 - \sqrt{q\gamma})^2}{1 - q}$, $c = b(\gamma, q) - a$ and

$$v(x) = \frac{1}{2\pi} \left[ \arctan\left( \frac{Dx + 1}{\sqrt{1 - x^2} \sqrt{D^2 - 1}} \right) - \arctan\left( \frac{Bx + 1}{\sqrt{1 - x^2} \sqrt{B^2 - 1}} \right) \right],$$

(2.19)
\[ B = (\gamma + q)/2 \sqrt{q\gamma}, \quad D = (1 + q\gamma)/2 \sqrt{q\gamma}. \] If \( \gamma < 1/q \), then,

\[
\phi_{V, \gamma, q}(t) = \begin{cases} 
1, & \text{if } 0 \leq t \leq a \\
\frac{1}{\pi} \arctan\frac{Bx + 1}{y + D} - \frac{1}{\pi} \arctan\frac{Dx + 1}{\sqrt{1 - x^2} \sqrt{D^2 - 1}}, & \text{if } a \leq t \leq b,
\end{cases}
\]

where

\[
v(x) = \frac{1}{2\pi} \arctan\frac{Dx + 1}{\sqrt{1 - x^2} \sqrt{D^2 - 1}} - \arctan\frac{Bx + 1}{\sqrt{1 - x^2} \sqrt{B^2 - 1}} \tag{2.20}
\]

with \( a, c, B, D \) as before.

We will not discuss the explicit form of the lower tail rate function. The upper tail rate function is given by

\[
J(t) = \frac{c}{8\sqrt{q\gamma}} \int_1^x (x-y) \left( \frac{\gamma - q}{y + B} + \frac{1 - q\gamma}{y + D} \right) \frac{dy}{\sqrt{y^2 - 1}}, \tag{2.21}
\]

with \( c, B, D \) as above and \( x = 2(t-a)/c - 1 \). Using this formula we can show that (see section 6) there are constants \( c_1 > 0 \) and \( c_2 > 0 \) so that

\[
J(b + \delta) \geq \begin{cases} 
c_1 \delta^{3/2}, & \text{if } 0 \leq \delta \leq 1 \\
c_2 \delta, & \text{if } \delta \geq 1
\end{cases} \tag{2.22}
\]

and

\[
J(b + \delta) = \frac{2(1 - q)^{3/2} \gamma^{1/4}}{3q^{1/4} (\sqrt{q} + \sqrt{\gamma}) (1 + \sqrt{q\gamma})} \delta^{3/2} + O(\delta^{5/2}). \tag{2.23}
\]

In particular \( J(t) > 0 \) if \( t > b(\gamma, q) \).

From (2.10), (2.13) and theorem 2.2 we obtain

\[
\lim_{N \to \infty} \frac{1}{N^2} \log p_N(Nt) = -2L(t + 1) \tag{2.24}
\]

and

\[
\lim_{N \to \infty} \frac{1}{N} \log(1 - p_N(Nt)) = -2J(t + 1) \tag{2.25}
\]

for each \( t \geq 0 \). These formulas imply theorem 1.1 with \( \ell(\epsilon) = 2L(b_V - \epsilon) \) and \( i(\epsilon) = 2J(b_V + \epsilon) \). By theorem 2.2 and (2.22) we have \( i(\epsilon) > 0 \) and \( \ell(\epsilon) > 0 \) if \( \epsilon > 0 \).

By a superadditivity argument, the limit (2.25) actually gives a large deviation estimate for all \( N \), compare [Se1].
Corollary 2.4. For all \( t \geq 0 \) and \( N \geq 1 \),
\[
1 - p_N(NT) \leq \exp(-2NJ(t + 1)). \quad (2.26)
\]

Proof: For \( 1 \leq M_1 \leq M_2 \) and \( 1 \leq N_1 \leq N_2 \) we let \( G[(M_1, N_1), (M_2, N_2)] \) denote the maximum of \( \sum_{(i,j) \in \pi} w(i, j) \) over all up/right paths from \((M_1, N_1)\) to \((M_2, N_2)\). Note that if \( 1 \leq M_1 < M_2 \) and \( 1 \leq N_1 < N_2 \), then

(i) \( G[(M_1 + 1, N_1 + 1), (M_2, N_2)] \) and \( G[(1, 1), (M_2 - M_1, N_2 - N_1)] \) are identically distributed.

(ii) \( G[(1, 1), (M_1, N_1)] \) and \( G[(M_1 + 1, N_1 + 1), (M_2, N_2)] \) are independent.

Since \( [2\gamma N] \geq 2[\gamma N] \), we have

(iii) \( G([(\gamma N] + 1, N + 1), ([2\gamma N], 2N]) \geq G([(\gamma N] + 1, N + 1), (2[\gamma N], 2N)] \).

Write \( a_N(t) = 1 - p_N(NT) = \mathbb{P}[G((1, 1), ([\gamma N], N)) > Nt] \). Then, by (i) and (iii),
\[
a_N(t) \leq \mathbb{P}[G([(\gamma N] + 1, N + 1), ([2\gamma N], 2N)) > Nt]
\]
and hence, by (ii), \( a_N(t) \leq a_{2N}(t) \). Repeated use of this inequality yields \( N^{-1} \log a_N(t) \leq (2^kN)^{-1} \log a_{2^kN}(t) \) and by letting \( k \to \infty \) and using (2.25) we find \( N^{-1} \log a_N(t) \leq -2J(t + 1) \).

Remark 2.5. We cannot prove convergence of the moments of the rescaled random variable in theorem 1.2 since we have no finite \( N \) estimate of \( \mathbb{P}[G([\gamma N], N) - \omega N \leq -\varepsilon N^{1/3}] \) for \( \varepsilon > 0 \) large. This would require an estimate of the finite \( N \) Fredholm determinant. In the other direction we can use the estimate in corollary 2.4. The same remark applies to theorem 1.6.

Remark 2.6. In [BR] it is proved by Baik and Rains that if we consider permutations with certain restrictions we can get the Tracy-Widom distributions for GOE and GSE as limiting laws for longest increasing and decreasing subsequences. By considering a restricted geometry we can obtain the Tracy-Widom distribution for GOE, [TW2], also in the present setting. Let \( w(i, j) \), \( 1 \leq i \leq j \) be independent geometrically distributed random variables, \( \mathbb{P}[w(i, j) = k] = (1-q)q^k \) for \( 1 \leq i < j \) and \( \mathbb{P}[w(i, i) = k] = (1-\sqrt{q})q^{k/2} \) for \( i \geq 1 \). Set \( w(i, j) = w(j, i) \), if \( i > j \geq 1 \), so that \( A = (w(i, j)) \) is a symmetric matrix. The Knuth correspondence maps \( A \) to a pair of semistandard Young tableaux \((P, Q)\) with \( Q = P \), i.e. \( A \) maps to a single semistandard Young tableaux, see [Kn] or [Fu]. Let \( \Pi_{N,N}^{\text{sym}} \) be the set of all up/right paths from \((1, 1)\) to \((N, N)\) in \{ \((i, j) \in \mathbb{Z}_+^2 \); \( 1 \leq i \leq j \) \}, i.e. in a triangle, and set
\[
F(N) = \max \{ \sum_{(i,j) \in \pi} w(i, j) \mid \pi \in \Pi_{N,N}^{\text{sym}} \}.
\]
Now, we also have

\[ F(N) = \max\{ \sum_{(i,j) \in \pi} w(i,j) ; \pi \in \Pi_{N,N} \}, \]

which equals the length of the first row in \( P \), because those parts of a maximal path in \( \Pi_{N,N} \) which goes below the diagonal can be reflected in the diagonal to give a path in \( \Pi_{N,N}^{\text{sym}} \) without changing the sum \( \sum w(i,j) \) since \( w(i,j) \) is symmetric.

The same argument as above now gives

\[
\mathbb{P}[F(N) \leq t] = \frac{1}{Z_N^{(1)}} \sum_{\max\{h_j\} \leq t+N-1} \prod_{1 \leq i < j \leq N} |h_i - h_j| \prod_{i=1}^N q^{h_i/2}.
\]

This corresponds to \( \beta = 1, \gamma = 1 \) in theorem 2.2. It should be possible to analyze the asymptotics in this case analogously to GOE, see [TW2], to show that we can find constants \( a \) and \( b \) so that \( \mathbb{P}[F(N) \leq aN + sbN^{1/3}] \) converges to \( F_1(t) \), the Tracy-Widom distribution for GOE. However it is not immediate to generalize the techniques of [TW2], so this remains to be done. Note that again we can take the limit \( q \to 1 \) to get the case of exponentially distributed random variables.

3. The Fredholm determinant

From the identity (2.7) we have

\[ p_N(t) = \psi_N(t + N - 1), \tag{3.1} \]

where

\[ \psi_N(s) = \mathcal{E}_N \left[ \prod_{j=1}^N (1 - \chi_s(h_j)) \right]. \tag{3.2} \]

Here

\[ \mathcal{E}_N[\cdot] = \frac{1}{Z_{M(N),N}} \sum_{h \in [N]} (\cdot) \Delta_N(h)^2 \prod_{j=1}^N w_{K(N)}^q(h_j), \]

\[ K(N) = M(N) - N + 1, \quad M(N) = \lfloor \gamma N \rfloor \]

and \( \chi_s(t) \) is the indicator function for the interval \((s, \infty)\). We will take \( s \) in (3.2) to be an integer.

Let \( M_j^{K,q}(x), \ j = 0, 1, \ldots \) be the normalized orthogonal polynomials with respect to the weight \( w_K^q(x) \) on \( \mathbb{N} \),

\[ \sum_{x=0}^\infty M_i^{k,q}(x)M_j^{K,q}(x)w_k^q(x) = \delta_{ij}, \]
\( M^K,q_j(x) = \kappa_j x^j + \ldots \) with \( \kappa_j > 0 \). Set
\[
K_N(x, y) = \sum_{j=0}^{N-1} M^K,q_j(x)M^K,q_j(y)w^q_K(x)^{1/2}w^q_K(y)^{1/2},
\]
so that \( K_N(x, y) \) is a reproducing kernel on \( \ell^2(\mathbb{N}) \).

The polynomials \( M^K,q_n \) are multiples of the standard Meixner polynomials, [NSU], [Ch],
\[
M^K,q_n(x) = \frac{(-1)^n}{d_n} m^K,q_n(x),
\]
where
\[
d^2_n = \frac{n!(n+K-1)!}{(1-q)^K q^n(K-1)!}.
\]
The leading coefficient in \( m^K,q_n \) is \( \left( \frac{q-1}{q} \right)^n \) and consequently
\[
\kappa_n = \frac{1}{d_n} \left( \frac{1-q}{q} \right)^n.
\]
The Meixner polynomials have the generating function, [Ch],
\[
\sum_{n=0}^{\infty} m^K,q_n(x) \frac{t^n}{n!} = (1 - \frac{t}{q})^x (1 - t)^{-x-K}.
\] (3.3)
The Christoffel-Darboux formula, [Sz], gives
\[
K_N(x, y) = \frac{\kappa_{N-1}}{\kappa_N} M_N(x)M_{N-1}(y) - M_N(y)M_{N-1}(x)w^q_K(x)^{1/2}w^q_K(y)^{1/2}
= -\frac{q}{(1-q)d^2_{N-1}} \frac{m_N(x)m_{N-1}(y) - m_N(y)m_{N-1}(x)}{x-y} w^q_K(x)^{1/2}w^q_K(y)^{1/2},
\] (3.4)
where we have omitted the upper indices. Standard computations from random matrix theory, [Me], Ch. 5 and [TW2], show that \( \psi_N \) can be written as a Fredholm determinant,
\[
\psi_N(s) = \sum_{k=0}^{N} \frac{(-1)^k}{k!} \sum_{h \in \{s+1, s+2, \ldots \}^k} \det(K_N(h_i, h_j))_{1 \leq i, j \leq k}.
\] (3.5)
The proof of theorem 1.2 is based on taking the appropriate limit in (3.5).

The next lemma will allow us to compute the asymptotics of the right hand side of (3.5).
Lemma 3.1. Let $b \geq 0$ be a constant and assume that $\rho_N \to \infty$ as $N \to \infty$. Suppose furthermore that $K_N : \mathbb{N} \times \mathbb{R} \to \mathbb{R}$, $N \geq 1$, satisfies the following properties.

(i) Let $M_1 > 0$ be a given constant. There is a constant $C$ such that

$$\sum_{m=1}^{\infty} K_N(bN + \rho_N \tau + m, bN + \rho_N \tau + m) \leq C$$

for all $N \geq 1$, $\tau \geq -M_1$.

(ii) Given $\epsilon > 0$, there is an $L > 0$ so that

$$\sum_{m=1}^{\infty} K_N(bN + \rho_N L + m, bN + \rho_N L + m) \leq \epsilon,$$

for all $N \geq 1$.

(iii) Let $M_0 > 0$ be a given constant. If $A(\xi, \eta)$ is the Airy kernel defined by (1.7), then

$$\lim_{N \to \infty} \rho_N K_N(bN + \rho_N \xi, bN + \rho_N \eta) = A(\xi, \eta)$$

uniformly for $\xi, \eta \in [-M_0, M_0]$.

(iv) The matrix $(K_N(x_i, x_j))_{i,j=1}^{k}$ is positive definite for any $x_i, x_j \in [0, \infty)$, $k \geq 1$.

Then, for each fixed $t \in \mathbb{R}$,

$$\lim_{N \to \infty} \sum_{k=0}^{N} \frac{(-1)^k}{k!} \sum_{h \in \mathbb{N}^k} \det(K_N(bN + \rho_N t + h_i, bN + \rho_N t + h_j))_{i,j=1}^{k} = F(t),$$

where $F(t)$ is given by (1.8).

Proof: It follows from (iv) that

$$|\det(K_N(x_i, x_j))_{1 \leq i,j \leq k}| \leq \prod_{j=1}^{k} K_N(x_j, x_j),$$

see for example [HJ]. Consequently,

$$|\sum_{h \in \mathbb{N}^k} \det(K_N(a_N + h_i, a_N + h_j))_{1 \leq i,j \leq k}| \leq \left(\sum_{m=1}^{\infty} K_N(m, m)\right)^k.$$

where we have written $a_N = bN + \rho_N t$. 
Choose $M_1$ so that $|t| \leq M_1$. Let $\epsilon > 0$ be given. It follows from the estimates (3.6) and (3.11) that we can choose $\ell$ so that

$$\left| \sum_{k=\ell+1}^{N} \frac{(-1)^k}{k!} \sum_{h \in \mathbb{N}^k} \det(K_N(a_N + h_i, a_N + h_j))_{i,j=1}^{k} \right| \leq \sum_{k=\ell+1}^{\infty} \frac{C^k}{k!} \leq \epsilon, \quad (3.12)$$

for all $N \geq 1$. Choose $L_0$ so that (3.11) holds with $L = L_0 - M_0$. Then, by the estimates (3.6), (3.7) and (3.10),

$$\left| \left( \sum_{h \in \mathbb{N}^k} - \sum_{h \in ([L_0 \rho_N]^c)^k} \right) \det(K_N(a_N + h_i, a_N + h_j))_{1 \leq i,j \leq k} \right| \leq \sum_{h \in \mathbb{N}^k} \prod_{i=1}^{k} K_N(a_N + h_i, a_N + h_i)$$

$$\leq \sum_{j=1}^{k} \sum_{h_j > L_0 \rho_N} \prod_{i=1}^{k} K_N(a_N + h_i, a_N + h_i)$$

$$\leq k \left( \sum_{m=1}^{\infty} K_N(a_N + m, a_N + m) \right)^{k-1} \left( \sum_{m=1}^{\infty} K_N(bN + L \rho_N + m, bN + L \rho_N + m) \right) \leq kC^{k-1} \epsilon. \quad (3.13)$$

Denote the Fredholm determinant in the right hand side of (3.9) by $D_N(t)$. Inserting the estimates (3.12) and (3.13) into the formula (3.9) we obtain

$$\left| D_N(t) - \sum_{k=0}^{\ell} \frac{(-1)^k}{k!} \sum_{h \in [L_0 \rho_N]^k} \det(\mathcal{K}_N(\sigma + \frac{h_i}{\rho_N}, \sigma + \frac{h_j}{\rho_N}))_{1 \leq i,j \leq k} \frac{1}{\rho_N^k} \right| \leq \left( \sum_{k=0}^{\ell} \frac{kC^{k-1}}{k!} + 1 \right) \epsilon \leq (1 + e^{C})\epsilon, \quad (3.14)$$

where

$$\mathcal{K}_N(\xi, \eta) = \rho_N K_N(bN + \rho_N \xi, bN + \rho_N \eta).$$

By assumption (iii), with $M_0 = L_0 + M_1$, we can choose $N_0$ so that if $N \geq N_0$, then

$$\left| \det(\mathcal{K}_N(\sigma + \frac{x}{\rho_N}, \sigma + \frac{y}{\rho_N})) - \det(\mathcal{A}(\sigma + \frac{x}{\rho_N}, \sigma + \frac{y}{\rho_N})) \right| \leq \frac{\epsilon}{L_0^k}$$
for all $x, y \in [L_0 \rho_N]$. Thus,

$$
\left| \sum_{k=0}^\ell \frac{(-1)^k}{k!} \sum_{h \in [L_0 \rho_N]^k} \det(\mathcal{K}_N(t + \frac{h_i}{\rho_N}, t + \frac{h_j}{\rho_N})) - \det(A(t + \frac{h_i}{\rho_N}, t + \frac{h_j}{\rho_N})) \right| \leq \ell \sum_{k=0}^\ell \frac{1}{k!} \left( \frac{L_0 \rho_N + 1}{L_0 \rho_N} \right)^k \epsilon \leq C' \epsilon. \quad (3.15)
$$

Combining the estimates (3.14) and (3.15) we find

$$
\left| D_N(t) - \sum_{k=0}^\ell \frac{(-1)^k}{k!} \sum_{h \in [L_0 \rho_N]^k} \det(A(\sigma + \frac{h_i}{\rho_N}, \sigma + \frac{h_j}{\rho_N}))_{i,j=1}^k \frac{1}{\rho_N^k} \right| \leq C'' \epsilon. \quad (3.16)
$$

The Airy kernel can be written, [TW1],

$$
A(x, y) = \int_0^\infty \text{Ai}(x + s) \text{Ai}(y + s) ds. \quad (3.17)
$$

Using the formula, see for example [Hö], p. 214,

$$
\text{Ai}(x) = e^{-\frac{x^3}{2}} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\xi^2 \sqrt{\pi} + i \xi^{3/3}} d\xi,
$$
valid for $x > 0$, we see that

$$
|\text{Ai}(x)| \leq \frac{1}{2\sqrt{\pi x^{1/4}}} e^{-\frac{x^3}{2}}, \quad x > 0.
$$

This estimate can be used to show that the Airy kernel satisfies (i) and (ii) above. Since the matrix $(A(\xi_i, \xi_j))_{1 \leq i,j \leq k}$ is positive definite, we can use the same argument as above to show that

$$
\left| \left( \sum_{k=0}^\infty \int_{[t,\infty)^k} - \sum_{k=0}^\ell \int_{[t,L_0]^k} \right) \frac{(-1)^k}{k!} \det(A(\xi_i, \xi_j))_{i,j=1}^k \right| \leq \epsilon \quad (3.18)
$$

provided $\ell$ and $L_0$ are sufficiently large. From (3.17) we see that choosing $N_1 \geq N_0$ large enough we have

$$
\left| D_N(t) - \sum_{k=0}^\ell \frac{(-1)^k}{k!} \int_{[t,L_0]^k} \det(A(\xi_i, \xi_j))_{1 \leq i,j \leq k} d^k \xi \right| \leq C''' \epsilon \quad (3.19)
$$

for all $N \geq N_1$. If we combine the estimates (3.18) and (3.19) we have proved the lemma.

To apply this lemma to the Meixner kernel (3.4) we need
Lemma 3.2. The Meixner kernel satisfies the properties (i) to (iv) in lemma 3.1 with $b = b(\gamma, q)$ as before and $\rho_N = \sigma N^{1/3}$, where $\sigma$ is given by (1.11).

This lemma will be proved in section 5. We can now combine (3.1), (3.5) and (3.9) to get

$$\lim_{N \to \infty} p_N((b - 1)N + \sigma N^{1/3}t) = F(t),$$

(3.20)

which is (1.10) and theorem 1.2 is proved.

4. Proof of the large deviation theorem

In this section we will prove theorem 2.2. Set

$$K_{N,V} = \sum_{1 \leq i \neq j \leq N} k_V(x_i, x_j).$$

By adding a constant $C$ to $V_N$, which does not alter the problem we can, by assumption (ii) on $V_N$, assume that

$$V_N(t) - \log(t^2 + 1) \geq \xi \log(t^2 + 1)$$

(4.1)

for all $t \geq 0$. Since $|t - s|^2 \leq (t^2 + 1)(s^2 + 1)$, this implies

$$-K_{M,V}(x) \leq -\xi(M - 1) \sum_{j=1}^{M-1} \log(1 + x_j^2)$$

(4.2)

for all $x \in [0, \infty)^M$. Note that

$$\sum_{1 \leq j \neq k \leq N-1} \log|x_j - x_k| - N \sum_{j=1}^{N-1} V_N(x_j) = -K_{N-1,V_N}(x) - \sum_{j=1}^{N-1} V_N(x_j).$$

(4.3)

The next lemma is analogous to lemma 4.2 in [Jo].

Lemma 4.1. Let $\{s_N\}$ be a sequence in $[0, \infty)$ such that $s_N \to s > 0$ as $N \to \infty$, or $s_N \equiv \infty$. Set, for a given $\alpha > 0$,

$$\Omega_{N,\alpha}(s) = \{x \in A_N(s)^{N-1}; \frac{1}{N^2}K_{N-1,V_N}(x) \leq F_V^\sigma + \alpha\}.$$

Let $0 \leq \lambda \leq 1$ and let $\sigma_N \in A_N$, $N \geq 1$, be a sequence converging to $\sigma > 0$. Define a probability measure on $A_N(s_N)^{N-1}$ by

$$P_{N-1,N}^{\lambda,\sigma_N}(\Omega; s_N) = \frac{1}{Z_{N-1,N}(s_N)} \sum_{x \in \Omega} \prod_{j=1}^{N-1} |\sigma_N - x_j|^\lambda \beta Q_{N-1,N}(x),$$

(4.4)
where \( Z_{N-1,N}^{\lambda,\sigma}(s_N) \) is a normalization constant. \((E_{N-1,N}^{\lambda,\sigma}[\cdot; s_N]\) denotes the corresponding expectation and if \( s_N \equiv \infty \) or \( \lambda = \sigma_N = 0 \) we omit them in the notation.) Fix \( \eta > 0 \). Then there is an \( N_1 \) such that for all \( a \geq 0 \) and \( N \geq N_1 \),

\[
P^{\lambda,\sigma_N}_{N-1,N}(\Omega_{N,\eta+a}(s_N)^c; s_N) \leq e^{-\frac{\beta}{4}aN^2}.
\]  

(4.5)

**Proof:** We first prove the following claim.

**Claim 4.2.** Let \( \sigma_N \in \mathbb{A}_N \), \( \sigma_N \to \sigma \) as \( N \to \infty \) and \( s \in (0, \infty] \). For each \( N \geq 2 \) we can choose \((x_1^N, \ldots, x_{N-1}^N) \in \mathbb{A}_N(s)^{N-1}\) so that

\[
\frac{1}{N^2} \sum_{1 \leq j \neq k \leq N-1} \log |x_j^N - x_k^N|^{-1} + \frac{1}{N} \sum_{j=1}^{N-1} V_N(x_j^N) - \frac{1}{N^2} \sum_{j=1}^{N-1} \log |\sigma_N - x_j^N| \to F_s^\sigma
\]

(4.6)

as \( N \to \infty \).

To see this set

\[
y_k^N = \max\{ \frac{j}{N} ; j \in \mathbb{N} \text{ and } \int_0^{j/N} \phi_s^\sigma(t)dt < \frac{k}{N} \}.
\]

If \( y_k^N \neq \sigma_N \) for \( k = 1, \ldots, N-1 \), we set \( x_k^N = y_k^N \). If \( y_{k_0}^N = \sigma_N \), we set \( x_k^N = y_k^N \) for \( k < k_0 \) and \( x_k^N = y_k^N + 1/N \) for \( k = k_0, \ldots, N-1 \). Using the fact that \( 0 \leq \phi_s^\sigma \leq 1 \) it is not difficult to see that \( x_1^N < x_2^N < \ldots < x_{N-1}^N \leq L \) for all \( N \) and some fixed \( L \). Furthermore

\[
\frac{1}{N-1} \sum_{k=1}^{N-1} \delta_{x_k^N} \to \phi_s^\sigma(x)dx
\]

(4.7)

weakly as \( N \to \infty \). The property (iii) in the assumptions on \( V_N \) implies

\[
\frac{1}{N} \sum_{j=1}^{N-1} V_N(x_j^N) \to \int_0^{\infty} V(t)\phi_s^\sigma(t)dt.
\]

(4.8)

Clearly,

\[
\frac{1}{N^2} \sum_{j=1}^{N-1} \log |\sigma_N - x_j^N|^{-1} \leq \frac{2}{N^2} \sum_{j=1}^{N-1} \log \frac{N}{j} = \frac{2}{N^2} \log \frac{N^{N-1}}{(N-1)!},
\]

(4.9)

which \( \to 0 \) as \( N \to \infty \). Also, since \( \sigma_N \to \sigma \) and the \( x_j^N \) belong to a bounded set, we get a bound in the other direction which goes to \( 0 \) as \( N \to \infty \). Given \( M \geq 1 \),
set \( f_M(t) = \min \{ \log |t|^{-1}, \log M \} \). Write

\[
\frac{1}{N^2} \sum_{j \neq k} \log |x_j^N - x_k^N|^{-1} = \frac{1}{N^2} \sum_{j \neq k} f_M(x_j^N - x_k^N) \\
+ \frac{1}{N^2} \sum_{|x_j^N - x_k^N| < 1/M} (\log |x_j^N - x_k^N|^{-1} - f_M(x_j^N - x_k^N)). \tag{4.10}
\]

The absolute value of the second sum in the right hand side of (4.10) is

\[
\leq \frac{1}{N^2} \sum_{1 \leq |j-k| \leq N/M \atop |j|,|k| \leq LN} \log \frac{N}{|j-k|} \leq C \frac{\log M}{M}.
\]

Thus, using the weak convergence (4.7) and then letting \( M \to \infty \) we obtain

\[
\lim_{N \to \infty} \frac{1}{N^2} \sum_{j \neq k} \log |x_j^N - x_k^N|^{-1} = \int_0^\infty \int_0^\infty \log |x-y|^{-1} \nu_s^* (x) \nu_s^* (y) dxdy,
\]

which together with (4.8) and (4.9) proves the claim.

We turn now to the proof of lemma 4.1. Let \( \epsilon > 0 \) be given. We want to estimate \( Z_{N-1,N}^{\lambda,\sigma_N} \) from below. Choose \( N_0 \) so that \( s_N \geq s - \epsilon \) if \( N \geq N_0 \). Then

\[
Z_{N-1,N}^{\lambda,\sigma_N}(s_N) \geq Z_{N-1,N}^{\lambda,\sigma_N}(s - \epsilon),
\]

if \( N \geq N_0 \). Choose \( (x_k^N)_{k=1}^{N-1} \subseteq A_N(s - \epsilon) \) as in the claim. Clearly,

\[
\frac{1}{N^2} \log Z_{N-1,N}^{\lambda,\sigma_N}(s_N) \geq -\frac{\beta}{2} \left[ \frac{1}{N^2} \sum_{j \neq k} \log |x_j^N - x_k^N|^{-1} \\
+ \sum_{j=1}^{N-1} V_N(x_j^N) - \frac{1}{N^2} \sum_{j=1}^{N-1} \log |\sigma_N - x_j^N| \right],
\]

and consequently, by Claim 4.2,

\[
\liminf_{N \to \infty} \frac{1}{N^2} \log Z_{N-1,N}^{\lambda,\sigma_N}(s_N) \geq -\frac{\beta}{2} F^{s-\epsilon}_V.
\]

Since \( F^{s-\epsilon}_V \searrow F^s_V \) as \( \epsilon \to 0+ \),

\[
\liminf_{N \to \infty} \frac{1}{N^2} \log Z_{N-1,N}^{\lambda,\sigma_N}(s_N) \geq -\frac{\beta}{2} F^s_V. \tag{4.11}
\]
Thus, given $\delta > 0$, we can choose $N(\delta)$ so that if $N \geq N(\delta)$, then
\[
\frac{1}{N^2} \log Z_{N-1,N}^{\lambda,\sigma_N}(s_N) \geq -\frac{\beta}{2}(F_V^s + \delta). \tag{4.12}
\]
It follows from (4.2) with $M = N - 1$ and (4.3), that for any $0 < \rho < 1/2$,
\[
P_{N-1,N}(\Omega_{N,\eta+a}(S_N)^c; s_N)
\leq e^{\frac{\beta N^2}{2}(F_V^s+\delta)} \sum_{x \in \mathcal{A}(s_N)^{N-1}\Omega_{N,\eta+a}(s_N)} e^{-\frac{\beta}{2}K_{N-1,V_N}(x) - \frac{\beta}{2} \sum_j V_N(x_j) \prod_{j=1}^{N-1} |\sigma_N - x_j|^{\lambda \beta}}
\leq e^{\frac{\beta N^2}{2}(F_V^s+\delta) - \frac{\beta}{2}(1-\rho)(F_V^s+\eta+a)N^2} \left[ \sum_{t \in \mathcal{A}_N} (t^2 + 1)^{-\frac{\beta}{2}(N-1)} (1 + \sigma_N^2)^{\lambda \beta/2} \right]^N
\leq e^{-\frac{\beta}{2}aN^2}
\]
if $N$ is sufficiently large (independent of $a \geq 0$). Note that $\delta + \rho F_V^s - \eta < 0$ if we choose $\delta = \eta/2$ and $\rho$ sufficiently small. This completes the proof.

This lemma can be used to prove

**Corollary 4.3.** For any $s \in (1, \infty]$,
\[
\lim_{N \to \infty} \frac{1}{N^2} \log Z_N(s) = -\frac{\beta}{2} F_V^s. \tag{4.13}
\]
Furthermore $F_V^s - F_V > 0$ if $s < b_V$.

**Proof:** The lower limit follows by taking $\lambda = \sigma_N = 0$ in (4.11) (replacing $N - 1$ by $N$ does not modify the argument above in any essential way). Given $0 < \rho < 1$, we can use (4.2) with $M = N$ and the continuity of $\exp K_{N,V_N}$ to see that
\[
Z_N(s) = \sum_{x \in \mathcal{A}_N(s)^N} e^{-\frac{\beta}{2}K_{N,V_N}(x) - \frac{\beta}{2} \sum_j V_N(x_j)} \leq \sup_{x \in \mathcal{A}_N(s)^N} e^{-\frac{\beta}{2}(1-\rho)K_{N,V_N}(x)} \sum_{x \in \mathcal{A}_N(s)^N} e^{-\frac{\beta}{2}\rho \xi(N-1) \sum_j \log(1+x_j^2)} \leq e^{-\frac{\beta}{2}(1-\rho)K_{N,V_N}(y_N^N)+CN}, \tag{4.14}
\]
if $N$ is sufficiently large, where $y_N^N = (y_1^N, \ldots, y_N^N) \in \mathcal{A}_N(s)^N$. Clearly, $y_j^N \neq y_k^N$ if $j \neq k$. Set $\lambda_N = N^{-1} \sum_j \delta y_j^N$. It follows from (4.12), with $\lambda = \sigma = 0$ and $N - 1$ replaced by $N$, that $N^{-2} \log Z_N(s) \geq -\beta(F_V^s + \delta)/2$ for $N \geq N(\delta)$, so (4.2) and (4.14) yield
\[
\int_0^\infty \log(1 + t^2) d\lambda_N(t) \leq C.
\]
Thus \( \{\lambda_N\}_{N=1}^{\infty} \) is tight. Pick a subsequence that gives the upper limit of \( N^{-2} \log Z_N(s) \), and a further subsequence so that \( \lambda_{N_j} \) converges weakly to \( \nu = \psi dx \). The measure \( \nu \) has to be absolutely continuous with density satisfying \( 0 \leq \psi \leq 1 \) because of the definition of \( \lambda_N \). Using (4.1) and \( |t-s| \leq \sqrt{t^2 + 1} \sqrt{s^2 + 1} \) we see that \( k_{V_N}(t, s) \geq 0 \). Set, for given \( M > 0 \), \( k_{V_N}^M(t, s) = \min(k_{V_N}(t, s), M) \) and choose \( \phi_T(t) \) continuous so that \( 0 \leq \phi_T \leq 1 \), \( \phi_T(t) = 1 \) if \( |t| \leq T \), \( 1 \) if \( |t| \geq T + 1 \) and \( \phi_T(t) \leq \phi_T(t) \) if \( T \leq T' \). Then, \( k_{V_N}(t, s) \geq \phi_T(t) \phi_T(s) k_{V_N}^M(t, s) \) and using the estimate (4.14) we get

\[
\frac{1}{N_j^2} \log Z_{N_j}(s) 
\leq \frac{C + \frac{\beta}{2}(1-\rho)M}{N_j} - \frac{\beta}{2}(1-\rho) \int_0^\infty \int_0^\infty \phi_T(t) \phi_T(s) K_{V_N}^M(t, s) d\lambda_{N_j}(t) d\lambda_{N_j}(s),
\]

and thus, letting \( j \to \infty \), \( M \to \infty \), \( T \to \infty \) and \( \rho \to 0+ \) in that order, we obtain

\[
-\frac{\beta}{2} F^*_V \leq \inf \lim \frac{1}{N^2} \log Z_N(s) \leq \sup \lim \frac{1}{N^2} \log Z_N(s) \leq -\frac{\beta}{2} I_V[\psi].
\]

Thus \( I_V[\psi] \leq F^*_V \) and \( \psi \in \mathcal{A}_s \), so we must have \( \psi = \phi^*_V \).

Assume that \( F^*_V \leq F_V \) and \( s < b_V \). Then \( I_V[\phi^*_V] \leq I_V[\phi_V] \) and consequently \( \phi^*_V = \phi_V \) by the uniqueness of the minimizing measure. This contradicts the definition of \( b_V \). The corollary is proved.

Note that by (2.13) corollary 4.3 implies (2.16) so we have proved the first part of theorem 2.2. Before turning to the proof of the second part we need one more consequence of lemma 4.1.

**Corollary 4.4.** Let \( \{s_N\} \) be as in lemma 4.1 and assume that \( f : [0, \sigma + \varepsilon] \to \mathbb{R} \), \( \varepsilon > 0 \), is continuous, or \( f : [0, \infty) \to \mathbb{R} \) is continuous and bounded in case \( s_N \equiv \infty \).

Then

\[
\lim_{N \to \infty} \frac{1}{N} \log E_{N-1,N}^{y,\sigma} [e^{\sum_{j=1}^N f(x_j)} ; s_N] = \int_0^\infty f(t) \phi_V^\sigma(t) dt. \tag{4.15}
\]

Furthermore let

\[
u_{N-1,N}^{y,\sigma}(t) = \frac{1}{N-1} E_{N-1,N}^{y,\sigma} [\sum_{i=1}^{N-1} \delta_{t,x_i}], \tag{4.16}
\]

(\( \delta_{t,s} \) is Kronecker’s delta), be the 1-dimensional marginal distribution of the probability measure (4.4) (with \( s_N \equiv \infty \)). Then for each \( 0 < y \leq 1 \):

(i) \( 0 \leq \nu_{N-1,N}^{y,\sigma}(t) \leq \frac{1}{N-1} \) for all \( t \in \mathbb{A}_N \),
(ii) If \( \delta_t \) is the Dirac measure at \( t \), then \( \sum_{t \in \mathbb{A}_N} u_{N-1,N}^{y,\sigma_N}(t) \delta_t \) converges weakly to \( \phi_V(t)dt \) as \( N \to \infty \).

(iii) \( u_{N-1,N}^{y,\sigma_N}(\sigma_N) = 0 \).

Proof: We can prove (4.15) using lemma 4.1 in exactly the same way as in the proof of (2.5) on p. 194 in [Jo], see also [De]. The weak limit (ii) is a direct consequence of (4.15), see [De]. Note that the limit does not depend on \( y \) since

\[
\prod_{i=1}^{N-1} |\sigma_N - x_i|^\beta
\]

does not affect the leading asymptotics.

In the expectation (4.16) all the \( x_i \)'s have to be different, otherwise the probability is zero, and consequently the expectation is \( \leq 1 \), which proves (i). That (iii) holds follows from the presence of the factor \( \prod_{i=1}^{N-1} |\sigma_N - x_i|^\beta \). The corollary is proved.

We turn now to the proof of the upper-tail limit. Note that

\[
Q_{M,N}(x) = e^{-\frac{N\beta}{2} V_N(x_M)} \prod_{i=1}^{M-1} |x_M - x_i|^\beta Q_{M-1,N}(x'),
\]  

where \( x' = (x_1, \ldots, x_{M-1}) \). Using this identity we see that

\[
Z_{M,N}(t) = M! \sum_{\substack{x \in A_N^M \ 1 \leq x_1 \leq \cdots \leq x_M \leq t}} Q_{M,N}(x)
\]

\[
= M \sum_{s \in A_N(t)} e^{-\frac{N\beta}{2} V_N(s)} \sum_{x \in A_N(s)^{M-1}} \prod_{i=1}^{M-1} |s - x_i|^\beta Q_{M-1,N}(x).
\]

If we define

\[
H_{M-1,N}(s) = \frac{1}{Z_{M-1,N}(s)} \sum_{x \in A_N(s)^{M-1}} \prod_{i=1}^{M-1} |s - x_i|^\beta Q_{M-1,N}(x)
\]

this can be written

\[
Z_{M,N}(t) = M \sum_{s \in A_N(t)} e^{-\frac{N\beta}{2} V_N(s)} Z_{M-1,N}(s) H_{M-1,N}(s),
\]  

or

\[
F_{M,N}(t) = M Z_{M-1,N} \sum_{s \in A_N(t)} e^{-\frac{N\beta}{2} V_N(s)} F_{M-1,N}(s) H_{M-1,N}(s).
\]
This is the main formula to be used in the proof of (2.17). We will need two choices of $M$, namely $M = N$ and $M = N - 1$. They are handled completely analogously and we will consider only the case $M = N$.

Write $\mathcal{A}_N(t, s) = \mathcal{A}_N \cap (t, s)$ for any $0 \leq t < s \leq \infty$ and $\mathcal{A}_N(t)^* = \mathcal{A}_N(t, \infty)$. If we let $t \to \infty$ in (4.19) and then subtract (4.19) from the limiting equality, we get

$$1 - F_N(t) = \frac{NZ_{N-1,N}}{Z_{N,N}} \sum_{s \in \mathcal{A}_N(t)^*} e^{-\frac{N\beta}{2}V_N(s)} F_{N-1,N}(s) H_{N-1,N}(s).$$

(4.20)

Set

$$\varphi = F_V - \frac{1}{2} \int_0^\infty V(s) \phi_V(s) ds,$$

From the variational relations for $\phi_V(t)$ it follows that

$$\int_0^\infty \log |b_V - s|^{-1} \phi_V(s) ds + \frac{1}{2} V(b_V) = \varphi.$$  

(4.21)

**Lemma 4.5.** We have

$$\limsup_{N \to \infty} \frac{1}{N} \log \frac{Z_{N-1,N}}{Z_{N,N}} \leq \beta \varphi.$$  

(4.22)

**Proof:** By (4.17) we have

$$\frac{Z_{N,N}}{Z_{N-1,N}} = \sum_{s \in \mathcal{A}_N} e^{-\frac{N\beta}{2}V_N(s)} E_{N-1,N}\left[ \prod_{i=1}^{N-1} |s - x_i|^{\beta}\right] \geq e^{-\frac{N\beta}{2}V_N(r)} E_{N-1,N}\left[ \prod_{i=1}^{N-1} |r - x_i|^{\beta}\right]$$

(4.23)

for any $r \in \mathcal{A}_N$. One difficulty in estimating the right hand side in (4.23) comes from the fact that, due to the discrete nature of the problem the integrand could, apriori, be zero for many $y$s with high probability. Note that we define $0^y = 0$ for any $y > 0$. Let $\psi_s(t) = 1$ if $t \neq s$ and $\psi_s(s) = 0$.

Consider

$$f_N(y; s) = \frac{1}{N} \log E_{N-1,N}\left[ \prod_{i=1}^{N-1} |s - x_i|^{\beta} \psi_s(x_i)\right].$$
Then,

\[
 f_N(0+; s) = \lim_{y \to 0^+} f_N(y; s) = \frac{1}{N} \log E_{N-1,N} \left[ \prod_{i=1}^{N-1} \psi_s(x_i) \right]
 = \frac{1}{N} \log P_{N-1,N}[\text{all } x_i \neq s]. \tag{4.24}
\]

Let \( \epsilon > 0 \) be given and write \( \mathbb{B}_N(\epsilon) = A_N(b_V + \epsilon, b_V + 2\epsilon) \). Now,

\[
 \sum_{s \in \mathbb{B}_N(\epsilon)} P_{N-1,N}[\text{all } x_i \neq s] \geq P_{N-1,N} \left[ \bigcup_{s \in \mathbb{B}_N(\epsilon)} \{ \text{all } x_i \neq s \} \right]
 = 1 - P_{N-1,N} \left[ \bigcap_{s \in \mathbb{B}_N(\epsilon)} \{ \text{one } x_i = s \} \right]. \tag{4.25}
\]

Take \( g : [0, \infty) \to [0, \infty) \) continuous such that \( g(s) = 1 \) if \( b_V + \epsilon \leq s \leq b_V + 2\epsilon \) and \( g(s) = 0 \) if \( 0 \leq s \leq b_V \) or \( s \geq b_V + 3\epsilon \). Then,

\[
 e^{\epsilon N} P_{N-1,N} \left[ \bigcap_{s \in \mathbb{B}_N(\epsilon)} \{ \text{one } x_i = s \} \right] \leq E_{N-1,N} [e^{\sum_{i=1}^{N} g(x_i)}] \leq e^{\epsilon N/2} \tag{4.26}
\]

for all sufficiently large \( N \). The first inequality follows from the definitions whereas the second follows from corollary 4.4, (4.15). Combining (4.25) and (4.26) we see that

\[
 \max_{s \in \mathbb{B}_N(\epsilon)} P_{N-1,N}[\text{all } x_i \neq s] \geq \frac{1}{2N} \tag{4.27}
\]

for all sufficiently large \( N \). Hence, by (4.24) and (4.27) we can choose \( \sigma_N = \sigma_N(\epsilon) \in \mathbb{B}_N(\epsilon) \) so that

\[
 \lim_{N \to \infty} f_N(0+; \sigma_N) = 0. \tag{4.28}
\]

Take \( r = \sigma_N \) in (4.23). Then

\[
 \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \geq -\frac{\beta}{2} V_N(\sigma_N) + f_N(1; \sigma_N)
 = -\frac{\beta}{2} V_N(\sigma_N) + f_N(0+; \sigma_N) + \beta \int_0^1 f_N'(y; \sigma_N) dy. \tag{4.29}
\]

We can pick a subsequence \( \{N_j\} \) which gives \( \liminf_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \) and such that \( \sigma_{N_j}(\epsilon) \to \sigma(\epsilon) \in [b_V + \epsilon, b_V + 2\epsilon] \). Then, by (4.28) and (4.29),

\[
 \liminf_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \geq -\frac{\beta}{2} V(\sigma(\epsilon)) + \beta \liminf_{j \to \infty} \int_0^1 f_{N_j}'(y; \sigma_{N_j}) dy. \tag{4.30}
\]
Now,
\[ f'_N(y; \sigma_N) = E_{N-1, N}^y, \sigma_N \left[ \frac{1}{N} \sum_{i=1}^{N-1} \log |\sigma_N - x_i| \right] \]
\[ = \frac{N-1}{N} \sum_{t \in A_N} \log |\sigma_N - t| u_{N-1, N}^y, \sigma_N (t). \]

Hence, by corollary 4.4 (i) and (iii),
\[ f'_N(y; \sigma_N) \geq 2 \frac{1}{N} \sum_{i=1}^{N} \log \frac{i}{N} \geq -2 \]
and consequently, by Fatou’s lemma,
\[ \liminf_{j \to \infty} \int_0^1 f'_{N_j}(y; \sigma_{N_j}) \, dy \geq \int_0^1 \liminf_{j \to \infty} f'_{N_j}(y; \sigma_{N_j}) \, dy. \]  
(4.31)

Given \( \delta > 0 \), small, and \( M > 0 \) set
\[ f_{M, \delta}(t) = \begin{cases} 
\log M, & \text{if } |t| \geq M \\
\log |t|, & \text{if } \delta \leq |t| < M \\
\log \delta, & \text{if } |t| \leq \delta.
\end{cases} \]

By corollary 4.4 (i) and (iii) we have
\[ \left| \sum_{t \in A_N} \left( \min(\log M, \log |\sigma_N - t|) - f_{M, \delta}(\sigma_N - t) \right) u_{N-1, N}^y, \sigma_N (t) \right| \leq \sum_{t \in A_N ; 0 < |t - \sigma_N| \leq \delta} \left| \log \frac{\sigma_N - t}{\delta} \right| \left| \frac{1}{N-1} \right| \leq 2 \frac{\log N}{N-1} \sum_{k=1}^{[N\delta]} \frac{N\delta}{k} \leq \frac{N}{N-1}\delta. \]

Also, if \( |\sigma_N - \sigma_\epsilon| \leq \delta \), which is true if \( N \) is large enough
\[ |f_{M, \delta}(|\sigma_N - t|) - f_{M, \delta}(|\sigma(\epsilon) - t|)| \leq \delta \log \frac{1}{\delta}. \]

Since \( \log |\sigma_N - t| \geq \min(\log M, \log |\sigma_N - t|) \) and \( M, \delta \) are arbitrary it follows from corollary 4.4, (ii) that
\[ \liminf_{j \to \infty} f'_{N_j}(y; \sigma_{N_j}) \geq \int_0^\infty \log |\sigma(\epsilon) - t| \phi_V(t) \, dt. \]
Together with (4.30) and (4.31) this gives
\[
\liminf_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \geq -\frac{\beta}{2} V(\epsilon) + \beta \int_0^\infty \log|\sigma(t) - t| \phi_V(t) dt.
\]
We can pick a sequence \( \epsilon_j \to 0 \) such that \( \sigma(\epsilon_j) \to b_V \) and using (4.24) we obtain
\[
\liminf_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \geq -\beta \Phi_V,
\]
and the lemma is proved.

Given \( \delta > 0 \) we can use lemma 4.5 to find \( N_0(\delta) \) so that
\[
\frac{Z_{N-1,N}}{Z_{N,N}} \leq e^{N\beta(\Phi_V + \delta)}
\]
if \( N \geq N_0(\delta) \). Since \( F_{N-1,N}(s) \leq 1 \) we can combine (4.20) and (4.32) to get the estimate
\[
1 - F_N(t) \leq Ne^{N\beta(\Phi_V + \delta)} \sum_{s \in A_N(t)^*} e^{-\frac{N\beta}{2}V_N(s)} H_{N-1,N}(s).
\] (4.33)
We have
\[
H_{N-1,N}(s) = E_{N-1,N} \left[ \prod_{i=1}^{N-1} |s - x_i|^\beta; s \right]
\]
\[
\leq (1 + s^2)^{\beta(N-1)} E_{N-1,N}^{0,0} \left[ \prod_{i=1}^{N-1} (1 + x_i^2)^{\beta/2}; s \right] \leq e^{CN} (1 + s^2)^{\beta N/2},
\]
where the last inequality is proved, using lemma 4.1, just as (4.25) in [Jo]. Together with (4.1) this gives
\[
e^{-\frac{N\beta}{2}V_N(s)} H_{N-1,N}(s) \leq e^{CN - \frac{N\beta}{2} \log(1+s^2)},
\] (4.34)
Hence, given a constant \( D > 0 \), there is a constant \( d > 0 \) such that
\[
e^{N\beta(\Phi_V + \delta)} \sum_{s \in A_N(d)^*} e^{-N\beta V_N(s)/2} H_{N-1,N}(s) \leq e^{-ND}.
\] (4.35)
For \( t \geq s \) we define
\[
H_{N-1,N}(t,s) = \frac{1}{Z_{N-1,N}(s)} \sum_{x \in A_N(s)^{N-1}} \prod_{j=1}^{N-1} |t - x_i|^\beta Q_{N-1,N}(x).
\]
Clearly,
\[ H_{N-1,N}(s) = H_{N-1,N}(s,s) \leq H_{N-1,N}(t,s) \] (4.36)
if \( t \geq s \). Combining the estimates (4.33), (4.35) and (4.36) we obtain
\[ 1 - F_N(t) \leq Ne^{-ND} + N e^{\beta (\Phi_V + \delta)} \sum_{x \in A_N(t,d)} e^{-\frac{N\beta}{2} V_N(s)} H_{N-1,N}(s+\epsilon,s) \] (4.37)
for any \( \epsilon > 0 \). Let \( s_N \in A_N(t,d) \) be the \( s \) which gives the largest term in the sum in (4.37). Then
\[ 1 - F_N(t) \leq Ne^{-ND} + N^2 (d-t) e^{\beta (\Phi_V + \delta - \frac{1}{2} V_N(s_N))} H_{N-1,N}(s_N + \epsilon, s_N). \] (4.38)
Choose a sequence which gives the upper limit of \( N^{-1} \log(1 - F_N(t)) \) and such that \( s_{N_j} \to \sigma \in [t,d] \). We would like to prove that
\[ \lim_{j \to \infty} \frac{1}{N_j} \log H_{N_j-1,N_j}(s_{N_j} + \epsilon, s_{N_j}) = -\beta \int \log |\sigma + \epsilon - t| \phi_V(t) dt. \] (4.39)
We will write \( N \) instead of \( N_j \) for simplicity. Looking at the definition of \( H_{N-1,N}(t,s) \), we see that we are interested in the limit of
\[ \frac{1}{N} \log E_{N-1,N} \left[ e^{\beta \sum_{j=1}^{N-1} \log |s_N + \epsilon - x_i|}; s_N \right] \]
as \( N \to \infty \), \( s_N \to \sigma \). Since
\[ | \log |s_N + \epsilon - x_i| - \log |\sigma + \epsilon - x_i| | = | \log \left| 1 + \frac{s_N - \sigma}{\sigma + \epsilon - x_i} \right| | \leq C \frac{|s_N - \sigma|}{\sigma + \epsilon - x_i}, \] (4.40)
where \( C \) is a numerical constant, and \( s_N \leq \sigma + \epsilon/2 \) for \( N \) large enough, the limit (4.39) follows from corollary 4.4.
If \( t > b_V \), then \( \phi_V = \phi_V \), since \( \sigma \geq t \), and combining (4.38) and (4.39) yields
\[ \limsup_{N \to \infty} \frac{1}{N} \log(1 - F_N(t)) \leq \max\{-D, \beta \Phi_V + \delta - \frac{\beta}{2} V(\sigma) - \beta \int \log |\sigma + \epsilon - t|^{-1} \phi_V(t) dt\}. \] (4.41)
Note that \( \sigma \) could depend on \( \epsilon \) and \( d \). Pick a sequence \( \epsilon = \epsilon_j \to 0+ \) and then a subsequence so that \( \sigma(\epsilon_j) \to \tau \in [t,d] \). Then, since \( D \) and \( \delta \) are arbitrary, we get
\[ \limsup_{N \to \infty} \frac{1}{N} \log(1 - F_N(t)) \leq \beta (\Phi_V - \inf_{\tau \geq t} \int k_V(\tau, s) \phi_V(s) ds) \] (4.42)
and we have proved one half of (2.17).

We now turn to the lower limit. If we start with \(M = N - 1\) instead of \(N\) then (4.42) holds with \(F_{N-1}\) replaced by \(F_{N-1,N}(t)\). By assumption the right hand side of (4.42) is negative for all \(t > b_V\). Hence, if \(t > b_V\), we see that

\[
F_{N-1,N}(t) \geq 1/2
\]  

(4.43)

for all sufficiently large \(N\). Note that, if \(t \geq s\), then

\[
H_{N-1,N}(t) \geq \frac{Z_{N-1,N}(s)}{Z_{N-1,N}(t)} H_{N-1,N}(t, s) \geq F_{N-1,N}(s) H_{N-1,N}(t, s).
\]  

(4.44)

The function \(f(\tau) = \int k_V(\tau, s) \phi_V(s) ds\) is continuous on \([t, \infty)\) and \(f(\tau) \to \infty\) as \(\tau \to \infty\), so it assumes its minimum in \([t, \infty)\) at some point \(\tau_0 \geq t\). Let \(\epsilon > 0\). Pick \(s_N \in A_N(t)^*\) such that \(s_N \searrow \tau_0 + \epsilon\). Then, picking one term in the sum

\[
\sum_{s \in A_N(t)^*} e^{-N\beta V_N(s)} F_{N-1,N}(s) H_{N-1,N}(s) \\
\geq e^{-N\beta V_N(s_N)} F_{N-1,N}(\tau_0)^2 H_{N-1,N}(s_N, s_N - \epsilon).
\]

If we use the limit (4.39), the estimate (4.43) with \(s = \tau_0\), and let \(\epsilon \to 0^+\), we see that

\[
\liminf_{N \to \infty} \frac{1}{N} \log \sum_{s \in A_N(t)^*} e^{-N\beta V_N(s)} F_{N-1,N}(s) H_{N-1,N}(s) \\
\geq -\frac{\beta}{2} V(\tau_0) - \beta \int \log |\tau_0 - t|^{-1} \phi_V(t) dt.
\]

(4.45)

To complete the proof we need

**LEMMA 4.6.** For any \(V_N\) satisfying the conditions (i) - (iii),

\[
\liminf_{N \to \infty} \frac{1}{N} \log \frac{Z_{N-1,N}}{Z_{N,N}} \geq \beta \Phi_V.
\]

(4.46)

**PROOF:** If we let \(t \to \infty\) in (4.19), we see that, \(\epsilon > 0,\)

\[
\frac{Z_{N,N}}{Z_{N-1,N}} = N \sum_{s \in A_N} e^{-N\beta V_N(s)} F_{N-1,N}(s) H_{N-1,N}(s) \\
\leq N \sum_{s \in A_N(b_V - \epsilon)} e^{-N\beta V_N(s)} F_{N-1,N}(s) H_{N-1,N}(s) \\
+ N \sum_{s \in A_N(b_V - \epsilon)^*} e^{-N\beta V_N(s)} H_{N-1,N}(s).
\]

(4.47)
since $F_{N-1,N}(s) \leq 1$. By adjusting the constant $C$ we see that (4.34) holds for all $s \in A_N$, so the first sum in the right hand side of (4.47) is

$$\leq e^{CN} F_{N-1,N}(b_V - \epsilon) \sum_{s \in A_N} e^{-\frac{\beta}{2}N^2 \log(1+s^2)} \leq e^{CN} - \frac{\beta}{2} L(b_V - \epsilon) N^2$$

for all sufficiently large $N$ by the first part of theorem 2.2. (Replacing $F_N(t)$ by $F_{N-1,N}(t)$ does not make any difference.) Since $L(b_V - \epsilon) > 0$ if $\epsilon > 0$, the first part of the right hand side of (4.47) is negligible.

The same argument that lead us from (4.33) to (4.42) allows us to treat the second term in the right hand side of (4.47) and obtain

$$\limsup_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \leq \max\{-D, -\frac{\beta}{2} V(\sigma) - \beta \int \log |\sigma + \eta - t|^{-1} \phi_V(t) dt\}. \quad (4.48)$$

where $\sigma \in [b_V - \epsilon, d]$, $\eta > 2\epsilon$, $D > 0$ are given. Take $\epsilon = \epsilon_j \to 0+$ so that $\sigma(\epsilon_j) \to \tau \in [b_V, d]$. Note that $\phi_V^{\sigma(\epsilon_j)}(t) dt$ converges weakly to $\phi_V^\tau(t) dt = \phi_V(t) dt$. Using an inequality like (4.40) we get

$$\limsup_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \leq \max\{-D, -\frac{\beta}{2} V(\tau) - \beta \int \log |\tau + \eta - t|^{-1} \phi_V(t) dt\}. \quad (4.49)$$

We can now repeat the argument that lead from (4.41) to (4.42) and obtain

$$\limsup_{N \to \infty} \frac{1}{N} \log \frac{Z_{N,N}}{Z_{N-1,N}} \leq \frac{\beta}{2} \int V(s) \phi_V(s) ds - \beta \inf_{\tau \geq b_V} \int k_V(\tau, s) \phi_V(s) ds \leq -\beta \Phi_V,$$

since $\int k_V(\tau, s) \phi_V(s) ds \geq F_V$ if $\tau \geq b_V$. The lemma is proved.

Combining (4.20), (4.45) and lemma 4.6, we see that

$$\liminf_{N \to \infty} \frac{1}{N} \log(1 - F_N(t)) \geq \beta(F_V - \int k_V(\tau_0, s) \phi_V(s) ds) = \beta(F_V - \inf_{\tau \geq t} \int k_V(\tau, s) \phi_V(s) ds),$$

by the choice of $\tau_0$. This completes the proof of theorem 2.2.
5. **Asymptotics for the Meixner kernel**

This section is devoted to the proof of lemma 3.2, which is based on establishing the appropriate asymptotics of the Meixner polynomials. See [Go] and [JW] for some results on the asymptotics of Meixner polynomials.

From (3.3) we obtain, $x \in \mathbb{R}$,

$$m_n^{K,q}(x) = (-1)^n \frac{(\sqrt{\gamma})^{n+K}}{(q)^n 2\pi} \int_{\Gamma_r} \left( \frac{\sqrt{\gamma} + z/\sqrt{q}}{\sqrt{\gamma} + \sqrt{q}z} \right)^x \frac{dz}{(\sqrt{\gamma} + \sqrt{q}z)^{K+1}}$$

$$- \frac{\sin \pi x (\sqrt{\gamma})^{n+K}}{\pi} \left. \left( \frac{\sqrt{\gamma} - t/\sqrt{q}}{\sqrt{\gamma} - t} \right) \right|_r \frac{dt}{(\sqrt{\gamma} - \sqrt{q}t)^{K+1}},$$

(5.1)

where $\Gamma_r$ is the circle $|z| = r$, $0 < r < \sqrt{\gamma/q}$; if $0 < r \leq \sqrt{\gamma q}$ the second integral should be omitted. Let $b = (1 + \sqrt{\gamma q})^2/(1-q)$ as before, let $\sigma$ be given by (1.11) and set

$$a = b + \gamma - 1 = \frac{(\sqrt{\gamma} + \sqrt{q})^2}{1-q}.$$

Set

$$t(z) = \left( \frac{\sqrt{\gamma q} + z}{\sqrt{\gamma q} + 1} \right) \left( \frac{\sqrt{\gamma} + \sqrt{q}}{\sqrt{\gamma} + \sqrt{q}z} \right),$$

$$s(z) = \frac{\sqrt{\gamma} + \sqrt{q}}{\sqrt{\gamma} + \sqrt{q}z},$$

and

$$A_N(x) = \frac{b^x}{x^{x+K}} \frac{(x+K-1)!N! \gamma^{K+N}}{x!(N+K-2)!} \sqrt{\frac{q}{\gamma}}.$$

For $0 < r < \sqrt{\gamma/q}$ we define

$$D_n^r(x; g) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g(r e^{i\theta}) t(r e^{i\theta})^x s(r e^{i\theta})^K \frac{d\theta}{r^n e^{i\theta}},$$

(5.3)

$$F_n^r(x; g) = 0 \text{ if } r \geq \sqrt{\gamma q} \text{ and }$$

$$F_n^r(x; g) = (-1)^{n+x+1} \int_{\sqrt{\gamma q}}^{r} |t(-\tau)|^x s(-\tau)^K g(-\tau) \frac{d\tau}{\tau^{n+1}}.$$  

(5.4)

The powers are defined by taking the principal branch of the logarithm.

The Meixner kernel (3.4) can now be written, for $x, y$ integers (which is the case we need),

$$K_N(x, y) = \sqrt{A_N(x) A_N(y)} \frac{D_N(x; g_1) D_N(y; g_2) - D_N(x; g_2) D_N(y; g_1)}{x - y}$$

(5.5)
if \( x \neq y \), and
\[
K_N(x, x) = A_N(x)[D_N(x - 1; g_3)D_N(x; g_2) - D_N(x; g_1)D_N(x - 1; g_1) \\
+ F_N(x; g_1)D_N(x; g_2) - F_N(x; g_2)D_N(x; g_1)],
\]
where \( g_1(z) = 1, g_2(z) = z - 1, g_3(z) = t(z) \log t(z) \) and \( g_4(z) = g_2(z)g_3(z) \). The functions \( g_i(z) \) are bounded for \( |z| \leq 1 \).

Write \( x = Nb + y \) and \( K = [\gamma N] - N + 1 = N(\gamma N - 1) = N(\gamma - 1) + \omega_N \), \( 0 < \omega_N \leq 1 \).

**Lemma 5.1.** If \( x = Nb + \xi \sigma N^{1/3} \) and \( M_0 > 0 \) is a given constant, there are constants \( c_1(q, \gamma) \) and \( c_2(q, \gamma) \), such that
\[
\frac{1}{N} A_N(x) \leq c_1(q, \gamma)e^{c_2(q, \gamma) N^{2/3}}
\]
for all \( \xi \geq -M_0 \). Furthermore,
\[
\lim_{N \to \infty} \frac{1}{N} A_N(x) = \frac{\gamma \sqrt{q}}{(1 - q) \sqrt{ab}}
\]
uniformly for \( |\xi| \leq M_0 \).

**Proof:** By Stirling’s formula
\[
A_N(x) = \frac{(x + K)^{x + K} N^N b^x}{x^x (N + K)^{x + K} a^{x + K}} \gamma^{K+N} (N + K)(N + K - 1) \times \sqrt{\frac{(x + K) N}{x (N + K)}} \frac{1}{1 - q} \sqrt{\frac{q}{\gamma}} e^{o(1)}.
\]
Write \( a_N = b + \gamma_N - 1 \). Then,
\[
\frac{(x + K)^{x + K} N^N b^x}{x^x (N + K)^{x + K} a^{x + K} \gamma^{K+N}} = \left( \frac{Nb}{x} \right)^x \left( \frac{x + K}{Na_N} \right)^{x + K} \left( \frac{a_N}{a} \right)^{x + K} \left( \frac{\gamma}{\gamma_N} \right)^{N + K}.
\]
If we write \( u = Na_N \) and \( v = Nb < u \). Then
\[
\left( \frac{Nb}{x} \right)^x \left( \frac{x + K}{Na_N} \right)^{x + K} = \left( 1 + \frac{y}{u} \right)^{u+y} \left( 1 + \frac{y}{v} \right)^{-v-y} = e^{g(y)}.
\]
Since \( g(0) = g'(0) = 0 \) and \( g''(t) = (v - u)(u + t)^{-1}(v + t)^{-1} < 0 \), we have \( \exp g(t) \leq 1 \) if \( \xi \geq 0 \). If \( -M_0 \leq \xi \leq M_0 \), then
\[
|g(t)| = \left| \int_0^t (t - s)g''(s)ds \right| \leq CN^{-1/3}.
\]
Furthermore
\[ \left( \frac{a_N}{a} \right)^{x+K} = e^{\omega_N + O(\xi N^{-2/3}) + o(1)} \]
and
\[ \left( \frac{\gamma}{\gamma_N} \right)^{K+N} = e^{-\omega_N + o(1)}. \]

Inserting these estimates into (5.10) we obtain
\[ \frac{(x + K)^{x+K} N^b}{x^x (N + K)^{N+K}} a^{x+K} \gamma^{K+N} \leq C e^{C \xi N^{-2/3}} \]
for \( \xi \geq -M_0 \) and
\[ \lim_{N \to \infty} \frac{(x + K)^{x+K} N^b}{x^x (N + K)^{N+K}} a^{x+K} \gamma^{K+N} = 1 \]
uniformly for \( |\xi| \leq M_0 \). By (5.9) this proves (5.7) and (5.8). The lemma is proved.

Set
\[ u(z) = b \log(\sqrt{\gamma} + z) - a \log(\sqrt{\gamma} + \sqrt{q} z) - \log z \]
so that
\[ D_N^x(x; g) = \frac{1}{2\pi} \int_{r_N} e^{N(u(z) - u(1)) + y \log t(z) + \omega N \log s(z)} g(z) \frac{dz}{iz}. \tag{5.11} \]

Now,
\[ u'(z) = -\rho(1 - z)^2 \]
\[ + \rho(1 - z)^3 \frac{\sqrt{q} z^2 + (\sqrt{q} + \sqrt{q} + \sqrt{q}) z + \sqrt{q} + \sqrt{q} + \sqrt{q} + \sqrt{q}}{z(z + \sqrt{q})(\sqrt{q} + \sqrt{q})}, \]
where
\[ \rho = \frac{\gamma \sqrt{q}}{(1 + \sqrt{q})(\sqrt{q} + \sqrt{q})}. \]
Hence we can write
\[ u(z) - u(1) = \frac{1}{3} \rho(1 - z)^3 + \rho(1 - z)^4 v(z), \tag{5.12} \]
where one verifies that \( |v(z)| \leq 28/27 \) if \( |z - 1| \leq 1/4 \).

By taking absolute values in (5.3) we obtain
\[ |D_N^x(x; g)| \leq C \left( \frac{a}{b} \right)^{x/2} a^K (1 - q)^K \frac{r_N}{N} \int_{-\pi}^{\pi} e^{f(\cos \theta)} d\theta, \tag{5.13} \]
where
\[ f(\tau) = \frac{x}{2} \log(\gamma q + r^2 + 2\sqrt{\gamma qr} \tau) + \frac{x-K}{2} \log(\gamma + qr^2 + 2\sqrt{\gamma qr} \tau). \]

Write \( r = 1 - \delta, 0 \leq \delta < 1 \). A computation shows that \( f'(\tau) \geq 0 \) if (say)
\[ y \geq -\delta \frac{1 + q + 2\sqrt{\gamma q}}{1-q} N, \tag{5.14} \]
which covers all the \( y \)'s we are interested in. Thus, if (5.14) is fullfilled, then
\[ |D_N^r(x; g)| \leq C \exp(N(u(1-\delta) - u(1)) + y \log t(1-\delta)). \tag{5.15} \]

By (5.12),
\[ u(1-\delta) - u(1) \leq \rho \delta^3 \left( \frac{\delta^2}{27} \right) \leq \frac{2}{3} \rho \delta^3 \tag{5.16} \]
if \( 0 \leq \delta \leq 1/4 \). Now,
\[ \log t(1-\delta) = \log \left( 1 - \frac{1}{1 - \frac{\sqrt{\gamma q}}{\sqrt{\gamma + q}} \delta} \frac{(1-q)\sqrt{\gamma}}{(1+\sqrt{\gamma q})(\sqrt{\gamma} + \sqrt{q})} \right) \]
\[ \leq -\rho(1-q) \frac{1}{\sqrt{\gamma q}} \delta, \]
and consequently it follows from (5.15) and (5.16) that, if \( y \geq 0 \), then
\[ |D_N^r(x; g)| \leq C \exp \left[ \frac{2N}{3} \rho \delta^3 - \rho(1-q) \frac{1}{\sqrt{\gamma q}} \delta y \right]. \tag{5.17} \]

Recall that \( y = \sigma N^{1/3} \xi \) with \( \sigma \) given by (1.11). Note that \( \sigma = (1-q)^{-1} \sqrt{\gamma q} \rho^{-2/3} \). Choose \( \delta = (\rho N)^{-1/3} \sqrt{\xi} \) if \( \xi \leq (N\rho)^{2/3}/16 \) and \( \delta = 1/4 \), if \( \xi \geq (N\rho)^{2/3}/16 \). Inserting this into (5.17) gives
\[ |D_N^r(x; g)| \leq C \exp \left[ -\frac{1}{3} \min(\sqrt{\xi}, \frac{1}{4}(N\rho)^{1/3}) \xi \right], \tag{5.18} \]
for \( \xi \geq 0 \).

Let \( \epsilon \in [0, \pi] \) and set
\[ I_1' = \frac{1}{2\pi} \int_{-\epsilon}^{\epsilon} g(re^{i\theta}) t(re^{i\theta}) s(re^{i\theta}) k \frac{d\theta}{\rho N e^{iN\theta}}, \]
\[ I_1'' = D_N^r(x; g) - I_1'. \]
By the same argument that was used for (5.13) above, we see that if $y$ satisfies (5.14), then

$$|I'_1| \leq C|t(re^{ie})|^{x}|s(re^{ie})|^K\frac{1}{r^N}$$

$$\leq C \exp\left[N\text{Re}(u(re^{ie}) - u(1)) + y \log |t(re^{ie})|\right]. \quad (5.19)$$

Next, we consider $F^r_N(x;g)$, $\sqrt{\gamma q} < r \leq 1$. Taking absolute values in (5.4) yields

$$|F^r_N(x;g)| \leq C \int_{\sqrt{\gamma q}}^{\sqrt{\gamma q} - \tau} \left|\frac{\sqrt{\gamma q} - \tau}{\sqrt{\gamma q} + 1}\right|^x \left|\frac{\sqrt{\gamma} + \sqrt{q}}{\sqrt{\gamma} - \sqrt{q} \tau}\right|^{x+K} \frac{d\tau}{\tau^{N+1}}. \quad (5.20)$$

The integrand in (5.20) is a increasing function of $\tau$ for all $x$ that we are considering. The monotonicity argument used for (5.13) now shows that, if (5.14) is fulfilled, then

$$|F^r_N(x;g)| \leq C|t(-r)|^{x}|s(-r)|^K\frac{1}{r^N}$$

$$\leq C|t(re^{ie})|^{x}|s(re^{ie})|^K\frac{1}{r^N}$$

$$\leq C \exp\left[N\text{Re}(u(re^{ie}) - u(1)) + y \log |t(re^{ie})|\right], \quad (5.21)$$

where the last inequality is the same as in (5.19). If we take $\epsilon = 0$, we get the same right hand side as in (5.15) and hence we obtain the same estimates, i. e.

$$|F^r_N(x;g)| \leq C \exp\left[-\frac{1}{3}\min(\sqrt{\xi}, \frac{1}{4}(N\rho)^{1/3})\xi\right].$$

Combining this with (5.6), (5.7) and (5.18) yields

$$|K_N(x,x)| \leq CN \exp\left[-\frac{1}{4}\min(\sqrt{\xi}, \frac{1}{4}(N\rho)^{1/3})\xi\right] \quad (5.22)$$

for any $\xi \geq 0; x$ an integer.

Consider now $\xi \in [-M_0,(\rho N)^{1/6}]$. Take $\epsilon = (\rho N)^{-1/4}$, $\delta = \eta(\rho N)^{-1/3} \leq (\rho N)^{-1/4}$, where $\eta > 0$ will be chosen below. By (5.12), we have

$$I'_1 = \frac{1}{2\pi} \int_{-\epsilon}^{\epsilon} g((1 - \delta)e^{i\theta}) \exp\left\{N\left[\frac{1}{3}\rho(1 - (1 - \delta)e^{i\theta})^3 + \rho(1 - (1 - \delta)e^{i\theta})^4v((1 - \delta)e^{i\theta}) + y \log t((1 - \delta)e^{i\theta}) + \omega_N \log s((1 - \delta)e^{i\theta})\right]\right\} d\theta. \quad (5.23)$$
We make the change of variables \( \theta = \omega(\rho N)^{-1/3} \). For \( 0 < \eta \leq (\rho N)^{1/12}, |\theta| \leq \epsilon \), we have

\[
\frac{1}{3} \rho (1 - (1 - \delta)e^{i\theta})^3 + \rho (1 - (1 - \delta)e^{i\theta})^4 v((1 - \delta)e^{i\theta}) = \frac{1}{3}(\eta - i\omega)^3 + R_1, \quad (5.24)
\]

where \( R_1 \to 0 \) uniformly as \( N \to \infty \). Furthermore, if \( \xi \in [-M_0, (\rho N)^{1/6}] \), then

\[
y \log t((1 - \delta)e^{i\theta}) = (-\eta + i\omega)\xi + R_2, \quad (5.25)
\]

where \( R_2 \to 0 \) uniformly as \( N \to \infty \).

Suppose \( g^{(j)}(1) = 0, j = 0, \ldots, \ell - 1 \) but \( g^{(\ell)}(1) \neq 0 \), so that

\[
g((1 - \delta)e^{i\theta}) = \frac{1}{\ell!} g^{(\ell)}(1) \rho^{-\ell/3}(-\eta + i\omega) + \ldots. \quad (5.26)
\]

We now have all the estimates we need. Let \( \eta = \sqrt{\xi} \) if \( \xi \geq M_0 \) and \( \eta = 1 \) if \(|\xi| \leq M_0 \).

By (5.12) and (5.24) we obtain

\[
\text{Re } Nu((1 - \delta)e^{i\theta}) = \frac{1}{3} \eta^3 - \eta \omega^2 + R_1
\]

and hence, if \( \xi \in [-M_0, (\rho N)^{1/6}] \), \( \epsilon = \omega(\rho N)^{-1/3} \) with \( \omega = (\rho N)^{1/12} \), (5.19) yields,

\[
|I''_1| \leq C \exp[\frac{1}{3} \eta^3 - \eta(\rho N)^{1/6} - \eta \xi + R_3]
\]

\[
\leq \frac{C}{N^{(\ell+1)/3}} \exp\left[-\frac{2}{3} |\xi|^{3/2}\right]. \quad (5.27)
\]

Similarly, by (5.21), for \( \xi \in [-M_0, (\rho N)^{1/6}] \),

\[
|I'_1| \leq \frac{C}{N^{(\ell+1)/3}} \exp\left[-\frac{2}{3} |\xi|^{3/2}\right]. \quad (5.29)
\]

The dominated convergence theorem gives

\[
\lim_{N \to \infty} N^{(\ell+1)/3} I'_1 = \frac{\rho^{-(\ell+1)/3}}{\ell!} g^{(\ell)}(1) \frac{1}{2\pi} \int_{-\infty}^{\infty} (-\eta + i\omega)^\ell \exp\left[i (\omega + i\eta)^3 + i\xi(\omega + i\eta)\right]d\omega
\]

\[
= \frac{\rho^{-(\ell+1)/3}}{\ell!} g^{(\ell)}(1) \text{Ai}(\ell)(\xi), \quad (5.30)
\]

uniformly for \(|\xi| \leq M_0 \). Observe that \( g_1(1) = 1, g_2(1) = 0 \) but \( g_3(1) = 1 \), \( g_4(1) = 0 \) but \( g'_3(1) = \rho(1 - q)(\gamma q)^{-1/2} \) and \( g_4(1) = g'_4(1) = 0 \) but \( g''_4(1) = 2\rho(1 - q)(\gamma q)^{-1/2} \). Combining (5.27) and (5.29) we obtain

\[
|D_N^e(x; g)| \leq \frac{C}{N^{(\ell+1)/3}} \exp\left[-\frac{2}{3} |\xi|^{3/2}\right], \quad (5.31)
\]
for \(\xi \in [-M_0, (\rho N)^{1/6}]\). The estimate (5.27) and the limit (5.30) give

\[
\lim_{N \to \infty} N^{1/3} D_N(x; g_1) = \rho^{-1/3} \text{Ai}(\xi),
\]

(5.32a)

\[
\lim_{N \to \infty} N^{2/3} D_N'(x; g_2) = \rho^{-2/3} \text{Ai}'(\xi),
\]

(5.32b)

\[
\lim_{N \to \infty} N^{2/3} D_N''(x; g_3) = \frac{\rho^{1/3}(1-q)}{\sqrt{\gamma q}} \text{Ai}'(\xi),
\]

(5.32c)

and

\[
\lim_{N \to \infty} N D_N'N(x; g_4) = \frac{(1-q)}{\sqrt{\gamma q}} \text{Ai}''(\xi),
\]

(5.32d)

We can now use (5.22), (5.28), (5.31) and (5.32) in (5.5) and (5.6) to prove (3.6), (3.7) and (3.8) for the Meixner kernel. The lemma is proved.

6. The equilibrium measure

The equilibrium measure \(\phi_V(t)dt\) satisfies certain variational conditions.

**Proposition 6.1.** Assume that \(\phi \in A_s\) satisfies

(i) \(\int_0^s k_V(t, \tau) \phi(\tau) d\tau \geq \lambda\) if \(\phi(t) = 0\),

(ii) \(\int_0^s k_V(t, \tau) \phi(\tau) d\tau \leq \lambda\) if \(\phi(t) = 1\),

(iii) \(\int_0^s k_V(t, \tau) \phi(\tau) d\tau = \lambda\) if \(0 < \phi(t) < 1\),

for some \(\lambda\) (which = \(F_V\)). Then \(\phi = \phi_V\).

We will not prove this here, see [LL] for a very similar result. The way to compute \(\phi_V\) is to seek a candidate solution \(\phi\) and then verify that \(\phi\) satisfies the variational conditions. In a region where \(0 < \phi(t) < 1\) we can differentiate (iii) and obtain

\[
\int_0^s \frac{\phi(\tau)}{\tau-t} d\tau = -\frac{1}{2} V'(t).
\]

(6.1)

Since \(V^{\gamma}q\) is convex the support of \(\phi_V\) is a single interval. If we consider the variational problem without the constraint \(\phi \leq 1\), and this problem has a solution \(\psi_0\) such that \(0 \leq \psi_0 \leq 1\), then this \(\psi_0\) is the solution we are seeking. This is the case when \(\gamma \geq 1/q\), and then \([a_V, b_V] = [a, b]\) and

\[
\int_a^b \frac{\phi(\tau)}{\tau-t} d\tau = -\frac{1}{2} V'(t), \quad a \leq t \leq b.
\]

(6.2)

We must have \(\phi(b) = 0\) and \(\phi(a)\) bounded \((\phi(a) = 0\) if \(\gamma > 1/q\)).
If the solution $\psi_0(t) > 1$ in some interval, e.g. $\psi_0(t) > 1$ in $[0, a_0)$ but $0 < \psi_0(t) < 1$ in $(a_0, b_0)$, we make an ansatz that $\phi(t) = 1$ in $[0, a]$ and $0 < \phi(t) < 1$ in $(a, b)$ for some $a, b$, $[a_\nu, b_\nu] = [0, b]$. This is the situation when $\gamma < 1/q$. By (6.1),
\begin{equation}
\frac{1}{\pi} \int_a^b \frac{\phi(\tau)}{\tau - t} d\tau = -\frac{1}{2} V'(t) - \int_0^a \frac{d\tau}{\tau - t},
\end{equation}
and $\phi(a) = 1$, $\phi(b) = 0$. By making the substitution $x = 2(t - a)/c - 1$, $y = 2(\tau - a)/c - 1$, $c = b - a$, in (6.2) and (6.3) we get an equation of the form
\begin{equation}
\frac{1}{\pi} \int_{-1}^1 \frac{v(x)}{x-y} dx = f(y), \quad -1 \leq x \leq 1,
\end{equation}
with some $f$. This equation has the general solution, [Tr],
\begin{equation}
v(x) = -\frac{1}{\pi \sqrt{1 - x^2}} \int_{-1}^1 \frac{f(y) \sqrt{1 - y^2}}{y - x} dy + \frac{C}{\pi \sqrt{1 - x^2}},
\end{equation}
where $C$ is an arbitrary constant. In this way we obtain (2.19) and (2.20).

The equation (2.21) is obtained by substituting (2.19) or (2.20) into (2.15) (the infimum is assumed for $\tau = t$). Consider the case $\gamma > 1/q$, the other case is similar. Then, with $t = a + c(x + 1)/2$,
\begin{equation}
J(t) = \int_b^t J'(s) ds = \frac{c}{2} \int_1^x J'(a + c(y + 1)/2) dy
\end{equation}
and
\begin{equation}
g(y) = J'(a + c(y + 1)/2) = \frac{c}{2} \int_{-1}^1 \frac{v(x)}{x-y} dx + \frac{1}{2} V'(a + c(y + 1)/2)
\end{equation}
\begin{equation}
= \frac{c}{2} \int_{-1}^1 \log |y - x| v'(x) dx + \frac{1}{2} \left[ \log \frac{1}{q} - \log(y + B) + \log(y + D) \right].
\end{equation}
Now,
\begin{equation}
v'(x) = \frac{1}{2\pi} \left[ \frac{\sqrt{D^2 - 1}}{x + D} - \frac{\sqrt{B^2 - 1}}{x + B} \right] \frac{1}{\sqrt{1 - x^2}}
\end{equation}
and
\begin{equation}
\int_{-1}^1 \log |y - x| v'(x) dx = \frac{1}{2} F(y, D) - \frac{1}{2} F(y, B),
\end{equation}
where
\begin{equation}
F(y, R) = \frac{1}{\pi} \int_{-1}^1 \frac{\sqrt{R^2 - 1}}{(x + R)\sqrt{1 - x^2}} \log |y - x| dx.
\end{equation}
Note that
\[ \frac{d}{dy} F(y, R) = \sqrt{R^2 - 1} \left[ \frac{1}{\sqrt{y^2 - 1}} + \frac{1}{R} \right]. \]

Using these formulas we see that \( g(-1) = 0 \) and hence
\[ J(t) = \frac{c}{4} \int_1^x g(y)dy = \frac{c}{4} \int_1^x (x - y)g'(y)dy \]
\[ = \frac{c}{4} \int_1^x (x - y)\left( \frac{\sqrt{B^2 - 1}}{x + B} - \frac{\sqrt{D^2 - 1}}{x + D} \right) \frac{dy}{\sqrt{y^2 - 1}}, \]
which gives (2.21).

If \( f(y) = (\gamma - q)(y + B)^{-1} + (1 - q\gamma)(y + D)^{-1} \), then \( f(y) > 0 \) for all \( y \geq 1 \) and \( a_0 = \inf_{1 \leq y \leq 1/c} f(y) > 0 \). Thus for \( 0 \leq \delta \leq 1 \), by (2.21),
\[ J(b + \delta) \geq \frac{a_0 c}{8\sqrt{q\gamma}} \int_1^{1+\delta/c} (1 - \frac{2\delta}{c} - y) \frac{dy}{\sqrt{y + 1/\sqrt{y - 1}}} \geq c_1 \delta^{3/2}, \]
for some constant \( c_1 > 0 \). If \( \delta \geq 1 \), then
\[ J(b + \delta) \geq \frac{a_0 c}{8\sqrt{q\gamma}} \int_1^{1+1/c} (1 - \frac{2\delta}{c} - y) \frac{dy}{\sqrt{y + 1/\sqrt{y - 1}}} \]
which proves (2.22). A more careful computation for small \( \delta \) yields (2.23).
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