Heat transport as torsional responses and Keldysh formalism in a curved spacetime
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We revisit a theory of heat transport in the light of a gauge theory of gravity and find the proper heat current with a corresponding gauge field, which yields the natural definitions of the heat magnetization and the Kubo-formula contribution to the thermal conductivity as torsional responses. We also develop a general framework for calculating gravitational responses by combining the Keldysh and Cartan formalisms. By using this framework, we explicitly calculate these two quantities and reproduce the Wiedemann–Franz law for the thermal Hall conductivity in the clean and non-interacting case. Finally, we discuss an effective action for the quantized thermal Hall effect in $(2+1)$-D topological superconductors.
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1. Introduction

Gravity sometimes appears in condensed-matter physics. Fifty years ago, Luttinger introduced a gravitational potential to calculate heat transport coefficients [1]. Recently, it was shown that the spin current can be generated by mechanical rotation [2–4]. Viscosity is a response to torsion, which is neglected in general relativity [5–7]. Now gravity is not only a research interest in the fields of high-energy physics and cosmology but is a powerful tool to describe many kinds of external fields in condensed-matter physics. A unified description from the viewpoint of gravity brings about a deeper understanding of such gravitational responses.

Among these gravitational responses, heat transport is one of the most important phenomena. Traditionally, charge and heat transport phenomena have been investigated within the semiclassical Boltzmann theory [8]. One exception is the anomalous Hall effect in ferromagnetic metals [9]. Since it is a complicated phenomenon involving the intrinsic mechanism due to the multiband Berry-phase effect and extrinsic mechanisms due to disorder, a systematic perturbation theory with respect to disorder strength, e.g., the Keldysh formalism, is necessary [10–13]. Experimentally, the anomalous thermal Hall effect (THE) is useful for investigating effects of inelastic scattering on the anomalous Hall effect at finite temperature [14–16]. The THE was also used to detect the magnon Hall effect in ferromagnetic insulators [17,18]. To understand these phenomena, a systematic quantum-mechanical formula for the thermal Hall conductivity (THC) is highly desired. One important point is that the Kubo formula alone is not sufficient and should be augmented with the heat magnetization (HM) to avoid the unphysical divergence at zero temperature [19–21]. These previous theories are unsatisfactory because the scaling relations on the charge and heat currents are assumed without any microscopic explanations and, furthermore, it remains unclear how to apply them to disordered or interacting systems.
The HM also appears in the context of topological superconductors (TSCs) [22,23]. Electromagnetic responses are not effective because the U(1) gauge symmetry is broken. Instead, the THC is known to be quantized in (2 + 1)-D TSCs [24–26]. In (3 + 1)-D TSCs, it was theoretically proposed that the HM is induced by a temperature gradient and the heat polarization by an angular velocity of rotation [25]. A possible question is what actions describe these topological phenomena. Note that the spin-connection analogs of the Chern–Simons term and axion electrodynamics [24,27,28] cannot do because these actions do not vanish at zero temperature.

Our main purposes are twofold. One is to revisit the basics of heat transport from the gauge-theoretical viewpoint. Compared to charge transport where the U(1) gauge symmetry plays an important role, heat transport has been less discussed regarding a symmetry and its gauge field. As a result, the definition of the heat current has been controversial: the product of the Hamiltonian and the velocity or that of the time derivative and the velocity. Here we propose that the latter has a corresponding gauge field and is the proper definition. We also find that a torsional magnetic field induced by this gauge field is conjugate to the HM. In other words, the HM can be obtained by using a perturbation theory with respect to a torsional magnetic field. We emphasize that this torsional magnetic field is totally different from a gravito-magnetic field or an angular velocity, discussed previously [21,25,28].

The other is to establish a unified framework for calculating gravitational responses. The gauge-covariant Keldysh formalism is one of the most sophisticated perturbation theories with respect to electromagnetic fields [29–31] and can be applied to insulators or metals with disorder or interactions at finite temperature. By combining it with a gauge theory of gravity, the so-called Cartan formalism, we develop the Keldysh+Cartan formalism especially to calculate the HM and THC. Although we can apply this formalism to disordered or interacting systems, here we focus on the clean and non-interacting limit to reproduce the Wiedemann–Franz law.

This paper is organized as follows. In Sect. 2, we explain Luttinger’s idea and revisit it from the gauge-theoretical viewpoint. Based on this discussion, in Sect. 3, the HM and the thermal conductivity are defined as torsional responses, which is the first part of our results. In Sects. 4 and 5, we show the second part of our results, i.e., the Keldysh+Cartan formalism and the first-order perturbation theory with respect to torsion. We explicitly calculate the HM and the Kubo-formula contribution to the THC in Sects. 6 and 7, respectively. As a corollary, we discuss an effective action for the quantized THE in (2 + 1)-D TSCs in Sect. 8. Section 9 is devoted to the summary.

Let us summarize our notations. We assign the Latin (a, b, \ldots = 0, 1, \ldots d) and Greek (\mu, \nu, \cdots = 0, 1, \ldots d) alphabets to locally flat coordinates and global coordinates, respectively. We follow the Einstein convention, which implies summation over the spacetime dimension D = d + 1 when an index appears twice in a single term. The Minkowski metric in a flat spacetime is taken as \eta_{ab} = \text{diag}(-1, +1, \ldots, +1). The Planck constant and the electric charge are written as \hbar and q, respectively. We use c = k_B = 1. Upper or lower signs in equations correspond to bosons or fermions.

## 2. Heat transport and gravity

First, we intuitively review Luttinger’s idea that relates a gravitational potential to non-uniform temperature [1]. We begin with an unperturbed system with a non-uniform chemical potential \mu(\vec{x}) and temperature \( T(\vec{x}) = \beta^{-1}(\vec{x}) \). The partition function in the local equilibrium is given by

\[
Z = \text{tr} \exp \left[ -\int d^d x \beta(\vec{x}) \left( H(\vec{x}) - \mu(\vec{x}) N(\vec{x}) \right) \right].
\] (1)
The chemical potential and temperature are statistical forces and hence cannot be treated as perturbations. Instead, we introduce mechanical forces $\phi(\vec{x})$ and $\gamma(\vec{x})$ by
\[
\mu(\vec{x}) = \gamma^{-1}(\vec{x})(\mu_0 - q\phi(\vec{x})), \tag{2a}
\]
\[
\beta(\vec{x}) = \beta_0\gamma(\vec{x}), \tag{2b}
\]
\[
H^{\phi,\gamma}(\vec{x}) = \gamma(\vec{x})H(\vec{x}) + q\phi(\vec{x})N(\vec{x}). \tag{2c}
\]

Now the system is equivalent to the perturbed system in the uniform chemical potential $\mu_0$ and temperature $T_0 = \beta_0^{-1}$, whose partition function is given by
\[
Z = \text{tr}\exp\left[-\int d^d x \beta_0 \left(H^{\phi,\gamma}(\vec{x}) - \mu_0 N(\vec{x})\right)\right]. \tag{3}
\]

As a scalar potential $\phi(\vec{x})$ is a mechanical force equivalent to the non-uniform chemical potential, a gravitational potential $\gamma(\vec{x})$, or $\phi_{\vec{x}}(\vec{x}) = \gamma(\vec{x}) - 1$, is equivalent to the non-uniform temperature. However, it is still unclear why $\gamma(\vec{x})$ is called a gravitational potential.

To answer this question, we revisit the fundamentals of heat transport, as well as charge transport, in terms of symmetries and gauge fields. The Noether theorem tells us that a global continuous symmetry gives rise to a conservation law [32]. The $U(1)$ gauge symmetry leads to the charge conservation law. We can explicitly construct the charge current conserved when the on-shell condition is satisfied. Then, according to the gauge principle, we require the local gauge symmetry. Although a matter field alone does not possess it, the total system consisting of a matter field and a vector potential does. This vector potential $A_i$, which is introduced by replacing the partial derivative $\partial_\mu$ with the covariant one $\partial_\mu - iqA_\mu/\hbar$, is coupled to the charge current.

Such a discussion holds for heat transport. The time translation symmetry gives rise to the energy conservation law. Similarly, the space translation symmetry, which is usually absent in condensed-matter physics, leads to the momentum conservation law. If we require the local spacetime translation symmetry, a corresponding gauge field is naturally introduced. Since local spacetime translations are general coordinate transformations $x^\mu \to x'^\mu$, the partial derivative transforms as a covariant vector, and the covariant derivative should be given by $h_a^\mu \partial_\mu$. This gauge field $h_a^\mu$, called a vielbein, is coupled to the energy-momentum tensor. In particular, $h_0^\mu$ is coupled to the Hamilton density and hence is a gravitational potential that Luttinger introduced [1], while $h_0^A$ is coupled to the energy current defined by the product of the time derivative and the velocity. Note that the other energy current defined by the product of the Hamiltonian density and the velocity is obtained by imposing the on-shell condition but has no corresponding gauge field.

Now we can relate a theory of heat transport to gravity. The local spacetime translation symmetry is required by the general covariance principle, and a vielbein can be found in a gauge theory of gravity, i.e., the Cartan formalism [32]. This formalism consists of two gauge fields; a vielbein $h_a^\mu$ and a spin connection $\omega^{ab}_\mu = -\omega^{ba}_\mu$. The latter is associated with the local Lorentz symmetry and hence appears together with the generator of Lorentz transformations $S_{ab} = -S_{ba}$. In these gauge fields, we have to replace the partial derivative $\partial_\mu$ with the covariant one,
\[
D_a = h_a^\mu \left(\partial_\mu - iqA_\mu/\hbar - i\omega^{ab}_\mu S_{ab}/2\hbar\right). \tag{4}
\]

More concretely, let us concentrate on a Dirac fermion. The Dirac Lagrangian density in a curved spacetime is given by
\[
hL = h\bar{\psi}(h\gamma^a D_a - m)\psi, \tag{5}
\]
in which $h = \det h^a_{\mu}$ is the determinant of a vielbein, $\bar{\psi} \equiv i^{-1}\psi^\dagger \gamma^0$ is the Dirac conjugate, and the $\gamma$ matrices satisfy the Clifford algebra $\{\gamma^a, \gamma^b\} = 2\eta^{ab}$. First, we put $h^a_{\mu} = \text{diag}(\gamma, +1, \ldots, +1)$ to obtain

$$hL = \psi^\dagger [i\hbar \partial_0 - \gamma (-i\hbar \bar{\alpha} \cdot \vec{V} + m\beta)]\psi.$$  

(6)

Here $\bar{\alpha}$ and $\beta$ are the Dirac matrices, and $\vec{V}$ is not the covariant derivative in general relativity but the nabla in vector analysis. Thus $h^{0}_{0} = \gamma$ is a gravitational potential coupled to the Hamiltonian density. On the other hand, let us introduce an off-diagonal component $h^{0}_{i} = A_{gi}$. Since the inverse has $h^{-1}_{0} = -A_{gi}^{-1}$, Eq. (5) becomes

$$hL = \psi^\dagger [\gamma (-i\hbar \bar{\alpha} \cdot \vec{V} + m\beta) - i\hbar \bar{\alpha} \cdot \vec{A} \partial_0]\psi.$$  

(7)

As expected, $h^{0}_{i} = A_{gi}$ is a “vector potential” coupled to the energy current defined by the product of the time derivative and the velocity $\bar{\alpha}$.

3. Heat transport and torsion

Next, we define the thermal conductivity and the HM based on the above discussion. Since a vielbein and a spin connection are gauge fields, they induce field strengths called torsion and Riemann tensors:

$$T^a_{\mu\nu} = \partial_\mu h^a_{\nu} + \omega^a_{\mu\beta} h^b_{\nu} - (\mu \leftrightarrow \nu),$$  

(8a)

$$R^a_{\mu\nu} = \partial_\mu \omega^a_{\nu\beta} + \omega^a_{\nu\mu} \omega^c_{\nu\beta} - (\mu \leftrightarrow \nu).$$  

(8b)

If we choose $\omega^{ab}_{\mu} = 0$, a torsional electric field $T^{\dot{0}}_{j0}$ is the mechanical force equivalent to a temperature gradient, while a torsional magnetic field is the field strength coupled to the HM. Thus the Kubo-formula contribution to the thermal conductivity and the HM are naturally defined by

$$T_{0\bar{k}ij} \equiv \frac{\partial J^\dot{0}_{ij}}{\partial (-T^{\dot{0}}_{j0})},$$  

(9a)

$$\beta_0 M_{Q\bar{k}} \equiv \frac{1}{2} \epsilon_{ijk} \frac{\partial \Omega}{\partial (-\beta_0^{-1}T^{\dot{0}}_{ij})},$$  

(9b)

where $J^\dot{0}_{ij}$ is the heat current defined by the product of the time derivative and the velocity as discussed above, and $\Omega \equiv E - T_0S - \mu_0 N$ is the free energy. This is the first part of our results and is justified below by explicitly deriving the Wiedemann–Franz law for the THC in the clean and non-interacting case.

Those in the fields of high-energy physics or cosmology may not be familiar with picking up a particular spacetime by hand. In general relativity, we impose the torsion-free condition to determine the spin connection uniquely. In this case, a temperature gradient is equivalent to the torsion-free spin connection $\omega^a_{\dot{0}0} = \partial_\nu \gamma^a$. However, as the electric conductivity is a current response to an electric field, the thermal conductivity should be that to a field strength but not a gauge field. Moreover, in condensed-matter physics where the Lorentz symmetry is usually absent, we cannot rely on a spin connection. Therefore a torsional electric field is the best choice for a mechanical force equivalent to a temperature gradient.

Once a torsional electric field is fixed, it is not important to choose $h^{0}_{0}$ or $h^{0}_{i}$. Indeed, these two are connected by local time translations $x^{0} = x^{0} + \xi^{0}(x)$. Remember that a vielbein is a covariant
vector and transforms as $h^a_{\mu} = h^a_{\nu} \partial x^\nu / \partial x'^\mu$. Even if we start from one spacetime with $h^0_0 = \gamma(\vec{x})$, we can move to another spacetime with

$$h^0_0 = (1 + \partial_0 \xi^0)^{-1} \gamma,$$

(10a)

$$h^0_i = -(1 + \partial_0 \xi^0)^{-1} \partial_i \xi^0 \gamma.$$

(10b)

In particular, we can choose $h^0_0 = 1$ and $h^0_i = -x^0 \partial_i \gamma$. Of course, both spacetimes give the same torsional electric field $T^0_{j0} = \partial_j \gamma$.

On the other hand, we emphasize that a torsional magnetic field is essentially different from an angular velocity of rotation. The former is induced by a vielbein $h^0_i = A_{gi}$, leading to the non-trivial metric,

$$ds^2 = -(dt + \vec{A}_g \cdot d\vec{x})^2 + d\vec{x}^2,$$

(11)

while the latter is represented by

$$ds^2 = -dt^2 + (d\vec{x} + \vec{\phi}_t dt)^2,$$

(12)

with $\vec{\phi}_t = \vec{\Omega} \times \vec{x}$. Here $\vec{\Omega}$ is an angular velocity. This metric is represented by a vielbein $h^i_0 = \phi^i_t$.

These two vielbeins cannot be connected by local time translations but by local Lorentz transformations. Nonetheless, these two metrics coincide in the gravito-electromagnetism, namely, when the second-order perturbations to the Minkowski metric are neglected. It is a natural question whether these second-order perturbations are important even if linear responses are concerned. From the gauge-theoretical viewpoint, a vielbein is primary, and a metric is secondary. Since the latter is given by the square of the former, i.e., $g_{\mu\nu} = \eta_{ab} h^a_{\mu} h^b_{\nu}$, we cannot drop these second-order perturbations in the metric formalism. In other words, the gravito-electromagnetism is not even an approximation for either Eq. (11) or Eq. (12). This point was not correctly understood in the previous works [25,28].

Now an important problem is the experimental feasibility of a torsional magnetic field in condensed-matter physics. In the context of high-energy physics and cosmology, this is closely related to the fundamental problem of ‘which action describes the correct gravity?’. Remember that we use an electromagnet to generate a magnetic field in condensed-matter physics. This is based on the Ampère–Maxwell law, and, more fundamentally, on the Maxwell action in addition to the coupling between the charge current and a vector potential. If there is the torsional analog of the Maxwell action, a torsional magnetic field is more or less feasible. However, we cannot answer this problem because we only use torsion as external fields.

4. Keldysh formalism in a curved spacetime

In this section, we present a general framework for calculating gravitational responses based on the Keldysh formalism. We begin with the Keldysh formalism in a flat spacetime [33,34] to construct that in a curved spacetime. The Dyson equation in a flat spacetime is well known,

$$\mathcal{L}(x_1) \hat{G}(x_1, x_2) - \hat{\Sigma} \ast \hat{G}(x_1, x_2) = \hat{G}(x_1, x_2) \mathcal{L}(x_2) - \hat{G} \ast \hat{\Sigma}(x_1, x_2) = \delta(x_1 - x_2),$$

(13)
where $\mathcal{L}$ is the Lagrangian density, and $\ast$ is convolution. The Keldysh Green function $\hat{G}$ and the self-energy $\hat{\Sigma}$ contain three independent real-time Green functions and self-energies, respectively. We write them in the matrix form,

$$
\hat{G} = \begin{bmatrix} G^R & 2G^< \\ 0 & G^A \end{bmatrix}, \quad \hat{\Sigma} = \begin{bmatrix} \Sigma^R & 2\Sigma^< \\ 0 & \Sigma^A \end{bmatrix},
$$

where $R$, $A$, and $<$ indicate the retarded, advanced, and lesser components defined by

$$
G^R(x_1, x_2) \equiv -i\theta(t_1 - t_2) \left\langle \left[ \psi(x_1), \psi^\dagger(x_2) \right] \right\rangle, \quad \text{(15a)}
$$

$$
G^A(x_1, x_2) \equiv +i\theta(t_2 - t_1) \left\langle \left[ \psi(x_1), \psi^\dagger(x_2) \right] \right\rangle, \quad \text{(15b)}
$$

$$
G^<(x_1, x_2) \equiv \mp i \left\langle \psi^\dagger(x_2)\psi(x_1) \right\rangle. \quad \text{(15c)}
$$

The lesser Green function acts as the density matrix and is useful for calculating thermal expectation values.

There are two effects of gravity. One is to replace the volume element $d^Dx$ with the covariant one $d^Dx h(x)$. Therefore the Dyson equation (13) is modified by

$$
\mathcal{L}(x_1) \hat{G}(x_1, x_2) - \hat{\Sigma} \ast^h \hat{G}(x_1, x_2) = \hat{G}(x_1, x_2)\mathcal{L}(x_2) - \hat{G} \ast^h \hat{\Sigma}(x_1, x_2) = \delta^h(x_1, x_2), \quad \text{(16)}
$$

where convolution and the $\delta$-function in a curved spacetime are defined by $[35,36]$

$$
\hat{A} \ast^h \hat{B}(x_1, x_2) \equiv \int d^Dx_3 h(x_3) \hat{A}(x_1, x_3) \hat{B}(x_3, x_2), \quad \text{(17a)}
$$

$$
\delta^h(x_1, x_2) \equiv h^{-1/2}(x_1)\delta(x_1 - x_2)h^{-1/2}(x_2). \quad \text{(17b)}
$$

However, by introducing a tensor density,

$$
\hat{\mathcal{A}}(x_1, x_2) \equiv h^{1/2}(x_1)\hat{A}(x_1, x_2)h^{1/2}(x_2), \quad \text{(18)}
$$

the Dyson equation can be written in the same form as that in a flat spacetime symbolically,

$$
\mathcal{L}(x_1) \hat{\mathcal{G}}(x_1, x_2) - \hat{\Sigma} \ast \hat{\mathcal{G}}(x_1, x_2) = \hat{\mathcal{G}}(x_1, x_2)\mathcal{L}(x_2) - \hat{\mathcal{G}} \ast \hat{\Sigma}(x_1, x_2) = \delta(x_1 - x_2). \quad \text{(19)}
$$

In a flat spacetime, just symbolically, we can use the Wigner representation $[33,34]$. This is a kind of Fourier transformation and makes it easy to deal with convolution. We introduce the center-of-mass coordinate $X \equiv (x_1 + x_2)/2$ and the relative coordinate $x = x_1 - x_2$ and then perform the Fourier transformation on the latter:

$$
\hat{A}(X, p) = \int d^Dx e^{-ipax}/\hbar \hat{A}(X + x/2, X - x/2). \quad \text{(20)}
$$
The Wigner representation of convolution is given by the non-commutative Moyal product,

\[ \hat{A} \ast \hat{B}(X, p) = \int d^Dx \int d^Dy e^{-ip_a x^a / \hbar} \hat{A}(X + x/2, y) \hat{B}(X - x/2) \]

\[ = \int d^Dx \int d^Dy \int \frac{d^Dq}{(2\pi \hbar)^D} \int \frac{d^Dr}{(2\pi \hbar)^D} e^{-ip_a x^a / \hbar} e^{iq_a (X - y + x/2)^a / \hbar} e^{ir_a (-X + y + x/2)^a / \hbar} \times \hat{A}(X/2 + y/2 + x/4, q) \hat{B}(X/2 + y/2 - x/4, r) \]

\[ = \int d^Dx_1 \int d^Dx_2 \int \frac{d^Dp_1}{(2\pi \hbar)^D} \int \frac{d^Dp_2}{(2\pi \hbar)^D} \times e^{-i(p_{1a} x_1^a - p_{2a} x_2^a) / \hbar} \hat{A}(X + x_1/2, p + p_1) \hat{B}(X + x_2/2, p + p_2) \]

\[ = \int d^Dx_1 \int d^Dx_2 \int \frac{d^Dp_1}{(2\pi \hbar)^D} \int \frac{d^Dp_2}{(2\pi \hbar)^D} \times \left[ e^{-ip_{1a} (x_1^a + i\hbar p_{1a}) / \hbar} e^{i x_1^a \partial x_1^a / 2} \hat{A}(X, p) \right] \left[ e^{ip_{2a} (x_2^a - i\hbar p_{2a}) / \hbar} e^{i x_2^a \partial x_2^a / 2} \hat{B}(X, p) \right] \]

\[ = \hat{A}(X, p) e^{i\hbar \mathcal{F}_0 / 2} \hat{B}(X, p). \quad (21) \]

We employ the inverse Fourier transformation in the second line and change variables \(x_1 = -X + y + x/2, x_2 = -X + y - x/2, p_1 = q - p, \) and \(p_2 = r - p\) in the third line. The Poisson bracket in this phase space is defined by

\[ \mathcal{F}_0 = \partial_{X^a} \otimes \partial_{p_a} - \partial_{p_a} \otimes \partial_{X^a}, \quad (22) \]

where a partial derivative on the left of \(\otimes\) acts on the Wigner representation on the left-hand side, and vice versa. We can expand the Moyal product with respect to \(\hbar\) as \(\ast = e^{i\hbar \mathcal{F}_0 / 2} = 1 + i\hbar \mathcal{F}_0 / 2 + \cdots\), while we can construct the Moyal product from the Poisson bracket by using the deformation quantization \[37\]. The commutation relation, which is assumed in the canonical quantization, can be derived by acting the Moyal product on \(X^a\) and \(p_a\). In the Wigner representation, the Dyson equation \(19\) becomes

\[ (\mathcal{L} - \mathcal{E}) \ast \hat{G}(X, p) = \hat{G} \ast (\mathcal{L} - \mathcal{E})(X, p) = 1. \quad (23) \]

Here we take into account the generator of Lorentz transformation \(S_{ab}\), which satisfies the Poincaré algebra, i.e., the commutation relations regarding \(p_a\) and \(S_{ab}\). For those with a condensed-matter background, it might be better to call \(S_{ab}\) spin. To do that, we assume the extended Poisson bracket:

\[ \mathcal{P}_0 \equiv (\partial_{X^c} \otimes \partial_{p_c} - \partial_{p_c} \otimes \partial_{X^c}) + p_a \eta_{bc} (\partial_{p_c} \otimes \partial_{S_{ab}} - \partial_{S_{ab}} \otimes \partial_{p_c}) + \eta_{ac} S_{bd} \partial_{S_{ab}} \otimes \partial_{S_{cd}}. \quad (24) \]

The second and third terms describe the Poincaré algebra. Such an extension was already done in the context of the twisted spin \[31\]. Although the corresponding Moyal product \(\ast\) may not be represented by such a simple form as \(e^{i\hbar \mathcal{P}_0 / 2}\), it is expanded with respect to \(\hbar\) as \(\ast = 1 + i\hbar \mathcal{P}_0 / 2 + \cdots\). By using the Moyal product, if obtained, the Dyson equation \(23\) is also extended to

\[ (\mathcal{L} - \mathcal{E}) \ast \hat{G}(X, p, S) = \hat{G} \ast (\mathcal{L} - \mathcal{E})(X, p, S) = 1. \quad (25) \]

The other effect of gravity is to replace the partial derivative \(\partial_a\) with the covariant one in Eq. \(4\) \[32\]. This is realized by replacing the momentum \(p_a\) with the mechanical momentum
corresponding to the covariant derivative:

\[ \pi_a(X, p, S) = h^a_{\mu}(X)(p_\mu - qA_\mu(X) - \omega^{ab}_{\mu}(X)S_{ab}/2). \]  

(26)

Therefore the Dyson equation in gauge fields is represented by

\[ (L - \hat{\Sigma}) \ast \hat{G}(X, \pi(X, p, S), S) = \hat{G} \ast (L - \hat{\Sigma})(X, \pi(X, p, S), S) = 1. \]

(27)

However, since \( \pi_a(X, p, S) \) is a complicated function of \((X, p, S)\), it is convenient to change variables from \((X, p, S)\) to \((X, \pi, S)\). This is a natural extension of the so-called Peierls substitution in the presence of a vector potential [29–31]. Correspondingly, owing to the chain rule for partial derivatives, we obtain

\[ \partial X^c \rightarrow h^c_{\mu}\partial X^\mu - h^c_{\mu}h^d_{\nu}(q\partial X^\nu A_\nu + \partial X^\nu h^a_{\nu}\pi_a + \partial X^\nu \omega^{ab}_{\nu}S_{ab}/2)\partial \pi_d, \]  

(28a)

\[ \partial \pi_c \rightarrow \partial \pi_c, \]  

(28b)

\[ \partial S_{ab} \rightarrow \partial S_{ab} - \omega^{ab}_{\mu}h^\mu\partial \pi, \]  

(28c)

and then

\[ \partial X^\nu \otimes \partial p_c - \partial p_c \otimes \partial X^\nu \rightarrow h^a_{\mu}(\partial X^\nu \otimes \partial \pi_a - \partial \pi_a \otimes \partial X^\nu) + h^c_{\mu}h^d_{\nu}(q\partial X^\nu A_\nu + \partial X^\nu h^a_{\nu}\pi_a + \partial X^\nu \omega^{ab}_{\nu}S_{ab}/2)\partial \pi_d \otimes \partial \pi_d, \]  

(29a)

\[ \pi_a\eta_{bc}(\partial \pi_c \otimes \partial S_{ab} - \partial S_{ab} \otimes \partial \pi_c) \rightarrow \pi_a\eta_{bc}(\partial \pi_c \otimes \partial S_{ab} - \partial S_{ab} \otimes \partial \pi_c) + h^c_{\mu}h^d_{\nu}(\omega^{ab}_{\mu}h_{bv} - \omega^{ab}_{\nu}h_{b\mu})\pi_a\partial \pi_c \otimes \partial \pi_d, \]  

(29b)

\[ \eta_{ad}S_{bc}\partial S_{ab} \otimes \partial S_{cd} \rightarrow \eta_{ad}S_{bc}\partial S_{ab} \otimes \partial S_{cd} + \eta_{ad}S_{bc}\omega^{cd}_{\nu}(\partial \pi_c \otimes \partial S_{ab} - \partial S_{ab} \otimes \partial \pi_c) + h^c_{\mu}h^d_{\nu}(\omega^{ab}_{\mu}h_{bv} - \omega^{ab}_{\nu}h_{b\mu})S_{ab}\partial \pi_c \otimes \partial \pi_d/2. \]  

(29c)

As a result, the Poisson bracket, Eq. (24), is perturbed as

\[ \mathcal{P} = h^a_{\mu}(\partial X^\nu \otimes \partial \pi_a - \partial \pi_a \otimes \partial X^\nu) + (\pi_a\eta_{bc} + \eta_{ad}S_{bc}\omega^{cd}_{\nu})\big(\partial \pi_c \otimes \partial S_{ab} - \partial S_{ab} \otimes \partial \pi_c\big) + \eta_{ad}S_{bc}\partial S_{ab} \otimes \partial S_{cd} + (qT_{cd}^a + T_{cd}^a\pi_a + R_{cd}^{ab}S_{ab}/2)\partial \pi_c \otimes \partial \pi_d. \]  

(30)

The fourth term describes the emergent commutation relation between the mechanical momenta in the presence of gauge fields. The corresponding Moyal product \( \ast \), which now we call the star product, is expanded with respect to \( \hbar \) as \( \ast = 1 + i\hbar\mathcal{P}/2 + \cdots \). It is an important future problem to construct this star product from the Poisson bracket by using the deformation quantization [37], which helps us go beyond the first-order perturbation theory with respect to field strengths. Note that the star product was already constructed in the presence of electromagnetic fields alone [29–31]. By using the star product, the Dyson equation (27) attains the following simple form:

\[ (L - \hat{\Sigma}) \ast \hat{G}(X, \pi, S) = \hat{G} \ast (L - \hat{\Sigma})(X, \pi, S) = 1. \]  

(31)

The set of Eqs. (30) and (31) is the second part of our results. It is a natural extension of a general framework for calculating electromagnetic responses previously established [29–31] and enables us to calculate gravitational responses, as shown below.
5. Perturbation theory with respect to torsion

Let us derive the first-order perturbation theory with respect to the static and uniform torsion. We drop the $X$-dependence in the Green function and the self-energy and impose the $S$-dependence on the band indexes. We expand the star product, the Green function, and the self-energy as

\[
\star = 1 + \hbar T^a_{cd} \pi_a \partial_{\pi_c} \otimes \partial_{\pi_d} / 2 + \cdots ,
\]

\[
\hat{G} = \hat{G}_0 + \hbar T^a_{cd} \hat{G}^T_{cd} / 2 + \cdots ,
\]

\[
\hat{\Sigma} = \hat{\Sigma}_0 + \hbar T^a_{cd} \hat{\Sigma}^T_{cd} / 2 + \cdots .
\]

The Green function and the self-energy with the subscript $0$ indicate those in equilibrium, and the Green function with the capital letter $G$ indicates that disorder and/or interactions are taken into account. Note that Eq. (32a) is not semiclassical but exact and fully quantum-mechanical up to the first order with respect to the static and uniform torsion. According to the deformation quantization, the exact form of the star product is defined by the infinite-order expansion with respect to $\hbar$ and may be represented by a couple of exponentials of the Poisson bracket $[30,31]$. In general, even if we restrict ourselves to the first order with respect to torsion, infinite terms containing the spacetime derivatives of torsion arise from a combination of the first and fourth terms in Eq. (30). However, if torsion is static and uniform, we do not suffer from this infinite-order problem with respect to $\hbar$.

Below we calculate the first-order Green function with respect to torsion, i.e., $\hat{G}_{T^a_{cd}}$. This is totally in parallel with the previous calculation for that with respect to electromagnetic fields $[29]$ because the only difference is that torsion is coupled to $\pi_a$ while electromagnetic fields are coupled to $q$, as seen in Eq. (30). By substituting Eq. (32) into the Dyson equation (31), we obtain

\[
\hat{G}_0 = (\mathcal{L} - \hat{\Sigma}_0)^{-1}
\]

and

\[
\hat{G}^T_{cd} = \hat{G}_0 \hat{\Sigma}^T_{cd} \hat{G}_0 - \pi_a (\hat{G}_0 \partial_{\pi_c} \hat{G}_0^{-1} \hat{G}_0 \partial_{\pi_d} \hat{G}_0^{-1} \hat{G}_0 - (c \leftrightarrow d)) / 2i .
\]

In order to decompose this Keldysh Green function into three real-time Green functions, we use

\[
(\hat{A}_1 \ldots \hat{A}_n)^R = A_1^R \ldots A_n^R,
\]

\[
(\hat{A}_1 \ldots \hat{A}_n)^A = A_1^A \ldots A_n^A,
\]

\[
(\hat{A}_1 \ldots \hat{A}_n)^{<} = \sum_{i=1}^n A_1^R \ldots A_i^R A_i^A A_{i+1}^A \ldots A_n^A .
\]

Furthermore, to calculate the lesser Green function, we use the equilibrium condition $G_{0}^{<} = \pm (G_{0}^{R} - G_{0}^{A}) f(-\pi_0)$ and introduce

\[
G_{T^a_{cd}}^{<} = G_{T^a_{cd}}^{<0} f(-\pi_0) + G_{T^a_{cd}}^{<1} f'(-\pi_0) ,
\]

\[
\Sigma_{T^a_{cd}}^{<} = \Sigma_{T^a_{cd}}^{<0} f(-\pi_0) + \Sigma_{T^a_{cd}}^{<1} f'(-\pi_0). \tag{35b}
\]

Here $f(\epsilon) = (e^{\beta \epsilon} \mp 1)^{-1}$ is the Bose or Fermi distribution function. As a result, we obtain

\[
G_{T^a_{cd}}^{<0} = \pm \left( G_{T^a_{cd}}^{R} - G_{T^a_{cd}}^{A} \right),
\]

\[
G_{T^a_{cd}}^{<1} = G_{0}^{R} \Sigma_{T^a_{cd}}^{<1} G_{0}^{A} \]

\[
\mp \pi_a \left[ (G_{0}^{R} \partial_{\pi_c} G_{0}^{R-1} (G_{0}^{R} - G_{0}^{A}) - (G_{0}^{R} - G_{0}^{A}) \partial_{\pi_c} G_{0}^{A-1} G_{0}^{A}) \delta^d_0 - (c \leftrightarrow d) \right] / 2i . \tag{36b}
\]
and

$$G_{T_{a}^{\ell}}^{c} = G_{0}^{R} \Sigma_{T_{a}^{\ell}}^{R} G_{0}^{R} - \pi_{d} \left( G_{0}^{R} \partial_{\pi_{d}} G_{0}^{R-1} G_{0}^{R} \partial_{\pi_{d}} G_{0}^{R-1} G_{0}^{R} - (c \leftrightarrow d) \right) / 2i, \quad (37a)$$

$$G_{T_{a}^{\ell}}^{<0} = \pm \left( G_{T_{a}^{\ell}}^{R} - G_{T_{a}^{\ell}}^{A} \right), \quad (37b)$$

$$\Sigma_{T_{a}^{\ell}}^{<} = \pm \left( \Sigma_{T_{a}^{\ell}}^{R} - \Sigma_{T_{a}^{\ell}}^{A} \right), \quad (37c)$$

$$G_{T_{a}^{\ell}}^{<1} = G_{0}^{R} \Sigma_{T_{a}^{\ell}}^{A} G_{0}^{A} \equiv \pi_{d} \left[ G_{0}^{R} \partial_{\pi_{d}} G_{0}^{R-1} \left( G_{0}^{R} - G_{0}^{A} \right) - \left( G_{0}^{R} - G_{0}^{A} \right) \partial_{\pi_{d}} G_{0}^{A-1} G_{0}^{A} \right] / 2i. \quad (37d)$$

The self-energies $\Sigma_{T_{a}^{\ell}}^{R}, \Sigma_{T_{a}^{\ell}}^{A},$ and $G_{T_{a}^{\ell}}^{<1}$ are determined self-consistently, respectively, and $G_{T_{a}^{\ell}}^{<1} = \Sigma_{T_{a}^{\ell}}^{<1} = 0.$

Before calculating the HM and the Kubo-formula contribution to the thermal conductivity, let us comment on the relevance of this formalism compared to the previous theories on heat transport. Reference [19] first revealed the necessity of the magnetization corrections but involved the position operator, which is ill defined in periodic systems. Reference [21] overcame this problem and obtained the THC correctly, but the scaling relations on the charge and heat currents were assumed without any microscopic explanations. As a result, the non-trivial current corrections had to be calculated for each model. On the other hand, our formalism can be applied to disordered or interacting systems without any assumptions or complicated calculations. The former advantage was already shown in the context of the anomalous Hall effect [10–13] and the orbital magnetization [38], although we focus on the THE in the clean and non-interacting case below. The Keldysh formalism in the presence of a gravitational potential alone is quite intriguing [39,40] but is not sufficient for calculating the HM because a torsional magnetic field is not taken into account.

### 6. Heat magnetization

In this section, we explicitly calculate the HM. This is in parallel with the previous calculation for the orbital magnetization [38]. Since it is difficult to calculate the proper HM defined by the free energy, let us calculate the auxiliary HM defined by the total energy. In the Wigner representation, the total energy $K \equiv E - \mu_{0}N$ is represented by

$$K = \pm i \hbar / 2 \int d^{D} \pi / (2\pi \hbar)^{D} \text{tr} \left[ \hat{G} \ast (-\pi_{0}) \right]^{<} + c.c. \quad (38)$$

Owing to the symmetrization, the star product is reduced to the ordinary product, and the auxiliary HM is given by

$$\hat{M}_{Q_{0}} = \frac{1}{2} \epsilon_{ij} \frac{\partial K}{\partial (-T^{0}_{ij})} = \pm i \hbar / 2 \epsilon_{ij} \int d^{D} \pi / (2\pi \hbar)^{D} f(-\pi_{0})(-\pi_{0}) \text{tr} G_{T_{a}^{\ell}}^{<0} \quad (39).$$

Generally, the vertex corrections should be taken into account. To translate this auxiliary HM to the proper HM, Eq. (9b), we have to solve the differential equation [21]:

$$\frac{\partial (\beta_{0}^{2} M_{Q_{0}}^{\ell})}{\partial \beta_{0}} = \beta_{0} M_{Q_{0}}^{\ell}. \quad (40)$$

In practice, we can calculate the HM by using the set of Eqs. (37), (39), and (40).
Below, we restrict ourselves to the clean and non-interacting limit, i.e., \( \tilde{\Sigma} = 0 \). In this case, Eq. (39) is rewritten as

\[
\tilde{M}_{Qk} = \frac{\hbar^2}{2} \epsilon_{ijk} \int \frac{d^D \pi}{(2\pi \hbar)^D} f(-\pi_0)(-\pi_0)^2 \text{tr} \left[ \hat{g}_0^R \hat{v}^R \hat{g}_0^R \hat{v}^R \right] (R \rightarrow A),
\]

(41)

where \( \hat{g}_0^R = (-\pi_0 - \mathcal{H} + \mu_0 + i\eta)^{-1} \) is the retarded Green function, and \( \hat{v}^R = -\partial_{\pi_f} \hat{g}_0^R \) is the velocity. By expanding the trace with respect to the Bloch basis that satisfies \( \mathcal{H}|u_{n\pi}\rangle = \epsilon_{n\pi} |u_{n\pi}\rangle \), we obtain

\[
\tilde{M}_{Qk} = \frac{\hbar}{2} \epsilon_{ijk} \sum_{nm\pi} \langle u_{n\pi} | v^j | u_{m\pi} \rangle \langle u_{m\pi} | v^j | u_{n\pi} \rangle \int \frac{d\epsilon}{2\pi} f(\epsilon) \epsilon^2 \times \left[ (\epsilon - \epsilon_{n\pi} + \mu_0 + i\eta)^{-2} (\epsilon - \epsilon_{m\pi} + \mu_0 + i\eta)^{-1} - \text{c.c.} \right] = \frac{ih}{2} \epsilon_{ijk} \sum_{nm\pi} \langle u_{n\pi} | v^j | u_{m\pi} \rangle \langle u_{m\pi} | v^j | u_{n\pi} \rangle \left[ 2 f_{n\pi}(\epsilon_{n\pi} - \mu_0)^2 - 2 f_{n\pi}(\epsilon_{n\pi} - \mu_0) + f_{n\pi}'(\epsilon_{n\pi} - \mu_0)^2 \right] (\epsilon_{n\pi} - \epsilon_{m\pi}) \]

(42)

with \( f_{n\pi} \equiv f(\epsilon_{n\pi} - \mu_0) \). The Berry curvature \( \Omega_{n\pi k} \) and the magnetic moment \( m_{n\pi k} \) are defined by

\[
\Omega_{n\pi k} = i \hbar^2 \epsilon_{ijk} \sum_m \frac{\langle u_{n\pi} | v^j | u_{m\pi} \rangle \langle u_{m\pi} | v^j | u_{n\pi} \rangle}{(\epsilon_{n\pi} - \epsilon_{m\pi})^2} = i \hbar^2 \epsilon_{ijk} \langle \partial_{\pi_i} u_{n\pi} | \partial_{\pi_j} u_{n\pi} \rangle,
\]

(43a)

\[
m_{n\pi k} = i \hbar^2 \epsilon_{ijk} \sum_m \frac{\langle u_{n\pi} | v^j | u_{m\pi} \rangle \langle u_{m\pi} | v^j | u_{n\pi} \rangle}{\epsilon_{n\pi} - \epsilon_{m\pi}} = i \hbar^2 \epsilon_{ijk} \langle \partial_{\pi_i} u_{n\pi} | \epsilon_{n\pi} - \mathcal{H} | \partial_{\pi_j} u_{n\pi} \rangle.
\]

(43b)

We solve Eq. (40) to obtain the proper HM:

\[
M_{Qk} = -\frac{1}{i \hbar} \sum_{n\pi} \left[ \Omega_{n\pi k} \int_{\epsilon_{n\pi} - \mu_0}^{\infty} dz f(z) + m_{n\pi k} f_{n\pi}(\epsilon_{n\pi} - \mu_0)/2 \right].
\]

(44)

7. Thermal conductivity

Next we calculate the Kubo-formula contribution to the thermal conductivity. In the Wigner representation, the thermal expectation value of the heat current is represented by

\[
J^i_Q = \pm \frac{i \hbar}{2} \int \frac{d^D \pi}{(2\pi \hbar)^D} \text{tr} \left[ v^i \hat{\mathcal{G}} \right] (\pi_0)^{-1} + \text{c.c.},
\]

(45)

where \( (\pi_0) \) is the Wigner representation of the covariant time derivative, and \( v^i \) is the renormalized velocity in general. The Kubo-formula contribution to the thermal conductivity is defined in Eq. (9a)

and calculated by

\[
T^{\pi_{\alpha}^i}_{\pi_{\beta}^j} = \mp i \hbar^2 \int \frac{d^D \pi}{(2\pi \hbar)^D} \langle -\pi_0 \rangle \text{tr} \left[ v^i \hat{G}^{<0} \hat{f} \right] (\pi_0)^{-1} + \hat{G}^{<0} \hat{f} (\pi_0) \hat{G}_{\pi_{\beta}^j}(\pi_0)
\]

(46)
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We focus on the THC in the clean and non-interacting case, $\hat{\Sigma} = 0$. In this case, Eq. (46) is rewritten as

$$T_0 \hat{\xi}^{ij} = -\frac{\hbar^2}{2} \int \frac{d^D \pi}{(2 \pi \hbar)^D} f(-\pi_0)(-\pi_0)^2 \text{tr} \left[ g_0^R i^j g_0^R g_0^R - (R \rightarrow A) \right] - \left( i \leftrightarrow j \right) \quad (47a)$$

$$\text{tr} v^j \left[ g_0^R v^j (g_0^R - g_0^A) - (g_0^R - g_0^A) v^j g_0^A \right]. \quad (47b)$$

The first term can be calculated as in Eq. (42), and the second term is calculated as

$$\langle 47b \rangle = \frac{\hbar}{2} \sum_{nm\pi} \langle u_{n\pi} | v^j | u_{m\pi} \rangle \langle v^j | u_{n\pi} \rangle \int \frac{d\epsilon}{2\pi} f'(\epsilon) \epsilon^2$$

$$\times \left[ (\epsilon - \epsilon_{n\pi} + \mu_0 + i\eta)^{-1} - (\epsilon - \epsilon_{n\pi} + \mu_0 - i\eta)^{-1} \right] (\epsilon - \epsilon_{m\pi} + \mu_0 + i\eta)^{-1} + \text{c.c.}$$

$$= -\frac{i}{2} \epsilon^{ijk} \sum_{nm\pi} \langle u_{n\pi} | v^j | u_{m\pi} \rangle \langle v^j | u_{n\pi} \rangle - (i \leftrightarrow j) f_{n\pi}'(\epsilon_{n\pi} - \mu_0)^2$$

$$= -\frac{1}{2\hbar} \epsilon^{ijk} \sum_{n\pi} m_{n\pi} f_{n\pi}'(\epsilon_{n\pi} - \mu_0)^2. \quad (48)$$

In total, we obtain the Kubo-formula contribution to the THC:

$$T_0 \hat{\xi}^{ij} = -\frac{1}{\hbar} \epsilon^{ijk} \sum_{n\pi} \left[ \Omega_{n\pi k} f_{n\pi}(\epsilon_{n\pi} - \mu_0)^2 - m_{n\pi k} (2 f_{n\pi}(\epsilon_{n\pi} - \mu_0) + f_{n\pi}'(\epsilon_{n\pi} - \mu_0)^2) \right] / 2 \quad (49)$$

In the clean and non-interacting case, such terms involving $f_{n\pi}'$ are exactly canceled, and the Kubo-formula contribution to the THC involves $f_{n\pi}$ only.

It is known that the proper THC consists of the Kubo-formula contribution and the HM [19–21]. By combining Eqs. (49) and (44), we obtain the proper THC:

$$T_0 \hat{\xi}^{ij} \equiv T_0 \hat{\xi}^{ij} + 2 \epsilon^{ijk} M_{Qk}$$

$$= -\frac{1}{\hbar} \epsilon^{ijk} \sum_{n\pi} \Omega_{n\pi k} f_{n\pi}(\epsilon_{n\pi} - \mu_0)^2 + 2 \int_{\epsilon_{n\pi} - \mu_0}^{\infty} dz f(z) z. \quad (50)$$

Note that the Kubo-formula contribution, Eq. (49), and the HM, Eq. (44), are different from those in Ref. [21], but the proper THC, Eq. (50), is the same as that in Ref. [21] and satisfies the Wiedemann–Franz law. However, such a difference is not important because it is the proper THC only that can be measured in transport experiments.

The origins of the magnetization corrections can be understood as follows [40]. In the Nernst effect, where the charge current flows perpendicular to a temperature gradient, the orbital magnetization arises from a combination of the magnetization current $\nabla \times \hat{M}$ and the $X$-dependence in the Green function. On the other hand, in the Ettingshausen effect, where the heat current flows perpendicular to an electric field, the magnetization energy $\hat{M} \cdot \hat{B}$ in the energy density translates into $\nabla \times \hat{M}$ in the energy current through the Faraday law $\nabla \times \hat{E} + \hat{B} = 0$. In the THE, $\hat{M}$, $\hat{B}$, and $\hat{E}$ are replaced with
the HM, a torsional magnetic field, and a torsional electric field, respectively. Since the Faraday law originates from the Bianchi identity, it holds for torsional electromagnetic fields, too. The coefficient 2 in Eq. (50) comes from these two mechanisms.

8. Effective action for the quantized thermal Hall effect

As in the case of the Hall conductivity quantized in \((2 + 1)\)-D time-reversal-broken topological insulators \([22,23]\), the THC is known to be quantized in \((2 + 1)\)-D TSCs \([24–26]\). On the basis of the gauge-theoretical viewpoint and the Wiedemann–Franz law, we discuss the effective action for this quantized THE. First, let us reproduce the heat analog of the Steda formula already obtained in Ref. \([25]\). From Eq. (44), we get

\[
T_0 \frac{\partial M_{Q \hat{k}}}{\partial T_0} = -\frac{1}{\hbar} \sum_{n\pi} \Omega_{n\pi \hat{k}} \int_{\epsilon_{n\pi} - \mu_0}^{\infty} dz \left( - f'(z) \right) z^2 - m_{n\pi \hat{k}} f_{n\pi}' \left( \epsilon_{n\pi} - \mu_0 \right)^2 / 2, \tag{51}
\]

in which the first term is equal to Eq. (50), and the second term can be dropped in gapped systems at sufficiently low temperature. As a result, the Steda formula is given by \([25]\)

\[
\kappa^{ij} = \epsilon^{\hat{i} j k} \frac{\partial M_Q}{\partial T_0}. \tag{52}
\]

In \((2 + 1)\)-D gapped systems, the THC is quantized owing to the Wiedemann–Franz law \([24–26]\),

\[
\kappa^{xy} = \frac{\pi^2 T_0}{3q^2} \sigma^{xy} = -\frac{C \pi T_0}{6\hbar}, \tag{53}
\]

with \(C\) being the first Chern number. By using the Steda formula, Eq. (52), the temperature dependence of the HM at low temperature is given by

\[
M_{Qz} = M_{Qz}(T_0 = 0) - \frac{C \pi T_0^2}{12\hbar}. \tag{54}
\]

Apart from the ground-state value \(M_{Qz}(T_0 = 0)\), Eqs. (53) and (54) are described by the effective action:

\[
S_{\text{eff}} = -\frac{C \pi}{24\hbar} \int d^3 X \epsilon^{\mu \nu \lambda} \left( T h^\hat{0}_{\mu} \right) \partial_X^\nu \left( T h^\hat{0}_\lambda \right). \tag{55}
\]

This is a corollary of the gauge-theoretical discussion above. If the heat current is defined by the product of the Hamiltonian density and the velocity, which has no corresponding gauge field, we can obtain the Wiedemann–Franz law and the Steda formula \([21,25]\) but not this effective action. In the case of TSCs, an extra factor \(1/2\) should be multiplied owing to their Majorana nature \([25]\). Equation (55) is the Lorentz-temporal part of the torsional Chern–Simons action,

\[
S_{\text{CS}} = \frac{\hbar}{4\pi l^2} \int d^3 X \eta_{abc} \epsilon^{\mu \nu \lambda} h^a_{\mu} \left( \partial_X^\nu h^b_{\lambda} + \omega^b_{\epsilon \nu} h^c_\lambda \right), \tag{56}
\]

with \(l^{-1} \propto T\). Note that the Lorentz-spatial part describes the topological Hall viscosity but has different \(l^{-1}\) \([5–7]\). The temporal and spatial parameters do not necessarily coincide because we do not assume the Lorentz symmetry.

9. Summary

To summarize, we have revisited a theory of heat transport from the gauge-theoretical viewpoint of gravity and defined the HM and the Kubo-formula contribution to the thermal conductivity as torsional responses. In addition, we have developed the Keldysh+Cartan formalism to calculate these
quantities without any unfounded assumptions or complicated calculations. This is a natural extension of the gauge-covariant Keldysh formalism for calculating electromagnetic responses and can be easily applied to disordered or interacting systems. We have reproduced the THC satisfying the Wiedemann–Franz law in the clean and non-interacting case. We have also discussed the effective action for the quantized THE in \((2 + 1)\)-D TSCs.

*Note added.* After the first submission of this paper, we wrote a related paper on heat polarization [41]. Although polarization is coupled to a kind of electric field, it cannot be defined in periodic systems by the electric-field derivative of the free energy. We employed the gradient expansion by using the first term in the Poisson bracket, Eq. (30), to define the heat polarization. The \((3 + 1)\)-D analog of Eq. (55) was also discussed in the context of the effective action for the cross-correlation responses in \((3 + 1)\)-D TSCs.
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