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Abstract. We study in this paper the problem of novel human-object interaction (HOI) detection, aiming at improving the generalization ability of the model to unseen scenarios. The challenge mainly stems from the large compositional space of objects and predicates, which leads to the lack of sufficient training data for all the object-predicate combinations. As a result, most existing HOI methods heavily rely on object priors and can hardly generalize to unseen combinations. To tackle this problem, we propose a unified framework of adversarial domain generalization to learn object-invariant features for predicate prediction. To measure the performance improvement, we create a new split of the HICO-DET dataset, where the HOIs in the test set are all unseen triplet categories in the training set. Our experiments show that the proposed framework significantly increases the performance by up to 50\% on the new split of HICO-DET dataset and up to 125\% on the UnRel dataset for auxiliary evaluation in detecting novel HOIs.

1 Introduction

Over the past few years, rapid progress has been made in visual recognition tasks, but image understanding also calls for visual relationship detection, i.e., detection of \langle\text{subject}, \text{predicate}, \text{object}\rangle triplets in the image. While some efforts have been made to detect the general relationships between different objects \textsuperscript{[24,23,4,39,43,22,42,41]}, one particularly important class of visual relationship detection requiring further study is the Human-Object Interaction (HOI) detection, where only relations with human subjects are of interest \textsuperscript{[3,12,2,6,20,29,9]}.

A long-standing problem in both HOI detection and visual relationship detection is the long-tail problem, where specific predicates dominate the triplet instances for most of the object categories. Fig. 2 shows the distribution of both the triplet categories and the object categories given the predicate “horse” in the HICO-DET dataset. In both cases, a small number of categories dominate the training instances, allowing a learned model to rely on a frequency prior rather than learning the relationship feature itself. The same conclusion is made in Visual Genome dataset \textsuperscript{[16]} by Zellers \textit{et al.} \textsuperscript{[42]}, where they point out that the frequency prior is a main barrier for visual relationship detection.

* Work done while interning at Microsoft Research AI lab.
Fig. 1. Novel relationship detection. **Green box:** subject. **Red box:** object. First two images are from training set while the last image contains an unseen triplet from test set.

Collecting a balanced dataset is a simple approach to tackle this problem. However, if we have $N$ predicates and $M$ objects, the possible combination of the triplets is $MN$. It is difficult to collect all those possible combinations due to the infrequency of relationships. For the relationship detection task, the long-tail problem, combinatorial problem and frequency prior barrier are closely related in the sense that the distribution of the triplet categories are extremely imbalanced in the large compositional space of triplet categories.

Motivated by these observations, we focus on the **novel** HOI detection problem [32], where the predicate-object combinations in test set are never seen in the train set. As shown in Fig. 1, the training and test set share the same predicate categories, but the combinations of predicate and object categories in the test set are unseen. This task is challenging because the model is required to learn object-invariant predicate features and generalize to unseen interactions, which are able to be further applied to downstream tasks.

![Number of instances in the HICO-DET dataset for each (a) HOI category (b) predicate category of "horse".](image)

Fig. 2. Number of instances in the HICO-DET dataset for each (a) HOI category (b) predicate category of "horse".

Our first contribution is to create a new benchmark dataset for the novel HOI detection task, based on the images and annotations from the HICO-DET dataset [2] and the UnRel dataset [28]. The new benchmark dataset avoids
the overlapping of the triplet categories in the training set, validation set and test set. This new benchmark contains an additional evaluation set from UnRel dataset [28], highlighting its instances with unusual scenes.

Our second contribution is to propose a unified adversarial domain generalization framework, which can serve as a plug-in module for existing models to improve their generalization ability. We instantiate both conditional and unconditional methods within the framework and build its relationship with previous methods. Experiments on HICO-DET and Unrel dataset show that our proposed adversarial training can get uniformly significant improvement on all metrics. Our work shows promising results of adversarial domain generalization in conquering the combinatorial prediction problem in real-world applications.

2 Related Work

Visual relationship detection and human-object interaction detection

Visual relationship detection [30, 16] has seen a surge of interests recently due to the great success of deep learning on other 2D vision tasks. However, the current SOTA performance [33] on the Visual Genome dataset [16] is still marginally better than the frequency prior baseline [42], due to the serious long-tail problem in visual relationship detection. Detecting HOI [12, 3, 2] requires a deeper understanding of the scenario in images and presents unique challenges for visual relationship detection, as human actions mostly relate to semantic verbs, which are more challenging. [9, 36, 46, 13] exploited the cue of human appearance by making use of detected human key points. [6, 37] employed novel attention modules to exploit the contextual information. [29] designed a graph parsing network to incorporate structural knowledge. Li et al. [21] applied interactiveness prior to boost the performance, which is learned across multiple datasets.

Long-tail or novel human-object interaction detection [32] formulates the novel HOI detection as a zero-shot learning problem, and propose to detect the predicates and objects separately. [32] focuses on HOI detection and train the predicate and object detector jointly. Our paper focuses on predicate classification and assumes given ground-truth/detected objects. Different from [32], we introduce the adversarial training to learn object-independent features for predicate classification, so that the model can robustly generalize to unseen triplet combinations. There are other approaches towards long-tail or novel HOI detection, such as [38] making use of external knowledge and [27] obtaining visual-phrase embeddings of unseen relations from transfer by seen analogies.

Adversarial domain generalization (ADG) Inspired by generative adversarial networks [10], adversarial domain adaption methods, e.g., [5, 34, 35], have been successfully embedded into deep networks to learn transferable features to reduce distribution discrepancy between the source and target domains. In contrast, domain generalization (DG) [15, 7, 25, 40, 18] aims to learn a model from (multiple) source domains and generalize it to unseen target domains, and thus does not require unlabeled data from the target domains. Recently, [18] propose a conditional invariant deep domain generalization method to learn a domain-invariant
representation by making the learned representations on different domains indistinguishable. Our work generalizes [18] with generalized discrepancy measures and simpler solutions for real-world large-scale training. As a result, our method can deal with real-world challenging DG problems with large number of source domains and huge variations of label distributions across source domains.

3 Problem Statement

3.1 Problem Formulation

Suppose the training set and test set are represented by $D_{\text{train}} = \{(I_i, (b_S)_i, (b_O)_i, S_i, O_i, P_i)\}$ and $D_{\text{test}} = \{(I_j, (b_S)_j, (b_O)_j, S_j, O_j, P_j)\}$, where $b_S$ and $b_O$ are the bounding boxes of subjects and objects, and $I$, $S$, $O$, $P$ denote the images, subject labels, object labels and predicate labels. The novel HOI detection task is defined by the constraint that there are no overlapping combinations of $P$ and $O$. The goal of HOI detection is to learn a function $F: I \rightarrow \{b_S, b_O, O, P\}$. This contains two steps, object detection and predicate detection, making the problem more complex and difficult to analyze. In this paper, we focus on predicate prediction problem to learn the object-invariant features, where we formulate it as: $F: \{I, b_S, b_O\} \rightarrow P$.

3.2 Dataset Creation

The most commonly used datasets for HOI detection are V-COCO [12] and HICO-DET [2]. As V-COCO is relatively small, it is insufficient for evaluation of novel HOI detection. Therefore, we primarily use the HICO-DET dataset for our experiments and evaluation, with 600 HOI categories and over 150K annotated instances of human-object pairs. We extract 117 predicates and 80 object categories from the 600 HOI categories to evaluate the HOI detection performance of the model on unseen <human, predicate, object> triplets.

However, the original split of the HICO-DET was not designed to verify the effectiveness of the proposed models when being transferred to unseen predicate-object pairs. With the original train/test split, [32] use part of predicate-object combinations in the train set and the other part of predicate-object combinations in the test set to set up the novel HOI detection task. However, this approach discards most of the data in the original test split and results in a very small novel-HOI test set and thus large fluctuation of evaluation metrics. Moreover, it is not clear how the validation set is set up and how the hyperparameters is tuned in [32]. Therefore, we create a new split of the HICO-DET based on its images and annotations, based on the principle that none of the <human, predicate, object> triplet categories in the test set should exist in the training set. We collect the triplet instances in the whole dataset and then divide them into 90% training and 10% test sets without overlapping triplet categories.1 We

---

1 We also ensure the triplet instances in the training set and the test set are from different image sets.
Table 1. Statistics of the new splits

|     | HICO-DET | UnRel |
|-----|----------|-------|
|     | train    | trainval | test | testval | total | split 1 | split 2 | split 3 |
| #images | 31873 | 4357  | 5528 | 5421 | 47179 | 196 | 248 | 494 |
| #instances | 106043 | 15149 | 10408 | 10391 | 141991 | 323 | 396 | 718 |

further divide the training set into 7/9, 1/9 and 1/9 for training and trainval and testval splits, where the training and trainval splits share the same triplet categories and the testval split has no overlapping triplet categories with training and trainval. The combined trainval and testval splits are used as the validation set for hyperparameter tuning. The statistics of this new split are listed in Table 1.

In addition to the HICO-DET dataset, we use the UnRel dataset for auxiliary validation for models trained on HICO-DET dataset. The UnRel dataset was originally used for image retrieval and was designed for the detection of rare relations. It contains 1,071 images with annotations and 76 triplet categories. We choose the instances with the same predicate categories as those in the HICO-DET to validate the generalization ability of the model. Based on the type of the chosen predicate and object types, we created three different splits in the UnRel dataset to verify the generalization performance in different levels:

- **Split 1**: $D_{\text{unrel}}^1 = \{(I_{k_1}, (b_S)_{k_1}, (b_O)_{k_1}, S_{k_1}, O_{k_1}, P_{k_1})\}, S_{k_1} = \text{human}, \{O_{k_1}\} \subset D_{\text{train}}, \{P_{k_1}\} \subset D_{\text{train}}$.
- **Split 2**: $D_{\text{unrel}}^2 = \{(I_{k_2}, (b_S)_{k_2}, (b_O)_{k_2}, S_{k_2}, O_{k_2}, P_{k_2})\}, S_{k_2} = \text{human}, \{P_{k_2}\} \subset D_{\text{train}}$.
- **Split 3**: $D_{\text{unrel}}^3 = \{(I_{k_3}, (b_S)_{k_3}, (b_O)_{k_3}, S_{k_3}, O_{k_3}, P_{k_3})\}, \{P_{k_3}\} \subset D_{\text{train}}$.

The statistics of the splits are shown in Table 1.

### 3.3 Evaluation Metrics

In this paper, we focus on the predicate detection and use ground-truth object boxes and labels for evaluation. Due to the ambiguity and incompleteness of HOI annotations (e.g., “ride” vs “striddle”), we propose to use recall metrics (which are widely used in visual relationship detection and scene graph generation) as follows:

1. **Predicate classification** (PredCls): For each human-predict-object triplet in the test set, predict the predicate class given the ground-truth bounding boxes and object label.

2. **Predicate detection** (PredDet): For each image in the test set, detect all human-predict-object triplets given the ground-truth bounding boxes and their associated labels.

We can replace the ground-truth object bounding boxes and labels with detected bounding boxes and labels (from a pretrained or jointly trained object detector), and the PredDet metric becomes the standard SgDet metric in scene graph generation. However, the SgDet metric is very sensitive to the object detection performance. Therefore, our metrics use ground-truth object boxes and labels to exclude the factor of object detection performance.
Fig. 3. Architectures. (a) Baseline architecture which consists of (i) a union-box branch, (ii) a human branch, and (iii) a spatial branch. (b) the proposed ADG framework for domain generalization. (c) ADG-KLD. (d) CADG-KLD. (e) CADG-JSD.

4 Method

In this section, we start with an overview of our baseline in Section 4.1. Then we present our adversarial domain generalization framework in Section 4.2, instantiate three approaches in Section 4.2 and 4.2, and discuss the relation between our framework and previous DeepC [18] in Section 4.2. Finally, we introduce the implementation in Section 4.3.

4.1 Overview

Following the conventions in [6,9,20], our baseline model has three branches to extract different types of visual features for predicate prediction, as shown in Fig. 3(a). We use the union-box branch rather than the object branch to extract visual features as the union box contains more visual information to capture the interaction between human and object. Our proposed domain generalization approaches are only applied to the union-box branch, while keeping the other two branches unchanged for fair comparison.

We denote the human box and union box as $b_h$ and $b_u$. From the three branches, we predict three probabilities of the predicate category, denoted as $s_h$, $s_u$ and $s_{sp}$. As the same human-object pair could have multiple predicates as the ground truth labels, we take the predicate prediction as a multi-label classification problem based on a binary sigmoid classifier, and minimizes the cross entropy losses on three branches for each category, denoted as $L_H$, $L_{sp}$, and $L_U$. Then the total loss function is defined as:

$$L_{\text{baseline}} = L_H + L_{sp} + L_U \quad (1)$$

In the inference time, we rank the scores of each triplet based on the formula $score_{\text{triplet}} = (s_h + s_u) \cdot s_{sp}$. 

4.2 Adversarial domain generalization (ADG)

To learn a visually grounded relationship feature that can generalize to novel <predicate, object> pairs, the feature should be as object-invariant as possible. In this paper, we focus on learning a visually grounded relationship feature from the union box branch, i.e., $f_u$ in Figure 3(b), because the spatial branch feature and the human branch feature are both expected to be object-invariant by design. We view this object-invariant feature learning as a domain generalization (DG) problem, where each object category is viewed as a separate domain. We aim at learning domain(object)-invariant features for predicting class (predicate category). For a given predicate, say, "ride", we only have "ride-horse" and "ride-bicycle" in the training data, i.e., training data is only collected from domains "horse" and "bicycle". However, we have unseen pair "ride-dog" in the test data, i.e., we want our model to generalize well to new domain "dog".

This DG problem is extremely challenging, due to three reasons. First, our feature extractor $f_u = F(x)$ is a deep neural network, while nearly all previous DG methods [15,7,25,40,8] are only tested on linear feature extractor. Very recent work [18] showed promising results on domain generalization on deep features. Second, the number of domains is large, i.e., 80 object categories in our case. Third, there are huge variations in predicate class distribution across domains. For example, the predicate class distributions of domain "horse" (see Figure 2(b)) and domain "cup" are largely different. [18] is only tested on problems with at most 5 domains and does not work with large variation in class distribution across domains, as mentioned in their paper and shown in our results.

In the rest of this section, we propose a general framework for adversarial domain generalization (ADG). We introduce a DG regularization $L_{DG}$ into the training, i.e.,

$$L_{total} = L_H + L_{sp} + L_U + \lambda L_{DG},$$

which effectively inject an inductive bias in the training process to learning domain(object)-invariant features. $L_{DG}$ involves divergence between high-dimensional distributions, so we introduce discriminators to estimate it and perform alternative adversarial training to minimize the total loss function (2); see Figure 3.

We denote $M$ the number of domains (i.e., object categories) and $K$ the number of classes (i.e., predicate categories). In our task, $M = 80$ and $K = 117$.

Unconditional adversarial domain generalization (ADG-KLD) A first attempt is to enforce the invariance of extracted feature distributions across domains, i.e., $P(f_u|obj_i) = P(f_u|obj_j)$ for any two different object categories $obj_i$ and $obj_j$. For example, it is expected that the union-box feature distributions of domain "horse" and "elephant" are similar, because they share similar interactions with human. This shared feature space is expected to be more independent from the object categories and more applicable to an unseen domain "donkey".

Enforcing the mutual similarity between two domains is equivalent to enforce the similarity to the pooled feature distribution for each domain:

$$P(f_u|obj_i) = P(f_u) \quad \forall i \in [M],$$

(3)
where $P(f_u)$ is the pooled feature distribution

$$P(f_u) = \sum_{i \in [M]} \alpha_i P(f_u|obj_i), \quad \sum_{i \in [M]} \alpha_i = 1$$

and $\alpha_i$ is the relative importance of each domain. In this paper, we choose $\alpha_i = N_i/N$, i.e., the fraction of data in domain $i$.

We use adversarial training to enforce this distribution match. Specifically, we introduce a discriminator $D : f_u \to [0,1]^M$ that tries to classify the domain (object) based on the union-box feature, while the feature extractor $F$ is trying to confuse the discriminator. Formally, they play a mini-max game as follows:

$$\min_F \max_D \sum_{i \in [M]} \alpha_i E_{f \in P(f_u|obj_i)}[\log D_i(f)]. \quad (5)$$

In practice, we optimize this with stochastic gradient descent (SGD). For each sample $x$ (from domain $obj(x)$), we update $D$ and $F$ with the minimax loss:

$$\min_F \max_D \log D_{obj(x)}(F(x)),$$

where $w_i = N_i/N$ is used to reduce (5) to (6).

Assume infinite capacity of the discriminator $D$, the maximum of (5) is a weighted summation of KL divergence between distributions:

$$L_{DG} = KL D := \sum_{i \in [M]} \alpha_i KL(P(f_u|obj_i)||P(f_u)). \quad (7)$$

We provide the proof in Appendix. Therefore, the adversarial training in (6) is indeed adding a DG regularization (7) into the training objective (2), effectively enforcing invariance of feature distributions (3).

**Conditional adversarial domain generalization** However, due to class distribution mismatch across different domains, (3) may not be the invariance we want to achieve in object-invariant predicate detection. For example, the predicate class distributions of domain "horse" and domain "cup" are completely different, and thus it is not reasonable to enforce predicate feature distribution match between these two domains.

By considering the class distribution mismatch, we can instead enforce that the conditional feature distribution is the same over different domains (objects):

$$P(f_u|obj_i, pred_k) = P(f_u|pred_k) \quad \forall i \in [M], k \in [K], \quad (8)$$

where the pooled conditional distribution

$$P(f_u|pred_k) = \sum_{i \in [M]} \alpha_i^{(k)} P(f_u|obj_i, pred_k)$$

and $\alpha_i^{(k)} (\sum_{i \in [M]} \alpha_i^{(k)} = 1)$ is the relative importance of different conditional distributions. In this paper, we choose $\alpha_i^{(k)} = \frac{N_i^{(k)}}{N^{(k)}}$ where $N_i^{(k)}$ is the number of
training samples in domain (object category) $i$ and with (predicate) class $k$ and $N^{(k)} = \sum_{i \in [M]} N_i^{(k)}$ is the number of samples with (predicate) class $k$ in the full training dataset. One can also choose other weights, like $\alpha_i^{(k)} \equiv 1/M$ in [18], and methods presented below can be still applied with corresponding re-weighting of training samples. However, as we show in Table 3, $\alpha_i^{(k)} \equiv 1/M$ in [18] gets very marginal improvement while our weights achieves significant improvement. We provide more discussions on this in Appendix.

In the following, we present two methods to achieve (8), by specifying two different kinds of divergence as the DG regularization $L_{DG}$ in (2).

**KL Divergence (CADG-KLD)** In the first method, similar to Section 4.2, we enforce (8) with the following conditional KL divergence:

$$L_{DG} = \text{CKLD} := \sum_{k \in [K]} \alpha_i^{(k)} \sum_{i \in [M]} \alpha_i^{(k)} KL(P(f_u|obj_i, pred_k)||P(f_u|pred_k)),$$

where $\alpha_i^{(k)}$ are the weights defined in [9] and $\alpha^{(k)}$ are weights that balance different classes. To achieve this, we introduce discriminators conditioned on $pred_k$, written as $D(f; pred_k) \in [0, 1]^M$, which tries to classify the sample’s domain (object category). The feature extractor $F$ tries to confuse the discriminator:

$$\min_F \max_D \sum_{k \in [K]} \alpha_i^{(k)} \sum_{i \in [M]} \alpha_i^{(k)} E_{f \in P(f_u|obj_i, pred_k)} [\log D_i(f; pred_k)].$$

(11)

We show that in the appendix, assuming infinite capacity of $D$, the maximum of (11) (up to a constant) is indeed CKLD defined in (10). We propose to use $\alpha^{(k)} = N^{(k)}/N$ and $\alpha_i^{(k)} = N_i^{(k)}/N^{(k)}$. In practice, we optimize (11) with SGD, in which for each sample $x$ (with label $pred(x)$ and domain $obj(x)$), we update $D$ and $F$ with the following regularization:

$$\min_F \max_D \log D_{obj(x)}(F(x); pred(x)).$$

(12)

**Jensen-Shannon Divergence (CADG-JSD)** In the second method, we enforce (8) with the following conditional JSD:

$$L_{DG} = \text{CJSD} := \sum_{k \in [K]} \alpha_i^{(k)} \sum_{i \in [M]} \alpha_i^{(k)} JSD(P(f_u|obj_i, pred_k)||P(f_u|pred_k)),$$

where $\alpha^{(k)}$ and $\alpha_i^{(k)}$ are weights that users specified to balance different terms. We introduce discriminators conditioned on $pred_k$, written as $D(f, obj_i; pred_k) \in [0, 1]$. The objective of the discriminator is to distinguish where the features is from the domain specific distribution $P(f_u|obj_i, pred_k)$ or from the pooled distribution $P(f_u|pred_k)$. The feature extractor is trying to confuse the discriminator:

$$\min_F \max_D \sum_{k \in [K]} \alpha_i^{(k)} \sum_{i \in [M]} \alpha_i^{(k)} \left( E_{f \in P(f_u|obj_i, pred_u)} [\log D(f, obj_i; pred_k)] ight. + E_{f \in P(f_u|pred_k)} [\log (1 - D(f, obj_i; pred_k))].$$

(14)
We show that in the appendix, assuming infinite capacity of \( D \), the maximum of (14) (up to a constant) is indeed \( CJSD \) defined in (13). We propose to use \( \alpha(k) = N(k)/N \) and \( \alpha_i(k) = N_i(k)/N(k) \), as in CADG-KLD. In practice, we optimize this with SGD, in which for each sample \( x \) (with label \( pred(x) \) and domain \( obj(x) \)), we update the \( D \) and \( F \) with the following regularization:

\[
\min_F \max_D \log D(F(x), obj(x); pred(x)) + \sum_{i \in [M]} \frac{N_i^{pred(x)}}{N^{pred(x)}} \log(1 - D(F(x), obj_i; pred(x))).
\] (15)

A general recipe for ADG Finally, we summarize a general recipe consisting of 3 steps for AGD training. First, one chooses the invariance to be enforced, such as the unconditional feature distribution matching [3] or the conditional matching [8]. Second, one chooses the distribution divergence (or distance) to be used as the DG regularization, such as KL divergence [7,10] and JD divergence [13]. With many GAN variants, one can freely pick many other divergences/distances, see, e.g., [1,17,26,45]. Third, one utilizes various GAN formulations, converts the DG regularization into an adversarial problem, and then performs the adversarial training with SGD, like in (6), (12) or (15).

Relation between the proposed framework and the DeepC and CIDDG [18] The loss function of DeepC is a special case of our general framework: when \( \alpha(k) = \alpha_i(k) = 1 \) in (11), our CADG-KLD reduces to DeepC. We propose to use \( \alpha_i(k) = N_i(k)/N(k) \), which gives significantly better results. Thank to our framework, the meaning of these parameters and our choice are very intuitive: domains with larger sample sizes should contribute more to the pooled distribution (9) and should have larger weights in the distribution matching regularization (11). CIDDG reweights conditional distributions \( P(f_u|obj_i, pred_k) \) with \( 1/\alpha_i(k) \) to compute their class prior-normalized minimax value. This cannot be applied in our case, because many \( \alpha_i(k) \)'s are 0 since many predicate-object pairs have never been seen in training set. After all, the large number of domains and huge variation across domains (i.e., \( \alpha_i(k) = 0 \) for many \( (i,k) \)'s) make the off-the-shelf DeepC have poor performance in the novel HOI detection task. Our results in Table 3 and 4 prove the advantage of our methods over DeepC.

4.3 Architectures

Fig. 3 shows the network structure for ADG-KLD, CADG-KLD, and CADG-JSD. As Fig. 3(b) shows, the adversarial branch (blue path) of ADG-KLD and the union-box branch (red path) are trained iteratively in an adversarial manner. CADG-KLD is a conditional version of ADG-KLD, where the adversarial branch takes the predicate embedding as an additional input (Fig. 3(d)). The goal of the adversarial branch in CADG-JSD is to distinguish whether the input
feature is from the object-specific distribution or the pooled distribution, given the predicate. Therefore, as shown in Fig. 3(e), it takes the feature, the object embedding and predicate embedding as inputs and predicts a binary output.

5 Experiments

Implementation details For feature extraction backbone, we adopt ResNet-50 [14] and follow the setting of [6, 20]. There are three branches in our baseline model, and our domain generalization framework is only applied on the union-box branch. It takes around 60 hours on 4 NVIDIA P100 GPU for training the model, and we apply the linear scaling rule according to [11].

5.1 Evaluations

Baseline To achieve a fair comparison, we first show that our strong baseline performs better than other approaches with similar architectures [2, 9, 6, 29] on the original split of HICO-DET dataset in Table 2. Then we use this baseline model in the new split for comparison with our proposed framework. In our experiments, we focus on examining whether our proposed adversarial training as a plug-in module can robustly improve the baseline. It can be easily applied to other recent HOI detection methods [21, 13, 36, 37, 46].

| Method       | Default   | Known Object |
|--------------|-----------|--------------|
|              | Full      | Rare | Non Rare | Full | Rare | Non Rare |
| HO-RCNN [2]  | 7.81      | 5.37 | 8.54     | 10.41 | 8.94 | 10.85     |
| InteractNet [9] | 9.94 | 7.16 | 10.77   | -    | -    | -          |
| iCAN [6]     | 14.84     | 10.45 | 16.15    | 16.26 | 11.33 | 17.73     |
| GPNN [29]    | 13.11     | 9.34  | 14.23    | -    | -    | -          |
| Baseline     | 15.27     | 11.82 | 16.31    | 16.97 | 13.94 | 17.87     |

Table 2. Performance on the original HICO-DET dataset

HICO-DET Dataset We conducted extensive experiments to hyper-tune the baseline method on the new split in order to achieve its best performance, as shown in Table 3. We observe that the baseline models perform much worse in test set than in trainval set, which is expected and indicates that the baseline model has very limited generalization ability. Another simple baseline model is the frequency model, which gets the statistics of the <human, predicate, object> triplets and predicts the predicate class only based on the frequency. From Table 3 we observe that the frequency model can only make random predictions on the test set as expected, because the triplets in the test set do not exist in the training set. Moreover, in the trainval set, the performance of the frequency model is even a little higher with our baseline models, which indicates
| Method     | PredCls R@1 | PredCls R@5 | PredCls R@10 | PredCls R@1 | PredCls R@5 | PredCls R@10 | PredCls R@1 | PredCls R@5 | PredCls R@10 | PredCls R@1 | PredCls R@5 | PredCls R@10 |
|------------|-------------|-------------|--------------|-------------|-------------|--------------|-------------|-------------|--------------|-------------|-------------|--------------|
| Frequency  | 43.04       | 95.25       | 54.23        | 69.58       | 0.00        | 1.93         | 0.25        | 2.49        | 0.00         | 0.15        | 0.12        | 2.43         |
| Baseline   | 41.87       | 91.09       | 51.17        | 66.92       | 32.03       | 75.95        | 52.96       | 68.88       | 32.18        | 76.73       | 51.92       | 67.45        |
| DeepC [18] | 40.58 (-3.1%) | 90.41 | 50.21 | 65.85 | 32.82 (2.5%) | 76.92 | 53.89 | 69.54 | 32.80 (1.9%) | 77.62 | 52.33 | 67.95 |
| ADG-KLD    | 40.08 (-4.3%) | 89.85 | 49.72 | 65.94 | 46.87 (46.1%) | 80.27 | 61.05 | 74.48 | 48.68 (-51.3%) | 81.61 | 60.98 | 74.34 |
| CADG-KLD   | 39.92 (-4.7%) | 88.09 | 49.07 | 64.66 | 40.33 (+25.9%) | 75.85 | 55.04 | 69.43 | 41.66 (+29.5%) | 76.89 | 54.88 | 68.96 |
| CADG-JSD   | 40.15 (-4.1%) | 88.48 | 50.45 | 64.98 | 42.29 (+32.0%) | 76.60 | 56.10 | 69.68 | 43.47 (+35.1%) | 77.55 | 56.08 | 69.26 |

Table 3. Performance on the new split of HICO-DET dataset. For [18], ADG-KLD, CADG-KLD, and CADG-JSD, we measure the relative ratio with baseline to compute the gain and loss on PredCls R@1.

that the baseline models are mostly learning from the frequency bias in the training set. This is also observed from Visual Genome dataset [16] by Zellers et al. [42]. Besides, DeepC [18] proposes a deep domain generalization approach which is only applied on some toy datasets. We extend this method on the new split as another baseline method.

We compare our proposed adversarial domain generalization framework with the baseline models. Our proposed methods all decrease by around 4% on PredCls R@1 of the trainval set, which is reasonable as the proposed model disentangles object and predicate representations. On the other hand, while DeepC [18] does not show much improvement over the baseline, our models gain around 26%~51% on testval and test set. As discussed in Section 4.2, DeepC is a special case of CADG-KLD with uniform weights across domains, while we propose to use natural weights. From Table 3 and 4, this change improve CADG-KLD’s performance significantly.

**UnRel Dataset** To further investigate the generalization ability of the proposed models on novel relation triplets, we evaluate the metrics on UnRel dataset directly using the models trained on HICO-DET which are the same as the models in Table 3. The evaluation results are shown in Table 4. While we observe minor performance gain on DeepC [18], all our proposed models show significant improvements uniformly on the metrics, and ADG-KLD and CADG-JSD both have even better performance, with an increase of over 75% and 125% comparing with the baseline model. Note that UnRel dataset has triplets with unseen object classes and even non-human subjects, which indicates that our proposed models generalize better to unseen triplet categories than baseline.

**Qualitative Results** We show our human-object interaction detection results in Figure 4, where each subplot illustrates one <human, predicate, object> triplet. We choose the predicate with the top score of each instance for visualization and comparison. Images of the first three columns are from the HICO-DET dataset. We note that our models perform uniformly better than the baseline, and detect the predicates when facing unseen triplets in the test images. The last column of Figure 4 shows rare scenes with unseen triplets in the images, and there is even one instance that takes a cat as the subject. This implies that our models learn
Table 4. Performance of the evaluation metric PredCls on the UnRel dataset. For ADG-KLD, CADG-KLD, and CADG-JSD, we measure the relative ratio with baseline to compute the gain and loss on R@1.

Table 5. Per-class evaluations of PredCls R@1 on HICO-DET test set. The second column indicates the number of instances of each predicate in the training set. We show the baseline and our proposed models for each action.

Ablation study In Table 6 we evaluate the contributions of the object branch in our full model to the results. HSp inference represents the inference using...
Fig. 4. Qualitative results on test images. **Green box:** human. **Red box:** object. **Blue box:** union box of object and human with a margin. **Green text** indicates correct predictions and **red text** implies the wrong ones. Images of first two columns are from the HICO-DET dataset, and images of the last column are from the UnRel dataset.

only the human-box branch (H) and spatial branch (Sp), while the full model makes use of all three branches for prediction. Comparing with the baseline model which gains 13.5% in test set, ADG-KLD shows that this unconditional domain generalization method cannot get very good features on the union-box branch, and the adversarial training process indirectly optimizes the human-box branch and the spatial branch. On the other hand, the union-box branch of CADG-KLD and CADG-JSD shows significant improvement on the model, with around 60%-100% in the test set. This indicates that the union-box branch of these conditional domain generalization models learn much better features than the unconditional one, which is also the reason that we go beyond the unconditional model even if it shows overall great performance. **Grad-CAM visualization** Fig. 5 shows the visualization of intermediate features extracted from the input image, following Grad-CAM [31], which takes a weighted average of the feature map w.r.t the gradient of the ground truth one-hot vector. The first row visualizes the feature map from the union-box branch and the second row visualizes the features before the ROI Align module. We note that the baseline features attends to the wrong region, while CADG-KLD and CADG-JSD pay more attention to the region that contains possible interaction between human and the object. The unconditional ADG-KLD gives a reverse saliency map comparing with CADG-KLD and CADG-JSD, which implies that
ADG-KLD cannot learn good features on the union-box branch. This is the same as what we observe from the ablation study. On the other hand, as the second row shows, while the baseline feature focuses more on the eyes, all our models attend more to the interaction region between the hand and the folk, which demonstrates the effectiveness of the proposed domain generalization approaches.

To sum up, we show that our proposed ADG framework can get uniformly significant improvement over the baselines. Further analysis shows that, while the unconditional ADG indirectly optimize the human and spatial branch, the conditional ADG methods can improve the union-box features directly.

6 Conclusion

In this paper, we have focused on the problem of novel human-object interaction detection where the triplet combinations in the test set are unseen during training. To evaluate the performance in this setting, we created a new split based on the HICO-DET dataset and another evaluation set from the UnRel dataset. We proposed a unified adversarial domain generalization framework to tackle this problem. Experiments showed that our framework achieved significant improvement over the baseline models, by up to 50% on the new split of HICO-DET test set and up to 125% on the UnRel dataset. Our work shows that adversarial domain generalization is a promising way to overcome the combinatorial prediction problem in real-world applications.
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A Creating the new split of the HICO-DET dataset

We first combine the original training and test sets of the HICO-DET dataset to merge all the annotations together. As the original images in the HICO-DET are annotated at the HOI level, we merge the same pair of annotated boxes with IoU $\geq 0.7$. We then follow two main principles to split the full dataset: the training set and test set should not have overlapping $<$human, predicate, object$>$ triplet categories; the training set and test set should not have overlapping images. For each specific predicate, we split the objects related to this predicate into 90% and 10% for training set and test set.

After we get the training and test sets, we further create the validation sets from the training set. We first divide the training set into 8/9 and 1/9 for “train+trainval” and “testval” (for novel HOI validation), following the same procedure of creating the training and test sets. Then we split $i.i.d.$ the “train+trainval” set into 7/8 and 1/8 for the “train” and “trainval” sets, where the “trainval” set is for in-domain HOI validation (HOIs seen in the train set). We do the model selection based on the “trainval”+“testval” set, which gives us a good trade-off between in-domain and out-of-domain generalization.

B Evaluation metrics

The most commonly used evaluation metric in HOI detection is the role mean average precision (role mAP) [12], which takes the image as input and predicts each instance in the format of $<$human box, object box, HOI class$>$. If the correct HOI class is predicted, and both the human and the object bounding boxes meet the condition of IoUs $\geq 0.5$ w.r.t the ground truth annotations, the instance is marked as a true positive. However, we don’t use this metric for two reasons. First, this metric evaluates two steps, object detection and predicate detection, but we want to focus on the predicate prediction problem. Second, the HOI class is defined for the combination of predicate and object labels, which cannot be applied to novel HOI detection. We would like to disentangle the HOI class into predicate class and object class in order to generalize the metrics to unseen triplet categories.

In HICO-DET dataset, the only evaluation metric is the role mAP, but there are also other evaluation metrics that are commonly used in visual relationship detection and scene graph generation. Scene graph generation mostly uses predicate classification, scene graph classification, and scene graph generation as its metrics, and visual relationship detection uses predicate detection, phrase detection, and relation detection. Because of the incomplete annotations in most of the datasets on the relationships between different objects, we only use recall instead of precision for evaluation, such as $R@20$, $R@50$, and $R@100$. There is a fundamental difference between these two tasks: graph constraints. In scene graph generation, each edge of object pairs could only have one relation prediction, while in visual relationship detection, there is no graph constraints, which means that each edge could have multiple relation predictions. In our setting...
of HOI detection, there could be multiple predicate labels between the same human-object pair, so it is more suitable to use evaluation metrics in the visual relationship detection setting. Other differences are listed as follows:

In scene graph generation, the metrics are defined as:

- **Predicate Classification**: Given images, ground truth boxes, and object labels, we need to predict the predicate labels. The model should be able to judge whether two objects have relationships or not and make the predictions with graph constraints.

- **Scene Graph Classification**: Given images and ground truth boxes, we need to predict the object labels and the predicate labels. Usually the models need to predict the object models and the predicate labels simultaneously.

- **Scene Graph Generation**: Given only the images, we need to predict the ground truth boxes, the object labels, and the predicate labels with the requirement of graph constraints.

In visual relationship detection, the metrics are defined as:

- **Predicate Detection**: Given images, ground truth boxes, object labels, and object pairs that have relationships in the annotations, we need to predict the predicate labels without the graph constraints.

- **Phrase Detection**: Given only the images, we need to predict the union boxes of two interacting objects and their predicate labels. This is designed in early papers and not used much recently.

- **Relation Detection**: Given only the images, we need to predict the ground truth boxes, the object labels, and the predicate labels without the graph constraints.

As we stated in Section 3.1, the problem of relationship detection usually contains two steps: object detection and predicate detection. In this paper, we mainly focus on predicate prediction problem to learn the object-invariant features and thus we provide the ground truth boxes as input to the model and attend to the generalization ability in the novel HOI detection problem.

Under this circumstances where we are given the ground truth boxes, as our task is more related to visual relationship detection which has no graph constraints, we use **predicate detection** (PredDet) as one of our metrics. In visual relationship detection, people usually use $R@50$ and $R@100$ for evaluation. But different from the Visual Genome dataset or some other datasets, there are on average 3.1 relationships and relatively few object instances in the HICO-DET dataset. Therefore, we use $R@5$, $R@10$ for evaluation. We also introduce another metric which is inspired by the classification task and the image retrieval task. For each given human-object pair, we predict its predicate label based on the ranking result of all predicates. This is defined as **instance predicate detection** (PredCls), and we use $R@1$ and $R@5$ for evaluation.

For the UnRel dataset, in most cases each image only has one relationship pair, where using PredDet doesn’t make much sense comparing with PredCls. Therefore, we only use PredCls for evaluation on UnRel dataset which also uses $R@1$ and $R@5$. 
C More experiment results

Model selection We select the models and make hyper-parameter tuning on the validation set, as described in Section A. The experiment results are listed in Table 7. While DeepC drops 1.2% on the validation set, our proposed methods could get improvements of around 10%, and achieve more significant performance on the test set, as illustrated in the main paper.

| Method       | PredCls R1 R5 R10 | PredDet R1 R5 R10 | PredCls R1 R5 R10 | PredDet R1 R5 R10 | PredCls R1 R5 R10 | PredDet R1 R5 R10 | PredCls R1 R5 R10 | PredDet R1 R5 R10 |
|--------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| Frequency    | 43.04             | 95.25             | 54.23             | 69.58             | 0.00              | 1.93              | 0.25              | 2.49              |
| Baseline     | 41.87             | 91.09             | 51.17             | 66.92             | 32.03             | 75.95             | 52.96             | 68.88             |
| DeepC        | 40.58 (-3.1%)     | 90.41             | 50.21             | 65.85             | 32.82 (+2.5%)     | 76.92             | 53.89             | 69.54             |
| ADG-KLD      | 40.08 (-4.3%)     | 89.85             | 49.72             | 65.94             | 46.78 (+16.1%)    | 80.27             | 61.05             | 74.48             |
| CADG-KLD     | 39.92 (-4.7%)     | 88.09             | 49.07             | 64.66             | 40.33 (+25.9%)    | 75.85             | 55.04             | 69.43             |
| CADG-JSD     | 40.15 (-4.1%)     | 88.48             | 50.12             | 65.38             | 42.29 (+32.0%)    | 76.60             | 50.12             | 65.38             |

Table 7. Performance on the new split of HICO-DET dataset. Comparing with Table 3, we add the last column of the metric on val which shows our model selection criterion.

Experiments on different insertion positions of the adversarial branch
In the main paper, we introduce our proposed framework where the adversarial branch is inserted before the last classification layer of the union-box branch. On the other hand, there may be multiple positions to add the adversarial branch, and we show another possible position for adversarial branch. By this design, we add the adversarial branch to the position which is directly before two FC layers and one classification layer. Meanwhile, the network structure of the adversarial branch is symmetric with the main branch, i.e. including two FC layers and one classification layer. From the experiment results shown in Table 8, we note that our proposed models ADG-KLD and CADG-JSD only get comparable performance as DeepC [18]. Although CADG-KLD has better performance on the test set, it drops 11.0% on the trainval set, which is a big sacrifice on the common triplets and doesn’t get a good tradeoff between common triplets and novel triplets. Therefore, it shows that the proposed domain generalization models can get better training when inserting the adversarial branch before the last classification layer.

| Method       | PredCls R1 R5 R10 | PredDet R1 R5 R10 | PredCls R1 R5 R10 | PredDet R1 R5 R10 | PredCls R1 R5 R10 | PredDet R1 R5 R10 | PredCls R1 R5 R10 | PredDet R1 R5 R10 |
|--------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| Frequency    | 43.04             | 95.25             | 54.23             | 69.58             | 0.00              | 1.93              | 0.25              | 2.49              |
| Baseline     | 41.87             | 91.09             | 51.17             | 66.92             | 32.03             | 75.95             | 52.96             | 68.88             |
| DeepC        | 40.58 (-3.1%)     | 90.41             | 50.21             | 65.85             | 32.82 (+2.5%)     | 76.92             | 53.89             | 69.54             |
| ADG-KLD      | 40.08 (-4.3%)     | 89.85             | 49.72             | 65.94             | 46.78 (+16.1%)    | 80.27             | 61.05             | 74.48             |
| CADG-KLD     | 39.92 (-4.7%)     | 88.09             | 49.07             | 64.66             | 40.33 (+25.9%)    | 75.85             | 55.04             | 69.43             |
| CADG-JSD     | 40.15 (-4.1%)     | 88.48             | 50.12             | 65.38             | 42.29 (+32.0%)    | 76.60             | 50.12             | 65.38             |

Table 8. Performance of the early insertion of the adversarial branch on HICO-DET dataset.
D Proofs and additional derivations

In this section, we provide proofs for our algorithms, showing that they are indeed minimizing the divergences we claimed in Section 4.2 and 4.2. We also provide additional derivations on how we simplify the populational loss to the corresponding minibatch loss used in Stochastic Gradient Descent (SGD).

**Theorem 1** Define the pooled feature distribution \( P(f_u) \) as

\[
P(f_u) = \sum_{i \in [M]} \alpha_i P(f_u | obj_i), \quad \sum_{i \in [M]} \alpha_i = 1 \quad (16)
\]

and \( \alpha_i \) is the relative importance of each domain. We introduce a discriminator \( D : f_u \to [0, 1]^M \) that tries to classify the domain (object category) based on the union-box feature. Mathematically, the discriminator is trying to maximize the likelihood of the ground-truth domain:

\[
\max_D \sum_{i \in [M]} \alpha_i E_{f \in P(f_u | obj_i)} [\log D_i(f)]. \quad (17)
\]

Assume infinite capacity of the discriminator \( D \), the maximum of (17) is a weighted summation of KL divergence between distributions (up to a constant):

\[
KLD := \sum_{i \in [M]} \alpha_i KL(P(f_u | obj_i) || P(f_u)). \quad (18)
\]

**Proof.** Let \( D^* \) be an optimal discriminator, i.e.,

\[
D^* = \arg \max_D \sum_{i \in [M]} \alpha_i E_{f \in P(f_u | obj_i)} [\log D_i(f)]
\]

\[
= \arg \max_D \sum_{i \in [M]} \alpha_i \int f P(f | obj_i) \log D_i(f).
\]

Since \( D \) is a multi-class classifier, the above optimization has an implicit constraint \( \sum_{i \in [M]} D_i(f) = 1 \) for any \( f \). Thanks to the infinite capacity of the discriminator \( D \), we can maximize the value function pointwisely (for each \( f \)), and obtain a close form solution:

\[
D^*_i(f) = \alpha_i P(f | obj_i) / \sum_{i \in [M]} \alpha_i P(f | obj_i)
\]

\[
= \alpha_i P(f | obj_i) / P(f). \quad (19)
\]

The second equation is by definition (16). The first equation can be obtained by the method of Lagrange multipliers, i.e.,

\[
D^* = \arg \max_D \sum_{i \in [M]} \alpha_i \int f P(f | obj_i) \log D_i(f) + \lambda (\sum_{i \in [M]} D_i(f) = 1).
\]
Setting the derivative of the above equation w.r.t. $D_i(f)$ to zero, we obtain $D_i^*(f) = -\alpha_i P(f|obj_i)/\lambda$. Setting the derivative of $\lambda$ to zero, we obtain $\lambda = -\sum_{i \in [M]} \alpha_i P(f|obj_i)$. Therefore, we prove the optimal solution $D^*$ in (19).

Plugging (19) into (17), we have the maximum of (17) as

$$\sum_{i \in [M]} \alpha_i E_{f \in P(f_u|obj_i)} \log \frac{\alpha_i P(f|obj_i)}{P(f)}$$

$$= \sum_{i \in [M]} \alpha_i \log \alpha_i + \alpha_i KL(P(f_u|obj_i)||P(f))$$

$$= KLD + \sum_{i \in [M]} \alpha_i \log \alpha_i.$$  

Therefore, we proved that the maximum of (17) is the KLD plus a constant.

From population loss to minibatch loss The empirical loss of (17) is

$$\max_D \alpha_i \sum_{i \in [M]} \frac{N_i}{N} \sum_{j=1}^{N_i} \log D_i(F(x_j|i)),$$  

(20)

where $x_j|i$ denotes the $j$’th sample in domain $i$. In practice, we optimize this with SGD. For each sample $x$ (with domain $obj(x)$), we train $D$ with the following minibatch loss:

$$\max_D \frac{N \alpha_i}{N_i} \log D_{obj(x)}(F(x)) = \log D_{obj(x)}(F(x)),$$  

(21)

where $\alpha_i = N_i/N$ (the recommended weight) is used in the last equality. Other kinds of weighting can be applied, too. Finally, the feature extractor is updated by

$$\min_F \log D_{obj(x)}(F(x)),$$

as we depicted in (6) in Section 4.2.

Theorem 2 Define the class-specific pooled feature distribution $P(f_u|pred_k)$ as

$$P(f_u|pred_k) = \sum_{i \in [M]} \alpha^{(k)}_i P(f_u|obj_i,pred_k)$$  

(22)

and $\alpha^{(k)}_i$ is the relative importance of each domain. We introduce discriminators specific to each class, i.e., $D(f; pred_k) \rightarrow [0,1]^M$ that tries to classify the domain (object category) based on the union-box feature and the predicate class. Mathematically, the discriminator is trying to maximize the likelihood of the ground-truth domain:

$$\max_D \sum_{k \in [K]} \sum_{i \in [M]} \alpha^{(k)}_i \alpha^{(k)}_i \log D_i(f; pred_k).$$  

(23)
Assume infinite capacity of the discriminator $D$, the maximum of $\text{(23)}$ is a weighted summation of KL divergence between distributions (up to a constant):

$$CKLD := \sum_{k \in [K]} \alpha^{(k)} \sum_{i \in [M]} \alpha^{(k)}_i \text{KL}(P(f_u | obj_i, pred_k) \| P(f_u | pred_k)).$$

The proof is nearly the same with the proof of Theorem 1, so we omit the proof here.

From population loss to minibatch loss The empirical loss of $\text{(23)}$ is:

$$\max_D \sum_{k \in [K]} \sum_{i \in [M]} \frac{\alpha^{(k)} \alpha^{(k)}_i}{N^{(k)}_i} \sum_{j=1}^{N^{(k)}_i} \log D_i(f(x_{j|i,k}; pred_k),

where $x_{j|i,k}$ denotes the $j$'th sample in domain $i$ with label $k$. In this paper, we propose to use $\alpha^{(k)} = N^{(k)}/N$ and $\alpha^{(k)}_i = N^{(k)}_i/N^{(k)}$, so we have

$$\frac{1}{N} \max_D \sum_{k \in [K]} \sum_{i \in [M]} \sum_{j=1}^{N^{(k)}_i} \log D_i(f(x_{j|i,k}; pred_k).$$

In practice, we optimize this with SGD, in which for each sample $x$ (with label $\text{pred}(x)$ and domain $\text{obj}(x)$), we add the following regularization:

$$\max_D \log D_{\text{obj}(x)}(f(x); \text{pred}(x),$$

as we depicted in (12) in Section 4.2.

**Theorem 3** Define the class-specific pooled feature distribution $P(f_u | pred_k)$ as

$$P(f_u | pred_k) = \sum_{i \in [M]} \alpha^{(k)}_i P(f_u | obj_i, pred_k)$$

and $\alpha^{(k)}_i$ is the relative importance of each domain. We introduce discriminators specific to each class, i.e., $D(f; pred_k) \rightarrow [0, 1]^M$ that tries to tell whether a feature $f$ is from the domain-conditioned distribution $P(f_u | obj_i, pred_k)$ or from the pooled distribution $P(f_u | pred_k)$. Mathematically, the discriminator (with binary output) is trying to maximize the following objective:

$$\max_D \sum_{k \in [K]} \sum_{i \in [M]} \alpha^{(k)} \sum_{i \in [M]} \alpha^{(k)}_i \left( E_{f \in P(f_u | obj_i, pred_k)}[\log D(f, obj_i; pred_k)] + E_{f \in P(f_u | pred_k)}[\log(1 - D(f, obj_i; pred_k))].$$


Assume infinite capacity of the discriminator $D$, the maximum of (28) is a weighted summation of Jensen-Shannon divergence (JSD) between distributions (up to a constant):

$$CJSD := \sum_{k \in [K]} \alpha^{(k)} \sum_{i \in [M]} \alpha^{(k)}_i,$$

$$JS\bar{D}(P(f_u|obj_i,pred_k)||P(f_u|pred_k)).$$

Proof. From the standard GAN proof, see, e.g., [10], assuming infinite capacity of the discriminator $D$, the maximum of (28) is

$$\sum_{k \in [K]} \alpha^{(k)} \sum_{i \in [M]} \alpha^{(k)}_i(-\log(4) +

2 \times JS\bar{D}(P(f_{ubox}|obj_i,pred_k)||P(f_{ubox}|pred_k)))

= 2 \times CJSD - \log(4) \sum_{k \in [K]} \alpha^{(k)}.$$

From population loss to minibatch loss The empirical loss of (28) is:

$$\max_D \sum_{k \in [K]} \sum_{i \in [M]} \left( \frac{\alpha^{(k)}_i}{N^{(k)}_i} \sum_{j=1}^{N^{(k)}_i} \log D(f(x_{j|i,k}), obj_i; pred_k) \right)$$

$$+ \frac{\alpha^{(k)}_i}{N^{(k)}} \sum_{j=1}^{N^{(k)}} \log(1 - D(f(x_{j|k}), obj_i; pred_k))),$$

where $x_{j|i,k}$ denotes the $j$’th sample in domain $i$ with label $k$ and $x_{j|k}$ denotes the $j$’th sample with label $k$. In this paper, we propose to use $\alpha^{(k)} = N^{(k)}/N$ and $\alpha^{(k)}_i = N^{(k)}_i/N^{(k)}$, so we have

$$\frac{1}{N} \max_D \sum_{k \in [K]} \sum_{i \in [M]} \left( \sum_{j=1}^{N^{(k)}_i} \log D(f(x_{j|i,k}), obj_i; pred_k) \right)$$

$$+ \frac{N^{(k)}_i}{N^{(k)}} \sum_{j=1}^{N^{(k)}} \log(1 - D(f(x_{j|k}), obj_i; pred_k))).$$

In practice, we optimize this with SGD, in which for each sample $x$ (with label $pred(x)$ and domain $obj(x)$), we add the following regularization:

$$\max_D \log D(f(x), obj(x); pred(x)) +$$

$$\sum_{i \in [O]} \frac{N^{pred(x)}_i}{N^{pred(x)}} \log(1 - D(f(x), obj_i; pred(x))),$$

as we depicted in (15) in Section 4.2.
E Network architectures

We present the network architectures for the baseline model and our proposed methods in Table 10, where the models are built with basic blocks defined in Table 9. As our models take the ResNet-50 architecture as our backbone module, we only list the network structures after the backbone module. Although our models have three branches, we only apply the proposed methods on the union-box branch, so we only list the detailed structures of the union-box branch for each model. As shown in Table 10, the baseline model contains the blocks of ROI Align, $P_0$, $P_1$, $P_2$, and $P_3$. The adversarial branch of ADG-KLD takes $f_{c4}$ as input and predicts the object categories. The conditional adversarial branch of CADG-KLD takes both $f_{c4}$ and the predicate embedding $emb_1$ as inputs and predicts the object categories. The conditional adversarial branch of CADG-JSD takes $f_{c4}$, the predicate embedding $emb_1$, and the object embedding $emb_2$ as inputs, and provides a binary predication.

| Name | Operations / Layers |
|------|---------------------|
| Conv 1 x 1, stride=1 | Convolution 1 x 1 - ReLU, stride=1. |
| Linear | Fully connected layer. |
| FC | Fully connected layer - ReLU. |
| Multiply | Multiplication of two tensors (with broadcasting). |
| Mean | Take the average of the tensor along the channel dimension. |
| Avg Pool | Take the average of the tensor along the spatial dimensions. |
| Concat | Concatenate input tensors along the channel dimension. |
| ResBlock | Standard ResNet blocks. |
| ROI Align | Pooling feature maps for ROI. |
| Embedding | Word embedding of the given words. |
| $F_{backbone}$ | Features extracted from the backbone module with height $N_h$ and width $N_w$. |

Table 9. The basic blocks for architecture design. (“-“ connects two consecutive layers.)

Implementation details For the input images in both training and inference, we first resize them to set the larger size at 640. During training, we apply gradient clip to 1 when doing back-propagation and use early stopping to train the model with 4 NVIDIA P100 GPU, where we adjust the learning schedule according to the linear scaling rule as in [11]. Because we use the sigmoid loss function for each predicate category and the ratio of positive and negative samples are imbalanced, we set the ratio of positive and negative samples to 1:6. We’ve made hyper-parameter search on this ratio and find that the performance doesn’t change a lot for different ratios, but it performs much better than the model without setting this ratio.

After we make extensive experiments on the hyper-parameter search, we employ a SGD optimizer with learning rate 0.001, momentum 0.9 and weight
Table 10. The structures for the baseline model and our proposed methods ADG-KLD, CADG-KLD, and CADG-JSD.

| Stage | Name   | Input Tensors | Output Tensors |
|-------|--------|---------------|----------------|
| ROI Align | ROI Align | $N_h \times N_w \times 1024(F_{\text{backbone}})$ | $14 \times 14 \times 1024$ |
| $P_0$ | ResBlock | $14 \times 14 \times 1024$ | $7 \times 7 \times 1024$ |
|       | ResBlock | $7 \times 7 \times 1024$ | $7 \times 7 \times 1024$ |
|       | ResBlock | $7 \times 7 \times 1024$ | $7 \times 7 \times 1024$ |
|       | Avg Pool | $7 \times 7 \times 1024$ | $1024(fc1)$ |
| $P_1$ | FC | $1024(fc1)$ | $512(fc2)$ |
|       | Conv $1 \times 1$, stride=1 | $N_h \times N_w \times 1024(F_{\text{backbone}})$ | $N_h \times N_w \times 512(conv1)$ |
|       | Conv $1 \times 1$, stride=1 | $N_h \times N_w \times 1024(F_{\text{backbone}})$ | $N_h \times N_w \times 512(conv2)$ |
|       | Multiply | $512(fc2), N_h \times N_w \times 512(conv1)$ | $N_h \times N_w \times 512$ |
|       | Mean | $N_h \times N_w \times 512$, | $N_h \times N_w$ |
|       | Multiply | $N_h \times N_w, N_h \times N_w \times 512(conv2)$ | $N_h \times N_w \times 512$ |
|       | Conv $1 \times 1$, stride=1 | $N_h \times N_w \times 512$ | $N_h \times N_w \times 1024$ |
|       | Avg Pool | $N_h \times N_w \times 1024$ | $1024(fc3)$ |
|       | Concat | $1024(fc1), 1024(fc3)$ | $2048$ |
| $P_2$ | FC | 2048 | 1024 |
|       | FC | 1024 | 1024($fc4$) |
| $P_3$ | Linear | 1024 | 117 |
| $Emb$ | Embedding | 1 (predicate label) | 50(emb1) |
|       | Embedding | 1 (object label) | 50(emb2) |
| $ADG - KLD$ | Linear | $1024(fc4)$ | 80 |
| $CADG - KLD$ | Concat | $1024(fc4), 50(emb1)$ | 1074 |
|       | Linear | 1074 | 80 |
| $CADG - JSD$ | Concat | $1024(fc4), 50(emb1), 50(emb2)$ | 1124 |
|       | Linear | 1124 | 1 |

decay 0.0005. For the proposed domain generalization framework, we train the mainstream branch and the adversarial branch each for once alternatively.

**Baseline** We set the learning rate decay at every 100,000 iterations with $\gamma = 0.96$.

**ADG-KLD** We set the learning rate decay at the 2,000,000-th iteration and 2,800,000-th iteration with $\gamma = 0.1$ and set $\lambda_{DG} = 1$.

**CADG-KLD** We set the learning rate decay at the 2,000,000-th iteration and 2,800,000-th iteration with $\gamma = 0.1$ and set $\lambda_{DG} = 100$.

**CADG-JSD** We set the learning rate decay at every 100,000 iterations with $\gamma = 0.96$ and set $\lambda_{DG} = 100$. The learning rate for the adversarial branch is 0.01.
F Grad-CAM visualization

We demonstrate more Grad-CAM visualization of intermediate features in Fig. 6 and Fig. 7. Fig. 6 visualizes the feature maps from the union-box branch, where the baseline attends to the wrong region and our proposed CADG-KLD and CADG-JSD focus on the region related to the human-object interaction. ADG-KLD also cannot give correct saliency maps on the union-box features, which is the same as we point out in the main paper. Fig. 7 shows the feature maps from the backbone features, where our proposed methods show more meaningful saliency maps than the baseline. Furthermore, CADG-KLD and CADG-JSD can get even better attention on the possible interactions than ADG-KLD. Therefore, we can safely make the same conclusion as in the main paper that our proposed methods could learn semantically rich features of predicates with strong generalization ability, and the conditional domain generalization approaches can get better saliency on the union-box features.

![Fig. 6. Grad-CAM visualization of the predicates from the union-box features. Green box: human. Red box: object. Blue box: union box of object and human with a margin. (a) input images. (b) baseline. (c) ADG-KLD. (d) CADG-KLD. (e) CADG-JSD. Zoom in for better view.](image-url)
Fig. 7. Grad-CAM visualization of the predicates from the backbone features before the ROI Align module (we only keep the visualization inside the union box for simplification). **Green box:** human. **Red box:** object. **Blue box:** union box of object and human with a margin. (a) input images. (b) baseline. (c) ADG-KLD. (d) CADG-KLD. (e) CADG-JSD. Zoom in for better view.