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Abstract. We study injectivity for models of Nonlinear Elasticity that involve the second gradient. We assume that $\Omega \subset \mathbb{R}^n$ is a domain, $f \in W^{2,q}(\Omega, \mathbb{R}^n)$ satisfies $|J_f|^{-a} \in L^1$ and that $f$ equals a given homeomorphism on $\partial \Omega$. Under suitable conditions on $q$ and $a$ we show that $f$ must be a homeomorphism. As a main new tool we find an optimal condition for $a$ and $q$ that imply that $H^{n-1}(\{J_f = 0\}) = 0$ and hence $J_f$ cannot change sign. We further specify in dependence of $q$ and $a$ the maximal Hausdorff dimension $d$ of the critical set $\{J_f = 0\}$. The sharpness of our conditions for $d$ is demonstrated by constructing respective counterexamples.

1. Introduction

Our aim is to study models of Nonlinear Elasticity that involve second gradient and in particular we would like to study injectivity of such mappings. Let $\Omega \subset \mathbb{R}^n$ be a domain and let $f : \Omega \to \mathbb{R}^n$. In this paper we study mappings with finite energy

$$E(f) := \int_{\Omega} (W(Df(x)) + \Psi(D^2f(x))) \, dx$$

such that there are $q \geq 1$ and $a > 0$ so that

$$W(Df) \geq \frac{1}{|J_f|^a} \text{ and } \Psi(D^2f) \geq |D^2f|^q,$$

i.e. $f \in W^{2,q}$ and $J_f^{-a} \in L^1$. Moreover, we assume that the mapping $f$ is equal to a given homeomorphism $f_0$ on $\partial \Omega$. Models with the second gradient were introduced by Toupin [36, 37] and later considered by many other authors, see e.g. Ball, Curie, Olver [2], Ball, Mora-Corral [3], Müller [29 Section 6], Ciarlet [7, page 93] and references given there. The contribution of the higher gradient is usually connected with interfacial energies and is used to model various phenomena like elastoplasticity or damage. Most relevant of (1.1) is the penalisation of compression (by the negative powers of the Jacobian) that makes such energies a physical set up for the so-called regime of large deformations. Examples of recent usage are their connection to small strain-models [12], to thermoviscoelasticity [25] and for the derivation of unsteady models involving inertia and interactions with fluids [6]. For more references see the recent monograph [23].

Injectivity in models of Nonlinear Elasticity is a crucial property as it corresponds to the “non-interpenetration of matter”. This question has attracted a huge amount of attention in the past for models with first order gradient. Following the pioneering work of J. Ball [11] we can ask that our mapping has finite energy where the energy functional $\int_{\Omega} W(Df)$ contains special terms (like ratio of powers of $Df$, adj $Df$ and $J_f$)
and any mapping with finite energy and reasonable boundary data is a homeomorphism (the reader is referred to e.g. [19] [20] [24] and [33] for related results). There are other possible approaches that give us only some injectivity a.e. like Ciarlet and Nečas condition $\mathcal{S}$ (see e.g. see e.g. [4] [5] [14] [26] [36]) or the (INV) condition of Müller and Spector [27] (see e.g. [5] [9] [16] [28] [34] [35] [10]).

It is possible to show that for reasonable values of $q$ and $a$ (see [11]) in second order models we obtain that the mapping with finite energy is indeed a homeomorphism. As far as we know the only result in this direction is the following result of T.J. Healey and Krömer [15] (see also [30]):

**Theorem 1.1.** Let $q > n$ and let $(1 - \frac{n}{q})a \geq n$. Let $\Omega \subset \mathbb{R}^n$ be a domain and let $f_0 : \overline{\Omega} \to \mathbb{R}^n$ be a given homeomorphism. Assume that $f \in W^{2,q}(\Omega, \mathbb{R}^n)$ is a mapping such that $|J_f|^{a} \in L^1(\Omega)$ and $f = f_0$ on $\partial\Omega$ in the sense of traces. Then $f$ is a homeomorphism.

The main ingredient of their proof is the following: Since $f \in W^{2,q}$ with $q > n$ we obtain that $Df \in C^{0,1-\frac{n}{q}}$ and thus $J_f \in C^{0,1-\frac{n}{q}}$. We claim that the set $\{J_f = 0\}$ is empty and thus $f$ is locally a homeomorphism and since it agrees with homeomorphism on the boundary it is a global homeomorphism. Assume for contrary that there is $x_0 \in \Omega$ with $J_f(x_0) = 0$, by using Hölder continuity of $J_f$ we get

$$\int_{\Omega} \frac{1}{|J_f|^a} \geq C \int_{\Omega} \frac{1}{|x - x_0|^{a(1-\frac{n}{q})}}$$

and the last integral is infinite since $a(1 - \frac{n}{q}) \geq n$.

The above result is very important as a first breakthrough result in this direction. However, the condition $(1 - \frac{n}{q})a \geq n$ is rather restrictive; in particular, the relevant case $q = 2$ is excluded even in the planar case $n = 2$. Our first result extends and refines these results and allows us to go with $q$ even below the critical case $q = n$.

**Theorem 1.2.** For $n \geq 3$ we assume that $a > n - 1$ for $q > n$ and that $(1 - \frac{n}{q} + \frac{1}{n-1})a > 1$ for $n - 1 < q \leq n$. For $n = 2$ we assume that $q > \frac{1}{2}$, $a \geq 1$ and $(\frac{3}{2} - \frac{n}{2})a \geq 1$. Let $\Omega \subset \mathbb{R}^n$ be a Lipschitz domain and let $f_0 : \overline{\Omega} \to \mathbb{R}^n$ be a given homeomorphism. Assume that $f \in W^{2,q}(\Omega, \mathbb{R}^n)$ is a mapping such that $|J_f|^{a} \in L^1(\Omega)$ and $f = f_0$ on $\partial\Omega$ in the sense of traces. Then $f$ is a homeomorphism.

Unlike the result of Healey and Krömer we cannot show that the critical set $\{J_f = 0\}$ is empty, that is a popular property of the case treated there. Nevertheless, as we show below, the we are able to provide a rather direct excess to the critical set $\{J_f = 0\}$. The main new ingredient of our approach is to show that the critical set $\{J_f = 0\}$ has zero Hausdorff $\mathcal{H}^{n-1}$ measure. This is achieved by the following theorem, which actually provides a precise control on the size of the critical set.

Let us note that for $f \in W^{2,q}$, $q > n$, we know (by Sobolev embedding) that $Df$ is continuous and thus we take a continuous representative of $J_f$, which allows to make pointwise references to values where $J_f(x) = 0$. This is a little bit more delicate for $q \leq n$ as $Df$ and $J_f$ are defined only a.e.. But we know that $Df \in W^{1,q}$ and hence it has a quasicontinuous representative which is well-defined and has Lebesgue points up to a set of $q$-capacity zero or Hausdorff dimension $n - q$ (see Theorem 2.3 below). Therefore our $J_f$ is well-defined up to a set of dimension $n - q$. More precisely our assumption...
\((n - d + \frac{d}{n} - \frac{n}{q}(n-d)) > 0\) for \(q \leq n\) even implies that \(J_f\) has Lebesgue points and thus is well-defined up to a set of \(\mathcal{H}^d\) measure zero.

The main result of the present paper is the following sharp specification of the Hausdorff dimension of the critical set of functions for which \(E(f) < \infty\).

**Theorem 1.3.** Let \(\Omega \subset \mathbb{R}^n\) be an open set, \(q > n\), \(0 < d < n\) and let \((1 - \frac{n-d}{q})a \geq n - d\). Assume that \(f \in W^{2,q}(\Omega, \mathbb{R}^n)\) is a mapping with \(|J_f|^{-a} \in L^1(\Omega)\). Then \(\mathcal{H}^d(\{J_f = 0\}) = 0\).

For \(\frac{n^2}{2n-1} < q \leq n\) we assume that \((n-d + \frac{d}{n} - \frac{n}{q}(n-d))a \geq n - d\) and we obtain that \(\mathcal{H}^d(\{J_f = 0\}) = 0\).

Moreover, for every \(0 < d < n\) such that \((1 - \frac{n-d}{q})a < n - d\) there is \(C^1\) homeomorphism \(f \in W^{2,q}((-1,1)^n, (-1,1)^n)\) with \(J_f^{-a} \in L^1((-1,1)^n)\), such that \(\mathcal{H}^d(\{J_f = 0\}) > 0\).

The positive result for \(q > n\) is sharp as the counterexample shows. However, there is a gap between the result and counterexample for \(q \leq n\). We expect that the counterexample might be sharp also for \(q \leq n\).

As a corollary of the previous theorem we obtain the following.

**Corollary 1.4.** Let \(\Omega \subset \mathbb{R}^n\) be a domain, \(q > n\) and \((1 - \frac{1}{q})a \geq 1\) or \(\frac{n^2}{2n-1} < q \leq n\) and \((2 - \frac{1}{n} - \frac{a}{q})a \geq 1\). Assume that \(f \in W^{2,q}(\Omega, \mathbb{R}^n)\) is a mapping with \(|J_f|^{-a} \in L^1(\Omega)\). Then either \(J_f > 0\) a.e. in \(\Omega\) or \(J_f < 0\) a.e. in \(\Omega\).

The corollary shows that \(J_f\) does not change sign and hence we can assume that \(f\) is a mapping of finite distortion (see e.g. [18]). For suitable values of \(a\) and \(q\) we thus obtain that the distortion function \(K_f(x) = \frac{|Df(x)|^n}{J_f(x)}\) is integrable with power \(p > n - 1\) (or \(p \geq 1\) for \(n = 2\)). Now we can use known results about mappings of finite distortion (see e.g. [20], [24], [19], [18] and [22]) to conclude that \(f\) is open and discrete and thus a homeomorphism and Theorem 1.2 follows.

Let us also note that it is possible to estimate the Hausdorff dimension of the image of the critical set (see e.g. Korobkov, Kristensen [21] and references given there).

The paper is structured as follows. In the next section we collect some preliminary results. This follows Section 3 where we prove the positive results. For that we first show that the zero set of functions, which are in \(W^{2,b}\) and which have negative integrability has a maximal Hausdorff dimension. This follows the proofs of the positive part of Theorem 1.3 and 1.2 as well as Corollary 1.4. In Section 4 the respective counterexamples are constructed. Both Section 3 and Section 4 rely on different known results but do involve new techniques and refinements. The paper is completed by two further sections. Section 5 where three more counterexamples are introduced that relate to other known counter examples in the literature (e.g. [1]); in particular it includes the technical counterexample, where the set \(\{J_f = 0\}\) is shown to be dense. In the final section some positive implications of the developed theory are collected. In particular, some consequences of the analytic results of the paper to minimizers of \(E\) are investigated.

In conclusion it seems that the pure analytic possibilities to control the critical set of the Jacobian might be limited by the here provided results. However, it stays an untouched open problem, whether minimizers do enjoy better properties, or whether they can be as singular as the analytical counterexamples suggest.

2. Preliminaries

By \(\mathcal{H}^d\) we denote the \(d\)-dimensional Hausdorff measure in \(\mathbb{R}^n\).
2.1. Derivative of radial mapping.

**Lemma 2.1.** Let \( \rho : (0, \infty) \to (0, \infty) \) be a strictly monotone function with \( \rho \in C^1((0, \infty)) \). Then, for the mapping

\[
h(x) = \frac{x}{|x|} \rho(|x|), \quad x \neq 0,
\]

we have for every \( x \neq 0 \)

\[
|Dh(x)| \approx \max\left\{ \frac{\rho(|x|)}{|x|}, |\rho'(|x|)| \right\}
\]

and \( J_h(x) = \rho'(|x|) \left( \frac{\rho(|x|)}{|x|} \right)^{n-1} \).

Moreover, if \( \rho \in C^2((0, \infty)) \), then

\[
|D^2h(x)| \approx \max\left\{ |\rho''(|x|)|, \frac{|\rho'(|x|)|}{|x|^2} - \frac{|\rho'(|x|)|}{|x|} \right\}
\]

for every \( x \neq 0 \).

**Proof.** The first part (2.1) follows from [13] Lemma 2.1. To prove (2.2) we use a direct computation. The first order derivatives are

\[
\frac{\partial f_1}{\partial x_1}(x) = \frac{\rho(|x|)}{|x|} + \frac{x_1}{|x|} \rho'(|x|) \frac{x_1}{|x|} - \frac{x_1}{|x|^2} \rho(|x|)
\]

\[
\frac{\partial f_1}{\partial x_2}(x) = \frac{x_1}{|x|} \rho'(|x|) \frac{x_2}{|x|} - \frac{x_1}{|x|^2} \rho(|x|),
\]

and the second partial derivatives are

\[
\frac{\partial^2 f_1}{\partial x_1^2}(x) = \frac{x_1 \rho'(|x|)}{|x|^2} - \frac{x_1 \rho(|x|)}{|x|^3} + \frac{2x_1 \rho'(|x|)}{|x|^3} + \frac{x_1^2 \rho''(|x|)}{|x|^4} - \frac{2x_1 \rho'(|x|)}{|x|^4} - \frac{2x_1 \rho(|x|)}{|x|^5} - \frac{x_1^3 \rho'(|x|)}{|x|^5} + \frac{3x_1^2 \rho(|x|)}{|x|^6},
\]

\[
\frac{\partial^2 f_1}{\partial x_2^2}(x) = \frac{x_2 \rho'(|x|)}{|x|^2} - \frac{x_2 \rho(|x|)}{|x|^3} + \frac{x_2^2 \rho'(|x|)}{|x|^3} - \frac{2x_2 \rho'(|x|)}{|x|^4} - \frac{x_2^2 \rho'(|x|)}{|x|^4} - \frac{x_1 x_2 \rho(|x|)}{|x|^5} + \frac{3x_1 x_2 \rho(|x|)}{|x|^5} + \frac{x_1^2 x_2 \rho(|x|)}{|x|^5},
\]

\[
\frac{\partial^2 f_1}{\partial x_1 \partial x_2}(x) = \frac{x_1 x_2 \rho''(|x|)}{|x|^3} - \frac{2x_1 x_2 \rho'(|x|)}{|x|^4} + \frac{3x_1 x_2 \rho(|x|)}{|x|^5} - \frac{x_1 x_2 \rho''(|x|)}{|x|^4}.
\]

By symmetry it is enough to calculate \( |D^2 f(x)| \) only for a single point on each sphere. Let us fix a point \( y = [x_1, 0, \ldots, 0] \) with \( x_1 > 0 \) and compute the second derivatives at this point as

\[
\frac{\partial^2 f_1}{\partial x_1^2}(y) = \frac{\rho'(|x|)}{|x|} - \frac{\rho(|x|)}{|x|^2} + \frac{2 \rho'(|x|)}{|x|} + \frac{\rho''(|x|)}{|x|} - \frac{2 \rho'(|x|)}{|x|^2} - \frac{\rho'(|x|)}{|x|} + \frac{3 \rho(|x|)}{|x|^2}
\]

\[
= \rho''(|x|),
\]

\[
\frac{\partial^2 f_1}{\partial x_2^2}(y) = \frac{\rho'(|x|)}{|x|} - \frac{\rho(|x|)}{|x|^2}, \quad \frac{\partial^2 f_1}{\partial x_1 \partial x_2}(y) = 0, \quad \frac{\partial^2 f_1}{\partial x_2 \partial x_3}(y) = 0.
\]

Other derivatives are computed similarly and hence (2.2) follows. \qed
2.2. Jacobian in $W^{1,b}$.

Lemma 2.2. Let $\frac{n^2}{2n-1} < q \leq n$, and set $b = \frac{nq}{n^2 - nq + q}$. Let $\Omega \subset \mathbb{R}^n$ be open and $f \in W^{2,q}(\Omega, \mathbb{R}^n)$. Then $J_f \in W^{1,b}(\Omega)$.

Proof. We know that $Df \in W^{1,q}$ and hence $Df$ satisfies the ACL condition (see e.g. [11, Chapter 4.9]), i.e. all partial derivatives are absolutely continuous on almost all lines parallel to coordinate axes. Let us pick a segment such that all partial derivatives are absolutely continuous there. Then $J_f$ is a sum of products of absolutely continuous functions and hence it is absolutely continuous on this segment.

To conclude that $J_f \in W^{1,b}$ it is thus enough to show that $D(J_f) \in L^b$ (see e.g. [11, Chapter 4.9]). Clearly

$$|D(J_f)| \leq C |D^2 f| \cdot |Df|^{n-1}$$

and thus using Hölder’s inequality with $p = \frac{q}{b}$ (note that $q > b$) we have

$$(2.3) \int_{\Omega} |D(J_f)|^b \leq C \left( \int_{\Omega} |D^2 f|^q \right)^{\frac{b}{q}} \left( \int_{\Omega} |Df|^{(n-1)b} \right)^{\frac{p}{p-1}}$$

It is easy to check that

$$b = \frac{nq}{n^2 - nq + q} \text{ implies that } (n-1)b \frac{p}{p-1} = q^* = \frac{nq}{n - q}$$

so that the last integral is finite and that $\frac{n^2}{2n-1} < q$ implies $b > 1$. □

2.3. Quasicontinuous representative. Let us recall that each Sobolev mapping has a nice quasicontinuous representative (see [11, Chapters 4.7 and 4.8]), i.e. a representative which has a Lebesgue points outside of a set of capacity zero.

Theorem 2.3. Let $\Omega \subset \mathbb{R}^n$ be open, $1 \leq b \leq n$ and let $g \in W^{1,b}(\Omega)$. Then there is a representative of $g$ and $E \subset \Omega$ with $\text{Cap}_b(E) = 0$ such that

for every $x \in \Omega \setminus E$ we have

$$\lim_{r \to 0} \frac{1}{|B(x,r)|} \int_{B(x,r)} |g(y) - g(x)| \, dy = 0.$$ 

Moreover, the Hausdorff dimension of $E$ is equal to $n - b$.

2.4. Poincaré inequality for functions that vanish on a set of positive Bessel capacity. We need the following version of Poincaré inequality for functions that vanish on a set of positive Bessel $b$-capacity (or Hausdorff dimension bigger than $n - b$) from [38, Chapter 4.5. and Theorem 2.6.16].

Theorem 2.4. Let $\Omega \subset \mathbb{R}^n$ be open, $1 \leq b < \infty$ and let $g \in W^{1,b}(\Omega)$. Then

$$(2.4) \int_{B} |g| \, dx \leq Cr \int_{B} |Dg| \, dx \leq Cr \left( \int_{B} |Dg|^b \, dx \right)^{\frac{1}{b}}$$

for each ball $B \subset \Omega$ of radius $r$ such that the Hausdorff dimension of $\{x \in B : g(x) = 0\}$ is bigger than $n - b$ for $b \leq n$ and such that $\{x \in B : g(x) = 0\}$ is nonempty for $b > n$. 


2.5. **Mapping of finite distortion and injectivity.** Let \( \Omega \subset \mathbb{R}^n \) be a domain. We say that a mapping \( f \in W^{1,1}_\text{loc}(\Omega, \mathbb{R}^n) \) is a mapping of finite distortion if \( J_f \in L^1_{\text{loc}}(\Omega) \), \( J_f \geq 0 \) a.e. and \( |Df(x)| \) vanishes a.e. in the set \( \{ x \in \Omega : J_f(x) = 0 \} \). For a mapping of finite distortion we define its distortion function as

\[
K_f(x) := \begin{cases} 
\frac{|Df(x)|^n}{J_f(x)} & \text{if } J_f(x) \neq 0, \\
1 & \text{if } J_f(x) = 0.
\end{cases}
\]

It is clear that each mapping with \( J_f \in L^1_{\text{loc}}(\Omega) \) and \( J_f > 0 \) a.e. is a mapping of finite distortion. We need the following result about injectivity of mappings of finite distortion.

**Theorem 2.5.** Let \( \Omega \subset \mathbb{R}^n \) be a Lipschitz domain and let \( f_0 : \overline{\Omega} \to \mathbb{R}^n \) be a homeomorphism. Assume that \( f \in W^{1,1}_\text{loc}(\Omega, \mathbb{R}^n) \) is a mapping of finite distortion such that \( f \in C(\overline{\Omega}, \mathbb{R}^n) \), \( f = f_0 \) on \( \partial \Omega \) in the sense of traces, \( K_f \in L^1(\Omega) \) for \( n = 2 \) and \( K_f \in L^p(\Omega) \) for some \( p > n - 1 \) for \( n \geq 3 \). Then \( f \) is a homeomorphism on \( \Omega \).

**Proof.** This essentially follows from [22, Theorem 6.8]. The only thing we need to verify is that \( \deg(f, \Omega, z) \leq 1 \) for every \( z \in \mathbb{R}^n \setminus f(\partial \Omega) \) (i.e. that \( f \in \text{DEG1 class from } [22] \)). However \( f \) is continuous up to the boundary and is equal to a homeomorphism \( f_0 \) on \( \partial \Omega \) and thus \( \deg(f, \Omega, z) = \deg(f_0, \Omega, z) \). Now each homeomorphism has degree either 1 or \(-1\) on \( f_0(\Omega) \) so we can assume without loss of generality that it is 1. \( \square \)

3. **Proof of positive results**

**Theorem 3.1.** Let \( \Omega \subset \mathbb{R}^n \) be an open set, \( 0 < d < n \), \( 1 \leq b < \infty \), \( a > 0 \) and \((1 - \frac{n-d}{b})a \geq n - d \). Assume that \( g \in W^{1,b}(\Omega) \) is a mapping with \(|g|^{-a} \in L^1(\Omega)\). Then \( \mathcal{H}^d(\{g = 0\}) = 0 \).

**Proof.** Assume by contradiction that \( \mathcal{H}^d(\{g = 0\}) = c_0 > 0 \). Given \( \varepsilon > 0 \) we can find disjoint balls \( B_i = B(c_i, r_i) \subset \Omega \) with \( \mathcal{H}^d(\{g = 0\} \cap B_i) > 0 \) such that \( \sup_i r_i < \varepsilon \) and \( Cc_0 \leq \sum_{i=1}^{\infty} r_i^d \). Further by the fact that \(|g|^{-a} \in L^1(\Omega)\), we find that \( \mathcal{H}^n(\{g = 0\}) = 0 \). This implies that the union of these balls can be assumed to cover a small enough measure such that by the absolute continuity of the integral

\[
(3.1) \quad \int_{\bigcup_i B_i} |g|^{-a} \, dx < \varepsilon.
\]

Note that \((1 - \frac{n-d}{b})a \geq n - d \) implies that \( d > n - b \). Therefore \( \mathcal{H}^d(\{g = 0\} \cap B_i) > 0 \) implies that we can use (2.4) to obtain

\[
(3.2) \quad \int_{B_i} |g| \, dx \leq Cr_i \left( \int_{B_i} |Dg|^b \, dx \right)^{\frac{1}{b}}.
\]

Hölder’s inequality gives us

\[
Cr_i^a \leq \int_{B_i} |g|^{\frac{b}{a+b}} \frac{1}{|g|^{\frac{a+b}{a}}} \leq C \left( \int_{B_i} |g|^{\frac{b}{a+b}} \right)^{\frac{a}{a+b}} \left( \int_{B_i} \frac{1}{|g|^{\frac{a}{a+b}}} \right)^{\frac{b}{a+b}}.
\]

After we raise this to power \( a + 1 \) and use (3.2) we get

\[
Cr_i^{an+an} \leq C \left( r_i^{1+\frac{n}{b}+\frac{a}{b-b}} \left( \int_{B_i} |Dg|^b \right)^{\frac{1}{b}} \right)^{a} \int_{B_i} \frac{1}{|g|^{a}} \, dx,
\]
which leads to the following key estimate

\[
\frac{r_i^{n-a(1-\frac{1}{b})}}{(\int_{B_i} |Dg|^b)\frac{a}{b}} \leq C \int_{B_i} \frac{1}{|g|^a}
\]

and therefore

\[
\varepsilon > \sum_i \int_{B_i} \frac{1}{|g|^a} \geq \sum_i r_i^{n-a(1-\frac{1}{b})} \left(\int_{B_i} |Dg|^b\right)^{\frac{a}{b}}.
\]

Now we use Hölder’s inequality

\[
\left(\sum_{i=1}^{\infty} a_i^\alpha \right)^{\frac{1}{\alpha}} \geq \frac{1}{\left(\sum_{i=1}^{\infty} b_i^\beta \right)^{\frac{1}{\beta}}} \sum_{i=1}^{\infty} a_i b_i
\]

where we choose \(\frac{\beta}{\alpha} = \frac{b}{a}\) which means for \(\alpha = \frac{a+b}{b}\), \(\beta = \frac{a+b}{a}\),

\[
b_i = \left( \int_{B_i} |Dg(x)|^b \, dx \right)^{\frac{a}{bn}} \quad \text{and} \quad a_i = \left( \frac{r_i^{n-a(1-\frac{1}{b})}}{(\int_{B_i} |Dg|^b \, dx)^{\frac{a}{b}}} \right)^{\frac{1}{\alpha}}
\]

and we infer

\[
\frac{\varepsilon^{\frac{1}{\alpha}}}{\sum_{i=1}^{\infty} \frac{b(n-a(1-\frac{1}{b}))}{a+b}} \geq \frac{1}{\sum_{i=1}^{\infty} \frac{r_i^{n-a(1-\frac{1}{b})}}{(\int_{B_i} |Dg|^b \, dx)^{\frac{a}{b}}}}.
\]

Since \(\int_{\Omega} |Dg|^b \leq C\) this implies that

\[
C \varepsilon^{\frac{1}{\alpha}} > \sum_{i=1}^{\infty} \frac{b(n-a(1-\frac{1}{b}))}{a+b}
\]

and our condition \((1 - \frac{n-d}{b})a \geq n - d\) implies that

\[
d \geq \frac{b(n-a(1-\frac{n}{b}))}{a+b}
\]

giving us

\[
C \varepsilon^{\frac{1}{\alpha}} > \sum_{i=1}^{\infty} r_i^d \geq C c_0
\]

leading to a desired contradiction. \(\square\)

**Proof of positive results in Theorem 1.3.** Let us first assume that \(q > n\). As \(f \in W^{2,q}(\Omega, \mathbb{R}^n)\), \(q > n\), we can use Sobolev embedding and obtain \(Df \in C^{0,1-\frac{q}{n}}\). It follows easily that \(|Df| \in L^\infty(\Omega)\) and it is not difficult to conclude that \(J_f \in W^{1,q}(\Omega)\). Our assumption \((1 - \frac{n-d}{q})a \geq n - d\) implies that we can use Theorem 3.1 for \(b = q\) and \(g = J_f\) and we obtain our conclusion.

Let us now assume that \(\frac{n^2}{2n-1} < q \leq n\). From Lemma 2.2 we obtain that \(J_f \in W^{1,b}\) for \(b = \frac{nq}{n^2-nq+q}\). It is easy to see that

\[
(1 - \frac{n-d}{b})a = \left(n - d + \frac{d}{n} - \frac{n}{q}(n-d)\right)a \geq n - d
\]
where we have used our assumption in the last inequality. The conclusion now follows from Theorem 3.1.

Proof of Corollary 1.4. Let us denote by \( P_i \) the projection to the hyperplane \( \{x_i = 0\}, \ i \in \{1, \ldots , n\} \). Using Theorem 1.3 for \( d = n - 1 \) we obtain that \( \mathcal{H}^{n-1}(\{J_f = 0\}) = 0 \) and hence also \( \mathcal{H}^{n-1}(P_i(\{J_f = 0\})) = 0 \). Here we use a continuous representative of \( J_f \) for \( q > n \) and quasicontinuous representative from Theorem 2.3 for \( q \leq n \) which is correctly defined at Lebesgue points, i.e. up to a set of dimension \( n - b = n - \frac{na}{n^2 - qq + q} < d = n - 1 \).

It is well-known that this quasicontinuous representative satisfies the ACL condition (see e.g. [11, Chapter 4.9]) so especially it is continuous on lines \( \Omega \cap P_i^{-1}(\{a\}) \) for \( \mathcal{H}^{n-1} \)-a.e. \( a \in \mathbb{R}^{n-1} \).

Assume for contrary both \( \{J_f > 0\} \) and \( \{J_f < 0\} \) have positive measure. Then we can find a direction \( i \in \{1, \ldots , n\} \) such that there is \( A \subset \mathbb{R}^{n-1} \) with \( \mathcal{H}^{n-1}(A) > 0 \) such that for every \( a \in A \) we know that \( J_f \) is continuous on \( \Omega \cap P_i^{-1}(\{a\}) \) and \( \Omega \cap P_i^{-1}(\{a\}) \) contains a segment \( L \) with

\[
L \cap \{J_f > 0\} \neq \emptyset \text{ and } L \cap \{J_f < 0\} \neq \emptyset.
\]

It follows that there is \( x_a \in L \subset \Omega \cap P_i^{-1}(\{a\}) \) with \( J_f(x_a) = 0 \) which gives us a contradiction. □

Proof of positive results in Theorem 1.2. Indeed, for \( n = 2 \) we use the same assumptions for \( q \) and \( a \) and for \( n \geq 3 \) we have

\[
(1 - \frac{1}{q})a \geq \left( 1 - \frac{n}{q} + \frac{1}{n - 1} \right)a > 1 \text{ for } n - 1 < q \leq n
\]

and \( a > n - 1 \) implies that \( (1 - \frac{1}{q})a \geq 1 \) for \( q > n \).

Hence we can assume without loss of generality that \( J_f > 0 \) a.e. Since \( f \in W^{2,q} \), \( q > n - 1 \), implies that \( Df \in W^{1,n} \) and thus \( f \in L^1 \) we obtain that \( f \) is a mapping of finite distortion.

To get our conclusion we apply Theorem 2.5. We know that \( f \in W^{2,q} \) for \( q > n - 1 \) and hence \( f \) is continuous and since \( \Omega \) is Lipschitz it is standard that even \( f \in C(\overline{\Omega} \cap \mathbb{R}^n) \). It remains to show that \( K_f \in L^1 \) for \( n = 2 \) and that \( K_f \in L^p \) for some \( p > n - 1 \) for \( n \geq 3 \).

Let us first consider \( n = 2 \) and \( K_f = \frac{|Df|^2}{|J_f|} \in L^1 \). For \( q > 2 \) we obtain that \( |Df| \in L^\infty \) and the condition \( a \geq 1 \) implies that \( K_f \in L^1 \). In the case \( \frac{3}{2} < q < 2 \) we use Hölder’s inequality

\[
\int_\Omega \frac{|Df|^2}{|J_f|} \leq \left( \int_\Omega \frac{1}{|J_f|} \right)^\frac{1}{q} \left( \int_\Omega |Df|^{2+q} \right)^\frac{q-1}{q}.
\]

Clearly \((2 - \frac{2}{q})a \geq (\frac{3}{2} - \frac{2}{q})a \geq 1 \) and thus \((2 - \frac{2}{q})a \geq 1 \) implies that

\[
2\frac{a}{a - 1} \leq q^* = \frac{2q}{2-q}
\]

and the last integral is finite by \( Df \in L^{q^*} \). Similarly for \( q = 2 \) we use Hölder’s inequality, \( a \geq 2 \) and \( Df \in L^4 \).

It remains to consider \( n \geq 3 \) and \( K_f = \frac{|Df|^2}{|J_f|} \in L^p \) for some \( p > n - 1 \). For \( q > n \) we obtain that \( |Df| \in L^\infty \) and the condition \( a > n - 1 \) gives us our conclusion. For
n - 1 < q < n we obtain

\[ \int \frac{|Df|^p}{J_f^p} \leq \left( \int \frac{1}{J_f^q} \right)^{\frac{q}{p}} \left( \int |Df|^p \right)^{1 - \frac{q}{p}}. \]

Our assumption

\[ \frac{n(q - n + 1)}{q(n - 1)} a = \left( 1 - \frac{n}{q} + \frac{1}{n - 1} \right) a > 1 \]

implies that for p sufficiently close to n - 1 we obtain

\[ np \frac{a}{a - p} < q^* = \frac{nq}{n - q} \]

and the last integral is finite by \( Df \in L^{q^*} \). The case \( q = n \) is again similar as \( |Df| \) is integrable with any power and \( a > n - 1 \).

4. Counterexample for the size of the Hausdorff measure of \( \{ J_f = 0 \} \)

The following counterexample is a generalization of the Cantor type construction of Ponomarev [31] (see also [18, Section 4.3]) for mappings with higher order derivatives, which was provided by Roskovec [32]. In fact we need a generalization of this construction since we map squares to rectangles instead of squares to squares as in [17].

**Proof of counterexample in Theorem 1.3.** Given that \( (1 - \frac{n-d}{q})a < n - d \), we would like to construct a homeomorphism \( f \in W^{2,q}((-1,1)^n, (-1,1)^n) \) with \( J_f^{-a} \in L^1((-1,1)^n) \), such that \( \mathcal{H}^d(\{ J_f = 0 \}) > 0 \). First we construct a Cantor set \( C_Q \) with \( \mathcal{H}^d(C_Q) > 0 \) and a Cantor type set \( C_R \) and then we construct \( f \) which maps \( C_Q \) onto \( C_R \) and satisfies \( J_f = 0 \) on \( C_Q \).

**Step 1: Construction of Cantor sets \( C_Q \) onto \( C_R \):** To start, let us determine an important parameter \( \beta \). The condition \( (1 - \frac{n-d}{q})a < n - d \) implies \( \frac{nq - n + d}{d} < \frac{n - d}{a} \). We call \( \beta \) the midpoint between the two, i.e.

\[ \frac{nq - n + d}{d} \frac{q}{q} < \beta = \frac{nq - n + d}{d} + \frac{2n - d}{2a} < \frac{n n - d}{d} \frac{a}{a}. \]

For \( x = [x^1, \ldots, x^n] \in \mathbb{R}^n \) denote

\[ \bar{x} = [x^1, \ldots, x^{n-1}] \in \mathbb{R}^{n-1}. \]

The first Cantor type set is the same, as in [18]. Denote by \( \mathbb{V} \) the set of vertices of the cube \([-1,1]^n\). Now \( \mathbb{V}^i = \mathbb{V} \times \ldots \times \mathbb{V} \) serves as an index set for our construction. Let us set \( z_0 = \hat{z}_0 = 0 \) and denote

\[ a_i = 2^{-\frac{n+1}{d}i}, \quad b_i = 2^{-\frac{n}{d}(\frac{n+1}{d} + \beta)i}, \]

and we define cubes and rectangles

\[ Q(x, r) = \{ y \in \mathbb{R}^n : \| x - y \|_\infty \leq r \}, \]

\[ R(x, l, w) = \{ y \in \mathbb{R}^n : \| \bar{x} - \bar{y} \|_\infty \leq l, |x^n - y^n| \leq w \}. \]
Then $[-1,1]^n = Q(z_0, a_0) = R(z_0, a_0, b_0)$. We proceed by induction. For $v = [v_1, \ldots, v_i] \in V^i$ we denote $w = [v_1, \ldots, v_{i-1}]$ and define points

$$z_v = z_w + \frac{1}{2}(a_{i-1})v_i = z_0 + \sum_{j=1}^{i} \frac{1}{2}(a_{j-1})v_j,$$

$$\tilde{z}_v = [\tilde{z}_1^v, \ldots, \tilde{z}_n^v] = [\tilde{z}_w^1 + \frac{1}{2}(a_{i-1})v_{i}^1, \ldots, \tilde{z}_w^{n-1} + \frac{1}{2}(a_{i-1})v_{i}^{n-1}, \tilde{z}_w^n + \frac{1}{2}(b_{i-1})v_{i}^n],$$

and we define squares and rectangles centered at these points (see Fig. 1)

$$Q_v = Q(z_v, a_i), \quad Q_v' = Q(\tilde{z}_v, \frac{1}{2}a_{i-1}), \quad R_v = R(\tilde{z}_v, a_i, b_i).$$

The resulting Cantors sets

$$C_Q = \bigcap_{k \in \mathbb{N}} \bigcup_{v \in V^k} Q_v$$

and

$$C_R = \bigcup_{k \in \mathbb{N}} \bigcup_{v \in V^k} R_v$$

are the products of $n$ Cantor sets in $\mathbb{R}$, with $\mathcal{L}_n(C_Q) = \mathcal{L}_n(C_R) = 0$. It is not difficult to find out that $\mathcal{H}^{d}(C_Q) > 0$ since we have $2^{ni}$ cubes of sidelength $a_i = 2 \cdot 2^{-\frac{n}{2}}$ in the $i$-th step of the construction. Notation $C_Q$ and $C_R$ corresponds to the fact that $C_Q$ is an intersection of cubes and $C_R$ is an intersection of rectangles.

Our mapping $f$ is defined as the limit of the sequence of smooth homeomorphisms $f_i : (-1,1)^n \to (-1,1)^n$, where each $f_i$ maps the $i$-th generation cubes of the first Cantor set $C_Q$ onto the $i$-th generation rectangles of the second set $C_R$. In the last coordinate it is squeezing cube of size $a_i$ to rectangle of size $b_i < a_i$ and hence in the limit $J_f$ vanishes on $C_Q$.

Step 2: Auxiliary function $h_i$: Following the ideas of Roskovec [32], we consider the convolution kernel $\varphi : (-1,1) \to \mathbb{R}$ such that

1. $\varphi(t) \geq 0$,
2. $\varphi(-t) = \varphi(t)$,
3. $\int_{-1}^{1} \varphi(t) dt = 1$,
4. $|D^2\varphi(t)| \leq C$,
5. $\int_{-1}^{1} |D^2\varphi(t)| dt \leq C$,
(6) \( \varphi \in C^\infty_0((-1, 1)) \).

Then, for \( r > 0 \), the function \( \varphi_r(t) = r^{-1}\varphi(r^{-1}t) \) satisfies

(1) \( \varphi_r(t) \geq 0 \),
(2) \( \varphi(-t) = \varphi(t) \),
(3) \( \int_r^\infty \varphi_r(t)dt = 1 \),
(4) \( |D^2\varphi_r(t)| \leq r^{-3}C \),
(5) \( \int_r^\infty |D^2\varphi_r(t)|dt \leq r^{-2}C \),
(6) \( \varphi \in C^\infty_0((-r, r)) \).

The next step is to define smooth mappings \( g_i : Q(0, \frac{a_{i+1}}{2}) \to R(0, \frac{a_i}{2}, \frac{b_{i+1}}{2}) \), from which we construct the mappings \( f_i \). Our construction guarantees that the mapping is identical in the first \( n - 1 \) coordinates and is smooth in the last one. To define the \( n \)-th component of \( g_i \), for \( i \in \mathbb{N} \), we start by defining a preliminary function \( h^*_i(t) : [0, \frac{1}{2}a_{i-1}] \to \mathbb{R} \) as follows:

\[
 h^*_i(t) = \begin{cases} 
 \frac{b_i}{a_i}t, & t \in [0, a_{i} + \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})], \\
 \frac{1}{2}a_{i-1}, & t \in [a_{i} + \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i}), \frac{1}{2}a_{i-1} - \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})], \\
 \frac{b_i}{a_i}t, & t \in [\frac{1}{2}a_{i-1} - \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i}), \frac{1}{2}a_{i-1}], 
\end{cases}
\]

where \( l_i \) is the uniquely determined linear function so that \( h^*_i \) is continuous on \([0, \frac{1}{2}a_{i-1}]\) (see Figure 2). Notice that

\[
0 < \frac{b_i}{a_i} = 2^{-\beta} \frac{b_{i-1}}{a_{i-1}} < \frac{b_{i-1}}{a_{i-1}} \text{ and } a_i + \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i}) < \frac{1}{2}a_{i-1} - \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})
\]

and therefore

\[
\frac{b_i}{a_i}[a_i + \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})] < \frac{b_{i-1}}{a_{i-1}}[a_i + \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})] < \frac{b_{i-1}}{a_{i-1}}[\frac{1}{2}a_{i-1} - \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})].
\]

This means that \( l_i \) is increasing and therefore \( h^*_i \) is an increasing continuous piecewise linear function on \([0, \frac{1}{2}a_{i-1}]\).

We define \( h_i \) by smoothing \( h^*_i(t) \) using \( \varphi_r(t) \) for \( r_i = \frac{1}{10}(\frac{1}{2}a_{i-1} - a_{i}) \), specifically we have

\[
 h_i(t) = \begin{cases} 
 \frac{b_i}{a_i}t, & t \in [0, a_{i}], \\
 \int_{-t}^{t} h^*_i(t + s)\varphi_r(s)ds, & t \in [a_{i}, \frac{1}{2}a_{i-1} - \frac{1}{8}(\frac{1}{2}a_{i-1} - a_{i})], \\
 \frac{b_i}{a_i}t, & t \in [\frac{1}{2}a_{i-1} - \frac{1}{8}(\frac{1}{2}a_{i-1} - a_{i}), \frac{1}{2}a_{i-1}]. 
\end{cases}
\]

We have that \( h^*_i \) is linear on \([0, a_{i} + \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i})]\). This fact and property (2) of \( \varphi \) easily yield that \( h_i(t) = h^*_i(t) \) for \( t \in [0, a_{i} + \frac{3}{10}(\frac{1}{2}a_{i-1} - a_{i})] \). Similarly \( h_i(t) = h^*_i(t) \) for \( t \in [\frac{1}{2}a_{i-1} - \frac{1}{4}(\frac{1}{2}a_{i-1} - a_{i}), \frac{1}{2}a_{i-1}] \). Easily we get that \( h_i \) is an increasing function.

We estimate (see Figure 2 and (4.2)) that

\[
 h'_i(t) \leq \max_{t \in [0, \frac{1}{2}a_{i-1}]} (h^*_i)'(t) \leq C(n, d, \beta) \frac{b_i}{a_i}.
\]

In fact we see from the definition of \( h^*_i \) that

\[
(4.4) \quad h'_i(t) \approx \frac{b_i}{a_i}.
\]
Further it is easy to estimate that $h_i'' \leq r_i^{-1} \|h_i'\|_{\infty,[0,\frac{1}{2}a_{i-1}]}$. Since

$$r_i = \frac{1}{4n}(\frac{1}{2}a_{i-1} - a_i) = 2^{-i\frac{n}{d}}(2^{\frac{n}{d} - 1}) = C(n,d)a_i$$

we have

$$(4.5) \quad |h_i''(t)| \leq C(n,d,\beta) \frac{b_i}{a_i^2}.$$ 

Now we define a preliminary map $g_i^*: Q(0,\frac{a_{i-1}}{2}) \rightarrow R(0,\frac{a_{i-1}}{2},\frac{b_{i-1}}{2})$ as

$$g_i^*(x) = [\bar{x}, \text{sgn}(x^n)h_i(|x^n|)].$$

The shifted version of $\tilde{z}_v + g_i^* (\cdot - z_v)$ maps $Q'_v$ onto $R'_v$ for any $v \in V_i$. This map is continuous, smooth and strictly monotone in every direction, and therefore it is a homeomorphism.

Step 3: Modification of $h_i$ to $\tilde{h}_i$: Our final modification of $g_i^*$ before we construct $f : [-1,1]^n \rightarrow [-1,1]^n$, is intended to guarantee that the map smoothly coincides with the linear map that sends $Q'_v$ onto $R'_v$ on the boundary of $Q'_v$. By the construction of $h_i$, this is already true for the faces of $Q'_v$ where $x^n$ is extremal but now we are concerned with the faces where one of $x_1, \ldots, x^{n-1}$ is extremal. To do this, we consider the following smooth function $\lambda_{a,b} : \mathbb{R} \rightarrow [0,1]$ for $0 < a < b$ such that

1. $\lambda_{a,b}(t) \in C^\infty(\mathbb{R})$,
2. $\lambda_{a,b}(t) \equiv 1$ for $t \in (-\infty, a)$,
3. $\lambda_{a,b}(t) \equiv 0$ for $t \in (b, \infty)$,
4. $0 < \lambda_{a,b}'(t) \leq C(b-a)^{-1}$ and $|\lambda_{a,b}''(t)| \leq C(b-a)^{-2}$ for $t \in \mathbb{R}$.

We denote

$$\lambda_i(t) = \lambda_{\frac{8}{7}a_{i-1}-\frac{1}{8}a_i, \frac{7}{8}a_{i-1}-\frac{1}{8}a_i}(t).$$
We build a sequence of homeomorphisms 

\[ |\xi'(t)| \leq C(n, d)a_i^{-1} \quad \text{and} \quad |\xi''(t)| \leq C(n, d)a_i^{-2}. \]  

We modify the map \( g_i^* \) as follows

\[ g_i(x) = \left[ \bar{x}, h_i(x, x^n) \right], \]

where \( h_i \) acts from \( Q(0, \frac{a_i-1}{2}) \subset \mathbb{R}^n \) to \( (-\frac{b_i-1}{2}, \frac{b_i-1}{2}) \subset \mathbb{R} \) as

\[ \bar{h}_i(x, x^n) := \text{sgn}(x^n)h_i(|x^n|) \prod_{j=1}^{n-1} \lambda_i(|x^j|) + \left( 1 - \prod_{j=1}^{n-1} \lambda_i(|x^j|) \right) \frac{b_i-1}{a_i-1} x^n. \]

Since \( \bar{h}_i(x, t) \) is the convex combination of a pair of increasing functions in \( t \) it is clear that \( \bar{h}_i(x, t) \) is an increasing function of \( t \) for every fixed \( \bar{x} \). Further \( \bar{h}_i \in C^\infty \). Let us assume then that \( g_i(x) = g_i(y) \). Then necessarily \( \bar{x} = \bar{y} \) and the fact that \( \bar{h}_i \) is strictly increasing implies that also \( x^n = y^n \). Thus \( g_i \) is injective. Further \( g_i \) is \( C^\infty \) smooth and \( g_i(Q(0, \frac{a_i-1}{2})) = R(0, \frac{a_i-1}{2}, \frac{b_i-1}{2}) \). Due to the definition of \( \lambda_i(|x^j|) \), it follows, that

\[ g_i(x) = \left[ \bar{x}, \frac{b_i-1}{a_i-1} x^n \right] \quad x \in Q(0, \frac{a_i-1}{2}) \setminus Q(0, \frac{7}{16}a_i-1 - \frac{1}{8}a_i). \]

which is the boundary behaviour we wanted.

From (4.6) we readily get the estimates

\[ |D\left( \prod_{j=1}^{n-1} \lambda_i(|x^j|) \right)| \leq Ca_i^{-1} \quad \text{and} \quad |D^2\left( \prod_{j=1}^{n-1} \lambda_i(|x^j|) \right)| \leq Ca_i^{-2}. \]

Then, we can estimate \( |D^2(g_i(x))| \) as

\[ |D^2(g_i(x))| \leq C \max \left\{ |D^2h_i(|x^n|)|, \left| D\left( \prod_{j=1}^{n-1} \lambda_i(|x^j|) \right) Dh_i(|x^n|) \right|, \left| h_i(|x_n|) D^2\left( \prod_{j=1}^{n-1} \lambda_i(|x^j|) \right) \right|, \right\} \cdot \left| \frac{b_i-1}{a_i-1} x^n \right|^2 \left| \frac{b_i-1}{a_i-1} D\left( \prod_{j=1}^{n-1} \lambda_i(|x^j|) \right) \right|. \]

With the help of (4.4), (4.5) and (4.9), we estimate each of the above terms by \( Cb_i a_i^{-2} \) and using (4.2) we get

\[ |D^2(g_i(x))| \leq C2^{(\beta-\beta)i} \quad \text{for all} \quad x \in Q(0, \frac{a_i-1}{2}). \]

Step 4: Construction of \( f \): We build a sequence of homeomorphisms \( f_i : [-1, 1]^n \to [-1, 1]^n \). Let us set \( f_0 = x \) and define

\[ f_i(x) = \begin{cases} f_{i-1}(x) & x \in [-1, 1]^n \setminus \bigcup_{v \in \mathcal{V}_i} Q'_v, \\ f_{i-1}(z_v) + g_i(x - z_v) & x \in Q'_v, v \in \mathcal{V}_i. \end{cases} \]

By the definition, we change each \( f_i \) only inside the cubes \( Q'_v, v \in \mathcal{V}_i \) and \( f_i \) coincides with \( f_{i-1} \) on a neighborhood of the boundary of \( \bigcup_{v \in \mathcal{V}_i} Q'_v \). Hence \( f_i \) is smooth on \((-1, 1)^n\). Clearly \( f_i(x) = f_{i-1}(x) = \bar{x} \) in the first \((n-1)\)-coordinates and hence they differ only
in the $n$-th coordinate $(f_i)_n$. Hence we can use (4.4), (4.9) and computations similar to (4.10) to obtain
\[
\|Df_i - Df_{i-1}\|_\infty \leq \|D(f_i)_n\|_{L^\infty(\bigcup_{v \in V} Q'_v)} + \|D(f_{i-1})_n\|_{L^\infty(\bigcup_{v \in V} Q'_v)} \leq C2^{-i\beta}.
\]
This means that when we define
\[
f(x) = \lim_{i \to \infty} f_i(x)
\]
we have that $f_i \to f$ in $C^1$. As above we have $|D(f_i)_n(x)| \leq C2^{-i\beta}$ on $C_Q$ for every $i$ and therefore
\[
J_f = 0 \text{ on } C_Q \text{ and } \mathcal{H}^d(C_Q) > 0.
\]
It is not hard to verify that $f$ is a homeomorphism as it is continuous and one-to-one.

We calculate $\|D^2f\|_q$ and $\|J^{-a}_f\|_1$. As $f_0$ is the identity, we estimate $\|D^2f\|_q$ as the sum
\[
\|D^2f\|_q \leq \|D^2f_0\|_q + \sum_{i=1}^\infty \|D^2f_i - D^2f_{i-1}\|_q.
\]
By the construction, the set, where $f_i \neq f_{i-1}$ can be covered by $2ni$ cubes $Q'_v, v \in V$ and a measure of each cube is by (4.2)
\[
|Q'_v| = (2a_i)^n = 2^n2^{-\frac{n^2}{4}i}.
\]
For $y \in Q'_v$ we have $f_i(y) = f_{i-1}(z_v) + g_i(y - z_v)$ and we denote $x = y - z_v \in Q(0, \frac{a_i-1}{2})$. Since $f_{i-1}$ is an affine mapping inside $Q'_v$ and its second order derivatives are 0 we have
\[
|D^2f_i(y) - D^2f_{i-1}(y)| = |D^2f_i(x + z_v)| = |D^2g_i(x)|.
\]
Together with (4.11) we obtain
\[
\|D^2f\|_q \leq \sum_{i=1}^\infty \left( \sum_{v \in V} \int_{Q'_v} |D^2f_i(y) - D^2f_{i-1}(y)|^q \, dy \right)^{\frac{1}{q}} \leq \sum_{i=1}^\infty \left( \int_{Q'_v} |D^2g_i(x)|^q \, dx \right)^{\frac{1}{q}} \leq C \sum_{i=1}^\infty \left( 2^{ni} |Q'_v|2^{(\frac{n}{2} - \beta)i} \right)^{\frac{1}{q}} \leq C \sum_{i=1}^\infty 2^{(\frac{n}{2} - \beta)i - \frac{n^2}{4}i + \frac{n}{q}}.
\]
Now we recall that (4.11) gives
\[
\left( \frac{n}{d} - \beta \right) - \frac{n^2}{q}d + \frac{n}{q} < 0
\]
and therefore $f \in W^{2,q}((-1,1)^n, \mathbb{R}^n)$.

Next we calculate $J_f$ on the set $Q'_v \setminus Q_v$, for $v \in V$. As before, for every $y \in Q'_v \setminus Q_v$ denote $x = y - z_v \in Q(0, \frac{a_i-1}{2})$ and so $J_f(y) = J_{g_i}(x)$. By (4.7) we have
\[
J_{g_i}(x) = \frac{\partial(g_i)_n}{\partial x_n}(x) = \frac{\partial h_i}{\partial x_n}(x)
\]
and using (4.8), (4.3) and (4.2)
\[
\frac{\partial h_i}{\partial x_n}(\bar{x}, x^n) = \prod_{j=1}^{n-1} \lambda([x^j])h'_i(|x^n|) + (1 - \prod_{j=1}^{n-1} \lambda([x^j]))\frac{b_{i-1}}{a_{i-1}} \approx C \frac{b_{i-1}}{a_{i-1}} = C2^{-i\beta}.
\]
Then
\[ \|J_f^{-a}\| \leq C \sum_{i=1}^{\infty} 2^{ni} |Q_i| 2^{a\beta i} \leq C \sum_{i=1}^{\infty} 2^{a\beta i - n^2/d} i + n. \]

Again using (4.1) we get
\[ a\beta - \frac{n^2}{d} + n < 0 \]
and therefore \( J_f^{-a} \in L^1 \).

5. Other counterexamples - Folding, Ball’s example and dense \( \{ J_f = 0 \} \)

First we give two examples showing that \( f \in W^{2,q} \) with \( |J_f|^{-a} \in L^1 \) might not be a homeomorphism for some values of \( q \) and \( a \). There seems to be a gap between these counterexamples and positive statement in Theorem 1.2.

5.1. Folding counterexample to \( \mathcal{H}^{n-1}(\{ J_f = 0 \}) = 0 \) and \( J_f \geq 0 \) a.e. From Theorem 1.3 and Corollary 1.4 we know that for \( q > n \) and \( (1 - \frac{1}{q})a \geq 1 \) we obtain that \( \mathcal{H}^{n-1}(\{ J_f = 0 \}) = 0 \) and thus \( J_f \) does not change sign. The following example show the sharpness of this condition.

Example 5.1. Let \( n \geq 2 \), \( q \geq 1 \) and \( (1 - \frac{1}{q})a < 1 \). Then there is a continuous mapping \( f \in W^{2,q}([-1,1]^n, [-1,1]^n) \) with continuous \( \partial f \) such that \( f(x) = x \) on \( \partial [-1,1]^n \) and \( |J_f|^{-a} \in L^1((-1,1)^n) \) but
\[ \{0\} \times (-1,1)^{n-1} \subset \{ J_f = 0 \} \text{ and both } \{ J_f > 0 \} \text{ and } \{ J_f < 0 \} \text{ have positive measure.} \]

Moreover, this \( f \) is not a homeomorphism.

Proof. Since \( (1 - \frac{1}{q})a < 1 \) we can choose \( \alpha \in (2 - \frac{1}{q}, 1 + \frac{1}{a}) \). As a first step consider the mapping
\[ g(x) = g(x_1, \ldots, x_n) = |x_1|^a \operatorname{sgn}(x_1), x_2, \ldots, x_n]. \]
It is not hard to see, that \( J_g(x) = \alpha |x_1|^{a-1} \) and hence \( \{ x_1 = 0 \} \subset \{ J_f = 0 \} \) and \( \{ J_g = 0 \} \) has big \((n-1)\)-dimensional projection. At the same time
\[ \alpha < 1 + \frac{1}{a} \text{ implies } (\alpha - 1)a < 1 \text{ and hence } J_g^{-a} \in L^1 \]
and
\[ \alpha > 2 - \frac{1}{q} \text{ implies } (2 - \alpha)q < 1 \text{ and hence } D^2 g \in L^q. \]

It remains to fold this mapping. Let us denote \( \tilde{x} = [x_2, \ldots, x_n] \). It is clear that the function
\[ h(\tilde{x}) = \min \{ 0, -\frac{1}{2} (1 - \| \tilde{x} \|^2)^{3} \} \]
is \( C^2 \), \(-\frac{1}{2} \leq h(\tilde{x}) \leq 0 \) and it is supported in \( \mathbb{R} \times [-1,1]^{n-1} \). Since \( \alpha \geq 1 \) it is also easy to check that \( |h(x)|^{a} \in C^2 \). We want to construct a mapping such that
\begin{equation}
(5.1) \quad A := \{ x \in [-1,1]^n : h(\tilde{x}) < x_1 < 0 \} = \{ J_f < 0 \}.
\end{equation}
\[ f(x) = \begin{cases} 
[x_1^a, x_2, \ldots, x_n] & \text{for } x_1 \geq 0, \\
[2^{a-1} |x_1|^a, x_2, \ldots, x_n] & \text{for } \frac{1}{2} h(\tilde{x}) < x_1 < 0, \\
[-2^{a-1} (x_1 - h(\tilde{x}))^a + |h(\tilde{x})|^a, x_2, \ldots, x_n] & \text{for } h(\tilde{x}) \leq x_1 \leq \frac{1}{2} h(\tilde{x}), \\
[-1, h(\tilde{x})^a (h(\tilde{x}) - x_1)^a + |h(\tilde{x})|^a, x_2, \ldots, x_n] & \text{for } x_1 \leq h(\tilde{x}).
\end{cases} \]
Clearly for \( x_1 = 0, x_1 = \frac{1}{2} h(\bar{x}) \) and \( x_1 = h(\bar{x}) \) the formulas agree so our mapping is continuous. It is also easy to see that for \( x_1 = -1 \) we obtain \( f(x) = x \) so our mapping is identity on the boundary. Further

we map \( \{ h(\bar{x}) < x_1 < 0 \} \) onto \( \{ 0 < x_1 < |h(\bar{x})|^a \} \)

and an easy computation shows that \( J_f = \frac{\partial f_n}{\partial x_1} < 0 \) there. Moreover, it is easy to see that \( f \) is not a homeomorphism as each point in \( \{ 0 < x_1 < |h(\bar{x})|^a \} \) has three preimages. It is also not difficult to see that \( \{ J_f = 0 \} = \{ x_1 = 0 \} \cup \{ x_1 = h(\bar{x}) \} \). An elementary computation also shows that \( Df \) is continuous at \( \{ x_1 = \frac{1}{2} h(\bar{x}) \} \) and at \( \{ x_1 = h(\bar{x}) \} \) (note that \( |x_1 - h(\bar{x})|^{a-1} = 0 \) there as \( a > 1 \)).

We know that \( h(\bar{x}) \) and \( |h(\bar{x})| \) are \( C^2 \) and \( h(\bar{x}) + 1 \) is bounded away from 0. To obtain that \( f \in W^{2,q} \) it is thus enough to show integrability of

\[
|x_1|^{(a-2)q} \quad \text{and} \quad |x_1 - h(\bar{x})|^{(a-2)q}
\]

and this is analogous to integrability of \( D^2 g \) in the first paragraph using \((2 - \alpha)q < 1 \). Clearly \( J_f = \frac{\partial f_n}{\partial x_1} \) so we need to check integrability of

\[
|x_1|^{(1-\alpha)a} \quad \text{and} \quad |x_1 - h(\bar{x})|^{(1-\alpha)a}
\]

to obtain \( J_f^{-a} \in L^1 \) and this follows using \((\alpha - 1)a < 1 \). \( \square \)

5.2. Ball’s type example - mapping of a segment to a point. It was known already to J. Ball \([1]\) that there are Sobolev mappings with other integrable “terms” that are equal to a homeomorphism on the boundary but are not a homeomorphism as they map a segment to a point. We give here a generalization of this mapping under our assumptions \( f \in W^{2,q} \) and \( |J_f|^{-a} \in L^1 \).

**Example 5.2.** Let \( n \geq 2, q \geq 1 \) and let \( a(\frac{2}{n-1} - \frac{1}{q}) < 1 \). Then there is a continuous mapping \( f \in W^{2,q}([-1,1]^{n-1} \times [-2,2], \mathbb{R}^n) \) such that \( f \) is a homeomorphism on \( \partial([-1,1]^{n-1} \times [-2,2]) \), \( |J_f|^{-a} \in L^1([-1,1]^{n-1} \times [-2,2]) \), but \( f \) is not a homeomorphism as \( f(\{0\}^{n-1} \times [-1,1]) = \{0\}^n \).

**Proof.** Since \( a(\frac{2}{n-1} - \frac{1}{q}) < 1 \) we can choose \( \beta > 0 \) such that

\[
\frac{n - 1}{a} > \beta > 2 - \frac{n - 1}{q}.
\]

Let us denote \( |\bar{x}| = \sqrt{x_1^2 + \cdots + x_{n-1}^2} \) and define \( f : [-1,1]^n \to \mathbb{R}^n \) as

\[
f(x) = f(x_1, \ldots, x_n) = [x_1, \ldots, x_{n-1}, |\bar{x}|^\beta x_n].
\]

Then, \( f \) is not a homeomorphism since \( f(\{0\}^{n-1} \times [-1,1]) = \{0, \ldots, 0\} \). A direct computation gives us

\[
J_f(x) = |\bar{x}|^\beta \text{ and } |D^2 f(x)| \leq C|\bar{x}|^{\beta - 2}.
\]

Now (5.2) clearly implies that \( f \in W^{2,q}((-1,1)^n, \mathbb{R}^n) \) and \( |J_f|^{-a} \in L^1((-1,1)^n) \).

Now we consider the extension of this mapping to the mapping \( \tilde{f} : [-1,1]^{n-1} \times [-2,2] \to \mathbb{R}^n \) of the form

\[
\tilde{f}(x) = \begin{cases} f(x), & x \in [-1,1]^n, \\ [x_1, \ldots, x_{n-1}, \text{sgn}(x_n)(|x_n| - 1)^2 + |\bar{x}|^\beta |x_n|)], & |x_n| > 1. \end{cases}
\]
It is not difficult to see that this mapping is a homeomorphism on \( \partial([-1,1]^{n-1} \times [-2,2]) \). It’s also easy to see that \( |D^2f| \) is bounded on \( (-1,1)^{n-1} \times ((-2,2) \setminus [-1,1]) \) and thus \( f \in W^{2,q}((-1,1)^{n-1} \times (-2,2)) \). For this mapping we have
\[
J_f(x) = 2(|x_n| - 1) + |\bar{x}|^\beta \geq |\bar{x}|^\beta \text{ for } |x_n| > 1
\]
and hence \( J_f^{-a} \in L^1((-1,1)^{n-1} \times (-2,2)) \).

5.3. **Example with dense set of \( \{J_f = 0\} \).** We know that for \( q > n \) the derivative \( Df \) of \( W^{2,q} \) mapping is continuous and thus the set is \( \{J_f = 0\} \) is closed. In our Theorem 1.3 we show that even for \( q \leq n \) the set \( \{J_f = 0\} \) has small Hausdorff dimension. However, it is good to know that the set \( \{J_f = 0\} \) might be dense (even though it has small Hausdorff dimension) even for \( W^{2,n} \) mapping with \( J_f^{-a} \in L^1 \) for arbitrarily large \( a \). For simplicity we construct this only for \( n = 2 \) but this can be easily done in any dimension \( n \geq 2 \).

**Example 5.3.** Let \( n = 2 \). There exists a homeomorphism \( f \in W^{2,2}(B(0,1), \mathbb{R}^2) \) with \( J_f^{-a} \in L^1(B(0,1)) \) for every \( a > 0 \), \( f(x) = x \) on \( \partial B(0,1) \) such that the set \( \{J_f = 0\} \) is dense in \( B(0,1) \).

**Proof.** In order to construct our example we will need a family of mappings \( f_{x,r} \) for \( 0 < r < \frac{1}{10} \) and \( x \in B(0,1) \). We define the preliminary functions

\[
\tilde{h}_{3r}(t) = \begin{cases} 
\frac{t \log r^{-1}}{\log t^{-1}} & \text{for } 0 < t \leq r, \\
(1 + \frac{1}{\log r^{-1}})t - \frac{r}{\log t^{-1}} & \text{for } r \leq t \leq \frac{3}{2}r, \\
(1 - \frac{1}{\log r^{-1}})t + \frac{r}{\log t^{-1}} & \text{for } \frac{3}{2}r \leq t \leq 2r, \\
t & \text{for } t \geq 2r
\end{cases}
\]

and it is easy to check that \( \tilde{h}_{3r}(t) \) is continuous and that its derivative is continuous also at \( t = r \). We consider the usual convolution kernel \( \varphi_r \) (see Step 2 of proof in Section 4) and we smoothen this function as
\[
h_{3r}(t) = \begin{cases} 
\tilde{h}_{3r}(t) & \text{for } t \leq \frac{3}{2}r, \\
\int_{-r/4}^{r/4} \tilde{h}_{3r}(t + s) \varphi_t(s) \, ds & \text{for } t \geq \frac{3}{2}r.
\end{cases}
\]

This function \( h_{3r}(t) \) is clearly \( C^1 \) and belongs to \( W^{2,\infty}_{loc} \) for \( t > 0 \). Moreover, \( h_{3r}(t) = \frac{t \log r^{-1}}{\log t^{-1}} \) on \([0, r)\) and \( h_{3r}(t) = t \) for \( t \geq 3r \). We define
\[
f_{x,r}(y) = \begin{cases} 
x & y = x \\
x + h_r(|y - x|) & y \neq x
\end{cases}
\]
and so \( f_{x,r} \in C(B(0,1), \mathbb{R}^2) \cap C^1(B(0,1) \setminus \{x\}, \mathbb{R}^2) \cap W^{2,\infty}_{loc}(B(0,1) \setminus \{x\}, \mathbb{R}^2) \) with
\[
f_{x,r}(y) = y \quad \text{for } y \in \mathbb{R}^2 \setminus B(x, r).
\]

We claim that for the family \( f_{x,r} \) the following hold,
\[
\|Df_{x,r}\|_{\infty, \mathbb{R}^2} \leq 2 \quad \text{for all } x \in \mathbb{R}^2, 0 < r < 1,
\]
\[
\lim_{r \to 0} \int_{B(x,r)} |D^2f_{x,r}|^2 = 0,
\]
\[
\lim_{r \to 0} \int_{B(x,r)} \exp(\lambda J_{f_{x,r}}^{-1/3}) = 0 \quad \text{for all } \lambda > 0, \quad J_{f_{x,r}}(y) > 0 \quad \text{for all } y \neq x.
\]
To prove (5.5) it is enough to consider that using (2.1)
\[ |Df_{x,r}(y + x)| = |Df_{0,r}(y)| = \max \left\{ h'_r(|y|), \frac{h_r(|y|)}{|y|} \right\} \]
and calculating \( h'_r(t) \leq \|\hat{h}_r\|_\infty \leq (1 + \frac{1}{\log 3r}) \leq 2. \)

By Lemma 2.1 we obtain
\[ |D^2f_{x,r}(y + x)| = |D^2f_{0,r}(y)| \approx \max \left\{ h''_r(|y|), \frac{h'_r(|y|)}{|y|} - \frac{h_r(|y|)}{|y|^2} \right\}. \]

Clearly
\[ |h''_r(|y|)| \approx \frac{|\log 3r|}{|y| \log^2(|y|-1)} \quad \text{and} \quad \left| \frac{h'_r(|y|)}{|y|} - \frac{h_r(|y|)}{|y|^2} \right| \approx -\frac{\log 3r}{|y| \log^2(|y|)} \quad \text{for } |y| \leq \frac{1}{3} r. \]

For \( |y| > \frac{1}{3} r \) we can easily estimate
\[ \left| \frac{\hat{h}'_r(|y|)}{|y|} - 1 \right| + \left| \hat{h}_r(|y|) - \frac{1}{|y|^2} \right| \leq C \frac{1}{r \log r} \leq C \frac{|\log r|}{|y| \log^2(|y|-1)} \]
and therefore it is not difficult (using e.g. that convolution of identity is identity and convolution of constant is constant) to deduce that for \( |y| > \frac{r}{3} \)
\[ \left| \frac{h'_r(|y|)}{|y|} - \frac{h_r(|y|)}{|y|^2} \right| \leq C \frac{|\log r|}{|y| \log^2(|y|-1)}. \]

To estimate \( |h'_r(|y|)| \) for \( |y| > \frac{r}{3} \) note that \( \hat{h}'_r(t) = 0 \) for \( t \in \left( \frac{r}{2}, \frac{r}{3} \right) \), for \( t \in \left( \frac{r}{3}, \frac{2r}{3} \right) \) and for \( t > \frac{2r}{3} \) \( \text{(see (5.3))} \). It follows that the derivative of convolution \( |h'_r(|y|)| \) can be estimated as the size of the jump of \( \hat{h}'_r \) at \( t = \frac{r}{2} \) or \( t = \frac{2r}{3} \) divided by the length of the convolution kernel, i.e.
\[ |h'_r(|y|)| \leq C \frac{1}{\log 3r} \frac{12}{r} \approx \frac{|\log r|}{|y| \log^2(|y|-1)}. \]

Now integrating in polar coordinates
\[ \int_{B(x,r)} |D^2f_{x,r}|^2 \, d\mathcal{L}_2 \leq C \int_0^r \frac{\log^2 r}{t^2 \log^4(t-1)} \, dt \leq C \frac{\log^2 r}{\log^4 r} \to 0. \]

To prove (5.7) we have using (2.1)
\[ J_{f_{x,r}}(y + x) = J_{f_{0,r}}(y) = \frac{h'_r(|y|)h(|y|)}{|y|} \geq C \frac{\log^2(3r)}{\log^2(|y|-1)} \geq C \frac{1}{\log^2(|y|-1)} \]
and so for any \( \lambda > 0 \) we have
\[ \int_{B(x,r)} \exp \left( \lambda J_{f_{x,r}}^{1/3} \right) \leq C \int_0^r t \exp \left( \lambda \frac{\sqrt{\log^2 t}}{t} \right) \, dt \to 0 \]
since even \( t \exp \left( \lambda \frac{\sqrt{\log^2 t}}{t} \right) \to 0 \) as \( t \to 0+ \).

Let us choose a dense countable set of distinct points \( \{x_i\}_{i=1}^\infty \subset B(0,1) \). We want to construct a mapping such that \( J_f(x_i) = 0 \) for all \( i \). By induction we construct a set of radii \( r_i \) such that \( B(x_i, r_i) \subset B(0,1) \) where we choose \( r_i \) small enough in each step. We
assume that we have already chosen \( r_1, \ldots, r_i \) and we want to choose \( r_{i+1} \). We fix \( \tilde{r}_{i+1} \) such that

\[
0 < \tilde{r}_{i+1} < \min \{ 1 - |x_{i+1}|, 4^{-i}|x_{i+1} - x_1|^2, \ldots, 4^{-i}|x_{i+1} - x_i|^2 \}
\]

and we want to choose \( 0 < r < \tilde{r}_{i+1} \) small enough. We define \( g_0(x) = x \) and then

\[
g_i = f_{x_i, r_i} \circ g_{i-1} = f_{x_i, r_i} \circ \cdots \circ f_{x_2, r_2} \circ f_{x_1, r_1} \quad \text{and} \quad g_{i+1} = f_{x_{i+1}, r} \circ g_i.
\]

We have using (5.4)

\[
\int_{B(0,1)} \left| |D^2g_i(x)| - |D^2g_{i+1,r}(x)| \right|^2 \, dx \leq \int_{g^{-1}(B(x_{i+1}, r))} \left( 3|D^2g_i(x)|^2 + 3|D^2g_{i+1,r}(x)|^2 \right) \, dx.
\]

We estimate the last term using chain rule and (5.5) as

\[
|D^2g_{i+1,r}(x)| = |D^2f_{x_{i+1}, r} \circ g_i(x)| = \left| D \left( Df_{x_{i+1}, r}(g_i(x))Dg_i(x) \right) \right|
\leq |D^2f_{x_{i+1}, r}(g_i(x))| \cdot |Dg_i(x)| \cdot |Dg_i(x)| + |Df_{x_{i+1}, r}(g_i(x))| \cdot |D^2g_i(x)|
\leq |D^2f_{x_{i+1}, r}(g_i(x))| \cdot 2^{2i} + 2 \cdot |D^2g_i(x)|.
\]

We set \( y = g_i^{-1}(x_{i+1}) \) and we assume that \( r \) is so small that \( D^2g_i \approx D^2g_i(y) \) and \( J_{g_i} \approx J_{g_i}(y) \) on the whole ball \( B(x_{i+1}, r) \). By (5.9) we thus obtain (for our small enough \( r \))

\[
\int_{B(0,1)} \left| |D^2g_i(x)| - |D^2g_{i+1,r}(x)| \right|^2 \, dx \leq \text{Cr}^2|D^2g_i(y)|^2 + C \left( 2^{2i} + |D^2g_i(y)|^2 \right) \int_{g_i^{-1}(B(x_{i+1}, r))} \left( |D^2f_{x_{i+1}, r}(g_i(x))|^2 + 4 \right) \, dx.
\]

Using (5.11) (specifically that \( J_{g_i}(y) > 0 \)) and finally (5.0) we get

\[
\int_{B(0,1)} \left| |D^2g_i(x)| - |D^2g_{i+1,r}(x)| \right|^2 \, dx \leq C_{i,y} \left( r^2 + \int_{B(x_{i+1}, r)} |D^2f_{x_{i+1}, r}(z)| J_{f_{x_{i+1}, r}}^{-1}(y) \, dz \right) \xrightarrow{r \to 0} 0.
\]

Using the same arguments (and finally 5.7 in place of (5.0)),

\[
\int_{B(0,1)} \left| \exp \left( J_{g_i}^{-1/3}(x) \right) - \exp \left( J_{g_{i+1}}^{-1/3}(x) \right) \right| \, dx \leq \int_{g_i^{-1}(B(x_{i+1}, r))} \left( |\exp \left( J_{g_i}^{-1/3}(x) \right)| + |\exp \left( J_{g_{i+1}}^{-1/3}(x) \right)| \right) \, dx
\leq C_{i,y} r^2 + \int_{g_i^{-1}(B(x_{i+1}, r))} \exp \left( CJ_{g_i}^{-1/3}(y) J_{f_{x_{i+1}, r}}^{-1/3}(x) \right) \, dx
\leq C_{i,y} r^2 + \int_{B(x_{i+1}, r)} \exp \left( \lambda_{i,y} J_{f_{x_{i+1}, r}}^{-1/3}(z) \right) \, dz \xrightarrow{r \to 0} 0.
\]

We use (5.10) and (5.11) to find \( 0 < r_{i+1} = r < \tilde{r}_{i+1} \) small enough such that

\[
\int_{B(0,1)} \left| |D^2g_{i+1} - |D^2g_i| \right|^2 \leq 2^{-2i}
\]
and
\[ \int_{B(0,1)} |\exp(J_{g_i}^{-1/3}(x)) - \exp(J_{g_{i+1}}^{-1/3}(x))| \, dx < 2^{-i}. \]

We call \( f(x) = \lim_{i \to \infty} g_i(x) \). Then \( g_i \) is a Cauchy sequence in \( W^{2,2} \) and \( f \in W^{2,2} \) with
\[ \|D^2 f\|_2 \leq \sum_{i=0}^{\infty} \|D^2 g_{i+1} - D^2 g_i\|_2 \leq 2. \]

This (and the boundedness of \( f \)) immediately gives us the uniform convergence of \( g_i \) on \( B(0,1) \). It is obvious that \( f \), as the composition of injective maps, is injective and hence a homeomorphism with \( f(x) = x \) on \( \partial B(0,1) \).

Further we have that \( \exp(J_{g_i}^{-1/3}(x)) \) is a Cauchy sequence in \( L^1 \) (and since \( J_{g_i}(x) = 0 \) exactly if \( x \) equals some \( x_i \)) we have \( J_{g_i}(x) \to J_f(x) \) almost everywhere. Moreover,
\[ \int_{B(0,1)} \exp(J_f^{-1/3}(x)) < \infty \]

implies that \( \int_{B(0,1)} J_f^{-a} < \infty \) for any \( a > 0 \).

It is not difficult to find out that \( Dg_k(x_k) = 0 \) and hence \( J_{g_k}(x_k) = 0 \). We have
\[ \int_{B(x_k,r)} |J_f(x) - J_f(x_k)| \, dx \leq C r^{-2} \int_{B(x_k,r)} J_{g_k}(x) \, dx + C r^{-2} \sum_{x_i \in B(x_k,r)} \int_{B(x_i,r)} J_{g_i}(x) \, dx. \]

Since \( |Dg_k(x)| \leq \frac{C_i}{\log r} \), on \( B(x_k,r) \setminus \{x_k\} \) we have that the first term tends to zero as \( r \to 0^+ \). For the second term we use the condition \( r_i < \min\{4^{-i} |x_i - x_j|^2 : 1 \leq j < i\} \) (see [5.8]) which implies that \( i \geq k \) for every \( x_i \in B(x_k,r) \) and \( |Dg_i| \leq 2^i \), i.e. \( J_{g_i} \leq 4^i \) to get
\[ r^{-2} \sum_{x_i \in B(x_k,r)} \int_{B(x_i,r)} J_{g_i}(x) \, dx \leq C r^{-2} \sum_{x_i \in B(x_k,r)} 4^i 4^{-2i} r^4 \leq C r^2 \]

and so these terms also tend to zero as \( r \to 0^+ \). Therefore \( J_f(x_k) = 0 \) is a Lebesgue value and the set \( \{J_f = 0\} \) is dense.

It is not difficult to see that by appropriate choice of \( \{r_i\} \) we can even make \( \int_{B(0,1)} |D^2 f| + |J_f|^{-a} \, dx \) as close to \( |B(0,1)| \) as we like.

\[ \Box \]

6. Other properties

In this short section we give two applications where it is useful to know the size of the critical set \( \{J_f = 0\} \).

6.1. Approximation by smooth homeomorphisms. We show that the usual convolution approximations are also a homeomorphism if we are far away from the critical set \( \{J_f = 0\} \) for \( q > n \) and \( f \) satisfying the assumptions of Theorem 1.2.

**Proposition 6.1.** For \( n \geq 3 \) we assume that \( q > n \) and \( a > n - 1 \). For \( n = 2 \) we assume that \( q > 2 \), \( a > 1 \) and \( \frac{2}{3} - \frac{2}{q}a \geq 1 \). Let \( \Omega \subset \mathbb{R}^n \) be a Lipschitz domain, let \( f_0 : \overline{\Omega} \to \mathbb{R}^n \) be a homeomorphism and let \( f \in W^{2,q}(\Omega, \mathbb{R}^n) \) be such that \( f = f_0 \) on \( \partial \Omega \) and \( |J_f|^{-a} \in L^1(\Omega) \). Let \( \delta > 0 \) and let an open \( G \subset \mathbb{C} \subset \Omega \) satisfy \( J_f \geq 3\delta > 0 \) on \( G \). Then there exists a \( k_0 \in \mathbb{N} \) such that \( f_k = f \ast \psi_k \), the standard convolution approximation of \( f \), is a homeomorphism on \( G \) for each \( k \geq k_0 \).
Proof. Since \( q > n \) we have that \( DF \) and so also \( J_f \) are \((1 - \frac{n}{q})\)-H"older continuous. Therefore there exists \( k_1 \in \mathbb{N} \) and a domain \( U \) such that

\[
G \subset G + B(0, k_1^{-1}) \subset U \subset U + B(0, k_2^{-1}) \subset \Omega \text{ such that } J_f(x) \geq 2\delta \text{ for all } x \in U.
\]

By Theorem 1.2 we have that \( f \) is a homeomorphism on \( \Omega \) and so dist\((f(\partial U), f(G))\) \(=\) \(3\eta > 0\). We know that convolution approximations \( f_k \) converge to \( f \) strongly in \( W^{2,q} \) (see e.g. [11, Chapter 4, Theorem 1 (v) and (vi)]) and hence the Sobolev embedding theorem gives us

\[
\|f_k - f\|_{L^\infty(U)} \to 0 \text{ and } \|J_{f_k} - J_f\|_{L^\infty(U)} \to 0.
\]

Therefore we find a \( k_0 \geq k_1 \) such that \( \|f_k - f\|_{\infty,U} \leq \eta \) and \( J_{f_k}(x) \geq \delta \) for all \( k \geq k_0 \) and all \( x \in U \).

Next, for every \( y \in f_k(G) \) we have that \( y \) is a regular value for \( f_k \) on \( G \) i.e. for all \( x \in f_k^{-1}(y) \cap G \) we have that \( DF(x) \) exists and \( J_f(x) \neq 0 \). Therefore, for \( k \geq k_0 \), we have that \( \mathcal{H}^q(f_k^{-1}(y)) = \deg(y, f_k, G) \) (as \( J_{f_k} > 0 \) on \( G \), see e.g. [13 proof of Lemma 3.11]). Assume that \( x \in G \) then for every \( z \in f(\partial U) \) we have

\[
|f_k(x) - z| \geq |f(x) - z| - |f_k(x) - f(x)| \geq 3\eta - \eta = 2\eta
\]

Using the fact that \( \|f_k - f\|_{\infty,U} \leq \eta \) and the homotopical property of the degree (see e.g. [13 Theorem 2.3. (1)]) we have that

\[
\deg(f_k(x), f_k, U) = \deg(f_k(x), f, U) = 1
\]

because \( f \) is a homeomorphism. But then \( f_k^{-1}(f_k(x)) \cap G = \{x\} \) is a singleton and therefore \( f_k \) is injective on \( G \). \qed

6.2. Euler-Lagrange equation. It has been shown by Healey and Krömer in [15], that the minimization problem of finding

\[
\min \{ E(f) \colon f \in W^{2,q}(\Omega, \mathbb{R}^n), \ f = f_0 \text{ on } \partial\Omega, \ J_f > 0 \text{ a.e.} \},
\]

where

\[
E(f) = \int_\Omega (\Psi(D^2 f(x)) + \Phi(D f(x))) \, dx
\]

has a minimizer under suitable conditions. Further, under the condition that

\[
\Phi(A) \in \mathcal{C}^1 \text{ on } \{A : \det A > 0\}, \ \Phi(A) = \infty \text{ if } \det A \leq 0,
\]

\[
\Psi \in \mathcal{C}^1 \text{ and } |D\Psi(G)| \leq C(1 + |G|)^{q-1},
\]

they proved (using that in their setting \( J_f \geq \delta > 0 \) for all contenders \( f \)) that the minimizer \( f^* \) satisfies the weak Euler-Lagrange equation. We prove that this equations holds also in our situation if we are far away from the critical set \( \{J_f = 0\} \).

Proposition 6.2. Let \( q > n \geq 2 \) and let \( E \) be defined by (6.2) where \( \Psi, \Phi \) satisfy (6.3). Assume that there a minimizer of (6.1) and call it \( f^* \). Then \( f^* \) satisfies

\[
\int_\Omega D\Psi(D^2 f^*(x)) \cdot D^2 \varphi(x) + D\Phi(D f^*(x)) \cdot D \varphi(x) \, dx = 0
\]

for all \( \varphi \in W^{2,q}_0(\Omega \setminus \{J_f \neq 0\}, \mathbb{R}^n) \) with \( D\Phi(D f^*) \cdot D \varphi \in L^1(\Omega) \).
Proof. As $E(f^*)$ is finite we find $J_f^* > 0$ a.e. Let us first consider $\varphi \in C_0^\infty(\Omega \setminus \{J_f^* = 0\}, \mathbb{R}^n)$. The compact support of $\varphi$ and the continuity of $J_f^*$ implies that there is $\delta > 0$, such that

$$\min_{\{x \in \text{supp}(\varphi)\}} J_f^* = \delta$$

Now let $h > 0$. By the fact that $f^*$ is a minimizer we have that

$$0 \leq \frac{E(f^* + h\varphi) - E(f^*)}{h} = \int_{\Omega} \Psi(D^2 f^* + hD^2 \varphi) - \Psi(D^2 f^*) + \Phi(D f^* + hD \varphi) - \Phi(D f^*) \, dx$$

$$= \int_{\Omega} \int_0^1 \frac{1}{h} \frac{\partial}{\partial t} \left[ \Psi(D^2 f^* + hD^2 \varphi) + \Phi(D f^* + hD \varphi) \right] \, dt \, dx$$

$$= \int_{\Omega} \int_0^1 \left[ \Psi(D^2 f^* + hD^2 \varphi(x)) + \Phi(D f^* + hD \varphi(x)) \right] \, dx.\]$$

We know that $\|D\varphi\|$ is bounded and therefore, there exists $h_0 > 0$ sufficiently small such that

$$\det(D f^*(x) + hD \varphi(x)) \geq \frac{1}{2}\delta$$

for all $t \in [0, 1], h \in [-h_0, h_0]$ and all $x \in \{\varphi \neq 0\}$. Therefore the $D\Phi$ term is bounded irrespective of $t$ and $h$.

Thanks to the fact that $D^2 \varphi$ is bounded we find $h_1 > 0$ such that

$$|D^2 f^*(x) + hD^2 \varphi(x)| \leq (1 + |D^2 f^*(x)|)$$

for all $t \in [0, 1], h \in [-h_1, h_1]$ and all $x \in \{\varphi \neq 0\}$. Then using (6.3) we have

$$|D\Psi(D^2 f^* + hD^2 \varphi) \cdot D^2 \varphi| \leq C(1 + |D^2 f^*|)^{q-1}$$

which is integrable. Now we let $h \to 0$ and the dominated convergence theorem gives us

$$0 \leq \int_{\Omega} D\Psi(D^2 f^*(x))D^2 \varphi(x) + D\Phi(D f^*(x))D\varphi(x) \, dx.$$

The same argument, replacing $\varphi$ with $-\varphi$, shows (6.4) for all $\varphi \in C_0^\infty(\Omega \setminus \{J_f = 0\}, \mathbb{R}^n)$.

Now assume that $\varphi \in W^{2,q}(\Omega, \mathbb{R}^n)$ and $\{\varphi \neq 0\} \cap (\partial \Omega \cup \{J_f = 0\}) = \emptyset$. We find $\varphi_k \in C_0^\infty$ such that $\varphi_k \to \varphi$ in $W^{2,q}(\Omega, \mathbb{R}^n)$ and such that there is

$$G \subset \overline{G} \subset \Omega \text{ with } \text{dist}(G, \{J_f = 0\}) > 0 \text{ and } \{\varphi \neq 0\} \cup \bigcup_{k=1}^{\infty} \{\varphi_k \neq 0\} \subset G.$$

Using (6.3) and the Hölder inequality we have

$$\left| \int_{\Omega} D\Psi(D^2 f^*)[D^2 \varphi - D^2 \varphi_k] \right| \leq C \int_{\Omega} (1 + |D^2 f^*|)^{q-1} |D^2 \varphi - D^2 \varphi_k|$$

$$\leq C \left[ \int_{\Omega} (1 + |D^2 f^*|)^q \right]^{q-1} \left[ \int_{\Omega} |D^2 \varphi - D^2 \varphi_k|^q \right]^1/q$$

and this tends to zero as $k \to \infty$. Since $q > n$ we have that $\|D\varphi - D\varphi_k\|_{L^\infty(\Omega)} \to 0$ as $k \to \infty$. Since $\Phi$ is $C^1$ on $\{A : \det A > 0\}$, we have that $\|D\Phi(D f^*)\|_{L^\infty(G)} < \infty$. Then

$$\left| \int_{G} D\Phi(D f^*)(D\varphi - D\varphi_k) \right| \leq C\|D\Phi(D f^*)\|_{L^\infty(G)} \int_{G} |D\varphi - D\varphi_k|.$$
and this tends to zero as $k \to \infty$. Since $G$ is arbitrary we get a.e. convergence. Further, we may fix some $G$ that $|D\Phi(Df^*)| |D\varphi_k|$ is monotonously increasing on $\Omega \setminus G$. Then dominated convergence implies

$$0 = \lim_{k \to \infty} \int_\Omega D\Psi(D^2f^*)D^2\varphi_k + D\Phi(Df^*)D\varphi_k \, dx = \int_\Omega D\Psi(D^2f^*)D^2\varphi + D\Phi(Df^*)D\varphi$$

and we have proved the validity of (6.4). \hfill \Box

**Data availability statement.** Data sharing not applicable to this article as no datasets were generated or analysed during the current study.
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