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Abstract

An attempt is made to make precise the connection between Wilson’s RG and “Holographic RG” by writing Wilson’s RG in a holographic form. A functional formulation is given for the exact RG evolution of a scalar field in d (flat) dimensions. It is shown that a change of variables maps the action to that for a scalar field in AdSd+1. This provides a holographic form for Wilson’s RG that can be called “Holographic RG”. This mapping can only be done for a specific form of the cutoff function in the Exact Renormalization Group formalism. The notion of scale and conformal invariance in the presence of a finite UV cutoff is emphasized. The discussion is primarily about the two-point function and the Gaussian fixed point. Some remarks are made about nontrivial fixed points.
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1. Introduction

The idea that the scale of a theory could have a geometrical interpretation as an extra dimension is an interesting one. One realization of this idea occurs in the holographic or AdS/CFT correspondence [1–4], where the AdS radius coordinate naturally occurs as a scale.1 This is very clear in the AdS metric written for instance in Poincare coordinates:
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1 Another instance of this was in the loop variable approach [5] where an extra string coordinate was introduced whose zero mode was dual to the scale. The scale also appears as a dimension in [6] in brane engineered QCD.
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\[ ds^2 = \frac{dz^2 + \eta_{ij}dx^i dx^j}{z^2} \]  

(1.1)

Here \( z = 0 \) is the boundary of AdS space–time. This also gives rise to the idea of the UV–IR duality, namely that the large radius region of AdS space corresponds to the small distance region of the boundary field theory and vice versa.

In a quantum (or statistical) theory the correct way to change scale is by performing a renormalization group transformation as described in some classic early papers [7–9]. A very convenient form for these equations was obtained in [10] and will be used in this paper.\(^2\) Accordingly if we place the boundary at \( z = \epsilon \) and change \( \epsilon \) this should be equivalent to an RG transformation of the boundary theory. In the bulk this corresponds to radial evolution using the bulk “radial” Hamiltonian. This evolution has been termed the “holographic RG” for the boundary theory and should logically be related to the actual RG of the boundary theory [17–32].

There has been a lot of progress in understanding the holographic RG flow. However the precise connection between this flow and the Wilsonian RG flow of the boundary theory has been only to the extent of showing that both are flows with similar properties. A precise mathematical map is missing. This is primarily due to the fact that the regularization of the bulk theory has not been related to the regularization of the boundary theory [29]. Thus, while statements are made comparing the flow of renormalized quantities, the map between the regulated theories has not been made. This paper attempts to fill that gap.

### 1.1. Finite cutoff

An important ingredient in making this connection precise is an understanding of scale invariance and conformal invariance in the presence of a finite UV cutoff. Usual discussions of scale and conformal invariance is in the context of renormalized continuum field theories where the UV cutoff is taken to infinity. Thus for instance \( N = 4 \) Super Yang–Mills action can be shown, first of all, to be scale and conformally invariant classically. It has no dimensionful parameter. Quantum mechanically one has to calculate the \( \beta \) functions for the dimensionless couplings. If they vanish, it is described as a fixed point of the RG flow and is said to be scale invariant as a quantum theory. In writing down an exact RG (ERG) for a CFT one has to understand conformal invariance in the presence of a cutoff. The conformal invariance of the Wilson action, and Generating Functional in the presence of a finite cutoff has been discussed in detail in [33–37]. We give an intuitive discussion here.

To understand scale invariance in a theory with finite cutoff, it is best to think in terms of a theory on a lattice and look for fixed points of the RG flow. At the fixed point the theory is scale invariant, even while the lattice spacing is finite. As described by Wilson [7], the RG operation consists of three steps:

1. Integrate out high momentum modes (say from \( \Lambda / 2 \) to \( \Lambda \)). The dimensionless momenta \( \frac{p}{\Lambda} \) are integrated out from \( \frac{1}{2} \) to 1.
2. Rescale the momentum so that the dimensionless momenta are again in units of the cutoff, which is now \( \frac{\Lambda}{2} \).
3. Do a field redefinition so that the kinetic term has the standard normalization.

\(^2\) Further developments are reviewed in, for instance, [11–16].
If, after these steps, the Wilson action looks the same — which means that all dimensionless parameters in the action are the same, then we have a fixed point. This is described as a scale invariant theory. In fact the equation for scale invariance of the Wilson action is nothing but the ERG equation for the fixed point [34,37]. Note that the lattice spacing is finite. Effectively what this means is that there is no other dimensionful parameter (such as mass) in the theory, so that the lattice spacing drops out of all dimensionless physical quantities. Operationally, scale invariance then means that if we scale all dimensionful quantities (e.g. \( p_i \rightarrow \lambda p_i \)) and \( \Lambda \rightarrow \lambda \Lambda \), all dimensionless quantities that one calculates are left invariant. The subtlety here is that due to quantum corrections, how a dimensionful quantity has to be scaled to see the invariance, is something that is not known a priori. The Wilson action itself is analytic in momenta and there is no obvious way to read of the anomalous dimension from the form of the action. These anomalous dimensions are eigenvalues of the fixed point equation. On the other hand, after one has done all the functional integration we get the effective classical 1PI action, which should be manifestly invariant under these scale transformations provided we include the correct anomalous dimensions.

There is one potential source of confusion. The Wilson action \( S_\Lambda[\phi] \) is obtained by starting from a bare action \( S_B[\phi] \) and integrating out modes with momenta greater than \( \Lambda \). When \( \Lambda \rightarrow 0 \) we have integrated out everything. In such a situation it is more convenient to work with the generating functional \( W_\Lambda[J] \) or the 1PI effective action \( \Gamma_\Lambda[\Phi] \) [38]. For these objects \( \Lambda \) is like an IR cutoff. When \( \Lambda \rightarrow 0 \) the \( \Gamma_{\Lambda=0}[\Phi] \) is the usual classical effective action \( \Gamma[\Phi] \). Underlying all these is a bare action defined with a UV cutoff \( \Lambda_0 \) which we typically take to \( \infty \) when we take the continuum limit. Thus a priori there are always two scales in the problem: \( \Lambda_0 \) and \( \Lambda \). Thus even the classical effective action \( \Gamma[\Phi] \) should be thought of as having a UV cutoff \( \Lambda_0 \). The bare action \( S_B[\phi, \Lambda_0] \) can be thought of as a Wilson action obtained by integrating out modes from another bare action \( S'_B[\phi, \Lambda'_0] \) with a bigger cutoff \( \Lambda'_0 \). In this way the same Wilson ERG can be written for \( S_B[\phi, \Lambda_0] \).

As discussed by Polchinski, theories that are scale invariant are usually conformally invariant also [39]. For conformal invariance one can write down an equation analogous to that for scale invariance [34,37]. It is expected that there exists a Wilson action that satisfies both these conditions at the fixed point [34,37,39]. We can easily check this for the Gaussian fixed point.

We assume that there is a continuum bare action that is classically conformally invariant (let us take the example of a free scalar field theory). We then add an infinitesimal interaction and ask how the generators of conformal transformation are modified along the ERG flow. We can think of the flow as a diffeomorphism in manifold of all possible actions. Then this flow induces in a natural way a flow for any operator that acts on the action (via its action on the fields). In the UV limit it reduces to the generator for the free theory. In the IR limit it flows to some new fixed point action. The algebra remains the same all along the flow. Thus schematically, let \( U(t) \) describe the evolution operator for the ERG.

\[
e^{-S_\Lambda[\phi]} = U(t) e^{-S_B[\phi]} \quad (1.2)
\]

Then if \( T(0) \) is the generator of scale transformations on the bare action then we can define \( T(t) \) by

\[
T(t) e^{-S_\Lambda[\phi]} = U(t) T(0) e^{-S_B[\phi]} = U(t) T(0) U^{-1}(t) e^{-S_\Lambda[\phi]} \quad (1.3)
\]

Thus \( T(0) \) is a symmetry of the bare action in the UV limit. The transformation \( T(t) \) in general will be much more complicated. It depends on the form of the action [34,37]. At the fixed point one demands that the Wilson action be invariant under \( T(t) \). This Wilson action corresponds
to a nontrivial fixed point. Furthermore if there is an algebra obeyed by $T_i(0)$, there will be an identical algebra obeyed by $T_j(t)$.

The starting point in this paper is the exact RG (ERG) equations of Wilson. The particular form used by Polchinski is very convenient and will be used in the paper. Since the bulk field corresponds to a current $J$ of the boundary theory, the ERG equation will be for $W[J]$ and $J$ is assumed to couple to some field/composite operator with well defined dimension. The leading term in the Wilson action for this operator is a quadratic kinetic term. To leading order in $\frac{1}{N}$ we treat the operator coupling to $J$ as a fundamental field. Thus $W[J]$ is just $\frac{1}{2} J \Delta_h J$ where $\Delta_h$ is the propagator for high momentum modes of this field — and is cutoff dependent. Our goal is to obtain this from a holographic formalism.

We do this in three steps:

The first step is to write the finite ERG transformation on the Wilson action $S_A[\phi]$ as an evolution operator acting on $e^{-S_0}[\phi]$, which we interpret as a “wave function”. This is a linear equation. The linearity has been noticed since Wilson first introduced the ERG equation in [7]. It has been used recently, for example, in [30] and in [41].

The next step is to write this evolution operator as a functional integral with the time direction being the scale. This makes the RG evolution of a $d$-dimensional theory into a $(d+1)$-dimensional theory but with a non standard action.

The third step is to make a field redefinition that restores the action to that of a standard $AdS_{d+1}$ kinetic term. The field redefinition turns out to be a coarse graining transformation or equivalently an RG transformation. This (i.e. the requirement that the field redefinition makes it an AdS kinetic term) places restrictions on the initial Wilson action — on $\Delta_h$ in our case.

Finally one has to modify this discussion to account for the fact that we are actually interested in the generating functional $W_A[J]$ rather than $S_A[\phi]$.

This paper is organized as follows. In Section 2 we discuss the mathematics of rewriting of the ERG around the Gaussian fixed point as a functional integral in AdS. In Section 3 we discuss conformal invariance of the boundary theory in the presence of a finite UV cutoff as induced by $SO(d,2)$ of the bulk theory. In Section 4 we make contact with standard AdS/CFT calculations. In Section 5 composite operators are discussed in the large $N$ approximation. Section 6 discusses the extension to nontrivial fixed points. Section 7 contains a summary and some concluding remarks.

A word about the notation: When dealing with a $d=0$ field theory (quantum mechanics of a particle) we use “$x$” to denote the field, particularly in Section 2. Generalizing this to higher dimensions, we have used “$x(p)$”. The conventional “$\phi(p)$” is also used in some sections.

2. Holographic form for Exact Renormalization Group equation

In this section we deal with the ERG of a $d$-dimensional field theory and write it in terms of a functional integral in $d+1$ dimensions. Only trivial fixed points will be discussed in detail. The field theory is defined around the Gaussian fixed point. A field redefinition (change of variables) casts it into a form of a scalar field theory in $AdS_{d+1}$. In this form it looks very similar to the systems studied in AdS/CFT calculations, however at this point it is just a mathematical transformation. In particular we leave unspecified whether the bulk field is to be identified with a source in some boundary theory or with some field. This will be discussed in the next section, where we make contact with standard AdS/CFT calculations. Further more in this paper only the free theory and calculation of two-point function is discussed. We start with a zero dimensional system ($d = 0$). Generalization to higher dimensions is very simple.
2.1. Zero dimensional system

We start with a zero dimensional example of Wilson’s equation as rewritten by Polchinski. If we assume that $\psi = e^{-S}$ where $S$ is the full action, the equation takes the form:

$$\frac{\partial \psi}{\partial t} = -\frac{1}{2} \frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} + 2G^{-1}x \right) \psi$$

(2.4)

Here $G$ is a $t$ dependent function that becomes the cutoff Green function in the field theory case. It has form

$$G = \frac{K(\frac{p}{\Lambda_0})}{p^2}$$

where $K(p) = e^{-\frac{p^2}{2\Lambda_0^2}}$ or $e^{-\frac{p}{\Lambda_0}}$ or any form that makes the theory UV finite.

The action $S$ is assumed to have the form

$$S = \frac{1}{2}G^{-1}x^2 + S_I$$

The first term represents a “kinetic” term and $S_I$ is the interacting part. Again in the field theory case there is a UV cutoff for the bare theory that we call $\Lambda_0$ and the moving cutoff $\Lambda = \Lambda_0 e^{-t}$.

Thus $\frac{\partial}{\partial t} = -\Lambda \frac{\partial}{\partial \Lambda}$ in the field theory. We can write an equation for the interacting part alone by defining

$$\psi = e^{-\frac{1}{2}G^{-1}x^2} \psi'$$

so that $\psi' = e^{-S_I}$:

$$\frac{\partial \psi'}{\partial t} = -\frac{1}{2} \frac{\partial^2}{\partial x^2} \psi'$$

(2.5)

This was the form of the equation as written by Polchinski [10]. This is a diffusion equation. The evolution operator is clearly

$$e^{-\int_0^T dt \cdot H} = e^{-\frac{1}{2} \int_0^T dt \frac{\partial^2}{\partial x^2} G \frac{\partial^2}{\partial x^2} e^{-\frac{1}{2} G(T) - G(0)}} = e^{-\frac{1}{2} F(T)}$$

Here $F(T) = G(0) - G(T)$. The evolution operator can be calculated in the usual way to be:

$$\psi'(x_f) = e^{-S_I(x_f)} = \int dx_i e^{-\frac{1}{2} \left( (x_f - x_i)^2 \right)} e^{-S_I(x_i)}$$

(2.6)

This can be rewritten in a more convenient way as

$$\psi'(x_f) = e^{-S_I(x_f)} = \int dx e^{-\frac{1}{2} \frac{x^2}{F(0)}} e^{-S_I(x + x)}$$

(2.7)

Anticipating a generalization to higher dimension we can put a label $p$ in all the variables:

$$e^{-S_I(x'_p)} = \int dx_p e^{-\frac{1}{2} \frac{x^2_p}{F(p,T)}} e^{-S_I(x_p + x'_p)}$$

where

$$F(p, T) = G(p, 0) - G(p, T) = \frac{K(p/\Lambda_0) - K(p/\Lambda)}{p^2}$$
In the field theory context this will be called $\Delta_h$ — the propagator for high energy modes, $x_p$ (or $x$) plays the role of $\phi_h$ — the high energy modes, and $x_p'$ (or $x_f$) plays the role of the low energy modes, and $x_i$ plays the role of the original field, $\phi_l + \phi_h = \phi$. Thus we have ($S^I_\Lambda$ is the interacting part of the Wilson action with moving cutoff $\Lambda$, and $S^I_B$ is the interacting part of the bare action with a fixed cutoff $\Lambda_0$)

$$
e^{-S^I_\Lambda[\phi_l]} = \int \mathcal{D}\phi_h e^{-\frac{1}{2} \int \phi_h^2 + S^I_h[\phi_l+\phi_h]}$$  \hspace{1cm} (2.8)

as the analogous equation in field theory.

### 2.2. Polchinski equation as a functional integral

The Euclidean action corresponding to the Hamiltonian evolution operator in (2.5) is\(^3\):

$$S = -\frac{1}{2} \int_0^T dt \frac{1}{\dot{G}} (\dot{x})^2$$  \hspace{1cm} (2.9)

In the holographic context, this is the bulk action. This action should not be confused with the “boundary action” in the definition of $\psi(x) = e^{-\frac{1}{2} \int G^{-1} x^2 - S_f(x)}$.

Thus the path integral is

$$\psi'(x') = \int dx \int_{x(0)=x; x(T)=x'} \mathcal{D}x(t) e^{\frac{1}{2} \int_0^T dt \frac{1}{\dot{G}} (\dot{x})^2} \psi'(x)$$  \hspace{1cm} (2.10)

In this form the solution to the Polchinski RG equation giving the low energy Wilson action is written as a functional integral in one higher dimension. This is a holographic form of the Polchinski RG for the interacting part of the Wilson action. The “bulk action” is not in a form that is recognizable as an action for a scalar field in AdS space. We will discuss this in the next sub section.

This action can be mapped to a simpler action by a change of variables: $t \to \tau(t)$:

$$\frac{dG}{dt} = \frac{dG}{d\tau} \frac{d\tau}{dt}$$

So

$$S = -\frac{1}{2} \int_{\tau(0)}^{\tau(T)} d\tau \frac{1}{\int \left( \frac{dG}{d\tau} \right)^2} (dx)^2$$

Choose $G(t) = -\tau(t)$ to get

$$S = -\frac{1}{2} \int_{G(0)}^{G(T)} dG \left( \frac{dx}{dG} \right)^2 = \frac{1}{2} \int_{\tau(0)}^{\tau(T)} d\tau \left( \frac{dx}{d\tau} \right)^2$$  \hspace{1cm} (2.11)

Letting $\tau(0) = 0, \tau(T) = T_E$ we get the action for a free particle with mass, $m = 1$.

---

\(^3\) This can be done by first rotating to Minkowski space, obtaining the canonical Lagrangian and then rotating back to Euclidean space. See Appendix A.
Thus the path integral solution is (restoring the label $p$)

$$\psi'(x'_p, \tau(T)) = \int dx_p \int Dx_p(\tau)e^{-\int_{\tau(0)}^{\tau(T)} dt \frac{1}{2} \dot{x}_p^2} \psi'(x_p, \tau(0))$$

Doing the functional integral gives the same answer (2.6):

$$\psi'(x'_p, \tau(T)) = \int dx_p e^{-\frac{1}{2} \frac{(x'_p-x_p)^2}{G(p,T)-G(p,0)}} \psi'(x_p, \tau(0))$$

$$\psi'(x'_p, T) = \int dx_p e^{\frac{1}{2} \frac{(x'_p-x_p)^2}{G(p,T)-G(p,0)}} \psi'(x_p, 0)$$

We can now obtain the solution to the original equation (2.4):

$$\psi(x'_p, T) = e^{-\frac{1}{2} G^{-1}(p,T)x'_p^2} \int dx_p \int Dx_p(t)e^{\int dt \frac{1}{2} \frac{\dot{x}_p^2}{G(p,T)-G(p,0)}} e^{\frac{1}{2} \frac{1}{G(p,0)} x_p^2} \psi(x_p, 0)$$

or equivalently

$$\psi(x'_p, T) = e^{-\frac{1}{2} G^{-1}(p,T)x'_p^2} \int dx_p e^{\frac{1}{2} \frac{(x'_p-x_p)^2}{G(p,T)-G(p,0)}} e^{\frac{1}{2} \frac{1}{G(p,0)} x_p^2} \psi(x_p, 0)$$

(2.12)

The function $G(p, T) = \frac{K}{p^2} \to 0$ as $T \to \infty$. So it is useful to rescale fields$^4$: Let

$$K^{-1}(p, T)x'_p = y_p^2$$

Then

$$\psi(y_p, T) = e^{-\frac{1}{2} y_p^2} \int dx_p e^{\frac{1}{2} \frac{(y_p-x_p)^2}{G(p,T)-G(p,0)}} e^{\frac{1}{2} \frac{1}{G(p,0)} x_p^2} \psi(x_p, 0)$$

(2.13)

We see that in the limit $T \to \infty$ the final wave function becomes a Gaussian regardless of the initial wave function — complete coarse graining.

Now

$$-\frac{1}{2} G^{-1}(p, T)x'_p^2 + \frac{1}{2} G^{-1}(p, 0)x_p^2 = -\frac{1}{2} \int_0^T dt \frac{d}{dt} (G^{-1}(p, t)x_p(t)^2)$$

$$= -\frac{1}{2} \int_0^T dt \left[ -\frac{\dot{G}(p)}{G(p)^2} x_p(t)^2 + 2G^{-1}(p, t)x_p(t)\dot{x}_p(t) \right]$$

Putting this in the exponent gives

$$\psi(x'_p, T) = \int dx_p \int Dx_p(t)e^{\int dt \frac{1}{2} \dot{x}_p^2} \frac{\dot{x}_p}{G(p)} - \frac{x_p}{G(p)} \psi(x_p, 0)$$

This is the holographic form for the Polchinski RG for the full action with “bulk action” being

$$S = \int_0^T dt \frac{1}{2} \dot{x}_p^2 \left( \frac{\dot{x}_p}{G(p)} - \frac{x_p}{G(p)} \right)^2$$

(2.14)

$^4$ Similar redefinitions will be considered in the next sub-section.
As with (2.10) the bulk action has a non-standard kinetic term. We rectify this in the next subsection. We work with (2.10) because that is closer to what one needs in the holographic context. This is because in the holographic context we are interested in the evolution of the boundary action $S_I$ where $S_I$ represents a perturbation of a CFT. For the present discussion we take this CFT to be the Gaussian (free field) theory.

2.3. Rewriting as a scalar action in AdS

Our starting point is the action that was used in (2.10) (with $f = \sqrt{-\dot{G}}$):

$$S = \frac{1}{2} \int_0^T dt \frac{\dot{x}^2}{f^2}$$

To get rid of the $\dot{G}$ we write $x = yf$. Then

$$\frac{\dot{x}^2}{f^2} = (\dot{y} + y \frac{d \ln f}{dt})^2 = \dot{y}^2 + y^2 \left(\frac{d \ln f}{dt}\right)^2 + 2 y \dot{y} \frac{d \ln f}{dt}$$

$$= \dot{y}^2 + y^2 \left(\frac{d \ln f}{dt}\right)^2 + \frac{d}{dt} \left(\frac{d \ln f}{dt}\right)$$

$$= \dot{y}^2 + y^2 \left(\frac{d \ln f}{dt}\right)^2 - y^2 \left(\frac{d^2 \ln f}{dt^2}\right) + \frac{d}{dt} \left(\frac{d \ln f}{dt}\right)$$

The last term gives a boundary term to the action

$$S^1_{\text{boundary}} = \frac{1}{2} \left(\frac{y^2 d \ln f}{dt}\right) \bigg|_0^T$$

Consider the term proportional to $y^2$. Let us write $z = e^t$ so that $\frac{d}{dt} = z \frac{d}{dz}$. We get:

$$\left[ (z \frac{d \ln f}{dz})^2 - (z \frac{d}{dz})^2 \ln f \right] = e^{\ln f} \left( z \frac{d}{dz} \right)^2 e^{-\ln f}$$

Let us choose $f$ to satisfy:

$$\left( z \frac{d}{dz} \right)^2 e^{-\ln f} = (z^2 p^2 + m^2) e^{-\ln f}$$

Then our action becomes

$$\int \frac{dz}{z} \left( z^2 \left( \frac{d y}{dz} \right)^2 + y^2 (z^2 p^2 + m^2) \right)$$

If we take an $AdS_1$ metric $ds^2 = \frac{dz^2}{z^2}$ so that $g_{zz} = \frac{1}{z^2}$ and $\sqrt{g} = \frac{1}{z}$ then this can be written as

$$\int dz \sqrt{g} \left[ g^{zz} \left( \frac{d y_p}{dz} \right)^2 + p^2 y_p^2 + m^2 y_p^2 \right]$$

This is an action for a scalar field in $AdS_1$. The $p^2$ term is actually present only in higher dimensions $AdS_{d+1}$, where it comes from the momentum in the $d$-dimensional boundary. We have put a label $p$ on $y$ in anticipation of the higher dimensional case where each field will be labeled by the boundary momentum. Since the action is quadratic, the fields with different $p$ are decoupled,
and so we have a simple sum over $p$ values. The only other change will be that there will be some powers of $z$ to account for the scaling dimensions of various quantities.

**Equation for $f$:**
Let us take a look at the equation for $f$:

\[
(z \frac{d}{dz})^2 e^{-\ln f} = (z^2 p^2 + m^2) e^{-\ln f}
\]

\[
\Rightarrow [\frac{d^2}{dz^2} + \frac{1}{z} \frac{d}{dz} - (p^2 + \frac{m^2}{z^2})] \frac{1}{f} = 0
\]  

(2.17)

**Equation for $y_p$:**
The equation for $y_p$ that follows from the action is exactly the same!

\[
\frac{d^2 y_p}{dz^2} + \frac{1}{z} \frac{dy_p}{dz} - (p^2 + \frac{m^2}{z^2}) y_p = 0
\]  

(2.18)

The solutions are Bessel functions $K_m(pz)$ and $I_m(pz)$. If we do not put an IR cutoff then we should allow $z$ to become arbitrarily large. This would imply that $K_m(pz)$ is the only acceptable solution because it has a large $z$ behavior $e^{-pz}$ whereas $I_m(pz)$ blows up for large $z$.

2.4. Obtaining boundary green function

What have we achieved so far? By a change of variables $x = yf$, the evolution operator for the ERG has been written as a functional integral of an action for a scalar field, $y$, in $AdS_{0+1}$ space. This can be called the “bulk action.” The terminology is taken from the AdS/CFT correspondence with which we wish to make contact. However we remind the reader that we have not invoked any duality conjecture. The function $f$ is related to $G$ by $f^2 = -\hat{G}$. Since $f$ satisfies a Bessel differential equation, this constrains the form of $G$. (More on this below.)

Now one can use the semiclassical approximation to solve the problem. Because the action is quadratic, this is exact.\(^5\) What we need to do is to evaluate the functional integral after specifying some suitable boundary conditions. In the semi classical approximation, this corresponds to substituting the classical solution (subject to appropriate boundary conditions) into the bulk action. We will ignore the one loop determinant factor in what follows.

2.4.1. Boundary conditions

We start with a bare action of the d-dimensional “boundary theory”

\[
S_B = \frac{1}{2} x G^{-1} x + S_I, B(x)
\]  

(2.19)

(When we attempt to make contact with AdS/CFT calculations we will need to relate this action to the perturbed boundary CFT that is of central interest in that context. But we postpone that issue to the next section.) We think of the evolution operator as acting on the wave function \(\psi(t = 0) = e^{-S_{I, B}(x(0))}\). Let us check that the evolution operator obtained using this semi-classical approximation does give the right answer.

In such a situation we need to specify:

\(^5\) If we have a nontrivial fixed point then the evolution operator will be more complicated.
(a) the boundary values of \( x(t) \). Let \( x_i \) and \( x_f \) be the values of the field at \( t = 0 \) and \( t = T \) and

(b) since we are interested in evaluating \( \psi(t) = e^{-S_{t,\Lambda}} \) we need to specify \( \psi(0) = e^{-S_{t,B}(x_i)} \).

The full answer will then involve an integration over \( x_i \):

\[
\psi(x_f, T) = \int dx_i \int Dx(t) e^{-S_{bulk}[x(t)]} \psi(x_i, 0)
= \int dx_i K(x_f, T; x_i, 0) \psi(x_i, 0)
\]  

(2.20)

We proceed to do this calculation first, in terms of \( x \) and then in terms of \( y \).

2.4.2. Boundary action: in terms of \( x \)

We will first do the calculation in terms of \( x \) — so there is no reference to an AdS space here but we follow the same sequence of steps:

Let us reproduce some of the earlier equations here for convenience: Our “bulk” action was (6.98)

\[
S = -\frac{1}{2} \int_0^T dt \frac{1}{G} (\dot{x})^2
\]  

(2.21)

or in terms of \( G \) (2.11)

\[
S = -\frac{1}{2} \int_{G(0)}^{G(T)} dG \left( \frac{dx}{dG} \right)^2
\]  

(2.22)

Since this is a Gaussian kernel semi-classical results give the answer. So the EOM is

\[
\frac{dx}{dG} = \text{constant} = b \implies x_f - x_i = b(G_f - G_i)
\]

\( G_f = G(T), \ G_i = G(0) \). Substituting this into the action gives

\[
\frac{1}{2} \frac{dx}{dG} \bigg|_0^T = \frac{1}{2} (x_f - x_i)b = \frac{1}{2} \frac{(x_f - x_i)^2}{G(T) - G(0)}
\]

This calculation gives the kernel \( K(x_f, T; x_i, 0) \):

\[
K(x_f, T; x_i, 0) = e^{-\frac{1}{2} \frac{(x_f - x_i)^2}{G(T) - G(0)}}
\]  

(2.23)

Inserting this in (2.20) gives:

\[
\psi(x_f, T) = e^{-S_{t,\Lambda}(x_f, T)} = \int dx_i e^{\frac{1}{2} \frac{(x_f - x_i)^2}{G(T) - G(0)}} e^{-S_{t,B}(x_i, 0)}
\]

If we let \( x_i - x_f \equiv x \) we can write

\[
e^{-S_{t,\Lambda}(x_f, T)} = \int dx e^{\frac{1}{2} \frac{x^2}{G(T) - G(0)}} e^{-S_{t,B}(x_f + x, 0)}
\]  

(2.24)
In field theory notation let $\phi = \phi_h + \phi_l$ and the propagator $\Delta = \Delta_h + \Delta_l$ where the subscripts stand as usual for “high” and “low”. Then, $x_i \rightarrow \phi$, $x_f \rightarrow \phi_l$ and $x \rightarrow \phi_h$. Similarly $G_i \rightarrow \Delta$ and $G_f \rightarrow \Delta_l$ and $G_f - G_i \rightarrow -\Delta_h$. Then the equation becomes

$$e^{-S_{IJ}[\phi]} = \int D\phi_h e^{-\frac{1}{2} \frac{1}{\Delta_h} \phi_h^2 - S_{IJ}(\phi_h + \phi_l)}$$

(2.25)

We obtain the standard definition of the Wilson action as expected.

Semiclassical approximation

Because the kernel is Gaussian, the $x$ integral can be done in the semi classical approximation. This implies solving a classical variational problem with correct boundary conditions and substituting the solution into the action.

The variational problem gives us a boundary condition when we require the coefficient of $\delta x$ at the boundary be zero (concentrating on the boundary at $t = 0$). This could be simple Dirichlet boundary conditions of the form

$$x(0) = a_i$$

or it could be more complicated, involving a boundary action [27]:

$$\frac{dx}{dG}|_0 = -\frac{\delta S_{IJ}}{\delta x_i}$$

Let us consider some simple examples:

1. $x(0) = a_i$
   
   This gives
   
   $$S_I(x_f, T) = -\frac{1}{2} \frac{(x_f - a_i)^2}{G(T) - G(0)}$$

2. $S_{IJ} = kx_i$
   
   Let us choose $S_{IJ}(x_i) = kx_i$ (a source term). Then we get a constraint on $b$

   $$b = -k = \frac{x_f - x_i}{G(T) - G(0)} \implies kx_i = kx_f + k^2(G(T) - G(0))$$

   This is a delta function constraint for the $x_i$ integration. Substituting all this we get

   $$S_I(x_f, T) = -\frac{1}{2} \frac{(x_f - x_i)^2}{G(T) - G(0)} + kx_i = \frac{1}{2} k^2(G(T) - G(0)) + k x_f$$

   In the field theory analogy choose $S_{IJ} = J\phi = J(\phi_h + \phi_l)$ to get

   $$S_{IJ}[\phi_l] = -\frac{1}{2} J \Delta_h J + J \phi_l$$

   Thus we reproduce the Green function that results from the bare action.

---

6 This is equivalent to letting the initial wave function $\psi(x_i, 0) = \delta(x_i - a_i)$.
3. $S_{I,B} = k x_i + \frac{1}{2} a x_i^2$

We obtain a boundary condition

$$b + a x_i + k = 0 \implies \frac{x_f - x_i}{G_f - G_i} + a x_i = -k$$

So

$$x_i = \frac{k (G_f - G_i) + x_f}{1 - a (G_f - G_i)}$$

Substituting this in the on shell action $S = -\frac{1}{2} b (x_f - x_i) + \frac{1}{2} a x_i^2 + k x_i$ we get

$$S_{I,A} = \frac{1}{2} \left( \frac{k (G_f - G_i) + x_f}{1 - a (G_f - G_i)} \right) [k + a x_f] + \frac{1}{2} k x_f$$

$$= \frac{1}{2} k^2 \left( \frac{G_f - G_i}{1 - a (G_f - G_i)} \right) + \frac{1}{2} a x_f^2 + \frac{k x_f}{1 - a (G_f - G_i)}$$

(2.26)

Expanding the denominator one sees that there is an obvious interpretation in terms of tree graphs with propagators and mass insertions.

2.4.3. Boundary action: in terms of $y$

We now repeat the semiclassical calculation using $y$. We remind the reader that in changing variables to $x = f y$ and writing the EOM as an AdS wave equation we obtained a boundary term (2.16) that we need to keep track of:

$$S_{boundary}^1 = \frac{1}{2} (y^2 \frac{d \ln f}{dt}) \bigg|_0^T$$

(2.27)

This is not usually done in AdS/CFT calculations, where $f$ is simply taken to be 1. At low energies $\frac{d \ln f}{dt} = 0$ so it does not affect the low energy results.

Let us turn now to the boundary term obtained by substituting the solution of the EOM to the action:

$$\frac{1}{2} y^2 \frac{dy}{dz} \bigg|_{boundary} = \frac{1}{2} y^2 \frac{dy}{dt} \bigg|_0^T = y^2 \frac{d \ln y}{dt} \bigg|_0^T$$

(2.28)

To obtain the two-point function of the field $y$, one extracts the coefficient of $y^2$ by dividing by $y^2$. This gives $\dot{y}/y \bigg|_0$. (Assuming that $y(T) = 0$ as $T$ becomes large for convenience.) This is the usual AdS/CFT result.

On the other hand, adding the boundary term we get

$$\frac{1}{2} y^2 \frac{d \ln f}{dt} \bigg|_0^T = \frac{1}{2} y^2 \frac{\dot{x}}{x} \bigg|_0^T$$

(2.29)

If we divide by $x^2$ to get the two-point function of $x$, we get

$$\frac{1}{f^2} \frac{\dot{x}}{x} = \frac{1}{x} \frac{dx}{dG}$$

for the exponent of the evolution operator. If we have Dirichlet boundary conditions (as in case 1 in the previous subsection), we get

$$\frac{1}{x} \frac{dx}{dG} \bigg|_{x=x_0} = \frac{b}{x_0} = G(0)$$
for the two-point function, where we have assumed a solution \( x = bG \), with \( G_f = x_f = 0 \) as \( T \to \infty \).

If we neglect \( f \) and set it equal to 1 and we get \( \frac{\dot{y}}{y} \big|_{y=y_0} \). As mentioned before this is similar to the answer usually quoted in AdS/CFT calculations. The two calculations agree at low energies \( p \ll \Lambda \). The propagators obtained in the usual AdS/CFT calculations also do not have the cutoff in them — they are continuum propagators.

**Constraints on \( f \)**

We start with the observation that both \( y \) and \( \frac{1}{f} \) satisfy the same differential equation. From \( \dot{x} = b \dot{G} \) we conclude that \( x = bG + c \) (for constant \( b, c \)) we see that \( y = bG + \frac{c}{f} \). The Wronskian between \( \frac{G}{f} \) and \( \frac{1}{f} \) is thus

\[
W\left[ \frac{G}{f}, \frac{1}{f} \right] = \frac{d}{dt} \left( \frac{G}{f} \right) \frac{1}{f} - \frac{G}{f} \frac{d}{dt} \left( \frac{1}{f} \right) = \frac{\dot{G}}{f^2} = 1
\]

Thus let us take the solution for \( \frac{1}{f} \), \( y \) to be \( (z = e^t) \)

\[
\begin{align*}
\frac{1}{f(t)} &= \alpha K_m(pz) + \beta I_m(pz) \\
G(t) &= \gamma K_m(pz) + \delta I_m(pz)
\end{align*}
\]

Let us calculate the Wronskian:

\[
W\left[ \frac{1}{f}, \frac{G}{f} \right] = W[\alpha K_m + \beta I_m, \gamma K_m + \delta I_m] = \alpha \delta W[K_m, I_m] + \beta \gamma W[I_m, K_m] = \beta \gamma - \alpha \delta = -1
\]

So \( \alpha \delta - \beta \gamma = 1 \). Thus we can write

\[
\begin{align*}
\gamma &= -\frac{\beta}{\alpha^2 + \beta^2} + a \alpha; & \delta &= \frac{\alpha}{\alpha^2 + \beta^2} + a \beta
\end{align*}
\]

where \( a \) is arbitrary. Given an \( f \) the solution for \( \frac{G}{f} \) is fixed by this relation. One can add multiples of \( \frac{1}{f} \) to this solution without violating this constraint. Thus we can determine \( G \)

\[
G = \frac{\gamma K_m(pz) + \delta I_m(pz)}{\alpha K_m(pz) + \beta I_m(pz)} = -\frac{\beta K_m(pz) + \alpha I_m(pz)}{\alpha K_m(pz) + \beta I_m(pz)} + a
\]

Thus up to a constant \( a \), \( G \) is fixed once \( f \) is known.

Furthermore, the solution \( y \) is then \( y = bG + \frac{c}{f} \).

**2.4.4. Example: disappearance of cutoff function**

Let us try to fix some of the arbitrary constants: we consider the case where the IR cutoff is zero: On physical grounds we expect that \( G(\infty) = 0 \) and also \( x(\infty) = 0 \). This is equivalent to saying that \( \phi_l = 0 \) when \( \Lambda = 0 \). Thus \( c = 0 \). Thus \( y = bG + \frac{c}{f} \):

\[
y = bG + \frac{c}{f} = b(y K_m(pz) + \delta I_m(pz))
\]

\[\text{Footnote: However nothing we have done so far invokes any AdS/CFT correspondence.}\]
with $\gamma, \delta$ given by (2.34). There is an arbitrariness in $G$ due to the parameter $a$ and this also shows up in $y$.

Furthermore, since $I_m(pz)$ diverges as $z \to \infty$, the constraint that $G(\infty) = 0$ forces the coefficient, $\delta$ of $I_m(pz)$ to be zero:

$$\frac{\alpha}{\alpha^2 + \beta^2} + a\beta = 0 \implies a = -\frac{\alpha}{\beta} \frac{1}{\alpha^2 + \beta^2}$$

This gives

$$G = \frac{1}{\beta} K_m(pz)$$

and thus

$$y = \frac{b}{\beta} K_m(pz)$$

Finally plugging in the value for $a$ from (2.37) in (2.35) we get

$$G = -\frac{1}{\beta} \frac{K_m(pz)}{\alpha K_m(pz) + \beta I_m(pz)}$$

Combining (2.38) and (2.52) we get

$$f = \frac{1}{\beta} K_m(pz) + \beta I_m(pz)$$

For large $z$, $I_m(pz) \approx e^{pz}$ and $K_m(pz) \approx e^{-pz}$. Thus

$$G(z) \approx e^{-2pz}; \quad G^{-1} \approx e^{2pz}$$

Thus we see the exponential damping at high momenta.

From (2.39) we see that the usual result quoted in AdS/CFT calculations

$$\dot{y} = \frac{\dot{K}_m(pz)}{K_m(pz)}$$

has no exponential damping at high momenta.

A simple example involving elementary functions can be obtained if we use $m = \frac{1}{2}$. Then both $K_{\frac{1}{2}}$ and $I_{\pm \frac{1}{2}}$ are solutions.

$$K_{\frac{1}{2}}(pz) = \sqrt{\frac{\pi}{2}} e^{-pz} \sqrt{pz}; \quad I_{\frac{1}{2}}(pz) = \sqrt{\frac{\pi}{2}} \sinh (pz)$$

$$y = \beta \sqrt{\frac{\pi}{2}} e^{-pz} \sqrt{pz}; \quad x = \frac{b}{-\alpha\beta - \beta^2 \frac{1}{\pi}[e^{2pz} - 1]} \approx e^{-2pz}, \quad p \to \infty$$

$$\dot{y} = \frac{\dot{K}_{\frac{1}{2}}(pz)}{K_{\frac{1}{2}}(pz)} = [\frac{1}{2} - p^2]$$

whereas (2.52) gives:

$$G^{-1} = -\alpha\beta - \beta^2 \frac{I_{\frac{1}{2}}(pz)}{K_{\frac{1}{2}}(pz)} = -\alpha\beta - \beta^2 \frac{1}{\pi}[e^{2pz} - 1]$$
We see that for small momenta, the momentum dependence is linear in both cases. For large momenta the AdS calculation involving $y$ gives a two-point function that does not have a cutoff function. For general $m$, the small momentum behavior has a non analyticity of the form $p^{2m}$. Note the difference in the asymptotic fall off of the bulk field $y$ and the boundary field $x$. Thus for large $p$, $x(p) \approx e^{-p^2} y(p)$. This is a field redefinition. In position space this corresponds to a convolution of the form

$$x(u) = \int du' g(u-u') y(u')$$

with $g(u) \approx \frac{1}{u^2 z^2}$ (like a “Yukawa potential” in momentum space). This is a coarse graining by a function that falls off with distance as a power — appropriate for a CFT.

### 2.5. Higher dimension

Our strategy in zero dimension was to rewrite the RG equation by doing some field redefinitions so that it ends up looking a wave equation in $AdS_1$. The same strategy can be repeated in higher dimensions. The metric of $AdS_{d+1}$ is

$$ds^2 = \frac{dz^2 + \eta_{ij} du^i du^j}{z^2} \quad i, j: 0, 1, \ldots, (d - 1)$$

The fixed point action in higher dimensions is

$$S_0 = \int_p \frac{1}{2} x_p G^{-1}(p)x_{-p}$$  \hspace{1cm} (2.43)

$p$ is defined to be the Fourier conjugate of $u$. Thus

$$x(u) = \int \frac{d^d p}{(2\pi)^d} x(p) e^{ip u}$$

Thus the action

$$\int d^d u \frac{1}{2} x(u) G^{-1}(u, u') x(u') = \int \frac{d^d p}{(2\pi)^d} \frac{1}{2} x_p G^{-1}(p)x_{-p}$$

The action for the functional representation of the Polchinski RG equation is thus

$$-\int dt \int \frac{d^d p}{(2\pi)^d} \frac{1}{2} \dot{x}_p \dot{x}_{-p}$$  \hspace{1cm} (2.44)

Except for an integral over $p$ this is identical to the zero dimensional case. So we introduce factors of $z^d$ in the numerator and denominator as before and write $dt = \frac{dz}{z}$ to get

$$-\int dzz^{-d+1} \int \frac{d^d p}{(2\pi)^d} \frac{1}{2} \frac{\partial x_p}{\partial z} \frac{\partial x_{-p}}{\partial z} \frac{1}{z^{-d} \hat{G}(p)}$$  \hspace{1cm} (2.45)

In the above expression $x(u)$ is assumed to be dimensionless and thus $x(p)$ has dimension $-d$. Thus the combination $z^{-d} \hat{G}(p)$ is dimensionless. As before we set $z^{-d} \hat{G} = -f^2$ which gives finally

$$\int dzz^{-d+1} \int \frac{d^d p}{(2\pi)^d} \frac{1}{2} \frac{\partial x_p}{\partial z} \frac{\partial x_{-p}}{\partial z} \frac{1}{f^2}$$  \hspace{1cm} (2.46)

---

8 The next section contains a detailed discussion of conformal dimensions and invariant actions.
Again apart from factors of $z$ this is just the zero dimensional case. This is because the evolution equation is quadratic and so the different $p$-modes do not couple.

We proceed as before to define a new field by $x_p = y_p f$. The action becomes

$$
\int dz \int_p z^{-d+1} \left( \frac{\partial y}{\partial z} + y \frac{\partial \ln f}{\partial z} \right)^2
$$

We have suppressed the momentum indices. Thus $y^2 = y_p y_{-p}$. Performing the same manipulations as before we get

$$
\int dz \int_p \{z^{-d+1} \left( \frac{\partial y}{\partial z} \right)^2 - \frac{\partial}{\partial z} \left[ z^{-d+1} \frac{d \ln f}{dz} \right] y^2 + z^{-d+1} y^2 \left( \frac{d \ln f}{dz} \right)^2 + \frac{d}{dz} \left[ z^{-d+1} y^2 \frac{d \ln f}{dz} \right] \}
$$

The terms involving $f$ can be written as

$$
e^{\ln f} z^{-d-1} \left( \frac{d}{dz} \right)^2 e^{-\ln f}
$$

and we require as before that

$$
z^{-d-1} \left( \frac{d}{dz} \right)^2 e^{-\ln f} = z^{-d+1} \left( p^2 + \frac{m^2}{z^2} \right) e^{-\ln f}
$$

and then the action becomes

$$
\int dz \int_p \{z^{-d+1} \left( \frac{\partial y_p}{\partial z} \frac{\partial y_{-p}}{\partial z} + z^{-d+1} (p^2 + \frac{m^2}{z^2}) y_p y_{-p} \}
$$

(2.47) can be rewritten as:

$$
\frac{\partial}{\partial z} \left( z^{-d+1} \frac{1}{f} \right) = z^{-d+1} \left( p^2 + \frac{m^2}{z^2} \right) \frac{1}{f}
$$

(2.49)

As in the zero dimensional case the equation for $y_p$ obtained from (B.105) is exactly the same.

The solutions are $z^{\frac{d}{2}} K_v(pz)$ and $z^{\frac{d}{2}} I_v(pz)$ where $v^2 = m^2 + \frac{d^2}{4}$.

2.6. Constraints on f

(2.30) becomes

$$
W \left[ \frac{G}{f}, \frac{1}{f} \right] = \frac{d}{dt} \left( \frac{G}{f} \right) \frac{1}{f} - \frac{G}{f} \frac{d}{dt} \left( \frac{1}{f} \right) = \frac{\dot{G}}{f^2} = z^d
$$

(2.50)

(2.33) becomes

$$
W \left[ \frac{1}{f}, \frac{G}{f} \right] = W [\alpha z^d K_v + \beta z^d I_v, yz^d K_v + \delta z^d I_v] = \alpha \delta z^d W [K_v, I_v] + \beta y z^d W [I_v, K_v] = z^d (\beta y - \alpha \delta) = -z^d
$$

(2.51)

This leads to the same relation

$$
\alpha \delta - \beta y = 1
$$
Thus the expression for $G$ remains the same as (2.35)

$$
G = \frac{\gamma K_v(pz) + \delta I_v(pz)}{\alpha K_v(pz) + \beta I_v(pz)} = \frac{-\beta K_v(pz) + \alpha I_v(pz)}{\alpha K_v(pz) + \beta I_v(pz)} + a
$$

(2.52)

Example:
In particular one can consider the example with $v = \frac{1}{2}$ that was studied in an earlier subsection. Let us choose $d = 2$ for concreteness. This would mean $m^2 + \frac{\beta^2}{4} = v^2 \Rightarrow m^2 = -\frac{3}{4}$.\(^9\)

In (2.17) if we let $p \rightarrow 0$ we get $f = \frac{1}{\alpha K_1(pz)} \approx \frac{\sqrt{pz}}{\alpha}$. Thus if we choose $\alpha = \sqrt{p}$, $f$ goes to a constant at small values of momenta, which means $x$ and $y$ have the same low energy behavior. Thus let us choose $\alpha = \beta = \sqrt{p}$. Then

$$
G^{-1} = \frac{\beta^2}{\pi} e^{2pz}
$$

and thus

$$
G \approx \frac{e^{-2pz}}{p}
$$

(2.53)

We will see in the next section, the same Green function emerge from a natural choice of regularization in the AdS bulk.

3. Conformal invariance of actions

The function, $f$, has been chosen so that the bulk equations have the standard $AdS_{d+1}$ form and therefore one expects an SO(d,2) symmetry for the action — which is conformal invariance in $d$ dimensions.

The conformal transformation in these coordinates are given in the Appendix. The main new feature is that the coordinate $z$, which from the $d$ dimensional point of view is like a cutoff scale, also transforms under the transformations. From the point of view of the boundary theory we should understand this as conformal invariance in the presence of a cutoff scale. As discussed in the introduction, the conformal invariance of the Wilson action has been studied in a general way in [34,37]. The main message is that these are conformally invariant but the transformation law for fields is modified due to the presence of the cutoff function in the Wilson action. The modification also depends on the Wilson action itself. In this section we look at this issue in the context of AdS/CFT which provides naturally a very specific form for the cutoff function and also a specific form for conformal transformations induced from the SO(d,2) symmetry of the bulk theory, which in turn is induced by the isometry of $AdS_{d+1}$.

Some of the issues that arise when checking conformal invariance, especially in the presence of a finite cutoff, are discussed below. Some details are given in the Appendix.

3.1. An example of regulated Green function in AdS space

In the AdS/CFT correspondence the Green function of the boundary theory is induced in a natural way from that of the bulk theory. Thus if the bulk Green function is finite as $x \rightarrow x'$ (here

---

\(^9\) Note that in AdS values of $m^2$ greater than $-\frac{d^2}{4}$ are consistent.
we use the usual notation $x, x'$ for the boundary coordinates and $z, z'$ for the radial coordinate in the AdS bulk) the boundary Green function will also be so. We consider an example below with $d = 2$.

$AdS_3$ space can be defined by the equation (B.105) reproduced below.

$$-(y^0)^2 + (y^1)^2 + (y^2)^2 - (y^4)^2 = -1 \quad (3.54)$$

The invariant $\xi = y \cdot y' = \frac{(x-x')^2 + (z-z')^2}{2zz'}$ is related to the geodesic distance $D$ by

$$\eta = \xi - 1 = \frac{(x-x')^2 + (z-z')^2}{2zz'} = \cosh(D) - 1$$

Thus for small $D$ we have

$$\frac{(x-x')^2 + (z-z')^2}{2zz'} = \frac{D^2}{2}$$

Thus consider the function on the boundary:

$$G(x-x') = \left(\frac{1}{(x-x')^2 + (z-z')^2}\right)\alpha$$

Let us choose $\alpha = \frac{1}{2}$. Its Fourier transform is ($\nu = \frac{d}{2} - \alpha = \frac{1}{2}$)

$$G(p) = 2K_\nu(p(z-z'))\left(\frac{p(z-z')}{p}\right)^{-1/2}$$

$$= 2\sqrt{\frac{\pi}{2}} e^{-p(z-z')}p$$

(3.55)

This is precisely of the form given by (2.53).

In the free (Gaussian fixed point) theory with this $G$, the two-point function is thus up to normalization ((2.53) is obtained by replacing $z$ by $2z$)

$$\langle \phi(p,z)\phi(-p,0) \rangle = \frac{e^{-pz}}{p}$$

(3.56)

The low energy version (or equivalently the continuum limit) is

$$\langle \phi(p,z)\phi(-p,0) \rangle = \frac{1}{p}$$

(3.57)

When one acts on correlation functions, the conformal transformations are in the end acting on functions. The special conformal generators are, for an object of dimension $\Delta$, and acting on functions of $p^2$,

$$C_\mu = C^1_\mu + C^2_\mu + C^3_\mu$$

(3.58)

with

$$C^1_\mu = p_\mu \left[ \frac{d^2}{dp^2} + \frac{d + 1 - 2\Delta}{p} \frac{d}{dp} \right]$$

(3.59a)

$$C^2_\mu = -2z \frac{d}{dz} \frac{d}{dp^\mu}$$

(3.59b)

$$C^3_\mu = z^2 p_\mu$$

(3.59c)
The conformal transformations of correlation functions in a continuum CFT ($z = 0$) are given by $C^1_\mu$ in (3.59). It is easy to see that (3.57) is invariant under this when the scaling dimension of $\phi(x)$, $\Delta = \frac{1}{2}$. This corresponds to a scale and conformally invariant action

$$S_{\text{continuum}} = \int d^2 p \, \phi(p) p \phi(-p) \quad (3.60)$$

The transformation $C^1_\mu + C^2_\mu + C^3_\mu$ given in (3.59) leave the two-point function (3.56) invariant. This involves transformations of the cutoff $z$. This is an example of conformal invariance of a fixed point theory on a lattice.

The lattice action (by which we mean an action with a finite UV cutoff) is of the form

$$S_{\text{lattice}} = \int d^2 p \, \phi(p) pK^{-1}(p)\phi(-p) = \int d^2 p \, \phi(p) p e^{p^2/2} \phi(-p) \quad (3.61)$$

This can also be thought of as a Wilson action of a continuum theory. With this interpretation the invariance of actions of this type are discussed in detail by [34,37]. In summary it involves changing the conformal transformation of $\phi$ from the continuum form to something that involves the cutoff.

$$\delta \phi = \epsilon K(p)C^1_\mu \phi \quad (3.62)$$

This is valid for arbitrary $K(p)$ and not just the form given here involving Bessel functions. For an interacting theory the transformation also depends on the Wilson action itself. The specialty of the form involving Bessel functions obtained in Section 2 by demanding an AdS isometry, is that the transformations have a simple form given in (3.59).

### 3.2. Finite range in $z$ and boundary terms

Let us consider the form of some invariant actions.

If the field $\phi(x)$ is dimensionless then

$$S_1 = \frac{1}{2} \int d^d x \int \frac{dz}{z} z^{-d+2} \left[ \partial_z \phi(x,z) \partial_z \phi(x,z) + \partial_x \phi(x,z) \partial_x \phi(x,z) \right] \quad (3.63)$$

is scale and conformally invariant. More generally the action (we write it in momentum space)

$$S_2 = \frac{1}{2} \int \frac{d^d p}{(2\pi)^d} \int \frac{dz}{z} z^{-d+2\Delta} \left[ z \partial_z \phi(p,z) \partial_z \phi(-p,z) + (p^2 z^2 + m^2) \phi(p,z) \phi(-p,z) \right] \quad (3.64)$$

is scale and conformally invariant. Here $\Delta$ is the conformal dimension of $\phi(x)$. (Conformal dimension of $\phi(p)$ is then $\Delta - d$.)

Actually, when the integral over $z$ is over a finite range $\epsilon_1$ to $\epsilon_2$ (as is usually the case) the invariance of the above actions is modulo boundary terms, as can be checked by the conformal transformation rules given in the Appendix. Thus if

$$S_1 = \frac{1}{2} \int d^d x \int_{\epsilon_1}^{\epsilon_2} \frac{dz}{z} z^{-d+2} \left[ \partial_z \phi(x,z) \partial_z \phi(x,z) + \partial_x \phi(x,z) \partial_x \phi(x,z) \right], \quad (3.65)$$
the boundary term under dilatations of \( S_1 \) is (see Appendix)

\[
\Delta_{\text{dil}} S_{\text{boundary term}} = -\frac{1}{2} \int d^d x z^{-d+2} [\partial_i \phi \partial_i \phi + \partial_k \phi \partial_k \phi] \mid_{\epsilon_1}^2
\]

(3.66)

Similarly, the boundary term under conformal transformation \( C^i_\mu \) is

\[
\Delta_{\text{conf}} S_{\text{boundary term}} = -\frac{1}{2} \int d^d x z^{-d+2} x^i [\partial_i \phi \partial_i \phi + \partial_k \phi \partial_k \phi] \mid_{\epsilon_1}^2
\]

(3.67)

Both these terms can be canceled by transforming the end points of the action by the respective transformations. Thus under scale transformations we see:

\[
- \sum_{a=1,2} \epsilon_a \frac{d}{d \epsilon_a} S_1 + \Delta_{\text{dil}} S_{\text{boundary term}} = 0
\]

(3.68)

and under conformal transformations:

\[
-2x^i \sum_{a=1,2} \epsilon_a \frac{d}{d \epsilon_a} S_1 + \Delta_{\text{conf}} S_{\text{boundary term}} = 0
\]

(3.69)

Intuitively, if a scale invariant system is put in a finite box one expects the scale transformations to be violated unless the box is also stretched. Thus one can give a modified prescription for scale invariance that stretches the box also. This is again similar to the rescaling that accompanies an RG transformation, when looking for a fixed point. What is fixed is an action where dimensionful quantities are measured in units of the lattice spacing. In the problem above \( \epsilon \) plays the role of lattice spacing in the boundary theory and sets the scale. The extra complication is that one of them is a UV cutoff and the other an IR cutoff, and both have to be rescaled together.

3.3. Rescaling fields with cutoff scale or z

In studying RG it is often convenient to rescale operators by powers of the cutoff \( \Lambda \) to make them dimensionless. This is equivalent to multiplying by powers of \( z \) (inverse cutoff or lattice spacing) in the present context. Note that it is the combination \( \Delta + z \frac{d}{dz} \), that occurs in the scale transformation as well as special conformal transformation (see Appendix). So if \( \phi' \) has dimensions \( \Delta \), and \( \phi' = z^b \phi \), then \( \phi \) has dimension \( \Delta + b \):

\[
\delta \phi' = (\Delta + z \frac{d}{dz}) \phi' = (\Delta + z \frac{d}{dz}) z^b \phi = z^b (\Delta + b + z \frac{d}{dz}) \phi = z^b \delta \phi = \delta (z^b \phi)
\]

(3.70)

Let us start with the above conformally invariant action for a dimensionless field \( \phi' \), with \( \Delta = 0 \). In momentum space this is

\[
\int \frac{d^d p}{(2\pi)^d} \int \frac{dz}{z} z^{-d} [z \partial_z \phi(p, z) z \partial_z \phi(-p, z) + (p^2 z^2 + m'^2) \phi(p, z) \phi(-p, z)]
\]

(3.71)

Let us define \( \phi' = z^b \phi \). If we substitute we obtain the action

\[
\int \frac{d^d p}{(2\pi)^d} \int \frac{dz}{z} z^{-d+2b} [z \partial_z \phi(p, z) z \partial_z \phi(-p, z) + (p^2 z^2 + m^2) \phi(p, z) \phi(-p, z)]
\]

(3.72)

where \( m^2 = m'^2 + bd - b^2 \). Note that this is in accordance with (3.64) because the dimension of \( \phi \) is \( \Delta = b \) in this case.
This kind of rescaling is done for instance when writing the RG equations for a fixed point [7]. Thus we see that the canonical AdS form of the action for a scalar field is in terms of the rescaled dimensionless field. One can further rescale \( x^i \) to a dimensionless coordinate \( \tilde{x}^i \) as is done when looking for a fixed point action, and then all powers of \( z \) disappear from the action.

In the next section we use the formalism of this section to elucidate the connection between Wilson’s RG and holographic RG.

4. Making contact with AdS/CFT

The typical problem discussed in the context of AdS/CFT correspondence is the following: There is a \( d \)-dimensional CFT. The strict definition (when a cutoff is finite) would be that this corresponds to a field theory at the fixed point. But at low energies, it is sufficient to think of a field theory on the critical surface. This field theory is perturbed by the addition of a term of the form \( \int d^d x \, J(x) O(x) \), \( O(x) \) is some operator in the CFT. One is interested in the full generating functional \( Z[J] \equiv e^{W[J]} \). One may also be interested in \( Z_\Lambda[J] \equiv e^{W_\Lambda[J]} \) where \( \Lambda \) is an IR cutoff.

When \( \Lambda \to 0 \) one recovers \( Z[J] \). One reasonable way to do this is to write down an RG equation for \( Z_\Lambda[J] \) and solve it with some initial condition specified at large \( \Lambda \). This may be obtained in perturbation theory. Thus what one needs in this approach is an ERG equation for \( Z_\Lambda[J] \) or \( W_\Lambda[J] \).

The AdS/CFT duality conjecture states that \( Z[J] \) can be calculated in a \( d + 1 \) dimensional theory, “bulk theory” where the space–time is \( AdS_{d+1} \). \( J(x) \) is elevated to a field in the bulk theory, \( J(x, z) \) such that \( J(0, x) = J(x) \) is the boundary value. Then \( Z[J(0)] \) is given by the action of the bulk theory evaluated on a solution of the equations of motion. The solution is required to satisfy the boundary condition that \( J(0, x) = J(x) \).

Furthermore if the boundary is placed at \( z = \epsilon \) rather than at zero, \( \frac{1}{\epsilon} \) can be thought of as a UV cutoff for the boundary theory. The evolution of \( J(x, \epsilon) \) and \( W[J(x, \epsilon)] \) with \( \epsilon \) should be thought of as a renormalization group evolution — “holographic RG” of the generating functional. But the evolution of \( J(x, z) \) is given by the equations of motion of the bulk field in \( AdS_{d+1} \) space.

If this AdS/CFT conjecture is correct, the ERG for \( W_\Lambda[J] \) should be writable as an equation for a field \( J(x, z) \) in AdS space. This is almost what we have shown in Section 2. The only difference is that the ERG equation considered in Section 2 was for the Wilson action \( S_\Lambda[\phi_l(x)] \) not \( W_\Lambda[J] \).

Actually, for the so called “alternate quantization” (see for instance [27]) the boundary value of bulk field is interpreted as the effective classical field. So what we need is \( \Gamma_\Lambda[\Phi] \). For external momenta lower than \( \Lambda \), \( S_\Lambda[\phi] \) is the same as \( \Gamma_\Lambda[\phi] \), since the non-1PI graphs do not satisfy the momentum conservation constraint. So the discussion in Section 2 can be directly applied for this case. But since the more general situation is the “standard quantization,” we turn to that below.

In the simplest situation discussed in the last section, obtaining an equation for \( W[J] \) is not a problem. This involves a Gaussian CFT and restriction to two-point functions. If \( \phi \) is the elementary scalar field of the boundary CFT, and the operator \( O \) is taken to be \( \phi \) itself, then the ERG equation for \( W_\Lambda[J] \) has the same (Polchinski) form as that for \( S_{1,\Lambda}[\phi_l] \). Thus indeed all the calculations of Sec. 2 can be applied here. But the ERG equation for \( W_\Lambda[J] \) does indeed have an AdS form. So in this restricted situation we have demonstrated that Wilsonian RG is indeed the same as holographic RG.
One useful check is the following: The ERG equation in general is for $W_\Lambda[J]$. As long as $\Lambda$ is finite $W_\Lambda[J]$ should be analytic at zero momentum. The non-analyticity that is usually seen due to zero momentum modes should be absent. We verify this in Section 4.2.

The next complication is that $O$ is typically a composite operator, such as $\phi^2$ or $\phi^4$. In that case the ERG equation for $W_\Lambda[J]$ appears to be much more complicated. However one can make progress if one makes a large $N$ approximation. In this approximation higher point correlators are down by powers of $N$ and only the two-point function is finite. In this situation one can replace the composite operator by an elementary field using Lagrange multiplier fields. The ERG for $W_\Lambda[J]$ again has the Polchinski form and all the calculations go through exactly as above. This will be described in the next section.

With all this, as far as the Gaussian fixed point is concerned, and within a $1/N$ expansion, for all two-point functions of elementary or composite fields, we have demonstrated that the holographic RG is just the Wilson RG — as long as the momenta are smaller than the UV cutoff.

What remains is to understand nontrivial fixed points. This will be discussed in Section 6.

4.1. ERG equation for $W_\Lambda[J]$

The generating functional is given by (using standard field theory notation)

$$Z_\Lambda[J] = e^{W_\Lambda[J]} = \int \mathcal{D}\phi_0 e^{-\frac{1}{2} \phi_0 \frac{1}{\Lambda_0^2} \phi_0 - S_{\Lambda_0}^{\prime}[\phi]+\frac{1}{2}J\Delta_h J}$$

(4.73)

where $\Delta_h = G(p, \Lambda_0) - G(p, \Lambda) = (K(p, \Lambda_0) - K(p, \Lambda)) / p^{210}$ is the high energy propagator and $\phi_0$ is the high energy field. We are interested in $W_\Lambda[J]$. One can derive the following ERG for $W_\Lambda[J]$ (derived in the Appendix for completeness):

$$\frac{dW_\Lambda}{dt} = -\frac{1}{2} (\Delta_h^{-1}) \left( \left( \frac{\partial W_\Lambda}{\partial J} \right)^2 + \frac{\partial^2 W_\Lambda}{\partial J^2} \right)$$

(4.74)

Clearly this is almost identical to the Polchinski equation for $S_{\Lambda, \Lambda}$ that we have been using. The only difference is that $\Delta_h$ is replaced by $\Delta_h^{-1}$. Thus the field $x$ in Section 2 stands for $J$. $y$ is then $\frac{1}{x}$ for a suitable $f$. The quantity $G$ calculated in Section 2 is to be thought of as $\Delta_h^{-1}$.

One complication here is that $\Delta_h(0) \to \infty$ as $t \to 0$. So the external source $J(p, t)$ must be renormalized suitably such that $J(p, 0)$ is finite and is the external source of the boundary field theory.

4.2. On shell action

The action for $J(p, t)$ is

$$\frac{1}{2} \int_0^t dt \frac{j^2}{(\Delta_h^{-1})}$$

(4.75)

The EOM is

$$\frac{j}{(\Delta_h^{-1})} = \text{const}$$

---

10 For more general case $p^2$ will be replaced by some power of $p$.  

The simplest solution satisfying this is
\[ J(t) = \text{const} \frac{1}{\Delta_h(t)} \implies J(t) \Delta_h(t) = \text{const} = j \Delta_h(\epsilon) \] (4.76)
where we have normalized so that \( J(\epsilon) = j \) for some small \( \epsilon \). We eventually take \( \epsilon = 0 \), which corresponds to \( \Lambda = \Lambda_0 \) which means \( \Delta_h = 0 \) — which is the reason for factoring out \( \Delta_h(\epsilon) \) in (4.76).

If we now plug this solution into the action we get
\[ \frac{1}{2} \frac{J \dot{J}}{\Delta_h^{-1}} \bigg|_{\epsilon} = \frac{1}{2} (J(T) - J(0)) \dot{J} \Delta_h(\epsilon) = \frac{1}{2} J(T) \Delta_h(T) J(T) - \frac{1}{2} J(\epsilon) \Delta_h(\epsilon) J(\epsilon) \] (4.77)
Acting on the initial state wave function, which has \( \Lambda = \Lambda_0 e^{-\epsilon} \):
\[ \psi(\epsilon) = e^{W_\Lambda[J]} = e^{\frac{1}{2} J(\epsilon) \Delta_h(\epsilon) J(\epsilon)} \]
one obtains
\[ \psi(T) = e^{\frac{1}{2} J(T) \Delta_h(T) J(T)} \] (4.78)
as expected at this order.

If one wants to go beyond the Gaussian approximation, one has to include in the starting wave function, cubic and higher order (in \( J \)) terms in \( W[J] \). This is what is normally done in ERG calculations. However in principle one should imagine keeping the initial wave function the same and modifying the ERG evolution action instead. This is what happens in the holographic context. It is not clear what this means physically for the renormalization group. We discuss this briefly in Sections 6 where non trivial fixed points are discussed.

Finally it should be mentioned that in a certain range of dimensions of operators, the bulk field can be identified with the expectation value of the operator rather than with the source. This has been called “alternate quantization”. In this case the calculations of Section 2 are directly applicable. One can use the Polchinski RG for the Wilson action itself rather than \( W[J] \).

4.3. Implementing a finite \( \Lambda \)

One of the inputs into the definition of \( W_\Lambda[J] \) is the IR cutoff \( \Lambda \). Thus only momentum modes between \( \Lambda \) and \( \Lambda_0 \) have been integrated out. Thus the generating functional obtained should be analytic at \( p = 0 \) where \( p \) is the label in \( J(p) \).\footnote{This same question could have been discussed in the last section but we chose to keep it for later.} Thus in this section we focus a bit more on the precise functional form of the function \( G \) or \( \Delta_h \). \( \Delta_h \) is of the form \( \frac{K(p, \Lambda_0) - K(p, \Lambda)}{p^d} \). Typically from AdS/CFT calculation we expect that \( \delta \) can be any real number — to match the dimension of the operator — which could be essentially anything. Thus for instance in the Sine-Gordon theory the operator \( \cos (\beta \phi) \) has dimension \( \frac{\beta^2}{2} \). For an ordinary scalar field \( AdS/CFT \) calculation can give propagators like \( \frac{1}{p^d} \). The power of \( p \) depends on the parameter \( m \) in (B.105).

However, when \( \Lambda \neq 0 \) the propagator, \( \Delta_h \), has to be analytic at \( p = 0 \). If we are working with the Wilson action, rather than the generating functional, the same argument holds and one concludes that the Wilson action has to be analytic at \( p = 0 \). Thus from \( W_\Lambda[J] \) we should recover the high energy propagator, not the full propagator.
In the AdS calculation this requires imposing an IR cutoff. This means we need boundary conditions, at finite \( z \) — not at \( z = \infty \). If we pick \( z = \infty \) we are forced to pick \( K_m(pz) \) as our solution. Otherwise we get a linear combination of \( K_m(pz) \) and \( I_m(pz) \).

The procedure in Section 2 to obtain the Green function is to solve the bulk field equation and evaluate the on-shell action. Solving the field equation in the bulk involves obtaining the Green function of the bulk theory. We call it \( G \). We thus proceed to calculate \( G \) and thence the boundary to bulk Green function with Dirichlet boundary conditions at \( z = \epsilon \) and \( z = l \). The differential equation is

\[
\partial_z^2 G(z, z') - \frac{1}{z} \partial_z G(z, z') - (p^2 z^2 + m^2) G(z, z') = z \delta(z - z') \tag{4.79}
\]

Thus the conditions on the Green function are

\[
G(l, z') = 0 = G(\epsilon, z')
\]

and the matching conditions at \( z' \) i.e. \( G(z, z') \) for \( z < z' \) and \( G(z, z') \) for \( z > z' \) agree at \( z = z' \). Furthermore

\[
\int_{z' - \epsilon}^{z' + \epsilon} dz \left[ \partial_z^2 G - \frac{1}{z} \partial_z G - (p^2 z^2 + m^2) G \right] = z'
\]

The solution is of the form (we have picked \( d = 2 \) for concreteness and \( \nu = 1 + m^2 \)):

\[
G(z, z') = A(z') z K_\nu(pz) + B(z') z I_\nu(pz) \quad z > z' \\
= C(z') z I_\nu(pz) + D(z') z K_\nu(pz) \quad z < z' \tag{4.80}
\]

If we define

\[
F[x, y] = I_\nu(x) K_\nu(y) - K_\nu(x) I_\nu(y)
\]

then the solution is written compactly:

\[
A = -z'I_\nu(l) \frac{F[pz', p\epsilon]}{F[pl, p\epsilon]} \tag{4.81a}
\]
\[
B = z'K_\nu(l) \frac{F[pz', p\epsilon]}{F[pl, p\epsilon]} \tag{4.81b}
\]
\[
C = z'K_\nu(\epsilon) \frac{F[pz', p\epsilon]}{F[pl, p\epsilon]} \tag{4.81c}
\]
\[
D = -z'I_\nu(\epsilon) \frac{F[pz', p\epsilon]}{F[pl, p\epsilon]} \tag{4.81d}
\]

The boundary (at \( z = \epsilon \)) to bulk propagator is \( K(z, \epsilon) = \sqrt{g} g^{zz} \partial_z G(z, z')|_{z' = \epsilon} \):

\[
K(z, \epsilon) = -\frac{z}{\epsilon} \frac{F[pl, pz]}{F[pl, p\epsilon]} \tag{4.82}
\]

Note that when \( l \to \infty \) it reduces to the well known form \( -\frac{z}{\epsilon} \frac{K_\nu(pz)}{K_\nu(p\epsilon)} \).
The boundary Green function is thus given by

\[ G(p) = \partial_x K(z, \epsilon)_{\epsilon} = \frac{\partial_x K_v(pz)_{\epsilon}}{K_v(p\epsilon)} - \frac{1}{\epsilon} \]

Let us obtain the dependence on \( p \) (for small \( p \)) using the properties:

\[ \frac{dK_v(x)}{dx} = -K_{v+1} + \frac{v}{x} K_v(x) \quad (4.83a) \]

\[ K_v(z) = \frac{\pi}{2 \sin(v\pi)} [I_v(z) - I_{-v}(z)] \quad (4.83b) \]

\[ I_v(z) = \left( \frac{z}{2} \right)^{v} \frac{1}{\Gamma(1+v)} + O(z^{2+v}) \quad (4.83c) \]

\[ K_v(z) = \frac{\pi}{2 \sin(v\pi)} \left[ \left( \frac{z}{2} \right)^{-v} \frac{1}{\Gamma(1-v)} + O(z^{2-v}) \right. \]

\[ \left. -\left( \frac{z}{2} \right)^{v} \frac{1}{\Gamma(1+v)} + O(z^{v+2}) \right] \quad (4.83d) \]

The answer is that \( G(p) \) (for small \( p \)), has the structure:

\[ G(p) \approx 1 + O(p^2) + p^{2v}(1 + O(p^2)) \]

Since the analytic pieces can easily be canceled by counterterms, the only significant part is the non analytic term \( p^{2v} \).

We can repeat the exercise for the case of \( l \) being finite.

\[ \frac{F[pl, pz]}{F[pl, pe]} = \frac{I_v(pl)K_v(pz) - I_v(pz)K_v(pl)}{I_v(pl)K_v(pe) - I_v(pe)K_v(pl)} \quad (4.84) \]

Consider the numerator, which can be written as:

\[ \frac{\pi}{2 \sin(v\pi)} (I_v(pl)[I_v(pz) - I_{-v}(pz)] - I_v(pz)[I_v(pl) - I_{-v}(pl)]) \]

\[ = \frac{\pi}{2 \sin(v\pi)} (I_v(pl)I_{-v}(pz) - I_{-v}(pl)I_v(pz)) \]

Using the fact that \( I_v(pz) \) has the structure \( p^v(1 + O(p^2)) \) we can see that the terms non analytic in \( p \) have canceled and we are left with the structure:

\[ F[l, z] \approx 1 + O(p^2) \quad (4.85) \]

Thus we see that the Green function has no non analytic part and is also finite as \( p \to 0 \).

For later use we also give the boundary (at \( z = l \)) to bulk propagator:

\[ K(z, l) = \frac{z}{l} \frac{F[z, \epsilon]}{F[l, \epsilon]} \quad (4.86) \]

We can also see that (as explained in Section 2) in this expression there is no damping at high \( p \), i.e. \( \Lambda_0 = \infty \).
5. Composite fields

The typical situation in an AdS/CFT calculation is the following: We start with a CFT. Add a perturbation

$$\Delta S = \int d^d x \ J(x) O(x)$$

where $O(x)$ is a composite operator with some fixed dimension. We would like to calculate correlation functions for $O(x)$ or more generally calculate the generating functional $Z[J]$. So far in this paper we have been considering the case where $O(x)$ is just an elementary scalar field used in defining the action. We took the CFT to be the simple Gaussian theory. But even while maintaining the simplicity of the Gaussian CFT, we can consider what happens when $O(x)$ is some composite such as $\phi^2(x)$ or $\phi^4(x)$. This is harder to do because the ERG equation for $J$ is no longer the simple Polchinski form of the last section. To circumvent this problem we invoke a further simplification: we assume that there are $N^2$ scalar fields with $N$ large and introduce, via a Lagrange multiplier field, an elementary field to replace the composite operator. The elementary scalar field has nontrivial higher point correlators, but these are accompanied by factors of $1/N$. So in the leading large $N$ limit we are left with the two-point function which can be calculated using the procedure of the previous section. In the next order in $1/N$ we need to worry about the three point function but this can be done using perturbation theory.

5.1. Matrix model

Let us assume that our scalar field is a matrix $\Phi^a_b$, $a, b : 1, \cdots, N$. Assume the kinetic term

$$N \Phi^a_b (\Delta^{-1})^{bd} \Phi^c_d = N \Phi^a_b \Box / K (\Box / \Lambda^2) \Phi^c_d \delta^d_a \delta^b_c$$

(5.87)

The propagator $\Delta$ is

$$\Delta(p) = \frac{\delta^d_a \delta^b_c K (\frac{E^2}{\Lambda^2})}{N} \frac{1}{p^2}$$

We see that the composite operator $Tr \phi^2$ is properly normalized:

$$\langle Tr \Phi^2(x) Tr \Phi^2(y) \rangle \approx \frac{1}{N^2} \times N^2 (\Delta(x - y))^2 = O(1)$$

But

$$\langle Tr \Phi^2(x) Tr \Phi^2(y) Tr \Phi^2(z) \rangle \approx \frac{1}{N^3} \times N^2 (\Delta(x - y) \Delta(x - z) \Delta(z - y)) = O(\frac{1}{N})$$

In general $\langle (Tr \Phi^2)^n \rangle \approx \frac{1}{N^{n-2}}$. Thus we expect that if we introduce an elementary scalar field for the composite operator, to a good approximation it is just a Gaussian theory, with a controlled expansion in $\frac{1}{N}$ giving the interactions.

5.2. Introducing an elementary scalar

The theory we would like to study is rewritten in terms of an elementary scalar $\sigma$ and a Lagrange multiplier field $\lambda$. We are assuming that a parameter $1/N$ can be introduced as above, but for simplicity we do not write it explicitly.

$$Z[j] = \int D\Phi \ e^{i \int_x \ [\frac{1}{2} \phi \Box \phi + j \phi^2]} = \int D\Phi \int D\sigma \int D\lambda \ e^{i \int_x \ [\frac{1}{2} \phi \Box \phi + \lambda (\sigma - \phi^2) + j \sigma]}$$

(5.88)
We introduce a cutoff and rotate to Euclidean space. We write $\Box = \Delta^{-1}$ and then write $\Delta = \Delta_l + \Delta_h$ and $\phi = \phi_h + \phi_l$ to get:

$$Z[j] = \int \mathcal{D}\phi_l \int \mathcal{D}\phi_h \int \mathcal{D}\sigma \int \mathcal{D}\lambda e^\int_{\mathcal{S}} \left[ \frac{1}{2} \phi_l \Delta^{-1}_l \phi_l + \frac{1}{2} \phi_h \Delta^{-1}_h \phi_h - \lambda (\sigma - (\phi_l + \phi_h))^2 \right] + j\sigma$$  (5.89)

Do the $\phi_h$ integral:

$$\int \mathcal{D}\phi_h e^{-\int_{\mathcal{S}} \left[ \frac{1}{2} \phi_h (\Delta^{-1}_h + 2\lambda) \phi_h + 2\lambda \phi_l \phi_h \right]} = e^{-\frac{1}{2} \int \ln (\Delta^{-1}_h + 2\lambda) + 2\lambda \phi_l (\Delta^{-1}_h + 2\lambda)^{-1} \phi_l}$$

For simplicity we set $\phi_l = 0$ and expand the logarithm to get

$$e^{\frac{1}{2} \int \ln \Delta_h - [\int \Delta_h \lambda - \lambda \sigma] + \int [\lambda \sigma' + j (\sigma' + \sigma_0)] + O(1/N) .}$$  (5.90)

Let us call $\int \Delta_h = \sigma_0$ and write $\sigma = \sigma_0 + \sigma'$ to get

$$e^{\frac{1}{2} \int \ln \Delta_h + \int \Delta_h \lambda + \int [\lambda \sigma' + j (\sigma' + \sigma_0)] + O(1/N) .}$$  (5.91)

We now perform the $\lambda$ integral to get:

$$e^{-\int_{\mathcal{S}} \frac{1}{2} \sigma' \frac{1}{\Delta_h} \sigma' + j \sigma' + j \sigma_0 ,}$$  (5.92)

where we have dropped field independent parts. This is now of the form of an elementary scalar field coupled to a source and one can apply the ERG analysis to this system. The high energy propagator for the scalar field is $\tilde{\Delta}_h = 2\Delta_h^2$ as expected from the two-point function for $\phi^2$. The ERG equation for $W[j]$ is as given in (4.74) with $\tilde{\Delta}_h$ replacing $\Delta_h$. The rest of the analysis then goes through as in Section 2.

6. Nontrivial fixed point

The Polchinski ERG equation can be modified in order to discuss perturbations about a nontrivial fixed point — as is typically the case in the AdS/CFT context, where the fixed point is assumed to be some nontrivial and also strongly coupled CFT — such as supersymmetric $N = 4$ Yang–Mills. Perturbations are added to this action and one is interested in two- and higher-point correlation functions.

Towards this end we start with some general background action and perturb around it. We will be interested in the case where the background is a fixed point action. But the fixed point nature is not essential — it just simplifies the time dependence.

Let us start with a background action which we would like to perturb by adding $S_1$. Consider an action in $d = 0$ for simplicity. Let the background action, without any loss of generality, be

$$S_{FP} = \frac{1}{2} x^2 G^{-1} + S_0 (x) .$$

Let the perturbation be $S_1$ so that the full action is

$$S = \frac{1}{2} x^2 G^{-1} + S_0 (x) + S_1 (x) .$$

Then in our earlier notation, the “wave functions” are given by

$$\psi = e^{-S} = e^{-\left[ \frac{1}{2} x^2 G^{-1} + S_0 (x,t) + S_1 (x,t) \right]} \begin{array}{} \psi' = e^{-[S_0 (x,t) + S_1 (x,t)]} , \end{array}$$
Polchinski’s equation is
\[
\frac{\partial \psi'}{\partial t} = -\frac{1}{2} \dot{G} \frac{\partial^2 \psi'}{\partial x^2}
\] (6.93)

What is special is that \( S_0 \) by itself satisfies Polchinski’s equation — eventually it will be taken to be a fixed point solution. Thus we have the following two equations:
\[
\frac{\partial S_0}{\partial t} = \frac{1}{2} \dot{G} \left[ \frac{\partial^2 S_0}{\partial x^2} + \left( \frac{\partial S_0}{\partial x} \right)^2 \right]
\] (6.94)

and
\[
\frac{\partial S_0}{\partial t} + \frac{\partial S_1}{\partial t} = \frac{1}{2} \dot{G} \left[ \frac{\partial^2 S_0}{\partial x^2} + \left( \frac{\partial S_0}{\partial x} \right)^2 - \frac{\partial^2 S_1}{\partial x^2} + \left( \frac{\partial S_1}{\partial x} \right)^2 + 2 \left( \frac{\partial S_0}{\partial x} \right) \left( \frac{\partial S_1}{\partial x} \right) \right].
\] (6.95)

Subtracting (6.94) from (6.95) we get
\[
\frac{\partial S_1}{\partial t} = \frac{1}{2} \dot{G} \left[ \frac{\partial^2 S_1}{\partial x^2} + \left( \frac{\partial S_1}{\partial x} \right)^2 + 2 \left( \frac{\partial S_0}{\partial x} \right) \left( \frac{\partial S_1}{\partial x} \right) \right].
\] (6.96)

Since \( S_0 \) is a solution of (6.94), its form is (in principle) known as a function of time. In the case that \( S_0 \) is chosen to be a fixed point solution, its time dependence can be specified very easily: expressed in terms of rescaled and dimensionless variables it has no time dependence. This is equivalent to saying that the dimensionless couplings are constant in RG-time, \( t \), i.e., they have vanishing beta functions. One can work backwards and determine the exact \( t \)-dependence in terms of the original variables. This is worked out in Appendix D.

(6.96) can be used to define a modified Hamiltonian evolution equation for the wave function \( \psi'' = e^{-S_1(x,t)} \):
\[
\frac{\partial}{\partial t} \psi'' = -\frac{1}{2} \dot{G} \frac{\partial^2}{\partial x^2} - 2 \left( \frac{\partial S_0}{\partial x} \right) \frac{\partial}{\partial x} |\psi''|.
\] (6.97)

This can be generalized to \( d \) dimensions easily, by replacing \( x \) by \( x(p), x(-p) \) in appropriate places and integrating over \( p \). The functional integral representation of this evolution can be obtained using the \( d + 1 \) dimensional action
\[
S = -\frac{1}{2} \int dt \int \frac{d^d p}{(2\pi)^d} \left[ \frac{1}{\dot{G}(p)} \left( \frac{dx(p,t)}{dt} \right) \left( \frac{dx(-p,t)}{dt} \right) \right.
\]
\[
+ \dot{G}(p) \left( \frac{\delta S_0[x(p,t), t]}{\delta x(p,t)} \right) \left( \frac{\delta S_0[x(-p,t), t]}{\delta x(-p,t)} \right) + 2 \dot{x}(p,t) \left( \frac{\delta S_0}{\delta x(p,t)} \right) \right].
\] (6.98)

This is derived in Appendix A. In the above equation \( S_0[x(p,t), t] \equiv S_0[x(p), t] \) is a solution of (6.94). Thus in general the bulk equation of motion is expected to be nonlinear, which is indeed the case in AdS/CFT examples.

The last term in the action is a total derivative and the solution for \( \psi''(x_f, T) \) can be written as
\[
\psi''(x_f(p), T) = e^{S_0[x_f(p), T]} \int_{x(p,0)=x_i(p)}^\int \mathcal{D}x(p,t) e^{-S[x(p,t)]} e^{-S_0[x_i(p), 0]} e^{-S_0[x_f(p), 0]}.
\] (6.99)
where

$$S[x(p, t)] = \int dt \int \frac{d^d p}{(2\pi)^d} \left[ \frac{1}{\hat{G}(p)} \frac{dx(p, t)}{dt} \frac{dx(-p, t)}{dt} \right] + \hat{G}(p) \left( \frac{\delta S_0[x(p, t), t]}{\delta x(p, t)} \frac{\delta S_0[x(p, t), t]}{\delta x(-p, t)} \right).$$

Equivalently the full solution can be written as

$$\psi'(x_f(p), T) = e^{-S_0[x_f(p), T]} \psi''(x_f(p), T) = e^{-S_0[x_f(p), T]} - S_0[x_f(p), T]$$

$$= \int Dx_i(p) \int_{x(p, 0) = x_i(p)} Dx(p, t) e^{-S[x(p, t)]} e^{-S_0[x_i(p), 0]} - S_0[x_i(p), 0].$$  \hspace{1cm} (6.100)

It is important to note that in the above expression $S_0[x(p, t), t]$ is a known function of time (unlike $S_1$), that has already been obtained by solving the ERG equation (6.94). It is usually taken to be the fixed point action that defines the boundary CFT. But one can also imagine more general choices.

7. Summary and conclusions

Let us summarize what was done in this paper:

1. We started with an ERG equation for the Wilson action and rewrote the evolution operator as a functional integral, with "time" being the ERG time $t = \ln \frac{A_0}{\Lambda}$. Thus a $d$-dimensional theory gives us a $d + 1$ dimensional action. In this paper the $d$-dimensional theory we consider describes a free scalar field $x(p)$ with a gaussian Wilson action

$$S_\Lambda = \frac{1}{2} \int d^d p \ x(p) G(p)^{-1} x(-p)$$

2. We then made a change of variables in the $d + 1$ dimensional action (local on a scale $\Lambda$) of the form $x(p, t) = y(p, t) f(p, t)$, where $x$ is the original field variable and $y$ is the new variable. The function $f$ is chosen so that the action for $y$ is that of a scalar field in $AdS_{d+1}$. This requirement puts a constant on $G$ and it turns out to be a ratio of Bessel functions, $K_m, I_m$ as given in (2.35). This change of variables can be thought of as a coarse graining, with $y$ being the low energy field variable.

3. If we evaluate the on-shell action for $y$ we recover the result of evolving by the ERG evolution operator — low energy $d$ dimensional action and Green function $G$ in the limit $p \rightarrow 0$. To recover the action fully, we need to add a boundary term involving $f$. This is thus reminiscent of the AdS/CFT prescription for evaluating two-point functions. The difference is that we derive it mathematically starting from an ERG equation. It does not depend on the AdS/CFT conjecture.

4. We show that the boundary theory for the above special choice of $G$ (with a UV cutoff) has scale and conformal invariance induced by the $SO(d, 2)$ isometry of the bulk theory. This involves a transformation of the cutoff $\Lambda$ (which is now the radial coordinate of $AdS$). More generally we know from [34, 37] that for arbitrary $G$ and for any fixed point one can define suitable scale and conformal transformations that leave the Wilson action invariant.

5. To apply the above formalism in the holographic context, one has to consider perturbing the theory with composite operators by adding terms of the form $J \phi^2$. We invoked a large N
expansion to replace the composite operator by an elementary scalar (Section 5). An ERG equation can then be written for \( W_\Lambda [J] \) and the above procedure can be repeated. The leading term in the \( \frac{1}{N} \) expansion gives the two-point function for the composite operator. Thus we are able to recover the AdS/CFT prescription for the two-point function, in the presence of a UV cutoff.

6. The entire discussion in this paper involved mathematical manipulations of Wilson’s ERG and did not invoke the AdS/CFT conjecture. The final calculations can be interpreted, if one so desires, as “holographic RG”.

There are many open questions. We have two scales \( \Lambda_0 \) (cutoff of the bare theory) and \( \Lambda \). The usual AdS/CFT calculations take \( \Lambda_0 \to \infty \) and deal with continuum theories. Our aim is to keep \( \Lambda_0 \) finite. Some of our calculations involve keeping \( \Lambda_0 \) finite and \( \Lambda = 0 \). In Section 4 we have a discussion of the case of finite \( \Lambda \) but \( \Lambda_0 = \infty \) (showing that the resulting Green function is analytic at \( p = 0 \)). The full mapping in the case when both are finite needs to be worked out. Also most of our calculations involved the Gaussian fixed point. Only a preliminary discussion of the nontrivial fixed point has been given (Section 6). We have not discussed interactions. In the ERG the interactions are included in the initial \( S_B \). In holographic RG it comes out of nonlinear terms in the evolution [40]. The modification of the evolution kernel of the ERG is not done in usual ERG theory. However it is reminiscent of what is done in “MERA” [42]. This is worth understanding.

Finally, underlying the AdS/CFT correspondence, there is the important fact that the bulk theory is a gravitational (string) theory where the metric is dynamical [1]. Indeed we expect that when non-trivial backgrounds for matter fields are turned on, the bulk region away from the boundary at \( z \to 0 \) will deviate from pure AdS. Since \( z \) plays the role of a cutoff, these effects should be finite cutoff effects. One also expects the coupling of the gravitational field to the matter fields to modify correlation function calculations — through the bulk Feynman diagrams (Witten diagrams). Furthermore, in this correspondence, stringy corrections in the bulk are important when one goes beyond leading order in a \( \frac{1}{N} \) expansion in the boundary. It should be possible to see these effects from the ERG approach. These are all important open questions.

We hope to return to these questions soon.
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Appendix A. Action functional for Polchinski ERG using canonical formalism

Finally the same action can be obtained by converting everything in (2.4) to Minkowski time (including \( \hat{G} \)). Thus

\[
\frac{d x}{d t_E} = -i \frac{d x}{d t_M}, \quad \frac{d G}{d t_E} = -i \frac{d G}{d t_M}
\]

to obtain

\[
-i \frac{\partial \psi'}{\partial t_M} = + \frac{i}{2} \hat{G} \frac{\partial}{\partial y} \left( \frac{\partial}{\partial y} + 2 G^{-1} y \right) \psi' - \frac{i}{2} \hat{G} G^{-1} \psi'
\]

(A.101)

So the Hamiltonian is (neglecting field independent terms):

---
\[ H = \frac{i}{2} \dot{G}[p^2 - ip2yG^{-1}] \]

Using
\[ \dot{y} = \frac{\partial H}{\partial p} = i\dot{G}p + \frac{\dot{G}}{G}y \implies p = -i\left(\frac{\dot{G}}{G} - \frac{y}{G}\right) \]
and
\[ L_M = p\dot{y} - H, \]
this gives
\[ L_M = i\frac{\dot{G}}{2}(\frac{\dot{G}}{G} - \frac{y}{G})^2 \implies L_E = -\frac{\dot{G}}{2}(\frac{\dot{G}}{G} - \frac{y}{G})^2. \]

Then the Euclidean path integral becomes
\[ e^{\frac{i}{2} \int dt \frac{1}{2G} (\dot{G} - \frac{y}{G})^2} = e^{\frac{i}{2} \int dt \left(\frac{\dot{G}}{2G} - \frac{y}{2G}\right)^2} \]
as obtained before.

**A.1. Action for nontrivial fixed point**

As in the example above we rotate to Minkowski space: \( it_M = t_E \). Hence,
\[ e^{iS_M} = e^{\int dt_M(-V)} = e^{-\int dt_EV} = e^{-S_E} \]
Thus, \( S_E = -i S_M \). Thus in the above case \( S_0 = -i S_{0M} \). Write (6.97) as
\[ \frac{\partial}{\partial t_E} = -\frac{1}{2} \dot{G}[\frac{\partial^2}{\partial x^2} - 2\frac{\partial S_0M}{\partial x}\frac{\partial}{\partial x}] \]
\[ \implies \frac{\partial}{\partial G} = -\frac{\partial}{\partial \tau_E} = i\frac{\partial}{\partial \tau_M} = -\frac{1}{2}\left[\frac{\partial^2}{\partial x^2} - 2\frac{\partial S_0}{\partial x}\frac{\partial}{\partial x}\right] = H \]
Writing in terms of \( P = -\frac{\partial}{\partial x} \) we get finally for the Hamiltonian in Minkowski space–time,
\[ H = \frac{1}{2}\left[P^2 + 2\frac{\partial S_{0M}}{\partial x} P\right] \tag{A.102} \]
This gives
\[ \dot{x} = P + \frac{\partial S_{0M}}{\partial x} \]
and one can obtain using \( L = x\dot{P} - H \) an action
\[ S_M = i\frac{1}{2} \int d\tau_M[\dot{x}^2 - 2\dot{x}\frac{\partial S_{0M}}{\partial x} + \left(\frac{\partial S_{0M}}{\partial x}\right)^2] \tag{A.103} \]
In Euclidean space this becomes
\[ S_E = \frac{1}{2} \int d\tau_E[\dot{x}^2 - 2\dot{x}\frac{\partial S_0}{\partial x} + \left(\frac{\partial S_0}{\partial x}\right)^2] \]
Rewriting in terms of \( G = -\tau_E \) we get
\[ S_E = -\frac{1}{2} \int dt \left[ \frac{1}{G} \dot{x}^2 - 2 \dot{x} \frac{\partial S_0}{\partial x} + \ddot{G} \frac{\partial S_0}{\partial x} \right] \] (A.104)

Introducing \( x(p) \) and integrating over \( p \) we get (6.98).

**Appendix B. Conformal invariance**

**B.1. Generators**

AdS\(_3\) space is parametrized by: (Generalization to higher spaces is trivial)

\[-(y^0)^2 + (y^1)^2 + (y^2)^2 - (y^4)^2 = -1\] (B.105)

Metric is thus \(-++-\). \( y^4 = -y_4, y^0 = -y_0 \).

To ensure covariant notation we define the generators:

\[ J_{\mu\nu} = y_\mu \frac{\partial}{\partial y^\nu} - y_\nu \frac{\partial}{\partial y^\mu} \] (B.106)

\[ T_{01} = y_0 \frac{\partial}{\partial y^1} - y_1 \frac{\partial}{\partial y^0} \implies \begin{cases} \delta y^1 = \epsilon y_0 = -\epsilon y^0 \\ \delta y^0 = -\epsilon y_1 = -\epsilon y^1 \end{cases} \] (B.107a)

\[ T_{02} = y_0 \frac{\partial}{\partial y^2} - y_2 \frac{\partial}{\partial y^0} \implies \begin{cases} \delta y^2 = \epsilon y_0 = -\epsilon y^0 \\ \delta y^0 = -\epsilon y_2 = -\epsilon y^2 \end{cases} \] (B.107b)

\[ T_{04} = y_0 \frac{\partial}{\partial y^4} - y_4 \frac{\partial}{\partial y^0} \implies \begin{cases} \delta y^4 = \epsilon y_0 = -\epsilon y^0 \\ \delta y^0 = -\epsilon y_4 = +\epsilon y^4 \end{cases} \] (B.107c)

\[ T_{12} = y_1 \frac{\partial}{\partial y^2} - y_2 \frac{\partial}{\partial y^1} \implies \begin{cases} \delta y^2 = \epsilon y_1 = \epsilon y^1 \\ \delta y^1 = -\epsilon y_2 = -\epsilon y^2 \end{cases} \] (B.107d)

\[ T_{14} = y_1 \frac{\partial}{\partial y^4} - y_4 \frac{\partial}{\partial y^1} \implies \begin{cases} \delta y^4 = \epsilon y_1 = \epsilon y^1 \\ \delta y^1 = -\epsilon y_4 = +\epsilon y^4 \end{cases} \] (B.107e)

\[ U = y^2 + y^4; \ V = y^2 - y^4 \] (B.108)

\[ UV = -1 + (y^0)^2 - (y^1)^2 \implies V = \frac{-1 - y_\mu y^\mu}{U} \] (B.109)

One can check that

\[ T_{12} - T_{14} : \delta y^1 = -\epsilon U \] (B.110a)

\[ T_{12} + T_{14} : \delta y^1 = -\epsilon V \] (B.110b)

\[ T_{02} - T_{04} : \delta y^0 = -\epsilon U \] (B.110c)

\[ T_{02} + T_{04} : \delta y^2 = -\epsilon V \] (B.110d)

We will see that \( T_{12} - T_{14} = P_1 \) (translation) and \( T_{12} + T_{14} = C_1 \) (special conformal transformation). Similarly \( T_{02} - T_{04} = P_0 \) and \( T_{02} + T_{04} = C_0 \). Also

\[ P_1 : \delta U = 0, \ \delta V = 2\epsilon y^1 \] (B.111)

\[ C_1 : \delta U = 2\epsilon y^1; \ \delta V = 0 \] (B.112)
Write this covariantly:

\[ C_\mu : \delta U = 2\epsilon y_\mu ; \quad \delta y^\nu = -\epsilon V \delta^\nu_\mu \]  

(B.113)

Poincare patch coordinates:

\[ x^\mu = \frac{y^\mu}{U}; \quad z = \frac{1}{U} \]  

(B.114)

\[ C_\nu : \delta x^\mu = \frac{\delta y^\mu}{U} - \frac{y^\mu \delta U}{U^2} \]  

(B.115)

\[ \quad = -\epsilon \frac{V \delta^\mu_\nu}{U} - \frac{y^\mu 2\epsilon y_\nu}{U^2} \]  

\[ \quad = +\epsilon (z^2 + x_\rho x^\rho) \delta^\mu_\nu - 2\epsilon x_\nu x^\mu \]  

Thus

\[ C_\nu = (z^2 + x_\rho x^\rho) \frac{\partial}{\partial x^\nu} - 2x_\nu x^\rho \frac{\partial}{\partial x^\rho} \]  

(B.116)

Acting on \( z \):

\[ C_\nu z = C_\nu \frac{1}{U} : \delta \frac{1}{U} = \frac{-2\epsilon y_\nu}{U^2} = -2\epsilon z x_\mu \]  

Thus

\[ C_\nu = -2x_\mu z \frac{d}{dz} \]  

(B.117)

Thus combining everything:

\[ C_\nu = (z^2 + x_\rho x^\rho) \frac{\partial}{\partial x^\nu} - 2x_\nu (x^\rho \frac{\partial}{\partial x^\rho} + z \frac{d}{dz}) \]  

(B.118)

Furthermore including a scaling dimension \( \Delta \) gives the final form:

\[ C_\nu = (z^2 + x_\rho x^\rho) \frac{\partial}{\partial x^\nu} - 2x_\nu (x^\rho \frac{\partial}{\partial x^\rho} + z \frac{d}{dz} + \Delta) \]  

(B.119)

It is also clear that \( P_\mu \) are translations:

\[ P_\mu : \delta x^\nu = -\epsilon \delta^\nu_\mu \]

**Dilatations:**

\[ T_{24} = y_2 \frac{\partial}{\partial y_4} - y_4 \frac{\partial}{\partial y^2} : \delta y^2 = -\epsilon y_4 = +\epsilon y^4; \quad \delta y^4 = \epsilon y_2 = \epsilon y^2 \]  

\[ \implies \delta x^1 = -\epsilon x^1; \quad \delta x^0 = -\epsilon x^0; \quad \delta z = -\frac{\delta U}{U^2} = -\epsilon z \]  

\[ [K_1, P_1] = [T_{12} + T_{14}, T_{12} - T_{14}] = T_{24} = D = -x^\mu \frac{\partial}{\partial x^\mu} - z \frac{\partial}{\partial z} \]

Again, including a scaling dimension \( \Delta \) this becomes:

\[ D = -x^\mu \frac{\partial}{\partial x^\mu} - z \frac{\partial}{\partial z} - \Delta \]  

(B.120)
Momentum space

We give the generators in momentum space. We write \( C_\mu = C^1_\mu + C^2_\mu + C^3_\mu \) where

\[
C^1_\mu = 2(d - \Delta) \frac{\partial}{\partial p^\mu} + 2p^\rho \frac{\partial^2}{\partial p^\rho \partial p^\mu} - p^\mu \frac{\partial^2}{\partial p^\rho \partial p^\rho} \tag{B.121a}
\]

\[
C^2_\mu = -2z \frac{\partial^2}{\partial z \partial p^\mu} \tag{B.121b}
\]

\[
C^3_\mu = (z^2 - z' z) p^\mu \tag{B.121c}
\]

\( C^1_\mu \) has been calculated to be (acting on functions of \( p^2 \))

\[
C^1_\mu = p^\mu \left[ \frac{d^2}{dp^2} + \frac{d + 1 - 2\Delta}{d} \frac{d}{dp} \right]
\]

This has been used in (3.58).

Furthermore it is illuminating to combine the terms involving \( z \frac{d}{dz} \) in \( C^1_\mu + C^2_\mu + C^3_\mu \). We get the combination

\[
2(d - \Delta) \frac{\partial}{\partial p^\mu} - 2z \frac{\partial^2}{\partial z \partial p^\mu} = -2(\Delta - d + z \frac{d}{dz}) \frac{\partial}{\partial p^\mu} \tag{B.122}
\]

In this expression \( \Delta - d \) is the dimension of the field \( \phi(p) \) and \( \Delta \) is the dimension of \( \phi(x) \). This is the same combination that occurs in dilatations:

\[
\delta_{\text{dil}} \phi = -[\Delta - d + z \frac{d}{dz} - p^\nu \frac{\partial}{\partial p^\nu}] \phi(p) \tag{B.123}
\]

B.2. Invariance of action

We consider the action

\[
S_1 = \frac{1}{2} \int d^d x \int_{\epsilon_1}^{\epsilon_2} \frac{dz}{z} z^{-d+2} \left[ \partial_z \phi(x, z) \partial_z \phi(x, z) + \partial_i \phi(x, z) \partial_i \phi(x, z) \right] \tag{B.124}
\]

and the transformation given by (B.120) with \( \Delta = 0 \):

\[
\delta \phi = D \phi = -(x^i \frac{\partial}{\partial x^i} + z \frac{\partial}{\partial z}) \phi(z, x)
\]

It is easy to see that we are left with a total derivative

\[
-\frac{1}{2} \int d^d x \int_{\epsilon_1}^{\epsilon_2} dz \partial_z [z^{-d+2} (\partial_z \phi \partial_z \phi + \partial_k \phi \partial_k \phi)]
\]

which gives the boundary term (3.66) of Section 3.2.

Similarly under the variation \( C_i \) (B.119) (with \( \Delta = 0 \))

\[
\delta \phi = C_i \phi = [(z^2 + x_k x^k) \frac{\partial}{\partial x^i} - 2 x_i (x^k \frac{\partial}{\partial x^k} + z \frac{d}{dz})] \phi(z, x)
\]
we get the total derivative:

\[-\int d^d x \int_{\epsilon_1}^{\epsilon_2} dz \partial_x \left[ z^{-d+2} x_1 (\partial_x \phi \partial_z \phi + \partial_k \phi \partial_k \phi) \right] \]

we get the boundary term (3.67) of Section 3.2. These are canceled by the variations of $\epsilon$ given in Section 3.2.

Appendix C. ERG for $W_{\Lambda}[J]$

Given a bare action

\[ S_B[\phi] = \frac{1}{2} \phi \Delta^{-1} \phi + S_{B,I}[\phi], \]

the generating functional of correlation functions is defined by

\[ Z[J] \equiv e^{W_B[J]} = \int D\phi e^{-S_B[\phi]+J\phi}. \]

We split the bare propagator into high and low energy propagators:

\[ \Delta = \Delta_h + \Delta_l = e^{-\frac{p^2}{\Lambda^2}}, \]

where we choose

\[ \begin{cases} 
\Delta_l = e^{-\frac{p^2}{\Lambda^2}} \frac{p^2}{\Lambda^2}, & (\Lambda_0 > \Lambda) \\
\Delta_h = e^{-\frac{p^2}{\Lambda^0} - \frac{p^2}{\Lambda^2}} \end{cases} \]

The interaction part of the Wilson action at cutoff $\Lambda$ is defined by

\[ e^{-S_{\Lambda,I}[\phi_l]} = \int D\phi_l e^{-\frac{1}{2} \phi_l \Delta_h^{-1} \phi_l - S_{B,I}[\phi_l + \phi_l]}, \]

and the total Wilson action by

\[ S_{\Lambda}[\phi] = \frac{1}{2} \phi \Delta_h^{-1} \phi + S_{\Lambda,I}[\phi]. \]

We now follow [11] and define

\[ W_{\Lambda}[J] \equiv \frac{1}{2} J \Delta_h J - S_{\Lambda,I} [\Delta_h J]. \]

Let us show

\[ e^{W_B[J]} = \int D J' \exp \left( W_{\Lambda}[J'] - \frac{1}{2} (J' - J) \frac{\Delta \Delta_h}{\Delta_l} (J' - J) \right), \]

where

\[ \frac{\Delta_l}{\Delta \Delta_h} = \frac{\Delta - \Delta_h}{\Delta \Delta_h} = \frac{1}{\Delta_h} - \frac{1}{\Delta}. \]
We verify (C.132) by computing its right-hand side:

\[
(RHS) = \int D J' \exp \left( \frac{1}{2} J' \Delta_h J' - S_{\Lambda, I} [\Delta_h J'] \right)
\]
\[
- \frac{1}{2} (J' - J) \frac{\Delta \Delta_h}{\Lambda} (J' - J)
\]
\[
= \int D J' D \phi' \exp \left( \frac{1}{2} J' \Delta_h J' - \frac{1}{2} \phi' \Delta_h^{-1} \phi'
\]
\[
- S_{B, I} [\phi' + \Delta_h J'] - \frac{1}{2} (J' - J) \Delta \Delta_h \Delta_h^{-1} (J' - J) \right).
\] (C.134)

Shifting \( \phi' \) by \( \Delta_h J' \), we obtain

\[
(RHS) = \int D \phi' D J' \exp \left( \frac{1}{2} J' \Delta_h J' - \frac{1}{2} (\phi' - \Delta_h J') \Delta_h^{-1} (\phi' - \Delta_h J')
\]
\[
- \frac{1}{2} (J' - J) \Delta \Delta_h \Delta_h^{-1} (J' - J) \right)
\]
\[
= \int D \phi' e^{-S_{B}[\phi']} + J \phi' \int D J' \exp \left( (J' - J) \phi'
\]
\[
- \frac{1}{2} (J' - J) \Delta \Delta_h \Delta_h^{-1} (J' - J) + \frac{1}{2} \phi' (\Delta^{-1} - \Delta_h^{-1}) \phi' \right).
\] (C.135)

Using (C.133) and shifting \( J \) by \( J - \frac{\Delta_h}{\Delta \Delta_h} \phi' \), we obtain the desired result

\[
(RHS) = \int D \phi' e^{S_{B}[\phi'] + J \phi'} \int D J' \exp \left( - \frac{1}{2} J' \frac{\Delta \Delta_h}{\Lambda} J' \right)
\]
\[
= e^{W_{B}[J]}.
\] (C.136)

We can rewrite (C.132) as

\[
e^{W_{B}[J]} = \exp \left( \frac{1}{2} \frac{\Delta \Lambda}{\Delta \Delta_h} \frac{\partial^2}{\partial J^2} \right) e^{W_{\Lambda}[J]}.
\] (C.137)

Inverting this, we obtain

\[
e^{W_{\Lambda}[J]} = \exp \left( - \frac{1}{2} \frac{\Delta \Lambda}{\Delta \Delta_h} \frac{\partial^2}{\partial J^2} \right) e^{W_{B}[J]}.
\] (C.138)

This gives

\[
- \Lambda \frac{\partial}{\partial \Lambda} e^{W_{\Lambda}[J]} = \frac{1}{2} \Lambda \frac{\partial}{\partial \Lambda} \left( \frac{\Delta \Lambda}{\Delta \Delta_h} \right) \frac{\partial^2}{\partial J^2} e^{W_{\Lambda}[J]}.
\] (C.139)

Using

\[
\Lambda \frac{\partial}{\partial \Lambda} \left( \frac{\Delta \Lambda}{\Delta \Delta_h} \right) = \Lambda \frac{\partial}{\partial \Lambda} \left( \frac{1}{\Delta_h} - \frac{1}{\Delta} \right) = \Lambda \frac{\partial}{\partial \Lambda} \Delta_h^{-1}
\] (C.140)

we finally obtain

\[
- \Lambda \frac{\partial}{\partial \Lambda} W_{\Lambda}[J] = \frac{1}{2} \Lambda \frac{\partial}{\partial \Lambda} \left( \frac{\partial W_{\Lambda}}{\partial J} \frac{\partial W_{\Lambda}}{\partial J} + \frac{\partial^2 W_{\Lambda}}{\partial J^2} \right).
\] (C.141)
Incidentally, (C.132) shows
\[ W_B[J] = \lim_{\Lambda \to 0^+} W_\Lambda[J] \]  
(C.142)
because \( \Delta_1/\Delta_h \to 0 \) as \( \Lambda \to 0 \).

**Appendix D. Rescaled variables and \( \tau \)-dependence of fixed point action**

For a real scalar theory, the ERG differential equation in the dimensionless convention (with rescaled momenta) is given by
\[
\partial_\tau S_t[\bar{\phi}] = \int_p \left( -p \cdot \partial_p \ln K(p) + \frac{d+2}{2} - \gamma + p \cdot \partial_p \right) \bar{\phi}(p) \cdot \frac{\delta S_t}{\delta \bar{\phi}(p)} \\
\quad + \int_p \left( p \cdot \partial_p - 2\gamma \right) \frac{1 - K(p)}{K(p)} \cdot \frac{K(p)^2}{p^2} \\
\quad \times \frac{1}{2} \left\{ \frac{\delta^2 S_t}{\delta \phi(p) \delta \phi(-p)} - \frac{\delta S_t}{\delta \phi(-p)} \frac{\delta S_t}{\delta \phi(p)} \right\},
\]  
(D.143)
where we use a shorthand notation
\[
\int_p = \int \frac{d^d p}{(2\pi)^d},
\]  
(D.144)
and \( K(p) \) is a cutoff function such as
\[
K(p) = e^{-p^2}.
\]  
(D.145)
Substituting the Gaussian fixed point
\[
S_G[\bar{\phi}] = \frac{1}{2} \int_p \frac{p^2}{K(p)} \bar{\phi}(p) \bar{\phi}(-p)
\]  
(D.146)
into the right-hand side (\( \gamma = 0 \)), we obtain zero. A non-trivial fixed point would correspond to a positive anomalous dimension \( \gamma \).

To obtain the ERG differential equation in the dimensionful convention (with no rescaling of momenta), we choose a reference momentum scale \( \mu \), and introduce a running momentum cutoff by
\[
\Lambda = \mu e^{-\tau}.
\]  
(D.147)
The dimensionful field is related to the dimensionless field by
\[
\phi(p) = \Lambda^{-\frac{d+2}{2}} \bar{\phi}(p/\Lambda).
\]  
(D.148)
The action is given by
\[
S_\Lambda[\phi] = S_t[\bar{\phi}].
\]  
(D.149)
Using
\[
-\Lambda \frac{\partial}{\partial \Lambda} \left( \Lambda^{-\frac{d+2}{2}} \bar{\phi}(p/\Lambda) \right) = \left( \frac{d+2}{2} + p \cdot \partial_p \right) \phi(p),
\]  
(D.150)
we can rewrite (D.143) as
\[
-L \frac{\partial}{\partial \Lambda} S_\Lambda[\phi] = \int_p \left( \frac{\partial}{\partial \Lambda} \ln K(p/\Lambda) - \gamma \right) \phi(p) \frac{\delta S_\Lambda[\phi]}{\delta \phi(p)} + \int_p \left( -\Lambda \frac{\partial}{\partial \Lambda} - 2\gamma \right) \frac{1 - K(p/\Lambda)}{K(p/\Lambda)} \frac{K(p/\Lambda)^2}{p^2} \partial/\Lambda S_\Lambda[\phi] - \delta S_\Lambda[\phi] \right) .
\]

Even if \( S_t \) is a fixed point with no \( t \)-dependence, the corresponding \( S_\Lambda \) depends on \( \Lambda \). For example, the action of the Gaussian fixed point gives
\[
S_\Lambda[\phi] = \frac{1}{2} \int \frac{p^2}{K(p/\Lambda)} \phi(p)\phi(-p) .
\]

This satisfies (D.151) with \( \gamma = 0 \). More generally, suppose a fixed point action is given as
\[
S[\tilde{\phi}] = \sum_{n=2}^{\infty} \frac{1}{n!} \int_{p_1,\ldots,p_n} \tilde{\phi}(p_1) \cdots \tilde{\phi}(p_n) (2\pi)^d \delta^{(d)}(p_1 + \cdots + p_n) S_n(p_1,\ldots,p_n) .
\]

Using (D.150), we obtain the corresponding \( \Lambda \)-dependent action as
\[
S_\Lambda[\phi] = \sum_{n=2}^{\infty} \frac{1}{n!} \int_{p_1,\ldots,p_n} \Lambda^{n \frac{d+2}{2}} \phi(p_1\Lambda) \cdots \phi(p_n\Lambda) (2\pi)^d \delta^{(d)}(p_1 + \cdots + p_n) \times S_n(p_1,\ldots,p_n) \]
\[
= \sum_{n=2}^{\infty} \frac{1}{n!} \int_{p_1,\ldots,p_n} \phi(p_1) \cdots \phi(p_n) (2\pi)^d \delta^{(d)}(p_1 + \cdots + p_n) \times \Lambda^{n \frac{d+2}{2} + d} S_n(p_1/\Lambda,\ldots,p_n/\Lambda) .
\]

If \( S \) had \( t \)-dependence, \( S_n \) would obtain explicit dependence on \( \Lambda \).
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