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1. Introduction

Since the first cases of what is now known as COVID-19 were detected in China at the end of 2019 [1,2], the Coronavirus disease has spread all over the world, evolving at different speeds and with different patterns, which respond, at least in part, to the different solutions offered by the governments in each country.

In Spain, the first cases were detected in January 2020, and were linked to people arriving from abroad. What initially seemed to be an isolated incident has, in just a few weeks, become the largest major national crisis in recent decades.

Despite having a robust national healthcare system, like other countries, Spain has been fighting the pandemic under highly stressful conditions that have tested its response capacity to the limit, especially in the fastest growing phase of the pandemic’s evolution.

A great international research effort has been developed in the few months after the detection of the new SARS-CoV-2 coronavirus. First papers were centered in the characterization of the virus itself or the pathologies caused. There are many papers linked with these two objectives, and only for illustration purposes, we can mention some of them. Probably one of the first papers is the article by Zhu et al. [1] in which they describe the disease as a new form of pneumonia (with unknown etiology) caused by a novel coronavirus, a problem that seemed to be limited to China, and specifically to the area of Wuhan. As the relevance of the disease was recognized and its international expansion begins, more and more research papers appear in scientific journals worldwide. As soon as in February 2020, the paper by Wu et al. [2] reviews the main researches related with SARS-CoV-2 in the fields of epidemiology, clinical manifestations, diagnosis, treatments, and prevention. Also, some papers, as [3], related this disease with previous coronavirus epidemic episodes as SARS-CoV and MERS-CoV.
As the disease started to be better characterized, research moves to the possibility of vaccine development, as in Refs. [4,5] or [6], and to the search for better medication and treatment, as in Refs. [7–11] or [12].

In the Spanish case, and a part of the researches in the previously commented fields (as [11]), some papers have analyzed specificities of the evolution and situation of the pandemic in Spain. This is the case of papers [13–15], and special interest has the paper by Briz and Serrano [13], who analyze the evolution of the pandemic in Spain from the double spatio-temporal perspective with the goal of exploring the possible existence of a relationship between temperature and the evolution of the accumulated number of COVID-19 cases, a question that has been widely discussed. They use the province as geographic analysis unit and founded no evidence of the mentioned relationship, at least for the period analyzed (the first month of the pandemic). Also, special interest has the paper by Ahmar and Boj [14], who use a model related with those used in the present paper. Their objective is to study the effect of the number of confirmed cases over the Spanish Stock Exchange Index, as a way to forecast, always in a short term, the economic impact of the pandemic.

Some researches have applied ARIMA models to forecast different aspects of the pandemic behavior. We will mention just two examples. The paper by Benevenuto et al. [16] applies ARIMA modeling to dataset covering a period between January and February, and in some moment, they use also the logarithmic transformation, as we will. The paper by Tandon et al. [17] applied ARIMA model to data corresponding to the evolution of the pandemic in India, generating short term forecasts and comparing ARIMA with other forecasting methods.

In this chapter, we have centered our analysis specially in the death toll, as we consider this series more robust than others (as will be commented latter). One of our goals, identifying the peak of the pandemic curve, is a relevant question, which can be answered using different approaches. Some experts have used epidemiological models, such as Susceptible, Infected, Recovered (SIR) or Susceptible, Exposed, Infectious, and Removed or Recovered (SEIR) [18] models yet there are other alternatives, such as the use of time-series analysis models, as shown in this paper. These models have been also used to analyze the relationship between some of the more relevant series describing the evolution of the pandemic: the death toll and the intensive care unit (ICU) demand, and the infected cases and recovered persons.

2. Materials and method

2.1 Time-series models

The problem of forecasting the evolution of natural or social phenomena is an old question that has received numerous responses over time from different viewpoints [19]. The aim of this paper is not to put forward a comprehensive overview of time-series analysis models, though it is relevant to distinguish between causal models and pure
time-series analyses. The first category include [20] methods such as the above-mentioned SIR model, based on considering scientific (in this case, epidemiological) knowledge to build a model that is adjusted to real data by optimizing its parameters. The adequateness of SIR model has been discussed by Postnikov [21].

The second category includes a wide variety of models that take advantage of what we can call inertia in the evolution of time series [22–24]. This inertia is the result of the effect on the measured variable of underlying factors that affect the evolution of the corresponding natural phenomenon. These models do not try to understand this effect, but instead aim to recognize regular patterns in the phenomenon’s evolution and use them to forecast it.

### 2.1.1 ARIMA models

The models used here are a well-known stochastic family of models known as ARIMA models. The acronym ARIMA corresponds to Auto Regressive (AR) Integrated (I) Moving Average (MA). The technique applied was initially developed by Box and Jenkins and is often referred to as the Box-Jenkins Analysis (Box et al. [22], Chapters 3 and 4).

ARIMA models are extremely flexible and can adequately model a wide range of time-series behaviors with just a few parameters [24].

To present the model, it is necessary to define the backshift operator B. This is a symbolic operator that reduces the time index of an element in the series:

\[ B z_t = z_{t-1} \]

The ARIMA model is the combination of three components [22,23]:

- **The AR part:**

\[
(z_t - \varphi_1 z_{t-1} - \varphi_2 z_{t-2} - \ldots - \varphi_p z_{t-p} + a_t)
\]

Using the backshift operator in this expression and moving all terms in z to left side, it can be written as:

\[
(1 - \varphi_1 B - \varphi_2 B^2 - \ldots - \varphi_p B^p) z_t = a_t
\]

\[
\varphi_p(B) z_t = a_t
\]

where \( \varphi_p(B) \) is a polynomial in B of order p, called autoregressive polynomial. It represents the influence of the past p values of the series on its present value (Eq. 35.1) (thus it’s named auto-regressive). The random noise element \( a_t \) is considered to be a white noise process.

- **The MA part of the model:**

\[
z_t = a_t - \theta_1 a_{t-1} - \theta_2 a_{t-2} - \ldots - \theta_q a_{t-q}
\]

Again, using the backshift operator in this expression, it can be written as:

\[
z_t = (1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q) a_t
\]

\[
z_t = \theta_q(B) a_t
\]
where now, $\theta_q(B)$ is a polynomial in $B$ of order $q$ (MA polynomial), representing the impact in the present time-series value of the last $q$ random inputs (Eq. 35.2) represented by $a_t$.

- And finally, the Integrated part (I), corresponding to the differences required to stabilize the series (converting the original series into a stationary one)

$$\nabla^d z_t = a_t$$

where $\nabla = (1 - B)$ is called the difference operator by its effect, as it generated the difference between one element of the time series and its previous one.

$$\nabla z_t = z_t - z_{t-1}$$

When all these three elements are put together to obtain an ARIMA model, the abbreviated expression is:

$$\phi_p(B)\nabla^d z_t = \theta_q(B)a_t$$

Or more detailed:

$$(1 - \varphi_1 B - \ldots - \varphi_p B^p)(1 - B)^d z_t = (1 - \theta_1 B - \ldots - \theta_q B^q)a_t$$

(35.3)

And this model is referenced as an ARIMA(p,d,q) model. Orders $p$, $d$, and $q$ may have any integer value, but are only greater than 4 or 5 in a few cases, and they are usually equal to or lower than 2.

There is an extension of ARIMA models that includes the option of cyclical evolution patterns. In this case, completely parallel models can be defined with the specificity of using a new seasonal backshift operator $B^s$, instead of the $B$ backshift operator, where $s$ is the length of the seasonal period (i.e., 7 for daily data with weekly seasonality, 12 for monthly data with yearly seasonality):

$$B^s z_t = z_{t-s}$$

In addition, a new seasonal difference operator is set out as:

$$\nabla_s = 1 - B^s$$

Similar autoregressive and moving average polynomials, now in $B^s$, seasonal backshift operator, can be defined as $\Phi_p(B^s)$ and $\Theta_q(B^s)$, respectively.

The final model, including both seasonal and nonseasonal patterns is represented as the ARIMA(p,d,q) (P,D,Q)s model:

$$\phi_p(B)\Phi_p(B^s)\nabla^d \nabla_s^D z_t = \theta_q(B)\Theta_q(B^s)a_t$$

In our study, only nonseasonal structures were detected, so only nonseasonal ARIMA models have been used. The computation of the model’s parameters requires the use of statistical software. In our case, we used Statgraphics and Matlab.
The forecasting expressions of ARIMA models may have three alternative forms [23]. The first one is simply the development of Eq. (35.3). For instance, for an ARIMA(1,1,1) model, the expression will be:

\[ z_t = (1 + \varphi_1)z_{t-1} - \varphi_1 z_{t-2} + a_t - \theta_1 a_{t-1} \]

In this expression, \( z_i (i < t) \) are the past values of the time series, and \( a_i (i < t) \) are the past model residuals. For projecting the forecasts, values of \( z_i (i > t) \) are substituted by the forecasted values, and \( a_i (i > t) \) are replaced by zero.

The second and third forecasts expressions are the result of moving all polynomials in \( B \) to the same term of the equation. If polynomials are moved to the left side, we refer to this expression as the \( \pi \) weights form:

\[ \frac{\Phi_p(B)\nabla^d}{\theta_q(B)}z_t = a_t \]

And as the result of dividing polynomials is another polynomial, in general of infinite order

\[ (1 - \pi_1 B - \pi_2 B^2 - \pi_3 B^3 - \ldots)z_t = a_t \quad (35.4) \]

And from here:

\[ z_t = \pi_1 z_{t-1} - \pi_2 z_{t-2} - \pi_3 z_{t-3} - \ldots - \pi_i z_{t-i} - \ldots + a_t \]

The decision of truncating this expression can be based on the decreasing values of successive \( \pi \) coefficients.

Similarly, if polynomials are moved to the right side, we refer to this expression as the \( \Psi \) weights form:

\[ z_t = \frac{\theta_q(B)}{\Phi_p(B)\nabla^d}a_t \]

And we can obtain

\[ z_t = a_t - \Psi_1 a_{t-1} - \Psi_2 a_{t-2} - \Psi_3 a_{t-3} - \ldots - \Psi_i a_{t-i} - \ldots \]

Also here, the decision of truncating this expression can be based on the decreasing values of successive \( \Psi \) coefficients.

### 2.1.2 Cross-correlations

The cross-correlation function (CCF) is a way of analyzing the similarity between two time series as a function of the displacement in time of one related to the other. The CCF is built with the cross-correlation coefficients, that is, the correlation coefficients between the elements in the two series analyzed, at different time displacements [25,26].

If we consider two time series \( z_t \) and \( x_t \), the cross-correlation coefficient for delay (time displacement or lag) \( L \), represented as \( r(L) \), is
The CCF is a graphical representation of the cross-correlation coefficients for delays in an interval $[-K, +K]$. By varying $L$ above and below zero, we can obtain an image of the possible interaction between the two series, identifying the time displacements at which this influence is higher. For example, if only one significant coefficient appears at $L = 0$, this means that the interaction between the two series is instantaneous. If a significant cross-correlation coefficient appears in $L > 0$, this means that changes in $x_t$ affect $z_t$ with a delay of $L$ periods. If a significant cross-correlation coefficient appears in $L < 0$, this means that changes in $z_t$ affect $x_t$ with a delay of $L$ periods.

### 2.2 Data sources

We used the public data provided by the Spanish Ministry of Health for our study, accessible daily via web [27] and tabulated in Ref. [28]. The dataset selected included six series, corresponding to the total number of infected people detected, the cumulative figures for recovered patients, the cumulative figures for deaths, the number of patients in ICUs, and the number of hospitalized patients. In the period under study, the criteria for gathering data were maintained constant.

In Fig. 35.1, we can appreciate the evolution of the different variables included in our dataset. The different curves show the cumulative values evolution. We can appreciate changes in the speed of growth, but it is better for recognize the evolution to use daily values instead of cumulative figures (Fig. 35.2).

The number of infected people was highly dependent on the number of tests performed and was therefore discarded for our main forecasting study. The most consistent series out of the given data was the cumulative death figures, and this became the main target of this study. The number of patients in ICUs was also studied, given its key relevance to show the stress placed on the Spanish healthcare system. The series with the number of recovered patients was studied in its relationship with the infected series, and only the number of hospitalized patients was not considered in our analysis.

Fig. 35.2 shows the evolution of daily values for infected people and death toll. In both curves, three periods are clearly defined:

- A first exponential growth period of the disease expansion in the first part of the pandemic evolution. This period cover until approximately March 26 or 27. As restrictions to mobility were applied on March 14 and considering the incubation lapse of one to two weeks, this first part can be assimilated with the free evolution of the disease.
- The second period starts approx. March 28 and last until about April 3. The curve, with a slower growing speed stabilizes and reaches the maximum. The effect of confinement measures starts to impact the pandemic evolution.
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FIGURE 35.1 Evolution of the pandemic in Spain. Cumulative values. From February 25 to April 7.

FIGURE 35.2 Evolution of the pandemic in Spain. Daily values. From February 25 to April 7.
- The third period, starting around April 4 means the beginning of the decreasing zone of the disease evolution, when the impact of Government actions finally changes the shape of the pandemic curve.

The shape of the first of these three periods, with nearly exponential growth, can be appreciated with more detail in Figs. 35.3 and 35.4.

Data are included in Annex A, at the end of this chapter. We have included not only the series used in this chapter but also the complete file for the period considered.

3. Analysis of the daily death toll

For the analysis, we considered the daily death figures. Though data about COVID-19 became available on February 20, the first deaths were recorded on March 4. Our analysis started on March 25, as a certain amount of data was required for significant analysis.

As literature indicates that epidemic processes frequently follow an exponential pattern in their growth phase (Chowell et al. [29,30]), we decided to analyze not the original data but to study their logarithms instead. The structure of the adjusted model and forecast was in line with epidemiological literature.

![FIGURE 35.3 Exponential pattern of evolution in daily Infected, before March 27.](image-url)
The model was re-evaluated with each new piece of data, starting from zero, that is, starting from the model identification. This is the reason for the changes in the model used, given that these were the best models for each day.

The model was consistently an ARIMA model with two differences, autoregressive and a MA order of 1 or 2, thus varying between ARIMA(2,2,1) and ARIMA(1,2,2), except on March 30 where an ARIMA(0,2,5) fitted slightly better than the usual models.

In the first part of the period, the main aim was to forecast the peak in the death curve.

The Spanish Government enforced restrictions on people’s movements on March 14 and given an incubation period of 7–14 days for the virus, the impact of these restrictions only became apparent one to two weeks later. Thus, the evolution before March 22 may be considered as the evolution pattern previous to restrictive measures.

The date for the maximum number of deaths and the forecast value for these deaths began to be brought forward as of March 25, 10 days after the confinement measures were brought in and when the death toll series has a length of at least 20 time periods (first dead was registered in March 4), a minimum to being able to perform a reasonably consistent analysis. On March 25, after an especially bad figure of persons death this day, the peak was expected on April 14 with a daily death toll of more than 5000. By the end of March, this date had been brought forward to April 3, with a death toll of about 1000. Finally, the maximum number of deaths occurred on April 2, with the terrible figure of
950 persons passing away in 1 day. These results are shown in Table 35.1, where, retrospectively, we have added forecasts for March 19 to March 24.

These values require some comment, given that the forecasting horizon to identify this peak is higher than the reasonable forecasting horizon. Predicting the evolution 10 days ahead (like on March 19) or even 24 days ahead (like on March 21) was more a mere mathematical projection than a reliable forecast. This was especially true for the first part of the series, as the quality of the forecast depends on the length of the time series. The identification of the curve’s peak after March 25, with horizons of less than 10 days, began to offer more reliable results, as the series became longer, and the forecast horizon grew shorter.

Once the confinement started to generate the desired effect, the model stabilized in an ARIMA(2,2,1)/ARIMA(1,2,2) for at least 10 days, before starting to change again in the downward part of the death toll curve.

The shape of the forecast evolution is shown in Fig. 35.5, corresponding to different dates between March 20 and April 7 (March 20, 22, 26, 28, and 31, and April 2, 4, and 7). First figures correspond to the period before the death curve peaked and the last ones after this maximum figure.

Centering the analysis on short term forecasts, those more reliable, we have reviewed the accuracy of three days ahead values. One day ahead forecasts always included the real value in the 95% confidence interval. In fact, the mean number of absolute sigma (as a distance between real data and forecasted value) was 0.35 and always less than 1. The same was valid for two days ahead forecasts (mean of absolute sigma between forecast and actual value of 0.32, always less than 1) and for three days ahead forecasts (mean of

Table 35.1 Forecast of daily deaths (* correspond to real values).

| Date of forecast | Model       | Maximum date predicted | Forecast | LCL  | UCL  |
|------------------|-------------|------------------------|----------|------|------|
| March 19, 2020   | ARIMA(1,2,2)| March 29, 2020         | 331      | 36   | 3,012|
| March 20, 2020   | ARIMA(1,2,2)| April 04, 2020         | 943      | 114  | 7,812|
| March 21, 2020   | ARIMA(1,2,2)| April 14, 2020         | 3,945    | 342  | 45,561|
| March 22, 2020   | ARIMA(2,2,1)| March 30, 2020         | 668      | 136  | 3,289|
| March 23, 2020   | ARIMA(2,2,1)| March 29, 2020         | 619      | 131  | 2,930|
| March 24, 2020   | ARIMA(1,2,2)| March 31, 2020         | 790      | 176  | 3,551|
| March 25, 2020   | ARIMA(2,2,1)| April 14, 2020         | 5,436    | 315  | 93,901|
| March 26, 2020   | ARIMA(1,2,2)| April 07, 2020         | 1,870    | 275  | 12,698|
| March 27, 2020   | ARIMA(2,2,1)| April 07, 2020         | 1,513    | 423  | 5,408|
| March 28, 2020   | ARIMA(1,2,2)| April 03, 2000         | 1,219    | 371  | 3,999|
| March 29, 2020   | ARIMA(1,2,2)| April 03, 2020         | 1,040    | 297  | 3,634|
| March 30, 2020   | ARIMA(0,2,5)| April 03, 2020         | 946      | 247  | 3,627|
| March 31, 2020   | ARIMA(1,2,2)| April 03, 2020         | 996      | 312  | 3,184|
| April 01, 2020   | ARIMA(2,2,1)| April 01, 2020*        | 864*     | —    | —    |
| April 02, 2020   | ARIMA(2,2,1)| April 02, 2020*        | 950*     | —    | —    |
FIGURE 35.5 Death toll evolution forecasted of March 20 (A), 22 (B), 26 (C), 28 (D), 31 (E), April 2 (F), 4 (G), and 7 (H).
Table 35.2  Three days ahead forecast with deviation from real value in number of sigma.

| Date of forecast | One day ahead forecast | Real value | σ   | Two days ahead forecast | Real value | σ   | Three days ahead forecast | Real value | σ   |
|------------------|------------------------|------------|-----|-------------------------|------------|-----|---------------------------|------------|-----|
| 19/03            | 143                    | 235        | −0.65 | 205                     | 324        | −0.58 | 207                      | 394       | −0.73 |
| 20/03            | 214                    | 324        | −0.59 | 305                     | 394        | −0.33 | 327                      | 462       | −0.42 |
| 21/03            | 320                    | 394        | −0.31 | 451                     | 462        | −0.03 | 511                      | 514       | −0.01 |
| 22/03            | 419                    | 462        | −0.16 | 514                     | 514        | 0.00  | 535                      | 738       | −0.43 |
| 23/03            | 491                    | 514        | −0.08 | 559                     | 738        | −0.43 | 576                      | 655       | −0.17 |
| 24/03            | 555                    | 738        | −0.46 | 628                     | 655        | −0.07 | 673                      | 769       | −0.19 |
| 25/03            | 804                    | 655        | 0.34  | 1029                    | 769        | 0.48  | 1225                     | 832       | 0.53  |
| 26/03            | 934                    | 769        | 0.33  | 965                     | 832        | 0.25  | 1147                     | 838       | 0.48  |
| 27/03            | 930                    | 832        | 0.21  | 939                     | 838        | 0.21  | 1105                     | 812       | 0.50  |
| 28/03            | 982                    | 838        | 0.30  | 1029                    | 812        | 0.38  | 1126                     | 849       | 0.39  |
| 29/03            | 985                    | 812        | 0.37  | 976                     | 849        | 0.26  | 1036                     | 864       | 0.31  |
| 30/03            | 938                    | 849        | 0.21  | 846                     | 864        | −0.04 | 894                      | 950       | −0.10 |
| 31/03            | 991                    | 864        | 0.27  | 949                     | 950        | 0.00  | 996                      | 932       | 0.11  |
| 01/04            | 816                    | 950        | −0.33 | 810                     | 932        | −0.30 | 757                      | 809       | −0.13 |
| 02/04            | 906                    | 932        | −0.06 | 940                     | 809        | 0.31  | 914                      | 674       | 0.54  |
| 03/04            | 868                    | 809        | 0.15  | 861                     | 674        | 0.51  | 784                      | 637       | 0.35  |
| 04/04            | 871                    | 674        | 0.54  | 747                     | 637        | 0.34  | 722                      | 743       | −0.05 |
| 05/04            | 736                    | 637        | 0.31  | 582                     | 743        | −0.52 | 562                      | 757       | −0.51 |
| 06/04            | 606                    | 743        | −0.48 | 520                     | 757        | −0.87 | 477                      | 683       | −0.72 |
| 07/04            | 518                    | 757        | −0.86 | 556                     | 683        | −0.47 | 453                      | 605       | −0.54 |

absolute sigma between forecast and actual value of 0.36, always less than 1). Table 35.2 shows three days ahead forecasts with the corresponding real values and the forecast error measured in sigma.

The expressions used to obtain these forecasts are the application in each case (in each daily model) of Eq. (35.3) or (35.4). Model parameters values changed daily, sometimes by the change in the ARIMA orders but also when orders maintain the same values, the incorporation of new data to the series produces different parameters’ estimations.

As an example, two daily forecasts functions will be presented, for March 20 and for April 2. In March 20 (see Table 35.1), selected model was an ARIMA(1,2,2), and thus the polynomial expression was:

\[(1 - \varphi_1 B)(1 - B)^2z_t = (1 - \theta_1 B - \theta_2 B^2)a_t\]

Once developed, the forecasting direct expression is:

\[z_t = (2 + \varphi_1)z_{t-1} - (1 + 2\varphi_1)z_{t-2} + \varphi_1 z_{t-3} + a_t - \theta_1 a_{t-1} - \theta_2 a_{t-2} + \text{Constant}\]

And using the parameter estimates (\(\varphi_1 = -0.58698; \ \theta_1 = 1.84775; \ \theta_2 = -0.88044\), constant = −0.02104 (not significant))
\[ z_t = 1.41302 z_{t-1} + 0.17396 z_{t-2} - 0.058698 z_{t-3} + a_t - 1.84775 a_{t-1} + 0.88044 a_{t-2} - 0.02104 \]

In April 2, the best model was an ARIMA(2,2,1), and the corresponding expressions are:

\[ (1 - \phi_1 B - \varphi_1 B^2)(1 - B)^2 z_t = (1 - \theta_1 B)a_t \]

\[ z_t = (2 + \varphi_1)z_{t-1} - (1 + 2\varphi_1 - \varphi_2)z_{t-2} + (\varphi_1 - 2\varphi_2)z_{t-3} + \varphi_2 z_{t-4} + a_t - \theta_1 a_{t-1} + \text{Constant} \]

And taking into account the parameter estimates (\( \varphi_1 = -1.11585; \varphi_2 = -0.473501; \theta_1 = 1.00713, \) constant = \(-0.0382876\) (not significant))

\[ z_t = 0.88415 z_{t-1} - 2.705201 z_{t-2} + 0.168848 z_{t-3} - 0.473501 z_{t-4} + a_t - 1.00713 a_{t-1} - 0.0382876 \]

4. Analysis of the relationship between deaths and intensive care unit figures

Patients with more serious problems and more complicated prognoses were taken into the ICUs, which became the real bottleneck, saturating hospitals in Spain, and in all countries [31,32]. There is obviously a link between the series of deaths and that of ICU admissions.

ARIMA analysis brings us a tool to verify this relationship and to understand how ICU figures affect death toll values. To do this, we analyzed the CCF between the ARIMA residuals from the death toll adjustment and the ICU admissions series. The CCF enables us to detect the possible delay of the impact of one series on the other. In our case, the cause-effect relationship is from ICUs to deaths, and in the CCF computation, we should detect important values for some cross-correlation coefficients in negative delays.

Fig. 35.6 shows the CCF obtained on April 7. We selected the last day of the period under study to perform our analysis so as to take advantage of the maximum amount of data, but in previous dates, the shape was similar.

As Fig. 35.6 shows, there is a clear maximum in CC coefficients for delay \(-8\). Symmetric coefficients around delay \(-8\) are called usually “satellites” and are an analytical effect of the basic relation in the main delay.

The meaning of this pattern has an important interpretation: ICU admissions had an impact on the number of deaths with a delay of eight days. More precisely, the part of the evolution of the death toll values that cannot be explained by its own history, is, at least in part, explained by the number of ICU admissions eight days before.

5. Relationship between infected and recovered

There should be a relationship between the figures of infected people and those of recovered people. Causal models as SIR or SEIR formulates this relationship in their defining expressions [33]. We will evaluate this using CCF from the ARIMA perspective. If
we compare cumulative curves, the relationship will show a high correlation coefficient, but this can be a spurious value (when computing the relationship between any two growing series, the result will be a high-correlation coefficient). Nevertheless, by logical and medical reason, a causal relation should exist and requires some analysis.

We have used the series of daily new infected persons and daily recovered persons. CCF has been used to evaluate how both series interact. To do this, first an automated forecasting model selection has been made for the evolution of daily recovered series, resulting in a weak structure known as random walk, or in terms of ARIMA models an ARIMA(0,1,0) model. CCF has been obtained then for the residuals of this model vs the series of daily infected. We have used the same time window, and the result shows that today’s recovered values have a significative dependence on values of infected cases with delays 2 and 8 (with a 95% level of confidence). Fig. 35.7 shows this CCF.
6. Conclusions and final comments

The period considered for this study is especially relevant because it corresponds to the period in which the Spanish healthcare system moved from a situation of normality to one of maximum stress, on the verge of saturation and sometimes even beyond this boundary. After the peak in the pandemic curve, the healthcare system still had a lot of work, but the stress started to decrease, and the situation began to return to normal.

As we have seen, ARIMA models were able to adjust the evolution pattern of the COVID-19 growth phase for the Spanish case. Models with usually no more than three parameters were capable of generating accurate forecasts with a mean error of about 0.33 sigma, for one, two and three days ahead forecasts.

The use of the CCF enabled us to detect an interesting relationship between the number of ICU admissions and the number of deaths eight days later, identifying maybe a critical phase in the time spent in ICUs.

Also using CCF has showed that there is a significant relationship between recovered persons and infected cases with 2 and 8 days of delay, maybe linked with less severe cases and medium sever cases, as for severe cases the length of stay in hospital is higher, ever more than one month. These severe cases are not detected by the CCF because the length of the series involved in the analysis.

The analysis has continued after the period under study in this paper. The situation has changed in the downward phase of the pandemic’s evolution in Spain. On one hand, there have been certain issues with data gathering, as data are recorded by the regional governments and then sent to the central government, and this process has suffered some discrepancies. In addition, the structure of the model has changed and will be reviewed in later research papers.

Annex A. Data

| Date          | Cumulative infected | Cum. Recovered | Cum. Deceases | Cum. ICU | Cum. Hospitalized |
|---------------|---------------------|----------------|---------------|----------|-------------------|
| February 25, 2020 | 3                   |                |               |          |                   |
| February 26, 2020 | 10                  |                |               |          |                   |
| February 27, 2020 | 16                  |                |               |          |                   |
| February 28, 2020 | 32                  |                |               |          |                   |
| February 29, 2020 | 44                  |                |               |          |                   |
| March 01, 2020   | 66                  |                |               |          |                   |
| March 02, 2020   | 114                 |                |               |          |                   |
| March 03, 2020   | 135                 |                |               |          |                   |
| March 04, 2020   | 198                 | 1              | 7             |          |                   |
| March 05, 2020   | 237                 | 3              | 9             |          |                   |
| March 06, 2020   | 365                 | 5              | 11            |          |                   |
| March 07, 2020   | 430                 | 8              |              |          |                   |
| March 08, 2020   | 589                 | 17             |              |          |                   |
| March 09, 2020   | 999                 | 23             | 17            | 68       |                   |
March 10, 2020 1,622 135 35 100
March 11, 2020 2,128 183 47 142
March 12, 2020 2,950 189 84 190
March 13, 2020 4,209 189 120 272
March 14, 2020 5,753 517 136 293
March 15, 2020 7,753 517 84 190
March 16, 2020 9,191 530 309 432
March 17, 2020 11,178 1,028 491 563 3,215
March 18, 2020 13,716 1,081 598 774 5,717
March 19, 2020 17,147 1,107 767 939 5,717
March 20, 2020 19,980 1,585 1,002 1,141 10,542
March 21, 2020 24,926 2,125 1,326 1,612 10,542
March 22, 2020 28,572 2,575 1,720 1,785 15,554
March 23, 2020 33,089 3,355 2,182 2,355 18,273
March 24, 2020 39,673 3,794 2,696 2,636 22,762
March 25, 2020 47,610 5,367 3,434 3,166 26,960
March 26, 2020 56,188 7,015 4,089 3,679 31,912
March 27, 2020 64,059 9,357 4,858 4,165 36,293
March 28, 2020 72,248 12,285 5,690 4,575 40,630
March 29, 2020 78,797 14,709 6,528 4,907 43,397
March 30, 2020 85,195 16,780 7,340 5,231 46,617
March 31, 2020 94,417 19,259 8,189 5,607 49,243
April 01, 2020 102,136 22,647 9,053 5,872 51,418
April 02, 2020 110,238 26,743 10,003 6,092 54,113
April 03, 2020 117,710 30,513 10,935 6,416 56,637
April 04, 2020 124,736 34,219 11,744 6,532 57,612
April 05, 2020 130,759 38,080 12,418 6,861 58,744
April 06, 2020 135,032 40,437 13,055 6,931 59,662
April 07, 2020 140,510 43,208 13,798 7,069 63,093
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