End-to-end Video-level Representation Learning for Action Recognition
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Abstract—From the frame/clip-level feature learning to the video-level representation building, deep learning methods in action recognition have developed rapidly in recent years. However, current methods suffer from the confusion caused by partial observation training, or without end-to-end learning, or restricted to single temporal scale modeling and so on. In this paper, we build upon two-stream ConvNets and propose Deep networks with Temporal Pyramid Pooling (DTPP), an end-to-end video-level representation learning approach, to address these problems. Specifically, at first, RGB images and optical flow stacks are sparsely sampled across the whole video. Then a temporal pyramid pooling layer is used to aggregate the frame-level features which consist of spatial and temporal cues. Lastly, the trained model has compact video-level representation with multiple temporal scales, which is both global and sequence-aware. Experimental results show that DTPP achieves the state-of-the-art performance on two challenging video action datasets: UCF101 and HMDB51, either by ImageNet pre-training or Kinetics pre-training.

I. INTRODUCTION

In recent years, human action recognition has received increasing attention due to potential applications in human-robot interaction, behaviour analysis and surveillance. From traditional hand-crafted features based methods [1]–[3], [15] to deep learning methods [4]–[6], [19], [20], [23], [24], from small scale video datasets [11], [12] to large scale video datasets [26], [28], considerable progresses have been made in the community of human action recognition.

However, for the video representation building based on deep learning, there still remains some challenges to be solved and one of them is the long-range temporal structure modeling [6], [19], [20], [23]. As an image doesn’t evolve over time like a video, it could be safely represented by its crop with the image-level label as the supervision [14]. Given a video, early approaches tried to learn the frame-level feature [4] or clip-level feature [17]. At test time the frame-level predictions are averaged to get the video-level prediction [4]. While the clip-level features are aggregated into a video representation for SVM classification [17]. Recently, it is found that the classifier trained by single frame or short clip of a video would confuse itself when it meets the look-alike frames/clips in the videos of different classes [13], [20], as shown in Figure 1.

To overcome the confusion caused by partial observation training, several works have been trying to learn the video-level representation [10], [13], [16], [19], [20], [23], [33]. They primarily follow two different pipelines: (1) aggregating the frame-level features of two-stream architectures into a fixed-size video-level representation [13], [19], [20], [23], [33], which employs complex encoding methods [22]; (2) applying 3D convolutions on long-term input frames to learn a spatio-temporal representation [10], [16]. However, their representations are either built with insufficient (e.g. 3) frames/stacks sampled per video [19], or without end-to-end training [20], [23], or restricted to single temporal scale modeling [20], [33], thus may not be discriminative enough and be sub-optimal. The representations of some methods are very high dimensional [13], [23], which make them hard to train and deploy. Moreover, compared to 2D convolutions, long-term 3D convolutions [16] have to reduce the spatial resolution of input frames to relieve memory consumption, from which finer cues are easily lost.

To address these problems, a new video-level representation learning method is proposed in this paper, called Deep networks with Temporal Pyramid Pooling (DTPP) as illustrated in Figure 2. Our method aims to build the video-level representation in an end-to-end manner using enough frames sparsely sampled across a video. The trained model has the video-level representation and could make the video-level prediction both in training and testing instead of aggregating...
the frame-level predictions like some former two-stream style methods [4]–[6], [24]. A temporal pyramid pooling layer is used to encode the frame-level features into the fixed-size video-level representation with multiple temporal scales, where a coarse-to-fine architecture is employed to capture the temporal structure of the human actions in videos.

Our method is built upon the two-stream style methods [4]–[6], [19], [24], where the spatial and temporal streams take as input RGB images and optical flow stacks respectively. The major difference is that our method aims to learn the video-level representation rather than the frame-level feature. By mapping between the video-level representation and prediction, it is expected to avoid the mistakes that the two-stream style models easily make due to partial observation training. Our method is also similar to some local encoding methods, which are not trained end-to-end [20], [25], or restricted to single temporal scale learning [20].

In summary, our contributions include: (a) We propose an end-to-end video-level representation learning method for action recognition, dubbed Deep networks with Temporal Pyramid Pooling (DTPP); (b) A temporal pyramid pooling layer is used to aggregate the frame-level features into the fixed-size video-level representation, which captures the temporal structure of videos in a multi-scale fashion; (c) DTPP achieves the state-of-the-art performance both on UCF101 [12] and HMDB51 [11], either by ImageNet [31] pre-training or Kinetics [26] pre-training.

In the remainder of this paper, our proposed approach are described Section II. In Section III, our method is evaluated on the datasets. Finally, conclusions are given in Section IV.

II. END-TO-END VIDEO-LEVEL REPRESENTATION LEARNING

A. Overall architecture

Figure 2 shows the architecture of Deep networks with Temporal Pyramid Pooling (DTPP). Given a video X consisting of t frames, each frame is denoted by \( x_i \) and the whole video as \( X = \{x_1, x_2, \ldots, x_t\} \). Considering the redundancy of video frames and memory limitation, not all video frames are used to represent a video. Instead, each video is firstly divided into \( T \) segments of equal durations and then a frame is sampled from each segment. These frames are fed to a ConvNet and the ConvNet computes the features for each frame independently. The obtained features are vectors \( \{S_1, \ldots, S_T\} \) where \( S_i \in \mathbb{R}^d \), \( d \) is the frame feature dimension. To aggregate several frame-level features into a video-level representation, a temporal pyramid pooling (TPP) layer is placed on top of them. By end-to-end training, a fixed-size representation with multiple temporal scales is obtained.

Network architecture. The BN-Inception network [8] is applied as the backbone of DTPP. The BN-Inception has a depth of 33 layer, including 1 fully connected layer. As mentioned above, forward propagation is performed for each video frame independently. We extract the feature of the last convolutional layer after a global average pooling operation for each frame, which is a 1024-D vector. A temporal pyramid pooling layer is used to aggregate these frame-level features into a video-level representation, as shown in Figure 3. The number of pyramid levels of the temporal pooling layer is \( K \) and the total number of bins is \( M = \sum_{i=1}^{K} 2^{i-1} \). In each temporal bin, the responses of each filter is pooled by a function \( G \): \( \{S_1, S_1+1, \ldots, S_j\} \rightarrow Q_{i \rightarrow j} \). Different functions \( G \) are investigated for the temporal pooling layer

- Average pooling:
  \[
  Q_{i \rightarrow j} = \frac{(S_i \oplus S_{i+1} \oplus \ldots \oplus S_j)}{(j - i + 1)}
  \]  

- Max pooling:
  \[
  Q_{i \rightarrow j} = \max\{S_1, S_{i+1}, \ldots, S_j\}
  \]

Formally, the output of the temporal pyramid pooling layer \( P \) is \( M \times d \) dimensional, which is a video-level representation with \( K \) pyramid levels

\[
P_i = [Q_{1 \rightarrow T}, Q_{1 \rightarrow T/2}, Q_{T/2+1 \rightarrow T}, \ldots, Q_{T \times (1/2^{K-1})+1 \rightarrow T}]
\]

\[
P = [P_1, P_2, \ldots, P_K]
\]

where \( P \in \mathbb{R}^{M \times d} \), \( P_i \) is the pyramid level \( i \) video representation with dimension \( 2^{i-1} \times d \). Note that the coarsest pyramid level \( P_1 \) covers the entire video. Each of the higher pyramid levels \( P_i, i = 2, \ldots, K \) consists of the pooled bins aligned by the temporal order. Thus, the obtained representation is globally sequence-aware. In this way, DTPP is equipped with a degree of sequence regularization, which is lacked in some two-stream style methods, e.g. TLE [19], TSN [5], [6], Deep Quantization [23]. The video-level representation \( P \) followed by a dropout layer is the input to the fully-connected layer, which outputs a video-level prediction given video X. Two-
Fig. 2. Deep networks with Temporal Pyramid Pooling for video-level representation. The orange blocks denote the spatial stream and the blue blocks denote temporal stream. The spatial stream takes as input RGB images and the temporal stream takes as input optical flow stacks. The temporal pyramid pooling (TPP) layer for each stream aggregates the frame-level features into the video-level representation. Finally, the scores for the two streams are combined by weighted average fusion. The spatial ConvNets applied to different segments share weights and similarly for the temporal ConvNets. Each stream is trained end-to-end.

**stream ConvNets.** Each input frame is rescaled by keeping the aspect ratio and its smaller side is resized into 256 pixels. RGB images and optical flow stacks are used as the inputs of two separate models respectively, i.e. spatial stream and temporal stream. For spatial stream, each input frame size is 224×224×3. For temporal stream, each input frame size is 224×224×10, which is the stack of 5 consecutive optical flow fields [5].

**B. Training**

Consider a dataset of $N$ videos with $n$ categories $\{(X_i, y_i)\}_{i=1}^N$, where $y_i \in \{1, \ldots, n\}$ is the label. Our goal is to optimize the parameters of ConvNets to build the video-level representation $P$ by end-to-end training. Formally, the video-level prediction could be obtained directly

$$ Y = \varphi(W_c P + b_c) $$

where $\varphi$ is a softmax operation, $Y \in \mathbb{R}^n$. $W_c$ and $b_c$ are the parameters of the fully connected layer. In the training stage, combining with cross-entropy loss, the final loss function is

$$ \mathcal{L}(W, b) = -\sum_{i=1}^{N} \log(Y(y_i)) $$

where $Y(y_i)$ is the value of $y_i$th dimension of $Y$. The back-propagation for the joint optimization of the $T$ segments can be derived as:

$$ \frac{\partial \mathcal{L}}{\partial s_i} = \frac{\partial \mathcal{L}}{\partial P} \frac{\partial P}{\partial s_i} = \frac{\partial \mathcal{L}}{\partial P} \sum_{j=1}^{K} \frac{\partial P_j}{\partial s_i}, i = 1, 2, \ldots, T $$

**Model pre-training.** Two kinds of pre-training are used: ImageNet [31] pre-training and Kinetics [26] pre-training. For the first one, the spatial stream is initialized by the model pre-trained on ImageNet and adapted by fine-tuning. To speed up convergence, we borrow the temporal stream of TSN [5] trained on video action datasets to initialize our temporal model. For the second one, a large scale video dataset, Kinetics dataset [26] is used to pretrain models. Kinetics dataset [26] is built to explore the effect of transfer learning from large scale video dataset to small scale video dataset. The pre-trained TSN [5], [6] models provided by Xiong [29] are used, which are firstly adapted to our DTPP framework and further fine-tuned on small video action datasets [11], [12]. The convolutional parameters of two streams are transferred from the pre-trained models and the fully connected layers are randomly initialized.

**Training detail discussions.** $T = 25$ RGB images and optical flow stacks are sampled from each video by default. In later ablation studies, different number of frames/stacks are also sampled from each video to explore the effect of number of training frames.

**C. Inference**

For each video during testing, 25 RGB images and optical flow stacks are sampled. Meanwhile, the crops of 4 corner and 1 center, and their horizontal flippings are obtained from the sampled frames. From one of these 10 crops, 1 video-level prediction is obtained. Corresponding 10 video-level predictions are averaged to get the final prediction. All predictions are obtained without the Softmax normalization.

**Model fusion** For the fusion of the predictions from two streams, weighted averaging scheme is used, where the fusion weight for each stream is 0.5 by default. The scores are fused without the Softmax normalization.

III. EXPERIMENTS
A. Datasets and implementation details

Datasets. Experiments are conducted on two challenging video action datasets: UCF101 [12] and HMDB51 [11]. The UCF101 dataset contains 13,320 videos with 101 action classes. The HMDB51 dataset contains 6,766 videos with 51 action classes. For both datasets, standard 3 training/testing splits are used for evaluation. The mean average accuracy over three testing splits is finally reported for the comparison with other approaches.

Implementation details. The mini-batch stochastic gradient descent algorithm is used to learn the model parameters, where the batch size is set to 128 videos. The L2 norm of gradients is clipped at 40 and momentum term is set to 0.9. Instead of decreasing the learning rate according to a fixed schedule, the learning rate is lowered by a factor of 10 after validation error saturates. Specifically, the learning rate for spatial stream is initialized as 0.01, ended at 0.00001, while the learning rate for temporal stream is initialized as 0.001, ended at 0.00001. The dropout ratio of the dropout layer for the video-level representation of both streams is set to 0.8. The same data augmentation techniques are used for all frames/stacks sampled from one video, including location jittering, horizontal flipping, corner cropping and scale jittering [5]. The optical flows are computed using the method of [18]. All experiments are implemented with Caffe [7]. One NVIDIA TITAN X GPU is used for training the spatial stream and two for the temporal stream. OpenMPI is used for parallelization.

B. Ablation studies

Temporal pyramid pooling. The number of pyramid levels and kernel of temporal pooling are selected according to the performance of the network. Max pooling is used as the temporal pooling kernel by default. As shown in Table I, with 1 pyramid level, i.e. global max pooling over 25 frame-level features, the two-stream accuracy of DTPP has achieved 94.3%. With further finer scale pooling, the performance is enhanced and it finally plateaus at 4 pyramid levels. Note that the representation of 4 pyramid levels has nearly twice the dimension of that of 3 pyramid levels. A single pyramid level with 3 segments is also tested, whose accuracy is 0.3% lower than that of 2 pyramid levels with the same dimension, which demonstrates the merits of multi-scale temporal pooling. The temporal pyramid pooling layer with average pooling kernel and 3 pyramid levels is also verified, which gains lower accuracy than that with max pooling kernel. Thus, the temporal pooling layer with 3 pyramid levels and max pooling kernel is selected both for the spatial and temporal streams by default.

Effect of end-to-end training. The effect of end-to-end training on the video-level representation is explored. For direct comparison, TSN [5] with BN-Inception, a frame-level feature learning method is chosen to do experiments. We also design a variant of TSN, “TSN+TPP”, which is adapted from TSN by adding a TPP layer with 3 pyramid levels and max pooling kernel. This variant is only fine-tuned in the fully connected layer, while the parameters of the convolutional layers are initialized by the trained reference models on UCF101 (split 1) and kept fixed. As shown in Table II, though without end-to-end training, TSN+TPP improves the accuracy of TSN by 0.9%, showing the importance of building the video-level representation. Our method not only exceeds TSN, but also outperforms TSN+TPP by 0.5%, demonstrating the merits of end-to-end training in building the video-level representation.

With different number of frames for training and testing. Due to the nature of temporal pyramid pooling, when the temporal dimension of input video frames varies, the model could still generate a fixed-size representation. Hence in testing, it could generalize to frame number which is different from training frame number per video. This is different from some video-level representation learning methods, e.g. TLE [19] and DOVF [20], which need fixed-size input in testing. While the frame-level feature learning approaches, such as two-stream ConvNets [4] and TSN [5], [6], suffer from the sub-optimal mapping caused by the late fusion of the prediction scores. Our method based on temporal pyramid pooling could generalize to less or more frames during testing in representation level, instead of prediction level. In Figure 4, we show the performance of DTPP under different number of training frames per video, e.g. “DTPPseg4” is trained by sampling 4 frames from each video. “TSNseg3” is the TSN [5] trained by sampling 3 frames from each video. Under different number of testing frames, the accuracy of DTPP is generally stable and consistently higher than that of TSN. Specifically, “DTPPseg4” outperforms “TSNseg3” under all the testing frames cases. It clearly suggests that building the video-level representation could avoid the mistakes that the frame-level methods easily make, even using less frames for training. It could also be observed that with more frames each video for training, the performance of DTPP could be improved, showing the significance of using enough frames to build the video-level representation.

---

2https://github.com/yjxiong/caffe

---

| TABLE I |
|--------|
| EXPLOSION OF DIFFERENT NUMBER OF TEMPORAL PYRAMID LEVEL AND POOLING KERNEL FOR DTPP ON UCF101 (SPLIT 1), ACCURACY(%) |
| Spatial | Temporal | Two-stream |
|---------|----------|------------|
| 1       | 88.2     | 88.2       | 94.3 |
| 1.2     | 89.6     | 88.9       | 94.8 |
| 1.2,4   | 89.7     | 89.1       | 94.9 |
| 1,2,4,8 | 89.7     | 88.9       | 94.9 |
| 3       | 89.3     | 88.6       | 94.5 |
| 1,2,4(Ave) | 87.8   | 88.4       | 94.4 |

| TABLE II |
|--------|
| EXPLOSION OF END-TO-END TRAINING FOR DTPP ON UCF101 (SPLIT 1), ACCURACY(%) |
| Spatial | Temporal | Two-stream |
|---------|----------|------------|
| TSN [5] | 85.7     | 87.9       | 93.5 |
| TSN+TPP | 88.0     | 88.9       | 94.4 |
| DTPP    | 89.7     | 89.1       | 94.9 |
Fig. 4. Exploration of different number of testing frames for TSN [5], and different number of training and testing frames for DTPP on UCF101 (split 1), accuracy(%).

| TABLE III | COMPARISON WITH THE STATE-OF-THE-ART, ACCURACY(%) | UCF101 | HMDB51 |
|-----------|---------------------------------|--------|-------|
| IDT [3]   | 85.9                            | 57.2   |
| MoFAP [15]| 88.3                            | 61.7   |
| MIFS [1]  | 89.1                            | 65.1   |
| Two-stream [4] | 88.0                  | 59.4   |
| C3D (3 nets) [17] | 85.2                  | -      |
| FastCN [9] | 88.1                            | 59.1   |
| ICT [16]  | 91.7                            | 64.8   |
| TSN(3 seg) [5] | 94.2                   | 70.7   |
| Gated TSN [24] | 94.5                   | -      |
| TSN(7 seg) [6] | 94.9                   | 71.0   |
| DOVF [20] | 94.9                            | 71.7   |
| ActionVLAD [13] | 92.7                   | 66.9   |
| Deep Quantization [23] | 94.2                   | -      |
| ST-ResNet [21] | 93.4                   | 66.4   |
| TLE [19]  | 95.6                            | 71.1   |
| Four-Stream [33] | 95.5                   | 72.5   |
| **DTPP (ours)** | **95.8**               | **74.8** |

| Kinetics pre-training | UCF101 | HMDB51 |
|-----------------------|--------|-------|
| TSN(BN-Inception) [29] | 97.0   | -     |
| TSNInception v3 [29]  | 97.3   | -     |
| Two-Stream I3D [26]   | 98.0   | 80.7  |
| **DTPP (ours)**       | **98.0** | **82.1** |

C. Comparison with the state-of-the-art

In Table III, the mean average accuracy on the three testing splits of UCF101 and HMDB51 of DTPP is reported. DTPP is compared with both traditional approaches [1], [3], [15] and deep learning methods [4]–[6], [9], [13], [16], [17], [19]–[21], [23], [24], [33]. For single model without ensemble technique, DTPP outperforms previous best method, by 0.2% on UCF101. Impressively, DTPP exceeds previous single model by a large margin of 2.3% on HMDB51, which implies DTPP excels in difficult datasets where the motion cues play key role. Single model of DTPP even outperforms TSN [5], [6] with three input modalities. With further fusion with iDT [3] and MIFS [1], DTPP achieves a new level of accuracy both on UCF101 and HMDB51, 96.2% and 76.3% respectively. Specifically, DTPP exceeds the frame-level feature learning method TSN [5], [6], the video-level representation learning method TLE [19] with only 3 frames, the video feature learning method without end-to-end training and without multi-scale temporal modeling, DOVF [20]. More surprisingly, DTPP even exceeds Dynamic Image Networks [33] either by single model or fusion with idT [3], which employs the ensemble of four models, all the frames of testing videos and a more advanced network architecture, i.e. ResNeXt [34]. Dynamic Image Networks [33] is also a video-level representation learning method. However, it is limited in single temporal scale modeling and its encoded dynamic inputs may lose the cues of original frames [33].

DTPP is also compared with other methods pre-trained on Kinetics dataset [26]. As shown in Table III, on the UCF101 dataset, DTPP pre-trained on Kinetics exceeds TSN with BN-Inception as backbone by 1.0% and TSN with Inception v3 [32] by 0.7%. DTPP is on par with Two-stream I3D [26] on UCF101, but exceeds it on HMDB51 by 1.4%, thereby achieving the state-of-the-art performance when pre-trained on Kinetics.

D. Visualization

Because of the large improvements of DTPP over previous methods on HMDB51, visualizations are done on the testing set (split 1) of this dataset. Corresponding results of TSN [5] are also displayed for clear illustration.

The classification results are shown in Figure 5. It is noticed that DTPP performs better than TSN in the videos with sequence pattern, e.g. “sit” and “stand”, “cartwheel” and “handstand”. One possible reason is that the video-level representation of DTPP is sequence-aware, which is lacked in TSN. DTPP also behaves well when the human object interaction pattern exists in videos, e.g. “swing baseball”, “draw sword”. Though we don’t have specific designs on detecting detailed objects, DTPP seems to capture the fine-grained objects by using contextual information during building the video-level representation.

IV. CONCLUSION

In this paper, we propose Deep networks with Temporal Pyramid Pooling (DTPP), an end-to-end video-level representation learning approach. DTPP uses a temporal pyramid pooling layer to aggregate the frame-level features of videos into a multi-scale video-level representation, being both global and sequence-aware. A set of problems are studied, including the number of pyramid levels and pooling kernel, the effect of end-to-end training as well as the effect of training frame number and testing frame number per video. Finally, DTPP achieves the state-of-the-art performance on UCF101 and
HMD51, either by ImageNet pre-training or Kinetics pre-training.
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