Enrichment Score: a better quantitative metric for evaluating the enrichment capacity of molecular docking models
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Abstract

The standard quantitative metric for evaluating enrichment capacity known as LogAUC depends on a cutoff parameter that controls what the minimum value of the log-scaled x-axis is. Unless this parameter is chosen carefully for a given ROC curve, one of the two following problems occurs: either (1) some fraction of the first inter-decoy intervals of the ROC curve are simply thrown away and do not contribute to the metric at all, or (2) the very first inter-decoy interval contributes too much to the metric at the expense of all following inter-decoy intervals. We fix this problem with LogAUC by showing a simple way to choose the cutoff parameter based on the number of decoys which forces the first inter-decoy interval to always have a stable, sensible contribution to the total value. Moreover, we introduce a normalized version of LogAUC known as enrichment score, which (1) enforces stability by selecting the cutoff parameter in the manner described, (2) yields scores which are more intuitively meaningful, and (3) allows reliably accurate comparison of the enrichment capacities exhibited by different ROC curves, even those produced using different numbers of decoys. Finally, we demonstrate the advantage of enrichment score over unbalanced metrics using data from a real retrospective docking study performed using the program DOCK 3.7 on the target receptor TRYB1 included in the DUDE-Z benchmark.

1 Introduction

In the field of computational drug discovery, the technique of molecular docking is widely used to predict how small molecules will interact with larger molecules (typically receptor proteins)\[1\]. The more favorable a given interaction is predicted to be, the higher the small molecule’s expected binding affinity with the receptor. Generally, a higher predicted binding affinity is taken to mean that that small molecule is more likely to actually bind to that receptor. A small molecule that actually binds to a receptor is called a ligand.

A given docking program constitutes
a docking model that estimates the binding affinity of candidate small molecules to a receptor of interest by performing a constrained minimization of the model’s scoring function \[1\]. Many scoring functions have been proposed \[1\] \[2\] \[3\] \[4\] \[5\] \[6\] \[7\], ranging from force field calculations to knowledge-based methods and even machine learning methods.

The quality of a docking model is measured by how well the model can distinguish ligands from non-ligands \[1\] \[19\]. This is done by examining how the model scores a dataset of small molecules consisting of (1) known ligands (called *actives*) and (2) molecules known or expected not to bind to the receptor (known as *decoys*). The practice of using a dataset of actives and decoys to measure how well a docking model can distinguish between ligands and non-ligands is known as *retrospective docking* \[8\]. This is the principal model validation technique available for docking models. Once properly validated, a docking model may be used to perform *prospective docking*, which means scoring molecules of unknown activity \[8\]. A prospective docking screen usually involves the scoring of many millions or even billions of molecules \[19\].

Decoys can be generated for a given receptor in a number of ways \[19\] \[11\], but there are also several established datasets of actives and decoys available as benchmarks \[8\] \[9\] \[10\]. Decoy sets are often designed to be particularly difficult to discriminate from actives for certain targets, such that if a given docking model can successfully discriminate between them in the setting of retrospective docking then this warrants a stronger belief in the model’s usefulness as a tool for enrichment in the setting of prospective docking \[19\].

An important goal in the field of computational drug discovery is to find a way to quantitatively measure the capacity of a given docking model to enrich a set of molecules by reliably predicting mostly favorable interactions for actives and mostly unfavorable interactions for decoys \[14\]. There are a number of enrichment metrics that have been developed \[14\] \[16\] \[18\]. For example, the metric known as *enrichment factor* (EF) captures the idea of enrichment by equating it to the proportion of actives present in some top fraction of best scoring molecules \[15\]. Quantitative metrics like EF also allow researchers to compare the performance of different docking models on the same dataset of actives and decoys \[16\].

The metric known as LogAUC \[13\] is one of the most popular metrics for evaluating the quality of molecular docking models \[9\] \[10\] \[19\] \[21\]. However, it comes with a significant drawback: it depends on a cutoff parameter \[13\] \[17\]. This cutoff parameter controls what the minimum value of the log-scaled x-axis is, which is a mandatory consequence of the choice to use the logarithmic scale. Unless this parameter is chosen carefully depending on the dataset, one of the two following situations occurs: either (1) some fraction of the first inter-decoy intervals of the ROC curve are simply thrown away and do not contribute to the metric at all, or (2) the very first inter-decoy interval contributes too much to the metric (even compared to the contribution of the second inter-decoy interval), and this comes at the expense of all inter-decoy intervals following the first interval.

We fix this problem with LogAUC by showing a simple way to choose the cutoff parameter based on the number of decoys which forces the first inter-decoy interval to always have a stable, sensible contribution to the total value. Moreover, we introduce a normalized version of LogAUC known as *enrichment score*, which (1) enforces stability by selecting the cutoff parameter in the man-
ner described, (2) is more intuitively meaningful, and (3) allows reliably accurate comparison of the enrichment capacities exhibited by different ROC curves.

2 Receiver Operating Characteristic

The statistical tool known as the receiver operating characteristic (AKA “ROC curve”) is a plot of how the true positive rate and false positive rate of an indexed family of binary classifiers change as the index is varied. The ROC curve itself is a step function:

$$\text{ROC}(x) = \begin{cases} y_1, & \text{if } k_0 < x \leq k_1, \\ y_2, & \text{if } k_1 < x \leq k_2, \\ \vdots \\ y_n, & \text{if } k_{n-1} < x \leq k_n, \end{cases}$$

where \(y_i\) are true positive rates and \(k_i\) are false positive rates.

Figure 1: An illustration of how to interpret the receiver operating characteristic.[22]

To compute the ROC, we usually use the family of binary classifiers indexed on the real line where each particular classifier’s index \(i\) specifies a cutoff value below which it predicts True ("active") and otherwise predicts False ("decoy"):

$$\text{classifier}_i(x) = \begin{cases} \text{True}, & \text{if } x < i \\ \text{False}, & \text{if } x \geq i \end{cases}$$

Now that we have our family of binary classifiers, we determine the true positive rate and false positive rate of each classifier in the family using the following dataset collected for a given set of molecules: (1) each molecule’s docking model score \(s_i \in \mathbb{R}\) and (2) its true active/decoy status \(b_i \in \mathbb{B}\), where \(\mathbb{B} = \{\text{True}, \text{False}\}\) is the set of Booleans.

This description the family of binary classifiers typically used for computing ROC assumes that the docking model being used indicates more favorable predictions (i.e. those more likely to be “active”) by assigning lower scores. For example, if the docking model score is an approximation of the energy of the physical system formed by the scored molecule bound to the receptor, then a more negative score will indicate a more negative energy, which is more favorable. This is why the above classifier function predicts True for input below its index rather than above. If the docking model being used indicates more favorable predictions by assigning higher scores rather than lower scores, then the classifier function should be modified to instead predict True for input above its index.

3 Linear-log plot and LogAUC

Calculated using a given docking model’s predictions for a given set of molecules, the ROC curve is often used to analyze the trade-off between true positive rate and false
positive rate in an indexed family of classifiers as its index is varied. While this visual presentation is useful, it is desirable to capture the enrichment capacity of a docking model in a single quantitative metric. The metric known as “LogAUC” is most commonly used for this purpose. In this section, we demonstrate the mathematical derivation of LogAUC and show how to calculate it explicitly for an ROC curve.

First we define the literal logarithmic area under the curve for an arbitrary function $f$ in the form of an explicit integral. Let $f : [0, 1] \to [0, 1]$ be an integrable function (any function you meet in practice is integrable). We consider the plot of $f$ with the $x$-axis on a logarithmic scale and the $y$-axis unchanged (on a linear scale). This kind of plot is known as a linear-log plot. This logarithmic scaling of the $x$-axis is used in order to preferentially weight the early behavior of the function in determining the total value of LogAUC. In this way, LogAUC uses the well-understood mathematical operation of the logarithm to formalize the idea that earlier enrichment is significantly more important than later enrichment; in fact, because the logarithm is the inverse operation of exponentiation, the choice to use logarithmic scaling implies that earlier enrichment is, in particular, exponentially more important than later enrichment.

Since $\ln(x)$ is undefined at $x = 0$, we need to decide an offset $0 < a < 1$ from zero to serve as the lowest value of $x$. This means we actually consider $f$ on $[a, 1]$. The function $f(x)$ on $[a, 1]$ on a logarithmic scale turns into $f(e^x)$ on $[\ln(a), 0]$. (We remind that $\ln(a) < 0$ for $0 < a < 1$.) The area $A(f; a)$ of $f$ on a linear-log plot with the offset $a$ is given by

$$A(f; a) = \int_{\ln(a)}^{0} f(e^x) \, dx = \int_{a}^{1} f(y) \, dy. \quad (1)$$

The maximum area is attained when $f = 1$ on the entire interval $[0, 1]$, giving $A_{\text{max}} = A(f = 1; a) = -\ln(a)$.

The usual approach at this moment is to divide this area of function in the linear-log plot by its maximum possible area to get the quantity known as LogAUC:

$$\text{LogAUC}(f; a) = \frac{A(f; a)}{A(1; a)} = \frac{1}{-\ln(a)} \int_{a}^{1} f(x) \, dx. \quad (2)$$

For example, for the random classifier $\text{rand}(x) = x$, we get

$$\text{LogAUC}(\text{rand}; a) = \frac{1}{-\ln(a)} \int_{a}^{1} x \, dx = \frac{1 - a}{-\ln(a)}. \quad (3)$$

According to the literature [13, 9, 10, 19, 21], there is the standard offset value $a = 1.0 \times 10^{-3}$ that is typically used by practitioners who employ LogAUC to evaluate the enrichment capacity of their docking models.

If $a = 1.0 \times 10^{-3}$, then

$$\text{LogAUC}(\text{rand}; a) = \frac{1 - 0.001}{\ln(1) - \ln(0.001)} \approx 0.144622,$$

which matches the value specified in the literature for the LogAUC of the random classifier [10].

But notice that the value LogAUC of the random classifier depends on the parameter $0 < a < 1$. For example, the Lo-
gAUC of the random classifier with the offset $a = 10^{-4} \approx 0.108563$. It shows how unintuitive LogAUC is as a metric for enrichment capacity because (1) its value for the random classifier depends on the offset parameter, and (2) it does not provide an easy way to compare a given classifier against the random classifier.

This makes it seem desirable to use a consistent value for $a$ across all datasets, so as to allow comparison of their LogAUC measurements.

### 3.1 Dependence on the x-axis offset parameter $a$

As has been noted elsewhere\cite{20}, LogAUC measurements of different ROC curves are comparable only if they use the same cut-off parameter $a$. However, it is extremely important to point out that if $a$ is not set carefully for a given dataset, then there are two problems that can arise:

1. $a$ is too high, resulting in some fraction of the lowest ranked molecules being simply discarded.

2. $a$ is too low, resulting in the weight of the first term in the weighted sum becoming arbitrarily large, thereby causing the first term to dominate the score at the expense of the later terms.

In both cases, some information in the dataset goes unused towards calculating LogAUC. In the former case, it is the information embodied in some number of the lowest ranked Booleans, and in the latter case, it is the information embodied in the higher ranked Booleans. In order to make use of all the information available in a given dataset, $a$ must be set in a principled way that avoids both of these problems.

So, by using the same $a$ for all datasets, one still runs the risk of losing the ability to accurately compare different ROC curves against each other. Thus, in order to ensure that we may accurately compare different ROC curves, including those of different datasets, we need to set $a$ depending on the dataset in a way that ensures that $a$ is neither too large nor too small for that dataset.

To solve this problem, we propose setting the value of $a$ such that weight of the first term in the weighted sum is always 1. This is achieved by setting $a$ dynamically based on the number of decoys: $a = \frac{1}{en}$.

Suppose $f$ is a step function with values $y_i$ each on the interval $\left[\frac{i}{n}, \frac{i+1}{n}\right]$. Note that an ROC curve satisfies this definition.

$$ f(x) = \begin{cases} y_1, & \text{if } k_0 < x \leq k_1 \\ y_2, & \text{if } k_1 < x \leq k_2 \\ \vdots \\ y_n, & \text{if } k_{n-1} < x \leq k_n \end{cases} $$

Then we can compute the integral (Equation (1)) explicitly as a weighted sum of the values $y_i$ of the step function:

$$ A(f; a) = y_1 \int_a^1 \frac{dx}{x} + \sum_{i=2}^{n} y_i \int_{\frac{i}{n}}^{\frac{i+1}{n}} \frac{dx}{x}. \quad (4) $$

Since an ROC curve is a step function, we use this weighted sum to calculate $A(ROC; a)$.

Substituting our proposed value for $a$ into (Equation (4)), we get:

$$ A(f; a = \frac{1}{en}) = y_1 \int_{\frac{1}{en}}^1 \frac{dx}{x} + \sum_{i=2}^{n} y_i \int_{\frac{i}{n+1}}^{\frac{i+1}{n+1}} \frac{dx}{x} 
= y_1 + \sum_{i=2}^{n} y_i \ln \left( \frac{i}{i-1} \right). $$

Let $n = 1000$. Then the terms in the sum look like

$$ y_1 + 0.69y_2 + 0.41y_3 + 0.29y_4 + \cdots + 0.001y_n $$

Exactly as we want: the first term contributes the most, and the respective contributions of following terms diminish exponentially.
The last formula has obvious meaning: the first term has a weight of 1 by the choice of \( a = \frac{1}{c} \) and all succeeding terms have exponentially diminishing weights, with the final term’s weight \( \ln \left( \frac{n}{n-1} \right) \) coming arbitrarily close to zero with high enough \( n \). Hence, the values \( y_i \) matter less and less as \( i \) increases. Moreover, setting \( a \) in this manner forces all the weights to be invariant to \( a \), which would not be the case otherwise due to the fluctuation of the first weight. Since the weight of the first term is always 1, we never have to worry about \( a \) being too high or too low.

4 Enrichment Score

Taking into account the discussion above, we propose an alternative metric called *Enrichment Score* given by

\[
\text{EnrScore}(f) = \frac{A(f; a = \frac{1}{c}) - A(x; a = \frac{1}{c})}{A(1; a = \frac{1}{c}) - A(x; a = \frac{1}{c})}. \quad (5)
\]

The enrichment score satisfies

1. \( \text{EnrScore}(f = \text{rand}) = 0 \),
2. \( \text{EnrScore}(f = 1) = 1 \),
3. \( \text{EnrScore}(f = 0) < 0 \),
4. The weight of the first term contributes 1, and the weights of subsequent terms diminish exponentially.

Let us elaborate on why the enrichment score provides an intuitive understanding of the enrichment capacity of a given docking model.

First, the enrichment score of the random classifier \( f = x \) is always zero. It is intuitively appealing, as a random classifier merely shuffles data and should therefore be expected to provide zero enrichment.

If the enrichment score of a classifier is positive, then that means that the classifier performs better than the random classifier.

If the score is negative, it performs worse than the random classifier. The higher the score, the better the classifier.

The best classifier \( f = 1 \) gives the maximum possible score, 1. The value of the worst classifier \( f = 0 \) varies depending on \( a \), but it is always negative.

While the best and random classifier’s enrichment scores are both invariant, it should be noted that the minimum value (i.e., the worst classifier’s enrichment score) depends on \( a \). However, it should also be the case that all models with negative enrichment scores are equally useless as tools for enrichment, so what the minimum score is should not matter in practice.

Let us compare the interpretability of the enrichment score to that of LogAUC with arbitrary parameter \( a \). If \( \text{LogAUC}(f; a) = 0.12 \), does it perform better or worse than the random classifier? One cannot tell. To get the answer, one needs to compute the LogAUC of the random classifier (which depends on \( a \)) and compare values, which is neither intuitive nor convenient.

We remark that the enrichment score is closely related to the LogAUC. To wit, the enrichment score is a normalization of LogAUC involving a shifting (subtraction of random classifier LogAUC) and re-scaling (to enforce maximum enrichment score of 1). The relation is expressed by the following formula:

\[
\text{EnrScore}(f) = \frac{\text{LogAUC}(f; a = \frac{1}{c}) - \text{LogAUC}(\text{rand}; a = \frac{1}{c})}{1 - \text{LogAUC}(\text{rand}; a = \frac{1}{c})}.
\]

Therefore, one can still acquire an intuition of enrichment score by looking at a linear-log ROC plot. We emphasize that the enrichment score is not the area itself but the normalized LogAUC. (On that note, it should be remembered that LogAUC itself is also not simply the log-scaled area under the curve, as shown in (Equation (2)).)
As one is more interested in a positive score (better than random classifier) than a negative score (worse than random classifier), it makes more sense to re-scale the score to induce the property that the maximum score (corresponding to the performance of the best classifier) is 1. And the careful choice of the offset parameter $a$ ensures that you don’t throw away all of your data or inadequately weight the first term.

5 EnrichmentScore vs. unbalanced metrics: some examples

In this section, we show how a poor choice of the offset parameter $a$ leads to one of the two scenarios previously described and demonstrate that using enrichment score avoids these problems.

For the first case, let us examine what happens when $a$ is too large. Consider an arbitrary ROC curve derived from a dataset with number of decoys $n = 10000$. Taking $a = 1.0 \times 10^{-3}$, which is the standard value we find in the literature, we see clearly that the behavior of the ROC curve over the range $[0, 0.001)$ does not inform the enrichment score at all. This range accounts for the first 10 inter-decoy intervals: $[0.0001, 0.0002), [0.0002, 0.0003), ..., [0.0009, 0.001)$. So, using such a high value for $a$ means throwing away the information contained in those intervals. These discarded inter-decoy intervals can have at most the value of the first kept inter-decoy interval $y_{kept}$ (in this case, $y_{kept} = ROC(0.001)$). Throwing these intervals away allows the resultant enrichment score to become higher than it would be if these intervals were included in its calculation. This should be sufficient to demonstrate why having too high a value for $a$ is worth avoiding.

Next, let us examine what may happen when $a$ is too small for a given dataset. We consider a dataset formed by docking against one of the receptors in the DUDE-Z dataset\[10\], a benchmark for molecular docking programs providing actives and property-matched decoys for 43 target receptors. Specifically, we docked against the target receptor labeled TRYB1, which is the protease known as tryptase beta-1. We used DOCK 3.7\[12\] for our docking program.

We performed two retrospective docking jobs on TRYB1, one with number of decoys $n = 100$ and the other with $n = 50$. In both cases, we use all 38 ligands included for TRYB1 in DUDE-Z as actives. As for decoys, for the dataset defined by $n = 100$, we randomly selected 100 of the 1911 decoys included for TRYB1. In order to select the 50 decoys needed for the dataset defined by $n = 50$, we (1) docked on the dataset defined by $n = 100$, (2) sorted the decoys by docking score, and (3) deleted every other decoy in the sorted list (i.e., we removed the 2nd best scored decoy, 4th best scored decoy, ..., 100th best scored decoy). This procedure is intended to make the ROC curve for the dataset defined by $n = 50$ remain approximately the same shape as the ROC curve for the dataset defined by $n = 100$.

Using the value $a = 1.0 \times 10^{-3}$ (previously mentioned to be the standard $a$ according to the literature), we get the following linear-log ROC plots for $n = 100$ (Figure 2) and $n = 50$ (Figure 3), respectively.
Figure 2: ROC curve for TRYB1 using $n = 100$ and $a = 1.0 \times 10^{-3}$.

Figure 3: ROC curve for TRYB1 using $n = 50$ and $a = 1.0 \times 10^{-3}$.

Notice that enrichment scores of the two plots vary, with a difference of 0.036.

Now, let us plot the same data using $a = \frac{1}{c_{th}}$ in the following Figure 4 and Figure 5.

Figure 4: ROC curve for TRYB1 using $n = 100$ and $a = 3.679 \times 10^{-3}$.

Figure 5: ROC curve for TRYB1 using $n = 50$ and $a = 7.358 \times 10^{-3}$.

$a = 3.679 \times 10^{-3}$ was used for $n = 100$, and $a = 7.358 \times 10^{-3}$ was used for $n = 50$. Notice that the enrichment scores for both are nearly identical, with a difference of only 0.004, which is considerably lower than the difference of 0.036 induced by using $a = 1.0 \times 10^{-3}$. This demonstrates that set-
ting $a = \frac{1}{en}$ avoids the variability in enrichment score witnessed for different $n$ when using the apparently standard $a = 1.0 \times 10^{-3}$. Moreover, notice how far both enrichment scores produced using $a = 1.0 \times 10^{-3}$ are from those using $a = \frac{1}{en}$. For $n = 50$, the difference is a staggering 0.095. At this point, it should be noted that the difference in enrichment score using too low $a$ is determined by the value of the first inter-decoy interval $y_1 = ROC(0)$, which the enrichment score comes arbitrarily close to with small enough $a$. Therefore, in the limit, having too low $a$ is tantamount to throwing away all inter-decoy intervals except the first one. The following figures (fig. 6, fig. 7, fig. 8) demonstrate this for the dataset defined by $n = 50$ using smaller and smaller $a$.

![Figure 6: ROC curve for TRYB1 using $n = 50$ and $a = 1.0 \times 10^{-4}$.](image)

![Figure 7: ROC curve for TRYB1 using $n = 50$ and $a = 1.0 \times 10^{-5}$.](image)

![Figure 8: ROC curve for TRYB1 using $n = 50$ and $a = 1.0 \times 10^{-10}$.](image)

We see now that the direction of error in enrichment score induced by a poor choice of $a$ is determined by the direction of error in choice of $a$: too high $a$ causes enrichment score to become higher than it should be, and too low $a$ causes enrichment score to become lower than it should be. In this way,
the respective causes for the problems of using too high $a$ or too low $a$ complement each other.

6 Data and Software Availability

The software DOCK 3.7 is available through two licenses: (1) an academic and non-profit license, which is free for academic researchers and those engaging in non-profit research, and (2) a commercial license, which requires paying a license fee. More information is available at the DOCK 3.7 website: https://dock.compbio.ucsf.edu/DOCK3.7/. The DUDE-Z dataset is publicly available at https://dudez.docking.org/.

7 Funding

J.J.I. was funded by NIGMS (Grant No. GM133836).

References

[1] Torres, P. H., Sodero, A. C., Jofily, P., & Silva-Jr, F. P. (2019). Key topics in molecular docking for drug design. International journal of molecular sciences, 20(18), 4574.

[2] Halperin, I., Ma, B., Wolfson, H., & Nussinov, R. (2002). Principles of docking: An overview of search algorithms and a guide to scoring functions. Proteins: Structure, Function, and Bioinformatics, 47(4), 409-443.

[3] Warren, G. L., Andrews, C. W., Capelli, A. M., Clarke, B., LaLonde, J., Lambert, M. H., ... & Head, M. S. (2006). A critical assessment of docking programs and scoring functions. Journal of medicinal chemistry, 49(20), 5912-5931.

[4] Jain, A. N. (2006). Scoring functions for protein-ligand docking. Current Protein and Peptide Science, 7(5), 407-420.

[5] Li, J., Fu, A., & Zhang, L. (2019). An overview of scoring functions used for protein–ligand interactions in molecular docking. Interdisciplinary Sciences: Computational Life Sciences, 11(2), 320-328.

[6] Shen, C., Ding, J., Wang, Z., Cao, D., Ding, X., & Hou, T. (2020). From machine learning to deep learning: Advances in scoring functions for protein–ligand docking. Wiley Interdisciplinary Reviews: Computational Molecular Science, 10(1), e1429.

[7] Li, H., Sze, K. H., Lu, G., & Ballester, P. J. (2021). Machine-learning scoring functions for structure-based virtual screening. Wiley Interdisciplinary Reviews: Computational Molecular Science, 11(1), e1478.

[8] Irwin, J. J. (2008). Community benchmarks for virtual screening. Journal of computer-aided molecular design, 22(3), 193-199.

[9] Mysinger, M. M., Carchia, M., Irwin, J. J., & Shoichet, B. K. (2012). Directory of useful decoys, enhanced (DUD-E): better ligands and decoys for better benchmarking. Journal of medicinal chemistry, 55(14), 6582-6594.

[10] Stein, R. M., Yang, Y., Balius, T. E., O’Meara, M. J., Lyu, J., Young, J., ... & Irwin, J. J. (2021). Property-unmatched decoys in docking benchmarks. Journal of chemical information and modeling, 61(2), 699-714.
[11] Imrie, F., Bradley, A. R., & Deane, C. M. (2021). Generating property-matched decoy molecules using deep learning. Bioinformatics, 37(15), 2134-2141.

[12] Coleman, R. G., Carchia, M., Sterling, T., Irwin, J. J., & Shoichet, B. K. (2013). Ligand pose and orientational sampling in molecular docking. PLoS one, 8(10), e75992.

[13] Mysinger, M. M., & Shoichet, B. K. (2010). Rapid context-dependent ligand desolvation in molecular docking. Journal of chemical information and modeling, 50(9), 1561-1573.

[14] Bender, A., & Glen, R. C. (2005). A discussion of measures of enrichment in virtual screening: comparing the information content of descriptors with increasing levels of sophistication. Journal of chemical information and modeling, 45(5), 1369-1375.

[15] Chen, H., Lyne, P. D., Giordanetto, F., Lovell, T., & Li, J. (2006). On evaluating molecular-docking methods for pose prediction and enrichment factors. Journal of chemical information and modeling, 46(1), 401-415.

[16] Truchon, J. F., & Bayly, C. I. (2007). Evaluating virtual screening methods: good and bad metrics for the “early recognition” problem. Journal of chemical information and modeling, 47(2), 488-508.

[17] Clark, R. D., & Webster-Clark, D. J. (2008). Managing bias in ROC curves. Journal of computer-aided molecular design, 22(3), 141-146.

[18] Sheridan, R. P., Singh, S. B., Fluder, E. M., & Kearsley, S. K. (2001). Protocols for bridging the peptide to nonpeptide gap in topological similarity searches. Journal of chemical information and computer sciences, 41(5), 1395-1406.

[19] Bender, B. J., Gahbauer, S., Luttens, A., Lyu, J., Webb, C. M., Stein, R. M., ... & Shoichet, B. K. (2021). A practical guide to large-scale docking. Nature protocols, 16(10), 4799-4832.

[20] Thomas, T., Chalmers, D. K., & Yuriev, E. (2016). Homology Modeling and Docking Evaluation of Human Muscarinic Acetylcholine Receptors. In Muscarinic Receptor: From Structure to Animal Models (pp. 15-35). Humana Press, New York, NY.

[21] Ye, W. L., Shen, C., Xiong, G. L., Ding, J. J., Lu, A. P., Hou, T. J., & Cao, D. S. (2020). Improving docking-based virtual screening ability by integrating multiple energy auxiliary terms from molecular docking scoring. Journal of Chemical Information and Modeling, 60(9), 4216-4230.

[22] Thoma, M. (2018). File:Roc-draft-xkcd-style.svg. Wikimedia. Retrieved October 18, 2022, from https://commons.wikimedia.org/wiki/File:Roc-draft-xkcd-style.svg#filelinks.