A New Lightweight Convolutional Neural Network for Multi-Scale Land Surface Water Extraction from GaoFen-1D Satellite Images
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Abstract: Mapping land surface water automatically and accurately is closely related to human activity, biological reproduction, and the ecological environment. High spatial resolution remote sensing image (HSRRI) data provide extensive details for land surface water and gives reliable data support for the accurate extraction of land surface water information. The convolutional neural network (CNN), widely applied in semantic segmentation, provides an automatic extraction method in land surface water information. This paper proposes a new lightweight CNN named Lightweight Multi-Scale Land Surface Water Extraction Network (LMSWENet) to extract the land surface water information based on GaoFen-1D satellite data of Wuhan, Hubei Province, China. To verify the superiority of LMSWENet, we compared the efficiency and water extraction accuracy with four mainstream CNNs (DeeplabV3+, FCN, PSPNet, and UNet) using quantitative comparison and visual comparison. Furthermore, we used LMSWENet to extract land surface water information of Wuhan on a large scale and produced the land surface water map of Wuhan for 2020 (LSWMWH-2020) with 2m spatial resolution. Random and equidistant validation points verified the mapping accuracy of LSWMWH-2020. The results are summarized as follows: (1) Compared with the other four CNNs, LMSWENet has a lightweight structure, significantly reducing the algorithm complexity and training time. (2) LMSWENet has a good performance in extracting various types of water bodies and suppressing noises because it introduces channel and spatial attention mechanisms and combines features from multiple scales. The result of land surface water extraction demonstrates that the performance of LMSWENet exceeds that of the other four CNNs. (3) LMSWENet can meet the requirement of high-precision mapping on a large scale. LSWMWH-2020 can clearly show the significant lakes, river networks, and small ponds in Wuhan with high mapping accuracy.
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1. Introduction

Land surface water plays a significant role in land cover changes, environmental changes, and climate changes in many parts of the world. The health, ecological, economic, and social effects of water changes have become a popular subject of academic study in recent years [1–7]. Recently, using satellite remote sensing images to extract the information of land surface water, such as water position, area, shape, and river width, has become an effective way to obtain land surface water information rapidly [8]. With the development of aerospace technology, the spatial resolution of remote sensing images increases significantly,
and the high spatial resolution remote sensing image (HSRRSI) data are widely applied in the fine land cover classification.

The current information extraction algorithms of land surface water based on satellite images include the threshold algorithm [9,10], machine learning algorithm [11,12], and deep learning algorithm [13,14]. Table 1 enumerates the recent techniques for information extraction in land surface water.

The threshold algorithm is mainly based on the spectral characteristics of ground objects. The principle of the threshold algorithm is to perform information extraction in land surface water by selecting an appropriate threshold in one or more bands [9,10]. The water index algorithm is a common method in the threshold algorithm [8]. In 1996, McFeeters [15] put forward the normalized difference water index (NDWI) to extract land surface water information. In order to reduce the interference of shadows in extracting the information of the land surface water, Xu [16] proposed the modified normalized difference water index (MNDWI). Shen et al. [17] also gave the Gaussian normalized difference water index (GNDWI) to remove the interference factors effectively using the DEM data. However, the threshold method has a few disadvantages. The threshold method is not suitable for information extraction in small land surface water. Additionally, it is challenging to select an appropriate threshold in the complex geographical scene [8].

In order to omit the step of optimal threshold selection, many machine learning algorithms, such as support vector machine (SVM) [18], maximum likelihood classification (MLC) [19], decision tree (DT) [20], and random forest (RF) [21] have been widely adopted for information extraction in land surface water. The machine learning algorithm uses artificially designed features, such as textural and spectral features, to feed an information extraction model in land surface water [8]. Aung et al. [22] proposed a river extraction algorithm based on the Google Earth RGB image data using SVM. Deng et al. [19] adopted a maximum likelihood classification to extract land surface water information from multi-temporal HJ-1 images after the spectral enhancement’s decorrelation stretch (DS). Friedl et al. [20] presented several decision trees for feature classification on three remote sensing datasets. The experimental results show that the decision tree can achieve high classification accuracy, and it has the advantages of good robustness and flexibility. Rao et al. [23] used a random forest method to extract the flooded water for Dongting Lake District based on MOD09A1 data. The results show that the random forest classifier is better than the threshold algorithms (NDVI, NDWI, and MNDWI) and the other machine learning methods (logical regression and SVM) for information extraction in land surface water. However, machine learning algorithms are hard to achieve when the data scale is enormous. In addition, the artificially designed features used in the algorithm require considerable professional domain knowledge, and the algorithm only works in the specific geographic scene of an image [8].

With the development of computer technology, deep learning algorithms have been popular in satellite image processing [24–28]. Deep learning is a significant field in machine learning. The deep learning algorithms combine a series of machine learning algorithms with nonlinear transformations to obtain high-level abstractions of the input data [29]. As an essential part of deep learning, CNNs have been extensively applied in object detection, semantic segmentation, and scene classification. In 1998, LeCun et al. [30] proposed LeNet5 for handwritten digit recognition and established the modern structure of CNN. In 2015, Long et al. [31] gave a fully convolutional network (FCN), which realized the pixel-level segmentation of images for the first time. Following FCN, many algorithms, such as DeeplabV3+ [32], UNet [33], and PSPNet [34], have been proposed to remarkably raise the accuracy of semantic segmentation. Moreover, CNN is also applied to network traffic classification [35] and communications systems [36]. The principles of the CNN in network traffic data and communications systems are similar to that in image processing. In the field of image processing, the input image is considered as several matrices, and the number of matrices is equal to the number of channels of the image. These matrices are regarded as a tensor, and we put the tensor into a CNN for calculation. In the research
of network traffic classification, the network traffic data are transformed into a grayscale image, and the grayscale image is also considered a tensor to input to a CNN. In the study of communications systems, the structures of a communications system, such as physical layers, encoder, and decoder, are represented by specific CNNs. The signals are considered tensors and sent to the system for processing. As can be seen from the current studies, CNNs have the following advantages: (1) CNNs obtain characteristics from raw data automatically by multiple convolutional layers. This kind of “self-learning ability” could avoid the process of complex feature selection, which can improve classification accuracy and optimize the system’s overall performance. (2) In the field of remote sensing data processing, CNNs can perform image classification at the pixel-level, which is of great significance to extract ground feature information from HSRRSI data accurately. (3) CNNs can handle a large amount of geographic data to promote the remote sensing image interpretation to be more intelligent and automatic. However, there are still challenges for CNNs to extract land surface water information: (1) The CNN is usually a deep and complicated network structure that takes more time and generates a mass of parameters in the training process. (2) The sizes of receptive fields of the feature maps generated by convolution layers at different depths are different, making feature maps have multi-scale features. Combining multi-scale features to extract land surface water information is a question that needs to be explored further. (3) The increase in the spatial resolution of satellite images enlarges the volume of remote sensing data. Putting a remote sensing image with a large size into the CNN model directly may cause memory overflow. Large-scale land surface water mapping based on HSRRSI data is a burning question.

This paper presents an improved CNN for information extraction in land surface water based on GaoFen-1D images and a Lightweight Multi-Scale Land Surface Water Extraction Network (LMSWENet). Firstly, we designed a lightweight encoder–decoder network structure to address the first challenge. The function of the encoder is to obtain high-level features, and the decoder is used to restore feature maps from encoders to the same size and resolution as the input images. Then, we introduced several dilated convolutions with the specified dilation rates to obtain the feature maps of land surface water from multiple scales to handle the second challenge. Additionally, we introduced the Spatial and Channel Squeeze and Excitation (scSE) block to improve the effectiveness of the remote sensing image segmentation. Finally, we designed a “sliding window” prediction method to extract the information of land surface water from the whole image using LMSWENet and produce Wuhan’s land surface water map to tackle the third challenge.

**Table 1.** Recent methods for land surface water extraction.

| Category          | Extraction Method of Land Surface Water                  |
|-------------------|---------------------------------------------------------|
| Threshold algorithm | Threshold value of single wave band [8]              |
|                   | Law of the spectrum relevance [9,10]                  |
|                   | Index of water body [15–17]                           |
| Machine learning  | Support vector machine [22]                            |
|                   | Maximum likelihood classification [19]                |
|                   | Decision tree [20]                                    |
|                   | Random forest [23]                                    |
| Deep learning     | Convolutional neural network [13,14]                  |

The remainder of this paper is structured as follows. We introduce the study area, satellite image data, and the process of sample generation in Section 2. In Section 3, we propose the structure of LMSWENet. The specific explanations of the notations used in this section are listed in Table 2. In Section 4, we employ LMSWENet and the four mainstream CNNs to extract land surface water information. The efficiency and accuracy comparison of these CNNs will be shown. Furthermore, we explore the contribution of scSE blocks and dilated convolutions to the performance of LMSWENet by carrying out a comparative experiment. In Section 5, LMSWENet is used to produce the land surface water map of
Wuhan for 2020 (LSWMWH-2020) with a 2m spatial resolution. Random and equidistant validation points verify the accuracy of the LSWMWH-2020. In Section 6, we discuss the possible reasons for the different information extraction results of land surface water from different CNNs and analyze the mapping accuracy results of LSWMWH-2020. Finally, the conclusions are summarized in Section 7.

Table 2. Notation and symbols used in this paper.

| Symbol   | Description                                                                 |
|----------|-----------------------------------------------------------------------------|
| $U$      | The input image.                                                            |
| $u_i$    | The feature map of the $i$th channel of an input image.                     |
| $H, W$   | $H =$ Height of a feature map, and $W =$ Width of a feature map.             |
| $z$      | A descriptor encoding the global spatial information.                       |
| $c$      | The channel dimensions of feature maps                                      |
| $i, j$   | The spatial location of a point in the feature map.                         |
| $w_1, w_2$ | Weights of two fully-connected layers.                                    |
| $\delta(\cdot)$ | The ReLu function.                                                          |
| $\sigma(\cdot)$ | The Sigmoid function.                                                     |
| $F_{cSE}(U)$ | The mapping between $U$ and $\hat{U}_{cSE}$.          |
| $\hat{U}_{cSE}$ | The tensor after spatial-dimension recalibration.             |
| $q$      | $q$ is a vector in spatial position $(i, j)$ along all channels             |
| $W_{eq}$ | The weight of a convolutional layer.                                       |
| $F_{sSE}(U)$ | The mapping between $U$ and $\hat{U}_{sSE}$.          |
| $\hat{U}_{sSE}$ | The tensor after spatial-dimension recalibration.             |
| $\hat{U}_{scSE}$ | The concatenation of $\hat{U}_{cSE}$ and $\hat{U}_{sSE}$.               |

2. Study Materials

2.1. Study Area and Date

Wuhan, Hubei province, China, is selected as the study area because of its numerous water bodies of different shapes and sizes, including natural lakes, small streams, and artificial ponds. Besides that, the Yangtze River also runs through it [37]. We collected 7 GaoFen-1D images (6 for training and 1 for testing) of Wuhan for 2020 as the experiment data. To enrich the sample dataset and enhance the generalization abilities of the CNN network, we selected seven images with different tones, and some images contain thin clouds.

The Panchromatic Multispectral Sensor (PMS) of GaoFen-1D contains four multispectral bands (red, green, blue, and near-red bands) and one panchromatic band. The spatial resolution of the multispectral bands is 8m, and that of the panchromatic band is 2m. The radiation resolution of each band is 16 bits. The information of the study images is shown in Figure 1 and Table 3.

2.2. Sample Generation

The sample generation process contains four parts: remote sensing image preprocessing, typical scene selection, sample labeling in land surface water, and remote sensing images and sample images clipping. Figure 2 shows the sample generation of one remote sensing image. The remote sensing data preprocessing was conducted by the PCI Geomapping Accelerator (GXL) software. The GaoFen-1 D data contain the panchromatic band data, multispectral band data, rational function model parameters, and so forth. The rational function model parameters were used for the geometric correction of satellite images [38,39]. The PANSHARP algorithm was applied to fuse multispectral and panchromatic images [40]. After the preprocessing, images with geometric errors less than 1 pixel and a spatial resolution of 2m were generated. The preprocessing process is shown in Figure 3. For typical scene selection, land surface water with different spectral features, texture features, and the geographical environment was considered in the dataset to examine the generalization capacity of CNNs. Additionally, confusing areas such as
shadows, highways, and outdoor stadiums were contained in the dataset. The contour of land surface water was manually outlined for sample labeling in land surface water via the artificial visual interpretation method. The sample image in land surface water was stored as a 16 bits raster map, where the blue field represented land surface water and the black field represented non-water. Finally, the selected images and the corresponding labels were randomly clipped to patches of $512 \times 512$ pixels. After the above steps, the sample set contained 975 samples.

Figure 1. The study area and the GaoFen-1 D dataset (A, B, C, D, E, and G are used for training and F is used for testing).

Figure 2. Steps of sample generation.
Figure 3. Flowchart of remote sensing image preprocessing.

Table 3. Detailed information of the study data.

| Images | Central Longitude (°E) | Central Latitude (°N) | Imaging Time (M-D-Y) | Image Size (pixel×pixel) | Image Usage |
|--------|------------------------|-----------------------|----------------------|--------------------------|-------------|
| A      | 114.1                  | 31.3                  | 11-09-2020           | 41,329 × 40,988          | Training    |
| B      | 114.0                  | 30.8                  | 11-09-2020           | 41,335 × 40,983          | Training    |
| C      | 113.8                  | 30.2                  | 11-09-2020           | 40,004 × 39,643          | Training    |
| D      | 114.7                  | 31.3                  | 11-13-2020           | 41,188 × 40,839          | Training    |
| E      | 115.1                  | 30.8                  | 10-11-2020           | 41,070 × 40,715          | Training    |
| G      | 114.4                  | 30.2                  | 11-13-2020           | 41,224 × 40,854          | Training    |
| F      | 114.5                  | 30.8                  | 11-13-2020           | 41,211 × 40,876          | Testing     |

3. Method

3.1. Spatial and Channel Squeeze and Excitation

The Spatial and Channel Squeeze and Excitation (scSE) block is composed of the Spatial Squeeze and Channel Excitation (cSE) block and the Channel Squeeze and Spatial Excitation (sSE) block [41]. The scSE block is helpful for the CNN to pay more attention to the region of interest to acquire more subtle land surface water information. In addition, the scSE block has good adaptability to be seamlessly integrated into most CNNs. The structure of the scSE block is shown in Figure 4.

For the cSE block, we consider the input image \( U = [u_1, u_2, \ldots, u_c] \) as the combination of channels \( u_i \in \mathbb{R}^{H \times W} \). We use a global average pooling layer to process it into a tensor \( z \in \mathbb{R}^{1 \times 1 \times C} \) with its \( k \)th element

\[
  z_k = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} u_k(i, j)
\]

(1)

This operation transforms the global spatial information to a tensor \( z \) that reflects the characteristics of each channel. Then, the tensor \( z \) is converted into \( z = w_1(\delta(w_2z)) \),
with \( w_1 \in \mathbb{R}^{c \times c}, w_2 \in \mathbb{R}^{2 \times c} \) being the weights of two fully-connected layers and the ReLu operation \( \delta(\cdot) \). This process is to encode the channel-wise dependencies. Finally, we bring the dynamic range of the activations of \( \hat{z} \) to the interval \([0,1]\) by using a Sigmoid operation \( \sigma(\cdot) \). The activation \( \sigma(\hat{z}_i) \) represents the importance of the \( i \)th channel. The resultant tensor is applied to recalibrate or excite \( U \) to

\[
\hat{U}_{cSE} = F_{cSE}(U) = [\sigma(\hat{z}_1)u_1, \sigma(\hat{z}_2)u_2, \ldots, \sigma(\hat{z}_c)u_c]
\]

(2)

In the training process, the activation \( \sigma(\hat{z}_i) \) is self-adaptively tuned to ignore unimportant channels and pay attention to the important channels.

For the sSE block, we consider the input feature map as another tensor \( U = [u^{1,1}, u^{1,2}, \ldots, u^{ij}, \ldots, u^{H,W}] \), where \( u^{ij} \in \mathbb{R}^{1 \times 1 \times c} \) corresponds to the spatial location \((i,j)\) with \( i \in \{1, 2, \ldots, H\} \) and \( j \in \{1, 2, \ldots, W\} \). We use a convolutional layer \( \hat{q} = W_{sij} \times U \) with the weight \( W_{sij} \in \mathbb{R}^{1 \times 1 \times c \times 1} \) to transform the input feature map to a projection tensor \( \hat{q} \in \mathbb{R}^{H \times W} \). Each \( q_{ij} \) of the projection represents the linear combination for all channels for a spatial location \((i,j)\). Then, we rescale the projection tensor to the interval \([0,1]\) by using a sigmoid layer \( \sigma(\cdot) \), and this is used to recalibrate or excite \( U \) spatially

\[
U_{sSE} = F_{sSE}(U) = \left[ \sigma(q_{1,1}u^{1,1}, \ldots, \sigma(q_{ij}u^{ij}, \ldots, \sigma(q_{H,W}u^{H,W} \right]
\]

(3)

The value \( \sigma(q_{ij}) \) is the relative importance of the spatial information \((i,j)\) of a given feature map. This operation provides more importance to relevant spatial locations and ignores irrelevant ones.

For the scSE block, we combine the above two SE blocks to concurrently recalibrate the input \( U \) spatially and channel-wise.

\[
U_{scSE} = U_{cSE} + U_{sSE}
\]

(4)

When a location \((i,j,c)\) of the input feature map obtains high importance from channel re-scaling and spatial re-scaling, it will be given higher activation. The function of the scSE block is to encourage the CNN to learn more significant features that are relevant both spatially and channel-wise.

3.2. Dilated Convolution

The receptive field, a significant concept in CNNs, refers to the region on an input image that corresponds by a point on the feature map. The size of a receptive field determines how much feature information can be obtained [42]. The dilated convolution introduces “holes” based on convolution maps of a standard convolution to change the size of the receptive field. Therefore, the dilated convolution can extract features from multi-scale. Based on the standard convolution, the dilated convolution has a special hyperparameter named the dilation rate. The dilation rate means the number of kernel intervals [43]. Figure 5 shows several dilated convolutions with a dilation rate of 0, 1, and 2. As you see, the convolution kernel with the dilation rate of 0 is equivalent to a standard kernel.

The HSRRSI data display various water bodies and other surface objects that are easily confused with water, such as architecture and mountain shadows, expressways, and outdoor gymnasiums, and so on. Obtaining land surface water information from multi-scale based on HSRRSI data is necessary. Using dilated convolutional layers with different dilation rates is helpful to obtain rich spatial context information. The rich spatial information, such as the relevant information between water and non-water, the surface feature, and its shadows, can help LMSWENet precisely obtain land surface water information from multi-scale and avoid the interference of noises.
3.3. LMSWENet

LMSWENet is composed of the encoder, dilated convolutions, bottleneck module, and decoder. The encoding part consists of four downsampling operations. Each downsampling operation contains two convolutional computations with ReLu functions, an scSE calculation, and a max-pooling operation. After the encoder, four parallel dilated convolutions are introduced to extract land surface water information from multi-scale. The dilation rates of the four dilated convolutional layers are 0, 2, 4, and 8, respectively. After the dilated convolutions is a bottleneck module. The bottleneck module is helpful for reducing data dimensions and trainable parameters, including two convolutions with ReLu functions and an scSE block. Then move to the next module, the decoder, which includes four upsampling operations. Each operation consists of a deconvolutional calculation, two convolutional computations with ReLu functions, and an scSE operation. Finally, we pack a convolutional layer with a Sigmoid function to generate the segmented land surface water image. In order to integrate features from different levels, we put the output feature map of each downsampling operation into its corresponding upsampling operation. The structure of LMSWENet is shown in Figure 6.
4. Experiment

We chose one GaoFen-1D image, containing various types of water bodies and confusing surface features as the test data. The sample dataset mentioned in Section 2.2 was used as the training data. We employed LMSWENet to extract land surface water information and performed a comparative experiment with DeeplabV3+, FCN, PSPNet, and UNet.

DeeplabV3+, FCN, PSPNet, and UNet are highly representative. FCN uses several deconvolution layers to replace the fully connected layers of traditional CNNs. The deconvolutional layers up-sample the feature maps from the last convolutional layer. The feature maps are restored to the same size as the input image so that each pixel has its corresponding prediction result. UNet is improved based on FCN. The structure of UNet can be divided into two parts. The first part is the encoder, which is very similar to the backbone of FCN. The second part is the decoder. The decoder restores the high-level feature maps generated from the encoder to the same resolution as the original image. Between the encoder and decoder, features maps from different levels are confused by skip connections. To further improve the classification accuracy of CNNs, some research adjusted the receptive field of CNN to obtain multi-scale features. DeeplabV3+ and PSPNet introduce different methods to change the receptive field. DeeplabV3+ proposes Atrous Spatial Pyramid Pooling (ASPP) block after the encoder. The ASPP block is composed of parallel dilated convolutional layers with specific dilation rates. PSPNet proposes a pyramid pooling module to aggregate the context information of different size regions enhance the ability to obtain global information. The pyramid pooling module is composed of four average pooling layers with different scales.

4.1. Training

In the training process, eighty percent of the sample set was used as a training set, and the rest of the samples were selected as a validation set. We randomly shuffled and employed data augmentation for the training set. The data augmentation process includes flipping, translation, scaling, and image illumination changing. All the experiments were implemented using Python3.7 and Pytorch1.10 on an NVIDIA Titan GPU with cuDNN 10.0 acceleration. The training parameters are listed in Table 4.

Table 4. Training parameters of CNNs.

| Parameter       | Value                                      |
|-----------------|--------------------------------------------|
| Loss function   | Mean cross-entropy                         |
| Optimizer       | Adam                                       |
| Learning rate   | 0.001, reduce to 1/2 of the previous every ten epochs |
| Batch size      | 4                                          |
| Train epoch     | 200                                        |

4.2. Accuracy Evaluation Criteria

Eight accuracy evaluation criteria were used to evaluate information extraction results in land surface water in this study. The accuracy evaluation criteria include Pixel Accuracy (PA), Error Rate (ER), Water Precision (WP), Mean Precision (MP), Water Intersection over Union (WIoU), Mean Intersection over Union (MIoU), Recall, and F1-Score. Table 5 lists definitions and formulas of the above criteria.
Table 5. Eight evaluation criteria for the accuracy assessment.

| Accuracy Evaluation Criteria | Definition                                                                 | Formula                          |
|------------------------------|---------------------------------------------------------------------------|----------------------------------|
| PA                           | The ratio of the correctly predicted pixel numbers to the total pixel numbers | \( PA = \frac{TP + TN}{TP + IN + FP + FN} \) |
| ER                           | The ratio of erroneously predicted pixel numbers to the total pixel numbers | \( PA = \frac{FP + FN}{TP + IN + FP + FN} \) |
| WP                           | The ratio of the number of correctly predicted water pixels to the number of the labelled water pixels | \( WP = \frac{TP}{TP + FP} \) |
| MP                           | The mean Precision for all classes (water and background)                 | \( MP = \frac{1}{n+1} \sum_{i=0}^{n} \frac{TP}{TP + FP} \) |
| WIoU                         | The ratio of the intersection to the union of the ground truth water and the predicted water area | \( WIoU = \frac{TP}{TP + FN + FP} \) |
| MIoU                         | The mean IoU for all classes (water and background)                       | \( MIoU = \frac{1}{n+1} \sum_{i=0}^{n} \frac{TP}{TP + FP + FN} \) |
| Recall                       | The proportion of the number of correctly predicted water pixels and the number of the actual target feature pixels | \( Recall = \frac{TP}{TP + FN} \) |
| F1-Score                     | The harmonic means for water precision and recall                         | \( F1 - Score = 2 \times \frac{WP \times Recall}{WP + Recall} \) |

Where \( TP, TN, FN, \) and \( FP \) refer to the numbers of pixels of true water, true background, false background, and false water, respectively.

4.3. Comparative Experiment

4.3.1. Comparison of Training Process

The efficiency comparison of LMSWENet, DeeplabV3+, FCN, PSPNet, and UNet in the training process is presented in Table 6. LMSWENet has the minimum parameters, FLOPs, and training time. DeeplabV3+ has the most trainable parameters and the longest training time due to its complex structure. However, its FLOPs are relatively small. The parameters and training time of FCN, PSPNet, and UNet are almost the same, while the FLOPs of PSPNet and UNet are relatively large.

Table 6. The efficiency comparison of the CNNs.

| CNN         | Number of Trainable Parameters (Million) | FLOPs(G) | Training Time (s/epoch) |
|-------------|------------------------------------------|----------|-------------------------|
| LMSWENet    | 11.35                                    | 49.24    | 65.63                   |
| DeeplabV3+  | 26.71                                    | 54.80    | 82.53                   |
| FCN         | 18.64                                    | 80.56    | 75.64                   |
| PSPNet      | 17.46                                    | 117.28   | 78.86                   |
| UNet        | 17.27                                    | 160.60   | 72.53                   |

The accuracy and loss curves of training and validation are displayed in Figures 7 and 8. It can be concluded from the plots that the performances of LMSWENet and the other four CNNs in the training set are better than those in the validation set. The fluctuating range of the accuracy and loss curves in the validation set is higher. The curves of these CNNs become convergent after the 40th epoch. The accuracy and loss of LMSWENet are optimal in these CNNs. LMSWENet achieved the highest accuracy and the lowest loss at the beginning of training, and its curves are very smooth in both the training and validation set. The accuracy and loss of PSPNet are worst among these CNNs, and it has the lowest accuracy at the beginning of training. The curves of PSPNet have the biggest fluctuation in the process of training. The training curves of DeeplabV3+, FCN, and UNet have roughly the same fluctuations and trends.
4.3.2. Comparison of Performance for Different Water Types

The HSRRI data can present the details of land surface water. To compare the accuracy and generalization of LMSWENet, DeeplabV3+, FCN, PSPNet, and UNet, we applied these CNNs to extract different types of water areas successively. The visual results are shown in Figure 9.

For the regular artificial ditch in Figure 9a, LMSWENet, FCN, and UNet can extract complete land surface water information, while there are discontinuities in the water extraction results of DeeplabV3+ and PSPNet. For the agriculture waters in Figure 9b, LMSWENet and UNet can accurately extract water boundaries. DeeplabV3+, FCN, and PSPNet ignore the detailed boundary information. In addition, LMSWENet can identify the small area of non-water, while DeeplabV3+, FCN, PSPNet, and UNet cannot do that. For the riverside and lakes in Figure 9c,d, LMSWENet and the other four CNNs can accurately extract water bodies, but the water boundaries extracted by DeeplabV3+, FCN, and PSPNet are smoother than others. For open pools and puddles in Figure 9e,f, the smaller ones are missed when using DeeplabV3+, FCN, PSPNet, and UNet. For the tiny river with an irregular shape in Figure 9g, LMSWENet and FCN can extract land surface water information well, while DeeplabV3+, PSPNet, and UNet cannot keep the completeness of the river. Figure 9 demonstrates that LMSWENet outperforms the other four CNNs in extracting various types of water bodies. DeeplabV3+, FCN, and PSPNet lose many water details, leading to the loss of small water areas and blurred water boundaries. UNet can better extract the detailed information of land surface water. However, it misses some small water bodies. Figure 9 indicates that the universal performance of LMSWENet is better than those of others.
4.3.3. Comparison of Performance for Confusing Area

The HSRRSI data could distinctly observe the objects whose spatial and spectral characteristics are similar to water bodies. The confusing objects in images may interfere with the information extraction in land surface water and cause data redundancy. It is challenging to distinguish water from confusing areas, such as highways, shadows, farmland,
outdoor stadiums, and so forth. To compare the reliability of LMSWENet, DeeplabV3+, FCN, PSPNet, and UNet, we applied these CNNs to extract the water near the confusing object successively. The visual results are shown in Figure 10.

For highways and mountain shadows in Figure 10a,b, LMSWENet and the other four CNNs can overcome the interference. For architecture shadows in Figure 10c, LMSWENet, DeeplabV3+, and PSPNet better remove the noise, while FCN and Unet cannot suppress the noise. For agricultural land in Figure 10d, LMSWENet, DeeplabV3+, FCN, and PSPNet can distinguish farmland and paddy field from water, while Unet cannot identify the small paddy field. For the sports field in Figure 10e, all of these CNNs cannot wholly separate water from it. However, LMSWENet and DeeplabV3+ perform better than the others. The comparison of prediction results in confusing areas shows that LMSWENet, DeeplabV3+, and PSPNet have better reliabilities in eliminating interference information, but they cannot remove the interference from the sports field. The noises from building shadows still exist in the predicted outcomes using FCN and UNet.

**Figure 10.** Land surface water information extraction results in a confusing area. (a(1)) is the raw image of highways; (a(2–7)) are the water areas extracted from (a(1)) using manually labeling, LMSWENet, DeeplabV3+, FCN, PSPNet, and UNet, respectively; (b(1–e(7))) are the water areas extracted from different surface environments with mountain shadows, architecture shadows, agricultural land, and playgrounds, respectively.
4.3.4. Comparison of Accuracy Using Evaluation Criteria

To quantitatively compare the results of information extraction of CNNs in land surface water, the criteria mentioned in Section 4.2 were calculated based on the ground truth and the water areas extracted by the CNNs. Table 7 lists the quantitative results. From Table 7, we can conclude that LMSWENet is superior to other networks in PA, ER, MPI, WIoU, MIoU, Recall, and F1-Score. FCN performs best in WPI, which may be due to the structure of FCN. It shows that without the structure of jump connection between the shallow and deep feature maps, FCN can accurately extract land surface water information, but it may fail to generate clear edge information. In addition, FCN cannot suppress noises well and always misclassifies many non-water objects as water, so the MPI of FCN is lower than that of LMSWENet.

Table 7. Land surface water information extraction accuracy of the CNNs.

| CNN         | PA    | ER    | WPI   | MPI   | WIoU  | MIoU  | Recall | F1-Score |
|-------------|-------|-------|-------|-------|-------|-------|--------|----------|
| LMSWENet    | 98.23%| 1.77% | 98.17%| 98.16%| 92.33%| 94.99%| 93.94% | 96.01%   |
| DeeplabV3+  | 97.85%| 2.15% | 97.55%| 97.63%| 91.10%| 94.12%| 93.27% | 95.34%   |
| FCN         | 97.96%| 2.04% | 98.52%| 98.08%| 91.43%| 94.36%| 92.71% | 95.52%   |
| PSPNet      | 97.29%| 2.71% | 95.57%| 96.63%| 88.99%| 92.70%| 92.81% | 94.17%   |
| UNet        | 98.07%| 1.93% | 98.29%| 98.09%| 91.76%| 94.60%| 93.25% | 95.70%   |

4.3.5. Comparison of Performance for LMSWENet, LMSWENet “without scSE Blocks” and LMSWENet “without Dilated Convolutions”

To examine the importance of the scSE blocks and dilated convolutions, we designed another comparative experiment in which the experimental conditions and processes are the same as in Section 4.1. The accuracy criteria mentioned in Section 4.2 are calculated to make a quantitative comparison. The test data of the comparative experiment contains building shadows, highways, ponds, small pools, and rivers. Figure 11 displays the visual comparison and Table 8 summarizes the quantitative comparison.

Both LMSWENet and LMSWENet “without scSE Blocks” can accurately extract land surface water information, but the latter cannot handle the details well. LMSWENet “without scSE Blocks” cannot suppress the noises, such as small shadows and water floats. Moreover, the latter is not able to extract continuous small rivers in Figure 11a(4),b(4),c(4),d(4),e(4), which may be due to LMSWENet “without scSE Blocks” cannot obtain more features that are difficult to mine. The results show that the scSE blocks can suppress useless information and highlight useful information in the space and channel of the image. Using scSE blocks can make the network pay more attention to water areas and extract more detailed information that is difficult to mine.

For objects that interfere with information extraction in land surface water, LMSWENet “without Dilated Convolutions” has apparent disadvantages. In Figure 11a(5),b(5), LMSWENet “without Dilated Convolutions” mixes architecture shadows and highways. Moreover, the pond boundary and small streams cannot be identified by LMSWENet “without Dilated Convolutions” in Figure 11c(5),d(5),e(5). The results are probably due to the spatial context information, such as the relevant information between objects and shadows, water and non-water, being ignored by LMSWENet “without Dilated Convolutions”. It can be concluded from the figure that dilated convolutions can obtain multi-scale land surface water information using receptive fields of different sizes. The rich spatial context information from dilated convolutions is helpful to extract water bodies of different sizes and suppress noises.

Table 8 shows that the scSE blocks and dilated convolutional layers improve the performance of LMSWENet. The dilated convolutional layers contribute more to the accuracy of LMSWENet. Although LMSWENet “without scSE Blocks” and LMSWENet “without Dilated Convolutions” perform better in WPI, they cannot suppress noises well, and their MPIs are lower.
**Figure 11.** Land surface water information extraction results for LMSWENet, LMSWENet “without scSE Blocks”, and LMSWENet “without Dilated Convolutions”. (a(1)) is the raw image of architecture shadows, and (a(2–5)) are the water areas extracted from (a(1)) using manually labeling, LMSWENet, LMSWENet “without scSE Blocks”, and LMSWENet “without Dilated Convolutions”, respectively; (b(1–e(7))) are the water areas extracted from geography scenes with highways, ponds, small puddles, and rivers, respectively.
Table 8. Land surface water information extraction accuracy of LMSWENet, LMSWENet “without scSE Blocks” and LMSWENet “without Dilated Convolutions”.

| CNN                                      | PA   | ER  | WPI  | MPI  | WIoU | MioU | Recall | F1-Score |
|------------------------------------------|------|-----|------|------|------|------|--------|----------|
| LMSWENet                                 | 98.23% | 1.77% | 98.17% | 98.16% | 92.33% | 94.99% | 93.94% | 96.01%    |
| LMSWENet “without scSE Blocks”           | 97.95% | 2.05% | 98.74% | 98.15% | 92.29% | 94.74% | 93.39% | 95.99%    |
| LMSWENet “without Dilated Convolutions”  | 97.35% | 2.65% | 98.70% | 97.76% | 88.90% | 92.70% | 89.95% | 91.98%    |

5. Land Surface Water Mapping Method and Accuracy Evaluation

This section employed LMSWENet to realize the mapping of land surface water in Wuhan based on the GaoFen-1D data mentioned in Section 2.1.

5.1. Land Surface Water Mapping Method

Compared with traditional images, satellite images have more bands and larger image sizes. The height and width of an image from GaoFen-1D are more than 40,000 pixels, and the data volume is more than 16 GB. Moreover, sending such a large image volume directly to a CNN will cause the computer to run into out-of-memory exceptions.

To realize that LMSWENet can predict a complete satellite image, a novel “sliding window” predict method was designed. The principle of this method is shown in Figure 12. To be more specific, the whole image was divided into several small blocks of 512 × 512 pixels. We noticed that LMSWENet could learn the edge information of images during a training process, leading to errors in the image edge. Therefore, we applied LMSWENet to predict each block and the extra 10 pixels around it, respectively, using a sliding window. The effect of the 10 pixels is to eliminate the edge effect in the semantic segmentation of a satellite image. Finally, we removed the prediction results of the extra 10 pixels around the block and selected the rest for mapping. The LSWMWH-2020 was obtained using LMSWENet to predict the images based on the “sliding window” prediction method. The result is shown in Figure 13.

![Figure 12. The principle of the “sliding window” prediction method.](image-url)
5.2. Land Surface Water Mapping Accuracy Evaluation

In order to verify the mapping accuracy of LSWMWH-2020, two kinds of sampling methods were used to select validation points. The first method randomly selects 350 validation points, and the second method selects 344 points for verification at an equal distance. The distributions of these validation points are exhibited in Figure 14. The blue point means the true water, the green point indicates the true background, the red point refers to the false background, and the orange point is the false water. In Figure 14a, the false water points are mainly located in the urban area of Wuhan, and the false background points mainly appear in the ponds in the suburbs. The distribution of false points in Figure 14b is consistent with Figure 14a. This result may be due to LMSWENet identifying some playgrounds and small shadows in the urban as water and classifying the connecting parts of water and water floats in the suburbs as non-water.

We also used the accuracy criteria mentioned in Section 4.2 to evaluate the mapping accuracy quantitatively. The mapping accuracy is listed in Tables 9 and 10. The accuracy evaluation results of the two sampling methods are different. The accuracy evaluation indexes in the equal distance sampling method are higher than those in the random sampling method. In general, the mapping accuracy of the two sampling methods is high. Significantly, the PA is 93.14% in the random sampling method and 95.93% in the equal distance sampling method.
Figure 14. The distribution of validation points in Wuhan. (a, b) are the distributions of random validation points and equidistant validation points, respectively.

Table 9. Confusion matrix for mapping.

| Type of Validation Point                  | Classification Data | Water | Not Water | Total |
|-------------------------------------------|---------------------|-------|-----------|-------|
| Random validation points                  | Reference data      | 91    | 19        | 110   |
| Water                                     | 5                   | 235   | 240       |       |
| Not water                                  | 96                  | 254   | 350       |       |
| Equidistant validation points             | Water               | 64    | 10        | 74    |
| Random validation points                  | Not water           | 4     | 266       | 270   |
| Total                                     | 68                  | 276   | 344       |       |

Table 10. Accuracy assessment for mapping.

| Type of Validation Point                  | PA       | ER       | WPI      | MPI      | WIoU     | MIoU     | Recall   | F1-Score |
|-------------------------------------------|----------|----------|----------|----------|----------|----------|----------|----------|
| Random validation points                  | 93.14%   | 6.86%    | 82.73%   | 90.32%   | 79.13%   | 84.93%   | 94.79%   | 88.35%   |
| Random validation points                  | 95.93%   | 4.07%    | 86.45%   | 92.50%   | 82.05%   | 88.53%   | 94.12%   | 90.14%   |

6. Discussion

HSRRTSI data provide reliable data support for the accurate extraction of land surface water information. CNNs have widely conducted automatic extraction of land surface water information because of the “self-learning ability” of deep learning. This study proposes a lightweight CNN named LMSWENet for land surface water information extracting and mapping from Gaofen-1D images. Visual and quantitative comparisons are used to verify the superiority of LMSWENet. The results show that LMSWENet has fewer parameters, FLOPs, and training time than DeeplabV3+, FCN, PSPNet, and UNet. LMSWENet has the highest accuracy of information extraction in land surface water and the best noises removal effect among these CNNs. In addition, LMSWENet can carry out high-accuracy land surface water mapping on a large scale.
6.1. Effects of the CNN’s Structure on Water Extraction

CNNs with different structures perform information extraction differently in land surface water. DeeplabV3+ introduces the ASPP pyramids to obtain features from different scales. In this study, the ASPP pyramids effectively enable DeeplabV3+ to suppress interference, such as shadows and freeways. However, DeeplabV3+ is not sensitive to the boundary of water, and it may smooth the boundaries. In addition, the backbone of DeeplabV3+ needs a deep structure to make the ASPP module extract useful information, which causes DeeplabV3+ to have a complex structure and a longer training time. The idea of PSPNet is similar to that of DeeplabV3+. PSPNet proposes a pyramid pooling module after several convolutional layers to carry global and local contextual information. In this study, PSPNet is better than FCN and UNet in noise suppression. However, PSPNet does not perform well. The water boundary extracted by PSPNet is not apparent, especially in small rivers and ponds. This result may relate to the upsampling layers after the pyramid parsing module ignores the specific information. FCN replaces fully connected layers of a standard CNN and up-samples feature maps by several deconvolutional layers. Although FCN has high precision in this study, it cannot effectively remove the noises of building shadows, which mistakenly divides the whole playground into water. The reason is that FCN obtains land surface water features using several convolutional layers and performs water segmentation using only several low-level feature maps generated by the last convolutional layers. A structure of the encoder and decoder designs UNet. Between the encoder and decoder, feature maps at different levels are fused by the skip connection. UNet is suitable for extracting water boundaries and capturing detailed information in HSRRSSI data. However, it mistakenly classifies shadows and playgrounds as water bodies because low-level features from shallow convolutional layers were fused during the model training process. The low-level features may cause UNet to identify other objects with similar spectral characteristics as water by mistake. LMSWENet is motivated by the encoder–decoder architecture of UNet and the ASPP pyramids of DeeplabV3+. For the complexity of the model, LMSWENet further simplifies the encoder-decoder structure and greatly reduces the convolutional layers and parameters, which effectively improves training efficiency and suppresses overfitting. The encoder can greatly reduce the amount of video memory and computation. Additionally, the bottleneck module introduced in LMSWENet further reduces data dimensions. In addition, the scSE blocks introduced by LMSWENet only increase the complexity of the model by a tiny fraction. The scSE blocks add $4.57 \times 10^4$ parameters, which only account for 0.04% of LMSWENet. For the performance of LMSWENet, each decoder block combines a feature map from the encoder with the same dimensions. The shallow feature from the encoder obtains simple features, such as the shape, boundary, color, and so on. The depth feature from the encoder extracts abstract information. Integrating information from different levels can enable LMSWENet to obtain more important details to extract the water boundaries better. The dilative convolution layers can enable LMSWENet to extract land surface water features with different scales and obtain more spatial context information to suppress noises and avoid the shortcoming of traditional semantic segmentation methods. Moreover, LMSWENet separately introduces scSE blocks after the encoding and decoding modules. The scSE blocks improve the performance of LMSWENet and minimize data redundancy by heightening the meaningful features and suppressing useless features.

6.2. Analysis of Mapping Results

LMSWENet could effectively map various water types in Wuhan. In this study, two sampling methods were employed to verify the mapping accuracy of LSWMW-2020. However, compared with the classification accuracy in the test dataset, the accuracy of LSWMW-2020 is lower. The following two factors may cause that. First, the training set used in the study influences the classification accuracy of CNNs. The training data are labeled for the typical scene by artificial interpretation. However, the land cover of Wuhan is more complex. The border area of water and non-water is still challenging to
identify, especially in lakes, ponds, and wetlands. Figure 15 shows some typical border areas of water and non-water, and the water extraction results. The second factor is that the locations and randomness of the validation points can affect the mapping accuracy of LSWMWH-2020. In the test dataset, the water and non-water are almost 1:1. However, the water and non-water are about 1:2.4 in the random sampling method and 1:4 in the equal distance sampling method. The ratio of water to non-water is unbalanced in the two different sampling processes. However, the two sampling methods could better reflect the proper water distribution on the land surface, especially the equidistant sampling method. It is observed that the accuracy evaluation results of the two sampling methods are different. The accuracy evaluation indexes in the equal distance sampling method are higher than those in the random sampling method. However, the accuracy evaluation indexes of the two methods are very close, and the accuracy evaluation results are reliable.

Figure 15. Border area of water and non-water and the water extraction results. (a1, b1) and are the raw image of ponds mixed with vegetation and sediment; (a2, b2) are the water areas extracted from (a1, b1) using LMSWENet; (c1, c2) are the raw image of wetland and the water extraction result.

7. Conclusions

This paper gives an improved lightweight CNN named LMSWENet for land surface water information extraction and mapping in Wuhan based on GaoFen-1D high-resolution remote sensing images. Four CNNs (DeeplabV3+, FCN, PSPNet, and UNet) for semantic segmentation are employed for comparison. The complexities of these CNNs are evaluated on parameters, FLOPs, and training time. Visual and quantitative comparisons evaluate the performances of information extraction in land surface water. Random and equidistant validation points verify the mapping accuracy of LSWMWH-2020. The conclusions are as follows:

(a) To make the structure of LMSWENet more straightforward, a lightweight network using an encoder–decoder structure is proposed, and a bottleneck block is introduced to reduce the data dimensions and trainable parameters. The experimental results show that LMSWENet outperforms the four CNNs in terms of the simplicity of the network, which parameters, FLOPs, and training time indicated.
(b) To raise the classification accuracy of LMSWENet, the scSE blocks are introduced to highlight useful information and added parallel dilated convolutions to obtain land surface water information from multi-scale. According to the visual comparison, land surface water extraction based on LMSWENet is better than DeeplabV3+, FCN, PSPNet, and UNet. The scSE blocks are helpful for LMSWENet to extract more precise water boundaries. Dilated convolutions are effective for LMSWENet to extract different types of water and remove the noises caused by the objects whose spatial and spectral characteristics are similar to water. In addition, the quantitative comparison shows that LMSWENet on the PA, ER, MPI, MIou, Recall, and F1-Score are better than others.

(c) To realize large-scale land surface water mapping, a “sliding window” prediction method is designed to extract land surface water information using LMSWENet from the whole image and produce LSWMWH-2020. According to the information extraction results of land surface water, LMSWENet can realize land surface water mapping with high quality. LSWMWH-2020 can clearly show the lakes, river networks, aquafarms, and ponds with high mapping accuracy.

LMSWENet has good application potential in large-scale and high-resolution land surface water mapping, contributing to land surface water resources investigation. We will enrich the sample dataset and expand the study area to the whole of Hubei Province in the future. Meanwhile, to explore the generalization ability of LMSWENet, we will also apply our LMSWENet to extract land surface water information from remote sensing images with different spatial resolutions.
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Abbreviations
The following abbreviations are used in this manuscript:

- HSRRSI: High Spatial Resolution Remote Sensing Image
- CNN: Convolutional Neural Network
- LMSWENet: Lightweight Multi-Scale Land Surface Water Extraction Network
- FCN: Fully Convolutional Network
- PSPNet: Pyramid Scene Parsing Network
- LSWMWH-2020: Land Surface Water Map of Wuhan for 2020
- NDWI: Normalized Difference Water Index
- MNDWI: Modified Normalized Difference Water Index
- GNDWI: Gaussian Normalized Difference Water Index
- SVM: Support Vector Machine
- MLC: Maximum Likelihood Classification
- DT: Decision Tree
- RF: Random Forest
- DS: Decorrelation Stretch
- scSE: Spatial and Channel Squeeze and Excitation (scSE)
- PMS: Panchromatic Multispectral Sensor
- GXIL: PCI GeoImaging Accelerator
cSE: Spatial Squeeze and Channel Excitation
sSE: Channel Squeeze and Spatial Excitation
ASPP: Atrous Spatial Pyramid Pooling
GPU: Graphics Processing Unit
cuDNN: CUDA Deep Neural Network
Adam: Adam Adaptive Moment Estimation
PA: Pixel Accuracy
ER: Error Rate
WP: Water Precision
MP: Mean Precision
WIoU: Water Intersection over Union
MIoU: Mean Intersection over Union
TP: True Positive
TN: True Negative
FP: False Positive
FN: False Negative
FLOPs: Floating-point Operations
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