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Abstract—Nowadays, the application of microgrids (MG) with renewable energy is becoming more and more extensive, which creates a strong need for dynamic energy management. In this paper, deep reinforcement learning (DRL) is applied to learn an optimal policy for making joint energy dispatch (ED) and unit commitment (UC) decisions in an isolated MG, with the aim for reducing the total power generation cost on the premise of ensuring the supply-demand balance. In order to overcome the challenge of discrete-continuous hybrid action space due to joint ED and UC, we propose a DRL algorithm, i.e., the hybrid action finite-horizon DDPG (HAFH-DDPG), that seamlessly integrates two classical DRL algorithms, i.e., deep Q-network (DQN) and deep deterministic policy gradient (DDPG), based on a finite-horizon dynamic programming (DP) framework. Moreover, a diesel generator (DG) selection strategy is presented to support a simplified action space for reducing the computation complexity of this algorithm. Finally, the effectiveness of our proposed algorithm is verified through comparison with several baseline algorithms by experiments with real-world data set.
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I. INTRODUCTION

Microgrids (MGs) are small-scale low voltage distribution networks comprising various distributed generators, storage devices and controllable loads that can operate either interconnected or isolated from the main distribution grid as a controlled entity. Energy management is a hot research topic in MG, which can effectively coordinate the energy sharing and trading among all available energy resources, and supply loads economically in all the conditions for the reliable, secure, and efficient operation of the power system [1]. With the development of technology, the growing capacity for renewable energy sources (RES) such as wind and solar units has strongly augmented the levels of variability and uncertainty in the MG system, making the optimization of energy management a large-scale, non-convex, stochastic optimization problem [2]. Energy management in MG includes several typical functions, such as unit commitment (UC), energy dispatch (ED) [3], energy trading [4] and demand response [5].

In this paper, we mainly focus on UC and ED. As two important functions of energy management, they both play a significant role in MG. UC aims at minimizing the total cost of power generation in a specific period, by defining an optimal schedule to open or close each generating unit of the power system, subject to a given load forecast and constraints [6], while ED aims to enhance the dispatch flexibility and reduce the cost by allocating the capacity of each generating unit. The goal behind both UC and ED is to balance demand with production while optimizing resources and costs. While there have been many traditional algorithms to solve the UC and ED problems in the past, they do not work well in face of uncertainty in MG, especially involving RES. Therefore, how to address the uncertainty in MG has aroused a widely increasing concern with researchers.

In MGs, intelligent energy management decisions can be made by leveraging machine learning techniques, especially reinforcement learning (RL). With the rapid development of deep learning, deep reinforcement learning (DRL)-based methods have been proposed and applied to handle the variability and uncertainty in RES. Compared with the traditional algorithms, DRL algorithms can learn the optimal control policies by trial and error based on real-world data [7]. Thus, DRL methods do not require rigorous mathematical models for RES and load consumption [8], [9]. Moreover, the powerful deep neural networks (DNNs) in the DRL algorithms make it possible to learn and fit complex patterns better. Finally, the computational complexity of DRL algorithms is very low during the deployment phase. It is easy for DRL methods to solve large-scale optimization problems in real-time after training the DNNs, since only the forward propagation in the networks is involved [8], [20], [21].

There are several major categories of DRL algorithms applied in the energy management of MG, e.g., value-based methods such as deep Q-network (DQN) and actor-critic methods such as deep deterministic policy gradient (DDPG). However, when both UC and ED are taken into account in the system model, DRL algorithms become extremely complex due to the discrete-continuous hybrid action space. In this paper, we propose an advanced DRL algorithm to handle the issue of joint UC and ED, which has not been adequately addressed in existing works.

A. Related Works

In general, UC and ED are NP-hard optimization problems [9]. The mixed integer linear programming (MILP) approach has been a practical and efficient methodology that is widely applied since proposed in the 1970s [10]. However, it is not very effective when addressing the challenge of uncertainty. Note that the problems of UC and ED can be modeled as the sequential stochastic decision problem, and different research communities have addressed the problem from the perspectives of optimization, control and RL [11]. Stochastic programming (SP) is a renowned optimization technique to offer modeling and solution techniques for solving system with uncertainty [12], [13], where multi-stage models are proposed in [14]. Some works of multi-stage SP adopted scenario trees to model...
the demand and unit failure uncertainties [15], [16], as well as fuel and electricity uncertainties [17]. Model predictive control (MPC), as an advanced method of optimal control, is known as an on-line closed-loop method that mitigates the issue of variability and uncertainty, and its response to large disturbances is improved when combined with stochastic methods [18].

As a promising branch of RL, DRL has been adopted for the energy management of MG [22]. Franois et al. presented a value-based model to efficiently operate the storage devices in a MG considering the uncertainty of the future electricity consumption and PV production [23]. Ji et al. directly adopted DQN to find the most cost-effective generation schedules of the MG by taking full advantage of the energy storage systems [24]. This DQN algorithm achieved the real-time dispatch of the diesel generators (DGs) and energy storage systems (ESS), which did not require an explicit model or a predictor. Wei et al. adopted DDPG to determine the optimal reclosing time and block the power transfer [25]. Their proposed strategy could minimize the cyber-attack impacts under different scenarios. In [26], Lei et al. proposed new DRL algorithms, i.e., finite-horizon DDPG (FH-DDPG) and finite-horizon RDPG (FH-RDPG), to solve the ED problem in MG. The algorithms could effectively address the instability problem, finite-horizon setting and partial observable problem in isolated MG systems and achieve better performance than other baseline DRL methods. Besides, different from the above value-based or actor-critic methods, Huang et al. adopted a newly developed MB-DRL algorithm, namely MuZero, to perform online optimization of the MG under uncertainties [27], which combined a Monte-Carlo tree search method with the neural network model.

However, there are few studies that consider the joint optimization of UC and ED. Actually, in many common situations, in order to achieve minimum costs, system operators (SO) first determine generating units ON / OFF statuses and production capacities based on forecast values and technical constraints of each unit. Afterwards, a re-dispatch is carried out in real-time to adjust the difference between the real demand and expected output. Therefore, in [28], a two-stage MPC model was proposed to achieve UC and improve ED jointly, which enabled a cost-efficient operation and guaranteed an uninterrupted power supply. The two optimization layers consisted of an optimal control problem for the calculation of the power dispatch and a boundary value problem (BVP) for the adjustment of the DG start/stop time.

The joint optimization of UC and ED poses an important challenge for DRL-based solutions. Classical DQN or DDPG models are not suitable to handle the induced discrete-continuous hybrid action space. Previous works in DRL either approximate the hybrid space by discretization, or relax it into a continuous set. For example, Hausknecht et al. presented a successful extension of DDPG for parameterized action space [31]. This algorithm regarded both continuous and discrete actions as an integrated parameterized action space and executed a specific continuous action according to corresponding discrete values, which means the computations to solve complex discrete-continuous hybrid action space are avoided. In addition, Xiong et al. proposed a parametrized deep Q-network (P-DQN) framework for the hybrid action space without approximation or relaxation [32]. P-DQN combined the characteristics of both DQN (dealing with discrete action space) and DDPG (dealing with continuous action space) by seamlessly integrating them. Inspired by this research, we design a DRL algorithm to jointly optimize UC and ED.

B. Contributions

The main contributions of this paper are summarized as follows.

1) A novel DRL algorithm, i.e., hybrid action finite-horizon DDPG (HAFH-DDPG), is proposed with the aim for deriving the joint UC and ED policy. The integration of DDPG and DQN characteristics enables our algorithm to have great advantages in dealing with the discrete-continuous hybrid action space in the DRL model. Moreover, the finite-horizon value iteration framework improves the stability of the DRL algorithm in the finite-horizon setting. The proposed algorithm fills in the gap of applying DRL methods for joint UC and ED in MG.

2) To reduce the computation complexity of HAFH-DDPG, we present a simplified action space based on a proposed DG selection strategy. We prove that this simplification does not come at the expense of performance erosion, as the proposed algorithm with the simplified action space achieves the same performance as original algorithm.

The rest of the paper is organized as follows. The framework of our MG system model is briefly introduced in Section II. Section III falls into the description of our MDP model. The design of HAFH-DDPG algorithm is presented in Section IV. In section V, the experiments are conducted to verify the efficiency of our algorithm. Finally, the conclusion is drawn in Section VI.

II. SYSTEM MODEL

The isolated MG system considered in this paper can be divided into five parts, i.e., the controllable generation units (i.e., DGs), uncontrollable generation units (i.e., photovoltaic cell (PV)), energy storage devices (i.e., battery storage), loads, and SO (i.e., DRL-based intelligent server), to perform UC and ED. PV and DGs can supply electric power to the loads. DGs usually act as the main power source and incur a high operation cost mainly due to the fuel consumption. PV offers a clean source of power and largely reduces the operation cost, but it brings additional uncertainty into the MG due to the intermittency and unpredictability of renewables. Battery, as a backup force, provides flexible adjustment means for MG. The extra energy can be stored in the battery for use in case there is insufficient electric power generation capacity.

The intra-day operation of our MG system model is divided into $T$ time steps, indexed by $\{1, \cdots, T\}$. The interval of each time step is denoted as $\Delta t$.

A. Diesel Generator Model

Consider there are $D$ switchable DGs in our system model, i.e., $DG_1, \cdots, DG_D$, where $D > 1$. The status of DGs'
switches is a set of boolean variables. Let \( U_{t}^{DG_d} \) denote the ON/OFF status of DG\(_d\), \( \forall d \in \{1, \cdots, D\} \), at the beginning of time step \( t \), where 1 stands for ON, while 0 stands for OFF.

Let \( U_{t}^{DG_d} \) denote the UC decision of DG\(_d\) made at time step \( t \), where 1 stands for ON, while 0 stands for OFF. After the UC decision \( U_{t}^{DG_d} \) is made at time step \( t \), the ON/OFF status of DG\(_d\) will be set accordingly for the rest of the time step. Note that the ON/OFF status \( B_{t}^{DG_d} \) at the beginning of time step \( t \) is actually the same as the UC decision \( U_{t-1}^{DG_d} \) at the previous time step \( t - 1 \). Therefore, we have the relationship between the two variables, i.e.,

\[
U_{t-1}^{DG_d} = B_{t}^{DG_d}.
\] (1)

At time step \( t \), let \( P_{t}^{DG_d} \) denote the output power of the \( d \)-th DG \( DG_d \), \( \forall d \in \{1, \cdots, D\} \), which also represents the ED decision in the MG system. When a DG is switched off, its output power is 0. Otherwise, its output power can be any real number from the minimum power limit to the maximum power limit. Thus, the allowable power generation of DGs can be described as

\[
P_{DG_d} = \begin{cases} 0, & \text{if } U_{t}^{DG_d} = 0, \\ P_{DG_{min}} \leq P_{t}^{DG_d} \leq P_{DG_{max}}, & \text{if } U_{t}^{DG_d} = 1. \end{cases}
\] (2)

where \( P_{DG_{min}} \) and \( P_{DG_{max}} \) are the minimum and maximum output power constraints of a DG, respectively.

B. Battery Model

Let \( E_t \) be the state of charge (SoC) of the battery at time step \( t \). \( E_t \) is constrained by the maximum energy level \( E_{\text{max}} \) and the minimum energy level \( E_{\text{min}} \) of the battery, i.e.,

\[
E_{\text{min}} \leq E_t \leq E_{\text{max}}.
\] (3)

The SoC of battery \( E_{t+1} \) at time step \( t + 1 \) can be calculated based on the SoC state \( E_t \) at time step \( t \) as

\[
E_{t+1} = E_t + \eta_{\text{ch}} u_t P_t^E \Delta t - (1 - u_t) P_t^E \Delta t / \eta_{\text{dis}},
\] (4)

where \( \eta_{\text{ch}} \) and \( \eta_{\text{dis}} \) denote the charging and discharging efficiencies of the battery, respectively. \( P_t^E \) indicates the charging or discharging power of the battery, and \( u_t \) denotes charging or discharging status, which is 0 if battery is discharging and 1 otherwise. In order to determine \( P_t^E \) and \( u_t \), a variable \( \delta_t \) is defined to represent the surplus of generating capacity at time step \( t \), i.e.,

\[
\delta_t = \sum_{d=1}^{D} P_{t}^{DG_d} + P_{t}^{PV} - P_{t}^{L},
\] (5)

where \( P_{t}^{PV} \) is the output power of PV and \( P_{t}^{L} \) is the load consumption at time step \( t \). When a surplus is generated, i.e., \( \delta_t > 0 \), the excess power is stored in the battery. At this point, the battery is in the charging status. On the contrary, when the power generation of PV and DGs is insufficient, i.e., \( \delta_t < 0 \), the battery is in the discharging state. In this way, \( u_t \) can be defined based on \( \delta_t \), which is set as follows,

\[
u_t = \begin{cases} 0, & \text{if } \delta_t < 0 \\ 1, & \text{otherwise} \end{cases}.
\] (6)

To derive \( P_t^E \), let \( P_{\text{max}}^E \) be the maximum charging or discharging power of the battery. Then, the charging and discharging power limits of the battery can be calculated separately, i.e.,

\[
P_{\text{ch\_lim}} = \min(P_{\text{max}}^E, (E_{\text{max}} - E_t)/(\eta_{\text{ch}} \Delta t)),
\] (7)

and

\[
P_{\text{dis\_lim}} = \min(P_{\text{max}}^E, \eta_{\text{dis}} (E_t - E_{\text{min}})/\Delta t).
\] (8)

Now, \( P_t^E \) can be derived based on \( \delta_t \) as

\[
P_t^E = \begin{cases} \min(-\delta_t, P_{\text{ch\_lim}}), & \text{if } \delta_t < 0 \\ \min(\delta_t, P_{\text{dis\_lim}}), & \text{otherwise} \end{cases}.
\] (9)

To elaborate on (9), if \( \delta_t > 0 \), the power generation is larger than demand, and the excessive power will be charged to the battery. However, if \( \delta_t > P_{\text{ch\_lim}}^E \), the excessive power beyond the charging capability of the battery will go to load bank, which will be lost or generation will be curtailed. If \( \delta_t < 0 \), the generation is smaller than demand, the battery needs to be discharged to provide the lacked power. However, if \( \delta_t < P_{\text{dis\_lim}}^E \), even the battery cannot provide enough power, which will result in some of the loads unserved. In summary, by calculating \( P_t^E \) with (9) and \( u_t \) with (6), the SoC state \( E_t \) can be derived according to the iterative relations in (4) at every time step.

III. MDP Model

In this section, we shall formulate a Markov decision process (MDP) model based on which the strategic UC and ED decisions using RL can be made. The objective of our MDP model is to minimize the total cost and ensure the supply-demand balance, where the uncertainty of both fluctuating loads and stochastic generation of PV are taken into account.

A. State

We define the system state \( S_t \) at time step \( t \), \( \forall t \in \{1, \cdots, T\} \), by several components, i.e., \( S_t = (P_t^L, P_t^{PV}, E_t) \). Let \( S \) denote the state space, which consists of three components, i.e., \( S = \mathcal{P}^L \times \mathcal{P}^{PV} \times \mathcal{E} \), where \( \mathcal{P}^L \), \( \mathcal{P}^{PV} \), and \( \mathcal{E} \) denote the state space of load, PV, and battery, respectively. In addition, there exists constraints in these state spaces, i.e.,

\[
P_{\text{max}}^L = [0, P_{\text{max}}^L], P_{\text{max}}^{PV} = [0, P_{\text{max}}^{PV}], \mathcal{E} = [E_{\text{min}}, E_{\text{max}}],
\] (10)

where \( P_{\text{max}}^L \) and \( P_{\text{max}}^{PV} \) denote the maximum load power and PV power, respectively, which are derived from the data set.

B. Action

We define the action \( A_t \) at time step \( t \in \{1, \cdots, T\} \), by two components, i.e, \( A_t = (A_t^{UC}, A_t^{ED}) \). \( A_t^{UC} \) denotes the UC action at time step \( t \), i.e., how to set DGs’ switches, which is a vector of discrete variable. Therefore, \( A_t^{UC} \) can be written as \( A_t^{UC} = \{U_t^{DG_d}\}_{d=1}^{D}, \forall d \in \{1, 2, \cdots, D\} \). \( A_t^{ED} \) represents the ED action to dispatch generation power to each DG, which is a vector of continuous variable, i.e., \( A_t^{ED} = \{P_t^{DG_d}\}_{d=1}^{D}, \forall d \in \{1, 2, \cdots, D\} \).
The action space can be described as \( \mathcal{A} \), which consists of two components, i.e., the UC action space \( \mathcal{A}^{UC} \) and the ED action space \( \mathcal{A}^{ED} \). Thus, \( \mathcal{A} \) is derived as \( \mathcal{A} = \mathcal{A}^{UC} \times \mathcal{A}^{ED} \).

Considering that there are \( D \) DGs in the model, the size of \( \mathcal{A}^{UC} \) is \( 2^D \). \( \mathcal{A}^{UC} \) is \( D \) permutations of 0 and 1. Let \( a^{UC}_k \) denote the \( k \)-th action in the UC action space \( \mathcal{A}^{UC} \), where \( k \in \{1, \ldots, 2^D \} \) is the index of the UC action. Since there is a one-to-one correspondence between \( a^{UC}_k \) and \( k \), we substitute \( k \) for \( a^{UC}_k \) for convenience in the rest of this paper.

The ED action space \( \mathcal{A}^{ED} \) is

\[
\mathcal{A}^{ED} = \{0\} \cup \left[ p_{DG}^{min}, p_{DG}^{max} \right].
\]

According to \( (2) \), \( \mathcal{A}^{ED} \) is related to the UC action \( k \). Therefore, let \( \mathcal{A}^{ED}_k \) denote the ED action space corresponding to the chosen UC action \( k \). Let \( a^{ED}_k \) denote an action belonging to the ED action space \( \mathcal{A}^{ED}_k \), i.e., \( a^{ED}_k \in \mathcal{A}^{ED}_k \).

C. Reward Function

The optimization objective in the MG system is to minimize the total operation cost (TOC) within the considered time horizon, i.e., one day. In our MG system model, the TOC consists of four parts, i.e., cost of supply-demand balance, DG power generation cost, start-up cost, and running cost. Therefore, we define the reward function as

\[
r(S_t, A_t) = - \left( \sum_{d=1}^{D} (c^{DG}_t + c^{S-DG}_t + c^{R-DG}_t + c^{US}_t) \right).
\]

Firstly, \( c^{US}_t \) is the cost of supply-demand balance, which represents the cost of aggregated unserved or lost active power, i.e.,

\[
c^{US}_t = \begin{cases} 
  k_1(\delta_t - P_{ch,lim}) \Delta t_t, & \text{if } \delta_t > P_{ch,lim} \\
  -k_2(\delta_t + P_{dis,lim}) \Delta t_t, & \text{if } \delta_t < -P_{dis,lim} \\
  0, & \text{otherwise}
\end{cases}
\]

where \( k_1 \) and \( k_2 \) are weights that indicate the relative importance of unserved power situation and lost power situation.

Let \( c^{DG}_t \) denote the power generation cost of \( DG_t \), which can be derived by the conventional quadratic cost function

\[
c^{DG}_t = [a_d(F_t^{DG})^2 + b_d F_t^{DG} + c_d] \Delta t, \forall d \in \{1, \ldots, D\},
\]

where \( a_d, b_d, \) and \( c_d \) are positive coefficients for \( DG_d \).

Let \( c^{S-DG}_t \) denote the start-up cost of \( DG_d \), which can be derived as

\[
c^{S-DG}_t = C_S U_t^{DG} (1 - B_t^{DG}) \Delta t, \forall d \in \{1, \ldots, D\},
\]

where \( C_S \) represents a fixed start-up cost coefficient. It can be found that only when a DG is closed at time step \( t = 1 \) but turn on at time step \( t + 1 \), i.e., \( B_t^{DG} = 0 \) and \( U_{t+1}^{DG} = 1 \) will incur the start-up cost.

Finally, \( c^{R-DG}_t \) denotes the running cost of \( DG_d \), which can be derived as

\[
c^{R-DG}_t = C_R U_t^{DG} \Delta t, \forall d \in \{1, \ldots, D\},
\]

where \( C_R \) represents a fixed running cost coefficient. As soon as one DG is turned on, it will give rise to the running cost.

D. Transition Probability

The state transition probability \( \Pr (s_{t+1} | s_t, a_t) \) is derived as

\[
\Pr (s_{t+1} | s_t, A_t) = \Pr \left( P_{t+1}^{DG} P_t^{DG} \right) \Pr \left( P_{t+1}^{PV} P_t^{PV} \right) \Pr \left( E_{t+1} | E_t, A_t^{ED} \right) \Pr (B_{t+1} | B_t, A_t^{UC})
\]

where the transition probabilities of the load power demands \( \Pr (P_{t+1}^{DG} | P_t^{DG}) \) and PV power outputs \( \Pr (P_{t+1}^{PV} | P_t^{PV}) \) are not available, but samples of the trajectory can be obtained from the real-world data. The transition probability of the SoC \( \Pr (E_{t+1} | E_t, A_t^{ED}) \) can be calculated through \( (4) \). The last transition probability \( \Pr (B_{t+1} | B_t, A_t^{UC}) \) is for the switching state, which can be easily inferred from \( (1) \). It can be found that the switching state of \( DG_d \) at the next time step \( t + 1 \) is the same as the UC action \( U_t^{DG} \).

IV. DRL Solution

A. Dealing with the hybrid action space

Since the action \( A_t \) in our MDP model includes both continuous and discrete variables, the action space \( \mathcal{A} \) is a discrete-continuous hybrid space, while most of the existing DRL algorithms require either a discrete space or a continuous space. Inspired by the P-DQN algorithm in \( (32) \), we break the optimization problem down into two steps and design a new algorithm to solve this problem.

Firstly, our optimization objective is to find the policy \( \pi^* \) that can maximize the action value \( Q(S_t, k, a_k^{ED}) \), i.e.,

\[
\pi^*(S_t) = \left( k^*, a_k^{ED*} \right) = \arg \max_{k \in \{1, \ldots, 2^D \}} \arg \max_{a_k^{ED} \in \mathcal{A}^{ED}_k} Q(S_t, k, a_k^{ED}),
\]

where \( k^* \) and \( a_k^{ED*} \) denote the optimal UC action and ED action, respectively.

For the discrete UC action \( k \), there are \( 2^D \) choices. For any given UC action \( k \in \{1, \ldots, 2^D \} \), we are able to select the best ED action \( a_k^{ED*} \) from the ED action space \( \mathcal{A}^{ED}_k \) by solving

\[
a_k^{ED*} = \arg \max_{a_k^{ED} \in \mathcal{A}^{ED}_k} Q(S_t, k, a_k^{ED}), \forall k \in \{1, \ldots, 2^D \}.
\]

However, as \( a_k^{ED} \) is a continuous variable, it should be noted that \( (19) \) cannot be solved straightforwardly by some classical value-based algorithms, such as Q-learning and DQN \( (33) \). Therefore, our algorithm adopts the actor-critic framework to calculate the optimal ED action \( a_k^{ED*} \).

Specifically, for a given UC action \( k, \forall k \in \{1, \ldots, 2^D \} \), an actor network \( \mu_k(\cdot; \theta) : \mathcal{S} \rightarrow \mathcal{A}^{ED}_k \) is introduced to approximate the optimal ED action \( a_k^{ED*} \) from the continuous space \( \mathcal{A}^{ED}_k \) such that

\[
a_k^{ED*} \approx \mu_k(S_t; \theta),
\]

where \( \theta \) is the weights of \( \mu_k \). Correspondingly, a critic network \( \lambda_k(\cdot; w) \) is applied to evaluate the ED action \( a_k^{ED*} \) and approximate the action value \( Q(S_t, k, a_k^{ED*}) \), i.e.,

\[
Q(S_t, k, a_k^{ED*}) \approx \lambda_k(S_t, a_k^{ED*}; w),
\]

where \( w \) denotes the weights of \( \lambda_k \). Once the optimal ED action \( a_k^{ED*} \) for all the UC action \( k, \forall k \in \{1, \ldots, 2^D \} \), are derived, we could choose the optimal...
By minimizing the loss function $L_k(w)$ via stochastic gradient descent, the weight $w$ of $\lambda_k$ can be updated at each time step by

$$w \leftarrow w + 2\beta (y_{t,k} - \lambda_k (S_t, \mu_k(S_t; \theta); w)) \cdot \nabla_w \lambda_k (S_t, \mu_k(S_t; \theta); w),$$

(26)

where $\beta$ is the learning rate for updating $w$.

The loss function of actor network $\mu_k$ can be defined as

$$L_k(\theta) = - \mathbb{E}_{S_0 \sim \rho_0} \left[ Q(S_0, k, \mu_k(S_t; \theta)) \right]$$

$$\approx - \mathbb{E}_{S_0 \sim \rho_0} \left[ \lambda_k (S_0, \mu_k(S_t; \theta); w) \right], \forall k \in \{1, ..., 2^D\},$$

(27)

where $\rho_0$ is the distribution of the initial state $S_0$.

$\mu_k$ can be updated according to the deterministic policy gradient theorem [33], where the deterministic policy gradient $\nabla_{\theta} J_k(\theta)$ is derived as

$$\nabla_{\theta} J_k(\theta) = \mathbb{E}_{S_t \sim \rho_k^*}[\nabla_{\theta} \mu_k(S_t; \theta)]$$

(28)

Specifically, we use stochastic gradient decent to sample deterministic policy gradient in (28). Then, the weight $\theta$ of $\mu_k$ can be updated by

$$\theta \leftarrow \theta - \alpha \nabla_{\theta} \mu_k(S_t; \theta) \nabla_{a^k} \lambda_k (S_t, a^k; w)|_{a^k=\mu_k(S_t; \theta)},$$

(29)

where $\alpha$ is the learning rate for updating $\theta$.

B. Designing the framework

As we focus on energy management within one day with $T$ time steps, our task corresponds to a finite horizon MDP model. However, DDPG is developed for an infinite horizon setting. Note that an important difference between finite horizon and infinite horizon MDP is that the value function, i.e., critic, and the policy, i.e., actor, are normally dependent on the time steps in the former case. Therefore, we adopt the framework of FH-DDPG algorithm to design our DRL algorithm. FH-DDPG is a combination of dynamic programming and DRL, where DDPG is embedded within the framework of finite horizon value iteration. The finite horizon value iteration starts from the time step $T-1$, and uses backward induction to iteratively derive the value function and optimal policy for each time step $t \in \{T-1, T-2, ..., 1\}$, until it reaches the first time step $t = 1$. In FH-DDPG, the DDPG algorithm is adopted to derive the value function $\lambda_t$ and optimal policy $\mu_t$. Specifically, in each time step, the DDPG algorithm is used to solve a simple one-step MDP where the target actor and critic networks, i.e., $\lambda_t$ and $\mu_t$ are fixed to be the trained actor and critic networks of the next time step, i.e., $\lambda_{t+1}$ and $\mu_{t+1}$, which greatly increases stability and performance of the algorithm. FH-DDPG has been applied in the field of smart grid in [28] and achieved good results. Therefore, this paper uses FH-DDPG as the framework to train the actors and critics and proposes the HAFH-DDPG.

Algorithm [1] describes the pseudocode of HAFH-DDPG. Note that similar to FH-DDPG, the target at time step $T-1$ is derived by the myopic policy, which is denoted as $\mu_{\text{myopic}}$. 

In summary, our strategy is to conduct ED action optimization by an actor-critic algorithm in the continuous space when fixing the discrete UC action at first, and then find the optimal UC action in the discrete space through the critic networks, as shown in Figure 1. In order to train the actor and critic networks, we focus on the action value function $Q(S_t, A_t) = Q(S_t, A_t^{UC}, A_t^{ED})$ based on the Bellman equation as

$$Q(S_t, A_t^{UC}, A_t^{ED}) = r(S_t, A_t^{UC}, A_t^{ED}) + \mathbb{E}_{S_{t+1}} \left[ \gamma \max_{k \in \{1, ..., 2^D\}} \max_{a_k^{ED} \in A_k^{ED}} Q(S_{t+1}, k, a_k^{ED}) | S_t, A_t^{UC}, A_t^{ED} \right],$$

(23)

where $\gamma$ is the discount factor that satisfies $0 < \gamma \leq 1$.

Thus, the loss function $L_k(w)$ of the critic network $\lambda_k$ can be calculated as the mean square error, i.e.,

$$L_k(w) = \mathbb{E}_{S_t \sim \rho_k^*, a_k^{ED} \sim \mu_k}[ (y_{t,k} - \lambda_k (S_t, a_k^{ED}; w))^2 ],$$

(24)

where $\rho_k^*$ denotes the discounted state visitation distribution following policy $\mu_k$. $y_{t,k}$ denotes the target for each critic network $\lambda_k$ at time step $t$, which is defined based on the Bellman equation in (23) as

$$y_{t,k} = r_t + \gamma \max_{k \in \{1, ..., 2^D\}} Q(S_{t+1}, k, \mu_k(S_{t+1}; \theta))$$

$$\approx r_t + \gamma \max_{k \in \{1, ..., 2^D\}} \lambda_k (S_{t+1}, \mu_k(S_{t+1}; \theta); w).$$

(25)
Algorithm 1 HAFH-DDPG algorithm

1: Randomly initialize actor networks $\mu_k(s; \theta_k)$ and critic networks $\lambda_k(s,a;\theta_k)$ with weights $\theta_k^{0}$ and $w_k = w_k^{0}$, respectively, where $\forall k \in \{1, \ldots, 2^D\}$. Initialize target networks $\hat{\mu}_k(s; \theta_k^T)$ and $\hat{\lambda}_k(s,a;\theta_k^T)$ with $\theta_k^T \leftarrow \theta_k$ and $w_k^T \leftarrow w_k$;
2: for $t = T-1, \ldots, 1$ do
3: Initialize replay buffer $\mathcal{R}$
4: Initialize a random process $\mathcal{N}$ for action exploration
5: for episode $e = 1, \ldots, M$ do
6: Receive state $S_t^{(e)}$
7: $k_t \leftarrow \text{arg max}_{k \in \{1, \ldots, 2^D\}} \lambda_k(S_t^{(e)}, \theta_k; s, a; w_k)$
8: Execute action and observe reward $r_t^{(e)}$
9: Store transition $(S_t^{(e)}, k_t, r_t^{(e)}, S_{t+1}^{(e)})$ into $\mathcal{R}$
10: Sample a random minibatch of $N$ transitions $\mathcal{B} = \{(S_t^{(i)}, k_t^{(i)}, r_t^{(i)}, S_{t+1}^{(i)})\}$ from $\mathcal{R}$
11: if $t = T-1$ then
12: Set the target $y_t^{(i)} = r_t^{(i)} + \gamma \cdot \max_{k \in \{1, \ldots, 2^D\}} \lambda_k^{\prime}(S_{t+1}^{(i)}, \mu_k^{\prime}(S_{t+1}^{(i)}; \theta_k); w_k)$
13: else
14: Set the target $y_t^{(i)} = r_t^{(i)} + \gamma \cdot \max_{k \in \{1, \ldots, 2^D\}} \lambda_k^{\prime}(S_{t+1}^{(i)}, \mu_k^{\prime}(S_{t+1}^{(i)}; \theta_k); w_k)$
15: end if
16: $w_k \leftarrow w_k + \beta \nabla_{w_k} L_k$
17: end for
18: end for

C. Reducing the algorithm complexity

Note that the HAFH-DDPG algorithm requires $|A_{UC}| = 2^D$ actor and critic networks. In order to reduce the computational complexity, we map the action space to a new space with reduced dimensionality. We consider the case when all DG parameters are identical. The new UC action space $A_{UC}^\prime$ is defined as $A_{UC}^\prime = \{0, 1, \ldots, D\}$, where a simplified UC action in the new space $m \in A_{UC}^\prime$ corresponds to the number of DGs that are ON. Compared with $A_{UC}$, the size of $A_{UC}^\prime$ is reduced from $2^D$ to $D + 1$, which can in turn reduce the number of neural networks and the computation complexity.

Remark 1 (Myopic policy): In this policy, the action $A_t$ is directly optimized by minimizing the reward function $r_t(S_t, A_t)$ without foreseeing the impact of the future rewards at each time step $t \in \{1, 2, \ldots, T\}$. In other words, the generation capacity of the DGs at each time step only meets the current load, and there is no additional generation schedule for battery charging to meet the future demand gap.
actions \( k \) form a subset \( A_{m}^{\text{UC}} \) within \( A^{\text{UC}} \). In other words, \( A^{\text{UC}} \) can be divided into \( D + 1 \) non-overlapping subsets, i.e.,

\[
\bigcup_{m=0}^{D} A_{m}^{\text{UC}} = A^{\text{UC}}.
\] (30)

In the following, we introduce a strategy that maps a simplified UC action \( m \in \tilde{A}^{\text{UC}} \) to a unique UC action \( k_{m} \in A_{m}^{\text{UC}} \).

**DG Selection Strategy.** First, a priority value is assigned for each \( DG_{d} \) \( d \in \{1, 2, \ldots, D\} \), so that \( DG_{1} \) has the highest priority and \( DG_{D} \) has the lowest. If \( m \) DGs should be ON at time step \( t \) where \( \forall m \in \{0, 1, \ldots, D\} \), the UC action under this strategy \( k_{m} \) should be

\[
k_{m} = \left( \left\{ U_{t}^{DG_{d}} \right\}_{d=1}^{m} = 1, \left\{ U_{t}^{DG_{d}} \right\}_{d=m+1}^{D} = 0 \right). \] (31)

With the above strategy, we can first map each \( m \) to \( k_{m} \), and then choose the optimal \( m^{*} \) as

\[
m^{*} = \arg \max_{m \in \tilde{A}^{\text{UC}}} Q \left( S_{t}, k_{m}, a_{m}^{\text{ED}^{*}} \right). \] (32)

Specifically, the HAFH-DDPG algorithm given in Algorithm 1 and 2 can be used to train the actor and critic networks by replacing the UC action \( k \) with the simplified UC action \( m \). However, in the eighth line of Algorithms 1 \( m_{(e)}^{(c)} \) should first be mapped to \( k_{m}^{(c)} \) by the DG selection strategy before its execution to derive the reward and next state. Since each \( m \) corresponds to a unique \( k_{m} \), the reward \( r^{*} (S_{t}, m, a_{m}^{\text{ED}^{*}}) \) and transition probability \( P_{t}^{*} (S_{t+1}|S_{t}, m, a_{m}^{\text{ED}^{*}}) \) can be derived by replacing \( m \) with \( k_{m} \) in the expressions. Finally, the optimal simplified UC action \( m^{*} \) is mapped to the UC action \( k_{m^{*}} \).

We now provide Theorem 1 which elaborates that the two UC actions, i.e., \( k^{*} \) derived by (22) and \( k_{m^{*}} \) with \( m^{*} \) derived by (32) achieve the same performance. The rigorous proof is provided in Appendix A.

**Theorem 1.** Suppose that all the DG parameters are identical, the MDPs with action space \( \tilde{A}^{\text{UC}} \) and \( A^{\text{UC}} \) have the same optimal performance given that the above DG selection strategy is used to determine the \( m \) DGs that are ON, i.e.,

\[
\max_{m \in \tilde{A}^{\text{UC}}} Q \left( S_{t}, k_{m}, a_{k_{m}}^{\text{ED}^{*}} \right) = \max_{k \in A^{\text{UC}}} Q \left( S_{t}, k, a_{k}^{\text{ED}^{*}} \right). \] (33)

V. EXPERIMENTAL RESULTS

In order to evaluate the effectiveness of the proposed HAFH-DDPG algorithm, we perform experiments based on real-world data in this section and discuss about the simulation results.

A. Experimental Setup

Several benchmark algorithms are selected including two DRL algorithms, i.e., DDPG for parameterized action space [31] and DQN, and two non-DRL algorithms, i.e., the myopic and two-stage MPC algorithm [30]. To deploy the DQN and two-stage MPC algorithm, we discretize the action space at a granularity of 20kW, which is the value that achieves the best performance.

We use the real isolated MGs data as the experimental data, where the duration of a time step is set to one hour, i.e., \( \Delta t = 1 \), and each data at a time step include two values, representing the average load power and average PV power of the MG system. We regard one-day data, i.e., 24 pieces of data, as one group, i.e., the total number of time steps \( T = 24 \). The training set consists of the data of seven continuous days. During training, the data for any given day are randomly sampled from these seven days. Besides, the test set is generated by data of the eighth day. This design of data set can prove that the proposed algorithm is not over-fitted and still works after the data set is migrated.

We set up the experimental environment on a Linux server and perform the algorithms in Tensorflow 1.14 using Python. The entire parameters of the system model are listed in Table I including the parameters of the DG model, battery model and reward function.

![Table 1: Parameters configured in the system model.](image)

**B. Experimental Results**

1) Performance Across Five Runs: Firstly, Table II summarizes the performance of the proposed HAFH-DDPG and other baseline algorithms respectively. All the DRL models are trained across five runs based on different random seeds to make the results more convincing. We executed one hundred complete episodes of 24 time steps for each algorithm based on the test set, and the performance obtained was the average value of the cumulative rewards in one entire episode. It can be found from Table II that the average performance of the three DRL algorithms across the five runs are better than those of the two non-DRL algorithms. This observation indicates that the DRL algorithms exploit the data to deal with the uncertainty and make more efficient decisions as compared to the two-stage MPC and myopic algorithm. Among the three DRL algorithms, we can observe that the performance of our proposed HAFH-DDPG across the five runs are all larger than those of the other baseline DRL algorithms, which further demonstrates the superiority of HAFH-DDPG. Moreover, the
average performance of HAFH-DDPG is 30.84% and 30.17% better than those of DDPG and DQN respectively. Finally, it can be found that HAFH-DDPG has the minimal standard deviation among the three DRL algorithms, which shows that this algorithm performs the most stable performance across different runs.

2) Convergence Properties: We focus on the convergence properties of three DRL algorithms across the five runs. As shown in Figure 2, the abscissa is the episode number of training iterations and the ordinate is the average performance of the DDPG, DQN, and HAFH-DDPG algorithms across the five runs. Moreover, the shaded areas indicate the standard deviation of the three algorithms across the five runs. It can be observed that the curve of HAFH-DDPG fluctuates less compared with the other two curves. When the training episodes arrive at approximately 2,000, the convergence goal for HAFH-DDPG has been achieved. In contrast, DDPG and DQN begin to converge at the training episodes of 15,000 and 20,000, respectively. Therefore, HAFH-DDPG algorithm has faster convergence speed than both DDPG and DQN algorithms in the DRL training process. This is because HAFH-DDPG iteratively trains to solve the one-period MDP problems with two adjacent time steps, which is different from DDPG and DQN and makes HAFH-DDPG much easier to converge. Among the three algorithms, it can be observed that the shaded area of HAFH-DDPG is the smallest, which means that the proposed algorithm has more stable performance across different runs than DDPG and DQN.

3) Energy Dispatch Results: The purpose of our proposed algorithm is to learn the best energy management policy for one specific day from the data set. In this case, we observe the UC and ED results of all the DRL and non-DRL algorithms over one day based on the test set. Figure 3 shows the comparison of the load power and generation power trajectories determined by various algorithms. Specifically, the generation power value at each time step is a sum of three parts, i.e., the power of PV, DG and battery.

Firstly, as shown in Figure 3, the generation power curves corresponding to all the DRL algorithms are above the load power curve. On the contrary, for a period of time after 16 p.m., the generated power corresponding to myopic and two-stage MPC algorithms are both less than the load power. This indicates that these two non-DRL algorithms fail to meet the most basic demand of MG, i.e., to ensure the supply-demand balance. The main reason is that these non-DRL algorithms are unable to take full advantage of the battery to charge in advance for the evening peak, which also proves that three DRL algorithms have a certain ability of forward-looking.

In addition, there are salient differences among the three DRL algorithms. Note that both DDPG and DQN maintain the maximum generation power of two ON DGs after 17 p.m., while HAFH-DDPG only outputs the highest generation power from 13 p.m. to 19 p.m. Therefore, compared with DDPG and DQN, HAFH-DDPG can greatly reduce the DG generation cost by turning off one DG after 19 p.m., which means that HAFH-DDPG is undoubtedly a better choice to solve UC problems and save more energy.

VI. CONCLUSION

In this paper, we have studied how to perform energy management in the MG system, especially focusing on the problem of joint ED and UC. The DRL approach has been adopted to solve this problem and a finite-horizon MDP model has been formulated. Since the DRL approach faces the challenge of high complexity in the discrete-continuous hybrid action space, we have presented the HAFH-DDPG algorithm to address the challenge by breaking the optimization problem down into two steps. In addition, due to the high computation complexity of HAFH-DDPG, the UC action space has been reduced without compromising the optimal performance. The experimental results have demonstrated that our proposed algorithm can achieve better performance than the other benchmark ones.

APPENDIX A

PROOF FOR THEOREM 1

Proof. Our proof is divided into two steps. The first step is to prove that both $k^*$ and $k_{m^*}$ can achieve the maximum immediate reward at any time step $t$. According to the definitions in (13), (14), and (16), it is obvious that DGs have translational symmetry for the supply-demand balance cost, power generation cost, and running cost. Therefore, the sum of the three costs is the same for any $k \in A_{m^*}^{UC}$, i.e.,

$$c_{US,t,k_1}^1 + \sum_{d=1}^D (c_{DG,t,k_1}^{D,t,k_1} + c_{R,t,k_1}^{D,t,k_1}) = c_{US,t,k_2}^1 + \sum_{d=1}^D (c_{DG,t,k_2}^{D,t,k_2} + c_{R,t,k_2}^{D,t,k_2}),$$

$$\forall k_1, k_2 \in A_{m^*}^{UC}. \tag{34}$$

In addition, the DG selection strategy can ensure that the maximum number of ON DGs at time step $t$ are selected to be ON at time step $t + 1$. In other words, the strategy minimizes the number of DGs whose $B_{t,DG}^{D,t} = 0$ and $U_{t,DG}^{D,t} = 1$. 

Fig. 2: Average performance of three DRL algorithms across the five runs. The shaded areas show the standard deviation of these algorithms.
TABLE II: Performance after training across the five runs. We present the individual performance of each run for DDPG, DQN, and HAFH-DDPG algorithms. The average performance, best performance, and standard deviation across the five runs are also presented. For comparison, we also include results from the myopic and two-stage MPC algorithms.

| Category      | Algorithms          | Performance | Run1 | Run2 | Run3 | Run4 | Run5 | Average | Best     | Std Deviation |
|---------------|---------------------|-------------|------|------|------|------|------|---------|----------|--------------|
| non-DRL       | myopic              | -5.3529     |      |      |      |      |      |         |          |              |
|               | two-stage MPC       | -4.5286     |      |      |      |      |      |         |          |              |
| DRL           | DDPG                | -3.5815     | -3.7223 | -3.9206 | -4.8374 | -4.1853 | -4.4094 | -3.5815 | 0.4955    |              |
|               | DQN                 | -4.1698     | -3.6735 | -3.8928 | -4.2006 | -3.7248 | -3.9323 | -3.6735 | 0.2450    |              |
|               | HAFH-DDPG           | -2.7581     | -2.7142 | -2.5263 | -2.8609 | -2.4514 | -2.6622 | -2.4514 | 0.1690    |              |

According to (1) and (15), the DG selection strategy in (31) leads to the UC action $k_m$ in $A_{UC}^m$ that minimizes the start-up cost, i.e.,

$$k_m = \arg \min_{k \in A_{UC}^m} \left( \sum_{d=1}^{D} \delta_d \cdot S_{DG_d} \right).$$  \hspace{1cm} (35)

Therefore, according to the reward definition in (12), $k_m$ derived from the strategy maximizes the reward according to (34) and (35), i.e.,

$$k_m = \arg \max_{k \in A_{UC}^m} \left( r(S_t, k, a_k^{ED*}) \right).$$  \hspace{1cm} (36)

Thus, we can derive

$$\max_{k \in A_{UC}^m} \left( r(S_t, k, a_k^{ED*}) \right) \overset{(a)}{=} \max_{m \in A_{UC}^m} \max_{k \in A_{UC}^m} \left( r(S_t, k, a_k^{ED*}) \right)$$

$$\overset{(b)}{=} \max_{m \in A_{UC}^m} \left( r(S_t, k_m, a_{k_m}^{ED*}) \right),$$  \hspace{1cm} (37)

where (a) is due to (30); and (b) follows from (36).

In the second step, we prove (33) using induction by the Bellman equation (23). For the last time step $T$, we have

$$Q_T(S_t, k, a_k^{ED*}) = r(S_t, k, a_k^{ED*}), \forall k \in A_{UC}^m$$  \hspace{1cm} (38)

Thus, combining (37) and (38), we have

$$\max_{m \in A_{UC}^m} Q_T(S_t, k_m, a_{k_m}^{ED*}) = \max_{k \in A_{UC}^m} Q_T(S_t, k, a_k^{ED*}).$$  \hspace{1cm} (39)

Then, we assume that

$$\max_{m' \in A_{UC}^m} Q_{t+1} \left( S_{t+1}, k_m', a_{k_m}^{ED*} \right) = \max_{k' \in A_{UC}^m} Q_{t+1} \left( S_{t+1}, k', a_k^{ED*} \right), \forall S_{t+1} \in S.$$  \hspace{1cm} (40)

Next, we can prove

$$\sum_{S_{t+1} \in S} \Pr(S_{t+1}|S_t, k_1, a_{k_1}^{ED*}) \cdot \max_{k' \in A_{UC}^m} Q_{t} \left( S_{t+1}, k', a_k^{ED*} \right)$$

$$= \sum_{S_{t+1} \in S} \Pr(S_{t+1}|S_t, k_2, a_{k_2}^{ED*}) \cdot \max_{k' \in A_{UC}^m} Q_{t} \left( S_{t+1}, k', a_k^{ED*} \right),$$  \hspace{1cm} (41)

This is because the next state $S_{t+1}$ consists of four parts, where the load and PV at the next step time $t+1$, i.e., $P_{t+1}^{L}$ and $P_{t+1}^{PV}$, do not depend on the UC action $k$. Moreover, all the UC actions $\forall k \in A_{UC}^m$ lead to the same SoC state $E_{t+1}$ according to (4), (5), (6) and (9). Finally, the next switching state $B_{t+1}$ are different for $\forall k \in A_{UC}^m$, but the number of ON DGs at the next time step $t+1$ are the same, i.e., $m$. Therefore, based on mathematical induction, (41) is proved.

Finally, we can prove (33) at each time step $t$ by considering the following Bellman equations based on (23), i.e.,

$$\max_{m \in A_{UC}^m} Q_{t} \left( S_t, k_m, a_{k_m}^{ED*} \right) \overset{(a)}{=} \max_{m \in A_{UC}^m} \left\{ r(S_t, k_m, a_{k_m}^{ED*}) + \mathbb{E}_{S_{t+1}} \left[ \gamma \cdot \max_{m' \in A_{UC}^m} Q_{t+1} \left( S_{t+1}, k_{m'}, a_{k_{m'}}^{ED*} \right) | S_t, k_m, a_{k_m}^{ED*} \right] \right\}$$
(b) \[
\begin{align*}
\max_{m \in A_{UC}} \left\{ r(S_t, k_m, a_{k_m}^{ED^*}) + \gamma \max_{k' \in A_{UC}} Q_t \left( S_{t+1}, k', a_{k'}^{ED^*} \right) | S_t, k_m, a_{k_m}^{ED*} \right\} \right. \\
\max_{m \in A_{UC}} \left\{ r(S_t, k, a_k^{ED^*}) + \gamma \max_{k' \in A_{UC}} Q_t \left( S_{t+1}, k', a_{k'}^{ED^*} \right) | S_t, k, a_k^{ED*} \right\} \\
\max_{m \in A_{UC}} \left\{ r(S_t, k, a_k^{ED^*}) + \gamma \max_{k' \in A_{UC}} Q_t \left( S_{t+1}, k', a_{k'}^{ED^*} \right) | S_t, k, a_k^{ED*} \right\} \\
\end{align*}
\]

where (a) and (c) are due to the definition of Bellman equation; (b) follows by (40), (c) is due to (41) and the definition of expectation; (d) follows by (50). Therefore, (55) in Theorem 1 is proved according to (42). \[ \square \]
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