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ABSTRACT

The augmented Lagrangian (AL) method provides a flexible and efficient framework for solving extended-space full-waveform inversion (FWI), a constrained nonlinear optimization problem whereby we seek model parameters and wavefields that minimize the data residuals and satisfy the wave equation constraint. The AL-based wavefield reconstruction inversion, also known as iteratively refined wavefield reconstruction inversion, extends the search space of FWI in the source dimension and decreases sensitivity of the inversion to the initial model accuracy. Furthermore, it benefits from the advantages of the alternating direction method of multipliers (ADMM), such as generality and decomposability for dealing with non-differentiable regularizers, e.g., total variation regularization, and large scale problems, respectively. In practice any extension of the method aiming at improving its convergence and decreasing the number of wave-equation solves would have a great importance. To achieve this goal, we recast the method as a general fixed-point iteration problem, which enables us to apply sophisticated acceleration strategies like Anderson acceleration. The accelerated algorithm stores a predefined number of previous iterates and uses their linear combination together with the current iteration to predict the next iteration. We investigate the performance of the proposed accelerated algorithm on a simple checkerboard model and the benchmark Marmousi II and 2004 BP salt models through numerical examples. These numerical results confirm the effectiveness of the proposed algorithm in terms of convergence rate and the quality of the final estimated model.

1 INTRODUCTION

Full waveform inversion (FWI) is the state-of-the-art inversion strategy for delineating subsurface physical properties. It is a nonlinear data matching problem that utilizes the entire content of recorded data to extract subsurface parameters at the wavelength scale resolution (Fichtner and Trampert, 2011; Tarantola, 1984; Virieux and Operto, 2009).

From the mathematical point of view, FWI is a nonlinearly constrained optimization problem, in which a suitable regularization term is minimized subject to satisfying the wave-equation and the observation equation constraints (Haber et al., 2000). The former constraint requires the model parameters to be consistent with physics and the latter requires consistency with the observed data. Traditional FWI algorithms use the variable projection method to
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This paper investigates the application of AA for the IR-WRI within the following structure: a brief review of the AA method for acceleration of fixed point iteration is proposed, followed by a mathematical description of the IR-WRI.
method. Then the proposed accelerated IR-WRI is analyzed. The performance of the proposed method is assessed in
the numerical examples section using a simple checkerboard model and the benchmark Marmousi II and 2004 BP salt
models. Finally, some conclusions are provided.

2 METHOD

2.1 Fixed point iteration and Anderson acceleration

Consider the problem of solving the nonlinear equation \( f(m) = 0 \) for model parameters vector \( m \), where \( f \) is a
mapping function. Then \( m \) may be defined as a fixed point of a properly defined mapping \( g \) (Burden and Faires, 1985)
\[
m = g(m).
\] (1)
The fixed point iteration is a well-established approach for the solution of an fixed point problem \( m = g(m) \) which
is indeed equal to solving \( f(m) = m - g(m) = 0 \). Fixed point iteration solves the problem in equation 1 through
iterations:
\[
m_k = g(m_{k-1}), \quad k = 1, 2, ...
\] (2)
where \( k \) denotes the iteration number.

Fixed point iterations solve two functions simultaneously: \( m \) and \( g(m) \). The intersection point of these two functions
is the solution of \( m = g(m) \), and thus \( f(m) = 0 \). This process is illustrated in Fig. 1 for a 1D case. Fixed point
iteration arises in various fields of science (see Walker and Ni, 2011, and references therein). One of the main issues
related to the fixed point iteration is that the iterations may have a slow convergence (linear convergence). Therefore,
accelerating the convergence rate of the fixed point iteration has attracted considerable interest.

Anderson Acceleration (AA) (Anderson, 1965) is among the most popular techniques to speed up the convergence of
fixed point iteration (Bollapragada et al., 2018; Scieur et al., 2018; Walker and Ni, 2011). The key idea behind the AA
strategy is to maintain the history of \( h \) recent iterations and predict the new iteration by using a linear combination of
this history where the weights are extracted by solving an optimization problem. AA seeks to speed up the convergence
of the fixed point iteration problem in equation 2 by decreasing the following residual (Walker and Ni, 2011):
\[
f(m) = m - g(m).
\] (3)
The linear combination of \( h + 1 \) previous iterations, i.e. \( m_k, m_{k-1}, ..., m_{k-h}, \) under the fixed point mapping \( g \) reads:
\[
m_{k+1} = \sum_{j=0}^{h} \theta_j g(m_{k-h+j}),
\] (4)
where coefficients $\theta_0, \theta_1, \ldots, \theta_h$ are the weights for constructing the new iteration and they are extracted by solving the following constrained optimization:

$$\begin{align*}
\text{minimize} & \quad \| \sum_{j=0}^{h} \theta_j f(m_{k-h+j}) \|_2^2 \\
\text{subject to} & \quad \sum_{j=0}^{h} \theta_j = 1,
\end{align*}$$

(5)

where $\| \cdot \|_2$ is the $\ell_2$-norm. The acceleration is nonlinear because the coefficients are updated at each iteration. These coefficients are calculated very simply as \cite{Walker and Ni, 2011}

$$\begin{align*}
\begin{cases}
\theta_0 = \gamma_0 \\
\theta_j = \gamma_j - \gamma_{j-1} & \text{for } j = 1, \ldots, h-1 \\
\theta_h = 1 - \gamma_{h-1},
\end{cases}
\end{align*}$$

(6)

where $\gamma$ is defined as

$$\gamma = (F^T F)^{-1} F^T f(m_k),$$

(7)

with

$$F = [\delta f_{k-h} \delta f_{k-h+1} \cdots \delta f_{k-1}],$$

(8)

and $\delta f_j = f(m_{j+1}) - f(m_j)$.

### 2.2 Iteratively refined WRI

We consider FWI as the following nonlinear PDE-constrained optimization \cite{Aghamiry et al., 2020a}:

$$\begin{align*}
\text{minimize} & \quad \mathcal{R}(m) \\
\text{subject to} & \quad A(m)u = b \quad \text{and} \quad Pu = d,
\end{align*}$$

(9)

where $P$ is the sampling operator, $u$ is the seismic wavefield, $d$ is the observed data, $A(m)$ is discretized wave-equation operator, $m \in \mathcal{M}$ is the model parameters, $b$ is the source term, $\mathcal{R}(m)$ is an appropriate regularization function on the model space and $\mathcal{M}$ is a convex set defined according to our prior knowledge of $m$. For example, if we know the lower bound, $m_{\text{min}}$, and upper bound, $m_{\text{max}}$, of $m$ then

$$\mathcal{M} = \{ m | m_{\text{min}} \leq m \leq m_{\text{max}} \}. $$

(10)

For the sake of compactness, we present the formulation for a single source and single-frequency pair. The extension to the multi-source and multi-frequency is straightforward and can be achieved by summation over sources and frequencies. The AL method replaces the constrained optimization described in equation 9 with the following minimax optimization \cite{Aghamiry et al., 2019b}:

$$\begin{align*}
\min_{u,m} & \quad \max_{\lambda, \nu} \mathcal{L}(u, m, \lambda, \nu),
\end{align*}$$

(11)

where

$$\mathcal{L}(u, m, \lambda, \nu) = \mathcal{R}(m) + \frac{\alpha}{2} \| A(m)u - b \|_2^2 + \frac{\beta}{2} \| Pu - d \|_2^2 - \lambda^T [A(m)u - b] - \nu^T [Pu - d],$$

(12)

$\alpha$ and $\beta$ are penalty parameters, and $\lambda$ and $\nu$ are the vectors of Lagrange multipliers or dual variables. The first three terms of this objective function is the penalty formulation of the equation 9 and the rest of them are the Lagrangian terms, which force the wave equation and observation equation to be satisfied at the convergence point even for a finite value of $\alpha$ and $\beta$. This is an advantage of the AL method over the penalty method. Beginning with an initial model $m_0$, the IR-WRI solves this minimax problem, equation 11, via the following iteration \cite{Aghamiry et al., 2019b}:

$$\begin{align*}
u_{k+1} &= \arg \min_{\nu} \mathcal{L}(u_{k+1}, m_k, \lambda_k, \nu), \\
\lambda_{k+1} &= \lambda_k - \alpha (A(m_{k+1})u_{k+1} - b), \\
\nu_{k+1} &= \nu_k - \beta (Pu_{k+1} - d), \\
u_{k+1} &= \arg \min_{\nu} \mathcal{L}(u_{k+1}, m_k, \lambda_k, \nu), \\
\lambda_{k+1} &= \lambda_k - \alpha (A(m_{k+1})u_{k+1} - b), \\
\nu_{k+1} &= \nu_k - \beta (Pu_{k+1} - d),
\end{align*}$$

(13a-13c)

where the Lagrange multipliers are updated through a gradient ascent scheme in equations 13d-13c to partially maximize the AL function. These Lagrange multipliers are formed by the running sum of the constraint residuals in
iterations and are re-injected to the misfit functions to iteratively refine the variables of the bi-convex optimization at each iteration. The defect correction performed by the Lagrange multipliers is effective for improving the convergence of the algorithm and is similar to that used in the Bregman iterative regularization (Osher et al., 2005). We refer the reader to Aghamiry et al. (2020a, 2021) for the closed-form expression of the optimization subproblems 13a and 13b with bounded constraints and different regularizations, as well as some details about the tuning of the penalty parameters.

## 3 IR-WRI as a fixed point iteration

From equation 13a, the wavefield at iteration $k+1$ is a function of the primal-dual triplet $(m_k, \lambda_k, \nu_k)$. The model $m_{k+1}$, equation 13b, is a function of the triplet $(u_{k+1}, \lambda_k, \nu_k)$ and hence is a function of the primal-dual triplet $(m_k, \lambda_k, \nu_k)$. Furthermore, $\lambda_{k+1}$, equation 13c, is a function of $(u_{k+1}, m_{k+1}, \lambda_k)$ and hence is also a function of the primal-dual triplet $(m_k, \lambda_k, \nu_k)$. Finally, $\nu_{k+1}$ is a function of $u_{k+1}$ and $\nu_k$ and hence a function of the primal-dual triplet $(m_k, \lambda_k, \nu_k)$. Consequently, the IR-WRI iterations reads

$$m_{k+1} = g_m(m_k, \lambda_k, \nu_k) = \arg\min_{m \in M} L(u(m_k, \lambda_k, \nu_k), m, \lambda_k, \nu_k),$$

$$\lambda_{k+1} = g_\lambda(m_k, \lambda_k, \nu_k) = \lambda_k - \alpha(A(g_m(m_k, \lambda_k, \nu_k)) - b),$$

$$\nu_{k+1} = g_\nu(m_k, \lambda_k, \nu_k) = \nu_k - \beta(Pu(m_k, \lambda_k, \nu_k) - d),$$

where $u(m_k, \lambda_k, \nu_k)$ is the solution of equation 13a. The subproblem (14a) can be solved using variable splitting methods and ADMM when a non-differentiable regularization function is used, e.g., total variation (TV) (Aghamiry et al., 2019a), combination of TV and Tikhonov (TT) (Aghamiry et al., 2020a), or those that are based on black box denoisers (Aghamiry et al., 2021). The variable splitting methods break down the original problem (14a) into some easy to solve subproblems, i.e., a least-squares problem to update $m_{k+1}$, some proximity/denoising problems to find auxiliary primal variables and some dual variables which keep the summation of the mismatch between the auxiliary variables and $m_{k+1}$. For more detail interested readers can refer to Goldstein and Osher (2009) and the above mentioned references. When regularization and bound constraints are also implemented, we can consider the new primal and dual variables as the input of the fixed point problem in addition to the above mentioned references. When regularization and bound constraints are also implemented, we can consider the new primal and dual variables as the input of the fixed point problem in addition to the $m_k$, $\lambda_k$ and $\nu_k$. For the ease of notations, hereafter $\mathfrak{P}$ denotes a long vector consisting of all the primal variables and similarly $\mathcal{D}$ denotes a long vector consisting of all the dual variables. Then we can write the IR-WRI as the following general bivariate fixed point iteration:

$$(\mathfrak{P}_{k+1}, \mathcal{D}_{k+1}) = g(\mathfrak{P}_k, \mathcal{D}_k),$$

where $g$ is the corresponding fixed point mapping function which maps the current iterate $(\mathfrak{P}_k, \mathcal{D}_k)$ to the next iterate $(\mathfrak{P}_{k+1}, \mathcal{D}_{k+1})$. By recasting IR-WRI as an fixed point iteration, equation 15, the convergence of the algorithm can be improved by employing generally accepted acceleration techniques such as AA. In this way, traditional IR-WRI can be viewed as Anderson accelerated IR-WRI with zero history. In contrast, accelerated IR-WRI captures the information from the history of $h$ previous iterates and reproduces the current iteration through weighted linear combinations of the history. The accelerated IR-WRI procedure in its simplest form is given in Algorithm 1.

### Algorithm 1: Accelerated IR-WRI

Given $b, d, m_0$

Set $k \leftarrow 0$, $\lambda_0 \leftarrow b$, $\nu_0 \leftarrow d$ and the rest of primal/dual variables equal to zero

while conditions not satisfied do

- Calculate the coefficients $\theta$ using equations 6 and 7
- $$(\mathfrak{P}_{k+1}, \mathcal{D}_{k+1}) \leftarrow \sum_{j=0}^{h} \theta_j g(\mathfrak{P}_{k-h+j}, \mathcal{D}_{k-h+j})$$

end

### 3.1 Damped AA

Due to the possible ill-posedness or rank-deficiency of the matrix $F$ in equation 7, there is a possibility of ill-conditioning of the AA iterations. To address this problem, previous researches proposed a damped or regularized version of the AA-algorithm (Henderson and Varadhan, 2019; Zhang et al., 2018), in which $\gamma$ is computed as

$$\gamma = (F^T F + \eta I)^{-1} F^T f(m_k),$$

where $\eta > 0$ and $I$ is the identity matrix.
3.2 Safeguarded AA

Embedding a safeguarding step in the AA algorithm during iterations may be required for improving the performance. The safeguard aims for a more stable convergence of the algorithm (Fang and Saad, 2009). Safeguarding (Zhang et al., 2018) is a step that sets a condition (set of conditions) by which one can guarantee the decrease of a pre-defined residual. For example, in a situation that the AA output does not decrease the residual(s), in a hybrid manner, one may replace the result of the AA with the Krasnosel’skiı-Mann (or $\alpha$-averaged) iteration (Krasnosel’skiı, 1955; Mann, 1953), which is also another broadly used method for solving fixed point iteration.

Algorithm 2 reviews our safeguarding strategy in AA to accelerate IR-WRI. Suppose that, at iteration $k$, we have access to $h$ previous iterates $\mathcal{P}_k$ (line 2), and the iterates are linearly combined at line 3 to get $\mathcal{P}^{AA}$ (line 2). We need to decide whether $\mathcal{P}^{AA}$ is acceptable or not, based on the residual value (the sum of the data and source residuals). It is worth mentioning that calculating the residual requires access to $h$. The choice of $h$ depends on the problem’s complexity. The larger the value of $h$, the more information from the previous iterations is incorporated. However, higher value of $h$ may increase the ill-conditioning of the problem plus extra storage specifications. Additionally, update information from the previous iterations may decrease the convergence rate of AA (Walker and Ni, 2011). For all tests in this paper, we use a small history parameter ($h \leq 10$).

3.3 The AA history

The AA update is based on a predefined history of the previous iterations; thus, we need to store $h$ previous iterates (model parameters and dual variables). This is the cost we should pay for increasing the convergence rate by AA. The computational burden of implementing AA is not demanding because the weighting coefficients are obtained by inverting an $(h+1) \times (h+1)$ system, equation 16. The choice of $h$ depends on the problem’s complexity. The larger the value of $h$, the more information from the previous iterations is incorporated. However, higher value of $h$ may increase the ill-conditioning of the problem plus extra storage specifications. Additionally, update information from the previous iterations may decrease the convergence rate of AA (Walker and Ni, 2011). For all tests in this paper, we use a small history parameter ($h \leq 10$).

4 NUMERICAL EXAMPLES

We assess the performance of the proposed accelerated IR-WRI strategy with a checkerboard model and 2D mono parameter synthetic benchmarks. We performed frequency-domain finite-difference modeling with a 9-point stencil and perfectly-matched layer (PML) (Chen et al., 2013). Also, we use a fixed penalty parameter during the inversions, though it can be increased gradually up to a pre-defined value. Additionally, we use bound constraint (BC) using the lower and upper bounds of the true model in all of the examples, that means, the WRI and IR-WRI methods are implemented with BC by default. We also implement bound-constrained TV-regularization (BTV) with and without
AA in our tests to compare the performance of each and their combination with AA. We use the calculated model error defined as \( \| \mathbf{m}^* - \mathbf{m}_k \|_2 / \| \mathbf{m}^* \|_2 \) to assess the convergent of the proposed methods.

4.1 Checkerboard model

The first example investigates the performance of the proposed accelerated strategy against a checkerboard model for both WRI (Van Leeuwen and Herrmann, 2013) and IR-WRI methods with BC. The model is composed of a 1400 m \( \times \) 1400 m homogeneous background model of velocity 1.5 km/s to which is added a checkerboard perturbation model of velocity 2.5 km/s (Figure 2a). The acquisition setup consists of four sources located at the corners of the model and 276 receivers spaced 20 m apart along the four edges of the model. A Ricker wavelet with a central frequency of 10 Hz is used as a source term. We performed simultaneous inversion of frequencies 2.5 and 5 Hz using the background model as initial model. For the AA case, the size of the history is set to 10. Also, a fixed penalty parameter \( \lambda = \alpha/\beta = 10^3 \) is used for all tests. The estimated models after 200 iterations obtained by WRI and IR-WRI without AA are shown in Figure 2b and 2c. Then, we performed inversion using AA and the corresponding results are presented in Figure 2d (for WRI) and 2e (for IR-WRI). In the case of WRI with AA (Figure 2d), we see a remarkable improvement in the update of the model in comparison with WRI without AA (Figure 2b). Concerning IR-WRI, the extracted model with AA is closer to the true model, especially at the center (Figure 2e). The corresponding model error curves versus iteration shown in Figure 3 highlight two features. First, classical IR-WRI (dashed curve) clearly outperforms classical WRI (dash-dotted curve). Second, the convergence rates of the accelerated WRI (dotted curve) and IR-WRI (black curve) improve compared to those obtained with their classical implementation, which is consistent with the estimated models shown in Figure 2. For the rest examples we test the performance of AA only with IR-WRI.

Figure 2: The checkerboard test. (a) True velocity model, (b-e) inverted velocity models by (b) WRI, (c) IR-WRI, (d) WRI with AA, and (e) IR-WRI with AA

4.2 The Marmousi II model

For the second example, we consider the Marmousi II velocity model of dimension 3.5 km \( \times \) 17 km (Figure 4a). The model is re-sampled with a 25 m grid interval in both \( x \) and \( z \) directions. We consider a surface acquisition with 114 sources and 681 receivers spaced 150 m and 25 m apart, respectively. We start the inversion from a 1D velocity model linearly increasing from 1.5 km/s to 4.5 km/s (Figure 4b). Also, a Ricker wavelet with a dominant frequency of 10 Hz is used as the source function. For all the following experiments the size of the history of AA is set to \( h = 8 \) experimentally to get a balance between performance and computational efficiency. We perform the inversion using both clean and noisy data under the same conditions. The frequencies range involved in the inversion is [3-15] Hz with a frequency interval of 0.5 Hz. Mono-frequency batches were successively inverted when ten iterations per frequency batch is considered as stopping criterion of iteration. Besides, we used a fixed penalty parameter of \( \lambda = \alpha/\beta = 10^6 \).
Figure 3: The checkerboard test. Model error curves versus iteration number for inverted models in Figure 2.

Figure 4: The Marmousi II test. (a) true velocity model and (b) initial velocity model.

during the iterations. Inversion is performed through two frequency paths, in which the updated model of the first path is set as the initial model for the second path.

We first show some improvement achieved by IR-WRI at intermediate iterations when AA is implemented. Figure 5 shows the inversion results obtained by IR-WRI without and with AA after 10, 50 and 90 iterations.

In the updated model by IR-WRI, we can recognize the failure of the method in capturing the kinematic components of the model (arrow and rectangle in Figure 5a-c). In contrast, AA improves the reconstruct of these structures even at early iterations (Figure 5d-f). This observations show that AA can be considered as a preconditioner of IR-WRI.

The final inversion results obtained from the Marmousi data are shown in Figure 6. IR-WRI without AA (Figure 6a) and with AA (Figure 6b) converge to similar results down to depth of 3 km. Note that, during the second inversion path, classical IR-WRI was able to reconstruct the selected regions in Figure 5, where it was not able to reconstruct during the first path. However, for the deeper parts of the model, the accelerated version of IR-WRI outperformed the original version.
Now we add the TV regularization to the inversion algorithm to see the performance of the AA with TV-regularized IR-WRI. Note that, in this case, the auxiliary primal-dual variables of the TV regularization, which are generated during variable splitting, also undergo the AA. We set the penalty parameters according to Aghamiry et al. (2019a). Figures 6c-d show the final inversion results of TV regularized IR-WRI without and with AA. We observe that implementation of TV (Figure 6c) improves the quality of the result when comparing with the result of bounded IR-WRI (Figure 6a). The result is further improved when we include the AA (Figure 6d). These observations can be seen more directly from the extracted vertical velocity profiles shown in Figure 7a and from evolution of the model error curves displayed in Figure 8a.

Also, we repeat the numerical tests for noise contaminated data. For this, low-pass filtered random noise of signal-to-noise ratio (S/N) 5 dB is added to the data. In order to illustrate the noise strength, we show a frequency-domain comparison between the real part of noise-free and noisy data in the source-receiver coordinate system for the frequency of 8 Hz in Figure 9. The inversion framework remains the same as that used for the case of clean data. However, as investigated by Aghamiry et al. (2019a), the regularization parameter was increased a little to prevent the overfitting of data during the IR-WRI iterations. The final inversion results for IR-WRI, IR-WRI with AA, IR-WRI with TV, and IR-WRI with TV and AA are shown in Figures 6e-h, respectively. The associated vertical velocity profiles and evolution of the model error curves are also displayed in Figures 7b and 8b. It can be seen that, for all inversion cases performed (with and without TV regularization and with and without noise), AA improves the convergence rate of IR-WRI.

![Figure 5: The Marmousi II test. Inversion result of 3 Hz (first row), 5 Hz (second row) and 7 Hz (third row) frequency for IR-WRI (a-c) without AA and (d-f) with AA. In the left panel, some regions in the model are assigned by arrow and rectangle that demonstrate imperfection of conventional IR-WRI in comparison with its accelerated version (right column).](image)

**4.2.1 On the effect of safeguarding and AA history**

A pre-defined parameter for applying AA is the size of the history \( h \). This value may affect both regularization and safeguarding in addition to the performance of the AA algorithm. Usually, very small value of \( h \) may not accelerate the inversion properly and may have a negative effect (Walker and Ni, 2011). Conversely, a larger value requires more memory storage and may increase the ill-conditioning of the problem. Thus, there is a trade-off in the determination of \( h \). We performed AA with seven values of \( h = 2, 3, 4, 5, 6, 7, 8 \) for the Marmousi II test with and without the safeguarding step for the case of noise-free and noisy data sets. The model error curves for these tests are shown in Figure 10 in which the top and bottom rows respectively correspond to noise-free and noisy data. Also, the left and right columns show the results of AA without and with safeguarding step. Regarding the effect of lower history value, we observe the weakness of AA for \( h = 2 \) in noise-free case (Figure 10). However, by applying the safeguarding step,
the uncertainty of AA due to the choice of history decrease dramatically (Figure 10b). Regarding noisy data (Figures 10c-10d) we observe similar behaviour.

4.3 The 2004 BP model

In the third example, we assess the performance of the proposed method against the left part of the challenging 2004 BP salt model (Billette and Brandsberg-Dahl, 2005). Here we use the resampled (with a grid interval of 25 m) and rescaled version of the model. The model covers a 5.725 km × 16.225 km area (Figure 11a). We consider a fixed-spread surface acquisition with 109 sources and 325 receivers uniformly distributed on the surface when a 10 Hz Ricker wavelet is used as the source signature. The starting velocity model is a homogeneous model of 4 km/s (Figure 11b). We divide the inversion path into three frequency paths, [3-3.5] Hz, [3-6] Hz, [3.5-13] Hz. The final estimated model of each path is used as the initial model for the next one. Inside each path, monofrequency inversion is performed with a 0.5 Hz frequency interval. We utilize $h = 6$ to perform acceleration. The stopping criterion for iteration is a predefined maximum number of iterations or a predefined source misfit level. We set the maximum number of iterations equal to 35 for the first path and 20 for the rest.

We do not show the results of TV regularization for this test because we wanted to see that even without regularization the AA helps IR-WRI greatly in building this challenging model with a crude starting model. Definitely, implementing the TV regularization will improve the results as we observe for the Marmousi test. Figures 11c,d show the inversion results of the first path (3-3.5 Hz) without AA (Figure 11c) and with AA (Figure 11d). We can observe that traditional IR-WRI fails to recover the low-frequency information of the model properly. But the AA helps the IR-WRI to construct the top salt with correct kinematic informations.

We continue the inversion for the next paths. The final inverted velocity models are shown in Figure 11e (after 580 iterations without AA) and Figure 11f (after 371 iterations with AA). Estimated velocity models undergoes direct
Figure 7: The Marmousi II test. Top row: direct comparison between true model (black), IR-WRI (red), IR-WRI + AA (green), IR-WRI + TV (orange), and IR-WRI + TV + AA (blue) at different locations specified by X in each panel. Bottom row: the same as top row but for noisy data.

comparison in Figure 12. We can observe that AA improves the estimate by properly following the structure of the true model (black). This improvement can also be seen from the evolution of the errors as shown in Figure 13.

5 Discussion

Despite the popularity of the AA in other fields of science, to the best of our knowledge, the study conducted by Yang (2020) is the only application of the AA on seismic inversion. The experiments in Yang (2020) indicate the superiority of the AA over limited memory-BFGS (L-BFGS). However, as analyzed by Fang and Saad (2009), there is no generality in the advantage of AA over other Broyden’s methods. The AA is known as the “off-the-shelf” acceleration method (Henderson and Varadhan, 2019), i.e. which does not require “step-length” calculation as in the case of L-BFGS. The only requirement is to recast the original problem as a fixed point iteration.

Our analysis in the framework of IR-WRI reveals some interesting features of AA, which distinguish our study from that of Yang (2020). First, we extend the application of the AA method to ADMM iterations by recasting the estimation of the primal-dual variables as a fixed-point iteration. Moreover, our methodology goes one step further by including useful prior information and regularization. We show that the auxiliary and dual variables of BTV regularization, which are created for handling non-differentiable functions based on splitting schemes, can be processed as extra fixed-point parameters. This generalization makes our algorithm to be more flexible and robust than the studies conducted by Yang (2020) for FWI problem or Zhang et al. (2019) for ADMM application in geometry optimization. Besides,
our algorithm can consider two other options depending on the problem at hand. The first one is the regularization of the quadratic problem in the AA algorithm (equation 5), i.e., known as damped-AA, which is already studied by Zhang et al. (2018) and Henderson and Varadhan (2019). The second one is the safeguarding step. The experiments for noise-free and noisy data show that applying this step improves the AA results and its robustness against of noise. As such, the IR-WRI with AA can be efficiently performed with small values of the history.

We evaluate the proposed AA-based IR-WRI against three synthetic models. For the checkerboard model, we also apply the AA in the WRI method (Van Leeuwen and Herrmann, 2013). The results show that with AA, the WRI performance is improved. However, the performance of IR-WRI without and with AA outperforms the WRI, which shows the importance of considering the dual variables as fixed-point parameters. Also, we show that IR-WRI with AA keeps its decreasing pattern in model error just like other reported experiments in other fields of science (Walker and Ni, 2011) or time-domain seismic inversion in Yang (2020). For the Marmousi II and BP 2004 experiments, the scenario is somehow different. Although the general problem is to find the best-estimated model parameter, however, for each frequency batch (or even frequency path) we solve a new problem since after a few iterations, the frequency to be inverted is changed, and we reset the dual variables, $b_k$, $d_k$. As such, the AA history related to $b_k$, $d_k$ also resets for each frequency batch. In such cases, frequency-domain IR-WRI with AA can be seen as an AA with a periodic restart. Therefore, one may not expect a regular decreasing pattern similar to the checkerboard test. Nevertheless still, IR-WRI with AA outperforms the conventional one. For example, the analysis of both noise-free and noisy data show
that utilizing the AA scheme in the IR-WRI algorithm improves its performance, i.e. the calculated model errors and source residual curves of IR-WRI without AA require more iterations to obtain such accuracy yielded by the IR-WRI with AA.

6 CONCLUSIONS

We recast the IR-WRI iteration as a general fixed-point iteration to improve the convergence speed of IR-WRI with Anderson acceleration (AA). The accelerated IR-WRI keeps a pre-defined history of the previous iterations and builds the new iteration by a linear combination of the history. The combination weights are determined at each iteration for the optimal convergence by solving a least-squares problem. We analyzed the performance of the proposed acceleration scheme through numerical examples using a simple checkerboard test and the Marmousi II and 2004 BP benchmark models. The results show that a small history (less than 10) is enough to have a good performance. Also, they show that damping and safeguarding could improve the performance of IR-WRI with AA. Future work will concentrate on investigating the proposed method for the case of multiparameter IR-WRI for elastic physics.
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