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ABSTRACT

We present a new set of high-resolution dust extinction maps of the nearby and essentially starless Pipe Nebula molecular cloud. The maps were constructed from a concerted deep near-infrared imaging survey with the ESO-VLT, ESO-NTT, CAHA 3.5 m telescopes, and 2MASS data. The new maps have a resolution three times higher than the previous extinction map of this cloud by Lombardi et al. and are able to resolve structures down to 2600 AU. We detect 244 significant extinction peaks across the cloud. These peaks have masses between 0.1 and 18.4 $M_\odot$, diameters between 1.2 and $5.7 \times 10^4$ AU (0.06 and 0.28 pc), and mean densities of about $10^4$ cm$^{-3}$, all in good agreement with previous results. From the analysis of the mean surface density of companions we find a well-defined scale near $1.4 \times 10^4$ AU below which we detect a significant decrease in structure of the cloud. This scale is smaller than the Jeans length calculated from the mean density of the peaks. The surface density of peaks is not uniform but instead it displays clustering. Extinction peaks in the Pipe Nebula appear to have a spatial distribution similar to the stars in Taurus, suggesting that the spatial distribution of stars evolves directly from the primordial spatial distribution of high-density material.
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1. INTRODUCTION

A primary motivation for the study of molecular clouds at early stages of evolution is to understand the initial conditions that precede the process of star formation. Those initial conditions are necessary to understand the process of evolution of the clouds toward collapse into stars, and to improve numerical and analytical experiments that should lead to a predictive model of star formation. However, there are not many examples of clouds near or at primordial stages. That is why the Pipe Nebula is both an important and interesting target. It is one of the youngest clouds observable, possibly magnetically dominated (Franco et al. 2010), with less than a handful of its dense cores being confirmed as currently forming stars (Onishi et al. 1999; Brooke et al. 2007; Forbrich et al. 2009). The cloud is also located at a close distance ($d = 130^{+15}_{-30}$ pc; Lombardi et al. 2006, hereafter LAL06), offering a great level of detail to observers.

As clouds evolve, their structure is modified. The most direct way to determine the (projected) structure of a molecular cloud is to determine the variation of an observable column density across the cloud. One method that has proven to be both reliable and accurate is to use dust extinction as a proxy for total mass (i.e., gas column density). One successful approach to this method is the near-infrared color excess technique (Lada et al. 1994), revised and optimized by Lombardi & Alves (2001, hereafter LAL01). In this technique, stars located in the background of clouds provide individual pencil-beam measurements of reddening toward a given line of sight. The colors of stars are averaged, weighted, and convolved into a uniform map of dust column density using a canonical reddening law and a statistical optimization method. In their study of the Pipe Nebula, LAL06 applied the color excess method to a sample of almost 4.5 million sources in the region cataloged by the Two-Mass All-Sky survey (2MASS). This allowed them to construct a detailed map of the Pipe Nebula with a spatial resolution of 1 arcmin, and an overall detection level of dust extinction of $A_V = 0.5$ mag. The analysis of the map revealed a large number of column density peaks, resulting in a list of 134 candidate dense cores. The Pipe cores may also be the direct predecessors of a stellar population with an initial mass function (IMF) similar to that of the Trapezium cluster (Alves et al. 2007; Rathborne et al. 2009a, hereafter RLA09). However, while the map of LAL06 permitted a great “in bulk” view of the core population, higher spatial resolution is needed to resolve the internal structure of the cores themselves. The analysis of the internal structure of individual cores may help to determine their properties and their possible stage of evolution toward collapse into stars (e.g., Lada et al. 2004). To date, such analysis has been done for only two cores in the Pipe Nebula: Barnard 68 (Alves et al. 2001) and FeSt-1457 (Kandori et al. 2005).

This paper describes a new deep, near-infrared imaging survey of the Pipe Nebula. These new observations are 4–5 mag deeper than 2MASS, resulting in a significant increase of the density of background sources per unit area, allowing to construct extinction maps with higher spatial resolution and to resolve the structure of the cloud in greater detail. The observations for this survey include data from three ground-based near-infrared facilities: the Infrared Spectrometer and Array Camera (ISAAC) at the Very Large Telescope (VLT), the Son of ISAAC (SOFI) camera at the New Technology Telescope (NTT)—both parts of the European Southern Observatory (ESO)—and the OMEGA 2000 wide field camera at the 3.5 m telescope at the Centro Astronómico Hispano Alemán in Calar Alto. In this paper, we describe the observations and present the data in the form of extinction maps for individual and combined fields. This paper is also a follow up to a previous study of the
structure of the Barnard 59 star-forming region (Román-Zúñiga et al. 2009, hereafter Paper I), made with a subset of this survey. In this paper, we pay special attention to the nomenclature of the denser regions in the cloud: we take the conservative approach of using “extinction peaks” to define these dense regions, as extinction peaks are the direct observables from the extinction map. We do not call them “cores” because we have not measured radial velocity for every peak, and therefore we cannot merge peaks into “cores,” as it was done in the analysis of RLA09.

This paper is organized as follows. In Section 2, we make a general description of the observations and describe our data reduction process. In Section 3, we present the extinction maps and describe their construction. In Section 4, we make a brief analysis of the structure in the maps and the detection of column density peaks. In Section 5, we present our results and compare them with the studies of the 2MASS map of LAL06. Finally, a discussion and a summary of the main results are presented in Sections 6 and 7, respectively.

2. OBSERVATIONS AND DATA REDUCTION

A list of all fields observed and considered for final analysis can be consulted in Appendix A (Table A1). The table lists the field identification, the center of field positions, observation date, filter, an estimate of the seeing based on the average FWHM of the stars detected in each field, and the peak values for the brightness distributions, which are a good measurement of the sensitivity limits achieved. The location and coverage of each field are indicated in Figure 1. In what follows we describe the observations and the data reduction process, including the construction of the photometric catalogs used to construct the dust extinction maps.

2.1. ESO

The main observations of the survey were made with the ISAAC and the Son of ISAAC (SOFI) near-infrared imagers, mounted, respectively, at the UT3 8.2 m unit of the VLT array at Cerro Paranal and the 3.5 m NTT at La Silla, both parts of the ESO in Chile. The two observing runs were completed with uniformly good weather in the summer months of 2001 and 2002. Two fields, FeSt 1-457 and B68, were observed previously in 2000 under similar conditions and requirements. All the data are currently available at the ESO archives. The imager SOFI at the NTT 3.5 m telescope presents a field of view (FOV) of 5′ × 5′ with plate scale of 0.288 arcsec pixel−1, almost seven times the angular resolution of 2MASS, and higher sensitivity: achieved limits are estimated to be about 4–5 mag deeper than 2MASS in each band. Such characteristics are enough to resolve the densely crowded Galactic Bulge field in the background of the Pipe Nebula and to penetrate in regions with up to about 50 mag of visual extinction. The FOV of SOFI is ample enough to allow to completely contain some of the larger dense regions in the Pipe Nebula (R ∼ 0.1–0.15 pc), with the exception of the central core in Barnard 59, which nearly doubles the size of the FOV. A total of 55 fields in the cloud were successfully observed in H and Ks, with a few also observed in J. In addition, a control field located approximately 1° west of Barnard 59 was observed with similar conditions in order to determine the intrinsic background field colors, essential to determine absolute dust extinction values. The ISAAC observations were intended to fully resolve the centers of the most dense and obscured regions. A total of seven fields were observed with ISAAC during the same observing seasons in H and Ks at a resolution of 0.144 arcsec pixel−1 with an FOV a quarter of the size of that of SOFI. Interestingly, the ISAAC fields observed in the center of Barnard 59 were capable of detecting only a handful of the individual sources in and behind the core. This shows that extinction values above AV = 60 mag are close to the limit of the penetrating power in the near-infrared even for an 8 m class telescope. As mentioned before, space-based mid-infrared observations were required to resolve more of the highly obscured background sources in B59 (Brooke et al. 2007; Román-Zúñiga et al. 2007; Paper I).
2.2. CAHA

The Centro Astronómico Hispano Alemán (CAHA) 3.5 m observations were done with the OMEGA 2000 camera, which has a wide FOV of 15'. A total of 21 fields, complementary to the ESO survey, were observed during 2007 June and 2008 June with acceptable weather. The fields observed with the CAHA 3.5 m telescope were selected to cover the surrounding areas in the densest region near the "Pipe Molecular Ring" (Muench et al. 2007) in the central part of the cloud, and also to obtain fresh data in a number of fields at the westernmost regions of the cloud (see Figure 1). The resolution of OMEGA 2000 at the 3.5 m telescope is 0.45 arcsec pixel−1 and the sensitivity is expected to be equivalent to that of SOFI. However, even with excellent weather and instrumental conditions at Calar Alto, the low inclination of the Pipe Nebula at the latitude of the observatory resulted in large seeing values (1′.6 ± 0′.2 on average) and some internal reflection effects that affected the colors of sources near the edges of the detector. See also Section 3.1.

2.3. Pipeline Reduction

Data from the three survey groups were reduced with modified versions of the FLAMINGOS near-infrared reduction and photometry/astrometry pipelines, which are built in the standard IRAF Command Language environment.

One pipeline (see Román-Zúñiga 2006) processes all raw frames by subtracting darks and dividing by flat fields, improving signal-to-noise ratios by means of a two pass sky subtraction method, and combining reduced frames with an optimized centroid offset calculation. For the ESO survey data, slight modifications were implemented to the reduction pipeline in order to account for some—well-documented—instrumental biases: for the SOFI-NTT data, we took into account corrections for instrumental crosstalk using the IRAF task provided in the ESO SOFI Web sites. Nonlinearity corrections were applied by using the coefficients listed by Tinney et al. (2003). Finally, we used the dome flats and illumination correction field sets provided by ESO to avoid well-known "shade" effects often encountered with sky and super-sky flat fields. In the case of the ISAAC-NTT fields, master darks, twilight flats, and illumination field frames were created with the aid of the ISAAC pipelines provided in the ESO Web sites, previous to the batch reduction with our pipelines. For the Calar Alto data, the reduction was performed using our pipeline in standard mode. We used dark frames and dome flats obtained within 48 hr of each observation. No other specific instrumental corrections were applied.

The final combined product images were then analyzed by a second pipeline (see Levine 2006), which identifies all possible sources from a given field using the SExtractor algorithm (Bertin & Arnouts 1996), applies PSF photometry, calibrates observed magnitudes to a constant zero point, and finds an accurate astrometric solution. Both photometry and astrometry of SOFI and OMEGA 2000 data products were calibrated with respect to 2MASS catalogs retrieved from the All Sky Data Release databases. ISAAC calibrations were obtained by bootstrapping to the calibrated SOFI data. The final photometry catalogs, containing either J, H, and Ks, or H and Ks photometry were prepared by a routine that makes use of the routine CCXYMATCH. In the case of overlapping fields and fields with observations done in more than one instrument, the catalogs were put together with our own matching routines, designed to list preferentially a higher quality observation (e.g., ISAAC) over a lower quality one in the overlapping areas. We prepared joint catalogs to construct multiple-field extinction maps for a limited number of cases. In the cases of FeSt 1-457, and SOFI fields 29, 31, and 45, we used hybrid SOFI+ISAAC catalogs.

3. HIGH-RESOLUTION DUST EXTINCTION MAPS

The ESO and CAHA observations provide a vast enhancement in photometric depth and sensitivity toward the fields observed. The number of sources detected in each field is up to 10 times larger than 2MASS, which results in the ability to increase the spatial resolution used to map the dust column density: with a greater source density, one can reduce the diameter of the spatial filter and have equivalent or better statistics, with an improved signal-to-noise ratio.

3.1. Near-infrared Color Excess Method

The maps were constructed with the Near-infrared Color Excess Revised (NICER) technique (Lombardi & Alves 2001). NICER is an optimized multi-band technique to estimate extinction from the infrared excess calculated from observations at three different bands—in our case J, H, and Ks, which allow to use two independent colors. Choosing J − H and H − Ks, the estimator of the extinction, AV is of the form

$$A_V(s) = a + b_1(E(J − H)) + b_2(3H − K_s),$$

where the coefficients, a, b1, and b2 can be determined by assuming that AV is an unbiased estimator and that it has minimum variance. The first condition is expressed as b1/C1 + b2/C2 = 1, where, in our case, the coefficients C1 = 9.35 and C2 = 16.23 are from the reddening law of Román-Zúñiga et al. (2007). The second condition is expressed as a + b1(ΔH) + b2(Hs − Ks) = 0, where (ΔH) and (Hs − Ks) are the intrinsic values of the colors, estimated from an off-cloud control field with negligible extinction (see Figure 1 and Table 1). The second condition is granted through the minimization of the variance of AV, expressed in terms of the scatter of the intrinsic colors and the photometric errors (please see LA01 for details). We estimated the intrinsic values of background sources in the control field as the median value along a fiducial line represented by the average colors in bins of equal size in Ks, for Ks < 17.0 mag. The intrinsic colors are practically constant across the control field area, with scatter comparable to or smaller than the typical color photometric uncertainty. This is expected, because the field population toward the Galactic Bulge is mostly composed of red giant stars, which have a very small intrinsic color excess, like in the case of OH IR stars, as discussed by LAL06. We selected infrared excess stars in two ways: for sources having J, H,
and \( K \) photometry we selected out those falling to the right of the line \( H - K_s = 1.692(J - H) \). For sources not having a \( J \)-band observation we cannot guarantee that they will not have an intrinsic excess, especially if \( H - K_s > 1 \). However those cases should be rare in background giant sources. For this reason, we limited our catalogs to stars with \( K_s > 10 \); this restriction removes contamination from foreground stars and most contamination from OH-IR stars (see LAL06).

To make a map, the extinction measurements for individual sources have to be spatially smoothed. In our case, we used a Gaussian filter and Nyquist sampling. At each position (line of sight) in the map, each star falling within the beam is given a weight calculated from a Gaussian function, and the inverse of the variance squared. Then, the value of \( A_V \) at the map position is calculated as the weighted median of all possible values (please see LA01, Section 3.2 for details). The uncertainty in the measurement, \( \sigma_{A_V} \), which determines the noise per pixel, was calculated as \( \sqrt{\sigma^2(A_V)/N} \).

We do not have ESO \( J \)-band observations available for a majority of the ESO fields. Therefore, for many ESO sources, extinction was determined from only one color, \( H - K_s \), just as in the original color excess technique (NICE; Lada et al. 1994). The difference is that using the NICER method we are able to weight associated with a measurement to keep track of its corresponding weight. For example, by setting the photometric uncertainty of stars with no \( J \) measurement at a very large value (99.999) in that band, NICER automatically discards that \( J - H \) measurement and either accepts or rejects a value of \( A_V \) for a star given the weight associated with the value of its \( H - K_s \) color alone.

The maps we present in this paper are constructed with a Gaussian filter with an FWHM of 20′′ and Nyquist sampling (i.e., pixels on the map have a width of 10′′). This represents a resolution three times higher than the one achieved in the large-scale map of LAL06. This is approximately equal to 1/10 of the median Jeans length across the cloud (0.2 pc; RLA09).

In the case of the CAHA observations we had three bands available, \( H \), \( J \), and \( K_s \), thus two colors \( c_1 = H - K_s \), \( c_2 = J - K_s \), and a pixel sampling not too different from SOFI. However, the Pipe Nebula is a target that does not reach a very high elevation at Calar Alto, and the inclination of the telescope was large enough to cause internal reflections in the camera. These reflections affected the colors of stars near the corners of the frames. We decided to mask out the frame corners by using sources within a circular area with a radius smaller to the diagonal length of the field. However, because each OMEGA 2000 field contained an average of \( 3.5 \times 10^4 \) detected sources, we were still able to obtain uniformly covered maps with a very acceptable number of 15–60 sources per pixel and an average completeness limit of \( K_s = 16.75 \) after applying the restrictions, which was enough to resolve structures in all regions of the Pipe (with the exception of B59) at the nominal resolution of 20″.

### 3.2. Maps for Individual Fields

We constructed individual dust extinction maps for each of the SOFI and CAHA fields observed. In the case of the few deep ISAAC fields observed, we merged the catalogs with the corresponding ones from SOFI before proceeding to the map construction following the procedure described below. The individual ESO and CAHA maps constitute a high-resolution dust extinction map atlas of the Pipe Nebula which we present as a separate document, accessible in the electronic (online) version of the paper. The dynamical range of the new maps covers column densities between \( 10^{21} \) and \( 10^{23} \) \( \text{cm}^{-2} \).

### 3.3. Large-scale Maps

We merged overlapping ISAAC, SOFI, and CAHA catalogs to form larger pieces which were subsequently merged onto five large “bed” catalogs that defined the main regions of the cloud. This way, we constructed five large-scale maps comprising the main regions of the Pipe—namely “Barnard 59,” “The Stem,” “The Shank,” “The Bowl,” and “The Smoke.” A diagram showing the extent of each region is presented in Figure 2. The five large-scale extinction maps are shown in Figures 3–7.
Figure 3. Dust extinction map of the Barnard 59 region at a spatial resolution of 20″. The white solid line contours mark levels of visual extinction at $A_V = 5, 7, 10, 15, 20, 25, 30, 35, 40, 50, 60, 70, 80, \text{ and } 90 \text{ mag}$. (A color version of this figure is available in the online journal.)

Figure 4. Extinction map of the Pipe Stem region at a spatial resolution of 20″. The white solid line contours mark levels of visual extinction at $A_V = 3, 5, 7, 10, 12, 15, \text{ and } 20 \text{ mag}$. (A color version of this figure is available in the online journal.)

Table 1, we list the limits defining the five areas, the fields included in each one of the maps. The hybrid catalogs were constructed by joining the photometry lists from the various surveys in a progressive sequence: ISAAC catalogs were merged with the corresponding SOFI catalogs by using a matching algorithm that preferentially listed ISAAC over SOFI detections. For those matches with a SOFI J-band detection, we used that value to replace the null J-band value from ISAAC (e.g., FeSt 1-457 field); this resulted in a small but useful reduction of the scatter as a function of extinction ($\sigma_{A_V}$ versus $A_V$). Positional matching between NTT and VLT observations was calculated within a tolerance radius of 0″.24, i.e., twice the average positional uncertainty of the NTT astrometric solutions. Then, when possible, we merged coincident ESO and CAHA fields using a slightly larger tolerance radius of 0″.3 (to compensate for the slightly lower resolution of the OMEGA 2000 respect to SOFI). A final “high resolution” catalog was constructed by putting together all ESO-CAHA merges, and merging it to a 2MASS “bed” catalog obtained from the All Sky Data Release. The 2MASS “bed” catalogs define the extent of each map, and excluded sources with photometric flags “U” and “X” which indicate upper limits and defective observations, respectively. Positional matching between the ESO-CAHA catalogs and the 2MASS bed catalogs was determined using a tolerance radius of 0″.36 (three times the average uncertainty of the ESO-NTT astrometric solutions), and we rejected the 2MASS matching sources except in the cases where an ESO or CAHA source was saturated. The infrared excess restriction applied to the 2MASS sources is the same as the one described in Section 3.1.

We determined that a small color correction had to be applied to correct for the differences between the SOFI/ISAAC, OMEGA-2000, and 2MASS passbands. This correction was determined by plotting the differences $\Delta(H - K_s) = (H - K_s)_\text{SOFI} - (H - K_s)_\text{ISO}$.
Figure 5. Extinction map of the Pipe Shank region at a spatial resolution of 20″. The white solid line contours mark levels of visual extinction at $A_V = 3, 5, 7, 10, 12,$ and $15$ mag.

(A color version of this figure is available in the online journal.)

Figure 6. Extinction map of the Pipe Bowl region at a spatial resolution of 20″. The white solid line contours mark levels of visual extinction at $A_V = 7, 10, 12, 15, 20, 25, 30, 35, 40,$ and $50$ mag.

(A color version of this figure is available in the online journal.)

$K_s - (H-K_s)_{\text{MASS}}$ for ESO or CAHA versus $(J-H)_{\text{MASS}}$ and applying a linear least-squares fit. The slopes did not vary much between ESO and CAHA fields. We estimated an average correction of $\Delta(H - K_s) = -0.08 + 0.07(J - H)_{\text{MASS}}$ and applied it directly to the individual $H - K_s$ colors of sources entering the NICER calculations.

4. ANALYSIS OF LARGE-SCALE MAPS

One of the goals of this study is to determine if the increase in resolution has any direct implications in the determination of the structure of the cloud and the properties of identified dense regions. We also need to determine if the increase in...
spatial resolution has any significant impact on our ability to identify high column density regions. To tackle such aspects, we analyzed our maps following a technique equivalent to that followed by LAL06 and RAL09 to analyze the 2MASS map and then compared our results to theirs.

4.1 Identification of Extinction Peaks

The maps of Figures 3–7 show that there is abundant low density material between $A_V = 2 \pm 1$ and $A_V = 6 \pm 1$ mag with a rough filamentary morphology. This is probably tracing a more diffuse medium, as most significant extinction peaks appear to be embedded in these relatively large, low density structures. The correct detection and delimitation of individual features is complicated by this aspect, because we need to be careful at defining clearly the boundary of a feature projected against an extended emission structure. In some cases, two or more peaks are located close to each other and are projected toward the same filament or wisp of the cloud, making it difficult to determine their individual boundaries. Because we estimate sizes and masses of features from those boundaries, crowding and overlapping may ultimately play a crucial role in the correct determination of a dense core mass function for the cloud, although in the Pipe Nebula, crowding is a relatively small effect (Kainulainen et al. 2009) due to the proximity and particular layout the cloud. In the previous studies of extinction maps of the Pipe Nebula, the detection of individual extinction peaks was optimized in two steps: (1) filtering the local background structures and (2) extracting individual features by means of a two-dimensional peak finding algorithm. We also follow these steps in our analysis, as described below.

4.1.1 Filtering and Detection

The Multi-scale Vision Model algorithm (Rué & Bijaoui 1997; Bijaoui et al. 1997) translated into a computer routine by B. Vandame (2008, private communication) works well for our extinction maps because it is optimized to extract extinction peaks projected against an extended background, a picture that fits well with a collection of dense gas cores embedded in a large cloud. The algorithm assumes that significant extinction peaks are compact, coherent structures that will remain significant after moderate changes in resolution. Large-scale structures such as filaments and “smooth hills” are effectively filtered out by the code as they usually are too extended.

In our extinction maps we applied the wavelet filtering by isolating features at four scales, of sizes $2^l \cdot s_p$, where $s_p$ is the spatial resolution scale of 20″ and $l = \{1, \ldots, 4\}$, i.e., 0.7, 1.3, 2.7, and 5.3. At each of these scales, the program detects local maxima among pixels with values higher than a threshold ($3\sigma$, in our case); in the wavelet transform space, pixels associated with local maxima are organized in domains; the program then constructs a series of trees of inter-scale connectivity, and reconstructs the image by summing across all the scales with the help of a regularization (minimum energy loss) formulation. We checked that the filtering at these four scales was sufficient by subtracting the filtered images from the originals. In all cases the residual images only presented noise and some low-level

Figure 7. Extinction map of the Pipe Smoke region at a spatial resolution of 20″. The white solid line contours mark levels of visual extinction at $A_V = 3, 5, 7, 10, 15, 20, 25,$ and 30 mag.
(A color version of this figure is available in the online journal.)
emission features, coincident with faint, wispy structures visible in the large-scale maps (for an example, see Paper I, Figure 5).

We identified individual extinction peaks by running the CLUMPFIT2D–2D (hereafter CLF2D) algorithm (Williams et al. 1994) on the wavelet-filtered maps. The algorithm detects individual peaks as local maxima and encloses adjacent regions associated with them, defining individual boundaries or "clumps". The program makes use of contour levels based on user-defined intervals of constant flux. In our case, the noise amplitude, \( \sigma_{AV} \), as a function of extinction was found to be relatively uniform in the areas of low extinction (mostly covered by 2MASS data) in the raw maps. In the Stem, Shank, Bowl, and Smoke regions, the noise level has an average value of 0.33 mag between 0 and 30.0 mag. The noise level is lower in regions covered by SOFI or CAHA observations), then it rises smoothly to an average of 0.55 mag as \( AV \) increases to peak values of 40–50 mag pixel\(^{-1}\) (Bowl region). Following this behavior, we constructed the contour level set with intervals starting at \( AV = 0.99 \) mag contour, defined as a “base” level equal to three times the average noise per pixel in low extinction (\( AV < 5 \) mag) regions, followed by \( 5\sigma_{AV} \) intervals (1.65 mag) within 1 mag < \( AV < 30 \) mag (low and moderate extinction), and ending with 2.0 mag intervals for \( AV > 30 \). The extra \( \sigma \) interval in the last segment is used to compensate for the increase of the noise amplitude at high extinction regimes. This way CLF2D finds all extinction peaks in the wavelet-filtered maps and works its way down the contour levels, separating the peaks by determining which pixels most likely belong to each of them (by means of a “friends of friends” algorithm) and finally determining the peak boundaries at the 3\( \sigma \) “base” level.

We restricted the detection to only include peaks enclosing a minimum of 30 contiguous pixels with values above the “base” level; this is equivalent to saying that we only accepted as significant those features with equivalent diameters larger than \( 60'' \) (see below), i.e., about 1/5 of the average Jeans length in the cloud, estimated to be \( \sim 0.2 \) pc or \( 5.3'' \). Our choice of parameters should be considered to be on the conservative side, but we have to take into account that the map sensitivity is lower in the regions outside the ESO and CAHA fields, and a higher threshold helps to compensate partially for this effect.

4.1.2. Properties of Extinction Peaks

For each of the extinction peaks identified, CLF2D defines an optimized boundary. The size of a feature is defined as the equivalent radius of the area within the boundary. Mass was estimated by summing the background-corrected total extinction in pixels within the boundary. The conversion to mass, assuming a standard value for the gas to dust ratio \( N_H/A_V = 2.0 \times 10^{21} \) cm\(^{-2}\), is given as

\[
\frac{M_{\text{peak}}}{(M_\odot)} = 1.28 \times 10^{-10} \left( \frac{\theta}{\pi} \right)^2 \left( \frac{D_{\text{cloud}}}{\text{pc}} \right)^2 \sum_{i=1}^{N} (A_V) \cdot M_\odot, \tag{2}
\]

where \( \sum_{i=1}^{N} (A_V) \) adds the contribution of \( N \) pixels within the feature boundary in the wavelet-filtered map, \( \theta \) is the beam size, and \( D_{\text{cloud}} \) is the distance to the cloud. In our case, \( D = 130 \) pc and \( \theta = 20'' \). Using the values for mass and equivalent radii, we made estimates of the average density of the peaks, \( \bar{n} = 3M/4\pi \mu m_H R^3 \). Uncertainties were calculated by adding random noise to the each of the five wavelet-filtered maps (this was done following the \( \sigma_{AV} \) versus \( AV \) behavior described in Section 4.1.1), and then running CLF2D, to register the differences in mass and radius for all peaks that had a matched detection with the original map. We repeated this process 25 times, and then we calculated the mean deviation from the original values. The resultant uncertainties are 11.7%, 12.5%, and 23.2% in mass, radius, and density, respectively.

Assuming a gas temperature of 10 K (consistent with estimates of \( T_K \) from pointed observations of ammonia emission by RLA09) we calculated the local Jeans length, \( L_J \) for each feature as

\[
\frac{L_J}{(\text{pc})} = 0.2 \left( \frac{T}{10 \text{ K}} \right)^{1/2} \left( \frac{\bar{n}}{10^4 \text{ cm}^{-3}} \right)^{-1/2}. \tag{3}
\]

4.1.3. Resolving Higher Column Density Structures

The depth and resolution of the 2MASS survey allowed LAL06 to produce a map with reliable column density measurements up to a limit of \( AV \approx 25 \) mag. One of the main goals of our high-resolution survey is to improve on this limit. Our high-resolution maps now resolve the densest parts of the cloud and increase the previous peak values by a factor of up to four. It is important to assess how significant are these changes for the physical characterization of the prestellar structure.

In order to assess this effect, we applied a simple unsharp masking test to the large-scale maps. This technique is frequently used in astronomical imaging to enhance or to determine the significance of detected features (e.g., Fabian et al. 2006; Moriarty-Schieven et al. 2006). For our maps, the masking is done in the following manner: first, we convolved the maps with a 60'' Gaussian beam, i.e., three times larger than the nominal resolution. These smoothed images are taken as being local equivalents to the map of LAL06. Then we subtracted these smoothed from the original images, resulting in frames with values fluctuating mostly around zero (with both positive and negative values), except on the centers of the denser peaks, where the residuals are relatively large and positive. We determined the mass of the residual and of the core in the 60'' convolved maps using the formulation described in Section 4.1.2. The results are summarized in Figure 8, where we plot the ratio of the masses for positionally coincident features in the residual and the low-resolution image. The ratios of the masses show clearly how the residual pixels only account, in most cases for a 5%–30% of the total mass of the feature, with the larger differences being for the less massive peaks. Thus, it is unlikely that masses of peaks in the 2MASS map of Alves et al. were underestimated significantly because only the centers of the densest peaks were not resolved completely. Likewise, we should not expect to find a significant number of new high extinction peaks on the high-resolution maps, as the low extinction parts of these peaks should have been easily detected in the 2MASS map.

5. RESULTS

A total of 244 significant extinction peaks were found with our parameter restrictions within the areas covered by the five large-scale maps. All these peaks are significant in size and column density with respect to the local background. However, we removed from the detection list seven peaks with marginal values of size and maximum extinction because they coincide
in position with extinction peaks in the 2MASS map for which C18O(1–0) emission could not be detected. This leaves a total of 237 peaks for analysis. There are 36 peaks that do not have a matching position in the RLA09 list, and they are identified as new detections. In Table 2, we list the position, size, and mass for 220 peaks detected in the Stem, Shank, Bowl, and Smoke maps. The 17 remaining peaks are already listed in Table 2 of Paper I. There are 36 cores in the RLA09 list that have no counterparts in our high-resolution maps, either because they lie outside the areas of our five large maps, because the increase in spatial resolution resulted in the “breaking” of some of them into extinction peaks with areas smaller than the area threshold (30 pixels), or because they were filtered out by the wavelet algorithm. We list these cases in Table 3.

5.1. Global Properties

A total of 90 individual extinction peaks in our list would fall below RLA09 detection threshold. This is equivalent to saying that about 37% of the substructure we found in the new maps is below the minimum area threshold used by RLA09 in their analysis of the 2MASS map. This represents a significant increase in the detection of small-scale structures. We compared the diameters and separations for our list of extinction peaks. The comparison is summarized in Figure 9, where we used astronomical units as well as pixel width (10^-6) as units of measurement. The peak-to-peak separations and peak diameters have median values equivalent to 1.6 and 2.3 × 10^4 AU (0.08 pc and 0.11 pc), respectively, which are near half of the median Jeans length at T = 10 K (3.7 × 10^4 AU or 0.18 ± 0.05 pc). Note that the distribution of peak separations decreases sharply below the median value, indicating that we do not detect a significant number of extinction peaks below that limit. We come to this point later in Sections 5.2 and 6. The distribution of peak diameters shows that a majority of the extinction peaks appear to have sub-Jeans sizes, but it also shows that in most cases they are significant with respect to the minimum detection diameter of 8.3 × 10^3 AU (0.04 pc). This confirms that at the resolution of our maps, we are measuring structures that have dimensions below the typical scale of thermal fragmentation for a significant number of cases. Moreover, in Figure 9 we also show, for comparison, the detection threshold for the analysis of the 2MASS map, showing that the high resolution of our maps resulted in an effective increase in the detection of small-scale structure, which was not resolved before.

In Figure 10, we present the mass distribution for the extinction peaks. The light colored solid curve is the probability

![Figure 8. Comparison of mass (M∗) for coincident peaks in the residual images and the corresponding low-resolution (60′′ Gaussian convolved) image.](image)
| Peak ID<sup>a</sup> | Max $A_V$<sup>b</sup> | $R_{eq}$ (pc) | Mass ($M_\odot$) | $\bar{n}$ ($10^4$ cm$^{-3}$) |
|-----------------|-----------------|-------------|----------------|-----------------|
| R046b           | 10.8            | 0.087       | 1.388          | 0.899           |
| R046c           | 10.4            | 0.081       | 0.841          | 0.689           |
| R047            | 9.6             | 0.056       | 0.371          | 0.907           |
| R049            | 8.8             | 0.081       | 0.607          | 0.500           |
| R051a           | 11.3            | 0.079       | 1.089          | 0.952           |
| R051b           | 10.7            | 0.061       | 0.606          | 1.138           |
| R051c           | 9.9             | 0.057       | 0.334          | 0.787           |
| R052            | 10.6            | 0.063       | 0.493          | 0.848           |
| R053a           | 15.7            | 0.045       | 0.502          | 2.519           |
| R053b           | 12.5            | 0.036       | 0.219          | 2.046           |
| R053c           | 11.4            | 0.046       | 0.333          | 1.552           |
| R053d           | 11.4            | 0.032       | 0.163          | 2.092           |
| R054a           | 8.5             | 0.044       | 0.265          | 1.423           |
| R054b           | 7.9             | 0.035       | 0.127          | 1.227           |
| R055a           | 10.2            | 0.070       | 0.696          | 0.881           |
| R055b           | 10.9            | 0.061       | 0.645          | 1.243           |
| R055c           | 10.2            | 0.0458      | 0.358          | 1.434           |
| R057a           | 13.3            | 0.084       | 1.488          | 1.086           |
| R057b           | 11.0            | 0.080       | 1.035          | 0.867           |
| R059            | 8.8             | 0.106       | 1.139          | 0.410           |
| N009a           | 8.7             | 0.042       | 0.225          | 1.343           |
| N009b           | 8.8             | 0.027       | 0.091          | 2.042           |
| N010            | 8.6             | 0.078       | 0.608          | 0.554           |
| N011            | 9.0             | 0.039       | 0.156          | 1.204           |
| N012a           | 7.8             | 0.055       | 0.280          | 0.718           |
| N012b           | 7.3             | 0.028       | 0.061          | 1.180           |
| N013            | 8.9             | 0.033       | 0.114          | 1.397           |
| N014            | 12.4            | 0.043       | 0.199          | 1.111           |
| N015            | 8.4             | 0.034       | 0.095          | 0.995           |
| N016            | 10.0            | 0.034       | 0.144          | 1.555           |
| N017            | 7.3             | 0.035       | 0.119          | 1.197           |
| N018a           | 10.4            | 0.047       | 0.250          | 1.073           |
| N018b           | 10.2            | 0.046       | 0.217          | 1.020           |
| N018c           | 10.0            | 0.042       | 0.202          | 1.176           |
| N018d           | 9.7             | 0.033       | 0.105          | 1.247           |
| **Bowl region** |                 |             |                |                 |
| R060a           | 12.0            | 0.073       | 1.135          | 1.302           |
| R060b           | 9.3             | 0.057       | 0.690          | 1.591           |
| R061            | 8.0             | 0.041       | 0.194          | 1.218           |
| R064a           | 10.8            | 0.092       | 1.068          | 0.605           |
| R064b           | 10.8            | 0.059       | 0.561          | 1.177           |
| R064c<sup>a</sup> | 10.7           | 0.058       | 0.459          | 0.999           |
| R070            | 12.4            | 0.070       | 0.636          | 0.814           |
| R071a           | 47.4            | 0.087       | 4.812          | 3.172           |
| R071b<sup>+</sup> | 31.4          | 0.067       | 3.188          | 4.687           |
| R071c           | 17.7            | 0.061       | 1.289          | 2.445           |
| R071d           | 19.7            | 0.046       | 0.834          | 3.801           |
| R071f<sup>+</sup> | 13.4          | 0.061       | 0.597          | 1.114           |
| R071g           | 12.2            | 0.041       | 0.252          | 1.661           |
| R071h           | 10.9            | 0.034       | 0.159          | 1.717           |
| R072            | 11.9            | 0.071       | 0.900          | 1.131           |
| R073a           | 15.0            | 0.065       | 0.927          | 1.473           |
| R073b           | 12.3            | 0.072       | 0.857          | 1.018           |
| R073c           | 10.9            | 0.053       | 0.375          | 1.103           |
| R073d           | 10.1            | 0.043       | 0.208          | 1.150           |
| R074a           | 15.6            | 0.042       | 0.601          | 3.501           |
| R074b           | 13.4            | 0.055       | 0.730          | 1.933           |
| R074c           | 14.5            | 0.042       | 0.448          | 2.728           |
| R076a           | 18.7            | 0.055       | 1.141          | 2.916           |
| R076b           | 18.7            | 0.053       | 0.982          | 2.838           |
| R076c           | 11.5            | 0.051       | 0.411          | 1.322           |
| R076d           | 11.5            | 0.049       | 0.344          | 1.268           |
| R077a           | 14.9            | 0.052       | 0.726          | 2.285           |
| R077b           | 13.8            | 0.065       | 0.704          | 1.142           |

Table 2 (Continued)
Table 2 (Continued)

| Peak ID  | Max $A_V$ | $R_{eq}$ | Mass | $\bar{n}$ |
|---------|-----------|----------|------|----------|
| R100b   | 7.2       | 0.061    | 0.553 | 1.028    |
| R102    | 6.2       | 0.072    | 0.690 | 0.815    |
| R104    | 9.7       | 0.083    | 0.914 | 0.690    |
| R105a   | 6.5       | 0.063    | 0.488 | 0.840    |
| R105b   | 6.3       | 0.035    | 0.170 | 1.745    |
| R106    | 8.9       | 0.056    | 0.355 | 0.879    |
| R111a   | 8.0       | 0.061    | 0.581 | 1.072    |
| R111b   | 5.5       | 0.040    | 0.220 | 1.538    |
| R112a   | 6.1       | 0.029    | 0.110 | 1.936    |
| R112a   | 7.5       | 0.062    | 0.528 | 0.937    |
| R112b   | 6.3       | 0.039    | 0.182 | 1.388    |
| R116    | 9.5       | 0.115    | 1.728 | 0.492    |
| R122    | 7.2       | 0.062    | 0.428 | 0.754    |
| R124    | 8.1       | 0.083    | 0.674 | 0.513    |
| R127a   | 6.2       | 0.045    | 0.226 | 1.072    |
| R127b   | 6.9       | 0.044    | 0.222 | 1.133    |
| R128a   | 7.7       | 0.036    | 0.191 | 1.694    |
| R128b   | 6.5       | 0.033    | 0.132 | 1.522    |
| R129    | 6.7       | 0.039    | 0.162 | 1.241    |
| R130a   | 7.2       | 0.046    | 0.262 | 1.161    |
| R130b   | 7.2       | 0.043    | 0.204 | 1.154    |
| R131a   | 8.6       | 0.048    | 0.254 | 1.002    |
| R131b   | 8.9       | 0.040    | 0.229 | 1.572    |
| N022a   | 6.0       | 0.039    | 0.179 | 1.330    |
| N022b   | 7.9       | 0.030    | 0.108 | 1.705    |
| N023    | 4.7       | 0.073    | 0.596 | 0.677    |
| N024    | 6.2       | 0.048    | 0.234 | 0.956    |
| N025    | 5.1       | 0.031    | 0.101 | 1.407    |
| N026    | 10.2      | 0.029    | 0.127 | 2.234    |
| N027    | 8.6       | 0.022    | 0.054 | 2.310    |
| N028    | 7.0       | 0.052    | 0.291 | 0.917    |
| N029    | 5.2       | 0.034    | 0.124 | 1.367    |
| N030    | 4.8       | 0.025    | 0.064 | 1.840    |

Notes.

a Peak identifications follow the numbering used in the list of RLA09. Peaks located by less than one Jeans length from a coincident RLA09 position are listed with the core number followed by letters (a, b, c, etc.), which list peaks alphabetically from the largest to the smallest mass; an asterisk indicates when listed with the core number followed by letters (a, b, c, etc.), which list peaks located by less than one Jeans length from a coincident RLA09 position are undetected.

b Peak extinction values in this list are those listed by CLF2D for the wavelet-filtered maps (which have a background value of zero).

Table 3

| Region  | Undetecteda | Not Includedb |
|---------|-------------|--------------|
| B59     | 14          | 01,10,12     |
| Shank   | 22, 25, 26, 31 | 24, 66       |
| Bowl    | 65, 67, 85, 89, 113, 125, 126 | 48, 58, 133, 134 |

Notes.

a These objects broke down and were not detected by CLUMPFIND-2D.

b These objects fall outside the regions covered in the maps.

density function constructed with a Gaussian kernel with a width of 0.2 in the log mass scale. The broken, dark colored line is the best fit for the trapezium IMF of Muench et al. (2002) scaled by a constant (horizontal) factor in mass. The shape of the mass distribution shows a clear departure from a single power law at high mass. This break is above the mass completeness limit of 0.2 $M_\odot$ (see Appendix B). Provided that each extinction peak would end up forming one star (an unlikely scenario, see Sections 5.3 and 6), the mass scaling factor with respect to the Trapezium IMF is 1.6 ± 0.1, which, following the reasoning of Alves et al. (2007), translates into a star-forming efficiency of 0.63 ± 0.04.

In the top panel of Figure 11, we show the mass versus radius relationship considering all extinction peaks detected. The least-squares fit to the data points shows that we agree well with the power-law exponent of 2.6 found by Lada et al. (2008). The bottom panel shows the distribution of mean densities; the mean value for the extinction peaks is 1.1 × 10^4 cm^-3, in good agreement with Lada et al. (2008).

5.2. Spatial Distribution

We calculated the mean surface density of companions (MSDC), $\Sigma_\theta$, for extinction peaks. The MSDC have been used extensively to discuss the spatial distribution of young stars in a number of regions, particularly in Taurus (Gomez et al. 1993; Larson 1995; Simon 1997; Hartmann 2002; Kraus & Hillenbrand 2008). Following Simon (1997), we determined, for a list of $N_{\text{peaks}}$ peaks, the projected distances or separations, $\theta$, from each to every other feature. Then we organized them in...
Figure 10. Histogram shows the distribution of mass values for all extinction peaks found in the large-scale extinction maps. The light dotted line is the probability density function for the distribution, determined with a Gaussian kernel of width equal to $\log(M) = 0.2$. The broken, dot-dashed line is the estimated IMF for the Trapezium cluster (Muench et al. 2002) scaled by a factor of 1.6 in mass and fit vertically to the PDF by a $\chi^2$ minimum fit. The thin, vertical dotted line indicates the mass completeness limit.

(A color version of this figure is available in the online journal.)

Figure 11. (a) Mass–radius relationship for all extinction peaks. The solid line is a least-squares fit to all data points. The dashed line marks the equivalent radius of the minimum detection area. The dotted line indicates the sensitivity threshold. (b) Mean density distribution for all extinction peaks. bins (annuli) of 0.2 dex in the range $-2.0 < \log \theta < 2.0$. Then $\Sigma_0$ was calculated by dividing the number of separations in each bin, $N_p(\theta)$, by the area of each annulus, and then normalizing by the total number of features. Another way to calculate $\Sigma_0$ is to use the two-point correlation function (TPCF), $W(\theta)$ (Peebles 1973; Hewett 1982), which compares the measured $\Sigma_0$ with that for a random, uniform distribution of points in the plane. We calculated

$$W(\theta) = \frac{N_p(\theta)}{N_r(\theta)} - 1,$$

where $N_r(\theta)$ is the number of separations per bin for a collection of points distributed at random positions over the same area as the survey, $A_{\text{map}}$. In our case, $A_{\text{map}}$ was chosen as a rectangle of $8 \times 6^\circ$ $^2$ which encloses all the regions in our maps in the R.A.–decl. plane. We evaluated $N_r$ from the average of 5000 drawings made with a Monte Carlo routine. This way

$$\Sigma_0(\text{TPCF}) = \left( \frac{N_{\text{peaks}}}{A_{\text{map}}} \right) (1 + W(\theta)),$$

which can be compared with the MSDC estimated from direct counting. The results are shown in Figure 12. We see that $\Sigma_0$ is anti-correlated to $\theta$, and that both estimates (MSDC and TPCF, white triangles and black squares, respectively) are consistent with each other in the range $-1.8 < \log \theta < 0.4$ (0.04–5.7 pc). The data points show that $\Sigma_0$ has a maximum near $\log \theta = -1.5 \approx \log \theta_{pc} = -1.1$, and then it flattens out. This break is below the median value of the local Jeans length but above our minimum detectable size scale. This suggests that peaks are genuine substructures extending below the thermal fragmentation length. Moreover, this maximum is equivalent to $1.45 \times 10^4$ AU or 0.07 pc and it is not far from the median of distribution of peak-to-peak separations (16500 AU or 0.08 pc) in Figure 9. This indicates that we detect a significant decrease in structure of the cloud at $(1.45 \pm 0.2) \times 10^4$ AU, setting an observed limit of fragmentation in the Pipe Nebula.

For large values of $\theta$ ($\log \theta = 0.4$ and above), the values of $\Sigma_0$ derived from the MSDC and the TPCF lose consistency.
because the separations start to be comparable to the angular size of the map itself and we lose information. The large “bump” near log θ = 0.5 (~ 3°, about 6.8 pc) in the large-scale end of the TPCF is likely a signal (somewhat diluted) from the cloud itself, which at the largest separation scales is comparable to the size of the map. While the largest values of θ for the measured peaks are distributed around the median length of the cloud, the random placed peaks used to calculate the TPCF are distributed within the whole $8 \times 6(\circ)^2$ rectangle. We made a linear fit to the data points in the range $-1.5 < \log \theta < 0.4$. The resultant slope is $-0.91 \pm 0.04$, with a correlation (Pearson) coefficient close to 1.0. This near linear fit is indicative of a well-defined power-law behavior of the MSDC for prestellar condensations across the cloud within two orders of magnitude. The linear fit and the slope near $-1$ are similar to values obtained by Hartmann (2002) and Kraus & Hillenbrand (2008) for the MSDC of single stars in Taurus over a similar range of scales.

5.2.1. Clustering of Peaks?

We constructed a simple map of the surface density of extinction peaks as number of peaks per square degree, using a Nyquist sampled square grid with spatial resolution of 0:5. The resultant map is shown in Figure 13. From the map, we see that the Bowl is the region with the largest density of peaks per unit area, followed by B59. The Stem and the Shank regions have lower but similar total surface densities, closer to the cloud average. The Smoke region appears to be a moderately dense region in the Pipe Nebula, despite its peaks being less embedded. The map also shows that the surface density of extinction peaks is not uniform across the cloud but displays instead distinct groupings of peaks. We calculated the nearest neighbor distance between local surface density maxima and found a very narrow distribution, with a median value of $0.84 \pm 0.14$, or $1.90 \pm 0.32$ pc. The distribution is shown in Figure 14. This median distance is very close to the expected Jeans length (2.0 pc) for a mean density of $10^2$ cm$^{-3}$ and $T_K = 10$ K. Such values may be typical of the more diffuse medium traced by $^{12}$CO.

Figure 13. Map of surface density of peaks across the Pipe Nebula. The map was constructed using a Nyquist sampled square grid with a spatial resolution of 0:5. Contour levels are equally spaced by 10% increments between the median and the maximum values of the peak surface density ($\Sigma_0 = 2.0$ and 100 deg$^{-2}$, respectively.) (A color version of this figure is available in the online journal.)

Figure 14. Distribution of distances between local maxima of surface density of peaks (extinction peak groups). The dotted line shows the median value at 0:84 (1.9 pc).

5.3. Substructure or Independent Cores?

In the analysis of the 2MASS map by RLA09, they found that about 45% of the extinction peaks they detected were separated by less than a Jeans length. They reasoned that unless large gas motions occur in the plane of the sky, closely separated peaks with similar values of radial velocity must represent substructure belonging to the same physical entity, a cloud core. Consequently, they merged those extinction peaks (about 20% of the total) which were separated by less than a Jeans length and had radial velocity differences smaller than the one-dimensional projected sound speed in a 10 K gas ($\delta v < 0.12$ km s$^{-1}$). This way they obtained a final list of 134 cores out of 158 extinction peaks. Although empirical, the prescription of RLA09 is consistent with defining a core as a bounded Jeans sized region with coherent velocity (Goodman et al. 1998; Bergin & Tafalla 2007). The use of such a prescription to define a core based on a Jeans length scale is in part justified by the fact that the global properties of these cores suggest that they are a collection of thermally supported structures (Lada et al. 2008). In most cases the cores have thermally dominated gas motions, as deduced from their narrow line widths (RLA09; Paper I).

In our analysis, we find that 163 out of 237 peaks are separated by their nearest neighboring peak by less than the median Jeans length. Based on RLA09 we know that at least a fraction of them could be grouped into multiple peaked cores (for example, we used this information to merge some of the peaks of B59 in Paper I). The main result of such merging is that the mass distribution function of peaks is different from the mass distribution function of cores. Unfortunately, we do not have radial velocity information for all of the peaks we detected in our maps, so we cannot know the total fraction of peaks that could be merged into multiple peaked cores. For instance, in the study of RLA09 about half of sub-Jeans peaks were not close enough in radial velocity to belong to the same core, so we could expect this to occur for a significant number of our detections. In Table 2, we used the numbering in the list of RLA09 to
name those peaks separated from one of their listed positions by less than one Jeans length, using an alphabetic subindex to identify them from the most to the less massive. We compared this list against the list of RLA09 and found 93 peaks matching in position, and thus having velocity information. In most cases, the C$^{18}$O pointing coincided with the most massive peak in a group. Only in a handful of cases a second peak in a group was also observed in C$^{18}$O and we were able to tell if those two peaks in the group were also close in velocity (we marked these cases with an asterisk). However, this information is still insufficient for the majority of our peaks and we cannot make a complete list of merged cores as in RLA09.

5.4. Cumulative Mass Distribution

As a cloud evolves toward star formation, an increasing fraction of material will be above a given threshold extinction, at which the cloud is likely to reach the critical densities for gravitational dominance. By comparing the cumulative mass distribution for different clouds with expected different levels of activity, Lombardi et al. (2008) and Lada et al. (2009) showed that clouds with higher levels of high formation activity (e.g., Ophiuchus versus the Pipe Nebula and Orion versus the California Nebula) also have a significantly larger fraction of material with high column densities. While the Pipe Nebula is known to have one of the lowest levels of star-forming activity, our maps give us a good opportunity to compare the cumulative mass distribution of the five different regions of the cloud we mapped.

In Figure 15, we plot the cumulative mass fraction as a function of extinction for each of the large-scale maps. The curves were constructed by counting the mass of the cloud above $A_V = 2.0$ mag. The resultant profiles for the five regions of the cloud we mapped are, indeed, very different from each other. The fraction of the mass located at high extinction varies dramatically from the outer layers in the Smoke to the cluster-forming region in B59. For example, the fraction of pixels with values above $A_V = 10$ mag is only over half percent in the Smoke, the Stem, and the Shank regions, but although extinction rises as high as $A_V \approx 30$ mag in the Smoke (toward B68), it never reaches a level of 20 mag in the Stem–Shank transition region. At the Bowl region the fraction of pixels with $A_V > 10$ mag is already over 5% and then it is three times higher at B59. Therefore, in the Pipe Nebula the fraction of high density material appears to be directly related to the condensation of the material toward star formation. Our data show that a significant increase in the fraction of high extinction material as star formation is onset, is not only noticeable from cloud to cloud, but within regions in the same cloud. Moreover, the cumulative mass fraction in the Pipe Nebula appears to vary significantly even though its global star formation rate is low.

6. DISCUSSION

One of the main goals of this paper is to take advantage of the higher spatial resolution achieved and determine the structure of the cloud across a larger range of spatial scales. From the analysis of the MSDC presented in Section 5.2, we see that the Pipe Nebula presents correlated dense structure between $1.45 \times 10^4$ AU (0.07 pc) and $1.48 \times 10^6$ AU (7.2 pc). The function $\Sigma_\theta$ appears to break below the former scale, indicating a significant decrease in structure of the cloud. This is consistent with the sharp decrease of the number of extinction peaks with diameters below $1.65 \times 10^4$ AU (0.08 pc; see Figure 9). This possible limit for the scale of fragmentation is also consistent with a recent study by Schnee et al. (2010) who, using interferometric radio continuum observations, found no evidence of fragmentation in cores of the Perseus Molecular Cloud at scales of $10^3$–$10^4$ AU. Also, this break in the slope of the MSDC for extinction peaks appears at a scale that is smaller than the Jeans length in the cloud, $4.1 \times 10^4$ AU (0.2 pc). A thermal fragmentation scale is expected to be relevant in a cloud like the Pipe, where it has been found that gas motions inside cores are mostly thermal and subsonic (Lada et al., 2008), so it is worth discussing some of the possible scenarios in which a significant amount of structure below the thermal fragmentation length could have formed.

One possibility is that the cloud is presenting a self-similar structure where as we increase the spatial resolution of our maps, the amount of structure also increases. We do observe a self-similar behavior within a range of spatial scales, as shown in Figure 12. However, we observe that this behavior is truncated at scales below 0.07 pc, defining an intrinsic length in the cloud fragmentation process. The slope near $-1$ in the MSDC of extinction peaks in the Pipe Nebula is similar to the one obtained in the analysis of the MSDC for single stars in Taurus by Hartmann (2002). They suggested that a slope near $-1$ could reflect the distribution of peaks along the filamentary structure of the cloud and not necessarily a self-similar structure of the cloud.

A second possibility is that the thermal fragmentation scale is smaller than that given from Equation (3) for the median density of peaks. In order to match the Jeans length defined in Equation (3) with the observed scale of fragmentation—assuming the estimates of temperature $\sim$10K from ammonia observations by Rathborne et al. (2008)—peaks would need to have densities about 6.3 times larger than those we derive. Likewise, if we assume the densities are correct, then the dense regions in the cloud would have to be as cold as 5 K. Both of these possibilities are unlikely.

A third possibility is that the main filament of the Pipe Nebula is inclined by a large angle with respect to the plane of the sky, reducing the projected separations between peaks. However, a discrepancy of a factor of two would require the filament to be inclined by about $60^\circ$, which seems unlikely. However, a similar effect could be caused by the overlap of distinct regions of the
cloud along the same line of sight, and this would be difficult to rule out.

A fourth possibility is that a significant fraction of peaks separated by less than the Jeans length could belong to the same core, as found in RLA09. In that case, such peaks would represent substructure in multiple peaked cores. It could be possible that cores with multiple peaks are similar in nature to the Globule 2 in the Coalsack, a relatively massive (6 $M_{\odot}$) core that is characterized by a ring-like (sub-Jeans) structure (Lada et al. 2004) that appears to be the product of two converging subsonic flows of gas (Rathborne et al. 2009b), and thus in a very early stage of evolution. However, we do not have sufficient data to assess how large this effect could be across the cloud.

Another result of this study is that the analysis of the MSDC shows that individual extinction peaks are spatially distributed along the Pipe Nebula cloud in a similar fashion as single stars in the Taurus molecular cloud. At large scales, our data show that peaks in the Pipe are distributed in small groups across the cloud, in a similar fashion to stars distributed in small clusters in Taurus (Gómez et al. 1993). The typical separation between groups may be consistent with the Jeans length for a more diffuse medium. Thus, our data could be evidence of thermal fragmentation of the cloud at two spatial scales, one defined by material with densities near 100 cm$^{-3}$, and the other one defined by material with densities near 10$^4$ cm$^{-3}$. The distribution of peaks is essentially similar to the distribution of stars in Taurus. Our results suggest that the spatial distribution of the stars may evolve directly from the primordial distribution of dense cloud material.

7. SUMMARY

1. This article describes a sensitive, high-resolution, near-infrared survey of selected high extinction fields in the Pipe Nebula. The aim of the survey is to resolve the structure of individual high density regions and their local environment.

2. The near-infrared data were used to construct extinction maps for individual fields using the NICER color excess technique. We merged our deep, high-resolution photometry catalogs with data from the 2MASS survey and made five large-scale maps corresponding to the main regions of the cloud: B59 (discussed separately in Paper I), the Stem, the Shank, the Bowl, and the Smoke.

3. The new extinction maps have a spatial resolution of 20′, three times higher than the one achieved in the 2MASS map of LAL06, and enable us to resolve structure down to 2600 AU.

4. We detect 244 significant extinction peaks above a more diffuse background. This number of peaks is larger than that found in the map of Lombardi et al. (201 peaks). In particular, 90 peaks were found below the detection threshold of that previous survey and contribute to define a new lower completeness limit for extinction features in the Pipe Nebula.

5. The distribution of peak-to-peak separations has a median value of 0.08 pc, which is coincident with a maximum value for the TPCF and the MSDC near 14,500 AU (0.07 pc), marking a scale below which we observe a significant decrease in the structure of the cloud.

6. The extinction peaks have masses between 0.1 and 18.4 $M_{\odot}$, diameters between 0.06 and 0.28 pc, and mean densities near $1.0 \times 10^4$ cm$^{-3}$, in good agreement with previous studies. The mean diameter of these extinction peaks is about half the Jeans length for this cloud.

7. The cumulative mass fraction of pixels as a function of extinction, exhibits significant differences for separate regions in the cloud, with the cluster-forming region B59 having a significantly larger fraction of material with high column densities. This shows that a significant increase in the fraction of high extinction material as star formation is onset, is not only noticeable from cloud to cloud, but within regions in the same cloud.

8. The MSDC for peaks in the Pipe Nebula are similar to the one obtained for single stars in Taurus. In addition, the surface density of the peaks is not uniform, but instead it displays several local maxima across the cloud, showing that the peaks may form small clusters, like the stars in Taurus. Our data suggest that the spatial distribution of stars we see in clouds like Taurus may evolve directly from a primordial spatial distribution of density peaks.
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APPENDIX A

SUMMARY OF OBSERVATIONS

A summary of the observations is presented in Table A1.

APPENDIX B

COMPLETENESS

We performed a series of Monte Carlo experiments to determine the completeness of our peak mass sample. For each experiment we simulated a stellar field of 5′ × 5′ (equal to the SOFI FOV), with a brightness distribution and stellar surface density similar to those observed in the bulge field behind the Pipe (8 < K < 21.0 and 450 stars arcmin$^{-2}$, respectively, as observed in the control field) and ran NICER over the field.
| Field ID  | Date Observation | Center Coordinates J2000 | Filter | Seeing (") | LF Peak^a (mag) | Map No.\(^b\) |
|----------|------------------|--------------------------|--------|------------|----------------|----------------|
| B59-01   | 2002 Jun 20      | 257.631573               |        |            |                |                |
| B59-02   | 2002 Jun 20      | 257.626906               |        |            |                |                |
| B59-03   | 2002 Jun 20      | 257.722044               |        |            |                |                |
| B59-04   | 2002 Jun 20      | 257.723116               |        |            |                |                |
| B59-05   | 2002 Jun 20      | 257.721593               |        |            |                |                |
| B59-06   | 2002 Jun 20      | 257.719551               |        |            |                |                |
| B59-07   | 2002 Jun 20      | 257.934286               |        |            |                |                |
| B59-08   | 2002 Jun 20      | 257.935579               |        |            |                |                |
| B59-09   | 2002 Jun 20      | 257.799520               |        |            |                |                |
| B59-10   | 2002 Jun 20      | 257.803101               |        |            |                |                |
| B59-11   | 2002 Jun 20      | 257.914017               |        |            |                |                |
| B59-12   | 2002 Jun 20      | 257.914131               |        |            |                |                |
| B59-13   | 2002 Jun 20      | 257.916099               |        |            |                |                |
| B59-14   | 2002 Jun 20      | 258.066477               |        |            |                |                |
| B59-15   | 2002 Jun 20      | 258.068466               |        |            |                |                |
| B59-16   | 2002 Jun 20      | 258.986905               |        |            |                |                |
| B59-17   | 2002 Jun 20      | 258.987585               |        |            |                |                |
| B59-18   | 2002 Jun 20      | 258.073628               |        |            |                |                |
| B59-19   | 2002 Jun 20      | 258.073722               |        |            |                |                |
| B59-20   | 2002 Jun 20      | 258.138957               |        |            |                |                |
| B59-21   | 2002 Jun 20      | 258.220558               |        |            |                |                |
| B59-22   | 2002 Jun 20      | 258.219609               |        |            |                |                |
| B59-23   | 2002 Jun 20      | 258.815340               |        |            |                |                |
| B59-24   | 2002 Jun 20      | 258.815775               |        |            |                |                |
| B59-25   | 2002 Jun 20      | 258.943817               |        |            |                |                |
| B59-26   | 2002 Jun 20      | 258.942134               |        |            |                |                |
| B59-27   | 2002 Jun 20      | 259.021660               |        |            |                |                |
| B59-28   | 2002 Jun 20      | 259.020609               |        |            |                |                |
| B59-29   | 2002 Jun 20      | 259.743043               |        |            |                |                |
| B59-30   | 2002 Jun 20      | 259.742166               |        |            |                |                |
| B59-31   | 2002 Jun 20      | 259.726571               |        |            |                |                |
| B59-32   | 2002 Jun 20      | 259.729465               |        |            |                |                |
| B59-33   | 2002 Jun 20      | 259.090624               |        |            |                |                |
| B59-34   | 2002 Jun 20      | 259.096514               |        |            |                |                |
| B59-35   | 2002 Jun 20      | 259.291270               |        |            |                |                |
| B59-36   | 2002 Jun 20      | 259.291548               |        |            |                |                |
| B59-37   | 2002 Jun 20      | 259.347697               |        |            |                |                |
| B59-38   | 2002 Jun 20      | 259.346677               |        |            |                |                |
| B59-39   | 2002 Jun 20      | 259.627722               |        |            |                |                |
| B59-40   | 2002 Jun 20      | 259.629572               |        |            |                |                |
| B59-41   | 2002 Jun 20      | 259.897755               |        |            |                |                |
| B59-42   | 2002 Jun 20      | 259.896565               |        |            |                |                |
| B59-43   | 2002 Jun 20      | 259.922919               |        |            |                |                |
| B59-44   | 2002 Jun 20      | 259.921073               |        |            |                |                |
| B59-45   | 2002 Jun 20      | 260.063937               |        |            |                |                |
| B59-46   | 2002 Jun 20      | 260.062432               |        |            |                |                |
| B59-47   | 2002 Jun 20      | 260.243891               |        |            |                |                |
| B59-48   | 2002 Jun 20      | 260.245120               |        |            |                |                |
| B59-49   | 2002 Jun 20      | 260.244531               |        |            |                |                |
| B59-50   | 2002 Jun 20      | 260.243043               |        |            |                |                |
| B59-51   | 2002 Jun 20      | 260.344398               |        |            |                |                |
| B59-52   | 2002 Jun 20      | 260.343846               |        |            |                |                |
| B59-53   | 2002 Jun 20      | 260.609264               |        |            |                |                |
| B59-54   | 2002 Jun 20      | 260.608431               |        |            |                |                |
| B59-55   | 2002 Jun 20      | 260.700080               |        |            |                |                |
| B59-56   | 2002 Jun 20      | 260.699113               |        |            |                |                |
| B59-57   | 2002 Jun 20      | 261.487728               |        |            |                |                |
| B59-58   | 2002 Jun 20      | 261.487492               |        |            |                |                |
| B59-59   | 2002 Jun 20      | 261.840106               |        |            |                |                |
| B59-60   | 2002 Jun 20      | 261.840850               |        |            |                |                |

\(^a\) LF Peak: Near-infrared magnitude
\(^b\) Map No.: Map number
### Table A1

(Continued)

| Field ID  | Date Observation | Center Coordinates (J2000) | Filter | Seeing (") | LF Peak (mag) | Map No. |
|-----------|------------------|---------------------------|--------|------------|---------------|--------|
| Pipe-34   | 2002 Jun 22      | 261.855804               | H      | 0.51       | 24.50         | 3      |
| Pipe-34   | 2002 Jun 22      | 257.630470               | J      | 0.51       | 24.50         | 3      |
| Pipe-35   | 2000 Mar 13      | 262.04197                | Ks     | 0.53       | 24.00         | 3      |
| Pipe-35   | 2000 Mar 13      | 257.857306               | H      | 0.57       | 24.50         | 3      |
| Pipe-36   | 2000 Mar 13      | 257.857584               | Ks     | 0.56       | 24.00         | 3      |
| Pipe-36   | 2000 Mar 13      | 257.829390               | H      | 0.74       | 24.00         | 3      |
Table A1
(Continued)

| Field ID  | Date Observation | Center Coordinates J2000 | Filter | Seeing (") | LF Peak* (mag) | Map No. | OMEGA 2000-CAHA 3.5 m Observations |
|-----------|------------------|--------------------------|--------|-------------|----------------|---------|------------------------------------|
| B50-C-B   | 2002 Jul 29      | 257.829693 -27.448552    | Ks     | 0.90        | 23.75          | 3       |                                    |
| Pipe-29i  | 2002 Jul 28      | 260.310401 -26.888365    | H      | 0.57        | 20.25          | A.17,4  |                                    |
| Pipe-29i  | 2002 Jul 28      | 260.310463 -26.988305    | Ks     | 0.57        | 19.75          | A.17,4  |                                    |
| Pipe-31i  | 2002 Jul 27      | 260.670952 -27.088082    | H      | 0.69        | 20.25          | A.18,4  |                                    |
| Pipe-31i  | 2002 Jul 27      | 260.671709 -27.088022    | Ks     | 0.65        | 19.75          | A.18,4  |                                    |
| Pipe-45i  | 2002 Jul 30      | 263.611248 -25.832594    | H      | 0.50        | 20.25          | A.28,6  |                                    |
| Pipe-45i  | 2002 Jul 30      | 263.612185 -25.831998    | Ks     | 0.48        | 20.00          | A.28,6  |                                    |
| Fest-1457i | 2000 Jun 9      | 263.949504 -25.557491    | H      | 0.57        | 20.25          | A.33,6  |                                    |
| Fest-1457i | 2000 Jun 9      | 263.950490 -25.555175    | Ks     | 0.61        | 19.75          | A.33,6  |                                    |

* LF Peak: Low Flux Peak
Each star was then reddened according to a predetermined two-dimensional column density distribution to simulate the peak. The mass of each peak, distributed accordingly over the column density profile, was pre-determined from the mass–size relationship. Then we added the resulting $A_V$ distribution at a random position on the background frame (original minus wavelet filtered) of the Shank region to form an embedded extinction feature. We processed the image with the wavelet filter and ran CLF2D. The completeness of the sample was then determined by counting how many peaks were recovered with a CLFD2D mass value falling within a 20% tolerance range determined by counting how many peaks were recovered within 20% of the input mass. The histogram shows the recovery rates drop to 80% and then to 55%, as shown in Figure B1. This means that the last three bins in the histogram of Figure 10 would be off by a factor of less than two. However, this also is a significant improvement over the detection rates in the map of Lombardi et al. for which the completeness limit is estimated to be 3–5 times larger.

**Table A1 (Continued)**

| Field ID | Date Observation | Center Coordinates J2000 | Filter | Seeing (′) | LF Peak* (mag) | Map No. | Notes |
|----------|------------------|--------------------------|--------|-----------|---------------|---------|-------|
| CAHA-F23 | 2008 Jun 19      | 261.310456               | $K_s$  | 1.74      | 17.75         | A.53, 7 |       |
| CAHA-F25 | 2008 Jun 21      | 262.683720               | $H$    | 1.26      | 17.25         | A.54, 6 |       |
| CAHA-F25 | 2008 Jun 21      | 262.684713               | $J$    | 1.34      | 18.25         | A.54, 6 |       |
| CAHA-F25 | 2008 Jun 21      | 262.681433               | $K_s$  | 1.41      | 16.75         | A.54, 6 |       |
| CAHA-F28 | 2008 Jun 19      | 261.709733               | $H$    | 1.33      | 17.75         | A.55, 6 |       |
| CAHA-F28 | 2008 Jun 19      | 261.710778               | $J$    | 1.39      | 18.25         | A.55, 6 |       |
| CAHA-F28 | 2008 Jun 20      | 261.708038               | $K_s$  | 1.30      | 17.25         | A.55, 6 |       |

**Notes.**

- Expresses the value at the peak of the observed magnitude distribution.
- Indicates the corresponding figure number in large-scale maps (Figures 3–7) and Atlas (online material).
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**Figure B1.** Results for the mass completeness experiments. A successful retrieval of a simulated core is defined if (a) the core is detected and (b) if its CLF2D mass is within 20% of the input mass. The histogram shows the recovery fractions in the log mass space, with the dashed horizontal lines marking levels of 90%, 75%, and 50%. (A complete figure set (57 images) is available in the online journal.)