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Abstract

In this paper we analyze the behavior of adaptive filters or detectors when they are trained with t-distributed samples rather than Gaussian distributed samples. More precisely we investigate the impact on the distribution of some relevant statistics including the signal to noise ratio loss and the Gaussian generalized likelihood ratio test. Some properties of partitioned complex F distributed matrices are derived which enable to obtain statistical representations in terms of independent chi-square distributed random variables. These representations are compared with their Gaussian counterparts and numerical simulations illustrate and quantify the induced degradation.
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1 Introduction

Estimating the amplitude \( \alpha \) or detecting the presence of a known signal \( v \) from a noise corrupted version \( x = \alpha v + n \) is a recurrent problem in numerous applications including radar where \( v \) stands for the space and/or time signature of a potential target and \( n \) gathers disturbance sources, mostly clutter and thermal noise [1, 2, 3]. When the noise \( n \) follows a complex matrix-variate Gaussian distribution with zero mean and covariance matrix \( \Sigma \) the maximum likelihood estimate (MLE) of \( \alpha \) writes \( \hat{\alpha}_{ML} = w^H x \) with \( w_{opt} = (v^H \Sigma^{-1} v)^{-1} \Sigma^{-1} v \). This optimal filter \( w_{opt} \) is also obtained as the solution to the following minimization problem

\[
\min_{w} w^H \Sigma w \text{ subject to } w^H s = 1
\]

In other words this filter minimizes the output power under the constraint that the signal of interest goes unscathed through the filter. Note that this interpretation holds irrespective of the distribution of \( n \). Since \( \Sigma \) is usually unknown a set of training samples is used which, in the best case, share the same distribution as \( n \). In the Gaussian framework \( \Sigma \) is substituted for the sample covariance matrix (SCM) \( S = XX^H \) where \( X \) is the training samples data matrix, on the rationale that \( S \) is up to a scaling factor the MLE of \( \Sigma \). Proceeding this way results in an adaptive filter \( w = (v^H S^{-1} v)^{-1} S^{-1} v \) whose performance is often measured through the signal to noise ratio (SNR) loss \( \rho = \text{SNR}(w)/\text{SNR}(w_{opt}) \), that is the ratio of the SNR obtained with \( w \) to that obtained with \( w_{opt} \). Assuming a Gaussian distribution for \( X \), it has been shown that \( \rho \) is beta distributed with parameters that depend only on the size of the observations \( N \) and the number of training samples \( K \) [4, 5].

Unfortunately for some applications it may not be possible to dispose of Gaussian distributed training samples as the latter have possibly a heavier distribution tail. This is often the case in radar applications where the main source of noise is the clutter and the latter is generally non Gaussian [6, 7, 8]. Therefore, it becomes of interest to study what happens when training samples are no longer Gaussian distributed. This is the aim of this paper where we assume that \( X \) follows a matrix-variate complex t (Student) distribution and we study the impact on the distribution of some random variables commonly used
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in adaptive filtering and detection, including the SNR loss. As we shall see later, the matrix-variate complex Student distribution also appears naturally when training samples exhibit a particular case of covariance mismatch. In this paper we derive stochastic representations of relevant statistics in terms of independent random variables following a complex chi-square distribution. These representations rely on some properties of partitioned complex $F$ distributed matrices. They allow quick insights into the impact of mismatched training samples.

Before proceeding we state the notations used in this paper concerning matrix-variate distributions (MVD). References [9][10] provide a very comprehensive overview of real-valued MVD. For their extension to complex-valued MVD we refer to e.g. [11][12][13][14] where most of the distributions considered below are studied. In the sequel we note $\tilde{N}_{p,n}(X,\Sigma,\Omega)$ the complex matrix-variate distribution whose probability density function (p.d.f.) is $p(X) = \pi^{-p/2} |\Sigma|^{-n/2} |\Omega|^{-p} \text{etr} \left\{ -\Sigma^{-1}(X-X)\Omega^{-1}(X-X)^H \right\}$. When $X = 0$ the matrix $S = XX^H \overset{d}{=} \tilde{W}_p(n,\Sigma)$ follows a complex Wishart distribution with p.d.f. $p(S) \propto |\Sigma|^{-n} |S|^{-p} \text{etr} \left\{ -\Sigma^{-1}S \right\}$ where $\propto$ means “proportional to”. The complex matrix-variate $t$ distribution is denoted by $\tilde{T}_{p,n}(\nu, \bar{X},\Sigma,\Omega)$ and its p.d.f is given by $p(X) \propto |\Sigma|^{-n} |\Omega|^{-\nu/2} |I_p + \Sigma^{-1}(X-X)\Omega^{-1}(X-X)^H|^{-(\nu+p+n-1)}$. It is independent of $Y \overset{d}{=} \tilde{N}_{p,n}(0, I_p,\Omega)$. $W^{1/2}$ denotes any square-root of $W$ while $W^{1/2}$ will stand for its unique Hermitian square-root. If $S_i \overset{d}{=} \tilde{W}_{p_i}(n_i,\Sigma_i)$, $i = 1, 2$, then $F = S_1^{1/2} S_2^{-1} S_1^{1/2}$ follows a complex matrix-variate $F$ distribution with p.d.f. $p(F) \propto |F|^{n_1 - \nu} |I_p + F|^{-(n_1 + n_2)}$ and we note $F \overset{d}{=} \tilde{F}_p(n_1, n_2)$. The complex chi-square distribution with $q$ degrees of freedom and non-centrality parameter $\delta$ will be denoted as $\tilde{\chi}^2_q(\delta)$.

2 Analysis of SNR loss with Student distributed training samples

In the sequel we assume that $K$ training samples are available and distributed according to $X \overset{d}{=} \tilde{T}_{N,K}(\nu - N + 1, 0, \mu \Sigma, I_K)$ so that their p.d.f is given by

$$
p(X) \propto |\mu \Sigma|^{-(K+1)} |I_N + (\mu \Sigma)^{-1} XX^H|^{-(\nu+K)}
$$

(2)

The sample covariance matrix $S = XX^H$ is still, up to a scaling factor, the MLE of $E\{XX^H\} = (\nu - N)^{-1} \mu \Sigma$ and thus be used to design the adaptive filter $w = (w^H S^{-1} v)^{-1} S^{-1} v$ whose SNR loss we are interested in. Before continuing, we would like to point out that the Student distribution in (2) appears naturally in a particular Bayesian setting with covariance mismatched training samples [15].

More precisely, if $X|W \overset{d}{=} \tilde{N}_{N,K}(\mu \Sigma)^{1/2} W^{-1}(\Sigma^{1/2} I_K)$ and $W \overset{d}{=} \tilde{W}_N(\nu, \mu^{-1} I_N)$ then the marginal distribution of $X$ is given by (2). In other words, the statistical model used herein also accommodates a particular covariance mismatch since $E\{XX^H|W\} = \Sigma^{1/2} W^{-1}(\Sigma^{1/2} I_K)^H \neq \Sigma$ and thus the samples used to train the filter do not share the same covariance matrix as the samples to be filtered. In [16] we analyzed the distribution of the SNR loss for fixed and arbitrary $W$. We showed that it can be written as a quadratic form in normal or Student random variables and we proposed approximations of them. The model of this paper implicitly assumes a Wishart distribution for $W$ when a covariance mismatch is deemed the cause of the distribution mismatch.

Let us now analyze the SNR loss. First let us note that $X \overset{d}{=} (\mu \Sigma)^{1/2} W_{\nu}^{-1/2} N$ where $W_{\nu} \overset{d}{=} \tilde{W}_N(\nu, I_N)$ is independent of $N \overset{d}{=} \tilde{N}_{N,K}(0, I_N, I_K)$ so that

$$
S \overset{d}{=} \mu \Sigma^{1/2} W_{\nu}^{-1/2} W_K W_{\nu}^{-1/2} \Sigma^{1/2} = \mu \Sigma^{1/2} F^{-1/2} \Sigma^{1/2}
$$

(3)

where $W_K \overset{d}{=} \tilde{W}_N(K, I_N)$. It follows that $F = W_K^{1/2} W_{\nu}^{-1/2} W_K^{1/2} \overset{d}{=} \tilde{F}_N(\nu, K)$. Therefore the SNR loss can
be represented as

\[
\rho = \frac{\text{SNR}(w)}{\text{SNR}(w_{opt})} = \frac{(\nu H S^{-1} v)^2}{(\nu H \Sigma^{-1} v)(\nu H S^{-1} \Sigma S^{-1} v)}
\]

\[
d = \frac{(\nu H \Sigma^{-1} \frac{1}{2} F \Sigma^{-1} v)^2}{(\nu H \Sigma^{-1} v)(\nu H \Sigma^{-1} \frac{1}{2} F \Sigma^{-1} v)}
\]

\[
d = \frac{(\nu H \Sigma^{-1} \frac{1}{2} QFQ \Sigma^{-1} v)^2}{(\nu H \Sigma^{-1} v)(\nu H \Sigma^{-1} \frac{1}{2} QFQ \Sigma^{-1} v)}
\]

for any unitary matrix \( Q \) since \( F \) and \( Q^H F Q \) have the same distribution. Let us choose \( Q \) such that \( Q^H \Sigma^{-1} \frac{1}{2} v = (v^H \Sigma^{-1} v)^{1/2} \) where \( e_N = [0 \ldots 0 1]^T \). Partitioning \( F \) as

\[
F = \begin{pmatrix} F_{11} & F_{12} \\ F_{21} & F_{22} \end{pmatrix}
\]

where \( F_{11} \) is \((N - 1) \times (N - 1)\), we arrive at

\[
\rho = \frac{d}{e_N^H F e_N} = \frac{F_{22}^2}{F_{22}^2 + F_{21} F_{12}} = \frac{1}{1 + t_{12}^H t_{12}}
\]

with \( t_{12} = F_{12} F_{22}^{-1} \). As shown in [4] one has

\[
t_{12} = (1 + F_{22}^{-1})^{1/2} \frac{n_{12}}{\sqrt{\gamma_{12}}}
\]

where \( F_{22}, n_{12} \) and \( \gamma_{12} \) are independent with \( n_{12} \sim \mathcal{N}_{N-1}(0, I_{N-1}) \) and

\[
\gamma_{12} = \frac{\chi^2_{K-N+2}(0)}{\chi^2_{K-N+1}(0)}; \quad F_{22} = \frac{\gamma_{12}}{\chi^2_{K-N+1}(0)}
\]

It ensues that the SNR loss admits the following representation

\[
\rho_{\text{Student}} = \frac{\nu(K - N + 2)}{(\nu + K - N + 1)(K + 1)} \frac{\chi^2_{K-N+2}(0)}{\chi^2_{K-N+1}(0)}
\]

\[
\rho_{\text{Gaussian}} = \frac{\nu(K - N + 2)}{(\nu + K - N + 1)(K + 1)} \frac{\chi^2_{K-N+1}(0)}{\chi^2_{K-N+2}(0)}
\]

Clearly the SNR loss is likely to take lower values in the Student case than in the Gaussian case and we recover that the two representations are equivalent as \( \nu \to \infty \). Moreover the average value of the term \( \chi^2_{K-N+1}(0)/\chi^2_{K-N+1}(0) \) is \((K - N + 1)/(\nu - 1)\) and hence the difference is expected to increase as \( K \) increases.

The representation in [4] also allows to derive (see [5]) the SNR loss p.d.f. which is given in equation (42) as well as its mean value which writes

\[
\mathbb{E}\{\rho_{\text{Student}}\} = \frac{\nu(K - N + 2)}{(\nu + K - N + 1)(K + 1)} \frac{\chi^2_{K-N+2}(0)}{\chi^2_{K-N+1}(0)}
\]

\[
(11)
\]

to be compared with \( \mathbb{E}\{\rho_{\text{Gaussian}}\} = (K - N + 2)/(K + 1) \).

We now provide numerical evaluation of the difference between the two SNR loss distributions. We consider a scenario with \( N = 16 \) and \( \mu \) is chosen equal to \( \nu - N \).

As seen in Figure [2] where we display the p.d.f and the c.d.f of \( \rho \) for \( K = 2N \). As can be seen, the impact is rather significant. For instance while \( \mathbb{P}\{\rho_{\text{Gaussian}} \leq 0.5\} = 0.3 \) we have \( \mathbb{P}\{\rho_{\text{Student}} \leq 0.5\} = 0.4, 0.748 \) and 0.896 for \( \nu = 10N, \nu = 2N \) and \( \nu = N + 2 \) respectively. This impact depends however on \( K \) as illustrated in Figure [2]. As could be expected from [6], the difference between the Student and the Gaussian cases increases with \( K \). For instance for \( K = 4N \) the probability of having
an SNR loss lower than 0.5 increases from $\mathbb{P}(\rho_{\text{Gaussian}} \leq 0.5) = 3.65 \times 10^{-6}$ to $\mathbb{P}(\rho_{\text{Student}} \leq 0.5) = 0.19$, while for $K = 2N$, one goes from $\mathbb{P}(\rho_{\text{Gaussian}} \leq 0.5) = 0.3$ to $\mathbb{P}(\rho_{\text{Student}} \leq 0.5) = 0.748$. This is further illustrated in Figure 3 where we display the average value of the SNR loss versus the number of snapshots. As can be seen, the larger $K$ the larger the difference between $\mathbb{E}\{\rho_{\text{Gaussian}}\}$ and $\mathbb{E}\{\rho_{\text{Student}}\}$.

Another impact concerns the rate of convergence of the adaptive filter which is increased with Student distributed training samples for a related problem, namely that of SNR loss lower than 0.5. This is further illustrated in Figure 4 where we plot the value of $K$ required to have $\mathbb{E}\{\rho_{\text{Student}}\} = 0.5$: clearly the required number of samples decreases when $\nu$ increases, going from $K \simeq 30$ in the Gaussian case to $K \simeq 96$ when $\nu = N + 2$.

3 Distribution of some statistics related to adaptive detection

We now study the impact of Student distributed training samples for a related problem, namely that of adaptive detection. A very common problem in multichannel processing is to test $\mathcal{H}_0$ versus $\mathcal{H}_1$ where

\[
\mathcal{H}_0 : \mathbf{x} \overset{d}{=} \tilde{N}_N(0, \Sigma); \quad \mathbf{X} \overset{d}{=} \tilde{N}_{N,K}(0, \Sigma, I_K)
\]

\[
\mathcal{H}_1 : \mathbf{x} \overset{d}{=} \tilde{N}_N(\alpha \mathbf{v}, \Sigma); \quad \mathbf{X} \overset{d}{=} \tilde{N}_{N,K}(0, \Sigma, I_K)
\]

(12)

The maximal invariant statistic for the detection problem in (12) is bi-dimensional (17) and is a one-to-one function of $\beta = 1/(1 + s_1 - s_2)$ and $t = s_2/(1 + s_1 - s_2)$ where

\[
s_1 = \mathbf{x}^H \mathbf{S}^{-1} \mathbf{x}; \quad s_2 = \frac{\vert \mathbf{x}^H \mathbf{S}^{-1} \mathbf{v} \vert^2}{\mathbf{v}^H \mathbf{S}^{-1} \mathbf{v}}
\]

(13)

$\beta$ corresponds to the loss factor whose distribution is actually that of $\rho_{\text{Gaussian}}$ when $\mathbf{X}$ is Gaussian distributed. $t$ corresponds to Kelly’s generalized likelihood ratio test (GLRT) statistic [18]. Any detector which is a function of $(\beta, t)$ has a constant false alarm rate property and actually most of the adaptive detectors derived so far can be expressed as a function of $(\beta, t)$ [19]. Therefore, it is of interest to see how the performance of these detectors is affected when the training samples are no longer Gaussian distributed but Student distributed. Note that the impact of a fixed covariance mismatch between $\mathbf{x}$ and $\mathbf{X}$ with the latter being both Gaussian distributed has been studied in [20, 21, 22, 23]. In the sequel we consider a distribution mismatch and we assume that $\mathbf{x} \overset{d}{=} \tilde{N}_N(\alpha \mathbf{v}, \Sigma)$ (where $\alpha$ is possibly equal to zero) and that $\mathbf{X} \overset{d}{=} \tilde{T}_{N,K}(\nu - N + 1, \mu \Sigma, I_K)$ as before. It is different from assuming that $[\mathbf{x} \quad \mathbf{X}] \overset{d}{=} \tilde{T}_{N,K+1}(\nu - N + 1, [\alpha \mathbf{v} \quad \mathbf{0}], \mu \Sigma, I_{K+1})$. In the latter case it has been shown [24, 25] that the GLRT is still Kelly’s detector and that its distribution under the null hypothesis is the same as in the Gaussian case. The assumption here is different since we have a distribution mismatch between $\mathbf{x}$ and $\mathbf{X}$ which can be direct or the consequence of a particular covariance mismatch. The aim of the present section is to derive statistical representations of $(\beta, t)$ under this framework in order to figure out how they deviate from the Gaussian case.

Let us start with

\[
s_1 = \mathbf{x}^H \mathbf{S}^{-1} \mathbf{x} \\
\overset{d}{=} \mu^{-1} \mathbf{x}^H \Sigma^{-\frac{1}{2}} \mathbf{F} \Sigma^{-\frac{1}{2}} \mathbf{x} \overset{d}{=} \mu^{-1} \tilde{\mathbf{x}}^H \mathbf{F} \tilde{\mathbf{x}}
\]

(14)

where $\tilde{\mathbf{x}} = \mathbf{Q}^H \Sigma^{-\frac{1}{2}} \mathbf{x} \overset{d}{=} \tilde{N}_N(\alpha (\mathbf{v}^H \Sigma^{-1} \mathbf{v})^{1/2}, I_N)$. Similarly

\[
s_2 = \frac{\vert \mathbf{x}^H \mathbf{S}^{-1} \mathbf{v} \vert^2}{\mathbf{v}^H \mathbf{S}^{-1} \mathbf{v}} = \mu^{-1} \frac{\vert \tilde{\mathbf{x}}^H \mathbf{F} \mathbf{e}_N \vert^2}{\mathbf{e}_N^H \mathbf{F} \mathbf{e}_N}
\]

(15)

Partitioning $\tilde{\mathbf{x}} = \begin{bmatrix} \tilde{x}_1 \\ \tilde{x}_2 \end{bmatrix}$ and $\mathbf{F}$ as in (5), it is readily shown that

\[
s_1 = s_2 + \mu^{-1} \tilde{x}_1^H \mathbf{F}_{12} \tilde{x}_1
\]

\[
s_2 = \mu^{-1} \mathbf{F}_{22} \vert \tilde{x}_2 + \tilde{x}_1^H t_{12} \vert^2
\]

(16)

where $\mathbf{F}_{1,2} = \mathbf{F}_{11} - \mathbf{F}_{12} \mathbf{F}_{22}^{-1} \mathbf{F}_{21}$. Consequently

\[
\beta = (1 + \mu^{-1} \tilde{x}_1^H \mathbf{F}_{12} \tilde{x}_1)^{-1}
\]

(17)
From \( \mathbf{F}_{1,2} \) we have that \( \mathbf{F}_{1,2} \sim \mathcal{F}_{N-1}(\nu - 1, K) \) where \( \mathbf{W}_1 \) and \( \mathbf{W}_2 \) have the same distribution. Using well-known results on quadratic forms in Wishart distributions, it comes
\[
\mathbf{x}_1^H \mathbf{F}_{1,2} \mathbf{x}_1 \sim \frac{\chi^2_{\nu-1}(0)}{\chi^2_{K-N+2}(0)}
\]
and finally
\[
\beta \sim \left[ 1 + \frac{\tilde{\chi}^2_{\nu-1}(0)}{\mu} \frac{\chi^2_{K-N-2}(0)}{\chi^2_{K-N+2}(0)} \right]^{-1}
\]
where we used the fact that \( \tilde{\chi}_1 \sim \tilde{\mathcal{N}}_{N-1}(\mathbf{0}, \mathbf{I}_{N-1}) \) and hence \( \mathbf{x}_1^H \tilde{\chi}_1 \sim \chi^2_{N-1}(0) \). The previous equation should be compared to its Gaussian counterpart namely
\[
\beta_{\text{Gaussian}} \sim \left[ 1 + \frac{\chi^2_{N-1}(0)}{\chi^2_{K-N+2}(0)} \right]^{-1}
\]

The difference lies in the factor \( \mu^{-1} \chi^2_{\nu-1}(0) \). The latter is gamma distributed with mean \( \mu^{-1}(\nu - 1) \) and variance \( \mu^{-2}(\nu - 1) \). Note that if one imposes \( \mathbb{E}[(\mathbf{X}H1) = (\nu - N)^{-1}\mu \Sigma = \Sigma \) then the mean and variance become \( (\nu - 1)/(\nu - N) \) and \( (\nu - 1)/(\nu - N)^2 \). Therefore as \( \nu \to \infty \) the distribution of this variable becomes more and more concentrated around 1 and the two representations are equivalent. However, for small \( \nu \) there is a difference which will be quantified below. Another observation is that in the Gaussian case \( \beta \) and \( \rho \) have the same distribution which is no longer the case with Student distributed samples.

Let us now turn to \( \tilde{t} \) which is the test statistic of Kelly’s GLRT and can be written as
\[
\tilde{t} = \frac{s_2}{1 + s_1 - s_2} \frac{\mu^{-1} F_{22} |\tilde{x}_2 + \tilde{\mathbf{x}}_1^H \mathbf{t}_{12}|^2}{1 + \mu^{-1} \tilde{\mathbf{x}}_1^H \mathbf{F}_{1,2} \tilde{\mathbf{x}}_1}
\]

From the representation of \( \mathbf{t}_{12} \) in (7), we have that
\[
\tilde{x}_2 + \tilde{\mathbf{x}}_1^H \mathbf{t}_{12} = \tilde{x}_2 + (1 + F_{22}^{-1})^{1/2} \tilde{\mathbf{x}}_1^H \frac{\mathbf{t}_{12}}{\sqrt{\gamma_{12}}}
\]
which implies, since \( \tilde{x}_2 \sim \tilde{\mathcal{N}}_N(\mathbf{0}, \mathbf{I}_N) \), that
\[
\tilde{x}_2 + \tilde{\mathbf{x}}_1^H \mathbf{t}_{12} | \tilde{x}_1, F_{22}, \gamma_{12} \sim \tilde{\mathcal{N}}_1 \left( \alpha(\mathbf{v}^H \Sigma^{-1} \mathbf{v})^{1/2}, 1 + (1 + F_{22}^{-1}) \frac{\tilde{\mathbf{x}}_1}{\gamma_{12}} \right)
\]

Consequently
\[
\tilde{t} \sim \frac{\mu^{-1} F_{22} \left[ 1 + (1 + F_{22}^{-1}) \frac{\tilde{\mathbf{x}}_1^H \tilde{\mathbf{x}}_1}{\gamma_{12}} \right]}{1 + \frac{\tilde{\chi}^2_{\nu-1}(0)}{\mu} \frac{\chi^2_{K-N-2}(0)}{\chi^2_{K-N+2}(0)}}
\]
where \( \delta = |\alpha|^2(\mathbf{v}^H \Sigma^{-1} \mathbf{v})/ \left[ 1 + (1 + F_{22}^{-1}) \frac{\tilde{\mathbf{x}}_1^H \tilde{\mathbf{x}}_1}{\gamma_{12}} \right] \), the distributions of \( F_{22}, \gamma_{12} \) are given in (8) and \( \tilde{x}_1 \sim \chi^2_{N-1}(0) \). Equation (24) provides the statistical representation of \( \tilde{t} \) as a function of independent chi-square distributed random variables. It should be compared with the Gaussian expression
\[
\tilde{t}_{\text{Gaussian}} | \beta_{\text{Gaussian}} \sim \frac{\tilde{\chi}^2_{1}(\beta_{\text{Gaussian}} |\alpha|^2(\mathbf{v}^H \Sigma^{-1} \mathbf{v}))}{\chi^2_{K-N+2}(0)}
\]

We now evaluate how the distributions of \( \beta \) and \( \tilde{t} \) in the Student case depart from their distributions with Gaussian distributed training samples. As before we have \( N = 16 \) and \( \mu = \nu - N \). Figures 7-8 display the c.d.f. of \( \beta \) and \( \tilde{t} \) for \( K = 2N \). Similarly to what was observed for the SNR loss we see that the impact is significant, especially for \( \beta \). This suggests that using \( \beta \) in the test statistic may lead to significant performance degradation. We also notice that contrary to the Gaussian case \( \rho \) and \( \beta \) do not have the same distribution in the Student case. Furthermore, similarly to what was observed for \( \rho \), the difference between Gaussian and Student distributions is all the more important that \( K \) is large, see Figures 7-8.
Finally we investigate the influence of Student distributed training samples on the probability of false alarm of \( \hat{t} \), i.e., Kelly’s Gaussian GLRT. The threshold is set so that \( P_{fa} = 10^{-3} \) in the Gaussian case. Figure 9 shows the actual \( P_{fa} \) when \( t \) distributed training samples are used. One can observe two things. First, \( P_{fa} \) is increased and the increase is more pronounced as \( K \) grows. Second, one can see that even for large \( \nu \) we do not recover the Gaussian \( P_{fa} \) due to the distribution mismatch between the data under test \( x \) and the training samples \( X \).

4 Conclusions

In this paper we were interested in what happens to statistics commonly used in adaptive multichannel processing when the training samples used to infer noise are no longer Gaussian distributed but \( t \) distributed. Statistical representations of the SNR loss and of some statistics used for adaptive detection were derived, based on properties of partitioned matrix-variate \( F \) distributions. The expressions derived are given in terms of independent chi-square distributed random variables. They enable one to quickly evaluate the impact of this type of distribution mismatch, which was illustrated numerically.

A Properties of partitioned complex \( F \) distributed matrices

In this appendix we derive some properties of partitioned complex \( F \) distributed matrices. Most of these properties were derived in the real case in [26]. We extend them to the complex case and provide new additional results concerning marginalization of the distribution of \( t_{12} \), see below. Let \( F \overset{d}{=} F_p(q,n) \) and let us partition it as

\[
\begin{pmatrix}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{pmatrix}
\]

\( r \quad s \)

The p.d.f. of \( F \) is given by \( p(F) \propto |F|^{q-p}|I_p + F|^{-(q+n)} \). Now we have \( |F| = |F_{1,2}||F_{2,2}| \) where \( F_{1,2} = F_{11} - F_{12}F_{22}^{-1}F_{21} \). Moreover

\[
[I_p + F]_{1,2} = I_r + F_{11} - F_{12}(I_s + F_{22})^{-1}F_{21}
\]

\( = I_r + F_{1,2}F_{22}^{-1}F_{21} - F_{12}(I_s + F_{22})^{-1}F_{21} \)

\( = I_r + F_{1,2} + F_{12}[F_{22}^{-1} - (I_s + F_{22})^{-1}]F_{21} \)

\( = I_r + F_{1,2} + F_{12}[F_{22}^{-1}(I_s + F_{22})^{-1}F_{21} \]

\( = I_r + F_{1,2} + T_{12}(I_s + F_{22})^{-1}F_{22}^{-1}F_{1,2}TR_{12}^H \) \quad (27)

with \( T_{12} = F_{12}F_{22}^{-1} \). It ensues that

\[
[I_p + F]_{1,2} = |I_r + F_{1,2}|(I_s + F_{22})^{-1}F_{12}T_{12}^H \]

\quad (28)

Since the Jacobian \( J(F \to F_{1,2}, T_{12}, F_{22}) = |F_{22}|^{q} \) [12], we can write the joint density of \( (F_{1,2}, T_{12}, F_{22}) \) as

\[
p(F_{1,2}, T_{12}, F_{22}) \propto |F_{1,2}|^{q-r-s}|I_r + F_{1,2}|^{-(q+n-s)}
\]

\times |F_{22}|^{q-s}|I_s + F_{22}|^{-(q+n-r)}

\times |I_r + F_{1,2}|^{-s}|F_{22}^{-1}(I_s + F_{22})|^{r} |I_r + (I_r + F_{1,2})^{-1}T_{12}(I_s + F_{22})^{-1}F_{22}^{-1}F_{1,2}TR_{12}^H|^{-(q+n)} \quad (29)

Therefore \( F_{1,2} \) and \( F_{22} \) are independent and

\[
F_{1,2} \overset{d}{=} F_r(q-s,n); \quad F_{22} \overset{d}{=} F_s(q,n-r) \quad (30)
\]

\[
T_{12}|F_{1,2}, F_{22} \overset{d}{=} T_{r,s}(n + q - p + 1, 0, I_r + F_{1,2}F_{22}^{-1}(I_s + F_{22})) \quad (31)
\]

These results extend those of [26] to the complex case. Next, we marginalize \( T_{12} \) in order to obtain the distribution of \( T_{12}|F_{22} \). To do so, note that

\[
|I_r + (I_r + F_{1,2})^{-1}T_{12}(I_s + F_{22})^{-1}F_{22}TR_{12}^H| = |I_r + F_{1,2}|^{-1}| \Delta + F_{1,2} | \quad (32)
\]
where $\Delta = I + T_{12}(I_s + F_{22})^{-1}F_{22}^{H_T}$. It follows that

$$p(T_{12}|F_{22}) = \int p(T_{12}|F_{22}, F_{12})p(F_{12})dF_{12}$$

$$= |F_{22}^{-1}(I_s + F_{22})|^{-r} \int |I_s + F_{12}|^{n+q-s}|\Delta + F_{12}|^{-(q+n)}p(F_{12})dF_{12}$$

$$= |F_{22}^{-1}(I_s + F_{22})|^{-r} \int |F_{12}|^{q-r-s}|\Delta + F_{12}|^{-(q+n)}dF_{12}$$

$$= |F_{22}^{-1}(I_s + F_{22})|^{-r} |I_s + T_{12}(I_s + F_{22})^{-1}F_{22}^{H_T}|^{-(n+s)} \tag{33}$$

This proves that

$$T_{12}|F_{22} \xrightarrow{d} \tilde{T}_{r,s}(n + r + 1, 0, I, F_{22}^{-1}(I_s + F_{22})) \tag{34}$$

When $s = 1$, \[34\] reduces to

$$t_{12}|F_{22} \xrightarrow{d} \tilde{T}_{p-1}(n + p + 2, 0, (1 + F_{22}^{-1})I) \tag{35}$$

which means that $t_{12}$ can be modeled as

$$t_{12} = (1 + F_{22}^{-1})^{1/2} n_{12} \tag{36}$$

with $n_{12} \xrightarrow{d} \tilde{N}_{p-1}(0, I)$. The distribution of $t_{12}$ can be evaluated by marginalizing $p(t_{12}|F_{22})$, which gives

$$p(t_{12}) = \int_0^\infty p(t_{12}|F_{22})p(F_{22})dF_{22}$$

$$= \frac{\Gamma(n + 1)}{\pi^{p+1} \Gamma(n - p + 2)} \int_0^\infty F_{22}^{-1}(1 + F_{22})^{-n-p+1}p(F_{22})dF_{22}$$

$$\tag{37}$$

From \[30\], $F_{22}$ has a complex scalar $\tilde{F}(q, n - p + 1)$ distribution so that

$$p(F_{22}) = \frac{F_{22}^{q-1}(1 + F_{22})^{-(q+n-p+1)}}{B_{q,n-p+1}} \tag{38}$$

where $B_{a,b} = \Gamma(a)\Gamma(b)/\Gamma(a+b)$. It follows that

$$p(t_{12}) = \int_0^\infty C F_{22}^{-q} (1 + F_{22})^{q+n-1}p(F_{22})dF_{22}$$

$$= \frac{C}{B_{p+q-1,n-p+1}} F_1(n + 1, p + q - 1; n + q; -t_{12}^H t_{12}) \tag{39}$$

with $C = \frac{\Gamma(n+1)}{\pi^{p+1} \Gamma(n-p+2)} \frac{1}{B_{q,n-p+1}}$ and where we used \[27\] to obtain the last line. The unconditional distribution is seen to depend only on $t_{12}^H t_{12}$ which shows that $t_{12}$ has a spherical distribution. Finally note that in the purpose of analyzing the SNR loss the conditional distribution $p(t_{12}|F_{22})$ is the most convenient and is actually used.

**B Distribution and average value of SNR loss in the Student case**

In this appendix we derive the p.d.f and also the mean value of the SNR loss. Let $F_1 \xrightarrow{d} \chi^2_{K-N+1}(0)/\chi^2_0(0)$ and $F_2 \xrightarrow{d} \chi^2_{N-1}(0)/\chi^2_0(N+2)(0)$ and let $\rho \xrightarrow{d} [1 + (1 + F_1)F_2]^{-1}$. Let us first evaluate the distribution of $\rho|F_1$. The p.d.f of $F_2$ is given by

$$p_{F_2}(f_2) = \frac{1}{B_{N-1,K-N+1}(1 + f_2)^{K+1}} \frac{f_2^{N-2}}{(1 + f_2)^{K+1}} \tag{40}$$
Next we need to integrate with respect to the density of $J\times\{\mathcal{I}\}$. Making the change of variables $F$ if we set $\rho$ average value of the SNR loss. Let us start with the conditional mean of

\[ p(\rho|F_{1}) = \frac{(1 + F_{1})^{K-N+2}\rho^{K-N+1}(1 - \rho)^{N-2}}{B_{N-1,K-N+2}(1 + \rho F_{1})^{K+1}} \]  

(41)

Setting $F_{1} = 0$, one recovers the usual beta distribution of the SNR loss in the Gaussian case. Marginalizing with respect to the p.d.f. of $F_{1}$ we obtain

\[ p(\rho) = \int_{0}^{\infty} p(\rho|F_{1})p_{F_{1}}(f_{1})df_{1} \]

\[ = \frac{\rho^{K-N+1}(1 - \rho)^{N-2}}{B_{N-1,K-N+2}B_{K-N+1,\nu}} \int_{0}^{\infty} f_{1}^{K-N}(1 + f_{1})^{-(\nu-1)} \]

\[ = \frac{B_{K-N+1,\nu+1}}{B_{N-1,K-N+2}B_{K-N+1,\nu}} \rho^{K-N+1}(1 - \rho)^{N-2} 2F_{1}(K + 1, K - N + 1; \nu + K; 1 - \rho) \]

(42)

where we made use of \([27]\) to obtain the last equality. The previous equation allows to calculate the average value of the SNR loss. Let us start with the conditional mean of $\rho$:

\[ \mathbb{E}\{\rho|F_{1}\} = \int_{0}^{1} \rho p(\rho|F_{1})d\rho \]

\[ = \frac{(1 + F_{1})^{K-N+2}}{B_{N-1,K-N+2}} \int_{0}^{1} \rho^{K-N+2}(1 - \rho)^{N-2} \]

\[ = \frac{B_{N-1,K-N+3}}{B_{N-1,K-N+2}}(1 + F_{1})^{K-N+2} 2F_{1}(K + 1, K - N + 3; K + 2; -F_{1}) \]

\[ = \frac{K - N + 2}{K + 1} \]

\[ = (1 + F_{1})^{K-N+2} 2F_{1}(K + 1, K - N + 3; K + 2; -F_{1}) \]

\[ = \frac{K - N + 2}{K + 1} (1 + f_{1})^{K-N+2} \int_{0}^{\infty} f_{1}^{K-N} \]

\[ = \mathbb{E}\{\rho\} = \int_{0}^{\infty} \mathbb{E}\{\rho|f_{1}\}p_{F_{1}}(f_{1})df_{1} \]

\[ = \int_{0}^{\infty} \mathbb{E}\{\rho\} \int_{0}^{\infty} f_{1}^{K-N} \]

\[ = \frac{K - N + 2}{K + 1} B_{K-N+1,\nu+1} 3F_{2}(1, K - N + 3, K - N + 1; K + 2, \nu + K - N + 2; 1) \]

(43)

If we set $F_{1} = 0$ in the previous equation we recover the Gaussian case for which $\mathbb{E}\{\rho_{\text{Gaussian}}\} = \frac{K-N+2}{K+1}$.

Next we need to integrate with respect to the density of $F_{1}$:

\[ \mathbb{E}\{\rho\} = \int_{0}^{\infty} \mathbb{E}\{\rho|f_{1}\}p_{F_{1}}(f_{1})df_{1} \]

\[ = \int_{0}^{\infty} \mathbb{E}\{\rho\} \int_{0}^{\infty} f_{1}^{K-N} \]

\[ = \frac{(K - N + 2)}{(K + 1)B_{K-N+1,\nu+1}} \int_{0}^{\infty} f_{1}^{K-N} \]

\[ = \frac{K - N + 2}{K + 1} B_{K-N+1,\nu+1} 3F_{2}(1, K - N + 3, K - N + 1; K + 2, \nu + K - N + 2; 1) \]

(44)

Making the change of variables $x = f_{1}/(1 + f_{1})$ the integral above can be written as

\[ I = \int_{0}^{\infty} x^{K-N}(1 - x)^{\nu} 2F_{1}(1, K - N + 3; K + 2; x)dx \]

\[ = B_{K-N+1,\nu+1} 3F_{2}(1, K - N + 3, K - N + 1; K + 2, \nu + K - N + 2; 1) \]

(45)

which finally results in

\[ \mathbb{E}\{\rho\} = \frac{K - N + 2}{K + 1} B_{K-N+1,\nu+1} 3F_{2}(1, K - N + 3, K - N + 1; K + 2, \nu + K - N + 2; 1) \]

\[ = \frac{\nu(K - N + 2)}{(\nu + K - N + 1)(K + 1)} 3F_{2}(1, K - N + 3, K - N + 1; K + 2, \nu + K - N + 2; 1) \]

(46)
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Figure 1: Probability density function and cumulative distribution function of \( \rho \) for various \( \nu \). \( K = 2N \).
Figure 2: Probability density function and cumulative distribution function of $\rho$ for various $K$. $\nu = 2N$. 
Figure 3: Average value of $\rho_{\text{Student}}$ versus $K$ for various $\nu$.

Figure 4: Number of snapshots required to have $E(\rho_{\text{Student}}) = 0.5$ versus $\nu$. 
Figure 5: Cumulative distribution function of $\beta$ for various $\nu$. $K = 2N$.

Figure 6: Cumulative distribution function of $\hat{t}$ for various $\nu$. $K = 2N$. 
Figure 7: Cumulative distribution function of $\beta$ for various $K$. $\nu = 2N$.

Figure 8: Cumulative distribution function of $\hat{t}$ for various $K$. $\nu = 2N$. 
Figure 9: Probability of false alarm of $\tilde{t}$ versus $\nu$ for various values of $K$. 