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ABSTRACT

Any image recovery algorithm attempts to achieve the highest quality reconstruction in a timely manner. The former can be achieved in several ways, among which are by incorporating Bayesian priors that exploit natural image tendencies to cue in on relevant phenomena. The Hierarchical Bayesian MAP (HB-MAP) is one such approach [1] which is known to produce compelling results albeit at a substantial computational cost. We look to provide further analysis and insights into what makes the HB-MAP work. While retaining the proficient nature of HB-MAP’s Type-I estimation, we propose a stochastic approximation-based approach to Type-II estimation. The resulting algorithm, fast stochastic HB-MAP (fsHBMAP), takes dramatically fewer operations while retaining high reconstruction quality. We employ our fsHBMAP scheme towards the problem of tomographic imaging and demonstrate that fsHBMAP furnishes promising results when compared to many competing methods.

Index Terms— Bayesian compressive sensing, inverse radon transform, stochastic approximation

1. INTRODUCTION

The act of obtaining images from tomographic settings has been a long studied problem with applications ranging from Radar to magnetic resonance imaging. However the signaling apparatus is constructed, there is a consistent theme: a plane/volume is captured by rays of directed waves that are recorded, match filtered, and processed to achieve the pixels of the image. Several aspects to this procedure have emerged as especially difficult, none the least of which is limited sampling. If we have a tomographic set-up that can collect only a dearth of jittered data points, can we still obtain a quality image? We look to address this problem.

Of the different manners in which to handle such a situation, the hierarchical Bayesian Maximum a posterior approach (HB-MAP) has yielded compelling state-of-the-art results on optical images with the express intent of usage for, but not limited to, tomography [1]. However this method has one significant drawback: its computationally expensive. Its detailed structure involves a complicated objective function which requires nontrivial computational cost, restricting its applicability to large-scale inverse problems.

In the following, we present a modified HB-MAP algorithm, fast stochastic HB-MAP (fsHBMAP), using a stochastic approximation approach to solving a problematic objective function and provide experimental work to justify its usage in tomographic settings. In section [2] we present the background structure pertaining to HB-MAP and how its unique construction involves probabilistic priors to allow for robustness in limited sample cases. Section [3] outlines our findings considering which aspects to HB-MAP are most influential and how a fast stochastic method can be employed to speed the process up. Lastly, section [4] goes through several tomographic scenarios to illustrate how well fsHBMAP can work.

2. A BRIEF OVERVIEW OF HB-MAP

Consider the following linear model for reconstructing images which finds powerful applications in imaging and compressive sensing: $y = X\beta + \varepsilon$ where $y$ a vector of received measurements, $X$ is a dictionary containing some basis, whether it be wavelet, Fourier, or similar, $\beta$ is the coefficient vector we look to find, and $\varepsilon$ is Gaussian white noise. We presume $y, \beta, \varepsilon \in \mathbb{R}^n$ and $X \in \mathbb{R}^{n \times n}$. There is no shortage in ways to solve for $\beta$ given the assumption of the above linear model and many involve a prior being placed on this coefficient term either explicitly or implicitly via the inclusion of a penalty function [2]. In this way, it can be further interpreted as solving

$$\arg \max_{\beta \in \mathbb{R}^n} \log P(\beta | y)$$

$$= \arg \max_{\beta \in \mathbb{R}^n} [\|y - X\beta\|_2^2 - \log P(\beta)]$$

(1)

What is the “best” choice for the prior on $\beta$? In the compressive sensing literature a popular choice for this distribution is the Laplacian i.e. $\log P(\beta) \propto -\|\beta\|_1$, which can be interpreted as a relaxation of sparsity-enforcing $l_0$ pseudo norm penalty [3]. While popular, this choice for $P(\beta)$ lacks proper sophistication in order to capture certain natural phenomena [1-4]. This is where the HB-MAP comes into play.

Before we start, let us first revisit our linear model construction. For HB-MAP, we will think of $X$ as the product
of two quantities: a measurement matrix $\Psi$ and a dictionary $\Phi$. With $X = \Psi \Phi$, we still have $\beta$ as a coefficient vector except with the true image being $\Phi \beta$. This grants us the flexibility to further incorporate convenient linear transformation spaces (typically, but not restricted to, wavelet) concerning our image $I$. $\Psi$ could hold the information regarding the arrangement of sensors and readings, primarily in the mold of a Radon transform matrix in the tomographic setting, and $\Phi$ a wavelet dictionary such that $\Phi \beta$ is the optical image we are looking to recover. What then is a suitable prior for $\beta$ since it is now the wavelet coefficients of a natural image? The work of [1,6,7,8] suggest that it may be a compound Gaussian.

One can dive deeply into the details of compound Gaussians by addressing the work of [1,6,7,8], among others, but the most basic understanding necessary for HB-MAP boils down to this: $\beta$ can be though of as

$$\beta = u \odot z \text{ where } u \sim \mathcal{N}(0, \Sigma_u) \text{ and } z = h(x) \quad (2)$$

with $x$ following some multi-scale Gaussian tree structure and $h(\cdot)$ being an entry-wise, usually nonlinear function. This construction leads to a two stage solution starting with a calculation for $z$ (Type-II estimation) followed by a scheme for $u$ (Type-I estimation).

The Type-II estimation involves substantial computations and is the main focus of our proposed improvement. The issues arise from $x$; we can state $y$ as

$$y = X(h(x) \odot u) + \varepsilon \quad (3)$$

then when we look to optimize $z$, that really is the same as optimizing $x$ as the input to the nonlinear $h$. [1] demonstrates in detail as to how Type-II estimation, due to the multi-scale Gaussian hierarchical Bayesian structure imposed on $x$, comes down to solving

$$\arg \max_{x \in \mathbb{R}^n} y^T B(x)^{-1} y + \log \det B(x) + x^T \Sigma_x^{-1} x \quad (4)$$

$$B(x) = XH(x)\Sigma_u H(x)^T + \Sigma_e \quad (5)$$

given $H(x) = \text{diag}(h(x))$. For this objective function, which we will define as $f(x)$, [1] suggests an analytically straightforward steepest descent method. Unfortunately, $f(x)$ has what would be best described as a particularly nasty gradient in terms of computational efficiency. Even with a “nice” choice for $h$ (in terms analytical properties such as differentiability), the gradient, the gradient requires costly Kronecker products which are unavoidable without severe modification. We delve into this matter more in section 3 where we demonstrate how to circumvent the calculation of an unseemly $\nabla_x f$ and even more complex $\nabla_x^2 f$ (both of which are detailed in [1]).

Assuming that we obtain an optimal $x^*$, Type-I estimation looks to build off of this to calculate $u$. This in turn is much simpler as

$$u^* = \arg \max_{u \in \mathbb{R}^n} \log P(y \mid u) + \log P(u)$$

$$= \arg \min_{u \in \mathbb{R}^n} (y - XH(x^*)u)^T \Sigma_e^{-1} (y - XH(x^*)u)$$

$$+ u^T \Sigma_u^{-1} u \quad (6)$$

which, for $\Lambda = \text{diag}(\varepsilon^*)$, leads to

$$\Lambda(X^T \Sigma_e^{-1} X + \Lambda^{-1} \Sigma_u \Lambda^{-1}) \Lambda u = \Lambda X^T \Sigma_e^{-1} y \quad (7)$$

Since this computation for $u$ can be nontrivial in the manner given by (7), [1] employed a strategy to reduce the load; defining $\Lambda_{\tau}$ as

$$\Lambda_{\tau} = \text{diag}(c) \text{ where } c_i = \begin{cases} 1, & z_i^* > \tau \\ 0, & \text{else} \end{cases} \quad (8)$$

and then finding $u$ with

$$\Lambda_{\tau}(X^T \Sigma_e^{-1} X + \Lambda^{-1} \Sigma_u \Lambda^{-1}) \Lambda_{\tau} u = \Lambda X^T \Sigma_e^{-1} y \quad (9)$$

With both $z = h(x^*)$ and $u$, one can quickly find $\beta$ using (2), completing the two step process.

3. FAST STOCHASTIC HB-MAP

Before we dive into our handling of the Type-II estimation aspect of HB-MAP, we first wish to provide context for the reader concerning what is happening within the HB-MAP algorithm. That is, what improvements can be had concerning Type-II estimation? To what degree can Type-I alone handle the problem of image reconstruction? Our research has surprisingly shown that the answer to the latter question is: quite a bit.

Let us revisit (7); here if we do not do any simplifying substitutions regarding $\Lambda$ then we can reduce the problem to

$$\left(\frac{1}{\sigma_e^2} X^T X + \frac{1}{\sigma_\varepsilon^2} \Lambda^{-2}\right) \Lambda u = \frac{1}{\sigma_e^2} X^T y \quad (10)$$

with $\Sigma_e = \sigma_e^2 I$ and $\Sigma_u = \sigma_u^2 I$. Notice that

$$\Lambda u = z \odot u = \beta \quad (11)$$

$$\implies \beta = \frac{1}{\sigma_e^2} \left(\frac{1}{\sigma_e^2} X^T X + \frac{1}{\sigma_\varepsilon^2} \Lambda^{-2}\right)^{-1} X^T y \quad (12)$$

The optimality of $\beta$ hinges on the assumed optimality of $x^*$ (i.e. where $h(x^*)$ constitutes the diagonal of $\Lambda$) - but what if we used another suboptimal $x$ as the input to $h$?

As it turns out, if the value of $\sigma_e^2$ is known or, more likely, estimated well, then $\beta$, the coefficient vector corresponding to the solution of (12) using a suboptimal $x$, can actually perform non-trivially. As evidence to such, consider the scenario illustrated by Figure 1 here, we conducted 1000 image reconstructions of a $16 \times 16$ snippet of the Barbara image in the form of an inverse radon transform with added noise (the
sampling pattern of the radon transform can be seen in Figure 4; the noise was \( \sigma^2 = .1 \), and a wavelet dictionary was used. In each case, a vector composed of uniformly random values within \((0, 1)\) made up \( \mathbf{a} \) and no refinement was made. Notice that this relatively simple procedure yielded SSIM \([9]\) metrics with a mean of .73 and entirely within the range of (.68, .78).

Given this aspect of HB-MAP, the question then becomes of what influence the Type-II estimation has over the algorithm’s output. We reference again Figure 1; the trend line points to the fact that maximized values for \( \mathbf{f} \) lead to better images. Thus, given any starting point, it appears useful to try to transition towards higher Type-II objective function values. We propose how to do so.

As mentioned in section 2, the Type-II estimation proposed by [11] involves a prohibitively costly gradient calculation (to say nothing of its Hessian). How to handle such a problem? We will outline here an approximation (to say nothing of its Hessian). How to handle such a problem? We will outline here an approximation (to say nothing of its Hessian). How to handle such a problem? We will outline here an approximation (to say nothing of its Hessian). How to handle such a problem? We will outline here an approximation (to say nothing of its Hessian).

Fig. 1: Comparison of 400 randomly chosen \( \mathbf{x} \) obj. function value vs. subsequent reconstructed image SSIM. Each test involved a radon transform on a \( 16 \times 16 \) snippet of Barbara image. The trend line is provided for context.

Introducing a slightly simplified \( B(\mathbf{x}) \) and formal choice for \( H \) is necessary for our first challenge: \( f_2 \). Before we start, we want to make two more assumptions: \( \Psi \) is square and full rank. Now, this may not be the case in practice - but - the proceeding theory provides a strong basis from which we shown in later sections is justified by experimental work. With all that said, we first point out that, by the Minkowski inequality

\[
\det(B(\mathbf{x})) = \det(\sigma_u^2 X^T H^2(\mathbf{x}) X + \sigma_v^2 I) \\
\geq \det(\sigma_u^2 X^T H^2(\mathbf{x}) X) + \det(\sigma_v^2 I)
\]

Now, consider the determinant of the matrix \( X \); The dictionary \( D \) is typically chosen so that it is unitary, meaning that \( \det(D) = 1 \). Thus, we see that, \( \det(X) = \det(RD) = \det(R) \). Therefore, since \( \log \) is monotonically increasing,

\[
\det(\sigma_u^2 X^T H^2(\mathbf{x}) X) = \sigma_u^{2n} \det(R)^2 \det(H^2(\mathbf{x}))
\]

Which, returning to the log det function means

\[
\log \det(B(\mathbf{x})) \geq \log(\sigma_u^{2n} \det(R)^2 \det(H^2(\mathbf{x}))) + \sigma_v^{2n} \\
\geq \log \det(H^2(\mathbf{x})) + K
\]

for \( K = \log(\sigma_u^{2n} \det(R)^2) + \log(\sigma_v^{2n}) \). We define an approximation for \( f_2 \) as \( \tilde{f}_2(\mathbf{x}) = \sum_{i=1}^{n} \frac{x_i}{a} + K \).

Fig. 2: Comparison of wavelet coefficients of action (top) & tSHBMAP (middle) with point-wise error given (bottom).

Moving onto \( f_3 \) reveals no readily actionable approximation. The inverse of \( B(\mathbf{x}) \), which is composed of the sum of matrices, is a highly nontrivial problem. In [11] we attacked this problem by a head-on approach which involved very expensive gradient and/or Hessian calculations which, while furnishing exact results, thereby limit its direct applicability to large-scale inverse problems. The path forward, as we see it, is to avoid gradient calculations altogether by invoking a stochastic approximation (SA) approach.

If we were to start with the idea that we just wanted a near-enough calculation of the gradient for use in a steepest descent technique, then it would not be unreasonable to pursue some...
finite difference scheme. SA builds off this idea; the crux of methods like finite difference SA (FDSA) and simultaneous perturbation SA (SPSA) start with finite difference ideas and incorporate probabilistic theories to reduce computations [10, 11, 12]. For SPSA, the idea is to modify the update step of a gradient descent algorithm for step size $\alpha_k$

$$x_{k+1} = x_k - \alpha_k \tilde{g}(x)$$  \hspace{1cm} (19)

so that there is a gradient approximation, $\tilde{g}$

$$\tilde{g}(x) = \frac{1}{c_k} (f(x + c_k \Delta_k) - f(x - c_k \Delta_k)) \odot \Delta_k$$  \hspace{1cm} (20)

where $c_k > 0$ is a small value that decreases as $k \to \infty$, $\Delta_k$ follows a symmetric ±1 Bernoulli distribution, and $\odot$ is the element-wise division operator. Given the smoothness of $f$ and sufficient choices for $\alpha_k$ and $c_k$, we found that SPSA served as competent method for Type-II estimation with substantially fewer calculations. Note that SPSA involves only two evaluations of the loss function at each iteration.

To gain an idea of how helpful SPSA can be and what computation effort can be expected, refer to Figure 1. Here we used the same $16 \times 16$ snippet and radon transform as previous and tried over ten trials increasing numbers of SPSA iterations with wavelet and DCT dictionaries. Random initializations started SPSA (both in Figure 3 and in the experiments in Section 4). In every case, SPSA was not only able to decrease the value of $f$ but also do so in a way that improves the ultimate SSIM value of the reconstructed image. SPSA was able to replicate the sparse signal from the randomized starting point as Figure 2 shows.

4. EXPERIMENTS

To provide context for fsHBMAP, we experimented on a $32 \times 32$ piece of the Barbara image projected with the sampling pattern show in Figure 4 which contains 18 rays containing 71 samples, each. Overall, the gradient HB-MAP reconstruction (gHBMAP) [11] was best in terms of SSIM with a value of .9. fsHBMAP is the next best method with a SSIM of .78 followed by CoSaMP [13] (.74), iterative convex refinement [4] (.73), and OMP (.72). While fsHBMAP did not achieve the quality of the HB-MAPs, it still outperforms all other competing methods but with a substantially less computation time. In particular, fsHBMAP was able to achieve its reconstruction in 4% of the time it took gHBMAP! Furthermore fsHBMAP is much more amenable to being applied to large scale imaging problems because unlike gHBMAP—no explicit gradient or Kronecker calculations are involved. In the case of Newton HB-MAP (nHBMAP) proposed by [1], while it achieves the best SSIM value, it computational expense makes it unsuitable for most practical applications.

We have thus offered a natural-image inspired method for image reconstruction. Future work includes the application of second order SPSA algorithms to fsHBMAP and/or more computationally sophisticated ways to make larger image scenes more manageable.
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