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Abstract

Let $f$ be a holomorphic endomorphism of $\mathbb{P}^k$ of degree $d$. For each quasi-attractor of $f$ we construct a finite set of currents with attractive behaviors. To every such an attracting current is associated an equilibrium measure which allows for a systematic ergodic theoretical approach in the study of quasi-attractors of $\mathbb{P}^k$. As a consequence, we deduce that there exist at most countably many quasi-attractors, each one with topological entropy equal to a multiple of $\log d$. We also show that the study of these analytic objects can initiate a bifurcation theory for attracting sets.

1 Introduction

If $f$ is a continuous self-map of a topological space $X$ there are several notions of attractors for the dynamical system defined by the iterates $f^n := f \circ \cdots \circ f$ of $f$. In this paper, we will only consider the following topological ones. A compact subset $A$ of $X$ is called an attracting set if it has a non-empty open neighborhood $U$, called a trapping region, such that $f(U) \subseteq U$ and $A = \bigcap_{n \geq 0} f^n(U)$. An attractor is an attracting set which possesses a dense orbit. Hurley [Hur82] also introduced the notion of quasi-attractors which are intersections of attracting sets. They are related to Conley’s chain recurrence classes [Con78]. The minimal chain recurrence classes are exactly the minimal quasi-attractors which correspond to the chain recurrent quasi-attractors. Unlike attractors, there always exists at least one chain recurrent quasi-attractor when $X$ is compact.

In this paper, we consider the case where $X$ is the complex projective space $\mathbb{P}^k$ and $f$ is a holomorphic endomorphism of algebraic degree $d \geq 2$. This situation has been studied by many authors, see e.g. [FS01, FW99, JW00, Din07, Ron12, Dau14]. In [Din07], Dinh constructed, under geometric assumptions, an attracting current and an equilibrium measure associated to an attracting set. Our first aim is to generalize this construction to all quasi-attractors without any assumption. These analytic objects will give us interesting information about the dynamics on a quasi-attractor and also about its structure. Another motivation was to study attracting sets for holomorphic families of endomorphisms. In one complex variable, the bifurcation locus of a holomorphic family of rational maps on $\mathbb{P}^1$ is the closure of the set of parameters where an attracting cycle appears or disappears. When this happens, there still exists at the limit a periodic cycle, which is neural. In higher dimension, the situation is more complicated. It seems more difficult to follow an attracting set and to study directly the limit set when it “disappears”. It could therefore be easier to consider the analytic objects associated to them and their numerical invariants. For example, in Section 5 we give criteria to determine if an attracting set moves continuously with the parameter.
To introduce our results, we have to fix some notations and recall classical statements. Denote by $\omega$ the standard Fubini-Study form on $\mathbb{P}^k$. If $E$ is a subset of $\mathbb{P}^k$ then we define $C_p(E)$ to be the set of positive closed currents $S$ of bidegree $(p,p)$, supported in $E$ and of mass 1, i.e. $(S,\omega^{k-p}) = 1$. Observe that $C_k(E)$ corresponds to the set of probability measures supported in $E$.

From now on, $f$ will be an endomorphism of $\mathbb{P}^k$ of algebraic degree $d \geq 2$. The Green current of order $p$ of $f$ is defined by $T^p := \lim_{n \to \infty} d^{-np}(f^n)^* \omega^p$. Its support $\mathcal{J}_p$ is called the Julia set of order $p$. These Julia sets give a filtration

$$\mathbb{P}^k := \mathcal{J}_0 \supset \mathcal{J}_1 \supset \mathcal{J}_2 \supset \cdots \supset \mathcal{J}_k \supset \mathcal{J}_{k+1} := \emptyset,$$

which will be of particular importance in the sequel. It is a result of Fornæss-Sibony [FS95a] and Ueda [Ued94] that $\mathcal{J}_1$ is equal to the Julia set $\mathcal{J}$ of $f$ i.e. the complement of the largest open set where the family of iterates $(f^n)_{n \geq 1}$ is normal. The set $\mathcal{J}_k$ is the support of the equilibrium measure of $f$, $\mu := T_k$, which has many interesting dynamical properties. However, a quasi-attractor which intersects $\mathcal{J}_k$ has to be equal to the whole space $\mathbb{P}^k$. Therefore, this measure $\mu$ gives no information about proper quasi-attractors.

As we will see later, our results and techniques have similarities with those used in the study of horizontal-like maps [DS06] (see also [Duj04], [DNS08]). But our geometric setting is a priori very different and we need a better understanding of it. In [Dau14], Daurat introduced a notion of dimension for an attracting set which stays pertinent for quasi-attractors. A quasi-attractor $A$ has dimension $s$ if $C_{k-s}(A) \neq \emptyset$ and $C_{k-s-1}(A) = \emptyset$. Our first result is to give an equivalent definition.

**Proposition 1.1.** A quasi-attractor $A$ has dimension $s$ if and only if $A \cap \mathcal{J}_s \neq \emptyset$ and $A \cap \mathcal{J}_{s+1} = \emptyset$.

Although simple, this fact is essential since it provides us with geometric information about $A$. If $A$ is a quasi-attractor of dimension $s$ then $T^{s+1}$ belongs to $C_{s+1}(\mathbb{P}^k \setminus A)$ which implies that $A$ is weakly $(k-s)$-pseudoconvex (see Section 2). This will allow us to use the $dd^c$-method developed by Dinh and Sibony to study the dynamics induced by $f$ on $C_{k-s}(U)$ for a trapping region $U$ of $A$. In particular, we obtain that there exists on each attracting set at least one current which exhibits equidistribution properties.

**Theorem 1.2.** Let $A$ be an attracting set of dimension $s$ with a trapping region $U$. There exist a trapping region $D_\tau \subset U$ and a current $\tau$ in $C_{k-s}(D_\tau)$ such that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \frac{1}{d_{\max}} (f^n)_* R = \tau$$

for all continuous currents $R$ in $C_{k-s}(D_\tau)$.

We say that $\tau$ is an attracting current of bidimension $(s,s)$ associated to $A$ (see Definition 3.7 for a precise definition). They can be considered as attractive periodic points in the set $C_{k-s}(\mathbb{P}^k)$. In general, there exist several such currents supported in $A$ and it is not possible to remove the Cesàro mean in the theorem. For example, if $A = \{p_0, p_1, p_2\}$ is the union of an attracting fixed point $p_0$ and an attracting cycle $\{p_1, p_2\}$ of period 2 then $A$ is an attracting set of dimension 0 with two attracting measures, the Dirac mass $\delta_{p_0}$ and $2^{-1}(\delta_{p_1} + \delta_{p_2})$. For the latter, if $R$ is a smooth probability supported in a small neighborhood of $p_1$ then the sequence $(f^n)_* R$ has two different limit values, $\delta_{p_1}$ and $\delta_{p_2}$. However, if we exchange $f$ by $f^2$ in this example then the sequence $(f^n)_* R$ converges and we obtain three attracting measures which cannot be decomposed anymore. This phenomenon still holds in the general case.
**Theorem 1.3.** Let $A$ be an attracting set of dimension $s$. The set of attracting currents of bidimension $(s,s)$ supported in $A$ is finite. Moreover, there exists an integer $n_0 \geq 1$ such that if $\tau$ is an attracting current of bidimension $(s,s)$ supported in $A$ for $f^{n_0}$ then

$$\lim_{n \to \infty} \frac{1}{d_{\text{at}}^{n_0}}(f^{n_0})_\tau R = \tau$$

for all continuous currents $R$ in $C_{k-s}(D_\tau)$. Here, $D_\tau$ is the trapping region associated to $\tau$ and $f^{n_0}$ by Theorem 1.3.

A key ingredient in the proofs of these two theorems is to consider positive closed currents as geometric objects and to use them in order to build new trapping regions.

In the example above, at the end each connected component of $A$ is the support of an attracting measure. In general, it is not enough to consider the connected components but it is possible to associate to each current $\tau$ in Theorem 1.3 an attracting set $A_\tau$ which can be seen as the “irreducible component” of $A$ containing $\tau$, cf. Definition 5.1. When $A$ is algebraic, this definition coincides with the classical one and $A$ is the union of its irreducible components. It is likely that such a decomposition holds in general.

We now come back to quasi-attractors. If $A$ is a quasi-attractor of dimension $s$ then, by definition, $A$ is equal to the intersection of attracting sets $\{A_i\}_{i \geq 0}$. As the intersection of two attracting sets is again an attracting set, we can assume that the sequence $\{A_i\}_{i \geq 0}$ is decreasing and that each of them is of dimension $s$. A fundamental question is to know if all these sequences have to be stationary i.e. if all quasi-attractors are indeed attracting sets. In the real setting, it is easy to create an example with a quasi-attractor which is not an attracting set. In real dimension larger or equal to three, Bonatti-Li-Yang [BLY13] prove that it is even possible to find a residual subset $U$ of an open set of $C^r$ diffeomorphisms, $r \geq 1$, such that if $f \in U$ then none of the minimal quasi-attractors of $f$ is an attracting set. It means that this phenomenon can have some kind of robustness. In the holomorphic setting, we are only able to exclude it in some special cases. For example, if $A = \cap_{i \geq 0} A_i$ is such a quasi-attractor in $\mathbb{P}^2$ then the Hausdorff dimension of each $A_i$ has to be larger or equal to 3 (see Remark 6.1). However, a consequence of the finiteness in Theorem 1.3 is that, from the point of view of currents, attracting sets and quasi-attractors are the same.

**Corollary 1.4.** If $A$ is equal to the intersection of a decreasing sequence of attracting sets $\{A_i\}_{i \geq 0}$ of dimension $s$ then there exists an integer $i_0 \geq 0$ such that the attracting currents of $A_i$ are equal to those of $A_{i_0}$ for all $i \geq i_0$. Moreover, the minimal elements in the set of dimension $s$ quasi-attractors are in one-to-one correspondence with the set of attracting currents in $C_{k-s}(\mathbb{P}^k)$. In particular, a holomorphic endomorphism of $\mathbb{P}^k$ admits at most countably many minimal quasi-attractors.

We define the attracting currents of the quasi-attractor $A$ to be those of the attracting set $A_{i_0}$. Regarding the cardinality of the set of quasi-attractors, by a result of Gavosto [Gav98] (see also [Buz97]) if $k \geq 2$ then a holomorphic endomorphism of $\mathbb{P}^k$ can have infinitely many sinks, thus in particular infinitely many attractors. So the bound in the corollary is sharp and we do not know a direct proof of it when $k \geq 3$. By cohomological arguments, there exists at most one minimal quasi-attractor of dimension larger or equal to $k/2$. Hence, the case $k = 2$ follows easily from the definition of the dimension (cf. [FW99] for a different proof). Again, this result is not true in the real setting. Bonatti and Moreira remark that the unfolding of a homoclinic tangency can create, in a residual subset of an open set of diffeomorphisms, uncountably many minimal quasi-attractors.

From an invariant current, it is classical to build an invariant measure (see e.g. [FS01]). Let $\tau$ be an attracting current of bidimension $(s,s)$. We define the equilibrium measure $\nu_\tau$...
associated to $\tau$ as the intersection of $\tau$ with the Green current of order $s$:

$$\nu_\tau := \tau \wedge T^s.$$ 

Using previous results from [BS92], [dT08], [Din07], it is easy to deduce from Theorem 1.2 and Theorem 1.3 the following properties for $\nu_\tau$.

**Corollary 1.5.** Let $A$ be a quasi-attractor of dimension $s$ for $f$. If $\tau$ is an attracting current in $C_{k-s}(A)$ then its equilibrium measure $\nu_\tau$ is an ergodic measure of maximal entropy $s \log d$ on $A$ and it has at least $s$ positive Lyapunov exponents. Moreover, if $n_0$ is the integer defined in Theorem 1.3 then $\nu_\tau$ has at most $n_0$ ergodic components with respect to $f^{n_0}$, each of which is mixing.

In particular, the topological entropy of a quasi-attractor is always a multiple of $\log d$ and this multiple is exactly the dimension of the quasi-attractor. Observe that this dimension is a geometric invariant which is independent of $f$. It is easy to see that quasi-attractors of dimension 0 are finite unions of sinks. Therefore, a quasi-attractor has zero topological entropy if and only if it is a union of sinks. Another consequence is that if $f$ is not chain recurrent on $P_k$ and possesses no attractive periodic orbit then such an equilibrium measure must be supported in $\mathcal{F} \setminus \mathcal{F}_k$.

Unfortunately, we were not able to prove that $\nu_\tau$ is always hyperbolic. It is the case in all known examples cf. [Taf13], [DT16]. If we knew that the convergence in Theorem 1.3 has exponential speed then the hyperbolicity of $\nu_\tau$ would follow from an easy adaptation of arguments in [dT08]. The property of $\nu_\tau$ to be hyperbolic would have several consequences. For example, in [Dau16] Daurat proved in this situation and when $k = 2$ that $\nu_\tau$ represents an equidistribution of saddle periodic points in $D_\tau$ and that the Green current $T$ is laminar in $D_\tau$. Moreover, if $\tau$ were the unique invariant current in $C_{k-s}(D_\tau)$ then techniques developed by Bedford-Lyubich-Smillie [BLS93] would imply that $\nu_\tau$ is the unique measure of entropy $s \log d$ on $D_\tau$ (see [Dau16]). These two questions, the speed of convergence in Theorem 1.3 and the uniqueness of $\tau$, are related and we postpone them to a later work. See Section 3.6 for results in that direction.

In order to better illustrate the above results we consider now the case of minimal quasi-attractors, i.e. quasi-attractors which are chain recurrent. We emphasize that these dynamically meaningful objects have the advantage to always exist and that attractors are special cases of them.

**Corollary 1.6.** Let $K$ be a minimal quasi-attractor of dimension $s$. There exists an integer $n_0 \geq 1$ such that if we exchange $f$ by $f^{n_0}$ then $K$ splits into $n_0$ minimal quasi-attractors $K = K_1 \cup \cdots \cup K_{n_0}$ such that each $K_i$ is contained in a trapping region $U_{K_i}$ which supports a unique attracting current $\tau_i \in C_{k-s}(K_i)$ with

$$\lim_{n \to \infty} \frac{1}{d^{n_0}} (f^n)_* R = \tau_i$$

for all continuous currents $R$ in $C_{k-s}(U_{K_i})$. Moreover, the equilibrium measure $\nu_{\tau_i}$ is mixing, of maximal entropy $s \log d$ on $K_i$ and has at least $s$ positive Lyapunov exponents.

In particular, this result implies that each set $K_i$ as above is still a minimal quasi-attractor for all iterates of $f$. This prevents phenomena such as adding machines to appear. Adding machines are simples examples of minimal quasi-attractors without periodic orbit and which split into arbitrarily large number of pieces when we exchange $f$ by an iterates.

Finally, we study attracting sets for holomorphic families of endomorphisms. We show that the number of attracting currents of bidimension $(s, s)$ is constant in a family and that
we can glue them together in order to form structural varieties. In particular, we obtain that
the sum of the Lyapunov exponents of the equilibrium measure \( \nu \) is a plurisubharmonic
function of the parameter, see Corollary 5.8. This suggests that we can undertake a
bifurcation theory of attracting sets in \( \mathbb{P}^k \) using positive closed currents defined on the
parameter space by these plurisubharmonic (p.s.h) functions.

The paper is organized as follows. In Section 2 we introduce the notions of weakly
\( p \)-pseudoconvex sets and of structural varieties which provide us with the tools to study
the set \( C_{k-s}(U) \). Then, Section 3 is devoted to the dynamics in this space of currents.
We establish there the existence and the finiteness of attracting currents as well as several
equidistribution results toward them. Theorem 1.2 is a consequence of Theorem 3.12 and
Theorem 1.3 comes from a combination of Theorem 3.28 and Theorem 3.35. This allows
us in Section 4 to apply classical methods in order to study the equilibrium measures. In
Section 5, we define the irreducible components of an attracting set and we investigate
their behavior in families. In the last section, we consider more specifically the case of
quasi-attractors and we prove the three corollaries state above. We also suggest a list of
open questions.

The author would like to thank Fabrizio Bianchi, Christian Bonatti and Tien-Cuong
Dinh for helpful discussions or constructive comments.

2 Basic facts about pluripotential theory and geometry of \( \mathbb{P}^k \)

All the results in this section are well-known and we refer to [Dem12] for an introduction
to pluripotential theory. First, we recall the notion of weakly \( p \)-pseudoconvex sets. As we
will see in the next section, a trapping region in \( \mathbb{P}^k \) is always weakly \( p \)-pseudoconvex for
some \( p \) which will give us a geometric setting for the sequel. In the second part of this
section we give simple results about structural varieties in \( \mathbb{P}^k \). From now on, and for the
rest of the paper, \( k, p \) and \( s \) are three non-negative integers such that \( s = k - p \).

2.1 Weakly \( p \)-pseudoconvex domains

Dinh and Sibony introduced the following definition (cf. [DS09]). Following their conven-
tions, in the sequel positivity for forms and currents corresponds to strong positivity in
[Dem12].

Definition 2.1. A compact subset \( K \) of a complex manifold \( X \) of dimension \( k \) is weakly
\( p \)-pseudoconvex if there exists a positive smooth \((s,s)\)-form \( \phi \) such that \( dd^c \phi \) is strictly
positive on \( K \).

It is easy to see that a compact subset \( K \) of \( \mathbb{P}^k \) such that \( C_{s+1}(\mathbb{P}^k \setminus K) \) is not empty is
weakly \( p \)-pseudoconvex in \( \mathbb{P}^k \) (see [DS09]). Indeed, Fornaess and Sibony show that such a
set is \((p-1)\)-pseudoconvex (cf. [FS95b] for definitions and mind the difference in indices).

An important point about weakly \( p \)-pseudoconvex compact sets in \( \mathbb{P}^k \) is that a current
of bidegree \((p,p)\) supported on such a set is totally determined by its values on smooth
forms \( \phi \) with \( dd^c \phi \geq 0 \). To be more precise, let \( U \) be an open set of \( \mathbb{P}^k \) such that there
exists a positive smooth \((s,s)\)-form \( \phi_0 \) with \( dd^c \phi_0 \geq \omega^{s+1} \) on \( U \). We denote by \( \mathcal{P}(U) \) the
set of \( C^2 \) \((s,s)\)-forms \( \phi \) on \( U \) such that \( 0 \leq \phi \leq \omega^s \) and \( dd^c \phi \geq 0 \).

Lemma 2.2. There exists a constant \( c > 0 \) such that if \( \phi \) is a \((s,s)\)-form of class \( C^2 \) on
\( \mathbb{P}^k \) then the restriction \( \tilde{\phi} \) to \( U \) of

\[
\frac{1}{c + 2} \left( \frac{\phi}{c \| \phi \|_{C^2(\mathbb{P}^k)}} + \phi_0 + \omega^s \right)
\]
We refer to these references for more details on this concept. Here we just recall the facts of structural varieties was introduced by Dinh and Sibony, cf. [DS06], [Din07] and [DS09].

**Definition 2.4.** Let this set and \( \tilde{\phi} \) have interesting geometric properties. When \( U \) is in \( \mathcal{P}(U) \).

**Proof.** There exists a constant \( c > 1 \) such that \( -c\|\phi\|_{C^{2}(\mathbb{P}^{k})}\omega^{s} \leq \phi \leq c\|\phi\|_{C^{2}(\mathbb{P}^{k})}\omega^{s} \) and \( -c\|\phi\|_{C^{2}(\mathbb{P}^{k})}\omega^{s+1} \leq \dd c\phi \leq c\|\phi\|_{C^{2}(\mathbb{P}^{k})}\omega^{s+1} \) on \( \mathbb{P}^{k} \), for all \((s, s)\)-forms of class \( C^{2} \). Therefore

\[
\dd c\left( \frac{\phi}{c\|\phi\|_{C^{2}(\mathbb{P}^{k})}} + \phi_{0} \right) \geq 0,
\]
on \( U \). Moreover, if \( c > 1 \) is large enough, \( \phi_{0} \leq c\omega^{s} \) and thus \( \tilde{\phi} \) defined above satisfies both conditions in the definition of \( \mathcal{P}(U) \).

As a direct consequence, we have the following lemma.

**Lemma 2.3.** If \( R \) and \( S \) are two \((p, p)\)-currents supported on \( U \) such that

\[
\langle R, \psi \rangle = \langle S, \psi \rangle
\]

for all \( \psi \in \mathcal{P}(U) \) then \( R = S \).

**Proof.** If \( \phi \) is a \( C^{2} \) \((s, s)\)-form on \( \mathbb{P}^{k} \) then by Lemma 2.2

\[
\left\langle R, \frac{\phi}{c\|\phi\|_{C^{2}(\mathbb{P}^{k})}} + \phi_{0} + \omega^{s} \right\rangle = \left\langle S, \frac{\phi}{c\|\phi\|_{C^{2}(\mathbb{P}^{k})}} + \phi_{0} + \omega^{s} \right\rangle.
\]

Moreover, \( \omega^{s} \) and \( c^{-1}\phi_{0} \) are also in \( \mathcal{P}(U) \), hence \( \langle R, \phi_{0} \rangle = \langle S, \phi_{0} \rangle \) and \( \langle R, \omega^{s} \rangle = \langle S, \omega^{s} \rangle \). Therefore, \( \langle R, \phi \rangle = \langle S, \phi \rangle \).

In the dynamical part of this paper, we are interested to open subsets \( U \) of \( \mathbb{P}^{k} \) such that \( \mathcal{C}_{s+1}(\mathbb{P}^{k} \setminus U) \) and \( \mathcal{C}_{p}(U) \) are both non-empty. But to study \( \mathcal{C}_{p}(U) \) it is enough to consider the smallest open subset \( \bar{U} \subseteq U \) such that \( \mathcal{C}_{p}(\bar{U}) = \mathcal{C}_{p}(U) \).

**Definition 2.4.** Let \( U \) be an open subset of \( \mathbb{P}^{k} \) such that \( \mathcal{C}_{p}(U) \neq \emptyset \). We define the \( s \)-pseudoconcave core \( \bar{U} \) of \( U \) by

\[
\bar{U} = \bigcup_{S \in \mathcal{C}_{p}(U)} \text{supp}(S).
\]

**Remark 2.5.** If \( U \) is an open subset of \( \mathbb{P}^{k} \) such that \( \mathcal{C}_{s+1}(\mathbb{P}^{k} \setminus U) \neq \emptyset \) then we can define the \((p−1)\)-pseudoconvex hull \( \bar{U} \) of \( U \) to be the complement of \( \bigcup_{S \in \mathcal{C}_{s+1}(\mathbb{P}^{k} \setminus U)} \text{supp}(S) \). Both this set and \( \bar{U} \) have interesting geometric properties. When \( s = 0 \), \( \bar{U} \) is the rationally convex hull of \( U \), cf. [Gue99] and [DS99]. To our knowledge, these sets have not been studied in general.

### 2.2 Structural varieties

We are now interested in the geometry of \( \mathcal{C}_{p}(U) \). We will study this set by the means of special families parametrized by complex manifolds called structural varieties. The theory of structural varieties was introduced by Dinh and Sibony, cf. [DS06], [Din07] and [DS09]. We refer to these references for more details on this concept. Here we just recall the facts that we will need in what follows.

Let \( M \) and \( X \) be two complex manifolds of dimension \( m \) and \( k \) respectively. Let \( \pi_M : M \times X \to M \) and \( \pi_X : M \times X \to X \) be the canonical projections. To a positive
closed \((p,p)\)-current \(\mathcal{R}\) in \(M \times X\) such that \(\pi_X(\text{supp}(\mathcal{R}) \cap \pi_M^{-1}(M')) \subseteq X\) for all \(M' \subseteq M\), the slicing theory of Federer \cite{Fed69} associates for almost all \(\theta \in M\) a positive closed \((p + m, p + m)\)-current \((\mathcal{R}, \pi_M, \theta)\). It is supported on \(\{\theta\} \times X\) and we will identify it to a \((p,p)\)-current of \(X\). The family \(\mathcal{R}(\theta) := (\mathcal{R}, \pi_M, \theta)\) defines a structural variety parametrized by \(M\). We denote it by \(\{\mathcal{R}(\theta)\}_{\theta \in M}\) or simply \(\mathcal{R}\). When \(M\) is biholomorphic to a disk we call it a structural disk. When \(X\) is weakly \(p\)-pseudoconvex, a consequence of Lemma \(2.3\) is that \(\mathcal{R}(\theta)\) is defined for all \(\theta \in M\). Another important point about structural varieties is that the function \(\theta \mapsto (\mathcal{R}(\theta), \phi)\) inherits properties from the test form \(\phi\).

**Theorem 2.6.** \cite{DS06} \cite{Din07} Proposition A.1\] Let \(U\) be an open subset of \(\mathbb{P}^k\) such that \(U\) is weakly \(p\)-pseudoconvex. Every structural variety in \(\mathcal{C}_p(U)\) is defined everywhere. Moreover, if \(\mathcal{R}\) is such a structural variety and if \(\phi\) is a real continuous \((s,s)\)-form on \(U\) such that \(dd^c \phi \geq 0\) (resp. \(dd^c \phi = 0\), resp. \(dd^c \phi = 0\)) then the function \(h(\theta) := (\mathcal{R}(\theta), \phi)\) is plurisubharmonic (resp. pluriharmonic, resp. constant). In particular, the mass of \(\mathcal{R}(\theta)\) is independent of \(\theta\).

Our approach deeply exploits the fact that the ambient space is \(\mathbb{P}^k\). In particular, that \(\mathbb{P}^k\) has a big automorphism group which acts transitively on \(\mathbb{P}^k\) but also on \(T^*\mathbb{P}^k\) is important. This allows us to use convolution in order to construct structural disks which regularize currents (see e.g. \cite{DS09}). To this aim, we introduce some notations.

We endow \(\mathbb{P}^k\) with the distance induced by the Fubini-Study metric and if \(\eta > 0\) and \(E \subset \mathbb{P}^k\) then we denote by \(E_\eta\) the neighborhood of \(E\) defined by \(E_\eta := \{x \in \mathbb{P}^k \mid \text{dist}(x, E) < \eta\}\). Let \(W\) be a small neighborhood of \(\text{Id}\) in \(\text{Aut}(\mathbb{P}^k)\) which is biholomorphic to the unit ball \(\mathbb{B}(0,1)\) of \(\mathbb{C}^{k^2+2k}\). We will often identify an automorphism \(\sigma\) in \(W\) with the corresponding point in \(\mathbb{B}(0,1)\) and we assume that \(\text{Id}\) is associated to 0. If \(0 < r \leq 1\), we denote by \(B_W(r)\) the subset of \(W\) corresponding to \(\mathbb{B}(0,r)\). Moreover, we choose a smooth probability measure \(\rho\) on \(W\) with full support. We state without proof the following elementary lemma in order give notations.

**Lemma 2.7.** For all \(0 < r \leq 1\) there exists \(\eta(r) > 0\) such that if \(x, y \in \mathbb{P}^k\) with \(\text{dist}(x, y) \leq \eta(r)\) then there is \(\sigma \in B_W(r)\) with \(\sigma(x) = y\). Moreover, if \(K\) is a compact subset of an open set \(V\) of \(\mathbb{P}^k\) then there exists a constant \(0 < r \leq 1\) such that for all \(\sigma\) in \(B_W(r)\), \(\sigma(K) \subset V\).

The following construction will be repeatedly used in the sequel.

**Proposition 2.8.** Let \(K\) be a compact subset of an open set \(V\) of \(\mathbb{P}^k\). Let \(0 < r \leq 1\) be as in Lemma 2.7. There exist constants \(l > 0\) and \(C > 0\) with the followings properties. For each current \(S \in \mathcal{C}_p(K)\) there is a structural disk \(S\) in \(\mathcal{C}_p(V)\) such that

- \(S(0) = S\) and for \(\theta \neq 0\), \(S(\theta)\) is smooth with \(\|S(\theta)\|_{C^2} \leq C|\theta|^{-l}\),
- for each \(L \subset \mathbb{D}^p\), there exists \(C_L > 0\) such that \(\|S(\theta) - S(\theta')\|_{C^2} \leq C_L|\theta - \theta'|\) if \(\theta, \theta' \in L\),
- if \(\theta \neq 0\) then \(S(\theta)\) is strictly positive on \((\text{supp}(S))_{\eta(2^{-1}r|\theta|)}\).

Moreover, if \(\theta_0 \neq 0\) then \(S(\theta_0)\) depends continuously on \(S\) with respect to the smooth topology for \(S(\theta_0)\) and the weak topology for \(S\).

**Proof.** Using the identification between \(W\) and \(\mathbb{B}(0,1)\) we can define

\[S(\theta) := \int_{B_W(1)} (r\theta \sigma)_* S d\rho(\sigma).\]
Almost all the properties stated above about $S(\theta)$ can be found in [DS09] and [Din07] or are classical consequences of convolution. The only point which is well-known but not proved explicitly in the literature is the strict positivity of $S(\theta)$. It simply comes from the fact that if $u$ is (strongly) positive element of $\wedge^{(p,p)}C^k$ and $v$ is a weakly positive element of $\wedge^{(s,s)}C^k$, both non-zero, then $(\sigma_u u) \wedge v > 0$ for almost all elements $\sigma \in Gl_k(\mathbb{C})$. Therefore, if $R$ is a current of the form $\delta_a \wedge \Psi$ where $\Psi \in \wedge^{(p,p)}T_{a}^{*}D_{k}$ is (strongly) positive and non-zero then $\mathcal{R}(\theta) := \int_{B_{\Psi}(1)}(r\theta \sigma)_{*}Rd\rho(\sigma)$ is strictly positive on $B(a, \eta(2^{-1}r|\theta|))$. Thus the result follows since $S$ can be disintegrated into currents with support at a point.

The two following results are basic but we state them explicitly since they play a central role in the sequel. They have been already used in [Din07].

**Lemma 2.9.** Let $(u_n)_{n \geq 0}$ be a uniformly bounded sequence of subharmonic functions defined on $D$ which is locally equicontinuous on $D^{*}$. Assume that there exists $c \in \mathbb{R}$ such that
$$\limsup_{n \to \infty} u_n(\theta) \leq c,$$
for all $\theta \in D$ and
$$\lim_{n \to \infty} u_n(0) = c.$$
Then the sequence $(u_n)_{n \geq 0}$ converges pointwise to the constant function $c$.

**Proof.** Since the sequence is uniformly bounded, there exists a subsequence $(u_{n_i})_{i \geq 0}$ which converges in $L^1$ to a subharmonic function $u_\infty$ such that, for all $\theta \in D$, $u_\infty(\theta) \geq \limsup_{i \to \infty} u_{n_i}(\theta)$ with equality outside a polar subset of $D$. The local equicontinuity on $D^{*}$ implies that the convergence is pointwise on $D^{*}$. Hence, $u_\infty \leq c$ on $D^{*}$ and the maximum principle gives that $u_\infty(\theta) = c$ for all $\theta \in D$ since $\lim_{n \to \infty} u_n(0) = c$. The result follows since $u_\infty$ was an arbitrary limit value of $(u_n)_{n \geq 0}$.

**Lemma 2.10.** Let $(a_n)_{n \geq 0}$ and $(b_n)_{n \geq 0}$ be two sequences of real numbers. If there are two constants $c \in \mathbb{R}$ and $\alpha > 0$ such that
$$\limsup_{n \to \infty} b_n \leq \alpha c, \quad \limsup_{n \to \infty} (a_n - b_n) \leq (1 - \alpha)c \quad \text{and} \quad \lim_{n \to \infty} a_n = c$$
then $\lim_{n \to \infty} b_n = \alpha c$.

**Proof.** We have
$$\alpha c \geq \limsup_{n \to \infty} b_n \geq \liminf_{n \to \infty} b_n = - \limsup_{n \to \infty} (-b_n) = \lim_{n \to \infty} a_n - \limsup_{n \to \infty} (a_n - b_n)$$
$$\geq c - (1 - \alpha)c = \alpha c,$$
which gives the desired result.

### 3 Dynamics in the set of currents

This section is devoted to the proof of Theorem 1.2 and Theorem 1.3. The main construction is contained in Theorem 3.12. The idea, already present in [Din07], is that in the set of invariant currents an attracting current $\tau$ maximizes plurisubharmonic observables. However, as in our setting it may exist several attracting currents, this maximum cannot be global. One of the main difficulties is to associate to $\tau$ a trapping region on which this
maximum is global and to prove that this trapping region is not to small (see Theorem 3.12 and Lemma 3.27).

The organisation of this section is as follows. First, we briefly recall some results about holomorphic endomorphisms of \( \mathbb{P}^k \) and we state Lemma 3.2 which will allow us, in Section 3.1, to give equivalent formulations Daurat's definition of the dimension of an attracting set. We also fix the setting for the sequel and give the definition of attracting currents. Then, in Section 3.3 we explain how to associate to an invariant current \( S \) a family of trapping regions \( T(r) \) which will be a key point in Lemma 3.27. This brings us to Section 3.4 where we study equidistribution toward an attracting current. In particular, we prove Theorem 3.12 and Lemma 3.27. They imply the existence and the finiteness of attracting currents which give Theorem 1.2 and the first point in Theorem 1.3. The second part of this theorem is obtained in Section 3.5. We conclude this section with results related to the speed of convergence.

3.1 Holomorphic endomorphisms of \( \mathbb{P}^k \)

We refer to [DS10] for a detailed exposition on pluripotential methods in complex dynamics in several variables, in particular for the definition of the Green currents and push-forwards and pull-backs of currents.

We denote by \( \mathcal{H}_d(\mathbb{P}^k) \) the space of holomorphic endomorphisms of \( \mathbb{P}^k \) of algebraic degree \( d \). Let \( f \) be in \( \mathcal{H}_d(\mathbb{P}^k) \) with \( d \geq 2 \). If \( l \) is an integer with \( 0 \leq l \leq k \) then by Bézout theorem, the action of \( f^* \) on the cohomology group \( H^{l,l}(\mathbb{P}^k, \mathbb{R}) \) is the multiplication by \( d^l \). By duality, the action of \( f_* \) on \( H^{l,l}(\mathbb{P}^k, \mathbb{R}) \) is the multiplication by \( d^{k-l} \). Therefore, the normalized pull-back \( d^{-l} f^* \) and the normalized push-forward \( d^{k-l} f_* \) define operators from the set \( \mathcal{G}_l(\mathbb{P}^k) \) to itself.

As we said in the introduction, there exists a special current \( T^l \) in \( \mathcal{G}_l(\mathbb{P}^k) \) called the Green \((l,l)\)-current of \( f \). It is invariant by \( d^{-l} f^* \) and \( d^{k-l} f_* \) and if \( S \) is a smooth form in \( \mathcal{G}_l(\mathbb{P}^k) \) then \( d^{-l} f^* S \) converges to \( T^l \). Moreover, the Green \((1,1)\)-current \( T \) has continuous local potentials so its self-intersection of order \( l \) is well-defined and coincides with \( T^l \). The support \( \mathcal{J}_l \) of \( T^l \) is called the Julia set of order \( l \) of \( f \). This defines a filtration of sets

\[
\emptyset =: \mathcal{J}_{k+1} \subset \mathcal{J}_k \subset \cdots \subset \mathcal{J}_1 \subset \mathcal{J}_0 := \mathbb{P}^k.
\]

Dinh [Din07] and de Thelin [DT06] prove that these Julia sets are related to the topological entropy of \( f \) restricted to compact subsets of \( \mathbb{P}^k \).

**Theorem 3.1.** Let \( 1 \leq l \leq k \). If \( K \subset \mathbb{P}^k \) is a compact set such that \( K \cap \mathcal{J}_l = \emptyset \) then the topological entropy of \( f \) restricted to \( K \) is smaller or equal to \( (l-1) \log d \).

The fact that the action of \( f_* \) on \( H^{l,l}(\mathbb{P}^k, \mathbb{R}) \) dominates the one on \( H^{l+1,l+1}(\mathbb{P}^k, \mathbb{R}) \) will allow us to construct positive closed currents supported in a trapping region \( U \) from positive currents, not necessarily closed, also supported on \( U \). This is a consequence of the following lemma which was establish by Dinh [Din07 Proposition 4.7].

**Lemma 3.2.** Let \( f \) be in \( \mathcal{H}_d(\mathbb{P}^k) \) with \( d \geq 2 \). Let \( \chi \) be a positive smooth function in \( \mathbb{P}^k \). If \( S \) is a current in \( \mathcal{G}_{k-l}(\mathbb{P}^k) \) then the sequence \( d^{-l} (f^*)^n(\chi S) \) has bounded mass and each of its limit values is a positive closed \((k-l, k-l)\)-current of \( \mathbb{P}^k \) of mass \( c := \langle S \wedge T^l, \chi \rangle \).

On the other hand, the fact that the potential of \( d^{-n}(f^n)^* \omega \) converges uniformly to the one of \( T \) implies the following uniform continuity result, cf. [Din07 Proposition 5.2]. We recall that if \( S \in \mathcal{G}_{k-l}(\mathbb{P}^k) \) and \( \chi \) is a smooth function then we can define \( (d^{-n} f_*^n \chi S) \wedge T^l \) by \( (d^{-n} f_*^n \chi S) \wedge T^l(\phi) = \langle S \wedge T^l, \chi(f^n \phi) \rangle \).
Lemma 3.3. Let $S$ be a current in $\mathcal{C}_{k-l}(\mathbb{P}^k)$ and let $\chi$ be a positive smooth function. Assume that the sequence $(d^{-ln}(f^n)_*(\chi S))_{n \geq 0}$ converges to $cS_{\infty}$. If $(m_i)_{i \geq 0}$ and $(n_i)_{i \geq 0}$ are two sequences converging to $+\infty$ then

$$\lim_{i \to \infty} (d^{-ln} f^{n_i}_* \chi S) \wedge (d^{-ln} f^{m_i}_* \omega) = \lim_{i \to \infty} (d^{-ln} f^{n_i}_* \chi S) \wedge T^l = cS_{\infty} \wedge T^l.$$ 

Moreover, the map from $\mathcal{C}_{k-l}(\mathbb{P}^k)$ to $\mathcal{C}_k(\mathbb{P}^k)$ defined by $S \mapsto S \wedge T^l$ is continuous.

Proof. First observe that by Lemma 3.2, $c = \langle S \wedge T^s, \chi \rangle$ and $S_{\infty} \in \mathcal{C}_{k-l}(\mathbb{P}^k)$. From this, the proof of the first point is identical to the one of [Dim07, Proposition 5.2]. The second point is a classical consequence of the continuity of the potential of $T$, see e.g. [Dem12] or [DS10].

3.2 Dimension of an attracting set and attracting currents

Daurat introduced the following definition in [Dau14]. Here, we still use the convention that $s = k - p$.

Definition 3.4 (Daurat). Let $A \subset \mathbb{P}^k$ be an attracting set. We say that $A$ has codimension $p$ or dimension $s$ if $\mathcal{C}_p(A) \neq \emptyset$ and $\mathcal{C}_{p-1}(A) = \emptyset$. The dimension of a trapping region is by definition the dimension of the associated attracting set.

As observe by Daurat, if $A$ has dimension $s$ then its Hausdorff dimension is larger or equal to $2s$. The first results of this section give equivalent formulations of this definition and they imply Proposition 1.1. In particular, they show that an attracting set of codimension $p$ in $\mathbb{P}^k$ is weakly $p$-pseudoconvex which is a crucial point in our approach.

Proposition 3.5. Let $A \subset \mathbb{P}^k$ be an attracting set for $f$. For $0 \leq l \leq k$ the following properties are equivalent.

1) $A \cap J_l = \emptyset$.

2) $\mathcal{C}_l(\mathbb{P}^k \setminus A) \neq \emptyset$.

3) $\mathcal{C}_{k-l}(A) = \emptyset$.

Proof. As by definition $J_l = \text{supp}(T^l)$, if $A \cap J_l = \emptyset$ then $T^l$ belongs to $\mathcal{C}_l(\mathbb{P}^k \setminus A)$ which is therefore not empty.

It is well-known by a cohomological argument that if $S$ is in $\mathcal{C}_l(\mathbb{P}^k)$ and $R \in \mathcal{C}_{k-l}(\mathbb{P}^k)$ then the support of $S$ intersects the one of $R$. Therefore, if $\mathcal{C}_l(\mathbb{P}^k \setminus A) \neq \emptyset$ then the support of each current in $\mathcal{C}_{k-l}(\mathbb{P}^k)$ intersects $\mathbb{P}^k \setminus A$. In particular, $\mathcal{C}_{k-l}(A) = \emptyset$.

Finally, to prove that 3) implies 1), we proceed by contraposition. Let $U$ be a trapping region for $A$ and assume that $A \cap J_l \neq \emptyset$. Therefore, there exists a positive smooth function $\chi$ with compact support in $U$ such that $c := \|\chi \omega^{k-l} \wedge T^l\| \neq 0$. Hence, using Lemma 3.2 and the fact that $f(U) \subset U$ and $A = \cap_{n \geq 0} f^n(U)$, each limit value of $d^{-ln}(f^n)_*(\chi \omega^{k-l})$ is of the form $cR$ with $R \in \mathcal{C}_{k-l}(A)$. In particular, $\mathcal{C}_{k-l}(A)$ is not empty.

Corollary 3.6. Let $A \subset \mathbb{P}^k$ be an attracting set for $f$ with a trapping region $U$. Then the following properties are equivalent.

1) $A$ is of dimension $s$.

2) $A \cap J_s \neq \emptyset$ and $A \cap J_{s+1} = \emptyset$. 
3) \( \mathcal{C}_p(A) \neq \emptyset \) and \( \mathcal{C}_{s+1}(\mathbb{P}^k \setminus A) \neq \emptyset \).

In particular, if \( A \) is of dimension \( s \) then \( A \) and \( U \) are weakly \( p \)-pseudoconvex.

**Proof.** As \( s = k - p \), the first part is a direct consequence of Proposition 3.5. This implies that if \( A \) is of dimension \( s \) then \( T^{s+1} \) is in \( \mathcal{C}_{s+1}(\mathbb{P}^k \setminus A) \). Therefore \( T^{s+1} \) is also in \( \mathcal{C}_{s+1}(\mathbb{P}^k \setminus U) \) since it is invariant by \( d^{-(p-1)}f_\ast \). Hence \( \overline{U} \) is weakly \( p \)-pseudoconvex.

This result was already obtained in [FW09] for minimal quasi-attractors when \( k = 2 \). More precisely, they prove that a minimal quasi-attractor of \( \mathbb{P}^k \) which is not finite must contain an entire curve.

In [Din07], Dinh considers trapping regions \( U \) satisfying geometrical conditions that we denote by (HD): there exist two linear subspaces \( I \) and \( L \) of dimension \( p - 1 \) and \( s \) respectively such that \( I \cap U = \emptyset \) and \( L \subset U \). Moreover, for each \( x \in L \) the unique dimension \( p \) linear subspace \( I(x) \) containing \( I \) and \( x \) has to intersect \( U \) in a subset which is star-shaped with respect to \( x \) in \( I(x) \setminus I \simeq C^p \). In particular, \( U \) has dimension \( s \). The key point in these assumptions (HD) is that for each element \( S \) of \( \mathcal{C}_p(U) \) there exists a canonical structural disk which links \( S \) to [\( L \). For such trapping regions, Dinh obtains almost all the results contained in this section. However, in a general setting it seems very difficult to investigate the structure of \( \mathcal{C}_p(U) \).

We now fix the setting for the rest of this section. From now on, \( f \) is an element of \( \mathcal{H}_d(\mathbb{P}^k) \) with \( d \geq 2 \). Since we are especially interested in the action of \( f \) on \( \mathcal{C}_p(\mathbb{P}^k) \), we define the following operators from \( \mathcal{C}_p(\mathbb{P}^k) \) to itself. For \( S \) is in \( \mathcal{C}_p(\mathbb{P}^k) \), set

\[
\Lambda S := d^{-s}f_\ast S,
\]

and for each \( n \geq 1 \)

\[
\Delta_n S := \frac{1}{n^s} \sum_{i=1}^{n} \Lambda^i S.
\]

If \( U \) is a trapping region of codimension \( p \) then we consider the following two special subsets of \( \mathcal{C}_p(U) \). Define \( \mathcal{I}_p(U) \) as the set of currents \( S \in \mathcal{C}_p(U) \) such that \( \Lambda S = S \). Since \( f(U) \subset U \), each limit value of \( (\Delta_n S)_{n \geq 1} \) with \( S \in \mathcal{C}_p(U) \) belongs to \( \mathcal{I}_p(U) \). Hence, \( \mathcal{I}_p(U) \) is non-empty as \( \mathcal{C}_p(A) \neq \emptyset \). The set \( \mathcal{D}_p(U) \) was introduced by Dinh in [Din07]. It consists of all possible limit values of sequences of the form \( (\Lambda^n S_n)_{n \geq 0} \) with \( S_n \in \mathcal{C}_p(U) \). As observed by Dinh, \( S \) is in \( \mathcal{D}_p(U) \) if and only if there exists a sequence \( (S_n)_{n \geq 0} \) in \( \mathcal{D}_p(U) \) such that \( S = S_0 \) and \( \Lambda S_{n+1} = S_n \). We can now give the definition of an attracting current in \( \mathcal{C}_p(U) \).

**Definition 3.7.** Let \( U \) be a trapping region of codimension \( p \). We say that a current \( \tau \in \mathcal{C}_p(U) \) is attractive on \( U \) if

\[
\lim_{n \to \infty} \Delta_n R = \tau,
\]

for all continuous form \( R \) in \( \mathcal{C}_p(U) \). In this situation, we say that \( \tau \) is an attracting current.

Observe that if \( \tau \in \mathcal{C}_p(U) \) is attractive on \( U \) then it is the unique attracting current in \( \mathcal{C}_p(U) \). We will see in the sequel that the convergence toward an attracting current is more general and that \( R \) need not be closed nor positive. An important issue for what follows is to obtain a lower bound to the size of a region on which \( \tau \) is attractive. To this purpose we consider the two following numbers, \( r_U \) and \( \eta_U \), which are related to the rate of contraction of \( f(U) \subset U \).

**Definition 3.8.** Let \( U \subset \mathbb{P}^k \) be a trapping region. We denote by \( r_U \) the maximum of the number \( 0 < r \leq 1 \) such that \( f \circ \sigma(U) \subset U \) for all \( \sigma \in B_W(r) \). And we set \( \eta_U := \eta(r_U) \), where \( \eta(r_U) \) is defined in Lemma [Z]
An important observation is that $f(U_{hr}) \subset U$. The number $r_U$ depends on $f$ and it increases if we exchange $f$ by an iterate.

### 3.3 Trapping regions associated to an invariant current

In this subsection we will construct for each invariant current a family of trapping regions. The construction is elementary and only uses the fact that the support of an invariant current is also invariant. However, we will later see that these trapping regions are related to subsets of $\mathcal{C}_p(U)$ which are in some sense pathwise-connected and this fact will be essential in the sequel.

Let $K \subset \mathbb{P}^k$ be an invariant compact subset for $f$, $f(K) = K$. If $0 < r \leq 1$ then we define $\mathcal{N}_K(r)$ to be the set of pseudo-orbits obtained with $B_W(r)$ and starting on $K$. To be more precise, a point $x$ belongs to $\mathcal{N}_K(r)$ if and only if there exist a finite sequence $\sigma_1, \ldots, \sigma_l$ in $B_W(r)$ and a point $y \in K$ such that

$$x = f \circ \sigma_1 \circ f \circ \ldots \circ f \circ \sigma_l(y).$$

Notice that $\mathcal{N}_K(r)$ depends only on $r$, $K$, $W$ and $f$. Obviously, since $f(K) = K$ and $\text{Id} \in B_W(r)$ we have $K \subset \mathcal{N}_K(r)$. As $f$ is an open map and $B_W(r)$ is open, it is easy to check that $\mathcal{N}_K(r)$ is open for all $0 < r \leq 1$. Moreover, by definition $f \circ \sigma(\mathcal{N}_K(r)) \subset \mathcal{N}_K(r)$ for all $\sigma \in B_W(r)$. Since $\mathcal{N}_K(r) \subset \cup_{\sigma \in B_W(r)}f(\mathcal{N}_K(r))$, it follows that $f(\mathcal{N}_K(r)) \subset \mathcal{N}_K(r)$, i.e. $\mathcal{N}_K(r)$ is a trapping region. We can also observe that $\mathcal{N}_K(r^r) \subset \mathcal{N}_K(r)$ for all $r^r < r$ since $f$ is an open map and therefore

$$\mathcal{N}_K(r) = \bigcup_{0 < r^r < r} \mathcal{N}_K(r^r).$$

In particular, for each $0 < r \leq 1$ there exists $0 < r^r < r$ such that $f(\mathcal{N}_K(r)) \subset \mathcal{N}_K(r^r)$. Moreover, observe that $f(\mathcal{N}_K(r)_{\eta(r)}) \subset \mathcal{N}_K(r)$ where $\eta(r)$ is defined in Lemma 2.7 and is independent of $K$.

In general $\mathcal{N}_K(r)$ can be much bigger than $K$. For example on $\mathbb{P}^1$, if $K$ is a Siegel fixed point then $\mathcal{N}_K(r) = \mathbb{P}^1$ for all $r > 0$. In the same way, $\mathcal{N}_{f_\lambda}(r) = \mathbb{P}^k$ for all $r > 0$. However, if $K$ is an attracting set then the attracting set associated to $\mathcal{N}_K(r)$ is $K$ for $r > 0$ small enough.

In the sequel, we are interested to the following setting. Let $U$ be a trapping region of codimension $p$. Let $S$ be a current in $\mathcal{I}_p(U)$. The set $\text{supp}(S)$ is invariant thus we can define for $0 < r \leq 1$

$$\mathcal{N}_S(r) := \mathcal{N}_{\text{supp}(S)}(r).$$

Since $f \circ \sigma(U) \subset U$ for all $\sigma \in B_W(r_U)$, the set $\mathcal{N}_S(r)$ is contained in $U$ if $r \leq r_U$. Moreover, $\text{supp}(S) \subset \mathcal{N}_S(r)$ hence $\mathcal{C}_p(\mathcal{N}_S(r)) \neq \emptyset$. Therefore, $\mathcal{N}_S(r)$ is a trapping region of codimension $p$ if $r \leq r_U$. We also consider the following subsets of $\mathcal{C}_p(\mathbb{P}^k)$. For $0 < r < 1$, define $\mathcal{C}_S(r)$ as the smallest closed convex set in $\mathcal{C}_p(\mathbb{P}^k)$ which contains all currents of the form

$$\Lambda \sigma_1 \sigma_2 \cdots \Lambda \sigma_{l_S} S,$$

where $\sigma_1, \ldots, \sigma_l$ are elements of $B_W(r)$. The discussion above implies that $\mathcal{C}_S(r) \subset \mathcal{C}_p(U)$ when $r < r_U$. Finally, for $0 < r \leq 1$, we set $\mathcal{C}_S(r) := \cup_{r^r < r} \mathcal{C}_S(r^r)$.

**Proposition 3.9.** Let $0 < r \leq 1$. The set $\mathcal{N}_S(r)$ satisfies

$$\mathcal{N}_S(r) = \bigcup_{R \in \mathcal{C}_S(r)} \text{supp}(R).$$
Proof. If \( x \) is in \( N_S(r) \) then there exist \( \sigma_1, \ldots, \sigma_l \) in \( B_W(r) \) and \( y \in \text{supp}(S) \) such that \( x = f \circ \sigma_1 \circ f \circ \ldots \circ f \circ \sigma_l(y) \). In particular, \( x \) is in the support of \( R := \Lambda \sigma_1 * \Lambda \sigma_2 * \ldots * \Lambda \sigma_l * S \). But there exists \( r' < r \) such that \( \sigma_1, \ldots, \sigma_l \) are also in \( B_W(r') \). Hence, \( R \) is in \( \mathcal{E}_S(r') \subset \mathcal{E}_S(r) \) and \( N_S(r) \subset \cup_{R \in \mathcal{E}_S(r')} \text{supp}(R) \).

Conversely, a current of the form \( R := \Lambda \sigma_1 * \Lambda \sigma_2 * \ldots * \Lambda \sigma_l * S \) with \( \sigma_1, \ldots, \sigma_l \) in \( B_W(r') \) is in \( \mathcal{E}_p(N_S(r')) \) and therefore \( \mathcal{E}_S(r') \subset \mathcal{E}_p(N_S(r')) \). The second inclusion follows since

\[
N_S(r) = \bigcup_{0 < r' < r} N_S(r') \quad \text{and} \quad \mathcal{C}_R(r) = \bigcup_{r' < r} \mathcal{C}_S(r').
\]

As we are especially interested in invariant currents, we define \( \mathcal{I}_S(r) := \mathcal{C}_S(r) \cap \mathcal{I}_p(U) \). It is a compact convex set and it satisfies the following monotonic property.

**Lemma 3.10.** Let \( 0 < r < 1 \) and let \( S \) be in \( \mathcal{I}_p(U) \). If \( R \) is in \( \mathcal{I}_S(r) \) then

\[
\mathcal{C}_R(r) \subset \mathcal{C}_S(r) \quad \text{and} \quad \mathcal{I}_R(r) \subset \mathcal{I}_S(r).
\]

**Proof.** Observe that the second inclusion follows easily from the first one. Assume that \( R \in \mathcal{I}_S(r) \) and let \( R' \) be in \( \mathcal{C}_p(r') \). As \( R \) is in \( \mathcal{C}_S(r) \), by definition there exists a sequence of probability measures \( (\rho_n)_{n \geq 1} \) where \( \rho_n \) is defined on \( B_W(r)^n \) such that

\[
R_n := \int_{B_W(r)^n} \Lambda \sigma_1 * \ldots * \Lambda \sigma_n * S d\rho_n(\sigma_1, \ldots, \sigma_n)
\]

converge toward \( R \). In the same way, there exists a sequence of probability measures \( (\rho'_n)_{n \geq 1} \) such that

\[
R'_n := \int_{B_W(r)^n} \Lambda \sigma_1 * \ldots * \Lambda \sigma_n * R d\rho'_n(\sigma_1, \ldots, \sigma_n)
\]

converge to \( R' \). Therefore, it is easy to see that there exists an increasing sequence \( (\psi(n))_{n \geq 1} \) such that the sequence of currents defined by

\[
\int_{B_W(r)^n} \Lambda \sigma_1 * \ldots * \Lambda \sigma_n * S d\rho_n(\sigma_1, \ldots, \sigma_n)
\]

converge to \( R' \). Hence, \( R' \) is in \( \mathcal{C}_S(r) \).

A current \( R \in \mathcal{C}_S(r) \) is not necessary linked to \( S \) by a structural disk a priori. However, we can approximate \( R \) by currents linked to \( S \) with good properties.

**Lemma 3.11.** Let \( 0 < r < 1 \) and let \( R \) be in \( \mathcal{C}_S(r) \). There exists a sequence of structural disks \( (\mathcal{R}_n)_{n \geq 1} \) in \( \mathcal{C}_p(\mathbb{P}^k) \) such that

- \( \mathcal{R}_n(0) = S \) for all \( n \geq 1 \),
- \( \lim_{n \to \infty} \mathcal{R}_n(r) = R \),
- \( \mathcal{R}_n(\theta) \) belongs to \( \mathcal{E}_S(|\theta|) \) and in particular \( \mathcal{R}_n(\theta) \in \mathcal{C}_p(U) \) if \( |\theta| < r_U \),
- if \( \theta \neq 0 \) then \( \mathcal{R}_n(\theta) \) is the image by \( \Lambda \) of a smooth current.
Proof. Let $0 < r < 1$. Let $R$ be in $\mathcal{C}_S(r)$. As in the proof of Lemma 3.10 there exists a sequence of probability measures $(\rho_n)_{n \geq 1}$ such that

$$R_n := \int_{B_W(r)^n} \Lambda \sigma_1 \cdots \Lambda \sigma_n S d\rho_n(\sigma_1, \ldots, \sigma_n)$$

converge toward $R$. Using the fact that $W$ is biholomorphic to the unit ball $\mathbb{B}(0,1)$ in $\mathbb{C}^{k+2\mathbb{R}}$ and by identifying $\sigma \in W$ with the corresponding point in $\mathbb{B}(0,1)$, we can define the structural disk

$$R_n(\theta) := \int_{B_W(r)^n} \Lambda(\tilde{\sigma}_1(\theta)) \cdots \Lambda(\tilde{\sigma}_n(\theta)) S d\rho_n(\sigma_1, \ldots, \sigma_n).$$

Here $\tilde{\sigma}(\theta) := \theta \sigma / r$ if $\sigma \in B_W(r)$. This disk satisfies $R_n(0) = S$ since $\text{Id} \in W$ corresponds to $0 \in \mathbb{B}(0,1)$ and $\Delta S = S$. Moreover, $\theta \sigma / r \in B_W(|\theta|)$ if $\sigma \in B_W(r)$ and thus $R_n(\theta) \in \mathcal{C}_S(|\theta|)$. Therefore, the sequence $(R_n(\theta))_{n \geq 1}$ satisfies the first three points in the lemma. It is enough to modify it slightly in order to obtain the last point. Indeed, arguing as in Proposition 2.8, it is easy to check that if $\rho$ is a smooth probability measure on $W$ and $(a_n)_{n \geq 1}$ is an increasing sequence of positive numbers converging to 1 sufficiently fast then

$$R_n(\theta) := \int_{W} \int_{B_W(r)^n} \Lambda(a_n \tilde{\sigma}_1(\theta) + (1 - a_n) \theta \sigma_1) \cdots \Lambda(\tilde{\sigma}_n(\theta)) S d\rho_n(\sigma_1, \ldots, \sigma_n) d\rho(\sigma)$$

fulfills all the four points. \qed

### 3.4 Existence and finiteness of attracting currents

The next theorem gives the existence of attracting currents and it implies Theorem 1.2. However, it is slightly more precise with, in particular, an explicit estimate on the size of the trapping region $D_\tau$. This last point constitutes the cornerstone for the finiteness results in the sequel.

**Theorem 3.12.** Let $U$ be a codimension $p$ trapping region. There exists an attracting current $\tau$ which is extremal in $\mathcal{N}_p(U)$. Moreover, $\tau$ is attractive on a trapping region $D_\tau$ such that $f(\sigma(D_\tau)) \subset D_\tau$ for all $\sigma \in B_W(r_U)$. In particular, $\mathcal{N}_p(r_U) \subset D_\tau$.

In order to prove the theorem, let $(\phi_j)_{j \geq 1}$ be a dense sequence in $\mathcal{R}(U)$. By Corollary 3.6 and Lemma 2.3, two elements $R$ and $S$ of $\mathcal{C}_p(U)$ are equal if and only if $\langle R, \phi_j \rangle = \langle S, \phi_j \rangle$ for all $j \geq 1$. We will use this sequence $(\phi_j)_{j \geq 1}$ to construct a decreasing sequence of trapping regions in $U$ which will turn out to be stationary. The limit of this stationary sequence will be $D_\tau$.

In this purpose, we define inductively $D_0 := U$, $M_0 := \mathcal{C}_p(U)$ and for $j \geq 1$

$$c_j := \max_{S \in \mathcal{R}(D_{j-1})} \langle S, \phi_j \rangle,$$

$$M_j := \{ S \in \mathcal{C}_p(D_{j-1}) \mid | \Delta_n S, \phi_j \rangle \to c_j \},$$

and

$$D_j := \cup_{S \in M_j} \text{supp}(S).$$

We will see in the proof of the following proposition that these objects are well-defined.

**Proposition 3.13.** Each $D_j$ is a non-empty open subset of $\mathbb{P}^k$. Moreover, $f(\sigma(D_j)) \subset D_j$ for all $\sigma$ in $B_W(r_U)$ and $j \geq 0$. In particular, $f(D_{j+1}) \subset D_j$. Here $\eta_U$ is defined in Definition 3.8.
Remark 3.14. The fact that $\eta_U$ doesn’t depend on $j$ is important for the sequel. It gives in some sense a uniform rate of contraction.

Proof. Since by definition $f(\sigma(U)) \subset U$ for all $\sigma$ in $B_W(r_U)$, the proposition holds for $j = 0$.

Now let $j \geq 1$ and assume that the proposition holds for $D_{j-1}$. In particular $D_{j-1}$ is non-empty and thus by definition $\mathcal{C}_p(D_{j-1}) \neq \emptyset$. As $D_{j-1}$ is invariant, it implies that $\mathcal{S}_p(D_{j-1})$ is a non-empty compact set and therefore, there exists $R \in \mathcal{S}_p(D_{j-1})$ such that $\langle R, \phi_j \rangle = \max_{S \in \mathcal{S}_p(D_{j-1})} \langle S, \phi_j \rangle =: c_j$. It follows that $R$ belongs to $M_j$ and thus $D_j$ is not empty.

The following arguments will be recurrent in the sequel. We explain them in detail here in order to be able to be more succinct in the later uses. Let $R$ be a current of $M_j$. Since $D_{j-1}$ is open, we can consider the structural disk $\mathcal{R}$ of $\mathcal{C}_p(D_{j-1})$ obtained from $R$ by Proposition 2.8 with $V = D_{j-1}$ and $K = \text{supp}(R)$. By Theorem 2.6 the functions

$$u_n(\theta) := \langle \Delta_n \mathcal{R}(\theta), \phi_j \rangle$$

are subharmonic. They satisfy $0 \leq u_n \leq 1$ since $0 \leq \phi_j \leq \omega^s$. Moreover, Proposition 2.8 implies that they are locally equicontinuous on $\mathbb{D}^s$. By definition of $M_j$ and $c_j$, we have

$$\lim_{n \to \infty} u_n(0) = c_j \geq \limsup_{n \to \infty} u_n(\theta)$$

for all $\theta \in \mathbb{D}$. Therefore, by Lemma 2.9 the sequence $(u_n)_{n \geq 1}$ converges pointwise to $c_j$. Hence $\mathcal{R}(\theta) \in M_j$ for all $\theta \in \mathbb{D}$. Therefore, $D_j$ is also open since $\text{supp}(\mathcal{R}(\theta))$ is a neighborhood of $\text{supp}(R)$ when $\theta \neq 0$.

Finally, in order to prove that $D_j$ is a trapping region, first observe that $R \in \mathcal{C}_p(D_{j-1})$ belongs to $M_j$ if and only if $\Lambda R$ is also in $M_j$. Indeed, since $f(D_{j-1}) \subset D_{j-1}$, $\Lambda R \in \mathcal{C}_p(D_{j-1})$ and the fact that each limit value of $\Delta_n R$ is $\Lambda$-invariant implies that the limit values of $\langle \Delta_n R, \phi_j \rangle$ are the same than those of $\langle \Delta_n(\Lambda R), \phi_j \rangle$. Now, let $\sigma(x) \in D_j$ and $\sigma \in B_W(r_U)$. By Proposition 2.8 applied with $V = f^{-1}(U)$, $K = U$ and $r = r_U$, there exists a structural disk $\mathcal{R}$ of $\mathcal{C}_p(f^{-1}(U))$ such that $\text{supp}(\mathcal{R}(\theta))$ is the union over all $\tilde{\sigma} \in B_W(\theta|r_U)$ of $\tilde{\sigma}(\text{supp}(R))$. In particular, $\sigma(x)$ belongs to $\text{supp}(\mathcal{R}(\theta))$ for $|\theta| > 1$ large enough. On the other hand, by the induction hypothesis, $(\Lambda \mathcal{R}(\theta))_{\theta \in \mathbb{D}}$ is a structural disk in $\mathcal{C}_p(D_{j-1})$ with $\Lambda \mathcal{R}(0) = \Lambda R$ in $M_j$. As above, by considering the functions

$$v_n(\theta) := \langle \Delta_n(\Lambda \mathcal{R}(\theta)), \phi_j \rangle$$

which are also locally equicontinuous on $\mathbb{D}^s$, we obtain that for all $\theta \in \mathbb{D}$, $\Lambda \mathcal{R}(\theta)$ is in $M_j$ and therefore $f(\sigma(x))$ is in $D_j$.

So each $D_j$ is a trapping region such that $D_{j+1} \subset D_j$. The associated attracting sets $E_j := \cap_{n \geq 1} f^n(D_j)$ therefore also define a decreasing sequence of sets.

Remark 3.15. If we choose $\phi_1 = \omega^s$ then all $S \in \mathcal{C}_p(U)$ satisfy $\langle S, \phi_1 \rangle = 1$ and $M_1$ is equal to $\mathcal{C}_p(U)$. Therefore, $D_1$ is equal to the union of the support of all currents in $\mathcal{C}_p(U)$, i.e. it is the $s$-pseudoconcave core $\tilde{U}$ of $U$ and thus $\tilde{U}$ is a trapping region. The attracting set associated to it is in some sense the part of “pure” dimension $s$ in $A$. Notice that it is easy to show that the $(p-1)$-pseudoconvex hull $\tilde{U}$ defined in Remark 2.7 is also a codimension $p$ trapping region.

The next step toward Theorem 3.12 is to show that these sequences are both stationary. For the sets $(E_j)_{j \geq 0}$, it will simply comes from the uniform rate of contraction, $f(D_j, r_U) \subset D_j$ with $\eta_U > 0$ independent of $j$. 
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Lemma 3.16. Let $\eta > 0$. There exists a constant $m \geq 1$ which depends only on $\eta$ such that each monotonic sequence of attracting sets $(A_j)_{j \geq 1}$ in $\mathbb{P}^k$ admitting a trapping region $V_j$ with $f(V_{j,n}) \subseteq V_j$ has at most $m$ distinct elements.

Proof. Let $i, j \geq 1$. If $A_i$ is not included in $A_j$, it is neither included in $V_{j,\eta}$. Therefore, there exists $x_i \in A_i$ such that $B(x_i, \eta/3) \cap V_j = \emptyset$. It easily follows that $B(x_i, \eta/3) \subset V_{i,\eta/2} \setminus V_{j,\eta/2}$. Since $\mathbb{P}^k$ has volume 1, it cannot exist more than $m := \text{Vol}(B(x, \eta/3))^{-1}$ such distinct balls.

We need the following proposition to prove that the sequence of trapping regions is also stationary.

Proposition 3.17. The set $M_j$ contains all continuous elements of $\mathcal{C}_p(D_j)$.

Proof. Let $R$ be a continuous form in $\mathcal{C}_p(D_j)$. Since $\text{supp}(R)$ is a compact subset of $D_j$ and $D_j = \cup_{S \in M_j} \text{supp}(S)$, by Proposition 2.8 there exist currents $S_i$ in $M_j$, $1 \leq i \leq n_0$, and structural disks $S_i$ in $\mathcal{C}_p(D_j)$ such that $S_i(0) = S_i$ and $R \leq C \sum_{i=1}^{n_0} S_i(\theta_i)$ for some $C > 0$ and $\theta_1, \ldots, \theta_{n_0} \in \mathbb{D}$. By the definition of $c_j$ we have that

$$\limsup_{n \to \infty} \langle \Delta_n \left( \sum_{i=1}^{n_0} S_i(\theta_i) - R \right), \phi_j \rangle \leq (Cn_0 - 1)c_j$$

and

$$\limsup_{n \to \infty} \langle \Delta_n R, \phi_j \rangle \leq c_j.$$ 

But, as we have seen, $S_i \in M_j$ implies that $S_i(\theta_i) \in M_j$ and then

$$\lim_{n \to \infty} \langle \Delta_n S_i(\theta_i), \phi_j \rangle = c_j.$$ 

Therefore, by Lemma 2.10 $\lim_{n \to \infty} \langle \Delta_n R, \phi_j \rangle = c_j$, i.e. $R \in M_j$.

As a consequence, $D_j$ is the union of the support of continuous forms in $\mathcal{C}_p(D_j)$. It also gives the following result.

Proposition 3.18. If $E_{j+1} = E_j$ then $D_{j+1} = D_j$.

Proof. We already know that $D_{j+1} \subseteq D_j$. If $E_{j+1} = E_j$ then there exists $N > 0$ such that $f^N(D_j) \subseteq D_{j+1}$. As above, since $f^N(D_j)$ is a compact subset of $D_{j+1}$, there exists a smooth form $S \in \mathcal{C}_p(D_{j+1})$ whose support contains $f^N(D_j)$. In particular, by Proposition 3.17 $S$ belongs to $M_{j+1}$. Define

$$\tilde{S} := \frac{1}{f^N} f^N(S).$$

It is a current in $\mathcal{C}_p(f^{-N}(D_{j+1}))$ such that $\lim_{n \to \infty} \langle \Delta_n \tilde{S}, \phi_{j+1} \rangle = c_j$ since $f_* f^*$ is equal to $f^k$ times the identity on positive closed currents. The fact that $f^N(D_j)$ is contained in $\text{supp}(S)$ implies that $D_j \subseteq \text{supp}(\tilde{S})$. Therefore, if $\tilde{S}$ is the regularization given by Proposition 2.8 with $V = f^{-N}(D_{j+1})$ then it satisfies

- $\tilde{S}(\theta) > 0$ on $\overline{D_j}$ if $\theta \neq 0$,
- $\Lambda^N \tilde{S}(\theta) \in \mathcal{C}_p(D_{j+1})$ for all $\theta \in \mathbb{D}$,
- $\Lambda^N \tilde{S}(0) = S \in M_{j+1}$. 
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Hence, we obtain exactly as in the proof of Proposition 3.17 that all continuous forms in \( \mathscr{C}_p(D_j) \) are in \( M_{j+1} \). That implies the desired result. \( \square \)

We deduce form this our first result of convergence.

**Proof of Theorem 3.12.** By Lemma 3.16 and Proposition 3.18 there is \( j_0 \geq 1 \) such that \( E_j = E_{j_0} \) and \( D_j = D_{j_0} \) for all \( j \geq j_0 \). As \( M_j \) contains all continuous elements of \( \mathscr{C}_p(D_j) \) and that \( \mathscr{C}_p(D_{j_0}) \subset \mathscr{C}_p(D_j) \) for all \( j \geq 0 \), it follows that

\[
\lim_{n \to \infty} (\Delta_n S, \phi_j) = c_j,
\]

for all \( j \geq 0 \) and for all continuous forms \( S \in \mathscr{C}_p(D_{j_0}) \). Thus, each limit value \( S_\infty \) of \( \Delta_n S \) must satisfy

\[
\langle S_\infty, \phi_j \rangle = c_j,
\]

which, by Lemma 3.16, completely determines \( S_\infty \). In particular, this limit value is unique and doesn’t depend on \( S \). We call it \( \tau \) and set \( D_\tau := D_{j_0} \). It is an invariant current and \( \mathcal{N}_U(\tau_U) \subset D_\tau \) since \( \tau \in \mathscr{C}_p(D_\tau) \) and \( f \circ \sigma(D_\tau) \subset D_\tau \) for all \( \sigma \in B_W(\tau_U) \).

To prove that \( \tau \) is extremal in \( \mathscr{J}_p(U) \) let \( \tau_1 \) and \( \tau_2 \) be two elements of \( \mathscr{J}_p(U) \) such that \( \tau = 2^{-1}(\tau_1 + \tau_2) \). Define \( i_0 = \min\{i \geq 1 \mid \langle \tau, \phi_i \rangle \neq \langle \tau_1, \phi_i \rangle \} \). If \( i_0 \neq +\infty \) then the construction of \( \tau \) implies that \( \langle \tau, \phi_{i_0} \rangle > \langle \tau_1, \phi_{i_0} \rangle \) and \( \langle \tau, \phi_{i_0} \rangle \geq \langle \tau_2, \phi_{i_0} \rangle \) which is impossible. Therefore, \( i_0 = +\infty \) and \( \tau = \tau_1 = \tau_2 \). \( \square \)

**Remark 3.19.** The set \( \mathcal{N}_U(\tau_U) \) is contained in \( D_\tau \) but they are not equal in general. For an attractive fixed point \( z_0 \), \( \tau \) is the Dirac mass at \( z_0 \), \( \mathcal{N}_U(\tau_U) \) is included in the immediate basin of \( z_0 \) while \( D_\tau \) equal to the whole trapping region \( U \).

The following remark will be crucial in the sequel.

**Remark 3.20.** As a consequence of Theorem 3.12, if \( S \) is an attracting current of bidegree \((p,p)\) which is attractive on a trapping region \( V \) then

\[
\langle S, \phi \rangle = \max_{R \in \mathscr{J}_p(V)} \langle R, \phi \rangle,
\]

for all \( \phi \in \mathcal{P}(V) \). Indeed, it simply comes from the facts that \( S \) is the unique attracting current in \( \mathcal{C}_p(V) \) and that, for each \( \phi \in \mathcal{P}(V) \), the construction in the proof of Theorem 3.12 gives an attracting current \( \tau \) such that \( \langle \tau, \phi \rangle = \max_{R \in \mathscr{J}_p(V)} \langle R, \phi \rangle \) if we start with a dense sequence \( (\phi_j)_{j \geq 1} \) in \( \mathcal{P}(V) \) such that \( \phi_1 = \phi \). In particular,

\[
\langle S, \phi \rangle = \langle R, \phi \rangle
\]

for all \( R \in \mathscr{J}_p(V) \) and all smooth form \( \phi \) such that \( d^* \phi = 0 \).

Another direct consequence of Theorem 3.12 is that attracting currents are extremal.

**Corollary 3.21.** Attracting currents of bidegree \((p,p)\) in \( U \) are extremal points of \( \mathscr{J}_p(U) \). In particular, if such a current \( S \) puts mass on an analytic set of dimension \( s \) then \( S \) is a combination of currents of integration on analytic sets of pure dimension \( s \).

**Proof.** Let \( S \) be an attracting current in \( \mathcal{C}_p(U) \). By definition, \( S \) is attractive on some trapping region \( V \). If \( S \) is decomposable in \( \mathscr{J}_p(U) \), \( S = 2^{-1}(S_1 + S_2) \), then \( S_1 \) and \( S_2 \) are supported in \( V \), i.e. \( S \) is also decomposable in \( \mathscr{J}_p(V) \). On the other hand, by Theorem 3.12 applied to \( V \), there exists an attracting current which is extremal in \( \mathscr{J}_p(V) \). But this implies that \( S = S_1 = S_2 \) since \( S \) is the unique attracting current in \( \mathscr{J}_p(V) \).
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For the second point, by Siu’s decomposition theorem, there exist analytic sets \([H_i]\) of pure dimension \(s\), positive numbers \(c_i\), and a positive closed current \(S'\) having no mass on analytic sets of dimension \(s\) such that \(S = \sum c_i[H_i] + S'\). Moreover, this decomposition is stable under \(\Lambda\) i.e. \(\Lambda(\sum c_i[H_i])\) is a combination of currents of integration and \(\Lambda S'\) has no mass on analytic set of dimension \(s\). The fact that \(\Lambda S = S\) implies that \(\Lambda(\sum c_i[H_i]) = \sum c_i[H_i]\) and \(\Lambda S' = S'\). Since \(S\) is stable in \(\mathcal{I}_p(U)\), one of these two currents must vanish.

**Remark 3.22.**

1) There exist examples of attracting currents which are not supported by a pluripolar set with non-zero Lelong number at some points, cf. [Din07, Section 6.3].

2) It would be interesting to know if the fact that an attracting current is algebraic implies that the associated attracting set is algebraic.

In the remaining part of this section, we will extend little by little our results about equidistribution. The key idea is simple. We will use structural disks of center \(S \in \mathcal{I}_p(U)\) to dominate a current or a part of it and then deduce from Theorem 3.12 information about the possible limit values when we apply the dynamics. A good example of this strategy will be the proof of Lemma 3.27. But, first we need to establish several intermediate results which give information about attracting currents. The following one says that if \(S\) is attractive on \(V\) then it is also attractive on the full basin of \(V\) and not only for closed forms. This last point is the counterpart in our setting of a result obtained by Dinh in [Din07, Section 4].

**Lemma 3.23.** Let \(S\) be an attracting current of bidegree \((p,p)\) which is attractive on a trapping region \(V\). Let \(B_V := \bigcup_{n \geq 0} f^{-n} V\) be the basin of \(V\). For all continuous forms \(R \in \mathcal{O}_p(\mathbb{P}^k)\) and all positive smooth functions \(\chi\) with compact support in \(B_V\) we have that

\[
\lim_{n \to \infty} \Delta_n(\chi R) = cS,
\]

where \(c = (R \wedge T^s, \chi)\).

**Proof.** By Lemma 3.22 there exists \(R_\infty \in \mathcal{O}_p(V)\) and an increasing sequence \((n_i)_{i \geq 0}\) such that \(\lim_{i \to \infty} \Lambda^{n_i}\chi R = cR_\infty\). If \(c = 0\) then the lemma follows easily. Assume that \(c > 0\) and choose \(c' > 0\) such that \(c' < c\). Let \(R_\infty\) be the regularization of \(R_\infty\) in \(\mathcal{O}_p(V)\) given by Proposition 2.8. There exist a smooth positive function \(\chi_\infty \leq 1\) and \(\theta_0 \in \mathbb{D}^*\) such that \(\chi_\infty\) is equal to 1 on \(\text{supp}(R_\infty)\) and \(\text{supp}(\chi_\infty) \subset \text{supp}(R_\infty(\theta_0))\). In particular, \(\langle R_\infty \wedge T^s, \chi_\infty \rangle = 1\). Hence, there exists \(i_0 \geq 0\) such that \(c'' := \langle \Lambda^{n_{i_0}}\chi R \wedge T^s, \chi_\infty \rangle \geq c'\) and thus \(\langle R \wedge T^s, \chi(\chi_\infty \circ f^{n_{i_0}}) \rangle = c'' \geq c'\).

Since \(\lim_{n \to \infty} \Delta_N R_\infty(\theta_0) = S\), exactly as in Proposition 3.18 we can use a regularization in \(\mathcal{O}_p(f^{-n_{i_0}}(V))\) of the smooth current

\[
R_\infty := \frac{1}{d^{m_{i_0}}(f^{m_{i_0}})^* R_\infty(\theta_0)},
\]

in order to obtain a structural disk \(\tilde{R}_\infty\) such that

- \(\|\tilde{R}_\infty(\theta) - \tilde{R}_\infty(\theta')\|_{C^0} \leq C|\theta - \theta'|\),
- \(\tilde{R}_\infty(\theta) > 0\) on \(\text{supp}(\chi_\infty \circ f^{n_{i_0}}(\chi R))\) if \(\theta \neq 0\),
- \(\Lambda^{n_{i_0}} R_\infty(\theta) \in \mathcal{O}_p(V)\) for all \(\theta \in \mathbb{D}\),
- \(\lim_{N \to \infty} \Delta_N \tilde{R}_\infty(0) = S\).
On the other hand, since $S$ is the unique attracting current in $\mathcal{C}_p(V)$, it satisfies $\langle S, \phi \rangle = \max_{S' \in \mathcal{S}_p(V)} \langle S', \phi \rangle$ for all $\phi \in \mathcal{P}(V)$. Therefore,

$$\limsup_{N \to \infty} \langle \Delta_N \tilde{R}_\infty(\theta), \phi \rangle \leq \langle S, \phi \rangle,$$

for all $\phi \in \mathcal{P}(V)$. And exactly as in the proof of Proposition 3.13 the equality for $\theta = 0$ implies that $\lim_{N \to \infty} \Delta_N \tilde{R}_\infty(\theta) = S$ for all $\theta \in \mathbb{D}$. In a similar way, if $\theta_1$ is in $\mathbb{D}^*$ then there exists $0 < c_1 < 1$ such that

$$\tilde{R}_\infty(\theta_1) \geq c_1 (\chi_\infty \circ f^{n_{i_0}}(\chi R))$$

and therefore

$$\limsup_{N \to \infty} \langle \Delta_N (\tilde{R}_\infty(\theta_1) - c_1 (\chi_\infty \circ f^{n_{i_0}}(\chi R))), \phi \rangle \leq (1 - c_1 \epsilon'')(\langle S, \phi \rangle),$$

$$\limsup_{N \to \infty} \langle \Delta_N (\chi_\infty \circ f^{n_{i_0}}(\chi R)), \phi \rangle \leq \epsilon''(\langle S, \phi \rangle),$$

for all $\phi \in \mathcal{P}(V)$. Hence, we have $\lim_{N \to \infty} \Delta_N (\chi_\infty \circ f^{n_{i_0}}(\chi R)) = \epsilon'' S \geq \epsilon' S$. As $\chi R \geq \chi_\infty \circ f^{n_{i_0}}(\chi R)$ and $\epsilon' < c$ was arbitrary, any limit value $R'$ of $(\Delta_N \chi R)_{N \geq 1}$ has to satisfy $R' \geq \epsilon' S$. It follows by Lemma 3.22 that $R' = \epsilon' S$ since $R'$ is positive of mass $c$. 

**Remark 3.24.** If $R_\infty$ is a limit value of $(\Delta_n \omega^p)_{n \geq 1}$ then Lemma 3.23 implies that for each attracting current $S$ in $\mathcal{C}_p(\mathbb{P}^k)$ there exists $c > 0$ such that $R_\infty \geq cS$.

**Lemma 3.25.** Let $S_1$ and $S_2$ be two different attracting currents of bidegree $(p, p)$, attracting on $V_1$ and $V_2$ respectively. If $S_1$ and $S_2$ are different then $V_1 \cap J_s \cap V_2 = \emptyset$ and $\mathcal{C}_p(V_1) \cap \mathcal{C}_p(V_2) = \emptyset$.

**Proof.** We proceed by contraposition. Let assume that $V_1 \cap J_s \cap V_2 \neq \emptyset$. Let $\chi$ be a positive smooth function with compact support in $V_1 \cap V_2$ and such that $c := \langle T^s, \chi \omega^p \rangle > 0$. By Lemma 3.23 we must have $\lim_{N \to \infty} \Delta_N (\chi \omega^p) = cS_i$ for $i = 1, 2$. It follows that $S_1 = S_2$. In the same way, if there exists $R \in \mathcal{C}_p(V_1) \cap \mathcal{C}_p(V_2)$ then we can use a regularization to obtain a smooth current $R' \in \mathcal{C}_p(V_1) \cap \mathcal{C}_p(V_2)$. Therefore, the definition of attracting current implies

$$S_1 = \lim_{N \to \infty} \Delta_N R' = S_2.$$

**Lemma 3.26.** Let $\eta > 0$. There exist at most finitely many different attracting currents of bidegree $(p, p)$ which are attracting on a trapping region $V$ such that $f(V_i) \subset V$. Moreover, this number is bounded by a constant depending only on $\eta > 0$.

**Proof.** Let $(S_i)_{i \in I}$ be a family of attracting $(p, p)$-currents such that $S_i$ is attractive on a trapings region $V_i$ with $f(V_{i,j}) \subset V_i$. Assume that they are pairwise distinct. By Lemma 3.23 $V_i \cap J_s \cap V_{j,\eta} = \emptyset$ if $i \neq j$. Finally, by Corollary 3.6 $V_i \cap J_s \neq \emptyset$. Hence, if $x_i \in V_i \cap J_s$ then the balls $B(x_i, \eta/3)$ with $i \in I$ are pairwise disjoint which implies that $I$ is finite with $\text{card}(I) \leq \text{Vol}(B(x, \eta/3))^{-1}$. 

The following technical but important result says that an attracting current in $\mathcal{C}_p(U)$ has to be attractive on a large trapping region.

**Lemma 3.27.** Let $U$ be a trapping region of codimension $p$. If $S$ is an attracting current in $\mathcal{C}_p(U)$ then $S$ is attractive on $\mathcal{M}_S(r_U)$.
Proof. Let $S \in \mathcal{J}_p(U)$ be an attracting current. By definition $S$ is attractive on a trapping region $V$ and in particular $S$ belongs to $\mathcal{J}_p(V)$. Possibly by exchanging $V$ by $U \cap V$, we can assume that $V \subset U$. Define $r_0$ to be the supremum of the number $r > 0$ such that $S$ is attractive on $\mathcal{M}_S(r)$. Since $f(V) \subset V$, we have $\mathcal{M}_S(r(V)) \subset V$ and therefore $r_0$ has to be positive with $r_0 \geq r_V > 0$. Our goal is to prove that $r_0 \geq r_U$.

Assume by contradiction that $r_0 < r_U$. First observe that $S$ is attractive on $\mathcal{M}_S(r_0)$ since $\mathcal{M}_S(r_0) = \cup_{r < r_0} \mathcal{M}_S(r)$. On the other hand, for each $r_0 < r \leq r_U$ and each $R \in \mathcal{J}_p(U)$, Theorem 3.12 applied to $\mathcal{M}_R(r)$ gives the existence of an attracting current $\tau \in \mathcal{J}_p(\mathcal{M}_R(r))$ which is attractive on $\mathcal{M}_S(r)$. Since $f(\mathcal{M}_S(r), \eta(r)) \subset \mathcal{M}_S(r)$ with $\eta(r) \geq \eta(r_0) > 0$, Lemma 3.20 implies that the set of such currents is finite. We denote them by $\tau_1, \ldots, \tau_m$. To summarize, for each $r_0 < r \leq r_U$ and each $R \in \mathcal{J}_p(U)$ there exists $i \in \{1, \ldots, m\}$ such that $\tau_i \in \mathcal{J}_p(\mathcal{M}_R(r))$. Moreover, as they are finitely many there is $r_1$ with $r_0 < r_1 < r_U$ such that $\tau_i$ is attractive on $\mathcal{M}_S(r_1)$ for each $1 \leq i \leq m$. Due to the definition of $r_0$, it implies that $S$ is not equal to $\tau_i$, $1 \leq i \leq m$.

Let $\phi$ be a smooth $(s, s)$-form on $\mathbb{P}^k$ such that $dd^c \tilde{\phi} > 0$ on $\overline{U}$. Let $r > 0$ be such that $r_0 < r < r_1$. Since $\mathcal{F}_S(r)$ is a compact convex set, there exists $R \in \mathcal{F}_S(r)$ such that $\tilde{c}(r) := \max_{R' \in \mathcal{F}_S(r)} \langle R', \phi \rangle = \langle R, \tilde{\phi} \rangle$.

The first step is to show that we can choose $R$ to be a convex combination of $\tau_1, \ldots, \tau_m$. To this purpose, first notice that $R \in \mathcal{F}_S(r)$ implies, by Lemma 3.10 that $\mathcal{F}_R(r) \subset \mathcal{F}_S(r)$. Therefore, $\max_{R' \in \mathcal{F}_S(r)} \langle R', \tilde{\phi} \rangle = \tilde{c}(r)$. Moreover, as we have observe above, the set $\mathcal{M}_R(r)$ has to support one of the current $\tau_i$, for some $1 \leq i \leq m$. Assume for simplicity that it is $\tau_1$. Let $\chi_1$ be a positive smooth function with compact support in $\mathcal{M}_{\tau_1}(r)$, bounded by 1 and equal to 1 on $f(\mathcal{M}_{\tau_1}(r))$. In particular, $\chi_1 \circ f \geq \chi_1$. Since $\tau_1 \in \mathcal{J}_p(\mathcal{M}_R(r))$ we have that $\mathcal{M}_S(r_1) \subset \mathcal{M}_R(r)$ and therefore

$$c_1(r) := \max_{R \in \mathcal{F}_R(r)} \langle R', \chi_1 T^s \rangle$$

has to be strictly positive. Again, by the continuity of $R' \mapsto R' \wedge T^s$ and the compactness of $\mathcal{F}_R(r)$, this value $c_1(r)$ is reached by a current $R' \in \mathcal{F}_R(r)$. By Lemma 3.11 there exists a sequence of structural disks $(R_n)_{n \geq 1}$ such that $\mathcal{R}_n(0) = R$, for each $\theta \in \mathbb{D}^s$, $\mathcal{R}_n(\theta)$ is the image by $\Lambda$ of a smooth current, belongs to $\mathcal{F}_R([\theta])$ and $R' = \lim_{n \to \infty} \mathcal{R}_n(r)$. Now, let $n \geq 1$ and let define

$$u_N(\theta) := \langle \Delta_N \mathcal{R}_n(\theta), \tilde{\phi} \rangle.$$

They are subharmonic functions on $\mathbb{D}$ such that

$$u_N(0) = \langle R, \tilde{\phi} \rangle = \tilde{c}(r) \quad \text{and} \quad \lim_{N \to \infty} \sup_{N} u_N(\theta) \leq \tilde{c}(r)$$

for all $\theta \in \overline{\mathbb{D}}_r$. This last point comes from the fact that each limit values of $\Delta_N \mathcal{R}_n(\theta)$ is in $\mathcal{F}_R(r)$ if $|\theta| \leq r$. Therefore, $\lim_{N \to \infty} u_N(\theta) = \tilde{c}(r)$ for almost all $\theta \in \overline{\mathbb{D}}_r$. In particular, there exists $\theta_n \in \overline{\mathbb{D}}_r$ such that $\lim_{N \to \infty} u_N(\theta_n) = \tilde{c}(r)$ and $$(\mathcal{R}_n(\theta_n), \chi_1 T^s) \geq (\mathcal{R}_n(r), \chi_1 T^s) - 1/n.$$ 

On the other hand, as $\chi_1 \circ f \geq \chi_1$ we have that

$$\langle \Delta_N \mathcal{R}_n(\theta_n), \chi_1 T^s \rangle \geq (\mathcal{R}_n(\theta_n), \chi_1 T^s).$$

By taking a suitable subsequence of $(\Delta_N \mathcal{R}_n(\theta_n))_{N \geq 1}$ we obtain at the limit a current $R_n$ such that $R_n \in \mathcal{F}_R(r)$, $(R_n, \tilde{\phi}) = \tilde{c}(r)$ and $(R_n, \chi_1 T^s) \geq (\mathcal{R}_n(r), \chi_1 T^s) - 1/n$. Finally, if $R_\infty$ is a limit value of $(R_n)_{n \geq 1}$ then
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• $R_\infty \in \mathcal{F}_R(r)$,

• $\langle R_\infty, \tilde{\phi} \rangle = \tilde{c}(r)$ and

• $\langle R_\infty, \chi_1 T^s \rangle = c_1(r)$.

The latter equality implies that $R_\infty \geq c_1(r) R_1$. To be more precise, since $R_n(\theta_n)$ is the image by $\Lambda$ of a smooth current and $R_n(\theta_n) \geq \chi_1 R_n(\theta_n)$ we deduce from Lemma 3.23 that $R_n \geq \langle R_n(\theta_n), \chi_1 T^s \rangle R_1$ which implies at the limit that $R_\infty \geq c_1(r) R_1$, as $\tau_1$ is attractive on $\mathcal{N}_{\tau_1}(r)$. If $c_1(r) = 1$ then we have proved that the value $\tilde{c}(r)$ can be reach by a convex combination of $\tau_1, \ldots, \tau_m$ since $\tau_1 = R_\infty$ and $\langle R_\infty, \tilde{\phi} \rangle = \tilde{c}(r)$. Otherwise, we can write $R_\infty = c_1(r) \tau_1 + (1 - c_1(r)) R'_\infty$ where $R'_\infty \in \mathcal{F}_p(\mathcal{N}_{R_\infty}(r))$. Now we claim that $\tau_1$ cannot belong to $\mathcal{F}_p(\mathcal{N}_{R_\infty}(r))$. Indeed, if $\tau_1$ is in $\mathcal{F}_p(\mathcal{N}_{R_\infty}(r))$ then there exists a structural disk $R'_\infty$ obtained as a convex combination of structural disks of the form

$$\Lambda \sigma_1(\theta)_* \Lambda \sigma_2(\theta)_* \cdots \Lambda \sigma_1(\theta)_* R'_\infty,$$

where $\sigma_i : \Delta \to W$ are holomorphic functions with $\sigma_i(0) = \text{Id}$, such that

$$\langle R'_\infty(\theta_1), \chi_1 T^s \rangle = c' > 0,$$

for some $\theta_1 \in \mathbb{D}_r$. But, the structural disk $R'_\infty$ obtained exactly as $R'_\infty$ except that $R'_\infty$ is exchanged by $R_\infty$ gives a current $R_\infty(\theta_1) \in \mathcal{C}(R_\infty(r)) \subset \mathcal{E}_R(r)$ such that

$$\langle R_\infty(\theta_1), \chi_1 T^s \rangle = c_1(r) \langle \tau_1(\theta_1), \chi_1 T^s \rangle + (1 - c_1(r)) \langle R'_\infty(\theta_1), \chi_1 T^s \rangle$$

$$= c_1(r) + (1 - c_1(r)) c' > c_1(r),$$

which contradicts the definition of $c_1(r)$. Therefore, $\tau_1 \notin \mathcal{F}_p(\mathcal{N}_{R_\infty}(r))$. However, as above $\mathcal{N}_{R_\infty}(r)$ has to support one of the currents $\tau_1, \ldots, \tau_m$. Since it cannot be $\tau_1$, we can assume for simplicity that it is $\tau_2$. With the same construction than above applied to $R_\infty$, we obtain a current $R_{2, \infty} \in \mathcal{F}_{R_\infty}(r)$ such that

$$\langle R_{2, \infty}, \tilde{\phi} \rangle = \tilde{c}(r) \quad \text{and} \quad R_{2, \infty} = c_1(r) \tau_1 + c_2(r) \tau_2 + (1 - c_1(r) - c_2(r)) R''_\infty,$$

where $c_2(r)$ is positive and maximal. Again, the maximality of $c_1(r)$ and $c_2(r)$ implies that the set $\mathcal{N}_{R''_\infty}(r)$ cannot contains $\tau_1$ nor $\tau_2$. By induction, after at most $m$ steps we obtain a current $R_r \in \mathcal{F}_{S(r)}$ such that $\langle R_r, \tilde{\phi} \rangle = \tilde{c}(r)$ and

$$R_r = \sum_{i=1}^m c_i(r) \tau_i \quad \text{with} \quad c_i(r) \geq 0, \quad \sum_{i=1}^m c_i(r) = 1,$$

i.e. $R_r$ is in the convex hull of $\tau_1, \ldots, \tau_m$.

Let $(r_i)_{i \geq 2}$ be a sequence decreasing toward $r_0$, bounded by $r_1$ and such that each sequence $(c_i(r_i))_{i \geq 2}$ converges. Define $c_i(r_0) := \lim_{i \to \infty} c_i(r_i)$, $R_{r_0} := \sum_{i=0}^m c_i(r_0) \tau_i = \lim_{i \to \infty} R_{r_i}$ and $\tilde{c}(r_0) := \langle R_{r_0}, \tilde{\phi} \rangle = \lim_{r \to r_0} \tilde{c}(r)$. We deduce from $\tilde{c}(r) := \max_{R \in \mathcal{F}_{S(r)}} \langle R, \tilde{\phi} \rangle$ with $S \in \mathcal{F}_{S(r)}$ that $\tilde{c}(r_0) \geq \langle S, \tilde{\phi} \rangle$.

Now, we claim that $\langle S, \tilde{\phi} \rangle \geq \langle R_{r_0}, \tilde{\phi} \rangle$ for all smooth forms $\tilde{\phi}$ such that $dd^c \tilde{\phi} \geq 0$ on $U$. This gives a contradiction and thus concludes the proof that $r_0 \geq r_U$. To be more precise, observe that it implies $\langle S, \tilde{\phi} \rangle = \langle R_{r_0}, \tilde{\phi} \rangle$ since $\tilde{c}(r_0) \geq \langle S, \tilde{\phi} \rangle$. Moreover, if $\psi$ is a smooth $(s, s)$-form then there exists $M > 0$ such that $dd^c(M \tilde{\phi} \pm \psi) \geq 0$. Therefore, $\langle S, M \tilde{\phi} \pm \psi \rangle \geq \langle R_{r_0}, M \tilde{\phi} \pm \psi \rangle$ and thus $\langle S, \psi \rangle = \langle R_{r_0}, \psi \rangle$ which implies that $S = R_{r_0}$. In
particular, supp(τ₁) ⊂ supp(S) as R_{r₀} = \sum_{i=0}^{m} c_i(r_0) τ_i with c_i(r_0) > 0. It is a contradiction since τ₁ is an attracting current with τ₁ \neq S and S is the unique attracting current in C_p(V).

It remains to prove the claim. Let φ be a smooth form such that dd^c φ ≥ 0 on U. Let l ≥ 2. Since R_{r₁} belongs to F \_{S}(r₁) there exists, by Lemma 3.11, a sequence of structural disks (R_{r₁}^l)_{n \geq 0} such that R_{r₁}^l(0) = S, R_{r₁} = \lim_{l \to \infty} R_{r₁}^l(r₁), R_{r₁}^l(θ) \text{ belongs to } C(\theta) and is the image of a smooth current by Λ if θ ≠ 0. For N ≥ 1, we can define the structural disk R_{n,N}^l by R_{n,N}^l(θ) := Δ_N(R_{r₁}^l(θ)). In particular, as C(S) \subset C_p(U), the restriction of these disks to D_{r₁} defined structural disks in C_p(U). Let u_{n,N}^l be the subharmonic function defined on D_{r₁} by u_{n,N}^l(θ) := ⟨R_{n,N}^l(θ), ϕ⟩. The sequence (u_{n,N}^l)_{n \geq 0} is uniformly bounded thus there exists a subsequence (u_{n_i,N}^l)_{i \geq 0} which converges to a subharmonic function u_{∞,N}^l such that for all θ ∈ D_{r₁}

u_{∞,N}^l(θ) ≥ \limsup_{i \to \infty} ⟨R_{n_i,N}^l(θ), ϕ⟩. \tag{3.1}

In particular, u_{∞,N}^l(0) ≥ ⟨S, ϕ⟩ and u_{∞,N}^l(r₁) ≥ ⟨Δ_N R_{r₁}, ϕ⟩ = ⟨R_{r₁}, ϕ⟩. Moreover, outside the polar subset of D_{r₁}, the inequality (3.1) is an equality hence for almost all θ ∈ D_{r₁}

u_{∞,N}^l(θ) = ⟨Δ_N \hat{R}(θ), ϕ⟩ where \hat{R}(θ) is a limit value of (R_{n_i}^l(θ))_{i \geq 0}. In the same way, there exists a limit value u_l of (u_{∞,N}^l)_{N \geq 1} such that u_l(0) ≥ ⟨S, ϕ⟩, u_l(r₁) ≥ ⟨R_{r₁}, ϕ⟩. Moreover, for almost all θ ∈ D_{r₁}, u_l(θ) = ⟨\hat{R}(θ), ϕ⟩ for some current \hat{R}(θ) \in F \_{S}(\theta). On the other hand, as S is the unique attracting current in A_S(r₀), we deduce from Remark 3.20 that

⟨S, ϕ⟩ = \max_{R' \in F \_{S}(A_S(r₀))} ⟨R', ϕ⟩.

Thus, u_l(θ) ≤ ⟨S, ϕ⟩ for all θ ∈ D_{r₀}. Since u_l(0) ≥ ⟨S, ϕ⟩, the maximum principle implies that u_l(θ) = ⟨S, ϕ⟩ for all θ ∈ D_{r₀}. Hence, if u_{∞} denotes the limit of a subsequence of (u_l)_{l \geq 2} then u_{∞}(θ) = ⟨S, ϕ⟩ for all θ ∈ D_{r₀}. It is an easy consequence of the mean value inequality and of the upper semicontinuity of u_{∞} that u_{∞}(θ) = ⟨S, ϕ⟩ also for θ ∈ D_{r₀}, and in particular u_{∞}r₀ = ⟨S, ϕ⟩. Therefore, by Hartogs’ lemma

⟨R_{r₀}, ϕ⟩ ≤ \lim_{l \to \infty} u_l(r₁) ≤ u_{∞}(r₀) = ⟨S, ϕ⟩,

which was the claimed inequality.

The following theorem is a direct consequence of Lemma 3.26 and Lemma 3.27. It implies the finiteness in Theorem 1.3.

**Theorem 3.28.** Let U be a trapping region of codimension p. The set of attracting currents in C_p(U) is finite. Moreover, the cardinality of this set is bounded by a constant depending only on η_U.

**Proof.** If S is an attracting current in C_p(U). By Lemma 3.27 S is attracting on A_S(r_U). On the other hand, we have seen in Section 3.5 that f(\cdot A_S(r_U)) ⊂ A_S(r_U). Therefore, by Lemma 3.26 there exist at most m such currents with m = Vol(B(x, η_U / 3)^{-1}.

**Remark 3.29.** In the same way than in Remark 3.20 we could have easily deduced from Theorem 3.12 that there are finitely many attractive currents τ₁, ..., τ_m in C_p(U) such that

\max_{S \in F_p(U)} ⟨S, ϕ⟩ = \max_{1 \leq i \leq m} ⟨τ_i, ϕ⟩,

for all form ϕ in P(U). This observation would be sufficient for several results in the sequel but not for those about quasi-attractors and holomorphic families.
We have seen that the attracting currents are extremal in $\mathcal{A}_p(U)$. However, as the example of an attracting cycle of period $2$ shows, they might not be extremal in the set of positive closed currents invariant by $\Lambda^2$. This explains why the equilibrium measures $\tau \wedge T^s$ are not mixing in general. But we have the following result which is an important step toward the study of the set $\mathcal{G}_p(U)$.

**Proposition 3.30.** There exists an integer $n_0 \geq 1$ such that if we exchange $f$ by $f^{n_0}$ then for all $n \geq 1$ the set of attracting currents for $f^n$ in $\mathcal{C}_p(U)$ is equal to the set of attracting currents for $f$ in $\mathcal{C}_p(U)$.

**Proof.** Let $\mathcal{A}_p(f^n, U)$ denote the set of attracting currents for $f^n$ in $\mathcal{C}_p(U)$. Since $f^n(U_{\eta_n}) \subset U$ for all $n \geq 1$, Theorem 3.28 says that the cardinality of $\mathcal{A}_p(f^n, U)$ is bounded independently of $n$. Let $n_0 \geq 1$ be such that $\mathcal{A}_p(f^{n_0}, U)$ has the maximal number of elements. We will show that for all $n \geq 1$, $\mathcal{A}_p(f^{n_0}, U) \subset \mathcal{A}_p(f^{n_0}, U)$ which implies the proposition by maximality.

By definition, if $\tau \in \mathcal{A}_p(f^{n_0}, U)$ then $\Lambda^{n_0} \tau = \tau$. Therefore, the construction of Section 3.3 applied to $f^{n_0}$ instead of $f$ gives a trapping region $\mathcal{M}_\tau ^{n_0}(r_U)$ for $f^{n_0}$ such that $\tau$ is attracting on $\mathcal{M}_\tau ^{n_0}(r_U)$ with respect to $f^{n_0}$. Moreover, by Lemma 3.25 $\mathcal{M}_\tau ^{n_0}(r_U) \cap \mathcal{A}_p(f^{n_0}, U)$ is equal to $0$ if $\tau'$ is another element of $\mathcal{A}_p(f^{n_0}, U)$.

Assume by contradiction that for some $n \geq 2$, there exists $\tau \in \mathcal{A}_p(f^{n_0}, U)$ such that $\tau$ is not attracting for $f^{n_0}$. By Theorem 3.12 there exists an attracting current $\sigma$ for $f^{n_0}$, attracting on a trapping region $D_\sigma$ for $f^{n_0}$ such that $D_\sigma \subset \mathcal{M}_\tau ^{n_0}(r_U)$. Therefore, if $R$ is a continuous form in $\mathcal{C}_p(D_\sigma)$ then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} \Lambda^{n_0} R = \sigma.$$ 

On the other hand, the fact that $\tau$ is attracting on $\mathcal{M}_\tau ^{n_0}(r_U)$ implies

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{n_0-1} \Lambda^{n_0} R = \tau.$$ 

Hence,

$$\tau = \frac{1}{n} \sum_{i=0}^{n-1} (\Lambda^{n_0})^i \sigma.$$

Since $\sigma \neq \tau$, there is $1 \leq i_1 \leq n - 1$ such that $\sigma_1 := (\Lambda^{n_0})^{i_1} \sigma$ is different from $\sigma$. We claim that $\sigma_1$ is also an attracting current for $f^{n_0}$. Indeed, let $S$ be a continuous form in $\mathcal{C}_p(f^{n_0}(D_\sigma))$. As $f^{n_0}(D_\sigma) \subset D_\sigma$, the continuous form

$$\tilde{S} := \frac{1}{\mu^{n_0 i_1}} (f^{n_0 i_1})^* S$$

is supported in the basin, with respect to $f^{n_0}$, of $D_\sigma$. Therefore, by Lemma 3.23

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} \Lambda^{n_0} \tilde{S} = \sigma.$$ 

Using that $\Lambda^{n_0 i_1} \tilde{S} = S$, we obtain

$$\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} \Lambda^{n_0} S = \Lambda^{n_0 i_1} \left( \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} \Lambda^{n_0} \tilde{S} \right) = \Lambda^{n_0 i_1} \sigma = \sigma_1,$$
which proves the claim.

As \( N^p_n(r_U) \cap J_s \cap N^p_n(r_U) = \emptyset \) if \( r' \) is another current in \( \mathcal{A}_p(f^{m_0}, U) \), this shows that the set \( \mathcal{A}_p(f^{m_0}, U) \) has strictly more elements than \( \mathcal{A}_p(f^{m_0}, U) \) which contradicts the definition of \( m_0 \).

\[ \square \]

### 3.5 Structure of \( \mathcal{D}_p(U) \)

In this subsection, we will show that possibly by exchanging \( f \) by an iterate we can remove the Cesàro mean in the definition of attracting currents. In particular, the convergence in Theorem \[ 1.3 \] will follow as a consequence. To this purpose, we study the set \( \mathcal{D}_p(U) \). Unlike \( \mathcal{N}_p(U) \), this set doesn’t change when we exchange \( f \) by \( f^m \). As a first step, like in the case of \( \mathcal{N}_p(U) \), to a current in \( S \in \mathcal{D}_p(U) \) we associate a sequence of open sets \( (\mathcal{F}_{S_n})_{n \geq 0} \). Since \( S \) is not invariant it is neither the case for these sets.

For the rest of this section, we fix an attracting current \( \tau \) of bidegree \( (p, p) \). By definition, \( \tau \) is attractive on a codimension \( p \) trapping region \( V \). We assume that \( \tau \) is attractive on \( V \) with respect to any iterates of \( f \). It is the minimal requirement in order to remove the Cesàro mean and it will turn out to be sufficient. Notice that, by Proposition \[ 3.30 \] up to change \( f \) by an iterate this assumption is always satisfied.

Let \( S \in \mathcal{D}_p(V) \). As we have seen in Section \[ 3.2 \] there exists a sequence \( (S_n)_{n \geq 0} \) in \( \mathcal{D}_p(V) \) such that \( S_0 = S \) and \( \Lambda S_{n+1} = S_n \). This sequence might not be unique a priori and the construction below depends on it. However, for each current \( S \in \mathcal{D}_p(V) \) we choose such a sequence. The set \( \mathcal{F}_{S_n} \) is defined as the union of the support of all currents of the form

\[
\Lambda \sigma_{1_s} \Lambda \sigma_2 \cdots \Lambda \sigma_{l_s} S_{n+1},
\]

where \( \sigma_i \) are elements of \( B_W(r_V) \). Exactly with the same arguments than for the sets \( \mathcal{N}_K(r) \), we can show that these sets are open and satisfy \( f(\mathcal{F}_{S_{n+1}}) \subseteq \mathcal{F}_{S_n} \). We have the following relation between \( V, \mathcal{N}_r(r_V) \), and \( \mathcal{F}_{S_n} \).

**Lemma 3.31.** There exists an integer \( m \geq 1 \) such that \( \mathcal{N}_r(r_V) \subset \bigcup_{n=0}^{m} \mathcal{F}_{S_n} \subset V \) for all \( S \in \mathcal{D}_p(V) \).

**Proof.** The inclusion \( \mathcal{F}_{S_n} \subset V \) for all \( n \geq 0 \) is obvious. It simply comes from the facts that \( \text{supp}(S_n) \subset V \) and \( f(\sigma(V)) \subset V \) for all \( \sigma \in B_W(r_V) \).

In order to prove \( \mathcal{N}_r(r_V) \subset \bigcup_{n=0}^{m} \mathcal{F}_{S_n} \), let \( \chi_1, \ldots, \chi_M \) be positive smooth functions with compact support in \( V \) such that

- \( \sum_{i=1}^{M} \chi_i \geq 1_{A \cap J_s} \), where \( A \) is the attracting set associated to \( V \),
- for each \( 1 \leq i \leq M, c_i := \langle T^s, \chi_i \omega^p \rangle > 0 \),
- the diameter of \( \text{supp}(\chi_i) \) is less than \( \eta_V / 2 \).

Since \( \tau \) is attractive on \( V \), it follows from Lemma \[ 3.23 \] that \( \lim_{n \to \infty} \Delta_{n \chi_i \omega^p} = c_i \tau \), with \( c_i > 0 \). But the support function \( R \mapsto \text{supp}(R) \) is lower semicontinuous with respect to the weak topology for \( R \) and the Hausdorff metric on the compact sets. Therefore, there exists \( m \geq 1 \) such that \( \text{supp}(\tau) \subset (\text{supp}(\Delta_{m \chi_i \omega^p})) \eta_V / 2 \), for all \( 1 \leq i \leq M \).

Let \( x \) be a point in \( \mathcal{N}_r(r_V) \). Again, by definition there exist \( y \in \text{supp}(\tau) \) and \( \sigma_1, \ldots, \sigma_l \in B_W(r_V) \) such that \( x = f \circ \sigma_1 \cdots f \circ \sigma_l(y) \). On the other hand, since \( \sum_{i=1}^{M} \chi_i \geq 1_{A \cap J_s} \) and \( \| S_{m+l+1} \wedge T^s \| = 1 \), there is \( 1 \leq i \leq M \) such that \( \langle S_{m+l+1}, \chi_i \omega^s \rangle > 0 \). Moreover, we deduce from the invariance of \( \text{supp}(\tau) \) by \( f \) and from \( y \in \text{supp}(\tau) \subset (\text{supp}(\Delta_{m \chi_i \omega^p})) \eta_V / 2 \) that there exist \( z \in \text{supp}(\chi_i) \), an integer \( 1 \leq j \leq m \) and \( \sigma \in B_W(r_V) \) such that \( y = f(\sigma(f^j(z))) \).
Finally, since the diameter of $\text{supp}(\chi_i)$ is less than $\eta_V/2$ and $\langle S_{m+l+1}, \chi_i \omega^0 \rangle > 0$ there is $w \in \text{supp}(S_{m+l+1})$ and $\sigma' \in B_W(r_V)$ such that $\sigma'(w) = z$. It follows that $x$ is in the support of

$$\Lambda \sigma_{1*} \cdots \Lambda \sigma_{l*} \Lambda \sigma_* \Lambda^* \sigma' S_{m+l+1}$$

which is contained in $\mathcal{V}_{S_{m-j}}$ with $0 \leq m - j \leq m - 1$.

Notice that we will not need in the sequel that $m$ is uniform in $S \in \mathcal{D}_p(V)$.

**Remark 3.32.** Since $\tau$ is attractive on $\mathcal{M}_r(r_V)$, we can exchange $V$ by $\mathcal{M}_r(r_V)$ and thus obtain $\mathcal{M}_r(r_V) = \bigcup_{n=0}^m \mathcal{V}_{S_n}$.

If $\phi$ is in $\mathcal{P}(V)$ we define

$$c_\phi := \max_{S \in \mathcal{D}_p(V)} \langle S, \phi \rangle,$$

which is a maximum because $\mathcal{D}_p(V)$ is compact. Observe that if $L^n \phi := d^{-sn} f^{n*} \phi$ then $c_{L^n \phi} = c_\phi$ for all $n \geq 1$ since $\langle S, L^n \phi \rangle = \langle \Lambda^n S, \phi \rangle$ and that $\Lambda^n \mathcal{D}_p(V) = \mathcal{D}_p(V)$. If $S$ is in $\mathcal{D}_p(V)$ then we denote by $\mathcal{P}_S$ the set of forms $\phi$ in $\mathcal{P}(V)$ such that $\langle S, \phi \rangle = c_\phi$. Finally, we define for a given $\phi \in \mathcal{P}(V)$ the following objects inductively. Let $R_0 \in \mathcal{D}_p(V)$ be a current such that $\langle R_0, \phi \rangle = c_\phi$ and let $I_0 := \{0\}$, $i(0) := 0$. For $n \geq 1$ we define

$$i(n) := \inf \{l \geq i(n-1) + 1 \mid \exists R \in \mathcal{D}_p(V), \langle R, L^l \phi \rangle = \langle R, L^i \phi \rangle = c_\phi \forall i \in I(n-1)\}.$$ 

If $i(n) = +\infty$, we set $I(n) := I(n-1)$ and $R_n := R_{n-1}$. Otherwise, we set $I(n) := I(n-1) \cup \{i(n)\}$ and we choose a current $R_n \in \mathcal{D}_p(V)$ such that $\langle R_n, L^i \phi \rangle = c_\phi$ for all $i \in I(n)$. Finally, $I(\infty) := \bigcup_{n \geq 1} I(n)$ is the limit of the sets $I(n)$ and we choose a limit value $R_\infty \in \mathcal{D}_p(V)$ of the sequence $(R_n)_{n \geq 1}$. Observe that $L^i \phi$ belongs to $\mathcal{D}_p$ for all $i \in I(\infty)$ and that $I(\infty)$ is a maximal subset of $\mathbb{N}$ with such a current. The next step is to show that $I(\infty)$ contains an infinite arithmetic progression.

**Proposition 3.33.** Let $S$ be in $\mathcal{D}_p(V)$ and let $(S_n)_{n \geq 0}$ be a sequence in $\mathcal{D}_p(V)$ such that $S_0 = S$ and $\Lambda S_{n+1} = S_n$. There exist an integer $\gamma \geq 1$ and a current $R \in \mathcal{D}_p(V)$ such that both $\mathcal{D}_S$ and $\mathcal{D}_{S_\gamma}$ are contained in $\mathcal{D}_R$. In particular, applied to $S = R_\infty$ it implies that $I(\infty) + \gamma \subset I(\infty)$.

**Proof.** Let $m \geq 1$ be the constant obtained from Lemma 3.31. Let $S_{n+2m+1}$ be a subsequence of $S_{n+2m+1}$ which converges. We call the limit $S_{2m+1}$ and as $\Lambda S_{n+1} = S_n$ we have that $S_{n+1}$ converges to $S_{\infty, l} := \Lambda^{2m+1} S_{n+2m+1}$ for all $0 \leq l \leq 2m + 1$. Since $\mathcal{D}_p(V)$ is compact, all these currents belong to it.

It follows from Lemma 3.31 that $\mathcal{M}_r(r_V) \subset \bigcup_{n=0}^m \mathcal{V}_{S_{\infty, l}}$ and $\mathcal{M}_r(r_V) \subset \bigcup_{n=0}^m \mathcal{V}_{S_{\infty, m+1+l}}$. Therefore, there exist $0 \leq \gamma_1, \gamma_2 \leq m$ such that $\mathcal{V}_{S_{\infty, \gamma_1}} \cap \mathcal{V}_{S_{\infty, m+1+\gamma_2}} \neq \emptyset$. Moreover, $\mathcal{V}_{S_{\infty, \gamma}}$ is invariant and $f(\mathcal{V}_{S_{\infty, \gamma}}) \subset \mathcal{V}_{S_{\infty, \gamma}}$ thus $\mathcal{V}_{S_{\infty, \gamma}} \cap \mathcal{V}_{S_{\infty, \gamma}} \neq \emptyset$ with $\gamma := m+1 + \gamma_2 - \gamma_1 \geq 1$. From this it is easy to see, by combining the construction in Proposition 2.8 and in Lemma 3.11 that there are a positive smooth function $\chi$ with compact support in $V$ and two structural disks $\{S_{\infty, 0}(\theta)\}_{\theta \in \mathbb{D}}$, $\{S_{\infty, \gamma}(\theta)\}_{\theta \in \mathbb{D}}$ of center $S_{\infty, 0}$ and $S_{\infty, \gamma}$ respectively such that

$$\langle T^s, \chi \omega^0 \rangle = \alpha > 0, \quad S_{\infty, 0}(\theta_0) \geq \chi \omega^p \quad \text{and} \quad S_{\infty, \gamma}(\theta_0) \geq \chi \omega^p,$$

for some $\alpha > 0$, $\theta_0 \in \mathbb{D}$. Moreover, as in Proposition 2.8 the map $R \mapsto R(\theta_0)$ defined by the construction above is continuous with respect to weak topology and the $C^\infty$ topology respectively. Therefore, possibly by slightly modifying $\chi$ we obtain that the corresponding structural disks $\{S_{n_1}(\theta)\}_{\theta \in \mathbb{D}}$, $\{S_{n_1+\gamma}(\theta)\}_{\theta \in \mathbb{D}}$ of center $S_{n_1}$ and $S_{n_1+\gamma}$ respectively satisfy

$$S_{n_1}(\theta_0) \geq \chi \omega^p \quad \text{and} \quad S_{n_1+\gamma}(\theta_0) \geq \chi \omega^p,$$
for $n_i$ large enough.

Since, the disks $\{\Lambda^n S_{n_i}(\theta)\}_{\theta \in \mathbb{D}}$ and $\{\Lambda^n S_{n_i+\gamma}(\theta)\}_{\theta \in \mathbb{D}}$ are centered at $S$ and $S_\gamma$ respectively, the domination above implies, by Lemma 2.10 that if $\alpha R$ is a limit value of $\Lambda^n \chi^p$ then $R$ is in $\mathcal{P}_p(V)$ and $\langle R, \phi \rangle = c_\phi$, $(R, \psi) = c_\psi$ as soon as $\phi \in \mathcal{P}_S$ and $\psi \in \mathcal{P}_{S_\gamma}$, i.e. $\mathcal{P}_S \cup \mathcal{P}_{S_\gamma} \subset \mathcal{P}_R$.

To prove the last point, observe that by taking $S = R_\infty$ we obtain a current $R \in \mathcal{P}_p(V)$ such that $L^i \phi$ and $L^{i+\gamma} \phi$ both belong to $\mathcal{P}_R$ for all $i \in I(\infty)$. But as $I(\infty)$ is maximal, it turns out that $I(\infty) + \gamma \subset I(\infty)$.

Here is the only point where the fact that $\tau$ is attractive for all the iterates of $f$ is involved.

**Lemma 3.34.** Let $\phi$ be in $\mathcal{P}(V)$. If there exist an integer $\gamma \geq 1$ and a current $S \in \mathcal{P}_p(V)$ such that $L^{n\gamma} \phi \in \mathcal{P}_S$ for all $n \geq 0$ then $\phi$ belongs to $\mathcal{P}_\tau$.

**Proof.** If $S, L^{n\gamma} \phi) = c_\phi$ for all $n \geq 0$ then for all $N \geq 1$

$$\left\langle \frac{1}{N} \sum_{n=1}^{N} L^{n\gamma} S, \phi \right\rangle = c_\phi.$$  

Any limit value $S_\infty$ of $N^{-1} \sum_{n=1}^{N} L^{n\gamma} S$ is invariant by $\Lambda^\gamma$. As $\tau$ is the unique attracting current in $V$ with respect to $f^\gamma$, it follows from Remark 3.20 that

$$\langle \tau, \phi \rangle \geq \langle S_\infty, \phi \rangle = c_\phi.$$ 

Therefore, since $c_\phi := \max_{R \in \mathcal{P}_p(V)} \langle R, \phi \rangle$ and $\tau \in \mathcal{P}_p(V)$ we conclude that $\langle \tau, \phi \rangle = c_\phi$ and thus $\phi \in \mathcal{P}_\tau$.

We can now prove the following theorem which gives the convergence in Theorem 1.3.

**Theorem 3.35.** If $R$ is a continuous form in $\mathcal{C}_p(V)$ then $\lim_{n \to \infty} \Lambda^n R = \tau$.

**Proof.** Let $\phi$ be in $\mathcal{P}(V)$ and let $I(\infty)$ and $R_\infty$ as above. By Proposition 3.33 there exists $\gamma \geq 1$ such that $I(\infty) + \gamma \subset I(\infty)$. In particular, as $0$ belongs to $I(\infty)$ we deduce that $n\gamma \in I(\infty)$ for all $n \geq 0$, i.e. $L^{n\gamma} \phi$ is in $\mathcal{P}_{R_\infty}$ for all $n \geq 0$. It follows from Lemma 3.34 that $\phi$ is in $\mathcal{P}_\tau$. Therefore, since $\phi \in \mathcal{P}_p(V)$ was arbitrary, we have $\mathcal{P}_\tau = \mathcal{P}_p(V)$.

From this, the proof is very similar to the one of Lemma 3.33. Let $R$ be a continuous form in $\mathcal{C}_p(V)$. We choose a subsequence $(\Lambda^{n_i} R)_{i \geq 0}$ which converges toward a current $R'$. It has to satisfy $R' \in \mathcal{P}_p(V)$ and therefore $\langle R', \phi \rangle \leq c_\phi = \langle \tau, \phi \rangle$ for all $\phi \in \mathcal{P}(V)$ as $\mathcal{P}(V) = \mathcal{P}_\tau$. Let $\chi$ be a positive smooth function, bounded by 1, equal to 1 on $f(\mathcal{N}(r_V))$ and with support in $\mathcal{N}(r_V)$. In particular, $\chi \circ f \geq \chi$. Moreover, arguing as in Proposition 2.8 and Lemma 3.11 we can construct a structural disk $\{\tau(\theta)\}_{\theta \in \mathbb{D}}$ of center $\tau$ such that $\tau(\theta) > 0$ on supp($\chi$) if $|\theta| < 1$ is large enough. If $\phi \in \mathcal{P}(V)$ then the sequence of subharmonic functions defined by

$$u_i(\theta) := \langle \Lambda^{n_i} \tau(\theta), \phi \rangle$$

verifies $\lim_{i \to \infty} \sup_{\tau_{\infty}} u_i(\theta) \leq c_\phi$ and $u_i(0) = c_\phi$ for all $i \geq 0$. Therefore, Lemma 2.11 implies that $\lim_{i \to \infty} u_i(\theta) = c_\phi$ for almost all $\theta \in \mathbb{D}$. In particular, possibly by exchanging $(n_i)_{i \geq 0}$ by a subsequence, there exists $\theta_1 \in \mathbb{D}$ such that $\tau(\theta_1) > 0$ on supp($\chi$) and $\lim_{i \to \infty} \langle \Lambda^{n_i} \tau(\theta_1), \phi \rangle = c_\phi$. Let $l \geq 0$ be large enough and define $S := d^{-l}(f^l)^*(\tau(\theta_1))$. As in Lemma 3.23 we can use a regularization in $\mathcal{C}_p(f^{-l}(V))$ of $S$ in order to obtain a structural disk $S$ such that $\lim_{n \to \infty} \langle S(\theta), \phi \rangle = c_\phi$ and $S(\theta) > 0$ on supp($\chi \circ f^l$) for all $\theta \in \mathbb{D}$. 26
In particular, as $R$ is continuous, if $\theta_2 \in \mathbb{D}^s$ there is $c > 0$ such that $c\chi \circ f^iR \leq S(\theta_2)$. It follows that
\[
\langle R', \phi \rangle = \lim_{i \to \infty} \langle \Lambda^n R, \phi \rangle \geq \lim_{i \to \infty} \langle \Lambda^n(\chi \circ f^iR), \phi \rangle = \lim_{i \to \infty} \langle \Lambda^{ni-1}(\chi \Lambda^i R), \phi \rangle = c_i c_\phi,
\]
where $c_i := (\chi \Lambda^i R, T^s)$.

On the other hand, since $\tau$ is attractive on $V$, we have $\lim_{N \to \infty} \Delta N R = \tau$. Moreover, $\chi \circ f \geq \chi$ implies that $c_i$ is an increasing sequence and its Cesàro mean converges to $\langle \tau, \chi T^s \rangle = 1$. Thus, $\lim_{i \to \infty} c_i = 1$ and therefore $\langle R', \phi \rangle \geq c_\phi$. As the equality holds for all $\phi \in \mathcal{P}(V)$ we have that $R' = \tau$. The result follows since $R'$ was an arbitrary limit value of $(\Lambda^n R)_{n \geq 1}$.

### 3.6 Speed of convergence

In this subsection, we study the speed of convergence in Theorem 3.35 and its consequences. First we show that the convergence is uniform for uniformly bounded currents. We were not able to establish an exponential speed in general. However, we prove it for pluriharmonic observables which will allow us to apply techniques developed in [Cat13] and [DT16] in order to obtain an exponential speed in some special cases.

As in the previous subsection, we fix an attracting current $\tau$ of bidegree $(p, p)$ which is attractive on a codimension $p$ trapping region $V$ and we assume that $\tau$ is attractive on $V$ with respect to any iterates of $f$.

**Proposition 3.36.** Let $M > 0$. If $(R_n)_{n \geq 1}$ is a sequence of continuous forms in $\mathcal{C}_p(V)$ such that $\|R_n\|_\infty \leq M$ then
\[
\lim_{n \to \infty} \Lambda^n R_n = \tau.
\]

**Proof.** Using a dense sequence in $\mathcal{C}_p(V)$ it is easy to construct $S \in \mathcal{C}_p(\overline{V})$ such that $\text{supp}(R) \subset \text{supp}(S)$ for all $R \in \mathcal{C}_p(V)$. Observe that $\nabla V \subset f^{-1}(V)$ and therefore we can consider a regularization $\tilde{S}$ of $S$ in $f^{-1}(V)$ obtained by Proposition 2.8. It is a smooth form which satisfies $\tilde{S} > 0$ on $\text{supp}(S)$. In particular, $\tilde{S} > 0$ on $\text{supp}(R)$ for all $R \in \mathcal{C}_p(V)$. Since $\tau$ is attractive on $V$, it is also attractive on $f^{-1}(V)$ thus $\lim_{n \to \infty} \Lambda^n \tilde{S} = \tau$. If $(R_n)_{n \geq 1}$ is a sequence of continuous forms in $\mathcal{C}_p(V)$ which are uniformly bounded, there is $0 < c < 1$ such that $\tilde{S} \geq c R_n$ for all $n \geq 1$. On the other hand, any limit value $R'$ of $(\Lambda^n R_n)_{n \geq 1}$ is in $\mathcal{L}_p(V)$ and therefore has to satisfy $\langle R', \phi \rangle \leq \langle \tau, \phi \rangle$ for all $\phi \in \mathcal{P}(V)$ as we have seen in the proof of Theorem 3.35. The same is true for the limit values of $(1 - c)^{-1} \Lambda^n (\tilde{S} - c R_n)$ hence we can apply Lemma 2.10 which implies that $\lim_{n \to \infty} \langle \Lambda^n R_n, \phi \rangle = \langle \tau, \phi \rangle$ for all $\phi \in \mathcal{P}(V)$ i.e. $\lim_{n \to \infty} \Lambda^n R_n = \tau$.

We denote by $\mathcal{H}$ the set of continuous real $(s, s)$-forms $\phi$ on $V$ such that $dd^c \phi = 0$ and $|\langle R - \tau, \phi \rangle| \leq 1$ for all $R \in \mathcal{C}_p(V)$.

**Proposition 3.37.** There exist two constants $C > 0$ and $0 < \lambda < 1$ such that for all $R \in \mathcal{C}_p(V)$, $\phi \in \mathcal{H}$, and $n \geq 1$ we have
\[
|\langle \Lambda^n R - \tau, \phi \rangle| \leq C \lambda^n.
\]

**Proof.** First we consider the regularization $\{\tau(\theta)\}_{\theta \in \mathbb{D}}$ of $\tau$ in $V$ obtained by Proposition 2.8. If $\phi$ is in $\mathcal{H}$ then $u(\theta) := \langle \tau(\theta) - \tau, \phi \rangle$ defines a harmonic function on $\mathbb{D}$ such that $|u| \leq 1$ and $u(0) = 0$. Therefore, if $\theta_0 \in \mathbb{D}$ then by Harnack’s inequality there exists $\alpha < 1$ such that $|\langle \tau(\theta_0) - \tau, \phi \rangle| \leq \alpha$ for all $\phi \in \mathcal{H}$.
If $R \in \mathcal{C}_p(V)$ then we denote by $\mathcal{R}$ the structural disk obtained by regularizing $R$ in $f^{-1}(V)$. Observe that by Proposition 2.8 there exist $\theta_1 \in \mathbb{D}^n$ and $M > 0$ such that $|\mathcal{R}(\theta_1)|_\infty \leq M$ for all $R \in \mathcal{C}_p(V)$. For each $n \geq 2$, we denote by $\mathcal{R}_n(\theta)$ the regularization of $\Lambda^n(\mathcal{R}(\theta))$ in $V$ evaluated at $\theta$. It is easy to check that $\mathcal{R}_n$ corresponds to the diagonal of a structural variety defined on $\mathbb{D}^2$ in $\mathcal{C}_p(V)$ and thus, it is a structural disk in $\mathcal{C}_p(V)$ which center is $\Lambda^nR$.

Since $\tau$ is attractive on $f^{-1}(V)$, by Proposition 3.36 $\Lambda^n\mathcal{R}(\theta_1)$ converges to $\tau$ uniformly on $R \in \mathcal{C}_p(V)$. Therefore, the continuity in Proposition 2.8 implies that there exist $\theta_0 \in \mathbb{D}$, $0 < c < 1$ and $N \geq 2$ such that

$$|\mathcal{R}_N(\theta_1)| \geq c\tau(\theta_0)$$

for all $R \in \mathcal{C}_p(V)$. If $\phi$ is in $\mathcal{H}$ then the function $v(\theta) := \langle \mathcal{R}_N(\theta) - \tau, \phi \rangle$ is harmonic with $|v| \leq 1$ and

$$v(\theta_1) = \langle \mathcal{R}_N(\theta_1) - \tau, \phi \rangle = \langle (\mathcal{R}_n(\theta_1) - c\tau(\theta_0)) - (1 - c)\tau, \phi \rangle + c(\tau(\theta_0) - \tau, \phi) \leq 1 - c + \alpha c,$$

where $\alpha < 1$ is defined above. Thus, $\langle \mathcal{R}_N(\theta_1) - \tau, \phi \rangle \leq 1 - c + \alpha c < 1$ for all $\phi \in \mathcal{H}$ and $R \in \mathcal{C}_p(V)$ and therefore, by Harnack’s inequality there exists $\tilde{\lambda} < 1$ such that

$$\langle \Lambda^n R - \tau, \phi \rangle \leq \tilde{\lambda} \Lambda^n R - \tau, \phi \rangle \leq \lambda.$$ As $-\phi \in \mathcal{H}$ if $\phi \in \mathcal{H}$, we obtain that $|\langle \Lambda^n R - \tau, \phi \rangle| \leq \tilde{\lambda}$ for all $R \in \mathcal{C}_p(V)$, i.e. $\tilde{\lambda}^{-1}L^n \phi \in \mathcal{H}$. It follows that $\tilde{\lambda}^{-n}L^n \phi \in \mathcal{H}$ for all $\phi \in \mathcal{H}$. In particular

$$|\langle \Lambda^n R - \tau, \phi \rangle| \leq \tilde{\lambda}$$

for all $R \in \mathcal{C}_p(V)$, $\phi \in \mathcal{H}$ and $n \geq 1$ which implies the desired result.
Sketch of proof. We only give the main ideas and we refer to [DT16] or [Tan13] for details.

For (1), we can consider the unique function $u$ such that $dd^c u = R - \tau$ and $\langle \mu, u \rangle = 0$. If $u_n := d^{-sn}f_s u$ then $dd^c u_n = \Lambda^n R - \tau$. On one hand, when $x \in V$ the assumption of small topological degree implies that most of the points in $f^{-n}(x)$ are outside $V$. On the other hand, an easy consequence of Proposition 3.37 is that $|u_n(y)| \leq c^n$ uniformly for $y \in \mathbb{P}^k \setminus V$. These two facts and a volume estimate for sublevel sets of p.s.h functions implies that $(u_n)_{n \geq 1}$ converges exponentially fast to $0$ in $L^1$ which is equivalent to the desired result. Observe that in that setting we also obtain exactly as in [DT16] that $\tau$ have continuous local potentials.

In the second case, we need a resolution of the $dd^c$-equation with estimates for $dd^c$-exact $(s + 1, s + 1)$-forms on $V$. To this aim, we follow the method of Dinh-Nguyen-Sibony in [DNS08]. In short, we start with a real $C^2$ $(s, s)$-form $\phi$ on $V_1$ and we use the deformation retraction to solve $d\xi = dd^c \phi$ with estimates and we can assume that $\xi$ is real, i.e., $\xi = \overline{\Xi} + \Xi$ where $\Xi$ is a $(s, s + 1)$-form. As $d\xi$ is a $(s + 1, s + 1)$-form, it follows that $\partial \overline{\Xi} = 0$ and $d\xi = \partial \Xi + \overline{\partial \Xi}$. The deformation retraction also implies that $H^{s, s + 1}(V_1, \mathbb{C}) = 0$. Therefore, $\Xi$ is $\partial$-exact on $V_1$ and thus on $V$. Since $V$ is strictly $(p - 1)$-convex we can use the version with estimates of the Andreotti-Grauert theory by Henkin-Leiterer [HL88] to solve the $\overline{\partial} \psi = \Xi$ with estimates on $V$. Hence, if $\psi = -i \pi (\Psi - \overline{\Psi})$ then $dd^c \psi = \overline{\partial} \overline{\partial} \psi = \overline{\partial} \Xi + \partial \Xi = dd^c \psi$ on $V$.

In a second time, let $R$ be in $\mathcal{C}_p(V)$ and let $\phi$ be a $C^2$ $(s, s)$-form on $\mathbb{P}^k$. The assumption on $\|\bigwedge^{s+1} Df(z)\|$ implies that $\|d^{-sn} dd^c f^{sn} \phi\|_{\infty, V_2}$ is small. Therefore, the resolution above gives the existence of a $(s, s)$-form $\psi_n$ on $V$ such that $\|\psi_n\|_{\infty, V}$ is small and $dd^c \psi_n = d^{-sn} dd^c f^{sn} \phi$. Hence, we have
\[
\langle \Lambda^{n+1} R - \tau, \phi \rangle = \langle \Lambda^l R - \tau, d^{-sn} dd^c f^{sn} \phi - \psi_n \rangle + \langle \Lambda^l R - \tau, \psi_n \rangle.
\]

By Proposition 3.37 the first term is small if $l$ is large enough and the second one is small since $\psi_n$ is small.

Remark 3.39. 1) The $(p - 1)$-convexity assumption always holds in a larger trapping region. Indeed, as we have already observe if $V$ is a trapping region of codimension $p$ then the same holds for its $(p - 1)$-pseudoconvex hull $\overline{V}$. By definition, $\overline{V} = \mathbb{P}^k \setminus \text{supp}(S)$ for some $S \in \mathcal{C}_{s+1}(\mathbb{P}^k)$. Using a regularization $S'$ of $S$, we can obtain an open set $\overline{V}' := \mathbb{P}^k \setminus \text{supp}(S')$ with smooth boundary. By [FS09], it is $(p - 1)$-pseudoconvex. Hence, a result of Matsumoto [Mat92] implies that $\overline{V}'$ is $(p - 1)$-convex. Reducing slightly $\overline{V}'$ we obtain a codimension $p$ trapping region which contains $V$ and which is strictly $(p - 1)$-convex.

2) The notion of small topological degree is well-adapted to codimension 1 attracting sets. In codimension $p$, we can consider trapping regions $V$ such that for each current $S \in \mathcal{C}_{s+1}(\mathbb{P}^k)$ we have $\limsup_{n \to \infty} \|f^{\ast n} S\|_{\overline{V}}^{1/n} < d^s$. Very likely, Theorem 3.35 should hold in that setting and $\tau$ should have continuous super-potential (see [DS09] for this notion). With our approach it is necessary to solve the $dd^c$-equation on $V$ which seems possible to handle with considering the first point of this remark.

The second condition seems difficult to check at first sight but if the associated attracting set $A$ is a complex manifold of dimension $s$ then the existence of arbitrarily small neighborhoods as $V_1$ is easy. Moreover, in that case $A$ is $(p - 1)$-complete thus by Theorem IX.2.13, $A$ admits a fundamental family of strictly $(p - 1)$-convex neighborhoods. If furthermore $f$ is sufficiently critical on $A$, e.g. if $df$ vanishes in all directions normal to $A$, then $\bigwedge^{s+1} Df$ vanishes on $A$ and the condition (2) is fulfilled by some well-chosen neighborhoods $V \subset V_1 \subset V_2$ of $A$. Small perturbations of such maps give a large family of examples which satisfy this condition since both conditions in Theorem 3.38 are stable.
under perturbations. We give two special families of examples. The first one is inspired by [BD02 Theorem 4.1].

**Example 3.40.** Let \( g : \mathbb{P}^s \rightarrow \mathbb{P}^k \) be a holomorphic map such that \( A_0 := g(\mathbb{P}^s) \) is smooth and of dimension \( s \). Let \( I \subset \mathbb{P}^k \) be a linear subspace of dimension \( p - 1 \) such that \( I \cap A_0 = \emptyset \). If \( L \subset \mathbb{P}^k \) is a linear subspace of dimension \( s \) then we can consider the projection \( \pi : \mathbb{P}^k \setminus I \rightarrow L \). By identifying \( L \) with \( \mathbb{P}^s \) we obtain a map \( f_0 := g \circ \pi : \mathbb{P}^k \setminus I \rightarrow \mathbb{P}^k \) with \( f_0(A_0) = A_0 \) and which has rank \( s \). In particular, \( \Lambda^{s+1} Df_0 = 0 \) everywhere. A generic small perturbation of \( f_0 \) gives a holomorphic map \( f : \mathbb{P}^k \rightarrow \mathbb{P}^k \) which has an attracting set \( A \) near \( A_0 \) which satisfies condition (2) in Theorem 3.38. Moreover, if for the perturbation we only use homogeneous polynomials \( h_i \) such that \( h_i = 0 \) on \( A_0 \) then \( A = A_0 \).

The second family concerns perturbations of invariant critical hypersurfaces. They are the counterparts in higher dimension of super-attractive fixed points in dimension 1.

**Example 3.41.** Let \( f_0 \) be in \( \mathcal{A}_d(\mathbb{P}^k) \). Assume there exists a smooth hypersurface \( H \) which is \( f_0 \)-invariant and included in the critical set of \( f_0 \). Then, by [FS94, Lemma 7.9] and [Sta06], \( H \) is an attracting set for \( f_0 \). Since \( H \) is critical, any small perturbation of \( f_0 \) has an attracting set close to \( H \) which satisfies (2) in Theorem 3.38.

We now show that the equidistribution toward \( \tau \) gives an estimate on the mass of \( (f^n)^* \omega^{s+1} \) which stay near \( \tau \). In particular, if the equidistribution has exponential speed then it will imply that the measure \( \nu = \tau \wedge T^s \) is hyperbolic, cf. Theorem 4.4. Recall that \( \tilde{V} \) denotes the \( s \)-pseudoconcave core of \( V \) defined in Definition 2.4. It is also a trapping region which contains the current \( \tau \).

**Proposition 3.42.** If \( f \) and \( V \) are as above then \( ||(f^n)^* \omega^{s+1}||_{\tilde{V}} = o(d^{sn}) \). Moreover, let assume that for each \( M > 0 \) there exist constants \( \lambda < 1 \) and \( c > 0 \) such that

\[
|\langle \Lambda^n (S - R), \phi \rangle| \leq c \lambda^n,
\]

for all \( n \geq 0, \phi \in \mathcal{P}(V) \) and continuous forms \( S, R \in \mathcal{C}_p(V) \) such that \( ||S||_\infty \leq M, ||R||_\infty \leq M \). Hence, we have

\[
\limsup_{n \to \infty} \left( ||(f^n)^* \omega^{s+1}||_{\tilde{V}} \right)^{1/n} \leq \lambda d^s < d^s.
\]

**Proof.** Since \( \tilde{V} \) is a trapping region, it admits a small neighborhood \( \tilde{V}' \) such that \( f(\tilde{V}') \Subset \tilde{V} \Subset \tilde{V}' \). Let \( \chi \) be a positive smooth function with support in \( \tilde{V}' \) and such that \( \chi = 1 \) on \( \tilde{V} \).

By the definition of \( \tilde{V} \), if \( \tilde{V}' \) is small enough there exists a smooth form \( S \in \mathcal{C}_p(\tilde{V}') \) such that \( S > 0 \) on \( \tilde{V} \). Therefore, if \( \phi \) is a current, smooth on \( \tilde{V}' \), such that \( dd^c \phi = \omega^{s+1} - T^{s+1} \) then we have

\[
d^{-sn} ||(f^n)^* \omega^{s+1}||_{\tilde{V}} \leq d^{-sn} \langle (f^n)^* \omega^{s+1}, \chi \omega^{p-1} \rangle = d^{-sn} \langle \omega^{s+1} - T^{s+1}, (f^n)^*(\chi \omega^{p-1}) \rangle = \langle \Lambda^n dd^c (\chi \omega^{p-1}), \phi \rangle = \langle b \Lambda^n (S - R), \phi \rangle,
\]

where \( b > 0 \) is a constant such that \( bS \geq dd^c (\chi \omega^{p-1}) \) and \( R := S - b^{-1} dd^c (\chi \omega^{p-1}) \). The fact that \( \tau \) is attractive on \( V \) implies that \( \lim_{n \to \infty} \langle \Lambda^n (S - R), \phi \rangle = 0 \). This proves the first point. Moreover, if we have an exponential speed of convergence

\[
|\langle \Lambda^n (S - R), \phi \rangle| \leq c \lambda^n,
\]

then obviously we obtain the second point in the proposition. \( \Box \)
4 The equilibrium measures

In this section, we deduce several properties on the equilibrium measure $\nu_\tau := \tau \wedge T^s$ associated to $\tau$ from the equidistribution results towards $\tau$. Most of the arguments in this section are now standard. The upper bound for the entropy of $\nu_\tau$ directly comes from [Dim07] and [HT04] following Gromov [Gro03]. The proof of the lower bound and of the mixing property of $\nu_\tau$ are based on [BS92]. Finally, the estimates on the Lyapunov exponents follow [HT04]. As the proofs are almost identical, we mainly focus our attention on the differences and the writing will be concise.

In this section, as in the end of Section 3 we fix an attracting current $\tau$ of bidegree $(p,p)$ which is attractive on a codimension $p$ trapping region $V$ and we assume that $\tau$ is attractive on $V$ with respect to every iterates of $f$.

**Theorem 4.1.** The measure $\nu_\tau$ is mixing.

**Proof.** Let $\phi$ and $\psi$ be two smooth real-valued functions. We have to show that

$$\lim_{n \to \infty} \langle \nu_\tau, \phi(f^n) \rangle = \langle \nu_\tau, \phi \rangle \langle \nu_\tau, \psi \rangle.$$

Since $\nu_\tau = \tau \wedge T^s$, we have

$$\langle \nu_\tau, \phi(f^n) \rangle = \langle (\Lambda^n \phi \tau) \wedge T^s, \psi \rangle.$$

In order to prove that $\Lambda^n(\phi \tau)$ converges to $(\tau \wedge T^s, \phi \tau)$ we observe that the currents $S^\pm := 2\tau \pm \|\phi\|^{-1} \phi \tau$ are both positive and $c^\pm := \langle S^\pm, T^s \rangle = 2 \pm \|\phi\|^{-1} \langle \nu_\tau, \phi \rangle$. Therefore, if $\Psi$ belongs to $\mathcal{P}(V)$ then $\sup_{n \to \infty} \langle \Lambda^n S^\pm, \Psi \rangle \leq c^\pm(\tau, \Psi)$. It follows easily that $\langle \Lambda^n(\phi \tau), \Psi \rangle$ converges to $\langle \nu_\tau, \phi \rangle \langle \tau, \Psi \rangle$ for all $\Psi \in \mathcal{P}(V)$, i.e. $\Lambda^n(\phi \tau)$ converges to $\langle \nu_\tau, \phi \rangle \tau$. Thus the theorem follows from Lemma 3.3.

**Theorem 4.2.** The measure $\nu_\tau$ has maximal entropy $s \log d$ on $V$.

**Proof.** Since $V \cap \mathcal{J}_{s+1} = \emptyset$, Theorem 3.1 implies that $h_{\nu_\tau}(f) \leq s \log d$. The proof of the lower bound is identical to the one in [BS92] (see also [HT04], [Dim07]) and is based on the following equidistribution result. Let $H$ be a linear subspace of $\mathbb{P}^k$ of dimension $s$ such that there exists a positive smooth function $\chi$ supported on $V$ with $c := \langle [H] \wedge T^s, \chi \rangle > 0$. Lemma 3.23 implies that for a generic choice of $H$, there exists an increasing sequence $n_i$ with $\lim_{i \to \infty} \Lambda^{n_i}(\chi[H]) = ct$. Therefore, by Lemma 3.3 we have

$$\lim_{i \to \infty} \frac{1}{n_i} \sum_{j=0}^{n_i-1} (\Lambda^{n_j}(\chi[H]) \wedge L^{n_i-j}, \omega^s = ct \wedge T^s = \omega_\tau.$$

From this, we can follow the proof of [BS92], based on Yomdin’s result [Yom87], which gives in this setting that $h_{\nu_\tau} \geq s \log d$.

**Theorem 4.3.** The measure $\nu_\tau$ has at least $s$ positive Lyapunov exponents.

**Proof.** Let $\chi_1 \geq \cdots \geq \chi_k$ be the Lyapunov exponents of $\nu_\tau$. Since $h_{\nu_\tau} > 0$, the Margulis-Ruelle inequality implies that $\chi_1 > 0$. On the other hand, if $\log(\text{Jac} f) \notin L^1(\nu_\tau)$ then $\chi_k = -\infty$. In particular, if $\log(\text{Jac} f) \in L^1(\nu_\tau)$ then we can apply the result of [HT04] and otherwise $\chi_1 \neq \chi_k$ and we can use [Din12]. In both cases, we obtain that if $c$ is such that

$$\chi_1 \geq \cdots \geq \chi_c > 0 \geq \chi_{c+1} \geq \cdots \geq \chi_k,$$

then $h_{\nu_\tau} \leq c \log d$. Since $h_{\nu_\tau} = s \log d$, it gives $c \geq s$. 
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We were not able to prove that $\nu_\tau$ is hyperbolic in general. However, all known examples satisfy additional conditions which imply that $\nu_\tau$ has $p = (k - s)$ negative exponents. In particular, $\nu_\tau$ is hyperbolic. Here is a condition which holds for all these examples and, we believe, might also hold in the general case. Define

$$d_{s+1,\text{loc}} := \limsup_{n \to \infty} \|f^{n}\omega_{s+1}\|^{1/n}_V.$$

We state the following theorem without proof. The ideas come from [dT08] and a proof in our setting can be found in [DT16, Section 5] when $s = k - 1$. The general case is identical.

**Theorem 4.4.** If $d_{s+1,\text{loc}} < d^s$ then each ergodic measure $\nu$ supported in $V$ with $h_\nu = s \log d$ is hyperbolic with $p$ exponents smaller or equal to $1/2 \log \left( \frac{d_{s+1,\text{loc}}}{d^s} \right)$ and $s$ exponents larger or equal to $2^{-1} \log d$. In particular, it is the case for $\nu_\tau$.

Proposition 3.32 implies that if the speed of convergence toward $\tau$ is exponential then $d_{s+1,\text{loc}} < d^s$. In particular, it is the case under the assumptions of Theorem 3.38. However, observe that the second condition in this theorem gives easily by itself that $\nu_\tau$ has $p$ negative exponents.

## 5 Properties of attracting currents and bifurcations

In this section, we initiate a study of the interactions between the structure and the dynamics of an attracting set $A$ and its attracting currents. First, we define the irreducible components of $A$ and we give a relation between them and the support of the attracting currents. Our results in this direction are very partial but they show that an attracting set is far to be an arbitrary subset of $P^k$. In a second subsection, we study holomorphic families with a common trapping region and we show that attracting currents can be used to define new currents in the parameter space which may encode some bifurcations.

### 5.1 Irreducible components

Let $U$ be a trapping region of dimension $s$ and let $A$ be the associated attracting set. We proved in Section 3 that the set of attracting currents in $\mathcal{C}_p(U)$ is finite and non-empty. Then, could we recover the attracting set $A$ from the attracting currents? Is $A$ the union of the supports of these attracting currents? If we only consider those in $\mathcal{C}_p(U)$, it is not the case. The self-map $[z : w : t] \mapsto [z^2 : w^2 : t^2]$ of $\mathbb{P}^2 = \mathbb{C}^2 \cup L_\infty$ has $A := (0,0) \cup L_\infty$ as an attracting set. The set $\mathcal{C}_1(A)$ has only one element, $[L_\infty]$, and $A \neq \text{supp}([L_\infty])$. The reason is that $A$ is not of pure dimension 1. It also has a component of dimension 0. Therefore, we also have to consider the attracting currents of smaller bidimensions, i.e. of higher bidegrees. However, this can create redundancies. Indeed, in the above example there are four attracting currents, $[L_\infty]$ and the Dirac masses at the three attractive points, and two of these points lie on $L_\infty$. Thus, we only consider special attracting currents to define the *irreducible components* of $A$.

**Definition 5.1.** An irreducible component of $A$ of dimension $k - l$ is an attracting set $A_S$ associated to a trapping region $A_S(r_U)$ where $S \in \mathcal{C}_1(U)$ is an attracting current such that $A_S(r_U)$ has dimension $k - l$ and is not included in the $(k - l + 1)$-pseudoconvex core of $U$. 
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Following Theorem 3.28 we deduce that an attracting set only has finitely many irreducible components. It is easy to check that when \( A \) is algebraic, possibly by exchanging \( f \) by an iterate, the algebraic irreducible components coincide with the ones defined above. In particular, \( A \) is the union of its irreducible components and \( A_S = \text{supp}(S) \) for each component. Are these two statements still true in general? Although we were not able to prove or disprove them, the following results give a link between \( A_S \) and \( \text{supp}(S) \). The first one has nothing to do with attracting current. We only use that the set \( A_S (r_U) \) is filled by structural disks centered at \( S \).

**Proposition 5.2.** Let \( S \) be an attracting current of bidegree \((l,l)\) in \( U \). Let \( R \) be a positive \( dd^c\)-closed \((k-l,k-l)\)-current defined in \( A_S (r_U) \). Then each connected component of \( \text{supp}(R) \cap A_S (r_U) \) intersects \( \text{supp}(S) \).

The current \( R \) can be chosen as the restriction to \( A_S (r_U) \) of an element of \( \mathcal{C}_{k-l}(\mathbb{P}^k) \). That is why we emphasize with the intersection with \( A_S (r_U) \).

**Proof.** Let \( X \) be a connected component of \( \text{supp}(R) \cap A_S (r_U) \). Assume by contradiction that \( X \cap \text{supp}(S) = \emptyset \). Therefore, there exists a positive smooth function defined on \( A_S (r_U) \) such that \( \chi = 1 \) on a neighborhood of \( X \) and \( \text{supp}(\chi) \cap \text{supp}(S) = \emptyset \). The current \( \chi R \) is non-zero, \( dd^c\)-closed and its support is disjoint from \( \text{supp}(S) \). On the other hand, using the definition of \( A_S (r_U) \), it is easy to construct a structural disk \( S \) in \( \mathcal{C}_l(A_S (r_U)) \) with \( S(0) = S, S(\theta) \) is smooth if \( \theta \in \mathbb{D}^* \) and such that there exists \( \theta_0 \in \mathbb{D}^* \) with \( \langle \chi R, S(\theta_0) \rangle > 0 \). Since \( \chi R \) is \( dd^c\)-closed, Theorem 2.6 implies that the function \( u \) defined by \( u(\theta) := \langle \chi R, S(\theta) \rangle \) is harmonic. But, \( u(0) = 0 \) as \( \text{supp}(\chi R) \cap \text{supp}(S) = \emptyset \). Hence, the maximum principle implies that \( u \) vanishes on \( \mathbb{D} \) which contradicts \( u(\theta_0) = \langle \chi R, S(\theta_0) \rangle > 0 \). \( \square \)

**Remark 5.3.** If \( S \cap R \) is well-defined then each connected component of \( \text{supp}(R) \cap A_S (r_U) \) intersects \( \text{supp}(S \cap R) \). In particular, if \( R \) is the restriction of \( T^{k-l} \) to \( A_S (r_U) \) then each connected component of \( \mathcal{J}_{k-l} \cap A_S (r_U) \) intersects \( \text{supp}(\nu_S) \) where \( \nu_S := S \cap T^{k-l} \). It is likely that these components are related to the stable manifolds of the measure \( \nu_S \).

**Corollary 5.4.** Let \( S \) be an attracting current of bidegree \((l,l)\) in \( U \). If for each \( x \in A_S \) there exists a positive \( dd^c\)-closed \((k-l,k-l)\)-current \( R \) defined on a neighborhood of \( A_S \) such that \( \{x\} \) is a connected component of \( \text{supp}(R) \cap A_S \) then \( A_S = \text{supp}(S) \). In particular, if \( l = 1 \) and the Hausdorff dimension of \( A_S \) is strictly less than \( 2k-1 \) then \( A_S = \text{supp}(S) \).

**Proof.** By definition we have \( \text{supp}(S) \subset A_S \). To prove that \( A_S \subset \text{supp}(S) \), let \( x \) be in \( A_S \) and assume there exist a neighborhood \( \Omega \) of \( A_S \) and a positive \( dd^c\)-closed \((k-l,k-l)\)-current \( R \) defined on \( \Omega \) such that \( x \) is an isolated point in \( \text{supp}(R) \cap A_S \). As \( \Omega \cap A_S (r_U) \) is a neighborhood of the attracting set \( A_S \), we can define by induction, for each \( n \geq 1 \), a decreasing family of trapping regions \((\Omega_n)_{n \geq 1}\) such that \( \Omega_n \) is included in \( \Omega \cap A_S (r_U) \cap (A_S)_{1/n} \). In particular, \( S \) is attractive on \( \Omega_n \). Therefore, by Proposition 5.2 \( \text{supp}(S) \) intersects the connected component \( X_n \) of \( A_S (r_{\Omega_n}) \cap \text{supp}(R) \) which contains \( x \). These sets form a decreasing family of connected compact subsets of \( \text{supp}(R) \) which all intersect \( \text{supp}(S) \). Hence, \( X_\infty := \bigcap_{n \geq 1} X_n \) is also a compact connected subset of \( \text{supp}(R) \) which intersects \( \text{supp}(S) \). Moreover, \( X_n \subset (A_S)_{1/n} \) thus \( X_\infty \subset A_S \). It follows that \( X_\infty = \{x\} \) and \( x \in \text{supp}(S) \).

The last point comes from the fact that if the Hausdorff dimension of \( A_S \) is less than \( 2k-1 \) then the Hausdorff dimension of a generic slice of \( A_S \) by a line \( H \) is less then 1 and thus is totally disconnected. Hence, the result above applies with \( R = [H] \). \( \square \)
This criteria applies to the following family.

**Example 5.5.** Let $g$ be in $\mathcal{H}_q(\mathbb{P}^s)$. If $k > s$ we can consider the endomorphism $f_0$ of $\mathbb{P}^k$ defined by

$$[z_0 : \cdots : z_s : z_{s+1} : \cdots : z_k] \mapsto [g(z_0, \ldots, z_s) : z_{s+1} : \cdots : z_k^d].$$

It has degree $d$ and the dimension $s$ linear spaces $L := \{[z_0 : \cdots : z_k] \in \mathbb{P}^k \mid z_{s+1} = \cdots = z_k = 0\}$ is an attracting set for $f_0$. Moreover, $f_0$ also preserves the pencil $P$ of dimension $p$ linear spaces which contain $I := \{[z_0 : \cdots : z_k] \in \mathbb{P}^k \mid z_0 = z_1 = \cdots = z_s = 0\}$ and pass through a point of $L$. If $\rho > 0$ is small enough, the set

$$U := \left\{[z_0 : \cdots : z_k] \in \mathbb{P}^k \mid \max_{s+1 \leq i \leq k} |z_i| \leq \rho \max_{0 \leq i \leq s} |z_i| \right\}$$

is a trapping region for $L$ such that the intersection of $U$ with an element of $P$ is isomorphic to a ball in $\mathbb{C}^p$. Let denote by $\mathcal{F}_{d,s}$ the set constituted by all $(g, R_{s+1}, \ldots, R_k)$ where $g \in \mathcal{H}_q(\mathbb{P}^s)$ and $R_{s+1}, \ldots, R_k$ are homogeneous polynomials of degree $d$. For each $(g, R_{s+1}, \ldots, R_k) \in \mathcal{F}_{d,s}$ and for $\epsilon = (\epsilon_{s+1}, \ldots, \epsilon_k) \in \mathbb{C}^p$ we can associated to $\lambda := (g, R_{s+1}, \ldots, R_k, \epsilon)$ a map $f_{\lambda}$ which sends $[z_0 : \cdots : z_s : z_{s+1} : \cdots : z_k]$ to

$$[g(z_0, \ldots, z_s) : z_{s+1} + \epsilon_{s+1} R_{s+1}(z_0, \ldots, z_k) : \cdots : z_k^d + \epsilon_k R_k(z_0, \ldots, z_k)].$$

If $\epsilon$ is close enough to 0 then $f_{\lambda}$ is holomorphic, preserves the pencil $P$ and admits $U$ as a trapping region. We denote by $A_{\lambda}$ the associated attracting set. If $\epsilon$ is small enough, following [FS01, Proposition 2.17] we can prove that the Hausdorff dimension of $A_{\lambda} \cap H$ is strictly smaller that 1 for every element $H$ in $P$. In particular, these sets are totally disconnected. On the other hand, there exists a unique attracting current $\tau_{\lambda}$ for $f_{\lambda}$ in $U$. Therefore, Corollary 5.4 implies that $A_{\lambda} = \text{supp}(\tau_{\lambda})$. Observe that in this situation, the existence of $\tau_{\lambda}$ can be deduced from [Din07].

### 5.2 Families of attracting sets

We will now consider holomorphic families of endomorphisms admitting a common trapping region $U \subset \mathbb{P}^k$. To be more precise, let $M$ be a complex manifold and let $F: M \times \mathbb{P}^k \to \mathbb{P}^k$ be a holomorphic map such that $f_{\lambda} := F(\lambda, \cdot)$ has degree $d$ for all $\lambda \in M$. We assume that there exists an open set $U$ such that $f_{\lambda}(U) \subset U$ for all $\lambda \in M$ and we define $A_{\lambda} := \cap_{n \geq 0} f_{\lambda}^n(U)$. We are interested in the variation in the dynamics and the structure of $A_{\lambda}$ with $\lambda$.

The constant defined in Definition 5.3 depends on $\lambda$ and we denote it by $r_{\lambda}(\lambda)$. For simplicity, we only consider the local setting where $M$ is biholomorphic to a ball and there exists $r_0 > 0$ such that $r_{\lambda}(\lambda) \geq r_0$. Moreover, if $M$ is chosen small enough then the two following properties are satisfied (see Lemma 2.7 and above for notations):

- for all $\lambda, \lambda' \in M$, $x \in \mathbb{P}^k$ and $\sigma \in B_W(r_0/2)$ there exists $\sigma' \in B_W(r_0)$ such that $f_{\lambda} \circ \sigma(x) = f_{\lambda'} \circ \sigma'(x)$,

- for all $\lambda, \lambda' \in M$, if $V$ is an open subset such that $f_{\lambda}(V_{q(r_0/2)}) \subset V$ then $f_{\lambda'}(V) \subset V$.

We first show that attracting currents form locally structural varieties. See [DS03] and [Pha05] for a similar approach for the equilibrium measure $\mu$.

**Theorem 5.6.** Let $\lambda_0 \in M$. If $\tau_1(\lambda_0), \ldots, \tau_N(\lambda_0)$ denote the the attracting currents in $\mathcal{C}_p(U)$ with respect to $f_{\lambda_0}$ then there exist structural varieties $\{\tau_i(\lambda)\}_{\lambda \in M}$, $1 \leq i \leq N$, such that for all $\lambda \in M$ the set of attracting currents in $\mathcal{C}_p(U)$ with respect to $f_{\lambda}$ is exactly $\{\tau_1(\lambda), \ldots, \tau_N(\lambda)\}$. In particular, the number of attracting currents in $\mathcal{C}_p(U)$ is constant.
Proof. To each attracting current $\tau_i(\lambda_0)$ is associated a trapping region $\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)$ on which $\tau_i(\lambda_0)$ is attractive by Lemma 3.27. Here we add a symbol $\lambda_0$ to point out the dependence on the parameter. Let $\lambda \in M$. The assumption on the size of $M$ ensures that $f_{\lambda} \circ \sigma(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)) \subseteq \mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)$ for all $\sigma \in B_W(0, r_0/2)$. Therefore, by Theorem 3.12 there is at least one attracting current $S$ in $\mathcal{C}_p(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0))$ for $f_{\lambda}$. We first show that $S$ is unique.

Since $f_{\lambda} \circ \sigma(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)) \subseteq \mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)$ for all $\sigma \in B_W(0, r_0/2)$, the set $\mathcal{N}_{\tau}^\lambda(0)$, defined with respect to $f_{\lambda}$, is included in $\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)$. Moreover, Lemma 3.27 implies that $S$ is attractive on $\mathcal{N}_{\tau}^\lambda(0)$. On the other hand, the assumption on $M$ implies $f_{\lambda_0}(\mathcal{N}_{\tau}^\lambda(0)) \subseteq \mathcal{N}_{\tau}^\lambda(0)$. Again, Theorem 3.12 states that $f_{\lambda_0}$ possesses an attracting current in $\mathcal{N}_{\tau}^\lambda(0)$ which therefore has to be equal to $\tau_i(\lambda_0)$. In particular, $\tau_i(\lambda_0) \in \mathcal{C}_p(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0))$. Hence, $S$ has to be unique since by Lemma 3.26 $\mathcal{C}_p(\mathcal{N}_{\tau}^\lambda(0)) \cap \mathcal{C}_p(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)) = \emptyset$ if $S$ is another attracting current in $\mathcal{C}_p(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0))$ for $f_{\lambda}$. Thus, we can set $\tau_i(\lambda) := S$.

To show that these families of currents form structural varieties, first observe that since $\tau_i(\lambda_0) \in \mathcal{C}_p(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0))$ we can take a regularization $R$ of $\tau_i(\lambda_0)$ in the tubular neighborhood $\text{supp}(\tau_i(\lambda_0)) \cap (r_0, 2)$. Therefore, by Lemma 3.23 we have

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \frac{1}{d^\lambda}(f_{\lambda_i}^*)_* R = \tau_i(\lambda).
$$

Define $\tilde{f} : M \times \mathbb{P}^k \to M \times \mathbb{P}^k$ by $\tilde{f}(\lambda, z) = (\lambda, f_{\lambda}(z))$. If $\pi : M \times \mathbb{P}^k \to \mathbb{P}^k$ denotes the projection on the second coordinate then the currents $\mathcal{R} := \pi_*^* R$ and $\mathcal{R}_n$ with

$$
\mathcal{R}_n := \frac{1}{n} \sum_{i=1}^{n} \frac{1}{d^\lambda}(f_{\lambda_i}^*)_* \mathcal{R}
$$

define structural varieties parametrized by $M$ and they are supported in $M \times U$. Since $U$ is weakly $p$-pseudoconvex, the set of such currents is relatively compact. Let $(\mathcal{R}_{n_i})_{i \geq 1}$ be a subsequence which converges to some current $\mathcal{R}_\infty$. If $\phi$ belongs to $\mathcal{P}(U)$ then the sequence of $p$-s.h function $u_{n_i}(\lambda) := \langle \mathcal{R}_{n_i}(\lambda), \phi \rangle$ converges to $u_\infty(\lambda) := \langle \mathcal{R}_\infty(\lambda), \phi \rangle$. Therefore, $u_\infty(\lambda) \geq \limsup_{i \to \infty} u_{n_i}(\lambda) = \langle \tau(\lambda), \phi \rangle$, with equality outside a pluripolar subset $E$ of $M$. On the other hand, since $u_\infty$ is p.s.h, it satisfies $u_\infty(\lambda) = \limsup_{\lambda^i, \lambda^i, \lambda \not\in E} u_\infty(\lambda)$. Moreover, any limit value of $\tau_i(\lambda^i)$ when $\lambda^i$ converges to $\lambda$ is $f_{\lambda^i}$-invariant and supported on $\mathcal{N}_{\tau_i(\lambda^i)}^\lambda(0)$. Therefore, by Remark 3.20 we have

$$
\langle \tau(\lambda), \phi \rangle = \limsup_{\lambda^i \to \lambda, \lambda^i \not\in E} u_{\lambda^i}(\lambda^i) \leq \langle \tau(\lambda), \phi \rangle \leq u_\infty(\lambda).
$$

Hence, $\langle \tau(\lambda), \phi \rangle = \langle \mathcal{R}_\infty(\lambda), \phi \rangle$ for all $\lambda \in M$ and all $\phi \in \mathcal{P}(U)$, i.e. $\mathcal{R}_\infty$ is a structural variety which slices at $\lambda$ is $\tau(\lambda)$.

To conclude, observe that for $\lambda \in M$ we can exchange the role of $\lambda_0$ and $\lambda$. It proves that the set of attracting currents in $\mathcal{C}_p(U)$ for $f_{\lambda}$ is exactly $\{\tau_1(\lambda), \ldots, \tau_N(\lambda)\}$. 

Remark 5.7. We do not know if these structural varieties are continuous. However, as we have observe in the proof, any limit value of $\tau_i(\lambda)$ when $\lambda$ converges to $\lambda_0$ is $f_{\lambda^i}$-invariant. Therefore, if $\tau_i(\lambda_0)$ is the unique $f_{\lambda_0}$-invariant current in $\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0)$ then the structural variety $\{\tau_i(\lambda)\}_{\lambda \in M}$ is continuous at $\lambda_0$. The same holds if there exists a current $R$ in $\mathcal{C}_p(\mathcal{N}_{\tau_i(\lambda_0)}^\lambda(0))$ and $\phi \in \mathcal{P}(U)$ with $dd^c \phi > 0$ on $U$ such that

$$
\left\langle \frac{1}{n} \sum_{i=0}^{n-1} \frac{1}{d^\lambda}(f_{\lambda_i}^*)_* R, \phi \right\rangle \xrightarrow{n \to \infty} \langle \tau_i(\lambda), \phi \rangle
$$
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uniformly on $M$.

One important consequence of Theorem 5.6 is that the Lyapunov exponents of the equilibrium measures can be used to define p.s.h functions on $M$. For simplicity, assume there exists a unique attracting current $\tau(\lambda)$ in $\mathcal{C}_p(U)$ with respect to $f_\lambda$. Let $\nu(\lambda)$ be the equilibrium measure associated to $\tau(\lambda)$ and let denote by $\chi_1(\lambda) \geq \cdots \geq \chi_k(\lambda)$ the Lyapunov exponents of $\nu(\lambda)$. We also consider the numbers $\tilde{\chi}_1(\lambda), \ldots, \tilde{\chi}_{k+1}(\lambda)$ such that $\{\tilde{\chi}_1(\lambda), \ldots, \tilde{\chi}_{k+1}(\lambda)\} = \{\chi_1(\lambda), \ldots, \chi_k(\lambda), \log d\}$.

**Corollary 5.8.** For each $1 \leq l \leq k+1$ the function $L_l(\lambda) := \sum_{i=1}^l \tilde{\chi}_i(\lambda)$ is plurisubharmonic or identically equal to $-\infty$ on $M$. In particular, the same holds for $\lambda \mapsto \sum_{i=1}^k \chi_i(\lambda)$.

**Proof.** The lift $F_\lambda: \mathbb{C}^{k+1} \to \mathbb{C}^{k+1}$ of $f_\lambda$ extends holomorphically to $\mathbb{P}^{k+1}$. We still denote by $0$ the origin of $\mathbb{C}^{k+1} \subset \mathbb{P}^{k+1}$. If $\pi: \mathbb{P}^{k+1} \setminus \{0\} \to \mathbb{P}^k$ is the canonical projection then $\pi \circ F_\lambda = f_\lambda \circ \pi$. Since $U$ is a trapping region for $f_\lambda$, it is easy to check that $\tilde{U} := \pi^{-1}(U) \cup B(0,r)$ in $\mathbb{P}^{k+1}$ is a trapping region for $F_\lambda$ if $r > 0$ is small enough. It has codimension $p$. Indeed, if $R$ belongs to $\mathcal{C}_p(U)$ then $\pi^*R$ extends to an element of $\mathcal{C}_p(\tilde{U})$. Hence $\mathcal{C}_p(\tilde{U}) \neq \emptyset$. On the other hand, the origin $0$ is super-attractive thus if $\tilde{T}(\lambda)$ denotes the Green current of $F_\lambda$ and if $\tilde{R} \in \mathcal{C}_q(\tilde{U})$ then $\tilde{R} \wedge \tilde{T}(\lambda)$ is supported in a compact subset of $\pi^{-1}(U)$. Therefore, $\pi_*(\tilde{R} \wedge \tilde{T}(\lambda))$ is a well-defined element of $\mathcal{C}_q(U)$ which implies that $q \geq p$, i.e. $\tilde{U}$ has codimension $p$. Hence, by Theorem 5.6 there exists a structural variety $\{\tilde{T}(\lambda)\}_{\lambda \in M}$ in $\mathcal{C}_p(U)$ such that $\tilde{T}(\lambda)$ is an attracting current for $F_\lambda$. Moreover, since the intersection of $\tilde{U}$ with a small neighborhood of the hyperplane at infinity is a trapping region of dimension $s$, it doesn’t intersect $\text{supp}(\tilde{T}^{s+1}(\lambda))$. Hence, the measure $\tilde{\nu}(\lambda) := \tilde{T}(\lambda) \wedge \tilde{T}^{s+1}(\lambda)$ is supported in a fixed compact of $\mathbb{C}^{k+1}$ and for each $n \geq 1$ and $1 \leq l \leq k+1$ we can consider the functions

$$L_{n,l}(\lambda) := \langle \tilde{\nu}(\lambda), n^{-1} \log \| \wedge^l D_\lambda F_\lambda^n \| \rangle.$$

Since $\{\tilde{T}(\lambda)\}_{\lambda \in M}$ is a structural variety with continuous potential (cf. [DS10] Remark 1.33)) the measures $\tilde{\nu}(\lambda)$ also form a structural variety. Thus, $L_{n,l}$ are p.s.h on $M$ or identically equal to $-\infty$. Following the proof of [Phad08] Theorem 2.2, we obtain that $L_l(\lambda) := \lim_{n \to \infty} L_{n,l}(\lambda)$ is equal to the sum of the $l$ largest Lyapunov exponents of $\tilde{T}(\lambda)$ and is p.s.h (or equal to $-\infty$). To prove that $L_l(\lambda)$ is equal to $\sum_{i=1}^l \chi_i(\lambda)$, observe that $F_\lambda$ preserves the pencil of lines passing through $0$. Its action on it is naturally identified to $f_\lambda$ and the action restricted to a line is of the form $t \mapsto t^d$. Therefore, it is sufficient to prove that $\pi_* \tilde{\nu}(\lambda) = \nu(\lambda)$.

To this purpose, let $\tilde{\omega}$ be a smooth element in $\mathcal{C}_1(\mathbb{P}^{k+1} \setminus B(0,r))$ and let $\tilde{\chi}$ be a positive smooth function with compact support in $\mathbb{P}^{k+1} \setminus \{0\}$ which is equal to $1$ on $\mathbb{P}^{k+1} \setminus B(0,r)$. The equality $f_\lambda \circ \pi = \pi \circ F_\lambda$ gives for a current $R \in \mathcal{C}_p(U)$

$$\pi_* \left( \frac{1}{n} \sum_{i=1}^n \frac{F_{\lambda s}^i \pi^* R}{d(s+1)} \wedge \frac{F_{\lambda s}^i \tilde{\omega} \wedge \pi^* \omega^s}{d(m+1)} \right) = \left( \pi_* \frac{1}{n} \sum_{i=1}^n \frac{F_{\lambda s}^i \pi^* R}{d(s+1)} \wedge \frac{F_{\lambda s}^i \tilde{\omega}}{d(m+1)} \right) \wedge \frac{f_{\lambda s}^{ms} \omega^s}{d(ms)} \wedge \frac{F_{\lambda s}^i \pi^* R}{d(s+1)} \wedge \frac{F_{\lambda s}^i \tilde{\omega} \wedge \pi^* \omega^s}{d(m+1)} \right) = \left( \frac{1}{n} \sum_{i=1}^n \frac{F_{\lambda s}^i \tilde{\omega} \wedge \pi^* \omega^s}{d(ms)} \right) \wedge \frac{f_{\lambda s}^{ms} \omega^s}{d(ms)} = \frac{1}{n} \sum_{i=1}^n \frac{F_{\lambda s}^i \tilde{\omega} \wedge \pi^* \omega^s}{d(ms)} \wedge \frac{f_{\lambda s}^{ms} \omega^s}{d(ms)}. \quad (5.1)$$

When $m = n$ go to infinity, by Lemma 5.3 the last term converges to $\nu_\lambda$. On the other hand, since $\tilde{\omega}$ has compact support in $\mathbb{P}^{k+1} \setminus B(0,r)$ and 0 is super-attractive, the first term is equal to

$$\pi_* \left( \frac{1}{n} \sum_{i=1}^n \frac{F_{\lambda s}^i \tilde{\chi} \pi^* R}{d(s+1)} \wedge \frac{F_{\lambda s}^i \tilde{\omega} \wedge \pi^* \omega^s}{d(m+1)} \right)$$

36
where \( \tilde{\chi} \pi^* R \) is a smooth current in \( \mathcal{C}_p(\mathcal{U}) \). If \( R \) is chosen to be strictly positive on \( \text{supp}(\pi_\ast \tilde{\tau}(\lambda) \wedge \tilde{T}(\lambda)) \) then each limit value \( \tilde{R}_\infty \) of \( n^{-1} \sum_{i=1}^{n} d^{-i(s+1)} F_{\lambda \ast \pi^* R} \) satisfies \( \tilde{R}_\infty \geq c \tilde{T}(\lambda) \) for some \( c > 0 \). Therefore, the equation \[ \text{(5.1)} \] implies that \( \nu(\lambda) \geq c \pi_\ast \tilde{\tau}(\lambda) \wedge \tilde{T}^{s+1}(\lambda) \).

Since the right hand side is invariant and \( \nu(\lambda) \) is ergodic, we obtain the desired equality. \( \square \)

We have several remarks about this construction. First, these p.s.h functions detect when the attracting set is critical. To be more precise, \( \{ L_{k+1} = -\infty \} \) corresponds to parameters where \( \nu(\lambda) \) has at least one exponent equal to \(-\infty\) while for parameters in \( \{ L_{s+2} = -\infty \} \) the measure \( \nu(\lambda) \) has exactly \( p \) exponents equal to \(-\infty\). We also have that on the open set \( \{ L_{s+2} < 0 \} \) the measure \( \nu(\lambda) \) is hyperbolic. As observe by Pham \cite{Pha05}, Corollary 2.6, for each \( \delta \in \mathbb{R} \) the functions \( L_{d,s}(\lambda) := \sum_{i=1}^{d} \max\{ \tilde{\chi}_s(\lambda), \delta \} \) are also p.s.h. Moreover, all the constructions in this subsection can be extended to larger parameter spaces \( M \subset M' \) where the trapping region \( U \) is not necessary preserved. In this case, the slices of the structural varieties defined in Theorem 5.6 might not be attractive. However, the above functions are still p.s.h on \( M' \) and if we know that the measure \( \nu(\lambda) \) is always hyperbolic when \( U \) is preserved then the function \( L_{s+2,0} \) would satisfy

\[
L_{s+2,0}(\lambda) = \log d + \sum_{i=1}^{s} \chi_i(\lambda) + \max(\chi_{s+1}(\lambda), 0),
\]

and would be a good way to identify the parameters for which the attracting set associated to \( U \) “bifurcates”. In particular, we can recover in this way the classical bifurcation locus when \( k = 1 \). Finally, let us notice that for an arbitrary endomorphism \( f \) of \( \mathbb{P}^k \) we can consider a limit value \( R_\infty \) of \( n^{-1} \sum_{i=1}^{n} d^{-i} f_\ast \omega^p \). By Lemma 5.21 this current dominates all attracting currents of \( f \) in \( \mathcal{C}_p(\mathbb{P}^k) \) and it may be used to study them in family. In particular, it seems easy to prove that outside a pluripolar subset of \( \mathcal{H}_q(\mathbb{P}^k) \) all the equilibrium measures considered in this paper have finite Lyapunov exponents.

It should exist several relations between the functions \( L_d \) and the dynamics or the bifurcation of \( f_\lambda \) which deserve to be study in the future.

We conclude this section with a remark about the dependency of an attracting set on the parameter.

**Proposition 5.9.** Assume there exists a unique attracting current \( \tau(\lambda) \) in \( \mathcal{C}_p(U) \) with respect to \( f_\lambda \). Let denote by \( A_\lambda \) the attracting set associated to \( U \) with respect to \( f_\lambda \). If \( \lambda \mapsto \tau(\lambda) \) is continuous at \( \lambda_0 \) and if \( A_{\lambda_0} = \text{supp}(\tau(\lambda_0)) \) then the map \( \lambda \mapsto A_\lambda \) is continuous at \( \lambda_0 \).

**Proof.** The fact that attracting sets depend upper semicontinuously of the parameter is already true for continuous maps. On the other hand, the map \( \lambda \mapsto \text{supp}(\tau(\lambda)) \) is lower semicontinuous for currents and \( \text{supp}(\tau(\lambda)) \subset A_\lambda \). Therefore, if \( A_{\lambda_0} = \text{supp}(\tau(\lambda_0)) \) then \( \lambda \mapsto A_\lambda \) has to be continuous at \( \lambda_0 \). \( \square \)

In particular, this result applies to Example 5.3. To be more precise, we have already seen that if \( \epsilon \in \mathcal{C}_p \) is close enough to 0 then the attracting set \( A_\lambda \) defined in Example 5.3 has a unique attracting current \( \tau(\lambda) \) such that \( A_\lambda = \text{supp}(\tau(\lambda)) \). Moreover, if \( \epsilon \) is close enough to 0 then the map \( f_\lambda \) satisfies the second condition in Theorem 5.3. Hence, the current \( \tau(\lambda) \) is the unique invariant current in \( U \) for \( f_\lambda \) and thus \( \lambda \mapsto \tau(\lambda) \) is continuous. Therefore, if \( M \) is a small enough neighborhood of \( \mathcal{F}_{d,s} \times \{ 0 \} \) in \( \mathcal{F}_{d,s} \times \mathcal{C}_p \) then \( A_\lambda \) moves continuously on \( M \). Observe that since \( A_\lambda = \text{supp}(\tau(\lambda)) \), it implies that \( \text{supp}(\tau(\lambda)) \) depend continuously of \( \lambda \). But it is not the case for \( \text{supp}(\nu_{\tau(\lambda)}) \). To see this, it is sufficient to choose an element \( g_0 \in \mathcal{H}_d(\mathbb{P}^s) \) such that the support of the equilibrium measure \( \mu_g \) is
not continuous at \( g_0 \). For \( \lambda := (g,0,\ldots,0,0) \), \( A_\lambda \) is equal to the linear space \( L \simeq \mathbb{P}^s \) and \( \nu_{\tau(\lambda)} \) can be identifies with \( \mu_g \). Therefore, the map \( \lambda \mapsto \text{supp}(\nu_{\tau(\lambda)}) \) is not continuous at \( \lambda_0 := (g_0,0,\ldots,0,0) \). Moreover, the same arguments where \( g_0 \) is a Lattès map show that it is not possible to follow continuously minimal quasi-attractors on \( M \).

6 Quasi-attractors and open questions

In this last section, we first consider the case of quasi-attractors. Indeed, using Lemma 3.27 we could transpose easily all our results about attracting currents to this case. Recall that, following [HumN2], a quasi-attractor is an intersection of attracting sets. Such a set is said to be minimal if it is minimal for the inclusion in the set of all quasi-attractors. If \( A \) is a quasi-attractor in \( \mathbb{P}^k \) then we can define the dimension of \( A \) exactly as in Definition 3.24.

We can now give the proof of the three corollaries stated in the introduction.

Proof of Corollary 1.4 When \( A \) has dimension \( s \) then, as we said in the introduction, there exists a decreasing sequence \( (A_i)_{i \geq 0} \) of attracting sets, all of dimension \( s \), such that \( A = \cap_{i \geq 0} A_i \). Let \( \mathcal{A}_p(A_i) \) be the set of attracting currents in \( \mathcal{A}_p(A_i) \). By Theorem 3.25 these sets are finite and non-empty. The fact that \( A_{i+1} \subset A_i \) implies \( \mathcal{A}_p(A_{i+1}) \subset \mathcal{A}_p(A_i) \) and therefore, there exists \( i_0 \geq 0 \) such that \( \mathcal{A}_p(A_i) = \mathcal{A}_p(A_{i_0}) \) if \( i \geq i_0 \). In particular, \( \text{supp}(\tau) \subset \cap_{i \geq 0} A_i \) for all \( \tau \in \mathcal{A}_p(A_{i_0}) \) i.e. all the attracting currents in \( \mathcal{A}_p(A_{i_0}) \) are supported in \( A \). The first point in the corollary follows.

To obtain the correspondence, assume there exist two different attracting currents \( \tau_1 \) and \( \tau_2 \) in \( \mathcal{A}_p(A) \). If we denote by \( A_{i_0,\tau_j} \) the irreducible component of \( A_{i_0} \) associated to \( \tau_j \), \( j \in \{1,2\} \), then \( K_j := A \cap A_{i_0,\tau_j} \) is a quasi-attractor of dimension \( s \). Therefore, if \( A \) supports more than one attracting current, it is not minimal in the set of quasi-attractors of dimension \( s \). Hence, if we associate to each attracting current \( \tau \) in \( \mathcal{A}_p(A) \) the intersection \( K_\tau \) of all quasi-attractors of dimension \( s \) which contain \( \text{supp}(\tau) \), we obtain the desired correspondence.

Finally, it is a general result that there exist only countably many attracting sets. Each of them supports only finitely many attracting currents of maximal bidimension. Therefore, there are only countably many attracting currents. As a quasi-attractor which is minimal has to be minimal in some dimension, it supports a unique attracting current of maximal bidimension which characterizes it. Thus, the set of minimal quasi-attractors is at most countable.

\[ \square \]

Remark 6.1. Let \( K \) be a minimal quasi-attractor of dimension \( s \) and let \( \tau \) be the associated attracting current. If there exists an attracting set \( A \) which contains \( \text{supp}(\tau) \) and such that its irreducible component \( A_\tau \) associated to \( \tau \) satisfies \( A_\tau = \text{supp}(\tau) \) then \( \text{supp}(\tau) \subset K \subset A_\tau = \text{supp}(\tau) \), i.e. \( K \) has to be equal to the attracting set \( A_\tau \). Therefore, a study of the relation between an attracting set and the associated irreducible component can be a way to prove that all quasi-attractors are indeed attracting sets. In particular, by Corollary 1.4 if \( s = k - 1 \) and \( K = \cap_{i \geq 0} A_i \) is not an attracting set then the Hausdorff dimension of each \( A_i \) is larger or equal to \( 2k - 1 \).

Proof of Corollary 1.6 The proof that \( \nu_\tau \) is ergodic is identical to the one of Theorem 1.1 but with Cesàro means. The other points are direct consequences of Proposition 3.30, Theorem 4.1, Theorem 4.2 and Theorem 4.3.

Proof of Corollary 1.7 Let \( K \) be a minimal quasi-attractor of dimension \( s \) for \( f \). Assume that \( K \) is not minimal with respect to \( f^n \) and let \( K' \subset K \) be a minimal quasi-attractor for
Using the minimality of $K$ for $f$, it is easy to see that $f^i(K')$ is also a minimal quasi-attractor for $f^n$ for all $1 \leq i \leq n-1$ and $K = \bigcup_{i=0}^{n-1} f^i(K')$. Moreover, if $n$ is chosen minimal in order to have $f^n(K') = K'$ then the sets $f^i(K')$ are pairwise disjoint for $0 \leq i \leq n-1$. In particular, if a minimal quasi-attractor of dimension $s$ splits, all its components also has to be of dimension $s$.

On the other hand, if $U$ is a trapping region of dimension $s$ which contains $K$ then by Theorem 3.28, the number of attracting currents in $\mathcal{C}_p(U)$ for $f^n$ is uniformly bounded on $n$. As a minimal quasi-attractor of dimension $s$ for $f^n$ supports such a current, their cardinality is also uniformly bounded on $n$. Therefore, there exists a minimal $n_0 \geq 1$ such that $K = K_1 \cup \cdots \cup K_{n_0}$.

In particular, each of them has to be of dimension $s$ and must be minimal for all iterates of $f^{n_0}$. As we have seen, the sets $K_i$ are pairwise disjoint with $K_i = f^{i-1}(K_1)$. Each of then supports an attracting current $\tau_i$ with respect to $f^{n_0}$ and it is easy to check that $\tau_i = \Lambda^{i-1} \tau_1$. Moreover, the fact that $K_i$ is minimal for all iterates of $f^{n_0}$ implies that $\tau_i$ is attractive for all iterates. From now on, for simplicity, let exchange $f$ by $f^{n_0}$. Then, Theorem 3.35 implies that for each $1 \leq i \leq n_0$ there exists a trapping region $U_{K_i}$ of dimension $s$ such that for all continuous form $R \in \mathcal{C}_p(U_{K_i})$ we have $\tau_i = \lim_{n \to \infty} \Lambda^n R$. In particular, $K_i$ intersects $U_{K_i}$ and thus $K_i \subset U_{K_i}$ by minimality. The properties of $\nu_{\tau_i}$ come from Corollary 1.5.

6.1 Open questions

To conclude, we ask the following questions. Some of them were already in [Dim07]. The first three ones are fundamental to understand the structure of quasi-attractors.

**Question 1.** Can there exist an endomorphism of $\mathbb{P}^k$ with a minimal quasi-attractor which is not an attracting set?

**Question 2.** Is an attracting set the union of its irreducible components defined in Definition 5.1?

As we observed in Remark 6.1 a positive answer to the next question will give a negative one to Question 1.

**Question 3.** Let $A$ be an attracting set. Let $\tau$ be an attracting current supported on $A$. Is the irreducible component of $A$ associated to $\tau$ equal to $\text{supp}(\tau)$?

**Question 4.** Do the equilibrium measures $\nu_\tau$ always hyperbolic?

If it is the case then the Closing Lemma of Katok (cf. [RTN15] for a version available in our setting) implies that each attracting set possesses a periodic orbit. A weak version of Question 1 should therefore be the following.

**Question 5.** Is there an endomorphism of $\mathbb{P}^k$ with a quasi-attractor which possesses no periodic orbit?

**Question 6.** Let $U$ be a trapping region of dimension $s$ with a unique attracting current $\tau$. Is $\tau$ the unique invariant current in $\mathcal{C}_p(U)$? Is $\nu_\tau$ the unique measure of maximal entropy in $U$?

**Question 7.** Does the convergence towards an attracting current always happen with exponential speed?

This last question implies Question 1 by Theorem 4.4 and Question 3 by [Dau16].
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