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Abstract

Multivariate scale mixtures of skew-normal (SMSN) variables are flexible models that account for non-normality in multivariate data scenarios by tail weight assessment and a shape vector representing the asymmetry of the model in a directional fashion. Its stochastic representation involves a skew-normal (SN) vector and a non negative mixing scalar variable, independent of the SN vector, that injects kurtosis into the SMSN model. We address the problem of finding the maximal skewness projection for vectors that follow a SMSN distribution; when simple conditions on the moments of the mixing variable are fulfilled, it can be shown that the direction yielding the maximal skewness is proportional to the shape vector. This finding stresses the directional nature of the asymmetry in this class of distributions; it also provides the theoretical foundations for solving the skewness model based projection pursuit for SMSN vectors. Some examples that show the validity of our theoretical findings for the most famous distributions within the SMSN family are also given. For the sake of completeness we carry out a simulation experiment with artificial data, which sheds light on the usefulness and implications of our result in the statistical practice.
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1. Introduction

The multivariate skew-normal (SN) distribution is a flexible model widely accepted to regulate asymmetry departures from normality. The study of its theoretical properties and applications has originated vast research (Azzalini and Capitanio, 1999; Capitanio et al., 2003; Azzalini, 2005; Contreras-Reyes and Arellano-Valle, 2012; Balakrishnan and Scarpa, 2012; Balakrishnan et al., 2014). We adopt the notation of the seminal works by Azzalini and Dalla Valle (1996) and Azzalini and Capitanio (1999) to define the density function of a $p$-dimensional SN vector with location vector $\xi = (\xi_1, \ldots, \xi_p)'$ and scale matrix $\Omega$ as follows:

$$f(x; \xi, \alpha, \Omega) = 2\phi_p(x - \xi; \Omega)\Phi(\alpha'\omega^{-1}(x - \xi)) : x \in \mathbb{R}^p,$$  \hspace{1cm} (1)

where $\phi_p(\cdot; \Omega)$ denotes the $p$-dimensional normal density with zero mean and covariance matrix $\Omega$, $\Phi$ is the distribution function of a standard $N(0,1)$ variable, $\omega = \text{diag}(\omega_1, \ldots, \omega_p)$ is a scale diagonal matrix with non-negative entries such that $\bar{\Omega} = \omega^{-1}\Omega\omega^{-1}$ is a correlation matrix and $\alpha$ is a $p$-dimensional shape parameter that regulates the skewness. Note that the scale matrix $\omega$ can be written as $\omega = (\Omega \circ I_p)^{1/2}$, where the symbol $\circ$ denotes the entry-wise matrix product.

We will write $X \sim SN_p(\xi, \Omega, \alpha)$ to denote that $X$ follows a $p$-dimensional skew-normal distribution with density function (1), with $X \sim N_p(\xi, \Omega)$ when $\alpha = 0$. We can also observe that $X = \xi + \omega Z$, where $Z$ is a normalized multivariate skew-normal variable with density function given by

$$f(z; 0, \alpha, \Omega) = 2\phi_p(z; \bar{\Omega})\Phi(\alpha' z).$$ \hspace{1cm} (2)
The multivariate scale mixture of skew-normal (SMSN) distribution is an extension of the SN model that incorporates an additional parameter to handle kurtosis departures from normality (Branco and Dey, 2001). The SMSN family has become increasingly popular because it defines a wide class of distributions for handling skewness and kurtosis simultaneously; the family contains some popular multivariate models, like the skew-t or the double exponential.

This paper explores the projection pursuit problem when the underlying multivariate model belongs to the class of SMSN distributions. Specifically, when handling non normal data, one may be interested in finding “relevant” projections as those ones maximizing a nonnormality measure (Huber, 1985). The problem was addressed for SN vectors by Loperfido (2010), who also suggested its extension to a more general framework. In this paper we revisit the problem and extend it by exploring the projections that maximize skewness for vectors that follow a multivariate SMSN distribution. Conditions on the moments of the mixing variable, that allow to find an analytical solution to the problem, are studied and the role of the shape vector that parameterizes the asymmetry of the model is discussed; several examples that illustrate the results of the theory are also given in order to highlight the theoretical insights. The rest of the manuscript is organized as follows: the next section gives a brief introduction about SMSN distributions. In Section 3 we address the problem of finding the maximal skewness projection for SMSN vectors; some examples that shed light on the theory are presented in Section 3.2. In Section 4 the theoretical findings are illustrated through a simulation experiment. The paper is finished giving some concluding remarks.
2. Scale mixtures of skew-normal distributions

The family of multivariate SMSN variables was introduced by Branco and Dey (2001) as a subclass of the more general class of skew-elliptical distributions. The class of SMSN distributions is essentially characterized by the product of a SN vector and an independent non-negative scalar variable; the former controls the non-normality of the multivariate distribution described in terms of asymmetry while the latter injects kurtosis in the resulting multivariate model. Some deeper insights about the properties and features of SMSN variables came up with Capitanio (2012), who extended some previous work on the canonical transformation of SN vector to the family of SMSN variables.

In this paper we use the notation adopted by Capitanio (2012) to define the multivariate SMSN distributions as follows.

**Definition 1.** Let $Z$ be a random vector such that $Z \sim SN_p(0, \Omega, \alpha)$, with density function (2), and let $S$ be a non-negative scalar variable, independent of $Z$. The random vector $X = \xi + \omega S Z$, where $\omega$ is a scale diagonal matrix, is said to follow a multivariate SMSN distribution.

We can scale the correlation matrix $\Omega$ to obtain the full rank scale matrix given by $\Omega = \omega \Omega \omega$, so we write $X \sim SMSN_p(\xi, \Omega, \alpha, H)$, with $H$ denoting the univariate distribution function of the mixing variable $S$, to indicate that $X$ follows the multivariate SMSN distribution. Note that if we take $\alpha = 0$ then $X$ becomes a scale mixture of multivariate normal distributions, a subclass of the elliptically contoured multivariate distributions. Note also that, when $H$ is a degenerate distribution at $S = 1$ we have $X \sim SN_p(\xi, \Omega, \alpha)$. 
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3. Skewness maximization

Let us consider a vector $X$ such that $X \sim SMSN_p(\xi, \Omega, \alpha, H)$ and the scaled vector $U = \Sigma^{-1/2}(X - \xi)$ with $\Sigma$ the covariance matrix of $X$. In accordance to Definition 1, the vector admits the following stochastic representation: $X = \xi + \omega SZ = \xi + SZ^*$, with $Z^* \sim SN_p(0, \Omega, \eta)$ where $\eta = \omega^{-1} \alpha$ and $\Omega = \omega \bar{\Omega} \omega$.

We address the problem of finding the direction $c$ for which the scalar variable $Y = c'U$ attains the maximum skewness. Thus, our goal is to solve the following optimization problem: $\max_{c \in \mathbb{R}^p} \gamma_1(c'U)$, with $\gamma_1$ the skewness index defined by $\gamma_1(Y) = E^2 \left( \frac{Y - \mu_Y}{\sigma_Y} \right)^3$ and $\mathbb{R}^p_0$ the set of all non-null $p$-dimensional vectors.

Since $\gamma_1$ is scale invariant, we can confine to vectors such that $c'c = 1$; hence, the problem of finding the directional skewness can be described as

$$\gamma^D_{1,p}(X) = \max_{c \in \mathbb{S}_p} \gamma_1(c'U)$$

(3)

where $\mathbb{S}_p = \{c \in \mathbb{R}^p : c'c = 1\}$.

Alternatively, it can be stated by the following equivalent formulation:

$$\gamma^D_{1,p}(X) = \max_{d \in \mathbb{S}^*_p} \gamma_1(d'X)$$

(4)

where $d = \Sigma^{-1/2}c$ with $\mathbb{S}^*_p = \{d \in \mathbb{R}^p : d'\Sigma d = 1\}$.

The solutions of any of the previous equivalent problems are given by

$$\lambda_X = \arg\max_{d \in \mathbb{S}^*_p} \gamma_1(d'X), \quad \lambda_U = \arg\max_{c \in \mathbb{S}_p} \gamma_1(c'U)$$

(5)

both satisfying that $\lambda_X \propto \Sigma^{-1/2} \lambda_U$. 

6
3.1. Main contribution

Before proving the main contribution of the paper, we need the following auxiliary lemma.

**Lemma 1.** Let \( \mathbf{X} \) be a random vector such that \( \mathbf{X} \sim SM_{\mathbf{S}}(\xi, \Omega, \alpha, H) \). Let us assume that the mixing variable \( S \) has finite second order moment. If \( \Sigma \) is the covariance matrix of \( \mathbf{X} \) then \( \Sigma^{-1} \gamma \), where \( \gamma = \frac{\Omega \eta}{\sqrt{1 + \eta' \Omega \eta}} \), is proportional to \( \eta = \omega^{-1} \alpha \).

**Proof.** The covariance matrix for SMSN vectors is given by

\[
\Sigma = c_2 \Omega - \frac{2}{\pi} c_1^2 \gamma \gamma' = c_2 \left( \Omega - \frac{2}{\pi} \frac{c_1^2}{c_2} \gamma \gamma' \right),
\]

with \( c_1 = E(S) \) and \( c_2 = E(S^2) \) (Capitanio, 2012; Azzalini and Capitanio, 2014).

In order to calculate \( \Sigma^{-1} \), we use the well-known Sherman-Morrison formula, which is given by

\[
(A + uv')^{-1} = A^{-1} - \frac{A^{-1}uv'A^{-1}}{1 + v'A^{-1}u}.
\]  

Taking \( A = \Omega, u = -\frac{2}{\pi} c_1^2 \gamma \), and \( v = \gamma \) we obtain that

\[
c_2 \Sigma^{-1} = \left( \Omega^{-1} - \frac{\Omega^{-1} \gamma \left( -\frac{2}{\pi} \frac{c_1^2}{c_2} \right) \gamma' \Omega^{-1}}{1 + \left( -\frac{2}{\pi} \frac{c_1^2}{c_2} \right) \gamma' \Omega^{-1} \gamma} \right) = \left( \Omega^{-1} + \frac{\Omega^{-1} \gamma \gamma' \Omega^{-1}}{\frac{2}{\pi} \frac{c_1^2}{c_2} - \gamma' \Omega^{-1} \gamma} \right)
\]

from which we get \( \Sigma^{-1} \gamma = \frac{\Omega^{-1} \gamma}{c_2 - \frac{2}{\pi} c_1^2 \gamma' \Omega^{-1} \gamma} \) after some calculations. Consequently, \( \Sigma^{-1} \gamma \) is proportional to \( \Omega^{-1} \gamma = \frac{\eta}{\sqrt{1 + \eta' \Omega \eta}} \), which implies the assertion of the statement.
The quantity $\gamma_1$ in (3) is a multivariate skewness index that captures the directional nature of the asymmetry (Malkovich and Afifi, 1973). Although it depends on the form of the stochastic representation of the SMSN vector, specifically on the distribution of the mixing variable $S$, we can show that the vector yielding the maximum skewness lies on the direction of the shape parameter $\eta$. This happens when it holds a rather simple condition on the moments of the mixing variable, as shown by the next theorem.

Theorem 1. Let $X$ be a random vector such that $X \sim SMSN_p(\xi, \Omega, \alpha, H)$ such that the moment inequality for the mixing variable: $\frac{4}{\pi}E^2(S) \geq E(S^2)$ holds. Then the maximum skewness in (4) is attained at the direction of the vector $\eta' = \alpha'\omega^{-1}$.

Proof. Taking into account the following equivalent restrictions: $c \in S_p$ or $d \in S_p^*$ from (3) or (4), we get

$$\gamma_1(Y) = \gamma_1(c'U) = E^2[c'(U - E(U))]^3 = E^2\left[d' \left(X - \xi - E(S)\sqrt{\frac{2}{\pi}}\gamma\right)\right]^3,$$

with $d = \Sigma^{-1/2}c$ and $\gamma = \omega\delta = \frac{\omega\Omega\alpha}{\sqrt{1 + \alpha'\Omega\alpha}} = \frac{\Omega\eta}{\sqrt{1 + \eta'\Omega\eta}}$.

The previous expression for $\gamma_1$ admits the following reformulations:

$$\gamma_1(Y) = \gamma_1(c'U) = \gamma_1(d'X) = \gamma_1(d'(X - \xi)) \quad (7)$$

where $d'(X - \xi) = SZ_0$ and $Z_0 = d'Z^*$ is a scalar random variable such that $Z_0 \sim SN_1(0, \omega_d, \alpha_d)$ where $\alpha_d = \frac{d'\gamma}{\sqrt{\omega_d - (d'\gamma)^2}} = \frac{\sqrt{t}}{\sqrt{\omega_d - t}}$ and $\omega_d = d'\Omega d$ with $t = (d'\gamma)^2$ (Azzalini and Capitanio, 2014, formula (5.44)). Alternatively, $Z_0$ can be represented by $Z_0 = \omega_d^{1/2}U_0$, where $U_0 \sim SN_1(0, 1, \alpha_d)$. 

In order to find an analytical expression for the quantity in (7), we need the moments of $U_0$ up to the third one. They are given by

$$E(U_0) = \sqrt{\frac{2}{\pi} \delta_0}, \quad E(U_0^2) = 1 \quad \text{and} \quad E(U_0^3) = \sqrt{\frac{2}{\pi} (3\delta_0 - \delta_0^3)},$$

where $\delta_0^2 = \frac{\alpha_d^2}{1 + \alpha_d^2} = \omega_d^{-1}(d'\gamma)^2 = \omega_d^{-1}t$ is a quantity that satisfies the following inequality: $0 \leq \delta_0^2 = \omega_d^{-1}t \leq 1$. Inserting the moments of the variable $U_0$ into (7), we get

$$\gamma_1(d'(X - \xi)) = E^2[(SZ_0 - E(SZ_0))^3] = \omega_d^3 E^2[(SU_0 - E(SU_0))^3]$$

$$= \omega_d^3 [E(S^3)E(U_0^3) - 3E(S^2)E(S)E(U_0^2)E(U_0) + 2E^3(S)E^3(U_0)]^2$$

$$= \omega_d^3 \left[ E(S^3) \sqrt{\frac{2}{\pi} (3\delta_0 - \delta_0^3)} - 3E(S^2)E(S) \sqrt{\frac{2}{\pi} \delta_0} + 2E^3(S) \sqrt{\frac{2}{\pi} \delta_0^3} \right]^2$$

$$= \frac{2}{\pi} \omega_d^3 \delta_0^3 [a\delta_0^2 - 3b]^2 = \frac{2}{\pi} t[at - 3b\omega_d]^2,$$

where $a = \frac{4}{\pi} E^3(S) - E(S^3)$ and $b = E(S)E(S^2) - E(S^3)$ are terms that depend on the moments of the mixing variable.

From the previous arguments it can be shown that $\gamma_1(Y) = \gamma_1(c'U) = \gamma_1(d'(X - \xi))$ is a function of the quantity $t = (d'\gamma)^2$, specifically

$$\gamma_1(Y) = h(t) = \frac{2}{\pi} t[at - 3b\omega_d]^2 \quad \text{(8)}$$
where as before $\gamma = \omega \delta = \Omega \eta / \sqrt{1 + \eta' \Omega \eta}$ and the terms $a$ and $b$ are given by the previous moment expressions.

Firstly, we prove the non decreasing behaviour of $h(t)$, whose first derivative is given by

$$h'(t) = \frac{6\omega_a^2}{\pi} \left( \frac{at}{\omega_d} - 3b \right) \left( \frac{at}{\omega_d} - b - \frac{2bc}{\omega_d} \right) : 0 \leq \omega_d^{-1}t \leq 1$$

with $a$ and $b$ as previously defined and the quantity $c$ given by $c = \frac{2 E^2(S)}{\pi E(S^2)}$.

The well-known moment inequality $E(S^3) \geq E(S)E(S^2)$ implies that $b \leq 0$, so we are going to distinguish two cases: if $a \geq 0$ then $h'(t) > 0$ and $h(t)$ is a non decreasing function. On the other hand, when $a < 0$ the condition on the moments of $S$ from the statement implies that $b \leq a$, which in turn gives $\frac{b}{a} \geq 1$. Taking into account that $0 \leq \omega_d^{-1}t \leq 1$ we can assert that $\frac{at}{\omega_d} - b > 0$ from which we obtain that $h'(t) > 0$ and once again we conclude that $h(t)$ is a non decreasing function.

Taking into account that $h(t)$ is non decreasing, its maximum is attained at the maximum value of $t = (d' \gamma)^2$; so our problem in (5) can be reduced to finding the direction that maximizes $(d' \gamma)^2$. We know that

$$(d' \gamma)^2 = (c' \Sigma^{-1/2} \gamma)^2 \leq (c' c) (\Sigma^{-1/2} \gamma)' (\Sigma^{-1/2} \gamma) = \gamma' \Sigma^{-1} \gamma$$

and the maximum of the scalar product is attained when vector $c$ is proportional to $\Sigma^{-1/2} \gamma$.

Hence, we can conclude that $\lambda_U \propto \Sigma^{-1/2} \gamma$ which, taking into account that $\lambda_X \propto \Sigma^{-1/2} \lambda_U$ from (5), implies that $\lambda_X \propto \Sigma^{-1} \gamma$. This finding, together with the result of Lemma 1, proves the statement.
It is worthwhile noting that the condition \( a = \frac{4}{\pi}E^3(S) - E(S^3) \geq 0 \) ensures the validity of Theorem 1. In fact, it implies the condition \( \frac{4}{\pi}E^2(S) - E(S^2) \geq 0 \) because \( b = E(S)E(S^2) - E(S^3) \leq 0 \). However, the condition on the third moment of \( S \) is not always met for some well-known subfamilies within the class of SNSM distributions. Hence, as we have discussed in the proof, the condition \( \frac{4}{\pi}E^2(S) \geq E(S^2) \) should be used in the cases where \( a \leq 0 \). In the following examples we elaborate on this issues for particular cases where the moments of the mixing variable can be calculated explicitly.

3.2. Examples

In this section we present particular forms of the stochastic representation of the SMSN vector for which the result of Theorem 1 is valid.

3.2.1. The multivariate SN distribution

The SN multivariate model is obtained when the mixing variable of the SMSN vector is degenerate at \( S = 1 \). In this case \( a \geq 0 \) and the result of Theorem 1 is verified. This finding was previously achieved by Loperfido (2010) using a slight different approach.

3.2.2. The multivariate skew-t distribution

The multivariate ST distribution arises when the mixing variable of the SNSM vector is \( S = V^{-1/2} \) with \( V \sim \chi^2_\nu/\nu \). In this case, as stated by Azzalini and Capitanio (2003), we obtain that the density function of \( X \) is given by
\[ f(x; \xi, \Omega, \alpha, \nu) = 2 t_p(x; \nu) T_1 \left( \alpha' \omega^{-1}(x - \xi) \left( \frac{\nu + p}{Q_x + \nu} \right)^{1/2}; \nu + p \right) : x \in \mathbb{R}^p \]  \hspace{1cm} (9)

We write \( X \sim ST_p(\xi, \Omega, \alpha, \nu) \) to denote that \( X \) follows a \( p \)-dimensional ST distribution with density function (9). Figure 1 shows how the vector \( \alpha \) deforms the symmetry of the \( t \) distribution when the asymmetry is injected through different directions; the contoured plots for each density function are depicted as well. It is worthwhile noting that when \( \nu \to \infty \) the multivariate ST becomes a \( p \)-dimensional SN distribution, i.e. \( X \sim SN_p(\xi, \Omega, \alpha) \).

![Density functions of the bivariate ST variable, with location \( \xi = (0, 0) \), scale matrix \( \Omega = I_2 \) and \( \nu = 4 \), for different shape vectors.](image)

Recall that the moments of the mixing variable are given by \( E(S^k) = \)
\[
\frac{(\nu/2)^{k/2}}{\Gamma\left(\frac{\nu-k}{2}\right)} \Gamma\left(\frac{\nu}{2}\right) \text{ provided that } \nu > k : k \geq 1. \]
From this expression we obtain that for \(\nu > 3\)

\[a = E(S) \left(\frac{4}{\pi} E^2(S) - \frac{\nu}{\nu - 3}\right) = \nu E(S) \left(\frac{2}{\pi} \frac{\Gamma(\nu-1)}{\Gamma(\nu)} - \frac{1}{\nu - 3}\right),\]
which is negative when \(\nu < 9\) and positive when \(\nu \geq 9\).

Using Lemma 1 from Arevalillo and Navarro (2015) we can easily state the validity of the condition \(\frac{4}{\pi} E^2(S) \geq E(S^2)\).

3.2.3. The multivariate skew double exponential distribution

The multivariate double exponential (DE) distribution was introduced as a generalization of its univariate counterpart. We say that \(X\) follows a \(p\)-dimensional multivariate DE distribution with location vector \(\xi\) and full rank scale matrix \(\Omega\) if its density function is given by

\[
f(x; \xi, \Omega) = \frac{\Gamma\left(\frac{p}{2}\right)}{\pi^{p/2} \Gamma(p) 2^{1+p}} |\Omega|^{-1/2} \exp\left\{-\frac{1}{2} [(x - \xi)^\prime \Omega^{-1} (x - \xi)]^{1/2}\right\},
\]

(10)

The multivariate double exponential distribution can be seen as a scale mixture of multivariate normal variables with mixing variate \(S = W^{1/2}\), where \(W\) is a \(Gamma\left(\frac{p + 1}{2}, \frac{1}{8}\right)\) (Gómez-Sánchez-Manzano et al., 2006). When we take \(W^{1/2}\) as the mixing variable in Definition we get the SMSN variables defining the multivariate skew double exponential (SDE) distribution. We write \(\mathbf{X} \sim SDE_p(\xi, \Omega, \alpha)\) to indicate that \(\mathbf{X}\) follows a \(p\)-dimensional SDE distribution with location \(\xi\), scale matrix \(\Omega = \omega \bar{\Omega} \omega\) and shape asymmetry vector \(\alpha\).
Figure 2 contains the plots of the density functions for the skewed bivariate double exponential variable; we can observe the effect the slant parameter $\alpha$ has on the shape of the densities as well as the contoured plots obtained after injection of different asymmetries. Simple comparison with the plots of Figure 1 shows two different ways to account both for skewness and tail weight behaviour.

![Figure 2: Density functions of the bivariate skew double exponential with $\xi = (0,0)$ and scale matrix $\Omega = I_2$, for different shape vectors.](image)

(a) $\alpha' = (3, 0)$  
(b) $\alpha' = (3, 3)$  
(c) $\alpha' = (-3, -3)$  
(d) $\alpha' = (3, -3)$

The moments of the mixing variable are $E(S^k) = \frac{2^{k/2} \Gamma \left( \frac{k}{2} \right) \Gamma(k + p)}{\Gamma(p) \Gamma \left( \frac{k + p}{2} \right)}$. Using this expression, we obtain that

$$a = E(S) \left( \frac{4}{\pi} E^2(S) - 4(p + 2) \right) = 4E(S) \left( \frac{2}{\pi} \frac{p^2 \Gamma^2 \left( \frac{k}{2} \right)}{\Gamma^2 \left( \frac{k + 1}{2} \right)} - (p + 2) \right),$$
which gives negative values when \( p < 5 \) and positive values when \( p \geq 5 \).

In order to check if the moment condition \( \frac{4}{\pi} E^2(S) \geq E(S^2) \) holds in this case, we are going to define the function:

\[
g(p) = \frac{1}{p + 1} \left[ \frac{p \Gamma \left( \frac{p}{2} \right)}{\Gamma \left( \frac{p + 1}{2} \right)} \right]^2 : p \geq 1.
\]

After taking logarithms, we can see that its first derivative is given by

\[
g'(p) = g(p) \left[ \frac{2}{p} + \psi \left( \frac{p}{2} \right) - \psi \left( \frac{p + 1}{2} \right) - \frac{1}{p + 1} \right],
\]

where \( \psi(x) = \frac{\Gamma'(x)}{\Gamma(x)} \) is the digamma function.

Taking into account the well-known property: \( \psi(x + 1) = \frac{1}{x} + \psi(x) \) and the following inequalities regarding the digamma function: \( \log \left( x - \frac{1}{2} \right) < \psi(x) < \log(x) - \frac{1}{2x} \) when \( x > \frac{1}{2} \) (Merkle, 1998), we get

\[
g'(p) = g(p) \left[ \psi \left( \frac{p + 2}{2} \right) - \psi \left( \frac{p + 1}{2} \right) - \frac{1}{p + 1} \right]
\]

\[
> g(p) \left[ \log \left( \frac{p + 1}{2} \right) - \log \left( \frac{p + 1}{2} \right) + \frac{1}{p + 1} - \frac{1}{p + 1} \right] = 0,
\]

which implies that \( g(p) \) is a non decreasing function for \( p \geq 1 \). Consequently, \( g(p) \geq g(1) = \frac{\pi}{2} \) or equivalently \( \frac{2}{\pi} \left[ \frac{p \Gamma \left( \frac{p}{2} \right)}{\Gamma \left( \frac{p + 1}{2} \right)} \right]^2 \geq p + 1 \). This inequality leads to the moment condition \( \frac{4}{\pi} E^2(S) \geq E(S^2) \), so the result of Theorem \ref{thm:moments} is also valid for multivariate double exponential vectors.
3.2.4. The multivariate skew-slash distribution

Another flexible model that combines both asymmetry and tail weight behavior is the multivariate skew-slash (SSL) distribution (Wang and Genton, 2006). The multivariate SSL distribution corresponds to the case where the mixing variable is $S = U^{-1/q}$ with $U \sim U(0, 1)$ and $q$ a tail weight parameter such that $q > 0$. We use the notation $X \sim SSL_{p}(\xi, \Omega, \alpha, q)$ to indicate that $X$ follows a $p$-dimensional SSL distribution with location $\xi$, scale matrix $\Omega = \omega \Omega \omega$, shape skewness vector $\alpha$ and tail weight parameter $q > 0$. Note that when $q \to \infty$, the SSL becomes a $p$-dimensional SN variable, i.e. $X \sim SN_{p}(\xi, \Omega, \alpha)$.

Figure 3 shows the plots of the bivariate SSL density functions for several directions of asymmetry. The contoured curves are also displayed for each case; they inform us about the different shapes of the scatter plots we would obtain by injecting asymmetry through different directions.

We know that $E(S^{m}) = E(U^{-m/q}) = \frac{q}{q - m}$ for $q > m$; here we assume that $q > 3$. Let us define the function:

$$g(q) = \frac{E(S^{2})}{E(S)^{2}} = \frac{(q - 1)^{2}}{q(q - 2)} : q > 3.$$

Since $g$ is a decreasing function we have $g(q) \leq g(4) \leq \frac{4}{\pi}$; consequently, the moment condition assumed by Theorem holds.

4. Simulation experiment

In this section we shed light on the previous theoretical findings by means of a simulation experiment for artificial data. The computation of the max-
Figure 3: Density functions of the bivariate skew-slash variable, with location $\xi = (0, 0)$, scale matrix $\Omega = I_2$ and tail weight parameter $q = 5$, for different shape vectors.

Now, we confine ourselves to the multivariate skew-t subfamily within the SMSN class of distributions; the multivariate skew-t model is a popular distribution to handle heavy tails and asymmetry deviations from normality in multivariate settings [Azzalini and Capitanio, 2003]. A simulation experiment for scenarios ranging from distributions with heavy tails to those having nearly normal tails, as regulated by the tail-weight parameter $\nu$, is carried out by drawing 5000 samples from a skew-t distribution with the following parameter settings: $\xi = 0$, $\bar{\Omega}$ a correlation Toeplitz matrix defined by $\bar{\Omega} = (\omega_{i,j})_{1 \leq i, j \leq p}$, where $\omega_{i,j} = \rho_i |i-j| : 1 \leq i \leq j \leq p$ for
\[\rho = -0.8, -0.3, 0.4, 0.9\] and \(\omega\) a diagonal matrix whose entries are generated at random from the integer values between 1 and 5. The simulation experiment is repeated for different dimensions of the input vector \(p = 2, 10, 18\), tail-weight parameters \(\nu = 4, 8, 20, 100\) and sample sizes \(n = 20, 100, 500\).

For each case, the maximal skewness direction was calculated using the *Singular Value Decomposition* of the third order moment matrix of the model, as implemented by the `MaxSkew` R package ([Franceschini and Loperfido, 2016](#)), and the skewness coefficient of the projected data is computed accordingly. The mean square errors (MSE) are calculated by comparison with the exact value given by the theory.

\[
\begin{array}{c|c|c|c|c|c}
\rho & n \backslash \nu & 4 & 8 & 20 & 100 \\
\hline
2 & 20 & 18.3301 & 2.5141 & 1.1359 & 0.8819 \\
 & 100 & 49.6732 & 3.0758 & 0.2508 & 0.0731 \\
 & 500 & 305.0978 & 0.7389 & 0.0237 & 0.0041 \\
10 & 20 & 22.995 & 48.4658 & 40.6828 & 36.606 \\
 & 100 & 405.0933 & 61.763 & 5.8845 & 1.3423 \\
 & 500 & 2591.437 & 40.7776 & 0.2902 & 0.049 \\
18 & 20 & 44.8858 & 39.79 & 46.4198 & 49.2469 \\
 & 100 & 959.665 & 277.2378 & 37.0411 & 8.1573 \\
 & 500 & 7934.145 & 138.4876 & 1.4523 & 0.09 \\
\end{array}
\]

Table 1: MSE obtained from the simulations when \(\rho = -0.80\).
| \( p \) | \( \nu \) | \( 4 \) | \( 8 \) | \( 20 \) | \( 100 \) |
|---|---|---|---|---|---|
| 20 | 4 | 9.8158 | 2.5211 | 1.2035 | 0.7772 |
| 2 | 100 | 47.4628 | 2.1425 | 0.2 | 0.0636 |
| 2 | 500 | 221.6212 | 0.7048 | 0.0163 | 0.0043 |
| 20 | 100 | 34.1029 | 55.987 | 44.5085 | 38.712 |
| 10 | 500 | 525.8873 | 68.5109 | 6.5594 | 1.5701 |
| 20 | 500 | 2918.442 | 22.2143 | 0.2687 | 0.0263 |
| 18 | 20 | 20.2875 | 45.2771 | 51.4088 | 53.5157 |
| 10 | 100 | 1235.183 | 271.2368 | 40.7157 | 8.7655 |
| 18 | 500 | 8450.464 | 175.6163 | 1.5504 | 0.0692 |

Table 2: MSE obtained from the simulations when \( \rho = -0.30 \).

| \( p \) | \( \nu \) | \( 4 \) | \( 8 \) | \( 20 \) | \( 100 \) |
|---|---|---|---|---|---|
| 20 | 2 | 12.907 | 2.6373 | 1.2045 | 0.7696 |
| 2 | 100 | 60.3853 | 2.6143 | 0.2034 | 0.0612 |
| 2 | 500 | 387.187 | 0.8915 | 0.0167 | 0.004 |
| 20 | 100 | 28.7548 | 55.5959 | 43.6206 | 38.5087 |
| 10 | 500 | 463.0498 | 64.6375 | 6.5316 | 1.5479 |
| 20 | 500 | 3315.722 | 30.5471 | 0.2511 | 0.0266 |
| 18 | 20 | 19.9435 | 46.5429 | 50.523 | 51.6388 |
| 10 | 100 | 1183.423 | 286.0585 | 39.3395 | 8.3242 |
| 18 | 500 | 8341.767 | 174.696 | 1.6612 | 0.0613 |

Table 3: MSE obtained from the simulations when \( \rho = 0.40 \).
5. Summary and concluding remarks

In this paper we have addressed the problem of finding directions yielding the projection with maximum skewness for vectors that follow a multivariate SMSN distribution. A quite simple condition on the moments of the mixing variable is proposed; it ensures the main contribution of the paper which states that the maximal skewness direction is proportional to the shape vector $\eta' = \alpha'\omega^{-1}$ that injects the directional asymmetry into the model. This is the case for some well-known multivariate distributions within the SMSN family, which include the skew normal, skew-t, skew double exponential and skew-slash distributions. The paper contributes to the field extending previous work for Skew Normal and Extended Skew Normal vectors (Loperfido, 2010; Franceschini and Loperfido, 2014), opening the road to move forward.
in the skewness based projection pursuit problem, both from the theoretical and inferential viewpoints, when the underlying multivariate model belongs to a wide rich and flexible class of distributions that account for the non normality of the data through tail weight and shape asymmetry parameters simultaneously.
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Figure 4: Plots when $n = 500$ in Table I clock plots of the estimated directions and histograms of the squared error in the estimation of the maximal skewness when $p = 2, \nu = 4$ (first row) and $p = 2, \nu = 100$ (second row), as well as histograms of the squared $L2$-norm error of the estimated direction and the squared error of the maximal skewness when $p = 18, \nu = 4$ (third row) and $p = 18, \nu = 100$ (fourth row).
Figure 5: Plots when $n = 500$ in Table 2, clock plots of the estimated directions and histograms of the squared error in the estimation of the maximal skewness when $p = 2, \nu = 4$ (first row) and $p = 2, \nu = 100$ (second row), as well as histograms of the squared $L_2$-norm error of the estimated direction and the squared error of the maximal skewness when $p = 18, \nu = 4$ (third row) and $p = 18, \nu = 100$ (fourth row).
Figure 6: Plots when \( n = 500 \) in Table 3: clock plots of the estimated directions and histograms of the squared error in the estimation of the maximal skewness when \( p = 2, \nu = 4 \) (first row) and \( p = 2, \nu = 100 \) (second row), as well as histograms of the squared \( L_2 \)-norm error of the estimated direction and the squared error of the maximal skewness when \( p = 18, \nu = 4 \) (third row) and \( p = 18, \nu = 100 \) (fourth row).
Figure 7: Plots when $n = 500$ in Table II clock plots of the estimated directions and histograms of the squared error in the estimation of the maximal skewness when $p = 2, \nu = 4$ (first row) and $p = 2, \nu = 100$ (second row), as well as histograms of the squared $L_2$-norm error of the estimated direction and the squared error of the maximal skewness when $p = 18, \nu = 4$ (third row) and $p = 18, \nu = 100$ (fourth row).