PERTURBATION BOUNDS OF MARKOV SEMIGROUPS ON ABSTRACT STATES SPACES
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Abstract. In order to successfully explore quantum systems which are perturbations of simple models, it is essential to understand the complexity of perturbation bounds. We must ask ourselves: How quantum many-body systems can be artificially engineered to produce the needed behavior. Therefore, it is convenient to make use of abstract framework to better understand classical and quantum systems. Thus, our investigation's purpose is to explore stability and perturbation bounds of positive $C_0$-semigroups on abstract state spaces using the Dobrushin's ergodicity coefficient. Consequently, we obtain a linear relation between the stability of the semigroup and the sensitivity of its fixed point with respect to perturbations of $C_0$-Markov semigroups. Our investigation leads to the discovery of perturbation bounds for the time averages of uniform asymptotically stable semigroups. A noteworthy mention is that we also prove the equivalence of uniform and weak ergodicities of the time averages Markov operators in terms of the ergodicity coefficient, which shines a new light onto this specific topic. Lastly, in terms of weighted averages, unique ergodicity of semigroups is also studied. Emphasis is put on the newly obtained results which is a new discovery in classical and non-commutative settings.

1. Introduction

Constructing simplified models is the main focus to successfully capture the underlying physics of real materials, appropriate in the circumstance where explanation of their physical properties and behavior are important. For example, in quantum information theory, it is essential to find the applications of constructing simplified models by the artificially engineered quantum many-body systems to produce a specific behavior. While studying theoretical models of many-body physics, it is crucial that the properties of the model are stable under perturbations to the model itself. If the physical predictions of a model undergo dramatic changes when the local interactions are modified by a small amount, it is difficult to argue that the idealized model captures the correct physics of the real physical system. Similarly, if the correct behavior of an engineered quantum system relies on infinitely precise control of all the local interactions, the proposal will not be of much practical use. Thus, it is critical to go beyond stability of closed systems, and derive stability results for open, dissipative systems (see\textsuperscript{26, 34, 39}) in justifying theoretical models of real, noisy physical many-body systems. Simultaneously, in the new proposals as well, for exploiting dissipation to carry out quantum information processing tasks. These kinds of investigations lead to perturbation theory for quantum dynamical systems defined on some operator algebras. Besides this, current literature gives plenty of very recent examples of applications of
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Markov chain perturbation bounds, including computational statistics and climate science, see [5, 7, 23, 38, 40, 41]. We point out that the main results of the present paper also could be applied to the mentioned Markov chains by choosing an appropriate state space. Moreover, more accurate perturbation bounds for them is obtainable.

If we consider a classical Markov process on a general state space \((E, \mathcal{F}, \mu)\) given by the transition probabilities \(P(t, x, A)\), then one can define a semigroup as follows: 

\[
T_t f(x) = \int f(y) P(t, x, dy),
\]

which acts on \(L^1(E, \mu)\)-space (see [24] for more details). Hence, the theory of perturbations [22, 27] can be reformulated in terms of the defined semigroup defined on \(L^1(E, \mu)\)-space which is an ordered Banach space (lattice) w.r.t. the standard ordering. There are many papers devoted to the investigation of stability and ergodic properties of semigroups defined on Banach lattices [3, 24, 25].

On the other hand, it is convenient and important to study several properties of physical and probabilistic processes in abstract framework due to the classical and quantum cases confined to this scheme (see [1]) where we can observe some aspects and applications put to work in [23, 35]. It is noteworthy to mention that in this abstract scheme, one considers an ordered normed spaces and mappings of these spaces (see [1, 9]). Moreover, in this setting, certain ergodic properties of Markov operators are considered and investigated in [3, 11, 13, 36].

Our purpose is to investigate stability and perturbation bounds of positive \(C_0\)-semigroups defined on abstract state spaces (i.e. ordered Banach spaces). Roughly speaking, an abstract state space is an ordered Banach space with additivity property on the cone of positive elements. Such spaces contain all classical \(L^1\)-spaces and the space of density operators acting on some Hilbert space [1, 21]. We refer the reader to [4] (see also [2]) for more information about the structure of positive semigroups defined ordered spaces. In the investigation of \(C_0\)-semigroups it is important to employ methods of spectral analysis of operators. This spectral approach can be found in the standard textbooks as [19]. On non-spectral analysis of asymptotic behavior of positive semigroups especially on semigroups of positive operators on ordered Banach spaces is given in [9].

We notice that averages of operators appear in many fields of mathematics, in theoretical physics and in other areas in science. It is a natural question to ask its convergence behavior with respect to various kinds of convergence. In the present paper, we are going to investigate perturbation bounds of averages of \(C_0\)-semigroup of Markov operators defined on abstract state spaces. Basically, our main tool to study asymptotical stability of the semigroups will be so-called Dobrushin’s ergodicity coefficient. We notice that the mentioned coefficient has been introduced in [32, 33] for positive mappings defined on base normed spaces (or abstract state spaces). In [11] we have announced several perturbation results for single Markov operator on ordered Banach spaces. On the various convergence theorems, to determine the conditions is not easy and also many important operators can not be directly used. One of the ways is to construct the given semigroups from simpler ones. Perturbation is the standard methods for this approach. Therefore, it is important to determine a class of operators that is \(A + B\) which is still the generator of a semigroup. A class of operators admissible in this sense is the class of bounded operators. Since, the coefficient is one of the effective tools in investigating limiting behavior of classical Markov processes (see [20, 37] for review), therefore, in the present paper, we are going to study one of the questions that ask how sensitive stationary states are related to perturbations of uniform asymptotical stability (i.e. rapid mixing in physical terminology) of Markov semigroups.
The paper is organized as follows. In Section 3, we first establish uniform asymptotical stability for $C_0$-Markov semigroups (defined on abstract state spaces) in terms of Dobrushin’s ergodicity coefficient. Consequently, we obtain a linear relation between the stability of the semigroup and the sensitivity of its fixed point with respect to perturbations of Markov operators. Moreover, we establish perturbation bounds for the time averages of the uniform asymptotically stable semigroups. In Section 4, we go on to prove the equivalence of uniform and weak ergodicities of the time averages Markov operators in terms of the ergodicity coefficient which is a new insight to this topic. This result allows us to produce certain perturbation bounds for such kind of semigroups. In the last section 5, we study unique ergodicity and its relation to the convergence of weighted averages. Note that the considered Banach space contains as a particular case of several interesting operator spaces such as von Neumann algebras, Jordan algebras. Therefore, our results can be applied to semigroups acting on these spaces which have many applications in quantum theory [35]. We stress that when the von Neumann algebra is taken as a matrix algebra, some particular cases of the present paper were studied in [39]. Moreover, the results of the last sections even new in the classical and quantum settings.

We emphasize that in the present paper, we are going to consider a general abstract state space for which the convex hull of the base $K$ and $-K$ is not assumed to be radially compact (in our previous papers [11] [32] [33] this condition was essential). This consideration has an important advantage: whenever $X$ is an ordered Banach space with a generating cone $X_+$ whose norm is additive on $X_+$, then $X$ admits an equivalent norm which coincides with the original norm on $X_+$ and which renders $X$ such a base norm space. Hence, to apply the results of the paper one would then only have to check that the norm is additive on $X_+$.

2. Preliminaries

In this section we recall some necessary definitions and fact about ordered Banach spaces.

Let $X$ be an ordered vector space with a cone $X_+ = \{ x \in X : x \geq 0 \}$. A subset $K$ is called a base for $X$, if one has $K = \{ x \in X_+ : f(x) = 1 \}$ for some strictly positive (i.e. $f(x) > 0$ for $x > 0$) linear functional $f$ on $X$. An ordered vector space $X$ with generating cone $X_+$ (i.e. $X = X_+ - X_+$) and a fixed base $K$, defined by a functional $f$, is called an ordered vector space with a base [1]. In what follows, we denote it as $(X, X_+, K, f)$. Let $U$ be the convex hull of the set $K \cup (-K)$, and let

$$
\|x\|_K = \inf \{ \lambda \in \mathbb{R}_+ : x \in \lambda U \}.
$$

Then one can see that $\| \cdot \|_K$ is a seminorm on $X$. Moreover, one has $K = \{ x \in X_+ : \|x\|_K = 1 \}$, $f(x) = \|x\|_K$ for $x \in X_+$. Assume that the seminorm becomes a norm, and $X$ is complete w.r.t. this norm and $X_+$ is closed, then $(X, X_+, K, f)$ is called abstract state space. In this case, $K$ is a closed face of the unit ball of $X$, and $U$ contains the open unit ball of $X$. If the set $U$ is radially compact [1], i.e. $\ell \cap U$ is a closed and bounded segment for every line $\ell$ through the origin of $X$, then $\cdot : \| \cdot \|_K$ is a norm. The radially compactness is equivalent to $U$ coincides with the closed unit ball of $X$. In this case, we will call $X$ a strong abstract state space. In the sequel, for the sake of simplicity instead of $\| \cdot \|_K$ we will use usual notation $\| \cdot \|$. We refer the reader to [12] where the difference between the strong ASS and a more general class of base norm spaces is discussed.
We recall some elementary definitions and results. The positive cone $X_+$ of an ordered Banach space $X$ is said to be $\lambda$-generating if, given $x \in X$, we can find $y, z \in X_+$ such that $x = y + z$ and $\|y\| + \|z\| \leq \lambda \|x\|$. The norm on $X$ is called regular (respectively, strongly regular) if, given $x$ in the open (respectively, closed) unit ball of $X$, we can find $y$ in the closed unit ball with $y \geq x$ and $y \geq -x$. The norm is said to be additive on $X_+$ if $\|x + y\| = \|x\| + \|y\|$ for all $x, y \in X_+$. We notice that if $X_+$ is 1-generating, then one can show that $X$ is strongly regular. Similarly, if $X_+$ is $\lambda$-generating for all $\lambda > 1$, then $X$ is regular [12]. The following results are well-known.

**Theorem 2.1.** [43] Let $X$ be an ordered Banach space with closed positive cone $X_+$. The following statements are equivalent:

(i) $X$ is an abstract state space;
(ii) $X$ is regular, and the norm is additive on $X_+$;
(iii) $X_+$ is $\lambda$-generating for all $\lambda > 1$, and the norm is additive on $X_+$.

**Theorem 2.2.** [42] Let $X$ be an ordered Banach space with closed positive cone $X_+$. The following statements are equivalent:

(i) $X$ is a strong abstract state space;
(ii) $X$ is strongly regular, and the norm is additive on $X_+$;
(iii) $X_+$ is 1-generating and the norm is additive on $X_+$.

Let $A$ be a real ordered linear space and as before $A_+$ denotes the set of positive elements of $A$. An element $e \in A_+$ is called order unit if for every $a \in A$ there exists a number $\lambda \in \mathbb{R}$ such that $-\lambda e \leq a \leq \lambda e$. If the order is Archimedean then the mapping $a \mapsto \|a\|_e = \inf\{\lambda > 0 : \lambda e \leq a \leq \lambda e\}$ is a norm. If $A$ is a Banach space with respect to this norm, the the pair $(A, e)$ is called an order-unit space with the order unit $e$.

Let us provide some examples of ASS.

1. Let $M$ be a von Neumann algebra. Let $M_{h^*}$ be the Hermitian part of the predual space $M^*$ of $M$. As a base $\mathcal{K}$ we define the set of normal states of $M$. Then $(M_{h^*}, M_{h^*}, \mathcal{K}, I)$ is a strong ASS, where $M_{h^*}$ is the set of all positive functionals taken from $M_{h^*}$, and $I$ is the unit in $M$.

2. Let $(A, e)$ be an order-unit space. An element $\rho \in A^*$ is called positive if $\rho(a) \geq 0$ for all $a \in A_+$. By $A^*_+$ we denote the set of all positive functionals. A positive linear functional is called a state if $\rho(e) = 1$. The set of all states is denoted by $S(A)$. Then it is well-known [11] that $(A^*, A^*_+, S(A), e)$ is a strong ASS.

3. Let $X$ be a Banach space over $\mathbb{R}$. Consider a new Banach space $\tilde{X} = \mathbb{R} \oplus X$ with a norm $\|(\alpha, x)\| = \max\{|\alpha|, \|x\|\}$. Define a cone $\tilde{X}_+ = \{(\alpha, x) : \|x\| \leq \alpha, \alpha \in \mathbb{R}_+\}$ and a positive functional $f(\alpha, x) = \alpha$. Then one can define a base $\mathcal{K} = \{(\alpha, x) \in \tilde{X} : f(\alpha, x) = 1\}$. Clearly, we have $\mathcal{K} = \{(1, x) : \|x\| \leq 1\}$. Then $(\tilde{X}, \tilde{X}_+, \tilde{K}, f)$ is an abstract state base-norm space [21]. Moreover, $X$ can be isometrically embedded into $\tilde{X}$. Using this construction one can study several interesting examples of ASS. In particularly, one considers as $X = \ell_p$, $1 < p < \infty$.

4. Let $A$ be the disc algebra, i.e. the sup-normed space of complex-valued functions which are continuous on the closed unit disc, and analytic on the open unit disc. Let $X = \{f \in A : f(1) \in \mathbb{R}\}$. Then $X$ is a real Banach space with the following positive cone $X_+ = \{f \in X : f(1) = \|f\|\} = \{f \in X : f(1) \geq \|f\|\}$. The space $X$ is ASS, not strong ASS (see [42] for details).
Let \((X, X_+, \mathcal{K}, f)\) be an ASS. A linear operator \(T : X \to X\) is called positive, if \(Tx \geq 0\) whenever \(x \geq 0\). A positive linear operator \(T : X \to X\) is said to be Markov, if \(T(\mathcal{K}) \subset \mathcal{K}\). It is clear that \(|T| = 1\), and its adjoint mapping \(T^* : X^* \to X^*\) acts in ordered Banach space \(X^*\) with unit \(f\), and moreover, one has \(T^* f = f\). Note that in case of \(X = \mathbb{R}^n\), \(X_+ = \mathbb{R}_+^n\) and \(\mathcal{K} = \{(x_i) \in \mathbb{R}^n : x_i \geq 0, \sum_{i=1}^n x_i = 1\}\), then for any Markov operator \(T\) acting on \(\mathbb{R}^n\), the conjugate operator \(T^*\) can be identified with a usual stochastic matrix. Now for each \(y \in X\) we define a linear operator \(T_y : X \to X\) by \(T_y(x) = f(x)y\).

The main object in this paper is a strongly continuous semigroup or \(C_0\)-semigroup on a Banach space \(X\) is a map \(T_t : \mathbb{R}_+ \to L(X)\) such that

(i) \(T_0 = I\), identity operator on \(X\);
(ii) \(\forall t, s \geq 0 : T_{t+s} = T_t T_s\);
(iii) \(\forall x_0 \in X : \|T_t x_0 - x_0\| \to 0\), as \(t \downarrow 0\).

The first two axioms are algebraic, and state that \(\mathcal{T} = (T_t)\) is a representation of the semigroup \((\mathbb{R}_+, +)\); the last is topological, and states that the map \(\mathcal{T}\) is continuous in the strong operator topology.

Let \(\mathcal{T} = (T_t)_{t \geq 0}\) be a \(C_0\)-semigroup. If for each \(t \in \mathbb{R}_+\) the operator \(T_t\) is Markov, then \(\mathcal{T} = (T_t)_{t \geq 0}\) is called a \(C_0\)-Markov semigroup. An element \(x_0 \in X\) is called a fixed point or stationary point of \(\mathcal{T} = (T_t)_{t \geq 0}\) if one has \(T_t x_0 = x_0\) for all \(t \in \mathbb{R}_+\). In [4] a basic structure of positive semigroups defined on ordered Banach spaces is given. We refer the reader to [7, 5, 41], for more concrete examples of Markov semigroups associated with certain physical systems.

We denote

\[ A_t(\mathcal{T}) = \frac{1}{t} \int_0^t T_s ds, \quad t \in \mathbb{R}_+. \]

We notice that the integral above is taken with respect to the strong operator topology.

**Definition 2.3.** A \(\mathcal{T} = (T_t)_{t \geq 0}\) be a \(C_0\)-Markov semigroup defined on \(X\) is called

(i) **uniform asymptotically stable** if there exist an element \(x_0 \in \mathcal{K}\) such that

\[ \lim_{t \to \infty} \|T_t - T_{x_0}\| = 0; \]

(ii) **uniform mean ergodic** if there exist an element \(x_0 \in \mathcal{K}\) such that

\[ \lim_{t \to \infty} \left\| A_t(\mathcal{T}) - T_{x_0}\right\| = 0; \]

(iii) **weakly ergodic** if one has

\[ \lim_{t \to \infty} \sup_{x, y \in \mathcal{K}} \|T_t x - T_t y\| = 0; \]

(iv) **weakly mean ergodic** if one has

\[ \lim_{t \to \infty} \sup_{x, y \in \mathcal{K}} \|A_t(\mathcal{T}) x - A_t(\mathcal{T}) y\| = 0. \]

**Remark 2.4.** We notice that uniform asymptotically stability implies uniform mean ergodicity. Moreover, if \(\mathcal{T}\) is uniform mean ergodic, then \(x_0\) corresponding to \(T_{x_0}\), is a fixed point of \(\mathcal{T}\). Indeed, \(T_t T_{x_0} = T_{x_0}\), which yields \(T_t x_0 = x_0\) for all \(t \in \mathbb{R}_+\). We stress that every uniformly mean ergodic Markov operator has a unique fixed point.

Let \((X, X_+, \mathcal{K}, f)\) be an ASS and \(T : X \to X\) be a Markov operator. Letting

\[ N = \{ x \in X : f(x) = 0 \}, \]

(2.1)
we define

\begin{equation}
\delta(T) = \sup_{x \in N, x \neq 0} \frac{\|Tx\|}{\|x\|}.
\end{equation}

The quantity \(\delta(T)\) is called Dobrushin's ergodicity coefficient of \(T\) (see [32]).

**Remark 2.5.** We note that if \(X^*\) is a commutative algebra, the notion of the Dobrushin ergodicity coefficient was studied in [6], [8]. In a non-commutative setting, i.e. when \(X^*\) is a von Neumann algebra, such a notion was introduced in [31]. We should stress that such a coefficient has been independently defined in [17]. Furthermore, for particular cases, i.e. in a non-commutative setting, such a coefficient explicitly has been calculated for quantum channels (i.e. completely positive maps). Moreover, its physical interpretations and applications to concrete quantum physical systems can be found in [7, 38, 41]. In these settings, \(X^*\) is taken as certain \(C^*\)-algebra associated with the system.

The next result establishes several properties of Dobrushin ergodicity coefficient.

**Theorem 2.6.** Let \((X, X^+, K, f)\) be an abstract state space and \(T, S : X \to X\) be Markov operators. The following statements hold:

(i) \(0 \leq \delta(T) \leq 1\);
(ii) \(|\delta(T) - \delta(S)| \leq \|T - S\|\);
(iii) \(\delta(TS) \leq \delta(T)\delta(S)\);
(iv) if \(H : X \to X\) is a linear bounded operator such that \(H^*(f) = 0\), then \(\|TH\| \leq \delta(T)\|H\|\);
(v) If \(X^+\) is \(\lambda\)-generating, then one has

\begin{equation}
\delta(T) \leq \frac{\lambda}{2} \sup_{u,v \in K} \|Tu - Tv\|.
\end{equation}

(vi) if \(\delta(T) = 0\), then there exists \(y_0 \in X^+\) such that \(T = T_{y_0}\).

**Proof.** The statements (i)-(iv), (vi) have been proved in [32]. We only need to prove (v). Let \(x \in N\). Then one can find \(x^+, x^- \in X^+\) such that \(x = x^+ - x^-\) with \(|x^+| + |x^-| \leq \lambda|x|\). The equality \(f(x) = 0\) implies \(f(x^+) = f(x^-)\) which means \(|x^+| = |x^-|\). Hence, we have \(\xi := |x^+| = |x^-| \leq \frac{\lambda}{2} |x|\), so by denoting

\[ u = \frac{1}{\|x^+\|} x^+, \quad v = \frac{1}{\|x^-\|} x^- \]

one finds \(x = \xi(u - v)\). Consequently, one gets

\[ \frac{\|Tx\|}{\|x\|} = \frac{\xi \|T(u - v)\|}{\|x\|} \leq \frac{\lambda}{2} \|Tu - Tv\|, \]

this together with (2.2) yields the required assertion. \(\square\)

**Remark 2.7.** We point out that if \(X\) is a strong abstract state space (i.e. \(X^+\) is \(1\)-generating), then an analogous fact as Theorem 2.6 (v) has been proved in [32], and in this case (2.3) reduces to

\begin{equation}
\delta(T) = \frac{1}{2} \sup_{u,v \in K} \|Tu - Tv\|.
\end{equation}
3. Uniform asymptotic stability Perturbation Bounds of $C_0$-Markov semigroups

In this section, we prove uniform asymptotic stability of $C_0$-Markov semigroups in terms of the Dobrushin’s ergodicity coefficient. This allows us to establish perturbation bounds for the semigroups using the ergodicity coefficient. The following result is an continuous time analogue of Theorem 3.5 [32]. For the sake of completeness we will prove it.

**Theorem 3.1.** Let $(X, X_+, K, f)$ be an abstract state space and $\mathcal{T} = (T_t)_{t \geq 0}$ be a $C_0$-Markov semigroup on $X$. Then the following statements are equivalent:

(i) $\mathcal{T}$ is weakly ergodic;
(ii) there exists $t_0 \in \mathbb{R}$ such that $\delta(T_{t_0}) < 1$;
(iii) $\mathcal{T}$ is uniformly asymptotical stable. Moreover, there are positive constants $C, \alpha, t_0 \in \mathbb{R}$ and $x_0 \in K$ such that

$$
\|T_t - T_{x_0}\| \leq Ce^{-\alpha t}, \quad \forall t \geq t_0.
$$

*Proof.* The implication (i)$\Rightarrow$ (ii) immediately follows from Theorem 2.6 (v), and (iii) $\Rightarrow$ (i) is obvious. Therefore, it is enough to establish the implication (ii)$\Rightarrow$ (iii). Let $t_0 \in \mathbb{R}_+$ such that $\delta(T_{t_0}) < 1$. We put $\rho := \delta(T_{t_0})$. Clearly, $0 < \rho < 1$. Since for every $t \in \mathbb{R}$, $T_t$ is a Markov operator, from Theorem 2.6 (iii) we obtain

$$
\delta(T_t) = \delta(T_0)^{\lfloor t/t_0 \rfloor} \leq \delta(T_{t_0})^{\lfloor t/t_0 \rfloor} \leq \rho^{\lfloor t/t_0 \rfloor} \rightarrow 0, \quad \text{as} \quad t \rightarrow \infty,
$$

where $[a]$ denotes the integer part of a number $a$ and $0 \leq r < t_0$.

Now let us show that $\mathcal{T}$ is a Cauchy net with respect to the norm. Indeed, thanks to Theorem 2.6 (iv) and (3.2) one has

$$
\|T_t - T_{t+s}\| = \|T_0^{\lfloor t/t_0 \rfloor} - T_0^{\lfloor (t+s)/t_0 \rfloor}\| \leq \delta(T_{t_0})^{\lfloor t/t_0 \rfloor} \|T_{t_0} - T_{t_0+s}\| \leq 2\delta(T_{t_0})^{\lfloor t/t_0 \rfloor} \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty.
$$

Therefore, there is an operator $Q$ such that $\|T_t - Q\| \rightarrow 0$. One can show that $Q$ is a Markov operator. To show $Q = T_{x_0}$ for some $x_0 \in X_+$, it is enough to establish $\delta(Q) = 0$. Indeed, from

$$
|\delta(T_t) - \delta(Q)| \leq \|T_t - Q\| \quad \text{and} \quad \lim_{t \rightarrow \infty} \delta(T_t) = 0,
$$

we infer that $\delta(Q) = 0$. This completes the proof. \hfill \Box

**Remark 3.2.** From this theorem we immediately conclude that if at least one operator $T_{t_0}$ (for some $t_0 \in \mathbb{R}_+$) of a $C_0$-Markov semigroup $\mathcal{T} = (T_t)_{t \geq 0}$ is uniformly asymptotical stable, then whole semigroup $\mathcal{T}$ is uniform asymptotically stable. We point out that in [32, 33] the space $X$ was strong ASS and the semigroup is taken to be discrete \{$T^n$\}.

**Remark 3.3.** In the classical setting, i.e. if $X = L^1(E, \mu)$, then a similar kind of result has been established in [28].

To establish perturbation bounds for $C_0$-semigroups, we need some auxiliary well-known facts (see [15] for the proofs).

**Theorem 3.4.** Let $(A, D(A))$ be the generator of a $C_0$-semigroup $\mathcal{T} = (T_t)_{t \geq 0}$ on a Banach space $X$ satisfying

$$
\|T_t\| \leq M e^{\lambda t} \quad \forall t \geq 0
$$

then there exists a constant $C = C(X, \lambda) \geq 0$ such that

$$
\|\left[ e^{\lambda t} - 1, T_t \right]\| \leq C \|A\| e^{\lambda t} \quad \forall t \geq 0.
$$

This completes the proof.
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|\delta(T_t) - \delta(Q)| \leq \|T_t - Q\| \quad \text{and} \quad \lim_{t \rightarrow \infty} \delta(T_t) = 0,
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**Remark 3.2.** From this theorem we immediately conclude that if at least one operator $T_{t_0}$ (for some $t_0 \in \mathbb{R}_+$) of a $C_0$-Markov semigroup $\mathcal{T} = (T_t)_{t \geq 0}$ is uniformly asymptotical stable, then whole semigroup $\mathcal{T}$ is uniform asymptotically stable. We point out that in [32, 33] the space $X$ was strong ASS and the semigroup is taken to be discrete \{$T^n$\}.

**Remark 3.3.** In the classical setting, i.e. if $X = L^1(E, \mu)$, then a similar kind of result has been established in [28].

To establish perturbation bounds for $C_0$-semigroups, we need some auxiliary well-known facts (see [15] for the proofs).
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$$

This completes the proof.
and some \( w \in \mathbb{R}, M \geq 1 \). If \( B \in L(X) \), then \( C := A + B \) with \( D(C) := D(A) \) generates a \( C_0 \)-semigroup \( S = (S_t)_{t \geq 0} \) satisfying
\[
\|S_t\| \leq Me^{(w+M\|B\|)t} \quad \forall t \geq 0.
\]
Moreover, for a representation formula for this new semigroup, it satisfies an integral equation.
\[
S_t x = T_t x + \int_0^t T_{t-s} B S_s x \, ds
\]
holds for every \( t \geq 0 \) and \( x \in X \).

Our first result about perturbation bounds is the following result.

**Theorem 3.5.** Let \((X, X_+, K, f)\) be an abstract state space and \( S = (S_t)_{t \geq 0}, T = (T_t)_{t \geq 0} \) be \( C_0 \)-Markov semigroups on \( X \) with generators \( A \) and \( C \), respectively, satisfying \( B := C - A \) is bounded. If there exists \( \rho \in [0, 1) \) and \( t_0 \in \mathbb{R} \) such that \( \delta(T_{t_0}) \leq \rho \), then one has
\[
\|T_t x - S_t z\| \leq \begin{cases}
\|x - z\| + t \|B\|, & \forall t \leq t_0, \\
\rho^{t/t_0} \|x - z\| + \frac{t_0(1 - \rho^{t/t_0})}{1 - \rho} + \rho^{t/t_0}(t - t_0[t/t_0]) \|B\|, & \forall t > t_0
\end{cases}
\]
for every \( x, z \in K \).

**Proof.** From Theorem (3.4) for each \( t \in \mathbb{R} \), we have
\[
S_t x = T_t x + \int_0^t T_{t-s} B S_s x \, ds.
\]
Let \( x, z \in K \), it then follows from (3.5) that
\[
T_t x - S_t z = T_t x - T_t z - \int_0^t T_{t-s} B S_s z \, ds
\]
\[
= T_t (x - z) - \int_0^t T_{t-s} B S_s z \, ds
\]
using change of variable for \( t-s = s \), then we have
\[
= T_t (x - z) - \int_0^t T_s B z_s \, ds
\]
where \( z_s := S_{t-s} z \). Hence,
\[
\|T_t x - S_t z\| \leq \|T_t(x - z)\| + \int_0^t \|T_s B(z_s)\| \, ds.
\]

The Markovianity of \( T_t, S_t \) and Theorem 2.7 (iv) imply that
\[
\|T_s \circ B(z_s)\| \leq \delta(T_s) \|B\|, \quad \|T_t(x - z)\| \leq \delta(T_t) \|x - z\|.
\]
Hence, from (3.6) we obtain
\[
\|T_t x - S_t z\| \leq \delta(T_t) \|x - z\| + \|B\| \int_0^t \delta(T_s) \, ds.
\]
Moreover if \( t > t_0 \) and \( t/t_0 \) is not an integer, then \( \delta(T_t) < 1 \) implies that \( \delta(T_t) < \delta(T_{t_0})^{\lfloor t/t_0 \rfloor} < \rho^{\lfloor t/t_0 \rfloor} \). So by Riemann integral, we obtain
\[
\int_0^t \delta(T_s) \, ds \leq t_0(1 + \delta(T_{t_0}) + \delta(T_{t_0})^2 + \cdots + \delta(T_{t_0})^{\lfloor t/t_0 \rfloor-1} + \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}(t - t_0[t/t_0]))
\]
(3.8) \[ = \frac{t_0(1 - \delta(T_{t_0})^{\lfloor t/t_0 \rfloor-1})}{1 - \delta(T_{t_0})} + \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}(t - t_0[t/t_0]), \forall t > t_0.
\]

Hence, the last inequality with (3.7) yields the required assertion.

**Remark 3.6.** Note that this result extends all existing results (see [29, 30, 39]) for general spaces. In particularly, if we take as \( X \) a predual of any von Neumann algebra, then we extend the result of [39] (where it was proved similar result for matrix algebras) for arbitrary von Neumann algebras.

**Corollary 3.7.** Let the conditions of Theorem 3.5 be satisfied. Then for every \( x, y \in K \) one has
\[
sup_{t \geq 0} \|T_t x - S_t z\| \leq \|x - z\| + \frac{t_0}{1 - \rho} \|B\|.
\]
(3.9)

In addition, if \( S \) is uniformly asymptotical stable to \( S_{z_0} \) then
\[
\|T_{t_0} x - S_{z_0}\| \leq \frac{t_0}{1 - \rho} \|B\|.
\]
(3.10)

**Proof.** The inequality (3.9) is a direct consequence of (3.7). Now taking the limit as \( t \to \infty \) in (3.7) we immediately find
\[
\|T_{t_0} x - S_{z_0}\| \leq \|B\| \int_0^\infty \delta(T_s) \, ds.
\]
From (3.8) it follows that
\[
\|T_{t_0} x - S_{z_0}\| \leq \|B\| \frac{t_0}{1 - \rho}.
\]
This completes the proof.

The following theorem gives an alternative method of obtaining perturbation bounds in terms of \( \delta(T_{t_0}) \).

**Theorem 3.8.** Let the conditions of Theorem 3.5 be satisfied. Then for every \( x, z \in K \) one has
\[
\|T_t x - S_t z\| \leq \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}(\|x - z\| + \sup_{0 < t < t_0} \|T_t - S_t\|)
\]
(3.11) \[ + \frac{1 - \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}}{1 - \delta(T_{t_0})} \|T_{t_0} - S_{t_0}\| , \quad t \in \mathbb{R}_+.
\]

**Proof.** If \( t < t_0 \) then by the inequality
\[
\|T_t x - S_t z\| \leq \|T_t x - S_t x\| + \|S_t(x - z)\|
\]
\[
\leq \|x - z\| + \|T_t - S_t\|,
\]
we have (3.11).

If \( t \geq t_0 \), we obtain
\[
T_t x - S_t z = T_{t_0}(T_{t-t_0} x) - S_{t_0}(S_{t-t_0} z)
\]
\[ = T_{t_0}(T_{t-t_0} x - S_{t-t_0} z) + (T_{t_0} - S_{t_0})S_{t-t_0} z.
\]
Therefore,
\[ \|T_t x - S_t z\| \leq \|T_{t-t_0} x - S_{t-t_0} z\| \delta(T_{t_0}) + \|T_{t_0} - S_{t_0}\|. \]

If we continue to apply this relation to
\[ \|T_{t-t_0} x - S_{t-t_0} z\|, \cdots, \|T_{t-t_0(\lfloor t/t_0 \rfloor -1)} x - S_{t-t_0(\lfloor t/t_0 \rfloor -1)} z\| \]
we obtain
\[
\|T_t x - S_t z\| \leq \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}(\|x - z\| + \sup_{0<\tau<t_0} \|T_\tau - S_\tau\|) \\
+ \left( \delta(T_{t_0})^{\lfloor t/t_0 \rfloor -1} + \delta(T_{t_0})^{\lfloor t/t_0 \rfloor -2} + \cdots + 1 \right) \|T_{t_0} - S_{t_0}\|, \\
= \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}(\|x - z\| + \max_{0<\tau<t_0} \|T_\tau - S_\tau\|) \\
+ \frac{1 - \delta(T_{t_0})^{\lfloor t/t_0 \rfloor}}{1 - \delta(T_{t_0})} \|T_{t_0} - S_{t_0}\|. 
\]

\[ \square \]

**Theorem 3.9.** If \( \delta(T_{t_0}) < 1 \) for some \( t_0 \in \mathbb{R}_+ \), then every \( C_0 \)-Markov semigroup \( S = (S_t)_{t \geq 0} \) satisfying \( \|S_{t_0} - T_{t_0}\| < 1 - \delta(T_{t_0}) \) is uniformly asymptotically stable and has a unique fixed point \( z_0 \in K \) such that

\[
\|x_0 - z_0\| \leq \frac{\|S_{t_0} - T_{t_0}\|}{1 - \delta(T_{t_0}) - \|S_{t_0} - T_{t_0}\|} \tag{3.12}
\]

**Proof.** Take any \( x \in N \), then we have

\[
\|S_{t_0} x\| \leq \|S_{t_0} - T_{t_0}\| + \|T_{t_0} x\| \leq \rho \|x\|. \tag{3.13}
\]

where \( \rho = \|S_{t_0} - T_{t_0}\| + \delta(T_{t_0}) < 1 \). Hence by (3.13) one gets \( \|S_{t_0}^n x\| \leq \rho^n \|x\| \) for all \( n \in \mathbb{N} \). Hence \((I - S_{t_0})\) is invertible on \( N \).

It is clear that the equation \( S_{t_0} z_0 = z_0 \) with \( z_0 \in K \) such that \((I - S_{t_0})(z_0 - x_0) = -(I - S_{t_0})x_0\). Since \((I - S_{t_0})x_0\) is an element of \( N \), we conclude that

\[ z_0 = x_0 - (I - S_{t_0})^{-1}((I - S_{t_0})x_0) \]

is unique. Moreover from the identity

\[ z_0 - x_0 = T_{t_0}(z_0 - x_0) + (S_{t_0} - T_{t_0})(z_0 - x_0) + (S_{t_0} - T_{t_0})x_0 \]

and

\[ \|z_0 - x_0\| \leq (\delta(T_{t_0}) + \|S_{t_0} - T_{t_0}\|) \|z_0 - x_0\| + \|S_{t_0} - T_{t_0}\|x_0\|
\]

we obtain (3.12).

For every \( t \in \mathbb{R}_+ \), one has \( S_{t_0}(S_t z_0) = S_t(S_{t_0} z_0) = S_t z_0 \), and the uniqueness of \( z_0 \) for \( S_{t_0} \) we infer that \( S_t z_0 = z_0 \). Now assume that \( S \) has another fixed point \( \tilde{z}_0 \in K \). Then \( S_{t_0} \tilde{z}_0 = \tilde{z}_0 \) which yields \( \tilde{z}_0 = z_0 \). Moreover, since \( \delta(S_{t_0}) < 1 \), which by Theorem 3.1 yields that \( S \) is uniform asymptotically stable as well. This completes the proof. \( \square \)

The proved theorem yields that if at certain time \( t_0 \) for given a uniform asymptotically stable semigroup \((T_t)\) one can find a Markov semigroup \((S_t)\) such that operators \( T_{t_0} \) and \( S_{t_0} \) are very close, then \((S_t)\) is also uniform asymptotically stable.

Let us turn our attention to bounds on an error of estimation of the averages \( A_t(\mathcal{T}) \). From Theorems 3.1 and 3.5 we infer the following result.
Theorem 3.10. Let \((X, X_+, K, f)\) be an abstract state space and \(T = (T_t)_{t \geq 0}\) be \(C_0\)-Markov semigroup on \(X\). If there exists \(t_0 \in \mathbb{N}\) such that \(\delta(T_{t_0}) < 1\), then for every \(x \in K\) one has
\[
\| A_t(T)x - x_0 \| \leq \left( \frac{t_0(1 - \delta(T_{t_0})[t/t_{t_0}]) - 1}{t} \right) \| x - x_0 \|.
\]

Proof. The condition of the theorem yields that the semigroup is uniformly asymptotically stable, i.e. for any \(x \in K\) one has \(T_t x \to x_0\) as \(t \to \infty\). Hence, we obtain
\[
\| A_t(T)x - x_0 \| \leq \frac{1}{t} \int_0^t \| x_0 - T_s x \| ds
\]
\[
= \frac{1}{t} \int_0^t \| T_s x_0 - T_s x \| ds
\]
\[
\leq \frac{\| x - x_0 \|}{t} \int_0^t \delta(T_s) ds.
\]
So, applying (3.8) to the last expression, one finds the required assertion. \(\square\)

Theorem 3.11. Let the conditions of Theorem 3.5 be satisfied. Then for every \(x, z \in K\) one has
\[
\| A_t(T)x - A_t(S)z \| \leq \left( \frac{t_0(1 - \delta(T_{t_0})[t/t_{t_0}]) - 1}{t} \right) \| B \| + \frac{\| x - z \|}{t}.
\]

Proof. By means of (3.7) we find
\[
\| A_t(T)x - A_t(S)z \| \leq \frac{1}{t} \int_0^t \| T_u x - S_u z \| du
\]
\[
= \frac{1}{t} \int_0^t \| T_s x_0 - T_s (x) \| ds
\]
\[
\leq \frac{\| x - z \|}{t} \int_0^t \delta(T_s) ds + \| B \| \int_0^t \left( \int_0^s \delta(T_u) du \right) ds
\]
\[
\leq \frac{\| x - z \|}{t} \int_0^t \delta(T_s) ds + \| B \| \int_0^t \delta(T_u) du
\]
\[
= \left( \frac{\| x - z \|}{t} + \| B \| \right) \int_0^t \delta(T_u) du.
\]
So, applying (3.8) to the last expression, one finds the required assertion. \(\square\)

The proved results in this section demonstrate a direct link between the rate of convergence to stationarity and stability to perturbations which is an essential principle in the theory of perturbations. These are universal results holding for many interesting Markov processes even in classical and non-commutative settings.

4. Uniform mean ergodicity of Cesaro averages of \(C_0\)-Markov semigroups

In this section, we are going to establish an analogue of Theorem 3.1 for uniform mean ergodic Markov semigroups, and provide its application.

Before we prove Theorem 4.2 we need the following auxiliary result.
Lemma 4.1. Let $X$ be a Banach space and let $\mathcal{T}$ be a bounded linear $C_0$-semigroup on $X$ with spectral radius 1. If the Cesaro averages of $\mathcal{T}$ converge to zero with respect to the operator norm as $n \to \infty$, then 0 is contained in the resolvent set of $A$ where $A$ is the generator of $\mathcal{T}$.

Proof. Assume that zero is the spectral value of $A$. Then 0 is the approximate eigenvalue of $A$ and we can find a corresponding approximate eigenvectors $(x_n)_{n \in \mathbb{N}}$. Then by the equation

$$T_t x_n - x_n = \int_0^t T_s A x_n ds \quad \forall t > 0$$

we have $\|T_t x_n - x_n\| \leq t \|Ax_n\|$ and

$$\lim_{n \to \infty} \|T_t x_n - x_n\| = 0.$$ 

For the Cesaro averages of $\mathcal{T}$, 1 becomes the approximate eigenvalues of $A_t(\mathcal{T})$ with approximate eigenvectors $(x_n)_{n \in \mathbb{N}}$. It is the contradiction by assumption that $A_t(\mathcal{T})$ converge to zero with respect to the operator norm. \(\square\)

Theorem 4.2. Let $(X, X_+, \mathcal{K}, f)$ be a strong abstract state space and $\mathcal{T} = (T_t)_{t \geq 0}$ be a $C_0$-Markov semigroup on $X$. Then the following statements are equivalent:

(i) $\mathcal{T}$ is weakly mean ergodic;

(ii) There exists $t_0 \in \mathbb{R}_+$ such that $\delta(A_{t_0}(\mathcal{T})) < 1$;

(iii) $\mathcal{T}$ is uniformly mean ergodic.

Proof. By Theorem 2.6 (v) we infer the implication (i) $\Rightarrow$ (ii). The implication (iii) $\Rightarrow$ (i) is obvious. Let us prove (ii) $\Rightarrow$ (i).

Assume that there exists $t_0 \in \mathbb{R}_+$ such that $\delta(A_{t_0}(\mathcal{T})) < 1$. Denote $\rho := \delta(A_{t_0}(\mathcal{T}))$. Since $T_t$ is a Markov operator on $X$ we have

$$\|A_t(\mathcal{T})(I - T_s)\| \leq \left\| \frac{1}{t} \int_0^t T_0 du - \frac{1}{t} \int_0^t T_0 T_s du \right\|$$

$$= \left\| \frac{1}{t} \int_0^t T_0 du - \frac{1}{t} \int_0^t T_{u+s} du \right\| \quad \text{use change of variable as } u + s = z$$

$$= \left\| \frac{1}{t} \int_0^t T_0 du - \frac{1}{t} \int_s^{t+s} T_z dz \right\|$$

$$\leq \frac{1}{t} \int_0^s \|T_u\| du + \frac{1}{t} \int_t^{t+s} \|T_u\| du \leq \frac{2s}{t}.$$ 

Hence, for each $s \in \mathbb{R}_+$ one gets

$$\|A_t(\mathcal{T})(I - A_s(\mathcal{T}))\| = \left\| A_t(\mathcal{T}) \left( \frac{1}{s} \int_0^s (I - T_u) du \right) \right\|$$

$$= \left\| \frac{1}{s} \int_0^s A_t(\mathcal{T})(I - T_u) du \right\|$$

$$\leq \frac{1}{s} \int_0^s \|A_t(\mathcal{T})(I - T_u)\| du$$

$$\leq \frac{1}{s} \int_0^s \frac{2u}{t} du$$

$$= \frac{s}{t}.$$
which implies
\[
\delta(A_t(T))(I - A_s(T)) \leq \|A_t(T)(I - A_s(T))\| \leq \frac{s}{t}
\]
From Theorem 2.6(ii) one finds
\[
|\delta(A_t(T)A_{t_0}(T)) - \delta(A_t(T))| \leq \delta(A_t(T))(I - A_{t_0}(T)).
\]
The last inequality with Theorem 2.6(iii) yields that
\[
\delta(A_t(T))(I - A_{t_0}(T)) \geq \delta(A_t(T)) - \delta(A_t(T)A_{t_0}(T))
\geq \delta(A_t(T)) - \delta(A_t(T))\delta(A_{t_0}(T))
\]
\[
\geq (1 - \rho)\delta(A_t(T))
\]
(4.2)
So, from (4.1) and (4.2) we obtain
\[
\delta(A_t(T)) \leq \frac{t_0}{t(1 - \rho)}
\]
this means \( \lim_{t \to \infty} \delta(A_t(T)) = 0 \). Hence, taking into account that \( X \) is a strong abstract state space, due to Remark 2.7, one gets (i).

Now, it is enough to prove (i) \( \Rightarrow \) (iii). Assume \( T \) is weakly mean ergodic. Let \( N = ker f \) and we note that \( N \) is closed \( T \)-invariant subspace of \( X \) and \( X/N \) is one-dimensional. Let \( T_x \) and \( T_T \) denote the subspaces semigroup on \( N \) and the quotient semigroup on \( X/N \), respectively. Since \( N \) is \( T \)-invariant closed subspace of \( X \), then \( T_x = (T_x)_{t \geq 0} \) is strongly continuous and the restriction of \( A, A_{t} \), becomes the generator of \( T_x \) with domain \( D(A_t) = D(A) \cap N \). Moreover the quotient semigroup \( T_T \) has the generator \( A_{t} \) defined by \( A_{t}(x) = q(\delta(A_{t})) \), where \( q : X \to X/N \) is the canonical quotient map.

Since \( T \) is weakly mean ergodic, then \( A_t(T) \) converges to zero in norm. Thus by Lemma 4.4, 0 is the resolvent set of \( T_x \).

On the other hand, \( I - T_t \) is not invertible for each \( t \geq 0 \). Hence \( I - T_{t/} \) is not invertible. Since \( X/N \) is one-dimensional, \( T_{t/} \) acts as the identity for each \( t \) on \( X/N \). Therefore 0 is a first pole of the resolvent of \( A_{t} \). Since 0 is not a spectral value of \( A_{t} \), 0 is a first pole of the resolvent of \( A \). Hence 0 is an eigenvalue of \( A \). □

We notice that in [12] an analogous result for discrete semigroup of Markov operators has been proved.

**Corollary 4.3.** Let \( (X, X_{+}, K, f) \) be a strong abstract state space and \( T = (T_t)_{t \geq 0} \) be a \( C_{0} \)-Markov semigroup. If there exist \( \rho \in [0, 1) \) and \( t_0 \in \mathbb{R}_{+} \) such that \( \delta(A_{t_0}(T)) \leq \rho \), then one has
\[
\sup_{x \in K} \|A_t(T)x - x_0\| \leq \frac{2t_0}{t(1 - \rho)},
\]
where \( x_0 \) is a unique fixed point of \( T \).

Now we prove an analogue of Theorem 3.9 for \( A_t(T) \).

**Theorem 4.4.** Let \( (X, X_{+}, K, f) \) be a strong abstract state space and \( T = (T_t)_{t \geq 0} \) be a \( C_{0} \)-Markov semigroup. If \( \delta(A_{t_0}(T)) < 1 \) for some \( t_0 > 0 \), then every \( C_{0} \)-Markov semigroup \( S = (S_t)_{t \geq 0} \) satisfying \( \|A_{t_0}(S) - A_{t_0}(T)\| < 1 - \delta(A_{t_0}(T)) \), is uniformly mean ergodic and has a unique fixed point \( z_0 \in K \) such that
\[
\|x_0 - z_0\| \leq \frac{\|A_{t_0}(S) - A_{t_0}(T)\|}{1 - \delta(A_{t_0}(T)) - \|A_{t_0}(S) - A_{t_0}(T)\|},
\]
(4.3)
here as before, \( x_0 \) is a unique fixed point of \( T \).

Proof. We follow the argument of the proof of Theorem 3.9. First we prove that the operator \((I - A_{t_0}(S))\) is invertible on \( N \) (see 2.1). Indeed, take any \( x \in N \), then we have

\[
\|A_{t_0}(S)x\| \leq \|(A_{t_0}(S) - A_{t_0}(T))x + A_{t_0}(T)x\|
\leq \left( \left\| \frac{(A_{t_0}(S) - A_{t_0}(T)) + \delta(A_{t_0}(T))}{\rho} \right\| \right) \|x\|
\]

\[
(4.4) = \rho\|x\|.
\]

Hence by (4.4) one gets \( \|(A_{t_0}(S))^n x\| \leq \rho^n \|x\| \) for all \( n \in \mathbb{N} \). Therefore, the series \( \sum_n(A_{t_0}(S))^n x \) converges. Using the standard technique, one can see that

\[
(I - A_{t_0}(S))^{-1}x = \sum_n A_{t_0}(S)^n x
\]

and moreover, \( \|(I - A_{t_0}(S))^{-1}x\| \leq \frac{\|x\|}{1-\rho}, \) for all \( x \in N \). This means that \((I - A_{t_0}(S))\) is invertible on \( N \).

It is clear that the equation \( A_{t_0}(S)z_0 = z_0 \) with \( z_0 \in K \) equivalent to

\[
(I - A_{t_0}(S))(z_0 - x_0) = -(I - A_{t_0}(S))x_0.
\]

Due to \((I - A_{t_0}(S))x_0 \in N\) we conclude the last equation has a unique solution \( z_0 = x_0 - (I - A_{t_0}(S))^{-1}(I - A_{t_0}(S))x_0) \).

From the identity

\[
z_0 - x_0 = A_{t_0}(T)(z_0 - x_0) + (A_{t_0}(S) - A_{t_0}(T))(z_0 - x_0) + (A_{t_0}(S) - A_{t_0}(T))x_0
\]

and keeping in mind \( z_0 - x_0 \in N \) one finds

\[
(4.5) \quad \|z_0 - x_0\| \leq \left( \delta(A_{t_0}(T)) + \|A_{t_0}(S) - A_{t_0}(T)\| \right) \|z_0 - x_0\|
\]

\[
(4.6) \quad + \|A_{t_0}(S) - A_{t_0}(T)\|
\]

which implies (4.7).

From \( A_{t_0}(S)(S_{t_0}z_0) = S_t(A_{t_0}(S)z_0) = S_tz_0 \), and the uniqueness of \( z_0 \) for \( A_{t_0}(S) \) we infer that \( S_tz_0 = z_0 \) for all \( t \in \mathbb{R}_+ \), i.e. \( z_0 \) is a a fixed point of \( S \). Moreover, due to (4.4) one concludes that \( \delta(A_{t_0}(S)) < 1 \), which by Theorem 4.2 yields that \( S \) is uniformly mean ergodic. Hence, \( z_0 \) is a unique fixed point for \( S \) (see Remark 2.4).

This completes the proof. \( \square \)

From Corollary 4.3 and Theorem 4.4 we immediately obtain the following result.

**Corollary 4.5.** Let the conditions of Theorem 4.4 be satisfied. Then for every \( x, z \in \mathcal{K} \) one has

\[
\sup_{x, z \in \mathcal{K}} \|A_{t_0}(T)x - A_{t_0}(S)z\| \leq \frac{2t_0}{t(1 - \delta(A_{t_0}(T)))}
\]

\[
+ \frac{2t_0}{t(1 - \delta(A_{t_0}(T))) - \|A_{t_0}(S) - A_{t_0}(T)\|}
\]

\[
+ \frac{\|A_{t_0}(S) - A_{t_0}(T)\|}{1 - \delta(A_{t_0}(T)) - \|A_{t_0}(S) - A_{t_0}(T)\|}.
\]
Remark 4.6. We note that all obtained results in this section are new even if one takes $X$ as predual of either a von Neumann algebra or a JBW-algebra. Moreover, they give new insight between the rate of convergence to stationary points of perturbed uniform/weak mean ergodic $C_0$-Markov semigroups.

5. Unique ergodicity and weighted averages of $C_0$-Markov semigroups

In this section, we study unique ergodicity of $C_0$-Markov semigroups in terms of weighted averages.

Let $(X, X_+, \mathcal{K}, f)$ be an abstract state space. We first recall that a $C_0$-Markov semigroup $T = (T_t)_{t\geq 0}$ defined on $X$ is called uniquely ergodic if $T$ has a unique fixed point belonging to $\mathcal{K}$.

Remark 5.1. Let $T = (T_t)_{t\geq 0}$ be a $C_0$-Markov semigroup. If for some $t_0 > 0$ the operator $T_{t_0}$ has a unique fixed point $x_0 \in \mathcal{K}$, then $T$ is uniquely ergodic. Indeed, due to $T_t x_0 = T_{t+t_0} x_0 = T_{t_0} T_t x_0$, so the uniqueness of the fixed point for $T_{t_0}$ and Markovianity of $T_t$ imply that $T_t x_0 = x_0$ for all $t \in \mathbb{R}_+$.

A positive function $b = b(s)$ defined on $\mathbb{R}_+$ is called a weight if $\int_0^t b(s) ds \to \infty$ as $t \to \infty$.

We say that a weight $b$ belongs to the class $\mathcal{W}$ if for every $s \in \mathbb{R}_+$ one has

$$ \lim_{t \to \infty} \frac{\int_s^t |b(u) - b(u - s)| du}{\int_0^t b(u) du} = 0. $$

Let us investigate some properties of the class $\mathcal{W}$.

Proposition 5.2. The following statements hold:

(i) Let $b$ be a weight function. Assume that there is $t_0 \geq 0$ such that $\int_0^{t_0} b(s) ds \leq M$ (for some $M > 0$) and $b(t)$ is not decreasing (resp. increasing) for $t \geq t_0$. Then $b \in \mathcal{W}$;

(ii) if $b \in \mathcal{W}$, then for every $\lambda \in \mathbb{R}_+$ one has $\lambda b \in \mathcal{W}$;

(iii) if $b, g \in \mathcal{W}$, then $b + g \in \mathcal{W}$;

(iv) let $b, g \in \mathcal{W}$ such that $b, g$ are bounded, and one has

$$ \inf_{t \in \mathbb{R}_+} g(t) \geq \alpha > 0, \quad \inf_{t \in \mathbb{R}_+} b(t) \geq \gamma > 0. $$

Then $b \cdot g \in \mathcal{W}$.

Proof. (i). Assume that $b$ is non decreasing. From

$$ \lim_{t \to \infty} \int_0^t b(u) du = \infty $$

we obtain (without loss of generality we may assume that $s \leq t_0$)

$$ \frac{\int_s^t |b(u) - b(u - s)| du}{\int_0^t b(u) du} \leq \frac{2M}{\int_0^t b(u) du} + \frac{\int_0^t (b(u) - b(u - s)) du}{\int_0^t b(u) du} $$

$$ = \frac{2M(t_0 - s)}{\int_0^t b(u) du} + \frac{\int_0^t b(u) du}{\int_0^t b(u) du} - \frac{\int_0^{t-s} b(u) du}{\int_0^t b(u) du} \to 0 \quad \text{as} \quad t \to \infty. $$
Hence, \([5.1]\) holds, which yields the assertion. Non increasing case can be proceeded by the same argument.

The statement (ii) is obvious. Let us prove (iii). Assume that \(b, g \in \mathcal{W}\). Then we have

\[
\int_s^t |b(u) + g(u) - b(u - s) - g(u - s)| du \leq \int_s^t |b(u) - b(u - s)| du + \int_s^t |g(u) - g(u - s)| du
\]

\[
\leq \frac{\int_s^t |b(u) - b(u - s)| du}{\int_s^t b(u) du} + \frac{\int_s^t |g(u) - g(u - s)| du}{\int_s^t g(u) du}
\]

\[
\rightarrow 0 \quad \text{ as } t \to \infty
\]

which shows that \(b + g \in \mathcal{W}\).

(iv) From \([5.2]\) we obtain

\[
\int_0^t b(u)g(u)du \geq \alpha \int_0^t b(u)du, \quad \int_0^t b(u)g(u)du \geq \gamma \int_0^t g(u)du.
\]

Hence, one gets

\[
\frac{\int_s^t |b(u)g(u) - b(u - s)g(u - s)| du}{\int_0^t b(u)g(u)du} \leq \frac{\int_s^t |b(u)||g(u) - g(u - s)| du}{\int_0^t b(u)g(u)du}
\]

\[
+ \frac{\int_s^t |b(u) - b(u - s)||g(u - s)| du}{\int_0^t b(u)g(u)du}
\]

\[
\leq \frac{\sup |b| \int_s^t |g(u) - g(u - s)| du}{\gamma \int_0^t g(u)du} + \frac{\sup |g| \int_s^t |b(u) - b(u - s)| du}{\alpha \int_0^t b(u)du}
\]

as \(t \to \infty\). This means that \(b \cdot g \in \mathcal{W}\). \(\square\)

The proved proposition yields that the class is very huge. Now let us provide some concrete examples of weight functions \(b\) which belongs to \(\mathcal{W}\).

**Example 5.3.** From Proposition \([5.2]\) (i), we immediately find the following weights which belong to the class \(\mathcal{W}\).

\[b(t) = t^\alpha, \quad \alpha > -1;\]

\[b(t) = t^\beta \ln t, \quad \beta, \gamma \geq 0.\]

For a given weight function \(b\), let us denote

\[
(5.3) \quad A_{b,t}(T) = \frac{1}{\int_0^t b(s)ds} \int_0^t b(s)T_s ds
\]

Clearly, if \(b(t) \equiv 1\), then \(A_{b,t}(T) = A_t(T)\).

A main result of this section is the following one.

**Theorem 5.4.** Let \(\mathcal{T} = (T_t)_{t \geq 0}\) be a \(C_0\)-Markov semigroup on an abstract state space \(X\) and \(x_0\) be a fixed point of \(\mathcal{T}\). Then the following conditions are equivalent:
(i) For every \( x \in X \) one has
\[
\|A_t(T)(x) - T_{x_0}x\| \to 0 \quad \text{as} \quad t \to \infty;
\]

(ii) one has \( X = \mathbb{C}x_0 \oplus \bigcup_{t \geq 0} (I - T_t)(X) \);

(iii) For each \( b \in W \) and every \( x \in X \) one has
\[
\|A_{b,t}(T)(x) - T_{x_0}x\| \to 0 \quad \text{as} \quad t \to \infty.
\]

Moreover, (iii) implies
(iv) \( \mathcal{T} \) is uniquely ergodic.

If there is an order unit space \((V, e)\) such that \( V^* = X \), then all (i)-(iv) statements are equivalent.

Proof. The implications (i) \( \iff \) (ii) follows from [10]. Let us consider the implication (ii) \( \implies \) (iii). We have
\[
\|A_{b,t}(T)(I - T_u)\| = \left\| \frac{1}{\int_0^t b(s)ds} \int_0^t b(s)T_s ds - \frac{1}{\int_0^t b(s)ds} \int_0^t b(s)T_{s+u} ds \right\|
\]
\[
= \frac{1}{\int_0^t b(s)ds} \left\| \int_0^t b(s)T_s ds - \int_{u}^{t+u} b(s-u)T_s ds \right\|
\]
\[
\leq \frac{1}{\int_0^t b(s)ds} \left\| \int_0^t b(s)T_s ds - \int_{t}^{t+u} b(s-u)T_s ds \right\|
\]
\[
+ \frac{1}{\int_0^t b(s)ds} \left\| \int_u^{t+u} (b(s) - b(s-u))T_s ds \right\|
\]
\[
\leq \frac{\int_0^u b(s)ds + \int_t^{t+u} b(s-u)ds}{\int_0^t b(s)ds} + \frac{1}{\int_0^t b(s)ds} \int_u^{t+u} |b(s) - b(s-u)|ds.
\]
(5.4)

Since \( b \) is weight and (5.1) holds, one gets
\[
\frac{1}{\int_0^t b(s)ds} \int_s^t |b(s) - b(u-s)|ds \to 0, \quad \frac{1}{\int_0^t b(s)ds} \int_0^u b(s)ds \to 0 \quad \text{as} \quad t \to \infty.
\]
(5.5)

Moreover, one finds
\[
\frac{1}{\int_0^t b(s)ds} \int_t^{t+u} b(s-u)ds = \frac{1}{\int_0^t b(s)ds} \int_{t-u}^t b(s)ds
\]
\[
= \frac{1}{\int_0^t b(s)ds} \left( \int_0^t b(s)ds - \int_0^{t-u} b(s)ds \right)
\]
\[
= 1 - \frac{1}{\int_0^t b(s)ds} \int_0^{t-u} b(s)ds \to 0 \quad \text{as} \quad t \to \infty.
\]
(5.6)

Hence, from (5.5) and (5.6), due to (5.4), for any \( u \in \mathbb{R}_+ \), we obtain
\[
\|A_{b,t}(T)(I - T_u)\| \to 0 \quad \text{as} \quad t \to \infty.
\]
(5.7)

Since \( x_0 \) is a fixed point of \((T_t)_{t \geq 0}\), due to \( X = \mathbb{C}x_0 \oplus \bigcup_{t \geq 0} (I - T_t)(X) \), for every \( x \in X \), we obtain
\[
\lim_{t \to \infty} \|A_{b,t}(T)x - T_{x_0}x\| = 0.
\]
(iii)⇒ (ii). Let \( \lim_{t \to \infty} \| A_{b,t}(T)x - T_{x_0}x \| = 0 \). Take an arbitrary \( x \in X \). Then
\[
\| T_s(T_{x_0}x) - T_{x_0}x \| = \lim_{t \to \infty} \| (T_s - I)A_{b,t}(T)x \|
\]
\[
= \lim_{t \to \infty} \left\| \left( T_s - I \right) \frac{1}{\int_0^t b(u)du} \int_0^t b(u)T_udu \right\|
\]
\[
= \lim_{t \to \infty} \left\| \frac{1}{\int_0^t b(u)du} \int_0^t b(u)(T_{s+u}x - T_u x)du \right\| = 0
\]
for arbitrary \( s \geq 0 \). So \( T_{x_0}x \in \text{Fix}(T) \) and also \( T_{x_0}^2x = T_{x_0}T_{x_0}x = T_{x_0}f(x)x_0 = T_{x_0}x \) for every \( x \in X \). Hence \( T_{x_0} \) is a continuous projection onto \( \text{Fix}(T) \) and since for each \( x \in X \), \( T_{x_0}x = f(x)x_0 \), we obtain \( \text{Fix}(T) = \mathbb{C}x_0 \). Therefore we have \( X = \mathbb{C}x_0 \oplus \ker(T_{x_0}) \).

It is enough to prove that
\[
\ker(T_{x_0}) = \bigcup_{t \geq 0} (I - T_t)(X).
\]

Let \( x \in \bigcup_{t \geq 0} (I - T_t)(X) \), then
\[
\| T_{x_0}x \| = \lim_{t \to \infty} \| A_{b,t}(x) \| = \lim_{t \to \infty} \| A_{b,t}(T)(I - T_s)u \| = 0
\]
which means \( x \in \ker(T_{x_0}) \). For the other inclusion, assume that there exists \( z \in \ker(T_{x_0}) \setminus \bigcup_{t \geq 0} (I - T_t)(X) \). Then by Hahn-Banach Theorem, we find \( g \in X^* \) such that \( g(z) > 0 \) and \( g \big|_{\bigcup_{t \geq 0} (I - T_t)(X)} = 0 \). The last one yields \( g \circ T_t = g, \forall t \geq 0 \). From this we obtain
\[
g(T_{x_0}x) = g(\lim_{t \to \infty} A_{b,t}x) = \lim_{t \to \infty} g(A_{b,t}x)
\]
\[
= \lim_{t \to \infty} \frac{1}{\int_0^t b(u)du} \int_0^t b(u)g(T_u x)du
\]
\[
= \lim_{t \to \infty} \frac{1}{\int_0^t b(u)du} \int_0^t b(u)g(x)du
\]
\[
= g(x)
\]
Hence, \( g \circ T_{x_0} = g \), this implies \( g(z) = g(T_{x_0}z) = 0 \), but it contradicts to the choice of \( g \).

Now we prove the implication (iii) ⇒ (iv). From the statement (iii) we have
\[
\| A_{b,t}(T)x_0 - T_u(A_{b,t}(T)x_0) \| \to \| x_0 - T_u x_0 \| \quad \text{as} \quad t \to \infty.
\]
On the other hand, due to (5.7) one finds
\[
\| A_{b,t}(T)x_0 - T_u(A_{b,t}(T)x_0) \| = \| A_{b,t}(T)x_0 - A_{b,t}(T)(T_u x_0) \| \to 0
\]
This with (5.8) implies that \( T_u x_0 = x_0 \) for all \( u \in \mathbb{R}_+ \). So, \( x_0 \) is a fixed point of \( T \). If \( \bar{x} \in \mathcal{K} \) is an other fixed point of \( T \), then from (iv) we obtain
\[
\| \bar{x} - x_0 \| = \| A_{b,t}(T)\bar{x} - x_0 \| \to 0 \quad \text{as} \quad t \to \infty
\]
Hence, \( \bar{x} = x_0 \), this means \( x_0 \) is a unique fixed point of \( T \), so \( T \) is uniquely ergodic.
Now let us assume that $V^* = X$, where $V$ is an order unit space. In this case, an order unit for $V$ is the functional $f$ which generates the base of $X$. We want to prove that (iv) implies (i). Assume that the semigroup $\mathcal{T}$ is uniquely ergodic, i.e. there is unique fixed point $x_0$ of $\mathcal{T}$. First define a conjugate semigroup operator $T_{s,t} : V \to V$ as follows:

$$\langle T_{s,t}u, x \rangle = \langle u, T_t x \rangle, \quad u \in V, x \in X.$$ 

It is clear that $T_{s,t}f = f$ for all $t \in \mathbb{R}_+$. The obtained semigroup we denote $\mathcal{T}^* = (T_{s,t})_{t \geq 0}$.

By the standard argument, one can show that for every $u \in \text{Fix}(\mathcal{T}^*) \oplus \bigcup_{t \geq 0} (I - T_{s,t})(V)$ we have $A_t(\mathcal{T}u) = Pu$, where $Pu = x_0(u)f$ is a projection onto $\text{Fix}(\mathcal{T})$. To complete the proof it is enough to show that $\ker x_0 = \bigcup_{t \geq 0} (I - T_{s,t})(V)$. It is clear that $\bigcup_{t \geq 0} (I - T_{s,t})(V) \subset \ker x_0$. To establish the reverse inclusion, we suppose the contrary, i.e. there is $u_0 \in \ker x_0$ such that $u_0 \notin \bigcup_{t \geq 0} (I - T_{s,t})(V)$. Then due to Hahn-Banach theorem, one can find $h \in V^*$ such that $h(u_0) = 1$ and $\int_{t \geq 0} (I - T_{s,t})(V) = 0$. The last one implies $T_t h = h$ for all $t \in \mathbb{R}_+$, i.e. $h$ is a fixed point of $\mathcal{T}$, hence $h = \lambda x_0$ for some $\lambda \in \mathbb{R}$. This implies $h(u_0) = 0$, which is a contradiction. Therefore,

$$\lim_{t \to \infty} \| A_t(\mathcal{T}u) - Pu \| = 0, \quad \text{for all } u \in V.$$ 

Hence, due to the duality relation, we infer

$$\lim_{t \to \infty} \| A_t(\mathcal{T})x - T_{x_0} \| = 0, \quad \text{for all } x \in X.$$ 

This completes the proof. \hfill \Box

**Corollary 5.5.** Let $\mathcal{T} = (T_t)_{t \geq 0}$ be $C_0$-Markov semigroup on an abstract state space $X$ such that any condition of Theorem 5.4 is satisfied. Then for every $x \in X$ one has

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t T_s ds = T_{x_0}.$$ 

**Proof.** Let us take a function

$$\tilde{b}(t) = \frac{1}{\sqrt{t}}, \quad t \in \mathbb{R}_+$$

which, thanks to Example 5.3 is a weight belonging to $\mathcal{W}$. It easy to see that

$$\int_0^t \tilde{b}(s) ds = 2\sqrt{t}$$

Therefore, we have

$$\frac{1}{\sqrt{t}} \int_0^t \tilde{b}(s) T_s ds = \frac{1}{2\sqrt{t}} \int_0^t \frac{1}{\sqrt{s}} T_s ds = \frac{1}{\sqrt{t}} \int_0^\sqrt{t} T_{u^2} du.$$ 

Hence, Theorem 5.4 implies the required assertion. \hfill \Box
Remark 5.6. We stress that all obtained results can be adopted to arbitrary Banach spaces by considering a construction given in Example 3 (see Section 2). Namely, let $X$ be a Banach space over $\mathbb{R}$. Consider a new Banach space $\tilde{X} = \mathbb{R} \oplus X$. Let $(T_t)$ be a $C_0$-semigroup of contractions of $X$ (i.e. $\|T_t x\| \leq \|x\|$ for all $x \in X$, $t \in \mathbb{R}_+$), then the equality $\tilde{T}_t (\alpha, x) = (\alpha, T_t x)$ defines a $C_0$-Markov semigroup on $\tilde{X}$. It is clear that $A_t (\tilde{T}_t) (\alpha, x) = (\alpha, A_t (T_t) x)$. Hence, all obtained results can be applied to the $C_0$-Markov semigroup $(\tilde{T}_t)$, which allows to produce new types of theorems for the semigroup $(T_t)$.

(i) We note that all obtained results extend the main results of [22, 27, 35] to abstract state spaces.

(ii) In the above construction if we consider the classical $L_p$-spaces, then one may get the perturbation bounds for uniformly asymptotically stable Markov chains defined on these $L_p$-spaces. Moreover, if one considers non-commutative $L_p$-spaces, then the perturbation bounds open new perspectives into the quantum information theory (see [5, 35, 38]).
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