Prediction of Solid Waste Generation Rates in Urban Region of Laos Using Socio-Demographic and Economic Parameters with a Multi Linear Regression Approach

Kanchan Popli 1,†, Chunkyoo Park 2,†, Sang-Min Han 3 and Seungdo Kim 1,4,*

1 Department of Environmental Science and Biotechnology, Hallym University, Chuncheon 24252, Korea; kanchan.popli34@gmail.com
2 United Nations Office for Sustainable Development, Incheon 21983, Korea; ckpark1991@naver.com
3 Graduate School of Global Cooperation (GSGC), Hallym University, Chuncheon 24252, Korea; sm.han@hallym.ac.kr
4 Environment Strategy Development Institute (Company), Chuncheon 24252, Korea
* Correspondence: sdkim@hallym.ac.kr; Tel.: +82-10-6340-1536; Fax: +82-33-242-153
† Authors contributed equally.

Abstract: This paper aims to develop a predictive model for Laos to generate reliable statistics for urban solid waste from 1995 to 2050. The multi-linear regression (MLR) approach is used with six different socio-demographic and economic parameters, i.e., urban population, gross domestic product (GDP) per capita, urban literacy rate, urban poverty incidence, urban household size and urban unemployment rate. Different reliable models are generated under four different scenarios. The value of $R^2$ (a relative measure of fit) and value of performance indicators (an absolute measure of fit) such as mean absolute error (MAE), root mean square error (RMSE) and mean absolute percentage error (MAPE) are calculated to assure the validity and accuracy of the results. Model 2 of Scenario 4 is estimated as the best model, where population and GDP per capita show statistical significance for estimating urban solid waste generation rate in Laos. The amount of municipal solid waste is estimated to be 0.98 million tons (MT) in the year 2030, 1.26 MT in the year 2040 and 1.52 MT in the year 2050, assuming that the present waste generation trends will be followed in the future. Moreover, the study provides an easy and detailed explanation of the work which will increase the interest of researchers, allow them to understand the MLR approach clearly and inspire them to use it for other developing countries where the scarcity of data is a major obstacle in the field of solid waste management. The drawback of the study is the limited availability of historical official and reliable data statistics in Laos for the dependent and independent variables.
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1. Introduction

Most developing countries face serious environmental problems arising from the inappropriate management of solid waste (SW). Developing countries have suffered from low collection rates, illegal dumping, and self-disposal [1]. Along with the informal solid waste management (SWM), open dumping sites of SWs mainly have operated in developing countries and pose serious environmental problems [2]. Likewise, a small landlocked country “Laos” presently faces a colossal problem associated with municipal solid waste (MSW). Recent fast urbanization in Laos has led to a rapid increase in the generation rate of MSW which overpasses the handling capacity of local government. The daily per capita urban solid waste generation rate in Laos showed an increasing rate of 4% from 2000 to 2011 [3].

The characteristic data for SW, however, are so few that the Laos government seems to have difficulty in developing robust country-specific strategies and measures for SWM. Laos, similar to other developing countries, rarely has reliable waste statistics related
to the generation rates of SW, its compositions, collection efficiency, recycling rate, and disposed quantities of SW. This lack of reliable waste statistics calls for the application of predictive methods for the forecast of solid waste generation rates (SWGR) from the limited achieved data.

It is very important to choose an appropriate methodology for forecasting the SWGR which can predict the data with accuracy from the limited historical available values. Some of the noted techniques for modeling the parameters for estimating the present and the future SWGR are fuzzy logic [4], system dynamics [5], artificial neural networking [6], grey modeling method [7] and the multi-linear regression approach [8]. They are useful to estimate the quantitative relation or to develop mathematical modeling with dependent and independent variables. In the year 2016, Kolekar [9] reviewed these techniques and concluded that correlation and regression analysis is the commonly used approach for forecasting the SWGR. Moreover, Lakioti et al., Suthar et al., Trang et al. and Hidalgo et al. [10–14] proved that socio-demographic and economic parameters are the most influential parameters affecting the amount of solid waste generation amount.

The regression analysis generates a statistical and causal relation by correlating the dependent and the independent variables. The process is called multi-linear regression when two or more than two independent variables are correlated with the dependent variables. The major advantage of using multi-linear regression (MLR) is its working ability for all sizes of a dataset. Previously many studies have been performed to predict the amount of solid waste generation rates in different regions of the world using different and reasonable socio-demographic and economic (SDE) variables and a multi-linear regression approach [15–17]. The studies provided useful and conclusive statistics for solid waste generation rates [8]. To the best of my knowledge, it is the first instance to use this method for estimating the SWGR in Laos. In this study, six independent variables, i.e., urban population, per capita GDP, urban literacy rate, urban poverty incidence, urban household size and the urban unemployment rate are used to estimate their effect on the dependent variable; these variables are not studied likewise in any of the past work. Besides, the poverty incidence is a novel variable used here, which is a parallel component of income per capita and is affected by the economic growth of the country.

The models forecasting municipal solid waste generation are useful analytic tools in the design of management programs. Various models have been developed by considering statistics of socioeconomic variables and are more efficient for developed countries. However, the applicability of these models is troublesome because of their theoretical complexity due to the requirements of large real data. Therefore, multiple linear regression (MLR) with capable statistical instruments could be a more efficient tool to explain and forecast the municipal solid waste generation through the restricted amount of available data based on relatively simpler sampling designs and could do so at a low cost. The objective of this research is to complete the time-series SWGR of MSW in urban areas in Laos from 1995 to 2050 by applying MLR methodology. The time-series SWGR is verified by evaluating known key performance indicators (KPI), i.e., mean absolute error (MAE), root mean square error (RMSE) and mean absolute percentage error (MAPE). This study offers an applicable forecasting methodology for time-series SWGR from a few available datasets. Policymakers can develop policies and measures based on the time-series results of SWGR.

2. Methods and Data Collection

2.1. Overview of Study Area and Definition of Solid Waste in Laos

The area of study is chosen as the urban region of Laos. Laos is a small landlocked lower-middle-income nation situated in the center of Southeast Asia which covers an area of 236,800 km². It is surrounded by Cambodia, China, Vietnam and Thailand. Administratively, it consists of seventeen provinces which are further divided into villages, urban towns, and one capital city Vientiane [18]. Figure 1 shows the map of Laos. Geographically it is a leading rural country but the growing urbanization is the major cause of increasing
solid waste and its related problems in the country. The solid waste in Laos is defined as the objects, chemical substances or any things that persons or legal entities do not want and cannot recycle such as used oil, rubbish, wastewater and others, which are toxic or non-toxic and categorizes into two types: general waste and toxic and hazardous wastes. General waste consists of organics, paper, plastics, glass, cans and other metal whereas hazardous waste refers to batteries, old paint cans, aerosols, chemical bottles and other refuse [19].

Figure 1. Map of Laos. Laos is a land-locked country surrounded by Cambodia, China, Vietnam and Thailand. It has seventeen provinces and one capital city Vientiane.

2.2. Multi-Linear Regression

The multi-linear regression approach is a methodology where the dependent variables are correlated to more than two independent variables to obtain a quantitative and qualitative relation between them. The mathematical presentation of the MLR approach is as follows:

\[
Y = b_0 + b_1X_1 + b_2X_2 + b_3X_3 + \ldots + b_nX_n + \epsilon \tag{1}
\]

\(Y\) signifies the dependent variable or to be forecasted or predicted variable, \(b_0\) is the constant term, \(X_1, X_2, X_3, X_n\) are the independent variables, \(b_1, b_2, b_3, b_n\) are the regression coefficients of their respective independent variables and \(\epsilon\) is the residual error which is assumed to be independent and identically distributed with zero mean and constant variance [20]. The value of the regression coefficients can be positive or negative where the positive value signifies the direct relation and the negative value signifies the indirect relation of the independent variable with the dependent variable. The numerical value of the coefficients denotes the one unit change of the value of the dependent variable with the respective independent variable.
2.3. Variable Selection

The dependent variable is the outcome variable of this study which is the solid waste generation rate in the urban region of Laos (SWGR). In total, six independent variables are selected for this study. They are urban population, per capita GDP, urban literacy rate, urban poverty incidence, urban household size and urban unemployment rate. Here, the study chooses the independent variables based on the availability of their reliable and comparable official statistics because sometimes it is difficult to obtain reliable data statistics for the desired SDE factors [17]. Nevertheless, many studies have proved that population and solid waste generation rates are directly proportional to each other [21]. The income of a person plays a key role in affecting the solid waste generation amount in any region [22] and here GDP per capita is used as a substitute for “income per capita” due to its non-availability for the official data. Other commonly used independent variables used for this study are literacy rate and household size, which can have both direct as well as indirect effects on SWGR depending on the region [23]. The household size signifies the average number of people living in one house; it is assumed that more people generate more waste [13] but more people can also utilize the same things, i.e., reusing or recycling waste happens in a big family which results in the decrease of solid waste [11]. The literate people are assumed to be knowledgeable or aware of waste management which affects the generation amount. In Laos, overall the poverty ratio has decreased to 23.2% from 33.5% in the past ten years [24]. The decreasing poverty rate increases the quality of life which affects the amount of solid waste [25]. The last independent variable chosen for this study affecting the amount of SWGR is the unemployment rate which is an indirect indication of the economic condition of any country or its region [26]. It is proved as another indicator affecting solid waste. Table 1 provides a detailed description of all the variables selected for this study.

Table 1. A detailed description of all variables.

| Type                | Variable Name                                      | Type                     | Description                                                                 |
|---------------------|---------------------------------------------------|--------------------------|-----------------------------------------------------------------------------|
| **Dependent Variable (DV)** |                                    | Ton per year (TPY)                       | It is defined as the rate of generation of solid waste in the urban region. |
| **Independent Variable (IV)** | Urban Solid Waste Generation Rates (SWGR)       | Current United States Dollars (USD)     | It is defined as gross domestic product divided by midyear population. Gross domestic product is the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products. |
| **Independent Variable** | Urban Population (Population/Pop)                | People                    | It is defined as the population living in the urban areas as defined by the national statistical offices of respective countries. |
| **Independent Variable** | Urban Literacy Rate (Literacy Rate/LR)          | Percent (%)                | It is defined as the rate of urban population to have the ability to identify, understand, interpret, create, communicate and compute, use printed and written materials associated with varying contexts. Here population aged 15 years and above is considered with literacy rates in the urban region of Laos. |
| **Independent Variable** | Urban Poverty Incidence (Poverty Incidence/PI)  | Percent (%)                | It is defined as the percentage of the urban population living below the national poverty lines (Source: World Bank). National estimates are based on population-weighted subgroup estimates from household surveys (Source: Census of Laos). |
| **Independent Variable** | Urban Household Size (Household Size/HS)        | People Per Household (PPH)          | It is defined as a household/social unit consisting of one or more persons who live together under the same roof and make common arrangements in the provision of food and other living conditions for themselves irrespective of blood relation or marriage in urban areas. |
| **Independent Variable** | Urban Unemployment Rate (Unemployment Rate/UR)  | Percent (%)                | It is defined as the rate at which the urban population is without work, currently available for work, seeking work in the recent past period, people who lost their jobs and includes people who voluntarily left their job. |

Source: World Bank and Census of Laos.
2.4. Data Collection

2.4.1. Data Collection for the Independent Variables

Here, the model is developed for predicting the SWGR for the urban region of Laos using SDE factors with the MLR approach. The reasonable way of choosing the value of independent variables is their availability with time. To perform this study, the priority for the data selection is given to the national reports or official and published documents. The second priority for choosing the data is given to the official reports or data organizations such as World Bank, ADB (Asian Development Bank), JICA (Japan International Cooperation Agency), etc. In the case of the unavailability of the mentioned data sources, the data is obtained from the secondary literature. The World Bank provided the data for the urban population from the year 1995 to 2050 and GDP per capita in Laos from the year 1995 to 2018 [27]. Census of Laos provided the data for literacy rate, household size and the unemployment rate for the year 1995 [28], 2005 [29] and 2015 [30]. The data for the poverty incidence is adopted from a secondary reference for the years 1992, 1997, 2002, 2007 and 2012 [31]. Unfortunately, reliable data is available for all independent variables is for the short time range, i.e., 1995 to 2012. The small data sets are very difficult to study in the MLR approach and they can also result in the wrong interpretation of statistical tests [32]. To overcome this difficulty, the time range selected to enter the historical values was chosen from the year 1995 to the year 2015.

2.4.2. Data Collection for the Dependent Variable

In the year 1992, JICA reported the SWGR as 0.63 kg (kilogram)/capita/day in Vientiane [33]. Later in the year 2005 Khanal et al. [34] reported 0.70 kg/capita/day of solid waste for Vientiane capital city, Glawe et al. [35] reported 0.75 kg/capita/day of waste for Laos in the year 2006, Shekdar [36] reported 0.70 kg/capita/day waste for Laos in the year 2009; UNEP (United Nations Environment Program) [37] reported 0.30 kg/capita/day to 0.70 kg/capita/day of waste in the year 2010 for the least developed countries including Laos and IGES (Institute for Global Environmental Strategies) [38] reported on average 0.60 to 0.70 kg/capita/day of waste generation for all cities in Laos in the year 2012. The country analysis report in Laos reported 0.75 kg/capita/day of waste in the year 2013 [39] and 2015 CCAC (Climate and Clean Air Coalition) reported 0.65 kg/capita/day of waste for Vientiane [40]. Unfortunately, it is found that there are very limited studies that exist for Laos which show reliable SWGR statistics, especially for the urban region. Moreover, the available data in these references are inconsistent. The only concern of the MLR approach is obtaining false results in the case of using and analyzing improper and incomplete data. To obtain the accurate results for the predictive model, the study has adopted the data for the dependent variable from the recent national report prepared by MONRE (Ministry of Natural Resources and Environment) in the year 2017 which shows that the urban region generated 0.65 kg of waste in the year 2000 and 0.69 kg of waste in the year 2011 on a per capita per-day basis [3]. The daily per capita urban SWGR is estimated as 0.40 kg in 1990, using a secondary reference [41]. The missing data for the urban per capita SWGR is also interpolated and extrapolated (using the same increasing trends from the past) using MS Excel.

3. Results

The results are obtained for the best predictive model to evaluate the SWGR in the urban region of Laos using the multi-linear regression approach. The study prepares the model by assuming that the present trends of solid waste generation rates will remain the same in the future. To do so, different reliable models are generated in different scenarios in “IBM SPSS Statistics Version 25”. The MLR method provides statistically significant or valid results on the condition of satisfying its theory of key and necessary assumptions. It is the first step to know whether the data set can be analyzed using the MLR process or not. The major assumptions of MLR concern checking linearity, normality, multi-collinearity, homoscedasticity and autocorrelation. The violation of these assumptions often results
in inaccuracy and imprecision of the developed model because of the generation of error terms related to both DV and IV. In total, results for seven models are presented which are created under four different scenarios for this study. The ability to provide accurate results is indicated by the value of MAE, RMSE and MAPE.

To perform the MLR, all the available dependent and the independent variables were entered in the software in different rows. The missing or unavailable data for the remaining year was interpolated or extrapolated using MS-Excel, 2016 (Microsoft-Excel). The extrapolation is used to create the data for poverty incidence for the years 2013, 2014 and 2015 based on its previous increasing and decreasing trend. The historical values entered for DV and IV are from the year 1995 to the year 2015. The real data is available for per capita solid waste generation rate for the urban region of Laos. The total urban SWGR is calculated in ton per year (TPY) by multiplying the per capita SWGR and population with the factor of 365/1000: SWGR = per capita SWGR*population*365/1000. Table 2 shows the data for all the variables which were entered into the software for running the MLR.

### Table 2. Data for all variables entered into the SPSS software.

| Year | SWGR (TPY) | GDP per capita (USD) | Population (People) | Literacy Rate (%) | Poverty Incidence (%) | Household Size (PPH) | Unemployment Rate (%) |
|------|-------------|----------------------|---------------------|------------------|-----------------------|----------------------|----------------------|
| 1995 | 161,391     | 364                  | 842,222             | 76.60            | 23.86                 | 6.00                 | 4.50                 |
| 1996 | 181,237     | 378                  | 902,801             | 77.87            | 22.98                 | 5.94                 | 4.46                 |
| 1997 | 202,659     | 346                  | 965,620             | 79.14            | 22.10                 | 5.88                 | 4.42                 |
| 1998 | 225,773     | 249                  | 1,030,927           | 80.41            | 21.62                 | 5.62                 | 4.38                 |
| 1999 | 250,698     | 278                  | 1,098,951           | 81.68            | 21.14                 | 5.76                 | 4.34                 |
| 2000 | 277,580     | 325                  | 1,169,990           | 82.95            | 20.66                 | 5.70                 | 4.30                 |
| 2001 | 296,748     | 327                  | 1,243,825           | 84.22            | 20.18                 | 5.64                 | 4.26                 |
| 2002 | 316,865     | 320                  | 1,320,796           | 85.49            | 19.70                 | 5.58                 | 4.22                 |
| 2003 | 338,011     | 363                  | 1,401,187           | 86.76            | 19.24                 | 5.52                 | 4.18                 |
| 2004 | 360,413     | 418                  | 1,485,877           | 88.03            | 18.78                 | 5.46                 | 4.14                 |
| 2005 | 381,353     | 476                  | 1,563,651           | 89.30            | 18.32                 | 5.40                 | 4.10                 |
| 2006 | 397,778     | 591                  | 1,622,169           | 89.72            | 17.86                 | 5.35                 | 4.06                 |
| 2007 | 415,020     | 710                  | 1,683,371           | 90.14            | 17.40                 | 5.30                 | 4.02                 |
| 2008 | 433,038     | 900                  | 1,747,050           | 90.56            | 15.92                 | 5.25                 | 3.98                 |
| 2009 | 451,619     | 949                  | 1,812,307           | 90.98            | 14.44                 | 5.20                 | 3.94                 |
| 2010 | 470,669     | 1141                 | 1,878,749           | 91.40            | 12.96                 | 5.15                 | 3.90                 |
| 2011 | 490,141     | 1378                 | 1,946,164           | 91.82            | 11.48                 | 5.10                 | 3.86                 |
| 2012 | 510,106     | 1581                 | 2,014,818           | 92.24            | 10.00                 | 5.05                 | 3.82                 |
| 2013 | 530,602     | 1826                 | 2,084,844           | 92.66            | 8.52                  | 5.00                 | 3.78                 |
| 2014 | 551,844     | 1998                 | 2,157,058           | 93.08            | 7.04                  | 4.95                 | 3.74                 |
| 2015 | 573,944     | 2135                 | 2,231,865           | 93.50            | 5.56                  | 4.90                 | 3.70                 |

#### 3.1. Model Assumptions

The linearity is checked by plotting the scatterplots. The normality of the dependent and independent variables is checked descriptively by obtaining the non-parametric matrix which is a one-sample Kolmogorov–Smirnov test (Table 3) along with a z-test by obtaining the skewness and Kurtosis value (Table 4). The non-parametric tests result in the rejection or retaining of the null hypothesis of variables and are preferred for small data sets [42]. The z-test signifies the passing or failing of the normality hypothesis which is evaluated by calculating the z-score of skewness (Zs) and z-score of Kurtosis (Zk) whose value range is $\pm 1.96$ [43]. According to Table 4, the value of Zs, Zk is greater than 1.96 which rejects the null hypothesis of normality for GDP which is computed to be normal using inverse transformation (IT).
Table 3. Test summary for one-sample Kolmogorov–Smirnov test for all variables.

| Hypothesis Test Summary: One-Sample Kolmogorov-Smirnov Test |
|-------------------------------------------------------------|
| Type of Variable/Statistics                                | DV  | IV  | TV   |
| Mean            | 372,261.38 | 812.05 | 1,533,535.33 | 87.07 | 16.66 | 5.43 | 4.10 | 0.00 |
| Standard Deviation | 126,122.758 | 619.813 | 434,560.633 | 5.407 | 5.440 | 0.342 | 0.248 | 0.001 |
| Significant number | 0.200 | 0.05 | 0.200 | 0.063 | 0.0991 | 0.200 | 0.200 | 0.200 |
| Decision for the null hypothesis | Retain | Reject | Retain | Retain | Retain | Retain | Retain | Retain |

Asymptotic significances are displayed. The significance level is 0.05. ¹ Lilliefors Corrected. ² This is a lower bound of the true significance.

Table 4. Normality descriptive for dependent, independent and transformed variables.

| Normality Descriptive for Dependent, Independent and Transformed Variables |
|---------------------------------------------------------------------------|
| Type of Variable/Statistics                                              | DV  | IV  | TV   |
| Skewness Statistics (SS)                                                  | −0.101 | 1.055 | −0.033 | −0.641 | −0.727 | 0.127 | 0.000 | 0.085 |
| Standard Error-Skewness (SES)                                            | 0.501 | 0.501 | 0.501 | 0.501 | 0.501 | 0.501 | 0.501 | 0.0501 |
| Kurtosis Statistics (KS)                                                  | −1.115 | −0.251 | −1.229 | −0.946 | −0.600 | −1.191 | −1.200 | −1.424 |
| Standard Error Kurtosis (SEK)                                             | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 | 0.972 |
| Z_K                                                                       | −1.147 | −0.258 | −1.264 | −0.973 | −0.617 | −1.225 | −1.235 | −1.465 |

IT is a commonly used transformation for positively skewed variables among IT (1/x), log transformations (ln or log10), cubic root transformations (x^{1/3}) and square root transformation (x^{1/2}). The best way for choosing the transformation is by testing “which fits the best”. The study has one transformed variable, i.e., GDP which is denoted as “InvGDP”. The normality descriptive for dependent, independent and transformed variables are shown in Table 4.

Table 5 shows the result of the correlation matrix showing the value for beta coefficient, tolerance value, VIF value and p-value for all the models of different scenarios. Scenario 1 is performed using the “enter” method and resulted in a high VIF value and low tolerance value for the independent variables. The VIF value and tolerance value define the strength of correlation among the independent variables and are reciprocal to each other (VIF = 1/Tolerance or Tolerance = 1/VIF). The high value of VIF indicates the issue of multi-collinearity in the model. The presence of multi-collinearity jeopardizes the strength of the quantitative relationship between the dependent and the independent variable by poorly estimating the value of beta coefficients. The removal of multi-collinearity assures fewer standard errors and uncertainty in the value of regression coefficients and verifies the validity of the model. The process of removing this issue deals with the removal of independent variables from the model in a cascade manner until the VIF value obtained for IV is less than 10. A VIF value greater than 10 indicates high collinearity among the variables [44].

Scenario 2 provides three models which are resulted from using the “stepwise” method. SPSS has five methods for running the MLR which are enter, stepwise, remove, backward (elimination) and forward (selection). The enter method includes all the independent variables in a single step and forms the regression equation, whereas in the remove method all the entered variables are removed concurrently from the model. The stepwise method includes variables in step-by-step manners and prepares the model by adding or removing the independent variables in progression by checking the statistical significance after each step. All methods are performed in Scenario 2 where the stepwise method and forward method resulted in the development of the same models but the backward method and remove method showed the issue of multi-collinearity with a much higher value for VIF. Table 5 only presents the model results obtained from the stepwise method in Scenario 2. The advantage of using the
The stepwise approach over the forward, backward and remove method is because it adds the variable at two significance levels: adding variables or removing variables. Moreover, the stepwise method is a combination of the forward method and the backward method [45], as the forward method performs step-up selection and the backward method performs a step-down selection of variables. In total three models are obtained in this approach. Model 1 resulted in variable household sizes and showed VIF value equals to 1, Model 2 includes household size and poverty incidence with a VIF value of 10.980 for both variables, and Model 3 resulted in household size, poverty incidence and literacy rate with a VIF value greater than 10 for each variable; this signifies the issue of multi-collinearity.

The other method of removing the multi-collinearity is by manually removing the highly correlated variables based on the result of person correlation values. The bivariate matrix is presented in Table 6, which indicates the high correlation among the population, literacy rate, household size and unemployment rate. Scenario 3 and Scenario 4 are the results of manual selection of the variables population, InvGDP and poverty incidence for developing the final models. The population is selected as a key indicator among all because many studies have proved that its direct effect on the amount of solid waste generation rates. Scenario 3 is a result of the enter method, where the model includes InvGDP and poverty incidence with a VIF value of 4.812 for both variables. Scenario 4 is a result of stepwise regression. It consists of two models where Model 1 includes population and Model 2 includes population and InvGDP with a VIF value of 6.344.

Table 7 provides the result of the model summary and analysis of variance ANOVA matrix for all scenarios. The same value of $R^2$ and adjusted $R^2$ shows no change in the model with the addition of new values. It also happens when there is only one variable in the model. The lower value of adjusted $R^2$ than $R^2$ shows that model has not improved with the addition of a new variable. The difference in the values of $R^2$ and adjusted $R^2$ increases with the addition of non-significant variables to the model. The value closer to 1 signifies the perfect prediction of the model [46]. The other statistical parameters are also shown in Table 7, i.e., standard error of estimates, F and p-value in ANOVA matrix. The significance level is checked at an alpha ($\alpha$) value of 0.05; the value lower than 0.05 proves the statistical significance of the model. The hypothesis of auto-correlation (error terms are independent of each other) is checked by estimating the Durbin Watson Factor (DWF) at a significance level of 0.05. Statistically, the value of DWF lies between 0 to 4. The value closer to 1 or between 0 to 2 indicates a positive correlation and the value between 2 to 4 indicates a negative correlation among the input variables.

The validity of the prepared model in MLR is assured by the distribution of variances in the model. It is often suggested that verifying the assumption of homoscedasticity or testing the normality of the residuals (the difference between the observed value of the dependent variable and predicted value) is significant for generating the valid model. The non-satisfaction of the assumption of normality of residuals challenges the validity and indicates an inadequacy in the developed model. Figure 2 shows the histogram, p–p (probability–probability) plots, residual plots and scatter plots for the dependent variable for four scenarios. The approximate lying of observation on the straight line in the p–p plot shows the normal distribution of residuals and confirms the validity of the model. Descriptively the normality of residual errors or homoscedasticity is checked by the popular Breusch–Pagan test or White-test. The power issue of the tests could lead to false or unsatisfying results for small sample data sets [47]. It is also difficult to state whether the assumption of homoscedasticity is passed or failed by looking at the graphs with small datasets. Here to check the normal distribution of the residuals, the square of residuals was evaluated with each model and analyzed with their respective independent variables in a linear regression option at a significance level of 0.05. Table 8 shows the result of the assumption of homoscedasticity. A significant value greater than 0.05 in the ANOVA (analysis of variance) matrix indicates the passing of the null hypothesis of normality and states that the residuals of the error terms are normally distributed.
Table 5. Results of correlation-matrix for four scenarios prepared in the study.

| Scenario  | Model            | Included IV | Unstandardized Beta Coefficients | p-Value | VIF  | Tolerance | Comments                      |
|-----------|------------------|-------------|----------------------------------|---------|------|-----------|--------------------------------|
| Scenario 1 | Constant         | −1,116,300.616 | 0.000                           | 3.759   | 266  | 0.266     |                                |
|           | InvGDP           | −27,956,844.271 | 0.003                           | 3.759   | 266  | 0.266     |                                |
|           | Literacy Rate    | 17,728.688   | 0.000                           | 3.759   | 266  | 0.266     |                                |
| Scenario 2 | Constant         | 2,374,879.277 | 0.000                           | 1.000   | 1.000| 1.000     |                                |
|           | Household Size   | −369,065.167 | 0.000                           | 1.000   | 1.000| 1.000     |                                |
| Scenario 3 | Constant         | 2,303,206.560 | 0.000                           | 10.980  | 0.091| 652.847   | Presence of multi-collinearity|
|           | Household Size   | −1,169,994.593 | 0.002                           | 10.980  | 0.091| 256.856   | Presence of multi-collinearity|
|           | Poverty Incidence| −443.3539    | 0.000                           | 10.980  | 0.091| 113.071   |                                |
| Scenario 4 | Constant         | 709,656.153  | 0.000                           | 4.812   | 0.208| 4.812     |                                |
|           | InvGDP           | −28,081,498.413 | 0.079                          | 4.812   | 0.208| 1.000     |                                |
|           | Poverty Incidence| −16,932.000  | 0.000                           | 4.812   | 0.208| 1.000     |                                |
| Scenario 1 | Constant         | −72,478.318  | 0.000                           | 1.000   | 1.000| 1.000     |                                |
|           | Population       | 0.290        | 0.000                           | 1.000   | 1.000| 1.000     |                                |
| Scenario 2 | Constant         | −120,245.001 | 0.000                           | 6.344   | 0.158| 6.344     |                                |
|           | Population       | 0.310        | 0.000                           | 6.344   | 0.158| 6.344     |                                |
|           | InvGDP           | 8,406,640.193 | 0.000                          | 6.344   | 0.158| 6.344     |                                |

Dependent variable: SWGR

Table 6. Results of bivariate-matrix for dependent and the (transformed) independent variables.

|                      | InvGDP   | Pop       | PI        | HS        | UR        | SWGR     |
|----------------------|----------|-----------|-----------|-----------|-----------|----------|
| Pearson Correlation  |          |           |           |           |           |          |
| Sig. (2-tailed)      | 1        | −0.918 ** | 0.890 **  | 0.909 **  | 0.916 **  | −0.905 **|
| Sig. (2-tailed)      | 0.000    | −0.961 ** | 0.000     | −0.999 ** | −1.000 ** | 0.999 ** |
| Sig. (2-tailed)      | 0.000    | 1.000     | 0.953 **  | 0.965 **  | −0.957 ** |          |
| Sig. (2-tailed)      | 0.000    | 0.999     | −0.999 ** | 1.000     | 0.999 **  | 1.000    |
| Sig. (2-tailed)      | 0.000    | 0.000     | 0.965 **  | 0.999 **  | 1.000     | 0.999    |
| Sig. (2-tailed)      | 0.000    | 0.000     | 0.000     | 0.000     | 0.000     | 0.000    |

Correlation is significant at the 0.01 level (2-tailed)**.

Table 7. Results of model summary and ANOVA matrix for all scenarios.

| Scenarios | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 |
|-----------|------------|------------|------------|------------|
|           | Model 1    | Model 2    | Model 3    | Model 1    |
| Predictors (DV: SWGR) | InvGDP, LR | HS, PI, LR       | HS, PI, LR       | HS, PI, LR       |
| R square (R²) | 0.973       | 0.999       | 1.000       | 1.000       |
| Adjusted R square | 0.970       | 0.999       | 1.000       | 1.000       |
| Standard Error of Estimate | 21,899.392  | 3356.025   | 2885.666   | 3257.220   |
| Durbin Watson Factor | 0.278       | 1.022       | 0.154       | 0.179       |
| ANOVA | F          | 322.683     | 28,227.611 | 19,093.43355 | 21,181.759745 |
| Sig. | 0.000       | 0.000       | 0.000       | 0.000       |
| Pop | 0.998       | 0.999       | 0.998       | 0.999       |
| InvGDP, LR | 0.980       | 0.999       | 0.998       | 0.999       |
| Pop, InvGDP | 5049.680    | 3268.159    | 1.179       | 1.179       |
| F          | 12,456.408  | 14,883.936  | 12,456.408  | 14,883.936  |
| Sig. | 0.000       | 0.000       | 0.000       | 0.000       |
Figure 2. Histograms, p–p plots, residual plots and scatter plots for the dependent variable. S1A, S2A, S3A and S4A shows the histogram of residuals for the dependent variable for four scenarios respectively; S1B, S2B, S3B and S4B shows the normal p–p plot of observed cumulative probability of residuals of the dependent variable for four scenarios respectively; S1C, S2C, S3C and S4C shows regression standardized predicted value against regression standardized residuals of the dependent variable for four scenarios respectively and S1D, S2D, S3D and S4D shows the scatter plot of regression standardized predicted value against the dependent variable for four scenarios respectively.

Table 8. Results of homoscedasticity for all scenarios.

| Scenario          | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 |
|-------------------|------------|------------|------------|------------|
| Predictor variables| InvGDP, LR | HS         | HS, PI     | InvGDP, PI |
| p-value           | 0.179      | 0.128      | 0.544      | 0.006      |
| Result (Homoscedasticity (Pass)/Heteroscedasticity (Fail)) | Pass       | Pass       | Pass       | Fail       |

3.2. Model Accuracy and Validity

To check the accuracy and validity of the developed model popular key performance indicators (KPI) such as mean absolute error (MAE), root mean square error (RMSE) and mean absolute percentage error (MAPE) are evaluated by using the following equations.

\[
\text{MAE} = \frac{\sum_{t=1}^{n} \text{ABS}(A_t - P_t)}{n}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{n} (A_t - P_t)^2}{n}}
\]

\[
\text{MAPE} = \frac{\sum_{t=1}^{n} \text{ABS} \left( \frac{A_t - P_t}{A_t} \right)}{n} \times 100
\]

where, “At” denotes the original or actual data at time t, “Pt” denotes the predicted data at time t, “n” denotes the total number of terms of data points. The indicators are calculated using MS-Excel, 2016. MAE tells the variability in the dataset by evaluating the average distance between each data value and the mean. This method is often used to check the accuracy of predicted values when the units are the same for the original and predicted data.

RMSE is an independent measure of fit and is estimated by taking the square root of the averaged square difference between the predicted data and the original data. The squaring of errors in RMSE always gives positive results. Both MAE and RMSE share similarities...
for their working on the principle that “smaller the error the better the prediction ability”. Numerically, RMSE is always greater than or equal to MAE. The estimated values for MAE and RMSE depend on the range of the data and the range of estimation could vary from 0 to $\infty$. MAPE is another popular and frequently used PVI for measuring the accuracy of predictive models due to its scale-independency and easy interpretability. It takes the average of absolute percentage errors of prediction. The lower value of MAE, RMSE and MAPE indicates better and accurate prediction. The MAPE is limited to provide results for only non-zero values. The table below provides the estimated values for MAE, RMSE and MAPE. Table 9 shows the results of performance indicators obtained for the MAE, RMSE and MAPE.

Table 9. Values of key performance indicators for all scenarios.

| PVI       | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 |
|-----------|------------|------------|------------|------------|
|           | Model 1    | Model 2    | Model 3    | Model 1    | Model 2    |
| InvGDP, LR| HS         | HS, PI     | HS, PI, LR | InvGDP, PI | Pop        |
| MAE       | 16,557.18  | 2575.75    | 2293.16    | 1552.92    | 3475.04    | 3475.04    | 1886.40    |
| RMSE      | 20,278.68  | 3192.27    | 2671.62    | 2012.86    | 32,571.25  | 4803.40    | 3030.74    |
| MAPE      | 4.49       | 0.71       | 0.72       | 0.53       | 9.35       | 1.36       | 0.67       |

The best model is evaluated based on the results obtained in Tables 7 and 9. The values obtained for the PVI are compared numerically where Model 3 of Scenario 2 shows the lowest values for MAE, MSE, RMSE and MAPE. However, it is not used as a predictive model because of the presence of high multi-collinearity. Scenario 1 and Model 2 of Scenario 2 are rejected due to the high value of MAPE and the presence of multi-collinearity respectively. Model 1 of Scenario 4 is not considered the best model because it rejects the assumption of homoscedasticity which indicated the absence of normality of residual errors. Scenario 3 failed the test of normality of residual errors, i.e., homoscedasticity and also resulted in a high value of MAPE. Model 1 of Scenario 2 and Model 2 of Scenario 4 passed the assumptions of MLR for multi-collinearity, normality and homoscedasticity. The significance values obtained in the ANOVA matrix to test the assumption only indicate the absence or presence of homoscedasticity. It should be noted that these values obtained for PVI are lower for Model 2 of Scenario 4 which makes it a better predictive model among all the developed models. The final predictive equation from Model 2 of Scenario 4 is written by using the beta coefficients from Table 5. The positive sign for the beta coefficient of both variables signifies the direct relation of population and GDP per capita with the urban solid waste generation rates. The final generated equation is given as:

$$SWGR = (-120,245.001) + (0.310) \times Population + (8,406,640.193) \times InvGDP$$

3.3. SWGR Prediction from 1995 to 2050

It is equally necessary to have accurate and official data for the independent variables to generate the predicted values after generating their mathematical relationship with the dependent variable or output variable to get accurate and reliable results. Here, Figure 3a shows the available and predicted data for the population adopted by the World Bank. Figure 3b presents the original and predicted data for GDP per capita in Laos which is forecasted for this study using MS-Excel 2016 by generating the forecast sheet. Figure 3c presents the original and forecasted results of solid waste generation rates in the urban region of Laos and Figure 3d shows the combined results of Figure 3a–c.

Figure 3d shows an increasing trend in the SWGR with the increasing population and increasing GDP. The urban solid waste generation rate of Laos will reach 0.98 million tons (MT) in the year 2030, 1.26 MT in the year 2040 and 1.52 MT in the year 2050. The per capita SWGR for the urban region of Laos is estimated to be 0.74 kg in the year 2030, 0.75 kg in the year 2040 and 0.76 kg in the year 2050 on daily basis. The average rate of growth for per capita solid waste generation rate is estimated to be around 17% from the year 2020 to
2050. The increasing urban population and increasing GDP per capita will tend to increase the total amount of solid waste in the urban region of Laos.

![Figure 3](image-url)

**Figure 3.** Real and predicted data for the urban population, GDP per capita and urban solid waste generation rate (SWGR) in Laos. (a) Shows obtained data for the urban population of Laos from 1995 to 2050 (The predicted data for the urban population is provided by the World Bank). (b) Shows real data (1995 to 2018) and predicted data (2019 to 2050) of GDP per capita for Laos. The real data for GDP per capita is obtained from the World Bank from 1995 to 2018. (c) Shows real data (1995 to 2011) and predicted data (2012 to 2050) of urban SWGR for Laos. The real data for urban SWGR is obtained from MONRE, 2017. (d) Shows the combined results of (a–c).

4. Discussion

The existing solid waste management system in Laos is inefficient and fruitless. Currently, at the national level, five major ministries are working for the management of solid waste in the country, i.e., MPWT (Ministry of Public Works and Transport), MONRE, MOIC (Ministry of Industry and Commerce), MOH (Ministry of Health), MAF (Ministry of Agriculture and Forestry) and MEM (Ministry of Energy and Mines). The MPWT supports and provides the technical guidelines and advice on planning, designing and management of SW infrastructure, the MOIC manages the industrial and hazardous waste, MOH manages the hospital and health sector waste and MAF manages the compost made from the household. The MONRE was established in the year 2011 to provide the regulatory framework for SWM, developing the strategies, policies and guidelines for SWM in the country. There are three reports prepared by MONRE in the year 2015 [48], 2016 [49] and 2017 [3] mentioning the need to manage the solid waste in Laos. Moreover, there is no separate document prepared at the central and local levels regarding any policy for managing the SW in the country.

The lack of reliable statistics is the biggest disadvantage and acts as a barrier to proper solid waste management in any country [1]. It is very challenging for the local government or policymakers to draw any useful conclusion for the proper handling or management of solid waste without any related and informative statistics of solid waste [6,11]. This study prepared the predictive model with the ability to predict the data for the past, present and future years. Different models are generated under different scenarios using the multi-
linear regression (MLR) approach. The urban solid waste generation rate is correlated to six independent socio-demographic and economic parameters. The population and GDP per capita were found to be most effective for developing a predictive model for urban SWGR in Laos. It is found that the growing urban population and growing economy will lead to an increase in the amount of SWGR in the urban region of Laos. The SWGR will reach 0.98 Mt in the year 2030 with a 3.50 million population and USD (United States Dollar) 4229 of GDP per capita. This amount of waste generation for the urban region will increase to 1.5 Mt in the year 2050 with 5.2 million of population and GDP per capita of USD 6998. The validity and accuracy of the model are estimated by the value of R square, adjusted R square with key performance indicators, i.e., MAE, RMSE and MAPE. Among seven models of four scenarios, Model 2 of Scenario 4 is predicted as the best model with \( R^2 \) value as 0.999, adjusted \( R^2 \) as 0.999, MAE value as 1886.40, RMSE value as 3030.74 and MAPE value as 0.67. Moreover, this study also shows the predicted results for the input variables, i.e., population and GDP per capita up to the year 2050.

The study highlights the implications in the context of developing countries. The need for peaceful waste management is required in this region of the world, as they are trying to be at par with the developed nations. The implication of these simple steps could be magnified in processing and developing the waste system in this country. The trial of estimation of these factors for future waste generation may indeed beneficial for the government to make a sustainable waste management policy.

5. Conclusions

The predicted data for urban population, GDP per capita and urban solid waste generation rates will help the policymakers and the government to create a proper sustainable solid waste management policy in the country. It also provides future scope for researchers working on solid waste management in Laos. The easy explanation of the work will urge the researchers to use this technique for developing the solid waste management database in developing countries. The limitation of this study is the non-availability of enough data for developing the model. In the future, a large dataset and a wide range of socio-demographic and economic parameters can be considered to further improve the scope of the methodology and developed models.
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