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We build a theoretical model for the electronic properties of the two-dimensional (2D) electron gas that forms at the interface between insulating SrTiO$_3$ and a number of polar cap layers, including LaTiO$_3$, LaAlO$_3$, and GdTiO$_3$. The model treats conduction electrons within a tight-binding approximation, and the dielectric polarization via a Landau-Devonshire free energy that incorporates strontium titanate’s strongly nonlinear, nonlocal, and temperature-dependent dielectric response. The self-consistent band structure comprises a mix of quantum 2D states that are tightly bound to the interface, and quasi-three-dimensional (3D) states that extend hundreds of unit cells into the SrTiO$_3$ substrate. We find that there is a substantial shift of electrons away from the interface into the 3D tails as temperature is lowered from 300 K to 10 K. This shift is least important at high electron densities ($\sim 10^{14}$ cm$^{-2}$), but becomes substantial at low densities; for example, the total electron density within 4 nm of the interface changes by a factor of two for 2D electron densities $\sim 10^{13}$ cm$^{-2}$. We speculate that the quasi-3D tails form the low-density high-mobility component of the interfacial electron gas that is widely inferred from magnetoresistance measurements.

I. INTRODUCTION

At present, there is widespread interest in interfaces and heterostructures between SrTiO$_3$ (STO) and polar perovskite materials such as LaAlO$_3$ (LAO). Transition metal oxides are characterized by strong local interactions that often lead to novel magnetic, superconducting, or orbital-ordered phases that may be tailored by interface engineering. The specific interest in STO was sparked by the observation of a two-dimensional electron gas (2DEG) at a LaTiO$_3$/STO interface and by subsequent observations that these 2DEGs exhibit ferromagnetism and superconductivity. The ability to tune LAO/STO interfaces through metal-insulator and superconductor-insulator transitions by application of a gate voltage has raised questions about the role of quantum criticality and the origins of superconductivity at low electron density.

The 2DEGs reside primarily in the STO and extend very little into the cap layer, and consequently the basic elements of the electronic structure are similar for a variety of cap layer materials, and even for bare STO surfaces. Band structure calculations for LAO/STO interfaces predict that the majority of the conducting electrons reside in the TiO$_2$ planes adjacent to the interface, and occupy bands with $d_{xy}$ symmetry, while occupied bands with $d_{xz}$ and $d_{yz}$ symmetry extend farther into STO. Because of the differences in their spatial extent, the $d_{xy}$ bands at the interface should be much more strongly affected by interfacial roughening than the $d_{xz}/d_{yz}$ bands and indeed Hall measurements have been interpreted in terms of a two-component system with two distinct mobilities.

A key feature of STO interfaces is that STO has an extremely high dielectric permittivity ($\epsilon \sim 10^4 \epsilon_0$, with $\epsilon_0$ the permittivity of free space) at low temperatures and weak electric fields, which strongly influences the profile of the charge density near the interface. Importantly, $\epsilon$ is a strong function of temperature and electric field, so that the charge density profile can change dramatically with both temperature $T$ and gate voltage. To understand this, several calculations have been made based on tight-binding or continuum models that build in relevant properties of the dielectric function. These phenomenological approaches have tended to focus on the nonlinear response of $\epsilon$ to the electric field as a way to understand the doping-dependence of the charge profile near the interface, and have generally ignored the nonlocal dielectric response that is inferred from the strong phonon dispersion at small wavevectors. One notable exception is Ref. 36, which treats the lattice polarization $\mathbf{P}(r)$ within a Landau-Devonshire approximation that inherently includes nonlocal and nonlinear effects. In this work, we adapt this model to perform a systematic study of the temperature-dependent band structure of a generic STO interface.

As with previous work, we find that the 2DEG at the STO interface can be divided into a quantum two-dimensional (2D) region that extends approximately 10 STO layers in from the interface, and a quasi-three-dimensional (3D) region that extends deep into the STO. The 2D quantum region is dominated by a band with $d_{xy}$ character that is weakly temperature-dependent at typical doping levels. In contrast, the lowest energy $d_{xz}/d_{yz}$ bands extend much farther into the STO film, and are strongly temperature-dependent. As a consequence, there is a substantial shift of charge away from the interface as temperature is lowered from 300 K to 10 K. We show that this leads to large differences in the photoemission spectra at low and high temperatures.

The model employs a tight-binding approximation for the electrons, in which interactions are treated within a self-consistent field approximation. The electrons couple to the polarization charge density $-\nabla \cdot \mathbf{P}$, where the polarization $\mathbf{P}$ is calculated from a Landau-Devonshire energy that depends explicitly on temperature and electric field. The model is agnostic about the doping mechanism, and simply assumes a confining potential at the...
interface due to a uniform external 2D charge density as one would expect from an electronic reconstruction from oxygen vacancies at the LAO surface or from application of a gate voltage. Alternative doping mechanisms such as O vacancies that accumulate at the interface are beyond the scope of this work. Despite its complexity, this model neglects certain complicating aspects of the STO band structure that are not expected to change the broad trends identified in our calculations. Notably, we ignore spin-orbit coupling, which mixes the different $t_{2g}$ orbitals and breaks the 3-fold $t_{2g}$ band degeneracy at the $\Gamma$ point. By so doing, we are able to study systems of up to 200 layers with a 2D grid of $200 \times 200$ k-points; however, this means that some details of the band structure, especially at low charge densities, will be inaccurate. We have also ignored the renormalization of the band masses by electron-phonon and electron-electron interactions, and the effects of antiferrodistortive rotations of the unit cell below temperatures of 105 K. While these will affect our results quantitatively, the qualitative aspects of the calculations should be robust.

We describe the model in Sec. II and results of the calculations are given in Sec. III. First, the temperature-dependence of the charge distribution is described in Sec. IIIA for low, intermediate, and high electron densities (relative to typical experimental densities). These results are then discussed in the context of the temperature- and doping-dependent band structure in Sec. IIIB. One direct experimental measure of the band structure is angle-resolved photoemission (ARPES), and in Sec. IIID we focus on the implications of our calculations for ARPES. We finish in Sec. IIIE with a brief examination of a particular aspect of our model, namely the role of nonlocal response in the dielectric function, which is shown to qualitatively affect the charge distribution near the interface at low temperatures. Finally, in Sec. IV we propose that 3D tail states, which are ubiquitous in our calculations, form the high-mobility component of the electron gas that is widely observed in magnetotransport experiments.

II. METHOD

Our interface model has two distinct pieces: a self-consistent tight-binding description of the electronic bands and a Landau-Devonshire description of the polarization. We begin with an overview of the model before discussing the two pieces in detail. Figure 1 shows the model's structure. We consider a thick film of N STO layers stacked in the [001] direction beneath an insulating cap layer. In the figure, the cap is taken to be LAO, but our model only requires that it has a sufficiently wide band gap that it can be ignored. We assume that some combination of O-vacancy formation on the surface AlO$_2$ layer, electronic reconstruction, and application of a gate voltage transfers electrons to the STO interface, leaving a residual positive charge $\sigma^+$ (indicated by “+” signs) on the AlO$_2$ surface. This residual charge creates an electric field that confines the STO conduction electrons to the interface.

The model is discretized along the $z$ direction (perpendicular to the interface). We treat the STO as a set of conducting TiO$_2$ planes separated by layers of dielectric. As shown in Fig. 1, the polarization and electric field are defined in the dielectric layers, while the charge density is confined to the 2D TiO$_2$ planes. While the discretization process clearly limits the usefulness of the model at subunit cell length scales, it does nonetheless capture longer wavelength physics.

We assume that we have translational invariance in the planar directions, so that the polarization, electric field, and charge density depend only on the layer index $i_z$. Then, by symmetry, the polarization and electric field vectors $P$ and $E$ must point in the $z$ direction. The 2D charge density in the $i_z$th TiO$_2$ plane has two contributions: a free charge density $\sigma_i^f$ due to the conduction electrons and a bound charge density $\sigma_i^b = P_{i_z} - P_{i_z+1}$ due to the polarization gradients.
We require boundary conditions for both the electric field and the polarization. In the layered geometry, and for a fixed \( \sigma^+ \), the electric field in the STO is independent of the dielectric permittivity of the cap layer. For simplicity, then, we take the polarization to be zero above the interface (i.e. \( P_0 = 0 \)) and the electric field above the first STO layer is therefore (by Gauss’ law) \( E_0 = \sigma^+ / \epsilon_0 \). At large \( z \), we expect the electric field and the polarization to be screened by the free charge density: to handle this, the electric field in the \( N \)th STO layer is zero (i.e. \( E_N = 0 \)), and we add a fictitious \((N+1)\)th layer in which \( \sigma^+_{N+1} = P_{N+1} = 0 \).

### A. Electronic Hamiltonian

STO has a 3.3 eV band gap between filled O2p orbitals and empty Ti \( t_{2g} \) orbitals. For an electron-doped interface we therefore include only the \( t_{2g} \) orbitals in our model. We adopt a tight-binding Hamiltonian with three orbitals per unit cell, having \( d_{xy}, d_{zz} \), and \( d_{yz} \) character. We consider only hopping between nearest-neighbor Ti atoms, and neglect matrix elements between orbitals of different symmetry: these vanish in a cubic lattice, and are assumed small provided the lattice distortions are small. Spin-orbit coupling also mixes different orbital types near band degeneracies, but as mentioned above, we assume small provided the lattice distortions are small. We consider only hopping between nearest-neighbor Ti atoms: the hopping amplitude is \( t_z \) between Ti atoms, \( t_{xy} \) between Ti atoms in the same plane as the orbital (e.g. the \( x-y \) plane for \( d_{xy} \) orbitals), while it is \( t_{y^z} \) perpendicular to the plane of the orbitals (e.g. along the \( z \) direction for \( d_{xy} \) orbitals). Since nearest-neighbor \( d_{xy} \) orbital wavefunctions overlap in the \( x-y \) plane than along the \( z \) axis, \( t_{y^z} \gg t_{xy} \).

With these assumptions, we write the effective Hamiltonian for the STO conduction electrons as

\[
\hat{H}^\text{eff} = \hat{H}_0 + \hat{V}^\text{ext} + \hat{V}^\text{SC}[\sigma^+, \sigma^-],
\]

where \( \hat{H}_0 \) is the tight-binding Hamiltonian for the inter-orbital hopping, \( \hat{V}^\text{ext} \) is the external potential energy due to the charge at the LAO surface, and \( \hat{V}^\text{SC} \) represents the self-consistent electrostatic potential energy due to both the free charge density \( \sigma^+_i \) and the bound charge density \( \sigma^b_i \) at the TiO₂ planes.

The tight-binding term is

\[
\hat{H}_0 = \sum_{i_z} \sum_{j_z} \sum_{\mathbf{k}} \sum_{\alpha \beta \sigma} c_{i_z \mathbf{k} \alpha \sigma}^\dagger t_{i_z \alpha, j_z \beta \sigma}^{\mathbf{k}}(\mathbf{k}) c_{j_z \mathbf{k} \beta \sigma},
\]

where \( c_{i_z \mathbf{k} \alpha \beta \sigma} \) is the annihilation operator for an electron with spin \( \sigma \) in layer \( i_z \) and orbital type \( \beta \), \( \mathbf{k} = (k_x, k_y) \) is a 2D wavevector, and \( t_{i_z \alpha, j_z \beta \sigma}^{\mathbf{k}}(\mathbf{k}) \) is an element of the the tight-binding matrix.

\[
t(\mathbf{k}) = \begin{bmatrix}
E(\mathbf{k}) & T & \ldots \\
T & E(\mathbf{k}) & \ddots \\
& E(\mathbf{k}) & T & E(\mathbf{k})
\end{bmatrix},
\]

where \( E(\mathbf{k}) \) and \( T(\mathbf{k}) \) are matrices in the orbital basis,

\[
E(\mathbf{k}) = \begin{bmatrix}
\xi_{xy}(\mathbf{k}) & 0 & 0 \\
0 & \xi_{xz}(\mathbf{k}) & 0 \\
0 & 0 & \xi_{yz}(\mathbf{k})
\end{bmatrix},
\]

\[
T = \begin{bmatrix}
-t^\perp & 0 & 0 \\
0 & -t^\parallel & 0 \\
0 & 0 & -t^\parallel
\end{bmatrix},
\]

and

\[
\xi_{xy}(\mathbf{k}) = \epsilon_{t_{2g}} - 2t^\parallel (\cos k_x a + \cos k_y a),
\]

\[
\xi_{xz}(\mathbf{k}) = \epsilon_{t_{2g}} - 2t^\parallel \cos k_x a - 2t^\perp \cos k_y a,
\]

\[
\xi_{yz}(\mathbf{k}) = \epsilon_{t_{2g}} - 2t^\parallel \cos k_x a - 2t^\parallel \cos k_y a,
\]

are planar dispersions. Here, \( \epsilon_{t_{2g}} \) is the on-site orbital energy (which can be set to 0), and \( a \) is the STO lattice constant. For a given symmetry of \( t_{2g} \) orbital there are two distinct hopping processes between nearest-neighbor Ti atoms: the hopping amplitude is \( t^\parallel \) between Ti atoms in the same plane as the orbital (e.g. the \( x-y \) plane for \( d_{xy} \) orbitals), while it is \( t_{y^z} \) perpendicular to the plane of the orbitals (e.g. along the \( z \) direction for \( d_{xy} \) orbitals). Since nearest-neighbor \( d_{xy} \) orbital wavefunctions overlap in the \( x-y \) plane than along the \( z \) axis, \( t^\parallel \gg t_{y^z} \).

Values for \( t^\parallel, t_{y^z} \), and other model parameters are given in Table I.

Assuming that the LAO surface charge is uniformly distributed, we obtain a simple description for the potential energy of an electron in the confining field,

\[
\hat{V}^\text{ext} = \frac{\sigma^+ e}{2\epsilon_{\infty}} \sum_{\mathbf{k}} \sum_{i_z \alpha \sigma} z c_{i_z \mathbf{k} \alpha \sigma}^\dagger c_{i_z \mathbf{k} \alpha \sigma},
\]

where \( \epsilon_{\infty} \) is the optical dielectric constant due to electronic screening, and \( z = i_z a \) is the distance from layer \( i_z \) to the interface.

| Model parameters | Value       |
|------------------|-------------|
| \( t^\parallel \) | 0.236 eV    |
| \( t_{y^z} \)    | 0.035 eV    |
| \( \alpha \)      | 3.9 Å       |
| \( M \)           | 24 amu      |
| \( Q \)           | 8.33e       |
| \( \omega_0 \)    | 2.5 × 10^{13} s⁻¹ |
| \( \omega_1 \)    | 1.7 × 10^{13} s⁻¹ |
| \( \alpha_1 \)    | 1.15a       |
| \( \alpha_2 \)    | 5a          |
| \( \epsilon_{\infty} \) | 5.6e0     |
| \( T_0 \)         | 1.46 × 10^{4} K |
| \( T_a \)         | 15 K        |
| \( \xi \)         | 1.45        |
| \( \gamma \)      | 63 eV·Å⁻¹   |

| TABLE I. Model parameters used in our calculations. Values are taken from Ref. 36 except for \( T_0, \xi, T_a, \) and \( \gamma \), which are obtained by fitting to the temperature- and field-dependence of the experimental dielectric susceptibility (Appendix A). |
Under a similar assumption, the self-consistent potential energy due to both the 2DEG and the 2D bound charge density is

\[
\begin{align*}
\tilde{V}^{SC}[\sigma^f, \sigma^b] &= \frac{e}{2}\sum_{\mathbf{k}} \sum_{j,\alpha} \sum_{\sigma} [\sigma^{j}_{\mathbf{k},\alpha} + \sigma^{b}_{\mathbf{k},\alpha}] \times \left( |z'| - |z| - z \right) c_{\mathbf{k},\alpha}^{\dagger} c_{\mathbf{k},\alpha},
\end{align*}
\]

where \( z' = j, a, \sigma, \sigma' \) is \( -e \sum_{\mathbf{a}} n_{j,\beta} / a^2 \) is the 2D charge density in layer \( j_z \) and \( n_{j,\beta} \) is the electron occupation number for orbitals of type \( \beta \) in layer \( j_z \). The charge density is calculated self-consistently from

\[
n_{j,\beta} = \frac{2}{N_k} \sum_{\mathbf{k}} \sum_{n} |\psi_{j,\beta,n}(\mathbf{k})|^2 f(\epsilon_{nk}),
\]

where the factor of 2 is for spin, \( \epsilon_{nk} \) and \( \psi_{j,\beta,n}(\mathbf{k}) \) are the energy eigenvalues and eigenstates of \( \hat{H}^{el} \) respectively, and \( f(\epsilon_{nk}) \) is the Fermi-Dirac distribution function. The bound charge density is \( \sigma^{b}_{\mathbf{k},\alpha} = P_{j_z} - P_{j_z+1} \), where the polarization \( P_{j_z} \) is obtained from the Landau-Devonshire model discussed in the next section.

Because we have neglected contributions to the Hamiltonian that mix different orbital symmetries, each band has a well-defined orbital character. As a consequence, the band index \( n \) can be written in the form \( \tilde{n} \alpha \) where \( \alpha \) is one of \( xy, xz, \) or \( yz \) and \( \tilde{n} \) is an integer labeling bands of type \( \alpha \) (the \( 1xy \) band is the lowest-energy \( xy \) orbital character band, etc.). Furthermore, the lack of orbital mixing leads to a particularly simple form of the Hamiltonian such that the eigenvectors \( \psi_{j,\beta,n}(\mathbf{k}) \) are independent of \( \mathbf{k} \), and the eigenvalues obtain the simple form

\[
\epsilon_{\tilde{n}\alpha\mathbf{k}} = \epsilon_{\tilde{n}\alpha\mathbf{k}=0} + \xi_{\alpha}(\mathbf{k}) - \xi_{\alpha}(0),
\]

where \( \xi_{\alpha}(\mathbf{k}) \) is given by Eq. (3). It is thus possible to determine the spectrum at finite \( \mathbf{k} \) from the energy eigenvalues at \( \mathbf{k} = 0 \), and we therefore only need to diagonalize the Hamiltonian once per \( \mathbf{k} \)-sum. The resulting speed-up allows us to study large system sizes of up to 200 layers with 200 × 200 \( \mathbf{k} \)-points.

**B. Polarization Model**

The high polarizability of STO is due to the presence of a soft transverse optical phonon mode that is associated with an incipient ferroelectric transition. The transition is suppressed by quantum fluctuations, so that the dielectric susceptibility saturates at a characteristic temperature \( T_s \sim 15 \text{ K} \). Here, the induced polarization \( P_i \) is defined for unit cell \( i = (i_x, i_y, i_z) \) in terms of the normal-mode coordinate \( u_i \) and effective charge \( Q \) associated with the soft mode via

\[
P_i = \frac{Q u_i}{a^3}. \tag{11}
\]

The normal-mode coordinate represents the amplitude of the lattice distortion, projected onto the soft optical phonon eigenvector, and \( Q \) is a fitting parameter that relates the collective coordinate to the polarization (see Table I). As discussed above, translational symmetry in the \( xy \) plane ensures that \( u_i \) and \( P_i \) are polarized along the \( z \) direction, and that they are independent of \( i_x \) and \( i_y \).

The polarization is obtained by minimizing a simple free energy that includes temperature, electric field, and nonlocal effects. Model parameters have been set by fitting to temperature- and field-dependent dielectric susceptibility measurements of Ref. [53] while the nonlocal correlations are inferred from neutron scattering measurements of the phonon dispersion. The fitting process is discussed in Appendix A and the model reproduces the measured differential susceptibility with a maximum relative error of 16% for temperatures \( 0 \leq T \leq 70 \text{ K} \) and \( 0 \leq E \leq 500 \text{ V/mm} \); the relative error is 6% at room temperature.

The simplest quartic free energy has the form

\[
\begin{align*}
\frac{U}{N_{2D}} &= \frac{1}{2} \sum_{j_z,j_{z'}} u_{j_z,j_{z'}} D_{j_z,j_{z'}} - Q \sum_{j_z} E_{j_z} u_{j_z} + \gamma \sum_{j_z} u_{j_z}^3,
\end{align*}
\]

where \( N_{2D} \) is the number of 2D unit cells in the \( xy \) plane, \( D_{j_z,j_{z'}} \) is a matrix that contains the force constants between layers \( j_z \) and \( j_{z'} \), \( E_{j_z} \) is the electric field, and \( \gamma \) is a constant of proportionality for non-linear response. This latter term is important only at high electron densities where the electric field is very strong.

The potential energy can be then minimized by taking the derivative with respect to \( u_{i_z} \) and setting it equal to zero, from which we obtain the constituent equation

\[
QE_{i_z} = \sum_{j_z} D_{i_z,j_z} u_{j_z} + \gamma u_{i_z}^3. \tag{13}
\]

for \( u_{i_z} \). Here, the electric field \( E_{i_z} \) is equal to minus the gradient of the total electric potential, which contains contributions from the external surface charge, the bound polarization charge, and the free electron charge.

To obtain \( D_{i_z,j_z} \), we Fourier transform the phenomenological expression proposed in Ref. [36]

\[
D_{q_z} = M \left[ \omega_0^2 - \omega^2 e^{-(\alpha_1 q_z)^2/4} - \omega_2^2(T) e^{-(\alpha_2 q_z)^2/4} \right], \tag{14}
\]

to model the dispersion of the ferroelectric phonon mode, given by \( \omega_q(T) = |D_{q_z}/M|^{1/2} \). The parameter values for \( \omega_0, \omega_1, \) and \( \alpha_1 \) (Table I) are taken from Ref. [36] but \( \omega_2(T) \) and \( \alpha_2 \) are modified to fit the low temperature dielectric susceptibility.

For \( \omega_2(T) \), we take the phenomenological form (Appendix A)

\[
\omega_2^2(T) = \omega_0^2 - \omega_1^2 - \frac{Q^2 T Q_0^2}{M \epsilon_0 a^3 T_0^2}, \tag{15}
\]
where $T_Q = T_s \coth(T_s/T)$ is an effective temperature that incorporates quantum fluctuations of the ferroelectric phonon mode. The power $\xi = 1.45$ is chosen to improve the quantitative fit to experiments and the constant $T_0$ is obtained from the zero-field susceptibility $\chi(T) = (T_0/T_Q)^\xi$. While the effective temperature reduces to $T_Q = T$ at high temperatures, giving a Curie-like susceptibility, it saturates at $T_Q = T_s$ at low temperatures; consequently, the divergence at $T = 0$ is avoided and the susceptibility saturates at $\chi(T \to 0) = (T_0/T_s)^\xi$.

In summary, the self-consistency cycle for $\sigma_s^z$ and $\sigma_t^z$ involves solving Eqs. (9) and (13) for a given electric field to obtain the electron density and lattice polarization, and then updating the electric field from the resulting potential. As has been pointed out elsewhere, the self-consistency cycle is numerically unstable, and to address this we have implemented Anderson mixing of the electric potential. In addition, we have found that convergence is most readily obtained if the initial guess for the simulations takes the electron density to be $-\sigma^z$ in the 1st STO layer and zero elsewhere.

III. RESULTS

In this section, we present the results of our calculations for temperature and doping-dependent electronic structure of the LAO/STO interfaces. Early DFT calculations established that the interface breaks the cubic symmetry of the ideal STO lattice, so that a qualitative difference emerges between $d_{xy}$ orbitals (which are oriented parallel to the interface) and $d_{xz/yz}$ orbitals. The hopping amplitude along the $z$ axis is $t^{\perp}$ for $d_{xy}$ orbitals and $t^{\parallel}$ for $d_{xz}$ and $d_{yz}$ orbitals. Since $t^{\parallel} \approx 10 t^{\perp}$, this corresponds to an effective mass along the $z$ direction that is 10 times larger for $xy$ bands than for $xz$ or $yz$ bands. This difference sets the energy ordering of the bands, such that the lowest-energy band has $xy$ symmetry and is tightly confined to within a few unit cells of the interface; the lowest $d_{xz/yz}$ bands are higher in energy and extend farther from the interface.

In an ideal polar catastrophe model, a charge transfer of 0.5 electrons per unit cell is needed to suppress the potential divergence in the polar cap material. The ideal value of $0.5e/a^2$ has been measured for GdTiO$_3$/SrTiO$_3$ interfaces, and only sporadically in LAO/STO interfaces in most conducting interfaces typical experimental values of the electron density measured by the Hall effect range from $10^{13}$ to $10^{14}$ $e/cm^2$. The charge density can be further modulated by a gate voltage, and we therefore perform calculations for three different doping levels that cover common experimental and theoretical values of the 2D charge density: $\sigma^z = 0.5e/a^2$ (3.3 $\times$ $10^{13}$ $e/cm^2$), as predicted by the polar catastrophe model; $\sigma^z = 0.1e/a^2$ (6.5 $\times$ $10^{13}$ $e/cm^2$), which is a typical doping found in LAO/STO interfaces; and $\sigma^z = 0.05e/a^2$ (3.3 $\times$ $10^{13}$ $e/cm^2$), which is approaching the metal insulator transition that is observed at $\sim 10^{13}$ $e/cm^2$. Several calculations have explored the doping-dependence of the electronic structure at low $T$ and we focus principally on how the $T$-dependence evolves with doping.

A. Effect of temperature on the charge distribution

In this section, we examine the temperature-dependence of the charge distribution for the three representative cases listed above. To minimize finite-size effects, all calculations are for an STO slab of thickness $L = 200$ layers (see Appendix B). We show that there is a pronounced shift of charge density from 2D quantum states that are confined to within $\sim 4$ nm of the interface into 3D tail states that extend hundreds of unit cells into the STO; the degree of this shift depends strongly on doping.

Figure 2(a)-(c) shows the electron density, $n(z) = \sum_{\beta} n_{i_z \beta}$ (where $z = i_z a$), for 10 K and 300 K and for low (0.05e/a$^2$), intermediate (0.1e/a$^2$), and high (0.5e/a$^2$) electron densities. As we discuss below, the charge distribution is a mix of surface states with strongly 2D character and tails with 3D character. This is particularly evident in the low-$T$ results in Fig. 2 which show a clear distinction between surface and tail regions. At high $T$, the distinction blurs, and $n(z)$ drops off rapidly in the tail region. The crossover between surface and tail occurs at $z \approx 10a$ ($z \approx 4$ nm), and for discussion purposes we divide the profile into region A ($z \leq 10a$) and region B ($z > 10a$). The charge densities $n_A$ and $n_B$ for each region are plotted as a function of $T$ in Fig. 2(d)-(f).

There are two key points made by Fig. 2. The first is...
that the fraction of the total electron density in region A depends on \( \sigma^s \). At 300 K, about 90% of the charge lies in region A for high \( \sigma^s \), whereas only about half of the total charge lies in region A at low \( \sigma^s \).

The second point is that, except at the highest doping levels, \( n(z) \) depends strongly on \( T \): the charge density near the interface decreases as the temperature is lowered while it increases in the tails. The contrast between low and high charge densities is striking: \( n_A \) doubles between 300 K and 10 K for low charge density (\( \sigma^s = 0.05e/a^2 \)), but changes by only 10% for high charge density (\( \sigma^s = 0.5e/a^2 \)). Focusing on the middle “typical” value of \( \sigma^s = 0.1e/a^2 \), we note that about 70% of the total electron density lies in region A at 300 K, in agreement with Ref. 34, and slightly under half remains at 10 K.

One of the most striking features of Fig. 2 is that the profile of \( n(z) \) near the interface is almost independent of \( T \) at the highest charge density, but is strongly \( T \)-dependent at the lowest charge density. This trend is connected to the nonlinearity of the dielectric response in strong electric fields. When \( \sigma^s \) is large, the electric fields near the interface are large, and the nonlinear term \((\gamma u^3_{i_z})\) in Eq. (13) dominates the linear term \((\sum_j D_{i_z} u_j)\).

Because we have taken \( \gamma \) to be \( T \)-independent, \( n(z) \) is also \( T \)-independent in this region. The electric field decreases both as one moves away from the interface, and as one decreases \( \sigma^s \); in both regimes, \( n(z) \) becomes temperature-dependent because the nonlinear contribution to the dielectric response is small.

It should be noted that in the nonlinear regime, the lattice polarization due to an electric field is proportional to \( \gamma^{-1/3} \) [from Eq. (13)], so that \( \gamma \) must change by a relatively large amount to have a significant effect on the charge distribution. Indeed, \( \gamma \) has been measured experimentally below 60 K and was found to be roughly constant down to 30 K, and then to increase by about 50% as the system was further cooled. This corresponds to a change of only 15% in the nonlinear dielectric screening. Unless \( \gamma \) changes significantly at higher \( T \), the assumption of constant \( \gamma \) is reasonable.

To understand better the charge deconfinement that occurs at low temperatures, we plot the electronic potential energy (ie. the electron charge times the potential), the electric field, and the normal mode displacement at high and low temperatures in Fig. 3 for the intermediate value of \( \sigma^s \). Figure 3(a) shows that, in region A, there is a triangular quantum well that confines electrons in 2D quantum states near the interface at all temperatures. In contrast, the potential in region B is strongly temperature dependent, with a crossover from a deep well at high temperature to a nearly flat potential at 10K. This strong \( T \)-dependence is connected to the linear dielectric function, which changes by two orders of magnitude between 300 K (\( \epsilon \approx 300\epsilon_0 \)) and 10 K (\( \epsilon \approx 10^4\epsilon_0 \)).

Because of the large value of \( \epsilon \), the electric field is strongly screened in region B at low temperature at \( T = 10 \) K. This means that the electric field generated by the conduction electrons in region B is nearly compensated by the lattice polarization. The normal coordinate \( u(z) \) for the soft phonon mode, which is related to the polarization by Eq. (11), is shown in Fig. 3(c). Here, we see that \( u(z) \) decays with \( z \) more slowly at low \( T \) than it does at high \( T \), consistent with enhanced dielectric screening at low \( T \).

For completeness, we plot the charge density for intermediate doping as a function of orbital type in Fig. 4. This figure shows that, while the interfacial \( d_{xy} \) electron density \( n_{xy}(z) \) is weakly temperature dependent, \( n_{xz}(z) \) and \( n_{yz}(z) \) evolve strongly with \( T \) near the interface. In particular, the \( d_{xz} \) and \( d_{yz} \) bands combined account for 80% of the charge transfer out of the first 10 layers as the temperature decreases. The different sensitivities of \( n_{xy}(z) \) and \( n_{xz/yz}(z) \) to temperature follow from the different mass anisotropies of the three bands: both the \( xz \) and \( yz \) bands are light along the \( z \) direction while the \( xy \) bands are heavy: the \( xz \) and \( yz \) wavefunctions are therefore more extended along \( z \) than the \( xy \) wavefunctions. It is unsurprising that the \( xz \) and \( yz \) bands are most affected as the confining potential weakens when \( T \) is reduced.

In summary, we arrive at the following scenario: at room temperature, a majority of electrons is confined to quantum states within \( \sim 4 \) nm of the interface by strong
FIG. 4. (Color online) Electron density per unit cell \(n_{\alpha}(z)\) for orbital types (a) \(\alpha = xy\), and (b) \(\alpha = xz\). Results are at temperatures range from 300 K to 10 K. Note that \(n_{xy}(z) = n_{xz}(z)\). Insets show the electron density on logarithmic scale. Results are for \(\sigma^* = 0.1e/a^2\).

combined contain approximately half of the total charge.

Two significant changes occur as the temperature is lowered: first, there is a significant shift of the electrochemical potential \(\mu\) between 300 K and 100 K; second, while the gap between the 1\(xy\) and 2\(xy\) bands evolves very little with \(T\), the spacing between the remaining bands shrinks significantly.

Coincident with this change in the spectrum, there is a shift of the occupied eigenstates towards three-dimensionality. At 300 K, the bands shown in Fig. 5(a) have strong 2D character, and the eigenstates are localized within the first 10 STO layers. This is illustrated in Fig. 6, which shows the projected weight \(|\psi_{jx,a}|^2\) of the first few sub-bands. Figure 6 shows that the 1\(xy\) band is localized within 5 layers of the interface at all temperatures, but that the 2\(xy\) and 1\(xz/yz\) bands extend twice as far into the STO at 10 K as at 300 K. Higher bands are affected even more by temperature, and the 10\(xy\) band extends four times as far into the STO at 10 K as it does at 300 K.

The distribution of charge amongst the bands is also \(T\)-dependent. At 300 K, 57% of the charge is contained in the first 4 bands (1\(xy\), 2\(xy\), 1\(xz/yz\)); at 10 K, this charge is shared amongst the lowest 5 bands (including 3\(xy\)). Thus, charge spreads away from the interface as \(T\) is lowered for two reasons: first, occupied bands become less confined; and second, the density of bands increases, such that higher bands with larger spatial extent become occupied.

In particular, the band structure in Fig. 5(d) shows evidence for coexisting 2D and 3D components to the electron gas: states that are confined to the interface region are characterized by bands that are clearly separated from each other at \(k = 0\), while 3D states are characterized by a dense continuum of bands. Indeed, we have found that the first half-dozen bands do not change much with the STO slab thickness \(L\), indicative of quan-
the spectra comprise a set of distinct bands with 2D character at 300 K. At 10 K, the spectra consist of a small number of low-energy 2D bands that are clearly separated from a 3D continuum with $\epsilon_{nk} \gtrsim \mu$. The low-energy bands are the source of the interfacial component of the charge density in Fig. 2. Consistent with Fig. 2, the 2D bands at high doping [Fig. 7(c) and (f)] are nearly independent of $T$.

In summary, we find that there is a discrete spectrum of quantum 2D states that are confined to within 10 unit cells of the interface, and a higher energy continuum of 3D states that extend hundreds of unit cells into the STO. The principal result of this section is that the 3D states lead to a partial deconfinement of the electrons from the interface at low $T$, and that this deconfinement becomes more pronounced as the total 2D electron density is reduced.

C. Spectral function

The temperature-dependent band structure can be observed by ARPES, and indeed recent ARPES experiments at low temperature have found features consistent with the predicted band structure. ARPES is a surface-sensitive technique that measures the projection of the spectral function onto the top STO layer; furthermore, photon polarization can be used to selectively probe different orbital symmetries. For direct comparison we therefore calculate $A_{i_z,\alpha}(\omega, k)$, the projected spectral function in layer $i_z$ for orbital type $\alpha$. This is given by

$$A_{i_z,\alpha}(\omega, k) = \sum_n |\psi_{i_z,\alpha,n}(k)|^2 \delta(\omega - \epsilon_{nk}),$$  

(18)

where $|\psi_{i_z,\alpha,n}(k)|^2$ is the weight of the $n$th band in layer $i_z$ for orbital type $\alpha$, and $\epsilon_{nk}$ is the dispersion of the $n$th band. The delta-function has a Lorentzian broadening of 0.01 eV, which is comparable to the energy resolution of high-resolution ARPES experiments.

We are principally concerned with two main points about the spectral function: the intensity of the various features of the band structure, which is nominally related to the weight of the different bands at the surface; and the size of the apparent Fermi surfaces, which is nominally related to the filling of each band. Because both the band weight and band dispersion change with temperature, as shown in Figs. 5 and 6 we expect that the projected spectral function must also change with temperature.

We begin with the case of intermediate electron density. Figure 5 shows the temperature-dependent spectral function $A_{i_z,\alpha}(\mu, k)$ at the interface ($i_z = 1$) for quasiparticles at the electrochemical potential $\mu$. The left panels present the evolution of the projected spectral function for the $xy$ bands; the right panels show the corresponding spectral function for the $xz$ bands. (The spectral func-
Below 50 K, the intensity of the $1_{xy}$ ring does not change [Fig. 8(c) and (g)], but the disk intensity increases slightly because higher energy $xy$ bands shift downwards as $T$ decreases, as shown in Figs. 5(c) and (d). At the lowest temperatures, this disk represents the projection of the 3D tail states onto the surface. The intensity of the $xz$ bands remains an order of magnitude smaller than that of the $xy$ bands [Fig. 8(f)]. There is very little change to the apparent spectrum below 50 K.

Focusing on bands of $xy$ symmetry, we note that the apparent filling as determined from the area of the $1_{xy}$ ring is temperature-dependent, and changes by $\sim 20\%$ between 300 K and 100 K. This change does not reflect a 20% change in the filling of the $1_{xy}$ band however, because of the rather large change in $\mu$, which shifts upwards by almost 0.02 eV as $T$ is lowered. Below 100 K, the ring’s surface area does not significantly change with temperature.

Next, the doping-dependence of the spectral function is shown in Fig. 9. As expected, the surface area of the bands increases with $\sigma^s$, in agreement with Ref. [23] however, it is the temperature-dependence of the intensity that is most striking. The spectral function is almost independent of $T$ at $\sigma^s = 0.5e/a^2$, which is a direct result of the strongly nonlinear dielectric response in the interface region at high doping. In contrast, at low doping, the intensity of the spectral function at $\mu$ is strongly $T$-dependent, primarily because of the strong $T$-dependence of the chemical potential.

Several groups have performed ARPES experiments on STO interfaces at low temperatures, and the shapes and surface areas of our calculations are in good agreement with the measured Fermi surfaces for approximately the same doping $[23,41,59]$. Notably the $xz$ and $yz$ bands are more than an order of magnitude weaker than the $xy$ bands in our calculations; and while the relative intensities of the bands observed in ARPES depend on matrix elements, the $d_{xz/yz}$ bands are indeed considerably weaker than the $d_{xy}$ bands $[59]$. In summary, our calculations agree with ARPES experiments at low temperatures, and we make two predictions regarding spectral function $A_{1,\alpha}(\mu, \mathbf{k})$ at high temperatures: first that the area of the $1_{xy}$ ring should shrink as $T$ is raised above 100 K; and second that the intensity of the $d_{xz/yz}$ bands should drop dramatically above 100 K.

### D. Local and nonlocal dielectric functions

We finish Sec. III with a brief discussion of the dielectric model used in this work. The dielectric response obtained from Eq. 13 contains both nonlocal and nonlinear contributions to the polarization. The nonlinearity has been discussed previously $[40,59,60]$ and was generally found to be important only near the interface for $\sigma^s \gtrsim 10^{14}$ $e$/cm$^2$, consistent with our findings here. In this section, we investigate the effects of the nonlocal di-
The conventional view is that the electronic properties are dominated by quantum 2D states, and indeed experiments find that the majority of the charge is bound to the first 60 layers of an $L = 200$ layer thick STO slab.
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**FIG. 10.** (Color online) Comparison of local and nonlocal models for the dielectric response. The charge density profile for the two models is shown at temperatures (a) $T = 300$ K, (b) 100 K, (c) 50 K, and (d) 10 K with $\sigma^2 = 0.1 e/a^2$. The first 60 layers of an $L = 200$ layer thick STO slab are shown.

The calculations in this work are based on a combination of two established models: the dielectric properties of the STO are modeled by a Landau-Devonshire free energy similar to those used to describe the insulating parent compounds, while the electronic properties are described by a tight binding model, similar to what is done elsewhere.

Our calculations, however, make predictions that differ from commonly held views regarding the electron distribution in STO interfaces.

### IV. DISCUSSION AND CONCLUSIONS

The conventional view is that the electronic properties are dominated by quantum 2D states, and indeed experiments find that the majority of the charge is bound to the first 60 layers of the interface. Measurements of the nonlinear Hall coefficient have been modeled by two occupied sub-bands: a low-mobility band containing most of the conduction electrons, and a high-mobility band containing a minority of carriers. The mobilities of the two components vary from sample to sample, and may differ by orders of magnitude.

While the two-band interpretation is conceptually useful, it has been noted that inconsistencies within the two-band analysis suggest a more complicated band structure. At low electron densities, the picture is clearer: experiments have found a Lifshitz transition near electron densities...
of 1.5 × 10^{13} \text{ cm}^{-2} \text{[20]} which is slightly above the metal-insulator transition at \approx 10^{13} \text{ cm}^{-2}. Below the Lifshitz transition, the magnetic field-dependence of the Hall resistivity is linear, indicating that only a single band is occupied.

In contrast, the results reported in this work find a large number of occupied bands at all doping levels, similar to previous calculations.\textsuperscript{34–37} A significant fraction of the occupied bands corresponds to the quasi-3D tail states that extend hundreds of unit cells into the STO substrate. While the fraction of charge contained in the tails is small at high electron densities, it is over 50% at low electron densities (Fig. 2). Perhaps more interestingly, we have found a strong temperature dependence to the charge distribution at intermediate electron densities, with a pronounced shift of charge into the tails as \( T \) is lowered. The general trend that the charge spreads out as \( T \) decreases was observed experimentally\textsuperscript{23} however, experimental confirmation of quasi-3D tails remains lacking. Indeed, direct observation of the tails may be difficult because, except at the lowest doping levels, the electron density \( n(z) \) in the tails is at least an order of magnitude smaller than in the 2D component of the electron gas (Fig. 2).

The tails may be most relevant to transport experiments, since interfacial disorder (eg. cation intermixing) is thought to severely reduce the mobility of 2D states near the interface. A proper comparison between theory and experiment requires a detailed disorder model, which is beyond the scope of this work. Nonetheless, we can make a few simple observations based on a crude model for the mobility \( \mu_n \) of the first few bands \( (n = 1xy, 1xz/yz, 2xy) \). This model assumes that interfacial disorder (eg. cation intermixing) is the dominant scattering mechanism and that interband scattering can be neglected. These assumptions break down at low doping, first because the interband spacing becomes less than the scattering rate, and second because low-lying bands become part of the 3D continuum and are therefore subject to scattering by defects in the STO substrate. The model is also limited because it provides no information about the mobility of the 3D tails. For qualitative purposes, however, we can assume that the tails behave similarly to bulk STO.

The simplest ansatz is to take a quenched disorder model in which the Ti site potentials in the first \( \lambda \) STO layers adjacent to the interface are chosen from a random box-distribution of width \( W \). Experimentally, cation intermixing is found to extend over a few unit cells,\textsuperscript{22} and for concreteness, we arbitrarily take \( W = 1 \text{ eV} \) and \( \lambda = 2 \); however, the qualitative results do not depend strongly on this choice. Within a Born approximation the electron lifetime \( \tau_n \) in band \( n \) is

$$\frac{\hbar}{\tau_n} = \frac{\sqrt{m_{x,n} m_{y,n}} W^2 \alpha^2}{24\hbar^2} \sum_{\alpha,\lambda} |\Psi_{\alpha,n}|^2, \tag{20}$$

where \( m_{x,n} \) and \( m_{y,n} \) are effective mass components for band \( n \). The mobility for transport in the \( x \)-direction is \( \mu_x = e \tau_n/m_{x,n} \). The absolute values of the mobility, which depend on our arbitrary choice of \( W \), are not especially meaningful; however, the trends with doping and temperature shown in Fig. 11 are.

Equation (20) shows that individual bands' scattering rates depend on the projected band weight \( |\Psi_{\alpha,n}|^2 \) onto layers adjacent to the interface. Two clear trends in Fig. 11 namely that \( \mu_n \) increases when either \( \sigma^* \) or \( T \) is reduced, can be traced back to shifts of the band weight away from the interface (recall, for example, Fig. 6). Similarly, Fig. 11 shows that at fixed \( T \) and \( \sigma^* \) the mobilities of different 2D bands may differ by an order of magnitude or more because of they have different band weights at the interface.

While significant, the differences in mobilities between bands that are shown in Fig. 11 are much less than the three orders of magnitude difference between high- and low-mobility electrons reported in Refs. 29 and 31. Those experiments instead suggest that the two electronic components live in different environments. With this in mind, we speculate that the low-density high-mobility component of the electron gas observed over a wide range of electron dopings,\textsuperscript{27–31} may in fact correspond to the 3D tails in our calculations. These tails have very little overlap with the interface, and the scattering of conduction electrons will be determined by the defect density in the STO substrate. The remaining high-density low-mobility component of the electron gas then must correspond to the 2D interface states, whose mobility is limited by interfacial disorder. We point to three experimental ob-

![FIG. 11. (Color online) Transport properties of 2D interface states as a function of (a), (c), (e) 2D charge density at fixed temperature, and (b), (d), (f) temperature at fixed 2D charge density. (a), (b) Scattering rate \( \hbar/\tau_n \); (c), (d) mobility \( \mu_n \); and (e), (f) fraction of the total charge in band \( n \) for \( n = 1xy, 2xy \). The calculations assume that elastic scattering comes predominantly from interfacial disorder (eg. cation intermixing), and that interband scattering process can be neglected. Contributions from the 3D tails are not included in this figure.](image)
servations that are broadly consistent with this proposed scenario:

- First, our calculated charge densities in the interface and tail regions roughly correspond to the observed fractions of low and high mobility charges. Ref. 30 reports that for high electron densities, the high-mobility component of their electron gas comprises less than 10% of the total electron density, while Ref. 28 found that at intermediate densities the high-mobility component contains a third of the total electron density. Similarly, Fig. 2 shows that the fraction of the total charge in the tail region at 10 K rises from less than 10% at high electron density to roughly 50% at intermediate density.

- Second, the predicted temperature dependence of the mobility is qualitatively consistent with available experiments. At intermediate electron densities, Ref. 28 found that the conductivity of the high-density component is nearly independent of $T$ (up to 30 K), while the conductivity of the low-density component drops by an order of magnitude. Similarly, Fig. 11 shows that the mobilities of the interface states are almost constant between 10 K and 30 K, owing to modest changes in the confinement of their wavefunctions to the interface. Conversely, we expect the tail states to exhibit a strong temperature-dependence, assuming that they follow the behavior of bulk STO.

- Third, at low electron densities, Ref. 30 argued that the electrochemical potential is pinned to the bottom of a heavy band that acts as a charge reservoir. They speculated that this reservoir consists of interfacial $d_{x^2-y^2}$ bands; however, our calculations find that at 10 K the electrochemical potential is pinned to the bottom of the quasi-3D tail bands (Fig. 7). Because the density of states in the tails is extremely high compared to the 2D interface states, we argue that the tails provide a more natural explanation for the observed charge reservoir.

We note that there are open questions that are not addressed by the simple arguments presented here. Our model does not predict the Lifshitz transition observed by Ref. 30 at low electron density, for example. Instead, the $1xy$ band in our calculations continuously merges with the 3D continuum as the electron density is lowered. We do not know the reason for this discrepancy, although our neglect of spin-orbit coupling, which is known to be important at low doping, is an obvious candidate. It is also not yet clear whether the multiple occupied bands predicted by our calculations are consistent with the two-band interpretation of transport coefficients; in particular, a proper calculation of magnetoresistance with a qualitatively accurate disorder model is required to understand the extent to which our model is compatible with experiments.

Finally, we remark that our calculations have implications for the superconducting state that has been observed at STO interfaces. This state has been shown to be 2D, with a characteristic thickness of $\sim 10$ nm inferred from measurements of the critical magnetic field anisotropy. While this naively seems to contradict the prediction of quasi-3D tails that extend hundreds of unit cells into the bulk, we note that bulk STO is superconducting for 3D electron densities between $6 \times 10^{-4}$ and $2 \times 10^{-2}$ electrons per unit cell such that the lowest density regions of the tail region are not expected to be superconducting. For our “typical” case of $\sigma^* = 0.1 e/a^2$, Fig. 2(b) suggests that superconductivity extends roughly 30 unit cells into the STO substrate, in agreement with experiments.

In summary, we have explored the temperature- and doping-dependent band structure of model STO interfaces. The calculations presented in this work suggest a significant role for quasi-3D tail states, contrary to a widely held perception that the interfaces are dominated by 2D states. These tail states extend hundreds of unit cells into the STO substrate, and are extremely sensitive to both electron doping and temperature. We have shown that photoemission experiments can be used to probe the temperature-dependent band structure; however, the tail states exist far from the interface and are therefore invisible to ARPES. We speculate, however, that the tail states are key to understanding transport experiments, and have provided some qualitative evidence to support this idea.
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**Appendix A: Fitting the dielectric model to experiments**

In this appendix, we outline the process by which the model parameters were fitted to experimental measurements of the field- and temperature-dependent dielectric susceptibility

$$\chi_{ij}(T, E) = \frac{1}{\epsilon_0} \frac{\partial P_i}{\partial E_j},$$

(A1)

where $i$ and $j$ label unit cells. For a uniform electric field, the polarization and normal coordinate $u$ are also uniform, and from Eq. (11),

$$\chi(T, E) = \frac{Q}{\epsilon_0 a^3} \frac{\partial u}{\partial E}$$

(A2)

From Eq. (13), we then obtain

$$D_q = 0 + \gamma u^3 = QE,$$

(A3)
where $D_{q=0} = \sum_j D_{qj}$. Differentiating Eq. (A3) with respect to $E$, we obtain

$$\chi(T, E) = \frac{Q^2}{\epsilon_0 a^3} D_{q=0} + 3\gamma u^2,$$  \hspace{1cm} (A4)

where $u$ is obtained from Eq. (A3).

Dec et al.\textsuperscript{[57]} showed that the zero-field dielectric susceptibility can be fitted empirically by

$$\chi(T, 0) = \left(\frac{T_0}{T_Q}\right)^\xi$$  \hspace{1cm} (A5)

where $T_0$ is a constant and $T_Q = T_s \coth(T_s/T)$ is the quantum analogue of the temperature: when $T \gg T_s$, $T_Q \rightarrow T$ and when $T \ll T_s$, $T_Q \rightarrow T_s$. We note that $\xi$ was found to be 2 at low temperatures and 1 at high temperatures; to reduce the number of fitting parameters, we take $1 < \xi < 2$ to be constant over the entire temperature range. This improves the quantitative fit to the data, but means that we do not reproduce the correct critical exponents at low $T$.

Equating Eq. (A5) to Eq. (A4) in the zero-field limit yields

$$D_{q=0} = \frac{Q^2}{\epsilon_0 a^3} \left(\frac{T_Q}{T_0}\right)^\xi.$$  \hspace{1cm} (A6)

Reinserting this into Eq. (A4) gives us an equation for the nonlinear susceptibility at finite fields with the fitting parameters $T_s$, $T_0$, $Q$, $\xi$, and $\gamma$. We fit this expression to the experimental data of Ref.\textsuperscript{[57]} and the result is shown in Fig. 12. The model reproduces the data at both low and room temperatures and a range of electric fields from 0 V/mm to 500 V/mm with a maximum relative error of 16%. The best fit parameters are given in Table I.

To extend this model to finite $q$, we take the empirical expression\textsuperscript{[59]}

$$D_q = M [\omega_0^2 - \omega_1^2 e^{-\frac{(\alpha_3 q)^2}{2}} - \omega_2^2(T) e^{-\frac{(\alpha_2 q)^2}{2}}],$$  \hspace{1cm} (A7)

where $M$ is the reduced mass for the soft mode, $\omega_0$, $\omega_1$, and $\alpha_3$ are used to reproduce the measured phonon dispersion\textsuperscript{[41]} at 90 K, and $\omega_2(T)$ and $\alpha_2$ are used to capture the low-temperature phonon dispersion. Equation (15) for the temperature-dependence of $\omega_2(T)$ can be obtained by setting $q = 0$ in Eq. (A7) and equating it to Eq. (A6).

**Appendix B: Finite-size effects**

Most previous numerical simulations (including DFT and tight-binding models) have been restricted to a few tens of STO layers, and it is unclear to what extent they are affected by the thickness of the STO slab. Figure 13 compares the electron density $n(z)$ inside the STO slab for different slab thicknesses ($L = 60, 100, 200$ layers) at high and low temperatures. For qualitative purposes, we can divide the charge profile to two regions: one is close to the interface ($z \lesssim 10a$) and has most of total charge, and other ($z \gtrsim 10a$) contains a long tail that extends deeply into the STO slab. Near to the interface, the distribution of charges is nearly identical for all thicknesses at 300 K [Fig. 13(a)], and depends only weakly on thickness at 10 K [Fig. 13(b)]. In contrast, the shape of
the long tail changes with the system size, particularly at low $T$. We note, however, that the total amount of charge in the tail region is roughly independent of slab thickness.

Density functional theory (DFT) calculations on systems of up to 30 STO layers have shown that the charge profile near the interface decays exponentially with $z$, and that the tails decay algebraically as $n(z) \sim (z - z_0)^{-1}$. Figure 13 suggests that the exponential behavior near the interface is robust, but that the tail is subject to significant finite-size effects; indeed, we find that power law fits to the tails give different results for different system sizes.
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