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We construct a quantum Wajnflasz–Pick model that is a generalized quantum Ising model, and investigate a nature of quantum phase transitions of the model with infinite-range interactions. Quantum phase transition phenomena have drawn attention in the field of quantum computing as well as condensed matter physics, since the phenomena are closely related to the performance of quantum annealing (QA) and adiabatic quantum computation (AQC). We add a quantum driver Hamiltonian to the Hamiltonian of classical Wajnflasz–Pick model. The classical Wajnflasz–Pick model consists of two-level systems as with the usual Ising model. Unlike the usual Ising spin, each of the upper and the lower levels of the system can be degenerate. The states in the upper level and the lower level are referred to as upper states and lower states, respectively. The quantum driver Hamiltonian we introduced causes spin flip between the upper and the lower states and state transitions within each of the upper and the lower states. Numerical analysis showed that the model undergoes first-order phase transitions whereas a corresponding quantum Ising model, quantum Curie–Weiss model, does not undergo first-order phase transitions. In particular, we observed an anomalous phenomenon that the system undergoes successive first-order phase transitions under certain conditions. The obtained results indicate that the performance of QA and AQC by using degenerate two-level systems can be controlled by the parameters in the systems.

1. Introduction

A primary purpose of quantum annealing (QA)\textsuperscript{1} and adiabatic quantum computation (AQC)\textsuperscript{2,3} are to find a ground state of a classical problem Hamiltonian that encodes a desired solution of a combinatorial optimization problem. Theoretical and numerical studies have revealed the advantage of QA and AQC for certain problems over simulated annealing that is a classical counterpart of QA and AQC.\textsuperscript{4–9} In addition to the theoretical and numerical studies, experimental effort has been devoted to the development of quantum devices for QA and AQC.\textsuperscript{10–12} Most of the devices adopt a superconducting circuit as a unit of quantum information called qubit that obeys quantum mechanics. Although integration of a lot of qubits is difficult for such quantum devices, D-Wave Systems has released a programmable device consisting of 2048 qubits, extending range of applications of QA and AQC on actual devices. Thus, QA and AQC are attractive computational models for state-of-the-art quantum technology.

Both of QA and AQC find a ground state of a classical Hamiltonian based on quantum dynamics under a Hamiltonian. We consider the following standard form of the Hamiltonian for QA and AQC:

\[ \hat{H}(s) = s\hat{H}_P + (1 - s)\hat{V}, \]  

where \( \hat{H}_P \) is a quantum Hamiltonian obtained by replacing classical variables in the classical problem Hamiltonian with quantum operators, and \( \hat{V} \) is a quantum driver Hamiltonian that has a unique and easy-to-prepare ground state. In addition, the quantum driver Hamiltonian \( \hat{V} \) must not commute with \( \hat{H}_P \). The non-commutative property induces quantum fluctuations into the system, causing evolution of quantum states. The variable \( s \in [0, 1] \) is a controllable variable during a procedure of QA and AQC. We assume that \( s \) increases monotonically. The ground state of \( \hat{V} \) evolves adiabatically into the ground state of \( \hat{H}_P \) under the Hamiltonian (1) if \( s \) changes sufficiently slowly. In the present paper, we focus on AQC, which is based on the quantum adiabatic evolution. The adiabatic theorem ensures that the running time of QAC to get the ground state of the classical problem Hamiltonian with a high probability scales as \( 1/\text{Poly}(\Lambda_{\text{min}}) \).\textsuperscript{2,13,14} Here, Poly denotes a polynomial function, and \( \Lambda_{\text{min}} \) the minimum energy gap between the instantaneous ground state and the first-excited state of the total Hamiltonian (1) during the time evolution.

Quantum phase transition\textsuperscript{15} is a crucial phenomenon in AQC as well as condensed matter physics. A number of studies for the performance of AQC have revealed that the minimum energy gap \( \Lambda_{\text{min}} \) decays exponentially for systems undergoing a first-order phase transition, indicating the failure of AQC that the required running time increases exponentially.\textsuperscript{16–18} Still, AQC is not hampered by second-order phase transitions, because \( \Lambda_{\text{min}} \) decays polynomially.\textsuperscript{19,20} Although phase transitions are phenomena in the thermodynamic limit, we can evaluate the performance of AQC on a finite size system from the phenomena. Thus, avoiding first-order phase transitions is of great importance for AQC. A method to avoid the problematic first-order phase transitions is constructing \( \hat{V} \) so that the total system does not undergo the first-order phase transitions. Previous studies have reported that ingenious choices of \( \hat{V} \) enable us to avoid the first-order phase transitions that is inevitable when only the conventional transverse-field term is used as the quantum driver Hamiltonian for certain models.\textsuperscript{20–23}

The main purpose of the present paper is to reveal effect on phase transitions in the procedure of AQC by changing the unit of quantum information. To this end, we consider an extension of the classical Wajnflasz–Pick model\textsuperscript{14} to a qua-
Suzuki–Trotter decomposition. The classical model is regarded as a generalization of Ising model. Like an Ising spin, each variable has two distinct energy levels, namely upper and lower levels, under a longitudinal magnetic field. The difference from the usual Ising model is that the upper and the lower levels are allowed to be degenerate. The degrees of degeneracy of the two levels differ in general. States in the upper and the lower levels are referred to as upper states and lower states, respectively. The classical Wajnflasz–Pick model has been studied because of its rich statistical-mechanical nature. The model describes spin-crossover phase transitions and charge transfer phase transitions. An important point is that we can artificially control the order of phase transitions by adjusting parameters of the model. The order of phase transition changes depending on the ratio of the degrees of degeneracy owing to entropic effects. Although the entropic effects disappear in the low-temperature limit, we observed similar effects due to a quantum driver Hamiltonian in our model. For the simplicity of analysis, we consider a classical fully-connected Wajnflasz–Pick model. We constructed a fully-connected quantum Wajnflasz–Pick model by adding a non-commutative term to the Hamiltonian of classical Wajnflasz–Pick model as a quantum driver Hamiltonian. The quantum driver Hamiltonian causes spin flip, i.e., transitions between the upper and the lower states, as with the transverse-field term in the usual quantum Ising model. In addition, the quantum driver Hamiltonian causes state transitions within the upper (lower) states. We introduced a transition factor \( \omega \) for the latter transitions as described later.

We investigated the statistical-mechanical properties of the fully-connected quantum Wajnflasz–Pick model by using the mean-field analysis since the spins are fully connected. We derived a pseudo-free energy of the system by using the Suzuki–Trotter decomposition. The global minimum of the pseudo-free energy is the value of free energy, and the point of the global minimum is magnetization of a stable state. Finding all the minima of the pseudo-free energy, we investigated phase transitions in the model. We determined the order of phase transitions from the magnetization of the stable state as a function of the variable \( s \) in the Hamiltonian (1).

The main proposition of the present paper is that the order of quantum phase transitions in the fully-connected quantum Wajnflasz–Pick model is controllable by adjusting the degrees of degeneracy of the upper and the lower levels, and the transition factor \( \omega \). We derived a Hamiltonian of quantum Ising model whose statistical-mechanical properties are equivalent to the fully-connected quantum Wajnflasz–Pick model for \( \omega \geq 0 \). From the results, we obtained conditions that the system undergoes a first-order phase transition when \( \omega \geq 0 \). The first-order phase transition occurs when an effective longitudinal field of the quantum Ising model changes its sign in a region with weak quantum fluctuations. Our numerical analysis showed the existence of first-order phase transitions for negative \( \omega \) too. A noteworthy result is that the fully-connected quantum Wajnflasz–Pick model undergoes a first-order quantum phase transition twice for certain parameters. The anomalous phenomena are not seen in the corresponding quantum Ising model.

The present paper is organized as follows. In Sec. 2, we introduce the classical Wajnflasz–Pick model, and explain how to extend the model to a quantum model. In the section, we investigate the ground state of a initial Hamiltonian of the quantum model in order to reveal a difference from the transverse-field term in the usual quantum Ising model. Section 3 is devoted to explain methods to derive the pseudo-free energy and find all the minima of the pseudo-free energy. In Sec. 4, we first describe the results of the number of first-order phase transitions for \( g_u > g_l \) in Sec. 4.1 to Sec. 4.4. We demonstrate the equivalent Hamiltonian of quantum Ising model here. We next describe results for the balanced case \( g_u = g_l \) in Sec. 4.5. We conclude in Sec. 5.

2. Model

2.1 Classical Wajnflasz–Pick Model

Before moving onto the explanation for the fully-connected quantum Wajnflasz–Pick model that we discuss in the present paper, let us introduce the classical counterpart in order to clarify the difference from the usual Ising models. The classical Wajnflasz–Pick model is considered as a generalization of the Ising model: The model is composed of two-level variables like an Ising spin, but each level can be degenerate. Figure 1 shows the energy levels of the variable with the threefold degenerate upper level and the two-fold degenerate lower level as an example. In the present paper, we consider the fully-connected Wajnflasz–Pick model for the simplicity of analysis. The Hamiltonian is defined as

\[
H = -\frac{1}{N} \sum_{i,j=1}^{N} \tau_{ij} - h \sum_{i=1}^{N} \tau_i,
\]

where \( N \) represents the number of sites and \( h \) a longitudinal field. The variable \( \tau_i \) takes \( \pm 1 \) for all \( i \). The state of \( \tau_i = +1 \) is referred to as an upper state, and the state \( \tau_i = -1 \) as a lower state. The degree of degeneracy of the upper states is denoted by \( g_u \), and that of lower states is denoted by \( g_l \).

Let us consider phase transitions of the model (2) for fixed \( g_u, g_l \), and \( h \). The model can be reduced to the following Ising spin system:

\[
H' = -\frac{1}{N} \sum_{i,j=1}^{N} \sigma_i \sigma_j - \left( h + \frac{T}{2} \ln \frac{g_u}{g_l} \right) \sum_{i=1}^{N} \sigma_i,
\]

where \( \sigma_i \) denotes an Ising spin on site \( i \). This Hamiltonian yields the same partition function as that of the system (2) at a temperature \( T \). Hence, the phase diagram is obtained from...
the knowledge of the usual Ising model. The difference from the usual Ising model is that the effective longitudinal field

\[ h_{\text{eff}} = h + \frac{T}{2} \ln \frac{g_u}{g_l} \]

depends on a temperature. The second term in the right hand side of Eq. (4) is a bias caused by entropic effects, since more degenerate states are preferred due to the term. Figure 2 shows a phase diagram of the Ising model (3) on the \( (T, h_{\text{eff}}) \) plane. A critical point of the system (3) is given as \( T_c \) and \( h_{\text{eff},c} = 0 \), where \( T_c \) denotes the Curie temperature. The thick solid black line represents the first-order phase boundary. The annealing path represented as the thin solid orange line crosses the critical point when \( h = h' = -(T_c/2) \ln (g_u/g_l) \), meaning that the system undergoes a second-order phase transition. For \( h' < h < 0 \), a first-order phase transition occurs, since the annealing path (thin solid blue line) goes across the first-order phase boundary. No phase transitions occur when \( h < h' \) as shown by the thin solid green line.

In the present paper, we are interested in quantum phase transitions in the low-temperature limit. Although the entropic effect disappears in the low-temperature limit, we observed similar effects due to a quantum driver Hamiltonian that we introduce in the next section.

\[ 2 \text{.2} \text{ Fully-Connected Quantum Wajnflasz-Pick Model} \]

The Hamiltonian of the fully-connected quantum Wajnflasz–Pick model is defined as

\[ \hat{H}(s) = s \left[ -\frac{1}{N} \sum_{i,j=1}^{N} \tau^z_{ij} - h \sum_{i=1}^{N} \tau^x_i \right] - (1 - s) \sum_{i=1}^{N} \tau^z_i, \]

where \( s \in [0, 1] \) denotes the controllable variable increasing monotonically with a procedure of AQC, and \( h \) a longitudinal field, which is a constant during the procedure. The operator \( \hat{\tau}^z \) represents a two-level system with degeneracy:

\[ \hat{\tau}^z \equiv \text{diag}(+1, \ldots, +1, -1, \ldots, -1). \]

Here, \( g_u \) and \( g_l \) represent a degree of degeneracy of the upper states and that of the lower states, respectively. We fix both the parameters during the procedure. The last term in Eq. (5) is a driver part that induces quantum fluctuations into the system. In the present paper, we define the operator \( \hat{\tau}^z \) as follows:

\[ \hat{\tau}^z \equiv \frac{1}{c} \left( \Omega(g_u) \quad 1(g_u, g_l) \right). \]

where the matrix \( \Omega(l) \) is a square matrix of order \( l \) whose diagonal elements are zero, and off-diagonal elements are \( \omega \):

\[ \Omega(l) = \begin{pmatrix} 0 & \omega & \cdots & \omega \\ \omega & 0 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \omega \\ \omega & \cdots & \omega & 0 \end{pmatrix}. \]

Here, \( \omega \) is a real variable. The other matrix \( 1(n,m) \) is an \( n \times m \) matrix with ones. The off-diagonal block matrix \( 1 \) represents spin flip, and \( \Omega \) the transition within upper (lower) states. The transitions for the case with \( g_u = 3 \) and \( g_l = 2 \) are shown in Fig. 3. The factor \( c \) is a normalization factor so that the spectral norm of the operator \( \hat{\tau}^z \) coincides with that of the operator \( \hat{\tau}^z \). Without loss of generality, we assume \( g_u \geq g_l \).
2.3 Properties of the quantum driver Hamiltonian

Unlike a transverse field of the usual quantum Ising model, the probability of the upper states is not necessarily equal to that of the lower states in the ground state of the initial Hamiltonian (5). The operator $-\hat{t}^x$ has $(g_u + g_l - 2)$-fold degenerate eigenvalue $\omega$. The other eigenvalues are

$$\lambda_k = \left(1 - \frac{g_u + g_l}{2}\right)\omega \pm \frac{1}{2} \sqrt{(g_u - g_l)^2\omega^2 + 4g_u g_l}. \tag{9}$$

The lowest eigenvalue is $\omega$ for $\omega < -1$, and $\lambda_+$ for $\omega > -1$. Since AQC assumes a non-degenerate ground state of quantum driver Hamiltonian, we consider only the region $\omega > -1$. The eigenvector belonging to $\lambda_+$ is given as a vector consisting of two sections, the first $g_u$ elements and the remaining $g_l$ elements:

$$v = (a, \ldots, a, 1, \ldots, 1)^T, \tag{10}$$

where

$$a = \frac{1}{2g_u} \left( (g_u - g_l)\omega + \sqrt{(g_u - g_l)^2\omega^2 + 4g_u g_l} \right). \tag{11}$$

Hence, the probability that the ground state is in the upper states is $P_u = g_u a^2/(g_u a^2 + g_l)$, and the probability for the lower states is $P_l = g_l/(g_u a^2 + g_l)$. When the degeneracies of the upper states and lower states are the same, $g_u = g_l$, we obtain $P_u = P_l$. When the degeneracies are not equal, the probabilities vary depending on $\omega$. Figure 4 shows the probabilities $P_u$ and $P_l$ for $g_u = 3$ and $g_l = 2$ as functions of $\omega$. We can see that the probabilities are equal when $\omega = 0$, $P_u > P_l$ when $\omega > 0$, and $P_u < P_l$ when $\omega < 0$. The same properties hold for other values of $g_u$ and $g_l$ ($< g_u$). We thus control the probabilities in the ground state of the initial Hamiltonian (5) by adjusting $\omega$.

3. Analysis method

We derived the pseudo-free energy to investigate an order parameter of the system. Since the system is fully connected model, the mean-field analysis offers an effective way to study statistical-mechanical properties of the system. We followed a canonical way to analyze quantum mean-field models (see Appendix A for the detailed calculation). First, we transformed the partition function of the quantum system to a corresponding classical system by using the Suzuki–Trotter decomposition.\(^3\) Next, we used the mean-field analysis, and introduced an order parameter similar to magnetization. Applying the static ansatz that removes imaginary-time dependence of the order parameter, we obtained the pseudo-free energy:

$$f = s m^2 - \frac{1}{\beta} \ln \text{Tr} \exp(\beta \hat{m} \hat{r}^z + (1-s)\hat{r}^z), \tag{12}$$

where $\beta$ represents the inverse temperature, $m$ the magnetization that is the fraction of variables in the upper states, and $\hat{m}$ is defined as $\hat{m} = s(2m + h)$. Since we focus on the quantum phase transitions in the model, we took the low-temperature limit. We then obtained

$$f = s m^2 - \lambda_{\text{max}}, \tag{13}$$

where $\lambda_{\text{max}}$ denotes the largest eigenvalue of the operator $\hat{m} \hat{r}^z + (1-s)\hat{r}^z$.

We numerically calculated the all minima of the pseudo-free energy (13) as a function of $m$ for fixed $s$ and $h$. We used Python packages in order for the numerical analysis and plot of figures.\(^3\) The maximum eigenvalue was calculated through the Pal-Walker-Kahan variant of the QR algorithm. Minima of the pseudo-free energy (13) were searched by a brute-force method followed by the Brent’s method to improve the accuracy. The brute-force search were performed for evenly spaced values of $m$ from $-1.02$ to $1.02$, and the step size is $0.005$. The relative error of each minimum point is $1.48 \times 10^{-8}$ after applying the Brent’s method. The global minimum point of the pseudo-free energy is the magnetization of a stable state for the fixed variables $s$ and $h$, and the other minima of the pseudo-free energy, if any, are magnetization associated with metastable states. We detected first-order phase transitions as follows. We calculated the minima of the pseudo-free energy for various values of $s$ with a fixed value of $h$. In the present paper, the smallest value of $s$ is $0.001$, and the largest is unity. We considered that the system undergoes a first-order phase transition at a point $s_*$ when the difference between adjacent magnetization of the stable state at $s_*$ exceeds a threshold $0.3$, and a metastable state exists at $s_*$. Although our method cannot detect first-order phase transitions when the difference of adjacent magnetization is smaller than the threshold, our method revealed qualitative behavior of the fully-connected quantum Wajnflasz–Pick model as will be shown in Sec. 4.

In addition to the numerical study, we analytically investigated the fully-connected quantum Wajnflasz–Pick model for $\omega \geq 0$. We can get a closed form of the pseudo-free energy (13). We derived a Hamiltonian of quantum Ising model whose pseudo-free energy is the same as Eq. (13). The phase transition phenomena of the fully-connected quantum Wajnflasz–Pick model can be investigated from the knowledge of the phase diagram of the quantum Ising model.

4. Results

Let us first consider the unbalanced case $g_u > g_l$, where the probabilities of the upper states and the lower states in the ground state of the quantum driver Hamiltonian, i.e. the initial Hamiltonian $\hat{H}(0)$, depend on $\omega$. We classified our results into four groups according to whether the upper states are favored or not for each of the quantum driver Hamiltonian.
nian and the classical problem Hamiltonian (or equivalently the final Hamiltonian $\hat{H}(1)$). As mentioned in Sec. 2.3, the upper states are favored when $\omega > 0$ in the ground state of the quantum driver Hamiltonian, and the lower states are favored when $-1 < \omega < 0$. Regarding the final Hamiltonian, all the variables in the ground state are in the upper states, $\tau_i^+ = 1$ for all $i$, when $h > 0$, and in the lower states, $\tau_i^+ = -1$ for all $i$, when $h < 0$. Next, we consider the balanced case $g_u = g_l$ in a similar manner as the balanced case.

Firstly, we show results for the case of $\omega \geq 0$ and $h \geq 0$, where the upper states are favored in both the initial and final ground states in Sec. 4.1. We found that no first-order phase transitions occur in this case. Secondly, we present results for $\omega \geq 0$ and $h < 0$ in Sec. 4.2, where the upper states are favored in the initial ground state, and the lower states are favored in the final ground states. We observed a single first-order phase transition that the magnetization jumps from a positive value to a negative value in a quantum annealing procedure under certain parameters. It should be noted that a closed form of the pseudo-free energy for the fully-connected quantum Wajnflasz–Pick model can be obtained for the above two cases. We derived a Hamiltonian of quantum Ising model that yields the same pseudo-free energy as that of the fully-connected quantum Wajnflasz–Pick model, then determined critical points analytically. We confirmed that the analytical results coincides with numerical results. Thirdly, we show results for $-1 < \omega < 0$ and $h \geq 0$ in Sec. 4.3. The lower states and the upper states are favored in the ground initial and the final ground states, respectively. We observed that the model occurs a single first-order phase transition in a quantum annealing procedure like the previous case with $\omega \geq 0$. Nevertheless, the cause of the first-order phase transition differs from the previous case. Fourthly, we show results for $-1 < \omega < 0$ and $h < 0$, where the lower states are favored in both the initial and final ground states in Sec. 4.4. We observed anomalous phenomena that successive first-order phase transitions occur in a quantum annealing procedure when $g_l$ is unity, and $-1 < \omega < 0$. Finally, we show results for the balanced case $g_u = g_l$. We show results for the balanced case in a similar manner to the balanced case.

4.1 Case: $\omega \geq 0$ and $h \geq 0$

We derived a Hamiltonian of quantum Ising model equivalent to the fully-connected quantum Wajnflasz–Pick model for $\omega \geq 0$ in a sense that both the systems have the same statistical-mechanical properties. We calculated analytically the maximum eigenvalue $\lambda_{\text{max}}$ in Eq. (13) by using the Perron–Frobenius theorem (see Appendix A for detailed calculation):

$$
\lambda_{\text{max}} = \frac{1}{2} \left\{ \left( g_u + g_l - 2 \right) \frac{1 - s}{c} \omega + \sqrt{ \left( g_u - g_l \right) \frac{1 - s}{c} \omega + 2 \bar{m} } \right\}^2 + \frac{4 g_u g_l}{\sqrt{8} \sqrt{g_u g_l}} \omega.
$$

where $c$ denotes the normalization factor in Eq. (7). Substituting Eq. (14) to Eq. (13), we have

$$
f = s m^2 + \sqrt{ \left( \bar{m} + (g_u - g_l) \frac{1 - s}{2c} \omega \right)^2 + \frac{g_u g_l}{\sqrt{8} \sqrt{g_u g_l}} \omega}. \tag{15}
$$

Here, $\bar{m} = s \left( 2m + h \right)$ as described in Sec. 3. We omitted a constant term with regards to $m$, since the term does not change magnetization for either stable states or metastable states. The pseudo-free energy is the same as that of quantum Ising model whose Hamiltonian is given as

$$
\hat{H}' = \frac{1}{N} \sum_{i,j=1}^{N} \hat{\sigma}_i^z \hat{\sigma}_j^z - h_{\text{eff}} \sum_{i=1}^{N} \hat{\sigma}_i^z - \frac{\sqrt{g_u g_l}}{\sqrt{8} \sqrt{g_u g_l}} \omega.
$$

with an effective longitudinal field

$$
h_{\text{eff}} = h + \frac{1 - s}{s} \frac{g_u - g_l}{2c} \omega. \tag{17}
$$

Here, $\hat{\sigma}_i^z$ and $\hat{\sigma}_i^x$ are $z$ and $x$ components of the Pauli matrices acting on the site $i$, respectively. We describe the derivation of the pseudo-free energy of Eq. (16) in Appendix B. Since Eq. (16) is the Hamiltonian of the quantum Curie–Weiss model, a critical point of the system is given as

$$
s_c = \frac{\sqrt{g_u g_l}}{\sqrt{8} \sqrt{g_u g_l} + 2c} \quad \text{and} \quad h_{\text{eff}, c} = 0. \tag{18}
$$

A first-order phase transition occurs when the effective longitudinal field changes its sign within the region $s_c < s \leq 1$. We revealed quantum phase transitions in the fully-connected quantum Wajnflasz–Pick model from the phase diagram of the equivalent quantum Ising model. Figure 5 represents a phase diagram of the equivalent quantum Ising model on a $(s, h_{\text{eff}})$ plane. The thin solid blue line in Fig. 5 is a trajectory of the effective longitudinal field during a quantum annealing procedure, where $s$ increases from zero to unity monotonically. In the present paper, we refer to such a trajectory on the plane as a quantum annealing path. Considering that all the variables except $s$ in the right-hand side of Eq. (17) are fixed during the quantum annealing procedure, $h_{\text{eff}}$ decreases monotonically, and $h_{\text{eff}} = h (\geq 0)$ at $s = 1$. Since the quantum annealing paths do not go through either the critical point or the first-order phase boundary, the system (16) does not undergo phase transitions. Consequently, no phase transitions occur in the fully-connected quantum Wajnflasz–Pick model for $\omega \geq 0$ and $h \geq 0$. We confirmed the results from the numerical analysis as well.

4.2 Case: $\omega \geq 0$ and $h < 0$

We can investigate phase transition phenomena for $\omega \geq 0$ and $h < 0$ in the same manner as the previous results in Sec. 4.1. Figure 6 shows the phase diagram of the quantum Ising model (16) and quantum annealing paths. Since the effective longitudinal field (17) changes from a positive to a negative value, an quantum annealing path can cross phase transition points. From Eqs. (17) and (18), we obtain a condition that the system undergoes a second-order phase transition:

$$
h' = - \frac{g_u - g_l}{\sqrt{8} \sqrt{g_u g_l} \omega}. \tag{19}
$$
Since we assumed that $g_u > g_l$, $h'$ is negative. Figure 6 indicates that the system undergoes a single first-order phase transition when $h' < h < 0$, and no phase transitions when $h < h'$.

We confirmed the above results using the numerical method. We investigated first-order phase transitions of the model (5) by the method described in Sec. 3. Let us focus on results for $g_u = 2$ and $g_l = 1$. Figure 7 represents the number of first-order phase transitions occurring in a quantum annealing procedure for each fixed point of parameters $(\omega, h)$. The critical condition (18) is denoted as the dashed line in Fig. 7. The region where a single first-order phase transition occurs filled in light green is coincide with the analytical results that the first-order phase transition occurs when $h' < h < 0$. Al-though we showed results only for $g_u = 2$ and $g_l = 1$, we observed similar results for other $g_u$ and $g_l$.

Figure 8 shows the magnetization as a function of $s$ for each the reference point in Fig. 7. The magnetization of the stable states changes at $s \approx 0.4$ discontinuously in Fig. 8(a), meaning the system undergoes the single first-order phase transition. Considering that the upper states are favored in the ground state of the quantum driver Hamiltonian, and the lower states are favored in that of the final Hamiltonian, the data indicate that the first-order phase transition results from the competition between the initial and final Hamiltonians. Meanwhile, the magnetization of the stable states for (b) and (c) varies continuously. We thus considered that no first-order phase transitions occur for the cases (b) and (c).

### 4.3 Case: $-1 < \omega < 0$ and $h \geq 0$

Let us show results for the case where the lower states are favored in the ground state of the quantum driver Hamiltonian, whereas the upper states are favored in that of the final Hamiltonian. Since the Perron–Frobenius theorem is not applicable to the case, we cannot derive an equivalent quantum Ising model in the same way as the prior sections. Accordingly, we investigated phase transition phenomena by using the numerical analysis.

Figure 9 shows the number of first-order phase transitions during a quantum annealing procedure for $g_u = 3$ and $g_l = 1$. A remarkable difference from the previous results for positive $\omega$ is that the system undergoes a first-order phase transition twice under certain conditions (dark green region). In addition, we describe that the cause of the first-order phase transitions in the light green region differs from the previous results in this section.

Figure 10 shows the magnetization as a function of $s$ for the
Fig. 8. (Color online). Magnetization as a function of $s$ for each the reference point in Fig. 7. The degrees of degeneracies are $g_0 = 2$ and $g_1 = 1$. The parameter $\omega$ is 0.42 for all the figures. The longitudinal fields are (a) $h = -0.2$, (b) $h = -0.3$, and (c) $h = -0.4$. The blue dots represent the magnetization for stable states, and orange crosses the magnetization for metastable states.

Fig. 9. (Color online). The number of first-order phase transitions during a quantum annealing procedure in the fully-connected quantum Wajnflasz-Pick model for $-1 < \omega < 0$, $h \geq 0$, $g_0 = 3$, and $g_1 = 1$. The light green region means that the system undergoes a first-order phase transition once in the procedure. A first-order phase transition occurs twice during the procedure in the dark green region. The dots represent reference points where we show the behavior of magnetization later. The coordinates of the reference points are (a) $(-0.5, 0.5)$, (b) $(-0.3, 0.5)$, (c) $(-0.06, 0.5)$, (d) $(-0.2, 0.1)$, and (e) $(-0.22, 0.25)$.

reference points (a), (b), (c), and (d) in Fig. 9. Although a first-order phase transition occurs at each of the reference points (a), (b), and (d), the cause of the first-order phase transitions is different from those described in the previous section 4.2. Whereas the maximum eigenvalue $\lambda_{\max}$ of the previous case $\omega \geq 0$ are denoted by the single continuous function of $m$ in Eq. (14), the maximum eigenvalue for $-1 < \omega < 0$ is represented by using multiple continuous functions as shown in Fig. 11. Let us call such a continuous function a branch of eigenvalue. Since $\lambda_{\max}$ is represented by a single branch of eigenvalue for $\omega \geq 0$, the first-order phase transitions shown in the previous section 4.2 happens within the branch of eigenvalue. On the other hand, the first-order phase transitions in Fig. 10 occur between two branches of eigenvalue: That is, magnetization of stable states before and after the first-order phase transition in Fig. 10(a) belongs to different branches of eigenvalue. The magnetization corresponding to the linear branch of eigenvalue in Fig. 11 (green line) is $m = 1$, whereas the magnetization for the non-linear branch of eigenvalue (red line) varies as $s$ changes. Thus, we can distinguish the branch of eigenvalue from the behavior of magnetization. The first-order phase transitions in Fig. 10(b) and Fig. 10(d) occur between the linear and the non-linear branches of eigenvalues too. The sequence of points of magnetization $m = 1.0$ belongs to the linear branch of eigenvalue, and the other points to the non-linear branch of eigenvalue. A difference from the result for the reference point (a) is that there exist unreachable metastable states in Fig. 10(b) and Fig. 10(d). In Fig. 10(b), the metastable states with the smallest magnetization belonging to the non-linear branch of eigenvalue are not reachable from the initial stable state. The metastable states with larger magnetization belonging to the non-linear branch of eigenvalue are unreachable as shown in Fig. 10(d). We did not observe first-order phase transitions for $\omega = -0.06$ and $h = 0.5$ (Fig. 10(c)) with our numerical method.

Limitation of our numerical method should be noted. Our numerical method cannot detect first-order phase transitions where a magnetization jump is smaller than the threshold 0.3. We confirmed that the magnetization jumps between the linear and the non-linear branches of eigenvalue become smaller as $\omega$ increases. Hence, our numerical method probably failed to detect first-order phase transitions in the white region in Fig. 9. We should also mention that our numerical method cannot find first-order phase transitions that happens at a point $s$ smaller than 0.001. We observed that points of first-order phase transition between the linear and the non-linear branches of eigenvalue get smaller as the longitudinal field $h$ increases, or the parameter $\omega$ decreases, or both. Accordingly, the detection of first-order phase transitions is difficult for such parameters.
A characteristic behavior that a first-order phase transition occurs twice is observed in a small area near the reference point (e) in Fig. 9. We show the magnetization for the point in Fig. 12. We found that the system undergoes a first-order phase transition within the non-linear branch of eigenvalue followed by another first-order phase transition between the linear and the non-linear branches of eigenvalue. Although we detected the characteristic behavior in the small region, we consider that the behavior can be observed also in the lower right of the light green region in Fig. 9 because of the aforementioned limitation of our numerical method arisen from the threshold value. We obtained similar results for \( g_a = 2, 4, 5, 6 \) and \( g_1 = 1 \).

Let us next consider the case with \( g_1 > 1 \). A difference from the case with \( g_1 = 1 \) is that another branch of eigenvalue appears because of the degenerate lower level. The eigenvalue of the new branch scales linearly as a function of \( m \), and corresponding magnetization is \( m = -1 \). We observed that minima of the pseudo-free energy corresponding to the linear branch of eigenvalue with \( m = -1 \) are always metastable states for \( h > 0 \). Hence, phase transition phenomena are similar to the case with \( g_1 = 1 \) when \( h > 0 \). In the absence of the longitudinal field, the behavior of magnetization differs from the case with \( g_1 = 1 \). Figure 13 shows the magnetization as a function of \( s \) for \( g_a = 3 \) and \( g_1 = 1 \) (top), and \( g_a = 3 \) and \( g_1 = 2 \) (bottom). The parameter \( \omega \) is \(-0.6\). Both of the minima of the pseudo-free energy corresponding to the linear branches of eigenvalue are the stable states for \( g_a = 3 \) and \( g_1 = 2 \) after the first-order phase transition, whereas only the minimum of the pseudo-free energy corresponding to the linear branch of eigenvalue with \( m = 1 \) is the stable state for \( g_a = 3 \) and \( g_1 = 1 \).
Fig. 13. (Color online). Magnetization as a function of $s$ for $g_u = 3$ and $g_l = 1$ (top), and $g_u = 3$ and $g_l = 2$ (bottom) in the absence of a longitudinal field. The values of parameter $\omega$ is $-0.6$. The blue dots represent the magnetization of stable states, and orange crosses the magnetization of metastable states.

Fig. 14. (Color online). The number of first-order phase transitions during a quantum annealing procedure in the fully-connected quantum Wajnflasz–Pick model for $-1 < \omega < 0$, $h < 0$, $g_u = 2$, and $g_l = 1$. A first-order phase transition occurs once (light green region), and twice (dark green region).

4.4 Case: $-1 < \omega < 0$ and $h < 0$

We show results where the lower states are favored in both of the ground states of the quantum driver Hamiltonian and the final Hamiltonian. Behaviors described below can be understood through the same discussion of the previous sections.

We show the number of first-order phase transitions occurring a quantum annealing procedure for $g_u = 2$ and $g_l = 1$ in Fig. 14. We observed that the system undergoes a first-order phase transition twice in the upper left corner of the figure. We consider that the light green region becomes dark green region if we investigate magnetization for further smaller $s$, because, as mentioned above, our numerical method cannot detect first-order phase transitions that occur at a very small value of $s$. We confirmed that the first point of the first-order phase transition decreases as $\omega$ decreases. Figure 15 shows the behavior of magnetization where a first-order phase transition occurs twice. Although the stable states have negative magnetization at the beginning and the end of quantum annealing procedure due to the ground states of the quantum driver Hamiltonian and the final Hamiltonian, the magnetization belonging to the linear branch of eigenvalue with $m = 1$ becomes the stable states in the intermediate values of $s$. The successive first-order phase transitions are caused by transitions of the stable state between the linear and the non-linear branches of eigenvalue.

We did not observe such successive first-order phase transitions for $g_l > 1$. Figure 16 represents the magnetization as a function of $s$ for $g_u = 3$, $g_l = 2$, $\omega = -0.8$, and $h = -0.1$. The blue dots represent the magnetization of stable states, and orange crosses the magnetization of metastable states.
the effect of the degeneracy of the upper and the lower levels and the state transitions within each of the upper and the lower states. We analyzed the system whose Hamiltonian is given as Eq. (1) in accordance with the practice of QA and AQC. Since we considered the quantum Wajnflasz–Pick model consisting of fully-connected variables, we used the mean-field analysis to calculate the magnetization of the system.

We classified our results for unbalanced case $g_u > g_l$ into four groups according to whether the upper states are favored or not in the ground states of the initial Hamiltonian and the final Hamiltonian.

We first considered the case $\omega \geq 0$ and $h \geq 0$, where the upper states are favored in both the initial and the final Hamiltonian. We derived the equivalent quantum Ising model that has an effective longitudinal field depending on $s$. The result means that quantum annealing path on the $(s, h)$ plane is not necessarily parallel with the $s$ axis even though we fix the longitudinal field $h$. We showed that no first-order phase transitions happen in this case.

Second, we showed the results for $\omega \geq 0$ and $h < 0$, where the upper states are favored in the initial ground state, whereas the lower states are favored in the final ground state. We applied the same method as the previous case. As a result, we found that a single first-order phase transition occurs when the annealing path traverses the first-order phase boundary of the quantum Ising model. We considered that the first-order phase transition is caused by the competition between the initial and the final ground states.

Third, we discussed about the case $-1 < \omega < 0$ and $h \geq 0$, where the lower states are favored in the initial ground state, and the upper states are favored in the final ground state. We observed the first-order phase transitions between the linear and the non-linear branches of eigenvalue that we defined in Sec. 4.3. This result indicates that the cause of the first-order phase transitions is not only the competition between the initial and the final ground states, but also the existence of the branches of eigenvalue that do not appear in the usual quantum Ising model. We observed characteristic phenomena that the system undergoes the first-order phase transition within the non-linear branch of eigenvalue as well as the transition between the linear and the non-linear branches of eigenvalue. Owing to the first-order phase transitions between the linear and the non-linear branches of eigenvalue, unreachable metastable states appear under certain values of longitudinal field, which is also a characteristic behavior compared to the usual quantum Ising model.

Next, we considered the case $-1 < \omega < 0$ and $h < 0$. Although the lower states are favored in both the initial and the final ground states, we observed the region where magnetization of the stable states become unity in the intermediate values of $s$. We showed that the first-order phase transition between the linear and the non-linear branches of eigenvalue occurs twice.

Finally, we considered the balanced case $g_u = g_l$. We showed that the system is completely equivalent to the quantum Ising model when $\omega \geq 0$. For $-1 < \omega < 0$, we observed the first-order phase transitions between the linear and the non-linear branches of eigenvalue, which is similar to the unbalanced case with $-1 < \omega < 0$ and $h > 0$.

In short, the phase transition phenomena in the fully-connected quantum Wajnflasz–Pick model with $\omega \geq 0$ can

Fig. 17. (Color online). Magnetization as a function of $s$ for $g_u = 2$ and $g_l = 2$. The values of parameters are $\omega = -0.4$ and $h = 0.5$ (top), and $\omega = -0.4$ and $h = 0.0$ (bottom). The blue dots represent the magnetization of stable states, and orange crosses the magnetization of metastable states.

4.5 Results for balanced degeneracies $g_u = g_l$

Let us focus on the balanced case $g_u = g_l$. We assume that $h \geq 0$ without loss of generality. We do not discuss about the case $g_u = g_l = 1$, since the system is completely equivalent to the usual quantum Ising model.

First, we consider the case with $\omega \geq 0$. As discussed in Sec. 4.1, we can derive the equivalent quantum Ising model. From Eq. (17), the effective longitudinal field $h_{\text{eff}}$ coincides with the original longitudinal field $h$. In other words, quantum annealing paths are parallel to the $s$ axis. Consequently, we conclude that the system undergoes a second-order phase transition when $h = 0$, and no phase transitions when $h > 0$.

Next, we show results for $-1 < \omega < 0$. Figure 17 represents magnetization as a function of $s$ for $g_u = g_l = 2$, $\omega = -0.4$ and $h = 0.5$ (top), and $\omega = -0.4$ and $h = 0.0$ (bottom). For $h = 0.5$, the magnetization belonging to the linear branch of eigenvalue with $m = 1$ is more stable than that with $m = -1$. We observed the first-order phase transition from the non-linear branch of eigenvalue to the linear branch of eigenvalue. Even when a longitudinal field is absent, we observed the first-order phase transition between the linear and the non-linear branches of eigenvalue.

5. Conclusion

We studied the nature of phase transitions in the fully-connected quantum Wajnflasz–Pick model in order to reveal
be explained by the usual quantum Ising model. For $\omega \geq 0$, the phase transitions happen within the non-linear branch of eigenvalue. For $-1 < \omega < 0$, the linear branches of eigenvalue appears because of the degenerate upper and lower levels. We observed the first-order phase transitions between the linear and the non-linear branches of eigenvalue, which do not happen in the usual quantum Ising model.

In the present paper, we investigated phase transition phenomena in the fully-connected quantum Wajnflasz–Pick model. We revealed that the fully-connected quantum Wajnflasz–Pick model undergoes the characteristic first-order phase transitions resulting from the degenerate upper and lower levels. Since the fully-connected quantum Wajnflasz–Pick model undergoes the first-order phase transitions that do not happen in the usual quantum Ising model, we concluded that using the two-level system with the degenerate upper and lower levels as a qubit exacerbates the performance of AQC. Nevertheless, the fully-connected quantum Wajnflasz–Pick model is attractive from the viewpoint of condensed matter physics. The model undergoes the first-order phase transitions between the linear and the non-linear branches of eigenvalue, which do not appear in the usual quantum Ising model. Since the fully-connected quantum Wajnflasz–Pick model has the isolated metastable states, devices based on the model have potential applications for switches.

This paper is partly based on results obtained from a project commissioned by the New Energy and Industrial Technology Development Organization (NEDO), Japan. One of the authors (S. T.) was supported by JST, PRESTO Grant Number JPMJPR1665, Japan and JSPS KAKENHI Grant Numbers 15K17720, 15H03699. One of the author (S. K.) was supported by JST, CUPAL.

**Appendix A: Derivation of pseudo-free energy**

We consider the Hamiltonian given by Eq. (5). The partition function for the Hamiltonian can be expressed as

$$Z = \lim_{M \to \infty} Z_M$$

$$Z_M = \lim_{M \to \infty} \sum_{\{\tau_i^z\}, \{\tau_i^x\}} \left( \exp \left\{ \frac{sBM}{N} \left( \frac{1}{N} \sum_{i=1}^{N} \tau_i^x \right)^2 + \frac{h}{N} \sum_{i=1}^{N} \tau_i^z \right\} \right)^M \left( \tau_i^z \right)$$

by using the Suzuki–Trotter decomposition. Here, $M$ is an integer called the Trotter number, and $\beta$ represents an inverse temperature. The summation $\sum_{\{\tau_i^z\}}$ is taken over all the eigenstates $|\{\tau_i^z\}\rangle$ of $\bigotimes_{i=1}^{N} \tau_i^z$. To translate the system to a classical system, we put the following closure relations

$$\hat{1}(\alpha) = \sum_{\{\tau_i^z\}} |\{\tau_i^z\}\rangle \langle\{\tau_i^z\}| \sum_{\{\tau_i^z\}} |\{\tau_i^z\}\rangle \langle\{\tau_i^z\}|$$

just before the orth exponential operator including $\hat{z}^z$. Here, $|\{\tau_i^z\}\rangle$ represents an eigenstate of $\bigotimes_{i=1}^{N} \tau_i^z$, and $\sum_{\{\tau_i^z\}}$ the summation over all the eigenstates. The partition function for given $M$ reads

$$Z_M = \sum_{\{\tau_i^z\}} \prod_{a=1}^{M} \exp \left\{ \frac{\beta sN}{M} \left( \frac{1}{N} \sum_{i=1}^{N} \tau_i^x(\alpha) \right)^2 + \frac{h}{N} \sum_{i=1}^{N} \tau_i^z(\alpha) \right\} \times \prod_{i=1}^{N} \left| \tau_i^z(\alpha) \right| \langle \tau_i^z(\alpha) | \tau_i^z(\alpha + 1) \rangle$$

(A-3)

where $|\tau_i^z(\alpha)\rangle = |\tau_i^z(M + 1)\rangle$ for all $i$. We introduce an integral representation of a delta function:

$$\delta(Nm(\alpha) - \sum_{i} \tau_i^z(\alpha))$$

(A-4)

to linearize the quadratic term in Eq. (A-3). Here, $m$ represents an order parameter corresponding to magnetization, and $\hat{n}$ is the conjugate variable of $m$. The partition function $Z_M$ is rewritten as

$$Z_M = \sum_{\{\tau_i^z\}, \{\tau_i^x\}} \int \cdots \int \prod_{a} dm(\alpha) d\hat{n}(\alpha) \times \exp \left\{ \frac{\beta N}{M} s(\{m(\alpha)\}^2 + h m(\alpha)) - \hat{n}(\alpha) m(\alpha) \right\} \times \prod_{i=1}^{N} \exp \left\{ \frac{\beta N}{M} \sum_{z=1}^{2} \tau_i^z(\alpha) \right\} \times \left( \tau_i^z(\alpha) | \tau_i^z(\alpha) \right) \langle \tau_i^z(\alpha) | \tau_i^z(\alpha + 1) \rangle$$

(A-5)

Here, $\text{Tr}$ denotes the summation over all the possible values of $\tau^z(\alpha)$ and $\tau^x(\alpha)$. The saddle-point conditions with regard to the order parameters $\{m(\alpha)\}$ leads

$$\hat{n}(\alpha) = s(2m(\alpha) + h).$$

(A-6)

Applying the static ansatz that removes $\alpha$ dependence of order parameters, $m(\alpha) \equiv m$, and the inverse operation of the Suzuki–Trotter decomposition, we have

$$Z_M = \int dm \exp \left\{ -\frac{N}{\beta} \sum_{\alpha=1}^{M} \frac{1}{\beta} \ln \text{Tr} \exp \beta (\hat{n} \tau^z + (1 - s) \hat{\tau}^x) \right\}.$$

(A-7)

The pseudo-free energy can be obtained by using the saddle point condition again:

$$f = s^2 - \frac{1}{\beta} \ln \text{Tr} \exp \beta (\hat{n} \tau^z + (1 - s) \hat{\tau}^x).$$

(A-8)

In the low-temperature limit $\beta \to \infty$, only the largest eigenvalue of the operator $\hat{n} \tau^z + (1 - s) \hat{\tau}^x$ contributes:

$$f = s^2 - \lambda_{\text{max}},$$

(A-9)

where $\lambda_{\text{max}}$ denotes the largest eigenvalue.

If $\omega \geq 0$, the largest eigenvalue is evaluated as follows. The Perron-Frobenius theorem ensures that the eigenvector for the largest eigenvalue of the operator $\hat{n} \tau^z + (1 - s) \hat{\tau}^x$ is unique and
the elements of the eigenvector are positive. Taking into account the symmetry of the operator with regards to reordering of the basis, the eigenvector can be expressed as a vector consisting of two sections. The first section includes the same \( g_u \) elements, and the other section includes the same \( g_l \) elements:

\[
\mathbf{v} = (v_u, \ldots, v_u, v_l, \ldots, v_l)^T, \quad (A-10)
\]

where \( v_u \) and \( v_l \) are real and positive. Hence, the eigenvalue equation is reduced to equations with two unknowns \( v_u \) and \( v_l \). Solving the equations, we have the maximum eigenvalue of the operator:

\[
\lambda_{\text{max}} = \frac{1}{2} \left( g_u + g_l - 2 \left( 1 - \frac{s}{c} \right) \omega \right) + \sqrt{\left( g_u - g_l - \frac{s}{c} \omega + 2\tilde{n} \right)^2 + 4g_u \tilde{n} \left( 1 - \frac{s}{c} \right)^2}. \quad (A-11)
\]

Here, \( c \) is the normalization factor of the operator (7). Consequently, the pseudo-free energy in the low-temperature limit is given by Eq. (A-9) with the largest eigenvalue (A-11).

**Appendix B: Derivation of equivalent quantum Ising model**

In this section, we derive a Hamiltonian of quantum Ising model whose pseudo-free energy is equivalent to that of the fully-connected quantum Wajnflasz–Pick model for \( \omega \geq 0 \).

First, we derive the pseudo-free energy of the following Hamiltonian of quantum Ising model:

\[
\hat{H} = s \left[ -\frac{1}{N} \sum_{i,j=1}^{N} \hat{\sigma}_i^z \hat{\sigma}_j^z - h \sum_{i=1}^{N} \hat{\sigma}_i^z \right] - k(1 - s) \sum_{i=1}^{N} \hat{\sigma}_i^z. \quad (B-1)
\]

Here, \( \hat{\sigma}_i^z \) denotes the \( z \) component of the Pauli matrices acting on a site \( i \), and \( \hat{\sigma}_i^x \) denotes the \( x \) component. The parameter \( k \) is introduced for convenience sake. Recall that the fully-connected quantum Wajnflasz–Pick model is a generalization of quantum Ising model. We can reduce the Hamiltonian of the fully-connected quantum Wajnflasz–Pick model (5) to the Hamiltonian of quantum Ising model (B-1) by using \( g_u = g_l = 1 \), and replacing the factor \( (1 - s) \) by \( k(1 - s) \). Here, we used the fact that the spectral norms of \( \hat{\sigma}^z \) and \( \hat{\sigma}^x \) are equal, so that the normalization factor is unity, \( c = 1 \). Consequently, the pseudo-free energy is given from Eqs. (A-9) and (A-11) as

\[
f = sm^2 - \sqrt{m^2 + k^2(1 - s)^2}. \quad (B-2)
\]

Here, \( \tilde{m} = \sqrt{2m + h} \).

Next, let us derive a Hamiltonian of quantum Ising model whose pseudo-free energy is the same as Eqs. (A-9) and (A-11). Once \( h \) in Eq. (B-1) is replaced with \( h + (1 - s)(g_u - g_l)\omega/2sc \), and \( k \) with \( \sqrt{g_u g_l}/c \), Eq. (B-2) reads

\[
f = sm^2 - \sqrt{\left( \tilde{m} + (g_u - g_l) - \frac{s}{2c} \omega \right)^2 + g_u g_l \left( 1 - \frac{s}{c} \right)^2}. \quad (B-3)
\]

The pseudo-free energy (B-3) is the same as the pseudo-free energy for the fully-connected quantum Wajnflasz–Pick model given by Eqs. (A-9) and (A-11) except for the term independent of \( m \). Since the term does not change the minima of the pseudo-free energy, the term is negligible when calculating magnetization. As a result, we obtain the equivalent quantum Ising model,

\[
\hat{H}' = s \left[ -\frac{1}{N} \sum_{i,j=1}^{N} \hat{\sigma}_i^z \hat{\sigma}_j^z - h_{\text{eff}} \sum_{i=1}^{N} \hat{\sigma}_i^z \right] - \frac{1 - s}{c} \sum_{i=1}^{N} \hat{\sigma}_i^z. \quad (B-4)
\]

Here, the effective longitudinal field is given as

\[
h_{\text{eff}} = h + \frac{1 - s}{s} \frac{g_u - g_l}{2c} \omega. \quad (B-5)
\]
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