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Abstract—Very deep Convolutional Neural Networks (CNNs) have greatly improved the performance on various image restoration tasks. However, this comes at a price of increasing computational burden, hence limiting their practical usages. We observe that some corrupted image regions are inherently easier to restore than others since the distortion and content vary within an image. To leverage this, we propose Path-Restore, a multi-path CNN with a pathfinder that can dynamically select an appropriate route for each image region. We train the pathfinder using reinforcement learning with a difficulty-regulated reward. This reward is related to the performance, complexity and “the difficulty of restoring a region”. A policy mask is further investigated to jointly process all the image regions. We conduct experiments on denoising and mixed restoration tasks. The results show that our method achieves comparable or superior performance to existing approaches with less computational cost. In particular, Path-Restore is effective for real-world denoising, where the noise distribution varies across different regions on a single image. Compared to the state-of-the-art RIDNet [1], our method achieves comparable performance and runs 2.7x faster on the realistic Darmstadt Noise Dataset [2]. Models and codes are available on the project page: https://www.mmlab-ntu.com/project/pathrestore/.
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1 INTRODUCTION

IMAGE restoration aims at estimating a clean image from its distorted observation. Very deep Convolutional Neural Networks (CNNs) have achieved great success on various restoration tasks. For example, in the NTIRE 2018 Challenge [3], the top-ranking super-resolution methods are built on very deep models such as EDSR [4] and DenseNet [5], achieving impressive performance even when the input images are corrupted with noise and blur. However, as the network becomes deeper and more complex, the increasing computational cost makes it less practical for real-world applications.

Do we really need a very deep CNN to process all the regions of a distorted image? In reality, a large variation of image content and distortion may exist in a single image, and some regions are inherently easier to process than others. An example is shown in Figure 1, where we use several denoising CNNs with different depths to restore a noisy image. It is observed, in the red box, that a smooth region with mild noise is reasonably recovered with a 3-layer CNN; further increasing the network depth brings only incremental improvement. In the green box, a similar smooth region yet with severe noise requires an 8-layer CNN to process, whereas a texture region in the blue box still has some artifacts (highlighted by the white arrow) after being processed by a 20-layer CNN. This observation motivates the possibility of saving computations by selecting an optimal network path for each region based on its content and distortion.

In this study, we propose Path-Restore, a novel framework that can dynamically select a path for each image
image with specific content and distortion. In particular, a pathfinder is trained together with a multi-path CNN to find the optimal dispatch policy for each image region. Since path selection is non-differentiable, the pathfinder is trained in a reinforcement learning (RL) framework driven by a reward that encourages both high performance and few computations. There are mainly two challenges. First, the multi-path CNN should be able to handle a large variety of distortions with limited computations. Second, the pathfinder requires an informative reward to learn a good policy for different regions with diverse contents and distortions.

We make two contributions to address these challenges: (1) We devise a dynamic block as the basic unit of our multi-path CNN. A dynamic block contains a shared path followed by several dynamic paths with different complexity. The proposed framework allows flexible design on the number of paths and path complexity according to the specific task at hand. (2) We devise a difficulty-regulated reward. This reward values the performance gain of hard examples more than simple ones, unlike conventional reward functions. Specifically, the difficulty-regulated reward scales the performance gain of different regions by an adaptive coefficient that represents the difficulty of restoring this region. The difficulty is made proportional to a loss function (e.g., MSE loss), since a large loss suggests that the region is difficult to restore. For example, in Figure 1, the loss of the green region decreases by a larger quantity than that of the blue region, resulting in a higher performance reward for the green region compared to the blue one. However, after regulated by a higher difficulty, the final reward of the blue region becomes larger, encouraging more computations for the restoration of hard regions. We experimentally find that this reward helps the pathfinder learn a more effective dispatch policy.

We further investigate two mechanisms to process different image regions. The first way is to treat all regions independently. During inference, an input image is first split into overlapping regions (patches of the same size). Then these regions are restored separately and merged together at last. This strategy is straightforward and easy to implement, thus is adopted in the basic version of Path-Restore. The second mechanism is to jointly process all regions at image level. The pathfinder first predicts a low-resolution policy mask, where each pixel represents a policy for a region in the input image. Then the features of different regions are sent to specific paths according to the corresponding policy on the predicted mask. With the policy mask, we can jointly process different regions with the guidance of adjacent features. Our method with the second strategy, namely Path-Restore-Mask, can achieve a better performance-complexity trade-off.

We summarize the merits of Path-Restore as follows: 1) Thanks to the dynamic path-selection mechanism, our method achieves comparable or superior performance to existing approaches with faster speed on various restoration tasks. 2) Our method is particularly effective in real-world denoising, where noise distribution is spatially variant within an image. We achieve state-of-the-art performance on the realistic Darmstadt Noise Dataset (DND) [2] benchmark1. 3) Our method is capable of balancing the performance and complexity trade-off by adjusting a hyper-parameter in the proposed reward function during training.

2 Related Work

Advances in Image Restoration. Image restoration has been extensively studied for decades. CNN-based methods have taken the leading role in several restoration tasks including denoising [6], [7], [8], [9], deblurring [10], [11], [12], deblocking [13], [14], [15], [16] and super-resolution [17], [18], [19], [20], [21], [22]. Although most of the previous papers focus on addressing a specific degradation, several recent works aim at dealing with a large variety of distortions simultaneously. For example, Zhang et al. [23] propose DnCNN that employs a single CNN to address different levels of Gaussian noise. Guo et al. [9] develop CBDNet that estimates a noise map as a condition to handle diverse real noise. Plotz et al. [24] devise a continuous and differentiable neural nearest neighbor block that works effectively on several restoration tasks. State-of-the-art denoising methods RIDNet [1] and PRIDNet [25] adopt feature attention and pyramid architectures to enlarge network capacity, respectively. However, processing all image regions using a single path makes these methods less efficient. Smooth regions with mild distortions do not need such a deep network to restore.

The idea of region-wise processing has been explored in the literature. Anwar et al. [26] propose a category-specific denoising algorithm. They apply internal denoising for smooth regions and category-specific external denoising for textured regions. We offer a thorough discussion about the differences between this method and our approach in Sec. 4.5.

Our earlier work [27] proposes RL-Restore to address mixed distortions through applying deep reinforcement learning. The method adaptively selects a sequence of CNNs to process each distorted image, achieving comparable performance with a single deep network while using fewer computational resources. Unlike RL-Restore that requires manual design for a dozen CNNs, we only use one network to achieve dynamic processing. Our method can thus be more easily migrated and generalized to various tasks. As Path-Restore does not need to switch among different models to process various regions, our method runs faster and produces more spatially consistent results than RL-Restore. Moreover, our new framework enjoys the flexibility to balance the trade-off between performance and complexity by merely adjusting the reward function, a feature that is not possible in RL-Restore [27].

Dynamic Networks. Dynamic networks have been investigated to achieve a better trade-off between speed and performance in different tasks. Bengio et al. [28] use conditional computation to selectively activate one part of the network at a time. Recently, several approaches [29], [30], [31] are proposed to save the computational cost in ResNet [32] by dynamically skipping some residual blocks. While the aforementioned methods mainly address one single task, Rosenbaum et al. [33] develop a routing network to facilitate

1. https://noise.visinf.tu-darmstadt.de/benchmark/#results_srgb
Our task is to recover a clear image \( y \) from its distorted observation \( x \). We propose Path-Restore that can process each image region according to its content and distortion through a specific network path. We first provide an overview of the architecture of Path-Restore in Sec. 3.1. In Sec. 3.2, we then introduce the structure of pathfinder and the reward to evaluate its policy. In Sec. 3.3, we describe Path-Restore-Mask that can jointly process all image regions. Finally in Sec. 3.4, we detail the training algorithm.

### 3.1 Architecture of Path-Restore

We aim to design a framework that can offer different options of complexity. To this end, as shown in Figure 2, Path-Restore is composed of a convolutional layer at the start- and end-point, and \( N \) dynamic blocks in the middle. In the \( i \)-th dynamic block \( f_{DBi} \), there is a shared path \( f_{\beta i} \) that every image region should pass through. Parallelly, the shared path, a pathfinder \( f_{PF} \) generates a probabilistic distribution of plausible paths for selection. Following the shared path, there are \( M \) dynamic paths denoted by \( f_{1i}, f_{2i}, \ldots, f_{Mi} \). Each dynamic path contains a residual block except that the first path is a bypass connection. According to the output of pathfinder, the dynamic path with the highest probability is activated, where the path index is denoted by \( a_i \). For instance, if there are two dynamic paths in total, then \( a_i \in \{1, 2\} \). \( a_i = 1 \) and \( a_i = 2 \) represent that the first and the second path is chosen, respectively. The \( i \)-th dynamic block can be formulated as:

\[
  z_{i+1} = f_{a_i}(f_{\beta i}(z_i)),
\]

where \( z_i \) and \( z_{i+1} \) denote the input and output of the \( i \)-th dynamic block, respectively. Note that in two different dynamic blocks, the parameters of each corresponding path are different, while the parameters of pathfinder are shared. We use ReLU as the activation function between different layers. The last fully-connected layer of the pathfinder is activated by the Softmax function.

As can be seen from Eq. (1), the image features go through the shared path and one dynamic path. The shared path is designed to capture the similarity among different tasks and images. The dynamic paths offer different options of complexity. Intuitively, simple samples should be led to
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3.2 Pathfinder

The pathfinder is the key component to achieve path selection. As shown in Figure 2, the pathfinder contains \( C \) convolutional layers, followed by two fully-connected layers with a Long Short-Term Memory (LSTM) module in the middle. The number of convolutional layers depends on the specific task that will be specified in Sec. 4. The LSTM module is used to capture the correlations of path selection in different dynamic blocks. The pathfinder accounts for less than 3% of the overall computations.

Since path selection is non-differentiable, we formulate the sequential path selection as a Markov Decision Process (MDP) and adopt reinforcement learning to train the pathfinder. We will first clarify the state and action of this MDP, and then illustrate the proposed difficulty-regulated reward to train the pathfinder.

State and Action. In the \( i \)-th dynamic block, the state \( s_i \) consists of the input features \( z_i \) and the hidden state of LSTM \( h_i \), denoted by \( s_i = \{ z_i, h_i \} \). Given the state \( s_i \), the pathfinder \( f_{PF} \) generates a distribution of path selection that can be formulated as \( f_{PF}(s_i) = \pi(a|s_i) \). In the training phase, the action (path index) is sampled from this probabilistic distribution, denoted by \( a_i \sim \pi(a|s_i) \). While in the testing phase, the action is determined by the highest probability, i.e., \( a_i = \arg\max_a \pi(a|s_i) \).

Difficulty-Regulated Reward. In an RL framework, the pathfinder is trained to maximize a cumulative reward, and thus a proper design of reward function is critical. Existing dynamic models for classification [30], [31] usually use a trade-off between accuracy and computations as the reward. However, in our task, a more effective reward is required to learn a reasonable dispatch policy for different image regions that have diverse contents and distortions. Therefore, we propose a difficulty-regulated reward that not only considers performance and complexity, but also depends on the “difficulty of restoring an image region”. In particular, the reward at the \( i \)-th dynamic block is formulated as:

\[
 r_i = \begin{cases} 
 -p \times (1 - 1_{\{a_i\}}), & 1 \leq i < N, \\
 -p \times (1 - 1_{\{a_i\}}) + d \times (-\Delta L_2), & i = N,
\end{cases}
\]

(2)

where \(-p\) is the reward penalty for choosing a complex path in one dynamic block. \( 1_{\{a_i\}} \) represents an indicator function, i.e., \( 1_{\{a_i\}} = 1 \) only if \( a_i = 1 \), otherwise \( 1_{\{a_i\}} = 0 \). \( a_i \) is the selected path index in the \( i \)-th dynamic block. For example, \( a_i = 1 \) denotes that the first path (bypass connection) is selected. In this case the reward is not penalized, i.e., the reward penalty term is multiplied by zero. The performance and difficulty are only considered in the \( N \)-th dynamic block. In particular, \(-\Delta L_2\) represents the performance gain in terms of L2 loss. The difficulty is denoted by \( d \) in the following formula:

\[
 d = \begin{cases} 
 L_d/L_0, & 0 \leq L_d < L_0, \\
 1, & L_d \geq L_0,
\end{cases}
\]

(3)

where \( L_d \) is the loss function of the output image and \( L_0 \) is a threshold. As \( L_d \) approaches zero, the difficulty \( d \) decreases, indicating the input region is easy to restore. In this case, the performance gain is regulated by \( d < 1 \) and the reward also becomes smaller, so that the proposed difficulty-regulated reward will penalize the pathfinder for wasting too much computation on easy regions. There are multiple choices for \( L_d \) such as L2 loss and VGG loss [46], and different loss functions may lead to different policy of path selection.

3.3 Path-Restore-Mask

In Path-Restore, the pathfinder selects paths for each region without considering the selection results of adjacent regions. This may decrease the accuracy of path selection since the observed region is small. Moreover, as different regions are processed independently, adjacent regions must overlap to reduce the artifacts along borders. Overlapping regions will inevitably introduce additional computation cost. Therefore, we propose Path-Restore-Mask to process a high-resolution input at image level with higher efficiency.

The architecture of Path-Restore-Mask is illustrated in Figure 3. The overall structure is the same as Path-Restore
Algorithm 1 REINFORCE (1 update) 

Get a batch of $K$ image pairs, $\{x^{(1)}, y^{(1)}\}, \ldots , \{x^{(K)}, y^{(K)}\}$ 
With policy $\pi$, derive $(s_i^{(k)}, a_i^{(k)}, r_i^{(k)}, s_{N+1}^{(k)}, a_{N+1}^{(k)})$ 
Compute gradients using REINFORCE 
\[
\Delta \theta = \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1}^{N} \nabla \log \pi(a_i^{(k)}|s_i^{(k)}; \theta) \left( \sum_{j=1}^{M} r_j^{(k)} - b^{(k)} \right) 
\]
Update parameters $\theta \leftarrow \theta + \beta \Delta \theta$

(see Figure 2), so we present the distinct parts - dynamic block and the pathfinder in Figure 3. Let $z_i$ and $z_{i+1}$ denote the input and output features of a large image, respectively. The shared path is denoted by $f_2^S$. For simplicity, we consider a special case with two dynamic paths ($M = 2$), where the first path $f_1^D$ is a bypass connection and the second path $f_2^D$ is a residual block. The pathfinder is composed of three strided convolutional layers followed by a convolutional LSTM (ConvLSTM) [45]. The action $a_i$ is a two-channel mask rather than a scalar. The first channel $m_1^i$ implies the regions that would go through the first path, and similarly the second mask corresponds to the second path. As depicted by the orange dash line, the two masks are then up-sampled by nearest-neighbor interpolation to the spatial resolution of $z_i$. Finally, the processed features of different paths are combined to generate the output features $z_{i+1}$. The whole process can be formulated as:

\[
z_{i+1} = \sum_{j=1}^{M} f_j^D (f_2^S (z_i) \odot \bar{m}_j^i),
\]

where $\bar{m}_j^i$ represents the up-sampled mask for the $j$-th path. The $\odot$ denotes element-wise multiplication, and each channel of features $f_2^S(z_i)$ performs the same element-wise multiplication with the mask $\bar{m}_j^i$. Note that the regions with zero mask are ignored in each path, and hence the features of each region go through only one path. We illustrate the architecture details and demonstrate the effectiveness of Path-Restore-Mask in Sec. 4.4.

3.4 Training Algorithm

The training process is composed of two stages. In the first stage, we train the multi-path CNN with random policy of path selection as a good initialization. In the second stage, we train the pathfinder and the multi-path CNN simultaneously, so that the two components are better associated and optimized.

The First Stage. We train the multi-path CNN with randomly selected routes. The path-selection policy is a uniform distribution if not specified. The loss function consists of two parts. First, a final L2 loss constrains the output images to have a reasonable quality. Second, an intermediate loss enforces the states observed by the pathfinder at each dynamic block to be consistent. Specifically, the loss function is formulated as:

\[
L = ||y - \hat{y}||_2^2 + \alpha \sum_{i=1}^{N} ||y - f_{\text{last}}(z_i)||_2^2,
\]

where $\hat{y}$ and $y$ denote the output image and the ground truth, respectively. The $N$ represents the number of dynamic blocks. The last convolutional layer of Path-Restore is denoted by $f_{\text{last}}$, and $\alpha$ is the weight of the intermediate loss. If no intermediate loss is adopted, the features observed at different dynamic blocks may vary a lot from each other, hence making it more difficult for the pathfinder to learn a good dispatch policy.

The Second Stage. We train the pathfinder together with the multi-path CNN. In this stage, the multi-path CNN is trained using the loss function in Eq. (5) with $\alpha = 0$, i.e., intermediate loss does not take effect. Meanwhile, we train the pathfinder using the REINFORCE algorithm [47], as shown in Algorithm 1. The parameters of pathfinder and learning rate are denoted by $\theta$ and $\beta$, respectively. We adopt an individual baseline reward $b_0^{(k)}$ to reduce the variance of gradients and stabilize training. In particular, $b_0^{(k)}$ is the reward of the $k$-th image when the bypass connection is selected in all dynamic blocks.

Implementation Details. As shown in Table 1, the threshold of difficulty $L_0$ and the reward penalty $p$ are set based on the specific task. Generally it requires larger threshold and reward penalty when the distortions are more severe. For all tasks, the difficulty $d$ is measured by L2 loss. In the first training stage, the coefficient of intermediate loss $\alpha$ is set as 0.1. Both training stages take 800k iterations. Training images are cropped into 63×63 patches and the batch size is 32. The learning rate is initially $2 \times 10^{-4}$ and decayed by a half after every quarter of the training process. We use Adam [48] as the optimizer and implement our method on TensorFlow [49].

4 Experiments

In this section, we first clarify the general settings of network architecture and evaluation details. In Sec. 4.1, we present the results of real-world denoising. In Sec. 4.2, we demonstrate that our method performs well on blind Gaussian denoising. In Sec. 4.3, we further show the capability of Path-Restore to address a mixture of complex distortions. In Sec. 4.4, we verify the effectiveness of Path-Restore-Mask on real-world denoising. Finally, in Sec. 4.5, we offer discussions about the architecture of dynamic block, the difficulty-regulated reward, the effects of pathfinder, the number of network parameters and more comparisons.

Network Architecture. As shown in Table 1, we select different architectures for different restoration tasks. Specifically, we employ $M = 2$ (1 bypass, 1 denoising) paths for the denoising tasks while $M = 4$ (1 bypass, 3 distortions) paths for addressing a mixed of three distortions. When the restoration task is more complex, we adopt more convolutional layers in the pathfinder. In particular, the pathfinder has $C = 2$ and $C = 4$ convolutional layers for denoising and addressing mixed distortions, respectively. As for the number of dynamic blocks, we use $N = 6$ for denoising
and $N = 5$ for mixed distortions so that the network complexity is appropriate for a fair comparison with the baseline methods.

**Evaluation Details.** While testing Path-Restore, each image is split into $63 \times 63$ regions with a stride 53. After being processed by the multi-path CNN, all the regions are merged into a large image with overlapping pixels averaged. Following RL-Restore [27], we report the number of floating point operations (FLOPs) that are required to process a $63 \times 63$ region on average. Each multiplication or addition contributes one FLOP. We also record the GPU$^2$ or CPU$^3$ runtime. We report the time to process an image of size $512 \times 512$ if not specified.

### 4.1 Evaluation on Real-World Denoising

**Architecture Details.** We first conduct experiments on real-world denoising. The detailed architectures of dynamic block and the pathfinder are shown in Figure 4. $\text{Conv}(k,n,m)$ denotes a convolutional layer with a $k \times k$ kernel size, $n$ filters and a stride of $m$. A fully-connected layer with output size $n_o$ and an LSTM module with hidden size $n_h$ are denoted by $\text{Fc}(n_o)$ and $\text{LSTM}(n_h)$, respectively.

**Training and Testing Details.** We evaluate our method on the Darmstadt Noise Dataset (DND) [2] and the Smartphone Image Denoising Dataset (SIDD) [50]. The DND contains 50 realistic high-resolution paired noisy and noise-free images for evaluation, yet it does not offer data for training. For DND benchmark, we adopt the same training data as CBDDNet [9] for a fair comparison. In particular, we use BSD500 [51] and Waterloo [52] datasets to synthesize noisy images, and use the same noise model as CBDDNet. A real dataset RENOIR [53] is also adopted for training as CBDDNet. As for SIDD benchmark, we use SIDD Medium dataset for training. For non-blind denoising methods like BM3D [54] and FFDNet [55], we follow [25] to exploit Neat Image, a plug-in of Photoshop, for noise estimation.

**Quantitative Results.** The quantitative results on DND [24] are presented in Table 2. Besides PSNR and SSIM metrics, we also report the FLOPs and GPU runtime. Path-Restore is significantly better than the non-blind denoising methods BM3D [54] and FFDNet [55]. Using the same training dataset as CBDDNet [9], Path-Restore improves the performance by nearly 1 dB with 19% fewer FLOPs and 27% faster speed on GPU. Compared with N3Net [2] that applies denoising to the raw image, Path-Restore attains better performance and runs faster. Our method is comparable to RIDNet [1] with only about 40% computation and runtime. PRIDNet [25] has higher PSNR and runs faster than our method, but its number of parameters is larger than ours by two orders of magnitude (74.2 million for PRIDNet and 0.9 million for ours). Path-Restore-Ext denotes an extended deeper model trained with more data. This extended model further improves 0.7 dB and currently achieves the state-of-the-art performance on the DND benchmark. The details are specified at the end of this section.

The quantitative comparisons on SIDD are shown in Table 3. It is observed that Path-Restore surpasses the state-of-the-art proxy-optimized BM3D [54] by a large margin. We report the GPU runtime of Path-Restore for a $1024 \times 1024$ input image (1 Mega pixels). For other methods, we directly copy the time recorded on the SIDD benchmark.

**Qualitative Results.** Qualitative results are shown in Figure 5. We do not present the results of N3Net [24] because it is applied in the raw domain. In Figure 5, the top two input images are corrupted with severe noise, while the bottom two have moderate noise. It is observed that BM3D [54] introduces artifacts for severe noise and yields over-smooth results for mild noise. FFDNet [55] could successfully remove severe noise, but the results are too smooth and some tiny edges are almost missing. CBDDNet [9] fails to remove the severe noise in dim regions and tends to generate artifacts along edges. This may be caused by the incorrect noise estimation for real-world images. The results of RIDNet are comparable to ours. RIDNet [1] produces fewer artifacts while our method generates sharper edges.

---

**Table 2**

| Method          | PSNR / SSIM | FLOPs (G) | Time (s) |
|-----------------|-------------|-----------|----------|
| BM3D [54]       | 34.51 / 0.8507 | -         | 11       |
| FFDNet [55]     | 37.61 / 0.9415 | 1.74      | 0.051    |
| CBDDNet [9]     | 38.06 / 0.9421 | 6.94      | 0.19     |
| N3Net [24]      | 38.32 / 0.9384 | ∼15.4     | 0.67     |
| RIDNet [1]      | 39.26 / 0.9528 | 13.0      | 0.41     |
| PRIDNet [25]    | 39.42 / 0.9528 | 3.65      | 0.077    |
| Path-Restore    | 39.00 / 0.9542 | 5.60      | 0.15     |
| Path-Restore-Ext| 39.72 / 0.9591 | 22.6      | 0.42     |

**Table 3**

| Method          | PSNR / SSIM | Time (s/Mpixel) |
|-----------------|-------------|-----------------|
| BM3D [54]       | 25.65 / 0.685 | 27.4           |
| CBDDNet [9]     | 33.28 / 0.868 | 4.48           |
| Proxy-opt. BM3D [56] | 34.34 / 0.911 | 6.69       |
| Path-Restore    | 38.21 / 0.946 | 0.89           |

---
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4. [https://www.eecs.yorku.ca/~kamel/sidd/benchmark.php](https://www.eecs.yorku.ca/~kamel/sidd/benchmark.php)
With a deeper architecture and more training data, Path-Restore-Ext further mitigates the artifacts along sharp edges (e.g., the highlighted region of the first image).

**Path Selection.** We present the policy of path selection in Figure 6. The green color represents a short and simple path while the red color stands for a long and complex path. Path-Restore develops a reasonable policy for real-world denoising, using longer paths to process dark regions with severe noise while using shorter paths to process brighter regions with slight noise.

**Path-Restore-Ext.** To train the extended Path-Restore-Ext, we 1) adopt a deeper network, 2) use more training data, 3) reduce the reward penalty and 4) enlarge the patch size for training and testing. In particular, the network architecture is two times deeper than Path-Restore. We use more training data from the SIDD Small dataset [50]. Inspired by [59], we use unprocessing to get clear raw images with a similar distribution to those in DND [2]. Following [59], we add synthetic noise to the raw images. We then do raw processing for both clean and noisy raw images to get a pair of training images in sRGB domain. These images are mixed with the training data of Path-Restore, providing a larger dataset to train Path-Restore-Ext. We further reduce the reward penalty $p$ from $8 \times 10^{-6}$ to $2 \times 10^{-7}$ in order to encourage longer paths and better performance. The training and testing patch size are increased from $63 \times 63$ to $96 \times 96$. While testing, the stride between adjacent patches is 80.

### 4.2 Evaluation on Blind Gaussian Denoising

**Training and Testing Details.** We further conduct experiments on a blind denoising task where the distortion is Gaussian noise with a wide range of standard deviation $[0, 50]$. The network architecture is the same as that for real-world denoising. The training dataset includes the first 750 images of DIV2K [58] training set (denoted by DIV2K-T750).
TABLE 4
PSNR and average FLOPs of blind Gaussian denoising on CBSD68 and DIV2K-T50 datasets. The unit of FLOPs is Giga (×10^9). Path-Restore is consistently 25% faster (in terms of FLOPs) than DnCNN with comparable performance on different noise settings.

| Dataset | CBSD68 [57] | DIV2K-T50 [58] |
|---------|-------------|----------------|
| Noise   | uniform σ=10 | uniform σ=10 |
|         | σ=50 FLOPs  | σ=50 FLOPs     |
|         | linear peaks | linear peaks   |
|         | 31.17        | 31.15          |
|         | 31.18        | 31.15          |
|         | 4.22G        | 4.22G          |
|         | 37.32        | 37.32          |
|         | 32.82        | 32.82          |
|         | 31.17        | 31.15          |
|         | 31.18        | 31.15          |
|         | 4.22G        | 4.22G          |
|         | 37.32        | 37.32          |
|         | 32.82        | 32.82          |
|         | 5.31G        | 5.31G          |
|         | 31.17        | 31.15          |
|         | 31.18        | 31.15          |
|         | 4.22G        | 4.22G          |
|         | 37.32        | 37.32          |
|         | 32.82        | 32.82          |
|         | 5.31G        | 5.31G          |

Fig. 7. Qualitative results of spatially variant (type “peaks”) Gaussian denoising. While most visual results are comparable, Path-Restore recovers textured regions better than DnCNN since these regions are processed with long paths.

Fig. 8. The policy of path selection for uniform Gaussian denoising σ = 30. The pathfinder learns to select long paths for the objects with detailed textures while process the smooth background with short paths.

and 400 images used in [60], We choose DnCNN [23] as our baseline since it has similar number of parameters as our method (0.7 million for DnCNN and 0.9 million in total for ours). For fair comparison, we use the officially released codes to train DnCNN [23] with the same training dataset as ours. Following [23], we test our model on CBSD685 and we further do evaluation on the remaining 50 images in the DIV2K training set (denoted by DIV2K-T50). In addition to uniform Gaussian noise, we also conduct experiments on spatially variant Gaussian noise using the settings in FFDNet [55]. Specifically, “linear” denotes that the Gaussian noise level gradually increases from 0 to 50 from the left to the right side of an image. Another spatially variant noise, denoted by “peaks”, is obtained by translating and scaling Gaussian distributions as in [55], and the noise level also ranges from 0 to 50.

Quantitative and Qualitative Results. We report the PSNR performance and average FLOPs in Table 4. For both uniform and spatially variant denoising on different datasets, Path-Restore is able to achieve about 25% speed-up (in terms of FLOPs) than DnCNN [23] while achieving comparable performance. The acceleration on DIV2K-T50 is slightly larger than that on CBSD68, because high-resolution images in DIV2K-T50 tend to have more smooth regions that can be restored in short network paths. When processing a 512×512 image, the CPU runtime of DnCNN is 3.16s, while the runtime of Path-Restore is 2.37s and 2.99s given σ = 10 and σ = 50, respectively. In practice, Path-Restore is about 20% faster than DnCNN on average.

Several qualitative results of spatially variant (type “peaks”) Gaussian denoising are shown in Figure 7. Although most of the restored images are visually comparable, Path-Restore achieves better results on some regions with fine-grained textures, since Path-Restore could select more complex paths to process hard examples with detailed textures.

Path Selection. We first visualize the path selection for uniform Gaussian denoising in Figure 8. The input noisy images are shown in the first row, and the policy under

5. Color images of BSD68 dataset [57].
We further evaluate our method on a complex restoration task as that in RL-Restore [27], where an image is corrupted by different levels of Gaussian blur, Gaussian noise and JPEG compression simultaneously. The network architecture is presented in Figure 10, where there are four paths in each dynamic block. Following [27], we use DIV2K-T750 for training and DIV2K-T50 for testing. We report results not only on $63 \times 63$ sub-images as in [27] but also on the whole images with 2K resolution. To conduct a thorough comparison, we test RL-Restore in two ways for large images: 1) each $63 \times 63$ region is processed using a specific toolchain (denoted by RL-Restore-re), and 2) each $63 \times 63$ region votes for a toolchain, and the whole image is processed with a unified toolchain that wins the most votes (denoted by RL-Restore-im).

In the first training stage, the random policy (initialization of path section) is a categorical distribution related to the specific combination of distortions. In particular, we classify each type of distortion (i.e., Gaussian blur, Gaussian noise and JPEG compression) into 10 levels (from 1 to 10) in the same way as RL-Restore [27]. The degradation levels of blur, noise and JPEG are denoted by $l_b$, $l_n$, and $l_j$, respectively. The parameters of categorical distribution can be written as $\sigma(l)$, where $\sigma(\cdot)$ is the Softmax function and $l = (1, 0.2l_0 - 0.1, 0.2l_n - 0.1, 0.2l_j - 0.1)$.

Quantitative Results. The quantitative results are shown in Table 5. The results on $63 \times 63$ sub-images show that Path-Restore achieves a slightly better performance compared with RL-Restore. While testing on large images with 2K resolution, our method shows more apparent gain (0.2 dB higher) than RL-Restore-re and RL-Restore-im with just a tiny increase in computational complexity (FLOPs).

### Table 5

| Image size | 63x63 image | 2K image | FLOPs(G) |
|------------|-------------|----------|----------|
| Metric     | PSNR / SSIM | PSNR / SSIM |           |
| RL-Restore-re | 25.61 / 0.8264 | 25.55 / 0.8251 | 1.34     |
| RL-Restore-im | 26.48 / 0.5667 | 25.81 / 0.8327 | 0.948    |
| Path-Restore | 26.48 / 0.5667 | 25.81 / 0.8327 | 1.38     |

Fig. 9. The policy of path selection for spatially variant (type “linear”) Gaussian denoising. The pathfinder learns a dispatch policy based on both the content and the distortion, i.e., short paths for smooth and clean regions while long paths for textured and noisy regions.

Fig. 10. The architecture of dynamic block and pathfinder for addressing mixed distortions.

$p = 8 \times 10^{-6}$ and $p = 5 \times 10^{-6}$ are presented in the second and third rows, respectively.

It is observed that a larger reward penalty $p$ leads to a shorter path, as the pathfinder learns to avoid choosing overly complex paths that have very high reward penalty. Although the noise level is uniform within each image, the pathfinder learns a dispatch policy that depends on the image content. For example, the pathfinder focuses on processing the subject of an image (e.g., the airplane and penguin in the left two images) while assigning the smooth background to simple paths.

The dispatch policy for spatially variant (type “linear”) Gaussian denoising is shown in Figure 9. As the noise level gradually increases from left to right, the chosen paths become more and more complex. This demonstrates that the pathfinder learns a dispatch policy based on distortion level. Moreover, on each blue dash line, the noise level remains the same but the path selection is quite diverse, again demonstrating the pathfinder could select short paths for smooth regions while choose long paths for textured regions.

#### 4.3 Evaluation on Mixed Distortions

Training and Testing Details. We further evaluate our method on a complex restoration task as that in RL-Restore [27], where an image is corrupted by different levels of Gaussian blur, Gaussian noise andJPEG compression simultaneously. The network architecture is presented in Figure 10, where there are four paths in each dynamic block. Following [27], we use DIV2K-T750 for training and DIV2K-T50 for testing. We report results not only on $63 \times 63$ sub-images as in [27] but also on the whole images with 2K resolution. To conduct a thorough comparison, we test RL-Restore in two ways for large images: 1) each $63 \times 63$ region is processed using a specific toolchain (denoted by RL-Restore-re), and 2) each $63 \times 63$ region votes for a toolchain, and the whole image is processed with a unified toolchain that wins the most votes (denoted by RL-Restore-im).

In the first training stage, the random policy (initialization of path section) is a categorical distribution related to the specific combination of distortions. In particular, we classify each type of distortion (i.e., Gaussian blur, Gaussian noise and JPEG compression) into 10 levels (from 1 to 10) in the same way as RL-Restore [27]. The degradation levels of blur, noise and JPEG are denoted by $l_b$, $l_n$, and $l_j$, respectively. The parameters of categorical distribution can be written as $\sigma(l)$, where $\sigma(\cdot)$ is the Softmax function and $l = (1, 0.2l_0 - 0.1, 0.2l_n - 0.1, 0.2l_j - 0.1)$. Given this prior distribution, if an image is mainly corrupted by one type of distortion, it will be assigned to the corresponding path with a high probability. If none of these three types of distortion is severe, the input image will be dispatched to the first path (bypass connection).

Quantitative Results. The quantitative results are shown in Table 5. The results on $63 \times 63$ sub-images show that Path-Restore achieves a slightly better performance compared with RL-Restore. While testing on large images with 2K resolution, our method shows more apparent gain (0.2 dB higher) than RL-Restore-re and RL-Restore-im with just a tiny increase in computational complexity (FLOPs). The CPU runtime of RL-Restore-re, RL-Restore-im and Path-Restore are 1.34s, 1.09s and 0.954s, respectively. These results show that Path-Restore runs faster than RL-Restore in practice. The reason is that RL-Restore needs extra time to switch among different models while this overhead is not needed in the unified framework – Path-Restore.

Qualitative Results. As shown in Figure 11, RL-Restore-re tends to produce inconsistent boundaries and appearance between adjacent $63 \times 63$ regions, as each region may be processed by entirely different models. RL-Restore-im fails to address severe noise or blur in some regions because
Fig. 11. Qualitative results of addressing mixed distortions. RL-Restore [27] tends to generate artifacts across different regions (see the white arrow), while Path-Restore is able to handle diverse distortions and produce more spatially consistent results (zoom in for best view).

Fig. 12. The policy of path selection for mixed distortions (4 paths including 1 bypass connection in each dynamic block). The light color represents that a small number of the corresponding paths are selected, while the dark color shows that a large number of the corresponding paths are chosen.

TABLE 6
Quantitative evaluation of Path-Restore-Mask on the Darmstadt Noise Dataset [2] and the Smartphone Image Denoising Dataset [50].

| Dataset             | DND [2] | SIDD [50] |
|---------------------|---------|-----------|
|                     | PSNR    | SSIM      | FLOPs (G) | Time (s) | PSNR    | SSIM      | FLOPs (G) | Time (s) |
| Path-Restore        | 39.00   | 0.9542    | 5.60      | 0.149    | 38.21   | 0.946     | 7.13      | 0.89     |
| Path-Restore-Mask   | 39.18   | 0.9563    | 4.77      | 0.146    | 38.42   | 0.949     | 6.34      | 0.76     |

only a single toolchain can be selected for the whole image. On the contrary, thanks to the dynamic blocks in a unified network, Path-Restore not only removes the distortions in different regions but also yields spatially consistent results.

**Path Selection.** We show the results of path selection in Figure 12. The number of the 2nd, 3rd and 4th path selected are shown in the red, green and purple heat maps, respectively. For a blurry image with slight noise and compression, the pathfinder dispatches almost all image regions to the 2nd path, namely, more blurry images are assigned to the 2nd path compared with other paths, during the first training stage. Smooth regions are routed to the bypass path even when the blur is severe, because blur (without other types of distortion) does not affect the looking of smooth regions. Given an image with severe noise, the pathfinder routes most regions to the 3rd path, and even smooth regions require long paths to restore when the noise level is high. When multiple distortions co-exist, the path selection depends on both the image content and the combination of distortions. Interestingly, the 4th path that has been assigned many JPEG images in the first training stage, is frequently selected at the first dynamic block yet seldom chosen at successive blocks. Perhaps the pathfinder learns that addressing JPEG compression at the beginning is a good restoration policy.

### 4.4 Evaluation of Path-Restore-Mask

**Implementation Details.** In Path-Restore-Mask, the architectures of the shared path and dynamic paths are the same as those of Path-Restore (in Sec. 4.1). As for the pathfinder, the convolutional layers are “Conv(5,16,4)–Conv(5,8,4)–Conv(3,2,2)”, where the parameters denote kernel size, number of filters and stride, respectively. The hidden state of ConvLSTM has two channels. Note that one pixel on the mask represents a 32×32 region on the features. The training data is the same as Path-Restore, as specified.
in Sec. 4.1. We evaluate the performance on DND [2] and SIDD [50] benchmarks for real-world denoising.

**Quantitative Results.** Quantitative comparisons between Path-Restore-Mask and Path-Restore are shown in Table 6. On both DND and SIDD benchmarks, Path-Restore-Mask consistently outperforms Path-Restore by more than 0.2 dB. The better performance does not come at a price of higher complexity. It is observed that the FLOPs of Path-Restore-Mask are even 10% fewer than Path-Restore on both benchmarks, and the GPU runtime of Path-Restore-Mask is also shorter. Processing a large image at image level is more efficient than at patch level. When treating different regions jointly, the features of adjacent regions can be exploited, and computation on overlapping regions is no longer required.

**Qualitative Results and Path Selection.** Qualitative comparisons are shown in Figure 13. We observe that most of the visual results are comparable, but Path-Restore-Mask yields fewer artifacts in the regions with severe noise (see the highlighted regions in the red box). The path-selection results indicate that Path-Restore-Mask selects more diverse paths with spatially smoother policy. Specifically, on the path-selection map of Path-Restore, the checkerboard-like policy occasionally appears, where one region is dispatched to a different path compared with that of surrounding regions. On the contrary, such a scenario seldom occurs for Path-Restore-Mask, because the pathfinder could observe the adjacent features while selecting the current path.

| Dataset     | DIV2K-T50 [58] |
|-------------|----------------|
| Metric      | 63×63 sub-image | 2K image |
| PSNR        | FLOPs (G)      | PSNR | FLOPs (G) |
| 4 paths     | 26.48 | 1.00 | 25.81 | 1.38 |
| 2 paths     | 26.46 | 1.09 | 25.80 | 1.48 |

**Fig. 13.** Qualitative comparisons between Path-Restore-Mask and Path-Restore. The brightness and contrast of the highlighted parts are increased for better view. The path-selection map is presented in the bottom left corner of each image.

**Fig. 14.** Performance-complexity trade-off for real-world denoising on the DND benchmark [2].

**Fig. 15.** Performance-complexity trade-off vs. non-regulated reward and DnCNN for spatially variant (type “linear”) Gaussian denoising on DIV2K-T50 [58].

**4.5 Discussions**

**Architecture of Dynamic Block.** We investigate the number of paths in each dynamic block. For the task to address mixed distortions, the number of paths is originally set as 4 since there are 3 paths for various distortions and 1 bypass connection. As shown in Table 7, we alternatively use 2 paths to address the same task. It is observed that the FLOPs increase by nearly 10% when achieving comparable performance with the original setting.

**Difficulty-Regulated Reward.** A performance-complexity trade-off can be achieved by adjusting the reward penalty $p$ while training. The trade-off for real-world denoising on the DND benchmark [2] is shown in Figure 14, where the red points represent Path-Restore with different architecture and reward penalty while the blue points represent other methods. Path-Restore achieves a better PSNR-FLOPs trade-off compared with other methods when tuning the reward penalty. The trade-off is reasonable because a smaller reward penalty encourages the pathfinder to select a longer path for each region, resulting in better performance. We conduct a similar study on Gaussian denoising. As shown in Figure 15, reducing $p$ gradually from $p = 8 \times 10^{-6}$ to $3 \times 10^{-6}$, the blue curve depicts that PSNR and FLOPs both increase as the reward penalty decreases. We also adjust the depth of DnCNN to achieve the trade-off between PSNR
and FLOPs, as shown in the green curve of Figure 15. We observe that Path-Restore is consistently better than DnCNN by 0.1 dB with the same FLOPs. When achieving the same performance, our method is nearly 30% faster than DnCNN.

We then study the impact of “difficulty” in the proposed reward function. In particular, we set difficulty $d \equiv 1$ in Eq. (3) to form a non-regulated reward. As shown in Figure 15, the orange curve is consistently below the blue curve, indicating that the proposed difficulty-regulated reward helps Path-Restore achieve a better performance-complexity trade-off. We further present the path-selection policy of different rewards in Figure 16. Compared with non-regulated reward, our difficulty-regulated reward saves more computations when processing easy regions (e.g., region in the red box), despite using a longer path to process hard regions (e.g., region in the blue box).

**Training Datasets.** The selection of training data is important for real-world denoising. In the aforementioned experiments, we adopt the same training data as CBDNet [9] when evaluating our method on the DND [2] benchmark, and only SIDD [50] training dataset is used for the evaluation on SIDD benchmark. To investigate the effects of training datasets, we further use the same training data as RIDNet [1] for the evaluation on both DND and SIDD. As shown in Table 8, Path-Restore-Mask represents our results with the original training data, and “+ data of RIDNet” denotes using the same training data as RIDNet. It is observed that the inference time almost remains the same. The PSNR is improved by 0.19 dB and 0.08 dB on DND and SIDD, respectively. The PSNR improvement is reasonable as the training dataset of RIDNet is larger than that of CBDNet.

**The Effects of Pathfinder.** The pathfinder is an essential module in our framework. In Table 8, “- pathfinder” denotes a Path-Restore-Mask model without the pathfinder. In this case all image regions are processed by the same architecture. Note that we also use the training dataset of RIDNet [1] to train this model. On DND [2] benchmark, removing the pathfinder results in the same PSNR with an increase of 39% in runtime. On SIDD [50] benchmark, without the pathfinder, the PSNR decreases by 0.19 dB while the runtime increases by 13%.

We further evaluate the effects of pathfinder for addressing mixed distortions on DIV2K-T50 dataset [58]. We manually select the shortest path and one of the longest paths (the third path in each dynamic block), denoted by “Shortest Path” and “Longest Path”, respectively. A “Random path” dispatch policy with uniform distribution is also used. As shown in Figure 17, with an effective pathfinder, Path-Restore outperforms all of the above policies. A random path selection is worse than the shortest path, indicating that learning path selection is non-trivial. Qualitative results are presented in Figure 18. Compared to manually designed dispatch policies, Path-Restore yields clearer images with fewer artifacts.

**Parameters.** We summarize the number of parameters of each method in Table 9. The parameters of all paths are included. On the denoising task, Path-Restore has slightly more parameters than FFDNet, yet has apparently fewer parameters than other methods. Several approaches like CBDNet and PRIDNet adopt down-sampling for acceleration. However, it comes at a price of increasing parameters because the number of channels has to be expanded in a smaller scale. In particular, the number of parameters for PRIDNet is 140 times larger than ours. For addressing mixed distortions, Path-Restore has fewer parameters than RL-Restore. RL-Restore offers a toolbox that contains 12 task-specific CNNs. Although each CNN is light-weight, the total number of parameters is large.

**Comparisons to Category-Specific Denoising.** Anwar et al. [26] propose a denoising algorithm that separately processes different image regions. Specifically, it applies inter-
Table 9: Total parameters of each method on different tasks.

| Task            | Method             | Parameters (×10^6) |
|-----------------|--------------------|--------------------|
| Denoising       | FFDNet [55]        | 8.52               |
|                 | CBDNet [9]         | 67.9               |
|                 | N3Net [24]         | 37.1               |
|                 | RIDNet [1]         | 16.4               |
|                 | PRIDNet [25]       | 742                |
|                 | Path-Restore       | 9.19               |
| Mixed Distortions | RL-Restore [27]   | 5.22               |
|                 | Path-Restore       | 3.79               |

Fig. 19: Qualitative comparisons to category-specific denoising [26].

Fig. 19. Qualitative comparisons to category-specific denoising [26].

5 Conclusion

We have devised a new framework for image restoration with low computational cost. Combining reinforcement learning and deep learning, we propose Path-Restore that enables path selection for each image region. Specifically, Path-Restore is composed of a multi-path CNN and a pathfinder. The multi-path CNN offers several paths to address different types of distortions, and the pathfinder is able to find the optimal path to efficiently restore each region. To learn a reasonable dispatch policy, we propose a difficulty-regulated reward that encourages the pathfinder to select short paths for the regions that are easy to restore. We further investigate two mechanisms to independently and jointly process different image regions. Path-Restore achieves comparable or superior performance to existing methods on various restoration tasks with much fewer computations. Our method is especially effective for real-world denoising, where the noise distribution is diverse across different image regions. The idea of region-based path selection can also be applied to other tasks where each image region should be treated differently.
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