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Abstract
We consider the problem of constrained Markov Decision Process (CMDP) where an agent interacts with a unichain Markov Decision Process. At every interaction, the agent obtains a reward. Further, there are $K$ cost functions. The agent aims to maximize the long-term average reward while simultaneously keeping the $K$ long-term average costs lower than a certain threshold. In this paper, we propose CMDP-PSRL, a posterior sampling based algorithm using which the agent can learn optimal policies to interact with the CMDP. Further, for MDP with $S$ states, $A$ actions, and diameter $D$, we prove that following CMDP-PSRL algorithm, the agent can bound the regret of not accumulating rewards from optimal policy by $O(poly(DSA)\sqrt{T})$. Further, we show that the violations for any of the $K$ constraints is also bounded by $O(\sqrt{T})$. To the best of our knowledge, this is the first work which obtains a $O(\sqrt{T})$ regret bounds for ergodic MDPs with long-term average constraints.

1. Introduction

Reinforcement Learning and stochastic optimization using Markov Decision Process (MDP) (Puterman 2014) is being increasingly applied in many domains such as robotics (Levine et al., 2016), recommendation systems (Shani et al., 2005), UAV trajectory optimization (Zhang et al., 2015), etc. Most of these applications aim at maximizing certain metric such as increasing number of clicks in a recommendation system or reducing the time to achieve a certain pose in robotics. Further, there has been significant theoretical analysis and near optimal algorithms using optimistic MDPs (Jaksch et al., 2010), posterior sampling (Agrawal and Jia, 2017; Osband et al., 2013), and policy gradients (Agarwal et al., 2020). However, many applications, along with optimizing the objective, also aim to satisfy certain constraints.

As a motivating example, consider a wireless sensor network where the devices aim to update a server with sensor values. At time $t$, the device can choose to send a packet to obtain a reward of 1 unit or to queue the packet and obtain 0 reward. However, communicating a packet results in $p_t$ power consumption. At time $t$, if the wireless channel condition, $s_t$, is weak and the device chooses to send a packet, the resulting instantaneous power consumption, $p_t$, is high. The goal is to send as many packets as possible while keep the average power consumption, $\sum_{t=1}^{T} p_t / T$, within some limit, say $C$. This environment has state $(s_t, q_t)$ as the channel condition and queue length at time $t$. To limit the power consumption, the agent may choose to send packets when the channel condition is good or when the queue length grows beyond a certain threshold. The agent aims to learn the policies in an online manner which requires efficiently balancing exploration of state-space and exploitation of the estimated system dynamics (Singh et al., 2020).

* The authors are with Purdue University, West Lafayette IN 47907, USA, email:{agarw180, bganguly, vaneet}@purdue.edu.
Similar to the example above, many applications require to keep some costs low while simultaneously maximizing the rewards (Altman, 1999). Owing to the importance of this problem, in this paper, we consider the problem of constrained Markov Decision Processes (constrained MDP or CMDP). We aim to develop a reinforcement learning algorithm following which an agent can bound the constraint violations and the regret in obtaining the optimal reward to $o(T)$.

The problem setup, where the system dynamics are known, is extensively studied (Altman, 1999). For a constrained setup, the optimal policy is possibly stochastic (Altman, 1999; Puterman, 2014). In the domain where the agent learns the system dynamics and aims to learn good policies online, there has been work where to show asymptotic convergence to optimal policies (Gattami et al., 2021), or even provide regret guarantees when the MDP is episodic (Zheng and Ratliff, 2020; Ding et al., 2021). Recently, (Singh et al. 2020) considered the problem of online optimization of infinite-horizon communicating Markov Decision Processes with long-term average constraints. They propose a mixing based policy where the at every time step $t$, the agent selects an action from the optimal optimistic policy with probability $1 - \gamma_t$ or selects an action uniformly at random with probability $\gamma_t$. Using a $\gamma_t = \Theta(t^{-1/4})$, they obtain a regret bound of $\tilde{O} \left( S \sqrt{AT^{1.5}} \right)$. Additionally, finding the optimistic policy is a computationally intensive task as the number of optimization variables become $S^3 \times A^2$ for MDP with $S$ states and $A$ actions.

In this paper, we also consider the reinforcement learning an infinite-horizon unichain MDP (Tarbouriech and Lazaric, 2019; Gattami et al., 2021) with long-term average constraints. We eliminate the use of additional exploration using $\gamma_t$ using the ergodicity of the MDP. The natural ergodicity of the MDP allows us to bound the reward regret of the MDP as $\tilde{O}(\text{poly}(DSA) \sqrt{T})$. Additionally, we also bound the constraint regret as $\tilde{O}(\text{poly}(DSA) \sqrt{T})$. We propose a posterior sampling based algorithm where we sample the transition dynamics using a Dirichlet distribution (Osband et al., 2013), which achieves this regret bound. To bound the constraints violation, we use the gap between the costs incurred by running a policy for sampled MDP and costs incurred by running a policy for true MDP. Additionally, the posterior sampling approach helps to reduces the optimization variables, to find only the optimal policy for the sampled MDP, to only $S \times A$ variables. Finally, we provide numerical examples where the algorithm converges to the calculated optimal policies. To the best of our knowledge, this is the first work to obtain $O(\sqrt{T})$ regret guarantees for the infinite horizon long-term average constraint setup.

2. Related Work

Stochastic Optimization using Markov Decision Processes has very rich roots (Howard, 1960). There have been work in understanding convergence of the algorithm to find optimal policies for known MDPs (Bertsekas and Tsitsiklis, 1996; Altman, 1999). Also, when the MDP is not known, there are algorithms with asymptotic guarantees for learning the optimal policies (Watkins and Dayan, 1992) which maximize an objective without any constraints. Recent algorithms even achieve finite time near-optimal regret bounds with respect to the number of interactions with the environment (Jaksch et al., 2010; Osband et al., 2013; Agrawal and Jia, 2017; Jin et al., 2018). (Jaksch et al., 2010) uses the optimism principle for minimizing regret for infinite horizon MDPs with bounded diameter. (Osband et al. 2013) extended the analysis of (Jaksch et al. 2010) to posterior sampling for episodic MDPs and bounded the Bayesian regret. (Agrawal and Jia, 2017) uses a posterior sam-
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pling based approach and obtains a frequentist regret for the infinite horizon MDPs with bounded diameter.

In many reinforcement learning settings, the agent not only wants to maximize the rewards but also satisfy certain cost constraints (Altman, 1999). Early works in this area were pioneered by (Altman and Schwartz, 1991). They provided an algorithm which combined forced explorations and following policies optimized on empirical estimates to obtain an asymptotic convergence. (Borkar, 2005) studied the constrained RL problem using actor-critic and a two time-scale framework (Borkar, 1997) to obtain asymptotic performance guarantees. Very recently, (Gattami et al., 2021) analyzed the asymptotic performance for Lagrangian based algorithms for infinite-horizon long-term average constraints.

Inspired by the finite-time performance analysis of reinforcement learning algorithm for unconstrained problems, there has been a significant thrust in understanding the finite-time performances of constrained MDP algorithms. (Zheng and Ratliff, 2020) considered an episodic CMDP and use an optimism based algorithm to bound the constraint violation as $\tilde{O}(\sqrt{T^{1.5}})$ with high probability. (Kalagarla et al., 2020) also considered the episodic setup to obtain an optimism based algorithm. (Ding et al. 2021) considered the setup of $H$-episode length episodic CMDPs with $d$-dimensional linear function approximation to bound the constraint violations as $\tilde{O}(d\sqrt{HT})$ by mixing the optimal policy with an exploration policy. (Efroni et al., 2020) proposes a linear-programming and primal-dual policy optimization algorithm to bound the regret as $O(S\sqrt{HT})$. (Qiu et al., 2020) proposed an algorithm which obtains a regret bound of $\tilde{O}(S\sqrt{AH^2T})$ for the problem of adversarial stochastic shortest path. Compared to these works, we focus on setting with infinite horizon long-term average constraints.

After developing a better understanding of the policy gradient algorithms (Agarwal et al. 2020), there has been theoretical work in the area of model-free policy gradient algorithms for constrained MDP and safe reinforcement learning as well. (Xu et al., 2020) consider an infinite horizon discounted setup with constraints and obtain global convergence using policy gradient algorithms. (Ding et al. 2020) also considers an infinite horizon discounted setup. They use a natural policy gradient to update the primal variable and sub-gradient descent to update the dual variable.

Recently (Singh et al. 2020) considered the setup of infinite-horizon CMDPs with long-term average constraints and obtain a regret bound of $\tilde{O}(T^{1.5})$ using an optimism based algorithm and forced explorations. We consider a similar setting with unichain CMDP and propose a posterior sampling based algorithm to bound the regret as $\tilde{O}(poly(DSA)\sqrt{T})$ using explorations assisted by the ergodicity of the MDP.

3. Problem Formulation

We consider an infinite horizon discounted Markov decision process (MDP) $\mathcal{M}$, defined by the tuple $(\mathcal{S}, \mathcal{A}, P, r, c_1, \cdots, c_K)$. $\mathcal{S}$ denotes a finite set of state space with $|\mathcal{S}| = S$, and $\mathcal{A}$ denotes a finite set of actions with $|\mathcal{A}| = A$. $P : \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}$ denotes the probability transition distribution. $r : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1]$ denotes the instantaneous reward. We also assume that the initial state $s_0$ follows a distribution $\rho$. We use $[K] = \{1, 2, \cdots, K\}$ to denote the set of $K$ constraints. $c_k : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1]$ denotes cost generated by constraint $k \in [K]$. We use a stochastic policy $\pi : \mathcal{S} \times \mathcal{A} \rightarrow [0, 1]$, which returns the probability of selecting action $a \in \mathcal{A}$ for any given state $s \in \mathcal{S}$.
Note that the a policy $\pi$ induces a Markov chain over the state space of the MDP. Pertaining to the Markov chains generated by the policies for $\mathcal{M}$, we now state our first assumption on our Markov Decision Process.

**Definition 1 (Unichain MDP)** An MDP is called unichain, if for each policy $\pi$, the Markov chain induced by $\pi$ is ergodic, i.e. each state is reachable from any other state.

**Assumption 1** The MDP $\mathcal{M}$ is an unichain MDP.

The second definition for the MDP involves the expected time to reach state $s \in \mathcal{S}$ from another state $s' \in \mathcal{S}$.

**Definition 2 (Diameter)** Consider the Markov Chain induced by the policy $\pi$ on the MDP $\mathcal{M}$. Let $T(s'|\mathcal{M}, \pi, s)$ be a random variable that denotes the first time step when this Markov Chain enters state $s'$ starting from state $s$. Then, the diameter of the MDP $\mathcal{M}$ is defined as:

$$D(\mathcal{M}) = \max_{s' \neq s} \min_{\pi} \mathbb{E}[T(s'|\mathcal{M}, \pi, s)]$$

From Assumption 1, we have that the MDP $\mathcal{M}$ has a finite diameter $D$. After discussing the transition dynamics of the system, we move to the rewards and costs of the MDP $\mathcal{M}$.

**Assumption 2** The reward function $r(s, a)$ and the costs $c_1(s, a), \ldots, c_K(s, a)$ are known to the agent.

We note that in most of the problems, rewards are engineered. Hence, Assumption 2 is justified in many setups. However, the system dynamics are stochastic and typically not known.

For a policy $\pi$, the expected long-term average cost are given by $\lambda^k_\pi$, respectively, when the policy $\pi$ is followed. Also, we denote the average long-term reward using $\lambda^R_\pi$. Formally, $\lambda^k_\pi$ and $\lambda^R_\pi$ are defined as

$$\lambda^k_\pi = \mathbb{E}_{s_0, a_0, s_1, a_1, \ldots} \left[ \lim_{\tau \to \infty} \frac{1}{\tau} \sum_{t=0}^{\tau} c_k(s_t, a_t) \right]$$

$$\lambda^R_\pi = \mathbb{E}_{s_0, a_0, s_1, a_1, \ldots} \left[ \lim_{\tau \to \infty} \frac{1}{\tau} \sum_{t=0}^{\tau} r(s_t, a_t) \right]$$

$s_0 \sim \rho_0(s_0), \ a_t \sim \pi(a_t|s_t), \ s_{t+1} \sim P(s_{t+1}|s_t, a_t)$

For brevity, in the rest of the paper, $\mathbb{E}_{s_t, a_t, s_{t+1}; t \geq 0}[:\cdot:]$ will be denoted as $\mathbb{E}_{\rho, \pi, P}[:\cdot:]$, where $s_0 \sim \rho_0(s_0), \ a_t \sim \pi(s_t|a_t), \ s_{t+1} \sim P(s_{t+1}|s_t, a_t)$.

The objective is find a policy $\pi^*$ which is the solution of the following optimization problem.

$$\max_{\pi} \lambda^R_\pi \text{ s.t.}$$

$$\lambda^k_\pi \leq C_1 \quad (C.1)$$

$$\vdots$$

$$\lambda^K_\pi \leq C_K \quad (C.K)$$
where \( C_1, \ldots, C_K \) are the bounds on the average costs which the agent needs to satisfy.

Any online algorithm starting with no prior knowledge will require to obtain estimates of transition probabilities \( P \) and obtain reward \( r \) and costs \( c_k, \forall k \in [K] \) for each state action pair. Initially, when algorithm does not have good estimates of the model, it accumulates a regret as well as violates constraints as it does not know the optimal policy. We define reward regret \( R(T) \) as the difference between the average cumulative reward obtained vs the expected rewards from running the optimal policy \( \pi^* \) for \( T \) steps, or

\[
R(T) = T \lambda_{\pi^*}^R - \sum_{t=1}^{T} r(s_t, a_t)
\]

Additionally, we define constraint regret \( R_k(T) \) for each constraint \( k \in [K] \) as the gap between the average cost incurred and constraint bounds, or

\[
R_k(T) = \left( \sum_{t=1}^{T} c_k(s_t, a_t) - TC_k \right)_+
\]

where \((x)_+ = \max(0, x)\).

In the following section, we present a model-based algorithm to obtain this policy \( \pi^* \), and reward regret and the constraint regret accumulated by the algorithm.

### 4. The CMDP-PSRL Algorithm

For infinite horizon optimization problems (or \( \tau \to \infty \)), we can use steady state distribution of the state to obtain expected long-term rewards or costs (Puterman, 2014). We use

\[
\lambda_{\pi}^k = \sum_{s \in S} \sum_{a \in A} c_k(s, a) d_{\pi}(s, a), \ \forall k \in [K]
\]

\[
\lambda_{\pi}^R = \sum_{s \in S} \sum_{a \in A} r(s, a) d_{\pi}(s, a)
\]

where \( d_{\pi}(s, a) \) is the steady state joint distribution of the state and actions under policy \( \pi \). Thus, we have the joint optimization problem in the following form

\[
\max_{d_{\pi}(s, a)} \sum_{s \in S} \sum_{a \in A} r(s, a) d_{\pi}(s, a)
\]

with the following set of constraints,

\[
\sum_{a \in A} d_{\pi}(s', a) = \sum_{s \in S} P(s'|s, a) d_{\pi}(s, a)
\]

\[
\sum_{s \in S, a \in A} d_{\pi}(s, a) = 1, \ d_{\pi}(s, a) \geq 0
\]

\[
\sum_{s \in S} \sum_{a \in A} c_k(s, a) d_{\pi}(s, a) \leq C_k \ \forall k \in [K]
\]

\[
(12)
\]
for all \( s' \in S, \forall s \in S, \) and \( \forall a \in A \). Equation (10) denotes the constraint on the transition structure for the underlying Markov Process. Equation (11) ensures that the solution is a valid probability distribution. Finally, Equation (12) are the constraints for the constrained MDP setup which the policy must satisfy.

Note that arguments in Equation (9) are linear, and the constraints in Equation (10) and Equation (11) are linear, this is a linear programming problem. Since convex optimization problems can be solved in polynomial time (Potra and Wright 2000), we can use standard approaches to solve Equation (9). After solving the optimization problem, we obtain the optimal policy from the obtained steady state distribution \( d^*(s, a) \) as,

\[
\pi^*(a|s) = \frac{Pr(a, s)}{Pr(s)} = \frac{d^*(a, s)}{\sum_{a \in A} d^*(s, a)} \quad \forall s \in S
\]  

Since we assumed that the CMDP is unichain, the Markov Chain induced from policy \( \pi \) is ergodic. Hence, every state is reachable following the policy \( \pi^* \), we have \( Pr(s) > 0 \) and Equation (13) is defined for all states \( s \in S \).

Further, since we assumed that the induced Markov Chain is irreducible for all stationary policies, we assume Dirichlet distribution as prior for the state transition probability \( P(s'|s, a) \). Dirichlet distribution is also used as a standard prior in literature (Agrawal and Jia, 2017; Osband et al., 2013). Proposition 3 formalizes the result of the existence of a steady state distribution when the transition probability is sampled from a Dirichlet distribution.

**Proposition 3** For MDP \( \hat{M} \) with state space \( S \) and action space \( A \), let the transition probabilities \( \hat{P} \) come from Dirichlet distribution. Then, any stationary policy \( \pi \) for \( \hat{M} \) will have a steady state distribution \( \hat{d}_\pi \) given as

\[
\hat{d}_\pi(s') = \sum_{s \in \hat{S}} \hat{d}_\pi(s) \left( \sum_{a \in A} \pi(a|s) P(s, a, s') \right) \quad \forall s' \in \hat{S}.
\]

**Proof** Transition probabilities \( P(s, a, \cdot) \) follow Dirichlet distribution, and hence they are strictly positive. Further, as the policy \( \pi(a|s) \) is a probability distribution on actions conditioned on state, \( \pi(a|s) \geq 0, \sum_a \pi(a|s) = 1 \). So, there is a non zero transition probability to reach from state \( s \in \hat{S} \) to state \( s' \in \hat{S} \). Since the single step transition probability matrix is strictly positive for any policy \( \pi \), a steady state distribution exists for any policy \( \pi \). \( \blacksquare \)

The complete constrained posterior sampling based algorithm, which we name CMDP-PSRL, is described in Algorithm 1. The algorithm proceeds in epochs, and a new epoch is started whenever the visitation count in epoch \( e \), \( \nu_e(s, a) \), is at least the total visitations before episode \( e \), \( N_e(s, a) \), for any state action pair (Line 8). In Line 9, we sample transition probabilities \( \hat{P} \) using the updated posterior and in Line 10, we update the policy using the optimization problem specified in Equation (9).

5. Regret Analysis

We note that when optimizing for long-term average rewards and long-term average constraints, we want to simultaneously minimize the reward regret and the constraint regrets. Further, if we know
Algorithm 1 CMDP-PSRL

1: Input: \( S, A, r, c_1, \cdots, c_K \)
2: Initialize \( N(s, a, s') = 1 \) \( \forall (s, a, s') \in S \times A \times S \), \( \pi_e(a|s) = \frac{1}{|A|} \forall (a, s) \in A \times S \), \( e = 0 \), \( \nu_e(s, a) = N_e(s, a) = 0 \) \( \forall (s, a) \in S \times A \)
3: for time index \( t = 1, 2, \cdots \) do
4: Observe state \( s \)
5: Play action \( a \sim \pi_e(\cdot|s) \)
6: Observe rewards \( \{r^k\} \) and next state \( s' \)
7: \( \nu_e(s, a) = 1, N(s, a, s') = 1 \)
8: if \( \nu_e(s, a) \geq \max(1, N_e(s, a)) \) for any \( s, a \) then
9: \( \tilde{P}(s'|a) \sim \text{Dir}(N(s, a, s')) \forall (s, a, s') \)
10: Solve steady state distribution \( d(s, a) \) as the solution of the optimization problem in Equations (9-12)
11: Obtain optimal policy for next epoch, \( e + 1 \), \( \pi_{e+1} \) as
\[
\pi_{e+1}(a|s) = \frac{d(s, a)}{\sum_{a \in A} d(s, a)}
\]
12: \( e = e + 1 \)
13: \( \nu_e(s, a) = 0, N_e(s, a) = \sum_{e'} \nu_{e'}(s, a) \) \( \forall (s, a) \)
14: end if
15: end for

The optimal policy \( \pi^* \) before hand, the deviations resulting from the stochasticity of the process can still result in some constraint violations. Also, since we sample a MDP, the policy which is feasible for the MDP may violate constraints on the true MDP. We want to bound this gap between \( K \) costs for the two MDPs as well.

We aim to quantify the regret from (1) deviation of long-term average rewards of the optimal policy because of incorrect knowledge of the MDP, and (2) deviation of the expected rewards and costs from following the optimal policy of the sampled MDP, and (3) deviation of the long-term average costs generated by the optimal policy for the sampled MDP on the sampled MDP and the long-term average costs generated by the optimal policy for the sampled MDP on the true MDP.

We now prove the regret bounds for Algorithm 1. We first give the high level ideas used in obtaining the bounds on regret. We divide the regret into regret incurred in each epoch \( e \). Then, we use the posterior sampling lemma (Lemma 1 from (Osband et al. 2013)) to obtain the equivalence between the long-term average rewards of the true MDP \( M \) and the long-term average rewards for the optimal value of the sampled MDP \( \hat{M} \). This allows us to use the results of stationary policies for average reward criteria from (Puterman 2014).

Bounding constraint violations requires additional manipulations. Note that the long-term average constraints for the true MDP may not be unique. Hence, we do not know which long-term average constraint to compare with. Further, we obtain a policy which is feasible for the sampled MDP. We now want to bound the constraint violation of this feasible policy for the sampled MDP when applied on the true MDP. To do so, we will use (Ortner et al., 2020, Lemma 5) to bound the difference between average cost of the feasible policy when applied to the sampled MDP and when applied to the true MDP.

We formally state the regret bounds and constraint violation bounds in Theorem 4 which we prove in detail in Appendix A.
Theorem 4 The expected reward regret \( \mathbb{E} [R(T)] \), and the expected constraint regret \( \mathbb{E} [R_k(T)] \) of Algorithm 1 are bounded as

\[
\mathbb{E} [R(T)] \leq O \left( \text{poly}(D, S, A) \sqrt{T \log T} \right)
\]

(14)

\[
\mathbb{E} [R_k(T)] \leq O \left( \text{poly}(D, S, A) \sqrt{T \log T} \right) \quad \forall \ k \in [K]
\]

(15)

Proof [Proof Outline] We break the cumulative regret into the regret incurred in each epoch \( e \). We now bound the regret in each epoch by breaking the regret into two terms using the average reward criteria (Puterman, 2014). This gives us:

\[
\mathbb{E} [R_T] = \mathbb{E} \left[ \sum_{e} \sum_{t=t_e}^{t_{e+1}-1} \left( \lambda^R_{\pi_e} - r(s_t, a_t) \right) \right] 
\]

(16)

\[
= \mathbb{E} \left[ \sum_{e} \sum_{t=t_e}^{t_{e+1}-1} \left( \hat{\lambda}^R_{\pi_e} - r(s_t, a_t) \right) \right] 
\]

(17)

\[
= \mathbb{E} \left[ \sum_{e} \sum_{t=t_e}^{t_{e+1}-1} \left( \hat{P}_{\pi_e} \hat{v}^R_{\pi_e}(s_t) - \hat{v}^R_{\pi_e}(s_t) + v^R_{\pi}(s_t) - r(s_t, a_t) \right) \right] 
\]

(18)

\[
= \mathbb{E} \left[ \sum_{e} \sum_{t=t_e}^{t_{e+1}-1} \left( \hat{P}_{\pi_e} \hat{v}^R_{\pi_e}(s_t) - P_{\pi_e} \hat{v}^R_{\pi_e}(s_t) \right) \right] + \mathbb{E} \left[ \sum_{e} \sum_{t=t_e}^{t_{e+1}-1} \left( v^R_{\pi}(s_t) - r(s_t, a_t) \right) \right] 
\]

(19)

The first term in Equation (19) denotes how far is transition probability matrix for the sampled MDP from the transition probability matrix induced by the policy at episode \( e \) for true MDP. We bound this term by bounding the deviation of observed empirical probability from the true transition probability. The second term bounds the deviation of the observed states to the expected states from the transition probability matrix induced by the policy at episode \( e \) for true MDP. We bound this term using the Azuma’s inequality and by bounding the maximum number of epochs \( e \). The third term is the deviation of the observed rewards from sampling action \( a_t \) from policy \( \pi_e(\cdot|s_t) \).

Regarding the constraint violations, for each \( k \in [K] \), we want to bound,

\[
\mathbb{E} \left[ R^k_T \right] = \mathbb{E} \left[ \left( \sum_{t=1}^{T} c_k(s_t, a_t) - T C_k \right)_+ \right] 
\]

(20)
We divide the constraint violation regret to into regret over epochs as well. Now, for each epoch, we know that the constraint is satisfied by the policy for the sampled MDP. This allows us to obtain:

\[
E \left[ R_k^T \right] = E \left[ \sum_{e} \sum_{t} \left( c_k(s_t, a_t) - C_k \right) \right] +
\]

(21)

\[
= E \left[ \sum_{e} \sum_{t} \left( c_k(s_t, a_t) - \tilde{\lambda}_k^{\pi_e} + \lambda_k^{\pi_e} - C_k \right) \right] +
\]

(22)

\[
= E \left[ \sum_{e} \sum_{t} \left( c_k(s_t, a_t) - \tilde{\lambda}_k^{\pi_e} \right) \right] +
\]

(23)

The first term in Equation (23) denotes the difference of the long-term average costs \( \tilde{\lambda}_k^{\pi_e} \) incurred by policy \( \pi_e \) on the sampled MDP with transitions \( \tilde{P} \) and the costs \( c(s_t, a_t) \) incurred by policy \( \pi_e \) on the true MDP with transitions \( P \). We bound this term using the result of (Ortner et al., 2020, Lemma 5). The second term is the violation of the constraint \( k \) by the feasible policy \( \pi_e \) for the sampled MDP. Since we are working with feasible policy here, this term is trivially 0.

We now bound the span of the long-term average costs and long-term average rewards of the sampled MDP with transition probabilities \( \tilde{P} \) with the diameter of the sampled MDP, \( \tilde{D} \). Now, again using the posterior sampling lemma (Osband et al., 2013, Lemma 1), we have \( E[\tilde{D}] = D \). To bound the deviation between the sampled transition probabilities and the true transition probabilities, we use result from (Weissman et al., 2003) to bound the \( \ell_1 \) distance of the transition probability vector given a state-action pair. Finally, summing over all the epochs with (Jaksch et al., 2010, Lemma 19) will bound the regret as \( O(poly(DSA)\sqrt{T log T}) \). 

We note that the fundamental setup of unconstrained optimization (\( K = 0 \)), the bound is loose compared to that of UCRL2 algorithm (Jaksch et al., 2010). This is because we use a stochastic policy instead of a deterministic policy. Recall that the optimal policy for CMDP setup is possibly stochastic (Altman, 1999).

6. Evaluation of the Proposed Algorithm

To validate the performance proposed CDMP-PSRL algorithm and the understanding of our analysis, we run the simulation on the flow and service control in a single-serve queue, which is introduced in (Altman and Schwartz, 1991). A discrete-time single-server queue with a buffer of finite size \( L \) is considered in this case. The number of the customer waiting in the queue is considered as the state in this problem and thus \( |S| = L + 1 \). Two kinds of the actions, service and flow, are considered in the problem and control the number of customers together. The action space for service is a finite subset \( A \) in \([a_{min}, a_{max}]\), where \( 0 < a_{min} \leq a_{max} < 1 \). Given a specific service action \( a \), the service a customer is successfully finished with the probability \( b \). If the service is successful, the length of the queue will reduce by 1. Similarly, the space for flow is also a finite subsection
Figure 1: Performance of the proposed CMDP-PSRL algorithm on a flow and service control problem for a single queue. The average constraint violations become zero as the algorithm proceeds.

$B$ in $[b_{min}, b_{max}]$. In contrast to the service action, flow action will increase the queue by 1 with probability $b$ if the specific flow action $b$ is given. Also, we assume that there is no customer arriving when the queue is full. The overall action space is the Cartesian product of the $A$ and $B$. According to the service and flow probability, the transition probability can be computed and is given in the Table 1.

| Current State | $P(x_{t+1} = x_t - 1)$ | $P(x_{t+1} = x_t)$ | $P(x_{t+1} = x_t + 1)$ |
|---------------|-------------------------|---------------------|-------------------------|
| $1 \leq x_t \leq L - 1$ | $a(1 - b)$ | $ab + (1 - a)(1 - b)$ | $(1 - a)b$ |
| $x_t = L$ | $a$ | $1 - a$ | 0 |
| $x_t = 0$ | 0 | $1 - b(1 - a)$ | $b(1 - a)$ |

Define the reward function as $r(s, a, b)$ and the constraints for service and flow as $c^1(s, a, b)$ and $c^2(s, a, b)$, respectively. Define the stationary policy for service and flow as $\pi_a$ and $\pi_b$, respectively.
Then, the problem can be define as

$$\max_{\pi_a, \pi_b} \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} r(s_t, \pi_a(s_t), \pi_b(s_t))$$

s.t. \( \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} c^1(s_t, \pi_a(s_t), \pi_b(s_t)) \geq 0 \) \hspace{1cm} (24)

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} c^2(s_t, \pi_a(s_t), \pi_b(s_t)) \geq 0$$

According to the discussion in (Altman and Schwartz, 1991), we define the reward function as

$$r(s, a, b) = 5 - s,$$

which is an decreasing function only dependent on the state. It is reasonable to give higher reward when the number of customer waiting in the queue is small. For the constraint function, we define

$$c^1(s, a, b) = -10a + 6$$

and

$$c^2 = -8*(1 - b)^2 + 2,$$

which are dependent only on service and flow action, respectively. Higher constraint value is given if the probability for the service and flow are low and high, respectively.

In the simulation, the length of the buffer is set as \( L = 5 \). The service action space is set as \([0.2, 0.4, 0.6, 0.8]\) and the flow action space is set as \([0.5, 0.6, 0.7, 0.8]\). We use the length of horizon \( T = 10^5 \) and run 100 independent simulations of the proposed CMDP-PSRL algorithm. The result is shown in the Figure 1. The average values of the cumulative reward and the constraint functions are shown in the solid lines. Also, we plot the standard deviation around the mean value in the shadow to show the random error. It is found that the cumulative reward convergences to about 4. The service and flow constraints converge to 0 as expected. In order to compare this result to the optimal, we assume that the full information of the transition dynamics is known and then use Linear Programming to solve the problem. The optimal cumulative reward from LP is shown to be 4.08. We note that the reward of the proposed CMDP-PSRL algorithm becomes closer the optimal reward as the algorithm proceeds.

We also experiment with our algorithm to improve the empirical performance. We note that the CMDP-PSRL algorithm uses a new policy after every epoch. The new policy is generated from a larger number of samples and hence it’s performance is closer to the true MDP. We present the empirical results in Figure 2 for different trigger rates of the epoch. However, one cannot trigger a new policy after every time-step as this result in a large regret because the deviation of the value of the expected state and the observed state becomes large as suggested by the proof of Theorem 4 in Appendix A.

7. Conclusion

This paper, considers the setup of reinforcement learning in unichain infinite-horizon constrained Markov Decision Processes with \( K \) long-term average constraint. We propose a posterior sampling based algorithm, CMDP-PSRL, which proceeds in epochs. At every epoch, we sample a new CMDP and generate a solution for the constraint optimization problem. A major advantage of the posterior sampling based algorithm over an optimistic approach is, that it reduces the complexity of solving for the optimal solution of the constraint problem. We also study the proposed CMDP-PSRL algorithm from regret perspective. We bound the regret of the reward collected by the CMDP-PSRL algorithm as \( O(poly(DSA)\sqrt{T \log T}) \). Further, we bound the gap between the
For $\nu_e(s, a) \geq \max(1, N_e(s, a)/M)$. We note that the performance of the proposed algorithm empirically improves when we trigger a new episode early enough.

long-term average costs of the sampled MDP and the true MDP to bound the $K$ constraint violations as $O(poly(DSA)\sqrt{T\log T})$. Finally, we evaluate the proposed CMDP-PSRL algorithm on a flow control problem for single queue and show that the proposed algorithm performs empirically well. This paper is the first work which obtains a $O(\sqrt{T})$ regret bounds for ergodic MDPs with long-term average constraints. A model-free algorithm that obtains similar regret bounds for infinite horizon long-term average constraints remains an open problem.
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Appendix A. Proof for Regret Bounds

We now prove the regret bounds of Algorithm 1. We use the set of variables and symbols described in Table 2 for our analysis.

| Variable | Definition | Description |
|----------|------------|-------------|
| $\mathcal{M}$ | True CMDP | |
| $P(s, a, s')$ | Transition probabilities for landing in state $s'$ from state-action pair $(s, a)$ for $\mathcal{M}$ | |
| $r(s, a)$ | reward obtained by taking action $a$ in state $s$ for $\mathcal{M}$ | |
| $N_e(s, a, s')$ | Visitation count of $(s, a, s')$ pair till epoch $e$ | |
| $\hat{P}_e(s, a, s') = \frac{N_e(s, a, s')}{\sum_{s''} N_e(s, a, s'')}$ | Estimated probability of landing in $s'$ from $s$, $a$ at epoch $e$ | |
| $\tilde{P}(s, a, \cdot)$ | Dir$(N_e(s, a, \cdot))$ | Sampled transition probabilities |
| $\tilde{\mathcal{M}}$ | Sampled CMDP with transition probabilities as $\tilde{P}$ | |

Table 2: Glossary of the variables and symbols used in the analysis

Note that the optimal return will be unique, however the policy achieving the optimal return may not be unique. We first describe a high level approach used in obtaining the bounds on regret and then we formally obtain the required result.

We perform the following sequence of steps to bound the reward regret:

- **Bound the rewards obtained by the agent from the average reward of the optimal policy, by break the total regret into regret of epochs.**

- **Bound the total number of epochs of Algorithm 1 (Lemma 6).**

- **Equivalence of the expected reward**: Use Lemma 5 to obtain the equivalence between the expected return of an optimal policy of the true CMDP $\mathcal{M}$ and the value of an optimal policy of the sampled CMDP $\tilde{\mathcal{M}}_e$.

- **Use average reward-criteria from (Puterman, 2014) to split the regret in each epoch into:**
  1. **Deviation from expected rewards of policy**: Deviation of the observed rewards and the obtained rewards. We will use Azuma-Hoeffdings inequality (Lemma 8) to bound this term.
  2. **Deviation from true transition probabilities**: Regret because of not knowing the true transition probabilities. We will use results from Lemma 10 to bound the $\ell_1$ distance of the estimated probabilities to true transition probabilities.
3. **Deviation from expected next state**: Deviation of the gain of the observed state from the expected gain of the next state. We will again use Azuma-Hoeffdings inequality (Lemma 8).

   • Finally, we will sum up the regret incurred in each epoch, over all epochs, to bound the regret.

Since the optimal policy is not unique, the expected costs may be different for each of the feasible policy. This prohibits to use the equivalence of the expected cost. To bound the constraint regret for any constraint, we perform the following steps:

   • Bound the cost incurred by by the agent from the average reward of the optimal policy, by breaking the total regret into regret of epochs.

   • Bound the total number of epochs of Algorithm 1 (Lemma 6).

   • Break the constraint regret into two parts. First is deviation of incurred cost from running the optimal policy for the sampled CMDP $\tilde{M}_e$ on the true CMDP $M$ and the long-term average costs for $\tilde{M}_e$, or $c(s_t, a_t) - \tilde{\lambda}_{\tilde{\pi}_e}$. Second is the constraint violation by the long-term average costs for $\tilde{M}^k_e$ or $C_k - \tilde{\lambda}_k^{\tilde{\pi}_e}$.

   • Similar to reward regret, bound:

     1. **Deviation from expected costs of policy**: Deviation of the observed rewards and the obtained rewards. We will use Azuma-Hoeffdings inequality (Lemma 8) to bound this term.

     2. **Deviation from true transition probabilities**: Regret because of not knowing the true transition probabilities. We will use results from Lemma 10 to bound the $\ell_1$ distance of the estimated probabilities to true transition probabilities.

     3. **Deviation from expected next state**: Deviation of the gain of the observed state from the expected gain of the next state. We will again use Azuma-Hoeffdings inequality (Lemma 8).

   • Finally, we will sum up the violations incurred in each epoch, over all epochs, to bound the constraint violations.

We first divide the regret into regret incurred in each epoch $e$. We compute the regret incurred by the optimal policy $\tilde{\pi}$ for the sampled CMDP $\tilde{M}$. To bound the regret incurred by the optimal policy $\tilde{\pi}$ for the sampled CMDP $\tilde{M}$ we use the results of stationary policies for average reward criteria from (Puterman, 2014).

Now we follow the proof style from (Jaksch et al., 2010) to obtain the required results. We first state some auxiliary lemmas required for completion of the proof.

**Lemma 5 (Posterior Sampling, Lemma 1 in (Osband et al., 2013))** For any $\sigma(H_t)$-measurable function $g$, if $P$ follows distribution $\phi$, then for transition probabilities $\hat{P}$ sampled from $\phi$ we have,

$$
\mathbb{E}[g(P)|\sigma(H_t)] = \mathbb{E}[g(\hat{P})|\sigma(H_t)]
$$

(25)

The next lemma bounds the number of time the algorithm samples a transition matrix and generates a new policy.
Lemma 6 The total number of epochs $E$ for the CDMP-PSRL Algorithm 1 up to step $T \geq SA$ is upper bounded as

$$E \leq 1 + AS + AS \log_2 \left( \frac{T}{SA} \right)$$  \hspace{1cm} (26)

Proof The proof follows similar to the proof of (Jaksch et al., 2010, Proposition 18).

Corollary 7 The total number of epochs $E$ for the modified CDMP-PSRL Algorithm 1 up to step $T \geq SA$, where epochs are triggered when $\nu_e(s, a) \geq N_e(s, a)/M$, is upper bounded as

$$E \leq 1 + AS + M AS \log_2 \left( \frac{T}{SA} \right)$$  \hspace{1cm} (27)

The second lemma is the Azuma-Hoeffding’s inequality, which we use to bound Martingale difference sequences.

Lemma 8 (Azuma-Hoeffding’s Inequality) Let $X_1, \cdots, X_n$ be a Martingale difference sequence such that $|X_i| \leq c$ for all $i \in \{1, 2, \cdots, n\}$, then,

$$\mathbb{P} \left( \left| \sum_{i=1}^{n} X_i \right| \geq \epsilon \right) \leq 2 \exp \left( - \frac{\epsilon^2}{2nc^2} \right)$$  \hspace{1cm} (28)

Corollary 9 Let $X_1, \cdots, X_n$ be a Martingale difference sequence such that $|X_i| \leq c$ for all $i \in \{1, 2, \cdots, n\}$, then,

$$\mathbb{E} \left( \left| \sum_{i=1}^{n} X_i \right| \right) \leq O(c\sqrt{n \log n})$$  \hspace{1cm} (29)

We can now use the Azuma-Hoeffding’s inequality to upper bound the expected value of the expected value of the absolute value of the sum of the $n$ terms of the Martingale difference sequence $\{X_i\}_{i=1}^{n}$.

Proof

$$\mathbb{E} \left( \left| \sum_{i=1}^{n} X_i \right| \right) \leq c\sqrt{n \log n} \mathbb{P} \left( \sum_{i=1}^{n} X_i \leq c\sqrt{n \log n} \right) + c \mathbb{P} \left( \left| \sum_{i=1}^{n} X_i \right| \geq c\sqrt{n \log n} \right)$$  \hspace{1cm} (30)

$$\leq c\sqrt{n \log n} + cn \left( 2 \exp \left( - \frac{c^2n \log n}{2nc^2} \right) \right)$$  \hspace{1cm} (31)

$$= c\sqrt{n \log n} + cn \left( 2 \exp \left( - \frac{\log n}{2} \right) \right)$$  \hspace{1cm} (32)

$$= c\sqrt{n \log n} + \frac{2n}{\sqrt{n}}$$  \hspace{1cm} (33)

$$= 3c\sqrt{n \log n}$$  \hspace{1cm} (34)

(35)
where Equation (31) follows by putting $\epsilon = c\sqrt{n\log n}$ in Equation (28).

We also want to bound the deviation of the estimates of the estimated transition probabilities of the Markov Decision Processes $M$. For that we use $\ell_1$ deviation bounds from (Weissman et al., 2003). Consider, the following event,

$$E_t = \{ \| \hat{P}(\cdot|s,a) - P(\cdot|s,a) \|_1 \leq \sqrt{\frac{14S\log(2AT)}{\max\{1, n(s,a)\}} \forall (s,a) \in S \times A} \}$$

(36)

where $n = \sum_{t'=1}^{t} 1_{\{s,t'=s,a,t'=a\}}$. Then we have, the following lemma:

**Lemma 10** The probability that the event $E_t$ fails to occur us upper bounded by $\frac{1}{20t^6}$.

**Proof** From the result of (Weissman et al., 2003), the $\ell_1$ distance of a probability distribution over $S$ events with $n$ samples is bounded as:

$$P\left(\|P(\cdot|s,a) - \hat{P}(\cdot|s,a)\|_1 \geq \epsilon\right) \leq (2S - 2) \exp\left(-\frac{ne^2}{2}\right) \leq (2S) \exp\left(-\frac{ne^2}{2}\right)$$

(37)

This, for $\epsilon = \sqrt{\frac{2}{n(s,a)}} \log(2S20SAT^7) \leq \sqrt{\frac{14S}{n(s,a)}} \log(2At) \leq \sqrt{\frac{14S}{n(s,a)}} \log(2AT)$ gives,

$$P\left(\|P(\cdot|s,a) - \hat{P}(\cdot|s,a)\|_1 \geq \sqrt{\frac{14S}{n(s,a)}} \log(2At) \right) \leq (2S) \exp\left(-\frac{n(s,a)}{2} \frac{2}{n(s,a)} \log(2S20SAT^7)\right)$$

$$= \frac{2S}{2^S20SAT^7}$$

(38)

$$= \frac{1}{20SAT^7}$$

(39)

We sum over the all the possible values of $n(s,a)$ till $t$ time-step to bound the probability that the event $E_t$ does not occur as:

$$\sum_{n(s,a)=1}^{t} \frac{1}{20SAT^7} \leq \frac{1}{20SAT^6}$$

(41)

Finally, summing over all the $s,a$, we get,

$$P\left(\|P(\cdot|s,a) - \hat{P}(\cdot|s,a)\|_1 \geq \sqrt{\frac{14S}{n(s,a)}} \log(2At) \forall s,a\right) \leq \frac{1}{20t^6}$$

(42)

**Lemma 11 (Bounded Span of CMDP)** For an CMDP $M$, and for any stationary policy $\pi$ with average reward $\rho$, the difference of bias of any two states $s$, and $s'$, is upper bounded by the diameter of the CMDP $D$ as:

$$V(s) - V(s') \leq D \forall s, s' \in S.$$
Proof Consider two states \( s, s' \in S \) such that \( V(s) \geq V(s') \). Also, let \( \tau \) be a random variable defined as:

\[
\tau = \min \{ t \geq 1 : s_t = s', s_1 = s \}
\]  

Then, we have

\[
V(s) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} V(t)(s)
\]

\[
\implies \mathbb{E}^{\pi'}[V(s)] = \mathbb{E}^{\pi'} \left[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} V(t)(s) \right]
\]

\[
\implies V(s) = \mathbb{E}^{\pi'} \left[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} V(t)(s) \right]
\]

\[
\leq \mathbb{E}^{\pi'} \left[ \lim_{T \to \infty} \frac{1}{T} \sum_{t=\tau}^{T} V(t-\tau)(s') + \rho \tau \right]
\]

\[
\leq \mathbb{E}^{\pi'} [V(s')] + \rho \tau
\]

\[
\leq V(s') + \rho \mathbb{E}^{\pi'} [\tau]
\]

\[
\implies V(s) - V(s') \leq \rho \mathbb{E}^{\pi'} [\tau]
\]

\[
\leq \rho D
\]

where \( V(t)(s) \) is the cumulative reward value obtained till \( t \) time steps. Equation (52) follows from choosing policy \( \pi' \) which achieves the diameter. Now, for \( \rho \leq 1 \), we get the required result. \( \blacksquare \)

Corollary 12 (Bounded Cost Span of CMDP) For an CMDP \( \mathcal{M} \), any stationary policy \( \pi \), and constraint \( k \) with average cost \( \rho_k \), the difference of bias of any two states \( s, s' \), is upper bounded by the diameter of the CMDP \( D \) as:

\[
V_k(s) - V_k(s') \leq D \forall s, s' \in S.
\]  

After proving all the auxiliary lemmas, we are now ready to prove the main theorem.

Theorem 13 The expected regret \( \mathbb{E} [R(T)] \), and constraint violation regret \( \mathbb{E} [R_k(T)] \) of Algorithm 1 for CMDP with Dirichlet priors and expected diameter \( D \) are bounded as:

\[
\mathbb{E} [R(T)] \leq \tilde{O} \left( DAS \sqrt{AT} \right)
\]

\[
\mathbb{E} [R_k(T)] \leq \tilde{O} \left( DAS \sqrt{AT} \right)
\]

Proof We start from the definition of regret \( R(T) \) in Equation (5). Note that the algorithm proceeds in epochs. Hence, we can bound the regret of each epoch and then summing over all the epochs.
to bound the total cumulative regret for which the algorithm runs. We obtain the following set of equations:

$$
\mathbb{E}[R(T)] = \mathbb{E} \left[ T \lambda_{\pi^*} - \sum_{t=0}^{T} r^k(s_t, a_t) \right] 
$$

(56)

$$
= \mathbb{E} \left[ \sum_{t=0}^{T} \left( \lambda_{\pi^*} - r^k(s_t, a_t) \right) \right] 
$$

(57)

$$
= \mathbb{E} \left[ \sum_{e=1}^{E} \sum_{t=t_e}^{t_{e+1}-1} \left( \lambda_{\pi^*} - r^k(s_t, a_t) \right) \right] 
$$

(58)

$$
\leq \mathbb{E} \left[ \sum_{e=1}^{E} \sum_{t=t_e}^{t_{e+1}-1} \left( \lambda_{\pi^*} - r^k(s_t, a_t) \right) \right] 
$$

(59)

$$
\leq \sum_{e=1}^{E} \mathbb{E}[\Delta_e] 
$$

(60)

where $\Delta_e$ is the regret in each epoch $e$, and $E$ is the total number of epochs. Using Lemma 6, we have that the total number of epochs $E$ bounded by $SA \log(T/(SA))$.

We now bound the expected regret $\mathbb{E}[|\Delta_e|]$ for all epoch $e$ using the gain-bias relationship as:

$$
\mathbb{E}[\Delta_e] = \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( \lambda_{\pi^*} - r^k(s_t, a_t) \right) \right] 
$$

(61)

$$
= \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( \tilde{\lambda}_k^e - r^k(s_t, a_t) \right) \right] 
$$

(62)

$$
= \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( (\tilde{P}_e \tilde{V}^k_e)(s_t) - \tilde{V}^k_e(s_t) + r^k_e(s_t) - r^k(s_t, a_t) \right) \right] 
$$

(63)

$$
= \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( (\tilde{P}_e \tilde{V}^k_e)(s_t) - \tilde{V}^k_e(s_t) \right) \right] + \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( r^k_e(s_t) - r^k(s_t, a_t) \right) \right] 
$$

(64)

$$
= R_1(e) + R_2(e) 
$$

(65)

where Equation (62) follows from Lemma 5, and Equation (63) follows from the Theorem 8.2.6 of (Puterman, 2014).

The $R_1(e)$ term denotes how far are we from the optimal policy. The optimal policy depends on the accuracy of our model. Hence, we would see the effect of number of samples $N_e(s,a)$ collected
to create the model. We now bound the $R_1(e)$ term as follows:

\[
R_1(e) = E \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( (\tilde{P}_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) - \tilde{V}^k_{\tilde{\pi}_e}(s_t) \right) \right]
\]  

(66)

\[
= E \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( (\tilde{P}_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) - (P_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) + (P_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) - \tilde{V}^k_{\tilde{\pi}_e}(s_t) \right) \right]
\]  

(67)

\[
= E \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( (\tilde{P}_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) - (P_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) \right) \right] + E \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( (P_{\tilde{\pi}_e} \tilde{V}^k_{\tilde{\pi}_e})(s_t) - \tilde{V}^k_{\tilde{\pi}_e}(s_t) \right) \right]
\]  

(68)

\[
= E [R_s(e)] + E [R_d(e)]
\]  

(69)

where $R_s$ term refers to the regret incurred because of following optimal policy for sampled CMCDP instead of the true CMCDP, and $R_t$ refers to the gap between the expected number of visitations for a state action pair and the true visitations.

We now bound the three terms and their summations over the epochs.

**Deviation from expected rewards of policy:**

Note that the $R_2(e)$ term is the deviation of observed reward $r^k(s_t, a_t)$ from the expected reward of the policy $\tilde{\pi}_e, r_{\tilde{\pi}_e}(s_t)$. Further, $r_{\tilde{\pi}_e}(s_t) = E[r^k(s_t, a_t)|s_t]$, and $r^k(s_t, a_t) - r_{\tilde{\pi}_e}(s_t)$ is a zero mean Martingale adapted to filtration $\{\sigma(H_k)\}_{k=t_e}^{t_{e+1}}$. Hence, we can bound the $R_2$ term using Azuma-Hoeffding’s Lemma as,

\[
R_2(e) = E \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( r^k_{\tilde{\pi}_e}(s_t) - r^k(s_t, a_t) \right) \right]
\]  

(70)

\[
\leq \sqrt{2(t_{e+1} - t_e) \log (t_{e+1} - t_e)} P \left( \sum_{t=t_e}^{t_{e+1}-1} \left( r^k_{\tilde{\pi}_e}(s_t) - r^k(s_t, a_t) \right) \right) < \sqrt{2(t_{e+1} - t_e) \log (t_{e+1} - t_e)}
\]  

(71)

\[
\leq \frac{1}{(t_{e+1} - t_e)^2} (t_{e+1} - t_e)
\]  

(72)

\[
\leq \frac{1}{(t_{e+1} - t_e)} \log \frac{T}{1 + \frac{1}{(t_{e+1} - t_e)}}
\]  

(73)

Here, Equation (72) is obtained from Equation (71) by bounding the first probability term using the upper bound of 1 and by bounding the second probability term using the Azuma-Hoeffding’s inequality (Equation (28)). We can now sum over Equation (74) over all epochs and bound the total
deviation using Cauchy-Schwarz inequality as:

\[
\sum_{e=1}^{E} R_2(e) = \sum_{e=1}^{E} \left( \sqrt{2(t_{e+1} - t_e) \log T} + \frac{1}{(t_{e+1} - t_e)} \right)
\]

\[
\leq \sqrt{2 \left( \sum_{e=1}^{E} (t_{e+1} - t_e) \log T \right) + \sum_{e=1}^{E} \frac{1}{(t_{e+1} - t_e)}}
\]

\[
\leq \sqrt{2(E)(\log T) \sum_{e=1}^{E} (t_{e+1} - t_e) + E \max_{e \in \{1, 2, \ldots, E\}} \frac{1}{(t_{e+1} - t_e)}}
\]

\[
\leq \sqrt{2SA \log_2 \left( \frac{T}{SA} \right)} (T \log T) + E
\]

\[
\leq (\log_2 T) \sqrt{2SAT} + SA \log_2 T
\]

where Equation (78) follows from the fact that \(t_{e+1} - t_e \geq 1\), and the value of \(E\) comes from the (Jaksch et al., 2010).

**Deviation from expected rewards of policy:**

We first consider the case where the estimated probability distribution lies in some neighborhood of the true distribution. Particularly, for all \(s, a\) we construct the set of probability distributions \(P'(:|s, a)\),

\[
P_t = \left\{ P' : \| \hat{P}(:,s, a) - P'(:,s, a) \|_1 \leq \sqrt{\frac{14S \log(2AT)}{\max\{1, n(s, a)\}}} \right\}
\]

where \(n = \sum_{t'} 1_{\{s_{t'} = s, a_{t'} = a\}}\). Using the construction of the set \(P_t\), we can now define the events \(E_t\), and \(\tilde{E}_t\) as:

\[
E_t = \{ P \in P_t \}
\]

\[
\tilde{E}_t = \{ \hat{P} \in P_t \}
\]

Further, note that \(P_t\) is \(\sigma(H_t)\) measurable and hence from Lemma 5 we have \(P(\tilde{E}_t) = P(\hat{P} \in P_t) = P(P \in P_t) = P(E_t)\).

We now consider the case when the event \(E_t\) occurs whenever we sample the transition probabilities to update the policy at time step \(t_e\). The expected value of \(R_s(e)\) when event \(E_{t_e}\) and \(\tilde{E}_{t_e}\)
holds is:

\[
\mathbb{E} \left[ R_s(e) \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] = \mathbb{E} \left[ \sum_{t=t_e}^{t_e+1-1} \left( \tilde{P}_{\pi_e}(s_t) - \left( P_{\pi_e} \hat{V}_k(s_t) \right) \right) \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] \\
= \mathbb{E} \left[ \sum_{t=t_e}^{t_e+1-1} \sum_{a_t \in \mathcal{A}} \tilde{\pi}_e(a_t | s_t) \sum_{s_{t+1} \in \mathcal{S}} \left( \tilde{P}(s_{t+1} | s_t, a_t) \hat{V}_k(s_t) - \left( P(s_{t+1} | s_t, a_t) \hat{V}_k(s_t) \right) \right) \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] \\
= \mathbb{E} \left[ \sum_{t=t_e}^{t_e+1-1} \sum_{a_t \in \mathcal{A}} \tilde{\pi}_e(a_t | s_t) \sum_{s_{t+1} \in \mathcal{S}} \left( \tilde{P}(s_{t+1} | s_t, a_t) - P(s_{t+1} | s_t, a_t) \right) \hat{V}_k(s_t) \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] \\
\leq \mathbb{E} \left[ \sum_{t=t_e}^{t_e+1-1} \sum_{a_t \in \mathcal{A}} \tilde{\pi}_e(a_t | s_t) \sum_{s_{t+1} \in \mathcal{S}} \left( \tilde{P}(s_{t+1} | s_t, a_t) - P(s_{t+1} | s_t, a_t) \right) \tilde{D} \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] \\
\leq \mathbb{E} \left[ \sum_{t=t_e}^{t_e+1-1} \sum_{a_t \in \mathcal{A}} \tilde{D} \| \tilde{P}(s_{t+1} | s_t, a_t) - P(s_{t+1} | s_t, a_t) \|_1 \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] \\
\leq \tilde{D} \sum_{t=t_e}^{t_e+1-1} \sum_{a_t \in \mathcal{A}} \sqrt{\frac{14S \log(2AT)}{\max\{1, N_e(s_t, a_t)\}}} \mid \mathcal{E}_{t_e}, \tilde{\mathcal{E}}_{t_e} \right] \\
\leq \tilde{D} \sum_{t=t_e}^{t_e+1-1} \sum_{a_t \in \mathcal{A}} \sqrt{\frac{14S \log(2AT)}{\max\{1, N_e(s_t, a_t)\}}} \\
= D \sum_{a_t \in \mathcal{A}} \left( \sum_{s_t \in \mathcal{S}} \sum_{a_t \in \mathcal{A}} n_e(s, a) \sqrt{\frac{14S \log(2AT)}{\max\{1, N_e(s, a)\}}} \right) \\
\tag{90}
\]

where Equation (86) follows from the fact that the value of max, \( \hat{V}_k(s) - \min, \hat{V}_k(s) \) is bounded by \( \tilde{D} \) for any stationary policy with maximum reward 1 (Lemma 11) and translating \( \hat{V}_k(s) \) does not change the gain \( \lambda_{\tilde{\pi}_e} \) of the stationary policy \( \tilde{\pi}_e \). Equation (87) comes from the fact that \( \tilde{\pi}(a_t | s_t) \leq 1 \). Further, we have \( \mathbb{E} [\tilde{D}] = D \) from Lemma 5. Now, summing over the epochs, we get the total regret from choosing the optimal policy for the sampled transition probabilities instead of the true
transition probabilities as:

\[
\sum_{e=1}^{E} \mathbb{E} \left[ R_s(e) | E_{t_e}, \tilde{E}_{t_e} \right] = \sum_{e=1}^{E} D \sum_{a \in A} \left( \sum_{s \in S} \nu_e(s, a) \sqrt{\frac{14S \log(2AT)}{\max\{1, N_e(s, a)\}}} \right) \tag{91}
\]

\[
= \sum_{a \in A} D \sqrt{14S \log(2AT)} \sum_{s \in S} \sum_{a \in A} \nu_e(s, a) \sqrt{\frac{2^\max\{1, N_e(s, a)\}}{\max\{1, N_e(s, a)\}}} \tag{92}
\]

\[
= (\sqrt{2} + 1) \sum_{a \in A} D \sqrt{14S \log(2AT)} \sqrt{\frac{SA}{\sum_{s \in S} \sum_{a \in A} N(s, a)}} \tag{93}
\]

\[
= (\sqrt{2} + 1) AD \sqrt{14S \log(2AT)} \sqrt{SAT} \tag{94}
\]

\[
= (\sqrt{2} + 1) ASD \sqrt{14AT} \log(2AT) \tag{95}
\]

where Equation (93) follows from (Jaksch et al., 2010, Lemma 19).

We now consider the other case, where the event in Equation (80) does not occur. We already bounded the probability of this event in Lemma 10 using result from (Weissman et al., 2003). In particular, we have:

\[
\sum_{e=1}^{E} \mathbb{E} \left[ R_s(e) | E_{t_e}^c, \tilde{E}_{t_e}^c \right] \leq \sum_{e=1}^{E} \sum_{s,a} \nu_k(s, a) \mathbb{P}(E_{t_e}^c) \tag{97}
\]

\[
\leq \sum_{e=1}^{E} t_k \mathbb{P}(E_{t_e}^c) \cup \tilde{E}_{t_e}^c \tag{98}
\]

\[
\leq \sum_{t=1}^{T} t \left( \mathbb{P}(E_{t}^c) + \mathbb{P}(\tilde{E}_{t}^c) \right) \tag{99}
\]

\[
\leq 2 \sum_{t=1}^{T} t \mathbb{P}(E_{t}^c) \tag{100}
\]

\[
\leq 2 \sum_{t=1}^{T} t \mathbb{P}(E_{t}^c) + 2 \sum_{t=T^{1/4}+1}^{T} t \mathbb{P}(E_{t}^c) \tag{101}
\]

\[
\leq 2 \sum_{t=1}^{T^{1/4}} t.1 + 2 \sum_{t=T^{1/4}+1}^{T} t \cdot \frac{1}{4^t} \tag{102}
\]

\[
\leq 2\sqrt{T} + 2 \int_{T^{1/4}}^{\infty} \frac{1}{4^t} dt \tag{103}
\]

\[
\leq 2\sqrt{T} + 2 \cdot \frac{1}{4T} \tag{104}
\]

\[
\leq 4\sqrt{T} \tag{105}
\]

where Equation (98) follows from the fact that \( \sum_{s,a} \nu_k(s, a) \geq \sum_{s,a} N_k(s, a) = t_k \). Further, Equation (102) follows from Lemma 10.
This analysis gives the bound on the sum of $\mathbb{E}[R_s(e)]$ as:

$$
\sum_{e=1}^E \mathbb{E}[R_s(e)] = \sum_{e=1}^E \mathbb{E}[R_s(e)|\mathcal{E}_e] + \sum_{e=1}^E \mathbb{E}[R_s(e)|\mathcal{E}_e^c] \quad (106)
$$

$$
\leq (\sqrt{2} + 1) ASD \sqrt{14AT \log(2AT)} + 2\sqrt{T} \quad (107)
$$

### Deviation from expected next state:

Lastly, $R_g(e)$ term denotes the deviation from landing in a state $s_{t+1}$ from the expected value of the gains from all the possible $s_{t+1}$ from $s_t, a_t$. We bound the $R_g(e)$ as:

$$
\mathbb{E}[R_g(e)] = \mathbb{E} \left[ \sum_{t_e}^{t_{e+1}-1} \left( (P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_t) \right) \right] \quad (108)
$$

$$
= \mathbb{E} \left[ V^k_{\pi_e}(s_{t_{e+1}}) - V^k_{\pi_e}(s_{te}) + \sum_{t=t_e}^{t_{e+1} - 1} \left( (P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_{t+1}) \right) \right] \quad (109)
$$

$$
\leq \mathbb{E} \left[ V^k_{\pi_e}(s_{t_{e+1}}) - V^k_{\pi_e}(s_{te}) \right] + \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1} - 1} \left( (P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_{t+1}) \right) \right] \quad (110)
$$

$$
\leq \mathbb{E} \left[ D \right] + \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1} - 1} \left( (P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_{t+1}) \right) \right] \quad (111)
$$

$$
\leq D + \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1} - 1} \left( (P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_{t+1}) \right) \right] \quad (112)
$$

Note that the second term in Equation (111), $(P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_{t+1})$, is a zero mean Martingale process adapted to filtration $\{ \sigma(H_{k_e}) \}_{k_e=t_e}^{t_{e+1}}$. Also the difference $(P_{\pi_e} \tilde{V}^k_{\pi_e})(s_t) - \tilde{V}^k_{\pi_e}(s_{t+1})$ is bounded by $\tilde{D}$ for all $t$. Hence, using Azuma-Hoeffding’s inequality, and $\mathbb{E}[\tilde{D}] = D$ gives us:

$$
\mathbb{E}[R_g(e)] \leq D + D \sqrt{2(t_{e+1} - t_e) \log(t_{e+1} - t_e)} + \frac{1}{t_{e+1} - t_e} \quad (113)
$$

Now, summing Equation (113) for all epochs we get.

$$
\sum_{e=1}^E \mathbb{E}[R_g(e)] = \sum_{e=1}^E \left( D + D \sqrt{2(t_{e+1} - t_e) \log(t_{e+1} - t_e)} + \frac{1}{t_{e+1} - t_e} \right) \quad (114)
$$

$$
= ED + D \sqrt{2E \sum_{e=1}^E (t_{e+1} - t_e) \log(t_{e+1} - t_e)} + E \max_e \frac{1}{t_{e+1} - t_e} \quad (115)
$$

$$
= DSA \log_2 \left( \frac{T}{SA} \right) + D \sqrt{2SA \log \left( \frac{T}{SA} \right) T \log T} + SA \log_2 \left( \frac{T}{SA} \right) \quad (116)
$$
Summing over all the possible sources of regret, we now have,

\[
\mathbb{E}[R(T)] = \sum_{e=1}^{E} \mathbb{E}[\Delta_e] = \sum_{e=1}^{E} R_1(e) + \mathbb{E}[R_s(e)] + \mathbb{E}[R_g(e)] = \tilde{O}\left(SAD\sqrt{\bar{A}T}\right)
\]  

(117)
We can now proceed to bound the constraint regret for constraint $k$. Let $\tilde{\lambda}^k_{\tilde{\pi}_e}$ be the average cost for constraint $k$, following policy $\tilde{\pi}_e$ in epoch $e$ for the sampled CMDP $\tilde{\mathcal{M}}$. We have the following set of equations:

$$
\mathbb{E} [R_k(T)] = \mathbb{E} \left[ \sum_{t=0}^{T} (C_k - c_k(s_t, a_t)) \right] \tag{118}
$$

$$
= \mathbb{E} \left[ \sum_{e=1}^{E} \sum_{t=t_e}^{t_{e+1}-1} (C_k - c_k(s_t, a_t)) \right] \tag{119}
$$

$$
= \mathbb{E} \left[ \sum_{e=1}^{E} \sum_{t=t_e}^{t_{e+1}-1} \left( C_k - \tilde{\lambda}^k_{\tilde{\pi}_e} + \tilde{\lambda}^k_{\tilde{\pi}_e} - c_k(s_t, a_t) \right) \right] \tag{120}
$$

$$
\leq \mathbb{E} \left[ \sum_{e=1}^{E} \sum_{t=t_e}^{t_{e+1}-1} \left( \tilde{\lambda}^k_{\tilde{\pi}_e} - c_k(s_t, a_t) \right) \right] \tag{121}
$$

$$
= \sum_{e=1}^{E} \mathbb{E} \left[ \sum_{t=t_e}^{t_{e+1}-1} \left( \tilde{\lambda}^k_{\tilde{\pi}_e} - c_k(s_t, a_t) \right) \right] \tag{122}
$$

$$
\leq \tilde{O} \left( SAD\sqrt{AT} \right) \tag{123}
$$

where Equation (121) follows from the fact that policy $\tilde{\pi}_e$ is feasible for the CMDP $\tilde{\mathcal{M}}_e$. Equation (123) follows from replacing the reward with costs in the analysis of $R(T)$.

Combining the two regrets gives the result as in the statement of the theorem.