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Abstract—In this paper, we study the statistical characterization of the sum of the squared $\kappa - \mu$ shadowed random variables with correlated shadowing components. The probability density function (PDF) of this sum is obtained in the form of a power series. The derived PDF is utilized for obtaining the performance results of the maximal ratio combining (MRC) scheme over correlated $\kappa - \mu$ shadowed fading channels. First, we derive the moment generating function (MGF) of the received signal-to-noise ratio of the MRC receiver. By using the derived MGF expression, the analytical diversity order is obtained; it is deduced on the basis of this analysis that the diversity of the MRC receiver over correlated $\kappa - \mu$ shadowed channels depends upon the number of diversity branches and $\mu$ parameter. Further, the analytical average bit error rate of the MRC scheme is also derived, which is applicable for $M$-PSK and $M$-QAM constellations. The Shannon capacity of the correlated $\kappa - \mu$ shadowed channels is also derived in the form of the Meijer-G function.

Index Terms—Antenna correlation, $\kappa - \mu$ fading, Land mobile satellite (LMS) channel, maximal ratio combining (MRC), Shadowed-Rician fading.

I. INTRODUCTION

Fading is a well investigated propagation phenomenon which has been researched extensively over the years. The fading counts on several factors like the environment, scatterers, rain, line-of-sight (LOS), snow, the propagation frequency, etc. The fading severity ranges from very mild to extremely severe, depending upon the propagation medium. A large number of models have been proposed in the literature that reasonably well describe such a phenomenon in its various aspects. Rayleigh, Hoyt, Weibull, Rice, Nakagami-$m$, and Shadowed-Rician are the best known fading distributions very widely utilized for the theoretical studies of various practical wireless communication systems. In [1], $\kappa - \mu$ fading is proposed to allow flexibility to model the wireless channels fading fluctuations. The $\kappa - \mu$ distribution is fully characterized in terms of measurable physical parameters. For many wireless communication systems, LOS is a dominating factor which cannot be ignored. Moreover, in some wireless communication systems, the LOS is not a deterministic parameter but its strength randomly fluctuates over the time, e.g., in land mobile satellite (LMS) links. For a general LOS propagation scenario, the $\kappa - \mu$ fading distribution provides a general multipath model. The $\kappa - \mu$ fading model is applicable to some of the well studied classical fading models like one-sided Gaussian, Rayleigh, Nakagami-$m$, and Rician fading. To be more precise, the fitting of the $\kappa - \mu$ distribution to the experimental data is better than that attained by the conventional distributions mentioned before [1, Section V].

The Shadowed-Rician channel model is used for modeling the LMS links because it yields significantly less computational burden as compared to other LMS channel models [2]–[7]. This model shows nice fitting for the experimental channel measurements under different shadowing conditions in LMS links [2]. Here shadowing indicates that the LOS component of the channel undergoes shadowing which is modeled by a Nakagami-$m$ random variable (RV). The multipath fading is characterized by the Rician fading in Shadowed-Rician fading model. Since the $\kappa - \mu$ distribution includes the Rician distribution as a particular case, a natural generalization of the $\kappa - \mu$ distribution can be obtained by a LOS shadow fading model with the same multipath/shadowing scheme used in the Shadowed-Rician model [8]. The statistical characterization of $\kappa - \mu$ shadowed fading is performed and analytical performance results for the selection combining and maximal ratio combining (MRC) are derived under independent LOS components in [8]. However, in the satellite communications the LOS components associated with different spatial dimensions are not only dominating but are correlated with each other. The sum of correlated squared Shadowed-Rician RVs and its application to communication systems performance prediction is studied in [9].

In this paper, we study the correlated $\kappa - \mu$ shadowed fading for diversity reception technique. We statistically characterize the sum of correlated squared $\kappa - \mu$ shadowed RVs in terms of probability density function (PDF) and moment generating function (MGF). By using these characterizations, the error performance of the MRC scheme is analyzed over the correlated $\kappa - \mu$ shadowed fading channels. Specifically, we derive the average symbol error rate (SER) and average bit error rate (BER) of the MRC receiver. We also derive the analytical diversity order of the scheme and show that its diversity is independent of the antenna correlations. Moreover, we find the ergodic capacity of the correlated $\kappa - \mu$ shadowed channels, under MRC.

II. SUM OF CORRELATED $\kappa - \mu$ SHADOWED RANDOM VARIABLES

The $\kappa - \mu$ distribution is a general model that describes various kinds of fading encompassing from Rayleigh to Nakagami-$m$ fading; it is useful for describing the small-scale variations along with the LOS conditions. The $\kappa - \mu$ fading considers a signal composed of clusters of multipath waves, advancing in a non-homogenous environment. Within
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each cluster, the phases of the scattered multipath signals are random and have the same temporal delays. Moreover, a dominant component of arbitrary power is present in each cluster of the multipath waves having identical power. It is assumed that the intercluster delay-time spreads are relatively larger than the delay times of the intracluster scattered waves [1]. The $\kappa - \mu$ shadowing fading proposed in [8] is more general than the $\kappa - \mu$ fading proposed in [1]. A general $\kappa - \mu$ shadowed fading model assumes that the dominant components of all clusters can randomly fluctuate due to the shadowing.

Let us consider a $\kappa - \mu$ shadowed distributed RV $X_i$, which is given by [8]

$$
X_i = \sum_{i=1}^{n_i} \{(W_{i,l} + jV_{i,l}) + (\vartheta_i a_{i,l} + j\vartheta_i b_{i,l})\},
$$

(1)

where $W_{i,l}$ and $V_{i,l}$ are mutually independent zero mean Gaussian RVs with $\sigma^2$ variance; $n_i$ is a natural number, $a_{i,l}$ and $b_{i,l}$ are real numbers; and $\vartheta_i$ is a Nakagami-$m$ distributed RV with shaping parameter $m$ and spreading parameter $\Omega_i = 1$. In (1), $W_{i,l} + jV_{i,l}$, which is circularly symmetric complex Gaussian RV, represents the scattered component of the $i$-th cluster.

Let us assume that the dominating components of the $i$-th cluster. On the other hand $\vartheta_i a_{i,l} + j\vartheta_i b_{i,l}$ denotes the dominating LOS component with $a_{i,l}^2 + b_{i,l}^2$ power. The common shadowing fluctuation of all clusters is represented by the power-normalized RV $\vartheta_i$; for deterministic LOS case, $\vartheta_i = 1$.

From (1), it can be easily shown that the power of $X_i$, i.e., $Y_i = X_i^2$ is given by [8]

$$
Y_i = \sum_{i=1}^{n_i} \{(W_{i,l} + \vartheta_i a_{i,l})^2 + (V_{i,l} + \vartheta_i b_{i,l})^2\}.
$$

(2)

The average value of $Y_i$ is $E[Y_i] = 2n_i\sigma^2 + \sum_{i=1}^{n_i}(a_{i,l}^2 + b_{i,l}^2)$ as seen from (2); here the expectation is denoted by $E[\cdot]$. It can be seen from (2) that conditioned on $\vartheta_i$, $Y_i$ is sum of $2n_i$ independent non-central Chi-squared distributed RV; therefore, the conditional PDF of $Y_i$ will be [10]

$$
f_{Y_i|\vartheta_i}(y) = \frac{1}{2\pi^2} \left( \frac{y}{\vartheta_i^2 \sum_{i=1}^{n_i}(a_{i,l}^2 + b_{i,l}^2)} \right)^{\frac{n_i+1}{2}} \times e^{-\frac{y}{2\sigma^2 \sum_{i=1}^{n_i}(a_{i,l}^2 + b_{i,l}^2)}} \times I_{n_i-1}\left(\frac{\vartheta_i \sqrt{\sum_{i=1}^{n_i}(a_{i,l}^2 + b_{i,l}^2)}}{\sigma^2 \sqrt{y}}\right),
$$

(3)

where $I_{\nu}(\cdot)$ is the modified Bessel function of the first kind. Let us now define the following substitution variables:

$$
\sum_{i=1}^{n_i}(a_{i,l}^2 + b_{i,l}^2) \triangleq 2\sigma^2 \kappa_i \mu_i, \quad n_i \triangleq \mu_i.
$$

(4)

Further, let us also define a new RV $\gamma_i \triangleq \frac{1}{n_i} Y_i / E[Y_i]$, denoting the instantaneous signal-to-noise ratio (SNR) for the signal received under the $\kappa - \mu$ shadowed fading with $\gamma_i$ being the average SNR. By using the method of transformation of RVs [10] along with substituting the new variables given in (4), in (3), we get the conditional PDF of $\gamma_i$:

$$
f_{\gamma_i|\vartheta_i}(\gamma_i) = \frac{\mu_i(1 + \kappa_i)}{\gamma_i} \frac{\mu_{i+1}}{\gamma_i} \times e^{-\frac{\mu_i(1 + \kappa_i)}{\gamma_i}} \times I_{n_i-1}\left(2\mu_i \vartheta_i \sqrt{\frac{\kappa_i(1 + \kappa_i)}{\gamma_i}}\right).
$$

(5)

Let us now define the sum of $L$ squared $\kappa - \mu$ shadowed RVs as

$$
Y \triangleq \sum_{l=1}^{L} Y_l.
$$

(6)

We encounter this sum in the diversity reception schemes like MRC. From (2) and (6), it can be inferred that $Y$ is a sum of $2 \sum_{l=1}^{L} n_l$ non-central Chi-squared RVs. Hence, the conditional PDF of $Y$ will be given by [10]

$$
f_{Y|\vartheta_1,\ldots,\vartheta_L}(y) = \frac{1}{2\pi^2} \left( \frac{y}{\sum_{l=1}^{L} \vartheta_l^2 \sum_{i=1}^{n_l}(a_{i,l}^2 + b_{i,l}^2)} \right)^{\frac{\sum_{l=1}^{L} n_l+1}{2}} \times e^{-\frac{y}{2\sigma^2 \sum_{l=1}^{L} \vartheta_l^2 \sum_{i=1}^{n_l}(a_{i,l}^2 + b_{i,l}^2)}} \times I_{\sum_{l=1}^{L} n_l-1}\left(\sqrt{\frac{\sum_{l=1}^{L} \sum_{i=1}^{n_l}(a_{i,l}^2 + b_{i,l}^2)}}{\sqrt{y}}\right).
$$

(7)

For the diversity reception scheme, the instantaneous SNR is defined as $\gamma \triangleq y / E[Y]$, where the average value of $Y$, i.e., $E[Y]$ is given by $\sum_{l=1}^{L} \sum_{i=1}^{n_l}(a_{i,l}^2 + b_{i,l}^2) + 2\sigma^2 \sum_{l=1}^{L} n_l$. By employing the substitution of variables given in (4) and using the method of transformation of RVs, we get the conditional PDF of $\gamma$ as

$$
f_{\gamma|\vartheta_1^2,\ldots,\vartheta_L^2}(\gamma) = \frac{(\sum_{l=1}^{L} \mu_l(1 + \kappa_l))}{\gamma} \frac{(\sum_{l=1}^{L} \vartheta_l^2 \mu_l \kappa_l)}{\gamma} \times e^{-\frac{\sum_{l=1}^{L} \mu_l(1 + \kappa_l)}{\gamma}} \times I_{\sum_{l=1}^{L} n_l-1}\left(2\sqrt{\frac{\sum_{l=1}^{L} \vartheta_l^2 \mu_l \kappa_l}{\sum_{l=1}^{L} \mu_l(1 + \kappa_l)}}\right) \sqrt{\frac{\gamma}{\gamma}}.
$$

(8)

In (8), let us use another substitution $\vartheta_l^2 \mu_l \kappa_l = \tilde{\vartheta}_l^2$ and have

$$
f_{\gamma|\vartheta_1^2,\ldots,\vartheta_L^2}(\gamma) = \frac{(\sum_{l=1}^{L} \mu_l(1 + \kappa_l))}{\gamma} \frac{(\sum_{l=1}^{L} \tilde{\vartheta}_l^2 \mu_l \kappa_l)}{\gamma} \times e^{-\frac{\sum_{l=1}^{L} \mu_l(1 + \kappa_l)}{\gamma}} \times I_{\sum_{l=1}^{L} n_l-1}\left(2\sqrt{\frac{\sum_{l=1}^{L} \tilde{\vartheta}_l^2 \mu_l \kappa_l}{\sum_{l=1}^{L} \mu_l(1 + \kappa_l)}}\right) \sqrt{\frac{\gamma}{\gamma}}.
$$

(9)

In (9), $\sum_{l=1}^{L} \tilde{\vartheta}_l^2$ denotes the sum of $L$ Gamma distributed RVs; the shape parameter of $\tilde{\vartheta}_l^2$ is $m$ and scale parameter is $\mu_l \kappa_l / m$.

Let us assume that the dominating components of the $\kappa - \mu$ shadowed RVs, i.e., $\tilde{\vartheta}_l^2$ are correlated with $\rho_{i,l}$ correlation.
\[
\rho_{ij} = \rho_{ji} = \frac{\text{Cov}(\hat{\theta}_i^2, \hat{\theta}_j^2)}{\sqrt{\text{Var}(\hat{\theta}_i^2)\text{Var}(\hat{\theta}_j^2)}} \quad 0 \leq \rho_{ij} \leq 1, \quad i, j = 1, \ldots, L.
\]

(10)

Then the PDF of \( Z = \sum_{l=1}^{L} \hat{\theta}_l^2 \) can be expressed as [11]

\[
f_Z(z) = \prod_{l=1}^{L} \left( \frac{\lambda_l}{\lambda_1} \right) \sum_{k=0}^{\infty} \frac{\delta_k z^{Lm+k-1} e^{-z/\lambda_1}}{\lambda_1^{Lm+k}\Gamma(Lm+k)} u(z),
\]

(11)

where \( \lambda_1 = \min \{ \lambda_l \} \), \( \{ \lambda_l \}_{l=1}^{L} \) are the eigenvalues of the matrix \( \mathbf{D} \), \( \mathbf{D} \) being a diagonal matrix with the entries \( \{ \mu_k \lambda_l/m \}_{l=1}^{L} \) and \( \mathbf{C} \) is the \( L \times L \) positive definite matrix defined by

\[
\mathbf{C} \triangleq \begin{bmatrix}
1 & \sqrt{p_{12}} & \cdots & \sqrt{p_{1L}} \\
\sqrt{p_{21}} & 1 & \cdots & \sqrt{p_{2L}} \\
\vdots & \vdots & \ddots & \vdots \\
\sqrt{p_{L1}} & \cdots & \cdots & 1
\end{bmatrix}_{L \times L}, \quad (12)
\]

and the coefficients \( \delta_k \) can be obtained recursively as

\[
\delta_{k+1} = \frac{m}{k+1} \sum_{i=1}^{k+1} \left[ \sum_{j=1}^{L} \left( 1 - \frac{\lambda_l}{\lambda_j} \right)^i \right] \delta_{k+1-i}, \quad k = 0, 1, \ldots, (13)
\]

with \( \delta_0 = 1 \). Note that the PDF of (11) is in the form of a power series. It is shown in [11], [12] that it is a converging power series. Further, a similar correlation model is also considered for the Shadowed-Rician LMS channels in [9], [13], where the shadowing components are correlated and multipath components are uncorrelated.

If \( \epsilon = \sum_{l=1}^{L} \mu_l \) and \( \eta = \sum_{l=1}^{L} \lambda_l (1 + \kappa_l) \), then the conditional PDF of \( \gamma \) can be very compactly represented by

\[
f_{\gamma|z}(\gamma) = \frac{\eta \epsilon + 1}{\sum_{l=1}^{L} \lambda_l} \frac{1}{\epsilon} e^{\frac{\epsilon \eta \gamma}{\gamma}} z^{\frac{\eta \epsilon}{\gamma} - \frac{\epsilon}{\gamma}} I_{-1} \left( \sqrt{\frac{3\gamma \eta \epsilon}{\gamma}} \sqrt{z} \right).
\]

(14)

For finding the unconditional PDF of \( \gamma \), (14) should be averaged upon \( Z \); therefore, from (11) and (14), we get

\[
f_{\gamma}(\gamma) = A \left( \frac{\eta}{\gamma} \right)^{\epsilon} e^{\frac{\epsilon \eta \gamma}{\gamma}} \sum_{k=0}^{\infty} D_k \\
\times \int_{0}^{\infty} z^{Lm+k-\frac{m}{\gamma}} e^{-z(1+\frac{\kappa}{\gamma})} I_{-1} \left( \sqrt{\frac{3\gamma \eta \epsilon}{\gamma}} \sqrt{z} \right) dz,
\]

(15)

where \( A = \prod_{l=1}^{L} \left( \frac{\lambda_l}{\lambda_1} \right)^{m} \) and \( D_k = \frac{\delta_k}{\lambda_1^{Lm+k} \Gamma(e)} \). The integral in (15) can be solved by using [14, Eq. (2.15.5.4)], and the unconditional PDF of \( \gamma \) can be written as

\[
f_{\gamma}(\gamma) = A \left( \frac{\eta}{\gamma} \right)^{\epsilon} e^{\frac{\epsilon \eta \gamma}{\gamma}} \sum_{k=0}^{\infty} \tilde{D}_k \\
\times F_1(Lm+k; \epsilon; \frac{\eta \gamma}{\gamma}(1+\frac{1}{\lambda_1})),
\]

(16)

where

\[
\tilde{D}_k = \frac{\delta_k}{\lambda_1^{Lm+k} \Gamma(e)} \left( 1 + \frac{1}{\lambda_1} \right)^{-\frac{m}{\gamma}(Lm+k)}\]

(17)

A. Sum of I.I.D. Squared \( \kappa - \mu \) Shadowed Random Variables

If all squared \( \kappa - \mu \) shadowed RVs are independent and identically distributed (i.i.d.), then \( \kappa_l = \kappa \) and \( \mu_l = \mu \). From (10)-(13), it can be found that in this case, \( \rho_{ij} = 0 \) and the matrix \( \mathbf{DC} \) contains uniform eigenvalues, \( \lambda_l = \kappa \mu/m \); hence, \( \delta_k = 0 \), \( \forall k > 0 \). After substituting these values in (16), we get the PDF of sum of i.i.d. squared \( \kappa - \mu \) shadowed RVs:

\[
f_{\gamma}(\gamma) = \frac{L \mu(1+\kappa)}{\gamma} \binom{m}{\gamma} \frac{Lm \lambda \mu - 1}{\Gamma(L \mu)} \times \Gamma(L \mu) \times e^{-L \mu(1+\kappa)} F_1 \left( Lm; \mu; L \mu; L \mu(1+\kappa) \frac{\gamma}{\gamma(m+\kappa \mu)} \right).
\]

(18)

It can be easily verified from (18) that for \( L = 1 \), we get the PDF of the square of a single \( \kappa - \mu \) shadowed RV which matches with the PDF given in [8, Eq. (4)].

III. PERFORMANCE ANALYSIS OF THE MRC DIVERSITY SYSTEM

A. System and Channel Model

Consider an \( L \)-branch MRC at the receiver, where each branch experiences the correlated \( \kappa - \mu \) shadowed fading with an instantaneous SNR \( \gamma_l \), \( l = 1, \ldots, L \); the correlation coefficient is given in (10). The received instantaneous SNR of the MRC receiver, i.e., \( \gamma = \sum_{l=1}^{L} \gamma_l \) is characterized in (16).

B. Moment Generating Function of the Received SNR

The MGF of the received SNR is expressed as

\[
M_{\gamma}(s) = \mathbb{E}[e^{-s \gamma}] = \sum_{k=0}^{\infty} \frac{\rho_{ij}^k}{k!} [\Gamma(L \mu)]^k.
\]

(19)
From (16) and (19), the MGF of the SNR will be

\[ M_\gamma(s) = A \left( \frac{\eta}{\gamma} \right) e^{\sum_{k=0}^{\infty} D_k} \int_0^\infty \gamma^{\epsilon-1} e^{-\left(s+\frac{\eta}{\gamma}\right)} \frac{\eta^\gamma}{\gamma(1 + \frac{1}{\lambda_k})} d\gamma. \] (20)

The following relations can be employed in (20):

\[ 1F_1 \left( Lm + k; \epsilon; \frac{\eta^\gamma}{\gamma(1 + \frac{1}{\lambda_k})} \right) = \frac{\Gamma(\epsilon)}{\Gamma(Lm + k)} \left( - \frac{\eta^\gamma}{\gamma(1 + \frac{1}{\lambda_k})} \right)^{1 - Lm - k} \Theta(0, 1 - \epsilon) \] (21)

and

\[ e^{-\left(s+\frac{\eta}{\gamma}\right)} = G_{p,q}^{m,n} \left( \frac{\eta}{\gamma} \right), \] (22)

where \( G_{p,q}^{m,n} \left( \frac{\eta}{\gamma} \right) \) is the Meijer-G function [15, Eq. (9.301)].

After substitution of these relations, we get

\[ M_\gamma(s) = A \left( \frac{\eta}{\gamma} \right) e^{\sum_{k=0}^{\infty} D_k} \frac{\Gamma(\epsilon)}{\Gamma(Lm + k)} \int_0^\infty \gamma^{\epsilon-1} e^{-\left(s+\frac{\eta}{\gamma}\right)} \frac{\eta^\gamma}{\gamma(1 + \frac{1}{\lambda_k})} d\gamma. \] (23)

The integral in (23) can be solved by using [16, Eq. (21)] and we get

\[ M_\gamma(s) = A \left( \frac{\eta}{\gamma} \right) e^{\sum_{k=0}^{\infty} D_k} \frac{\Gamma(\epsilon)}{\Gamma(Lm + k)} \left( s + \frac{\eta}{\gamma} \right)^{-\epsilon} \]

\[ \times G_{2,2}^{1,2} \left( \frac{-\eta}{\gamma(1 + \frac{1}{\lambda_k})} \left( s + \frac{\eta}{\gamma} \right) \right)^{1 - Lm - k, 1 - \epsilon} \left( 0, 1 - \epsilon \right). \] (24)

The MGF for i.i.d. case can be easily calculated by using (18) and method given above. Alternatively, the MGF for i.i.d. case can also be obtained from (24) by putting \( \delta_0 = 1, \delta_k = 0, k > 0, \lambda_l = \kappa \mu/m, \epsilon = \bar{L} \mu, \) and \( \eta = \bar{L} \mu(1 + \kappa). \)

The SER of the scheme for \( M \)-PSK constellation can be efficiently calculated by employing the following relation [17, Eq. (10)]:

\[ P_{MPSK} \approx \sum_{p=1}^{3} \beta_p M_\gamma (\alpha_p), \] (25)

where \( \beta_1 = \theta_M/(2\pi) - 1/6, \beta_2 = 1/4, \beta_3 = \theta_M/(2\pi) - 1/4, \)

\( \alpha_1 = g_{MPSK}, \alpha_2 = 4g_{MPSK}/3, \alpha_3 = g_{MPSK}/\sin^2(\theta_M), g_{MPSK} = \sin^2(\pi/M), \) and \( \theta_M = (M - 1)\pi/M. \)

The analytical SER for \( \kappa_1 = 5, \mu_1 = 2, m = 2, \rho_{ij} = \rho^{[l-j]}, \rho = 0.1, 0.5, 0.7, 0.8, 0.9, L = 3, \) and QPSK constellation is plotted in Fig. 2. The simulated SER versus SNR plots are also shown for the same parameters in the figure. The simulated SER values are obtained by using \( 10^7 \) channel realizations. The simulated SER closely follows the analytical SER values at all SNR values considered in the figure. Further, the performance of the MRC receiver improves with increasing value of antennas, as seen from the figure.

The effect of correlation parameter \( \rho \) on the SER performance of the MRC receiver is shown in Fig. 3 for \( \kappa_1 = 5, \mu_1 = 2, m = 2.5, \rho_{ij} = \rho^{[l-j]}, \rho = 0.1, 0.5, 0.7, 0.8, 0.9, L = 3, \) and QPSK constellation. It can be seen from the figure that the receiver error performance degrades with increasing value of the correlation coefficient.

C. Diversity Order Calculation

By using the Slater’s theorem [18, Eq. (8.2.2.3)] which represents the Meijer-G function as a finite series of the Hypergeometric function, it can be shown that

\[ G_{22}^{12} \left( \frac{-\eta}{\gamma(1 + \frac{1}{\lambda_k})} \left( s + \frac{\eta}{\gamma} \right) \right)^{1 - Lm - k, 1 - \epsilon} \left( 0, 1 - \epsilon \right) = \Gamma(Lm + k) \left( s + \frac{\eta}{\gamma} \right)^{\eta \epsilon}, \] (26)
where $2F_1(a_1, a_2; b_1; z)$ is the Gaussian Hypergeometric function [15]. From (24) and (26), the MGF of the MRC scheme can be written as

$$M_x(s) = A \left( \frac{\eta}{\gamma} \right)^{\bar{\epsilon}} \sum_{k=0}^{\infty} \bar{D}_k \Gamma(\bar{\epsilon}) \left( s + \frac{\eta}{\gamma} \right)^{-\bar{\epsilon}} \times 2F_1 \left( Lm + k, \epsilon; \frac{\eta}{\gamma} \left( 1 + \frac{1}{M} \right) \left( s + \frac{\eta}{\gamma} \right) \right).$$

For diversity calculation, let us assume that $\bar{\gamma}$ is very large, which means that $\eta / \left( \bar{\gamma} \left( 1 + \frac{1}{M} \right) \left( s + \frac{\eta}{\gamma} \right) \right)$ is very small. Therefore, after observing the fact that $2F_1(a_1, a_2; b_1; z) \to 1$, $z \to 0$ [19] and after some other algebra, the asymptotic value of the MGF is given by

$$M_x(s) = A \left( \frac{\eta}{\gamma} \right)^{\bar{\epsilon}} \sum_{k=0}^{\infty} \bar{D}_k \Gamma(\bar{\epsilon}) s^{-\bar{\epsilon}}. \quad (28)$$

The diversity order of the MRC scheme is $\epsilon = \sum_{l=1}^{L} \mu_l$, as seen from (28).

For verifying the analytical diversity order, we have plotted the asymptotic SER by using (25) and (28) in Fig. 4. The analytical SER versus SNR plots (obtained from (24) and (25)) are also shown in the figure. All plots are given for $\kappa_l = 10$, $\mu_l = 1$, $m = 3$, $\rho_{ij} = 0.11^{\bar{\mu}_l}$, $L = 2$, $3$, $4$, and QPSK constellation. It can be seen from the figure that the asymptotic SER closely overlaps with the analytical SER at high values of the SNR. Therefore, the proposed asymptotic MGF in (28) is sufficiently tight at high SNR. Further, we have also plotted the asymptotic ideal diversity curves by using the relation: $\alpha / \bar{\gamma}^\delta$, where $\alpha$ is a positive real coefficient and $\delta$ denotes the ideal diversity. The SER versus SNR performance of the MRC receiver decays at the same rate as that of the slope of the asymptotic ideal diversity curves in all cases. The correctness of the diversity analysis is corroborated from the figure.

### Table I

| Constellation | $\bar{\zeta}_M$ | $\tau_M$ | $\alpha_p$ |
|---------------|-----------------|-----------|-------------|
| M-QAM        | $\frac{4(1-\log_2 M)}{\log_2 M}$ | $\sqrt{\frac{2}{\bar{\gamma}}}$ | $(2p_1-1) \sqrt{\frac{2}{(M-1)\bar{\gamma}}}$ |
| M-PSK        | $\max(\log_2 M, 2)$ | $\max\left( \frac{M}{4}, 1 \right)$ | $\sqrt{2 \sin \frac{\bar{\gamma}}{2}}$ |

### D. Average BER Calculation

By using the series representation of the confluent Hypergeometric function:

$$\begin{equation}
_1F_1(a; b; x) = \sum_{n=0}^{\infty} \frac{(a)_n}{(b)_n n!} x^n, \quad (29)
\end{equation}
$$

where $(\cdot)_n$ is the Pochhammer symbol, in (16), we get

$$f_{\gamma}(\gamma) = A \left( \frac{\eta}{\gamma} \right)^{\epsilon} \sum_{k=0}^{\infty} \bar{D}_k \sum_{j=0}^{\infty} \bar{C}_{j,k} \gamma^{j+\epsilon-1} e^{-\bar{\gamma}}, \quad (30)
$$

where

$$\bar{C}_{j,k} = \frac{(Lm + k)}{(\epsilon) j!^2} \left( \frac{\eta}{\gamma} \left( 1 + \frac{1}{M} \right) \right)^j. \quad (31)
$$

From the signal-space concept, the average BER of M-PSK/QAM constellation is given by [7], [20]–[22]

$$P_e(\gamma) = \zeta_M \sum_{p=1}^{\tau_M} Q(\alpha_p \sqrt{\gamma}), \quad (32)
$$

where $Q(\cdot)$ is the q-function [10, Eq. (2.1.97)], $\zeta_M$, $\alpha_p$, and $\tau_M$ are modulation dependent parameters, given in Table I. The average BER of the considered scheme will be

$$P_e(\gamma) = A \zeta_M \left( \eta \bar{\gamma} \right)^{\epsilon} \sum_{k=0}^{\infty} \bar{D}_k \sum_{j=0}^{\infty} \bar{C}_{j,k} \times \sum_{p=1}^{\tau_M} \int_0^{\infty} \gamma^{j+\epsilon-1} e^{-\frac{\bar{\gamma}}{\gamma}} Q(\alpha_p \sqrt{\gamma}) d\gamma. \quad (33)
$$

By using the relation $Q(\alpha_p \sqrt{\gamma}) = (1/2) \text{erfc}(\alpha_p \sqrt{\gamma} / \sqrt{2})$ and [14, Eq. (2.8.5.7)] in (33), we get the average BER of the scheme as

$$P_e(\gamma) = A \zeta_M \left( \eta \bar{\gamma} \right)^{\epsilon} \sum_{k=0}^{\infty} \bar{D}_k \sum_{j=0}^{\infty} \bar{C}_{j,k} \times \sum_{p=1}^{\tau_M} \frac{(\alpha_p \sqrt{\gamma})^{-2\epsilon-2}}{(2\epsilon + 2j) \sqrt{\pi}} \Gamma(\epsilon + j + 1/2) \times 2F_1 \left( \epsilon + j, \epsilon + j + 1/2; \epsilon + j + 1; -\frac{2\mu}{a_p \gamma \bar{\gamma}} \right). \quad (34)
$$

By employing the relation: $2F_1 \left( \epsilon + j, \epsilon + j + 1/2; \epsilon + j + 1; -\frac{2\mu}{a_p \gamma \bar{\gamma}} \right) = 1$ for very high value of $\bar{\gamma}$ in (34), we get

$$P_e(\gamma) = A \zeta_M \left( \eta \bar{\gamma} \right)^{\epsilon} \sum_{k=0}^{\infty} \bar{D}_k \sum_{j=0}^{\infty} \bar{C}_{j,k} \times \sum_{p=1}^{\tau_M} \frac{(\alpha_p \sqrt{\gamma})^{-2\epsilon-2}}{(2\epsilon + 2j) \sqrt{\pi}} \Gamma(\epsilon + j + 1/2). \quad (35)$$
It can be seen from (31) that $C_{j,k}$ varies inversely with $\bar{\gamma}^j$. Therefore, for the diversity calculation\(^1\), we should set $j = 0$. By setting $j = 0$ and $p = 1$ in (35), we get the asymptotic BER of the scheme:

$$P_e(\bar{\gamma}) = \frac{AeM\Gamma(\epsilon + 1/2)}{2\sqrt{\pi} \left(\alpha_1/\sqrt{2}\right)^{\epsilon}} \left(\sum_{k=0}^{\infty} \tilde{D}_k\right) \left(\frac{\eta}{\bar{\gamma}}\right)^{\epsilon}. \quad (36)$$

It is confirmed from (36) that the diversity order of the MRC receiver is $\epsilon$, as shown in Subsection III.C.

Under the condition that $m$ being an integer and $Lm + k > \epsilon$, the Hypergeometric function in (16) can be represented in the form of a finite series by using Kummer’s transform [19] as

$$\text{I}_1(Lm + k; \epsilon; \frac{\eta\gamma}{\bar{\gamma}\left(1 + \frac{1}{\lambda^2}\right)}) = e^{\frac{\eta\gamma}{\bar{\gamma}}\left(1 + \frac{1}{\lambda^2}\right)} \times \sum_{j=0}^{Lm+k-\epsilon} \frac{(Lm + k - \epsilon)!}{(Lm - k - \epsilon)!} \left(\frac{\eta\gamma}{\bar{\gamma}\left(1 + \frac{1}{\lambda^2}\right)}\right)^j. \quad (37)$$

Using (37), the BER can be calculated in the form of a single power series employing the method stated before.

The analytical and simulated BER versus SNR plots for $\kappa_l = 2$, $\mu_l = 2$, $m = 2.1$, $\rho_{ij} = 0.2|^{i-j}|$, $L = 2, 3, 4, 5, 6$, and 16-QAM constellation are shown in Fig. 5. The simulated BER values are obtained by using $10^7$ channel realizations. The closeness of the analytical and simulated BER plots is evident from the figure. Moreover, the performance of the MRC scheme is improved with increasing value of receive antennas, as seen from Fig. 5.

### E. Ergodic Capacity Analysis

The average capacity (in bits/sec/Hz) of the scheme is given by

$$C(\bar{\gamma}) = \int_0^{\infty} \log_2 (1 + \gamma) f_\gamma(\gamma) d\gamma. \quad (38)$$

\(^1\)The diversity order depends upon the lowest power of the SNR.

By using the relations:

$$e^{-\frac{\bar{\gamma}}{\bar{\gamma}}} = G^0_{10} \left(\frac{\eta}{\bar{\gamma}}\right) \cdot \frac{\eta}{\bar{\gamma}} \cdot \int_0^{\infty} \frac{e^{-\frac{\bar{\gamma}}{\bar{\gamma}}} \cdot G^0_{10} \left(\frac{\eta}{\bar{\gamma}}\right)}{\bar{\gamma}} d\gamma \quad (39)$$

and

$$\ln (1 + \gamma) = C^1_{22} \left(\frac{1, 1}{1, 0}\right), \quad (40)$$

where $\ln(\cdot)$ is the natural logarithm, and (22) and (30), in (38), we get

$$C(\bar{\gamma}) = \frac{A}{\ln 2} \left(\frac{\eta}{\bar{\gamma}}\right) \sum_{k=0}^{\infty} \tilde{D}_k \sum_{j=0}^{\infty} C_{j,k} \gamma^{j+1/2} \cdot G^1_{01} \left(\frac{\eta}{\bar{\gamma}}\right) \cdot \int_0^{\infty} \gamma^j e^{-\frac{\bar{\gamma}}{\bar{\gamma}}} \gamma^{j+1/2} C^1_{22} \left(\frac{1, 1}{1, 0}\right) d\gamma. \quad (41)$$

Employing [16, Eq. (21)] in (41), we have

$$C(\bar{\gamma}) = \frac{A}{\ln 2} \sum_{k=0}^{\infty} \tilde{D}_k \sum_{j=0}^{\infty} C_{j,k} \left(\frac{\eta}{\bar{\gamma}}\right)^{-j} \times G^1_{32} \left(\frac{\eta}{\bar{\gamma}}\right)^{-j} \cdot \frac{\eta}{\bar{\gamma}} \cdot \int_0^{\infty} \gamma^j e^{-\frac{\bar{\gamma}}{\bar{\gamma}}} \gamma^{j+1/2} C^1_{22} \left(\frac{1, 1}{1, 0}\right) d\gamma. \quad (42)$$

In Fig. 6, the analytical average capacity of the MRC scheme is plotted for $\kappa_l = 2$, $\mu_l = 2$, $m = 1.2$, $\rho_{ij} = 0.5|^{i-j}|$, and $L = 2, 3$ by using (42). Moreover, the plots of the capacity obtained by numerical integration of (38) are provided in the figure to verify the validity of the proposed capacity results of (42). It can be seen from the figure that there is a significant improvement in the average capacity of the correlated $\kappa - \mu$ shadowed channels with increasing number of the spatial dimension. For example, at SNR=10 dB there is 30% increment in the average capacity by using three antennas as compared to the two antennas case.

### IV. Conclusions

We have statistically characterized the correlated $\kappa - \mu$ shadowed fading in this paper, in terms of PDF and MGF.
These characterizations have been found useful for study of the error performance and diversity performance of the MRC scheme. The analytical results have been obtained in terms of power series of the Hypergeometric functions and Meijer-G function. A study of the LOS correlation on the error performance of the MRC receiver has been performed by using the derived analytical results. It has been deduced on the basis of the analytical results that the error performance of the receiver is adversely affected by the antenna correlation. However, the diversity order of the MRC scheme remains independent of the antenna correlation.
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