Fitting a stochastic model of intensive care occupancy to noisy hospitalization time series during the COVID-19 pandemic
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Intensive care occupancy is an important indicator of health care stress that has been used to guide policy decisions during the COVID-19 pandemic. Toward reliable decision-making as a pandemic progresses, estimating the rates at which patients are admitted to and discharged from hospitals and intensive care units (ICUs) is crucial. Since individual-level hospital data are rarely available to modelers in each geographic locality of interest, it is important to develop tools for inferring these rates from publicly available daily numbers of hospital and ICU beds occupied. We develop such an estimation approach based on an immigration-death process that models fluctuations of ICU occupancy. Our flexible framework allows for immigration and death rates to depend on covariates, such as hospital bed occupancy and daily SARS-CoV-2 test positivity rate, which may drive changes in hospital ICU operations. We demonstrate via simulation studies that the proposed method performs well on noisy time series data and apply our statistical framework to hospitalization data from the University of California, Irvine (UCI) Health and Orange County, California. By introducing a likelihood-based framework where immigration and death rates can vary with covariates, we find, through rigorous model selection, that hospitalization and positivity rates are crucial covariates for modeling ICU stay dynamics and validate our per-patient ICU stay estimates using anonymized patient-level UCI hospital data.
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1 INTRODUCTION

In March 2020, the World Health Organization (WHO) declared the spread of a 2019 novel coronavirus (SARS-CoV-2) a global pandemic. Currently, we have seen over 350 million cases\(^5\), putting a tremendous strain on limited hospital capacities in countries around the world. Available hospital beds have proven to be one of the most valuable resources through the course of the pandemic, and in order to appropriately allocate resources, public health officials must rely on model forecasts to predict occupancy during the current and future pandemics.\(^1\) However, obtaining data from hospitals, especially line list data summaries, can be challenging for public health officials. Additionally, obtaining line list data
summaries from all hospitals in a county or a state is simply unrealistic even in favorable circumstances, and transferring such data can easily take weeks—if not months—to complete, as such transfers must typically be approved by special review boards. Here, we propose a likelihood-based method for estimating the rates at which coronavirus disease 2019 (COVID-19) patients enter and leave hospital intensive care units (ICUs) based on publicly available hospitalization time series.

To quantify the uncertainties surrounding novel diseases such as COVID-19, constant policy changes, and changing rates of vaccine distribution, stochastic epidemic models are well-suited compared to their deterministic counterparts. However, stochastic modeling of SARS-CoV-2 transmission dynamics has not been more widely adopted, in large part due to computational burdens associated with inference for stochastic model classes such as partially observed Markov processes. COVID-19 observational data are often incomplete, marked with coarseness and systematic under-reporting. This often gives rise to intractable marginal likelihood functions associated with partially observed data. Although likelihood-based methods provide principled ways to estimate parameters and quantify uncertainty, fitting a stochastic model in such missing data settings requires marginalizing over the set of all possible events that are compatible with the observed data. When this latent space is enormous, fitting stochastic epidemic models becomes a highly non-trivial exercise due to the increased computational complexity. This has spurred recent work on numerical approaches and approximation methods toward likelihood-based inference.

In this article, we overcome this intractability for a class of immigration-death processes representing ICU occupancy. We focus our attention on the simpler problem of estimating the dynamics and mean duration of ICU stays instead of the full dynamics of SARS-CoV-2 transmission through a population. Our approach accounts for the missing data probabilistically in a principled way by directly utilizing the likelihood of the observed data. We present a methodological framework for maximum likelihood estimation for a class of continuous time immigration-death processes from population-level data. Our models fall within the class of continuous-time Markov chains, and we carefully balance their flexibility with tractability to allow for deriving expressions for the transition probabilities of the process. These comprise the marginal likelihood function; their solutions together with numerical and optimization techniques enable classical procedures such as maximum likelihood estimation. As a result, we can perform principled inference of interpretable model parameters in a mechanistic model, integral to understanding the mean duration of ICU stay by COVID-19 patients according to the underlying dynamic of the pandemic.

Specifically, we begin by assuming that the per-patient immigration rate, that is, the rate at which patients are admitted to the ICU, is proportional to the daily number of hospital beds occupied, while the per-patient death or clearance rate, that is, the rate at which patients are discharged from the ICU, is constant over time. As previous studies have shown that the length of hospital ICU stay varies depending on resource availability, patient characteristics, and hospital-specific differences in clinical care strategies, we extend the methodology to allow the model parameters to depend on a number of covariates. The proposed framework is flexible as a result, allowing immigration and clearance rates to vary with a number of salient variables in a log-linear fashion.

The rest of the article is structured as follows. In Section 2.1, we present a description of the data that motivated us and also describe an immigration-death process in detail. In Section 2.2, we introduce the the parametrization of the immigration rates based on relevant covariates and present our immigration-death framework in detail. In Section 2.3, we present derivations of the Kolmogorov forward equations, transition probabilities, and the likelihood function for discretely observed data from an immigration-death process. We also briefly describe a technique that we use to calculate the transition probabilities in a computationally efficient way. In Section 2.4, we describe the optimization methods used to numerically calculate the MLE and uncertainty quantification for the MLE.

In Section 3.1, we design a simulation study to test our immigration-death framework. We then apply our model to hospitalization data from the UC Irvine hospital system as well as Orange County in Sections 3.2 and 3.3 respectively, exploring the division of data into three phases following natural waves of the pandemic. The concluding Section 4 discusses limitations and interpretations of the model as well as directions towards future work.

2 METHODS

We begin by describing the data that motivate the immigration-death model. In our application to the problem of ICU stay estimation, the immigration and death rates will be interpretable as the rates at which patients are admitted to and discharged from the ICU respectively. In order to provide enough realism in the model without overfitting, we test and select among models of varying complexity. These methods hinge on access to the observed data likelihood, which additionally yields a natural approach to uncertainty quantification of the parameter estimates.
2.1 Data and the immigration-death process

We consider hospital-level data collected from March 2020 to December 2020, consisting of daily counts of occupied hospital beds and ICU beds in the University of California, Irvine’s hospital system (UCI Health) and the larger Orange County (OC) level. There are 27 hospitals in Orange County (OC) according to the OC health care agency; out of these 27 hospitals, 25 of them can serve as Emergency Receiving Centers. The number of hospital beds and ICU beds occupied daily in OC also referred to as hospitalization data for OC is publicly available consisting of county-level surveillance data that are obtained by aggregating the individual numbers of hospital beds and ICU beds occupied daily as reported by each major hospital in the county. We denote the aggregated number of hospital beds and ICU beds occupied by COVID-19 patients in OC by $H_0, H_1, \ldots, H_T$ and $I_0, I_1, \ldots, I_T$ respectively. Although data were reported on a daily basis, on any given day in the observation period, it was typical for 2-5 hospitals to miss out on reporting. This underreporting may have arisen from reasons not limited to being short-staffed, neglecting to report on weekends, or not reporting on time. On the contrary, patient-level data also referred to as “line-list” data obtained from the UCI Medical Center include the average monthly durations of ICU stay for all patients admitted to the UCI Medical Center ICU with a confirmed diagnosis of COVID-19.

Figure 1A,B represent these data in the UCI hospital system and in all of Orange County, respectively. For the rest of the article, hospitalization data refers to both the number of hospital beds occupied and the number of ICU beds occupied.

Our goal is to fit a stochastic immigration-death model of ICU occupancy to these data, inferring the per-patient rates of ICU admission as well as the rate of clearance. An immigration-death process $X(t)$ is a continuous-time Markov chain (CTMC) defined over a countable state space of the nonnegative integers. The process can increase by one in the case of an immigration event, decrease by one in the event of a death (clearance), or remain at the same state at any instant in time $t > 0$. The process $X(t)$ can be completely characterized by its immigration rate $\alpha(t)$ and its death rate $\mu(t)$—we model the latter as proportional to the current state of the process, making the death process rate-linear. If the process is in state $X(t) = i$ at time $t$, then the process can be defined by its instantaneous rates $\lambda_i(t)$ which parametrize the infinitesimal generator matrix $\Lambda(t) = \{\lambda_i(t)\}$ characterizing the time-inhomogeneous CTMC. To understand the relation of instantaneous rates to the behavior of the process, denote the transition probabilities $P_{ij}(\Delta t) = P(X(t + s) = j|X(t) = i)$, defined as the probability of the process transitioning from state $i$ at time $t$ to state $j$ at time $t + s$. Then for a small time interval $\Delta t$, the probabilities of an immigration event, a death event, and no event occurring are given by

$$P_{ij}(\Delta t) = \begin{cases} 
\alpha(t)\Delta t + o(\Delta t) & j = i + 1, \\
\mu(t)\Delta t + o(\Delta t) & j = i - 1, \\
1 - (\alpha(t)\Delta t + \mu(t)\Delta t + o(\Delta t)) & j = i, \\
0 & \text{otherwise}.
\end{cases} \quad (1)
$$

Since we model ICU occupancy as the immigration-death process $X(t)$, naturally immigration can be interpreted as the flow of patients into the ICU, while death is interpreted as a patient leaving the ICU when they are discharged or they die. However, in order to disambiguate the term “death” for our application to the problem of ICU stay, we refer to the “death” rate of a stochastic immigration-death model as “clearance” rate throughout this article. Therefore, we view the count data $\{I_0, I_1, \ldots, I_T\}$ as discrete observations of the continuous-time process, that is, $I_i = X(t_i)$ for a sequence of observation times $t_i$ at which the counts are available. The immigration rate $\alpha(t)$ will depend on hospitalization and other factors, described in the next subsection, while the per-person clearance rate $\mu(t) = \mu$ is assumed to be homogeneous throughout the observation period $[0, T]$. The summary of the model is illustrated in Figure S1 appearing in the supporting information. Note that the overall rate of ICU clearance $i\mu$ fluctuates proportionally with the current ICU occupancy, a natural modeling assumption in our context.

2.2 Covariate-dependent rate parameterization

As the model described above may lack realism in positing that the immigration and (per-patient) clearance rates are constant throughout the entire observation period, we add flexibility by allowing them to depend on potentially time-varying covariates. We parametrize the log immigration rate as a linear combination of salient covariates while assuming a constant clearance rate over the entire observation period. Equation (2) describes such an immigration rate where $\log \alpha$ plays
the role of an intercept term, \( \psi_i(t) \) represents an \( i \)th covariate of interest at time \( t \), and \( \beta_i \) is its corresponding coefficient:

\[
\log \alpha(t) = \log \alpha \sum_{i=1}^{k} \beta_i \psi_i(t), \quad \mu(t) = \mu.
\]

This parametrization enables us to account for a set of covariates that may be relevant in accurately describing how the model rates vary. As a large inflow of patients to the ICU comes from patients already admitted in the hospital,
Fitting an immigration-death model

The number of patients admitted to the hospital is the leading predictor affecting the immigration rate in the above parametrization. We hypothesize that the proportion of infected people in a particular region is also likely to influence the rate of patients entering the ICUs. Thus, an overwhelming number of patients already admitted to the hospital combined with a higher proportion of infected people in a particular region suggest that the patients will enter the ICU at a higher rate. In particular, we allow the per-patient immigration rate into the ICU to depend on factors such as the daily number of hospital beds occupied \( H_0(t) \), and the daily cumulative test positivity rate \( P_A(t) \) in the region of interest.

The daily cumulative test positivity rate \( P_A(t) \) is defined as the ratio of the cumulative number of individuals who tested positive for COVID-19 in the last seven days to the number of individuals who were tested for COVID-19 in the last seven days. This daily cumulative positivity rate serves as an indicator of case load on a particular day, and takes values between 0 and 1, with a higher value of \( P_A(t) \) indicating that a greater proportion of people have tested positive for COVID-19. Higher positivity rates in a region may lead to changes in the decision-making process within hospital systems as there are a limited number of hospital and ICU beds available on a particular day.

Though it is intuitive that the potential covariates we consider would impact the rates of the process, it is preferable to quantitatively select the features to include in a way that balances model flexibility and generalizability given limited data. Within a likelihood-based framework, information-theoretic criteria allow for rigorous model selection. For instance, we may select covariates while guarding against overfitting using the Akaike information criterion (AIC)

\[
-2l(X; \Theta) + 2K,
\]

where \( K \) is the number of free parameters and \( l(X; \Theta) \) is the maximized log-likelihood of the given data. Among a set of candidate models, the one with lowest AIC is preferred. We explore several competing models that posit different log-linear functional forms for \( a(t) \), summarized in Table 1, where \( a, \mu, \beta_{H:p}, \) and \( \beta_H \) are nonnegative coefficients.

### Table 1 Various models considered that differ by the way they parametrize (log) immigration rates.

| Model | Immigration rate                                                                 | # Parameters |
|-------|----------------------------------------------------------------------------------|--------------|
| 1     | \( \log a(t) = \log \alpha + \beta_H \log H_0(t) + \beta_{H:p} P_A(t) \log H_0(t) + \beta_p P_A(t) \) | 5            |
| 2     | \( \log a(t) = \log \alpha + \beta_H \log H_0(t) + \beta_{H:p} P_A(t) \log H_0(t) \) | 4            |
| 3     | \( \log a(t) = \log \alpha + \beta_H \log H_0(t) + \beta_p P_A(t) \)             | 3            |
| 4     | \( \log a(t) = \log \alpha + \beta_H \log H_0(t) \)                              | 2            |

2.3 Fitting an immigration-death model

Toward enabling likelihood-based inference, this subsection derives the transition probabilities of a simple immigration-death process, describes how the transition probabilities are related to the marginal likelihood function, and describes a technique to obtain the transition probabilities in a computationally efficient way.

Recall the transition probability \( P_{ij}(s) = P(X(t + s) = j \mid X(t) = i) \) denotes the probability of the immigration-death process transitioning from state \( i \) at time \( t \) to state \( j \) at time \( t + s \). Evaluating the likelihood in the proposed model framework relies on access to these quantities as they appear as a product in the likelihood function of the observed data. We outline a method that derives their solution by way of the probability generating function (PGF), and also describe an efficient numerical way to compute them. This will allow us to numerically optimize the likelihood function toward parameter estimation. Similarly, we then detail how to perform interval estimation and covariate-based model selection efficiently using these numerical techniques.

Let \( \{X(1), X(2) \ldots X(T)\} \) denote the numbers of occupied ICU beds at observation times \( t_1, t_2, \ldots t_T \). By the Markov property, the likelihood function of these discretely observed data is given by a product of the transition probabilities

\[
\mathcal{L}(X; \Theta) = \prod_{i=1}^{T-1} P_{X(i)X(i+1)}(t_{i+1} - t_i), \tag{3}
\]
where $\Theta$ denotes the set of parameters we wish to infer. Thus, it is necessary to calculate the transition probabilities as they form the backbone of the observed likelihood function. Next we derive the transition probabilities for a discretely observed immigration-death process with immigration rate $a(t)$ and death or clearance rate $\mu(t)$.

We begin by deriving the Kolmogorov’s equations\textsuperscript{12} for a discretely observed immigration-death process:

$$
\mathbb{P}_i(t + h) = \sum_k \mathbb{P}_{ik}(t)\mathbb{P}_{kj}(h)
$$

$$
= \mathbb{P}_{ij-1}(t)\mathbb{P}_{j-1}(h) + \mathbb{P}_{ij}(t)\mathbb{P}_{ij}(h) + \mathbb{P}_{ij+1}(t)\mathbb{P}_{j+1}(h) + \sum_{k \neq j-1} \mathbb{P}_{ik}(t)\mathbb{P}_{kj}(h)
$$

$$
= \mathbb{P}_{ij-1}(t)(a(t)h + o(h)) + \mathbb{P}_{ij}(t)(1 - a(t)h - j\mu(t)h - o(h))
$$

$$
+ \mathbb{P}_{ij+1}(t)(j + 1)\mu(t)h + o(h) + o(h)
$$

$$
= \mathbb{P}_{ij-1}(t)a(t)h + \mathbb{P}_{ij}(t) - \mathbb{P}_{ij}(t)\mu(t)h - \mathbb{P}_{ij}(t)\alpha(t)h - \mathbb{P}_{ij}(t)\mu(t)h - \mathbb{P}_{ij}(t)\alpha(t)h
$$

$$
+ \mathbb{P}_{ij+1}(t)(j + 1)\mu(t)h + \mathbb{P}_{ij+1}(t)\alpha(t)h + o(h) + o(h),
$$

where the third equality is due to Equation (1). After subtracting $\mathbb{P}_i(t)$ from both the sides, dividing by $h$, and sending $h \to 0$, we obtain the Kolmogorov equations:

$$
\mathbb{P}_i'(t) = -(a(t) - j\mu(t))\mathbb{P}_i(t) + a(t)\mathbb{P}_{i-1}(t) + (j + 1)\mu(t)\mathbb{P}_{i+1}(t),
$$

$$
\mathbb{P}'_0(t) = -a(t)\mathbb{P}_0(t) + \mu(t)\mathbb{P}_1(t).
$$

We will use the Kolmogorov’s equations together with Equation (4) to derive the closed form solution for the PGF $\phi_i(s, t)$. Next we consider the PGF,

$$
\phi_i(s, t) := \mathbb{E}[X(t)|X(0) = i] = \sum_{j=0}^{\infty} \mathbb{P}_j(t)s^j
$$

for $s \in [0, 1]$. We differentiate Equation (4) with respect to time and use Kolmogorov’s equations to yield Kendall’s partial differential equation (PDE),\textsuperscript{12,13}

$$
\frac{\partial}{\partial t} \phi_i(s, t) = \left[(1 - s)\mu(t) \frac{\partial}{\partial s} + (s - 1)a(t)\right] \phi_i(s, t),
$$

subject to the initial condition $\phi_i(s, 0) = s^i$. A detailed derivation of the steps toward obtaining and solving Kendall’s PDE is available in Appendix A. The solution of the above PDE is

$$
\phi_i(s, t) = \exp \left[\frac{a(t)(1 - s)(e^{-\mu(t)s} - 1)}{\mu(t)}\right] \left[1 + (s - 1)e^{-\mu(t)s}\right]^1.
$$

This closed form solution for the PGF aids in the calculation of transition probabilities. Notice the transition probability $\mathbb{P}_j(t) = \mathbb{P}(X(t) = j|X(0) = i)$ can formally be obtained by differentiating the PGF $\phi_i(s, t)$ and normalizing by an appropriate constant,

$$
\mathbb{P}_j(t) = \frac{1}{j!} \frac{\partial^j}{\partial s^j} \phi_i(s, t) \bigg|_{s=0}.
$$

However, in practice repeated numerical differentiation is a computationally intensive procedure and often becomes numerically unstable, especially for a large $j$. Instead, we make use of the fast Fourier transform (FFT) to calculate the transition probabilities $P_j(t)$ which occur as coefficients of $s^j$ in Equation (4).\textsuperscript{14}

We map the domain $s \in [0, 1]$ onto the boundary of the complex unit circle, considering a change of variables $s = e^{2\pi i v}$, so that the new domain becomes an equally spaced set of points along the unit circle in the complex plane. This allows
us to view the generating function defined in Equation (4) as a periodic function
\[
\phi_i(e^{2\pi i \omega}, t) = \sum_{j=0}^{\infty} P_{ij}(t) e^{2\pi i j \omega},
\]
where the coefficients of interest \( P_{ij} \) are now interpretable as the \( j \)th Fourier coefficients of a Fourier series. This suggests they can be recovered by the Fourier inversion formula,
\[
P_{ij}(t) = \int_0^1 \phi_i(e^{2\pi i \omega}, t) e^{-2\pi i j \omega} d\omega.
\]
A Riemann sum approximation can be used to discretize the integral,
\[
P_{ij}(t) \approx \frac{1}{N-1} \sum_{k=0}^{N-1} \phi_i(e^{2\pi i k/N}, t) e^{-2\pi i j \omega/N},
\]
with a larger choice of \( N \) yielding a more precise approximation. This approach avoids the need to directly compute numerical higher-order partial derivatives of \( \phi_i(s, t) \) as described in Equation (5). Instead, the FFT provides a fast way to extract all of the coefficients \( P_{ij}(t) \) simultaneously for \( 0 \leq j \leq N - 1 \).

Recall from Equation (3) that the likelihood function of the discretely observed data is comprised of these transition probabilities. This FFT method therefore enables its efficient computation for any given set of parameter values, which can then be embedded within any generic optimization scheme that requires calls to the likelihood \( \mathcal{L}(X; \Theta) \) as the objective function.

### 2.4 Optimizing the observed likelihood function

With an efficient way to compute transition probabilities in hand, we can use Equation (3) to numerically evaluate the likelihood function \( \mathcal{L}(X; \Theta) \) for any parameter configuration, and in turn use generic iterative optimization methods to maximize it. We find that the Nelder-Mead method delivers robust yet efficient solutions to maximizing the log-likelihood, by way of a simplex algorithm using only calls to the objective function. That is, the method does not require gradient or other higher-order information. Because we cannot guarantee the convexity of our objective function, the algorithm is only guaranteed to converge to a local optimum. As a result, we advocate initializing the algorithm using multiple restarts from different initial starting values. We find in our empirical studies that numerically optimizing the log-likelihood using the Nelder-Mead algorithm is stable and can repeatedly deliver a consistent optimal solution from several distinct initializations.

With a robust method for computing the MLE, we can similarly obtain interval estimates numerically. With a robust method for computing the MLE, we can similarly obtain interval estimates numerically. Recall that asymptotic normality of the maximum likelihood estimator can be used toward constructing the confidence intervals numerically. Denoting \( \hat{\theta}_{ML} \) as the maximum likelihood estimate for \( \theta \), Fisher’s classical approximation theorem establishes that its asymptotic distribution is given by
\[
\hat{\theta}_{ML} \sim \mathcal{N}(\theta, [I(\theta)]^{-1} \times n),
\]
under mild assumptions, where \( I(\theta)_{n\times n} \) is the Fisher information matrix. These results also hold for maximum likelihood estimates under Markov chain models, while Cronie and Yu derive a version catered to evenly spaced observations from an immigration-death process, coinciding with our baseline model of ICU stays \( X(t) \). In all cases, these asymptotic results entail approximate intervals. We find that applying Fisher’s approximation stated above performs well empirically in all cases we consider here; it is appealing in its simplicity, especially in settings with covariate-parametrized rates. In theory, SEs for parameter estimates are given upon inversion, though the information depends on the unknown parameter values. In practice, we calculate the observed Fisher information \( [I(\hat{\theta}_{ML})]_{n\times n} \) evaluated at the maximum likelihood estimates. That is, we obtain the Hessian of the log-likelihood evaluated at the MLE using numerical differentiation at
convergence. Upon inversion, using its diagonal entries allows us to construct approximate 95% confidence intervals, given by
\[ \hat{\theta}_i \pm 1.96 \sqrt{a_{ii}}, \quad i = 1, 2, \ldots, n, \]
where \( A = [I(\hat{\theta}_{ML})]^{-1}_{n \times n} \) and \( a_{ij} \) denotes its \((i,j)\)th entry.

3 | EMPIRICAL PERFORMANCE AND RESULTS

3.1 Simulation study

We now assess the proposed methodology via simulation. The experiment aims to recover the true parameters used to generate the synthetic data from the immigration-death model given data at only a set of discrete observation times. We design the simulations to resemble the real data in one of our case studies, with the ground truth parameters and observation schedule being chosen so that the shape and scale of the simulated outbreaks reflects that of the OC hospitalization data we seek to analyze.

The daily number of hospital and ICU beds occupied in the county-level OC data is obtained by aggregating the individual numbers of hospital and ICU beds occupied as reported by each major hospital in the county. We replicate this in our simulations by first generating the number of hospital and ICU beds occupied for several hospitals, and then summing across hospitals to obtain population-level hospitalization data that is comparable to the OC data we will study. As it is possible that some hospitals do not report hospitalization data on a particular day, we additionally extend our simulation study to assess the robustness and potential bias of the proposed framework in the presence of underreporting. Note that we might expect the simulated hospitalization data for each hospital in the absence of any underreporting to resemble the UCI Health hospitalization data, while the aggregated hospitalization data in the presence of underreporting should resemble the noisier hospitalization data at the county level.

Simulation procedure

To establish notation, let \( \tilde{H}_t \) and \( \tilde{I}_t \) be the number of hospital beds and ICU beds occupied on the \( t \)th day in the \( j \)th hospital and \([0, 1, 2, \ldots, T_{\text{max}}]\) be the discrete times at which we observe the process with \([0, T_{\text{max}}]\) being the total observation period. We first generate the daily number of hospital beds occupied for each of the \( m \) hospitals. To reflect scale of the population-level data in our case study, we simulate individual hospital occupancies so that the total number of occupied beds across hospitals matches our dataset. To this end, we begin by sampling \( H_0 \) from a multinomial distribution such that \( \sum_{j=1}^{m} H_0 = H_{O}(0) \), the total number of hospital beds at the start of our observation period in the OC data. For each day in the observation period, we next sample the difference \( d_j = \tilde{H}_t - \tilde{H}_{t-1} \) multinomially with equal weights such that \( \sum_{j=1}^{m} d_j = H(t) - H(t-1), 1 \leq t \leq T_{\text{max}} \). The daily number of hospital beds occupied, \( \tilde{H}(t) \), during the entire observation period for \( m \) hospitals is then obtained by cumulatively summing \( d_j \).

Conditional on the simulated hospital bed counts \( \tilde{H}_j \), we generate the daily numbers of ICU beds occupied from an immigration-death process with rates
\[ \log \alpha(t) = \log \alpha + \log \tilde{H}(t), \quad \mu(t) = \mu, \quad 0 \leq t \leq T_{\text{max}}. \tag{8} \]

We use the Gillespie algorithm\(^{20}\) to generate realizations of the process defined by the rates in Equation (8), summarized by Algorithm 1 appearing in the supporting information. We hold out information from these trajectories between observation times, summarizing only the daily counts of the simulated Markov process to get \( \tilde{I}_j \), \( 0 \leq t \leq T_{\text{max}} \). 0 \leq j \leq m, thus resulting in a time-series of number of hospital beds occupied \( \tilde{H} \) and ICU beds occupied \( \tilde{I} \):

\[
\tilde{H} = \begin{bmatrix}
H_{01} & H_{12} & \ldots & H_{1m} \\
H_{11} & H_{22} & \ldots & H_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
H_{T_{\text{max}},1} & H_{T_{\text{max}},2} & \ldots & H_{T_{\text{max}},m}
\end{bmatrix}, \quad \tilde{I} = \begin{bmatrix}
I_{01} & I_{12} & \ldots & I_{1m} \\
I_{11} & I_{22} & \ldots & I_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
I_{T_{\text{max}},1} & I_{T_{\text{max}},2} & \ldots & I_{T_{\text{max}},m}
\end{bmatrix}.
\]
FIGURE 2  Violin plots of relative errors in estimated immigration and clearance rates from the simulation study. The corresponding coverage rates of the 95% confidence intervals are mentioned above the violin plots.

In all simulations, the input consists of the true parameter values $\Theta = \{\alpha, \mu\} = \{0.1, 0.2\}$. To generate realizations comparable to the real dataset, we choose $H(0) = 43$, $m = 25$, $T_{\text{max}} = 200$ days, $\tilde{I}_j = 1$ for all $j = 1, \ldots, 25$, and number of trials $n_{\text{sim}} = 1000$.

After independently simulating 1000 instances of $\tilde{H}_t$, we simulate $\tilde{I}_t$ conditional on each $\tilde{H}_t$ as described above. We then aggregate each of the 1000 instances of $\tilde{H}_t$ and $\tilde{I}_t$,

$$\tilde{H}(t) = \sum_{j=1}^{25} \tilde{H}_j, \quad \tilde{I}(t) = \sum_{j=1}^{25} \tilde{I}_j, \quad 0 \leq t \leq 200. \quad (9)$$

to obtain the daily total hospital and ICU beds occupied respectively.

In order to capture possible underreporting by hospitals, we next consider a misspecified simulation by randomly sampling a number $\gamma_t \sim \text{Unif}\{0, 1, 2\}$ of hospitals to be “dropped” on each day in the observation period. These dropped hospitals are chosen uniformly at random from the 25 hospitals, and are omitted from the sums (9) before aggregating the counts $\tilde{H}_j$ and $\tilde{I}_j$.

Results

For both studies with or without underreporting, we calculate the transition probabilities using Equation (7) with $N = 2^{11}$, and numerically optimize the log-likelihood from ten random restarts under the Nelder-Mead algorithm. The average MLE across the 1000 simulations for $\Theta = \{\alpha, \mu\} = \{0.1, 0.2\}$ in the absence of underreporting is $\hat{\Theta}_{\text{ML}} = \{\hat{\alpha}, \hat{\mu}\} = \{0.100, 0.202\}$ with $\text{bias}_{\hat{\Theta}_{\text{ML}}} = \{0.000, 0.002\}$. Complete details, including histograms of estimates across trials from each of the five random restarts, appear in Figure S2 in the supporting information. On an interpretable scale, the average estimate of the mean ICU stay duration is 4.95 days, compared to the ground truth of 5 days. In the presence of underreporting, the average MLE is $\hat{\Theta}_{\text{ML}} = \{\hat{\alpha}, \hat{\mu}\} = \{0.142, 0.320\}$ with $\text{bias}_{\hat{\Theta}_{\text{ML}}} = \{0.042, 0.120\}$, suggesting that inference in the presence of underreporting remains reasonable but exhibits slight bias compared to the setting where data are simulated exactly from the model.

For a closer look, Figure 2 not only represents the violin plots of relative errors in the MLE in both the cases but also shows the coverage of 95% confidence intervals for $\hat{\Theta}_{\text{ML}} = \{\hat{\alpha}, \hat{\mu}\}$ both in the absence and in the presence of underreporting. Under the true model, the confidence intervals of $\hat{\alpha}$ and $\hat{\mu}$ have a coverage of 94.8% for both parameters. In the misspecified setting with significant underreporting, the coverage of confidence intervals of $\hat{\alpha}$ and $\hat{\mu}$ drops noticeably to 75.5% and 27.4% respectively. This suggests that while estimates remain in a reasonable range, results and uncertainty estimates especially pertaining to $\mu$ must be interpreted conservatively when only coarse population level data are available.

![Diagram showing relative errors and confidence intervals](image-url)
TABLE 2  Maximum likelihood estimates and 95% confidence intervals of the time-homogeneous models that had the lowest AIC values when fitted to the hospitalization data from UCI Health and OC respectively.

| Data      | \( \hat{\alpha} \)        | \( \hat{\mu} \)        | \( \hat{\beta}_H \)     | \( \hat{\beta}_P \)     |
|-----------|---------------------------|------------------------|--------------------------|--------------------------|
| UCI       | 0.28 [0.08, 0.48]         | 0.08 [0.06, 0.11]       | 0.13 [0.044]             | 13.00 [6.11, 19.89]      |
| OC        | 1.08 [0.82, 1.42]         | 0.19 [0.16, 0.23]       | 0.49 [0.44, 0.55]        | 6.97 [5.70, 8.24]        |

Note: Model 3, with \( \log \alpha(t) = \log \alpha + \beta_H \log H_0(t) + \beta_P P_A(t) \) and \( \mu(t) = \mu \) was the best model for both the UCI Health data and OC data.

3.2  Application to COVID-19 hospitalization data from the University of California, Irvine

We now analyze hospitalization data provided by UCI Health, the University of California Irvine’s hospital system, collected from 2 August 2020 to 31 December 2020. UCI Health provides us access to anonymized patient-level data which includes the duration of ICU stay for each patient that was diagnosed with COVID-19 and admitted at UCI Health. The availability of such “line-list” is a rare exception, and in this case study will serve as a ground truth to validate our method, allowing us to check against inference from aggregating the individualized data. We explore a number of candidate models with variables of interest including the number of hospital beds and ICU beds occupied by patients who have a confirmed diagnosis for COVID-19 and the daily cumulative test positivity rate. Model 3, with

\[
\log \alpha(t) = \log \alpha + \beta_H \log H_0(t) + \beta_P P_A(t), \quad \mu(t) = \mu,
\]

was found to be the best model fit for the UCI Health data via AIC with Table S1 appearing in the supporting information containing further details of the AIC values under candidate models. Table 2 gives the maximum likelihood estimates (and 95% confidence intervals) for all parameters of this model. The estimated clearance rate (\( \hat{\mu} \)) was 0.08 [0.06, 0.11] which implied that the average per-patient ICU stay at UCI Health was 12.5 [9.1, 16.7] days between August 2020 and December 2020.

Directly estimating the average ICU stay using the patient-level data by taking the mean directly yields an average per-patient ICU stay at UCI Health is 9.2 [9.0 – 9.4] days. Taking this estimate as a gold standard, we find that it is consistent with our results, falling within the 95% confidence interval, [9.1, 16.7] days estimated using our framework. Note that using the average duration as ground truth has potential limitations, particularly if the admission or discharge dates for some records were not known. In our case, this average serves as a reasonable gold standard because we have access to historical line list data that does not involve any censoring. We have precise knowledge of the outcome for each patient admitted to the ICU. When looking back in time, we can ascertain whether a patient has either passed away or been discharged, which are both accounted for in our definition of the “clearance” rate. The agreement of our estimate computed from only the aggregated counts with the estimate from the higher resolution view provided by UCI Health is encouraging, supporting the validity of our proposed approach.

3.3  Application to COVID-19 hospitalization data from Orange County (OC), CA

We analyze hospitalization data from 29 March 2020 to 15 November 2020 from OC, CA. The data consists of the daily total number of hospital beds and ICU beds occupied by patients that have a confirmed COVID-19 diagnosis. Plots of daily hospital and ICU beds occupied in OC revealed distinct trends for three periods in time, namely 1 April 2020 through 15 June 2020, 15 June 2020 through 1 September 2020 and 2 September 2020 to 15 November 2020 which also includes the summer surge in hospital occupancy. The daily cumulative test positivity rates in OC show a similar trend to the number of hospital and ICU beds occupied. The raw data are visualized in Figure 1.

Since the COVID-19 pandemic was rapidly evolving in OC and the plot of daily total number of hospital and ICU beds occupied by patients showed distinct trends over the entire observation period, we decided to divide the data into three phases. The chosen phases also overlapped with public policy changes in the state of California that may have impacted the number of hospital beds and ICU beds occupied in OC. Phase 1 was chosen from 29 March 2020 to 15 June 2020 while phases 2 and 3 were chosen from 16 June 2020 to 1 September 2020 and from 2 September 2020 until 15 November 2020 respectively. It was on 18 June 2020\(^1\) when the Governor of California formally announced a mask mandate, and...
early September when various schools and higher education institutions started reopening after briefly closing for the summer.

After dividing the data into three phases, we apply our immigration-death framework to estimate all parameters, with a focus on interpreting the per-patient ICU stay as the reciprocal of the clearance rate $\mu$. We first consider analysis under a time-homogeneous model, where we assume that the model parameters mentioned in Table 1 are constant across all three phases, that is, from 29 March 2020 to 15 November 2020 and fit all models based on this assumption. The constant clearance rate assumption may not be realistic for OC data as suggested by our analysis, but provides a useful baseline comparison that illustrates the advantages of our framework in applying beyond the rigid case of a fixed clearance rate throughout the outbreak. Next, we fit the parametrized models described in Table 1 to each phase separately, referring to this case as the time-inhomogeneous model.

The results from fitting each model to the data from OC in the time-homogeneous setting suggest that model 3, with

$$
\log a(t) = \log a + \beta_H \log H_O(t) + \beta_P P_A(t), \quad \mu(t) = \mu,
$$

is preferable in terms of achieving the lowest AIC value on the county-level data. Table S1 appearing in the supporting information provides further details of the AIC values under candidate models while Table 2 gives the maximum likelihood estimates and the 95% confidence intervals for the best model for OC.

The results based on OC data from 29 March 2020 to 15 November 2020 suggest that the average per-patient ICU stay in OC was $5.3 \pm 4.35$ days. We notice that all AIC values for the time-inhomogeneous model were found to be significantly lower than those obtained under the time-homogeneous model. Based on the computed AIC values under the time-inhomogeneous setting, model 2 with

$$
\log a(t) = \log a + \beta_H \log H_O(t) + \beta_{HH P} P_A(t) \log H_O(t),
$$

attains the lowest AIC value during phase 1, while model 3 with

$$
\log a(t) = \log a + \beta_H \log H_O(t) + \beta_{P} P_A(t), \quad \mu(t) = \mu,
$$

attains the lowest AIC values during phases 2 and 3. Further details of the AIC values under candidate models are reported in Table S2 appearing in the supporting information.

During phase 1, our primary parameter of interest, average per-patient ICU stay, was estimated to be 2.56 days, with 95% confidence interval [1.92, 3.45]. Our inference suggests this average stay increased to 5.99 [4.17, 10.0] days during phase 2, and then slightly decreased back to 5.00 [3.33, 10.0] days during phase 3. This is a novel finding from fitting the population level time series, and while there is no validation data such as line-list records available for the county-level study, our validation on the UCI Health data gives us assurance in our results. Though they are not all as directly interpretable, estimates and confidence intervals for the remaining parameters across all three phases are depicted in Figure 3. We see that phase 2 reflected the largest uncertainty in estimates, while the majority of estimates are statistically significant. A detailed tabulated summary of these results is reported in Table S3 appearing in the supporting information.

### 3.4 Model assessment

To further assess the fit of the model, we performed a validation study using a model-based simulation from the estimated parameters of the time-inhomogeneous model, with the goal being to check and visualize how well our model was able to capture the various aspects of the observed data. We also evaluated the division of the total time period into three phases by repeating the validation study using the estimated parameters for the time-homogeneous model. For each setting, we generate 100 replicate datasets consisting of the number of ICU beds occupied conditional on the hospital bed counts. We then save the 2.5th and 97.5th percentile of these replicated daily number of ICU beds occupied to create pointwise middle 95% quantiles generated from these replicated datasets.

Figure 4A–C display these 95% quantiles for the (a) best time-homogeneous model for OC, (b) the time-inhomogeneous models for OC, and (c) the homogeneous model for UCI Health, respectively. We see that in the time-inhomogeneous case, the estimated interval contains the observed number of beds occupied throughout the time series plot. This suggests that the model successfully balances flexibility with model complexity. On the other hand, this
FIGURE 3 MLE estimates and 95% confidence intervals of $\hat{\alpha}$, $\frac{1}{p}$, $\hat{\beta}_H$, $\hat{\beta}_P$ respectively, for the best selected model during the three phases in OC.

is in contrast to the time-homogeneous model which leads to a much more pronounced discrepancy between the interval generated from replicated datasets and the observed counts.

We assess the predictive performance of our model on one-week forecasts of ICU occupancy for each phase, summarized in Figure 5A visually representing the forecasting methodology. We define historical data for each phase by excluding the last three weeks’ data, and fit the best model for each phase using the historical data. Using the fitted parameters, we generate 100 independent one-week forecasts and 95% predictive intervals for ICU occupancy. This is repeated on each of the three weeks of held-out data, after appending the previous week used for validation to the historical data.

The same procedure for generating one-week predictions for the final three weeks of each phase is then repeated for Phase 2 and 3 analogously. Results are displayed in Figure 5B, showing that the predictions adapt reasonably well to the temporal variations. It is worth mentioning that while the predictive intervals contain the observed number of occupied beds for the majority of the time series plot, they reflect the uncertainty in predicted counts, rather than uncertainty in parameter estimation.

4 DISCUSSION

We propose a novel likelihood-based framework to conduct inference on discretely observed data from an immigration-death process that can be adapted to a flexible class of covariate-dependent rates. By deriving the likelihood function for partially observed count data, we are able to numerically perform maximum likelihood estimation and obtain confidence intervals. Moreover, because this framework gives access to criteria such as AIC and BIC, it further allows us to perform model selection among a class of parametric models. By applying our framework, we are able to estimate
Middle 95% pointwise quantiles of the replicated datasets generated from the best model for the time-homogeneous model for OC, the time-inhomogeneous model for OC, and the UCI Health system respectively. The black line represents the true data, that is, the daily total number of ICU beds occupied in UCI Health system and OC respectively. Note that the time-homogeneous model for OC cannot capture the true trend as efficiently as the time-inhomogeneous model.

Time-varying parameters describing the per-patient immigration rates into ICUs as well as interpretable durations of ICU stay from population level data collected in OC. Moreover, a similar application restricted to UCI Health data offers validation compared to direct estimates from available line-list data. COVID-19 was a dynamically evolving pandemic across the United States with studies highlighting key demographic information about patients hospitalized due to COVID-19 and decreasing mortality rates from March 2020 to November 2020. OC was no exception, with hospitalization data revealing distinct trends throughout the observation period, which led us to divide it into three phases. These phases were carefully chosen to correspond to changes in public policy in California.

The weekly hospitalization rates in California among people over 65 years increased during the first half of phase 1 while admission to the ICU among patients hospitalized due to COVID-19 in the US during the months of March and April was relatively higher compared to subsequent months, as shown in Figure 6A,C, respectively. We note the type and location of the data considered in these references vary from the location of the data we consider, with the data from California being the closest to it, so there remains a subjective degree in defining phases to capture general differences in ICU stays broadly. This resonates with a central message of our manuscript about the increased need for granular data availability and transparency of hospital reporting policies during a pandemic.

Based on these references, we speculate that the mean ICU stay in OC during phase 1 may have been dominated by precautionary measures taken by hospitals due to the novelty of the disease to routinely shift hospitalized elderly patients to the ICU and due to the high mortality rates during the same period. At the beginning of the second
phase, hospitals were perhaps better adapted to handle patients with COVID-19. As a result of the improved guidelines of the state and Federal governments including the formal announcement of a mask mandate by the Governor of California, hospitals may have become more selective in admitting patients into the ICU which was the case in the United States as suggested by Figure 6C, which may have influenced the mean ICU stay duration. In general, due to some level of underreporting and noise in the data, it is safer to treat our results as slight underestimates of the average per-patient ICU stay. Nonetheless, our validation study using model-based simulation is encouraging, and future work may explore observation models under various emission distributions to directly model the effect of under-reporting.
In models developed to forecast hospital occupancy during the COVID-19 pandemic, it is common to obtain parameter estimates using knowledge from other regions. Unlike other mechanistic models, which may calibrate model parameters based on outside information, this article proposes a methodology for estimating the average per-patient ICU stay using only hospitalization data. While interval estimates obtained with the I-D model agreed with direct estimates obtained using line list data for UCI hospitalizations, the loss in precision caused by using aggregate data, which was not limited to ignoring risk stratification by hospital, cannot be overlooked. Decision-making on the allocation of hospital ICU resources should always be grounded in the soundest empirical evidence available, and surveillance data may not provide such a foundation for critical decision-making. Hence, we reiterate the need for more granular hospitalization data to be made publicly available during times of outbreak when time is of the essence.
Together with the mechanistic model’s ability to better capture the underlying ICU stay dynamics by allowing the rates to be functions of covariates, the proposed inferential framework can be embedded as extended compartments within models such as SEIR.24 Hospitalization and ICU compartments have been key additions within disease models, both because hospitalization data is an observable feature of a pandemic and because of the importance of forecasting hospital system occupancy during an outbreak.25,26 Our proposed method will also be valuable for public health officials and outside experts who provide them advice, making use of surveillance data while quantifying the associated uncertainty in estimates. We do not require patient-level data, which can be challenging to obtain for public health officers especially during the early stages of a pandemic. In our current case studies, our model selects daily positivity rate and total number of hospital beds occupied as relevant covariates. Future work may investigate the impact of additional covariates such as the introduction of vaccines and therapeutics, or the implementation of more efficient hospital protocols on ICU admittance rates. While our approach focuses on inference in the noisy aggregate data setting, the methodology that enables inference and model selection with covariate-parametrized rates applies to data settings where time series are available at level of individual hospitals. When occupancy counts are reported at this resolution, one may account for hospital-to-hospital heterogeneity or differences in their patient populations via hospital-specific covariates. Availability of such data would allow the user to further stratify the risk by hospitals; in this setting, techniques from survival analysis can further extend our model framework. It will also be fruitful to consider nonparametric estimation of changes in the clearance rate, and to examine its effect on the accuracy of the estimated per-patient ICU stay.

ACKNOWLEDGEMENTS
This work was partially supported by NSF Grants DMS 2030355, DMS 2230074, and DMS 1936833, as well as a Donald Bren School of Information and Computer Sciences Exploration Award.

DATA AVAILABILITY STATEMENT
The data and code that support and reproduce the findings of this study are openly available and will be hosted in a public repository via the first author’s Github.

ENDNOTES
*https://coronavirus.jhu.edu/map.html
†https://occovid19.ochealthinfo.com/coronavirus-in-oc
‡https://www.latimes.com/california/story/2020-06-18/california-mandatory-face-masks-statewide-order-coronavirus-gavin-newsom
§https://www.ocregister.com/2020/08/31/coronavirus-reopening-of-orange-county-schools-now-delayed-to-sept-22-at-the-earliest/
¶https://www.latimes.com/california/story/2020-06-18/california-mandatory-face-masks-statewide-order-coronavirus-gavin-newsom
#https://www.ocregister.com/2020/08/31/coronavirus-reopening-of-orange-county-schools-now-delayed-to-sept-22-at-the-earliest/
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APPENDIX A. DERIVING THE CLOSED FORM SOLUTION OF THE PGF

We can differentiate the PGF to calculate the Kendall’s partial differential equation for an immigration-death process. On differentiating both sides of Equation (4) in the main text we get,

$$\frac{d}{dt}\phi_i(s, t) = \frac{d}{dt}\left( \sum_{j=0}^{\infty} P_{ij}(t)s^j \right)$$

$$= \sum_{j=0}^{\infty} P'_{ij}(t)s^j$$

$$= P'_{i0}(t) + \sum_{j=1}^{\infty} P'_{ij}(t)s^j$$

$$= -\alpha(t)P_{i0}(t) + \mu(t)P_{i1}(t) + \sum_{j=1}^{\infty} P'_{ij}(t)s^j$$

$$= -\alpha(t)P_{i0}(t) + \mu(t)P_{i1}(t)$$
Thus, the Kendall’s partial differential equation for this process is,
\[
\frac{\partial}{\partial t} \phi_i(s, t) = \left[ (1 - s) \mu(t) \frac{\partial}{\partial s} + (s - 1) \alpha(t) \right] \phi_i(s, t). \tag{A1}
\]

The solution of Equation (A1) gives an explicit expression for the PGF. The solution of Equation (A1) is,
\[
\phi_i(s, t) = \exp \left[ \frac{\alpha(t) (1 - s) (e^{-\mu(t) t} - 1)}{\mu(t)} \right] \left[ 1 + (s - 1) e^{-\mu(t) t} \right]. \tag{A2}
\]