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ABSTRACT

Multi-class text classification is one of the key problems in machine learning and natural language processing. Emerging neural networks deal with the problem using a multi-output softmax layer and achieve substantial progress, but they do not explicitly learn the correlation among classes. In this paper, we use a multi-task framework to address multi-class classification, where a multi-class classifier and multiple binary classifiers are trained together. Moreover, we employ adversarial training to distinguish the class-specific features and the class-agnostic features. The model benefits from better feature representation. We conduct experiments on two large-scale multi-class text classification tasks and demonstrate that the proposed architecture outperforms baseline approaches.
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1 INTRODUCTION

Multi-class classification is a classic task for machine learning. One need to assign a label for a given example, where the number of possible labels are more than two. This is a very common problem in many areas, including natural language processing (NLP), computer vision, etc.

Recent text classification utilizes neural networks. If the last layer uses a softmax function, it would be straightforward to deal with multi-class problem. However, this structure treats all class independently and neglects the relations among classes. From the perspective of representation learning, it does not guarantee that the raw input feature contributes equally to each class. Furthermore, some information in the raw feature may not be useful for the classification and compromise the performance.

Previous studies proposed using the one-vs-rest (OVR) scheme to deal with the multi-class problem [8, 10, 21]. In neural networks, one can build multiple OVR classifiers in one network, where the top layers conduct independent OVR tasks and the bottom layers are shared among different classifiers. This structure is inspired by multi-task learning [18], which aims to learn the correlation between related tasks to improve classification by learning them jointly. Multi-task learning learns the feature from different aspects and potentially regularizes the model to achieve better generalization.

In this paper, we treat each OVR binary classification as a single task, and all OVR binary classification together with the original multi-class classification constitute a multi-task problem. The rationale is that, for multi-class classification, the raw feature from the input space usually contains both information shared by all classes (class-agnostic) and specific to each class (class-specific). The former is shared among all classes and provide little information for classification, while the latter contains critical information for each class. To image that, in text classification, most stop words do not contribute to classification, which can be considered as class-agnostic, while the model should pay attention to other meaningful words.

To enforce the model to separate the features, we incorporate an adversarial training strategy. Specifically, each OVR binary classifier has a class-specific feature extractor, and we use another feature extractor to generate the class-agnostic feature which is then fed into a discriminator. The goal of the discriminator is to determine the source of the incoming feature, while the goal of the generator is to extract class-agnostic feature to fool the discriminator. Note that, in this paper, we use this architecture to address text classification problems, but it is straightforward to extend the proposed architecture to other domains.

2 RELATED WORK

Multi-class classification has been studying for decades. Researchers designed one-vs-all and one-vs-one schemes and utilized many machine learning approaches to address the problem, including support
3 METHODOLOGY

Figure 1: The architecture of our proposed model. $BC_i$, $Attn_i$, $Encoder_i$ are corresponding to the $i$th OVR binary classifier, and $MC$ denotes the multi-class classifier. $D$ is the discriminator and $Attn_{adv}$ is the adversarial attention.

3.1 Problem Formulation
Each document $d_i \in D$ consists of a sequence of sentences $<s_1, s_2, ...>$ and each sentence is corresponding to a sequence of tokens. Given a set of documents $D$, the $K$-class text classification can be formulated as a mapping $f : D \rightarrow \{l_1, ..., l_K\}$. We decompose the multi-class classification into $K$ binary classifications by the OVR strategy, so each binary classifier is $f_k : D \rightarrow \{l_k, l_{\bar{k}}\}$, where $l_k$ denotes the $k$th class and $l_{\bar{k}}$ denotes the superclass containing all classes except the $k$th class.

3.2 Adversarial Multi-binary Neural Network
As shown in Figure 1, for a $K$-class classification problem, we build an encoding neural network for each OVR binary classification $f_k$. We use the hierarchical attention network (HAN) as an encoder for document classification in this study. The output of each HAN encoder is an attention module, which is then fully connected to a binary classifier with a two-output softmax layer. Formally, given a document $d$, for the $k$th class, we use an encoder with an attention module to compute its class-specific representation $a_k$ for binary classification:

$$e_k = Encoder_k(d; \theta_{ek})$$
$$a_k = Attn_k(e_k; \theta_{ak})$$
$$P_{bin_k}(k|d) = \frac{\exp(w_k^T a_k)}{\exp(w_k^T a_k) + \exp(w_{\bar{k}}^T a_k)}$$

Here, $Encoder_k$ and $Attn_k$ are neural networks for the $k$th class with trainable parameters $\theta_{ek}$ and $\theta_{ak}$, which convert a document input into a fixed-length feature vector $a_k$. $w_k$ and $w_{\bar{k}}$ are two weight vectors in the fully-connect layer corresponding to two softmax outputs. We use the negative log likelihood as the loss function for the $k$th binary classifier:

$$L_{bin_k} = -y_k \log P_{bin_k}(k) + (1 - y_k) \log P_{bin_k}(\bar{k})$$

where $y_k$ is the ground-truth label for the $k$th classifier which is 1 if $y_k = k$ otherwise 0. $P_{bin_k}(\bar{k})$ is the probability of the softmax output not corresponding to $k$.

Besides, we take all $K$ class-specific feature vectors $a_k$ as inputs to perform standard multi-class classification with multi-output softmax.

$$P_{mul}(k|d) = \frac{\exp(u_k^T a_k)}{\sum_{i=1}^{K} \exp(u_i^T a_k)}$$

where $u_i$ denotes the weight vector between the $i$th attention module to the multi-class softmax layer. Therefore, the loss function is:

$$L_{mul} = -\sum_{k=1}^{K} y_k \log P_{mul}(k)$$

To distinguish the class-specific and class-agnostic features, we employ an adversarial training structure including an adversarial attention model $Attn_{adv}$, and a discriminator $D$. For each training example, $Attn_{adv}$ takes as an input from each class-specific encoder and generate $K$ adversarial training instances. The goal of the discriminator is to determine which class-specific encoder the current instance comes from, regardless which ground-truth class the current example belongs to. The adversarial attention $Attn_{adv}$ serves...
as a generator aiming to extract class-agnostic features to fool the discriminator $D$:

$$a_{adv}(k) = \text{Attn}_{adv}(e_k; \theta_{adv})$$

$$P_D(j|k) = \frac{\exp(\langle \theta_D, a_{adv}(k) \rangle)}{\sum_{i=1}^{K} \exp(\langle \theta_D, a_{adv}(k) \rangle)}$$

$$L_{adv} = \min_{\theta_{adv}} \max_{\theta_D} \sum_{k=1}^{K} \sum_{j=1}^{K} z^j_k \log(P_D(j|k))$$

where $a_{adv}(k)$ is the attention computed from the kth encoder. $z^j_k$ is the weight vector for the discriminator $D$ which is equal to 1 if $k = j$ otherwise 0. $\theta_D$ is the weight vector for the discriminator $D$ and $\theta_D = \{\theta_D; i = 1, \ldots, K\}$. $\lambda$ is a hyper-parameters.

The model is trained to extract class-specific features and class-agnostic features separately. The feature extracted from the each binary classifier should contribute more to the corresponding class than others, and we will demonstrate this in the experiment section. Furthermore, we apply orthogonality constraints [14] to prevent class-specific features from containing class-agnostic features. In the inference stage, we only take the class-specific features from the multi-classifier as the final prediction.

Finally, the training loss of the whole model is the summation of all loss:

$$L_{diff} = \sum_{k=1}^{K} \|a_k^T a_{adv}(k)\|_F^2$$

$$L = \alpha \sum_{k=1}^{K} L_{\text{bin}} + \beta L_{\text{mul}} + \gamma L_{\text{adv}} + \delta L_{\text{diff}}$$

where $\alpha$, $\beta$, $\gamma$ and $\delta$ are hyper-parameters.

4 EXPERIMENTS

4.1 Datasets and Baselines

4.2 Implementation

4.3 Results and analysis

4.4 Visualization
adversarial attention (shared) are very similar, suggesting that it learns the class-agnostic information.

5 CONCLUSIONS
In this paper, we consider a multi-class problem as multiple binary classifications using a multi-task framework. We employ an adversarial training approach to learn the information shared and specific to each class, which learns better feature representation and improve the classification performance. Experiments show the superiority of the proposed approach.
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