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Abstract

Convolutional sparse representation (CSR), shift-invariant model for inverse problems, has gained much attention in the fields of signal/image processing, machine learning and computer vision. The most challenging problems in CSR implies the minimization of a composite function of the form \( \min_x \sum_i f_i(x) + g(x) \), where a direct and low-cost solution can be difficult to achieve. However, it has been reported that semi-distributed formulations such as ADMM consensus can provide important computational benefits.

In the present work, we derive and detail a thorough theoretical analysis of an efficient consensus algorithm based on proximal gradient (PG) approach. The effectiveness of the proposed algorithm with respect to its ADMM counterpart is primarily assessed in the classic convolutional dictionary learning problem. Furthermore, our consensus method, which is generic and structured, can be used to solve other optimization problems, where a sum of convex functions with a regularization term share a single global variable. As an example, the proposed algorithm is also applied to another particular convolutional problem for the anomaly detection task.
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I. INTRODUCTION

Sparse representation (SR) is an effective technique for solving underdetermined linear system of equations. Under a sparsity constraint, the SR model assumes that a vectorized signal \( s \in \mathbb{R}^N \) can be approximated as a linear combination of a few columns (atoms) of an overcomplete matrix \( D \in \mathbb{R}^{N \times M} \) (dictionary), i.e. \( s \approx Dx \), where \( x \in \mathbb{R}^M \) is a sparse. Unfortunately, its base structure requires the atoms to be perfectly aligned with the analyzed signal vectors or image patches, resulting in a non-translational invariant approach. When learning a dictionary \( D \) to encodes a collection of images via overlapping patches, many of the atoms are also shifted versions of each other, generating a higher computational burden due to redundant information.

Convolutional sparse representation (CSR) has been designed to overcome the aforementioned drawbacks by modeling entire signals or images as a sum of convolutions between dictionary filters \( d_m \) and coefficient maps \( x_m \). In particular, the CSR model encloses two optimization problems: Convolutional Dictionary Learning (CDL) and Convolutional Sparse Coding (CSC), which have been extensively and successfully used in a variety of applications such as classification [55], denoising [26], [43], anomaly detection [12], [33], super-resolution [21] and more. In the literature, many investigations that have been outlined in this convolutional framework aim to reduce the computational expenses produced by solving a linear system of equations \( s \approx \sum_m d_m \ast x_m \). The most popular methodology [11], [49], [50], [44], [19], [20], [41] consists in performing the inversion of the convolutional system in the frequency domain. Recently, the spatial domain has received a renewed interest by slice based algorithms [30], [43], [35], which allow capturing and enhancing local features like its patch based predecessor.

Independent of the methodology, the most challenging optimization problem identified in the CSR, described in general form, is:

\[
\arg \min_{\{z\}} F(z) = \sum_{i=1}^{R} f_i(z) + g(z). \tag{1}
\]

where a common variable \( z \) and global regularization term makes difficult to get a direct and efficient solution.

When the problem (1) does not include a global regularization term \( g(z) \) or a global constraint, on the field of distributed optimization, it has been proposed many decentralized algorithms [38], [52], [54], [34] that minimize locally each function \( f_i(z) \) with reduced intercommunications. Although the newest decentralized algorithms\(^1\) can fully address the problem (1), these are oriented to network computing applications in which are required the least data transfer and the highest data privacy. On the CSR context, consensus formulations such as ADMM consensus [19], [15], [20], [33] have shown to be the leading approach to solve (1) with low processing time, especially if parallel deployments are involved.

In comparison to our previous work [40] focused on fast CDL algorithms, in which we introduced the APG consensus algorithm by forcing a consensus structure in a proximal gradient solution, the contributions of the present manuscript can be summarized as follows:
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\(^1\)We do not consider the decentralized approach [1], [51] in this work as, to the best of our knowledge, there is no existing decentralized algorithm that has been applied to the CSR problems.
• We elaborate the formal theoretical derivation of the APG consensus algorithm, which can be used to efficiently deal with optimization problems as (1).
• We provide full details of how to estimate the associated step-size in order to have a self-adjusting algorithm.
• We consider an exhaustive experimental analysis of the proposed method, not only limited to processing time, in distinct convolutional sparse problems.

The organization of this work is as follows: Section II briefly summarizes general concepts necessary to understand the proposed consensus method, the CDL framework and the CDL algorithms, consequently presented in Sections III to VI. In Section VII, we perform a thorough evaluation of our algorithm. Finally, conclusions are reported in Section VIII.

II. PRELIMINARY CONCEPTS

Suppose we require to minimize the composite model:

\[
\min_{\{x\}} F(x) := f(x) + g(x)
\]

(2)

where \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) is a smooth convex function with a gradient \( \nabla f \) that is \( L \)-Lipschitz continuous: \( ||\nabla f(x) - \nabla f(y)|| \leq L(f)||x - y|| \) for some \( L \geq 0 \), and \( g : \mathbb{R}^N \rightarrow \mathbb{R} \) is a possibly non-smooth convex function, which \( g \)’s proximal operator

\[
\text{prox}_g(y) = \arg\min_x \frac{1}{2}||x - y|| + g(x)
\]

(3)

has a computationally simple or affordable solution. It is straightforward to notice that several types of algorithms (first and second-order methods [5], [4], iteratively reweighted least square [25] and ADMM [10]) can be used to deal with (2). However, we will mainly focus on Alternating Direction Method of Multipliers and Accelerated Proximal Gradient, two meaningful algorithms applied to CSR problems.

A. Alternating Direction Method of Multipliers

ADMM [10, Ch. 2] is a versatile algorithm characterized by its separability property and good convergence. It can be employed to solve

\[
\min_{\{x, y\}} f(x) + g(y) \quad s.t. \quad Ax + By - c = 0,
\]

(4)

where the two set of variables, \( x \) and \( y \), are linearly related. The ADMM iterations in scaled form are given by

\[
\begin{align*}
x^{(k+1)}(i) &= \min_{\{x\}} f(x) + \frac{\rho}{2}||Ax + By^{(k)} - c + u^{(k)}||_2^2 \\
y^{(k+1)}(i) &= \min_{\{y\}} g(y) + \frac{\rho}{2}||Ax^{(k+1)} + By - c + u^{(k)}||_2^2 \\
u^{(k+1)}(i) &= u^{(k)} + Ax^{(k+1)} + By^{(k+1)} - c.
\end{align*}
\]

(5)

(6)

(7)

where penalty parameter \( \rho \), referred to as augmented lagrangian parameter, controls the convergence of the algorithm. Most well-known variants developed to enhance the practical convergence are: (i) Over-relaxation method [10, Ch. 3] that involves to replace \( Ax^{(k+1)} \) in (6) and (7) by \( \beta x^{(k+1)} - (1 - \beta)(By^{(k)} - c) \), where \( \beta \in (0, 2) \) is the relaxation parameter. (ii) Update rule for the penalty parameter that allows to automatically vary this parameter and makes the performance less dependent on the initial selected value. Furthermore, it can be proved [14] that the ADMM algorithm can achieve a quadratic convergence rate if the function \( f \) is strongly convex.

When the optimization problem (2) is a distributed case, e.g. \( f(x) = \sum_i f_i(x) \), as in (1), using local variables \( x_i \) and a common global variable \( y \), it can be rewritten as a global consensus problem [10, Ch. 7] with a regularization term:

\[
\min_{\{x_i\}, \{y\}} \sum_{i=1}^R f_i(x_i) + g(y) \quad s.t. \quad x_i = y.
\]

(8)

Now the scaled ADMM algorithm, called ADMM Consensus algorithm, would be

\[
\begin{align*}
x^{(k+1)}_i &= \min_{\{x\}} f_i(x_i) + \frac{\rho}{2}||x_i + y^{(k)} + u^{(k)}||_2^2 \\
y^{(k+1)}(i) &= \min_{\{y\}} g(y) + \frac{\rho}{2} \sum_{i=1}^R ||x^{(k+1)}_i + y + u^{(k)}||_2^2 \\
u^{(k+1)}(i) &= u^{(k)} + x^{(k+1)}_i + y^{(k+1)}.
\end{align*}
\]

(9)

(10)

(11)

If we collect the linear and quadratic terms, the \( y \)-update (10) can be expressed as an averaging step within a proximal step of the function \( g \):

\[
y^{(k+1)} = \min_{\{y\}} g(y) + \frac{\rho R}{2} ||x^{(k+1)} + y + u^{(k)}||_2^2.
\]

(12)
B. Accelerated Proximal Gradient

Proximal gradient (PG) and its accelerated version (APG) [31, Ch. 4], first-order methods with theoretical super-linear and quadratic convergence rates, have been widely applied to solve (2) due to their simplicity and adequate structure for solving large-scale problems. The standard PG method, which can be easily derived from a quadratic approximation model or a majorization-minimization approach [31], [7], consists in iteratively computing the sequence

\[ x^{(k+1)} = \text{prox}_{\alpha g} \left( x^{(k)} - \alpha_k \nabla f(x^{(k)}) \right), \] (13)

where \( \alpha_k \in [0, 1/L] \) denotes a suitable step size that is upperly bounded by the inverse Lipschitz constant. AGP additionally includes an extrapolation step (15) that produces a small correction of the gradient direction taking into the account the information from the immediate past and current iteration. The algorithm is given by

\[ x^{(k+1)} = \text{prox}_{\alpha g} \left( y^{(k)} - \alpha \nabla f(y^{(k)}) \right), \]

\[ y^{(k+1)} = x^{(k+1)} + \gamma_k (x^{(k+1)} - x^{(k)}) \] (15)

where \( \gamma_k \), referred to as inertia sequence, is a weighting parameter that satisfies the following condition:

\[ \gamma_k = \frac{t_k - 1}{t_{k+1}}, \]

\[ t_{k+1}^2 - t_k^2 \leq t_k^2 \forall k \geq 1. \] (16b)

1) Inertial sequence for the APG method: Simple choices for the inertial sequence \( \{\gamma_k\} \), considering \( t_1 = 1 \), can be generated using (17)²: Originally, [28] proposed to use (17a), while more recently, among others, [13], [45], [2] used (17b) for several values of \( b \geq 2 \) (being \( b = 2 \) common practice). Furthermore, [36] proposed a generalization of (17b), resulting in (17c), with \( b = 2 \) and \( a \in [50, 80] \) as default values.

\[ t_k = \frac{1 + \sqrt{1 + 4 \cdot t_{k-1}^2}}{2}, \]

\[ t_k = \frac{k - 1 + b}{b}, \quad b \geq 2, \]

\[ t_k = \frac{k - 1 + a}{b}, \quad b \geq 2, \quad a \geq b - 1. \] (17c)

2) Step-size for proximal gradient methods: Exact/inexact line search: The exact line search defines \( \alpha_k = \arg \min_{\alpha} f(x^k - \alpha g_k) \), whereas for the inexact case \( \alpha_k \) can be computed by some line search conditions, such as Goldstein, Wolfe or Armijo conditions [29].

Barzilai-Borwein method: [3] proposed to use the information in the previous iteration to estimate \( \alpha_k \). Considering \( z_k = x_k - x_{k-1} \) and \( r_k = \nabla f(x_k) - \nabla f(x_{k-1}) \), [3] proposed two variants, henceforth labeled BB-v1 (18a) and BB-v2 (18b), where \( \langle \cdot, \cdot \rangle \) represents inner product, which can be shown to exhibit R-superlinear convergence for the Gradient method. Unfortunately, for non-convex objective functions, these step-sizes can result in a negative values. A positive step-size labeled BB-v3 (18c), which is exactly the geometric mean of the BB-v1 and BB-v2, was inferred using different methodologies [47], [16], [22], being the simplest and earliest [47] obtained from the Lipschitz conditions.

\[ \alpha_k = \frac{\langle z_k, r_k \rangle}{\| r_k \|^2}, \quad (18a) \]

\[ \alpha_k = \frac{\| z_k \|^2}{\langle z_k, r_k \rangle}, \quad (18b) \]

\[ \alpha_k^2 = \frac{\| z_k \|^2}{\| r_k \|^2}. \] (18c)

Cauchy step and variants: While it is well-known that the standard Cauchy step (19a) can be inefficient and that it is always too long [53, Sect. 3], there are successful variants: (i) in the context of sparse representations [9] proposed to use (19b), where \( s_k = I_{[\|x_k\| > 0]} \) and \( I_{[\text{cond}]} \) represents the Indicator function² and \( \odot \) represents element-wise product, (ii) in the context of convex quadratic optimization, [17] proposed (19c) and proved⁴ that it asymptotically converges to (19a).

\[ \alpha_k = \frac{\| g_k \|^2}{\| \Phi g_k \|^2}, \quad (19a) \]

\[ \alpha_k = \frac{\| s_k \odot g_k \|^2}{\| \Phi (s_k \odot g_k) \|^2}, \quad (19b) \]

\[ \alpha_k^2 = \frac{\| g_k \|^2}{\Phi^2 \| g_k \|^2}. \] (19c)

C. FISTA-3K : an improved FISTA variant

For a \( \ell_1 \)-based regularization problem, i.e. \( g(x) = \lambda \| x \|_1 \) in (2), one of the most convenient PG algorithms employed to perform the minimization would be Fast iterative shrinkage thresholding algorithm (FISTA) [6]. While its theoretical rate of

---

²Other choices [24], [27] include ad-hoc rules or many more parameters.

²Equal to 1 if “COND” is true, 0 otherwise.

⁴[17] also noticed that BB-v2 or (18b) is the Cauchy step evaluated at the previous iteration \( k-1 \).
convergence (RoC) is proportional to $1/(\alpha^2)$ [8, Sect. 5.2], due to some construction rules, the reported FISTA’s RoC is equal to $O(k^{-2})$. However, [42] proved that a bounded and non-decreasing step-size sequence $\alpha_k \leq \alpha_{k+1}$, can produce a cubic RoC in small/medium intervals of indexes $k$, where the step-size approximately exhibits a linear growth. Moreover, the authors noticed that (19b) multiplied by small constant, denoted in (20) by $c$, can generate the bounded and non-decreasing step-size sequence.

$$\alpha_k = c \frac{\|s_k \odot g_k\|_2^2}{\|\Phi(s_k \odot g_k)\|_2^2}$$  \hspace{1cm} (20)

### III. Proposed Method

In this section, we generically describe and derive the theoretical support of our consensus model based on the proximal gradient method.

#### A. Proximal Gradient Consensus

In (21), for convenience, we reproduced the objective function $F(x)$ presented in (1), which is composed by convex $L$-smooth functions $f_i$ and a convex function $g$.

$$\arg \min \{x\} \ F(x) = \sum_{i=1}^{R} f_i(x) + g(x).$$  \hspace{1cm} (21)

Minimization of each local function $f_i$, which depends of the same global variable $x$, is not such a trivial case when looking for a descent solution. First, it should be posed in a consensus form:

$$\arg \min \{x_i\} \ \sum_{i=1}^{R} f_i(x_i) + g(x_i) \ \text{s.t.} \ x_1 = x_2 = \cdots = x_R,$$  \hspace{1cm} (22)

where the global variable $x$ is replaced by local ones $x_i$ using consistency constraint that enforces an agreement between variables. If we add a common auxiliary variable to the equality, an ADMM-consensus formulation can be directly obtained. Alternatively, if we define a consensus set [31, Ch. 5] $C_c = \{(x_1, x_2, \cdots, x_R) | x_1 = x_2 = \cdots = x_R \}$ and using the indicator function of a set $S$

$$\iota_S(X) = \begin{cases} 0 & \text{if } X \in S \\ \infty & \text{if } X \notin S, \end{cases}$$  \hspace{1cm} (23)

then the problem (22) can be written as a unconstrained consensus problem

$$\arg \min \{x_i\} \ \sum_{i=1}^{R} f_i(x_i) + g(x_i) + \iota_{C_c}(x_1, x_2, \cdots, x_R).$$ \hspace{1cm} (24)

Considering this latter formulation as starting point for an adequate minimization of the function $F(x)$, we use the quadratic approximation model [7] on each differentiable function $f_i$ in order to derive the corresponding proximal gradient algorithm and its accelerated version:

$$x_i^{(k+1)} = \arg \min_{x_i} \frac{1}{2\alpha} \sum_{i=1}^{R} \|x_i - \left( x_i^{(k)} - \alpha \nabla f_i(x_i^{(k)}) \right) \|^2_2 + g(x_i) + \iota_{C_c}(x_1, x_2, \cdots, x_R).$$  \hspace{1cm} (25)

Introducing a global auxiliary variable $y$ with the constraint $x_i - y = 0 \ \forall i$, the problem (25) and its terms can be strategically rewritten as:

$$x_i^{(k+1)} = \arg \min_{x_i, y} \frac{1}{2\alpha} \sum_{i=1}^{R} \|y - v_i^{(k)}\|^2_2 + \frac{\rho}{2} \sum_{i=1}^{R} \|y - x_i\|^2_2 + g(y) + \iota_{C_c}(x_1, x_2, \cdots, x_R).$$  \hspace{1cm} (26)

where $v_i^{(k)} = x_i^{(k)} - \alpha \nabla f_i(x_i^{(k)})$. At first glance, the minimization summarized in (26) would be an alternating optimization between two sub-problems

$$y^{(k+1)} = \arg \min_{y} \frac{1}{2\alpha} \sum_{i=1}^{R} \|y - v_i^{(k)}\|^2_2 + \frac{\rho}{2} \sum_{i=1}^{R} \|y - x_i^{(k)}\|^2_2 + g(y)$$  \hspace{1cm} (27)

$$x_i^{(k+1)} = \arg \min_{x_i} \frac{\rho}{2} \sum_{i=1}^{R} \|y^{(k+1)} - x_i\|^2_2 + \iota_{C_c}(x_1, \cdots, x_R),$$  \hspace{1cm} (28)
which involve selecting an additional penalty parameter and estimating two variables. Nevertheless, we show next that a simpler and effective solution is possible. Via a direct algebraic manipulation, the quadratic terms of (27) can be written as in (29) where $\epsilon$ represents terms that do not depend on $y$, and can be ignored when solving the optimization problem.

$$
\frac{1}{2\alpha}||y||^2 - \frac{1}{\alpha} \langle y, v_i^{(k)} \rangle + \frac{\rho}{2}||y||^2 - \rho \langle y, x_i^{(k)} \rangle + \epsilon
$$

(29)

Discarding $\epsilon$, the remaining terms can be regrouped as follows

$$
\frac{1 + \rho \alpha}{2\alpha}||y||^2 - \langle y, \frac{1}{\alpha}v_i^{(k)} + \rho x_i^{(k)} \rangle = \frac{1 + \rho \alpha}{2\alpha} \left|\left| y - \frac{1}{1 + \rho \alpha} \left( v_i^{(k)} + \rho \alpha x_i^{(k)} \right) \right|\right|^2
= \frac{1 + \rho \alpha}{2\alpha} \left|\left| y - \frac{1}{1 + \rho \alpha} \left( x_i^{(k)} - \alpha \nabla f_i(x_i^{(k)}) + \rho \alpha x_i^{(k)} \right) \right|\right|^2
= \frac{1}{2\alpha} \left|\left| y - \left( x_i^{(k)} - \alpha \nabla f_i(x_i^{(k)}) \right) \right|\right|^2
$$

(30)

where $\alpha_c = \alpha/(1 + \rho \alpha)$ is called consensus step-size. The new sub-problem, which is equivalent to (27), is

$$
y^{(k+1)} = \arg \min_y \frac{1}{2\alpha_c} \sum_{i=1}^{R} \left|\left| y - \left( x_i^{(k)} - \alpha \nabla f_i(x_i^{(k)}) \right) \right|\right|^2 + g(y).
$$

(31)

As the proximal mapping of (31) is of the form

$$
\text{prox}_{\alpha_c g} \left( \frac{1}{R} \sum_{j=1}^{R} z_j \right) = \arg \min_y \frac{1}{2\alpha} \sum_{j=1}^{R} \left|\left| y - z_j \right|\right|^2 + g(y)
$$

as defined in [10], the $y$-update is given by

$$
y^{(k+1)} = \text{prox}_{\alpha_c g} \left( \frac{1}{R} \sum_{i=1}^{R} \left( x_i^{(k)} - \alpha \nabla f_i(x_i^{(k)}) \right) \right).
$$

(32)

The $x$-update (28) is just a projection onto the set $C_C$

$$
x_i^{(k+1)} = P_{C_C}(Y^{(k+1)})
$$

(33)

where $Y^{(k+1)} = [y^{(k+1)}, y^{(k+1)}, \ldots, y^{(k+1)}]^T$ and the projection operator $P_{C_C}(V) = [\nabla, \nabla, \ldots, \nabla]^T$ averages all variables $v_i$ of $V$. Because $Y^{(k+1)}$ contains a single value $y^{(k+1)}$, the projection calculation would be unnecessary, i.e. $x_i^{(k+1)} = y^{(k+1)}$. Therefore, the final solution is

$$
x_i^{(k+1)} = \text{prox}_{\alpha_c g} \left( \frac{1}{R} \sum_{i=1}^{R} \left( x_i^{(k)} - \alpha c \nabla f_i(x_i^{(k)}) \right) \right).
$$

(34)

Furthermore, we can obtain its fast version, termed APG consensus, by adding the extrapolation step $z_i^{(k+1)} = x_i^{(k+1)} + \gamma_k (x_i^{(k+1)} - x_i^{(k)})$, and evaluating on (34) the variable $z_i$ instead of $x_i$.

Clearly, the presented consensus algorithm and its accelerated version do not affect the rate of convergence, since the initial assumptions (smoothness and convexity) of (21) and the resulting sequence (34), which can be compacted as $x_i^{(k+1)} = \text{prox}_{\alpha_c g} \left( \xi_k^{(k)} - \alpha c \nabla f_i(x_i^{(k)}) \right)$, are identical to those of the standard proximal gradient methods [5, Ch. 10].

### B. Step size for PG consensus based algorithms

On what follows, for illustrative purposes, we only determinate the consensus step-sizes corresponding to the classic Cauchy and Barzilai-Borwein methods. Other step-sizes can be inferred from this explanation. Considering the PG consensus algorithm as $x_i^{(k+1)} = \text{prox}_{\alpha_c g} \left( \xi_k^{(k)} - \alpha c \xi^{(k)} \right)$, where $\xi_k^{(k)} = \nabla f_i(x_i^{(k)})$ and an objective function $f_i(x_i^{(k)}) = ||\Phi_i x_i^{(k)} - b_i||_2^2$, the Cauchy step-size, obtained from the exact line search, is formulated as

$$
\alpha_c^{(k)} = \arg \min_{\alpha_c} \sum_{i=1}^{R} ||\Phi_i (\xi^{(k)} - \alpha c \xi^{(k)}) - b_i||_2^2 = \frac{||\xi^{(k)}||_2^2}{\sum_{i=1}^{R} ||\Phi_i \xi^{(k)}||_2^2}.
$$

(35)

The Barzilai-Borwein step-sizes are directly computed from a two-point approximation on the secant equation (quasi-Newton strategy [3]), defined as $\arg \min ||\xi^{(k)} - D \xi^{(k)}||_2^2$ and $\arg \min ||D^{-1} \xi^{(k)} - \xi^{(k)}||_2^2$, where $\xi^{(k)} = \xi^{(k)} - \xi^{(k-1)}$ and $\xi_k = \bar{\xi}^{(k)} - \bar{\xi}^{(k-1)}$. From $D^{(k)} = \alpha_c^{(k)} I$, the resulting BB-v1 and BB-v2 step-sizes are:
\[
\alpha_c^{(k)} = \frac{\langle \varphi^{(k)}, \psi^{(k)} \rangle}{\|\varphi^{(k)}\|_2^2}, \quad (36a) \quad \alpha_c^{(k)} = \frac{\|\varphi^{(k)}\|_2^2}{\langle \varphi^{(k)}, \psi^{(k)} \rangle}. \quad (36b)
\]

IV. CONVOLUTIONAL DICTIONARY LEARNING

The standard formulation of CDL, extension of the Basis Pursuit DeNoising, is posed as the optimization problem:

\[
\min_{\{x_k\}, \{d_m\}} \frac{1}{2} \sum_k \left( \sum_m d_m * x_{k,m} - s_k \right)^2 + \lambda \sum_k \sum_m \|x_{k,m}\|_1 \quad \text{s.t.} \quad \|d_m\|_2 \leq 1 \quad \forall m, \quad (37)
\]

where \(\{x_{k,m}\}\) represents set of coefficient maps, \(\{d_m\}\) the set of dictionary filters, and \(\{s_k\}\) is the set of training signals. The \(\ell_2\) norm constraint of the filters is also required to avoid scaling ambiguities between filters and coefficient maps. This CDL problem (37) has a non-convex geometry when is evaluated in both variables \(\{x_{k,m}\}\) and \(\{d_m\}\). Nevertheless, by keeping either variable fixed, it can be recast as an alternating procedure of two convex problems: coefficient update and dictionary update.

A. Coefficient update

The coefficient update given by (38) is a multiple measurement vector (MMV) [18] version of the CSC problem, where a collection of \(K\) signals are simultaneously represented by the same dictionary.

\[
\min_{\{x_k\}} \frac{1}{2} \sum_k \left( \sum_m d_m * x_{k,m} - s_k \right)^2 + \lambda \sum_k \sum_m \|x_{k,m}\|_1 \quad (38)
\]

Defining a Toeplitz matrix \(D_m\) such that \(D_m x_{k,m} = d_m * x_{k,m}\), and two matrices

\[
D = \begin{pmatrix} D_0 & D_1 & \ldots \end{pmatrix}, \quad X_k = \begin{pmatrix} x_{k,0} \\ x_{k,1} \\ \vdots \end{pmatrix}, \quad (39)
\]

for convenience of notation, we can express (38) in a more simplified form

\[
\min_{\{X_k\}} \frac{1}{2} \sum_k \|DX_k - s_k\|_2^2 + \lambda \sum_k \|X_k\|_1 \quad (40)
\]

B. Dictionary update

The dictionary update is the most computationally demanding sub-problem on CDL that can be interpreted as a convolutional form of Method of Optimal Directions (MOD) [31] with a normalization constraint:

\[
\min_{\{d_m\}} \frac{1}{2} \sum_k \left( \sum_m x_{k,m} * d_m - s_k \right)^2 \quad \text{s.t.} \quad \|d_m\|_2 \leq 1 \quad (41)
\]

As we want to handle the convolutional component of the fidelity term in the frequency domain, it is necessary to give an adequate spatial support to the target filters using zero-padding projection operator \(P\). Mixing this spatial support and the normalization requirement, the constraint set is given by

\[
C_{PN} = \{ z \in \mathbb{R}^N : (I - PP^T)z = 0, \|z\|_2 = 1 \} . \quad (42)
\]

Employing the indicator function\(^5\) \(\iota_{C_{PN}}(\cdot)\) of the constraint set \(C_{PN}\), the dictionary update can be written in unconstrained form

\[
\min_{\{d_m\}} \frac{1}{2} \sum_k \left( \sum_m x_{k,m} * d_m - s_k \right)^2 + \sum_m \iota_{C_{PN}}(d_m) . \quad (43)
\]

If we define a Toeplitz matrix \(X_{k,m}\) such that \(X_{k,m} d_m = x_{k,m} * d_m\), and the matrices

\[
X_k = \begin{pmatrix} X_{k,0} & X_{k,1} & \ldots \end{pmatrix}, \quad D = \begin{pmatrix} d_0 \\ d_1 \\ \vdots \end{pmatrix}, \quad (44)
\]

\(^5\)Since the variables in (37) correspond to 2D signals, the fidelity term would be intuitively calculated using a Frobenious norm. However, one can express these variables as 1D signals without losing generality and treat them with the \(\ell_2\) norm, as it is done across the CSR literature.

\(^6\)Generic indicator function previously defined in Eq. (23).
we can rewrite the unconstrained problem (43) as

$$\arg\min_{\{D\}} \frac{1}{2} \sum_k \|X_k D - s_k\|_2^2 + t_{CPN}(D)$$

(45)

or, by collecting

$$X = \begin{pmatrix} X_0 \\ X_1 \\ \vdots \end{pmatrix}, \quad S = \begin{pmatrix} s_0 \\ s_1 \\ \vdots \end{pmatrix}$$

(46)
as

$$\arg\min_{\{D\}} \frac{1}{2} \|XD - S\|_2^2 + t_{CPN}(D)$$

(47)

While there are many strategies in which the CDL problem (37) can be addressed, all of them can be classified in two categories: way of dealing with convolutions (frequency domain and separable filters), and way of processing data (batch, mini-batch and online methods). The algorithms studied in the following sections will be batch methods raised in the frequency domain.

V. COEFFICIENT UPDATE ALGORITHMS

The coefficient update can be interpreted as $K$ CSC problems since each set of coefficient maps $X_k$ (40) can be estimated independently. For the standard CSC problem, the ADMM algorithm in the frequency domain strikes a good trade-off between convergence and run-time while the FISTA algorithm in frequency domain has the advantage of low complexity in terms of number of operations. Nevertheless, [42], summarized in Section II-C, has proved the existence of a better FISTA’s rate of convergence, allowing to achieve a more adequate balance between the mentioned features.

A. ADMM

The problem (40) can be solved via ADMM approach by adding an auxiliary variable $Y_k$ that is constrained to be equal to the primary one $X_k$, i.e.

$$\arg\min_{\{X_k\},\{Y_k\}} \frac{1}{2} \sum_k \|DX_k - s_k\|_2^2 + \lambda \sum_k \|Y_k\|_1 \quad \text{s.t.} \quad X_k = Y_k.$$  

(48)

The associated ADMM iterations, in which the sum notation of $K$ images is removed to analyze (48) as independent steps, are given by

$$X_k^{(i+1)} = \arg\min_{\{X_k\}} \frac{1}{2} \|DX_k - s_k\|_2^2 + \frac{\rho}{2} \|X_k - Y_k^{(i)} + U_k^{(i)}\|_2^2$$

(49)

$$Y_k^{(i+1)} = \arg\min_{\{Y_k\}} \lambda \|Y_k\|_1 + \frac{\rho}{2} \|X_k^{(i+1)} - Y_k^{(i)} + U_k^{(i)}\|_2^2$$

(50)

$$U_k^{(i+1)} = U_k^{(i)} + X_k^{(i+1)} - Y_k^{(i+1)}.$$  

(51)

The Y-update (50) has a closed form solution defined using soft-thresholding function

$$Y^{(i+1)} = T_{\lambda/\rho} \left( X^{(i+1)} + U^{(i)} \right),$$

(52)

where $T_\gamma(x) = \text{sign}(x) \circ \max(0, |x| - \gamma)$.

In the spatial domain, the X-update (49) implies the inversion of a linear system with high computationally expenses. However, (49) can be transformed into the frequency domain using means of the convolution theorem in order to get a new system with less complexity

$$(\hat{D}^H \hat{D} + \rho I) \hat{X}_k = \hat{D}^H \hat{s}_k + \rho (\hat{Y}_k - \hat{U}_k),$$

(53)
where $\hat{s}$, $\hat{D}$, $\hat{Y}$ and $\hat{U}$ denote the frequency domain variables that are obtained after applying the DFT operator to the variables $s$, $D$, $Y$ and $U$. The matrix $\hat{D}$ has a block structure of $M$ concatenated $N \times M$ diagonal matrices.

As the operation $\hat{D}^H \hat{D}$ results in a large matrix (of size $MN \times MN$) with many zero values that are not part of the final solution, [49] noted that it is only necessary to solve $N$ independent linear system of $M \times M$. Each independent system consists of a single sum between a rank-one term and diagonal term, which inversion can easily be performed by applying the Sherman-Morrison formula on its rearranged form of non-zero elements.
Particularly, the first efficient methods, commonly based on ADMM, exhibited a computational complexity proportional to \(O(K^2)\), where \(K\) is the number of training images. The most recent ones, presented below, stood out for having a linear complexity.

**VI. DICTIONARY UPDATE ALGORITHMS**

The dictionary update could be extremely expensive with respect to the coefficient update when the training set is large. Particularly, the first efficient methods, commonly based on ADMM, exhibited a computational complexity proportional to \(O(K^2)\), where \(K\) is the number of training images. The most recent ones, presented below, stood out for having a linear complexity.

**A. ADMM consensus**

As proposed in [44], the dictionary update problem (45) can be expressed in ADMM consensus form as

\[
\arg\min_{D_k} \frac{1}{2} \sum_k \|X_k D_k - s_k\|^2_2 + \tau_{C_{PN}}(G) \quad \text{s.t.} \quad D_k = G \quad \forall k
\]  

(58)

where \(\{D_k\}\) is the local dictionary for each training image and \(\{G\}\) is the global consensus variable. The associated ADMM updates are

\[
D_k^{(i+1)} = \arg\min_{(D_k)} \frac{1}{2} \sum_k \|X_k D_k - s_k\|^2_2 + \frac{\sigma}{2} \|D_k - G^{(i)} + H_k^{(i)}\|^2_2
\]

(59)

\[
G^{(i+1)} = \arg\min_{G} \tau_{C_{PN}}(G) + \frac{\sigma}{2} \sum_k \|D_k^{(i+1)} - G + H_k^{(i)}\|^2_2
\]

(60)

\[
H_k^{(i+1)} = H_k^{(i)} + D_k^{(i+1)} - G^{(i+1)}.
\]

(61)

The update (59) can be decomposed in \(K\) independent linear systems that are efficiently solved via the DFT domain Sherman Morrison method. The update (60) has a closed-form solution

\[
G^{(i+1)} = \text{prox}_{\tau_{C_{PN}}} \left( \frac{1}{K} \sum_k (D_k^{(i+1)} + H_k^{(i)}) \right).
\]

(62)

Additionally, [19] introduced a more complete ADMM consensus algorithm to improve practical convergence by finding the best coupling variables \((X_k, Y_k, D_k)\) or \(G\) that are passed between the coefficient update and the dictionary update. Building on this, [20] developed a multi-core implementation in order to fully exploit the independent and separable structure of the consensus algorithm.

**B. APG**

[20], [41] proposed frequency domain based APG algorithms for solving (47), which basic scheme is

\[
D^{(i+1)} = \text{prox}_\lambda \left( \left[ D + \alpha \nabla F \left( \frac{1}{2} \| XD - S \|^2_2 \right) \right]_{D=G^{(i)}} \right)
\]

(63)

\[
t^{(i+1)} = \frac{1}{2} \left( 1 + \sqrt{1 + 4(t^{(i)})^2} \right)
\]

(64)

\[
G^{(i+1)} = D^{(i+1)} + \frac{t^{(i)} - 1}{t^{(i+1)}} (D^{(i+1)} - D^{(i)})
\]

(65)
In both algorithms, the gradient was computed in the frequency domain as
\[
\nabla F \left( \frac{1}{2} \| \hat{X} \hat{D} - \hat{S} \|_2^2 \right) = \hat{X}^H (\hat{X} \hat{D} - \hat{S}) ,
\]
so as to avoid a grid search for the step-size selection, [41] introduced an adaptive step-size estimation with low computational expenses given by
\[
\alpha = \arg \alpha \min \| \hat{X} (\hat{D} - \alpha \hat{g}) - \hat{S} \|_2^2 = \frac{\| \hat{g} \|_2^2}{\| \hat{X} \hat{g} \|_2^2} ,
\]
where \( \hat{g} = \nabla F(\frac{1}{2} \| \hat{X} \hat{D} - \hat{S} \|_2^2) \). In comparison to the ADMM consensus algorithm, APG algorithm has a simpler structure; it allows to compute components independently.

C. Proposed APG consensus

As our previous work [40], the dictionary update problem (45) can be posed in the following consensus form
\[
\arg \min_{\{D_k\}} \frac{1}{2} \sum_k \| X_k D_k - s_k \|_2^2 + \sum_k t_{C_{\text{ps}}}(D_k) + t_{C_c}(D_1, D_2, \ldots, D_K) .
\]
where \( C_c = \{(D_1, D_2, \ldots, D_K) | D_1 = D_2 = \cdots = D_K \} \) is a constraint set used to induce equality between local dictionaries. The corresponding APG consensus iterations, theoretically justified in Section III-A, are given by
\[
D_k^{(i+1)} = \left[ D_k + \alpha_c \nabla F_k \left( \frac{1}{2} \| X_k D_k - s_k \|_2^2 \right) \right]_{D=G^{(i)}}
\]
\[
H^{(i+1)} = \text{prox}_{\gamma C_{\text{ps}}} \left( \frac{1}{K} \sum_k D_k^{(i+1)} \right)
\]
\[
t^{(i+1)} = \frac{1}{2} \left( 1 + \sqrt{1 + 4(t^{(i)})^2} \right)
\]
\[
G^{(i+1)} = H^{(i+1)} + \frac{t^{(i)} - 1}{t^{(i+1)} - H^{(i+1)} - H^{(i)}}
\]
Analogous to the previous APG algorithm, we efficiently calculate each local gradient, denoted in (73), and most of the algorithm components\footnote{See [40] for full implementation details.} in the frequency domain.
\[
\nabla F_k \left( \frac{1}{2} \| \hat{X}_k \hat{D}_k - \hat{s}_k \|_2^2 \right) = \hat{X}_k^H (\hat{X}_k \hat{D}_k - \hat{s}_k)
\]

VII. COMPUTATIONAL RESULTS

Our experiments were carried out on a desktop computer equipped with an Intel i7-7700K CPU (4.20 GHz, 8MB Cache, 32GB RAM) and a Nvidia Tesla P100 GPU card.

A. Results in convolutional dictionary learning task

In this Section VII-A, we assess in terms of convergence and computational performance the following CDL implementations:

- **ADMM-ADMMCns**: The CDL algorithm presented in [19], where ADMM and ADMM consensus methods were used to solve the coefficient and dictionary updates respectively.
- **P-ADMM-ADMMCns**: Parallel implementation of the ADMM-ADMMCns algorithm.
- **FISTA-APGCns**: We proposed a CDL algorithm that consists of a FISTA-3K method and our APG consensus method for solving the coefficient update and dictionary update respectively.
- **P-FISTA-APGCns**: Parallel implementation of the FISTA-APGCns algorithm.

Both regular ADMM-ADMMCns and FISTA-APGCns algorithms are vectorized implementations coded in MATLAB while their parallel implementations are CUDA-enabled MATLAB codes\footnote{MATLAB implementations that exploit the convenience of the gpu-Arrays and high-level GPU operations.}. The initial penalty parameters \( \rho \) and \( \sigma \) of ADMM and ADMM-consensus are selected from the heuristic rule presented in [50]. In our implementations, the FISTA-3K method uses the weighted Cauchy-support step-size, denoted in (20), with a conservative multiplicative factor \( c = 0.2 \) and the APG-consensus method uses a consensus step-size based on BB-v3. To provide a fair comparison with our algorithms, which have adaptive parameters (automatic estimation of step-sizes), the ADMM algorithms use an update rule for the penalty parameters and an over-relaxation strategy, as described in Section II-A.
In this first experiment, as training set, we used $K = \{5, 10, 20, 40\}$ gray-scale images of size $256 \times 256$ pixels, cropped and rescaled from a set of images obtained from the MIRFFLICKR-IM dataset [23]. For each CDL algorithm, a dictionary of $M$ filters of size $8 \times 8$ was learning using a sparsity parameter $\lambda = 0.1$ and a fixed number (1000) of iterations.

In Figures 1 to 3, we compare the performance of the implementations in learning a dictionary of 36 filters from different sizes of training sets. Processing time of each implementation is summarized in Figure 4 and fully detailed in Tables I and II.

As can be observed in the Figures 1 to 3, for a short range of iterations, the ADMM-ADMMCns algorithms initially have a better functional value decay. However, after that interval, our algorithms consistently outperform the ADMM-ADMMCns algorithms in terms of convergence with respect to both iterations and run-time.

TIME axis plotted in logarithmic scale.
In addition, we can see in the Figure 4, and Tables I and II that, regardless of the number of training images or number of filters, our regular and parallel FISTA-APGCns algorithms exhibit a lower average time per iteration than regular and parallel ADMM-ADMMCns algorithms respectively. The speedup factor of our CDL implementations (1.25x to 1.75x) is directly proportional to the training set size and filter set size, i.e. for a larger set a higher speedup factor. If we focus specifically on dictionary update stage (see Dict. Update in the Tables I and II), we can notice that our proposed method (APG consensus) w.r.t. its respective counterpart (ADMM consensus) attains superior speedup (2x to 3x) with a similar proportional increase.

Although the CDL problem has an $\ell_1$ penalty term that can intrinsically avoid over-fitting, we additionally analyse the generalization of the dictionaries, all with 36 filters, during training process and in a denoising application. As the type of implementation (regular or parallel) does not affect the dictionary generalization, we evaluate the performance on the dictionaries estimated from the regular implementations. For both cases, we used a group of 20 test images of the MIRFFLICKR-IM dataset, with dimensional characteristics equal to those of the training set.

In order to check the generalization during training, we extract a dictionary each 50 iterations and test it on the convolutional Basis Pursuit DeNoising (CBPDN) problem:

$$\arg\min_{\{x_m\}} \frac{1}{2} \left\| \sum_{m} d_m \ast x_m - s \right\|^2_2 + \lambda \sum_{m} \|x_m\|_1, \quad (74)$$
where $d_m$ is a given dictionary and $x_m$ represents the coefficient maps that encode an image $s$. To standardize results, the problem (74) is computed via a CSC algorithm of the SPORCO library [48] with a sparsity parameter $\lambda = 0.1$ and 200 fixed iterations.

For the denoising application, each tested image is corrupted with Additive White Gaussian noise (AWGN) of level $\sigma = 0.1$. As reconstruction metrics, we consider the PSNR and a sparsity measure defined as $100 \cdot \sum_m ||x_m||_0/N$, where $N$ is the number of pixels of the tested image. In this second case, the CBPDN problem (74) has an optimal sparsity parameter $\lambda$ that maximizes the PSNR score. Because of this, we found an optimal parameter per image for the ADMM-ADMMCs dictionary and used it for both algorithms (ADMM-ADMMCs and FISTA-APGcs); such results are illustrated in Figure 6.

![Fig. 5: Progress of each final functional value of CBPDN using the test set and each partial dictionary obtained when training for 20 images (Left) and 40 images (Right)](image)

It can be observed in Figure 5 that the dictionaries learned with a larger training set improves performance in the test stage regardless of the minimizer algorithm. Moreover, for the same number of iterations the dictionaries computed via our proposed algorithm can induce better sparsity or fidelity.

![Fig. 6: Denoising comparisons for a pair of dictionaries learned from 40 training images.](image)

Note that for the denoising task (see the Figure 6), the dictionary estimated by our algorithm yields slightly better PSNR scores with fewer non-zero components (lower sparsity measure). However, in practice, the performance of both dictionaries can be considered equivalent.

B. Results in anomaly detection task

Sparse coding and its convolutional counterpart have shown to provide remarkable results in the anomaly detection tasks [12], [33], [46], [32], especially for mixed continuous and discrete data. In particular, [33] recently introduced a consensus convolutional formulation\(^\text{10}\) (75) for identifying univariate and multivariate anomalies $e_p$ in mixed data $s_p$ with $P$ time-series.

\[
\arg\min_{\{x_m\}, \{e_p\}} \frac{1}{2} \sum_p \left\| \sum_m d_{m,p} \ast x_{m,p} + e_p - s_p \right\|_2^2 + \lambda \sum_{p,m} \|x_{m,p}\|_1 + \beta \sum_p \|e_p\|_2 \\
\text{s.t. } x_{m,1} = x_{m,2} = \cdots = x_{m,P}
\]

\(^\text{10}\)The anomaly detection problem (75) was simplified for illustrative purposes, check [33] for full details.
In this formulation, the sparse representations $x_{m,p}$ and the agreement constraint enforce a joint and uniform activation of filters $d_{m,p}$ in order to capture correlations across time-series.

For this second case, we evaluate the following algorithms:

- **ADMMCns**: Anomaly detection algorithm based on an ADMM-consensus approach proposed in [33] with the name of C-ADDICT for solving (75).
- **APGCns**: Our APG-consensus algorithm for the anomaly detection problem (75).

To not incur redundant information\(^{11}\), the algorithms listed above are regular MATLAB implementations. The considered dataset, Seattle Burke Gilman Trail dataset [37], is a collection of time series (acquired by different sensors) from 2014 to 2019, which contains the pedestrian and cyclist counts for the south and north directions of travel. Since both anomaly detection algorithms need a pre-trained dictionary, we learned a single dictionary of 200 filters of length 100 per time-series using the CDL algorithm proposed in [33] from a portion of the dataset (2014 to 2015), where the number of anomalous accounts is minimal.

In Figures 7 and 8, we report the performance comparisons of the anomaly detection algorithms on the data of the year 2017. Similarly to the CDL related experiments, our APGCns has a better convergence with respect to run-time. Although both algorithms present distinct evaluations of functional value per iteration, these achieve a similar point of convergence. As exported, we can observed in the Figure 8 that a same pattern of anomalous accounts, highlighted by red background, is detected since we only modified the minimizer algorithm of (75) which should not alter the detection if the same convergence point is achieved.

**VIII. Conclusions**

This article has introduced an efficient and generic consensus method based on the accelerated proximal gradient (APG) for solving optimization problems of the form $\min_x \sum f_i(x) + g(x)$. Our derivation exploits a direct consensus formulation which avoids the use of the common auxiliary variable (usually found in ADMM-based approaches). Interestingly, the final

\(^{11}\)We already showed in the first part that the regular and parallel AGP consensus algorithms provide a better computational benefit than the respective ADMM counterparts.
structure of our APG-based consensus resembles that of ADMM-based but with the usual APG benefits, i.e. simplicity and low complexity per iteration, which is reflected in its computational performance.

For instance, in the experiments related to the CDL problem, our APG consensus method has shown to significantly outperform the ADMM counterpart in terms of convergence and run-time without any loss of quality (generalization) in the estimated dictionaries. Furthermore, its general formulation allowed us: (i) To easily derive an adequate step-size in order to have a self-adjusting algorithm. (ii) To apply in other optimization problems such as in the case of anomaly detection, in which we additionally reinforced the computational efficiency of the proposed method. All the implementations based on our method, presented in this manuscript, are available in [39].
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