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ABSTRACT
Robust measurements of cosmological parameters from galaxy surveys rely on our understanding of systematic effects that impact the observed galaxy density field. In this paper we present, validate, and implement the idea of adopting the systematics mitigation method of Artificial Neural Networks for modeling the relationship between the target galaxy density field and various observational realities including but not limited to Galactic extinction, seeing, and stellar density. Our method by construction does not assume a fitting model a priori and is less prone to over-training by performing k-fold cross-validation and dimensionality reduction via backward feature elimination. By permuting the choice of the training, validation, and test sets, we construct a selection mask for the entire footprint. We apply our method on the extended Baryon Oscillation Spectroscopic Survey (eBOSS) Emission Line Galaxies (ELGs) selection from the Dark Energy Camera Legacy Survey (DECaLS) DR7 data and show that the spurious large-scale contamination due to imaging systematics can be significantly reduced by up-weighting the observed galaxy density using the selection mask from the neural network and that our method is more effective than the conventional linear and quadratic polynomial functions. We perform extensive analyses on simulated mock datasets with and without systematic effects. Our analyses indicate that our methodology is more robust to overfitting compared to the conventional methods. This method can be utilized in the catalog generation of future spectroscopic galaxy surveys such as eBOSS and Dark Energy Spectroscopic Instrument (DESI) to better mitigate observational systematics.
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1 INTRODUCTION
Our current understanding of the Universe is founded upon statistical analyses of cosmological observables, such as the large-scale structure of galaxies, the cosmic microwave background, and the Hubble diagram of distant type Ia supernovae (e.g., Efstathiou et al. 1988; Fisher et al. 1993; Smoot et al. 1992; Mather et al. 1994; Riess et al. 1998; Perlmutter et al. 1999; Ata et al. 2017; Alam et al. 2017; Jones et al. 2018; Akrami et al. 2018; Elvin-Poole et al. 2018). Among these probes, galaxy surveys aim at constructing clustering statistics of galaxies with which we can investigate the dynamic of the cosmic expansion due to dark energy, test Einstein’s theory of gravity, and constrain the total mass of neutrinos and statistical properties of the primordial fluctuations, etc (Peebles 1973; Kaiser 1987; Mukhanov et al. 1992; Hamilton 1998; Eisenstein et al. 1998; Seo & Eisenstein 2003; Eisenstein 2005; Sánchez et al. 2008; Dalal et al. 2008).

The field of cosmology has been substantially advanced by the recent torrents of spectroscopic and imaging datasets from galaxy surveys such as the Sloan Digital Sky Survey (SDSS), Two Degree Field Galaxy Redshift Survey, and WiggleZ Dark Energy Survey (York et al. 2000; Colless et al. 2001; Drinkwater et al. 2010). The SDSS has been gathering data through different phases SDSS-I (2000-2005), SDSS-II (2005-2008), SDSS-III (2008-2014), and SDSS-IV (2014-2019). In order to derive more robust constraints with higher statistical confidence along with advancements in the technology of spectrographs, software, and computing machines, future large galaxy surveys aim at not only a wider area but also fainter galaxies out to higher redshifts.
As an upcoming ground-based survey, the Dark Energy Spectroscopic Instrument (DESI) experiment will gather spectra of thirty million galaxies over 14,000 deg$^2$ starting in late 2019; this is approximately a factor of ten increase in the number of galaxy spectra compared to those observed in SDSS I–IV. This massive amount of spectroscopic data will lead to groundbreaking measurements of cosmological parameters through statistical data analyses of the clustering measurements of the 3D distribution of galaxies and quasars (Aghanamous et al. 2016).

The Large Synoptic Survey Telescope (LSST) is another ground-based survey currently being constructed. It will gather 20 Terabytes of imaging data every night and will cover 18,000 deg$^2$ of the sky for ten years with a sample size of $2 \times 10^9$ galaxies. The LSST would provide enough imaging data to address many puzzling astrophysical problems from the nature of dark matter, the growth of structure to our own Milky Way. Given such a data volume, many anticipate that the LSST will revolutionize the way astronomers do research and data analysis (Ivezic et al. 2008; LSST Science Collaborations et al. 2017).

The enormous increased data volume provided by DESI and the LSST will significantly improve statistical confidences but will require analyses that are more complex and sensitive to the unknown systematic effects. A particular area of concern is the systematic effects due to imaging attributes such as atmospheric conditions, foreground stellar density, and/or inaccurate calibrations of magnitudes. These systematic effects can affect the target galaxy selections and therefore induce the non-cosmological perturbations into the galaxy density field, leading to excess clustering amplitudes, especially on large scales (see e.g. Myers et al. 2007; Thomas et al. 2011b,a; Ross et al. 2011; Ross et al. 2012; Ho et al. 2012; Huterer et al. 2013; Pullen & Hirata 2013).

Robust and precise measurements of cosmological parameters from the large-scale galaxy clustering are contingent upon thorough treatment of such systematic effects. Many techniques have been developed to mitigate the effects. One can generally classify these methods into the mode projection, regression, and Monte Carlo simulation of fake objects.

The mode-projection based techniques attribute a large variance to the spatial modes that strongly correlate with the potential systematic maps such as imaging attributes, thereby effectively removing those modes from the estimation of power spectrum (see e.g. Rybicki & Press 1992; Tegmark 1997; Tegmark et al. 1998; Slosar et al. 2004; Ho et al. 2008; Pullen & Hirata 2013; Leistedt et al. 2013; Leistedt & Peiris 2014). In detail, the basic mode projection (Leistedt et al. 2013) produces an unbiased power spectrum and is equivalent to a marginalization over a free amplitude for the contamination produced by a given map. The caveat is that the variance of the estimated clustering increases by projecting out more modes for more imaging attributes. The extended mode projection technique (Leistedt & Peiris 2014) resolves this issue by selecting a subset of the imaging maps using a $\chi^2$ threshold to determine the significance of a potential map. The limitation of the mode-projection based methods is that they are only applicable to the two-dimensional clustering measurements, and they reintroduce a small bias (Elsner et al. 2015). Kalus et al. (2016) extended the idea to the 3D clustering statistics and developed a new step to unbias the measurements (for an application on SDSS-III BOSS data see e.g., Kalus et al. 2018).

The regression based techniques model the dependency of the galaxy density on the potential systematic fluctuations and estimate the parameters of the proposed function by solving a least-square problem, or by cross correlating the galaxy density map with the potential systematic maps (see e.g. Ross et al. 2011; Ross et al. 2012, 2017; Ho et al. 2012; Delubac et al. 2016; Prakash et al. 2016; Raichoor et al. 2017; Laurent et al. 2017; Elvin-Poole et al. 2018). The best fit model produces a selection mask (function) or a set of photometric weights that quantifies the systematic effects in the galaxy density fluctuation induced by the imaging pipeline, survey depth, and other observational attributes. The selection mask is then used to up-weight the observed galaxy density map to mitigate the systematic effects. The regression-based methods often assume a linear model (with linear or quadratic polynomial terms), and use all of the data to estimate the parameters of the given regression model; however, the assumption that the systematic effects are linear might not necessarily hold for strong contamination, e.g., close to the Galactic plane. Ho et al. (2012) analyzed photometric Luminous Red Galaxies in SDSS-III Data Release 8 and showed that the excess clustering due to the stellar contamination on large scales (e.g., roughly greater than twenty degrees) cannot be removed with a linear approximation. Ross et al. (2013) investigated the local non-Gaussianity ($f_{NL}$) using BOSS Data Release 9 “CMASS” sample of galaxies (Ahn et al. 2012) and found that a robust cosmological measurement on very large scales is essentially limited by the systematic effects. Their analysis indicated that a more effective systematics correction is preferred relative to the selection mask based on the linear modeling of the stellar density contamination. Recently, Elvin-Poole et al. (2018) developed a methodology based on $\chi^2$ statistics to rank the imaging maps based on their significance, and derived the selection mask by regressing against the significant maps.

Another promising, yet computationally expensive, approach injects artificial sources into real imaging in order to forward-model the galaxy survey selection mask introduced by real imaging systematics (see e.g. Bergé et al. 2013; Suchyta et al. 2016). Rapid developments of multi-core processors and efficient compilers will pave the path for the application of these methods on big galaxy surveys.

In this paper, we develop a systematics mitigation method based on artificial neural networks. Our methodology models the galaxy density dependence on observational imaging attributes to construct the selection mask, without making any prior assumption of the fitting model. Most importantly, this methodology is less prone to over-training and the resulting removal of the clustering signal by per-
forming k-fold cross-validation (i.e., splitting the data into k number of groups/partitions from which one constructs the training, validation, and the test sets) and dimensionality reduction through backward feature elimination (i.e., removing redundant and irrelevant imaging attributes)(see e.g., Deviyer & Kittler 1982; John et al. 1994; Koller & Sahami 1996; Kohavi & John 1997; Ramaswamy et al. 2001; Guyon & Elisseeff 2003). By permutation of the training, validation, and test sets, the selection mask for the entire footprint is constructed. We apply our method on galaxies in the DECaLS DR7 data (Dey et al. 2018) that are chosen with the eBOSS-ELG selection criteria (Raichoor et al. 2017) and compare its performance with that of the conventional, linear and quadratic polynomial regression methods. While the effect of mitigation on the data will be estimated qualitatively as well as quantitatively in reference to the clustering expected based on the concordance ΛCDM cosmology, the data does not allow an absolute comparison to the unknown truth. We therefore simulate two sets of 100 mock datasets, without and with the systematic effects that mimic those of the real DECaLS DR7 data, apply various mitigation techniques in the same way we treat the real data, and test the resulting clustering signals against the ground truth.

This paper is organized as follows. Section 2 presents the imaging dataset from DECaLS DR7 used for our analysis. In Section 3, we describe our method of Artificial Feed Forward Neural Network in detail as well as the conventional multivariate regression approaches. In this section, we also explain the angular clustering statistics employed to assess the level of systematic effects and the mitigation efficiency. We further describe the procedure of producing the survey mocks with and without simulated contaminations. In Section 4, we present the results of mitigation for both the DECaLS DR7 dataset and the mocks. Finally, we conclude with a summary of our findings and a discussion of the benefits of our methodology for future galaxy surveys in Section 5.

2 LEGACY SURVEYS DR7

We use the seventh release of data from the Legacy Surveys (Dey et al. 2018). The Legacy Surveys are a group of imaging surveys in three optical (r, g, z) and four Wide-field Infrared Survey Explorer (W1, W2, W3, W4; Wright et al. (2010)) passbands that will provide an inference model catalog amassing 14,000 deg$^2$ of the sky in order to pre-select the targets for the DESI survey (Lang et al. 2016; Aghamousa et al. 2016). Identification and mitigation of the systematic effects in the selection of galaxy samples from this imaging dataset is of vital importance to DESI, as spurious fluctuations in the target density will likely present as fluctuations in the transverse modes of the 3D field and/or changes in the shape of the redshift distribution. Both effects will need to be modeled in order to isolate the cosmological clustering of DESI galaxies. The ground-based surveys that probe the sky in the optical bands are the Beijing-Arizona Sky Survey (BASS) (Zou et al. 2017), DE-Cam Legacy Survey (DECaLS) and Mayall z-band Legacy Survey (MzLS)(see e.g., Dey et al. 2018). Additionally, the Legacy Surveys program takes advantage of another imaging survey, the Dark Energy Survey, for about 1,130 deg$^2$ of their southern sky footprint (Dark Energy Survey Collaboration: Fermilab & Flaugher 2005).

We consider a total of 18 imaging attributes as potential sources of the systematic error since each of these attributes can affect the completeness and purity with which galaxies can be detected in the imaging data. We produce the HEALPIX maps (Gorski et al. 2005) for these attributes based on the DR7 ccds-annotated file using the validation tests pipeline and the code that uses the methods described in Leistedt et al. (2016). We use the resolution of nside = 256, ring ordering scheme, and oversampling of four$^2$. These include three maps of Galactic structure: Galactic extinction (Schlegel et al. 1998), stellar density from Gaia DR2 (Brown et al. 2018), and Galactic neutral atomic hydrogen (HI) column density (Bekhti et al. 2016). We further pixelize quantities associated with the Legacy Surveys observations, including the total depth, mean seeing, mean sky brightness, minimum modified Julian date, and total exposure time in three passbands (r, g, and z). For clarity, we list each attribute below:

- **Galactic extinction (EBV)**, measured in magnitudes, is the infrared radiation of the dust particles in the Milky Way$^1$ which affects the brightness of the objects, i.e., the detectability of the targets. We correct the magnitudes of the objects for the Milky Way extinction prior to the galaxy (target) selection.

- **Galaxy depth (depth)** defines the brightness of the faintest detectable galaxy at 5 − σ confidence, measured in AB magnitudes. Since the depth and extinction (EBV) are somewhat related, we correct the depth magnitudes for the extinction effect, with the extinction coefficients of 2.165, 3.214 and 1.211 respectively for r, g and z bands (Schlafly & Finkbeiner 2011).

- **Stellar density (nstar)**, measured in deg$^{-2}$, is constructed by pixelization of the Gaia DR2 star catalog (Brown et al. 2018) with the g-magnitude cut of 12 < gmag < 17. The stellar foreground affects the galaxy density in two ways. First, stars can be mis-identified as galaxies and included in the sample, which will result in a positive correlation between the stellar and galaxy distribution. Second, the foreground light from stars impacts the ability

---

1. https://github.com/legacysurvey/legacypipe/tree/master/validationtests
2. In this context, ‘oversampling’ means dividing a pixel into sub-pixels in order to derive the given pixelized quantity more accurately. For example, oversampling of four means subdividing each pixel into 4$^2$ sub-pixels. If the target resolution is nside=256, the attributes will be derived based on a map with resolution of 4$^2$256 when oversampling is four.
3. The dust particles in the Galactic plane absorb and scatter the optical light in the infrared.
to detect the galaxies that are behind them, e.g., by directly obscuring their light or by altering the sky background, which will cause a negative correlation between the two distributions. The second effect may reduce the completeness with which galaxies are selected and was the dominant systematic effect on the BOSS galaxies (Ross et al. 2012).

- **Hydrogen atom column density** (HI), measured in cm$^{-2}$, is another useful tracer of the Galactic structure, which increases at regions closer to the Milky Way plane. This map provides complementary information to the Galactic extinction and stellar density maps. Hereafter, $\ln$HI refers to the natural logarithm of the HI column density.

**Sky brightness** (skymag) relates to the background level that is estimated and subtracted from the images as part of the photometric processing. It thus alters the depth of the imaging. It is measured in AB mag/arcsec$^2$.

- **Seeing** (seeing) is the full width at half maximum of the point spread function (PSF), i.e., the sharpness of a telescope image, measured in arc seconds. It quantifies the turbulence in the atmosphere at the time of the observation, and is sensitive to the optical system of the telescope, e.g., whether or not it is out of focus. Bad seeing conditions can make stars that are point sources appear as extended objects, therefore falsely being selected as galaxies. We use a multiplicative factor of 0.262 to transform the seeing unit from ccd ‘pixel’ to arc seconds.

- **Modified Julian Date** (MJD) is the traditional dating method used by astronomers, measured in days. If a portion of data taken during a specific period is affected by observational conditions during that period, regressing against MJD could mitigate that effect.

- **Exposure time** (exptime) is the length of time, measured in seconds, during which the ccd was exposed to the object light. Longer exposures are needed to observe fainter objects. The Legacy Surveys data is built up from many overlapping images, and we map the total exposure time, per band, in any given area. A longer exposure time thus corresponds to a greater depth, all else being equal.

As part of the process of producing the maps, we determine the fractional ccd coverage per passband, frac-good ($f_{\text{pix}}$), within each pixel with oversampling of four. We take the minimum of $f_{\text{pix}}$ in r, g, and z passbands as the completeness weight of each pixel. We apply the following arbitrary cuts, somewhat motivated by the eBOSS selection, on the depth and $f_{\text{pix}}$ values:

| Imaging map | mean | standard deviation |
|-------------|------|--------------------|
| EBV [mag]   | 4.8480e-02 | 3.1917e-02 |
| $\ln$(HI/cm$^2$) | 4.7211e+01 | 4.8513e-01 |
| nst [deg$^{-2}$] | 8.4525e+02 | 6.3729e+02 |
| depth-r [mag] | 2.3960e+01 | 1.4257e+00 |
| depth-g [mag] | 2.4339e+01 | 1.2023e+00 |
| depth-z [mag] | 2.2927e+01 | 7.9275e-01 |
| seeing-r [arcsec] | 1.4089e+00 | 2.6377e-01 |
| seeing-g [arcsec] | 1.5561e+00 | 2.7077e-01 |
| seeing-z [arcsec] | 1.3128e+00 | 2.2542e-01 |
| skymag-r [mag/arcsec$^2$] | 2.3957e+01 | 6.1772e-01 |
| skymag-g [mag/arcsec$^2$] | 2.5394e+01 | 5.0522e-01 |
| skymag-z [mag/arcsec$^2$] | 2.2041e+01 | 4.2714e-01 |
| exptime-r [sec] | 4.8086e+02 | 2.0174e+03 |
| exptime-g [sec] | 6.8061e+02 | 2.4920e+03 |
| exptime-z [sec] | 6.5157e+02 | 5.2995e+03 |
| mjd-r [day] | 5.7233e+04 | 5.5595e+02 |
| mjd-g [day] | 5.7358e+04 | 5.1123e+02 |
| mjd-z [day] | 5.7005e+04 | 4.3701e+02 |

Table 2. The Northern Galactic Cap color-magnitude selection of the eBOSS Emission Line Galaxies (Raichoor et al. 2017). We enforce the same selection for the entire sky. Note that our selection is slightly different from Raichoor et al. (2017) in the clean photometry criteria as explained in the main text.

| Criterion | eBOSS ELG |
|-----------|-----------|
| $0 \leq V < 11.5 \; \text{mag} \; \text{Tycho2 stars mask}$ | $\text{BRICK}\_\text{PRIMARY}==\text{True}$ $\text{brightstarinblob}==\text{False}$ |
| $[\text{OII}]$ emitters | $21.825 < g < 22.9$ |
| Redshift range | $-0.068 (r-z) + 0.457 < g-r < 0.112 (r-z) + 0.773$ $0.637 (g-r) + 0.399 < r-z < -0.555 (g-r) + 1.901$ |

Table 1. The mean and sample standard deviation of the DECaLS DR7 imaging attributes used in this paper.

To construct the ELG catalog, we enforce the Northern Galactic Cap eBOSS ELG selection color-magnitude criteria from Raichoor et al. (2017) on DR7 sweep files (Dey et al. 2018) with a few differences in the clean photometry criteria (see Table 2). In detail, the original eBOSS ELG selection is based on DR3 while ours is based on DR7. Since the data...
Figure 1. Top panel: the pixelated density map of eBOSS-like ELGs from the DECaLS DR7 after correcting for the completeness of each pixel and masking based on the survey depth and completeness cuts. The solid red curve represents the Galactic plane. This figure is generated by the code described in https://nbviewer.jupyter.org/github/desihub/desiutil/blob/master/doc/nb/SkyMapExamples.ipynb. Bottom panel: the color-coded Pearson correlation matrix between each pair of the imaging attributes from the DECaLS DR7.
structure changed from DR3 to DR7, we use brightstarinblob instead of tycho2inblob to eliminate objects that are near bright stars. In contrast to the original selection criteria, we do not apply the decam_anymask[grz]=0 cut, as any effect from this cut will be encapsulated by the 18 imaging attribute maps we employ. Also, we drop the SDSS bright star mask from the criteria, as this mask is essentially replaced by the brightstarinblob mask. After constructing the galaxy catalog, we pixelize the galaxies into a Healpix map with nside of 256 in ring ordering format to create the observed galaxy density map.

As an exploratory analysis, we use the Pearson correlation coefficient (PCC) to assess the linear correlation between the data attributes. For two variables X and Y, PCC is defined as,

$$\rho_{X,Y} = \frac{\text{cov}(X,Y)}{\sqrt{\text{cov}(X,X)\text{cov}(Y,Y)}} \quad (2)$$

where \(\text{cov}(X,Y)\) is the covariance between X and Y across all pixels. In Fig. 1, we show the observed galaxy density after the pixel completeness (i.e., fracgood \(f_{\text{pix}}\)) correction in the top panel and the correlation (PCC) matrix between the DR7 attributes as well as the galaxy density (ngal, the bottom row) in the bottom panel. These statistics indicate that Galactic foregrounds, such as stellar density nstar, neural hydrogen column density \(\ln{\text{HI}}\), and Galactic extinction \(EBV\), are moderately anti-correlated with the observed galaxy density. Each of these maps traces the structure of the Milky Way and the anti-correlation with \(\text{gal}\) implies that, for example, closer to the Galactic plane where the extinction and stellar density are high, there is a systematic decline in the density of galaxies we selected in our sample. The top-left corner of Fig. 1 shows that these three imaging attributes are strongly correlated with each other. Likewise, the negative correlation of \(\text{gal}\) with seeing indicates that as seeing increases the detection of ELGs becomes more challenging. On the other hand, we find a positive correlation between \(\text{gal}\) and depths, which can be explained by the fact that as the depth decreases, e.g., we cannot observe fainter objects, the number of galaxies decreases as well.

This matrix overall demonstrates that the correlation among the imaging variables is not negligible. For instance, in addition to the correlation among the Galactic Foreground attributes aforementioned, there is an anti-correlation between the MJD and depth values. Likewise, there is an anti-correlation between the seeing and depth values. The complex correlation between the imaging attributes means that such correlations should be all taken into account when modeling the galaxy density dependence on the imaging attributes.

3 METHODOLOGY

3.1 Observed galaxy density

In our methodology, we treat the mitigation of imaging systematics as a regression problem, in which we aim to model the relationship between the observed galaxy density (label) and the imaging attributes (features) that are the potential sources of the systematic error. Note that we do not include the positional information as input features since we do not want the mitigation to fit to the cosmological clustering pattern. The solution of the regression then would provide the predicted mean galaxy density (i.e., in the absence of clustering or shot-noise) solely based on the imaging attributes of that location. We use this predicted galaxy density as the survey selection mask to be applied to any observed galaxy map in the attempt to eliminate the systematic effects and therefore isolate the cosmological fluctuation. Below we describe our procedure.

The observed number of galaxies within pixel \(i\) can be expressed in terms of the true number of galaxies \(n_i\) and the contamination model \(\mathcal{F}(s_i)\) as

$$n_i^o(s_i) = n_i \mathcal{F}(s_i), \quad (3)$$

where \(s_i\) is a vector representing the imaging attributes of pixel \(i\), and the contamination model \(\mathcal{F}(s_i)\) is an unknown function representing the systematic effects which could be either a linear, non-linear, or a more complex combination of the imaging attributes. The modeling of \(\mathcal{F}(s_i)\) can be approached by a wide variety of techniques, ranging from the traditional methods based on multivariate functions to non-parametric and non-linear models based on machine learning or deep learning such as random tree forests and neural networks (Breiman 2001; Geurts et al. 2006).

The cosmological information is contained in the true overdensity that is given by

$$\delta_i = n_i / (f_{\text{pix},i} \bar{n}) - 1, \quad (4)$$

accounting for the pixel completeness where \(\bar{n}\) is the ‘true’ average number of galaxies. Then,

$$n_i^o = f_{\text{pix},i} (1 + \delta_i) \mathcal{F}(s_i). \quad (5)$$

This \(n_i^o / f_{\text{pix},i}\) is equivalent to the observed \(\text{gal}\) aforementioned. Since we do not know the true average number density \(\bar{n}\) of the data, we estimate \(\bar{n}\) from the average of the observed galaxy field,

$$\bar{n} = \frac{\sum_i n_i^o}{\sum_i f_{\text{pix},i}} \quad (6)$$

and treat \(\bar{n} = \bar{n}\). Due to the finite volume of our sample, \(\bar{n} \neq \bar{n}\) even in the absence of systematic effects. This imposes the well-known integral constraint effect on any clustering analysis. We further ignore any systematic effect on \(\bar{n}\) due to the fact we use \(n_i^o\); that is, Eq. 6 converges to \(\bar{n}\) only when \(\sum_i f_{\text{pix},i} = \sum_i f_{\text{pix},i} / \bar{n}\). In this sense we are modeling the relative systematic effect without necessarily determining the accurate ‘true’ \(\bar{n}\). We will use simulated results to test our methodology, and the analysis applied to the simulations with a limited footprint will be subject to the similar finite-volume and systematic effects on \(\bar{n}\), thus providing a fair comparison and means to catch any obvious problem with this approximation.

Finally, we define the normalized galaxy density per
The neuron then transforms the pre-activation $z$ to the output using the activation function $f(z)$, which is where the nonlinear process can enter.

\[
f(x_1w_1 + x_2w_2 + \cdots + x_nw_n + \text{bias})
\]

Figure 2. A schematic diagram of a single neuron with the activation function $f$. The neuron takes a set of inputs $x=(x_1, x_2, \ldots, x_n)$, multiplies each of them by its associated weight $w=(w_1, w_2, \ldots, w_n)$, and sums the weighted values and a threshold (or a constant offset) which is called bias, to form a pre-activation value, $z = \sum_{i=1}^{n} x_i w_i + \text{bias}$, which is a linear process.

Pixel $t_i$,

\[
t_i(s_i) = \frac{n_1^o(s_i)}{f_{\text{pix}}^o} = (1 + \delta_i) \mathcal{F}(s_i).
\]

With this definition, we can estimate the unknown contamination model $\hat{\mathcal{F}}$ (or selection mask) by modeling the dependence of $t$ on $s$. When averaged over many spatial positions, the cosmological fluctuations $\delta_i$ will be averaged out and therefore the observed $t_i$ averaged across many pixels with the same $s$ should only be a function of $s$ and return $\mathcal{F}(s)$:

\[
< t_i(s) >_s = \mathcal{F}(s).
\]

The inverse of the selection mask which is equivalent to the photometric weights $(w_{\text{pix}}^o)$ in other studies can therefore be used to remove the systematic effects from the observed galaxy number map (cf. Eq. 3).

\[
\hat{h}_i = \frac{n_1^o}{\mathcal{F}} = n_1^o w_{\text{pix}}^o.
\]

In the following we describe how we obtain $\hat{\mathcal{F}}$ using different regression approaches, e.g., neural networks and multivariate linear functions. From now on, the terms features and label associated with each data point refer to $s$ and $t$ of each HEALPIX pixel, respectively.

3.2 Mitigation with Neural Networks

We will apply fully connected feed forward neural networks in order to tackle our regression problem. Fig. 2 illustrates a schematic diagram of a neuron, the building block of a neural network, which generates the output based on a linear combination of the inputs followed by a non-linear transformation, the activation function $f$.

Fig. 3 illustrates the architecture of a fully connected feed forward neural network with the imaging attributes in the input layer, three hidden layers of six non-linear neurons in the middle, and a single neuron without any activation function in the output layer, as an example. The bias neuron in each layer is shown in orange and is analogous to the intercept in linear regression. The output of the neural network will be an estimation of the contamination model $\hat{\mathcal{F}}$ (see Eq. 7). If we use the identity function as the activation function (e.g., $f(z) = z$), regardless of the number of hidden layers, the neural network is equivalent to a linear model. This means that our methodology is a generalization or an extension of the conventional linear mitigation methods. The modeling capabilities of neural networks depend on the number of hidden layers, type of non-linear activation function and the number of neurons in each hidden layer (see e.g., Cybenko 1989; Hornik et al. 1989; Funahashi 1989; Tamura & Tateishi 1997; Huang 2003; Lin et al. 2017; Rolnick & Tegmark 2017).

We use the rectifier $f(z) = \max(0, z)$ as the activation function for the hidden layer neurons, which alleviates the ‘vanishing gradient’ problem (see e.g., Nair & Hinton 2010; Glorot et al. 2011; Krizhevsky et al. 2012; Dahl et al. 2013; Montufar et al. 2014).

We utilize $k$-fold cross-validation with $k = 5$ folds/subgroups to train the parameters, tune the hyper-parameters, and to estimate the predictive performance of the neural network. As illustrated in Fig. 4, we randomly split the entire pixel data (187257 pixels) into five folds and construct the training, validation and test data sets out of these five folds; three folds are assigned to the training set, one fold is assigned to the validation set, and the remaining one fold is assigned to the test set. A specific assignment of the five folds to these three sets forms one ‘partition’. We construct five different partitions such that each fold is used once as test fold. This $k$-fold cross-validation scheme ensures that a test example is never used for training or tuning.

We standardize (i.e., renormalize) the label and features of the training, validation, and test folds using the mean and standard deviation of the label and features of the corresponding training fold (i.e., similar to Tab. 1, but for the training set of each partition). We initialize the biases to zero, and sample the weights of each layer randomly from a normal distribution whose variance is inversely proportional to the number of neurons of the previous layer (see e.g., He et al. 2015). Using the training fold, we utilize the adaptive gradient descent with momentum (Adam, Kingma & Ba 2014) to update the parameters of the neural network.
The network is trained to minimize the following cost function:

$$J = \frac{1}{N_{\text{batch}}} \sum_{i} f_{\text{pix}, i} \left[ t_i - \hat{f}_i \right]^2 + \frac{4}{2} \| w \|^2, \quad (10)$$

where the first term is the Mean Squared Error (MSE) weighted with $f_{\text{pix}, i}$, and the second term is the L2 regularization term, used to penalize higher weight magnitudes and a larger number of neurons (Hoerl & Kennard 1970). The strength of the L2 penalty term is controlled via the L2 regularization scale $\lambda$. The network is trained for a number of training epochs, $N_{\text{epoch}}$, although to avoid unnecessary training, we implement the early stopping technique with the tolerance of 1.e-4 and patience of 10, i.e., the training terminates if the validation RMSE does not improve more than the tolerance within the last 10 epochs.

3.2.1 Backward feature elimination

The input features are highly correlated as shown in Fig. 1, and therefore the 18 maps probably contain redundant information. We apply backward feature elimination (feature selection) to remove the redundant input features in order to reduce the noise in the prediction as well as to protect the cosmological information by avoiding too much freedom in modeling. We find that reducing the dimension of the input features, i.e., the imaging attributes, is an essential step to avoid over-fitting and regressing out the cosmological clustering.

We perform the feature selection for each partition separately. Initially, we train a linear model on all 18 input features with the following hyper-parameters: the initial learning rate of 0.001, batch-size of 1024, L2 regularization scale of zero, for 500 training epochs with early stopping. We record the validation MSE as a baseline criterion. Then we eliminate one input feature, and train the linear model on the remaining 17 features. This trained linear model is applied onto the validation set. The input feature whose removal has produced the highest decrease in validation MSE (i.e., the highest improvement in fitting) is permanently eliminated, leaving only 17 features for training. Note that if the feature contained useful information on the systematic effects, removing the feature would have made the fit worse. We repeat the regression using 17 input features, and so on, removing one feature at each iteration until either the validation MSE does not decrease relative to the baseline or all input features are removed. Fig. 5 shows the result of the backward feature elimination procedure for the first partition of DECaLS DR7, ranking the input features based on their importance from left to right. This result supports the trends seen in the exploratory analysis in §2 which indicated strong linear correlations with the stellar density, Galactic extinction, and hydrogen column density in the data (see the correlation matrix in the bottom panel of Fig. 1). The color gradient indicates the relative change in validation RMSE when that particular feature is removed with reference to the baseline. We note that the order of removal is not the same as, for example, the color gradient order of the attributes in the first iteration. We believe it is because, as we remove redundant features, the relevant importance of the remaining input features change due to the complex correlations between the removed features and the remaining ones. The remaining features for each of the five partitions are shown in Fig. 6. The attributes $\text{InH1}$ and $\text{nstar}$ are commonly identified as the most important features and then $ebv$, $seeing - g$, $skymag - g$, $skymag - z$, $exptime - r$, $exptime - z$, $mjd - z$ are commonly identified for all 5 partitions.

3.2.2 Hyper-parameter tuning, training, and testing

We train the hyper-parameters for each partition separately. At each training epoch and for each choice of hyper-parameters, we apply the trained network on the validation fold. We adjust the hyper-parameters accordingly such that the validation MSE is minimized. Our neural network has the following five hyper-parameters: number of hidden layers; number of training epochs $N_{\text{epoch}}$; L2 regularization scale $\lambda$; batch size $N_{\text{batch}}$; Adam’s learning rate. We tune one hyper-parameter at a time. To find the optimal learning rate, we monitor the behavior of the cost function.
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Figure 5. Feature importance based on backward feature elimination for the first partition, as an example. This process iteratively removes the feature whose removal produces the largest decrease in the validation RMSE (i.e., the greatest improvement in fitting) until no decrease is observed. After the first iteration of removal (the top row), the removal of \( \text{skymag} - r \) decreased the validation RMSE the most and therefore \( \text{skymag} - r \) is removed. In the second iteration (the second row), removing \( \text{exptime} - g \) decreased the validation RMSE the most and therefore it is removed. However, in the ninth iteration, the removal of \( \text{mjd} - z \) did not decrease the validation RMSE and therefore the feature selection stops here, passing the rightmost ten features to the neural network regression. As a result of the process, the importance increases from left to right, and the rightmost ten maps in the figure (\( \text{ebv}, \text{nstar}, \log \text{HI}, \text{seeing} - g, \text{skymag} - g, \text{skymag} - z, \text{exptime} - r, \text{exptime} - z, \text{mjd} - g, \text{mjd} - z \)) are the ones that worsen the validation RMSE when being removed from the input layer.

Figure 6. Important imaging maps identified by the backward feature elimination (feature selection) procedure for the five partitions used for the DR7 dataset. A darker color of a point within each partition represents a more important attribute identified by the feature selection procedure. Note that \( \text{nstar} \) is identified as the most important attribute in all partitions, i.e., across the footprint.

| Partition | number of layers | \( \lambda \) | \( N_{\text{batch}} \) |
|-----------|------------------|-------------|----------------|
| 1         | [20, 20]         | 0.001       | 2048           |
| 2         | [20, 10, 10]     | 0.001       | 1024           |
| 3         | [20, 10, 10]     | 0.001       | 512            |
| 4         | [20, 10, 10]     | 0.001       | 4096           |

Table 3. The best hyper-parameters for each partition.

function during training. We observe that a learning rate of 0.001 leads to a smoothly decreasing cost function vs. training epochs. We train the network for up to \( N_{\text{epoch}} = 500 \) epochs although we implement the early stopping technique with the inertia (or patience) of 10 and the tolerance of 1.e-4: this means the training will be stopped if none of the last 10 epochs achieved a smaller relative error reduction with respect to the minimum validation error, within the tolerance. For the number of hidden layers, we try the following architectures, in which the total number of hidden neurons is fixed at 40 (i.e. roughly twice the number of the features) except for the linear model:

- \([0]\) : no hidden layers
- \([40]\) : one hidden layer of 40 neurons
- \([20, 20]\) : two hidden layers of 20 neurons each
- \([20, 10, 10]\) : three hidden layers of 20, 10 and 10 neurons
- \([10, 10, 10]\) : four hidden layers of 10 neurons

After finding the best number of layers, we proceed to tune \( \lambda \) by trying powers of 10, e.g., 0.001, 0.01, ..., 1, ..., 1000. Finally, we adjust \( N_{\text{batch}} \) by trying powers of 2, e.g., 128, 256, ..., 4096. The optimal set of the hyper-parameters for each partition is summarized in Tab. 3.

Once the optimal set of hyper-parameters is identified, the network is trained with these hyper-parameters for 10 independent runs, each one with a different initialization of the weights and biases, and then applied on the test set. We compute the median of the predicted test label from the 10 runs, and aggregate the results over the 5 different partitions to construct the map of the predicted label (\( \tilde{F} \)) for the entire footprint. For our default method, the backward feature elimination is conducted for each partition and reduces the number of input features before the hyper-parameter training step, as illustrated in Fig. 7. This process is performed for each partition separately, each partition using a different fold as the test set, until the entire footprint is covered through the 5 test folds. The flow of the feature selection, hyper-parameter tuning, and testing is summarized in Fig. 7.

3.3 Mitigation with Multivariate Linear Functions

We use linear and quadratic polynomial functions to model the normalized galaxy density dependence on the imaging attributes (Eq. 8), as the benchmark approaches to be compared with the neural network. Unlike the proposed neural network method, no regularization or dimensionality reduction is performed, and all data are used to train the
parameters of the regression models. Despite a lack of any deliberate machinery against over-fitting, we note that over-fitting is less likely to be an issue for this method since the size of the data is much greater than the number of the fitting parameters. Nevertheless, we tried splitting the sample into 60% of the training data to derive the best fit linear coefficients and 20% of the test set (i.e., the same training and test sample size to have a fair comparison with the neural network) to apply the derived coefficients and permuted five times until the test set covers the entire footprint. We find that such split does not change the results of the linear regression. On the other hand, the limited flexibility of its parameterized form could be a weakness of this method and we believe it is responsible for the differences that the neural network method makes in the comparison that we show in Section 4.1.

The contamination model from Eqs. 7 and 8 can be estimated via a multivariate linear function in terms of the standardized imaging attributes (s) as,

$$\hat{F}(s|b_0, \alpha) = b_0 + \sum_{m=1}^{M} \sum_{k=1}^{18} a_{mk} \left( \frac{s_k - \bar{s}_k}{\sigma_k} \right)^m,$$

(11)

where $M$ is the maximum power law index equal to 1 and 2 for the linear and quadratic polynomial model, respectively; the constants $\bar{s}_k$ and $\sigma_k$ are respectively the mean and standard deviation of the $k$'th imaging quantity, $s_k$ (see Tab. 1). The parameters $b_0$ and $a_{mk}$ are the intercept and the corresponding coefficients for each term, respectively, which are tuned by minimizing the weighted sum of the squared errors. The output of the regression is applied as the selection mask on the observed galaxy density to eliminate the systematic effects (see Eq., 9).

3.4 Angular Clustering Statistics

3.4.1 One point statistics

In the absence of the systematic effects, the galaxy density field should be independent from the imaging attributes and will only depend on the cosmological fluctuations. When averaged over many spatial positions, the cosmological fluctuations will be averaged out and therefore the average density should be equal to the mean density once the survey footprint is accounted for. A deviation from the mean density as a function of the imaging attributes therefore is indicative of the average dependence of the observed galaxy density on the corresponding imaging attributes. To assess the level of the contamination in the data, we compute the histogram of the spatially averaged galaxy density vs the imaging at-

Figure 7. A flow-chart of the backward feature elimination and hyper-parameter tuning for each partition. This entire process is performed five times for each of the five partitions/permutations such that the entire footprint is covered by aggregating different testing folds.
ttributes. For each of the system attribute, $s_k$, we prepare 20 bins. For each bin of $s_k$, we have:

$$\frac{\bar{s}_k}{n_{\text{tot}}} = \frac{1}{n} \sum_{s_k \leq s_k,i < s_k+\Delta s_k} n_i f_{\text{pix},i},$$

(12)

where the indices $i$ and $k$ respectively represent the pixel index, and the systematic index; $\Delta s_k$ is the bin width arranged for different $s_k$ bins such that each bin contains almost the same amount of effective area, in an attempt to suppress fluctuations in $\bar{s}_k/n_{\text{tot}}$ due to small number statistics. We estimate the error bars using the Jackknife resampling of 20 non-contiguous subsamples of pixels within each imaging attribute bin (see e.g. Ross et al. 2011):

$$\sigma_{\text{Jack}}^2(s_k) = \frac{19}{20} \sum_{j=1}^{20} \left( \frac{\bar{s}_k}{n_{\text{tot}}} - \frac{\bar{s}_k}{n_{\text{tot}}} \right)^2,$$

(13)

where $\bar{s}_k/n_{\text{tot}}$ is computed over the entire sample when the $j$th Jackknife region is excluded. As a result of the adjusted $\Delta s_k$, the level of $\sigma_{\text{Jack}}^2(s_k)$ is almost the same for all $s_k$. Under a successful mitigation of the systematic effects, one expects that the corrected density field is independent of the imaging attributes, i.e., $\bar{s}_k/n_{\text{tot}}$ being consistent with unity.

### 3.4.2 Two-point clustering statistics

The two-point clustering statistic measures the spatial correlation of the galaxy density, and has been the main statistic for extracting the cosmological information from galaxy surveys. We use the angular auto and cross-two point clustering statistics of the galaxy density field as well as of the imaging attributes, to estimate the impact of the potential systematics on the cosmological clustering signal and to examine the effectiveness of the mitigation techniques tested in this paper. For pixel $i$, we calculate the galaxy overdensity $\delta_i$ using Eq. 4 and the fluctuation of a given imaging attribute $\delta_i^q$ as

$$\delta_i = \frac{s_i - \bar{s}}{\bar{s}} - 1,$$

(14)

where $\bar{s}$ is the mean of each imaging attribute weighted with $f_{\text{pix},i}$.

$$\bar{s} = \frac{\sum_i f_{\text{pix},i} s_i \rho_{\text{pix},i}}{\sum_i f_{\text{pix},i}}$$

(15)

following Ross et al. (2011).

By definition, Eqs. 6 and 14 ensure that the following integral of the observed quantity over the entire footprint vanishes:

$$\sum_i \delta_i f_{\text{pix},i} = 0,$$

(16)

for both the galaxy as well as imaging attribute fluctuations. We utilize both the angular correlation function and angular power spectrum to extract the cosmological information from the galaxy density field.

- **Angular Correlation Function**: we employ the healpix-based estimator to compute the angular correlation function which, for a separation angle $\theta$, is defined as (see e.g. Scranton et al. 2002; Ross et al. 2011)

$$\omega^{\theta \phi}(\theta) = \sum_{ij} \delta_i^p \delta_j^q (\theta) \bar{a}_{\text{pix},i} f_{\text{pix},i} \bar{a}_{\text{pix},j},$$

(17)

where $p = q$ gives an auto correlation function estimator, $p \neq q$ gives a cross correlation function estimator, and $\delta_i^p$ is one when two pixels $i$ and $j$ are separated from each other within $\theta$ and $\theta + \Delta \theta$, or zero otherwise. Note that our estimator weighs each pixel overdensity with $f_{\text{pix},i}$ since the pixels with a greater complete area coverage should have a higher signal to noise. Such weight is straightforwardly corrected by the denominator in Eq. 17 unlike its conjugate estimator (i.e., the power spectrum). Since our overdensity map resolution is limited by the pixel size, we set the $\Delta \theta$ to be the resolution of a pixel ($\sim 0.23 \text{ deg}$).

- **Angular Power Spectrum**: one can conveniently expand a coordinate on the surface of a sphere in terms of spherical harmonics or, if azimuthally symmetric, Legendre polynomials. We define the following estimator for expanding the galaxy overdensity:

$$\hat{a}_\ell = \sum_{m=-\ell}^{\ell} \sum_{m=\ell}^{\ell} a_{\ell m} Y_{\ell m}(\theta, \phi),$$

(18)

where $\theta, \phi$ represent the polar and azimuthal angular coordinates of pixel $i$, respectively. The cutoff at $\ell = \ell_{\text{max}}$ assumes that the signal power is not significant for modes $\ell > \ell_{\text{max}}$. We define the following spherical harmonic (SH) transform estimator of overdensity ($\delta$) over the total number of non-empty pixels $N_{\text{pix}}$:

$$\hat{a}_{\ell m} = \frac{4\pi}{N_{\text{pix}}} \sum_{i=1}^{N_{\text{pix}}} \delta_i f_{\text{pix},i} Y_{\ell m}^*(\theta_i, \phi_i).$$

(19)

where $*$ represents the complex conjugate, and we again down-weight the overdensity in pixel $i$ by the completeness ($f_{\text{pix},i}$). Due to the survey window function implicit in the sum over the non-empty pixels and explicit in $f_{\text{pix},i}$, our estimator would not return unbiased estimates of the SH coefficients, unless the window function effect is corrected for, and also the expected orthogonalities between different SH modes would not hold. Nevertheless, we define the angular power spectrum estimator as the average of the magnitude of SH coefficients over $m$:

$$\hat{C}_{\ell}^{p\phi} = \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} |\hat{a}_{\ell m}|^2,$$

(20)

where $p = q$ gives an auto power spectrum, $p \neq q$ gives a cross power spectrum between the galaxy density and the imaging attributes. In order to compute the angular power spectrum, $C_{\ell}$, we make use of the
ANAFAST function from HEALPIX (Gorski et al. 2005) with the third order iteration of the quadrature to increase the accuracy. Unlike in the angular correlation function, we do not attempt to correct for the survey window function/survey mask effect in the angular power spectrum both for the DR7 data and the mocks. Instead, for the mock test, we use the angular power spectrum without the contamination model, i.e., the ‘Null’ case, as our baseline to compare with different mitigation methods.

We use the Jackknife resampling technique with 20 equal-area contiguous regions, as shown in Fig. 8, to estimate the error-bars on $\omega(\theta)$ and $C_\ell$ (see Eq. 13). For both the mock and real datasets, we also utilize the cross power spectra between the galaxy density and various imaging maps to evaluate the performance of the mitigation. In order to estimate the significance of the contamination in $C_\ell^{g,s}$ (or $\omega^{g,s}(\theta)$) before and after mitigation, we calculate $(C_\ell^{g,s})^2 / C_\ell^{g,s} \times (\omega^{g,s}(\theta))^2 / \omega^{g,s}(\theta)$ as a proxy.

3.5 Survey Mocks

Imaging systematics tend to affect the clustering signal mainly on large scales (Myers et al. 2007; Huterer et al. 2013) and the distribution of galaxies on large scales at moderately low redshift can be well-approximated by a log-normal distribution (Coles & Jones 1991). We therefore believe that log-normal mocks would be sufficient for the purpose of validating our systematic mitigation techniques. We use the Nbodykit package (Hand et al. 2017) to generate one hundred log-normal cubic mocks with the box-side length of 5274$h^{-1}$Mpc and 1024$^3$ mesh cells, with the input power spectrum matched to the linear power spectrum at $\z = 0.85$ based on the Planck 2015 cosmology (Ade et al. 2016) (i.e., flat $\Lambda$CDM with $\Omega_m = 0.3089 \pm 0.0006$).

$H_0 = 67.74 \pm 0.46, \sigma_8 = 0.8159 \pm 0.0086$, with the galaxy bias of 1.5 and the volume density of $1.947e-4 h^3$Mpc$^{-3}$ (see e.g. Raichoor et al. 2017). Then, we use the make_survey package (White et al. 2013) to sub-sample the mock galaxies based on the NGC eBOSS ELG redshift distribution in Raichoor et al. (2017) with the redshift cut of $0.55 < z < 1.5$ and to transform the cubic mocks into survey-like mocks. We do not include redshift-space distortions (RSD) in the mocks as we believe that the systematics mitigation efficiency does not depend on the presence of RSD.

The survey mocks are then projected onto the two-dimensional sky using HEALPIX and overlaid on the NGC footprint of the DECaLS DR7 dataset to be assigned with the DR7 imaging attributes. Fig. 9 illustrates the resulting projection of a simulated survey mock and the DECaLS DR7 data. Note that the mock footprint (89672 pixels) is smaller than the DECaLS DR7 data (187257 pixels) almost by a factor of 2. We only use the pixels of the mock that have the DR7 imaging attributes available. The holes (e.g., RA and DEC around 200 and 5 deg) are the pixels that do not have the imaging attributes from the real data. In order to account for the mock survey footprint, we distribute 2500 random points per deg$^2$ within the mock footprint and derive the completeness map for the mocks.

3.5.1 Null Mocks

A good mitigation technique should minimally remove the true cosmological signal. One way of ensuring this is to check if the mitigation method returns the true clustering in the presence of contaminations, which will be tested using the contaminated mocks. Another way is to check if the mitigation method correctly makes a null operation on the clustering in the absence of contaminations, returning $\tilde{f} \approx 1$. To this end, we utilize the 2D projected mocks without introducing any modulation due to imaging attributes in the galaxy density fields. Henceforth, we call this set of simulations, null mocks.

Fig. 10 shows the pixel distribution histograms of the
number of galaxies per pixel of the mocks in comparison to that of the DECaLS DR7 data on the common footprint. The average $ngal = 7.0/pixel$ of the null mocks is smaller than $ngal = 13.3/pixel$ of the DECaLS DR7 data (even after accounting for the 5% loss due to tiling completeness and 27% loss due to the redshift range, as stated in Raichoor et al. (2017)). We believe that the difference in $ngal$ is due to the different clean photometry criteria applied to the ELG selection in Raichoor et al. (2017) and to the targets in this paper. The standard deviation of $ngal$ of the null mocks is 3.0, which is smaller than 4.6 of the DECaLS DR7 ELGs.

3.5.2 Contaminated Mocks

We modulate the mock galaxy density fields using imaging attributes of the DECaLS DR7 data and generate the contaminated mocks with additional random noise. The modulation is done based on the best fit coefficients of the imaging attributes and their covariances for $F$ (Eq. 7) that we derived from the DECaLS DR7 data using our fiducial linear regression model.

In detail, we pick the 10 imaging attributes, i.e., $EBV, nstar, lnHI, seeing - g, skymag - g, skymag - z, exptime - r, exptime - z, mjd - g, mjd - z$ of the DECaL DR7 data, which were selected from the feature selection procedure on one of the partitions, and modulate the mock density field $n$ with $F$ that is derived from random deviates of the imaging attribute coefficients while accounting for their covariances. Since the measured covariance of such quantities includes both the cosmological fluctuation and the fluctuations due to the imaging attributes, we rescale the measured covariance matrix of the systematics such that the random fluctuation in $ngal$ per pixel due to contamination is at a similar level to the cosmological fluctuation from the null mocks. As a result of the random fluctuation in the contamination model we introduced, some of the pixels will be assigned negative galaxy number. We drop these pixels from our sample. This removes 3.1% of the mock footprint, reducing our mock footprint size from 89672 to 86875 pixels. We then introduce Poisson process, i.e., another random variation step, to ensure the modulated galaxy density field is almost the same as that of the DR7, despite the different average $ngal$ (see Fig. 10).

Therefore our mock contamination is simpler than the DECaLS DR7 data in that we adopted a linear model, which is chosen purposely since we do not want to give a priori advantage to our neural network method and also since all methods are capable of reproducing the linear model. Meanwhile, this setup is more challenging than the DECaLS DR7 data since the mitigation is conducted in the presence of a greater level of noise. Note that, while we included only 10 dominant imaging attributes in the contamination, the remaining attributes in the DECaLS data are correlated with these 10 and therefore with the modulated galaxy density. The mitigation in the following mock test will be challenged to deal with such indirect correlations among the 18 attributes.

4 RESULTS

In this section, we present the measurements of the clustering statistics before and after correcting for the systematic effects for the real dataset as well as the simulated ones. We demonstrate that the neural network is capable of learning more structure in the observed galaxy density field due to its greater flexibility beyond a fixed functional form, and therefore it can eliminate more excess clustering which is believed to be due to the imaging systematics. We then show the performance of the neural network and multivariate linear models when applied on the mock datasets.

4.1 Mitigating systematics from the DECaLS DR7 Data

In the left panel of Fig. 11, we show the pixel distribution histograms of the selection mask from the three different regression models we consider in this paper. While all three models show fairly consistent selection masks for most of the pixels (note the logarithmic scaling of $N_{pix}$), the neural network method (solid red curve) returns extended tails due to a higher representation flexibility associated with its nonlinear nature. We remove pixels with $F < 0.5$ or > 2.0 from our data to avoid too aggressive selection correction since we believe none of these methods can be accurate enough for such long baseline extrapolation. These pixels account for 1.0% of the original data (from 187257 to 185781 pixels). In the right panel, we show the spatial distribution of the removed pixels in the case of the neural network selection mask.

Fig. 12 illustrates the spatial distribution of the observed galaxy density before (top left) and after correction (top right) using the neural network selection mask. The bottom panels show the neural network selection mask used for the correction (left) in comparison to the masks derived from the linear (middle) and the quadratic polynomial (right) models. All three masks capture a very similar large
scale pattern such as the decrease in the galaxy density close to the Galactic midplane, which is consistent with the negative correlation coefficients between the galaxy density and the Galactic extinction, hydrogen column density, or stellar density. On smaller angular scales, the three selection masks show different fluctuation details. In the following analyses, we examine which method returns the least contaminated galaxy density distribution.

First, once the systematic effects are corrected for, the mean galaxy density should be independent of the imaging attributes. In Fig. 13 we show the number density of galaxies as a function of the imaging attributes. In all cases, different bins are set to include the same effective pixel area and therefore have the same sampling error. The solid black curve shows the galaxy mean density before correction and the solid red shows the result after correction with the selection mask of the neural network model. The dot-dashed curve represents the correction using the linear polynomial model and the dashed curve is for the quadratic polynomial model. The errorbars are computed using 20 Jackknife subsamples, and shown on only one case for clarity. Similar to what we found from the feature selection procedure, the stellar density, Galactic extinction, and HI density exhibit the strongest dependence before correction. After correction, all three methods return the fractional galaxy density close to unity. To quantify the deviation from unity, we report the fractional galaxy density and the Galactic extinction, hydrogen column density, or stellar density. On smaller angular scales, the three selection masks show different fluctuation details. In the following analyses, we examine which method returns the least contaminated galaxy density distribution.

We finally present the effect of the imaging attributes using the two-point statistics. We first show the cross power spectra between the DR7 observed galaxy density and various imaging attributes in the form of $\langle C_{\ell}^{\phi,s} \rangle / C_{\ell}^{\phi,s}$ in Fig. 14. Again, this quantity approximately represents the level of contamination from each attribute to the auto power spectrum of galaxy density and we therefore compare this with the uncertainty in the auto power spectrum of galaxies (gray shades) which is estimated using the Jackknife resampling of 20 equal-area contiguous regions (see Fig. 8). Similarly, we plot $\langle \omega^{s,k} \rangle / \omega^{s,k}$ in Fig. 15 to assess the contamination in the auto correlation function. Fig. 14 and 15 show significant contamination on large scales from $ebv$, $lnHI$, and $nstar$ compared to the other two cases. We note the spurious peak in the cross correlation against exptime-z in Fig. 15 near the expected angular location of the BAO feature compared to the other two cases. We note the spurious peak in the cross correlation against exptime-z in Fig. 15 near the expected angular location of the BAO feature and such feature necessitates thorough investigations of imaging systematics in analyzing the auto clustering statistics of the spectroscopic data for BAO analysis.

We finally present the effect of the imaging attributes before and after mitigation on the auto galaxy clustering statistics. In Fig. 16, we illustrate the measured two-point clustering statistics for the DR7 data set: the measured

Table 4. We use the $\chi^2$ statistic to quantify the performance of each mitigation method based on $\chi^2/\chi^2_{\text{null}}$ vs. systematics (see Fig. 13). In this table we show the cumulative value over all bins and all imaging attributes (i.e., $N_{\text{bins}} = 20$ bins $\times$ 18 attributes) without accounting for the covariance both between the imaging maps and between different bins. Note that the best fit neural network model was applied to the unseen data (i.e., the test set) unlike in the linear and quadratic polynomial models. Nevertheless the neural network method returns the smallest $\chi^2$, i.e., the highest efficiency.

| Correction scheme | $\chi^2$ | $N_{\text{bins}}$ | $\chi^2/\chi^2_{\text{null}}$ |
|-------------------|---------|-------------------|-----------------------------|
| None              | 20921.633 | 360              | 58.116                      |
| Linear            | 2588.349  | 360              | 7.190                       |
| Quadratic         | 2623.006  | 360              | 7.286                       |
| Neural Network    | 966.601   | 360              | 2.685                       |
Figure 12. Top: the normalized observed galaxy density and corrected density map using the neural network selection mask from left to right, respectively. Bottom: the selection masks from the Neural Network, quadratic, and linear polynomial models, respectively from left to right. All three selection masks are able to capture the behavior that the galaxy density systematically drops at the footprint boundaries, i.e., high extinction regions.

The comparison between the clustering before correction (solid black curves) and the fiducial linear theory prediction (dotted curves) suggests that the imaging systematics affect the clustering measurements mostly on large scales, e.g., large separation angles or small multipoles, as expected (see e.g., Myers et al. 2007; Ross et al. 2007; Huterer et al. 2013). We find that all the mitigation methods are able to reduce such large scale contamination, while there still remains substantial excess clustering on large scales with the two traditional linear multivariate methods. The neural network method is much more efficient in reducing such excess. Although we do not know the true underlying clustering for the real survey, the typical linear theory prediction shows a downturn of power for $\ell < 30$ and redshift-space distortions tend to increase the power on this scale, making the power spectrum almost flat for $\ell < 30$ as shown with the dotted curve in the left panel. Note that our default neural network method best returns the expected behavior on this scale. For $\ell << 10$, we expect the survey window function would become more important. In comparison to our default neural network model, we also show the measurements mitigated with the neural network model without the feature selection process labeled as ‘plain’ (blue dashed curves), which is very similar to the default case. In the next section, we test the mitigation methods using the mock datasets for which we know the true clustering signals. As will be demonstrated, our default neural network model with the feature selection process is chosen based on this mock test.

4.2 Testing the mitigation methods on the mock data

We treat the mocks as if the contamination model was unknown and apply the mitigation pipeline on the mocks as exactly used for the real dataset. After modeling the selection mask for each mock, we remove the pixels whose selection mask values are $< 0.5$ or $> 2.0$. This reduces the mock footprint size from 86875 to 86867 pixels. Again, the mocks do not include the redshift-space distortions.

4.2.1 Feature selection of mock galaxies

Fig. 17 shows the distribution of the imaging attributes selected by the feature selection process for all five partitions of 100 null (left) and contaminated (right) mocks. For the null mocks, there is no contamination and the feature selection correctly removes most or all imaging attributes, as demonstrated by the sparse distribution of the points in the left figure. The imaging attributes that survived feature selection, probably due to a coincidental correlation with the galaxy density, are randomly distributed. On the other hand, the
Figure 13. The number density of galaxies as a function of the potential systematics. The solid black curve shows the result before mitigation (no correction); the solid red curve is for the result after correcting with the neural network selection mask; the dot-dashed and dashed black curves represent mitigations with the linear and quadratic polynomial selection masks, respectively. The error bars are estimated using the Jackknife resampling of 20 non-contiguous subsamples of pixels within each imaging attribute bin (a total of 20 bins per attribute) and are shown only for one case. This plot again shows that the Galactic foregrounds such as the stellar density introduce a systematic trend in the galaxy density, which indicates a significant contamination by our own galaxy before mitigation. Such systematic trends are mostly removed with any of the three mitigation methods.
Figure 14. The cross power spectrum $\hat{C}_{g,s}^{\ell}$ between the DR7 observed galaxy density and the imaging attributes $s_k$ normalized by the auto power spectrum of the imaging attribute $\hat{C}_{s,s}^{\ell}$. The plotted quantity $[\hat{C}_{g,s}^{\ell}\hat{C}_{s,s}^{\ell}]^2/\hat{C}_{s,s}^{\ell}$ approximately represents the level of contamination to the auto power spectrum of the galaxy density $\hat{C}_{g,g}^{\ell}$. The grey shaded region shows the Jackknife error estimate of $\hat{C}_{g,g}^{\ell}$. The black solid curve shows the result before mitigation (no correction), while the solid red curve shows the result after correcting for the systematics with the neural network selection mask. The dot-dashed and dashed black curves show the corrected results with the linear and quadratic polynomial model selection masks, respectively.
Figure 15. The cross correlation function $\omega^{g,s,k}(\theta)$ between the DR7 observed galaxy density and the imaging attributes $s_k$ normalized by the auto correlation function of the imaging attribute $\omega^{s,k,s,k}(\theta)$. The plotted quantity $[\omega^{g,s,k}(\theta)]^2/\omega^{s,k,s,k}(\theta)$ approximately represents the level of contamination to the auto correlation function of the galaxy density $\omega^{g,g}(\theta)$. The grey shaded region shows the Jackknife error estimate of $\omega^{g,g}(\theta)$. All mitigation techniques are able to reduce the excess clustering singla which is due to the imaging systematics.
Figure 16. Two-point clustering statistics for the DECaLS DR7 dataset. Left: the measured angular power spectrum without shot-noise subtraction. Right: the HEALPIX-based angular correlation function. Solid black curves show the measured statistics without correcting for the systematic effects (no correction). The dashed and dot-dashed black curves show the statistics after correcting with linear and quadratic polynomial mitigation methods, respectively. The solid red curves show the results after correcting with our default neural network method. The dashed blue curves show the results mitigated with the neural network method but without the feature selection process. The dotted curves in both panels are a redshift-space linear theory prediction using galaxy bias $b = 2$ and the surface density $n(z)$ of NGC eBOSS ELG (Tab. 4 of Raichoor et al. 2017) and assuming the fiducial cosmology of Ross et al. (2012); Ho et al. (2012).

In the left panel, while the data includes the survey window function effect, the theory model does not include the survey window effect. The estimated shot noise was added to the theory model in the left panel. The errors are estimated using the Jackknife resampling with 20 contiguous sub-regions (see Fig. 8).

right panel shows that the feature selection procedure correctly identifies most of the input contamination attributes (the solid horizontal lines) for the contaminated mocks and almost always selects $lnH1$ and $nstar$. Indeed, as shown in Fig. 5, these two attributes were the two most significant input contamination.

4.2.2 Mean mock galaxy density

In Fig. 18 we show the number density of mock galaxies, averaged over 100 mocks, as a function of the imaging attributes. As expected, the galaxy density of the contaminated mocks show strong or moderate dependence on $ebv$, $nstar$, $lnH1$, seeing $- g$, $skymag - g$, $skymag - z$, $exptime - r$, $exptime - z$, $mjd - g$, and $mjd - z$ which were indeed the inputs to the contamination model. Meanwhile, the galaxy density also shows strong dependencies on $mjd - r$, $depth - r$, $depth - g$, and $depth - z$ through the correlation between these and the input contamination attributes. Looking at this result alone from a real data perspective, one would not be able to single out the underlying imaging attributes that are directly responsible for the contamination. When the inputs to the mitigation procedure include all contamination input maps, Fig. 18 shows that all methods effectively remove the dependence.

4.2.3 Angular power spectrum of mock galaxies

Fig. 19 shows the mean angular power spectrum of 100 null and 100 contaminated mocks in the left and right panel, respectively, in the top row. In the middle row, we illustrate the remaining bias on clustering after mitigation as an offset from the true power spectrum (i.e., the null power spectrum from the left panel). To account for the increased shot noise during contamination, we removed the same constant power from all contaminated/mitigated power spectra in the right panel until their small scale power matches that of the null mock power spectrum. One can see that the contamination substantially increased power at $\ell < 50$.

Since the contamination model is based on the linear polynomial model, all three fitting methods, i.e., the linear, quadratic, and neural network, are capable of reproducing the true input contamination, while they perform differently in the presence of the two layers of noise we added and the eight additional imaging attributes that are nontrivially correlated with the ten contamination input attributes. In the right top and middle panel, we find all three methods effectively remove the contamination over $\ell < 100$; in detail, the linear (black dot-dashed) and the quadratic polynomial (black dashed) methods slightly over-correct power while the neural network method (solid red) slightly under-corrects it. Note that, without the feature selection process (dashed blue), the neural network method would also over-correct the large scale power like the linear and quadratic polynomial models.

The remaining bias can be compared to the typical error expected for such data. The dark and light grey shaded regions in middle panels indicate the 1-$\sigma$ confidence regions for the mean and the individual mock of the 100 mocks, respectively. We quantify the significance of such remaining bias by calculating $\chi^2$, the sum of the squared
offset weighted with the diagonal variance for the mean at each \( \ell \) bin. Note that we use the variance from the 100 null mocks for calculating \( \chi^2 \) of the contaminated mocks in order to avoid an advantage of increased variance after contamination. We find the neural network method returning \( \chi^2 = 15.4 \) from six \( \ell \) bins within \( 10 < \ell < 200 \), while the linear polynomial mitigation returns 27.5. While the neural network model appears to perform the best, the difference in \( \chi^2 \) among different mitigation methods is not significant compared to the \( \chi^2 = 17643 \) before mitigation. Such \( \chi^2 \) can depend on the lower limit of \( \ell \) we consider. In Fig. 20, we investigate the behavior of the remaining bias depending on \( \ell_{\text{min}} \), which shows that the neural network method consistently returns a lower remaining bias for various \( \ell_{\text{min}} \) choices. However, for the contaminated mocks, the difference is small and we conclude that all mitigation methods perform similarly well for the contaminated mocks.

The bottom panels of Fig. 19 compare the noise introduced by the three different mitigation processes. The right panel shows that the contamination process (solid black) introduces additional noise on large scales relative to the variance of the null mocks (the gray shade). After mitigation, the variance is reduced, which is probably related to the decrease in the large scale power, since the variance of power is proportional to the amplitude of power itself in the Gaussian limit. The quadratic method shows the smallest fractional error on large scales due to the reduced amplitude after correction. In all cases, if we calculate the fractional variance with respect to the measured \( C_{\ell} \) (e.g., \( \sigma_{C_{\ell,\text{NN}}}/C_{\ell,\text{NN}} \) instead of \( \sigma_{C_{\ell,\text{NN}}}/C_{\ell,\text{Null}} \)), it agrees with the fractional variance of the null mock (gray shade). Therefore, we do not observe a nontrivial increase in variance by any of the mitigation methods we tested.

The left panel of Fig. 19 shows that, in the absence of contamination, both the linear and quadratic polynomial methods over-correct the large scale power since the fitting methods can always find purely coincidental consistency between the imaging attributes and the cosmic variance. The quadratic method that has a greater freedom appears more prone to such problem. The neural network method without the feature selection process shows a lesser degree of overfitting than the linear methods, probably due to the validation procedure. The figure shows that our default neural network method, i.e., with the feature selection procedure that selects the dominant imaging attributes and reduces the dimension of the input features, is the most robust mitigation methodology against overfitting.

### 4.2.4 Cross power spectrum of mock galaxies and imaging attributes

In Fig. 21, we show the cross power spectrum of the mock catalogs and the imaging attributes for different mitigation techniques. Again, the dark and light shaded region show the 1–\( \sigma \) confidence region of the mean of the mocks and each mock, respectively. All three methods substantially reduce the cross power with the imaging attributes. The neural network method tends to show a small residual for \( \ell < 10 \) that is greater than those of the linear and quadratic polynomial models. This is partly due to the greater auto galaxy power spectrum amplitude (in Fig. 19) after mitigation than those by the other methods. Meanwhile we still find residual correlation with skymag-z and mjd-z even after accounting for the effect of the auto power spectrum amplitude. Without the feature selection procedure (dashed blue), the neural network also returns smaller residual. In essence, we see that once feature selection is applied, the neural network only corrects to a certain level, controlled by the specifics of the feature selection procedure. This protects against over-fitting due to random correlations between the imaging attributes and the galaxy density field.

As a sanity check, if we use the true input linear contamination model to mitigate the systematics (purple dot-dashed line in Fig. 21), the cross-correlation completely vanishes as expected. For the null mocks, all mitigation methods return negligible cross-correlation, which is omitted from Fig. 21 for clarity.

Overall, while the cross-correlation statistics between the galaxy density and the systematics attributes are a useful indicator for the level of contamination, we find it may be difficult to infer and discriminate the level of contamination in the density field from such cross correlation statistics beyond what can be probed by the auto power spectrum.

#### 4.2.5 A case with underfitting

It is possible that we may identify only a subset of the contamination attributes for a given data set and attempt to mitigate the contamination based on such limited information. We consider a situation where we input only five imaging attributes to the mitigation procedure: four from the true contamination inputs, i.e., \( EBV, \ln HI, \text{nstar}, \text{skymag} – \text{g} \) and one that is not among the true contamination inputs, but correlated with the contamination inputs, i.e., \( \text{depth} – \text{r} \). The neural network method could be more resilient to such limited information since its nonlinear activation function may allow the mitigation procedure to better utilize the correlation between different input imaging attributes. In Fig. 22, the linear polynomial method with ‘few’ inputs shows a lesser degree of overfitting for the null mocks, compared to the default linear case, while showing underfitting for the contaminated mocks. This is expected as the freedom of the linear model is now limited. The neural network method with the ‘few’ inputs (without feature selection) returns a very similar pattern as the linear ‘few’ case, which implies that our current default neural network method does not have an advantage over the linear model in such case despite its greater flexibility. This underfitting case may be worth future investigation, as apparent excess clustering remains in the DECaLS DR7 data in Fig. 16 when any method is applied, but especially in the case of the application of multivariate linear models.

6 The auto-power spectrum of the contaminated mocks mitigated with the true input contamination model (in Fig. 22) returns the smallest residual bias relative to the uncontaminated clustering, as expected.
4.2.6 Summary

In summary, we find that our default neural network method is more robust against overfitting based on the test with the null mocks. This appears to be mainly due to the feature selection process that appropriately reduces the flexibility of mitigation. Based on the tests with the contaminated mocks, we find that both the linear and neural network methods perform equally well in terms of the residual bias, while the neural network method is more robust against overfitting. The quadratic polynomial method appears to be more prone to the overfitting problem than the other two methods since it has a greater flexibility than the input contamination model, but without a way to suppress the flexibility. All methods do not increase fractional variance during the mitigation process. Note again that we deliberately choose the linear model in contaminating the mocks in this test in order to prevent a disadvantage in using the linear and quadratic polynomial methods. Therefore, the decent performance of the linear method is warranted. In real data, the contamination due to observational effects can take a more complex form as implied by the difference in the mitigation results between the data and our mocks. Therefore our mock test is a conservative estimation of the comparative mitigation capability of our default neural network method.

5 CONCLUSION

In this paper, we have presented a rigorous application of an artificial neural network methodology to the mitigation of the observational systematics in galaxy clustering measurements of an eBOSS-like ELG sample selected from the DECaLS DR7 dataset (see § 2). We have investigated the galaxy density dependency on 18 imaging attributes of the data (see Fig. 1). We compare the performance of the neural network with that of the traditional, linear and quadratic multivariate regression methods. The key aspects of our neural network methodology are:

- the application of k-fold cross-validation, which implements the training-validation-test split to tune the hyper parameters by evaluating how well the trained network generalizes to the unseen, validation data set and therefore to prevent overfitting when applied to the test set;
- the repeated split process until we cover the entire data footprint as test sets;
- the elimination of redundant imaging maps by the feature selection procedure to further reduce the overfitting problem and therefore protect the cosmological clustering signal.

We apply the output of our pipeline, i.e., the selection mask for the DECaLS DR7 footprint to the observed galaxy density field. Benchmark selection masks are also produced employing the linear and quadratic polynomial regression. Comparing statistical results before and after applying the selection masks, we find that:

- Galactic foregrounds are the most dominant source of contamination in this imaging dataset (see Figs. 13, 14, and 15).

- This contamination causes an excess clustering signal in the auto power spectrum and correlation function of the galaxy density field on large scales (see Fig. 16).
- All mitigation techniques e.g., the neural network method as well as the linear multivariate models using the linear and quadractic polynomial functions, are able to reduce the auto and cross clustering signals (see Figs. 15 and 14):
  - However, the neural network removes the excess clustering more effectively in the auto power spectrum and correlation function of galaxies (see Fig. 16), which leads to a better agreement between the measurement and the expected theoretical clustering based on the concordance flat $\Lambda$CDM universe.

The last result implies that our neural network method has a higher flexibility than both linear multivariate models we tested, and it is therefore capable of capturing the non-linear systematic effects in the observed galaxy density field.

We apply our methodology on two sets of 100 log-normal mock datasets with ('contaminated mocks') and without ('null mocks') imaging contamination to evaluate how well the ground truth cosmological clustering can be reconstructed in both cases, and therefore to validate the systematic mitigation techniques. All mitigation techniques are applied in the same way we treat the real data. The key results of our mock test are as follows:

- The feature selection procedure is able to identify most of the ten contamination input maps as important for the contaminated mocks while correctly identifying most of maps as redundant for the null mocks (see Fig. 17).
- All three mitigation methods, i.e., the linear polynomial, quadratic polynomial, and neural network methods, perform equally well in terms of the residual bias in the presence of contamination. This is expected since the contamination model is based on the linear polynomial model which all three methods are capable of reproducing. The neural network tends to slightly under-correct which is the outcome of the feature selection procedure. On the other hand, the linear and quadratic polynomial methods tend to slightly over-correct (see the right panel of Fig. 19);
- In the absence of contamination, the neural network is the most robust against regressing out the cosmological clustering. This is mainly due to the feature selection process that appropriately reduces the flexibility of the mitigation (see the left panel of Fig. 19). Based on this result, we implement the feature selection procedure for the DECaLS DR7 data.
- All methods do not increase fractional variance during the mitigation process (see the bottom row of Fig. 19).

To conclude, our analyses illustrate that the neural network method we developed in this paper is a promising tool for the mitigation of the large-scale spurious clustering that is likely raised by the imaging systematics. Our method is more robust against regressing out the cosmological clustering than the traditional, linear multivariate regression methods. Such improvement will be particularly crucial for an accurate measurement of non-Gaussianity from the
Figure 17. Important imaging maps identified by the feature selection procedure for all five partitions of the 100 null (left) and contaminated mocks (right). The maps used in the input contamination model were marked by ‘*’ and horizontal black solid curves.

large-scale clustering of current eBOSS and upcoming DESI and the LSST surveys. Our method is computationally less intensive than other approaches such as the Monte Carlo injection of fake galaxies: analyzing the DECaLS DR7 data using our default neural network method requires less than six CPU hours. Application of our methodology on any imaging dataset would be straightforward. Our systematics mitigation methodology pipeline is publicly available at https://github.com/mehdirezaie/SYSNet.
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Figure 20. Dependence of $\chi^2$ on the lowest bin $\ell_{\text{min}}$. To better quantify the residual bias introduced by each method, we evaluate the dependence of the bias on the lowest bin $\ell_{\text{min}}$ that is included in the $\chi^2$ computation. The default neural network method performs significantly better than the conventional methods for the null mocks, mainly because the feature selection procedure successfully prevents the method from regressing out the cosmological clustering signal. For the contaminated mocks, all methods tend to perform similarly, as expected, since all mitigation methods can reproduce the input contamination model.
Figure 21. Cross power spectrum of the contaminated mock catalogs and the imaging attributes for different mitigation techniques. Our default neural network method with feature selection is shown in solid red while the performance without feature selection ('Neural Network (Plain)') is shown in dashed blue. The dark grey shaded region shows the 1σ confidence region of the mean of the 100 mocks, and the light grey region shows the typical 1-σ confidence region of one mock. The mitigation with the ground truth contamination model is shown with a purple dot-dashed curve as ‘cont. with linear (truth)’.
Figure 22. Same as Fig. 19 showing the auto power spectrum results mitigated with the fewer imaging maps ‘few’ (to demonstrate under-correction), neural network without the feature selection ‘plain’, and the ground truth contamination model ‘truth’. The mitigation with the ground truth model achieves the lowest residual bias as expected. For the null mocks, using fewer imaging maps prevents over-fitting simply by providing less freedom in the regression model while it leads to underfitting for the contaminated mocks.
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