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Abstract—Analyzing particle data plays an important role in many scientific applications such as fluid simulation, cosmology simulation and molecular dynamics. While there exist methods that can perform feature extraction and tracking for volumetric data, performing those tasks for particle data is more challenging because of the lack of explicit connectivity information. Although one may convert the particle data to volume first, this approach is at risk of incurring error and increasing the size of the data. In this paper, we take a deep learning approach to create feature representations for scientific particle data to assist feature extraction and tracking. We employ a deep learning model, which produces latent vectors to represent the relation between spatial locations and physical attributes in a local neighborhood. With the latent vectors, features can be extracted by clustering these vectors. To achieve fast feature tracking, the mean-shift tracking algorithm is applied in the feature space, which only requires inference of the latent vector for selected regions of interest. We validate our approach using two datasets and compare our method with other existing methods.

Index Terms—Feature extraction and tracking, Time-varying data analysis, Particle data, Deep learning.

1 INTRODUCTION

With the growing size and complexity of simulations, feature extraction and tracking have become an essential task for effective scientific data analysis. Through the extraction and tracking of features, scientists can better understand the evolution of scientific phenomena, and overcome the difficulties in visualizing large scale data such as 3D occlusion and expensive I/O because they only need to focus on features at reduced complexity and sizes instead of the whole dataset. From the early work [33] to the more recent approaches such as topology analysis [25] and deep learning [27], feature extraction and tracking methods generally share a common strategy that is to find the spatially unique and temporally coherent regions based on some feature specific attributes such as values, size, shape, topology or texture.

When it comes to particle data, such as those produced by molecular dynamics, cosmology, or fluid flow simulations, feature extraction and tracking still face many challenges. The lack of connectivity between particles makes it difficult to define features based on gradients or textures, or directly apply methods such as topology analysis and region growing. One common solution is to re-sample the attributes of particles into a regular grid and then perform feature extraction and tracking [11,25]. However, re-sampling data may cause loss of details or significant increase of data storage size. While it is true that particles produced by pure Lagrangian methods are uniquely indexed throughout the whole time sequence, and hence tracking particles can be more easily done, particle tracking does not equate to feature tracking. A feature may evolve over time and hence the set of particles that define the feature will evolve as well. In this case, while feature tracking can be assisted by tracking the movement of corresponding particles, it is still necessary to perform feature tracking to identify the dynamic set of feature particles in all time steps [35]. Moreover, there are situations when particle indices are not available [12] or discarded to reduce the storage size.

Besides the inherent challenges for particle data, finding a precise definition for salient features can be difficult due to the complexity of many scientific phenomena. Many features cannot be separated by simple thresholds of attribute values, and extracting features with hand-crafted feature descriptors is tedious and not always robust. To solve this problem, deep learning has been used to automatically extract feature descriptors based on the knowledge of domain experts [7] or feature statistics [27]. The aforementioned two approaches, however, are not appropriate for “soft-knowledge features”, which are defined by Luciani et al [24] as features that are difficult to be captured and represented computationally, such as viscous fingers in the particle data from 2016 SciVis Contest. Providing feature labels by domain experts as training data, as is done in [7], is time consuming and difficult without a method to solve the problems of efficient visualization first.

To tackle the aforementioned two major challenges (1) the missing of connectivity in particle data, (2) difficulty in utilizing “soft-knowledge” about features, in this paper, we propose a novel neural network based approach. One particle and its local neighborhood, hereafter we call a particle patch through out this paper, is processed by neural networks to produce a latent vector without needing the connectivity explicitly. Feature extraction is then achieved by grouping particles of similar latent vectors into clusters. Our network model is based upon a state-of-the-art architecture [21] for point cloud data input with a modification so that we can enforce that the features learnt by the model are the relation between particle attributes and their spatial location in the local neighborhood. Our model do not need any feature labels in the training data, and instead an unsupervised training scheme called autoencoder is adopted. The domain expert’s knowledge is injected by exploring and choosing the plausible features from clusters of latent vectors. Finally, chosen features are tracked using the mean-shift tracking algorithm based on the distributions of latent vectors. The proposed approach is applicable to noisy and multi-variate datasets, which poses additional challenges in feature extraction.

We summarize the contribution of this study as follows:

• Feature extraction with a novel neural network architecture specifically designed for particle data that can capture the spatial-physical attribute relation in the local neighborhood without explicit spatial connectivity.

• Fast feature tracking approach that exploits mean-shift tracking using latent distributions.

• A demonstration of applying our method to successfully perform feature extraction and tracking for two noisy and multi-variate particle datasets.

The remaining of this paper is organized as follows: In section 2, we present the related literature to this study. In section 3-5, we explain our proposed approach from an overview to the details. In Section 6 we evaluate the approach using two publicly available particle datasets. Section 7 contains the discussion and the future work of this study.
2 Related Works

Particle simulations are used across a plethora of scientific fields. Analyzing and understanding this kind of data is a hot topic, as evidenced by the fact that 2015, 2016 and 2019 Scientific Visualization Contests all focused on particle datasets [8,12,36]. For each of these datasets, the tasks of feature extraction and tracking were critical for understanding the development of the simulated phenomena over time. Recent work [32] also proposed a method to interactively visualize large scale particle datasets by representing them with Gaussian Mixture Models (GMMs).

The approach proposed in this paper is inspired by the deep learning assisted volume visualization by Cheng et al. [7], where supervised deep learning neural networks are used as a tool to extract meaningful features to help the design of a good transfer function for volume rendering. Another related recent study by Han et al. [14] uses the proximity in the latent space to select the best pairs of variables to perform volumetric data transformation. Meanwhile, recent works in the deep learning domain have designed and applied neural networks [15,20,31,40] to point cloud data and have seen great success for classification and segmentation, where both require meaningful feature extraction from point clouds. Since successful classification and segmentation indicates successful feature learning from the dataset, we survey former studies in both the fields of feature extraction and tracking and point cloud neural networks. Moreover, in this paper, the mean-shift tracking algorithm from the domain of computer vision is used. Therefore we also give a brief survey of this technique.

2.1 Feature Extraction and Tracking

Most feature extraction and tracking techniques fall into two categories. The first and the most prevalent approaches [5,10,28,33,77,43] perform extraction and tracking separately. Features are either extracted by spatially coherent attributes, or extracted by domain-specific hand-crafted feature descriptors. After that, tracking is done by matching the features using spatial overlap over time. The second method [20,34,41] consider features directly in the spatial-temporal space and extract them by topology analysis or high-dimensional iso-surfacing. It’s worth to mention that machine learning techniques have also been used for feature extraction and tracking. An early work by Tzeng and Ma [59] proposed an approach to extract features and design transfer functions using Machine Learning for flow field data. Morfort et al. [27] showed that deep learning can be used to detect shock locations in turbulent combustion tensor fields. However, most of the feature extraction methods cannot be directly applied to particle data due to the lack of connectivity information among the particles.

There have been some works aiming to solve this problem for particle datasets. Silver and Wang [37] extended their former volume feature extraction and tracking algorithm to unstructured datasets by using a new data structure instead of octrees. Lukaszykz et al. [25] resampled irregular volumetric points into a regular volume before topology analysis is applied to the data set. Similarly, the 2016 SciVis contest winners [12] proposed an approach which constructs a smooth scalar field before using a contour tree to extract critical points. Linsen et al. [23] used a region growing method in the attribute space to solve the problem of extracting features defined over multiple variables in a particle data set. Work by Dutta and Shen [10] utilized an incremental Gaussian Mixture Model to both detect and track features. Although their experiments are done with volumetric datasets, there method can be adopted to scattered data. However these works either cannot extract “soft” or “fuzzy” features or does not fully demonstrate its effectiveness on particle data.

2.2 Point Cloud Neural Networks and their Visualization Application

A deep learning survey for 3D point clouds provides a comprehensive overview of the recent point cloud neural network studies [13]. The PointNet [39] is one of the first methods in deep learning for point cloud data. Subsequently, Qi et al. expanded the PointNet with PointNet++ by applying the PointNet recursively on a nested partitioning of the input point cloud to improve efficiency and robustness [31]. PointNet++ borrows the ideas of hierarchically applying filters to extract both local and global features from Convolutional Neural Networks(CNN).

Lots of recent works improve on the basic architecture of PointNet++ [15,17,21,22,38,40,42]. In our work, GeoConv [21] is adopted in our own neural networks as it shows good performance with relative small network size. LassoNet [6], which solves the problem of interactive selection of objects with lasso is one of the few visualization works we can find that utilizes 3D point cloud neural networks.

2.3 Mean Shift Tracking

The first application of mean-shift tracking was proposed by Comaniciu et al. [2], where they track non-rigid objects in video clips by comparing color histograms between frames. It can achieve real-time performance with high accuracy, and so is widely used in computer vision applications. There have also been mean-shift applications for point clouds. Asvadi et al. [1] utilized mean-shift in 3D point cloud object tracking in the application of autonomous cars. In another work by Hermes et al. [16], mean-shift tracking was used on 3D point cloud laser sensor data to track traffic participants. In our work, the mean-shift algorithm is applied in a high-dimensional latent space which is learnt by a neural network trained on scientific particle datasets.

3 Method Overview

In this work, latent vectors are produced to represent particle patches, and features are extracted and tracked based on the latent representations. A workflow of our approach is described in Fig. 1. Our approach can be described in the following steps.

First, a small portion of the data is chosen as the training samples, which are prepared into particle patches, i.e., groups of particles in local neighborhoods. With the training samples, an autoencoder is trained, which takes a particle patch as the input, produces a latent vector, and then reconstructs the input patch using the latent vector. Second, after the neural network is trained, we can use it to infer the latent vectors for particle patches at any selected time step in the domain. K-means clustering of the latent vectors is performed in the latent space to reveal plausible features. To help users visualize and interact with these latent features, t-SNE projection is performed to map the high-dimensional latent vectors to two dimensions, so that users can overcome 3D occlusion and easily circle the interested features. Finally, after the interested feature clusters are identified, the user can visualize them in the spatial domain and select a specific region that contains a feature of interest to track it over time. Features are tracked by maximizing the similarity in the distributions formed from latent vectors in local regions across time using the mean-shift algorithm repeatedly to find the matched location in the next time step until a desired time span is reached. Below we describe each step of our algorithm in detail.

4 Feature Autoencoder and Latent Vector

In this section we describe how we generate latent vectors for particle data sets using an autoencoder. As scientific particle data can be very large in size, to identify salient features in local regions, we first separate and process the particles into local patches. This not only reduces the memory working set size, but also makes it easier for the neural networks to learn the local representation of particles. A particle patch is defined as follows. Considering a 3D particle data with a $d$ dimensional attribute, when a center location $\vec{p} \in \mathbb{R}^3$ is given, the corresponding particle patch $N(\vec{p}, r)$ is defined by all the particles whose distance to $\vec{p}$ is less or equal to a distance $r$: $N(\vec{p}, r) = \{q | \|\vec{p} - \vec{q}\| \leq r\}$.

We can think of a particle as an instance of location-value pair of a function $\vec{f} : \vec{p} \rightarrow X_{Gr}$, where $X_{Gr} \subseteq \mathbb{R}^d$ is the physical attribute at the particle location. The autoencoder is used to compress a particle patch into a smaller latent representation. Succinctly, the reason why the latent representations are smaller in size than the original particle patch are twofold. The first reason is that the autoencoder does not encode noises from the particle patch into the latent vector. The principle to determine noise is driven by the loss function of the autoencoder and the dataset. The second reason is that the encoder is capable of detecting redundant patterns among the training samples and succinctly
4.1 Particle Autoencoder

The original tasks for point cloud neural networks are to classify or segment point clouds, both of which need to extract features from the input point clouds. Unlike image data, point cloud data do not have mesh structures to connect the points, hence convolution kernels used for feature extraction like those in Convolutional Neural Networks (CNNs) cannot be easily applied. In this work, we adopt an elegant solution called GeoConv [21] whose core idea is to project the coordinates of a point into orthogonal directions and define a kernel on those directions. Here, we briefly explain the basic building block of GeoConv that is used to construct our autoencoder. In a particle patch $N(p, r) = \{ q \mid \| \vec{p} - \vec{q} \| \leq r \}$, vector $\vec{p}q$ is projected into three orthogonal bases $(\vec{x}, \vec{y}, \vec{z})$, and the projected norm along each basis represents the "energy" in that direction. We aggregate the attribute of particle $q$ into the center $p$ based on its energy in different directions. To differentiate positive and negative directions, we define the following six bases in 3D: $B = \{(0, 0, 1), (0, 0, -1), (0, 1, 0), (0, -1, 0), (1, 0, 0), (-1, 0, 0)\}$. Then we define the aggregation of $q$’s attributes to the center $p$ as following:

$$g(\vec{p}, \vec{q}) = \sum_{b \in B} \cos^2(\vec{pq}, \vec{b}) W_b X_q$$  \hspace{1cm} (1)

where $\vec{b}$ is one of the bases vectors, $W_b$ is the learnable weights in the corresponding direction and $X_q$ is the attributes for particle $q$. A 2D example of this projection can be found in Fig. 2 (d). Finally we calculate a vector representation for this particle patch aggregating all particles in the patch according to their distance to the center. This process is demonstrated in Fig. 2 (b) weighted sum block.

$$GeoConv(\vec{p}, r) = \sum_{q \in N(\vec{p}, r)} d(\vec{p}, \vec{q}, r) g(\vec{p}, \vec{q}) \sum_{q \in N(\vec{p}, r)} d(\vec{p}, \vec{q}, r)$$  \hspace{1cm} (2)

Here, distance function $d(\vec{p}, \vec{q}, r) = (r - \| \vec{p} - \vec{q} \|)^2$ gives more weights to the particles near the center. The full architecture of GeoConv is shown in Fig. 2 (b). We use the term shared fully connected layer to refer to a fully connected layer whose weights are shared among different particles. This means the weight matrix in GeoConv architecture shared FC is $64 \times 256$ in size, and each of the $n$ particles are multiplied with the same matrix. Shared FC is efficient and can be implemented with $1 \times 1$ convolution.

Unlike point cloud classification or segmentation, our particle data do not have any labels to indicate whether the particle patch is the desired feature. Therefore, we use an autoencoder scheme. We present the architecture of our autoencoder in Fig. 2 (a). A classical autoencoder is composed of two parts, the encoder and the decoder. The encoder takes a particle patch $N(\vec{p}, r)$ and the corresponding attributes $X_q, \vec{q} \in N(\vec{p}, r)$ as input and produce a single latent vector $l_p$.

$$enc(N(\vec{p}, r), \{ X_q | \vec{q} \in N(\vec{p}, r) \}) \mapsto l_p$$  \hspace{1cm} (3)

Since the particle patch size is relatively small in our experiments, we only use one layer of GeoConv followed by one fully connective layer. A classical decoder will simply take $l_p$ as input and reconstruct the particle patch back. One observation is that, for particle data, features are usually defined by the attributes of the particles, and hence reconstructing the locations of all particles in the patch is not essential for the decoder whose primary task is feature extraction. Therefore, as a modification to the point cloud autoencoder, we decouple the particles’ position and attribute values in our autoencoder. Our modified decoder takes the latent vector and particle positions from the patch as an input and only predict the values at those positions.

$$dec(l_p, N(\vec{p}, r)) \mapsto \{ X_q | \vec{q} \in N(\vec{p}, r) \}$$  \hspace{1cm} (4)

With this modification, we can enter any particle positions in the patch for the decoder to predict their physical attributes. This new decoder architecture can be constructed using the idea of GeoConv. We treat the latent vector as the attribute of the center $\vec{p}$. The new attribute on neighboring particles can be calculated by swapping $\vec{p}$ and $\vec{q}$ in Equation 1. We call this new layer in the decoder GeoDeconv, whose detail is also shown in Fig. 2 (c). Our decoder is constructed using one layer of GeoDeconv followed by one shared fully connective layer. Given a latent vector $l_p$, since now we can provide any particle positions...
to the decoder and make it predict the attributes at the provided position, it becomes easy to volume render the features represented by the latent vector by simply providing the regular grid positions and having the attributes predicted at the grid points.

Some other details of our architecture: Batch normalization is applied after each layer to stabilize the training and make the convergence faster [18]. We use ReLU as the activation function except for the last layer [29]. Sigmoid is used at the last layer to constrain the output value between [0, 1]. Mean squared error between the ground truth attributes and predicted attributes is the loss function we use.

4.2 Training Data Sample

In our experiments, we took a small portion of all particles as the training data. Instead of simply performing random sampling, a special sampling rule is used considering the distributions of the particle attributes by drawing less samples with values that occur very frequently, and more samples that have less frequent attribute values. This sampling rule is based on the observation that very frequent attribute values usually correspond to the background or homogeneous regions with nearly no features. In addition, it is of no benefit to train the neural networks with redundant training data. This strategy is also suggested by a recent work of probabilistic data-driven sampling [1]. To realize this sampling strategy, we used a similar method as in [3] in the particle attribute space to perform the sampling. As for neighborhood definition, choosing the k-nearest neighbors and choosing points in a radius \( r \) are both common ways to define neighborhoods in point cloud neural networks. In recent literature [17], defining the neighborhood with a radius \( r \) is proven to be superior because it maintains more consistent feature size. Therefore this approach is used in our work. To achieve fast neighbor search, we perform a spatial partitioning of the data set in every time step using a kd-tree [3]. Since we are only interested in the particles’ local relative positions to the center but not their absolute positions, the coordinates of particles are first normalized to be in the range \([-1, 1] \), and then particles in \( N(\vec{p}, r) \) are translated relative to the center particle \( \vec{p} \). In our experiment, we choose training batches to be as large as our memory constraint allows given the dimensionality of our data attributes. We discuss the choice of \( r \) and latent vector dimension \( v \) later in the experiments section.

After the neural networks are trained, it can be used to generate latent vectors for any given particle patch. The resulting latent vectors will be used for feature extraction and tracking, which is discussed in the next section.

5 Feature Extraction and Tracking

We have described how to succinctly represent the particle patches with latent vectors. In this section we introduce our feature extraction and tracking methods in detail.

5.1 Latent Space Exploration

The latent vector produced by the neural network is a compact feature descriptor for a particle patch. Therefore patches with similar features will be in close proximity in the latent space. This enables us to explore and find features by analyzing the clusters in this space. In our approach, cluster analysis is done by k-means clustering in the high-dimensional latent space, and a t-SNE projection of latent vectors to 2D is used to help user visualize and interact with the distribution of latent vectors. We choose k-means as our clustering algorithm mainly because of its efficiency on large data.

The first step of exploration is to select a time step of interest by the user. This can be done based on the prior knowledge about when the interesting features may occur. Or the user can simply select once every few time steps to explore. To reduce the computation cost for clustering and projection of large amounts of latent vectors, instead of computing the latent vectors for patches around every particle in one time step, we choose particle patch centers with a regular interval, which can be covered by the \( r \) sphere similar to what is used for network training. This greatly reduces the number of latent vectors and will not impact the clustering result much, since adjacent particle patches tend to have similar latent vectors. We cluster the latent vectors in their original space using a standard k-means algorithm and color the projected point with the k-means cluster id. Plausible features are already segmented and identified by clustering. However it is difficult for users to explore the clusters to find the clusters of interest in the high dimensional latent space or in the 3D spatial domain, especially when the number of clusters is large.

To alleviate this problem, latent vectors are first projected to 2D space using a standard implementation of t-SNE projection, and then users can visually find clusters and circle the interested ones as shown in Figure 1. This projection also helps the user determine the number of clusters used in k-means, which will have impact on the feature extraction result. For example, if the number of clusters is set to too high for k-means, many small clusters will be produced, and in the 2D space no clear boundaries can be seen to differentiate different features. Users can increase or decrease the number of clusters based on this projection view, so that a more accurate clustering can be achieved. Patch-wise feature extraction gives us a coarse segmentation of the features. To obtain a particle-wise feature segmentation, an average latent vector is calculated for the circled clusters in the last step. We then infer the latent vectors for the patches around every particles and filter them using its distance to the average vector. Since our network size is relative small, it is shown in the result that inference of millions of points can be finished in reasonable time.

5.2 Mean-shift Tracking Using Latent Distribution

The aforementioned feature extraction method involves identifying features of interest from clusters of latent vectors at the time step of interest. Once the interested region is found, the next task is to know how the feature develops in the future time steps. Traditionally, people perform feature tracking by first having feature extracted in every time step and then matching them across the time steps. In that case, the tracking efficiency is bounded by the extraction efficiency and can be expensive. The situation becomes worse when the latent inference is time consuming. Therefore we propose a feature tracking approach based on tracking the latent similarities on the fly between time steps.

First of all, a region of interest is selected by the user as mentioned in the previous section, where a bounding box in the spatial domain can be computed. This can be easily done since features are already identified in the current time step of interest. Users can simply find and select one or several features they want to track over time. The \( v \) dimensional latent vector for every particle in the cubic area is collected.

We first project the latent dimensions to four using PCA to find the most important dimensions of the latent vectors in PCA space are used to reduce the computational overhead of tracking. Treating each latent vector as a sample, our feature of interest selected by the user can be represented by a four-dimensional histogram. Therefore our tracking goal between two consecutive time steps is to identify the cubic area that has the most similar latent histogram in the later time steps. Since we do not know the full range values in the latent vector, we determine the ranges for histogram building dynamically based on samples in the current and the previous time steps. Initially we assume the spatial location of the feature is the same as that of the last time step, which is used as the starting point for tracking. Then we move the cubic region to the most similar position using the mean-shift algorithm introduced by Comaniciu et al [9]. Repeating the search step on the time sequences will give us the movement of the interested feature through time steps. The user can also choose multiple regions to track. Tracking multiple features can be achieved efficiently through parallel computing.

The high level idea of mean-shift tracking is that first we give different weights to the particles in the interested region according to the comparison between their latent vector with target latent distribution. And then the area is shifted to the higher weighted direction. This is repeated until the area does not move. We follow the same technique in [9], where they use Epanechnikov kernel to smooth the mean-shift optimization space. There are two hyperparameters we need to determine for tracking. The first is the number of bins to build the latent histogram. Since our latent space is high dimensional and samples are relatively sparse, we set it to a small number. The second is \( h \) in the Epanechnikov kernel, which is a smoothing parameter to prevent the
190,000 particles at every time step. Every particle has a 4 dimensional
physical attributes: a concentration value and 3 dimensional velocity.

We treated the coverage of all samples in 120 time steps in training
to find the finger-like high salt concentration areas. Red and green clusters are at the boundary of viscous fingers. Yellow and brown clusters are low concentration background. Purple cluster is the high concentration area where the salt is injected.

These particles are distributed in a cylindrical space whose radius is 5
units and height is 10 units. The feature extraction and tracking goal is
to capture the feature variance in all 120 time steps, using the method
discussed before, we sampled around 1500 particles in each time step. We
chose the particle patch centers every 0.33 units in all three spatial dimensions for reconstruction, while the particle patch
radius was set as 0.5. The distance between the particle patch centers
was chosen to be smaller than the radius to remove the seam artifacts.
Overlapping particles’ reconstructed value was averaged between the
patches. In Fig. 3, we compare a zoomed-in slice along the z-axis. This
slice was filtered to show only the particles with concentration values
higher than 25. We can observe that the reconstructed concentration
values are smoother among the reconstructed particles. It was found in
the study [12] on this dataset that these high frequency concentration
fluctuations are noises and are to be removed before feature extraction.
Therefore this smoothing effect from the reconstruction is beneficial
to our subsequent feature extraction. The peak signal-to-noise ratio
(PSNR) between the reconstruction and original data is 26.9. Considering
that we only rely on the clusters of latent vectors to extract feature
but not to replace the original data with the reconstructed one, PSNR
values in this range is acceptable to our goal.

6.1.2 Feature Extraction Results

We first choose time step 25 as our feature extraction example and the
starting point of tracking, where according to the prior studies [12] on
this dataset, the number of viscous fingers start to increase and their
structure start to become complex. Particles patches are chosen using
the same method presented earlier and a latent vector is generated for
each patch. After we got the coarse latent representation, k-means
algorithm was applied to assign a cluster id to each patch. In Fig. 4
(a), we show the k-means clustering result by coloring each block
particle patch with their cluster id. It can be observed that features
of viscous fingers and low concentration background is separated into
different clusters. However due to 3D occlusion and the existence of
multiple clusters, it is difficult to examine the extraction result directly
in 3D visualization. We use t-SNE projection as an assisting tool to
help this cluster analysis. Latent vectors are projected to 2D using
t-SNE and colored by their cluster id as shown in Fig. 4 (b). This
projection provide us with a clearer view of these clusters. We can see
that even though brown and yellow clusters are separated in k-means,
they are close to each other in t-SNE projection and, indeed, they are
all background blocks in the dataset. This also happens for green and
red clusters, where they are both boundary patches around the fingers.
These effects indicate that we may have chosen a cluster number that is
too high for the k-means algorithm. Users can circle in the projected
space and visualize in 3D to further verify the cluster’s feature. In
this example, the blue cluster is exactly corresponding to the viscous
fingers in the dataset. After identifying the clusters of interest, we
inferred the latent vector for a particle patch centered at every particle
and calculated its cosine distance to the interested cluster center to
get a high resolution extraction result. Particle patches whose latent
distance to the cluster of interest is lower than a threshold is chosen to
be the extracted features. We show the extracted fingers in Fig. 5 (b)
and compare our extraction with other approaches in the later sections.

6.1.1 Autoencoder Training and Reconstruction

To capture the feature variance in all 120 time steps, using the method
discussed before, we sampled around 1500 particles in each time step.
We treated the coverage of all samples in 120 time steps in training
as one epoch. We ended the training at epoch 15 when the loss no
longer dropped. To verify the quality of our trained autoencoder, we
performed a comparison between the reconstructed and the original
particles. We chose the particle patch centers every 0.33 units in all
three spatial dimensions for reconstruction, while the particle patch

Our experiments are performed on a machine with an 8-core Ryzen
2700X CPU, 32GB RAM, and an Nvidia RTX 2060 GPU. The autoen-
coder is implemented using the Pytorch framework, and the mean-shift
algorithm is implemented in Python.

6.1 Case Study 1: Salt Dissolution

The first case study dataset is from a salt dissolution simulation using
the Finite Pointset Method. The basic simulation setup consists of a
cylindrical flow domain that contains water [12]. At the top of the
cylinder, modeled by a corresponding boundary condition, is a solid
body of salt dissolved by the water. Each simulation of the provided
ensemble is based on this setup. Due to the transient nature of the
solution process, approximately 120 time steps are provided for each
simulation to provide significant temporal resolution. The original
data has 3 different resolutions and the resolution we used has around
190,000 particles at every time step. Every particle has a 4 dimensional
physical attributes: a concentration value and 3 dimensional velocity.
These particles are distributed in a cylindrical space whose radius is 5
units and height is 10 units. The feature extraction and tracking goal is
to find the finger-like high salt concentration areas.
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Fig. 3. (a) Reconstructed (b) Original. Smaller images in the corner show the full data in one time step. The larger images show the particles filtered with the same concentration threshold. The color of the particle denotes its concentration value.

Fig. 4. (a) we represent coarse particle patches with a sphere and color it by the cluster id. (b), we show the t-SNE projection of the latent vectors also color them with cluster id. Cluster id is obtained using k-means in the high-dimensional latent space. (a) and (b) use the same color scheme for clusters. It can be seen that blue cluster is the viscous finger cores. Red and green clusters are at the boundary of viscous fingers.
Fig. 5. (a) Extraction results using four different models with different size of neighborhood considered. Notice noises (purple circles) when $r = 0.1, 0.3, 0.5$ and finger shrinking effect when $r = 0.8$ (purple squares). (b) Extracted fingers shown as particles and surfaces. (c) Different views for comparison between finger extraction through latent vectors and topology analysis. Fingers are colored to best match the same fingers from 2 methods. It is observed 2 methods have different separation of fingers. Some fingers are grouped into one in our methods but divided using topology analysis (red square). Some fingers are in the reversed situation (blue square).

In training the autoencoder to generate latent vectors, we need to choose two hyperparameters, the size of neighborhood $r$ and latent vector dimension $v$. The different choices are tested through the experiments. Firstly, we tested the influence of $r$ on the extraction results. In Fig. 5 (a), it shows the particles of 4 extraction results from the same time step with $r = 0.1, 0.3, 0.5, 0.8$ respectively. Small $r$ values will generally introduce more noises to the extraction result, which can be seen as fragmented fingers when $r = 0.1$ and $r = 0.3$. Meanwhile, larger $r$ will make small fingers shrink or even disappear, where an example can be seen in the purple squares. We attribute this effect to that larger neighborhood will include the finger boundary in the feature particle patches, thus small fingers will be smaller or eliminated. Based on these observations, we chose $r = 0.5$ in our following experiments.

In the next step, we test how $v$, the dimensionality of the latent vectors, should be chosen. Generally speaking, $v$ is the bottleneck of the autoencoder, thus controls the network’s learning capacity. Hereby, we introduce the intrinsic dimension, which describes how many dimensions are needed to generate a good approximation of the data set. In order for the latent vector to be a good particle representation, $v$ should be set larger than the intrinsic dimension of the data set. We plot all latent vectors in one time step using the parallel coordinate plots at $v = 16$ and $v = 32$ in Fig. 6. It can be observed that when $v = 16$, there are 3 dimensions that have little variance, and when $v = 32$, there are 16 dimensions that have little variance, which makes these dimensions redundant in describing the input. Therefore we hypothesize that the intrinsic dimension of this data set is less than 16. Setting $r = 0.5, v = 16$, our feature extraction results are shown in Fig. 5 (b), as direct particle rendering and surface extraction. In the direct particle rendering figure (top), since latent vector clustering only extracts finger cores from the background but not separates different fingers, different finger cores are separated spatially with DBSCAN clustering algorithm and different colors are assigned to them. Surface extraction is done by processing the particle patches defined at a regular grid, and assign 1 to patches of finger cores, -1 to patches of other clusters and extract iso-surface at the value 0 using marching cubes.

6.1.3 Compare with Other Ways to Represent Particle Patches

Using autoencoder to produce feature descriptors is not the only way to represent a particle patch. In this section we compare our latent representation with two other methods: representing the patch with

Fig. 6. All latent vectors from one time step are plotted with parallel coordinates. The top figure is from model with latent dimension $v = 16$. The bottom figure is $v = 32$. Intrinsic dimension is less than the number of latent dimensions with variances.

Fig. 7. (a) Average the particle's concentration with particles in local neighborhood and set a low concentration threshold to extract feature. (b) Feature extraction result with latent vectors. (c) The same average set as (a), however set a high concentration threshold. Red circle area shows low threshold will merge different fingers so that we can not distinguish them, blue circle shows high threshold will omit some features compared to the results generated by latent vectors.

Fig. 8. Feature extraction with k-means clustering using (a) latent vectors and (b) principle components of particle patch. Latent vector cluster clearly show the finger cores. However clusters of principle components only vaguely show the boundary of low and high concentration areas.
neighborhood mean and with principle components. One prior knowledge about the viscous fingers is that they only appear in the area that has relatively high salt concentration. A straightforward way to extract fingers is to filter the particles with a concentration threshold. Therefore, the first method we compare is averaging the concentration in the neighborhood to remove the high frequency noises and extract features with a threshold. The comparison result is shown in Fig. 4. It demonstrates the difficulty to determine the threshold if we only remove the noises with averaged concentration in the particle patches. Low thresholds will make it harder to distinguish different fingers, while high thresholds will make some fingers disappear. Our neural network method has the advantage of capturing features defined by the gradients automatically. It is probably true that we can identify features by calculating concentration gradients and there has been previous work using gradients to identify viscous fingers. However in [43] the authors use regular grid data and for particle data, calculating gradients is difficult and can be expensive to apply mesh-free methods to achieve this on particles.

Another way is to perform principle component analysis (PCA) on the particle patches and represent each particle patch with principle components. Principle components can be seen as a linear regression of the particles in the patch. In Fig. 3 we can see the cluster of principle components only vaguely show the boundary between high and low concentration areas. This is due to (1) Principle components are influenced by the positions of particles in the patch, so that patches with different particle distributing patterns will fall into different clusters. (2) PCA is only a linear transformation of the neighborhood and does not consider any global information between the particle patches.

6.1.4 Compare with Topology Analysis

The approach that we compare in this section is from the winners of 2016 SciVis contest, who proposed two approaches to extract finger structures [12]. The first one is based on topology analysis on the data and the second one uses slice-wise clustering. We ran the topology based method and our method on the same data from time step 25 of a single simulation from the ensemble. The topology extraction result is shown in Fig. 5(c). Roughly speaking, the two methods generate similar numbers of fingers, 24 for the topology analysis and 25 for our method. We colored the fingers to match the same fingers in the two methods. However, there are still some noticeable difference between the two results.

One observation from the result is that topology analysis generates fingers of larger size. It is mostly because the analysis is based on a smooth distance field, which will connect the boundaries between fingers. Secondly, topology analysis and our method separate the fingers differently in space. Since we use DBSCAN in our method to separate them, connected fingers having the same particle density will be identified as one finger. This effect can be seen in Fig. 5(c) within the red squares. On the other hand, the topology analysis only uses persistence thresholds to find fingers, which will fail to detect some and merge the corresponding region to others as what is shown in the blue squares.

Quantitatively, we compare the number of fingers extracted by our method with the method in [12] across all time steps in Fig. 9. It can be seen that our method have similar finger count trend with their two methods. Finger numbers both go up at first 30 time steps and then drop when the data become chaotic in the latter time steps. The finger count in this paper is similar to the heuristic clustering result in theirs. It is explained in their work that the number difference is mainly because of the choice of threshold. Generally speaking, our method have comparable feature extraction results both qualitatively and quantitatively with the winner method for this SciVis contest dataset.

6.1.5 Tracking Results

As mentioned in the method section, we need to choose two parameters for feature tracking. The first one is the radius of Epanechnikov kernel and the second is the number of bins $b$ in each dimension for histogram building. We did experiments on different radius and find that the choice of kernel size should be based on the actual feature size. As for $b$, we found any number larger than 2 in each dimension will cause instability in the tracking. Setting $b = 2$ will give us 16 histogram bins in total, since we have four latent dimensions after PCA projection. The experiment results can be found in the supplementary materials. The termination criteria for the mean-shift algorithm is when the selection window’s shift distance is less than 0.0001, or after the algorithm reaches 100 iterations. In Fig. 10 we show the number of iterations before the algorithm ends for the 4 tracked cases. All tracking examples terminate before reaching the iteration limit we set showing that the algorithm converges well.

We select 2 fingers from time step 25 in the same run from the ensemble simulation to demonstrate our tracking method. The tracking result is shown in Fig. 10. We show the tracking result every 5 time steps and the animation can be found in the supplementary materials. The first tracking does not go off the feature before the feature starts to deform and finally disappear beginning at the time step 35. Generally speaking tracking small features in the dataset is more challenging because our method relies on the overlap between time steps.

6.1.6 Time and Memory Consumption

Under the hyperparameters chosen as discussed, our training of autoencoder described above took 10.5 minutes per epoch, which made the total training time of 15 epochs to be 2.7 hours. Once the autoencoder is trained for this data set, inference of latent vectors takes 75 seconds per million particles on the same machine. Since one time step consists of about 190,000 particles. It takes approximately 15 seconds to inference all particles in one time step and produce high-resolution extraction result in the experiment. Considering I/O, data-preparation and clustering, the total feature extraction time for one time step in this data set is around 20 seconds.

As shown in the Fig. 11 the feature tracking time depends on the size of feature of interest. Larger feature size means more latent vectors to be generated. The total tracking time is dominated by the latent vector generation time. In the case that the feature of interest is a finger tip, which is consisted of approximately 200-400 particles, the tracking time is around 90ms. This is much more efficient than the method where features are first extracted and then matched in 2 time steps.

As for the memory consumption, our method processes the whole dataset in a patch-by-patch manner. The memory need for latent vectors can be almost neglected. The most memory consuming part of our approach is the t-SNE projection and clustering. However we can increase the distance between particle patch centers to reduce the the number of patches in this step to alleviate this problem. Once the interesting cluster is found we can always produce high-resolution extraction result afterwards.

6.2 Case Study 2: Dark Sky Simulation

Our second case study uses a cosmology simulation data set [8]. This particle data set is composed of 100 time steps with around 2,000,000
We followed the similar setup to train our autoencoder, taking a subset of 1% of particles from every time step, which was approximately 20,000 particles in each. The loss values were averaged across time steps. Testing results with different setups are shown in Table 1. Some combinations were not tested, for the trend in those tested cases already indicated poor performance. According to the results, when \( r \) is 0.4 or 0.6, it gives significantly lower testing loss than \( r \) being 0.2 or 0.8. We chose \( r = 0.4 \) other than \( r = 0.6 \) for inference efficiency. As for the latent vector length, we did not observe any accuracy gain when \( v \) is increased from 256 to 512, therefore we set \( v = 256 \).

### 6.2.2 Extraction Results

After the autoencoder is trained, we went through the clustering and t-SNE projection to find the interesting features. For the simplicity of presentation, we directly show the latent vectors for patches centered at every particles of time step 49 and their clustering results. We use the k-means algorithm and choose the number of clusters to be 4. Fig. 12 shows each particle colored with their cluster id. To compare with the ground truth features, we draw the real halos as transparent black spheres on the right of the figure. On the left image, blue and red cluster particles demonstrate the interesting areas of high density. The right image shows that halos mostly appear in these high density areas. Quantitatively, we calculate the percentage of halo particles that are covered by these two clusters. The blue cluster in the figure covers 70.3% of ground truth halos, while combining the red and blue cluster covers 98.8% of all halos.

### 6.2.3 Tracking Results

Since we had the features’ ground truth positions, it is easy to evaluate our feature tracking results by calculating the distance from the center of the extracted feature produced by our algorithm and the real feature center. Taking the feature size into account, we use \( \frac{d}{r} \) as the feature deviation metric, where \( d \) is the distance between the centers and \( r \) is the ground truth halo radius. If this metric is larger than 1 but smaller than 2, the center of our tracked halo is no longer within the ground truth halo, meaning a slight deviation. If larger than 2, the tracking...
We present a particle feature extraction and tracking algorithm based on a concentration threshold method or representing the block with principle components. The number of outliers whose deviation is larger than the upper whisker for the timestep.

center and the feature center will have no overlap. We randomly chose 594 halos from the halo list and tracked them for 10 time steps. The results of the tracking error are shown in Fig. 13. The median deviation generally increases with time and reaches one after ten time steps. After tracking for 10 time steps, a majority (approximately 75%) of the halos have a deviation below 1.5, indicating reasonable performance over time. The upper whisker in the boxplot is set at \( Q_3 + 1.5 \times (Q_3 – Q_1) \), where \( Q_3 \) and \( Q_1 \) is the third and first quartile respectively. The number of outliers whose deviation is larger than the upper whisker is about 35 (6% of tested cases).

### 6.2.4 Timing

The inference time for our model using the optimal parameter settings is 81s per million particles. The efficiency of our inference can be further increased with more powerful GPUs. Since there are around two million particles in each time step of this data set, feature extraction for each timestep takes approximately 170s which includes I/O and data preparation. The tracking time follows a similar trend as the performance shown in case study 1. The average time used for one-time-step tracking in our tested features is 107 ms.

### 7 Conclusions and Future Work

We present a particle feature extraction and tracking algorithm based on the latent vectors generated by an autoencoder. Our method processes particle data directly avoiding grid re-sampling which can be lossy and expensive. We demonstrate successful feature extraction results in two different particle datasets. In the first dataset, we show our latent vector can reconstruct particle patches with less noise from the original input. The finger structure extraction result is superior to the concentration threshold method or representing the block with principle components. We compare our extraction with the SciVis Contest winner approach and comparable results are shown. Our tracking approach was verified by manually picking finger structure tips and follow the tracking result temporally, where the method worked well as long as feature regions have overlap between time steps. In the second dataset, our approach is adapted to a larger particle data with multi-dimensional physical attributes. Still, interesting features are captured by the latent representation. Even though the particle segmentation is not completely the same as the original halo finding algorithm, our method provides an efficient way to extract related regions for tracking and further analysis. Tracking is quantitatively analysis in this dataset using the ground truth halo positions. Our tracking results are stable for most halos in this dataset.

One drawback of our approach is our feature tracking algorithm only considers the local similarity across time steps for efficiency reason. This may potentially lead to the problem that our tracking result is not globally optimal and we cannot identify feature changing events like split or merge along time steps. However if the feature tracking efficiency is not the priority, one can use other proposed method like 26 to solve these problems. Use neural networks to solve this temporal global optimization problem is another possible way. This includes modifying the neural network to recurrently take inputs from multiple time steps and generate latent vectors for spatial-temporal features, which is a future work of our study.
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