Conditions choice for conducting experiments to determine the oil cooling time
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Abstract. The paper considers the option of processing the results of a computer experiment to determine the oil cooling time in a suspended oil pipeline. The authors of the article in previous works proposed a calculation model that allows simulating the process of oil cooling. As part of the design of the experiment, it is necessary to determine the factors affecting the oil cooling time in the pipeline, which will vary in the experiment. Empirical formulas are established, a regression analysis is carried out. The estimates of reproducibility dispersions are calculated. The adequacy hypothesis was tested using the Fisher criterion. Significant regression coefficients were established.

1. Introduction
When operating pipelines through which highly viscous oils are transported, it becomes necessary to determine the temperature of the product [1, 2]. The selected temperature will affect the operating parameters. The state of the piping system and soil are assessed: at high temperatures, a thawing process of permafrost may occur, which can lead to emergency situations [3].

The process of pipeline transportation of oil already demands increased responsibility, which includes non-stationary regimes. Among considered by the authors is an emergency stop of an oil pipeline with a highly viscous product inside the fluidity of which is highly dependent on the temperature of its state. Therefore, when transportation continues after a product reaches a critical temperature, it needs an initial force. A value that may exceed the limit allowable by the strength of the pipeline or the capacity of pumps. Therefore, it is important to determine the oil cooling time to the critical temperature [4-6].

2. Materials and methods
This article describes the experience of using the method of group accounting of arguments to build a mathematical model of parameters that affect the cooling time of oil. The output value may turn out to be independent of one or several input variables presented in Table 1.
In these conditions, the authors consider it appropriate to sort out the set of successively complicated candidate models. To do this, we apply the iterative multi-series algorithm of the argument group accounting method (AGAM) [7]. According to AGAM, the candidate models are tested sequentially by a given criterion; the most frequently used are polynomial support functions in the form of the Kolmogorov-Grabov polynomial.
\[ y = b_0 + \sum_{i=1}^{M} b_i x_i + \sum_{i=1}^{M} \sum_{j=1}^{M} b_{ij} x_i x_j + \sum_{i=1}^{M} \sum_{j=1}^{M} \sum_{k=1}^{M} b_{ijk} x_i x_j x_k , \]  

where \( \bar{x} = (x_1, x_2, ..., x_M) \) are the vectors of input variables; \( \bar{b} = (b_1, b_2, ..., b_M) \) are the coefficients of the summands.

**Table 1. Input Variables**

| No. | Parameter                      | Unit       |
|-----|--------------------------------|------------|
| 1.  | Oil temperature                | °C         |
| 2.  | Specific thermal capacity of oil | J/(kg•K)  |
| 3.  | Oil viscosity                  | Pa•s       |
| 4.  | Thermal conductivity of oil    | W/(m•K)    |
| 5.  | Oil composition                | %          |
| 6.  | Oil pipeline diameter          | mm         |
| 7.  | Insulation thickness           | mm         |
| 8.  | Pipeline Depth                 | m          |
| 9.  | Soil heat capacity             | J/(kg•K)   |
| 10. | Soil thermal conductivity      | W/(m•K)    |
| 11. | Soil density                   | kg/m³      |
| 12. | Soil moisture                  | unit fraction |
| 13. | Soil temperature               | °C         |
| 14. | Ambient temperature            | °C         |
| 15. | Wind speed                     | m/s        |

The vector of coefficients \( \bar{a} \) are found from the training set of values \( \bar{x}_n, \bar{y}_n \) (\( n = \overline{1,N}, N \geq M \)) using the least squares method.

It is possible to use the combined AGAM algorithm, which does not remain constant, but expands with each new one, complicating the structures of the next form:

\[ y = b_0 + b_1 x_i, \quad i = 1, 2 ..., M. \]

The number of models is selected according to the best criterion.

In the second series, a model of a more complex structure is selected:

\[ y = b_0 + b_1 x_i + b_2 x_j, \quad i = 1, 2 ..., F; \quad j = 1, 2 ..., M; F \leq M. \]

In the third series, models of a more complex form are selected:

\[ y = b_0 + b_1 x_i + b_2 x_j + b_3 x_l, \quad i = 1, 2 ..., F; \quad j = 1, 2 ..., F; \quad l = 1, 2 ..., M. \]

Continue increasing until the value of the minimum criterion decreases.

According to the author, the most convenient to use is the multi-series algorithm [8], in which the iteration rule remains the same for all series. We use in the first series a particular description of the type.

\[ y' = b'_0 + b'_1 x_i + b'_2 x_j + b'_3 x_l + b'_4 x_i^2 + b'_5 x_j^2. \]  

(2)

In the second series:

\[ y'' = b''_0 + b''_1 y_i + b''_2 y_j + b''_3 y_i y_j + b''_4 (y_i)^2 + b''_5 (y_j)^2. \]

In the third series:
\[ y''' = b_0''' + b_1'''y_1''' + b_2'''y_2''' + b_3'''y_1'y_1'' + b_4'''(y_1'')^2 + b_5'''(y_1''')^2. \]

The process continues by analogy.

Because it is impossible to find one single model that would have a distinctive external manifestation, one can take a polynomial of any complexity and for each conduct a regression analysis and find the values of the coefficients. And in each equation, the coefficients will be chosen so that the error on the observation interval will be minimal. The iterative multi-series algorithm of the method of group accounting of arguments used has an attribute of external complement, with the help of which it becomes possible to identify a single model. External addition will be the requirement of one result to another. If the result of the first and the requirements of the second do not match, the first will have to be transformed, which is the process of self-organization. To obtain an external supplement in our case, we divide the initial values into the training and test samples. The principle of self-organization of models will be that with the gradual complication of models, the values of internal indicators will gradually decrease, passing through their lows. External indicators will also decrease, passing through their lows, which will make it possible to determine the model of optimal complexity.

A necessary step is to determine the number of values in the sample on which they will be trained, and obtain the coefficients of the arguments. It is proposed that all the studied values of the cooling time be divided into 3 parts, 2/3 of the parts to be used to obtain the coefficients, and 1/3, to check the results. The standard deviation will be the test criterion.

To build each model, you must perform the following steps on [9]:

a. Create a matrix with input parameter values \( U' \).

b. Create a vector \( O' \) in which there will be cooling time values.

c. Enumerate all possible combinations of input variables from the matrix \( U' \) and find for each case the values of the coefficients of the polynomials of equation (1).

d. Calculate cooling time values using found coefficients of approximating polynomials.

e. Calculate the standard deviation of the residuals - the differences between the vector \( O' \) and the corresponding value of each interpolated polynomial according to the formula:

\[
\sigma_{ij} = \left( \frac{1}{n} \sum_{i=1}^{n} (Y_n - (y_n')_{ij})^2 \right)^{0.5}.
\]

Polynomials with the smallest variance values will be used to construct approximating polynomials of the second series.

f. Repeat steps c, d, e for polynomials of the second series.

g. The increase in the level of the series should be performed until the variance of the residuals of the model increases.

h. To confirm the adequacy of the constructed model, it is necessary to calculate the multiple correlation coefficient:

\[
R = \frac{\sum_{k=1}^{n}(\hat{y}_k - \bar{y})^2}{\sqrt{\sum_{k=1}^{n}(y_k - \bar{y})^2}} = \sqrt{1 - \frac{\sum_{k=1}^{n}(y_k - \hat{y}_k)^2}{\sum_{k=1}^{n}(y_k - \bar{y})^2}}.
\]

where \( \hat{y}_k \) is the calculated indicator according to the model;

\( \bar{y} = \frac{1}{n} \sum_{k=1}^{n} y_k \) is the average value of the indicator;

\( \frac{1}{n} \sum_{k=1}^{n}(y_k - \hat{y}_k)^2 \) is residual variance;

\( \frac{1}{n} \sum_{k=1}^{n}(y_k - \bar{y})^2 \) is variance of the effective attribute;

\( \frac{1}{n} \sum_{k=1}^{n}(\hat{y}_k - \bar{y})^2 \) is factorial variance.

It is carried out after finding the coefficients of the model to assess its suitability. The Fisher criterion is an indicator of suitability, if the calculated value of the criterion does not exceed the
tabulated one, then with the corresponding confidence probability the model can be considered adequate.

i. To check the consistency of the obtained dependence with the indicators, it is necessary to calculate the confidence intervals of the regression equations according to the formula:

\[
y_n \pm t_{0.99}(200 - 6)\hat{\sigma}\sqrt{1 + x_n^T(D^T D)x_n},
\]

where \(D\) is the factor value matrix; \(t_{0.99}\) is the value of the student distribution quantile for a confidence probability of 0.95; \(\hat{\sigma}\) is standard deviation of random errors.

The significance of the obtained coefficients is estimated. The coefficient is significant in cases where its absolute value is greater than the confidence interval. Information on the significance of the coefficients allows us to consider the possibility of simplifying the subsequent work by eliminating some of the factors; moreover, this information will help in the interpretation of mathematical models.

The above calculations can be represented as an algorithm in Figure 1.

\[
\begin{align*}
\text{Input parameters} & \quad \bar{x} = (x_1, x_2, \ldots, x_M) \\
\text{Training sample } 2/3 & \quad \bar{x}, \bar{y} (n = 1, N, N \geq M) \\
\text{Testing sample } 1/3 & \quad \bar{x}, \bar{y} (n = 1, N, N \geq M) \\
\text{Generation of combination of series equation} & \quad y' = b'_0 + b'_1x_i + b'_2x_j + b'_3x_i x_j + b'_4x_i^2 + b'_5x_j^2 \\
\text{Finding equation coefficients by least squares method} & \\
\text{Selection of the best polynomial variants with the smallest variance values} & \\
\text{The variance values did not increase compared to the previous series.} & \quad \text{The variance values increased compared to the previous series.} \\
\text{Verification of the adequacy and consistency of the constructed model} & \\
\end{align*}
\]

\textbf{Figure 1. AGAM algorithm}

3. Conclusion

The cooling rate of oil can also depend on the conditions of convective heat transfer [10] inside the pipeline, which can have a significant effect, but are not taken into account in this technique. For example, when convective heat transfer is taken into account, it is likely that the angle of inclination of the pipeline will affect the cooling time.
Thus, this technique allows determining the regression equation, evaluating the significance of the parameters, identifying significant parameters for the experiment to determine the cooling time of oil in a suspended underground pipeline.
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