JOHN-NIRENBERG INEQUALITY FOR Riemann Type Series
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Abstract. We obtain an improvement of the John-Nirenberg inequality for the series of the form $\sum_{n=1}^{\infty} n^{-1} e^{2\pi i n^k x}$, $k > 2$, on intervals consisting of points of a same convergent of their continued fractions. We also establish a convergence criterion for these series.

1. Introduction

We consider Riemann type series, i.e. the series

$$F_k := \sum_{n=1}^{\infty} \frac{e(n^k x)}{n} := \sum_{n=1}^{\infty} \frac{e^{2\pi i n^k x}}{n}$$

(1.1)

for $k \in \mathbb{N}$.

Studying of the series of the form $\sum_{n=1}^{\infty} n^{-s} e(n^k x)$ began with the so-called “Riemann’s example”. Riemann is reported to assume that the imaginary part of the series for $k = s = 2$ represents a continuous nowhere differentiable function (see, for example, [6]). Although it was proved that the function is not differentiable at any irrational point and at a family of rational ones but is differentiable at an infinite number of rationals [7, 6], it turned out that the Riemann’s example possesses some curious and important properties. In particular, it is a multifractal function [8]. In [4], the multifractal nature was proved for the series $\sum_{n=1}^{\infty} n^{-s} e(P_k(n)x)$, where $P_k \in \mathbb{Z}[x]$, deg $P_k = k$, $1 + k/2 < s < k$.

In the case $s = 1$, which is the one we will deal with, there is no local boundness, therefore, the analytic methods mentioned before do not work. Nevertheless, it is crucial to have an idea of how far such series are from being bounded.
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It is easy to see, using the Abel transformation, that series (1.1) is divergent at a rational point \( a/q \) if and only if \( \sum_{n=1}^q e(\frac{a}{q} n^k) \neq 0 \). In particular, the series diverges at any point \( a/p^k, p \in \mathbb{P}, \gcd(a, p) = \gcd(k, p) = 1 \), since \( \sum_{n=1}^q e(\frac{a}{p^k} n^k) = p^{k-1} \). As for irrational points, we show that there holds the following theorem, which represents a generalization of [3, Th. 2].

**Theorem 1.** Let \( 1 < k \in \mathbb{N}, x \in [0, 1) \setminus \mathbb{Q} \) and \( \{p_j/q_j\} \) be the convergents corresponding to the continued fraction of the number \( x \). Denote

\[
\xi_{p/q} = \xi_{p/q}^k := \sum_{t=0}^{q-1} e\left(\frac{t p_j}{q_j} x\right).
\]

Then series (1.1) converges if and only if

\[
\sum_{i=1}^{\infty} \frac{\xi_{p_i/q_i} \ln q_i + 1}{k q_i} \]

does, and the difference between this sum and \( F_k \) is uniformly bounded in \( x \).

However, Riemann type series, despite being divergent at a dense set of points, are known to belong to the space \( \text{BMO}(\mathbb{T}) \), i.e. the space of 1-periodic functions \( h \) such that

\[
\|h\|_* := \sup_{I \subset \mathbb{T}} \|h\|_I < \infty, \quad \|h\|_I = |I|^{-1} \int_I |h - h_I|,
\]

where \( I \) stands for an interval and \( h_I \), for the average of \( h \) on \( I \). Moreover, it can be seen from [3, Th. 1] that \( \text{BMO} \)-norms of \( F_k \) are uniformly bounded in \( k \) and for any sequence \( \{b_k\}_{k=1}^\infty \) such that \( |b_k| \leq 1 \) for all \( k \) \( \text{BMO} \)-norm of the function \( \sum_{n=1}^{\infty} b_k n^{-1} e(n^k x) \) is bounded by the same constant. It also follows from [3, Prop. 1] that there holds the inequality

\[
\limsup_{|I| \to 0} \left\| \sum_{n=1}^{\infty} \frac{b_n e(n^k x)}{n} \right\|_I \leq \frac{3(12\pi)^{1/3}}{k}.
\]

It is worth mentioning that the partial sums of the series \( F_k \) do not converge to its sum in the metric of \( \text{BMO} \). This can be seen from the following

**Proposition 1.** There exists a constant \( C > 0 \) such that for any \( m, k \in \mathbb{Z}^+, k > 1 \), there holds

\[
\left\| \sum_{n=m+1}^{\infty} \frac{e(n^k x)}{n} \right\|_* \geq \frac{C}{k}.
\]

One of the fundamental results for functions from \( \text{BMO} \) is the John-Nirenberg inequality [9] (see also [5]).

**Theorem A.** (John, Nirenberg, 1961) There exist constants \( C_1 \) and \( C_2 \) such that for any function \( h \in \text{BMO} \) on any interval \( I \) there holds

\[
|\{x \in I : |h(x) - h_I| > \lambda\}| \leq C_1 |I| e^{-\frac{C_2 \lambda}{\|h\|_*}}.
\]
This inequality shows how much the function differs from bounded ones. Moreover, it implies that a function from BMO belongs to $L^p_{\text{loc}}$ for any $p \in (1, \infty)$, which means in our periodic case that $F_k \in L^p(T)$ for any natural $k$ and any $p \in (1, \infty)$.

For the case $k = 2$ the John-Nirenberg inequality was improved in [3] as follows.

**Theorem B.** (Chamizo, Córdoba, Ubis, 2018) There exists a constant $C$ such that for any interval $J \subset I = I_{p/q}$ consisting of all the points having $p/q$ as their convergent, for any $\lambda > 0$, there holds

$$\left|\left\{x \in J : |F_2(x) - (F_2)_J| > \lambda\right\}\right| \le C|J|e^{-\lambda \sqrt{2q}}. \quad (1.2)$$

This result turns out to give the sharp order estimate for the intervals $J = I_{p/q}$ with $q$ divisible by 4. This optimality is due to the fact that quadratic Gauss sums can be evaluated explicitly. For $k > 2$, Gauss sums behave in a more complicated way, however, we prove the following analogue of Theorem B.

**Theorem 2.** There exists a constant $C$ such that for $k \ge 3$ for any interval $J \subset I = I_{p/q}$ and for any $\lambda > 0$

$$\left|\left\{x \in J : |F_k(x) - (F_k)_J| > \lambda\right\}\right| \le |J|e^{-\frac{k \lambda}{A(k)q^k} + Cq^k \frac{1}{2^{k(k-1)} \ln q}}, \quad (1.3)$$

where

$$A(k) := \sup_{q \ge 2} \max_{\gcd(a,q) = 1} \left|\sum_{x=0}^{q-1} e\left(\frac{ax^k}{q}\right)\right|q^{k-1}.$$  

According to [2], $A(2) \le 4.709236...$. It is worth mentioning that $A(2) = \sqrt{2}$, therefore, for $k = 2$ we find $kA(k)^{-1}q^k = \sqrt{2}q$, that is, the main term in the exponent in (1.3) coincides with the one in (1.2) for $k = 2$.

To prove Theorem B, an important property of the power $k = 2$ was significantly used, namely, the fact that for all the points $x$ of the interval $I_{p/q}$ there holds $|x - p/q| < q^{-k}$ for $k = 2$, but for $k > 2$ the inequality can be true only on a set of a small measure. Thus, the value of $F_2(x)$ on the whole interval $I$ in a certain way is sufficiently close to that of $F_2(p/q)$, which is no longer true for $F_k$, $k > 2$.

In order to obtain suitable estimates for $k > 2$ at points that are not sufficiently close to $p/q$, we use the estimates [12] of Weyl sums, i.e. sums of the form $\sum_{k=1}^{p} e^{2\pi i h(k)}$, depending on rational approximations of the leading coefficient of a polynomial $h \in \mathbb{R}[x]$.

### 2. Proofs of the results

We first formulate the results [12, Cor. 1-3, Rem. 7] that we use to estimate Weyl sums.
Lemma A. Let $0 < y \in \mathbb{R} \setminus \mathbb{Q}$, $\varepsilon \in (0,1)$, $P \in \mathbb{N}$, $3 \leq n \in \mathbb{N}$ and let $f$ be a real monic polynomial of degree $n$. For numbers $C$ and $M$ define $\beta = \beta(y, C, M) := y - C/M$.

(a) If there is no pair of coprime numbers $C$ and $M \leq P\varepsilon$ such that $|\beta| \leq P\varepsilon - 1$, then
\[
\left| \sum_{k=1}^{P} e^{2\pi i f(k)y/n!} \right| \leq C_1 P^{1-2\varepsilon}.
\]

(b) If there exists a pair of coprime numbers $C$ and $M \leq P\varepsilon$ such that $P\varepsilon - n < |\beta| \leq P\varepsilon - 1$, then
\[
\left| \sum_{k=1}^{P} e^{2\pi i f(k)y/n!} \right| \leq C_2 \left( P^{1-\frac{\varepsilon}{2n-1}} + P^{1-\frac{n-\varepsilon}{2n-1(n-1)}} \beta^{-\frac{1}{2n-1(n-1)}} M^{-\frac{1}{2n-1(n-1)}} \right). \tag{2.1}
\]

(c) If there exists a pair of coprime numbers $C$ and $M \leq P\varepsilon$ such that $|\beta| \leq P\varepsilon - n$, then
\[
\left| \sum_{k=1}^{P} e^{2\pi i f(k)y/n!} \right| \leq C_3 \frac{P}{M^{\frac{1}{2n-1(n-1)}}}.
\]

The constants $C_1$, $C_2$ depend on $n$ and $\varepsilon$, and the constant $C_3$, only on $n$.

Roughly speaking, Lemma A shows that the worse rational numbers approximate the leading coefficient the better estimate of the Weyl sum we obtain.

Proof of Proposition 1. It was proved by Fefferman in his unpublished work, using duality between the Hardy space $H^1$ and BMO, that for a series $\sum_{n=1}^{\infty} a_n e(nx)$, $a_n \geq 0$, the following expression is equivalent to its BMO-norm (see [1, 13]):
\[
S(\{a_n\}) := \left( \sup_{N \in \mathbb{N}} \sum_{j=1}^{\infty} \left( \sum_{n=jN}^{(j+1)N-1} a_n \right)^2 \right)^{\frac{1}{2}}.
\]

Considering for any $m, k \in \mathbb{Z}^+$, $k > 1$, the sequence
\[
a_l := \begin{cases} 
  n^{-1}, & \text{if } l = n^k - m, \\
  0, & \text{otherwise},
\end{cases}
\]
we will show that $S(\{a_n\}) \geq C/k$ for some constant $C$, thus the proposition will be proved.

Note that for a fixed $k$ and for $j + 1 \leq \frac{(N/2k)^{\frac{k}{k-1}} - 1}{N} =: J(k, m, N)$ we have
\[
((j + 1)N + m)^{\frac{1}{k}} - (jN + m)^{\frac{1}{k}} - 2 > \frac{N}{k}((j + 1)N + m)^{\frac{1}{k}} - 2 \geq 0,
\]
which yields
\[
[(j+1)N + m\frac{1}{k}] - [(jN + m)\frac{1}{k}] \geq \frac{(j+1)N + m\frac{1}{k} - (jN + m\frac{1}{k})}{2}.
\]

(2.2)

Taking into account (2.2), we derive
\[
\sum_{j=1}^{\infty} \left( \sum_{n=jN}^{(j+1)N} \frac{1}{n} \right)^2 \geq \sum_{j=1}^{\infty} \left( [(j+1)N + m\frac{1}{k}] - [(jN + m)\frac{1}{k}] \right)^2 \geq \frac{1}{8k^2} \int_{1}^{\infty} (x + m\frac{1}{n})^{-2} dx
\]

as \(N \to \infty\), which completes the proof.

Turn now to the questions of representations of \(F_k\) at an irrational point.

\[\text{Theorem 1 follows immediately from Proposition 2.}\]

Let \(1 < k \in \mathbb{N}, x \in [0,1) \setminus \mathbb{Q}\) and \(\{p_j/q_j\}\) be the convergents corresponding to the continued fraction of the number \(x\). Then for any \(\tau \geq 2\), for \(q_i \leq m < q_{i+1}\), the following equality holds
\[
\sum_{m \leq n < q_{i+1}} \frac{1}{n(n+1)} \sum_{i=1}^{n} e(tkx) = \frac{\xi_{p_i/q_i}}{kq_i} \ln + \frac{q_iq_{i+1}}{m^k} + O\left(q_i^{-2k+1} + q_i^{-2k(2k-1)} \ln q_i\right),
\]
where \(\ln^+ y = \max\{\ln y, 0\}\).

\[\text{Proof.}\]

Let \(\tau \geq 2\) and \(\epsilon \in (0, \frac{1}{2})\) be such that
\[
\max\{(1-2\epsilon)^{-1}, (2\epsilon)^{-1}\} \leq \tau < \epsilon^{-1}
\]
(for example, we can put \(\epsilon := (2\tau)^{-1}\)). Assume that for some \(n\) in the interval \(q_i^\tau \leq n < q_{i+1}^\tau\) there exist coprime numbers \(C\) and \(M \leq n^\epsilon\) such that
\[
|k!x - \frac{C}{M}| \leq n^{\epsilon-1}.
\]

(2.3)

Then we have
\[
|\beta| := \left|x - \frac{C}{Mk!}\right| \leq \frac{n^{\epsilon-1}}{k!} < \frac{1}{2(Mk!)^2},
\]
since \( n^{\varepsilon-1} = n^{3\varepsilon-1-2\varepsilon} \leq n^{3\varepsilon-1}M^{-2} < \frac{1}{2Mk!} \) for sufficiently large \( q_i \). Thus, by [10, Th. 19] \( C/Mk! = p_j/q_j \) is a convergent of \( x \) with \( M \leq q_j \leq Mk! \). So, according to [10, Th. 13], we infer that

\[
\frac{1}{2Mk!q_{j+1}} \leq \frac{1}{2q_jq_{j+1}} < |\beta| \leq \frac{n^{\varepsilon-1}}{k!},
\]

which gives for sufficiently large \( q_i \)

\[
q_j^\tau > q_{j+1} \geq \left( \frac{n^{1-\varepsilon}}{2M} \right)^\tau \geq \left( \frac{n^{1-2\varepsilon}}{2} \right)^\tau \geq n > n^{1-\varepsilon} \left( \frac{q_j}{k!} \right)^\tau > q_j^\tau,
\]

whence \( i = j \).

Let \( N := \lfloor |\beta|^{-\frac{1}{\varepsilon}} \rfloor \). If we have \( n \in [m, q_{i+1}] \) such that \( |\beta| \leq n^{-k} \), then \( n \leq N \) and there holds

\[
\left| \sum_{l=1}^{n} e^{(l^k)x} - \frac{\xi_{p_l/q_i}}{q_i} \sum_{l=1}^{n} e^{(l^k)\beta} \right| \leq \sum_{l=1}^{n-1} \left| e^{(l^k)\beta} - e^{((l+1)^k)\beta} \right| \left| \sum_{l=1}^{N} e^{(p_l/q_i^k)} - \frac{\xi_{p_l/q_i}}{q_i} \right|
\]

\[
+ \left| e^{(n^k)\beta} \right| \left| \sum_{l=1}^{n-1} e^{(p_l/q_i^k)} - \frac{\xi_{p_l/q_i}}{q_i} \right| \leq q_i \sum_{l=1}^{n-1} 4\pi k(l+1)^{k-1} |\beta| + q_i
\]

\[
< 8q_i \leq 8n^{\frac{1}{\varepsilon}} \leq 8N^\frac{1}{\varepsilon}. \tag{2.4}
\]

At the same time

\[
\sum_{m \leq n \leq N} \frac{1}{n(n+1)} \sum_{l=1}^{n} e^{(l^k)\beta} = \sum_{m \leq n \leq N} \frac{e(n^k\beta)}{n} + O(1) = \int_{m}^{N} \frac{e(y^k\beta)}{y} \, dy + O(1), \tag{2.5}
\]

since for \( m \leq y \leq N, c \in [0,1] \)

\[
\left| \frac{e((y-c)^k\beta)}{y-c} - \frac{e(y^k\beta)}{y} \right| \leq \frac{2\pi k y^{k-1} |\beta|}{y} + \frac{c}{y(y-c)} \leq \frac{3\pi k}{y^2}.
\]

The integral in (2.5) is equal to \( \text{Ei}(2\pi i|\beta|N^k) - \text{Ei}(2\pi i|\beta|m^k) \) for \( \beta > 0 \), otherwise, to its conjugate. Taking into account that for \( y > 0 \)

\[
\text{Ei}(iy) = \min\{0, \ln y\} + O(1)
\]

and that \( 2\pi |\beta|N^k > 1 \), we derive

\[
\int_{m}^{N} \frac{e(y^k\beta)}{y} \, dy = \frac{1}{k} \ln |\beta|^{-1} m^{-k} + O(1) = \frac{1}{k} \ln \frac{q_{i+1} q_i}{m^k} + O(1). \tag{2.6}
\]

Here we used the inequalities \( (2q_i q_{i+1})^{-1} < |\beta| < (q_i q_{i+1})^{-1} \), the latter one is true due to [10, Th. 9].

Inequality (2.3) can be true also for \( n \in [m, q_{i+1}] \) from the following intervals: \( |\beta|^{-\frac{1}{2}} < n \leq |\beta|^{-\frac{1}{1-\varepsilon}} \), \( |\beta|^{-\frac{1}{1-\varepsilon}} < n \leq |\beta|^{-1} \), \( |\beta|^{-1} < n \leq |\beta|^{-\frac{1}{1-\varepsilon}} \),
where \( \delta := k(1 - \ln |\beta|/\ln M)^{-1} \). We denote these intervals respectively by \( P_1 \), \( P_2 \) and \( P_3 \). So, for \( n \in P_2 \), due to Lemma A, (b), (where using the inequality

\[
n^\delta = M^{\frac{k \ln n}{\ln M - k \ln |\beta|}} \geq M^{\frac{k \ln n}{k \ln n + \ln \kappa - \delta}} > M^{\frac{1}{2(k-1)}},
\]

we discard the first term of (2.1)), we have

\[
\left| \sum_{l=1}^{n} e(l^k x) \right| = O \left( n^{1 - \frac{1}{2^k(k-1)}} |\beta|^{-\frac{1}{2^k(k-1)}} M^{-\frac{1}{2^k(k-1)}} \right).
\]

Hence

\[
\sum_{n \in P_2} \frac{1}{n(n+1)} \left| \sum_{l=1}^{n} e(l^k x) \right| = O \left( M^{-\frac{1}{2^k(k-1)}} \right) = O \left( q_i^{-\frac{1}{2^k(k-1)}} \right).
\]

(2.7)

Similarly, applying Lemma A, (b), to \( n \in P_3 \) we obtain

\[
\sum_{n \in P_3} \frac{1}{n(n+1)} \left| \sum_{l=1}^{n} e(l^k x) \right| = O \left( q_i^{-\frac{1}{2^k(k-1)}} \right).
\]

(2.8)

Finally, according to Lemma A, (c), using also the two-sided inequality \((2q_i q_{i+1})^{-1} < |\beta| < (q_i q_{i+1})^{-1}\), we see that

\[
\sum_{n \in P_1} \frac{1}{n(n+1)} \left| \sum_{l=1}^{n} e(l^k x) \right| \leq C \ln \left( \frac{2q_i q_{i+1}}{q_i q_{i+1}} \right) \frac{1}{k} \frac{M^{-\frac{1}{2^k(k-1)}}}{M^{-\frac{1}{2^k(k-1)}}}
\]

\[
\leq C' \ln(q_i q_{i+1}) \delta M^{-\frac{1}{2^k(k-1)}} \leq C' \ln(q_i q_{i+1}) \ln M^{-\frac{1}{2^k(k-1)}} M^{-\frac{1}{2^k(k-1)}}
\]

\[
\leq C'k M^{-\frac{1}{2^k(k-1)}} \ln M = O \left( q_i^{-\frac{1}{2^k(k-1)}} \ln q_i \right).
\]

(2.9)

Now, the only case we did not consider yet is that of the numbers \( n \in [m, q_i^{\tau + 1}] \) not satisfying (2.3), the set of such numbers \( n \) we denote by \( U \). We use Lemma A, (a), to obtain

\[
\sum_{n \in U} \frac{1}{n(n+1)} \left| \sum_{l=1}^{n} e(l^k x) \right| = O \left( (q_i^{\tau})^{-\frac{1}{2^k}} \right) = O \left( q_i^{-\frac{1}{2^k + 1}} \right).
\]

(2.10)

Summing up (2.4) – (2.10), we arrive at the needed equality. \( \square \)

From now on we fix some \( k > 2 \) and use the notation \( F(x) := F_k(x) \).

**Proof of Theorem 2.** First we prove the theorem for \( J = I \).
Let \( F^{-}(x) = \sum_{n<q^{\varepsilon}} \frac{1}{n(n+1)} \sum_{l=1}^{n} e(lkx) \), \( F^{+}(x) = F(x) - F^{-}(x) \). Then for some point \( x' \in I \)

\[
|F^{-}(x) - F^{-}_{I}| \leq \left| \sum_{q^{k-\varepsilon-1} \leq n < q^{\varepsilon}} \frac{1}{n(n+1)} \sum_{l=1}^{n} e(lkx) \right|
+ \left| \sum_{q^{k-\varepsilon-1} \leq n < q^{\varepsilon}} \frac{1}{n(n+1)} \sum_{l=1}^{n} e(lkx') \right| + 2\pi k|I| \sum_{n < q^{k-\varepsilon-1}} n^{k-2} \cdot n

\leq 2 \max_{y \in I} \left| \sum_{q^{k-\varepsilon-1} \leq n < q^{\varepsilon}} \frac{1}{n(n+1)} \sum_{l=1}^{n} e(lky) \right| + O\left(q^{-2}(q^{2\varepsilon(k-1)})^{k}\right).

(2.11)

Due to [11, Note for Th. 14], for \( \varepsilon_{1} := \tau^{-1} \), for \( q^{k-\varepsilon-1} \leq n \leq q^{\varepsilon} \) and \( y \in I \), we have

\[
\left| \sum_{l=1}^{n} e(lky) \right| \leq n^{1-\varepsilon_{1}} = n^{1-\frac{\varepsilon}{2\varepsilon(k-1)}},
\]

whence

\[
|F^{-}(x) - F^{-}_{I}| = O\left(q^{-\tau\varepsilon2^{-k+1}}\right) = O\left(q^{-2^{-k}}\right).
\]

Likewise as in the proof of [3, Th. 3],

\[
F^{+}_{I} = O\left(q_{i}^{-\frac{1}{2k+1}} + q_{i}^{-\frac{1}{2k(k-1)}} \ln q_{i} + \sum_{q_{j} \geq q} |I|^{-1} \int_{I} q_{j}^{-\frac{1}{2}}(y) \ln a_{j+1}(y)dy \right)
= O\left(q^{-\frac{1}{2k+1}} + q^{-\frac{1}{2k(k-1)}} \ln q \right).
\]

Thus, using Proposition 2, we infer that

\[
F(x) - F_{I} = \frac{1}{k} \sum_{q_{j} \geq q} \frac{\xi_{p_{j}/q_{j}}}{q_{j}} \ln \frac{q_{j}+1}{q_{j}} + O\left(q^{-\frac{1}{2k+1}} + q^{-\frac{1}{2k(k-1)}} \ln q \right).
\]

(2.13)

Here by [2, Th. 1] we have

\[
\left| \frac{\xi_{p_{j}/q_{j}}}{q_{j}} \right| \leq A(k)q_{j}^{-\frac{1}{k}}.
\]

(2.14)

Now we follow the proof of [3, Th. 3] but making some changes. For \( b = (b_{1}, b_{2}, ..., b_{d}) \in \mathbb{N}^{d} \), where \( d > 2 \) is to be defined later, if \( p/q = [0; a_{1}, ..., a_{d}] \), then we denote by \( I_{b} \) the interval \( I_{p'/q'} \) corresponding to \( p'/q' = [0; a_{d}, ..., a_{1}] \). Thus, \( I = \cup_{b} I_{b} \). Taking into account that \( q_{j+1}/q_{j} \leq a_{j+1} + 1 \), we obtain from (2.13) and (2.14)
\[ |F(x) - F_I| A(k) \leq \sum_{l=1}^{d} q_{j_0+l-1}^{-\frac{k}{q}} \ln b_l + \sum_{n=1}^{\infty} q_{j_0+d+n-1}^{-\frac{k}{q}} \ln a_{j_0+d+n} + O\left(q^{-\frac{k}{2k+1}} + q^{-\frac{1}{2k(k-1)}} \ln q\right). \quad (2.15) \]

Likewise as in the proof of [3, Th. 3], the measure of the set of points \( x \in I_0 \) such that \( a_{j_0+d+n}(x) \leq Cn^2 e^{\lambda k A(k)-1} q^{\frac{k}{q}} \) for all \( n \in \mathbb{N} \) differs from \( |I_0| \) in \( O(|I_b| e^{-\lambda k A(k)-1} q^{\frac{k}{q}}) \) due to [3, (18)]. Therefore, from now on we assume that these inequalities hold, so the second sum in (2.15) is \( O(\lambda (q/j_0+d)^{\frac{k}{q}}) \).

Similarly,

\[ |\{x \in I : |F(x) - F_I| > \lambda\}| \leq |I| \sum_{b \in \mathfrak{B}_\lambda} (b_1 \ldots b_d)^{-2}, \quad (2.16) \]

where \( \mathfrak{B}_\lambda \) stands for the set of \( b \) such that

\[ \frac{A(k)}{d} \sum_{l=1}^{d} q_{j_0+l-1}^{-\frac{k}{q}} \ln b_l + C\lambda \left(\frac{q}{q_{j_0+d}}\right)^{\frac{1}{k}} + Cq^{-\frac{1}{2k+1}} + Cq^{-\frac{1}{2k(k-1)}} \ln q > \lambda \]

for some constant \( C \). Choosing \( d \) so that there holds \( 2^{d/2k-1} > C \), we derive that the second term in (2.17) does not exceed \( \lambda/2 \). It is clear that for \( k > 2 \) we can assume that \( \lambda (q^{-\frac{1}{2k+1}} + q^{-\frac{1}{2k(k-1)}} \ln q) \) is greater than some fixed constant. Thus, the sum of the third and the fourth terms in (2.17) does not exceed \( \lambda/4 \). This means that we can find an index \( l_0 \), \( 1 \leq l_0 \leq d \) such that

\[ \ln b_{l_0} \geq \frac{\lambda}{4d A(k)} q^{\frac{k}{q}}, \]

whence

\[ \frac{q_{j_0+d}}{q} \geq b_{l_0} \geq e^{\frac{k\lambda}{4d A(k)} q^{\frac{k}{q}}} \geq \left(\frac{k\lambda}{4d A(k)} q^{\frac{k}{q}}\right)^{\frac{k}{k}}. \]

Hence, if \( k > 2 \), (2.17) becomes

\[ \frac{A(k)}{k} \sum_{l=1}^{d} \left(\frac{q}{q_{j_0+l-1}}\right)^{\frac{1}{k}} \ln b_l > \lambda q^{\frac{k}{q}} - 3Cq^{\frac{k}{q}} - \frac{1}{2k(k-1)} \ln q. \]

Since \( q/q_{j_0+l-1} < 1 \) for \( l > 1 \), we can apply [3, L. 2] and deduce, using (2.16),

\[ |\{x \in I : |F(x) - F_I| > \lambda\}| \leq |I| \left( e^{\lambda q^{\frac{k}{q}} - 3Cq^{\frac{k}{q}} - \frac{1}{2k(k-1)} \ln q} \right)^{-\frac{k}{k}} \]

\[ \leq |I| e^{-\frac{k\lambda}{4d A(k)} q^{\frac{k}{q}}} + Cq^{\frac{k}{q}} - \frac{1}{2k(k-1)} \ln q. \quad (2.18) \]
Let us turn to an arbitrary interval $J \subset I$. For this case our proof is almost the same as the one of [3, Prop. 3] (we keep using its notations substituting only $I$ with $J$), we just need to outline some modifications. Firstly, [3, (23)] becomes

$$|\{x \in J : |F(x) - F_J| > \lambda\}| = O\left(\sum_{b=c}^{d-1} |J_b| \min \left\{1, e^{kA(k)^{-1}(|F_{J_b} - F_J| - \lambda)q^{\frac{1}{k}} + C'q^{\frac{1}{k} - \frac{1}{2(k-1)}} \ln q}\right\}\right),$$

Secondly, estimate (2.12) remains true if we substitute $I$ with any interval containing in $I$, therefore, using Proposition 2,

$$F_{J_b} - F_J = F_{J_b}^+ - F_J^+ + O\left(q^{\frac{1}{2k(k-1)}} \ln q\right) = \frac{\xi_p/q}{kq} \left(\ln b - (\ln a_{j_0+1}(x))_J\right) + O\left(\sum_{q_j > q} \frac{1}{|J|} \int_{J_b} q_j^{-\frac{1}{k}} \ln a_{j+1}(y) dy\right) + O\left(\sum_{q_j > q} \frac{1}{|J_b|} \int_{J} q_j^{-\frac{1}{k}} \ln a_{j+1}(y) dy\right) + O\left(q^{\frac{1}{2k(k-1)}} \ln q\right).$$

Applying [2, Th. 1] and the fact that $(\ln(a_{j_0+1}/c))_J = O(1)$ we have

$$|F_{J_b} - F_J| \leq \frac{A(k)q^{-\frac{1}{k}}}{k} \ln \frac{b}{c} + O\left(q^{\frac{1}{2k(k-1)}} \ln q\right),$$

which means that in our case $\mathfrak{B}$ is of a slightly different form:

$$\mathfrak{B} = \left\{b \in [c, d - 1] \cap \mathbb{Z} : \ln b/c \leq \lambda q^{\frac{1}{k}} kA(k)^{-1} - C q^{\frac{1}{2k(k-1)}} \ln q\right\}.$$ 

The rest of the proof is the same as that of [3, Prop. 3].
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