Adaptive threshold back propagation neural network for rice grain classification using variance and co-variance colour features
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Abstract

This paper presents a simple and fast feature extraction technique for classification of four varieties of rice grain. Three colour models (RGB, HSV and HSI) are obtained from the input colour images. Variance and Covariance features are then extracted from each of the three colour models. The classification of rice grains are then carried out using a Back Propagation Neural Network with adaptive thresholding. The computational time for feature extraction and their classification accuracies are also compared with other feature extraction techniques. It is found that the time taken using variance and covariance features extraction technique is relatively less compared to other feature extraction techniques. It is also seen that the proposed feature extraction technique is able to achieve better classification accuracy as compared to other feature extraction techniques discussed in this paper. Results suggest that the proposed technique is able to yield higher classification accuracy than that of other statistical classifiers like K-Nearest Neighbour (K-NN), Naïve Bayes and Support Vector Machine (SVM). The performances of all four classifiers were also tested against standard data sets.
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I. Introduction

Digital image processing encompasses processing of pictorial information for human interpretation, storage and transmission. An image is nothing but a 2-D function, I(p,q) where p and q are spatial coordinates and ‘I’ the intensity of the image at that point. For a digital image the intensity value and the coordinates are all finite discrete quantities [XXXII], [XXXVIII]. In digital image input is an image and output may be image or some attributes of image. Now-a-days digital image processing has impacted in almost all fields of Engineering. Image analysis or understanding becomes an important steps and lies between image processing and computer vision. The ultimate goal of computer vision in cereal grain classification is to mimic human visual response, able to learn and make decision based on perceived
visual information. Computer vision thus can be used to monitor and inspect industrial products in order to achieve desire quality controls. Now a-days application of computer vision in agriculture sector has become an important research area for inspection and quality control of agricultural products. It is studied that the visual appearance of agricultural products are difficult to represent by a specific mathematical function [XIII],[XIX] and thus it is not an easy task for the computers to identify this naturally varying agricultural products. Inspection of grain samples for classification and grading become quite tedious and time consuming when performed manually, moreover there is also chance of having human error due to fatigue, eyesight and continuous hour of working. Works related to classification based on Single grain kernel are presented in [I],[III],[VI],[XI],[XIII],[XIX],[XX],[XXII],[XXVI],[XXXIII],[XL-XLIII]. Such classifications mostly use morphological features which involves arranging the kernel in a non-touching manner. This also involves image pre-processing steps like image segmentation, removing of unwanted objects like back-ground, followed by extraction of object of interest from the input image. Classification based on single grain kernel is quite suitable in laboratories with proper image acquisition setups, but may not be an easy option to implement on site [VIII],[XXX]. In case of bulk grain classification, some of the pre-processing steps of digital image processing will not be required. Moreover the system will not require any extra provision to arrange the grain kernel in a non-touching fashion [IV],[XXIII], [XXXIX]. Different characterization models based on colour and texture are also presented in [VIII], [IX], [XX], [XXIII], [XXX], [XXXIII], [XXXIX], [XLIII]. Cereal grain classification based on bulk grain using features derived from colour and textures are carried out in [VIII], [XV], [XXIII], [XXX], [XXXI], [XXXIX]. Cereal grain classification using support vector machine and other statistical classifiers are also discussed in [VII], [IX], [X], [XI], [XXXV]. Various classification tasks based on texture features are also presented in [XVII], [XXIV], [XVIII], [XXIX], [XXXIV], [XLIV], [XLV]. Applications of image processing and computer vision in identification and classification of various food products are also presented in [II], [V], [XI], [XXI], [XXV], [XXVII], [XXVIII], [XXXVI], [XXXVII]. It is seen that the size of the feature vector also decides the classification accuracy, as too many redundant features occupy more memory and takes longer time to extract features. Moreover it does not guarantee higher classification accuracy [XXVI], [XLVI]. It is rather simple to design a classifier with less number of inputs as compare to those with more number of inputs. This paper presents classification of four types of rice with limited features using variance-covariance matrix. A multilayer Back Propagation Neural Network with adaptive thresholding is used for this work. The proposed model involves four steps, first step discussed about image acquisition, second step talks about feature extraction, third steps regarding classification and finally comparison of the classification accuracies with other feature extraction techniques and also with other standard classifiers. This paper is organized as follows: Section II describes materials and methods used for classification purpose. Section III discuss about the proposed technique. Section IV presents a neural network classification model. Section V discussion on the results obtained and Section VI concludes the work.
II. Materials and methods

This section discussed about the process of acquiring rice colour images and extracting different features from the acquired image.

Image acquisition

Three different data sets of bulk rice grain samples are considered in this work for classification purpose. The images are taken under different environmental conditions. The images of data set1 were acquired using an ordinary Nokia 6600 mobile camera with 0.3 mega pixels.

The images were captured under normal lighting condition using T12, 40W, 2600 lumens tube light. The images of data set 2(a) and 2(b) were taken using two different cameras under natural light during day time. Images of data set2(a) were captured using a Samsung mobile camera at 0.3 mega pixels whereas images of data set2(b) were captured using a 12 mega pixels, Coolpix S2500, Nikon digital camera. A simple image acquisition setup with vertically adjustable camera stand having a fixed platform is used for mounting the camera. The distance between the camera and target were maintained at 10 cm. The images were taken in macro mode. Sample images are shown in Fig.1.

Features for classification

Once the images are acquired, the next step is to extract the attributes of the image, which can best distinguish one image from the other. Here we have extracted three different features namely, colour, texture and variance-covariance features. Eighteen colour features were extracted using RGB and HSI colour models. Twenty seven texture features were extracted using Gray Level Co-occurrence Matrix at 0°, 45°, 90° and 135°. Forty five combined features of colour and texture are also obtained. The above mentioned feature extractions are presented in [VIII]. The present method of feature extraction in this work involves simple steps of obtaining three numbers of [3x3] variance-covariance matrices each from the three colour model namely, RGB, HSV and HSI respectively.

Fig 1. Sample images
III. Proposed technique

The proposed technique of feature extraction involves acquiring a colour image of bulk rice grain. The input colour images are then resized to [200x200] so as to reduce the computational time for extraction. From the resized image, RGB, HSI and HSV colour components are extracted. A variance –covariance matrix, for each of these three colour models are then extracted. The computational time to extract the features is also computed and compared with other feature extraction techniques namely, colour and texture. The above features are then used for the classification purpose, which involves four different classifiers and the same is presented in Fig. 2. Based on the classification accuracy achieved using BPNN classifier, best feature extraction technique is selected. Features with less number of feature vectors and having higher classification accuracies are considered for further classification purpose.

Fig 2. Block representation of the proposed technique

Variance and co-variance features

A variance-covariance matrix based feature extraction approaches are incorporated in this work to extract the three variance features and three co-variance features from the input colour images of the bulk rice grains.

**RGB to HSV conversion:**

\[
\begin{align*}
\text{Max} &= \text{Max}(R, G, B) \\
\text{Min} &= \text{Min}(R, G, B) \\
V &= \text{Max} \\
S &= \frac{\text{Max} - \text{Min}}{\text{Max}}
\end{align*}
\]
If $H < 0$, then $H = H + 1$

A $[3x3]$ variance-covariance matrix is then generated for each of the three colour models (RGB, HSV and HSI). Thus, altogether we have three variance–covariance matrices for all three colour models. The HSV and HSI colour planes are obtained from the RGB planes using the following relationships [VI],[VIII],[XV].

**RGB to HSI conversion:**

$$H = \begin{cases} 
\theta & \text{if } B \leq G \\
360 - \theta & \text{if } B > G 
\end{cases} \quad (6)$$

where,

$$\theta = \cos^{-1} \left( \frac{1}{2} \left[ \frac{1}{2} [(R-G)+(R-B)] \right] \right) \left[ (R-G)^2 + (R-B)(G-B) \right]^{1/2}$$

$$S = 1 - \frac{3}{(R+G+B)} \{ \min(R,G,B) \} \quad (7)$$

$$I = \frac{(R+G+B)}{3} \quad (8)$$

$$\sum = \frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})(Y_i - \bar{Y}) \quad (9)$$

Where, $\sum$ represents variance co-variance matrix, N is the number of pixels in each of the colour planes for a particular colour model, X and Y indicate any of the two colour planes for a particular colour model. $\bar{X}$ and $\bar{Y}$ are the means of each of the two colour planes, X and Y. From the colour image of bulk rice, RGB, HSV and HSI colour planes are extracted. A $[40000x3]$ matrix is generated from the RGB colour space, such that each of the three columns represents R, G and B planes respectively. A variance-covariance matrix of size $[3x3]$ is then generated from the $[40000x3]$
matrix using equation (9). Three variance features and three covariance features are extracted from each of the matrix.

![Diagram](image)

**Fig 3.** Generating Variance-covariance matrix from RGB colour plains

The variance features are the three diagonal elements of the variance-covariance matrix and any of the three off-diagonal elements that lies below or above the diagonal are the co-variance features. The process involved in extracting variance-covariance features for RGB colour model is presented in Fig.3.

### IV. Neural network classifier

A BPNN is used for the classification of four varieties of bulk rice using the features discussed in sections 2 and 3. The classification is performed using 400 images (100 for each variety). The Back Propagation Neural Network is designed with 2 hidden layers using MatLab R2013a. The numbers of hidden nodes for the classifier are calculated using equation (10).

\[
N = \frac{I - O}{2} + Y^{0.5}
\]

(10)

Where, N represents nodes in the hidden layers; I represents number of inputs; O represents the number of output and Y is the number of training patterns [VIII],[XXX]. A model of the BPNN is shown in Fig. 4. The network is trained with 200 patterns (50 for each rice variety).
The output of the network is then adaptively thresholded using equation (11), so that the output may converge to any of the target which was set during training (i.e. 0001 for rice variety 1; 0010 for rice variety 2; 0100 for rice variety 3; 1000 for rice variety 4). The network is tested with 400 images taking 100 images for each rice variety.

V. Results and discussion

Classification of four varieties of bulk rice grains based on three different data set are carried out using four different classifiers in Matlab R2013a. An adaptive thresholding function is introduced at the output of the BPNN so that the network can produce outputs of the form which we have used during training; otherwise the outputs may be any numbers between -1 to 1 and thus the result may be misleading. The performance plot and training state of the BPNN based on three variance (RGB) features is presented in fig.6 (a-b), figures shows that the training stops at 97 epoch as the validation check has failed consecutively for six times. The time required for features extraction proposed in this work is also computed and compared. It is found that the feature extraction time using variance and co-variance feature is less compared to all other techniques using 18 colour features and 27 texture features. The feature extraction time based on 64 bit Intel (R) core (TM), i7-4770 CPU, 3.40 GHz with 4GB RAM, for different feature extraction techniques are also presented in table 1. The classification accuracy for all different features on data set1 using BPNN is given in table 2. Similarly, the classification accuracy for the data set 2(a) and data set 2(b) are also presented in table 3 and 4. From table 2, 3 and 4, best features are selected based on the size of the features and classification accuracy. It is found that the variance features using HSV and HSI are able to give 100% classification accuracy with a minimum of three features. Similarly, the HSI covariance features are also able to classify with 100% accuracy with just 3 features and therefore these features are being selected for classification purpose. The selected features for data set 1 are presented in table 5 and that for data set 2(a) and 2(b) are presented in table 6 and 7 respectively. From the selected features of each data set, we have taken only those features that are common to all the three data sets. The common features with
their average classification accuracy based on four different classifier using variance and co-variance features are also presented in table 8 and it is found that BPNN is able to classify all four variety of rice with 100% accuracy unlike that of other features presented in table-9. The average classification accuracy of all three data sets using variance and co-variance features are also presented in fig. 5 and that using other features is presented in fig. 6. From these two figures, it is found that variance and co-variance features can provide 100% classification accuracy on the three data sets using BPNN. For better generalization, the performances of all the four different classifiers discussed in this paper were also tested against three standard datasets from the University of California, Irvine. The average classification accuracies based on four different classifiers namely Nave Bayes, K-NN, SVM and BPNN, against standard database is shown in table 10. It is found that BPNN with adaptive thresholding provides better average classification accuracy consistently on all three datasets as compared to other three classifiers. Results show that the proposed feature extraction technique presented in this paper is able to give overall classification accuracy of 100% on all three datasets using BPNN as compared to other classifiers. Thus it can be inferred from the results that the proposed work provides better classification accuracy for the data sets with less number of features.

Table 1: Comparison of feature extraction time in second

|                | Colour features | Texture features | Variance-covariance features |
|----------------|-----------------|------------------|-------------------------------|
| Data set(1)    | 0.23 seconds    | 75.03 seconds    | 0.23 seconds                  |
| Data Set 2(a)  | 0.22 seconds    | 76.94 seconds    | 0.22 seconds                  |
| Data Set 2(b)  | 0.62 seconds    | 101.67 seconds   | 0.44 seconds                  |

Table 2: Classification accuracies for data set 1 using BPNN

| Data set   | 27 Texture features | 18 colour features | 45 combined features | 3 variance using RGB | 3 variance using HSV | 3 variance using HSI | 3 co-variance using RGB | 3 co-variance using HSV | 3 co-variance using HSI |
|------------|---------------------|--------------------|----------------------|----------------------|----------------------|----------------------|-------------------------|-------------------------|-------------------------|
| A          | 100                 | 100                | 100                  | 100                  | 100                  | 100                  | 100                     | 100                     | 100                     |
| B          | 97                  | 98                 | 100                  | 99                   | 100                  | 100                  | 97                      | 100                     | 100                     |
| C          | 100                 | 98                 | 100                  | 100                  | 100                  | 100                  | 99                      | 80                      | 100                     |
| D          | 100                 | 100                | 100                  | 86                   | 100                  | 100                  | 78                      | 100                     | 100                     |
Table 3: Classification accuracies for data set 2(a) using BPNN

| Data set 2(a) | 27 Texture features | 18 colour features | 45 combined features | 3 variance using RGB | 3 variance using HSV | 3 variance using HSI | 3 co-variance using RGB | 3 co-variance using HSV | 3 co-variance using HSI |
|---------------|---------------------|-------------------|---------------------|---------------------|---------------------|---------------------|------------------------|------------------------|------------------------|
| A             | 100                 | 100               | 100                 | 100                 | 100                 | 100                 | 100                    | 100                    | 100                    |
| B             | 100                 | 100               | 100                 | 100                 | 100                 | 100                 | 100                    | 100                    | 100                    |
| C             | 100                 | 100               | 100                 | 92                  | 100                 | 100                 | 100                    | 94                     | 100                    |
| D             | 100                 | 100               | 100                 | 90                  | 100                 | 100                 | 100                    | 90                     | 100                    |

Table 4: Classification accuracies for data set 2(b) using BPNN

| Data set 2(b) | 27 Texture features | 18 colour features | 45 combined features | 3 variance using RGB | 3 variance using HSV | 3 variance using HSI | 3 co-variance using RGB | 3 co-variance using HSV | 3 co-variance using HSI |
|---------------|---------------------|-------------------|---------------------|---------------------|---------------------|---------------------|------------------------|------------------------|------------------------|
| A             | 100                 | 100               | 100                 | 100                 | 100                 | 100                 | 100                    | 100                    | 100                    |
| B             | 99                  | 100               | 99                  | 100                 | 100                 | 100                 | 100                    | 100                    | 100                    |
| C             | 100                 | 100               | 100                 | 100                 | 100                 | 100                 | 100                    | 100                    | 100                    |
| D             | 99                  | 99                | 99                  | 100                 | 100                 | 100                 | 100                    | 100                    | 100                    |

Table 5: Classification accuracies for data set 1 on selected features

| Data set | 3 variance features using HSV colour space | 3 variance features using HSI colour space | 3 Co-variance features using HSI colour space |
|----------|--------------------------------------------|--------------------------------------------|-----------------------------------------------|
| A        | Bayes 100 | K-NN 100 | SVM 100 | BPNN 100 | Bayes 100 | K-NN 100 | SVM 100 | BPNN 100 | Bayes 100 | K-NN 95 | SVM 100 | BPNN 100 |
| B        | 100 | 97 | 100 | 100 | 100 | 100 | 100 | 96 | 100 | 100 |
| C        | 85 | 93 | 100 | 100 | 91 | 95 | 100 | 80 | 92 | 100 |
| D        | 100 | 94 | 100 | 100 | 94 | 100 | 100 | 93 | 100 | 100 |
Table 6: Classification accuracies for data set2 (a) on selected features

| Data Set2(a) | 3 variance features using HSV colour space | 3 variance features using HSI colour space |
|--------------|------------------------------------------|------------------------------------------|
|              | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN |
| A            | 100   | 100   | 100 | 100  | 100   | 100   | 100 | 100  | 100   | 100   | 100 | 100  |
| B            | 100   | 100   | 100 | 100  | 100   | 100   | 100 | 100  | 100   | 100   | 100 | 100  |
| C            | 100   | 98    | 100 | 100  | 100   | 98    | 100 | 100  | 100   | 100   | 100 | 100  |
| D            | 95    | 100   | 100 | 100  | 100   | 100   | 100 | 100  | 100   | 100   | 100 | 100  |

Table 7: Classification accuracies for data set2 (b) on selected features

| Data Set2(b) | 3 variance features using RGB colour space | 3 variance features using HSV colour space | 3 variance features using HSI colour space |
|--------------|------------------------------------------|------------------------------------------|------------------------------------------|
|              | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN |
| A            | 100   | 100   | 100 | 100  | 99    | 100   | 100 | 100  | 79    | 100   | 100 | 100  | 79    | 100   | 100 | 100  |
| B            | 100   | 100   | 100 | 100  | 96    | 100   | 100 | 100  | 92    | 100   | 98  | 100  | 92    | 100   | 98  | 100  |
| C            | 100   | 100   | 100 | 100  | 100   | 100   | 100 | 100  | 98    | 94    | 98  | 100  | 98    | 94    | 98  | 100  |
| D            | 100   | 100   | 100 | 100  | 80    | 100   | 100 | 100  | 100   | 94    | 100 | 100  | 100   | 94    | 100 | 100  |
Table 8: Average classification accuracies for the three data sets using variance and co-variance features

| Data Set2(b) | 3 Co-variance features using RGB colour space | 3 Co-variance features using HSV colour space | 3 Co-variance features using HSI colour space |
|--------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
|              | 3 variance features                         | 3 variance features                         | 3 Co-variance features                      |
|              | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN |
| A            | 100   | 100  | 100 | 100  | 100   | 97   | 99  | 100  | 94    | 100  | 100 | 100  |
| B            | 100   | 100  | 100 | 100  | 98    | 100  | 98  | 100  | 98    | 100  | 98  | 100  |
| C            | 100   | 100  | 100 | 100  | 100   | 100  | 99  | 100  | 96    | 100  | 98  | 100  |
| D            | 100   | 100  | 100 | 100  | 100   | 100  | 82  | 100  | 82    | 100  | 91  | 100  |

| Data | 3 variance features using HSV colour space | 3 variance features using HSI colour space | 3 Co-variance features using HSI colour space |
|------|--------------------------------------------|--------------------------------------------|-----------------------------------------------|
|      | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN |
| Set1 | 96.3  | 96   | 100 | 100  | 97.8  | 97.8 | 100 | 100  | 95    | 94   | 100 | 100  |
| Set2(a) | 98.8  | 99.5 | 100 | 100  | 99.5  | 99.5 | 100 | 100  | 96.3  | 99.5 | 100 | 100  |
| Set2(b) | 99.8  | 100  | 100 | 100  | 97.5  | 97   | 99  | 100  | 92.5  | 100  | 96.8| 100  |
Table 9: Average classification accuracies for the three data sets using colour, texture and combined features

| Data | 27 texture features | 18 colour features | 45 Combined features |
|------|------------------|------------------|---------------------|
|      | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN |
| Set1 |  97.3 |  96.5 |  98.3 |  99.3 |  99   |  99   |  99.5 |  99   |  99   |  99   |  99   |  99.5 |  99   |  100 |
| Set2(a) | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| Set2(b) | 99.5 | 96.8 | 98 | 99.5 | 99.5 | 99.8 | 98 | 99.8 | 99.5 | 96.8 | 94.5 | 99.5 | 99.5 | 99.5 |

(a)
Fig 5. (a) Overall average classification accuracy for all three data sets using variance and covariance features (b) Overall average classification accuracy for all three data sets using colour, texture and combined features.

Table 10: Classification accuracies based on three standard data sets

| Class | Iris dataset | Seeds dataset | Wine dataset |
|-------|--------------|---------------|--------------|
|       | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN | Bayes | K-NN | SVM | BPNN |
| A     | 100   | 100  | 98  | 100  | 87.14 | 90   | 88.57 | 91.42 | 84.74 | 91.52 | 76.27 | 100  |
| B     | 96    | 92   | 98  | 98   | 92.85 | 92.85 | 92.85 | 100   | 97.18 | 78.87 | 100   | 95.77 |
| C     | 92    | 98   | 96  | 96   | 95.71 | 95.71 | 94.28 | 95.71 | 100   | 72.91 | 66.67 | 97.91 |
| Average | 96.67 | 97.34 | 97.34 | 91.90 | 91.90 | 95.71 | 95.71 | 93.97 | 97.89 |
VI. Conclusion

Classification of four varieties of rice using variance and covariance features are carried out successfully in this paper. This work not only reduces the feature size to just three but also improves the overall average classification accuracy. Feature extraction using variance-covariance involves simple steps and takes lesser time. It is found that adaptive thresholded BPNN is able to provide better results consistently for all the data sets discussed in this work. It is found that, nature of the input data and proper selection of training data set determines the performance of a classifier. A classifier may not always perform well if the data to be classified are quite challenging. Here, in this paper, the BPNN classifier is able to yield an average
classification accuracy of 100% using variance and co-variance features as compared to other classifiers. This shows that BPNN is the appropriate choice for classification of bulk rice grain for the three data sets presented in this paper. It can also be seen from the result, that the performance of the BPNN with adaptive thresholding, also holds good with the three standard datasets considered in this paper.
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