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Theory and Simulation

In the detailed theory worked out below, we show the extended molecular optomechanical model and describe what approximations have been used in these derivations (Section S1). We then calculate the specific vibrations modes for the molecules probed in the experiments (Section S2), and the specific plasmon modes in the nanoparticle-on-mirror (NPoM) structures used (Section S3). Using these, we then calculate the parameters for our optomechanical model within the experimental situation here (Section S4), and finally compare the simulations to the experiment (Section S5).

To help the reader, we provide some additional information, starting with a direct comparison of the single-mode optomechanical model with the continuum-field extension used here (Section S6). We then provide a simplified formula to understand the Raman lineshifts that are produced, as well as what intensity thresholds can be identified (Section S7). Finally, we also show that these can be understood in terms of local dipoles (Section S8), and confirm that introducing vibrational anharmonicity does not account for the results (Section S9).

S1. Molecular Optomechanical Theory

In a previous study, the molecular optomechanical theory of non-resonant Surface-Enhanced Raman Scattering (SERS) by Dezfouli and Hughes, which considered a single molecule and a single vibration, was extended to a single molecule with multiple vibrations. In such a theory, the electromagnetic field of the nanocavity (plasmonic response) was quantized in a dispersive and lossy medium using a classical dyadic Green’s function and, this continuum of quantized electric field was coupled with the molecular vibrations via the optomechanical interaction. Finally, the electromagnetic field degree of freedom was eliminated to achieve an effective master equation for the molecular vibrations.

This approach, applied in the work here, accounts for the full complexity of the plasmonic response via continuum-field theory. In contrast, the simpler molecular optomechanics description considers a single plasmonic mode. We sketch in Figure S1 these two conceptual optomechanical frameworks, which show their essence and details.

![Figure S1. Theoretical frameworks for molecular optomechanics within (a-d) cavity single-mode (on left side) and (e-g) continuum-field (on right side) descriptions.](image)
Figure S1 (a) shows that, in the situation of a single plasmonic mode of (angular) frequency $\omega_{pl}$, this mode couples with a molecular vibration of much lower frequency $\omega_v$. The strength of the interaction is given by the optomechanical coupling $g_{\text{opt}}$. As a consequence of this coupling, the laser excitation at frequency $\omega_l$ results in Stokes and anti-Stokes Raman lines at frequencies $\omega_l - \omega_v$ and $\omega_l + \omega_v$ (Figure S1 b). The spring shift effect can induce changes in the vibrational frequency so that emission now occurs at modified $\omega_l - (\omega_v - \Delta \omega)$, and $\omega_l + (\omega_v - \Delta \omega)$ frequencies. This shift is important to understand the results at large laser intensities used in the experiments. Figure S1 (c) illustrates the corresponding energy scheme for the plasmon mode and the molecular vibration, which are both treated as quantized harmonic oscillators. For the molecule, this model corresponds to approximating the full potential energy surface for the electronic ground state as parabolic. The Hamiltonians of the plasmon $\hat{H}_{pl}$, the molecular vibration $\hat{H}_{vib}$ and the optomechanical interaction $\hat{H}_{\text{int}}$ are explicitly written in Figure S1 (d), where $\hat{a}^\dagger, \hat{a} (\hat{b}_p^\dagger, \hat{b}_p)$ are the creation and annihilation operators of the plasmon (vibrational) quanta. We notice in particular that the optomechanical coupling term is given by $\hbar g_{\text{opt}} \hat{a}^\dagger \hat{a} (\hat{b}_p^\dagger + \hat{b}_p)$ (note, in the main text, this optomechanical coupling is written for concision as $g$). Losses are included via Lindblad operators and the master equation (not written explicitly in the panel for simplicity).

For the NPoM system studied in this work on the other hand, describing the plasmonic system as a single mode is insufficient and it is necessary to incorporate the full modal structure, as depicted in Figure S1 (e-g). The complex plasmonic response (Figure S1 e) requires a continuum-field description corresponding to a continuum of electromagnetic modes (annihilation operator $f (r, \omega_f)$ of frequency $\omega_f$ and at position $r$), which couple with the molecular vibration (again treated as a harmonic oscillator). The resulting Hamiltonian is given in Figure S1 (g) where $\hat{\mu}_p$ and $\hat{E}(r_s)$ are the Raman polarization tensor and the quantized electric field operator at the molecular position $r_s$. Here, this total electric field operator is the integral of field operators $\hat{E}(r_s, \omega_f)$ associated with different frequencies $\omega_f$ and is a function of the $\hat{f}(r, \omega_f)$ operators and of the dyadic Green’s function $\hat{G}(r, r', \omega_f)$ [together with a prefactor that depends on the permittivity $\varepsilon_0$ and light speed $c$ in vacuum and the imaginary part of permittivity $\varepsilon'(r', \omega_f)$]. This description already contains the plasmonic losses so that only vibrational losses need to be incorporated via Lindblad operators.

In principle, we can easily generalize the molecular optomechanical theory to the more complex situation involving multiple molecules and multiple vibrations. In this case, the different vibrational modes of the same molecule or different molecules can be correlated with each other. As shown in our previous study, this kind of correlation is small if the different vibrational modes are strongly off-resonant with each other.

In contrast, the same vibrational mode of identical molecules becomes strongly correlated due to their degenerate tuning. Thus, in the following we focus on the particular case of a single vibrational mode and multiple molecules. To describe this situation, we modify the theory presented in Ref. [1] with the following procedures: (i) we replace the index $v$ of the vibrational modes of a single molecule with the molecular index $s$; and (ii) we extend the dyadic Green’s functions $\hat{G}(r_m, r_m; \omega), \hat{G}(r_d, r_m; \omega)$ for the single molecule at position $r_m$ and the detector at position $r_d$, to the more general ones $\hat{G}(r_{s'}, r_s; \omega), \hat{G}(r_{d'}, r_s; \omega)$ for the $s$-th and the $s'$-th molecules at positions $r_s$ and $r_{s'}$, and the detector at position $r_d$. As the derivation is a straightforward extension of the results in Ref. [1], we just present the final results and main ideas in Sections S1.2 and S1.3. Additionally, we summarize in Section S1.1 all the approximations involved in the development of the molecular optomechanical framework used in this work.
**S1.1 Approximations in the Description of Molecular Optomechanical Interactions**

### Approximations used

**Individual molecules**
- non-resonant Raman
- simple chemical enhancement of Raman tensor
- harmonic potential energy surface
- no IntraMolecular Vibrational energy Redistribution (IVR)

**Self-assembled layer of molecules**
- no inter-molecular binding (charge transfer, electron tunneling)
- no inter-molecular energy exchange

**NPoM Nano-cavity**
- local and linear response
- no electron tunneling

**Molecule-NPoM interaction**
- linearization of optomechanical coupling
- Born-Markov approximation
- rotating-wave approximation

---

**Figure S2. Summary of the approximations used in the molecular optomechanical framework here.**

In the theory of molecular optomechanics used in this paper, a number of approximations are adopted as summarized in Figure S2, and their validity is justified below:

- **Electronic excited states of the molecules (not populated due to the large laser detuning) do not need to be considered.** We thus follow the standard theory of non-resonant Raman scattering, in which the effect of excited states is properly included indirectly through the Raman tensor of the molecular vibrations. This key parameter is calculated using rigorous atomistic DFT calculation that includes (partially) the chemical effects (Section S2). We assume a parabolic potential energy surface for the electronic ground state, so that the vibrational modes can be modeled as harmonic oscillators - the validity of this approximation is discussed in detail in Section S9. Lastly, we do not consider intra-molecular vibrational energy redistribution (IVR) processes\(^5,6\), which we expect to be more important for the low-energy vibrational modes, instead of the 1586 cm\(^{-1}\) mode which is the focus here. Furthermore, these IVR processes should not affect the emergence of collective modes that explain the behavior of the system.

- **The Raman tensor is obtained for isolated molecules, and thus charge transfer, electron-tunneling or energy exchange between molecules are not included.** For the biphenyl-4-thiol (BPT) molecules (and in contrast to redox molecules recently studied\(^7\)), charge transfer is not seen (or expected). Previous DFT calculations\(^8\) show that the Raman polarizability of individual molecules thiol-attached to a gold atom incorporates the effect of partial charge transfer from the substrate and are in good agreement with the low-power Raman spectra of molecular monolayers. DFT also confirms that electronic inter-molecular interactions are very weak contributing <5 cm\(^{-1}\) shifts. Electron tunneling is not a factor until >10\(^9\) Vm\(^{-1}\) electrical fields are applied, as recently confirmed experimentally for these molecules\(^9\).

- **The optical response of the NPoM nanocavity is modeled by using linear and local classical electromagnetic theory.** Non-locality modifies slightly the effective gap size\(^10\) and the exact contribution of higher order modes to the self-interaction Green’s function\(^11\). These effects (which only become strong for gaps much narrower than those considered here) might introduce a correction to the calculated values, but do not affect the observed trends. Similarly, quantum effects such as electron-tunneling only become important for considerably narrower gaps\(^12\). Crucially, our model incorporates the full plasmonic response via the dyadic Green’s function, instead of the contribution from a finite number of modes\(^1\).
To solve the resulting optomechanical Hamiltonian describing the non-resonant Raman process, the field exciting the molecular vibrations is considered to be classical. This neglects a small optomechanically-induced energy shift of the plasmonic response and effectively linearizes the Hamiltonian. The linearization affects the optomechanical response only weakly for typical coupling strengths, introducing a significant error only when the optomechanical coupling strength is comparable or larger than the plasmonic losses. Here, the coupling of the 1586 cm\(^{-1}\) vibration of a single molecule with the (20) plasmonic mode is 0.06 meV, which is three orders of magnitude smaller than the plasmonic losses 135 meV (Section S6). The Hamiltonian is then solved using the Born-Markovian approximation according to the standard open quantum system approach, which is well justified for our system because the optomechanical coupling and vibrational dynamics are significantly slower than the plasmonic dynamics. During the theoretical derivation, the rotating wave-approximation (RWA) has been applied in several places, which ignores fast oscillating components. Normally, the RWA fails only for significantly coupling strengths, which do not occur in our system. In addition, the validity of the RWA for our system has also been checked numerically.

**Figure S3. SERS from many molecules inside a NPoM nanocavity.** (a) Illumination of the NPoM by a plane wave (laser) with frequency \(\omega_0\), propagation wave-vector \(k_0\) and amplitude \(E_0\), and the detection of the Stokes and anti-Stokes Raman scattering photons at frequencies \(\omega_0 - \omega_s\), \(\omega_0 + \omega_s\) by the detector in the far-field. The exact geometry of the NPoM system is given in Section S3. (b) Zoom-in of the gap region, where the BPT molecules are treated as point-like dipoles, and their vibrational modes are modified by the parameters \(\Omega^{\pm}_{ss'}, \Gamma^{\pm}_{ss'}\) (with \(s \neq s'\)). In addition, the propagation of the Raman photons of individual molecules is captured by \(K^{\pm}_{ss'}\) while the interference of the scattering of different molecules is given by \(K^{\pm}_{ss's'}\) (with \(s \neq s'\)).
S1.2 Expressions for the SERS Spectra

We now present a detailed derivation of the inelastic response. In the generalized theory, the differential power of the Raman scattering is determined by

$$\frac{dP}{d\omega} = \sum_{s=1}^{N_m} \text{Re}\{ K_{ss}^{sl}(\omega) [S_{ss}^{st}(\omega - \omega_i) + S_{ss}^{as}(\omega - \omega_l)] \} + \sum_{s=1}^{N_m} \sum_{s' \neq s} \text{Re}\{ K_{s's}(\omega) [S_{ss}^{st}(\omega - \omega_i) + S_{ss}^{as}(\omega - \omega_l)] \}. \quad (S1)$$

In this equation, the first line describes the Raman scattering of the \(N\) individual molecules, while the second line captures the interference of the Raman scattering of different molecules\(^{14,15}\). The factors \(K_{ss'}^{s}(\omega)\) are defined as

$$K_{ss'}^{s}(\omega) = \frac{c r^2}{2\pi \varepsilon_0} \left[ \frac{\omega^2}{c^2} G'(r_d, r_s'; \omega) \cdot p_s' \right] \left[ \frac{\omega^2}{c^2} G(r_d, r_s; \omega) \cdot p_s \right]. \quad (S2)$$

Here, the induced Raman dipole \(p_s = \vec{\alpha}_s \cdot \vec{E}(r_s, \omega_i)\) is determined by the Raman polarizability \(\vec{\alpha}_s\) of the \(v\)-th vibrational mode and the local electric field \(\vec{E}(r_s, \omega_i)\) at the molecular position \(r_s\) induced by the laser of frequency \(\omega_i\). \(G(r_d, r_s; \omega)\) is the classical dyadic Green’s function, which relates the electric field at the detector position \(r_d\) with the dipole point source at the molecular position \(r_s\) as \(\vec{E}(r_d, \omega) = \omega^2 / c^2 \varepsilon_0 \vec{G}(r_d, r_s; \omega) \cdot p_s\). In addition, \(c, \varepsilon_0, r\) are the speed of light in vacuum, the vacuum permittivity, and the molecule-detector distance, respectively. Here, we have updated the definition of the propagation factor compared to Ref. [1] in order to write the differential scattering power for many molecules in a compact and matrix-form, see Eq. (S16) and (S17).

Importantly, the terms in the brackets of Eq. (S1) describe the frequency- and excitation-dependence of the Stokes (st) and anti-Stokes (as) Raman scattering spectral density component \(S_{ss'}^{st}(\omega) = \int_{-\infty}^{\infty} dt e^{-i\omega t} \theta(t) \langle \hat{b}_s(t) \hat{b}_s' \rangle \rangle (0)\) and \(S_{ss'}^{as}(\omega) = \int_{-\infty}^{\infty} dt e^{-i\omega t} \theta(t) \langle \hat{b}_s^+(t) \hat{b}_s' \rangle \rangle (0)\) for \(s = s'\) and \(s \neq s'\). These dependencies are defined by the Fourier transform of the two-time correlations \(\langle \hat{b}_s(t) \hat{b}_s' \rangle \rangle (0)\), \(\langle \hat{b}_s^+(t) \hat{b}_s' \rangle \rangle (0)\) with \(r\) the time difference from the steady state labeled by 0 and \(\cdot\) indicating the average. Here, \(\hat{b}_s, \hat{b}_s^+\) are the creation and annihilation operators of the \(v\)-th vibrational mode of the \(s\)-th molecule, and \(\theta(t)\) accounts for the causality of the two-time correlations. The equations for the two-time correlations can be derived from the equations for the vibrational amplitudes \(\langle \hat{b}_s(t) \rangle, \langle \hat{b}_s^+(t) \rangle\) by applying the quantum regression theorem\(^{16}\). The equations for \(\beta_s \equiv \langle \hat{b}_s \rangle\) are given by Eq. (1) in the main text. Using these equations and carrying out the Fourier transform, we obtain the following equations

\begin{align}
i \left[ (\omega + \omega_i - i\frac{\nu}{2}) - v_{ss'}^{(1)} \right] S_{ss'}^{st}(\omega) - i \sum_{s'' \neq s}^{N_m} v_{ss''}^{(1)} S_{s's''}^{st}(\omega) &= 1 + \langle \hat{b}_s^+ \hat{b}_s \rangle_{ste}, \quad (S3) \\
 i \left[ (\omega + \omega_i - i\frac{\nu}{2}) - v_{ss'}^{(1)} \right] S_{ss'}^{st}(\omega) - i \sum_{s'' \neq s}^{N_m} v_{ss''}^{(1)} S_{s's''}^{st}(\omega) &= \langle \hat{b}_s^+ \hat{b}_s \rangle_{ste}, \quad (S4) \\
 i \left[ (\omega - \omega_i - i\frac{\nu}{2}) + v_{ss'}^{(2)} \right] S_{ss'}^{as}(\omega) + i \sum_{s'' \neq s}^{N_m} v_{ss''}^{(2)} S_{s's''}^{as}(\omega) &= \langle \hat{b}_s^+ \hat{b}_s \rangle_{ste}, \quad (S5) \\
 i \left[ (\omega - \omega_i - i\frac{\nu}{2}) + v_{ss'}^{(2)} \right] S_{ss'}^{as}(\omega) + i \sum_{s'' \neq s}^{N_m} v_{ss''}^{(2)} S_{s's''}^{as}(\omega) &= \langle \hat{b}_s^+ \hat{b}_s' \rangle_{ste}. \quad (S6)
\end{align}
Equation (S3) describes the Stokes Raman densities of individual molecules. Here, \( \omega_v \) and \( v_v \) are the frequency, and the intrinsic decay of the \( v \)-th vibrational mode. \( \nu_{ss}^{(1)} \) is defined as \( \nu_{ss}^{(1)} = \nu_{ss} = (S_{ss}^+)^* + S_{ss}^- \) (with the spectral densities \( S_{ss}^\pm \) given by Eq. (2) in the main text), and its real part Re\( \nu_{ss} \) and imaginary part Im\( \nu_{ss} \) describe the reduction of the vibrational density and the change of the vibrational decay, respectively, that occur due to the optomechanical coupling. \( \nu_{ss}^{(1)} = \frac{1}{2}(\Omega_{ss}^+ + \Omega_{ss}^-) \) and \( \Omega_{ss}^\pm \) describe the coupling with other molecules. \( \langle \hat{b}_{s}^\dagger \hat{b}_{s} \rangle_{ste} \) describes the vibrational population of the \( s \)-th molecule at steady-state (indicated by the sub-index "ste"). Equation (S4) describes the coupling of the individual Stokes densities of the \( s \)-th and \( s' \)-th molecule. This equation has a similar structure as Eq. (S3) except that it depends on the correlation \( \langle \hat{b}_{s}^\dagger \hat{b}_{s} \rangle_{ste} \) of the \( s' \)-th and \( s \)-th molecule. Since the correlation is usually smaller than 1 (see below), \( S_{ss}^{as}(\omega) \) contributes less to the final Stokes density than \( S_{ss}^{st}(\omega) \).

From the spectral density \( S_{ss}^{\pm}(\omega) \), we can obtain the parameters \( \Omega_{ss}^\pm \) and \( \Gamma_{ss}^\pm \) (with \( s = s' \) and \( s \neq s' \)):

\[
\Omega_{ss}^\pm = \frac{1}{2\hbar\epsilon_0} \left( \frac{\omega_1 + \omega_2}{c} \right)^2 \left( p_1^s \cdot \text{Re} \mathcal{G}(r_s', r_s; \omega_1 + \omega_2) \cdot p_s \right),
\]

\[
\Gamma_{ss}^\pm = \frac{1}{2\hbar\epsilon_0} \left( \frac{\omega_1 + \omega_2}{c} \right)^2 \left( p_1^s \cdot \text{Im} \mathcal{G}(r_s', r_s; \omega_1 + \omega_2) \cdot p_s \right),
\]

which depend on the real and imaginary part of the dyadic Green’s function \( \mathcal{G}(r_s', r_s; \omega) \) between the \( s \)-th molecule (at the position \( r_s \)) and the \( s' \)-th molecule (at the position \( r_{s'} \)). The parameters with the superscript "+" ("−") are evaluated at the Stokes frequency \( \omega_1 - \omega_2 \) (anti-Stokes frequency \( \omega_1 + \omega_2 \)). Since we focus on the optomechanical effects due to the plasmonic field, we only use in the calculations the contribution of the scattered field of the NPoM nanocavity to the dyadic Green’s function\(^1\).

In the same way, we can understand Eqs. (S5) and (S6) for the anti-Stokes Raman density components of individual molecules and pairs of molecules. In these equations, \( \nu_{ss}^{(2)} \) and \( \nu_{ss}^{(2)} \) (with \( s \neq s' \)) are defined as \( \nu_{ss}^{(2)} = (\nu_{ss}^{(1)})^* \) and \( \nu_{ss}^{(2)} = (\nu_{ss}^{(1)})^* \), respectively. The anti-Stokes density of individual molecules depends explicitly on the vibrational population. Since the correlation can become comparable with the vibrational population for moderate laser illumination (see below), \( S_{ss}^{as}(\omega) \) contributes to the final anti-Stokes density almost as much as \( S_{ss}^{st}(\omega) \). Additionally, since the populations and correlations are normally much smaller than 1, the anti-Stokes spectral density is much smaller than the Stokes density [as seen by comparing Eq. (S5) to Eq. (S3)].

To obtain the Stokes and the anti-Stokes Raman densities, we need to solve the coupled equations (S3) and (S4). Similarly, the corresponding anti-Stokes results are obtained from Eqs. (S5) and (S6). To this end, we introduce the matrices

\[
M = (\omega_v - i \frac{\nu_v}{2}) I - \begin{bmatrix} \nu_{11}^{(1)} & \cdots & \nu_{11}^{(1)} \\ \vdots & \ddots & \vdots \\ \nu_{1N}^{(1)} & \cdots & \nu_{1N}^{(1)} \end{bmatrix}, \quad \nu^{st, as}(\omega) = \begin{bmatrix} S_{11}^{st}(\omega) & \cdots & S_{1N}^{st}(\omega) \\ \vdots & \ddots & \vdots \\ S_{N1}^{as}(\omega) & \cdots & S_{NN}^{as}(\omega) \end{bmatrix},
\]

\[
B = \begin{bmatrix} \langle \hat{b}_1^\dagger \hat{b}_1 \rangle & \cdots & \langle \hat{b}_N^\dagger \hat{b}_1 \rangle \\ \vdots & \ddots & \vdots \\ \langle \hat{b}_1^\dagger \hat{b}_N \rangle & \cdots & \langle \hat{b}_N^\dagger \hat{b}_N \rangle \end{bmatrix}
\]

\[
(9)
\]
to rewrite the coupled equations in a matrix form

\[ i \omega S^{st}(\omega) + iMS^{st}(\omega) = I + B, \quad (S10) \]
\[ i \omega S^{as}(\omega) - i(M^*)^T S^{as}(\omega) = B^T. \quad (S11) \]

where \( I \) is an identity matrix. To solve these equations, we first solve the eigenvalue problem

\[ Mc_\phi = \lambda_\phi c_\phi \quad (S12) \]

with the eigenvalue \( \lambda_\phi \) and the \( \phi \)-th eigenvector \( c_\phi = \{ \ldots c_{\phi s} \ldots \} \). These eigenvectors correspond to the collective vibrational modes, where the squared module \( |c_{\phi s}|^2 \) describes the contribution of the \( s \)-th molecule, and the real and imaginary part of \( \lambda_\phi \) describe the frequency shift relative to \( \omega_v \) and the decay rate of these collective modes. From the eigenvalues and vectors, we can construct the singular matrix \( S \) and the diagonal matrix \( \Lambda \):

\[
S = \begin{bmatrix}
c_{11} & \cdots & c_{N1} \\
\vdots & \ddots & \vdots \\
c_{1N} & \cdots & c_{NN}
\end{bmatrix}, \quad \Lambda = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \lambda_N
\end{bmatrix}
\quad (S13)
\]

With these matrices, we obtain the following solutions of Eq. (S10) and (S11)

\[ S^{st}(\omega - \omega_l) = S \frac{1}{i(\omega - \omega_l)I + \Lambda} S^{-1}(I + B), \quad (S14) \]
\[ S^{as}(\omega - \omega_l) = S \frac{1}{i(\omega - \omega_l)I - \Lambda^*} S^{-1} B^T. \quad (S15) \]

Inserting the above solutions into Eq. (S1) and then rearranging the matrix multiplication, we obtain the Stokes Raman spectrum

\[ \frac{dP^{st}}{d\Omega} = \text{Re} \sum_{\phi=1}^{N} \frac{1}{i(\omega - \omega_l + \lambda_\phi)} [S^{-1}(I + B)K^+S]_{\phi \phi}, \quad (S16) \]

and the anti-Stokes Raman spectrum

\[ \frac{dP^{as}}{d\Omega} = \text{Re} \sum_{\phi=1}^{N} \frac{1}{i(\omega - \omega_l - \lambda_\phi^*)} [S^{-1}B^TK^{-1}S]_{\phi \phi}. \quad (S17) \]

Here, \( K^\pm \) is the matrix form of the propagation factors \( K^+_{s's'} = K_{s's'}(\omega_l \mp \omega_v) \). We see that the Stokes (anti-Stokes) spectrum is constituted by Lorentzian functions with the frequencies \( \omega_l - \text{Re}\lambda_\phi \) and \( \omega_l + \text{Re}\lambda_\phi \) and the linewidths \( 2|\text{Im}\lambda_\phi| \), and the amplitude of the different collective modes is given by the diagonal elements of the term in the brackets.

Since the vibrational population and the correlation are typically much smaller than 1, i.e. \( \langle \hat{b}_s^\dagger \hat{b}_s \rangle, \langle \hat{b}_s^\dagger \hat{b}_{s'} \rangle \ll 1 \) (see below), we can approximate Eq. (S16) as

\[ \frac{dP^{st}}{d\Omega} \approx \text{Re} \sum_{\phi=1}^{N} \frac{1}{i(\omega - \omega_l + \lambda_\phi)} [S^{-1}K^+S]_{\phi \phi}. \quad (S18) \]

This indicates that the collective modes are essentially caused by the coupling of the vibrational modes.
S1.3 Expressions for the Vibrational Population and Correlation

To compute the Stokes and anti-Stokes spectrum with Eqs. (S16) and (S17), we have to first compute the vibrational population \( \langle \hat{b}^+_s \hat{b}_s \rangle \) and correlation \( \langle \hat{b}^+_s \hat{b}_{s'} \rangle \) (with \( s \neq s' \)). The equation for \( \langle \hat{b}^+_s \hat{b}_s \rangle \) reads
\[
\frac{\partial}{\partial t} \langle \hat{b}^+_s \hat{b}_s \rangle = -\gamma_v \langle \hat{b}^+_s \hat{b}_s \rangle + n_v^{\text{th}} \gamma_v + \Gamma_s^+ + (\Gamma_{ss}^- - \Gamma_{ss}^+) \langle \hat{b}^+_s \hat{b}_s \rangle + i \sum_{s' \neq s} N_m \left( \langle \hat{b}^+_s \hat{b}_{s'} \rangle v_{ss'}^{(1)} - v_{ss'}^{(2)} \langle \hat{b}^+_s \hat{b}_{s'} \rangle \right).
\]
(S19)

The first line describes the intrinsic vibrational decay with rate \( \gamma_v \) and the thermal excitation at temperature \( T \) with the thermal population \( n_v^{\text{th}} = [\exp(\hbar \omega_v / k_B T) - 1]^{-1} \) \((k_B \) is the Boltzmann constant). The second line describes the optomechanical coupling-induced vibrational pumping and damping with the rates \( \Gamma_{ss}^+ \), \( \Gamma_{ss}^- \) for the individual molecules. The third line describes the coupling to the correlations with other molecules. The equation for \( \langle \hat{b}^+_s \hat{b}_{s'} \rangle \) between the \( s \)-th and \( s' \)-th molecule \((s \neq s')\) has the following form:
\[
\frac{\partial}{\partial t} \langle \hat{b}^+_s \hat{b}_{s'} \rangle = -i(\omega_s - \omega_{s'}) \langle \hat{b}^+_s \hat{b}_{s'} \rangle - \frac{1}{2}(\gamma_{s'} + \gamma_s) \langle \hat{b}^+_s \hat{b}_{s'} \rangle + i \left( v_{s's'}^{(1)} - v_{ss}^{(2)} \right) \langle \hat{b}^+_s \hat{b}_{s'} \rangle + \Gamma_{ss}^+ + \Gamma_{ss}^-
\]
\[
+ i \left( \langle \hat{b}^+_s \hat{b}_{s'} \rangle v_{ss'}^{(1)} - v_{ss'}^{(2)} \langle \hat{b}^+_s \hat{b}_{s'} \rangle \right)
+ i \sum_{s'' \neq s, s'} N_m \left( \langle \hat{b}^+_s \hat{b}_{s''} \rangle v_{s's''}^{(1)} - v_{s's''}^{(2)} \langle \hat{b}^+_s \hat{b}_{s''} \rangle \right).
\]
(S20)

The first line indicates that the correlation depends on the vibrational frequency difference \( \omega_s - \omega_{s'} \) (and thus is a resonant phenomenon) and the dephasing rate \((\gamma_{s'} + \gamma_s)/2 \) of the different molecules. In our study, we focus on the same vibrational mode for the molecules, and thus have \( \omega_s - \omega_{s'} = 0 \) and \((\gamma_{s'} + \gamma_s)/2 = \gamma_v \). The second line describes the change of the frequency and the dephasing rate as given by \( \text{Re}(v_{s's'}^{(1)} - v_{s's''}^{(2)}) \) and \( \text{Im}(v_{s's'}^{(1)} - v_{s's''}^{(2)}) \), respectively, and the pumping of the correlation by the rate \( \Gamma_{ss}^+ \). The third line couples the correlation with the vibrational population of individual molecules. The last line couples the correlation with the correlations between other pairs of molecules.

To solve the coupled equations (S19) and (S20), we introduce the abbreviation \( \eta_{ss'} = \Gamma_{ss'}^+ + \delta_{ss'} n_v^{\text{th}} \gamma_v \) to rewrite them in a compact form
\[
\frac{\partial}{\partial t} \begin{pmatrix} \langle \hat{b}^+_s \hat{b}_s \rangle \\ \langle \hat{b}^+_s \hat{b}_{s'} \rangle \end{pmatrix} = -\gamma_v \begin{pmatrix} \langle \hat{b}^+_s \hat{b}_s \rangle \\ \langle \hat{b}^+_s \hat{b}_{s'} \rangle \end{pmatrix} + \eta_{ss'} + i \sum_{s'' \neq s} N_m \left( \langle \hat{b}^+_s \hat{b}_{s''} \rangle v_{s's''}^{(1)} - v_{s's''}^{(2)} \langle \hat{b}^+_s \hat{b}_{s''} \rangle \right).
\]
(S21)

Then, we introduce the vectors and matrices with elements \( x_{s} = \langle \hat{b}^+_s \hat{b}_{s'} \rangle, \lambda = \eta_{ss'}, \Gamma_{s} = \delta_{s} n_v^{\text{th}} \gamma_v, \nu_{s}^{1} = \nu_{s}^{1} v_{s's's'}^{(1)}, \nu_{s}^{2} = \nu_{s}^{2} v_{s's's''}^{(2)}, \) where the labels \( \alpha, \beta \) are defined as \( \alpha = s \times N_m + s' \) and \( \beta = s'' \times N_m + s'' \) with \( N_m \) the number of molecules. With these vectors and matrices, we can rewrite Eq. (S21) in matrix form
\[
\frac{\partial}{\partial t} x = -[\Gamma - i(\nu^{1} - \nu^{2})] x + \lambda
\]
(S22)

The steady-state solution is simply \( x_{s'te} = [\Gamma - i(\nu^{1} - \nu^{2})]^{-1} \lambda \), from which we obtain the steady-state values of the vibrational population \( \langle \hat{b}^+_s \hat{b}_s \rangle_{s'te} \) and the correlations \( \langle \hat{b}^+_s \hat{b}_{s'} \rangle_{s'te} \) (with \( s \neq s' \)).
S2. DFT Calculations of Raman-active Molecular Vibrational Modes

We obtain the vibrational properties of the BPT molecule binding to a single gold atom (see Figure S3 b) by carrying out DFT calculations with the Gaussian 16 package<sup>17</sup>, where we utilize the B3LYP hybrid functional, 6-31 G(d,p) basis set for the carbon, sulphur and hydrogen atoms, and the LANL2DZ basis set for the gold atom. Here, we consider the binding with a single gold atom to partially account for the enhancement of the Raman tensor due to charge transfer between the molecule and the gold substrate (known as chemical enhancement of SERS). From the calculations, we identify the three main Raman-active vibrational modes as the dominant peaks measured in the experiment, and summarize their wavenumber and Raman tensor in Table S1.

Table S1. Wavenumber and Raman tensor components $R_{ij}$ (with $i,j = x,y,z$) in units $\varepsilon_0 \AA^2 \text{amu}^{-1/2}$ of three Raman-active vibrational modes of the BPT molecule binding with a single gold atom. The wavenumber $\omega_v$ has been scaled by a factor 0.967 for better match with the experiments.

| $\omega_v$ (cm$^{-1}$) | $R_{xx}$ | $R_{xy} = R_{yx}$ | $R_{xz} = R_{zx}$ | $R_{yy}$ | $R_{yz} = R_{zy}$ | $R_{zz}$ |
|------------------------|----------|-------------------|-------------------|----------|-------------------|----------|
| 1066 cm$^{-1}$         | 3.9      | -0.3              | 11.8              | 11.5     | 16.0              | 141.5    |
| 1269 cm$^{-1}$         | 3.9      | -0.5              | -15.4             | 8.2      | 5.9               | 127.9    |
| 1586 cm$^{-1}$         | 2.6      | 2.7               | -7.5              | -6.5     | 22.9              | 277.1    |

Figure S4. Raman activity for different vibrational modes in BPT, with those studied here circled. We note the scaling (Eq. (S34)) of the frequency shifts as $R^2/\omega_v$, which is shown by the dashed line. Note that DFT of the low frequency modes is unreliable, but gives an indication that low frequency modes may also be prone to light-induced shifts.
S3. Plasmonic Response of the NPoM Nanocavity

We simulate the NPoM nanocavity shown in Figure S3 with the Boundary Element Method (BEM)\textsuperscript{18,19} as implemented in the Metal Nanoparticle BEM toolkit\textsuperscript{20,21}, and present the results in Figure S5. The NPoM nanocavity is formed by a truncated gold nanosphere of diameter 90 nm (slight deviation from experimental size to match resonance wavelength) and a bottom facet of 16 nm radius separated from a gold substrate by a dielectric layer of 1.3 nm thickness and dielectric constant $\varepsilon_g = 2.1$. The dielectric $\varepsilon_{Au}$ of gold is taken from Johnson-Christy\textsuperscript{22}, and the full system is placed in air. The NPoM nanocavity is illuminated by a plane-wave with an incident angle of 55° with respect to the normal of the substrate, and the scattered Raman photons are collected along the reflected direction.

We observe in Figure S5 (a) two peaks around 830 nm and 670 nm in the computed far-field scattering spectrum (black line), which match those measured in the experiments, and two peaks at the same wavelengths in the near-field spectrum (blue line). We identify these peaks as the (10) and (20) plasmon modes according to the nomenclature in Ref. [23], whose near-field distributions in the nanocavity show anti-nodes in the radial direction as shown in Figure S5(b,c), respectively. The (20) mode is also seen in the experiments as a weak scattering peak [Figure 3(a) in the main text]. Recent work shows that the out-coupling efficiency of the (20) mode is a strong function of the facet shape, and triangular facets (as most prevalent in nanoparticles used here\textsuperscript{24}) depress it still further compared to the (10) peak than for circular facets. However, as the simulations show in Figure S5(a), the near field is still large at (20) compared to (10), which is why it is important in the optomechanical coupling below.

![Figure S5. Simulated electromagnetic response of the NPoM nanocavity. (a) Far-field scattering spectrum (black line, left axis) and absolute value of the near-field enhancement $|E_y/E_0|$ (blue line, right axis) at the centre of the nanocavity. The peaks in the spectra are identified as the (10) plasmonic mode (at $\lambda_{(10)} = 830$ nm) and the (20) plasmonic mode (at $\lambda_{(20)} = 670$ nm). (b,c) Absolute value of the electric field enhancement $|E_y/E_0|$ mapping in the $x-y$ plane through the nanocavity centre for the wavelengths $\lambda_{(10)}$, $\lambda_{(20)}$, respectively. (d,e) Imaginary part (d) and real part (e) of the scattered dyadic Green’s function $zz$-component ($\omega/c)^2 G_{zz}(\mathbf{r}_s', \mathbf{r}_s; \omega)$ of the NPoM nanocavity (blue solid lines) and of the MIM structure [red dashed lines, obtained with Eq. (S23)] as a function of wavelength $\lambda$ for increasing separation $|\mathbf{r}_s' - \mathbf{r}_s|$ in steps of 0.5 nm (with $\mathbf{r}_s$ corresponding to the middle point of the nanogap $(x, y, z)=(0, 0, d/2)$ and $\mathbf{r}_s'$ situated in the middle plane $z=0.5d$). The largest peak in the imaginary part is identified as the Plasmonic Pseudo-Mode (PPM) (at $\lambda_{PPM} = 520$ nm) formed by the overlapping higher order plasmonic modes. (f) Real part (dashed lines) and imaginary part (solid lines) of the dyadic Green’s function as a function of the separation $|\mathbf{r}_x' - \mathbf{r}_x|$ for $\lambda_{(10)}$ (blue lines), $\lambda_{(20)}$ (red lines), and $\lambda_{PPM}$ (green lines).](image-url)
We see in Figure S5(d) an additional peak at 520 nm in the imaginary part of the dyadic Green's function besides the peaks at the (10) and (20) plasmon modes (note that we always consider the scattered dyadic Green’s function). We identify this extra peak as the Plasmon Pseudo-Mode (PPM) formed by the overlapping of many higher order plasmonic modes. Further, the contribution of all modes leads to a large real part of the dyadic Green’s function [Figure S5(e)] that varies slowly across a large wavelength range, except for Fano-like features at the wavelengths of the resonant (10) and (20) plasmon modes. Note that Figure S5(d,e) show the evolution of the real (d) and imaginary (e) parts of the Green's function between one molecule at the nanocavity centre and another molecule moving away from the centre. In general, the Green's function decreases with increasing inter-molecular distance.

To better observe this distance dependence, we show in Figure S5(f) the evolution of the real (dashed lines) and imaginary (solid lines) part of the dyadic Green's function as a function of the position of the second molecule, at the wavelengths of the (10) mode (blue lines), (20) mode (red lines), and the PPM (green lines). The real part drops to zero in a short distance ~2.5 nm, while the qualitative behaviour of the imaginary part depends more strongly on the wavelength. The imaginary part for the wavelength of the (10) mode is small and decreases monotonously (blue solid line), while that for the wavelength of the (20) mode is larger but becomes negative for distances larger than 10 nm (red solid line). Both results approximately follow the near-field distribution of the corresponding modes, as shown in Figure S5(b,c), so that their variation with distance is slower than for the real part. By contrast, for the frequency corresponding to the PPM the imaginary part drops to zero in a short distance, ~2.5 nm, in a similar way as the real part.

In Section S3.1, we derive a semi-analytical expression of the dyadic Green's function of the corresponding Metal-Insulator-Metal (MIM) structure by following the rigorous approach in Ref. [25] [Eq.(S23)] and the image charges method [Eq. (S25)]. The imaginary and real part of Green's function computed with Eq. (S23) are shown with the dashed lines in Figure S5 (d) and (e), respectively, which show great agreement with those for the NPoM nanocavity except for the features around the (10) and (20) plasmon mode. This agreement gives us the opportunity to unravel the physics leading to the large optical spring effect.
S3.1 Dyadic Green’s Function of Metal-Insulator-Metal Structure

To understand the different behaviour of the real and imaginary parts of the dyadic Green's function, we compute it for a metal-insulator-metal (MIM) structure, where the metal is made of gold with permittivity $\varepsilon_{Au}$, and the gap insulator has a permittivity $\varepsilon_g = 2.1$ and thickness of $d = 1.3$ nm (i.e. the gap of the NPoM structure). The two metal-insulator interfaces are located at $z = 0$ and $z = d$, respectively. We are interested in the $zz$-component of the dyadic Green's function $G_{zz}(r_s, r_s', \omega)$ for two molecules located at the middle of the gap $z_s = z_s' = d/2$ and separated from each other by a distance $\rho = |r_s - r_s'|$. We follow the rigorous procedure in Refs. [25,26] to compute this component

$$G_{zz}(r_s, r_s', \omega) = \frac{i}{4\pi} \int_0^\infty dk_p \left[ \frac{k_p^2}{k_g^2 (1 - F \exp(ik_g d))} - \frac{2 F \exp(ik_g d)}{k_g^2 (1 - F \exp(ik_g d))} I_0(k_p \rho) \right]. \quad (S23)$$

Here, $F = \frac{\varepsilon_{Au} k_{gz} - \varepsilon_g k_{Au}}{\varepsilon_{Au} k_{gz} + \varepsilon_g k_{Au}}$ is the Fresnel reflection coefficient, and $k_j = \sqrt{\varepsilon_j \omega / c}$ is the wave-vector in the gold ($j = Au$) and gap insulator ($j = g$). In addition, $k_p, k_{jz} = \sqrt{k_j^2 - k_p^2}$ are the projection of the wavevector in the radial direction and the z-axis, respectively. By analysing the kernel of the integral in Eq. (S23) in the same way as in Ref. [1], we identify that the Green’s function is mainly determined by (i) the propagating surface plasmon mode with radial wavevector $k_p$ much larger than $k_{Au}, k_g$, and (ii) the surface wave mode with even much larger wavevector $k_p$, which both can be related to the so-called plasmon pseudo-modes$^{22,27}$. Since the radial wavevectors of these modes are much larger than the wavevectors of the metal and the insulator, i.e. $k_p \gg k_{Au}, k_g$, we can account for their contribution to the dyadic Green's function by approximating $k_{jz} = \sqrt{k_j^2 - k_p^2} \approx ik_p$ and carrying out the integral in Eq. (S23) to obtain the approximate analytical expression

$$\left(\frac{\omega}{c}\right)^2 G_{zz}(r_s, r_s', \omega) \approx \frac{1}{2\pi \varepsilon_g} \sum_{j=1}^m \left( \frac{\varepsilon_{Au} - \varepsilon_g}{\varepsilon_{Au} + \varepsilon_g} \right)^j \frac{2(jd)^2 - \rho^2}{(jd)^2 + \rho^2} \right]^{5/2}. \quad (S24)$$

This equation can diverge for $J_m \to \infty$ but we verify that the expression for $J_m = 4$ reprises the full behaviour of the dyadic Green’s function of the MIM for distance shorter than $\sim 2.5$ nm (not shown).

A similar expression can also be obtained using an image charge (dipole) method to compute $G_{zz}(r_s, r_s', \omega)$. A vertical dipole $p$ inside the insulator (with dielectric $\varepsilon_g$) near the Au metal substrate ($\varepsilon_{Au}$) at distance $d$ creates two image dipoles inside and outside the metal with amplitudes $\beta p$ and $(1 - \beta)p$, where $\beta = \frac{\varepsilon_g - \varepsilon_{Au}}{\varepsilon_{Au} + \varepsilon_g}$ is the Fresnel reflection coefficient of the dielectric-metal interface in the quasi-static limit. These two image dipoles are required to generate the correct field outside and inside the metal, respectively. Since we are interested in the field outside the metal, we focus below on the first image dipole.

We can apply this image charges method to study the induced field for a vertical dipole in the middle of the MIM gap of thickness $d$. For simplicity, we assume that the initial dipole is located at $z = z_s = d/2$. In this case, the vertical dipole of amplitude $p$ induces two image dipoles inside the upper and lower metal at positions $z - z_s = \pm d$ with amplitude $\beta p$. These image dipoles then create another pair of dipoles inside the metal on the opposite side with amplitude $\beta^2 p$ at positions $z - z_s = \pm 2d$. Following this logic, we get a series of image dipoles with amplitudes $\beta^j p$ at positions $z - z_s = \pm jd$ with $j = 1, 2, \ldots, \infty$. For the vertical dipole with amplitude $p$ at origin, the $z$-component of the generated electric field at position $pe_x + ze_x$ is given by$^{28}$

$$E_z = \frac{p}{4\pi \varepsilon_0 \varepsilon_g} \frac{3(z - z_s) - (\rho^2 + (z - z_s)^2)}{[\rho^2 + (z - z_s)^2]^{3/2}}. \quad (S25)$$

Thus, for the
image dipoles with amplitude $\beta^j p$ at positions $z - z_s = \pm jd$, we obtain electric fields $E_{z}^{\pm j} = \frac{\beta^j p}{4\pi \varepsilon_0 \varepsilon_g} \frac{2(jd)^2 - \rho^2}{(\rho^2 + (jd)^2)^{5/2}}$. From this expression, we obtain the total electric field of all the image dipoles $E_{z}^{\text{tot}} = \sum_{j=1}^{\infty} (E_{z}^{+ j} + E_{z}^{- j})$, and the zz-component of the dyadic Green’s function

$$
\left( \frac{\omega}{c} \right)^2 G_{zz} = \frac{\varepsilon_0 E_{z}^{\text{tot}}}{p} = \frac{1}{2\pi \varepsilon_0 \varepsilon_g} \sum_{j=1}^{\infty} \left( \frac{\varepsilon_{Aus} - \varepsilon_g}{\varepsilon_{Aus} + \varepsilon_g} \right)^j \frac{2(jd)^2 - \rho^2}{(\rho^2 + (jd)^2)^{5/2}}.
$$

(S25)

Since Eq. (S25) is identical to Eq. (S24), we have proven here the equivalence of the plasmon pseudo-mode (full MIM expression) and the image charges.

We have applied Cauchy’s integral theorem to transform the integral along the real radial wave-number25,29 to evaluate numerically Eq. (S23) and obtain the dyadic Green’s function for a MIM structure, see the dashed lines in Figure S5 (d,e). We found that the result of Eq. (S23) agrees both qualitatively and quantitatively with that for the corresponding NPoM nanocavity, see the solid lines in Figure S5 (d,e), except for small features near the (10) and (20) plasmon modes. In addition, we have also verified that the approximated Green’s functions [Eqs. (S24) and (S25)] reproduce correctly the wavelength-dependence of the full expression [Eq. (S23)] for zero-distance ($\rho = 0$) and its real part for large distance, but strongly underestimates the imaginary part of the dyadic Green’s function for large distance. These results verify that the real part of the Green’s function and thus the optomechanical coupling-induced vibrational frequency shift (optical spring effect) can be understood with the plasmon pseudo-mode and, more intuitively, the image charges.

### S4. Optomechanical Parameters: Vibrational Frequency Shift, Damping, Pumping, and Coupling Parameters

We can now combine the calculations in the previous sub-sections to compute the key optomechanical parameters. Figure S6 shows the evolution of $\Omega_{ss'}^{\pm}$ (a-c) and $\Gamma_{ss'}^{\pm}$ (d-f) as functions of the laser wavelength $\lambda_1$ and the inter-molecular distance for the reference laser intensity $I_1 = 1 \mu W/\mu m^2$ (note the smaller intensity used here as compared to the main text). Since all these parameters are linearly proportional to the laser intensity, it is straightforward to calculate their values for other laser intensities. Here, we do not analyse the parameters $K_{ss'}^{\pm}$ (with $s = s'$ and $s \neq s'$) since they do not affect the vibrational broadening and shifts.

According to Eq. (S7) and (S8), $\Omega_{ss'}^{\pm}$ and $\Gamma_{ss'}^{\pm}$ are determined by the product of the local electric field at the laser wavelength $\lambda_1 = 2\pi c/\omega_l$ (via the induced Raman dipoles) and the dyadic Green’s function at the wavelengths $\lambda_{st} = 2\pi c/(\omega_l - \omega \nu)$, $\lambda_{as} = 2\pi c/(\omega_l + \omega \nu)$ of the Stokes and anti-Stokes lines. Since these quantities reach global or local maxima at the wavelengths $\lambda_{(10)}$, $\lambda_{(20)}$ of the (10) and (20) plasmon modes, the optomechanical parameters should achieve large values when either $\lambda_1$ or $\lambda_{st}$, $\lambda_{as}$ match these wavelengths. By matching $\lambda_{st}$, $\lambda_{as}$ with $\lambda_{(10)}$, $\lambda_{(20)}$, we can define the on-resonance laser wavelengths $\lambda_{(10)}^{st} = 2\pi c/(\omega_{(10)} + \omega \nu)$, $\lambda_{(20)}^{st} = 2\pi c/(\omega_{(20)} + \omega \nu)$, and $\lambda_{(10)}^{as} = 2\pi c/(\omega_{(10)} - \omega \nu)$, $\lambda_{(20)}^{as} = 2\pi c/(\omega_{(20)} - \omega \nu)$.
Figure S6. Key optomechanical parameters for two molecules in the cavity. (a,b,c) Vibrational frequency shift parameters $\Omega_{ss}^\pm$ and coherent coupling $\Gamma_{ss}^\pm$ and (d,e,f) vibrational pumping $\Gamma_{ss}^{\pm,\text{ac}}$, damping rate $\Gamma_{ss}^{\pm,\text{incoherent}}$ and incoherent coupling $\Gamma_{ss}^{\pm,\text{in}}$, as functions of the laser wavelength for reference intensity $I_0 = 1 \mu W/\mu m^2$ and increasing inter-molecule distance from 0 to 16 nm in steps of 1 nm (from upper to lower lines). Note that the situation of $\Omega_{ss}^+, \Gamma_{ss}^+$, and $\Gamma_{ss}^-$ (zero inter-molecule distance) thus corresponds to the upper lines in panels a,b,d,e. One of the two molecules is placed at the centre of the gap. Quantities related to the Stokes/ anti-Stokes scattering (with superscripts $^+/−$) are plotted with red/blue lines, respectively. (c,f) show these parameters as functions of inter-molecular distance for wavelengths 830 nm and 670 nm corresponding to the (10) and (20) plasmon modes. Results shown here are for the most Raman-active vibrational mode with wavenumber 1586 cm$^{-1}$. Other parameters are specified in the text.

Figure S6 (a,b) indicate that the parameters $\Omega_{ss}^\pm$ determining the vibrational frequency shift of individual molecules, show two maxima around the wavelength $\lambda_{(20)} = 670 \text{ nm}$ and $\lambda_{(110)} = 830 \text{ nm}$, and the dependence of these parameters on $\lambda_i$ resembles that of the local electric field as shown by the blue solid line in Figure S5 (a). This resemblance originates from $\Omega_{ss}^\pm$ being determined by the real part of the reflected Green’s function $\text{Re} G^S_\omega (r_5, r_5; \omega)$ (at the same location) and the square of local electric field, with the former largely insensitive to the wavelength [see Figure S5(e)]. Figure S6 (c) shows that the parameters $\Omega_{ss}^\pm$ decrease dramatically in a short inter-molecular distance of 2-3 nm, and become relatively small for larger distance. This dependence resembles that of the real part of the dyadic Green’s function shown in Figure S5 (f).

Figure S6 (d,e) indicate that the vibrational damping rate $\Gamma_{ss}^\pm$ shows mainly three peaks at the wavelengths $\lambda_{(20)}$, $\lambda_{(110)}$ and $\lambda_{(20)}^{\text{as}}$, where the former two appear since the local field is enhanced by the (20) and (10) plasmon mode, and the latter because the anti-Stokes radiation is resonant with this plasmonic mode. The vibrational pumping rate $\Gamma_{ss}^{\pm,\text{ac}}$ is generally significantly smaller than $\Gamma_{ss}^\pm$ because the dyadic Green’s function is much smaller at the longer wavelength $\lambda_{ss}^\text{as}$ than at $\lambda_{ss}$. Furthermore, $\Gamma_{ss}^{\pm,\text{in}}$ shows two peaks around the wavelengths $\lambda_{(20)}^{\text{as}}, \lambda_{(20)}$, which are caused by the maximized Stokes radiation and local field due to the (20) plasmonic mode. The incoherent coupling $\Gamma_{ss}^{\pm,\text{in}}$ decreases with increasing intra-molecular distance. In particular, $\Gamma_{ss}^{\pm,\text{in}}$ reduces much faster than $\Gamma_{ss}^{\pm,\text{ac}}$ [see Figure S6(f)]. This occurs since the plasmonic modes at shorter wavelength (determining $\Gamma_{ss}^{\pm,\text{ac}}$) have a narrower spatial distribution than the modes at longer wavelength (dominating $\Gamma_{ss}^{\pm,\text{in}}$).
Simulations of the Experimental Results

In this section, we analyse in detail the simulations of the Raman signal emitted by the molecules in the NPoM gap. Before discussing the results, we first list the simulation details for the analysis in Figures 3 and 4 of the main text. The same system is also considered in the next subsections, except when noted otherwise.

As already described in Section S1, we consider the plasmonic structure of a NPoM nanocavity formed by a gold nanoparticle situated a short distance above a gold substrate. The 1.3 nm separation between the two is imposed by the thickness of a monolayer of BPT molecules, characterized by dielectric constant \( \varepsilon_g = 2.1 \). The nanoparticle is a truncated 45 nm-radius gold nanosphere that presents a 16 nm radius flat facet at the bottom (i.e. in contact with the molecules). The centre of the gap corresponds to \( x = y = 0 \) and \( z = 0.65 \text{ nm} = d/2 \), with \( z \) the direction perpendicular to the substrate (see sketch in Figure S3). We characterized the plasmonic response of this cavity (near-field enhancement and dyadic Green’s function) in Section S3 and computed the molecular optomechanical parameters in Section S4. For the latter, we consider a continuous-wave laser incoming at 55° angle to the \( z \) axis.

To introduce the broadening of the Raman lines induced by the spectral width of the pulsed illumination used in the experiments, we set the vibrational decay rate to \( \hbar \gamma_v = 2.5 \text{ meV} \), a significantly larger value than the intrinsic vibrational losses.

The optomechanical parameters serve as the key input to simulate the Raman spectrum. However, while these parameters can be obtained by modelling the molecules as a homogeneous layer of dielectric constant \( \varepsilon_g = 2.1 \), the calculation of the Raman spectrum according to the optomechanical theory developed in Section S1 requires explicitly considering an ensemble of individual BPT molecules, which are treated as point-like. Specifically, we place 100 molecules in the intermediate position \( z = 0.65 \text{ nm plane} \) between the substrate and the NPoM interfaces, forming a square lattice centred in the middle of the gap \( x = y = 0 \) [Figure S7(a) inset]. The Raman tensor of the BPT molecules is given in Section S2 and the separation between the molecules is 0.58 nm, as taken from Ref. [30]. The effect of the position and number of the molecules is discussed in Sections S5.3 and S5.4, respectively.

The Raman scattering is calculated by solving Eq. (S16) and (S17). We consider the scattering detected by an infinitesimally small detector situated at the same 55° angle as the illumination, in the reflected direction. Furthermore, we usually analyse i) the integrated ‘Raman’ signal \( S_{\text{int}}(\omega_{1586}) \) for the 1586 cm\(^{-1}\) vibrational mode, defined as the integral of scattering between 1566 cm\(^{-1}\) and 1606 cm\(^{-1}\), and ii) the integrated ‘background’ \( S_{\text{int}}(\omega_{\text{bg}}) \) obtained by integrating the signal between 1350 cm\(^{-1}\) and 1500 cm\(^{-1}\). Notice that this terminology is chosen only to follow the usual distinction made when analysing experimental measurements. However, as discussed in the main text and more in detail below, to understand the behaviour of the system it is crucial to consider that the background also contains a contribution from the fundamental bright collective Raman mode.
S5.1 Collective Vibrational Modes in SERS Spectrum

Using the SERS expressions explained in Section S1.2 and the calculated key optomechanical parameters in Section S4, we can now compute the SERS spectrum for the system analogous to the one investigated in the experiment. Figure S7(a) shows the Stokes SERS spectrum of the 1586 cm\(^{-1}\) vibrational mode for laser illumination at 633 nm of intensity \(I_l = 5 \times 10^7 \mu W \mu m^{-2}\), which shows two peaks at 1460 cm\(^{-1}\) and 1550 cm\(^{-1}\). To identify the origin of these peaks, we solve the eigen-problems given by Eq. (S12) to compute the collective vibrational modes. Figure S7(b) shows the wavenumber and the damping (linewidth) of these modes. Using Eq. (S16), we evaluate the contribution of the different collective modes to the Stokes SERS spectrum, and found that the spectrum is mainly determined by the first and sixth collective modes. Thus, we identify these modes as the bright collective modes, and the remaining modes as the dark collective modes. Notably, one of these two bright modes (\(\phi = 1\)) experience much larger broadening and shift than the other (\(\phi = 6\)). We refer to this \(\phi = 1\) mode as the fundamental collective Raman bright mode. The contribution of the different molecules to this fundamental collective Raman bright mode is illustrated in Figure S7(c).

**Figure S7.** Collective SERS response for continuous-wave laser illumination of wavelength 633 nm and intensity \(I_l = 5 \times 10^7 \mu W \mu m^{-2}\). (a) Stokes SERS spectrum and the square lattice of 100 molecules (inset) inside the plasmonic nanocavity facet (dashed circle) with inter-molecular distance 0.58 nm. (b) Wavenumber and damping rates of collective vibrational modes \(\phi_i\), with classification into bright and dark modes. (c) Spatial distribution of the contribution of each molecule in the cavity to the fundamental collective Raman bright mode \(\phi_1\) leading to the broad peak in (a). Here, we consider the intrinsic vibrational decay rate \(\hbar \gamma_v = 2.5\) meV, and the temperature \(T = 293\) K (room temperature). Other parameters are specified in the text.
S5.2 Evolution of the SERS signal with Increasing Laser Intensity

After understanding the SERS response for a given laser intensity, we can now analyse the evaluation of SERS under laser illumination at 633 nm with increasing intensity from $1 \, \mu W \, \mu m^{-2}$ to $10^8 \, \mu W \, \mu m^{-2}$, as shown in Figure S8. We see that the Stokes spectrum in Figure S8(a) initially shows a strong increase of the single peak at the vibrational frequency $1586 \, \text{cm}^{-1}$ of the individual molecules. For even larger intensities, this single peak evolves into two peaks. Both peaks are increasingly red-shifted and broadened, but this effect is considerably stronger for the one at lower Raman shift. After normalizing with the laser intensity, the $1586 \, \text{cm}^{-1}$ peak actually becomes weaker with increasing laser intensity, as shown in Figure S8(b). We also find qualitatively similar behaviours for the anti-Stokes spectrum (not shown).

The integrated SERS intensity as shown in Figure S8(c) increases linearly with laser intensity for the Stokes scattering (blue solid line), but increases firstly super-linearly and then linearly again for the anti-Stokes scattering (red dashed lines). We note that, in contrast with the analysis of the experimental signal in Figures 2 and 4 of the main text, in Figure S8(c) we are integrating over a larger spectral range, to account for the energy scattered by all collective vibrational modes. These results show that the plasmon-induced vibrational frequency shift and plasmon-mediated coupling re-distribute the SERS spectrum, but do not modify the total integrated intensity. The super-linear increase of the anti-Stokes spectrum for moderate laser intensity is analogous to the situation of vibrational pumping for single molecules, but in this case the strong correlations shown in Figure S8(d) play a key role.

Similarly, the linear scaling of the anti-Stokes scattering for large laser intensity is caused by the saturation of the correlations (Eq. (S17)). Thus, following previous work we distinguish three regimes according to the evolution of the average population and correlation: (i) the thermal regime for relatively weak laser intensity (light blue region), where the vibrational population is determined by the thermal value; (ii) the vibrational pumping regime for moderate laser intensity (light red region), where the average population increases and $N_{\text{int}}$ times the average correlation becomes larger than the average population; and (iii) the strong intensity regime (light green region), where the correlation saturates. The Stokes scales linearly because the population and correlations remain much smaller than one.

To compare our numerical results with the experimental results, we proceed as described in the beginning of Section S5 and separate the Raman spectrum into two portions (similar to the treatment of the experimental data) with $S^{\text{int}}(\omega_{1586})$ in the wavenumber range $1586 \pm 20 \, \text{cm}^{-1}$ while $S^{\text{int}}(\omega_{908})$ spans the range $1425 \pm 75 \, \text{cm}^{-1}$ (the ‘background’). The integrated intensity of the Raman signal in these two ranges reflects the redistribution of energy between the sharp peak and the broad background, as observed in the experiment. Figure S8(e) shows that the intensity of the sharp peak is much larger than that of the background for relatively small laser intensity, but the situation reverses for laser intensities above $10^7 \, \mu W/\mu m^2$. Figure S8(f) shows similar behaviour for the intensity normalized to the laser intensity, except that (i) the normalized intensity for the Stokes scattering near $1586 \, \text{cm}^{-1}$ and the background is constant in the vibrational pumping regime while that for the anti-Stokes scattering increases with laser intensity, and (ii) for large intensities the normalized Stokes scattering near $1586 \, \text{cm}^{-1}$ becomes weaker while the normalized background increases and finally decreases (due to the large spectral shift). These behaviours are precisely what is observed in the experiment. Interestingly, we find similar laser thresholds for the correlation saturation and the qualitative change of the SERS spectrum shape.
Figure S8. Evolution of SERS with increasing laser intensity $I_l$ from 1 $\mu W\mu m^{-2}$ to $10^8$ $\mu W\mu m^{-2}$ for a continuous-wave laser of wavelength 633 nm. (a,b) Stokes SERS spectrum, and spectrum normalized by $I_l$, for increasing $I_l$. Anti-Stokes spectrum shows qualitatively similar behaviour (not shown). (c) Evolution of the integrated Stokes intensity (blue solid line) and anti-Stokes intensity (red dashed line). (d) Evolution of the average vibrational population $\sum_{s=1}^{N_m}(b_s^+b_s)/N_m$ (blue solid line) and $N_m(\sum_{s=1}^{N_m}(b_s^+b_s)/N_m(N_m - 1))$ (red dashed line). (e) Evolution of the integrated SERS signal in the range 1586 ± 20 cm$^{-1}$ [blue line, ‘peak integration’ $S_{\text{int}}(\omega_{1586})$] and 1425 ± 75 cm$^{-1}$ [red line, ‘background integration’ $S_{\text{int}}(\omega_{1425})$], for Stokes (solid lines) and anti-Stokes (dashed lines) signals. (f) shows the equivalent results for the SERS signal normalized to the laser intensity. Regions of light blue, red, green backgrounds indicate the thermal regime, the vibrational pumping regime and the correlation saturation regime, respectively. Here, we consider the 1586 cm$^{-1}$ vibrational mode, intrinsic vibrational decay rate $\hbar \gamma_v = 2.5$ meV, and temperature of 293 K (room temperature). Other parameters are same as in Figure S7.
S5.3 Dependence of the SERS signal on Molecular Positions

After understanding the evolution of the SERS response with increasing laser intensity when the molecules are placed in the centre of the NPoM nanocavity, we now study the effect of the molecular positions (Figure S9). We consider again a patch of $N_m = 100$ molecules in a 10x10 array with 0.58 nm spacing, and compare the SERS evolution with laser intensity when the patch is moved from the centre to halfway-out and finally to the edge of the NPoM nanocavity facet. This change reduces the local electric field exciting the molecules, and also reduces the imaginary part of dyadic Green’s function at the frequency near to the (20) and (10) modes, but has little effect on this quantity at frequencies near the plasmon pseudo mode, and has almost no effect on the real part of the dyadic Green’s function (which instead is mostly affected by the local MIM configuration). Therefore, we expect that the optomechanical parameters (which depend on both the Green’s function and the local field) reduce for the patch moved further away from the nanocavity centre. As a result, the laser intensity threshold to reach the saturation of the integrated SERS signal $S^{\text{int}}(\omega_{1586})$ and superlinear scaling of the integrated background $S^{\text{int}}(\omega_{\text{bg}})$ (both normalized by the excitation intensity) increases, as shown in Figure S9(b). The change is small when comparing the centre and half-way out position, but very significant for the edge.

Figure S9. Dependence of the SERS response on the molecular positions. (a) Effect of changing the position of a square lattice of molecules (points), which is placed around the centre (blue), half-way out (red), or at the edge (green) of the NPoM nanocavity facet (dashed circle). (b) Evolution of the integrated Stokes intensity of the sharp peak [blue lines, $S^{\text{int}}(\omega_{1586})$] and of the background [red lines, $S^{\text{int}}(\omega_{\text{bg}})$], which are defined in the same way as in Figure S8(e). Solid, dashed and dotted lines are the results for molecules in the centre, halfway-out, and at the edge of the nanocavity facet. Other parameters are as used in Figure S8.
S5.4 Dependence of the SERS signal on the Number of Molecules

In Figure S10, we study the evolution of the SERS peaks associated with the fundamental (lowest energy) collective Raman bright mode with increasing number of molecules $N_m$ in the middle of the NPoM nanocavity. We see from Figure S10(a) that the Stokes and anti-Stokes lines are blue- and red-shifted, respectively (corresponding to a decrease in vibrational energy), and the shift increases linearly with $N_m$. The periodicity of 10 in small fluctuations of the curves occurs because we add the molecules by following the lattice column from left to right (see inset of Figure S7a) in our simulation. In addition, from this figure we also observe that the linewidth of the Stokes and anti-Stokes lines are identical, comparable to the shift of the Raman line, and also increase linearly with $N_m$. The shift and broadening for 100 molecules are about 32 and 82 times larger than for the single molecule at the edge of the molecular patch, respectively. Furthermore, we study the evolution of the Raman intensity (integrated over the whole spectrum) in Figure S10(b), and observe that the Stokes intensity increases firstly super-linearly and then linearly with $N_m$, and the anti-Stokes saturates with $N_m$.

Figure S10. Influence of the number of molecules $N_m$ on the SERS peak associated with the fundamental (broad) collective Raman bright mode for a lattice of molecules in the middle of gap. (a) Frequency shift $\omega_{\phi=1}^S - (\omega_l - \omega_r) [\omega_{\phi=1}^S - (\omega_l + \omega_r)]$ (solid lines) and the linewidth (dashed lines) of the fundamental (broad) collective bright Stokes (red) and anti-Stokes peak (blue) with $N_m$, while (b) shows the evolution of their intensity. In (a) the red dashed line overlaps with the blue dashed line, and thus is invisible. In (b), the blue line is amplified by 100 times for clarity. Other parameters are the same as used in Figure S7.
S6. Comparison of Continuum-field Model with Single-mode Model

To more intuitively understand the origin of the large optical spring effect, we compare the optical spring effect predicted by the continuum-field and single-mode models, see Figure 1c (main text). To make a fair comparison, we extract the parameters for the single plasmonic mode by comparing the simulated local field enhancement and near-field dyadic Green’s function as shown in Figure S5(a,d,e) with those expected from a single-mode model. The prescription for such a comparison has been already reported in our previous article (see Sect. S2 in Ref. [1] Supp. Inf.). For simplicity, we focus on a single molecule in the middle of an NPoM nanocavity, at \( \mathbf{r}_s = (0,0,0.65 \text{ nm}) \). In this case, the key optomechanical parameters can be extracted from Eqs. (S7) and (S8) for a single molecule and read

\[
\Omega^{\pm}_{ss} = \frac{1}{2\hbar\varepsilon_g} \left( \frac{\omega_l \pm \omega_p}{c} \right)^2 \mathbf{p}_s^* \cdot \text{Re} \mathbf{G}(\mathbf{r}_s, \mathbf{r}_s; \omega_l \mp \omega_p) \cdot \mathbf{p}_s ,
\]

\[
\Gamma^{\pm}_{ss} = \frac{1}{2\hbar\varepsilon_g} \left( \frac{\omega_l \pm \omega_p}{c} \right)^2 \mathbf{p}_s^* \cdot \text{Im} \mathbf{G}(\mathbf{r}_s, \mathbf{r}_s; \omega_l \mp \omega_p) \cdot \mathbf{p}_s ,
\]

with the induced Raman dipole \( \mathbf{p}_s = \alpha_v \cdot \mathbf{E}(\mathbf{r}_s, \omega_l) \) according to the continuum-field model. In the single-mode model, these parameters have the same form except that the electric field takes the form

\[
\mathbf{E}(\mathbf{r}_s, \omega_l) \approx \kappa \mathbf{u}(\mathbf{r}_s) \mathbf{E}_0 \mathbf{E}_0 \frac{\omega_c}{2\omega_c - \omega_l - i\kappa/2} ,
\]

where \( \mathbf{u}(\mathbf{r}_s) \) is the mode function at the molecular position, \( \mathbf{E}_0 \) is the maximal field enhancement factor, \( \omega_c \) and \( \kappa \) are the frequency and damping rate of the single plasmon mode, and the dyadic Green’s function takes the form

\[
\left( \frac{\omega_l \mp \omega_p}{c} \right)^2 \mathbf{G}(\mathbf{r}_s, \mathbf{r}_s; \omega_l \mp \omega_p) \approx \frac{1}{\varepsilon_g V_{\text{eff}}} \frac{\omega_c}{2\omega_c - (\omega_l \mp \omega_p) - i\kappa/2} \mathbf{u}(\mathbf{r}_s) \otimes \mathbf{u}^*(\mathbf{r}_s) ,
\]

with \( \varepsilon_g, V_{\text{eff}} \) the relative dielectric of the NPoM gap and the effective mode volume, respectively.

In the single-mode description of the plasmon, the effective mode volume is inversely proportional to \( \mathbf{E}^2 \). Accounting for the linear dependence of the local field on \( \mathbf{E} \) [see Eq. (S28)] then leads to the \( \mathbf{E}^4 \) dependence of the optomechanical parameters, in agreement with the previous theory based on the single plasmon mode description.
Figure S11. Local electric field enhancement ($z$-component, a) and dyadic Green’s function ($zz$-component, b) for a single molecule in the middle of the NPoM nanocavity. In (a), the blue, red, black solid lines are the real, imaginary part and absolute value of the field enhancement from the electromagnetic simulations, and the corresponding dashed lines are the single-mode fits according to Eq. (S28). In (b), the blue and red solid line are the real and imaginary parts of the dyadic Green’s function obtained from the electromagnetic simulations, and the red and blue dashed lines are the fits according to Eq. (S29) for the single-mode model.

Figure S11 shows the local field enhancement and the dyadic Green’s function from the electromagnetic simulations used in the continuum-field model (solid lines) and fits to Eqs. (S28) and (S29) for the single-mode model (dashed lines). For this comparison, we only consider the dominant $z$ and $zz$ components. Here, we focus on the (20) plasmon mode because this mode dominates the simulated local field enhancement of the NPoM under 633 nm and 658 nm excitation. Because of this choice, we do not reproduce the features in the local-field enhancement around 830 nm associated with the (10) plasmonic mode. Importantly, Eq. (S29) captures the peak of the imaginary part of the Green’s function around $\lambda \sim 670$ nm corresponding to the (20) plasmon mode, but is unable to correctly capture the real part which is strongly underestimated. From these fits, we extract the parameters related to the single plasmon mode: the plasmon energy $\hbar \omega_c \approx 1.84$ eV (or wavelength $\lambda_c \approx 674$ nm), the plasmon damping rate $\hbar \kappa_c = 135$ meV, the maximal local field enhancement $EF \approx 280$, the plasmon-laser coupling $\hbar \Omega \approx 1.3$ meV (for laser intensity 1 $\mu$W.$\mu$m$^{-2}$), and the single-plasmon optomechanical parameter $\hbar g \approx 0.06$ meV for the 1586 cm$^{-1}$ vibrational mode. These fitting parameters are also utilized in Section S9 to estimate the impact of the anharmonicity on the molecular optomechanics.

| Parameter                        | Value          |
|----------------------------------|----------------|
| $\hbar \omega_c$ for (20) plasmonic mode | 1.84 eV        |
| $\hbar \kappa_c$                | 135 meV        |
| $\hbar \Omega$ for laser at 1 $\mu$W.$\mu$m$^{-2}$ | 1.3 meV        |
| $\hbar g$ for 1586 cm$^{-1}$     | 0.06 meV       |

Table S2. Parameters extracted by fitting the continuum-field model with the single-mode model for the (20) plasmon.

Notice that although these parameters are useful to better situate molecular optomechanics in the context of traditional cavity optomechanical setups, they only give a limited view of the system under study. To fully understand the emitted Raman signal (and in particular the large value of the spring shift) it is necessary to include the full modal structure of the plasmonic NPoM.
Figure S12 shows the key optomechanical parameters $\Omega_{ss}^{\pm,s}$, $\Gamma_{ss}^{\pm,s}$ vs laser wavelengths $\lambda_l = 2\pi/\omega_l$ in the single-mode model (dashed lines), and their comparison with $\Omega_{ss}^{\pm,c}$, $\Gamma_{ss}^{\pm,c}$ in the continuum-field model (solid lines). The values of $\Omega_{ss}^{\pm,c}$ are about a factor 10 larger than $\Omega_{ss}^{\pm,s}$ because of the larger value of the real part of the Green’s function (Figure S11b). Further, we see that $\Omega_{ss}^{\pm,s}(\omega_l)$ both approach a maximum around $\lambda_c$ but with opposite sign, which results in a small total frequency shift $[\Omega_{ss}^{+s} + \Omega_{ss}^{-s}]/2$ due to cancelation of frequency shifts from combining both Stokes and anti-Stokes scattering. In contrast, we see that $\Omega_{ss}^{\pm,c}$ both approach a maximum around $\lambda_c$ but have the same sign, which results in a much larger total frequency shift than in the single cavity mode description, due to the addition of frequency shifts produced from Stokes and anti-Stokes scattering in this case. Extra peaks are also seen around 810 nm for $\Omega_{ss}^{\pm,c}$ arising from the (10) plasmon mode, which is not accounted for in the single-mode model.

We also see that $\Gamma_{ss}^{+s}$ approaches a maximum around $\lambda_c \approx 664$ nm and another for $2\pi/(\omega_c + \omega_\nu) \approx 601$ nm, which are mainly due to the maximal local field enhancement and a maximum of the enhancement of the Stokes emission. In a similar manner, $\Gamma_{ss}^{-s}$ approaches a maximum around $2\pi/(\omega_c - \omega_\nu) \approx 742$ nm, which is mainly due to the maximum in the enhancement of the anti-Stokes emission. Importantly, $\Gamma_{ss}^{+c}$ resembles $\Gamma_{ss}^{+s}$ for wavelengths shorter than 600 nm, but is much larger than $\Gamma_{ss}^{+s}$ for laser wavelengths larger than 700 nm, which is due to the absence of the (10) mode in the single-mode model. In contrast, $\Gamma_{ss}^{-c}$ is much larger than $\Gamma_{ss}^{-s}$ for all laser wavelengths considered, which for low wavelengths is due to the strong influence of the plasmon pseudo-mode.

Overall, the above results indicate the importance of accounting for the full plasmon response while dealing with the optomechanical effects from molecules in the NPoM nanocavity. Only the continuum-field model is reliable to capture the full response and thus is suitable for the quantitative study of molecular optomechanics.

Figure S12. Vibrational frequency shift parameters $\Omega_{ss}^{\pm}$ (a) and vibrational pumping $\Gamma_{ss}^{\pm,s}$/damping $\Gamma_{ss}^{\pm,s}$ rate (b) for a single molecule in the middle of the NPoM nanocavity. In (a), the blue and red lines are $\Omega_{ss}^{+s}$, $\Omega_{ss}^{-s}$ associated with the anti-Stokes and Stokes scattering, respectively, and the green lines are the sum $\Omega_{ss}^{+s} + \Omega_{ss}^{-s}$. In (b), the blue and red lines are $\Gamma_{ss}^{+s}$, $\Gamma_{ss}^{-s}$, respectively, and the wavelengths $\lambda_{st}^{(10)}$, $\lambda_{st}^{(20)}$, $\lambda_{as}^{(10)}$, $\lambda_{as}^{(20)}$ indicate the peaks or shoulders caused by the maximal local field enhancement, and the enhancement of the Stokes, anti-Stokes emission due to the $k = (10)$ or (20) plasmon mode. In all panels, the solid and dashed lines are the results according to the continuum-field model and the single-mode model, which are labelled by “c” and ”s”, respectively.
S7. Effective Description of Raman Lineshift and Analytic Estimates

The results in Section S5.4 indicate that the Raman lineshift and broadening are linearly proportional to the number of molecules \( N_m \) for a given laser intensity, at least up to relatively large \( N_m \). Based on this observation, in this section, we derive simple expressions for the Raman lineshift and broadening to help understand the evolution of these quantities. Our starting point is the Raman lineshift \( \Delta_\nu \) and broadening \( \Gamma_N \) for a single molecule \( N = 1 \). The former can be derived from Eq. (S7) as

\[
\Delta_1 = \frac{1}{2} \left( \Omega_{zz}^+ + \Omega_{zz}^- \right) = \frac{1}{4 \hbar \varepsilon_0} p_s^* \left[ \left( \frac{\omega_l - \omega_p}{c} \right)^2 \text{Re} G(r_s, r_s; \omega_l - \omega_p) \right. \\
\left. + \left( \frac{\omega_l + \omega_p}{c} \right)^2 \text{Re} G(r_s, r_s; \omega_l + \omega_p) \right] p_s^*.
\]

(S30)

In our system, the local field is mostly polarized along the \( z \)-direction, and the Raman-active vibrational modes have the largest value for the \( zz \)-component. Thus, the induced Raman dipoles have also their largest value along the \( z \)-direction, i.e. \( |p_{zz}| \approx |p_{xx}| = |\alpha_{zz} E_\nu(\omega_l)| \) with Raman polarizability \( \alpha_{zz} = \sqrt{\hbar/2 \omega_p} R_{zz} \) and the local field component \( E_\nu(\omega_l) = EF \) where \( EF \) is the enhancement factor. In this case, in the above expression, only the \( zz \)-component of the Raman tensor \( G_{zz} \) is important.

Using the fact that \( (\omega/c)^2 \text{Re} G_{zz}(r_s, r_s; \omega) \) only varies slightly around a large positive number [see Figure 1(c) in the main text, and Figure S5(e) for molecular distance zero] and applying Eq. (S24) or (S25) with the dominant term \( j = 1 \) and \( \rho = 0 \), we arrive at

\[
\Delta \approx \frac{1}{\omega_\nu} \frac{1}{2\pi \varepsilon_0^2 \varepsilon_\nu d^3} \text{Re} \left( \frac{\varepsilon_{\text{Au}}(\omega_l) - \varepsilon_g}{\varepsilon_{\text{Au}}(\omega_l) + \varepsilon_g} \right) R_{yz}^2 \varepsilon EF^2 I_l \ ,
\]

(S31)

where we introduced the laser intensity \( I_l = \frac{1}{2} \varepsilon_0 c E_0^2 \). For the system with \( N_m \) molecules in the centre of the NPOm nanocavity, we thus predict that the shift is

\[
\Delta \omega_\nu = \Delta_\nu = \eta \eta_1 N_m \Delta_1 \approx \frac{\eta_1(\rho) N_m}{\omega_\nu} \frac{1}{2\pi \varepsilon_0^2 \varepsilon_\nu d^3} \text{Re} \left( \frac{\varepsilon_{\text{Au}}(\omega_l) - \varepsilon_g}{\varepsilon_{\text{Au}}(\omega_l) + \varepsilon_g} \right) R_{yz}^2 \varepsilon EF^2 I_l \ ,
\]

(S32)

where \( \eta_1(\rho) \) is a factor that accounts for the effective coupling to the broad collective Raman bright mode depending on molecular spacing \( \rho \) and geometrical factors. This coupling can be determined by fitting the exact results in Figure S10(a) for a given laser wavelength, laser intensity and arrangement of the molecules. To observe the frequency shift \( \Delta_\nu \), we require that \( \Delta_\nu \) is larger than the intrinsic vibrational decay rate \( \gamma_\nu \), from which we can determine the laser threshold intensity \( I_c \) to observe the SERS suppression.

We also need to understand how this molecular coupling changes as the intermolecular distance \( \rho \) increases. From Figure S5(f), we find an analytic estimate \( \text{Re} G_{zz}(\rho) \sim \text{Re} G_{zz}(0,0) \exp[-(\rho/\delta)^2] \) with \( \delta = d/1.13 \) found by fitting the full computed result. Thus \( \eta_1(\rho) \approx \eta'_1 \exp[-(\rho/\delta)^2] \), giving the simple expression for the spring shift from Eq. (S32) which is used in the main text,

\[
\Delta_\nu = e^{-\rho/\delta^2} \frac{\eta'_1 N_m}{\omega_\nu} \frac{1}{2\pi \varepsilon_0^2 \varepsilon_\nu d^3} \text{Re} \left( \frac{\varepsilon_{\text{Au}}(\omega_l) - \varepsilon_g}{\varepsilon_{\text{Au}}(\omega_l) + \varepsilon_g} \right) R_{yz}^2 \varepsilon EF^2 I_l \ ,
\]

(S33)

or explicitly including unit conversions

\[
\Delta_\nu \text{[cm}^{-1}] \sim \frac{1}{\omega_\nu \text{[cm}^{-1}] m_u (2\pi c)^3} \frac{10^{-5}}{d^3 \varepsilon_\nu} \frac{\eta'_1 N_m}{\omega_\nu} \exp[-(\rho/\delta)^2] \text{Re} \left( \frac{\varepsilon_{\text{Au}} - \varepsilon_g}{\varepsilon_{\text{Au}} + \varepsilon_g} \right) \frac{R_{zz}^2 \varepsilon EF^2}{12 I_c} \left[ \frac{10^6 \mu W/\mu m^2}{10^6 \mu W/\mu m^2} \right]
\]

(S34)
for \( m_u = 1.67 \times 10^{-27} \text{ kg} \), gap size \( d \) in nm, and \( R = \sqrt{12} R_{v,z} \sim 960 \) (in units of \( \varepsilon_0 \lambda^2/\sqrt{\text{amu}} \)) for the Raman activity \( R^2 \) of the 1586 cm\(^{-1}\) line, taking also \( \eta_t \sim 0.12 \) from Figure S10(a) (with \( \rho = 0.58 \text{ nm} \)). This can be simply inverted to give the intensity threshold \( I_c \) when \( \Delta \nu > \gamma_v \sim 20 \text{ cm}^{-1} \), given in the main text, where \( \gamma_v \) is the Raman spectral resolution beyond which any shift can be observed.

Since the linewidth of the Stokes and anti-Stokes lines also increases linearly with the laser intensity, as shown in Figure S10 (a), and the linewidth of a Lorentzian-shape spectrum is associated with the total decay rate of the vibrational collective mode, the vibrational pumping rate of the collective Raman mode \( \Gamma^+_N = \eta_2 N_m \Gamma^+_{N=1} \) is simply proportional to \( N_m \) times the value for single molecule \( \Gamma^+_{N=1} \). The proportional factor \( \eta_2 \) plays the same role as \( \eta_1 \). According to Eq. (S7), we obtain

\[
\Gamma^+_{N=1} = \frac{1}{2 \hbar \varepsilon_0} p_s \cdot \left( \frac{\omega_l + \omega_v}{c} \right)^2 \operatorname{Im} G(r_s, r_s; \omega_l + \omega_v) \cdot p_s . \tag{S35}
\]

Using the same argument for the Raman induced dipoles and the local electric field as well as the Green’s function, we can further simplify the above expression and obtain

\[
\Gamma^+ \approx \eta_2 N_m \frac{2 \pi \varepsilon_0 c \omega_v \varepsilon_g d^3}{\hbar} \operatorname{Im} \left( \frac{\varepsilon_{Au}(\omega_l + \omega_v) - \varepsilon_g}{\varepsilon_{Au}(\omega_l + \omega_v) + \varepsilon_g} \right) R_{v,z,xx}^2 \mathcal{E}^2 I_l . \tag{S36}
\]

We note that this estimate neglects the contribution of the low-energy NPOM modes to the dyadic Green’s function, which introduces a larger correction to \( \Gamma^+ \) as compared to the spring shift.

If we assume that the collective bright vibrational mode works like a giant vibrational mode with enhanced vibrational pumping and damping rate \( \Gamma^+ \), the population of this mode should satisfy the same equation as for a single molecule

\[
n = n_{v}^{th} + \frac{\Gamma^+}{\gamma_v} \frac{\Gamma^+ - \Gamma^+_N}{(\Gamma^+_N - \Gamma^+_N)} . \tag{S37}
\]

where the thermal vibrational population and decay \( n_{v}^{th} \), \( \gamma_v \) are assumed to be the same as those for single molecules (see Section S4 in Ref. [12]). For moderate laser intensity, the second part of the above equation can be simplified as \( \Gamma^+ / \gamma_v \), which describes the population increase due to vibrational pumping. Thus, the vibrational pumping regime is achieved when \( \gamma_v / \gamma_v \) becomes comparable with the thermal population \( n_{v}^{th} \). From this condition, we can define a second laser intensity threshold \( I_v \) for vibrational pumping.

The ratio between the laser intensity thresholds for SERS saturation and vibrational pumping can be then estimated as

\[
\frac{I_v}{I_c} \approx \frac{n_{v}^{th}}{\eta_1} \frac{\eta_2 \operatorname{Re} \left( \frac{\varepsilon_{Au}(\omega_l) - \varepsilon_g}{\varepsilon_{Au}(\omega_l) + \varepsilon_g} \right)}{\eta_2 \operatorname{Im} \left( \frac{\varepsilon_{Au}(\omega_l - \omega_v) - \varepsilon_g}{\varepsilon_{Au}(\omega_l - \omega_v) + \varepsilon_g} \right)} . \tag{S38}
\]

For closely-spaced molecules (\( \rho < d \)) and assuming \( \eta_1 \sim \eta_2 \), then taking \( n_{v}^{th} \approx 4 \times 10^{-4} \) for the 1586 cm\(^{-1}\) vibrational mode, as well as using \( \zeta = \operatorname{Re} \left( \frac{\varepsilon_{Au}(\omega_l) - \varepsilon_g}{\varepsilon_{Au}(\omega_l) + \varepsilon_g} \right) / \operatorname{Im} \left( \frac{\varepsilon_{Au}(\omega_l - \omega_v) - \varepsilon_g}{\varepsilon_{Au}(\omega_l - \omega_v) + \varepsilon_g} \right) \sim 68 \), we obtain that \( l_v \sim 3 \times 10^{-2} l_c \). In other words, the laser threshold to observe the vibrational pumping is about two orders of magnitude smaller than that to reach the SERS saturation. This is verified by the results in Figure S8.

Since in this regime \( n \sim \Gamma^+_N / \gamma_v \) and at \( I_c , \Delta \nu = \zeta \Gamma^+_N \sim \gamma_v \), we find that at the spring-shift threshold \( n_c \sim 1 / \zeta \). As a result, even at these large spring-shifts, there is still not a significant population in the
vibrational mode, which is less than 2% occupied. Equating this to an equivalent thermal population, \( \hbar \omega_v = k_B T \ln(\varsigma) \) shows that for mode frequencies \( \omega_v < \ln(\varsigma) \times 202 \text{ cm}^{-1} \sim 850 \text{ cm}^{-1} \), this model shows that Raman frequency shifts could occur even before vibrational pumping above the thermal background is observed (depending on the size of \( R \)).

Note that these estimates do not include the nanocavity plasmonic resonances which give peaks in the broadening term \( \text{Im}G \), but they capture the main MIM nanocavity effects which result from molecular dipoles very close to the metal interfaces. Examining the simple expressions for these shows how the Raman lineshifts dominate increasingly for off-resonant tuning (Figure S13).

The optomechanical parametric instability threshold has been shown to occur only in very specific conditions in this system, as typically \( \Gamma_v^{\text{opt}} < 0 \) for only some \( v \) and only for specific pump wavelengths\(^1\). By contrast, the optical spring shifts are broadband. In general, the ratio \( \rho = \Delta \omega/\Gamma_v^{\text{opt}} \) between the optomechanical shifts \( \Delta \omega \) and broadening/narrowing \( \Gamma_v^{\text{opt}} \) depends additionally on contributions from the extra resonances of the resonant plasmonic modes, but the underlying dependence without these follows (in the single molecule approximation for low frequency vibrations \( \omega_v \))

\[
\rho = \frac{\text{Re}[\varsigma]}{2\omega_v \text{Im}[d\varsigma/d\omega]} . \tag{S39}
\]

Even below 550 nm, the shift is 10-fold greater than the broadening for \( \omega_v = 100 \text{ cm}^{-1} \) (see Figure S14). We note that the shift dominates proportionately more for low wavenumber modes.

Properly including optomechanical vibrational mode shifts shows that conventional optomechanical parametric instabilities are difficult to reach in plasmonic systems. Overall thus the hierarchy of thresholds for the different regimes observed in the experiments is vibrational pumping first, and then Raman frequency shifting, at hundred-fold higher power but with vibrational occupations of only 1%.
Figure S14. Ratio of optomechanical shift $\Delta \omega$ to broadening $\Gamma_{\text{opt}}$. From Eq. (S39), which is derived in a simple approximation for only very low wavenumber modes.

S8. Raman Redshift Contributions from Local Dipoles and NPoM Modes

It is helpful to estimate the relative ratio of the local image dipole contributions compared to the nanocavity plasmon contributions to the red-shift. Since this is related to dipole-dipole interactions either from local image charges, or via the plasmon nanocavity mode which is spread over the cavity, we can very roughly estimate their relative contributions as being inversely proportional to their volumes. For the local images, the model above gives the lateral radius $\delta \sim d$ and thus

$$V_{\text{local}} \sim d. \pi d^2$$ (S40)

Previously, we have estimated that the NPoM plasmonic modes have volumes

$$V_{\text{nanocavity}} \sim Dd \left( \frac{\sqrt{D}}{n} \right)^2$$ (S41)

for NP diameter $D$. The ratio of Raman frequency shifts for the light-dressing is thus in this approximation

$$\frac{\Delta \omega_{\text{local}}}{\Delta \omega_{\text{nanocavity}}} \sim \frac{V_{\text{nanocavity}} V_{\text{local}}}{V_{\text{local}}} \sim \frac{Dd}{nd^2} \sim \frac{D}{nd} \sim 41$$ (S42)

which indeed shows how redshifts are dominated by the local dipole-dipole interactions. We note that nanoparticle faceting acts to increase the nanocavity mode volume, but also increases the number of molecules which are optomechanically coupled.
S9. Raman Redshift from Vibrational Anharmonicity

To consider the role of vibrational anharmonicity we next present a numerical model of an optomechanical molecular system considering an anharmonic molecular vibration. We model the vibrational anharmonic potential-energy surface as a Morse potential of the following form:

\[ V(q) = D \left( 1 - e^{-\alpha(q-q_0)} \right)^2, \tag{S43} \]

where \( D \) is the dissociation energy characterising the oscillator, \( \alpha \) contains the information about the oscillator stiffness, and \( q_0 \) is the equilibrium position of the oscillator in the mass-weighted coordinates. The vibrational energy levels of the bound states of a Morse oscillator are

\[ E_n = \hbar \omega' \left[ \left(n + \frac{1}{2}\right) - \chi \left(n + \frac{1}{2}\right)^2 \right], \tag{S44} \]

with \( \omega' = \sqrt{\omega \nu'/2D} \), \( \chi = \hbar \omega'/4D \), and \( \lambda = \sqrt{2D/\alpha \hbar} \). There is only a finite number of bound states \( n < \lambda - 1/2 \). Note that the frequency of the observed vibrational transition at low temperature is thus connected with \( \omega \nu' \) via \( \omega \nu' = \omega' \left( 1 - 2\chi \right) \). The Morse potential (black) is shown in Figure S15 as a function of the normalized coordinate \( q/q_Q \), with \( q_Q = \sqrt{\hbar/(2\omega'\nu')} \), for two different values of the anharmonicity parameter \( \chi \): (a) \( \chi = 5 \times 10^{-4} \), and (b) \( \chi = 5 \times 10^{-3} \). The vibrational wave functions \( \psi_i(q) \) are depicted in blue and are vertically offset by their respective eigenenergies.

We obtain the oscillator wave functions by numerically solving the 1D Schrödinger equation for the Morse oscillator defined in the mass-weighted coordinate \( q \) of the vibrational mode. Using the wave functions \( \psi_i(q) \), we numerically obtain the matrix elements of the position operator \( \hat{q} \) as:

\[ \langle n | \hat{q} | m \rangle = \int \psi_n^*(q) q \psi_m(q) dq, \tag{S45} \]

We consider the optomechanical Hamiltonian containing the anharmonic Morse oscillator in the form:

\[ \hat{H}_{omM} = \hat{H}_M + \hbar \omega_c \hat{a}^\dagger \hat{a} + \frac{\hbar \Omega}{2} (\hat{a}^\dagger e^{-i\omega_t} + \hat{a} e^{i\omega_t}) + \hbar g_{om} \hat{a}^\dagger \hat{a} \hat{q}/q_Q, \tag{S46} \]

where \( \hat{H}_M = \sum_n E_n |n\rangle \langle n| \). We note that the normalized operator \( \hat{q}/q_Q \) corresponds to the operator \( \hat{b} + \hat{b}^\dagger \) considered for the harmonic vibration.

![Figure S15. The Morse potential used to model the anharmonic effects in molecular optomechanics.](image-url) The potential (black) and the corresponding vibrational wave functions (blue) offset by their respective vibrational frequencies are shown for (a) \( \chi = 5 \times 10^{-4} \), and (b) \( \chi = 5 \times 10^{-3} \).
Plasmonic and vibrational damping is included by the following Lindblad superoperators acting on the density operator $\hat{\rho}$ of the system:

\begin{align*}
L^+_a[\hat{\rho}] &= \left(1 + n_{th}(\hbar \omega_c; T)\right) \frac{K_c}{2} \left(2\hat{a}\hat{\rho}\hat{a}^\dagger - \{\hat{a}^\dagger\hat{a}, \hat{\rho}\}\right), \\
L^-_a[\hat{\rho}] &= n_{th}(\hbar \omega_c; T) \frac{K_c}{2} \left(2\hat{a}^\dagger\hat{\rho}\hat{a} - \{\hat{a}\hat{a}^\dagger, \hat{\rho}\}\right), \\
L^-_M[\hat{\rho}] &= \sum_{i<j} \left(1 + n_{th}(E_j - E_i; T)\right) \frac{\gamma_{ij}}{2} \left(2|\langle i|\hat{\rho}|j\rangle|(|i\rangle\langle j|)\langle j|\hat{\rho}|i\rangle - |\langle i|\hat{\rho}|j\rangle|^2\right), \\
L^+_M[\hat{\rho}] &= \sum_{i<j} n_{th}(E_i - E_j; T) \frac{\gamma_{ij}}{2} \left(2|\langle i|\hat{\rho}|j\rangle|(|i\rangle\langle j|)\langle j|\hat{\rho}|i\rangle - |\langle i|\hat{\rho}|j\rangle|^2\right),
\end{align*}

where $\gamma_{ij} = |\langle i|\hat{q}|q_j\rangle|^2$, $n_{th}(E; T) = (\exp{(E/k_B T)} - 1)^{-1}$, with $k_B$ being Boltzmann’s constant and $T$ the bath temperature.

The emission spectra are calculated using the quantum regression theorem as:

\begin{equation}
P(\omega) \propto \omega^4 \text{Re} \left\{ \int_0^\infty \langle \hat{a}^\dagger(0)\hat{a}(t) \rangle e^{i\omega t} dt \right\}.
\end{equation}

We calculate the SERS spectra considering the vibrational mode of frequency $\omega_{v1} = 1586$ cm$^{-1}$, the optomechanical coupling $\hbar g_{om} = 0.06$ meV, the vibrational damping rate $\hbar \gamma_v = 2.5$ meV, the plasmon mode energy $\hbar \omega_c = 1.84$ eV, the plasmon damping rate $\hbar \kappa_c = 135$ meV, and the laser frequency $\omega_l = \omega_c + \omega_v$. The pumping amplitude $\Omega = 1.3$ meV corresponds to pump intensity $I_l = 1 \mu W/\mu m^2$. Here, the plasmon mode corresponds to the (20) plasmon mode and the related parameters are obtained by fitting the near-field and dyadic Green’s function with those expected in the single-mode model, see Sec. S6 for more details. The anharmonicity is parametrized by $\chi$ which we estimate to range between $\chi = 5 \times 10^{-4}$ and $\chi = 5 \times 10^{-3}$. In Figure S16 we show the spectra calculated for illumination intensities linearly increasing from $I_l = 10^5 \mu W/\mu m^2$ to $I_l = 10^7 \mu W/\mu m^2$ for (a) $\chi = 5 \times 10^{-4}$, and (b) $\chi = 5 \times 10^{-3}$. The SERS peak moves linearly with increasing power and shifts by (a) $\sim 10$ cm$^{-1}$ and (b) $\sim 33$ cm$^{-1}$ to lower vibrational frequencies when the intensity is increased. The intensity-dependent shift emerges due to the non-zero diagonal elements of the operator $\hat{q}$.

![Figure S16. SERS spectra as a function of illumination intensity $I_{l_{a.s.}}$. (a) The anharmonicity parameter $\chi = 5 \times 10^{-3}$, and (b) $\chi = 5 \times 10^{-4}$. Here we consider $T = 0$ K.](image_url)
We integrate the total emitted power in the SERS peak and plot the result as a function of the illumination intensity to test whether the total emitted power saturates as the illumination intensity is increased. The result is shown in Figure S17 for $\chi = 5 \times 10^{-4}$ and $\chi = 5 \times 10^{-3}$ in (a) and (b), respectively. In both cases, the intensity-dependent integrated SERS power increases linearly with illumination intensity.

Lastly, we study the effect of temperature on the SERS shift. We fix the illumination intensity $I_I = 10^5 \mu W/\mu m^2$ and linearly increase the temperature from $T = 0$ K to $T = 1000$ K. We perform the calculation for both $\chi = 5 \times 10^{-4}$ and $\chi = 5 \times 10^{-3}$ and plot the results in Figure S18 (a) and (b), respectively. The peak shift as a function of temperature is negligible.

This shows that transiently exciting molecules in solution to high $n$ can give increasingly red-shifted Raman peaks, arising from vibrational anharmonicity. From literature estimates biphenyl peak shifts with temperature $\omega_n(T) = \omega_n - 2\chi k_B T$ we estimate $\chi \sim 5 \times 10^{-3}$, tenfold larger than $\chi \sim 5 \times 10^{-4}$ extracted from DFT of the $\omega_{n1} = 1586$ cm$^{-1}$ ring breathing mode of BPT in solution. Molecular heating would thus only give shifts of $\delta \omega = 2\chi k_B T < 5$ cm$^{-1}$ (Figure S18), while vibrational pumping can account for a shift of up to 35 cm$^{-1}$ (Figure S16). Both contributions are far smaller than the >150 cm$^{-1}$ observed in the experimental data presented in the main text. This model including anharmonicity thus cannot reproduce our results, instead suggesting that a new interaction must be present with a much larger energy scale, as analysed in the previous sections from local image dipoles at the metal surface.

![Figure S17](image1.png)  
**Figure S17.** Intensity dependence of the integrated SERS power. The dots correspond to the spectra shown in Figure S16. (a) $\chi = 5 \times 10^{-3}$, and (b) $\chi = 5 \times 10^{-4}$.

![Figure S18](image2.png)  
**Figure S18.** SERS spectra as a function temperature. (a) $\chi = 5 \times 10^{-3}$, and (b) $\chi = 5 \times 10^{-4}$. We considered $I_{las} = 10^5 \mu W/\mu m^2$ in all calculations.
Supplementary Experimental Data

S10. NPoM In-coupling Correction

In the main text, we record power-dependent SERS spectra from hundreds of NPoMs. In order to compare NPoMs \( i \) with slightly different size and shape which varies their excitation and collection efficiencies, we use a normalization based on the integrated SERS counts at \( \omega_{v1} \) for the lowest intensity \( I_0 \), \( \eta_i = S_i(\omega_{v1}, I_0)/I_0 \). Given average coupling \( \bar{\eta} = \sum \eta_i \), we then normalize the in-coupled intensity for each NPoM as \( I_{in} = I_i \cdot \eta_i / \bar{\eta} \) (with units of integrated counts.s\(^{-1}\).\( \mu \)W\(^{-1}\)). This accounts for the in-coupling efficiency so at the same low input power, each NPoM gives the same normalized SERS emission. The effectiveness of this correction is demonstrated in Figure S19. Without correction of in-coupling efficiency, particles show SERS signal varying by up to one order of magnitude at the same laser power. Only by correcting the in-coupled laser intensity, it is possible to compare many different nanostructures and obtain the common trend.

Figure S19. In-coupling correction. (a) Integrated SERS from \( \omega_{v1} = 1586 \) cm\(^{-1}\) mode vs. actual laser intensity on sample, excited by pulsed 658 nm laser. Power series run on >60 particles vary by up to one order of magnitude in signal intensity at same laser intensity. Red arrows indicate correction of in-coupling efficiency by renormalising laser intensity for each particle with signal at lowest intensity. (b) Integrated SERS vs. in-coupling corrected laser intensity. All particles now coincide to form a linear trend before SERS saturation at high laser intensity. Data as shown in main text Figure 4(e).
S11. Raw Data of Individual NPoMs

Here, we provide spectral data from individual NPoM structures for the three investigated laser wavelengths. These are part of the dataset of hundreds of NPoMs that is presented in the main text in an averaged way by correcting for the in-coupling efficiency. The optical spring effect can indeed also be observed in data from individual nanostructures. NPoMs shown here are representative for the entire dataset, however particles with high in-coupling efficiency are selected since weakly in-coupling particles do not reach the intensity regime required for a clear optical spring shift.

Figure S20. Power series of individual NPoM structures (633 nm). (a–c, left) Laser power-dependent SERS spectra of three NPoM structures with 633 nm laser. (a–c, right) Integrated signal of SERS line (1586 cm⁻¹, blue dots), background (grey dots) and sum of SERS line and background (black open dots). SERS line follows optomechanical model (blue line) while sum increases linearly with power (black line).
Figure S21. Power series of individual NPoM structures (658 nm). (a-c, left) Laser power-dependent SERS spectra of three NPoM structures with 658 nm laser. (a-c, right) Integrated signal of SERS line (1586 cm$^{-1}$, blue dots), background (grey dots) and sum of SERS line and background (black open dots). SERS line follows optomechanical model (blue line) while sum increases linearly with power (black line).

Figure S22. Power series of individual NPoM structures (700 nm). (a-c, left) Laser power-dependent SERS spectra of three NPoM structures with 700 nm laser. (a-c, right) Integrated signal of SERS line (1586 cm$^{-1}$, blue dots), background (grey dots) and sum of SERS line and background (black open dots). SERS line follows optomechanical model (blue line) while sum increases linearly with power (black line).
S12. Reversibility of Saturation and Damage

To confirm the saturation behaviour and eliminate damage or drift as the cause, two additional experiments are performed. First, power-dependent SERS measurements from low to high power are run twice on each NPoM [Figure S23(a,b)]. Both power sweeps show the same saturation effect caused by the optical spring shift with only a small offset due to damage. Hence, we can confirm the reversibility of the optical spring shift and rule out damage to the nanostructures as an explanation for the SERS saturation.

To quantify the relationship between SERS suppression and damage, measurement series alternating pump intensities between 1 and 20 μW.μm⁻² are performed [Figure S23(c)] (only the high intensity causes damage). The % suppression in SERS efficiency Ș from low to high power is much larger than the % damage that reduces recovery after returning from high to low power. The alternating powers show two distinct features of the integrated SERS signal: a small decay (~15%) is caused by accumulating damage [yellow arrows Figure S23(c,d)], while a large suppression (~50%) of the signal comes from SERS saturation (red arrows). The % changes for damage and suppression are estimated from the maximum of the distribution of particles in Figure S23d. (Note: In this experimental procedure, it is not possible to correct for each NPoM’s in-coupling efficiency. This leads to a wide range of values for the SERS suppression as molecules experience different effective laser powers. Further, outliers at positive suppression are possible in rare cases due to restructuring of the nanoparticles.)

Figure S23. Repeatability of SERS saturation. (a) Integrated SERS from ν₁ = 1586 cm⁻¹ mode, excited by pulsed 633 nm laser. Power series run twice on each NPoM show saturation in both runs. Filled dots indicate average of measurements on multiple NPoMs (white dots). (b) Integrated SERS normalized to in-coupled power and integration time. (c) Measurement protocol for SERS efficiency, defining damage vs suppression. (d) Extracted suppression of time series on different NPoMs at average power Pᵢₐₓ = 15 : 100 μW.μm⁻² (low:high) showing 50% suppression clearly distinguished from damage. We note that outliers here skew the perception of the distribution as most data points overlap in the red shaded area. The histograms on the outside of the plot give a clear representation of the distribution of data points.
**S13. Vibrational Pumping and Non-equilibrium Temperatures**

Tuning the pump laser wavelength to 785 nm and using a notch filter, we simultaneously acquired Stokes and anti-Stokes spectra of hundreds of particles [Figure S24(a)]. While the SERS saturation of the 1586 cm$^{-1}$ reported in the main text is observed on the Stokes side (weakly, see below), the anti-Stokes emission scales quadratically before also showing saturation at the same threshold power [Figure S24(c)]. The super-linear scaling of the anti-Stokes scattering demonstrates clearly that vibrational pumping is active at these applied laser powers$^{42,43}$. For a low wavenumber vibration [here 280 cm$^{-1}$, Figure S24(b)], no clear vibrational pumping is seen due to its higher thermal phonon population and the lower Raman cross section. Integrating over the entire spectrum, a linear dependence of the Stokes signal on power without saturation is observed [Figure S24(d)], consistent with the model proposed below (see Figure S8) and again eliminating damage as potential cause of the saturation effect.

Compared to the Stokes spectra presented in the main text, the saturation of the SERS lines and increase in the background can only be observed very weakly. There are two reasons for this observation: firstly, our theory predicts a weaker spring shift at 785 nm laser wavelength compared to 658 nm due to the positions of plasmonic modes [Fig. 2(a) of the main text]. Hence, the power to reach considerable changes in the spectrum will be higher. Secondly, to record anti-Stokes spectra integration times had to be extended fourfold. To avoid damage, the maximum laser intensity in this experiment is thus threefold lower than presented in the main text. Therefore, the intensity regime for SERS saturation is not quite reached in Figure S24.

**Figure S24:** Comparison of Stokes and anti-Stokes scattering. (a) Power dependent anti-Stokes (x5) and Stokes SERS spectra of one NPoM with pump laser at 785 nm. (b,c,d) SERS emission integrated over (b) 280 cm$^{-1}$ line, (c) 1586 cm$^{-1}$ line and (d) entire spectrum for the Stokes (blue) and anti-Stokes (red) sides. Guides to the eye (black, dotted) indicate linear and quadratic scaling with power. White dots and coloured lines indicate average of measurements on multiple NPoMs.
We extract an ‘apparent temperature’ in the nanostructure during each laser pulse. Note that given the vibrational pumping observed, this is a non-equilibrium temperature. We use the ratio of Stokes to anti-Stokes SERS peak areas, at pump wavelength 633 nm. However, the anti-Stokes signal is very weak (at powers needed to ensure no damage) making only the strongest 1586 cm\(^{-1}\) line suitable for estimating the molecular temperature [Figure S25(a,b)]. Due to vibrational pumping, the vibrational population is increased far above the thermal population, from 320 K at 0.44 μW.μm\(^{-2}\) to 740 K at 55 μW.μm\(^{-2}\). Hence, the estimated temperatures are not representative of the molecular environment temperature. Such excitations similarly affect the apparent (non-equilibrium) temperature of free electrons in the metal leading to nonlinear changes in the SERS background from electronic Raman scattering. Since this study is focused on changes of the molecular SERS signal, we omit these effects in the main text.

Figure S25. Apparent molecular temperature evaluation. (a) Power-normalized SERS spectra for increasing average intensities from 1.2 μW.μm\(^{-2}\) (green) to 55 μW.μm\(^{-2}\) (yellow), laser at 633 nm. (b) Histogram of fitted molecular temperatures for low intensity (0.4 μW.μm\(^{-2}\)) and high intensity (55 μW.μm\(^{-2}\)) demonstrating the clear increase in apparent molecular temperature for the 1586 cm\(^{-1}\) SERS line due to non-equilibrium vibrational pumping.
S14. SERS Saturation of Other Molecules

Figure S26. Saturation of pulsed Stokes Raman scattering from >100 NPoMs containing naphthalene-thiol (NPT). (a) Integrated SERS emission from $\omega_{v_1} = 1586$ cm$^{-1}$ mode (blue-red) and integrated background (grey,x3), normalised to the integration time. Excitation with pulsed laser tuned to 633 nm. Open points show averaged power dependence. Inset shows relative position of pump wavelength with Stokes lines and plasmon resonances. (b) Integrated SERS normalized to excitation power and integration time. (c) Example SERS spectrum from single NPoM.

Figure S27. Saturation of pulsed Stokes Raman scattering from >100 NPoMs containing TPT or BPT. (a,b) Averaged SERS spectra for increasing in-coupled average powers for triphenylthiol (TPT) and biphenylthiol (BPT), recorded in same sample run for direct comparison. (c,d) Integrated SERS emission from $\omega_{v_1} = 1586$ cm$^{-1}$ mode (colors show laser power) and integrated background (grey,x3), excited by pulsed laser at 633 nm. Open points are averages. (e,f) Integrated SERS normalized to excitation power and integration time.
Figure S28. Saturation of pulsed Stokes Raman scattering from many NPoMs containing 50% BPT/50% TPT mixed SAM. (a) Integrated SERS emission from $\nu_1 = 1586$ cm$^{-1}$ mode (blue-red) and integrated background (grey, x3), normalised to the integration time. Excitation with pulsed laser tuned to 633 nm. Open points show averaged dependence. Inset shows relative position of pump wavelength with Stokes lines and plasmon resonances. (b) Integrated SERS normalized to excitation average power and integration time. (c) Example SERS spectrum from single NPoM.

Figure S29. SERS power dependence normalized to excitation power with different plasmonic confinement. Data shown is average of power series on many NPoMs averaged with in-coupling correction. No significant difference is observed in the SERS saturation when the lower mirror is pure Au, or Au with a single monolayer of Pd electrochemically deposited on top (spacer: BPT). This suggests that charge transfer between molecule and metal is not playing a key role.
Figure S30. Additional data from picocavities supporting observation of optomechanical spring shift. (a-f) Fast spectral time scans (left panels) while sweeping laser power on six NPoMs with picocavities, with position and width of SERS line (red arrows) extracted via Lorentzian fits (two right panels). Same experimental conditions as in Figure 6 of the main text. This data underlines the reproducibility of the optical spring effect for different nanostructures and picocavity events.
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