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Abstract

This paper focuses on a low-complexity one-dimensional (1D) direction-of-arrival (DOA) algorithm with an arbitrary cross-linear array. This algorithm is highly accurate without the performance error usually caused by the uncertainty factor of the wave velocity in the underwater environment. The geometric relationship between two crossed linear arrays is employed to derive the expression of DOA estimation with the finding that this algorithm is capable of excluding the wave velocity variable in the DOA estimation expression. A method without parameter pairing is also proposed to reduce the complexity of this algorithm. Additionally, the influence of wave velocity is analyzed in terms of RMSEc and the Cramer-Rao bound (CRB) for 1D DOA with the arbitrary cross-linear array is established. The simulation results demonstrate that the proposed algorithm can achieve better performance than the traditional algorithm under the condition of an inaccurate estimate of wave velocity. Compared with the velocity-independent DOA algorithm, it exhibits the feature of low complexity.
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1 Introduction

The estimation of the underwater DOA is widely used in many fields, such as underwater target positioning, offshore operations, and military reconnaissance [1]. Compared with an electromagnetic wave, a sound wave undergoes less loss in underwater propagation. Therefore, underwater DOA estimation usually employs sound waves as communication signals and takes wave velocity as a constant. However, in a real underwater environment, the numerical value of wave velocity constantly changes for it is affected by temperature, salinity, and other factors [2]. The actual amount of wave velocity in seawater approximately ranges from 1450 to 1550 m/s. The assumption that the wave velocity is a constant will generate serious errors. Therefore, it is critical to handle the influence factors of the wave velocity in underwater DOA estimation.

The ESPRIT algorithm [3] has been extensively used since it was proposed because, among other characteristics, it features no spectral peak search and low computational requirements. Several enhanced algorithms are based on the ESPRIT algorithm. Qian has proposed the MR-ESPRIT algorithm [4], which improved the array division of the classical ESPRIT algorithm. This classical algorithm sets down two sub-arrays with an offset of 1 on a single linear array. It then uses the rotation operator between the two sub-arrays to obtain the result. By contrast, the MR-ESPRIT algorithm divides sub-arrays with an offset greater than 1. It utilizes the received signals of the two sub-arrays to restore the direction matrix of the array. Finally, the estimation result is obtained by solving the direction matrix. The MR-ESPRIT algorithm is superior at suppressing the impact of noise. An automatic pairing joint direction-of-arrival and frequency estimation, abbreviated as AF-ESPRIT, is presented in [5]. By using the multiple-delay output of a uniform linear antenna array (ULA), this algorithm can estimate joint
angles and frequencies. In [6], a frequency-angle joint estimation algorithm is proposed. It is based on singular value decomposition (SVD) and trilinear decomposition. This algorithm eliminates the influence of the number of snapshots on the computational complexity through SVD and reduces the estimation complexity without losing estimation performance. Pinto [7] and others proposed an estimation algorithm abbreviated as MS-KAI-ESPRIT that performs better at a low signal-to-noise ratio (SNR) and small amounts of snapshots. First, this algorithm sets a convergence factor and roughly estimates the DOA of the source signal through the classical ESPRIT algorithm. Next, it uses this result to correct the data covariance matrix and utilizes the modified covariance matrix to estimate the new DOA angle; cyclic iteration is then applied until the convergence condition is satisfied. One-dimensional DOA estimation with different structured arrays, such as L-shaped arrays [8–10] and a uniform rectangular array, has captured a remarkable amount of attention. The MUSIC algorithm has also aroused notable research interest [11–14] given that it has a high resolution, estimation accuracy, and stability under certain conditions. In [15], a velocity-independent MUSIC algorithm (VI-MUSIC) is proposed. It is based on L-shaped arrays. The VI-MUSIC algorithm uses an L-shaped array and the so-called Same Peak method to eliminate the effect of using imprecise wave velocity. This algorithm can achieve high accuracy even though imprecise wave velocity is used for DOA estimation.

However, the real-time propagation velocity of the sound wave is unknown because of the instability and complexity of the underwater environment. The ESPRIT algorithms mentioned above calculate the wave velocity as a constant. Adopting imprecise velocity leads to a significant error. Despite being a velocity-independent algorithm, the previously mentioned VI-MUSIC algorithm needs to search for real-time wave velocity in the range of 1450–1550 m/s, which implies high and often unacceptable computational complexity.

This paper proposes a 1D velocity independent and low complexity ESPRIT algorithm (VI-LC-ESPRIT) based on an arbitrary cross-linear array to solve the above problem. The proposed algorithm uses the geometric relationship between the arbitrary cross-linear array to eliminate the effect of variable wave velocity. Besides, it exhibits low computational complexity without parameter matching.

2 Signal model and wave velocity influence analysis

2.1 Arbitrary cross-linear array structure and data model

As illustrated in Fig.1, K far-field narrowband plane wave signals \( s_i(t), i = 1, \ldots, K \), impinge on the arbitrary cross-linear array. Arbitrary cross-linear array is structured by two uniform arrays in the x-y plane with an cross angle of \( \delta \), where \( \delta \in (0, \pi/2) \). Each array consists of \( M \) identical omni-directional sensors separated by inter-element spacing \( d \), namely, \( d = \lambda/2 \), where \( \lambda \) approximates to be the wavelength of the incident waves. The total number of sensors is \( N = 1 \), where \( N = 2M \). \( r_n = [x_n, y_n]^T \), \( n = 1, \ldots, N \) is the position vector of sensor \( n \). The position of sensor \( m \) on the x-axis is denoted as \( r_m, m = 1, ..., M \), and the position of sensor \( m \) on the y-axis is denoted as \( r_m \).

The center frequency of the \( i \)-th signal is \( f_i \), and considering the underwater homogeneous isotropic fluid medium environment, their wave velocity is defined as \( c \), where \( c \in [1450, 1550] \) m/s. Let us note \( \theta_x \) the DOA of the \( i \)-th signal on the x-axis, where \( \theta_x \in (0, \pi) \), and \( \theta_y \) the DOA of the \( i \)-th signal on the y-axis, where \( \theta_y \in (0, \pi) \).

Using the array element at \( O \) as the reference element. As shown in Fig. 1, the incoming area of the source signals is divided into two areas. In area 1, we have \( \theta_{yi} = \theta_{xi} - \delta \), and in area 2, we have \( \theta_{yi} = \theta_{xi} - \delta \). That is to say, in 1D-DOA estimation, the angles between the narrowband signal and arbitrary cross-linear array satisfy

\[
\cos \theta_{x(i)} = \cos(\theta_{x(i)} - \delta),
\]

where \( \theta_{xi} = \theta_0 \), and \( \theta_0 \) is the expected wave direction angle of the \( i \)-th source signal.

The received signals of the array on the x-axis and the y-axis are written as

\[
X(t) = \mathbf{A}_x \mathbf{S}(t) + \mathbf{N}_x(t),
\]

\[
Y(t) = \mathbf{A}_y \mathbf{S}(t) + \mathbf{N}_y(t),
\]

where \( \mathbf{S}(t) = [s_1(t), s_2(t), \ldots, s_k(t)]^T \) is the \( K \times 1 \) incoming source signals vector, \( \mathbf{N}_x(t) \) and \( \mathbf{N}_y(t) \) are the Gaussian white noise vectors along the x-axis and the y-axis, respectively. The \( M \times K \) array manifold matrices \( \mathbf{A}_x \) and \( \mathbf{A}_y \) can be represented as

\[
\mathbf{A}_x = [\mathbf{a}(\theta_{x1}), \mathbf{a}(\theta_{x2}), \ldots, \mathbf{a}(\theta_{xK})],
\]

\[
\mathbf{A}_y = [\mathbf{a}(\theta_{y1}), \mathbf{a}(\theta_{y2}), \ldots, \mathbf{a}(\theta_{yK})].
\]

We define \( t_n(\theta_{xi}) = \mathbf{d}^T(\theta_{xi}) \cdot \mathbf{r}_n/c \) as the propagation delay of the \( i \)-th signal received sensor \( n \), where \( \mathbf{d}(\theta_{xi}) = [\cos \theta_{xi}, \sin \theta_{xi}]^T \) is the unit vector pointing towards the \( i \)-th signal, and \( \mathbf{r}_n \) is the position vector of sensor \( n \).
are denoted as $M \times 1$ array manifold vectors, which have the form of $a_m(\theta_{yi}) = e^{-j2\pi f_{m} t_{yi} \sin(\theta_{yi})}$ on the x-axis and $a_m(\theta_{yi}) = e^{-j2\pi f_{m} t_{yi} \cos(\theta_{yi})}$ on the y-axis, respectively. We suppose that the source signals are non-Gaussian and uncorrelated to each other. And the Gaussian noises with zero-mean and variance $\sigma^2$ are assumed to be statistically independent to the signals.

2.2 Analysis of the wave velocity influence

After performing 1D Root-Music algorithm or TLS-ESPRIT algorithm, the roots $\theta_{yi}$ of $\xi$ are denoted as Eq.(8).
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The AF-ESPRIT algorithm can obtain automatic pairing premise conditions: (1) DOA and frequency parameters are paired; (2) the real-time wave velocity is 1500 m/s. In summary, the above algorithms must set a constant value of $c_0$ as the real-time wave velocity, where $c_0 = 1500$ m/s.

However, the real-time wave velocity is a variable in the range of 1450–1550 m/s. Let $\Delta c = c - c_0$. According to Eq. (6), the greater $|\Delta c|$ is, the greater deviation is in DOA estimation comparing to the estimation when $|\Delta c| = 0$. In order to evaluate the impact of using inaccurate wave velocity $c_0$ instead of real-time wave velocity $c$, we define $RMSE_c$ using different real-time wave velocity values.

$$ RMSE_c = \frac{1}{K} \sum_{i=1}^{K} \sqrt{(\theta_{xi} - \hat{\theta}_{xi})^2} $$

$$ = \frac{1}{K} \sum_{i=1}^{K} |\theta_{xi} - \arccos \left( \frac{c_0 \cos \theta_{xi}}{c} \right) | $$

3 Method of velocity-independent and low-complexity DOA estimation

3.1 The VI-LC-ESPRIT algorithm

Firstly, a cross-correlation matrix $R_{xy}$ is obtained by Eq. (8).

$$ R_{xy} = E[Y(t)Y^H(t)] = A_x R_y A_y^H $$

where $R_y = E[S(t)S^H(t)]$. It can be noted that the additive noise is removed by the cross-correlation operation. Let $R_{xy1}$ and $R_{xy2}$ be the first and last $M - 1$ cols of $R_{xy}$, respectively, so

$$ R_{xy1} = A_x R_y A_y^H $$
$$ R_{xy2} = A_x R_y A_y^H $$

In the equation above, $A_y = A_1 \Omega^H$, $A_y$ and $A_y$ are defined as the first and last $M - 1$ rows of $A_y$, and $\Omega = \text{diag}([\omega_2 \pi df_1 \cos \theta_{y1}/c, \ldots, \omega_2 \pi df_K \cos \theta_{yK}/c])$. Since the $K$ source signals are uncorrelated, it is easy to know that $A_y$, $A_y$ and $R_y$ are full rank matrices.

By combining Eq. (9), a new $2M \times (M - 1)$ matrix $R$ is defined by using Eq. (10).

$$ R = \begin{bmatrix} R_{xy1} & R_{xy2} \end{bmatrix} = \begin{bmatrix} A_x \\ A_x \Omega \end{bmatrix} R_y A_y^H = BR_y A_y^H, $$

where a new direction matrix $B$ can be expressed as

$$ B = \begin{bmatrix} A_x \\ A_x \Omega \end{bmatrix} $$

We can obtain the singular value from the decomposition of matrix $R$ using

$$ R = U \Sigma V^H = [U_s, U_n] \begin{bmatrix} \Sigma_s & 0 \\ 0 & \Sigma_n \end{bmatrix} \begin{bmatrix} V_s^H \\ V_n^H \end{bmatrix} $$

where $\Sigma_s$ is a $K \times K$ matrix, $U_s$ is the signal subspace, and $U_n$ is the noise subspace. By combining Eq. (8), it can be noted that $\Sigma_n = 0$. In addition, $U_s = [U_s, U_n]$ is a unitary matrix, so it can be obtained by

$$ U_s^H U_n = 0. $$

According to the properties of SVD, we have

$$ (RV_n)^H U_n = (U_s \Sigma_n)^H U_n, $$

Considering $V_n$ is a full-rank matrix and $\Sigma_n = 0$, and combining Eqs. (10), (14) can be rewritten as

$$ R^{H} U_n = A_y R_y^H B^H U_n = 0. $$

It is easy to know that $A_y R_y^H$ is a full-rank matrix. So, $B$ and $U_n$ have the following relationship.

$$ B^H U_n = 0. $$

By combining Eqs. (13) and (16), a non-singular matrix $T$ is defined by Eq. (17).

$$ U_s = BT. $$

Then, sub-matrices $B_1$ and $B_2$ are defined using

$$ B_1 = \begin{bmatrix} B(1 : M - 1, :) \\ B(M + 1 : 2M - 1, :) \end{bmatrix}, $$
$$ B_2 = \begin{bmatrix} B(2 : M, :) \\ B(M + 2 : 2M, :) \end{bmatrix}. $$
There is a matrix $\Psi$ that satisfies
\begin{equation}
B_2 = B_1 \Psi, \tag{19}
\end{equation}
where $\Psi = \text{diag}(\Psi_1, \ldots, \Psi_K)$. $\Psi$ is called the rotation matrix, whereas $\Psi_i$ is called a phase rotation operator, and $\Psi_i = e^{-j2\pi d_i \cos \theta_i/c}$ can be obtained if $\Psi_i$ is determined. The matrix $U_j$ is divided into matrix $U_1$ and $U_2$ in the same way as
\begin{equation}
U_1 = \begin{bmatrix}
U_i(1: M - 1, :)
\end{bmatrix}, \tag{20}
\end{equation}
\begin{equation}
U_2 = \begin{bmatrix}
U_i(2: M, :)
\end{bmatrix}. \tag{21}
\end{equation}
According to Eq. (17), we obtain
\begin{equation}
U_1 = B_1 T, \tag{22}
\end{equation}
\begin{equation}
U_2 = B_2 T, \tag{23}
\end{equation}
By combining Eqs. (19) and (21), there is
\begin{equation}
U_1^+ U_2 = T^{-1} \Psi T. \tag{24}
\end{equation}
$U_1^+$ is defined as the Moore-Penrose generalized inverse of $U_1$, and Eq. (22) can be rewritten adopting
\begin{equation}
U_1^+ U_2 = T^{-1} \Psi T. \tag{25}
\end{equation}
In Eq. (23), by performing eigenvalue decomposition (EVD) of $U_1^+ U_2$, eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_K$ and corresponding eigenvectors $\Psi_i$ are obtained. Besides, $\lambda_1, \lambda_2, \ldots, \lambda_K$ correspond to the diagonal elements of $\Psi$. Then, according to the expression of $\Psi$, the azimuth angles can be expressed as
\begin{equation}
\cos \theta_{xi} = \frac{\arg \lambda_i}{-2\pi df_i/c}, i = 1, 2, \ldots, K. \tag{26}
\end{equation}
Here, we obtain the estimated value of the direction matrix $B$ adopting
\begin{equation}
\hat{B} = U_i T^{-1}. \tag{27}
\end{equation}
In addition, combining Eq. (11) and the expression of $\Omega$, $B(1, i) \hat{B}^*(M + 1, i) = e^{-j2\pi df_i \cos \theta_{xi}/c}$ can be obtained, where $B(k, i)$ is the element of the $k$th row and the $i$th col of $B$. That is to say
\begin{equation}
\cos \theta_{yi} = \frac{\arg (\hat{B}(1, i) \hat{B}^*(M + 1, i))}{-2\pi df_i/c}, i = 1, 2, \ldots, K. \tag{28}
\end{equation}
Finally, combined with Eq. (1), the azimuth angles can be obtained as follows.
\begin{equation}
\theta_i = \tan^{-1}\left(\frac{\arg (\hat{B}(1, i) \hat{B}^*(M + 1, i)) - \cot \delta}{\arg (\lambda_i) \sin \delta}\right), \tag{29}
\end{equation}
when $\arg (\lambda_i) \neq 0$, and $\theta_i = 0$ when $\arg (\lambda_i) = 0$.
Remark: According to the definition of $\Omega$ and the construction method of the matrix $B$ in Eq. (11), it can be found that the column vectors of $B$ only contain paired $\theta_{xi}$ and $\theta_{yi}$, where $\cos \theta_{yi} = \cos (\theta_{xi} - \delta)$. From Eqs. (23) and (25), $U_1^+ U_2 = T^{-1} \Psi T$, and the estimated value of $B$ satisfies $\hat{B} = U_i T^{-1}$, so the columns of $\hat{B}$ and $\Psi$ have related permutations. Therefore, cos $\theta_{xi}$ and cos $\theta_{yi}$ are matched in Eq. (27) according to Eqs. (23) to (26).

The summary of the proposed VI-LC-ESPRIT algorithm is shown as follows:
**Step 1:** Compute $R_{xy}$ and construct $R$ from Eqs. (8) and (10);
**Step 2:** Construct $U_1$, $U_2$, and $U_2$ from Eqs. (12) and (20);
**Step 3:** Estimate $\lambda_i$ and $B$ from Eqs. (23) and (25);
**Step 4:** Obtain velocity independent azimuth angle from Eq. (28).

### 3.2 Cramer-Rao bound (CRB) analysis

When the data vector is assumed to be Gaussian distributed, a particularly convenient CRB formula is derived in reference [16]. In case of L-shaped array configuration, the CRB formula of 2D DOAs is given in reference [17], where the wave velocity is taken as a constant. The CRB formula of the 1D DOAs using an arbitrary cross-line array is considered here, taking into account the variable wave velocity. Construct a new received data matrix from the arbitrary cross-linear array as follows.
\begin{equation}
Z(t) = \begin{bmatrix}
X(t)
\end{bmatrix} = \begin{bmatrix}
A_x(\theta)
A_y(\theta)
\end{bmatrix} S(t) + \begin{bmatrix}
N_x(t)
N_y(t)
\end{bmatrix}. \tag{30}
\end{equation}
Equation (30) can be rewritten adopting
\begin{equation}
Z(t) = AS(t) + N. \tag{31}
\end{equation}
The Fisher information matrix $F$ is with respect to $\theta = [\theta_1, \theta_2, \ldots, \theta_K]$. The $i$, $j$th element of $F$ is
\begin{equation}
F_{ij} = 2 \frac{\partial A}{\partial \theta_i} \left( \begin{array}{c}
\frac{\partial A}{\partial \theta_j}
\end{array} \right)^H \frac{1}{\sigma^2} \left( \begin{array}{c}
\frac{\partial A}{\partial \theta_j}
\end{array} \right) \tag{32}
\end{equation}
\begin{equation}
= \frac{2}{\sigma^2} \left[ \frac{\partial A}{\partial \theta_i} (e_j^T S^H e_j) \right] \tag{33}
\end{equation}
\begin{equation}
= \frac{2}{\sigma^2} \left[ \frac{\partial A}{\partial \theta_i} (e_j^T e_j^T S^H S e_j) \right] \tag{34}
\end{equation}
\begin{equation}
= \frac{2}{\sigma^2} \left[ \frac{\partial A}{\partial \theta_i} (e_j^T S^H S e_j) \right] \tag{35}
\end{equation}
\begin{equation}
= \frac{2}{\sigma^2} \left[ \frac{\partial A}{\partial \theta_i} (e_j^T S^H S e_j) \right] \tag{36}
\end{equation}
The concrete form of $F_{ii}$ is

$$F_{ii} = \frac{8\pi^2 f^2 L}{\sigma^2 c^2} \sum_{i=1}^{K} \sum_{n=1}^{N} \{ A_{ni}^* A_{ni} (y_n \cos \theta_i - x_n \sin \theta_i)^2 (R_s)_{ii} \}$$

(32)

where $A_{ni}$ is the $n$, $i$th element of $A$, $[x_n, y_n]$ is the position of the $n$th sensor $r_n$, $R_s = E[SS^H]$ and $(R_s)_{ii}$ is the $i$, $i$th element of $R_s$.

Then, the CRB matrix can be expressed using

$$C = F^{-1}.$$ (33)

Let $C_{ij}$ be the $i$, $j$th element of $C$ and we can obtain the CRB of the $i$th azimuth angle as Eq. (34).

$$\text{CRB}_{\theta_i} = \sqrt{C_{ii}}.$$ (34)

Thus, the total CRB of 1D DOAs can be expressed by Eq. (35).

$$\text{CRB} = \frac{1}{K} \sum_{i=1}^{K} \text{CRB}_{\theta_i}.$$ (35)

According to Eq. (32), it can be found that $F_{ii}$ increases as snapshots $L$ increases and decreases as wave velocity $c$ increases or noise power $\sigma^2$ increases. When $\delta = 90^\circ$, $(y_n \cos \theta_i - x_n \sin \theta_i)^2$ has a maximum value, which means that $F_{ii}$ has a maximum value. By combining Eqs. (33) and (35), it can be concluded that the CRB of 1D DOAs increases as $c$ increases, decreases as $L$ or SNR increases, and has a minimum value when $\delta = 90^\circ$.

### 3.3 Complexity analysis

In this section, we mainly compare the performance of the following algorithms: TLS-ESPRIT, Root-MUSIC, AF-ESPRIT in [5], MS-KAI-ESPRIT in [7], VI-MUSIC in [15], and the proposed VI-LC-ESPRIT algorithm. $K$ is the number of source signals, $N$ is the number of total sensors, and $L$ is the sample snapshots.

As for the complexity, we analyze it based on matrix complex multiplication, which mainly involves in autocorrelation or cross-correlation matrix construction, EVD or SVD operation, and pseudo-inverse operation. Due to $L >> N > K$, we mainly study the relationship between the complexity of the five algorithms and $L, N$. The complexity of the proposed VI-LC-ESPRIT algorithm is about $O(M^2L + 20M^3 + 4M^2K + 2MK^2 + K^3)$, while that of the classical TLS-ESPRIT algorithm is about $O(N^2L + 4N^3)$, where $N = 2M$. The running time of the six algorithms is employed to check the performance of complexity. The results of the running times are shown in the following figures.

Figures 2 and 3 show that the complexity of the six algorithms increases gradually with the increase of sensors, but increases slowly with the increase of snapshots. Compared with other algorithms, the VI-MUSIC algorithm and the MS-KAI-ESPRIT algorithm have higher computational complexity. The complexity of the TLS-ESPRIT algorithm is low. In general, the proposed VI-LC-ESPRIT algorithm has lower complexity than others and has an advantage when the wave velocity is unknown. Because the VI-MUSIC algorithm needs to search the real-time wave velocity, its computational complexity is even hundreds of times that of the proposed VI-LC-ESPRIT algorithm. Considering that a large amount of calculation limits the practical value of the VI-MUSIC algorithm, its estimation performance is not compared in Section 4.
4 Simulation results and discussion

In all simulation experiments, the sampling frequency is 40 kHz, the number of snapshots \( L \) is 200, the element spacing \( d \) is 0.05 m, and 1000 Monte Carlo trials are conducted. Note that \( \Delta c = c - c_0 \), where \( c_0 = 1500 \text{ m/s} \). The array structure used in the VI-LC-ESPRIT algorithm is a \( M \times 2 \) arbitrary cross-linear array, and the array structure used in other algorithms is a \( N \times 1 \) linear array, where \( N = 2M \). We assume that the source signals are non-Gaussian and uncorrelated to each other; the Gaussian noises with zero-mean and variance \( \sigma^2 \) are statistically independent of the signals.

An arbitrary cross-linear array is used in the proposed algorithm. To find a suitable cross angle, we compare the performance of all algorithms at different cross angles in following Section 4.1. The influences of different wave directions and different SNR environments on the algorithm are both important factors in the performance evaluation of the DOA estimation algorithm. Thus, the influence of wave direction on the estimation performance is studied in Section 4.2 to detect the estimation accuracy of all algorithms for different wave directions. And simulations under different SNR are implemented.

4.1 Effect of cross-linear angle on estimation performance

In the first experiment, all algorithms are compared in terms of RMSE over cross angles. A far-field narrowband signal with an azimuth angle of 30° incoming with a center frequency of 15 kHz. The total sensors number \( N \) is 10, and the SNR is set to 0 dB.

Figure 4a shows that the proposed algorithm perform better as cross angle \( \delta \) increases; the performance of other algorithms do not change as \( \delta \) increase because only a linear array is used; CRB decreases as \( \delta \) increases, which is consistent with the previous analysis of CRB. Besides, the Root-MUSIC algorithm performs rather good when \( \Delta c = 0 \), the MS-KAI-ESPRIT algorithm, and the TLS-ESPRIT algorithm perform moderately, while the AF-ESPRIT algorithm function poorly. And the performance of the proposed VI-LC-ESPRIT algorithm is close to that of AF-ESPRIT when \( M = 5 \) and is close to that of Root-MUSIC when \( M = 10 \).

The AF-ESPRIT algorithm needs to estimate the frequency first, and then use the result of frequency estimation to estimate DOA. Compared with other conventional algorithms, this will bring more errors and lead to worse performance when there is no need to estimate the frequency. Considering that sensors on the \( y \)-axis in the proposed algorithm is used to eliminate the effect of wave velocity, it does not play a role in reducing the DOA estimation error. Therefore, the proposed algorithm performs worse than other algorithms when \( M = 5 \) and performs better than other algorithms when \( M = 10 \). Also considering that the proposed algorithm performs best when \( \delta = 90^\circ \), the cross angle \( \delta \) is set to 90° in the following experiments.

Figure 4a and b illustrate that the proposed algorithm is not affected by the wave velocity. The other algorithms perform worse when \( |\Delta c| > 0 \), and the RMSE of them is larger than \( RMSE_c \). In addition, CRB at \( c = 1500 \text{ m/s} \) is larger than CRB at \( c = 1475 \text{ m/s} \), which is consistent with the previous analysis of CRB.

4.2 Effect of wave direction on estimation performance

In the second experiment, all algorithms are compared in terms of RMSE over wave directions. The \( \delta \) is set to 90°.
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and the other conditions are the same as those of the first experiment.

Figure 5a shows that the performance of the proposed algorithm hardly changes as wave direction increases, while the other algorithms perform better as wave direction $\theta$ increases. According to Eq. (32), $F_{ii}$ increases as $\theta_i$ increases for a single linear array, and $F_{ii}$ does not change significantly for the arbitrary cross-linear array. Because of $C = F^{-1}$, it means that the performance of the proposed algorithm is not affected significantly as $\theta$ increases, and the other algorithms perform better as $\theta$ increases, which is consistent with the experimental results.

From Fig. 5a and b, it can be noted that the estimation performance of the proposed algorithm is well in different wave velocity environments than other algorithms. Besides, the other algorithms perform worse when $|\Delta c| > 0$ than that when $|\Delta c| = 0$. The simulation result shows the proposed algorithm maintains robust performance in an unknown wave velocity environment.

4.3 Comparison of algorithms with different SNR
In the third experiment, the proposed VI-LC-ESPRIT algorithm in theoretical analysis and experimental studies, MS-KAI-ESPRIT algorithm, TLS-ESPRIT algorithm, Root-MUSIC algorithm, AF-ESPRIT algorithm, and CRB are compared in term of RMSE with respect to SNRs in an Gaussian noise situation. The number of sensors $N$ is set to 10. Two uncorrelated equal power signals with azimuth angles $\theta$ and frequency from $(30^\circ, 60^\circ)$ and $(15000, 16000)$ kHz.

From Fig. 6a, it can be noted that the RMSE of all algorithms, except MS-KAI-ESPRIT, and the CRB decreases as SNR increases. The proposed algorithm performs better than the others at high SNR, while it is worse at low SNR. Considering that sensors on the $y$-axis in the proposed algorithm is used to eliminate the effect of wave velocity, it does not play a role in reducing the DOA estimation error. The proposed algorithm performs better than other algorithms at high SNR when using $10 \times 2$ sensors. Besides, because the TLS-ESPRIT algorithm and the Root-MUSIC algorithm are not suitable for DOA estimation of multi-frequency sources, their performance is worse than the AF-ESPRIT algorithm when $\Delta c = 0$.

Figure 6a and b note that the estimation performance of the proposed algorithm at $\Delta c = 0$ is roughly the same as that at $\Delta c = -25$ m/s, while other algorithms perform worse as $\Delta c$ increases. Also, the performance of AF-ESPRIT is close to $\text{RMSE}_c$ at high SNR, which quite matches the theoretical analysis in Eq. (7).

4.4 Comparison of algorithms with unknown wave velocity
In the fourth experiment, the above algorithms are compared in terms of RMSE with respect to the real-time wave velocity. The parameters configured in this experiment are the same as the third experiment.

From the result of Fig. 7a, the proposed algorithm maintains robust performance as $\Delta c$ increases, and far superior to the other algorithms when $M = 10$. The larger $|\Delta c|$ is, the worse the estimation performs among other algorithms. And the performance of the AF-ESPRIT is close to $\text{RMSE}_c$ which is better than the classical algorithms. Besides, the MS-KAI-ESPRIT algorithm performs worse at multi-frequency and inaccurate velocity environments.

![Fig. 5 RMSE versus wave directions: a $\Delta c = 0$ m/s and b $\Delta c = -25$ m/s](image)
Figure 7a and b note that the estimate performance of the proposed algorithm is better at SNR=10 dB than that at SNR=0 dB and the proposed algorithm is also better than others when $|\Delta c| > 0$.

5 Conclusions
This paper proposes a velocity-independent and low-complexity 1D-DOA estimation algorithm with an arbitrary cross-linear array to solve the problem of unknown underwater wave velocity. The arbitrary cross-linear array is employed to reduce the estimation error caused by assuming a fixed wave velocity. Additionally, the proposed algorithm has low complexity, for it does not require parameter pairing. Compared with the traditional 1D ESPRIT algorithm (e.g., AF-ESPRIT and MS-KAI-ESPRIT), it can deal with the effect of wave velocity deviation and the computational complexity is much lower than that of the former VI-MUSIC algorithm. The simulation results well coincide with the analysis of the $\text{RMSE}_c$ and the CRB. Simulation experiments bear out the proposed VI-LC-ESPRIT algorithm, which is effective in handling the impact of an inaccurate wave velocity value.
Abbreviations
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