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Abstract

In this paper, we provide a full combinatorial characterization of sequentially Cohen–Macaulay binomial edge ideals of closed graphs. In addition, we show that a binomial edge ideal of a closed graph is approximately Cohen–Macaulay if and only if it is almost Cohen–Macaulay.

Keywords: Binomial edge ideals, Closed graphs, Sequentially Cohen–Macaulay ideals, Approximately Cohen–Macaulay ideals

Mathematics Subject Classification: 13H10, 05E40, 13C70

Introduction

Binomial edge ideals arising from finite simple graphs were introduced in 2010 independently in two papers, [9,16]. Since then, they have become a topic of intensive research in combinatorial commutative algebra. Apart of the applications of these ideals in algebraic statistics, there is a great interest in their investigation since it turned out that fundamental algebraic and homological properties of these ideals are strongly related to the combinatorial data of the underlying graphs.

Let $G$ be a simple graph, that is, undirected and without loops or multiple edges, on the vertex set $[n]$. Let $S = K[x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n]$ be the polynomial ring in $2n$ variables over a field $K$. For $1 \leq i < j \leq n$, we set $f_{ij} = x_i y_j - x_j y_i$. The binomial edge ideal $J_G$ of the graph $G$ is generated by all the binomials $f_{ij}$ where $i < j$ and $\{i, j\}$ an edge in $G$. In particular, for the complete graph on $n$ vertices, $J_G$ is the determinantal ideal generated by all the maximal minors of the $2 \times n$-generic matrix $X$ with the rows $x_1, x_2, \ldots, x_n$ and $y_1, y_2, \ldots, y_n$.

Basic facts about binomial edge ideals and their minimal free resolutions are presented in [10, Chapter 7]. Cohen–Macaulay binomial edge ideals were investigated in several papers; see, for example, [2,3,6,12,17,18]. Gorenstein binomial edge ideals are classified in [13]. Licci binomial edge ideals are characterized in [7]. A Hochster type formula for the local cohomology modules of binomial edge ideals is obtained in [1].

In this paper, we focus on the study of sequentially Cohen–Macaulay binomial edge ideals. Some particular classes of graphs with sequentially Cohen–Macaulay binomial edge ideals are studied in [23]. A complete classification of the graphs whose binomial...
edge ideals are sequentially Cohen–Macaulay seems to be very difficult. Even the full classification of graphs whose binomial edge ideals are Cohen–Macaulay is not yet known. However, a significant progress in this direction has been recently done in [3].

As in the case of the Cohen–Macaulay property, for studying sequentially Cohen–Macaulay binomial edge ideals, we can reduce to connected indecomposable graphs; see Remark 1.7.

In this paper, we focus on binomial edge ideals with quadratic Gröbner bases, that is, those ideals which are associated with closed graphs, introduced in [9]. There are several combinatorial characterizations of closed graphs. We will especially use the one given in [6, Theorem 2.2] which states that a graph $G$ is closed if and only if the facets of the clique complex $\Delta(G)$ are intervals. In fact, one can order the facets of $\Delta(G)$, say $F_1, \ldots, F_r$, such that $F_i = [a_i, b_i] := \{m \in \mathbb{Z} : a_i \leq m \leq b_i\}$ for $1 \leq i \leq r$ and $1 = a_1 < a_2 < \cdots < a_r < b_r = n$. By using this characterization, in Proposition 1.4 we specify all the minimal prime ideals of $J_G$ when $G$ is closed. In Proposition 2.1, we show that all indecomposable closed graphs with two maximal cliques are sequentially Cohen–Macaulay. The main result of this article is Theorem 2.2 which states that if $G$ is an indecomposable closed graph with the clique complex $\Delta(G) = \langle F_1, F_2, \ldots, F_{r+1} \rangle$, $r \geq 2$, where $F_i = [a_{i-1}, b_i]$ for $1 \leq i \leq r+1$ and $1 = a_0 < a_1 < \cdots < a_r$, $b_1 < \cdots < b_{r+1} = n$, then $J_G$ is sequentially Cohen–Macaulay if and only if there exists $1 \leq k \leq r$ such that $a_i = a_r - (r-i)$ for $k \leq i \leq r$ and $b_j = b_1 + (j-1)$ for $1 \leq j \leq k$. The most part of Sect. 2 is devoted to the proof of this theorem. A result of Goodarzi [8] providing a characterization of homogeneous sequentially Cohen–Macaulay ideals has a crucial role in the proof. For the necessity of the numerical conditions in Theorem 2.2, we use a localization argument together with Goodarzi’s condition. For the sufficiency, which is the most technical part of the proof, we proceed by induction on the number of the maximal cliques of $G$ in order to verify Goodarzi’s condition for $J_G$. The behavior of associated primes of a homogeneous ideal under hyperplane sections, which follows from [15, Section 3], plays a key role in our arguments.

Well-known examples of sequentially Cohen–Macaulay modules are approximately Cohen–Macaulay modules. In Sect. 3, we give the classification of closed graphs whose binomial edge ideals are approximately Cohen–Macaulay. We show in Theorem 3.7 that, if $G$ is closed, $J_G$ is is approximately Cohen–Macaulay if and only if $J_G$ is almost Cohen–Macaulay. Corollary 3.6 classifies the closed graphs $G$ with the property that $J_G$ is almost Cohen–Macaulay.

1 Preliminaries
1.1 Binomial edge ideals and closed graphs
All graphs considered in this article are simple, i.e., undirected without loops or multiple edges. Let $G$ be a simple graph on the vertex set $[n] := \{1, 2, \ldots, n\}$ with the edge set $E(G)$. Let $K$ be a field and $S = K[x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n]$ the polynomial $K$-algebra in $2n$ variables. The binomial edge ideal $I_G$ is generated by all the binomials $f_{ij} := x_j y_i - x_i y_j$ with $i < j$ and $(i,j) \in E(G)$. We consider the ring $S$ endowed with the lexicographic order induced by $x_1 > x_2 > \cdots > x_n > y_1 > y_2 > \cdots > y_n$. By [9, Corollary 2.2], $I_G$ is a radical ideal. Therefore, $I_G = \bigcap_{P \in \text{Min}(I_G)} P$, where $\text{Min}(I_G)$ denotes the set of the minimal prime ideals of $I_G$. In [9, Section 3], the elements of $\text{Min}(I_G)$ are characterized in terms
of the combinatorics of the graph $G$. Let $W \subset [n]$ be a (possibly empty) subset of $[n]$, and let $G_1, \ldots, G_{|W|}$ be the connected components of $G \setminus W$ where $G \setminus W$ is the induced subgraph of $G$ on the vertex set $[n] \setminus W$. For $1 \leq i \leq c(W)$, let $\tilde{G}_i$ be the complete graph on the vertex set $V(\tilde{G}_i)$. Let
\[ P_W(G) = (x_i, y_i : i \in W) + I_{\tilde{G}_1} + \cdots + I_{\tilde{G}_{|W|}}. \]

Then $P_W(G)$ is a prime ideal of $\dim S/P_W(G) = n - |W| + c(W)$, for every $W \subset [n]$ [9, Lemma 3.1].

By [9, Theorem 3.2], $I_G = \bigcap_{W \subset [n]} P_W(G)$. Therefore, the minimal primes of $I_G$ are among the prime ideals $P_W(G)$ with $W \subset [n]$. The next known result provides a precise classification of minimal primes of binomial edge ideals.

**Proposition 1.1** [9, Corollary 3.9] $P_W(G)$ is a minimal prime of $I_G$ if and only if either $W = \emptyset$ or $W$ is non-empty and, for each $i \in W$, $c(W \setminus \{i\}) < c(W)$.

A non-empty set $W \subset [n]$ such that $P_W(G)$ is a minimal prime ideal of $I_G$ is called a cut set of $G$. Let $C(G)$ be the collection of all cut sets of $G$ together with the empty set. With this notation, we get
\[ \dim S/I_G = \max\{n + c(W) - |W| : W \in C(G)\}, \] (1)

where $\dim$ denotes the Krull dimension. In addition, it follows that $I_G$ is unmixed, that is, all its minimal prime ideals have the same dimension, if and only if $n + c = \dim S/P_{\emptyset}(G) = \dim S/P_W(G)$, for all $W \in C(G)$, which is equivalent to $c(W) = |W| + c$ for all $W \in C(G)$.

In what follows, we are interested in binomial edge ideals of closed graphs, introduced in [9]. They are also known in combinatorics as proper interval graphs, see [5]. By [9, Proposition 1.2], they are a subclass of chordal graphs, those with no induced cycle of length greater than 3. There are several characterizations of closed graphs in literature. One of them involves the clique (simplicial) complex $\Delta(G)$ of $G$, whose faces are the cliques of $G$, i.e., complete induced subgraphs of $G$.

**Theorem 1.2** [6,9] Let $G$ be a graph on the vertex set $[n]$. The following statements are equivalent:

(i) $G$ is a closed;

(ii) The generators of $I_G$ form a Gröbner basis with respect to the lexicographic order induced by $x_1 > \cdots > x_n > y_1 > \cdots > y_n$;

(iii) The facets, say $F_1, \ldots, F_r$, of the clique complex $\Delta(G)$ of $G$ are intervals of the form $F_i = [a_i, b_i]$ which can be ordered such that $1 = a_1 < \cdots < a_r < b_r = n$.

In what follows, for a closed graph $G$, we consider a labeling of its vertices such that the maximal cliques $F_1, F_2, \ldots, F_r$ are intervals as in condition (iii) of the above theorem. Note that this is a leaf order of the facets of $\Delta(G)$. As usual, if $F_1, \ldots, F_r$ are all the facets of $\Delta(G)$, we write $\Delta(G) = \langle F_1, \ldots, F_r \rangle$.

By using condition (iii) in the above theorem, we may characterize the cut sets of a closed graph, but before we need a definition.

**Definition 1.3** Let $G$ be a connected closed graph with $\Delta(G) = \langle F_1, \ldots, F_r \rangle$ with $F_i = [a_i, b_i]$ such that $1 = a_1 < \cdots < a_r < b_r = n$. Let $W_i = F_i \cap F_{i+1}$ for $1 \leq i \leq r - 1$. We call the sets $W_i$ the connected cut sets of $G$. 
Clearly, $W_i$ are cut sets of $G$. Indeed, we have $c(W_i) = 2$ and the connected components of $G \setminus W_i$ are $(F_1 \cup \cdots \cup F_i) \setminus W_i$ and $(F_{i+1} \cup \cdots \cup F_r) \setminus W_i$. If $j \in W_i$, then there exists a path connecting a vertex from $(F_1 \cup \cdots \cup F_i) \setminus W_i$, the vertex $j$, and a vertex from $(F_{i+1} \cup \cdots \cup F_r) \setminus W_i$. Therefore, $c(W_i \setminus \{j\}) = 1 < c(W_i)$.

**Proposition 1.4** Let $G$ be a connected closed graph and a non-empty set $W \subset [n]$. Then the following are equivalent:

(a) $W$ is a cut set of $G$;
(b) $W = W_{j_1} \cup \cdots \cup W_{j_t}$ for some $t \geq 1$, $1 \leq j_1 < \cdots < j_t \leq r - 1$, where $W_{j_i}$ is a connected cut set of $G$ for every $i$, and max$(W_{j_i}) + 1 < \min W_{j_{i+1}}$ for $1 \leq i < t - 1$.

Moreover, dim $S/P_W(G) \leq n + 1$ with equality if and only if $|W_{j_i}| = 1$, for every $1 \leq i \leq t$.

**Proof** Let $\Delta(G) = \langle F_1, \ldots, F_r \rangle$ and $F_i = \{a_j, b_j\}$ such that $1 = a_1 < \cdots < a_r < b_r = n$. Let $W = W_{j_1} \cup \cdots \cup W_{j_t}$ as in the statement. Then $c(W) = t + 1$. Let $G_1, \ldots, G_{t+1}$ be the connected components of $G \setminus W$, where $V(G_k) < \min V(G_{k+1})$ for $1 \leq k < t$. Let $i \in W$. There exists $1 \leq \ell \leq t$ such that $i \in W_{j_{\ell}}$. Then there exists a path connecting a vertex of $G_\ell$, the vertex $j$, and a vertex of $G_{\ell+1}$. Therefore, $c(W \setminus \{i\}) = t < c(W)$. This shows that $W$ is a cut set of $G$.

For the converse, we proceed by induction on $r$. For $r = 2$, the claim is clear since the only non-empty cut set of $G$ is $W_1 = F_1 \cap F_2$. Let $r > 2$ and let $W$ be a non-empty cut set of $G$. We consider two cases.

**Case 1.** $W \supseteq W_1$. If $W = W_1$, we are done. Let $W \supseteq W_1$. We have $P_W(G) = (x_i, y_i : i \in W) + \sum_{i} I_{\tilde{G}_i} + \cdots + I_{\tilde{G}_{\tilde{s}(W)}}$ where $G_1, \ldots, G_{\tilde{s}(W)}$ are the connected components of $G \setminus W$.

We can write

$$P_W(G) = (x_i, y_i : i \in W_1) + (x_i, y_i : i \in W \setminus W_1) + \sum_{i} I_{\tilde{G}_i} + \cdots + I_{\tilde{G}_{\tilde{s}(W)}}$$

Let us observe that $P_{W \setminus W_1}(G \setminus W_1)$ is a minimal prime of $G \setminus W_1$, or, equivalently, $W \setminus W_1$ is a cut set of $G \setminus W_1$. Indeed, $c_{W \setminus W_1}(G \setminus W_1) > c_{W \setminus W_1}(\langle W \setminus W_1 \setminus \{j\}\rangle)$ for all $j \in W \setminus W_1$, since, otherwise, $c_G(W) \leq c_G(W \setminus \{j\})$. The graph $G \setminus W_1$ consists of two connected components. The first one is the clique on the set $F_1 \setminus W_1$ and the second one is a closed graph whose maximal cliques are the maximal elements in the set $\{F_q \setminus W_1, F_{q+1}, \ldots, F_r\}$ where the index $q$ is defined by the condition $a_q \leq \max W_1 < a_{q+1}$. In fact, if $a_{q+1} = \max W_1 + 1$, then $\Delta(G \setminus W_1) = \langle F_1 \setminus W_1, F_{q+1}, \ldots, F_r \rangle$ and if $a_{q+1} > \max W_1 + 1$, then $\Delta(G \setminus W_1) = \langle F_1 \setminus W_1, F_q \setminus W_1, F_{q+1}, \ldots, F_r \rangle$.

By induction, $W \setminus W_1 = W_{j_1} \cup \cdots \cup W_{j_s}$ for some $s \geq 1$, where $W_{j_i}$ are connected cut sets of $G \setminus W_1$ and of $G$ as well, for $1 \leq i \leq s$. In addition, by the inductive hypothesis, the sets $W_{j_i}$ satisfy the conditions of the statement. Thus, we only need to show that $\max W_{j_1} + 1 < \min W_{j_2}$, but this is clear since $\min W_{j_1} > a_{q+1}$ if $a_{q+1} = \max W_1 + 1$ and $\min W_{j_2} = a_{q+1}$ if $a_{q+1} > \max W_1 + 1$.

**Case 2.** $W \nsubseteq W_1$. In this case, we show that $W \subset W_2 \cup \cdots \cup W_{r-1}$. Then it will follow that $W$ is a cut set of the connected closed graph $G'$ with $\Delta(G') = \langle F_1 \cup F_2, F_3, \ldots, F_r \rangle$. Therefore, by induction on $r$, we get the desired form of $W$. To show that $W \subset W_2 \cup \cdots \cup W_{r-1}$ we proceed by contradiction. Let us assume that $W \nsubseteq W_2 \cup \cdots \cup W_{r-1}$. Then there exists some vertex $i \in W_1 \setminus (W_2 \cup \cdots \cup W_{r-1})$. On the other hand, there exists a vertex $j \in W_1 \setminus W$ since $W \nsubseteq W_1$. Since $j \in W_1 = F_1 \cap F_2$, we have $c_G(W \setminus \{i\}) = c(W)$,
a contradiction. For the last part of the statement, we observe that \( \dim S/P_W(G) = n+c(W) - |W| = n+(t+1)-\sum_{i=1}^{t} |W_i| \leq n+1 \) with equality if and only if \( \sum_{i=1}^{t} |W_i| = t \), that is, if and only if \( |W_i| = 1 \) for all \( i \).

For a vertex \( v \) of a graph \( G \), we denote by \( \text{cdeg}(v) \) the clique degree of \( v \), that is, the number of cliques to which the vertex \( v \) belongs. In particular, for a tree, the clique degree of \( v \) is the ordinary degree. The vertex \( v \) of \( G \) is called a free vertex if \( \text{cdeg}(v) = 1 \). Otherwise, \( v \) is called an inner vertex. According to [11, Definition 1.2], a connected graph \( G \) is called decomposable if there exist two subgraphs \( G_1, G_2 \) of \( G \) such that \( G = G_1 \cup G_2 \) with \( V(G_1) \cap V(G_2) = \{ v \} \) where \( v \) is a free vertex in \( G_1 \) and \( G_2 \). If \( G \) is not decomposable, then \( G \) is called an indecomposable graph. Clearly, every connected graph \( G \) has a unique (up to ordering) decomposition \( G = G_1 \cup G_2 \cup \cdots \cup G_m \) where \( G_1, \ldots, G_m \) are indecomposable graphs and, for \( 1 \leq i < j \leq m \), either \( V(G_i) \cap V(G_j) = \emptyset \) or \( V(G_i) \cap V(G_j) = \{ v \} \) and \( v \) is a free vertex in \( G_i \) and \( G_j \).

**Remark 1.5** Let \( G \) be a connected closed graph on the vertex set \([n]\). Then \( J_G \) is unmixed if and only if there exist integers \( 1 = a_1 < a_2 < \cdots < a_r < a_{r+1} = n \) such that the facets \( F_1, \ldots, F_r \) of \( \Delta(G) \) are of the form \( F_i = [a_i, a_{i+1}] \) for all \( i = 1, \ldots, r \). Indeed, as we have noticed above, \( J_G \) is unmixed if and only if \( c(W) = |W| + 1 \) for all \( W \in C(G) \). In particular, it follows that all the connected cut sets of \( G \) have cardinality 1. On the other hand, by [11, Proposition 1.3] or [17], if a graph \( G \) is decomposable as \( G = G_1 \cup G_2 \cup \cdots \cup G_m \), then \( J_G \) is Cohen–Macaulay if and only if \( J_{G_i} \) is Cohen–Macaulay for all \( 1 \leq i \leq m \). In particular, for a connected closed graph \( G \), we may decide whether \( J_G \) is Cohen–Macaulay or not by looking at the facets of the clique complex \( \Delta(G) \). More precisely, \( J_G \) is Cohen–Macaulay if and only if the facets of \( \Delta(G) \) are intervals of the form \( F_i = [a_i, a_{i+1}] \) for all \( i = 1, \ldots, r \) with \( 1 = a_1 < a_2 < \cdots < a_r < a_{r+1} = n \). Indeed, if \( J_G \) is Cohen–Macaulay, then \( J_G \) is unmixed and the claim follows. Conversely, if the facets of \( \Delta(G) \) are intervals as above, then \( G \) is decomposable in \( r \) complete graphs, thus \( J_G \) is Cohen–Macaulay. Note that this characterization of Cohen–Macaulay binomial edge ideals of closed graphs was proved in [6, Theorem 3.1].

### 1.2 Sequentially Cohen–Macaulay ideals

In this section, we review known facts about sequentially Cohen–Macaulay graded ideals that we are going to use in the further sections.

**Definition 1.6** Let \( M \) be a finitely generated graded module over a standard graded polynomial \( K \)-algebra \( R = K[x_1, \ldots, x_n] \). The module \( M \) is called sequentially Cohen–Macaulay if there exists a finite filtration with graded submodules

\[
0 = M_0 \subset M_1 \subset \cdots \subset M_r = M
\]

such that the following two conditions are fulfilled:

1. \( M_i/M_{i-1} \) is a Cohen–Macaulay module for \( 1 \leq i \leq r \);
2. \( \dim(M_1/M_0) < \dim(M_2/M_1) < \cdots < \dim(M_r/M_{r-1}) \).

Sequentially Cohen–Macaulay modules were introduced by Stanley [21]. In the original definition [21, Definition 2.9], there were considered graded modules over arbitrary graded algebras, but in what follows we may restrict to graded modules over standard graded
polynomial rings. Later on, several authors have considered sequentially Cohen–Macaulay modules over local rings; see, for example, [4,20].

**Remark 1.7** We may reduce the study of the sequentially Cohen–Macaulay property of binomial edge ideals to connected graphs. This is due to [19, Theorem 2.11] and to the decomposition of $S/I_G$ as a tensor product as

$$
\frac{S}{I_G} \cong \frac{S_1}{I_{G_1}} \otimes \frac{S_2}{I_{G_2}} \otimes \cdots \otimes \frac{S_c}{I_{G_c}},
$$

if $G_1, G_2, \ldots, G_c$ are the connected components of $G$, where $S_i = K[[x_j, y_j : j \in V(G_i)]]$ for $1 \leq i \leq c$.

Moreover, we can even reduce to indecomposable graphs. Indeed, if $G$ is decomposable as $G = G_1 \cup G_2$ along the vertex $v$, then, by the proof of [17, Theorem 2.7], we may consider a new graph $G'$ with the connected components $G_1$ and $G_2$ where $G_2'$ is obtained as follows. We remove the vertex $v$ from $G_2$ and add a new vertex $v'$, thus $V(G_2') = (V(G_2) \setminus \{v\}) \cup \{v'\}$, and the edge set of $G_2'$ is $E(G_2') = E(G_2) \setminus \{i, v\} : \{i, v\} \in E(G_2)$. Set $S' = S[x_{v'}, y_{v'}], \ell_x = x_v - x_{v'}, \ell_y = y_v - y_{v'}$. Then, as it was proved in [17], $\ell_x, \ell_y$ is a regular sequence on $S'/I_{G'}$ and $S/I_G \cong S'/I_{G'}(\ell_x, \ell_y)$. Combining this with [20, Theorem 4.7] which holds in the graded case as well, it follows that for a decomposable graph $G = G_1 \cup G_2$, $I_G$ is sequentially Cohen–Macaulay if and only if $I_{G_1}$ and $I_{G_2}$ are sequentially Cohen–Macaulay.

We recall a characterization of sequentially Cohen–Macaulay homogeneous ideals due to Goodarzi [8].

Let $R = K[x_1, \ldots, x_n]$ be a polynomial ring endowed with the standard grading and $I \subset R$ a homogeneous ideal. Let $I = \bigcap_{j=1}^s Q_j$ be a reduced primary decomposition of $I$ and set $P_j = \sqrt{Q_j}$ for $1 \leq j \leq s$. We denote by $I^{(i)}$ the ideal

$$
I^{(i)} = \bigcap_{\dim R/P_j > i} Q_j,
$$

for $-1 \leq i \leq \dim R/I - 1$. By [8, Proposition 16], we have the following.

**Proposition 1.8** Let $I \subseteq R = K[x_1, \ldots, x_n]$ be a homogeneous ideal in a standard graded polynomial ring. Then $R/I$ is sequentially Cohen–Macaulay if and only if $\text{depth} R/I^{(i)} \geq i + 1$ for all $0 \leq i \leq \dim R/I - 1$.

### 2 Sequentially Cohen–Macaulay binomial edge ideals of closed graphs

In this section, we characterize the closed graphs whose binomial edge ideals are sequentially Cohen–Macaulay. In view of Remark 1.7, in what follows, we consider only connected indecomposable graphs. Note that a graph with a unique clique is a complete graph hence with a Cohen–Macaulay binomial edge ideal.

To begin with, by using Proposition 1.8 we can prove that indecomposable closed graphs with two maximal cliques have sequentially Cohen–Macaulay binomial edge ideals.

**Proposition 2.1** Let $G$ be an indecomposable closed graph with $\Delta(G) = \langle F_1, F_2 \rangle$. Then $I_G$ is sequentially Cohen–Macaulay.
Proof Let us assume that $F_1 = [1, b]$ and $F_2 = [a, n]$ for some integers $1 < a < b < n$. Then $J_G$ has two cut sets, namely $\emptyset$ and $W = [a, b]$. We have
\[
\dim \frac{S}{P_0(G)} = n + 1 \quad \text{and} \quad \dim \frac{S}{P_W(G)} = n + 2 - (b - a + 1) = n + a - b + 1 \leq n.
\]
Since depth $S/P_0(G) = n + 1$ because $P_0(G)$ is a Cohen–Macaulay ideal, by Proposition 1.8, we only need to show that depth $S/J_G \geq n + a - b + 1$. The equality $J_G = P_0(G) \cap P_W(G)$ induces the short exact sequence
\[
0 \to J_G \to \frac{S}{P_0(G)} \oplus \frac{S}{P_W(G)} \to \frac{S}{P_0(G) + P_W(G)} \to 0.
\]
We observe that $P_0(G) + P_W(G) = \langle x_i, y_i : i \in W \rangle$ is a Cohen–Macaulay ideal with
\[
\text{depth} \frac{S}{P_0(G) + P_W(G)} = n - |W| + 1 = n - (b - a + 1) + 1 = n + a - b - 1 < n + a - b + 1 = \text{depth} \left( \frac{S}{P_0(G)} \oplus \frac{S}{P_W(G)} \right).
\]
Therefore, by Depth Lemma, we get depth $S/J_G = n + a - b + 1$. \(\square\)

In the next part, we consider indecomposable closed graphs with at least three maximal cliques. The main result of this section is the following.

**Theorem 2.2** Let $G$ be an indecomposable closed graph with the clique complex $\Delta(G) = \langle F_1, F_2, \ldots, F_r \rangle$, $r \geq 2$ where $F_i = [a_{i-1}, b_i]$ for $1 \leq i \leq r+1$ and $1 = a_0 < a_1 < \ldots < a_r$, $b_1 < \ldots < b_{r+1} = n$. Then the following conditions are equivalent:

(a) $J_G$ is sequentially Cohen–Macaulay;

(b) there exists $1 \leq k \leq r$ such that $a_i = a_r - (r - i)$ for $k \leq i \leq r$ and $b_j = b_1 + (j - 1)$ for $1 \leq j \leq k$.

This section is devoted to the proof of the above theorem.

### 2.1 Proof of the implication (a) \(\Rightarrow\) (b)

Let $G$ be an indecomposable closed graph on the vertex set $[n]$. Since $G$ is indecomposable, notice that $|W_i| \geq 2$ for all $1 \leq r \leq r$.

Hence, to prove this implication is reduced to prove the following proposition:

**Proposition 2.3** Let $G$ be an indecomposable closed graph. Suppose there exist two connected cut sets $W_1 = [a, b]$, $W_2 = [c, d]$ of $G$ with $a < d$, $|W_1 \setminus W_2| \geq 2$, $|W_2 \setminus W_1| \geq 2$ and there does not exist a connected cut set $W = [e, f]$ of $G$ in $[a, d]$ such that $f - e \leq \max(b - a, d - c)$. Then $S/J_G$ is not sequentially Cohen–Macaulay.

Before proving this proposition, we need some preparation.

Let $G_1$ be the indecomposable closed graph such that $\Delta(G_1) = \langle [1, b], [a, n] \rangle$. Then we see that $J_{G_1} = P_0(G) \cap P_{W_1}(G)$. Let $G_2$ be the closed graph with $V(G_2) = [1, n] \setminus [e, f]$ such that $\Delta(G_2) = \langle [1, c - 1], [a, n] \setminus [c, d] \rangle$. (Here we consider $[a, n] \setminus [c, d]$ as a clique of $G_2$.) A crucial tool is given by the next lemma:

**Lemma 2.4** With the above notation, we have $J_{G_1} + P_{W_2}(G) = J_{G_2} + \langle x_i, y_j : j \in W_2 \rangle$. 

Proof The set of binomials \( \{ x_iy_j - x_jy_i : i, j \in [1, b] \text{ or } i, j \in [a, n] \text{ or } i, j \in [c, d] \} \cup \{ x_iy_i : i \in W_2 \} \) is a set of generators of \( J_G + P_{W_2}(G) \). Hence

\[
\{ x_iy_j - x_jy_i : i, j \in [a, n] \setminus W_2 \} \cup \{ x_iy_i : i \in W_2 \}
\]

is a set of generators of \( J_G + P_{W_2}(G) \). Each element of this set belongs to \( J_{G_2} + (x_jy_j : j \in W_2) \). Therefore, we get \( J_{G_1} + P_{W_2}(G) \subseteq J_{G_2} + (x_jy_j : j \in W_2) \).

For the other inclusion, we observe that

\[
\{ x_iy_j - x_jy_i : i, j \in [1, c - 1] \text{ or } i, j \in [a, n] \setminus [c, d] \} \cup \{ x_iy_i : i \in W_2 \}
\]

is a set of generators of \( J_{G_2} + (x_jy_j : j \in W_2) \). If \( i, j \in [1, c - 1] \), then \( x_iy_j - x_jy_i \in P_{W_2}(G) \).

If \( i, j \in [a, n] \setminus [c, d] \), then \( x_iy_j - x_jy_i \in J_{G_1} \). Hence each of these generators belongs to \( J_{G_1} + P_{W_2}(G) \). □

Now we prove the above proposition:

Proof of Proposition 2.3. We may assume \( b - a + 1 = |W_1| \leq |W_2| = d - c + 1 \). And with \( |W_1| \setminus W_2 | \geq 2 \), we have \( d - b \geq c - a \geq 2 \).

We localize \( S/J_G \) at the prime ideal \( P = (x_i, y_i : i \in [a, d]) + P_0(G) \). Since \( \text{height } P = 2(d - a + 1) + n - (d - a + 1) + 1 = n + d - a + 2 \), we have

\[
\dim S_P = n + d - a + 2.
\]

By Proposition 1.4 in \( S_P \), we have

\[
(J_G)_P = (P_0(G))_P \cap (P_{W_1}(G))_P \cap (P_{W_2}(G))_P \cap (P_{W_1 \cup W_2}(G))_P \cap \cdots,
\]

if \( c > b + 2 \) and

\[
(J_G)_P = (P_0(G))_P \cap (P_{W_1}(G))_P \cap (P_{W_2}(G))_P \cap (P_{W_1 \cup W_2}(G))_P \cap \cdots,
\]

if \( c \leq b + 1 \). We have

\[
\text{height } P_0(G) = n - 1,
\]

\[
\text{height } P_{W_1}(G) = n + |W_1| - 2,
\]

\[
\text{height } P_{W_2}(G) = n + |W_2| - 2.
\]

In addition, if \( c \geq b + 2 \), we have

\[
\text{height } P_{W_1 \cup W_2}(G) = n + |W_1| + |W_2| - 3.
\]

The intersection \( P_0(G) \cap P_{W_1}(G) \) may be interpreted as a binomial edge ideal associated with an indecomposable closed graph with two maximal cliques that intersect in \( W_2 \). Then by Proposition 2.1, it follows that \( S/(P_0(G) \cap P_{W_1}(G)) \) is sequentially Cohen–Macaulay. On the other hand, \( S/P_{W_2}(G) \) is Cohen–Macaulay. By localizing at \( P \) and using the above equalities together with (2), we get

\[
\text{depth}(S/(P_0(G) \cap P_{W_1}(G)))_P = \text{dim}(S/(P_{W_1}(G)))_P = d - a - |W_1| + 4 = d - b + 3,
\]

\[
\text{depth}(S/P_{W_2}(G))_P = \text{dim}(S/(P_{W_2}(G)))_P = d - a - |W_2| + 4 = c - a + 3,
\]

\[
\text{dim}(S/(P_{W_1 \cup W_2}(G)))_P = d - a - |W_1| - |W_2| + 5 = c - b + 3 \text{ if } c \geq b + 2.
\]

In order to prove that \( J_G \) is not sequentially Cohen–Macaulay, by [20, Proposition 4.8], it is enough to show that \( (S/J_G)_P \) is not sequentially Cohen–Macaulay.
Set $k = c - a + 2$. We show that
\[
\text{depth} S_P/(J_G)_P^{<k>} \leq k.
\]
Then, by using Proposition 1.8, we get the desired conclusion.

As $\dim(S/(P_{W_1} \cup W_2(G)))_P = c - b + 3 \leq c - a + 2 = k$ and by the assumption there does not exist a cut set $W = [e, f]$ of $G$ in $[a, d]$ such that $f - e \leq \max(b - a, d - c)$, which means that there does not exist an associated prime $(P_W(G))_P$ of $(J_G)_P$ in $S_P$ such that
\[
\dim(S/(P_W(G)))_P = d - a - (f - e + 1) + 4 \geq d - a - (d - c + 1) + 3 = c - a + 3 = k + 1,
\]
we have
\[
(J_G)_P^{<k>} = \cap_{I \in \text{Ass}(G)_P} \text{depth} S_P/I > k I = (P_{W_1}(G))_P \cap (P_{W_2}(G))_P \cap (P_{W_2}(G))_P.
\]
Considering the short exact sequence
\[
0 \to S_P/(P_{W_1}(G))_P \cap (P_{W_2}(G))_P \cap (P_{W_2}(G))_P \to S_P/(P_{W_1}(G))_P \cap (P_{W_2}(G))_P \oplus S_P/(P_{W_2}(G))_P \to 0,
\]
by Depth Lemma, it is enough to show that
\[
\text{depth} S_P/(P_{W_1}(G))_P \cap (P_{W_2}(G))_P \leq k - 1 = c - a + 1.
\]
By Lemma 2.4, it is enough to show that
\[
\text{depth} S_P/(J_G + (x, y) : j \in W_2)_P \leq c - a + 1.
\]
But we have
\[
\text{depth} S_P/(J_G + (x, y) : j \in W_2)_P
\leq \text{dim} S_P/(P_{[a, c - 1]}(G_2) + (x, y) : j \in W_2)_P
= \text{dim} S_P - 2|W_2| - \text{height} P_{[a, c - 1]}(G_2)
= n + d - a + 2 - 2|W_2| - \text{height} P_{[a, c - 1]}(G_2)
= n + d - a + 2 - (n - |W_2| + |[a, c - 1]| - 2)
= d - a + 2 - (d - c + 1) - (c - a) + 2
= 3 \leq c - a + 1,
\]
\[
\text{since } (P_{[a, c - 1]}(G_2) + (x, y) : j \in W_2)_P \neq S_P \text{ and } c - a \geq 2.
\]

By the above proposition if $G$ is a closed set such that $S/I_G$ sequentially Cohen–Macaulay and $W_1 = [a_1, b_1], W_2 = [a_2, b_2], W_3 = [a_3, b_3]$ are three connected cut sets of $G$ with $a_1 < a_2 < a_3$, then $|W_2| \leq \max(|W_1|, |W_3|)$. Then we have the following corollary:

**Corollary 2.5** Let $G$ be an indecomposable closed graph with the clique complex $\Delta(G) = (F_1, F_2, \ldots , F_{r+1})$, $r \geq 2$ where $F_i = [a_{i-1}, b_i]$ for $1 \leq i \leq r+1$ and $1 = a_0 < a_1 < \ldots < a_r$, $b_1 < \ldots < b_{r+1} = n$. Set $W_i = F_i \cap F_{i+1}$ for $1 \leq i \leq r$. If $J_G$ is sequentially Cohen–Macaulay, then there exists $1 \leq k \leq r$ such that
\[
|W_1| \geq |W_2| \geq \cdots \geq |W_k| \leq |W_{k+1}| \leq \cdots \leq |W_r|
\]
and $a_i = a_r - (r - i)$ for $k \leq i \leq r$ and $b_j = b_1 + (j - 1)$ for $1 \leq j \leq k$. 


2.2 Proof of the implication \((b) \Rightarrow (a)\)

Let \(G\) be an indecomposable closed graph \(G\) such that \(\Delta(G) = \langle F_1, F_2, \ldots, F_{r+1} \rangle\). Set \(W_k := F_k \cap F_{k+1}\). Since \(G\) is indecomposable, we have \(|W_k| \geq 2\). We assume that

\[
F_1 = [1, b], \quad F_2 = [a_1, b + 1], \quad F_3 = [a_2, b + 2], \quad \ldots, \quad F_k = [a_{k-1}, b + (k - 1)],
\]

\[
F_{k+1} = [a, b_{k+1}], \quad F_{k+2} = [a + 1, b_{k+2}], \quad \ldots,
\]

\[
F_r = [a + (r - k - 1), b_r], \quad F_{r+1} = [a + (r - k), n].
\]

where we set \(a_k = a\) and \(b_1 = b\). This is equivalent to saying that the connected cut sets of \(G\) are

\[
W_1 = [a_1, b], \quad W_2 = [a_2, b + 1], \quad W_3 = [a_3, b + 2], \ldots, \quad W_k = [a, b + (k - 1)],
\]

\[
W_{k+1} = [a + 1, b_{k+1}], \quad W_{k+2} = [a + 2, b_{k+2}], \quad \ldots, \quad W_r = [a + (r - k), n].
\]

Let \(H_1\) be the indecomposable closed graph such that

\[
\Delta(H_1) = \langle F_1, F_2, \ldots, F_{r-1}, F_r \cup F_{r+1} \rangle.
\]

Then, by the proof of Case 2 in Proposition 1.4, we have

\[
\bigcap_{W: \text{cut set of } G, W \ni W_r} P_W(G) = J_{H_1}.
\]

Set \(H_2 = G \setminus W_r\) and set \(\ell = \max\{s : W_s \cap W_r = \emptyset\}\). Then

\[
\Delta(H_2) = \langle F_1, F_2 \ldots, F_\ell, F_{\ell+1} \setminus W_r, F_{r+1} \setminus W_r \rangle.
\]

By the first case in the proof of Proposition 1.4, we have

\[
\bigcap_{W: \text{cut set of } G, W \ni W_r} P_W(G) = J_{H_2} + (x_{j_i}, y_{j_i} : j \in W_r).
\]

Then

\[
J_G^{<m>} = J_{H_1}^{<m>} \cap (J_{H_2} + (x_{j_i}, y_{j_i} : j \in W_r))^{<m>}.
\]

We also set \(H_3\) to be the restriction of \(G\) with \(V(H_3) = [\min(W_{r-1}), n] \setminus W_r\) such that

\[
\Delta(H_3) = \langle F_r \cup F_{r+1} \setminus W_r \rangle.
\]

Therefore, we have \(J_{H_3} = (x_{j_i} - x_{j_i}, y_{j_i} : i, j \in F_r \cup F_{r+1} \setminus W_r)\).

In the rest of this section, we will often use the notation \(K[V(H)]\) for the polynomial ring \(K[x_{j_i} : i \in V(H)]\).

Lemma 2.6 We have

\[
J_{H_1}^{<m>} + (J_{H_2} + (x_{j_i}, y_{j_i} : j \in W_r))^{<m>} = (J_{H_2} + (x_{j_i}, y_{j_i} : j \in W_r))^{<m>} + J_{H_3}
\]

Proof (\(\subseteq\)) For any component \(P_W(H_2)\) of \(J_{H_2}^{<m>}\), where

\[
P_W(H_2) = \bigcap_{\dim K[V(H_2)]/P_W(H_2) = m} P_W(H_2),
\]

\(P_W(H_1)\) is a component of \(J_{H_1}^{<m>}\), since \(P_W(H_2) + (x_{j_i}, y_{j_i} : j \in W_r) = P_W(G)\) is a component of \(J_G^{<m>}\). Since

\[
P_W(H_1) \cap K[x_{j_i}, y_{j_i} : i \in [1, n] \setminus F_r \cup F_{r+1}]
\]

\[
= P_W(H_2) \cap K[x_{j_i}, y_{j_i} : i \in [1, n] \setminus F_r \cup F_{r+1}]
\]
we have
\[ J_{H_1}^{<m>} \cap K[[x_iy_j : i \in [1, n] \setminus F_r \cup F_{r+1}]] \subseteq J_{H_2}^{<m>} \cap K[[x_iy_j : i \in [1, n] \setminus F_r \cup F_{r+1}]]. \]

Hence
\[ J_{H_1}^{<m>} \subseteq (J_{H_2} + (x_jy_j : j \in W_r))^<m> + (x_jy_j - x_jy_i : i, j \in F_r \cup F_{r+1} \setminus W_r). \]

(≥) For any \( i, j \in F_r \cup F_{r+1} \setminus W_r \) and for any component \( P_W(H_1) \) of \( J_{H_1}^{<m>} \), we have \( x_jy_j - x_jy_i \in P_W(H_1) \).

\[ \square \]

**Proposition 2.7** Let \( G \) be an indecomposable closed graph with the clique complex \( \Delta(G) = \langle F_1, F_2, \ldots, F_{r+1} \rangle, r \geq 2 \), where \( F_i = [a_{i-1}, b_i] \) for \( 1 \leq i \leq r + 1 \) and \( 1 = a_0 < a_1 < \ldots < a_r < b_1 < \ldots < b_{r+1} = n \). Assume that there exists \( 1 \leq k \leq r \) such that \( a_i = a_k - (r - i) \) for \( k \leq i \leq r \) and \( b_j = b_1 + (j - 1) \) for \( 1 \leq j \leq k \). Then \( S/J_G \) is a sequentially Cohen–Macaulay ideal.

**Proof** We proceed by induction on \( r \). We may assume \( |W_1| \leq |W_r| \). By induction, we can assume that \( S/J_{H_1} \) is sequentially Cohen–Macaulay. Then we have
\[ \text{depth} S/J_{H_1}^{<m>} \geq m + 1, \quad \text{for } m \geq 0. \]

Let \( H_4 \) be the restriction of \( G \) with \( V(H_4) = [1, \min(W_{r-1})] \). Then
\[ \Delta(H_4) = \langle F_1, F_2, \ldots, F_{r-1}, F_{r+1} \setminus W_r \rangle. \]

By the inductive hypothesis, \( S/J_{H_4} \) is sequentially Cohen–Macaulay since \( H_4 \) is closed. Hence we have
\[ \text{depth} K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})+1)>} \geq m - (n - \min(W_{r-1}) + 1) + 1. \]

On the other hand, if we consider \( H \) to be the closed graph with \( \Delta(H) = \langle F_{r+1} \setminus W_r \rangle \), whose binomial edge ideal is Cohen–Macaulay, we get
\[ S/J_{H_2} + (x_jy_j : j \in W_r) \cong S/J_{H_4} \otimes_K S/J_H, \]
which implies by [19, Theorem 2.11] that \( S/J_{H_2} + (x_jy_j : j \in W_r) \) is sequentially Cohen–Macaulay, and, consequently,
\[ \text{depth} S/(J_{H_2} + (x_jy_j : j \in W_r))^{<m>} \geq m + 1. \]

(4)

Obviously, \( J_{H_2} \) is Cohen–Macaulay with
\[ \dim K[V(H_3)]/J_{H_3} = \text{depth} K[V(H_3)]/J_{H_3} = n - \min(W_{r-1}) + 2. \]

Then
\[ S/(J_{H_2} + (x_jy_j : j \in W_r))^{<m>} + J_{H_3} \]

can be considered as
\[ K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})-1)>> \otimes_K K[V(H_3)]/J_{H_3} \text{ modulo } [x - x', y - y'], \]

where \( x = x_{\min(W_{r-1})} \in K[V(H_4)], y = y_{\min(W_{r-1})} \in K[V(H_4)], x' = x_{\min(W_{r-1})} \in K[V(H_3)], y' = y_{\min(W_{r-1})} \in K[V(H_3)]. \)
Lemma 2.8  The sequence \( \{x - x', y - y'\} \) is regular on the tensor product

\[
K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3}.
\]

Proof  We note that \( x - x' \) is regular since \( \text{Ass}(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3}) \) contains prime ideals of the form

\[
P = P_W(H_4) + (x_i y_j - x_j y_i : i, j \in F_r \cup F_{r+1} \setminus W_r)
\]

and \( x - x' \notin P \).

We show that \( y - y' \) is a regular element of

\[
(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3})/(x - x').
\]

Since it is known that \( y - y' \) is a regular element of

\[
(K[V(H_4)]/(J_{H_4}) \otimes_K K[V(H_3)]/J_{H_3})/(x - x'),
\]

by [17], it is enough to show that

\[
\text{Ass}(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3})/(x - x') \\
\subseteq \text{Ass}(K[V(H_4)]/(J_{H_4}) \otimes_K K[V(H_3)]/J_{H_3})/(x - x').
\]

In fact, it is enough to show

\[
\text{Ass}(K[V(H_4)]/(J_{H_4}) \otimes_K K[V(H_3)]/J_{H_3})/(x - x') \\
= \bigcup_{P \in \text{Ass}(K[V(H_4)]/(J_{H_4}) \otimes_K K[V(H_3)]/J_{H_3})} \text{Min}(K[V(H_4)]) \otimes_K K[V(H_3)]/(P' + (x - x')),
\]

and

\[
\text{Ass}(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3})/(x - x') \\
= \bigcup_{P} \text{Min}(K[V(H_4)]) \otimes_K K[V(H_3)]/(P' + (x - x')),
\]

where \( P' \in \text{Ass}(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3}) \).

By [15, Corollary 3.2], we have

\[
\text{Ass}(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3})/(x - x') \\
\setminus \bigcup_{P \in \text{Ass}(K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1})>} \otimes_K K[V(H_3)]/J_{H_3})} \text{Min}(K[V(H_4)]) \otimes_K K[V(H_3)]/(P' + (x - x'))
\]

\[
= \{ P : P \text{ is a homogeneous ideal of } \dim(K[V(H_4)]) \otimes_K K[V(H_3)]]/P = s \text{ such that } \\
(K[V(H_4)]/(J_{H_4})^{<s-(n-\min(W_{r-1})+2)} \otimes_K K[V(H_3)]/J_{H_3})_P = 0, \\
(K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2)} \otimes_K K[V(H_3)]/J_{H_3})_P \neq 0, \\
\text{depth}(K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2)} \otimes_K K[V(H_3)]/J_{H_3})_P = 1, x - x' \in P \} = \emptyset.
\]

Indeed, if \( (K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2)} \otimes_K K[V(H_3)]/J_{H_3})_P \neq 0 \), then

\[
\text{depth}(K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2)} \otimes_K K[V(H_3)]/J_{H_3})_P \\
= \dim(K[V(H_4)]/(J_{H_4}) \otimes_K K[V(H_3)]/Q)_P \geq 2
\]

by the sequentially Cohen–Macaulay property of

\[
K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2)} \otimes_K K[V(H_3)]/J_{H_3}.
\]
where $Q \in \text{Ass}(K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2>}) \otimes_K K[V(H_3)]/J_{H_3}$ satisfies
\[
\text{height}(Q) = \text{bigh}\text{height}(J_{H_4}^{<s+1-n-\min(W_{r-1})+2>} + J_{H_3}).
\]
Here, bigh\text{height}(I) denotes the maximal height of the minimal prime ideals of the ideal $I$. Hence, we know that
\[
\text{Ass}(K[V(H_4)]/(J_{H_4})^{<s+1-n-\min(W_{r-1})+2>}) \otimes_K K[V(H_3)]/J_{H_3})/(x - x') \\
\subseteq \text{Ass}(K[V(H_4)]/(J_{H_4}) \otimes_K K[V(H_3)]/J_{H_3})/(x - x'),
\]
and $\{x - x', y - y'\}$ is a regular sequence on $K[V(H_4)]/(J_{H_4})^{<m-(n-\min(W_{r-1}))}> \otimes_K K[V(H_3)]/J_{H_3}$. \hfill $\square$

By the above lemma, we get
\[
\text{depth}(S/(J_{H_4} + (x_j,y_j : j \in W_r))^{<m>}) + J_{H_3}) \\
\geq m - (n - \min(W_{r-1} + 1) + 1 + n - \min(W_{r-1}) + 2 - 2 = m.
\]
By Lemma 2.6, we have the short exact sequence
\[
0 \to S/J_G^{<m>} \to S/(J_{H_4} + (x_j,y_j : j \in W_r))^{<m>} \\
\to S/(J_{H_4} + (x_j,y_j : j \in W_r))^{<m>} + J_{H_3}) \to 0.
\]
Hence, by using Depth Lemma, the inductive hypothesis on $J_{H_1}$ and inequality (4), we get
\[
\text{depth}(S/J_G^{<m>}) \geq m + 1, \text{ for } m \geq 0.
\]
Therefore $S/J_G$ is sequentially Cohen–Macaulay by Proposition 1.8. \hfill $\square$

Examp\text{les 2.9} 1. Let $G$ be the closed graph on the vertex set $[7]$ with the maximal cliques
\[
F_1 = [1, 3], F_2 = [2, 5], F_3 = [3, 6], F_4 = [5, 7].
\]
Then $J_G$ is not sequentially Cohen–Macaulay. Indeed, one easily sees that the connected cut sets $W_1 = [2, 3]$ and $W_2 = [3, 5]$ satisfy the conditions of Proposition 2.3.

2. Let $G$ be the closed graph on the vertex set $[9]$ with the maximal cliques
\[
F_1 = [1, 3], F_2 = [2, 6], F_3 = [3, 7], F_4 = [4, 8], F_5 = [5, 9].
\]
Then $J_G$ is sequentially Cohen–Macaulay by Theorem 2.2.

3 Approxima\text{tely Cohen–Macaulay binomial edge ideals of closed graphs}
Closely related to sequentially Cohen–Macaulay modules is the concept of approximately Cohen–Macaulay modules, introduced by Goto in [14].

Definition 3.1 Let $M$ be a finitely generated graded module over a standard graded $K$-algebra $R$. Then $M$ is called almost Cohen–Macaulay if $\text{depth}M \geq \dim M - 1$.

Definition 3.2 Let $M$ be a finitely generated graded module over a standard graded $K$-algebra $R$. Let $N_1, \ldots, N_r$ be a reduced primary decomposition of $M$ where $N_j$ is a $P_j$-primary module for all $j$. The $R$-module $M$ is called approximately Cohen–Macaulay if $M$ is almost Cohen–Macaulay and $M/\cap_{\dim R/P_j\neq d} N_j$ is a Cohen–Macaulay module.
By [20, Proposition 4.5], \( M \) is approximately Cohen–Macaulay if and only if it is sequentially and almost Cohen–Macaulay.

The trees with approximately Cohen–Macaulay binomial edge ideals were characterized in [22]. In this section, we give the classification of closed graphs whose binomial edge ideals are approximately Cohen–Macaulay.

**Remark 3.3** Let \( G \) be a closed graph with connected components \( G_1, G_2, \ldots, G_c \). Then, by [19, Theorem 2.17], \( J_G \) is almost (approximately) Cohen–Macaulay if and only if there exists \( 1 \leq i \leq c \) such that \( J_{G_i} \) is almost (approximately) Cohen–Macaulay and \( J_{G_j} \) is Cohen–Macaulay for all \( j \neq i, 1 \leq j \leq c \).

We begin with connected closed graphs whose binomial edge ideals are almost Cohen–Macaulay. By Remark 3.3, in order to characterize the graphs \( G \) whose binomial edge ideals are almost Cohen–Macaulay, we may consider \( G \) indecomposable.

**Theorem 3.4** Let \( G \) be an indecomposable closed graph such that \( J_G \) is not Cohen–Macaulay. Then \( J_G \) is almost Cohen–Macaulay if and only if \( G \) satisfies one of the following conditions:

(a) The clique complex \( \Delta(G) \) has just two facets, which intersect in two vertices;
(b) The clique complex \( \Delta(G) \) has just three facets, which are of the form \( F_1 = [1, b], F_2 = [b - 1, b + 1], F_3 = [b, n] \) for some \( 3 \leq b \leq n - 2 \);
(c) The clique complex \( \Delta(G) \) has just four facets, which are of the form \( F_1 = [1, b], F_2 = [b - 1, b + 1], F_3 = [b, b + 2], F_4 = [b + 1, n] \) for some \( 3 \leq b \leq n - 3 \).

**Proof** Let \( J_G \) be almost Cohen–Macaulay. Then \( \operatorname{depth} S/J_G \geq \dim S/J_G - 1 = n \). Since \( G \) is indecomposable, \( J_G \) is not Cohen–Macaulay, thus \( \operatorname{depth} S/J_G = n \). Let \( F_1 = [a_1, b_1], F_2 = [a_2, b_2], \ldots, F_r = [a_r, b_r] \) be the facets of \( \Delta(G) \) with \( 1 = a_1 < a_2 < \cdots < a_r < b_r = n \).

Since \( \dim S/P_W(G) \geq \operatorname{depth} S/J_G \) for every cut-set \( W \), we get \( n - |W| + c(W) \geq n \), that is, \( c(W) \geq |W| \). In particular, this implies that every intersection \( F_i \cap F_{i+1} \) has cardinality 2 for all \( 1 \leq i \leq r - 1 \). If there exists \( 1 \leq i \leq r - 2 \) such that \( \max(F_i \cap F_{i+1}) + 1 < \min(F_{i+1} \cap F_{i+2}) \), then \( W := (F_1 \cap F_{i+1}) \cup (F_{i+1} \cap F_{i+2}) \) is a cut-set of \( G \) with \( |W| = 4 \) and \( c(W) = 3 \).

Therefore, \( \dim S/P_G(W) = n - 1 \), contradiction. Therefore, for all \( 1 \leq i \leq r - 2 \), we have \( \max(F_i \cap F_{i+1}) + 1 \geq \min(F_{i+1} \cap F_{i+2}) \).

Let us first assume that the number of maximal cliques of \( G \) is \( \geq 5 \). In this case, we choose, for example, \( W = (F_1 \cap F_2) \cup (F_3 \cap F_5) \). Then \( \max(F_1 \cap F_2) = b_1 \) and \( \min(F_4 \cap F_5) = a_5 \).

If \( a_5 > b_1 + 1 \), then we get \( |W| = 4 \) and \( c(W) = 3 \) which yields a contradiction. Thus, we must have \( a_5 \leq b_1 + 1 \). But \( a_5 \geq a_2 + 3 = b_1 - 1 + 3 = b_1 + 2 \), again a contradiction. Therefore, \( \Delta(G) \) has at most 4 facets.

If \( \Delta(G) \) has two facets, say \( F_1 = [1, b], F_2 = [b - 1, n] \), then \( \operatorname{depth} S/J_G = n \) by the proof of Proposition 2.1.

Let \( \Delta(G) \) with three facets, say \( F_1 = [1, b_1], F_2 = [b_1 - 1, b_2], \) and \( F_3 = [b_2 - 1, n] \) for some \( 3 \leq b_1 < b_2 \leq n - 1 \). On the other hand, as we have seen above, we have \( \max(F_1 \cap F_2) + 1 \geq \min(F_2 \cap F_3) \) which implies that \( b_1 + 1 \geq b_2 - 1 \) or \( b_2 \leq b_1 + 2 \).

Hence, we have either \( b_2 = b_1 + 1 \) or \( b_2 = b_1 + 2 \).

If \( b_2 = b_1 + 2 \), we set \( b_1 = b \) and get \( F_1 = [1, b], F_2 = [b - 1, b + 2], F_3 = [b + 1, n] \). It is easily seen that \( J_G = P_0(G) \cap P_{[b-1,b]}(G) \cap P_{[b+1,b+2]}(G) \) where the last two prime ideals
have dimension $n$. We may write

$$J_G = J_{G_1} \cap P_{[b+1, b+2]}(G),$$

where $G_1$ is the closed graph with the maximal cliques $[1, b], [b - 1, n]$. From above, we know that $\text{depth} S/J_{G_1} = n$. Let us consider the exact sequence

$$0 \to S \to S/G_{G_1} \oplus S/P_{[b+1, b+2]}(G) \to S/P_{G_1} + P_{[b+1, b+2]}(G) \to 0. \quad (5)$$

We observe that $P_{G_1} + P_{[b+1, b+2]}(G) = (x_{b+1}, y_{b+1}, x_{b+2}, y_{b+2}) + I_L$ where $I_L$ is the binomial edge ideal of a closed graph on $n - 2$ vertices with the maximal cliques $[1, b]$ and $[b - 1, n]$. As the maximal cliques intersect in two vertices, we derive that $\text{depth} S/(P_{G_1} + P_{[b+1, b+2]}(G)) = n - 2$. By Depth Lemma applied on sequence (5), we obtain $\text{depth} S/J_G = n - 1$, a contradiction to our assumption on $J_G$. Thus, we only have to analyze the case $b_2 = b_1 + 1$. We set $b_1 = b$. Then the maximal cliques of $G$ are $F_1 = [1, b], F_2 = [b - 1, b + 1], F_3 = [b, n]$ and $J_G = P_{[b]}(G) \cap P_{[b-1,b]}(G) \cap P_{[b,b+1]}(G)$ where the last two prime ideals have dimension $n$. Again, we may write

$$J_G = J_{G_1} \cap P_{[b,b+1]}(G)$$

where $G_1$ is the closed graph with the maximal cliques $[1, b], [b - 1, n]$ and consider the exact sequence

$$0 \to S \to S/G_{G_1} \oplus S/P_{[b,b+1]}(G) \to S/P_{G_1} + P_{[b,b+1]}(G) \to 0. \quad (6)$$

But in this case, $P_{G_1} + P_{[b,b+1]}(G) = (x_{b}, y_{b}, x_{b+1}, y_{b+1}) + I_N$ where $I_N$ is the binomial edge ideal of the closed graph on $n - 2$ vertices with the maximal cliques $[1, b - 1]$ and $[b - 1, n] \setminus \{b, b + 1\}$. The ideal $I_N$ is Cohen–Macaulay since the two cliques intersect in just one vertex. Therefore, $\text{depth} S/(P_{G_1} + P_{[b,b+1]}(G)) = n - 1$. With Depth Lemma on sequence (6), we get $\text{depth} S/J_G = n$.

Finally, for the case when $G$ has 4 maximal cliques, we may proceed in a similar way to derive that the maximal cliques of $G$ are

$$F_1 = [1, b], F_2 = [b - 1, b + 1], F_3 = [b, b + 2], \text{ and } F_4 = [b + 1, n].$$

Then the minimal prime ideals of $J_G$ are $P_{[b]}(G), P_{[b-1,b]}(G), P_{[b,b+1]}(G), P_{[b+1,b+2]}(G)$, the last three being of dimension $n$. We may write

$$J_G = J_{G_2} \cap P_{[b+1,b+2]}(G),$$

where $G_2$ is the closed graph with the maximal cliques $[1, b], [b - 1, b + 1], [b, n]$. From our previous discussion, we derive that $\text{depth} S/J_{G_2} = n$ and next consider the following exact sequence

$$0 \to S \to S/G_{G_2} \oplus S/P_{[b+1,b+2]}(G) \to S/P_{G_2} + P_{[b+1,b+2]}(G) \to 0, \quad (7)$$

in order to get $\text{depth} S/J_G \geq n$. But we also have $\text{depth} S/J_G \leq n$. Therefore, we get equality.

The following examples illustrate the case (b) in the above theorem.
**Examples 3.5**

1. Let $G$ be the closed graph on the vertex set $[7]$ with the maximal cliques $[1, 4], [3, 6], [5, 7]$. Then $J_G$ is not almost Cohen–Macaulay since it does not satisfy condition (b) of Theorem 3.4. Note that according to Theorem 2.2, $J_G$ is not sequentially Cohen–Macaulay as well.

2. Let $G$ be the closed graph on the vertex set $[7]$ with the maximal cliques $[1, 4], [3, 5], [4, 7]$. Then $G$ satisfies condition (b) of Theorem 3.4, thus $J_G$ is almost Cohen–Macaulay. The graph $G$ satisfies also the condition (b) in Theorem 2.2, therefore, $J_G$ is sequentially Cohen–Macaulay.

Let $G$ be a connected closed graph and let $G = G_1 \cup G_2 \cup \cdots \cup G_r$ be the decomposition of $G$ into indecomposable subgraphs. By Remark 1.5, every component of $G$ whose binomial edge ideal is Cohen–Macaulay is a maximal clique of $G$.

**Corollary 3.6** Let $G$ be a connected closed graph such that $J_G$ is not Cohen–Macaulay. Then $J_G$ is almost Cohen–Macaulay if and only if there exists a unique $1 \leq i \leq r$ such that $G_i$ is of one of the forms from Theorem 3.4 and $G_j$ is a maximal clique of $G$ for all $j \neq i$.

**Theorem 3.7** Let $G$ be a closed graph. Then $J_G$ is approximately Cohen–Macaulay if and only if $J_G$ is almost Cohen–Macaulay.

**Proof** As we have already discussed, we may consider $G$ a connected closed graph. The direct implication follows by [20, Proposition 4.5]. For the converse, let $G = G_1 \cup G_2 \cup \cdots \cup G_r$ be the decomposition of $G$ into indecomposable subgraphs. Since $J_G$ is almost Cohen–Macaulay, by Corollary 3.6, one of the components has an almost Cohen–Macaulay binomial edge ideal and all the others are maximal cliques of $G$. Therefore, by [20, Proposition 4.5] it is enough to show that every graph $G$ of one of the forms from Theorem 3.4 is sequentially Cohen–Macaulay. But this is clearly true, since in all cases, the graph satisfies condition (b) from Theorem 2.2. \qed
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