Rebooting ACGAN: Auxiliary Classifier GANs with Stable Training

Minguk Kang  Woohyeon Shim  Minsu Cho  Jaesik Park
Pohang University of Science and Technology (POSTECH), South Korea
{mgkang, wh.shim, mscho, jaesik.park}@postech.ac.kr

Abstract

Conditional Generative Adversarial Networks (cGAN) generate realistic images by incorporating class information into GAN. While one of the most popular cGANs is an auxiliary classifier GAN with softmax cross-entropy loss (ACGAN), it is widely known that training ACGAN is challenging as the number of classes in the dataset increases. ACGAN also tends to generate easily classifiable samples with a lack of diversity. In this paper, we introduce two cures for ACGAN. First, we identify that gradient exploding in the classifier can cause an undesirable collapse in early training, and projecting input vectors onto a unit hypersphere can resolve the problem. Second, we propose the Data-to-Data Cross-Entropy loss (D2D-CE) to exploit relational information in the class-labeled dataset. On this foundation, we propose the Rebooted Auxiliary Classifier Generative Adversarial Network (ReACGAN). The experimental results show that ReACGAN achieves state-of-the-art generation results on CIFAR10, Tiny-ImageNet, CUB200, and ImageNet datasets. We also verify that ReACGAN benefits from differentiable augmentations and that D2D-CE harmonizes with StyleGAN2 architecture. Model weights and a software package that provides implementations of representative cGANs and all experiments in our paper are available at https://github.com/POSTECH-CVLab/PyTorch-StudioGAN.

1 Introduction

Generative Adversarial Networks (GAN) [1] are known for the forefront approach to generating high-fidelity images of diverse categories [2, 3, 4, 5, 6, 7, 8, 9]. Behind the sensational generation ability of GANs, there has been tremendous effort to develop adversarial objectives free from the vanishing gradient problem [10, 11, 12], regularizations for stabilizing adversarial training [11, 13, 14, 3, 15, 16, 17], and conditioning techniques to support the adversarial training using category information of the dataset [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. Subsequently, the conditioning techniques have become the de facto standard for high-quality image generation. The models with the conditioning methods are called conditional Generative Adversarial Networks (cGAN), and cGANs can be divided into two groups depending on the discriminator’s conditioning way: classifier-based GANs [18, 20, 23, 25, 27] and projection-based GANs [19, 3, 4, 28].

The classifier-based GANs facilitate an auxiliary classifier to generate class-specific images by penalizing the generator if the synthesized images are not consistent with the conditioned labels. ACGAN [18] has been one of the widely used classifier-based GANs for its simple design and satisfactory generation performance. While ACGAN can exploit class information by pushing and pulling classifier’s weights (proxies) against image embeddings [23], it is well known that ACGAN training is prone to collapsing at the early stage of training as the number of classes increases [19, 23, 25, 27]. In addition, the generator of ACGAN tends to generate easily classifiable images at the cost of reduced diversity [18, 19, 27]. Projection-based GANs, on the other hand, have shown cutting-edge generation results on datasets with a large number of categories. SNGAN [3],...
Figure 1: Schematics that depict how cGANs perform conditioning. The red color means positive samples/proxy, and the blue color indicates negative samples/proxies. Arrows represent push-pull forces based on the reference sample. The length of an arrow indicates the magnitude of the force.

SAGAN [29], and BigGAN [4] are representatives in this family and can generate realistic images on CIFAR10 [30] and ImageNet [31] datasets. However, projection-based GANs only consider a pairwise relationship between an image and its label proxy (data-to-class relationships). As a result, the projection-based GANs can miss an additional opportunity to consider relation information between data instances (data-to-data relationships) as discovered by [23].

In this paper, we analyze why ACGAN training becomes unstable as the number of classes increases and propose remedies for (1) the instability and (2) the relatively poor generation performance of ACGAN compared with the projection-based models. First, we begin by analytically deriving the gradient of the softmax cross-entropy loss used in ACGAN. By examining the exact values of analytic gradients, we discover that the unboundedness of input feature vectors and poor classification performance in the early training stage can cause an undesirable gradient exploding problem. Second, with alleviating the instability, we propose the Rebooted Auxiliary Classifier Generative Adversarial Networks (ReACGAN) using the Data-to-Data Cross-Entropy loss (D2D-CE). ReACGAN projects image embeddings and proxies onto a unit hypersphere and computes similarities for data-to-data and data-to-class consideration. Additionally, we introduce two margin values for intra-class variations and inter-class separability. In this way, ReACGAN overcomes the training instability and can exploit additional supervisory signals by explicitly considering data-to-class and data-to-data relationships, and also by implicitly looking at class-to-class relationships in the same mini-batch.

To validate our model, we conduct image generation experiments on CIFAR10 [30], Tiny-ImageNet [32], CUB200 [33], and ImageNet [31] datasets. Through extensive experiments, we demonstrate that ReACGAN beats both the classifier-based and projection-based GANs, improving over the state of the art by 2.5%, 15.8%, 5.1%, and 14.5% in terms of Fréchet Inception Distance (FID) [34] on the four datasets, respectively. We also verify that ReACGAN benefits from consistency regularization [16] and differentiable augmentations [9, 8] for limited data training. Finally, we confirm that D2D-CE harmonizes with the StyleGAN2 architecture [7].

2 Background: Generative Adversarial Networks

Generative Adversarial Network (GAN) [1] is an implicit generative model that aims to generate a sample indistinguishable from the real. GAN consists of two networks: a Generator $G$ that tries to map a latent variable $z \sim p(z)$ into the real data space $\mathcal{X}$ and a Discriminator $D : \mathcal{X} \rightarrow [0, 1]$ that strives to discriminate whether a given sample $x$ is from the real data distribution $p_{\text{real}}(x)$ or from the implicit distribution $p_{\text{gen}}(G(z))$ derived from the generator $G(z)$. The objective of a vanilla GAN [1] can be expressed as follows:

$$
\min_G \max_D \mathbb{E}_{x \sim p(x)}[\log(D(x))] + \mathbb{E}_{z \sim p(z)}[\log(1 - D(G(z)))].
$$

(1)
While GANs have shown impressive results in the image generation task [2, 35, 11, 13], training GANs often ends up encountering a mode-collapse problem [36, 11, 12]. As one of the prescriptions for stabilizing and reinforcing GANs, training GANs with categorical information, named conditional Generative Adversarial Networks (cGAN), is suggested [37, 18, 19]. Depending on the presence of explicit classification losses, cGAN can be divided into two groups: Classifier-based GANs [18, 20, 23, 25, 27] and Projection-based GANs [19, 3, 4, 28]. One of the widely used classifier-based GANs is ACGAN [18], and ACGAN utilizes softmax cross-entropy loss to perform classification task with adversarial training. Although ACGAN has shown satisfactory generation results, training ACGAN becomes unstable as the number of classes in the training dataset increases [19, 23, 25, 27]. Besides, ACGAN tends to generate easily classifiable images at the cost of limited diversity [18, 19, 27]. To alleviate those problems, Zhou et al. [38] have proposed performing adversarial training on the classifier. Gong et al. [20] have introduced an additional classifier to eliminate a conditional entropy minimization process in the adversarial training. However, ACGAN training still suffers from the early-training collapse issue and the reduced diversity problem when trained on datasets with a large number of class categories, such as Tiny-ImageNet [32] and ImageNet [31].

In these circumstances, Miyato et al. [19] have proposed a projection discriminator for cGANs and have shown significant improvement in generating the ImageNet dataset. Motivated by the promising result of the projection discriminator, many projection-based GANs [3, 29, 4, 16, 6, 17] have been proposed and become the standard for conditional image generation. In this paper, we revisit ACGAN and unveil why ACGAN training is so unstable. Coping with the instability, we propose the Rebooted Auxiliary Classifier GANs (ReACGAN) for high-quality and diverse image generation.

3 Rebooting Auxiliary Classifier GANs

3.1 Feature Normalization

To uncover a nuisance that can cause the instability of ACGAN, we start by analytically deriving the gradients of weight vectors in the softmax classifier. Let the part of the discriminator before the fully connected layer be a feature extractor $F : \mathcal{X} \rightarrow \mathbb{R}^d$ and let Classifier $C : \mathbb{R}^d \rightarrow \mathbb{R}^c$ be a single fully connected layer parameterized by $W = [w_1, ..., w_c] \in \mathbb{R}^{d \times c}$, where $c$ denotes the number of classes. We sample training images $X = \{x_1, ..., x_N\}$ and integer labels $y = \{y_1, ..., y_N\}$ from the joint distribution $p(x, y)$. Using the notations above, we can express the empirical cross-entropy loss used in ACGAN [18] as follows:

$$\mathcal{L}_{CE} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left( F(x_i)^\top w_{y_i} \right)}{\sum_{j=1}^{c} \exp \left( F(x_i)^\top w_j \right)} \right).$$ (3)

Based on Eq. (3), we can derive the derivative of the cross-entropy loss, w.r.t $w_k \in \{1, ..., c\}$ as follows:

$$\frac{\partial \mathcal{L}_{CE}}{\partial w_k} = -\frac{1}{N} \sum_{i=1}^{N} \left\{ F(x_i) \left( 1_{y_i=k} - p_{i,k} \right) \right\},$$ (4)

where $1_{y_i=k}$ is an indicator function that will output 1 if $y_i = k$ is satisfied, and $p_{i,k}$ is a class probability that represents the probability that $i$-th sample belongs to class $k$, mathematically $\frac{\exp \left( F(x_i)^\top w_{y_i} \right)}{\sum_{j=1}^{c} \exp \left( F(x_i)^\top w_j \right)}$. The equation above implies that the norm of the gradient of the softmax cross-entropy loss is coupled with the norms and directions of each input feature map $F(x_i)$ and the class probabilities. In the early training stage, the classifier is prone to making incorrect predictions, resulting in low probabilities. This phenomenon occurs more frequently as the number of categories in the dataset increases. As the result, the norm of the gradient $|\nabla_{w_k} \mathcal{L}_{CE}|$ begins to explode as the vector $F(x_i)$ stretches out to $w_k$ direction but being located close to the the other vectors $w_{\in \{1, ..., c\}\setminus\{k\}}$. This often breaks the balance between adversarial learning and classifier training, leading to an early-training collapse. Once the early-training collapse occurs, ACGAN training concentrates on classifying categories of images instead of discriminating the authenticity of given samples. We experimentally demonstrate that the average norm of ACGAN’s input feature maps increases as the training progresses (Fig. 2a). Accordingly, the average norm of the gradients increases sharply at the early training stage and decreases with the high class probabilities of the classifier (Fig. 2b in the main paper and Fig. A2b and A3 in Appendix E). While the average norm of gradients decreases
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Figure 2: Merits of integrating feature normalization and data-to-data relationship consideration. All experiments are conducted on Tiny-ImageNet [32] dataset. (a) Average norms of input feature maps $F(\cdot)$, (b) average norms of gradients of classification losses, and (c) trends of FID scores. Compared with ACGAN [18], the proposed ReACGAN does not experience the training collapse problem caused by excessively large norms of feature maps and gradients at the early training stage. In addition, ReACGAN can converge to better equilibrium by considering data-to-data relationships with easy positive and negative sample suppression.

at some point, the FID value of ACGAN does not decrease, implying the collapse of ACGAN training (Fig. 2c).

As one of the remedies for the gradient exploding problem, we find that simply normalizing the feature embeddings onto a unit hypersphere $\frac{F(x_i)}{\|F(x_i)\|_2}$ effectively resolves ACGAN’s early-training collapse (see Fig. 2). The motivation is that normalizing the features onto the hypersphere makes the norms of feature maps equal to 1.0. Thus, the discriminator does not experience the gradient exploding problem. From the next section, we will deploy a linear projection layer $P$ on the feature extractor $F$. And, we will normalize both the embeddings from the projection layer and the weight vectors ($w_1, \ldots, w_c$) in the classifier since normalizing both the embeddings and the weight vectors does not degrade image generation performance. We denote the normalized embedding $\frac{F(x_i)}{\|F(x_i)\|_2}$ as $f_i$ and the normalized weight vector $\frac{w_{yi}}{\|w_{yi}\|_2}$ as $v_i$.

### 3.2 Data-to-Data Cross-Entropy Loss (D2D-CE)

We expand the feature normalized softmax cross-entropy loss described in Sec. 3.1 to the Data-to-Data Cross-Entropy (D2D-CE) loss. The motivations are summarized into two points: (1) replacing data-to-class similarities in the denominator of Eq. (3) with data-to-data similarities and (2) introducing two margin values to the modified softmax cross-entropy loss. We expect that point (1) will encourage the feature extractor to consider data-to-class as well as data-to-data relationships, and that point (2) will guarantee inter-class separability and intra-class variations in the feature space while preventing ineffective gradient updates induced by easy negative and positive samples. To develop the feature normalized cross-entropy loss into D2D-CE, we replace the similarities between a sample embedding and all proxies except for the positive one in the denominator, $\sum_{j \in \{1, \ldots, c\} \setminus \{y_i\}} \exp (f_i ^\top v_j)$ with similarities between negative samples in the same mini-batch. The modified cross-entropy loss can be expressed as follows:

$$L'_{CE} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left( f_i ^\top v_{y_i} / \tau \right)}{\exp \left( f_i ^\top v_{y_i} / \tau \right) + \sum_{j \in \mathcal{N}(i)} \exp \left( f_i ^\top f_j / \tau \right)} \right),$$

(5)

where $\tau$ is a temperature, and $\mathcal{N}(i)$ is the set of indices that point locations of the negative samples whose labels are different from the reference label $v_{y_i}$ in the mini-batch. The self-similarity matrix of samples in the mini-batch is used to calculate the similarities between negative samples $f_i ^\top f_j \in \mathcal{N}(i)$ with a false negative mask (see Fig. 3). Thus, Eq. (5) enables the discriminator to contrastively compare visual differences between multiple images and can supply more informative supervision for image conditioning. Finally, we introduce two margin hyperparameters to $L'_{CE}$ and name it Data-to-Data Cross-Entropy loss (D2D-CE). The proposed D2D-CE can be expressed as follows:

$$L_{D2D-CE} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left( \left( f_i ^\top v_{y_i} - m_p \right) / \tau \right)}{\exp \left( \left( f_i ^\top v_{y_i} - m_p \right) / \tau \right) + \sum_{j \in \mathcal{N}(i)} \exp \left( \left( f_i ^\top f_j - m_n \right) / \tau \right)} \right),$$

(6)
where \( m_p \) is a margin for suppressing a high similarity value between a reference sample and its corresponding proxy (easy positive), \( m_n \) is a margin for suppressing low similarity values between negatives samples (easy negatives). \([\cdot]_−\) and \([\cdot]_+\) denote \( \min(\cdot,0) \) and \( \max(\cdot,0) \) functions, respectively.

### 3.3 Useful Properties of Data-to-Data Cross-Entropy Loss

In this subsection, we explain four useful properties of D2D-CE. Let \( s_q \) be a similarity between the normalized embedding \( f_q \) and the corresponding normalized proxy \( v_{y_q} \), \( s_{q,r} \) be a similarity between \( f_q \) and \( f_r \), and \( a \) and \( b \) be arbitrary indices of negative samples, i.e., \( a, b \in N(q) \). Then the properties of D2D-CE can be summarized as follows:

**Property 1.** Hard negative mining. If the value of \( s_{q,a} \) is greater than \( s_{q,b} \), the derivative of \( \mathcal{L}_{D2D-CE} \) w.r.t \( s_{q,a} \) is greater than or equal to the derivative w.r.t \( s_{q,b} \); that is \( \frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_{q,a}} \geq \frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_{q,b}} \geq 0 \).

**Property 2.** Easy positive suppression. If \( s_q - m_p \geq 0 \), the derivative of \( \mathcal{L}_{D2D-CE} \) w.r.t \( s_q \) is 0.

**Property 3.** Easy negative suppression. If \( s_{q,r} - m_n \leq 0 \), the derivative of \( \mathcal{L}_{D2D-CE} \) w.r.t \( s_{q,r} \) is 0.

**Property 4.** If \( s_q - m_p \geq 0 \) and \( s_{q,r} - m_n \leq 0 \) are satisfied, \( \mathcal{L}_{D2D-CE} \) has the global minima of \( \frac{1}{N} \sum_{i=1}^{N} \log (1 + |N(i)|) \).

We put proofs of the above properties in Appendix D. Property 1 indicates that D2D-CE implicitly conducts hard negative mining and benefits from comparing samples with each other. Also, Properties 2 and 3 imply that samples will not affect gradient updates if the samples are trained sufficiently. Consequently, the classifier concentrates on pushing and pulling hard negative and hard positive examples without being dominated by easy negative and positive samples.

### 3.4 Rebooted Auxiliary Classifier Generative Adversarial Networks (ReACGAN)

With the proposed D2D-CE objective, we propose the **Rebooted Auxiliary Classifier Generative Adversarial Networks (ReACGAN)**. As ACGAN does, ReACGAN jointly optimizes an adversarial
loss and the classification objective (D2D-CE). Specifically, the discriminator, which consists of the feature extractor, adversarial head, and linear head, of ReACGAN tries to discriminate whether a given image is sampled from the real distribution or not. At the same time, the discriminator tries to maximize similarities between the reference samples and corresponding proxies while minimizing similarities between negative samples using real images and D2D-CE loss. After updating the discriminator a predetermined number of times, the generator strives to deceive the discriminator by generating well-conditioned images that will output a low D2D-CE value. By alternatively training the discriminator and generator until convergence, ReACGAN generates high-quality images of diverse categories without early-training collapse. We attach the algorithm table in Appendix A.

Differences between ReACGAN and ContraGAN. The authors of ContraGAN [23] propose a conditional contrastive loss (2C loss) to cover data-to-data relationships when training cGANs. The main differences between 2C loss and D2D-CE objective are summed up into three points: (1) while 2C loss is derived from NT-Xent loss [39], which is popularly used in the field of the self-supervised learning, our D2D-CE is developed to resolve the early-training collapsing problem and the poor generation results of ACGAN, (2) 2C loss holds false-negative samples in the denominator, and they can cause unexpected positive repulsion forces, and (3) 2C loss contains the similarities between all positive samples in the numerator, and they give rise to large gradients on pulling easy positive samples. Consequently, GANs with 2C loss tend to synthesize images of unintended classes as reported in the author’s software document [40]. However, D2D-CE does not contain the false negatives in the denominator and considers only the similarity between a sample and its proxy in the numerator. Therefore, ReACGAN is free from the undesirable repelling forces and does not conduct unnecessary easy positive mining. More detailed explanations are attached in Appendix F.

Consistency Regularization and D2D-CE Loss. Zhang et al. [16] propose a consistency regularization to force the discriminator to make consistent predictions if given two images are visually close to each other. They create a visually similar image pair by augmenting a reference image with pre-defined augmentations. After that, they let the discriminator minimize L2 distance between the logit of the reference image and the logit of the augmented counterpart. While ReACGAN locates an image embedding nearby its corresponding proxy but far apart multiple image embeddings of different classes, consistency regularization only pulls a reference and the augmented image towards each other. Since consistency regularization and D2D-CE can be applied together, we will show that ReACGAN benefits from consistency regularization in the experiments section (Table 1).

4 Experiments

4.1 Datasets and Evaluation Metrics

To verify the effectiveness of ReACGAN, we conduct conditional image generation experiments using five datasets: CIFAR10 [30], Tiny-ImageNet [32], CUB200 [33], ImageNet [31], and AFHQ [41] datasets and four evaluation metrics: Inception Score (IS) [42], Fréchet Inception Distance (FID) [34], and $F_{0.125}$ (Precision) and $F_8$ (Recall) [43]. The details on the training datasets are in Appendix C.1.

Inception Score (IS) [42] and Fréchet Inception Distance (FID) [34] are widely used metrics for evaluating generative models. We utilize IS and FID together because some studies [4, 6, 25] have shown that IS has a tendency to measure the fidelity of images better while FID tends to weight capturing the diversity of images.

Precision ($F_{0.125}$) and Recall ($F_8$) [43] are metrics for estimating precision and recall of the approximated distribution $p(G(z))$ against the true data distribution $p(x)$. Instead of evaluating generative models using one-dimensional scores, such as IS and FID, Sajjadi et al. [43] have suggested using a two-dimensional score $F_{0.125}$ and $F_8$ that can quantitatively how precisely the generated images are and how well the generated images cover the reference distribution.

4.2 Experimental Details

The implementation of ReACGAN basically follows details of PyTorch-StudioGAN library [40] that supports various experimental setups from ACGAN [18] to StyleGAN2 [7] + ADA [8] with

---

1PyTorch-StudioGAN is an open-source library under the MIT license (MIT) with the exception of StyleGAN2 and StyleGAN2 + ADA related implementations, which are under the NVIDIA source code license.
Table 1: Comparison with classifier-based GANs [18, 23] and projection-based GANs [3, 4, 29] on CIFAR10 [30], Tiny-ImageNet [32], and CUB200 [33] datasets using IS [42], FID [34], $F_w$ [125], and $F_l$ [43] metrics. For baselines, both the numbers from the cited paper (denoted as * in method) and from our experiments using StudioGAN library [40] are reported. The numbers in bold-faced denote the best performance and in underline indicate the values are in one standard deviation from the best.

| Method                                  | CIFAR10 [30] | Tiny-ImageNet [32] | CUB200 [33] |
|-----------------------------------------|--------------|--------------------|-------------|
|                                         | IS ↑ | FID ↓ | $F_w$ ↑ | $F_l$ ↑ | IS ↑ | FID ↓ | $F_w$ ↑ | $F_l$ ↑ | IS ↑ | FID ↓ | $F_w$ ↑ | $F_l$ ↑ |
| SNGAN* [3]                              | 8.22 | 21.7              | -        | -      | -    | -    | -    | -      | -    | -    | -    | -      |
| BigGAN* [4]                             | 9.22 | 14.73             | -        | -      | -    | -    | -    | -      | -    | -    | -    | -      |
| ContraGAN* [23]                         | -    | 10.60             | -        | -      | -    | -    | -    | -      | -    | -    | -    | -      |
| ACGAN [18]                              | 9.84 | 8.45              | 0.993    | 0.992  | 6.00 | 96.04 | 0.656 | 0.368  | 6.09 | 60.73| 0.726 | 0.891  |
| SNGAN [3]                               | 8.67 | 13.33             | 0.985    | 0.976  | 8.71 | 51.15 | 0.900 | 0.702  | 5.41 | 47.75| 0.754 | 0.912  |
| SAGAN [29]                              | 8.66 | 14.31             | 0.983    | 0.973  | 8.74 | 49.90 | 0.872 | 0.712  | 5.48 | 54.29| 0.728 | 0.882  |
| BigGAN [4]                              | 9.81 | 8.08              | 0.993    | 0.992  | 12.78| 32.03 | 0.948 | 0.868  | 4.98 | 18.30| 0.924 | 0.967  |
| ContraGAN [23]                          | 9.70 | 8.22              | 0.993    | 0.991  | 13.46| 28.55 | 0.974 | 0.881  | 5.34 | 21.16| 0.935 | 0.942  |
| ReACGAN                                 | 9.89 | 7.88              | 0.994    | 0.992  | 14.06| 27.10 | 0.970 | 0.894  | 4.91 | 15.40| 0.970 | 0.954  |
| BigGAN + CR* [16]                      | -    | 11.48             | -        | -      | -    | -    | -    | -      | -    | -    | -    | -      |
| BigGAN [4] + CR [16]                    | 9.97 | 7.18              | 0.995    | 0.993  | 15.94| 19.96 | 0.972 | 0.950  | 5.14 | 11.97| 0.978 | 0.981  |
| ContraGAN [23] + CR [16]                | 9.59 | 8.55              | 0.992    | 0.972  | 15.81| 19.21 | 0.983 | 0.941  | 4.90 | 11.08| 0.954 | 0.967  |
| ReACGAN + CR [16]                       | 10.11| 7.20              | 0.996    | 0.994  | 16.56| 10.69 | 0.706 | 0.940  | 4.87 | 10.72| 0.985 | 0.971  |
| BigGAN + DiffAug* [9]                   | 9.17 | 8.49              | -        | -      | -    | -    | -    | -      | -    | -    | -    | -      |
| BigGAN [4] + DiffAug [9]                | 9.94 | 7.17              | 0.995    | 0.992  | 18.08| 15.70 | 0.980 | 0.972  | 5.53 | 12.15| 0.967 | 0.981  |
| ContraGAN [23] + DiffAug [9]            | 9.95 | 7.27              | 0.995    | 0.992  | 18.20| 15.40 | 0.986 | 0.963  | 5.39 | 11.02| 0.978 | 0.970  |
| ReACGAN + DiffAug [9]                   | 10.22| 6.79              | 0.996    | 0.993  | 20.60| 14.25 | 0.988 | 0.972  | 5.22 | 9.27 | 0.985 | 0.983  |

Real Data                               | 11.54       | 34.11              | 5.49       |

Before conducting main experiments, we perform hyperparameter search with candidates of a temperature $\tau \in \{0.125, 0.25, 0.5, 0.75, 1.0\}$ and a positive margin $m_p \in \{0.5, 0.75, 0.9, 0.95, 0.98, 1.0\}$. We set a negative margin $m_n$ as $1 - m_p$ to reduce search time. Through extensive experiments with 3 runs per each setting, we select $\tau$ with $\{0.5, 0.75, 0.25, 0.5, 0.25\}$ and $m_p$ with $\{0.98, 1.0, 0.95, 0.98, 0.90\}$ for CIFAR10, Tiny-ImageNet, CUB200, ImageNet 256 B.S., and ImageNet 2048 B.S. experiments, respectively. A low temperature seems to work well on fine-grained image generation tasks, but generally, ReACGAN is robust to the choice of hyperparameters. The results of the hyperparameter search and other hyperparameter setups are provided in Appendix C.2.

4.3 Evaluation Results

Comparison with Other cGANs. We compare ReACGAN with previous state-of-the-art cGANs in Tables 1 and 2. We employ the implementations of GANs in PyTorch-StudioGAN library as it provides improved results on standard benchmark datasets [30, 31]. For a fair comparison, we provide results from each original paper (denoted as * in method) as well as those from StudioGAN.

2We use the validation split as the default reference set, but we use the test split of CIFAR10 and the training split of CUB200 and AFHQ due to the absence or lack of the validation dataset.
We validate the consistent performance of ReACGAN on four adversarial losses: non-saturation loss [1], least square loss [10], Wasserstein loss with gradient penalty regularization (W-GP) [13], and hinge loss [46] on CIFAR10 and Tiny-ImageNet datasets in Table 4. The experimental results show that BigGAN + D2D-CE (ReACGAN) consistently outperforms the projection discriminator (PD) and conditional contrastive loss (2C) counterparts over three adversarial losses [1, 13, 46]. However, for the experiments using the least square loss [10], ReACGAN exhibits inferior generation performances to the projection discriminator. We speculate that minimizing the least square distance between an adversarial logit and the target scalar (1 or 0) might affect the norms of feature maps and spoil the classifier training performed by D2D-CE loss.

### Table 2: Experiments using ImageNet [31] dataset. B.S. means batch size for training. (Left): Comparisons with previous cGAN approaches. (Right): Learning curves of BigGAN [4], ContraGAN [23], and ReACGAN (ours) which are trained using the batch size of 256.

| Method                        | ImageNet [31] | IS ↑ | FID ↓ | F_{	ext{IS}}↑ | F_{	ext{IS}}↓ |
|-------------------------------|---------------|------|-------|---------------|---------------|
| ACGAN [20]                    |               | 7.26 | 184.41| -             | -             |
| SNGAN [3]                     |               | 36.80| 27.62 | -             | -             |
| SAGAN [29]                    |               | 52.52| 18.28 | -             | -             |
| BigGAN [20]                   |               | 38.05| 22.77 | -             | -             |
| TAC-GAN [20]                  |               | 28.86| 23.75 | -             | -             |
| ContraGAN [23]                |               | 31.10| 19.69 | 0.951         | 0.927         |
| ACGAN [18]                    |               | 62.99| 26.35 | 0.935         | 0.963         |
| SNGAN [3]                     |               | 32.25| 26.79 | 0.938         | 0.913         |
| SAGAN [29]                    |               | 29.85| 14.73 | 0.849         | 0.914         |
| BigGAN [3]                    |               | 43.97| 16.36 | 0.964         | 0.955         |
| ContraGAN [23]                |               | 25.25| 25.16 | 0.947         | 0.855         |
| ReACGAN                       |               | 68.27| 13.98 | 0.976         | 0.977         |

| Method                        | IS ↑ | FID ↓ | F_{	ext{IS}}↑ | F_{	ext{IS}}↓ |
|-------------------------------|------|-------|---------------|---------------|
| BigGAN + DiffAug [9]          | 36.97| 18.57 | 0.956         | 0.941         |
| ReACGAN + DiffAug [9]         | 69.74| 11.95 | 0.977         | 0.975         |

| Method                        | IS ↑ | FID ↓ | F_{	ext{IS}}↑ | F_{	ext{IS}}↓ |
|-------------------------------|------|-------|---------------|---------------|
| BigGAN [4]                    | 99.31| 8.51  | -             | -             |
| BigGAN [25]                   | 104.57| 9.18  | -             | -             |
| ReACGAN                       | 99.71| 7.89  | 0.985         | 0.989         |
| Real Data                     | 92.74| 8.23  | 0.991         | 0.990         |

| Iteration | FID Score | IS Score | F_{	ext{IS}} | F_{	ext{IS}}↓ |
|-----------|-----------|----------|---------------|---------------|
| 0         | 0.991     | 8.23     | 0.985         | 0.977         |
| 100k      | 1.000     | 9.18     | 0.985         | 0.977         |
| 120k      | 1.000     | 10.00    | 0.985         | 0.977         |
| 140k      | 1.000     | 11.00    | 0.985         | 0.977         |
| 160k      | 1.000     | 12.00    | 0.985         | 0.977         |

We also conduct experiments with popular augmentation-based methods: consistency regularization (CR) [16] and differentiable augmentation (DiffAug) [9]. Compared with other cGANs, ReACGAN performs the best on most benchmarks, surpassing the previous methods by 2.5%, 5.1%, 15.8%, and 14.5% in FID on CIFAR10, Tiny-ImageNet, CUB200, and ImageNet (256 B.S.), respectively. ReACGAN also harmonizes with augmentation-based regularizations, bringing incremental improvements on all the metrics. For the ImageNet experiments using a batch size of 256, ReACGAN reaches higher IS and lower FID with fewer iterations than other models in comparison. Finally, we demonstrate that ReACGAN can learn with a larger batch size on ImageNet. While some recent methods [20, 38, 27] have been built on ACGAN to improve the generation performance of ACGAN, large-scale image generation experiments with the batch size of 2048 have never been reported. Table 2 shows that our ReACGAN reaches FID score of 8.23 on ImageNet, being comparable with the value of 7.89 from BigGAN implementation in PyTorch-StudioGAN library. ReACGAN, however, provides better synthesis results than other implementations of BigGAN [4, 25]. Note that our result on ImageNet is obtained in only two runs while the training setup and architecture of BigGAN have been extensively searched and finely tuned.

### Comparison with Other Conditioning Losses

We investigate how the generation qualities vary with different conditioning losses while keeping the other configurations fixed. We compare D2D-CE loss with cross-entropy loss of ACGAN (AC) [18], loss used in the projection discriminator (PD) [19], multi-hinge loss (MH) [26], and conditional contrastive loss (2C) [23]. The results are shown in Table 3. AC- and MH-based models present decent results on CIFAR10, Tiny-ImageNet, and ImageNet (256 B.S.), respectively. We validate the consistent performance of ReACGAN on Adversarial Loss Selection. We demonstrate that ReACGAN can learn with a larger batch size on ImageNet. While some recent methods [20, 38, 27] have been built on ACGAN to improve the generation performance of ACGAN, large-scale image generation experiments with the batch size of 2048 have never been reported. Table 2 shows that our ReACGAN reaches FID score of 8.23 on ImageNet, being comparable with the value of 7.89 from BigGAN implementation in PyTorch-StudioGAN library. ReACGAN, however, provides better synthesis results than other implementations of BigGAN [4, 25]. Note that our result on ImageNet is obtained in only two runs while the training setup and architecture of BigGAN have been extensively searched and finely tuned.

### Consistent Performance of ReACGAN on Adversarial Loss Selection

We evaluate the consistent performance of ReACGAN on four adversarial losses: non-saturation loss [1], least square loss [10], Wasserstein loss with gradient penalty regularization (W-GP) [13], and hinge loss [46] on CIFAR10 and Tiny-ImageNet datasets in Table 4. The experimental results show that BigGAN + D2D-CE (ReACGAN) consistently outperforms the projection discriminator (PD) and conditional contrastive loss (2C) counterparts over three adversarial losses [1, 13, 46]. However, for the experiments using the least square loss [10], ReACGAN exhibits inferior generation performances to the projection discriminator. We speculate that minimizing the least square distance between an adversarial logit and the target scalar (1 or 0) might affect the norms of feature maps and spoil the classifier training performed by D2D-CE loss.
Table 3: Experiments on the effectiveness of D2D-CE loss compared with other conditioning losses.

| Conditioning Method | CIFAR10 [30] | Tiny-ImageNet [32] | CUB200 [33] |
|---------------------|--------------|--------------------|--------------|
|                     | IS ↑, FID ↓, F0.125 ↑, F4 ↑ | IS ↑, FID ↓, F0.125 ↑, F4 ↑ | IS ↑, FID ↓, F0.125 ↑, F4 ↑ |
| BigGAN w/o Condition [4] | 9.46, 12.21, 0.987, 0.982 | 7.38, 76.15, 0.804, 0.576 | 5.16, 35.17, 0.852, 0.936 |
| Big + AC [18] | 9.84, 8.45, 0.993, 0.992 | 6.00, 96.04, 0.804, 0.576 | 5.16, 35.17, 0.852, 0.936 |
| Big + PD [19] | 9.81, 8.08, 0.993, 0.992 | 12.78, 32.03, 0.948, 0.868 | 4.98, 18.30, 0.924, 0.967 |
| Big + MH [26] | 10.05, 7.94, 0.994, 0.990 | 4.37, 140.74, 0.282, 0.156 | 5.18, 245.69, 0.625, 0.832 |
| Big + 2C [23] | 9.70, 8.22, 0.993, 0.991 | 13.46, 28.55, 0.745, 0.556 | 5.18, 245.69, 0.625, 0.832 |
| Big + D2D-CE (ReACGAN) | 9.89, 7.88, 0.994, 0.992 | 14.06, 27.10, 0.970, 0.894 | 4.91, 15.40, 0.970, 0.954 |

Table 4: Experiments to identify the consistent performance of D2D-CE on adversarial loss selection.

| Adversarial Loss | Conditioning Method | CIFAR10 [30] | Tiny-ImageNet [32] | Better? | IS ↑, FID ↓, F0.125 ↑, F4 ↑ | IS ↑, FID ↓, F0.125 ↑, F4 ↑ | Better? |
|------------------|---------------------|--------------|--------------------|---------|-----------------------------|-----------------------------|---------|
| Non-saturation [1] | PD [19] | 9.75, 8.29, 0.993, 0.991 | ✓ | 8.27, 58.85, 0.816, 0.713 | ✓ | 11.76, 39.32, 0.942, 0.852 | ✓ |
|                  | 2C [23] | 9.30, 8.74, 0.990, 0.959 | 6.57, 84.27, 0.745, 0.556 | |
|                  | D2D-CE | 9.79, 8.27, 0.993, 0.991 | ✓ | 11.76, 39.32, 0.942, 0.852 | ✓ | 11.76, 39.32, 0.942, 0.852 | ✓ |
| Least square [10] | PD [19] | 9.94, 8.26, 0.993, 0.992 | ✓ | 12.74, 37.14, 0.920, 0.900 | ✓ | 12.74, 37.14, 0.920, 0.900 | ✓ |
|                  | 2C [23] | 8.66, 12.18, 0.986, 0.941 | 9.58, 53.10, 0.916, 0.706 | |
|                  | D2D-CE | 9.70, 9.56, 0.991, 0.987 | 9.50, 57.67, 0.848, 0.692 | |
| W-GP [13] | PD [19] | 5.71, 64.75, 0.792, 0.652 | 6.67, 84.16, 0.696, 0.498 | |
|                  | 2C [23] | 5.93, 55.99, 0.842, 0.709 | 6.89, 74.45, 0.812, 0.536 | |
|                  | D2D-CE | 7.30, 35.94, 0.942, 0.847 | ✓ | 8.92, 52.74, 0.856, 0.689 | ✓ | 8.92, 52.74, 0.856, 0.689 | ✓ |
| Hinge [46] | PD [19] | 9.81, 8.08, 0.993, 0.992 | 12.78, 32.03, 0.948, 0.968 | |
|                  | 2C [23] | 9.70, 8.22, 0.993, 0.991 | 13.46, 28.55, 0.974, 0.881 | |
|                  | D2D-CE | 9.89, 7.88, 0.993, 0.992 | ✓ | 14.06, 27.10, 0.970, 0.894 | ✓ | 14.06, 27.10, 0.970, 0.894 | ✓ |

Table 5: FID [34] values of conditional StyleGAN2 (cStyleGAN2) [7] and StyleGAN2 [7] + D2D-CE on CIFAR10 [30] and AFHQ [41] datasets. ADA means the adaptive discriminator augmentation [8].

| Conditioning method | CIFAR10 [30] | AFHQ [41] |
|---------------------|--------------|-----------|
| cStyleGAN2 [7] | 3.88 | - |
| StyleGAN2 [7] + D2D-CE | 3.34 | - |
| cStyleGAN2 [7] + ADA [8] | 2.43 | 4.99 |
| StyleGAN2 [7] + ADA [8] + D2D-CE | 2.38 | 4.95 |
| StyleGAN2 [7] + DiffAug [9] + D2D-CE + Tuning | 2.26 | - |

Effect of D2D-CE for Different GAN Architectures. We study the effect of D2D-CE with different GAN architectures. In Table 5, we validate that D2D-CE is effective for StyleGAN2 [7] backbone and also fits well with the adaptive discriminator augmentation (ADA) [8]. StyleGAN2 with D2D-CE loss produces 13.9% better generation result than the conditional version of StyleGAN2 (cStyleGAN2) on CIFAR10. Moreover, StyleGAN2 with D2D-CE can be reinforced with ADA or DiffAug when train StyleGAN2 + D2D-CE under the limited data situation. Among GANs, StyleGAN2 + DiffAug + D2D-CE + Tuning achieves the best performance on CIFAR10, even outperforming some diffusion-based methods [47, 48]. Additional results with other architectures, i.e., a deep convolutional network [2] and a resnet style backbone [13], are provided in Table A3 in Appendix E.

4.4 Ablation Study

We study how each component of ReACGAN affects ACGAN training. By adding or ablating each part of ReACGAN, as shown in Table 6, we identify four major observations. (1) Feature and weight normalization greatly stabilize ACGAN training and improve generation performances on Tiny-ImageNet and CUB200 datasets. (2) D2D-CE enhances the generation performance by considering data-to-data relationships and by performing easy sample suppression (3th and 4th rows). (3) the suppression technique does not work well on the feature normalized cross-entropy loss (5th row). (4) While ACGAN shows high Inception score on ImageNet experiment, it shows relatively
AFHQ - 512²

ImageNet - 128²
CUB200 - 128²
Tiny-ImageNet - 64²
CIFAR10 - 32²

Figure 5: Curated images generated by the proposed ReACGAN. More qualitative results on ReACGAN, BigGAN [4], ContraGAN [23], and ACGAN [18] are attached in Appendix J.

Table 6: Ablation study on feature map normalization, data-to-data consideration, and easy positive and negative sample suppression.

| Ablation                        | Tiny-ImageNet [32] | CUB200 [33] | ImageNet [49] |
|---------------------------------|--------------------|-------------|---------------|
|                                 | IS ↑ | FID ↓ | F₀₁₂₅ ↑ | F₆ ↑ | IS ↑ | FID ↓ | F₀₁₂₅ ↑ | F₆ ↑ | IS ↑ | FID ↓ | F₀₁₂₅ ↑ | F₆ ↑ |
| ACGAN [18]                      | 6.00 | 96.04 | 0.656 | 0.368 | 6.09 | 60.73 | 0.726 | 0.891 | 62.99 | 26.35 | 0.935 | 0.963 |
| + Normalization                 | 13.46 | 30.33 | 0.955 | 0.889 | 4.78 | 25.54 | 0.883 | 0.952 | 18.16 | 36.40 | 0.879 | 0.787 |
| + Data-to-data (Eq. (5))        | 12.96 | 28.71 | 0.967 | 0.836 | 5.08 | 25.12 | 0.869 | 0.946 | -     | -     | -     | -     |
| + Suppression (Eq. (6))         | 14.06 | 27.10 | 0.970 | 0.894 | 4.91 | 15.40 | 0.970 | 0.954 | 63.16 | 14.59 | 0.974 | 0.974 |
| - Data-to-data                  | 12.96 | 30.79 | 0.960 | 0.857 | 5.39 | 30.36 | 0.863 | 0.947 | -     | -     | -     | -     |

poor FID, F₀₁₂₅, and F₆ values compared with the model trained with normalization, data-to-data consideration, and the suppression technique. This result is consistent with the qualitative results on ImageNet, where the images from ACGAN are easily classifiable, but the images from ReACGAN are high quality and diverse. We attribute the improvement to the discriminator that successfully leverages informative data-to-data and data-to-class relationships with easy sample suppression.

5 Conclusion

In this paper, we have analyzed why training ACGAN becomes unstable as the number of classes in the dataset increases. By deriving the analytic form of gradient in the classifier and numerically checking the gradient values, we have discovered that the unstable training comes from a gradient exploding problem caused by the unboundedness of input feature vectors and poor classification ability of the classifier in the early training stage. To alleviate the instability and reinforce ACGAN, we have proposed the Data-to-Data Cross-Entropy loss (D2D-CE) and the Rebooted Auxiliary Classifier Generative Adversarial Network (ReACGAN). The experimental results verify the superiority of ReACGAN compared with the existing classifier- and projection-based GANs on five benchmark datasets. Moreover, exhaustive analyses on ReACGAN prove that ReACGAN is robust to hyperparameter selection and harmonizes with various architectures and differentiable augmentations.
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Appendices

A Algorithm

Algorithm 1 : Training ReACGAN

Input: Batch size: $N$. Temperature: $\tau$. Margin values: $m_p, m_n$. Balance coefficient: $\lambda$.
Parameters of the generator: $\theta$.
Parameters of the discriminator (feature extractor + adversarial head + linear head): $\phi$.
# of discriminator updates per single generator update: $n_{dis}$.
Adversarial loss: $L_{Adv}$ [1, 10, 13, 46].
Learning rate: $\alpha_1, \alpha_2$. Adam hyperparameters [50]: $\beta_1, \beta_2$.

Output: Optimized $(\theta, \phi)$.

1: Initialize $(\theta, \phi)$
2: for $\{1, \ldots, \# \text{ of training iterations}\}$ do
3:   for $\{1, \ldots, n_{dis}\}$ do
4:     Sample $X, y^{\text{real}} = \{x_i\}_{i=1}^N, \{y_i\}_{i=1}^N \sim p_{\text{real}}(x, y)$
5:     Sample $Z = \{z_i\}_{i=1}^N \sim p(z)$ and $y^{\text{fake}} = \{y_i^{\text{fake}}\}_{i=1}^N \sim P(y)$
6:     $L_{D_{\text{Adv}}} \leftarrow L_{Adv}(X, y^{\text{real}}, G(Z, y^{\text{fake}}), y^{\text{fake}})$
7:     $L_{D_{\text{Cond}}} \leftarrow L_{D2D-CE}(X, y^{\text{real}}, \tau, m_p, m_n) \triangleright \text{Eq. (6) with real images.}$
8:     $\phi \leftarrow \text{Adam}(L_{D_{\text{Adv}}} + \lambda L_{D_{\text{Cond}}}, \alpha_1, \beta_1, \beta_2)$
9:   end for
10:  Sample $Z = \{z_i\}_{i=1}^N \sim p(z)$ and $y^{\text{fake}} = \{y_i^{\text{fake}}\}_{i=1}^N \sim P(y)$
11:  $L_{G_{\text{Adv}}} \leftarrow L_{Adv}(G(Z, y^{\text{fake}}), y^{\text{fake}})$
12:  $L_{G_{\text{Cond}}} \leftarrow L_{D2D-CE}(G(Z, y^{\text{fake}}), y^{\text{fake}}; \tau, m_p, m_n) \triangleright \text{Eq. (6) with fake images.}$
13:  $\theta \leftarrow \text{Adam}(L_{G_{\text{Adv}}} + \lambda L_{G_{\text{Cond}}}, \alpha_2, \beta_1, \beta_2)$
14: end for

B Software: PyTorch-StudioGAN

Generative Adversarial Network (GAN) is one of the popular generative models for realistic image generation. Although GAN has been actively studied in the machine learning community, only a few open-source libraries provide reliable implementations for GAN training. In addition, the existing libraries do not support various training and test configurations for loss functions, backbone architectures, regularizations, differentiable augmentations, and evaluation metrics. In this paper, we expand StudioGAN [40] library, and the StudioGAN provides about 40 implementations of GAN-related papers as follows:

GANs: DCGAN [2], LSGAN [10], GGAN [46], WGAN-WC [11], WGAN-GP [13], WGAN-DRA [14], ACGAN [18], Projection discriminator [19], SNGAN [3], SAGAN [29], TACGAN [20], LGAN [15], BigGAN [4], BigGAN-deep [4], StyleGAN2 [7], CRGAN [16], ICRGAN [17], LOGAN [6], MHGAN [26], ContraGAN [23], ADCGAN [27], ReACGAN (ours).

Adversarial losses: Logistic loss [7], Non-saturation loss [1], Least square loss [10], Wasserstein loss [11], Hinge loss [46], Multiple discriminator loss [22], Multi-hinge loss [26].

Regularizations: Feature matching regularization [42], R1 regularization [22], Weight clipping regularization [11], Spectral normalization [3], Path length regularization [5, 7], Top-k training [51].

Metrics: IS [42], FID [34], Intra-class FID, CAS [52], Precision and recall [43], Improved precision and recall [53], Density and coverage [54], SwAV backbone FID [55].

Differentiable augmentations: SimCLR augmentation [39, 56], BYOL augmentation [57, 56], DiffAugment [9], Adaptive discriminator augmentation (ADA) [8].

Miscellaneous: Mixed precision training [58], Distributed data parallel (DDP), Data parallel (DP), Synchronized batch normalization [59], Standing statistics [4], Truncation trick [4, 7], Freeze discriminator (FreezeD) [60], Discriminator driven latent sampling (DDLS) [61], Closed-form factorization (SeFa) [62].
C Training Details

C.1 Datasets

CIFAR10 [30] is a widely used benchmark dataset for evaluating cGANs. The dataset contains 60k $32 \times 32$ RGB images which belong to 10 different classes. The dataset is split into 50k images for training and 10k images for testing.

Tiny-ImageNet [32] contains 120k $64 \times 64$ RGB images and is split into 100k training, 10k validation, and 10k test images. Tiny-ImageNet consists of 200 categories, and training GANs on Tiny-ImageNet is more challenging than CIFAR10 since there is less data (500 images) per class.

CUB200 [33] provides around 12k fine-grained RGB images for 200 bird classes. We apply the center crop to each image using a square box whose lengths are the same as the short side of the image, and we resize the images to $128 \times 128$ pixels. We train cGANs on CUB200 dataset to identify the generation ability of cGANs on images with fine-grained characteristics in a limited data situation.

ImageNet [31] provides around 1,281k and 50k RGB images for training and validation. We preprocess each image in the same way as applied to CUB200.

AFHQ [41] consists of 14,630 and 1,500 numbers of $512 \times 512$ RGB images for training and validation. The dataset is divided into 3 different animal classes (cat, dog, and wild animals).

For training and testing, we apply horizontal flip augmentation for all datasets and normalize image pixel values to a range between -1 and 1.

C.2 Hyperparameter Setup

Selecting proper hyperparameter values greatly affects GAN training. So it might be helpful to specify details of hyperparameter setups used in our work for future study. In this section, we aim to provide training specifications as much as possible, and if there exists a missing experimental setup, it follows configurations and details of StudioGAN implementation [40].

Table A1: Hyperparameter setups for cGAN training. The settings (A, C, E, I, K, M, P, R) are commonly used practices in previous studies [29, 4, 23, 8]

| Setting | Batch size | Adam($\alpha_1, \alpha_2, \beta_1, \beta_2$) [50] | $n_{dis}$ | ($\lambda, \tau$) | $m_p$ | Q_Ema [63] | Ema start | Total iterations |
|---------|------------|---------------------------------------------|-----------|-----------------|------|------------|----------|-----------------|
| A       | 64         | (2e-4, 2e-4, 0.5, 0.999)                   | 5         | -               | -    | True       | 1k       | 100k            |
| B       | 128        | (2.82e-4, 2.82e-4, 0.5, 0.999)            | 5         | (0.5, 0.5)      | 0.98 | True       | 1k       | 100k            |
| C       | 64         | (2e-4, 2e-4, 0.5, 0.999)                   | 5         | -               | -    | True       | 1k       | 200k            |
| D       | 128        | (2.82e-4, 2.82e-4, 0.5, 0.999)            | 5         | (0.5, 0.5)      | 0.98 | True       | 1k       | 200k            |
| E       | 64         | (2.5e-3, 2.5e-3, 0.0, 0.99)               | 1         | -               | -    | True       | 0        | 200k            |
| F       | 64         | (2.5e-3, 2.5e-3, 0.0, 0.99)               | 2         | (0.25, 0.25)    | 0.98 | True       | 0        | 200k            |
| G       | 64         | (2.5e-3, 2.5e-3, 0.0, 0.99)               | 1         | -               | -    | True       | 0        | 800k            |
| H       | 64         | (2.5e-3, 2.5e-3, 0.0, 0.99)               | 2         | (0.25, 0.25)    | 0.98 | True       | 0        | 800k            |
| I       | 1024       | (4e-4, 1e-4, 0.0, 0.999)                  | 1         | -               | -    | True       | 20k      | 100k            |
| J       | 1024       | (4e-4, 1e-4, 0.0, 0.999)                  | 1         | (0.75, 0.75)    | 1.0  | True       | 20k      | 100k            |
| K       | 256        | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | -               | -    | True       | 4k       | 40k             |
| L       | 256        | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | (0.25, 0.25)    | 0.95 | True       | 4k       | 40k             |
| M       | 256        | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | -               | -    | True       | 20k      | 200k            |
| N       | 256        | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | -               | -    | True       | 20k      | 600k            |
| O       | 256        | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | (1.0, 0.5)      | 0.98 | True       | 20k      | 600k            |
| P       | 2048       | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | -               | -    | True       | 20k      | 200k            |
| Q       | 2048       | (2e-4, 5e-5, 0.0, 0.999)                  | 2         | (0.5, 0.25)     | 0.90 | True       | 20k      | 200k            |
| R       | 64         | (2.5e-3, 2.5e-3, 0.0, 0.99)              | 1         | -               | -    | True       | 0        | 200k            |
| S       | 64         | (2.5e-3, 2.5e-3, 0.0, 0.99)              | 2         | (0.5, 0.5)      | 0.95 | True       | 0        | 200k            |

Table A1 shows hyperparameter setups used in our experiments. The settings (A, C, E, G) are used for baseline experiments on CIFAR10: BigGAN [4], BigGAN with DiffAug [9], StyleGAN2 [7], and StyleGAN2 with ADA [8], the setting (I) on Tiny-ImageNet: BigGAN and BigGAN with DiffAug, the setting (K) on CUB200: BigGAN and BigGAN with DiffAug, the settings (M, N, P) on ImageNet: ACGAN/SNGAN/ContraGAN, BigGAN/ReACGAN/DiffAug-BigGAN/DiffAug-ReACGAN with a batch size of 256, and BigGAN with a batch size of 2048, and the setting (R) on AFHQ: StyleGAN2...
with ADA. For ReACGAN experiments, we utilize the settings (B, D, F, H, J, L, O, Q, S) for experiments on the datasets stated above. To select an appropriate temperature \( \tau \) and positive margin \( m_p \), we conduct two-stage linear search with the candidates of a temperature \( \tau \in \{0.125, 0.25, 0.5, 0.75, 1.0\} \) and a positive margin \( m_p \in \{0.5, 0.75, 0.9, 0.95, 0.98, 1.0\} \) while fixing the dimensionalities of feature embeddings to 512, 768, 1024, and 2048 for CIFAR10, Tiny-ImageNet, CUB200, and ImageNet experiments. We set the balance coefficient \( \lambda \) equal to the temperature \( \tau \) except for ImageNet generation experiments. Specifically, we explore the best temperature value on each dataset and fix the temperature for the linear search on the positive margin. Linear search results are summarized in Fig. A1, and the results show that ReACGAN provides stable performances across various temperature and positive margin values.

## D Proofs of Properties of D2D-CE

In the main paper, we introduce a new objective, the D2D-CE to train ACGAN stably. In this section, we provide proofs of the properties of D2D-CE. Using the notations defined in the main paper, our proposed D2D-CE loss can be expressed as follows:

\[
\mathcal{L}_{\text{D2D-CE}} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left( (f_i^\top v_{yi} - m_p) - \tau \right)}{\exp \left( (f_i^\top v_{yi} - m_p) - \tau \right) + \sum_{j \in \mathcal{N}(i)} \exp \left( (f_i^\top f_j - m_n) + \tau \right)} \right), \tag{A1}
\]

where \( i \) is a sample index and \( \mathcal{N}(i) \) is the set of indices that indicate the locations of negative samples in the mini-batch. To understand properties of D2D-CE loss, we can rewrite Eq. (A1) as follows:

\[
\mathcal{L}_{\text{D2D-CE}} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left( (s_i - m_p) - \tau \right)}{\exp \left( (s_i - m_p) - \tau \right) + \sum_{j \in \mathcal{N}(i)} \exp \left( (s_{i,j} - m_n) + \tau \right)} \right). \tag{A2}
\]

Let \( s_q \) be a similarity between a normalized reference sample embedding \( f_q \) and the corresponding normalized proxy \( v_{q,a} \), \( s_{q,r} \) be a similarity between \( f_q \) and one of the its negative samples \( f_r \), and \( a, b \in \mathcal{N}(q) \) be arbitrary indices of negative samples. Then, we can summarize the four properties of D2D-CE loss as follows:

**Property 1.** Hard negative mining. If the value of \( s_{q,a} \) is greater than \( s_{q,b} \), the derivative of \( \mathcal{L}_{\text{D2D-CE}} \) w.r.t \( s_{q,a} \) is greater than or equal to the derivative w.r.t \( s_{q,b} \), that is \( \frac{\partial \mathcal{L}_{\text{D2D-CE}}}{\partial s_{q,a}} \geq \frac{\partial \mathcal{L}_{\text{D2D-CE}}}{\partial s_{q,b}} \geq 0 \).

**Property 2.** Positive suppression. If \( s_q - m_p \geq 0 \), the derivative of \( \mathcal{L}_{\text{D2D-CE}} \) w.r.t \( s_q \) is 0.

**Property 3.** Negative suppression. If \( s_{q,r} - m_n \leq 0 \), the derivative of \( \mathcal{L}_{\text{D2D-CE}} \) w.r.t \( s_{q,r} \) is 0.

**Property 4.** If \( s_q - m_p \geq 0 \) and \( s_{q,r} - m_n \leq 0 \) are satisfied, \( \mathcal{L}_{\text{D2D-CE}} \) has the global minima of \( \frac{1}{N} \sum_{i=1}^{N} \log \left( 1 + |\mathcal{N}(i)| \right) \).

---

Figure A1: FID [34] values of ReACGANs with different temperatures and positive margins. The dotted lines indicate the best performances on each dataset.
Proof of Property 1. By expanding Eq. (A2), we have the following equation:

\[
\mathcal{L}_{D2D-CE} = -\frac{1}{\tau N} \sum_{i=1}^{N} [s_i - m_p]_+ + \frac{1}{N} \sum_{i=1}^{N} \log \left( \exp \left( \frac{|s_i - m_p|_+}{\tau} \right) + \sum_{j \in \mathcal{N}(i)} \exp \left( \frac{|s_{i,j} - m_n|_+}{\tau} \right) \right). \tag{A3}
\]

Based on this, we calculate the derivative of \(\mathcal{L}_{D2D-CE}\) w.r.t \(s_{q,r}\) as follows:

\[
\frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_{q,r}} = \frac{1_{s_{q,j} - m_n > 0}(i = q, j = r)}{\tau N} \exp \left( \frac{(s_{q,r} - m_n)}{\tau} \right) \exp \left( \frac{|s_{q,j} - m_n|_+}{\tau} \right). \tag{A4}
\]

Since we assume \(s_{q,a} > s_{q,b}\) is satisfied, the derivative of \(\frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_{q,a}}\) is greater than \(\frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_{q,b}}\) except when the indicator functions \(1_{s_{i,j} - m_n > 0}(i = q, j = a)\) and \(1_{s_{i,j} - m_n > 0}(i = q, j = b)\) are 0. Note that the value of the derivative \(\frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_{q,r}}\) exponentially increases as the similarity \(s_{q,r}\) linearly increases, and this means that \(\mathcal{L}_{D2D-CE}\) conducts hard negative mining.

Proof of Property 2. Based on Eq. (A3), we can derive the derivative of \(\mathcal{L}_{D2D-CE}\) w.r.t \(s_q\) as follows:

\[
\frac{\partial \mathcal{L}_{D2D-CE}}{\partial s_q} = -\frac{1}{\tau N} 1_{s_i - m_p < 0}(i = q) \exp \left( \frac{(s_q - m_p)}{\tau} \right) + \frac{1_{s_i - m_p < 0}(i = q)}{\tau N} \exp \left( \frac{(s_q - m_p)}{\tau} \right) \exp \left( \frac{|s_{q,j} - m_n|_+}{\tau} \right). \tag{A5}
\]

Since the indicator function \(1_{s_i - m_p < 0}(i = q)\) gives 0 value when \(s_q - m_p \geq 0\), the derivative of \(\mathcal{L}_{D2D-CE}\) w.r.t \(s_q\) is 0 when \(s_q - m_p \geq 0\) is satisfied.

Proof of Property 3. Based on Eq. (A4), the derivative of \(\mathcal{L}_{D2D-CE}\) w.r.t \(s_{q,r}\) is 0 when \(s_{q,r} - m_n \leq 0\).

Proof of Property 4. We can get the global minima of \(\mathcal{L}_{D2D-CE}\) by plugging in 0 values inside of the exponential components in Eq. (A3) as follows:

\[
\mathcal{L}_{D2D-CE} = \frac{1}{N} \sum_{i=1}^{N} \log \left( \exp (0) + \sum_{j \in \mathcal{N}(i)} \exp (0) \right) = \frac{1}{N} \sum_{i=1}^{N} \log (1 + |\mathcal{N}(i)|). \tag{A6}
\]

E Additional Experimental Results

Gradients Exploding Problem in ACGAN. We conduct additional experiments regarding the gradient exploding problem of ACGAN using CUB200 dataset, and the results can be seen in Fig. A2. Same as the experimental results using Tiny-ImageNet (Fig. 2 in the main paper), normalizing feature maps resolves the early-training collapse problem. Also, considering data-to-data relationships brings extra performance gain with easy positive and negative sample suppression.

ACGAN Focuses on Classifier Training instead of Adversarial Learning. To identify ACGAN is prone to being biased toward classifying categories of images instead of discriminating the authenticity of given samples, we track the trend of classifier’s target probabilities as the training progresses using Tiny-ImageNet and CUB200 datasets. As can be seen in Fig. A2, A3, and Fig. 2 in the main paper, classifier’s target probabilities continuously increase, but the FID scores do not decrease as of certain
Figure A2: Merits of integrating feature normalization and data-to-data relationship consideration. The experiments are conducted using CUB200 [33] dataset. (a) Average norms of input feature maps, (b) average norms of gradients of classification losses, and (c) trends of FID scores. Compared to ACGAN [18], the proposed ReACGAN does not experience the early-training collapse problem caused by excessively large norms of feature maps and gradients. In addition, ReACGAN can converge to a better equilibrium by considering data-to-data relationships with easy sample suppression.

Figure A3: Trends of the probability values from the classifiers trained on Tiny-ImageNet [32] and CUB200 [33] datasets.

points in time. Therefore the experimental results imply that ACGAN training is likely to become biased toward label classification instead of adversarial training.

**Can ReACGAN Approximate a Mixture of Gaussian Distributions Whose Supports Overlap?**

We conduct distribution approximation experiments using a 1-D mixture of Gaussian distributions (MoG). The experiments are proposed by Gong et al. [20] and are devised to identify if a given GAN can estimate any true data distribution, even the mixture of Gaussians with overlapped supports. Although ReACGAN has shown successful outputs on real images, ReACGAN fails to estimate the 1-D MoG, resulting in poor approximation ability similar to ACGAN (see Fig. A4). However, this phenomenon is not weird because ReACGAN follows the same optimization process as ACGAN does, which inherently reduces a conditional entropy $\mathcal{H}(y|x)$. As the result, ACGAN can only accurately approximate marginal distributions generated by conditional distributions with non-overlapped supports.

To deal with this problem, Gong et al. [20] have suggested using a twin auxiliary classifier (TAC) on the top of the discriminator and have demonstrated that TAC enables ACGAN to exactly estimate the 1-D MoG. Therefore, ReACGAN can be reinforced by introducing TAC, and the experimental result verifies that ReACGAN can approximate the 1-D MoG exactly (see Fig. A4).
Figure A4: Comparison with ACGAN [18], Projection discriminator [19], TACGAN [20], ReACGAN, and ReACGAN + TAC on a synthetic 1-D MoG dataset [20]. We conduct all experiments using the same setup specified in the paper [20].

Table A2: Experiments to identify the effectiveness of ReACGAN with TAC [20] on CIFAR10 [30] and Tiny-ImageNet [32] datasets.

| Dataset         | ACGAN [18] | TACGAN [20] | ReACGAN | ReACGAN + TAC [20] |
|-----------------|------------|-------------|---------|-------------------|
| CIFAR10 [30]    | 9.84       | 8.45        | 9.78    | 8.01              |
|                 | 8.45       | 9.78        | 8.01    |                   |
| Tiny-ImageNet [32] | 6.00     | 96.04       | 7.62    | 65.99             |
|                 |            | 14.06       | 27.10   | 13.71             |
|                 |            | 7.94        | 26.14   |                   |

Finally, to validate the effectiveness of TAC for ReACGAN on real datasets, we perform CIFAR10 and Tiny-ImageNet generation experiments. Contrary to our expectations, Table A2 shows that ReACGAN + TAC provides comparable or marginally better results on CIFAR10 and Tiny-ImageNet datasets over the ReACGAN. We speculate that this is because benchmark datasets are highly refined and might follow a mixture of non-overlapped conditional distributions.

Effect of D2D-CE for Different GAN Architectures. We perform additional experiments to identify the effect of D2D-CE loss for different GAN architectures. We utilize a deep convolutional neural network (Deep CNN) [2] and a ResNet-style network (ResNet) [13] to train GANs on CIFAR10 and Tiny-ImageNet datasets. The experimental results show that ReACGAN provides consistent generation results on different architectures (see Table A3).

Table A3: Experiments for investigating the effect of D2D-CE for different architectures using CIFAR10 [30] and Tiny-ImageNet [32] datasets. We report only FID [34] for a compact expression.

| Conditioning method        | Deep CNN [2] on CIFAR10 [30] | ResNet [13] on CIFAR10 [30] | ResNet [13] on Tiny-ImageNet [32] |
|---------------------------|-------------------------------|-------------------------------|-----------------------------------|
| AC [18]                   | 20.35                         | 13.04                         | 87.84                             |
| PD [19]                   | 19.49                         | 13.47                         | 47.88                             |
| 2C [23]                   | 21.47                         | 14.38                         | 40.56                             |
| D2D-CE (ReACGAN)          | 18.94                         | 12.47                         | 40.89                             |

Effect of Number of Negative Samples on ReACGAN Training. We investigate how the number of negative samples affects the generation performance of ReACGAN using CIFAR10 and Tiny-ImageNet datasets. First, we compute pairwise similarities between all negative samples in the mini-batch. Then, we drop similarities between negative samples using a randomly generated mask whose element has a value of 0 according to the pre-defined probability $p$ and otherwise has a value of 1. For example, $p = 0.1$ will lead approximately 10% of the total similarities between negative samples not to account for calculating the denominator part of D2D-CE loss. As can be seen in Table A4, D2D-CE loss benefits from more negative samples. This implies that the more the
Table A4: Ablation study on the number of negative samples. FID score [34] is used for evaluation.

| Dataset          | Masking probability $p$ for negative samples in Eq. (6) |
|------------------|--------------------------------------------------------|
|                  | $p = 1.0$ | 0.8 | 0.6 | 0.4 | 0.2 | 0.0 |
| CIFAR10 [30]     | 11.15     | 8.07 | 8.11 | 7.83 | 8.01 | 7.88 |
| Tiny-ImageNet [32]| 60.74     | 30.04 | 28.64 | 28.59 | 28.68 | 27.10 |

data-to-data relations are provided, the richer supervision signals for conditioning become, resulting in better image generation results. In addition, from the optimization point of view, the generator and discriminator can receive gradient signals at an exponential rate as the number of negative samples increases linearly.

**Are There Any Possible Prescriptions for Preventing the Gradient Exploding Problem?** In the main paper, we verify that simply normalizing feature embeddings onto a unit hypersphere resolves ACGAN’s early-training collapse problem. In this section, we explore if there exist other cures for resolving the early-training collapse problem: (1) lowering classification strength, (2) gradient clipping, and (3) feature clipping. The experimental results (Table A5) indicate that lowering classification strength and normalizing feature maps can prevent ACGAN training from collapsing at the early training phase. However, we cannot succeed in training ACGAN by clipping gradients of the classifier. We speculate that this is because gradient clipping restricts not only the norms of feature maps but also the class probability values; thus, ACGAN can be updated by inaccurate gradients and ends up collapsing. Among those methods, the normalization and D2D-CE present better performances than the others, demonstrating the effectiveness of our proposals.

Table A5: Experiments for studying available cures for preventing the gradient exploding problem in ACGAN. FID [34] scores are reported for evaluation. $\lambda$ is a balance coefficient between adversarial learning and classifier training.

| Dataset          | $\lambda = 0.0$ | $\lambda = 0.5$ | $\lambda = 0.75$ | $\lambda = 1$ | Normalization | Feature clipping | Gradient clipping | D2D-CE |
|------------------|-----------------|-----------------|-----------------|----------------|---------------|------------------|------------------|--------|
| CIFAR10 [30]     | 12.30           | 13.61           | 15.60           | 16.92          | 13.17         | 17.47            | 40.23            | 12.25  |
| Tiny-ImageNet [32]| 62.86           | 92.05           | 104.34          | 98.75          | 28.04         | 57.65            | 108.30           | 27.10  |

**Training Time per 100 Generator Updates.** We investigate training times of BigGAN, ContraGAN, and ReACGAN on ImageNet using 8 Nvidia V100 GPUs. The batch size is set to 2048. We identify that ReACGAN brings in a slight computational overhead and takes about 1.05~1.1 longer time than the other GANs. Specifically, BigGAN takes 17m 37s, ContraGAN 18m 24s, and ReACGAN 18m 52s per 100 generator updates.

**F Analysis of the differences between ReACGAN and ContraGAN**

This section explains the differences between ReACGAN and ContraGAN [23] from a mathematical point of view. Kang and Park [23] have proposed the conditional contrastive loss (2C loss), which is formulated from NT-Xent loss [39], and developed contrastive generative adversarial networks (ContraGAN) for conditional image generation. Using the notations used in our main paper, we can write down 2C loss as follows:

$$
L_{2C} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp\left(f_i^\top v_{yi}/\tau\right) + \sum_{n_p \in \mathcal{P}(i)} \exp(f_i^\top f_{np}/\tau)}{\exp\left(f_i^\top v_{yi}/\tau\right) + \sum_{j \in \{1, \ldots, N\}\setminus\{i\}} \exp(f_i^\top f_j/\tau)} \right),
$$

(A7)

where $\mathcal{P}(i)$ is the set of indices that indicate locations of positive samples in the mini-batch. To clearly identify how each sample embedding updates, we start by considering 2C loss on a single
sample. We can rewrite a single sample version of Eq. (A7) as follows:

\[
\mathcal{L}_{2C} = - \frac{1}{N} \log \left( \exp \left( \frac{f_q^T y_q}{\tau} \right) + \frac{1}{N} \log \left( \exp \left( \frac{f_q^T v_{y_q}}{\tau} + \sum_{n_p \in \mathcal{P}(q) \setminus \{q\}} \exp \left( \frac{f_q^T f_{n_p}}{\tau} \right) \right) \right) \right)
\]

Positive attraction

\[
+ \frac{1}{N} \log \left( \exp \left( \frac{f_q^T v_{y_q}}{\tau} + \sum_{j \in \{1,...,N\} \setminus \{q\}} \exp \left( \frac{f_q^T f_j}{\tau} \right) \right) \right). \quad (A8)
\]

Negative repulsion

Using Eq. (A8), we can calculate the derivative of \(\mathcal{L}_{2C}'\) w.r.t \(f_q\) as follows:

\[
\frac{\partial \mathcal{L}_{2C}'}{\partial f_q} = - \frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{n_p \in \mathcal{P}(q)} \exp \left( f_q^T f_{n_p} / \tau \right) f_{n_p}}{\tau N A} \exp \left( f_q^T v_{y_q} / \tau \right) + \frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{j \in \{1,...,N\} \setminus \{q\}} \exp \left( f_q^T f_j / \tau \right) f_j}{\tau N B}.
\]

Positive samples

\[
\frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{n_p \in \mathcal{P}(q)} \exp \left( f_q^T f_{n_p} / \tau \right) f_{n_p}}{\tau N A}
\]

Positive attraction

\[
\frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{j \in \{1,...,N\} \setminus \{q\}} \exp \left( f_q^T f_j / \tau \right) f_j}{\tau N B}.
\]

Negative repulsion

\[
= - \frac{1}{\tau N} \left( \frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{n_p \in \mathcal{P}(q)} \exp \left( f_q^T f_{n_p} / \tau \right) f_{n_p}}{A} \right) - \frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q}}{B}.
\]

\[
(A9)
\]

To understand Eq. (A9) more intuitively, we replace the denominator terms of Eq. (A9) with \(A\) and \(B\) and re-organize the equation as follows:

\[
\frac{\partial \mathcal{L}_{2C}}{\partial f_q} = - \frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{n_p \in \mathcal{P}(q)} \exp \left( f_q^T f_{n_p} / \tau \right) f_{n_p}}{\tau N A} \exp \left( f_q^T v_{y_q} / \tau \right) + \frac{\exp \left( f_q^T v_{y_q} / \tau \right) v_{y_q} + \sum_{j \in \{1,...,N\} \setminus \{q\}} \exp \left( f_q^T f_j / \tau \right) f_j}{\tau N B}.
\]

Positive samples

\[
\frac{\sum_{n_q \in \mathcal{N}(q)} \exp \left( f_q^T f_{n_q} / \tau \right) f_{n_q}}{A}
\]

Positive attraction

\[
\frac{\sum_{j \in \{1,...,N\} \setminus \{q\}} \exp \left( f_q^T f_j / \tau \right) f_j}{B}.
\]

Negative repulsion

\[
(A10)
\]

The above equation implies that the positive samples (P) in Eq (A10) can cause easy positive mining, i.e., if a similarity \(f_q^T f_{n_p}\) has a large value, the gradient \(\frac{\partial \mathcal{L}_{2C}}{\partial f_q}\) can be biased towards \(f_{n_p}\) direction with large magnitude. In addition, the false-negative samples (F) can attenuate the negative repulsion force, which is already being addressed in the contrastive learning community \cite{McInnes2018}. Unlike 2C loss, our D2D-CE loss does not experience the easy positive mining and the attenuation caused by false-negative samples. To demonstrate this, we write down D2D-CE loss as follows:

\[
\mathcal{L}_{2D-CE} = - \frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left( \left[ f_q^T v_{y_i} - m_p \right] / \tau \right)}{\exp \left( \left[ f_i^T v_{y_i} - m_p \right] / \tau \right) + \sum_{j \in \mathcal{N}(i)} \exp \left( \left[ f_i^T f_j - m_n \right] / \tau \right)} \right).
\]

\[
(A11)
\]
In the same way as before, we can expand a single sample version of Eq. (A11) as follows:

\[
\mathcal{L}_{\text{D2D-CE}} = -\frac{1}{\tau N} [f_q^T v_{y_q} - m_p]_+ \quad \text{Positive attraction}
\]

\[
+ \frac{1}{N} \log \left( \exp \left( [f_q^T v_{y_q} - m_p]_+/\tau \right) + \sum_{j \in \mathcal{N}(q)} \exp \left( [f_q^T f_j - m_n]_+/\tau \right) \right) \quad \text{Negative repulsion}
\]

Based on Eq. (A12), we can calculate the derivative of \( \mathcal{L}_{\text{D2D-CE}} \) w.r.t \( f_q \) as follows:

\[
\frac{\partial \mathcal{L}_{\text{D2D-CE}}}{\partial f_q} = -\frac{1}{\tau N} f_q^T v_{y_q} - m_p < 0 (i = q) v_{y_q}
\]

\[
+ \frac{1}{\tau N} \left( \frac{1}{\tau N} f_q^T v_{y_q} - m_p < 0 (i = q) \exp \left( (f_q^T v_{y_q} - m_p)/\tau \right) v_{y_q}
\]

\[
+ \frac{1}{\tau N} \left( \sum_{j \in \mathcal{N}(q)} \frac{1}{\tau N} f_q^T f_j - m_n > 0 (i = q) \exp \left( (f_q^T f_j - m_n)/\tau \right) f_j
\]

\[
= -\frac{1}{\tau N} f_q^T v_{y_q} - m_p < 0 (i = q) \left( \frac{1}{\tau N} \exp \left( (f_q^T v_{y_q} - m_p)/\tau \right) v_{y_q}
\]

\[
+ \frac{1}{\tau N} \left( \sum_{j \in \mathcal{N}(q)} \frac{1}{\tau N} f_q^T f_j - m_n > 0 (i = q) \exp \left( (f_q^T f_j - m_n)/\tau \right) f_j \right)
\]

where \( C = \exp \left( (f_q^T v_{y_q} - m_p)/\tau \right) + \sum_{j \in \mathcal{N}(q)} \exp \left( (f_q^T f_j - m_n)/\tau \right) \). Unlike 2C loss, D2D-CE loss does not contain multiple positive samples in the positive attraction bracket and only consists of negative samples in the negative repulsion part, which means that D2D-CE loss does not perform easy-positive mining and does not attenuate the negative repulsion force.

Table A6: Top-1 and Top-5 ImageNet classification accuracies on generated images from ACGAN [18], BigGAN [4], ContraGAN [23], and ReACGAN (ours). We use ImageNet pre-trained Inception-V3 model [67] as a classifier. To generate images from GANs, we use the best checkpoints saved during 200k generator updates.

|               | Real data (validation) | ACGAN [18] | BigGAN [4] | ContraGAN [23] | ReACGAN |
|---------------|------------------------|------------|------------|----------------|---------|
| Top-1 Accuracy (%) | 70.822                 | **62.412** | 29.994     | 2.866          | 23.210  |
| Top-5 Accuracy (%) | 85.574                 | 84.899     | **53.842** | 11.482         | 51.602  |
| IS [42]      | 173.33                 | -          | 28.63      | 25.25          | 50.30   |
| FID [34]     | 26.35                  | 24.68      | 25.16      | **16.32**      |         |

To compare the conditioning performance of ReACGAN with other cGANs, we calculate Top-1 and Top-5 classification accuracies on ImageNet [31] using the pre-trained Inception-V3 network [67]. The results are summarized in Table A6. Although ReACGAN has a lower FID value and higher IS score compared with BigGAN [4] and ContraGAN [23], the top-1 and top-5 accuracies of ReACGAN are slightly below that of BigGAN. This implies that ReACGAN tends to approximate overall distribution with a slight loss of the exact conditioning. On the other hand, ContraGAN fails to perform conditional image generation, and it provides 2.866 % Top-1 accuracy on ImageNet dataset. This indicates that ContraGAN is likely to generate undesirably conditioned but visually satisfactory images. One more interesting point is that although generated images from ACGAN give the best classification accuracy, they show a poor FID value compared with the others. This implies that ACGAN generates well-classifiable images without considering the diversity and fidelity of generated samples.
G  Potential Negative Societal Impacts

The success in generating photo-realistic images in GANs [4, 5, 7] has attracted a myriad of applications to be developed, such as photo editing (filtering [68], stylization [69] and object removal [70]), image translation (sketch → clip art [71], photo → cartoon [72]), image in-painting [73], and image extrapolation to arbitrary resolutions [25]. While, in most cases, GANs are helpful for content creation or fast prototyping, there exist potential threats that one can maliciously use the synthesized results to deceive others. A well-known example is deepfake [74], where a person in the video appears with the voice and appearance of a celebrity and conveys a message to deceive or confuse others, e.g., fake news. Other examples include sexual harnesses [75] and hacking machine vision applications.

As an effort to circumvent the negative issues, a number of techniques have been proposed. Masi et al. [76] have utilized color and frequency information to detect deepfake. Naseer et al. [77] have developed a general defense method from self-attacking via feature perturbation. We anticipate that further development of synthetic image detection techniques, well-established policies on the technique, and ethical awareness of researchers/developers will enable us to enjoy the broad applicability and benefits of GANs.

H  Computation resources

In this section, we provide a summary of the total number of performed experiments, computing resources, and approximated training time spent on our research in Table A7. Since we have conducted a lot of experiments with various configurations using different resources, we divide our experiments into 16 divisions and calculate approximate time spent on each division of experiments.

| Division of experiments | GPU Type | Days | # of experiments | Approximate Time (days) |
|-------------------------|----------|------|------------------|-------------------------|
| CIFAR10 [30]            | RTX 2080 Ti | 0.75 | 100              | 75                      |
| CIFAR10 [30] + CR [16]  | RTX 2080 Ti | 1.17 | 9                | 10.53                   |
| CIFAR10 [30] + DiffAug [9] | RTX 2080 Ti | 2.04 | 9                | 18.36                   |
| CIFAR10 [30] + StyleGAN2 [7] | TITAN Xp×2 | 2.58 | 2                | 5.16                    |
| CIFAR10 [30] + StyleGAN2 [7] + ADA [8] | TITAN Xp×2 | 9.52 | 2                | 19.04                   |
| Tiny-ImageNet [32]      | TITAN RTX×4 | 1.54 | 84               | 132.44                  |
| Tiny-ImageNet [32] + CR [16] | TITAN RTX×4 | 1.42 | 9                | 12.78                   |
| Tiny-ImageNet [32] + DiffAug [9] | TITAN RTX×4 | 2.83 | 9                | 25.47                   |
| CUB200 [33]             | TITAN RTX×4 | 1.63 | 24               | 39.12                   |
| CUB200 [33] + CR [16]   | TITAN RTX×4 | 0.92 | 9                | 8.28                    |
| CUB200 [33] + DiffAug [9] | TITAN RTX×4 | 0.67 | 9                | 6.03                    |
| ImageNet [31] (200k iter., B.S.=256) | Tesla V100×4 | 4.17 | 6                | 25.02                   |
| ImageNet [31] (600k iter., B.S.=256) | Tesla V100×4 | 12.51 | 2               | 25.02                   |
| ImageNet [31] + DiffAug [9] (600k iter., B.S.=256) | A100×4 | 12.43 | 2                | 24.86                   |
| ImageNet [31] (B.S.=2048) | Tesla V100×8 | 26.90 | 2               | 53.80                   |
| AFHQ [41] + StyleGAN2 [7] + ADA [8] | A100×4 | 1.96 | 2                | 3.92                    |
| Total                   |           | 280  |                  | 484.83                  |

I  Standard Deviations of Experiments

We run all the experiments three times with random seeds and report the averaged best performances for reliable evaluation with the lone exception of ImageNet experiments. This section provides standard deviations for reference.
Table A8: Comparisons with classifier-based GANs [18, 23] and projection-based GANs [3, 4, 29] on CIFAR10 [30], Tiny-ImageNet [32], and CUB200 [33] datasets using IS [42], FID [34], F0.125 and F8 [43] metrics. We report the standard deviations of three different runs in this table.
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Table A9: Experiments on the effectiveness of D2D-CE loss compared with other conditioning losses.
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Table A10: Experiments to identify the consistent performance of D2D-CE on adversarial loss selection.

![Table A10](image)
Table A11: Ablation study on normalization, data-to-data consideration, and easy negative and positive sample suppression.

| Ablation                        | Tiny-ImageNet [32] | CUB200 [33] |
|---------------------------------|--------------------|-------------|
|                                 | IS ↑ | FID ↓ | F_{0.125} ↑ | F_{8} ↑ | IS ↑ | FID ↓ | F_{0.125} ↑ | F_{8} ↑ |
| ACGAN [18]                      | 0.12 | 0.04 | 0.021 | 0.048 | 0.73 | 9.20 | 0.036 | 0.102 |
| + Normalization                 | -    | -    | -    | -    | -    | -    | -    | -    |
| + Data-to-data (Eq. (5))        | -    | -    | -    | -    | -    | -    | -    | -    |
| + Suppression (Eq. (6))         | 0.07 | 0.56 | 0.003 | 0.009 | 0.09 | 0.80 | 0.007 | 0.009 |
| - Data-to-data                  | -    | -    | -    | -    | -    | -    | -    | -    |

Table A12: Experiments for investigating the effect of D2D-CE for different architectures using CIFAR10 [30] and Tiny-ImageNet [32] datasets.

| Conditioning method | Deep CNN [2] on CIFAR10 [30] | ResNet [13] on CIFAR10 [30] | ResNet [13] on Tiny-ImageNet [32] |
|---------------------|-------------------------------|-------------------------------|-----------------------------------|
| AC [18]             | 0.02                          | 0.11                          | 0.34                              |
| PD [19]             | 0.67                          | 0.25                          | 1.29                              |
| 2C [23]             | 1.28                          | 1.33                          | 0.18                              |
| D2D-CE (ReACGAN)    | 0.03                          | 0.23                          | 0.29                              |

Table A13: Ablation study on the number of negative samples.

| Dataset              | Masking probability p for negative samples in Eq. (6) |
|----------------------|-------------------------------------------------------|
|                      | p = 1.0 0.8 0.6 0.4 0.2 0.0                            |
| CIFAR10 [30]         | 0.33 0.04 0.11 0.13 0.05 0.07                          |
| Tiny-ImageNet [32]   | 8.62 1.82 0.76 0.92 0.87 0.56                          |

J Qualitative Results

We provide images that are generated by our ReACGAN and baseline approaches (ContraGAN [23], BigGAN [4], and ACGAN [18]).

Figure A5: Generated images on AFHQ [41] dataset using StyleGAN2 [7] + ADA [8] + D2D-CE (ReACGAN) (FID=4.95).
Figure A6: Generated images on AFHQ [41] dataset using StyleGAN2 [7] + ADA [8] (FID=4.99).

Figure A7: Generated images on ImageNet [31] dataset using ReACGAN and the batch size of 2048 (FID=8.23).
Figure A8: Generated images on ImageNet [31] dataset using BigGAN [4] and the batch size of 2048 (FID=7.89).

Figure A9: Generated images on ImageNet [31] dataset using ReACGAN and the batch size of 256 (FID=13.98).
Figure A10: Generated images on ImageNet [31] dataset using ContraGAN [23] and the batch size of 256 (FID=25.16).

Figure A11: Generated images on ImageNet [31] dataset using BigGAN [4] and the batch size of 256 (FID=16.36).
Figure A12: Generated images on ImageNet [31] dataset using ACGAN [18] and the batch size of 256 (FID=26.35).

Figure A13: Generated images on CUB200 [33] dataset using ReACGAN (FID=14.67).
Figure A14: Generated images on CUB200 [33] dataset using ContraGAN [23] (FID=20.89).

Figure A15: Generated images on CUB200 [33] dataset using BigGAN [4] (FID=17.80).
Figure A16: Generated images on CUB200 [33] dataset using ACGAN [18] (FID=61.29).

Figure A17: Generated images on Tiny-ImageNet [32] dataset using ReACGAN (FID=26.82).
Figure A18: Generated images on Tiny-ImageNet [32] dataset using ContraGAN [23] (FID=28.41).

Figure A19: Generated images on Tiny-ImageNet [32] dataset using BigGAN [4] (FID=31.92).
Figure A20: Generated images on Tiny-ImageNet [32] dataset using ACGAN [18] (FID=61.50).

Figure A21: Generated images on CIFAR10 [30] dataset.