ON GABOR G-FRAMES AND FOURIER SERIES OF OPERATORS
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Abstract. We show that Hilbert-Schmidt operators can be used to define frame-like structures for $L^2(\mathbb{R}^d)$ over lattices in $\mathbb{R}^{2d}$ that include multi-window Gabor frames as a special case. These structures, called Gabor g-frames, are shown to share many properties of Gabor frames, including a Janssen representation and Wexler-Raz biorthogonality conditions. A central part of our analysis is a notion of Fourier series of periodic operators based on earlier work by Feichtinger and Kozek, where we show in particular a Poisson summation formula for trace class operators. By choosing operators from certain Banach subspaces of the Hilbert Schmidt operators, Gabor g-frames give equivalent norms for modulation spaces in terms of weighted $\ell^p$-norms of an associated sequence, as previously shown for localization operators by Dörfler, Feichtinger and Gröchenig.

1. Introduction

The study of Gabor frames is today an essential part of time-frequency analysis. By fixing a window function $\varphi \in L^2(\mathbb{R}^d)$, a signal $\psi \in L^2(\mathbb{R}^d)$ is analyzed by considering its projections onto copies of $\varphi$ shifted in time and frequency. In other words, one considers the short-time Fourier transform

$$V_\varphi \psi(z) = \langle \psi, \pi(z)\varphi \rangle_{L^2}$$

for $z \in \mathbb{R}^{2d}$, where $\pi(z)$ is the time-frequency shift operator given by $\pi(z)\varphi(t) = e^{2\pi i\omega \cdot t} \varphi(t-x)$ for $z = (x,\omega) \in \mathbb{R}^{2d}$. If $\varphi$ is well-behaved, one interprets $|V_\varphi \psi(x,\omega)|^2$ as a measure of the contribution of the frequency $\omega$ at the time $x$ in the signal $\psi$. Given a lattice $\Lambda = AZ^{2d}$ for $A \in GL(2d,\mathbb{R})$, $\varphi$ generates a Gabor frame over $\Lambda$ if the $\ell^2$-norm of the sequence $\{V_\varphi \psi(\lambda)\}_{\lambda \in \Lambda}$ is equivalent to the $L^2$-norm of $\psi$, i.e. there should exist constants $A,B > 0$ such that

$$A\|\psi\|^2_{L^2} \leq \sum_{\lambda \in \Lambda} |V_\varphi \psi(\lambda)|^2 \leq B\|\psi\|^2_{L^2}$$

for any $\psi \in L^2(\mathbb{R}^d)$.
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In the usual terminology of frames this simply means that \( \{ \pi(\lambda) \varphi \}_{\lambda \in \Lambda} \) is a frame for \( L^2(\mathbb{R}^d) \), and (1) is equivalent to the fact that the frame operator
\[
\psi \mapsto \sum_{\lambda \in \Lambda} V_\varphi \psi(\lambda) \pi(\lambda) \varphi
\]
is bounded and invertible on \( L^2(\mathbb{R}^d) \). Research over the last thirty years has revealed several intriguing features of Gabor frames, among them the Janssen representation of the frame operator \([25, 40, 54]\), the Wexler-Raz biorthogonality conditions \([12, 25, 40, 59]\) and that for well-behaved windows \( \varphi \) summability conditions on the coefficients \( \{ V_\varphi \psi(\lambda) \}_{\lambda \in \Lambda} \) characterize smoothness and decay properties of \( \psi \) \([23, 24, 34]\).

The aim of this paper is to show that Gabor frames over a lattice \( \Lambda \subset \mathbb{R}^{2d} \) are a special case of a more general situation, namely that Hilbert-Schmidt operators on \( L^2(\mathbb{R}^d) \) can be used to define a frame-like structure for \( L^2(\mathbb{R}^d) \). These structures are obtained by shifting a ”window” operator \( S \) over \( \Lambda \) by the operation
\[
\alpha_\lambda(S) = \pi(\lambda) S \pi(\lambda)^* \quad \text{for} \quad \lambda \in \Lambda.
\]

Following Werner \([58]\) and Kozek \([43]\) we consider \( \alpha_\lambda(S) \) to be a translation of \( S \) by \( \lambda \). Our main definition is that \( S \) generates a Gabor g-frame for \( L^2(\mathbb{R}^d) \) if there exist constants \( A, B > 0 \) such that
\[
(2) \quad A \| \psi \|_{L^2}^2 \leq \sum_{\lambda \in \Lambda} \| \alpha_\lambda(S) \psi \|_{L^2}^2 \leq B \| \psi \|_{L^2}^2 \quad \text{for} \quad \psi \in L^2(\mathbb{R}^d).
\]

When \( S \) is a rank-one operator we recover the definition of Gabor frames – more generally we obtain multi-window Gabor frames \([60]\) if \( S \) is of finite rank. If (2) holds, the associated g-frame operator \( \mathcal{G}_S \) given by
\[
(3) \quad \mathcal{G}_S(\psi) = \sum_{\lambda \in \Lambda} \alpha_\lambda(S^* S) \psi,
\]
is bounded and invertible on \( L^2(\mathbb{R}^d) \), and we show that this operator is the composition of two other natural operators: the analysis and synthesis operators. A major goal of this paper is to show that although Gabor g-frames are not frames, they nevertheless share much of the structure of Gabor frames. Our terminology stems from the fact that Gabor g-frames are examples of g-frames as introduced by Sun \([57]\), but apart from terminology the abstract theory of g-frames does not feature much in this paper.

Fourier series of operators and the Janssen representation. Our investigations into the structure of Gabor g-frames naturally lead to the study of a notion of Fourier series of operators, inspired by the analysis of periodic operators by Feichtinger and Kozek \([25]\) and the quantum harmonic analysis of Werner \([58]\). By Fourier series for operators we mean that a \( \Lambda \)-periodic operator \( T \) – meaning that \( \alpha_\lambda(T) = T \)
for all \( \lambda \in \Lambda \) – has an expansion of the form
\[
T = \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \lambda^o} \pi(\lambda^o).
\]
Here \( \Lambda^o \) is the adjoint lattice of \( \Lambda \) defined in Section 6, and we write \( \lambda^o = (\lambda_x^o, \lambda_\omega^o) \).

Such expansions have also been studied in [25], and the interpretation that this is a Fourier series of operators follows from considering the operator \( e^{-i\pi x \cdot \omega} \pi(z) \) for \( z = (x, \omega) \in \mathbb{R}^{2d} \) as the operator-analogue of the character \( t \mapsto e^{2\pi iz \cdot t} \) on \( \mathbb{R}^{2d} \). This interpretation is strengthened by the fact that an analogue of Wiener’s classical lemma for absolutely summable Fourier series also holds for operators, by a result of Gröchenig and Leinert [34]. We show that any \( \Lambda \)-periodic bounded operator on \( L^2(\mathbb{R}^d) \) has a Fourier series expansion (4). This is not the only possible approach to Fourier series of operators, see for instance [5, 13–15].

Due to the form of the Gabor g-frame operator (3) it is particularly interesting to study the Fourier series expansion of periodic operators \( T \) given by a periodization over \( \Lambda \):
\[
T = \sum_{\lambda \in \Lambda} \alpha(\lambda)(R)
\]
for some operator \( R \). This leads to the following Poisson summation formula for trace class operators: if \( R \) is a trace class operator, then
\[
\sum_{\lambda \in \Lambda} \alpha(\lambda)(R) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_W(R)(\lambda^o) e^{-\pi i \lambda^o \cdot \lambda^o} \pi(\lambda^o),
\]
where \( \mathcal{F}_W \) is the Fourier-Wigner transform of \( R \) defined by
\[
\mathcal{F}_W(R)(z) = e^{-\pi i z \cdot \omega} \text{tr}(\pi(-z)R) \quad \text{for } z = (x, \omega) \in \mathbb{R}^{2d},
\]
which Werner [58] argued is a Fourier transform of operators. Showing that (5) holds for all trace class operators requires a careful study of the continuity of several mappings. Equation (5) is an analogue of the usual Poisson summation formula for functions: the Fourier coefficients of a periodization \( \sum_{\lambda \in \Lambda} \alpha(\lambda)(R) \) is given by the samples of the Fourier transform of \( R \). Comparing (5) with (3), we obtain an alternative expression for the g-frame operator of a Gabor g-frame which generalizes the Janssen representation for Gabor frames. This generalized Janssen representation allows us to deduce an extension of the Wexler-Raz biorthogonality conditions to Gabor g-frames, and to establish painless procedures for making Gabor g-frames using underspread operators.

**Time-frequency localization and Gabor g-frames.** The definition (2) has a particularly interesting interpretation if \( \alpha(\lambda)(S) \psi \) can, in some sense, be interpreted as the part of the signal \( \psi \) localized around the point \( \lambda \) in the time-frequency plane \( \mathbb{R}^{2d} \). In this case, one may interpret \( \|\alpha(\lambda)(S)\psi\|_{L^2} \) as a measure of the part of \( \psi \) localized around \( \lambda \) in the time-frequency plane. For instance, picking a rank-one operator \( S = \varphi \otimes \varphi \) for \( \varphi \in L^2(\mathbb{R}^d) \), one finds that \( \|\alpha(\lambda)(S)\psi\|_{L^2} = |V\varphi(\psi(\lambda))| \), which
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is the measure of localization of $\psi$ around $\lambda$ used in Gabor frames. Another prime example of operators $S$ where $\alpha_{\lambda}(S)\psi$ has this interpretation are the localization operators $A_{\lambda}^\varepsilon$ with domain $\Omega \subset \mathbb{R}^d$ and window $\varphi \in L^2(\mathbb{R}^d)$ introduced by Daubechies [8,11,21], and the inequalities [2] have been studied for such operators by Dörfler, Feichtinger and Gröchenig [19,20]. The results of [19,20] are therefore a second important class examples of Gabor g-frames in addition to (multi-window) Gabor frames.

In our terminology, [19,20] showed that if $A_{\lambda}^\varepsilon$ generates a Gabor g-frame with a well-behaved window $\varphi$, then weighted $\ell^p$-norms of $\{\|\alpha_{\lambda}(A_{\lambda}^\varepsilon)\psi\|_{L^2}\}_{\lambda \in \Lambda}$ are equivalent to the norm of $\psi$ in modulation spaces. By the properties of modulation spaces, this implies that smoothness and decay properties of $\psi$ are captured by the coefficients $\{\|\alpha_{\lambda}(A_{\lambda}^\varepsilon)\psi\|_{L^2}\}_{\lambda \in \Lambda}$. A similar result is well-known for Gabor frames [23, 24, 33], and in Corollary 7.3.2 we extend this to a result for Gabor g-frames that includes Gabor frames and localization operators as special cases.

The fact that the results of [19,20] can be incorporated into the theory of Gabor g-frames allows us to understand exactly how a signal $\psi$ is recovered from its time-frequency localized components $\psi_{\lambda} := \alpha_{\lambda}(A_{\lambda}^\varepsilon)\psi$ for $\lambda \in \Lambda$. In fact, we show that $A_{\lambda}^\varepsilon$ has a canonical dual operator $R$, such that

$$\psi = \sum_{\lambda \in \Lambda} \alpha_{\lambda}(R^\ast)\psi_{\lambda} \quad \text{for any } \psi \in L^2(\mathbb{R}^d).$$

This is a generalization of a well-known fact for Gabor frames to Gabor g-frames (and in particular the localization operators of [19,20]), namely that if $\varphi \in L^2(\mathbb{R}^d)$ generates a Gabor frame, then there is a canonical dual window $\varphi' \in L^2(\mathbb{R}^d)$ with

$$\psi = \sum_{\lambda \in \Lambda} V_{\varphi}\psi(\lambda)\pi(\lambda)\varphi' \quad \text{for any } \psi \in L^2(\mathbb{R}^d).$$

Cohen’s class and Gabor g-frames. A different perspective on Gabor g-frames uses Cohen’s class of time-frequency distributions [2]. In the formalism of [50], $\|\alpha_{\lambda}(S)\psi\|_{L^2}^2$ equals $Q_{S^*S}(\psi)(\lambda)$, where $Q_{S^*S}$ is the Cohen’s class distribution associated with the operator $S^*S$ as defined in [50]. Hence equation (2) states that the $\ell^1$-norm of the samples $\{Q_{S^*S}(\psi)(\lambda)\}_{\lambda \in \Lambda}$ should be an equivalent norm on $L^2(\mathbb{R}^d)$. A simple example of a Cohen’s class distribution is the spectrogram $|V_{\varphi}\psi(z)|^2$ for a window $\varphi$, which corresponds to picking rank-one $S$. Hence the move from Gabor frames to Gabor g-frames corresponds to replacing the spectrogram by a more general Cohen’s class distribution, and we show that much of the structure of Gabor frames is preserved.

Technical tools. We give a brief overview of the non-standard technical tools needed to prove the results of the paper. We will utilize a Banach subspace $B$ of the trace class operators, as studied by [9,25,27]. The space $B$ consists of operators with kernel (as integral operators) in the so-called Feichtinger algebra [22], and we aim to show readers outside time-frequency analysis the usefulness of $B$. For instance,
if $R \in \mathcal{B}$ the sum on the right hand side of (5) converges absolutely in the operator norm. The same will hold if we pick $R$ from the smaller space of Schwartz operators \([42]\), but the Schwartz operators do not form a Banach space. Hence $\mathcal{B}$ combines desirable features from the trace class operators and the Schwartz operators: it is a Banach space, yet small enough to have properties not shared by arbitrary trace class operators. A new aspect in this paper is that we also develop a theory of weighted versions of $\mathcal{B}$, and we use the projective tensor product of Banach spaces to establish a decomposition of operators in the weighted $\mathcal{B}$-spaces in terms of rank-one operators.

We will also use the dual space $\mathcal{B}'$ with its weak* topology. The sums in the Poisson summation formula (5) for trace class operators converge in this topology, but not necessarily in the weak* topology of the bounded operator $L^2(L^2)$ – hence $\mathcal{B}'$ is necessary even for studying trace class operators.

In order to write the g-frame operator (3) as the composition of an analysis operator and a synthesis operator we will need the $L^2$-valued sequence spaces $\ell^p_m(\Lambda; L^2)$, consisting of sequences $\{\psi_\lambda\}_{\lambda \in \Lambda} \subset L^2(\mathbb{R}^d)$ such that $\sum_{\lambda \in \Lambda} \|\psi_\lambda\|^p_{L^2(\Lambda; m(\lambda)^p)} < \infty$, where $m$ is a weight function. The use of these Banach spaces is key to reducing statements about Gabor g-frames to known results for Gabor frames in Section 7.

**Organization.** We recall some definitions and results from time-frequency analysis, pseudodifferential operators and g-frames in Section 3. Section 4 is devoted to introducing and studying one of our main tools: Banach spaces of operators with kernels in certain weighted function spaces and their decomposition into rank-one operators. The definition and basic properties of Gabor g-frames are given in Section 5. The theory of Fourier series of operators and its applications to Gabor g-frames, including a Janssen representation and Wexler-Raz biorthogonality for Gabor g-frames, is explored in Section 6. Section 7 is devoted to using Gabor g-frames to obtain equivalent norms for modulation spaces. Finally the relation of Gabor g-frames to countably generated multi-window Gabor frames using the singular value decomposition is explained in Section 8.

### 2. Notation and conventions

By a lattice $\Lambda$ we mean a full-rank lattice in $\mathbb{R}^{2d}$, i.e. $\Lambda = AZ^{2d}$ for some $A \in GL(2d, \mathbb{R})$. The volume of $\Lambda = AZ^{2d}$ is $|\Lambda| := \det(A)$. The Haar measure on $\mathbb{R}^{2d}/\Lambda$ will always be normalized so that $\mathbb{R}^{2d}/\Lambda$ has total measure 1.

If $X$ is a Banach space and $X'$ its dual space, the action of $y \in X'$ on $x \in X$ is denoted by the bracket $\langle y, x \rangle_{X', X}$, where the bracket is antilinear in the second coordinate to be compatible with the notation for inner products in Hilbert spaces. This means that we are identifying the dual space $X'$ with antilinear functionals on $X$. For two Banach spaces $X, Y$ we denote by $\mathcal{L}(X, Y)$ the Banach space of bounded linear operators $S : X \to Y$, and if $X = Y$ we simply write $\mathcal{L}(X)$. The notation $X \hookrightarrow Y$ denotes a norm-continuous embedding of Banach spaces. The
space of trace class operators on $L^2(\mathbb{R}^d)$ is denoted by $\mathcal{T}$ and equipped with the usual trace $\text{tr}(S) = \sum_{n \in \mathbb{N}} \langle S\xi_n, \xi_n \rangle_{L^2}$ for $S \in \mathcal{T}$ and $\{\xi_n\}_{n \in \mathbb{N}}$ any orthonormal basis for $L^2(\mathbb{R}^d)$. The Hilbert-Schmidt operators are denoted by $\mathcal{HS}$.

For $p \in [1, \infty]$, $p'$ denotes the conjugate exponent, i.e. $\frac{1}{p} + \frac{1}{p'} = 1$. The notation $P \lesssim Q$ means that there is some $C > 0$ such that $P \leq C \cdot Q$, and $P \asymp Q$ means that $Q \lesssim P$ and $P \lesssim Q$. For $\Omega \subset \mathbb{R}^{2d}$, $\chi_\Omega$ is the characteristic function of $\Omega$.

3. Preliminaries

3.1. Time-frequency analysis and modulation spaces. The fundamental operators in time-frequency analysis are the translation operators $T_x$ and the modulation operators $M_\omega$ for $x, \omega \in \mathbb{R}^d$, defined by

$$(T_x \psi)(t) = \psi(t - x), \quad (M_\omega \psi)(t) = e^{2\pi i \omega t} \psi(t) \quad \text{for } \psi \in L^2(\mathbb{R}^d).$$

By composing these operators, we get the time-frequency shifts $\pi(z) := M_\omega T_x$ for $z = (x, \omega) \in \mathbb{R}^{2d}$, given by

$$(\pi(z) \psi)(t) = e^{2\pi i \omega t} \psi(t - x) \quad \text{for } \psi \in L^2(\mathbb{R}^d).$$

The time-frequency shifts $\pi(z)$ are unitary operators on $L^2(\mathbb{R}^d)$, with adjoint $\pi(z)^* = e^{-2\pi i x \cdot \omega} \pi(-z)$ for $z = (x, \omega)$. For $\psi, \phi \in L^2(\mathbb{R}^d)$ we use the time-frequency shifts to define the short-time Fourier transform $V_\phi \psi$ of $\psi$ with window $\phi$ by

$$(6) \quad V_\phi \psi(z) = \langle \psi, \pi(z) \phi \rangle_{L^2} \quad \text{for } z \in \mathbb{R}^{2d}.$$  

The short-time Fourier transform satisfies an orthogonality condition, sometimes called Moyal’s identity [29, 33].

Lemma 3.1 (Moyal’s identity). If $\psi_1, \psi_2, \phi_1, \phi_2 \in L^2(\mathbb{R}^d)$, then $V_\phi \psi_j \in L^2(\mathbb{R}^{2d})$ for $i, j \in \{1, 2\}$ and

$$\langle V_\phi \psi_1, V_\phi \psi_2 \rangle_{L^2} = \langle \psi_1, \psi_2 \rangle_{L^2} \langle \phi_1, \phi_2 \rangle_{L^2},$$

where the leftmost inner product is in $L^2(\mathbb{R}^{2d})$ and those on the right are in $L^2(\mathbb{R}^d)$.

3.1.1. Weight functions. To define the appropriate function spaces for our setting – the modulation spaces – we need to consider weight functions on $\mathbb{R}^{2d}$. In this paper, a weight function is a continuous and positive function on $\mathbb{R}^{2d}$. We will always let $v$ denote a submultiplicative weight function satisfying the GRS-condition. That $v$ is submultiplicative means that

$$v(z_1 + z_2) \leq v(z_1)v(z_2) \quad \text{for any } z_1, z_2 \in \mathbb{R}^{2d},$$

and the GRS-condition says that

$$\lim_{n \to \infty} (v(nz))^{1/n} = 1 \quad \text{for any } z \in \mathbb{R}^{2d}.$$

Furthermore, we will assume that $v$ is symmetric in the sense that $v(x, \omega) = v(-x, \omega) = v(x, -\omega) = v(-x, -\omega)$ for any $(x, \omega) \in \mathbb{R}^{2d}$, which along with submultiplicativity implies that $v \geq 1$ [36].
By $m$ we will always mean a weight function that is $v$-moderate; this means that

$$m(z_1 + z_2) \lesssim m(z_1)v(z_2) \text{ for any } z_1, z_2 \in \mathbb{R}^{2d}.$$  

The interested reader is encouraged to consult the survey [36] for an excellent exposition of the reasons for making these assumptions in time-frequency analysis. The less interested reader may safely assume that all weights are polynomial weights $v_s(z) = (1 + |z|)^s$ for some $s \geq 0$.

3.1.2. Modulation spaces. Let $\phi_0$ be the normalized (in $L^2$-norm) Gaussian $\phi_0(x) = 2^d/e^{-\pi x}$ for $x \in \mathbb{R}^d$, and let $v$ be a submultiplicative, symmetric GRS-weight.

We first define the space $M^1_v(\mathbb{R}^d)$ to be the space of $\psi \in L^2(\mathbb{R}^d)$ such that

$$\|\psi\|_{M^1_v} := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |V_{\phi_0} \psi(z)|v(z) \, dz < \infty.$$  

For $p \in [1, \infty]$ and a $v$-moderate weight function $m$ we then define the modulation space $M^p_m(\mathbb{R}^d)$ to be the set of $\psi$ in the (antilinear) dual space $(M^1_v(\mathbb{R}^d))'$ with

$$\|\psi\|_{M^p_m} := \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |V_{\phi_0} \psi(z)|^p m(z)^p \, dz \right)^{1/p} < \infty,$$

where the integral is replaced by a supremum in the usual way when $p = \infty$. In (8), $V_{\phi_0} \psi$ must be interpreted by (antilinear) duality, meaning that we extend the definition in equation (6) by defining

$$V_{\phi_0} \psi(z) = \langle \psi, \pi(z) \phi_0 \rangle_{M^1_{v'},M^1_v}.$$  

For $m \equiv 1$ we will write $M^p(\mathbb{R}^d) := M^p_m(\mathbb{R}^d)$. We summarize a few of the useful properties of modulation spaces in a proposition, see [33] for the proofs.

**Proposition 3.2.** Let $m$ be a $v$-moderate weight and $p \in [1, \infty]$.

(a) $M^p_m(\mathbb{R}^d)$ is a Banach space with the norm defined in (8).

(b) If we replace $\phi_0$ with another function $0 \neq \phi \in M^1_v(\mathbb{R}^d)$ in (8), we obtain the same space $M^p_m(\mathbb{R}^d)$ as with $\phi_0$, with equivalent norms.

(c) If $1 \leq p_1 \leq p_2 \leq \infty$ and $m_2 \lesssim m_1$, then $M^p_{m_1}(\mathbb{R}^d) \hookrightarrow M^p_{m_2}(\mathbb{R}^d)$.

(d) If $p < \infty$ and $\frac{1}{p} + \frac{1}{p'} = 1$, then $M^p_{1/m}(\mathbb{R}^d)$ is the dual space of $M^p_m(\mathbb{R}^d)$ with

$$\langle \phi, \psi \rangle_{M^p_{1/m},M^p_m} = \int_{\mathbb{R}^{2d}} V_{\phi_0} \psi(z) \overline{V_{\phi_0} \pi(z)} \, dz.$$  

(e) The operators $\pi(z)$ can be extended to bounded operators on $M^p_m(\mathbb{R}^d)$ with $\|\pi(z)\psi\|_{M^p_m} \lesssim v(z)\|\psi\|_{M^p_m}$ for $\psi \in M^p_m(\mathbb{R}^d)$.

(f) $L^2(\mathbb{R}^d) = M^2(\mathbb{R}^d)$ with equivalent norms.

(g) $M^1_v(\mathbb{R}^d)$ is dense in $M^p_m(\mathbb{R}^d)$ for $p < \infty$ and weak* dense in $M^\infty_m(\mathbb{R}^d)$.

**Remark 1.** (a) Assume that $p < \infty$. If $\phi \in L^2(\mathbb{R}^d) \cap M^p_{1/m}(\mathbb{R}^d)$ and $\psi \in M^p_m(\mathbb{R}^d) \cap L^2(\mathbb{R}^d)$, then Moyal’s identity and (8) implies that $\langle \phi, \psi \rangle_{M^p_{1/m},M^p_m} = \langle \phi, \psi \rangle_{L^2}$.
We defined modulation spaces as subspaces of the dual space \((M_v^1(\mathbb{R}^d))^\prime = M_{\ell/\ell}^{-\infty}(\mathbb{R}^d)\). If one restricts to weights \(v\) of at most polynomial growth, then \(M_v^1(\mathbb{R}^d)\) contains the Schwartz functions \(\mathcal{S}(\mathbb{R}^d)\) and \(M_{\ell/\ell}^{-\infty}(\mathbb{R}^d)\) is a subspace of the tempered distributions \(\mathcal{S}'(\mathbb{R}^d)\) \([36]\).

(c) If \(m\) is \(v\)-moderate, then so is \(1/m\) since we assume that \(v\) is symmetric: for \(w_1, w_2 \in \mathbb{R}^{2d}\) we find by choosing \(z_1 = w_1 + w_2\) and \(z_2 = -w_2\) in \([17]\) that \(m(w_1) \lesssim m(w_1 + w_2)v(w_2)\), hence

\[
\frac{1}{m(w_1 + w_2)} \lesssim \frac{1}{m(w_1)} v(w_2).
\]

The class of modulation spaces is therefore closed under duality for \(p < \infty\).

### 3.1.3. Wiener amalgam spaces and sampling estimates.

Some close relatives of the modulation spaces are the **Wiener amalgam spaces**. For our purposes, these spaces are interesting because they are associated with certain sampling estimates. We first define, for \(1 \leq p < \infty\), any lattice \(\Lambda\) and weight function \(m\), the weighted sequence spaces

\[\ell^p_m(\Lambda) = \left\{ \{c_{\lambda}\}_{\lambda \in \Lambda} \subset \mathbb{C} : \|c\|_{\ell^p_m}^p := \sum_{\lambda \in \Lambda} |c_{\lambda}|^p m(\lambda)^p < \infty \right\},\]

and \(\ell^\infty_m(\Lambda)\) is defined by replacing the sum by a supremum in the usual way.

Given any function \(f : \mathbb{R}^{2d} \to \mathbb{C}\) we define a sequence \(\{a_{(m,n)}\}_{(m,n) \in \mathbb{Z}^{2d}}\) by

\[a_{(m,n)} = \sup_{x,\omega \in [0,1]^d} |f(x + m, \omega + n)|;\]

the Wiener amalgam space \(W(L^p_m)\) on \(\mathbb{R}^{2d}\) is then the Banach space of \(f : \mathbb{R}^{2d} \to \mathbb{C}\) such that

\[\|f\|_{W(L^p_m)} := \|\{a_{(m,n)}\}\|_{\ell^p_m(\mathbb{Z}^{2d})} < \infty.\]

The following is Proposition 11.1.4 in \([33]\).

**Lemma 3.3.** Let \(\Lambda\) be a lattice in \(\mathbb{R}^{2d}\), and assume that \(f \in W(L^p_m)\) is continuous. Then

\[\|f\|_{\Lambda} \lesssim \|f\|_{W(L^p_m)},\]

where the implicit constant may be chosen to be independent of \(p\) and \(m\). Since \(M^1(\mathbb{R}^{2d}) \hookrightarrow W(L^1_m)\) for \(m \equiv 1\), it follows that \(\|f\|_{\Lambda} \lesssim \|f\|_{M^1}\) for \(f \in M^1(\mathbb{R}^{2d})\).

By combining \([3]\) Lem. 4.1] with Lemma 3.3, one obtains the following result.

**Lemma 3.4.** Let \(\Lambda\) be a lattice, \(\phi \in M^1_v(\mathbb{R}^d)\) and \(\psi \in M^p_m(\mathbb{R}^d)\) where \(p \in [1, \infty]\). Then

\[\|V_\phi \psi\|_{\Lambda} \lesssim \|\phi\|_{M^1_v}\|\psi\|_{M^p_m},\]

where the implicit constant may be chosen to be independent of \(p\) and \(m\).
3.1.4. The symplectic Fourier transform. When considering the Fourier transform of functions \( f \) on \( \mathbb{R}^{2d} \), we will use the symplectic Fourier transform \( \mathcal{F}_\sigma f \), given by
\[
\mathcal{F}_\sigma f(z) = \int_{\mathbb{R}^{2d}} f(z') e^{-2\pi i \sigma(z,z')} \, dz' \quad \text{for} \quad f \in L^1(\mathbb{R}^{2d}), \, z \in \mathbb{R}^{2d},
\]
where \( \sigma \) is the standard symplectic form \( \sigma((x_1, \omega_1), (x_2, \omega_2)) = \omega_1 \cdot x_2 - \omega_2 \cdot x_1 \). Then \( \mathcal{F}_\sigma \) is an isomorphism on \( M^1(\mathbb{R}^{2d}) \), and extends to a unitary operator on \( L^2(\mathbb{R}^{2d}) \) and an isomorphism on \( M^\infty(\mathbb{R}^{2d}) \) \cite[Thm. 7.6.2]{Low}. 

3.2. Pseudodifferential operators. We will consider three ways to associate functions on \( \mathbb{R}^{2d} \) with operators \( M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \).

3.2.1. Integral operators. For \( k \in L^2(\mathbb{R}^{2d}) \), we define an integral operator \( S : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) by
\[
S\psi(x) = \int_{\mathbb{R}^d} k(x, y) \psi(y) \, dy \quad \text{for} \quad \psi \in L^2(\mathbb{R}^d).
\]
Here \( k = k_S \) is the kernel of \( S \), and one can extend the definition above to \( k \in M^\infty(\mathbb{R}^{2d}) \) by defining \( S : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) by duality:
\[
\langle S\psi, \phi \rangle_{M^\infty,M^1} = \langle k, \phi \otimes \overline{\psi} \rangle_{M^1,M^1} \quad \text{for} \quad \phi, \psi \in M^1(\mathbb{R}^d),
\]
where \( \phi \otimes \overline{\psi}(x, y) = \phi(x) \overline{\psi(y)} \). By the kernel theorem for modulation spaces \cite[Thm. 14.4.1]{Now}, any continuous linear operator \( S : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) is induced by a unique kernel \( k = k_S \in M^\infty(\mathbb{R}^{2d}) \) in this way. Writing operators using a kernel \( k \) will be particularly useful for us because
\[
k_{\phi \otimes \psi} = \phi \otimes \overline{\psi} \quad \text{for} \quad \psi, \phi \in L^2(\mathbb{R}^d),
\]
where \( \phi \otimes \psi \) on the left side denotes the rank-one operator \( \phi \otimes \psi(x) = \langle \xi, \psi \rangle_{L^2} \phi \), and on the right side the function \( \phi \otimes \overline{\psi}(x, y) = \phi(x) \overline{\psi(y)} \).

3.2.2. The Weyl calculus and translation of operators. For \( \xi, \eta \in L^2(\mathbb{R}^d) \), the cross-Wigner distribution \( W(\xi, \eta) \) is given by
\[
W(\xi, \eta)(x, \omega) = \int_{\mathbb{R}^d} \xi \left( x + \frac{t}{2} \right) \eta \left( x - \frac{t}{2} \right) e^{-2\pi i \omega \cdot t} \, dt \quad \text{for} \quad (x, \omega) \in \mathbb{R}^{2d}.
\]
Using the cross-Wigner distribution we introduce the Weyl calculus. For \( f \in M^\infty(\mathbb{R}^{2d}) \) and \( \xi, \eta \in M^1(\mathbb{R}^d) \), we define the Weyl transform \( L_f \) of \( f \) to be the operator \( L_f : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) given by
\[
\langle L_f \eta, \xi \rangle_{M^\infty,M^1} = \langle f, W(\xi, \eta) \rangle_{M^1,M^1}.
\]
f is called the Weyl symbol of the operator \( L_f \). In general we will use \( a_S \) to denote the Weyl symbol of an operator \( S \), in other words \( L_{a_S} = S \). By the kernel theorem for modulation spaces, the Weyl transform is a bijection from \( M^\infty(\mathbb{R}^{2d}) \) to the continuous linear operators \( M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \).
Several authors have considered the idea of translating operators by a point \( z \in \mathbb{R}^{2d} \) by conjugation with \( \pi(z) \) \cite{25,13,58}: if \( S : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) is a continuous operator, we define the translation of \( S \) by \( z \in \mathbb{R}^{2d} \) to be
\[
\alpha_z(S) = \pi(z)S\pi(z)^*.
\]
This corresponds to a translation of the Weyl symbol,
\[
(12) \quad \alpha_z(S) = L_{T_z}(aS),
\]
which is a major reason why the Weyl symbol is useful for us when considering Fourier series of operators in Section 6. It is easily shown that \( \alpha_z \) is an isometry on the trace class operators \( T \) and on \( L(L^2) \) for any \( z \in \mathbb{R}^{2d} \), that \( \alpha_z(ST) = \alpha_z(S)\alpha_z(T) \) and that applying \( \alpha_z \) to a rank-one operator \( \psi \otimes \phi \) amounts to a time-frequency shift of \( \psi \) and \( \phi \):
\[
(13) \quad \alpha_z(\psi \otimes \phi) = (\pi(z)\psi) \otimes (\pi(z)\phi).
\]

3.2.3. The Fourier-Wigner transform. For a trace class operator \( S \in T \), the Fourier-Wigner transform \( \mathcal{F}_W(S) \) of \( S \) is the function
\[
\mathcal{F}_W(S)(z) = e^{-\pi i x \cdot \omega} \text{tr}(\pi(-z)S) \quad \text{for } z = (x, \omega) \in \mathbb{R}^{2d}.
\]
As a special case, if \( \psi, \phi \in L^2(\mathbb{R}^d) \) we have \cite{49, Lem. 6.1} that
\[
(14) \quad \mathcal{F}_W(\phi \otimes \psi)(z) = e^{\pi i x \cdot \omega} V_\psi \phi(z) \quad \text{for } z = (x, \omega) \in \mathbb{R}^{2d}.
\]
Werner \cite{58} has shown that in many respects \( \mathcal{F}_W \) behaves like a Fourier transform for operators, which is the interpretation we will often rely on. For instance, a Riemann-Lebesgue lemma holds: if \( S \in \mathcal{T} \), then \( \mathcal{F}_W(S) \in C_0(\mathbb{R}^{2d}) \) and
\[
(15) \quad \|\mathcal{F}_W(S)\|_{L^\infty} \leq \|S\|_T.
\]
The Fourier-Wigner transform and Weyl transform are related by a symplectic Fourier transform:
\[
(16) \quad \mathcal{F}_W(S) = \mathcal{F}_\sigma(a_S).
\]
Finally, we remark that \( \mathcal{F}_W(S) \) differs only by a phase factor \( e^{-\pi i x \cdot \omega} \) from the spreading function of \( S \) \cite{41,25}.

3.3. g-frames. In \cite{57}, Sun introduced a generalization of frames for Hilbert spaces. We state a special case\footnote{More generally, we could consider \( A_i \in \mathcal{L}(\mathcal{H}, V_i) \) where \( \mathcal{H} \) is a Hilbert space and \( V_i \) is a closed subspace of another Hilbert space \( \mathcal{H}' \), see \cite{57}.} for the Hilbert space \( L^2(\mathbb{R}^d) \). A sequence \( \{A_i\}_{i \in I} \subset \mathcal{L}(L^2) \) is a g-frame for \( L^2(\mathbb{R}^d) \) with respect to \( L^2(\mathbb{R}^d) \) if there exist positive constants \( A, B \) such that
\[
A\|\psi\|_{L^2}^2 \leq \sum_{i \in I} \|A_i\psi\|_{L^2}^2 \leq B\|\psi\|_{L^2}^2 \quad \text{for any } \psi \in L^2(\mathbb{R}^d).
\]
If we can choose \( A = B \), we say that the g-frame is \textit{tight}. When the above inequality holds, the g-frame operator \( \mathcal{G} \) defined by
\[
\mathcal{G} \psi = \sum_{i \in \mathbb{N}} A_i^* A_i \psi
\]
is positive, bounded and invertible on \( L^2(\mathbb{R}^d) \) with \( A \leq \| \mathcal{G} \|_{L(L^2)} \leq B \).

4. The space \( \mathcal{B}_{v \otimes v} \) of operators with kernel in \( M^1_{v \otimes v} \)

To define a suitable class of operators for our purposes, we will consider modulation spaces on \( \mathbb{R}^d \). The short-time Fourier transform on phase space \( \mathbb{R}^d \) is
\[
\mathcal{V}_g f(z, \zeta) = \langle f, \pi(z) \otimes \pi(\zeta) g \rangle_{L^2} \quad \text{for } z, \zeta \in \mathbb{R}^d \text{ and } f, g \in L^2(\mathbb{R}^d),
\]
where \( \pi(z) \otimes \pi(\zeta) \) is defined by
\[
\pi(z) \otimes \pi(\zeta) g = M_{(z, \zeta, \zeta)} T_{(z, \zeta)} g \quad \text{for } z = (z, z, \zeta), \zeta = (\zeta, \zeta, \omega).
\]
Given a submultiplicative, symmetric GRS-weight \( v \) on \( \mathbb{R}^d \), we consider the Banach space \( M^1_{v \otimes v}(\mathbb{R}^d) \) of \( f \in L^2(\mathbb{R}^d) \) such that
\[
\| f \|_{M^1_{v \otimes v}} = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} | \mathcal{V}_{\phi_0 \otimes \phi_0} f(z, \zeta) | v(\zeta) v(\zeta) \, dz \, d\zeta < \infty,
\]
where \( \phi_0 \otimes \phi_0(x, y) = \phi_0(x) \phi_0(y) \). With these definitions it is easy to show that if \( \phi, \psi \in M^1_{v}(\mathbb{R}^d) \), then \( \phi \otimes \psi \in M^1_{v \otimes v}(\mathbb{R}^d) \) with
\[
\| \psi \otimes \phi \|_{M^1_{v \otimes v}} = \| \psi \|_{M^1_{v}} \| \phi \|_{M^1_{v}}.
\]
In fact, \( M^1_{v \otimes v}(\mathbb{R}^d) \) is isomorphic to the projective tensor product \( M^1_{v}(\mathbb{R}^d) \otimes M^1_{v}(\mathbb{R}^d) \) [3 Thm. 5]. The projective tensor product of Banach spaces is covered in detail in [56], but for our purposes it suffices to note that
\[
M^1_{v \otimes v}(\mathbb{R}^d) = M^1_{v}(\mathbb{R}^d) \otimes M^1_{v}(\mathbb{R}^d) = \left\{ \sum_{n \in \mathbb{N}} \phi^{(1)}_n \otimes \phi^{(2)}_n : \sum_{n \in \mathbb{N}} \| \phi^{(1)}_n \|_{M^1_{v}} \| \phi^{(2)}_n \|_{M^1_{v}} < \infty \right\},
\]
with an equivalent norm for \( M^1_{v \otimes v}(\mathbb{R}^d) \) given by
\[
\| f \|_{M^1_{v \otimes v}} \approx \inf \left\{ \sum_{n \in \mathbb{N}} \| \phi^{(1)}_n \|_{M^1_{v}} \| \phi^{(2)}_n \|_{M^1_{v}} \right\},
\]
where the infimum is taken over all sequences \( \{ \phi^{(1)}_n \}_{n \in \mathbb{N}}, \{ \phi^{(2)}_n \}_{n \in \mathbb{N}} \) in \( M^1_{v}(\mathbb{R}^d) \) such that \( f = \sum_{n \in \mathbb{N}} \phi^{(1)}_n \otimes \phi^{(2)}_n \) and \( \sum_{n \in \mathbb{N}} \| \phi^{(1)}_n \|_{M^1_{v}} \| \phi^{(2)}_n \|_{M^1_{v}} < \infty \).

We will be particularly interested in the class of operators \( S \) whose kernel \( k_S \) belongs to \( M^1_{v \otimes v}(\mathbb{R}^d) \), as studied by several authors [25, 28, 47] for \( v \equiv 1 \). We denote the class of such operators by \( \mathcal{B}_{v \otimes v} \), and define the norm
\[
\| S \|_{\mathcal{B}_{v \otimes v}} = \| k_S \|_{M^1_{v \otimes v}}.
\]
Since $M^1_{\mathbb{C}_v}(\mathbb{R}^d) \hookrightarrow L^2(\mathbb{R}^d)$, operators in $B_{\mathbb{C}_v}$ define bounded operators on $L^2(\mathbb{R}^d)$ by (10). In fact (see [31, 32]) we have $B_{\mathbb{C}_v} \hookrightarrow \mathcal{T} \hookrightarrow \mathcal{L}(L^2)$, hence
\[\|S\|_{\mathcal{L}(L^2)} \leq \|S\|_{\mathcal{T}} \leq \|S\|_{B_{\mathbb{C}_v}} \quad \text{for } S \in B_{\mathbb{C}_v}.\]

Now recall from (11) that the kernel of a rank-one operator $\phi \otimes \psi$ with $\phi, \psi \in M^1_v(\mathbb{R}^d)$ is the function $\phi \otimes \psi$. By (17) we get that
\[\|\phi \otimes \psi\|_{B_{\mathbb{C}_v}} = \|\phi\|_{M^1_v} \|\psi\|_{M^1_v}\]

(we have also used that $\|v\|_{M^1_v} = \|\psi\|_{M^1_v}$ as $v$ is symmetric). Equation (18) therefore has the following important consequences.

**Proposition 4.1.** Let $S \in B_{\mathbb{C}_v}$.

(a) There exist sequences $\{\phi_n^{(1)}\}_{n \in \mathbb{N}}, \{\phi_n^{(2)}\}_{n \in \mathbb{N}} \subset M^1_v(\mathbb{R}^d)$ with
\[\sum_{n \in \mathbb{N}} \|\phi_n^{(1)}\|_{M^1_v} \|\phi_n^{(2)}\|_{M^1_v} < \infty\]

such that $S$ can be written as a sum of rank-one operators
\[S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)}.\]

The decomposition (20) converges absolutely in $B_{\mathbb{C}_v}$, hence in $\mathcal{T}$ and $\mathcal{L}(L^2)$.

(b)\[\|S\|_{B_{\mathbb{C}_v}} = \inf \left\{ \sum_{n \in \mathbb{N}} \|\phi_n^{(1)}\|_{M^1_v} \|\phi_n^{(2)}\|_{M^1_v} \right\},\]

with infimum taken over all sequences $\{\phi_n^{(1)}\}_{n \in \mathbb{N}}, \{\phi_n^{(2)}\}_{n \in \mathbb{N}}$ as in (a).

(c) Let $S^*$ denote the Hilbert space adjoint of $S$ when $S$ is viewed as an operator $L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$. Then $S^* \in B_{\mathbb{C}_v}$ and $S$ extends to a weak*-to-weak*-continuous operator $S : M^\infty_{1/v}(\mathbb{R}^d) \to M^\infty_{1/v}(\mathbb{R}^d)$ by defining
\[\langle S\phi, \psi \rangle_{M^\infty_{1/v}, M^\infty_{1/v}} = \langle \phi, S^*\psi \rangle_{M^\infty_{1/v}, M^\infty_{1/v}} \quad \text{for } \phi \in M^\infty_{1/v}(\mathbb{R}^d), \psi \in M^1_v(\mathbb{R}^d).\]

The decomposition in (1) still holds for this extensions of $S$, meaning that
\[S\psi = \sum_{n \in \mathbb{N}} \langle \psi, \phi_n^{(2)} \rangle_{M^\infty_{1/v}, M^1_v} \phi_n^{(1)} \quad \text{for } \psi \in M^\infty_{1/v}(\mathbb{R}^d).\]

(d) The extension of $S$ to $M^\infty_{1/v}(\mathbb{R}^d)$ is bounded from $M^\infty_{1/v}(\mathbb{R}^d)$ into $M^1_v(\mathbb{R}^d)$, and maps weak*-convergent sequences in $M^\infty_{1/v}(\mathbb{R}^d)$ to norm-convergent sequences in $M^1_v(\mathbb{R}^d)$.

**Proof.** (a) By (18), there exist $\{\phi_n^{(1)}\}_{n \in \mathbb{N}}, \{\phi_n^{(2)}\}_{n \in \mathbb{N}}$ as in the statement with
\[k_S(x, y) = \sum_{n \in \mathbb{N}} \phi_n^{(1)}(x)\overline{\phi_n^{(2)}(y)} \quad \text{for } x, y \in \mathbb{R}^d.\]
with absolute convergence of the sum in the norm of $M^1_{v \otimes v}(\mathbb{R}^d)$ by (17). Since the function $\phi_n^{(1)}(x)\phi_n^{(2)}(y)$ is the kernel of the rank-one operator $\phi_n^{(1)} \otimes \phi_n^{(2)}$ by (11), the decomposition of $k_S$ above and the definition of $\| \cdot \|_{B_v \otimes v}$ implies that

$$S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)},$$

with absolute convergence in the norm of $B_v \otimes v$.

(b) Follows from (19) and $\| S \|_{B_v \otimes v} = \| k_S \|_{M^1_{v \otimes v}}$.

(c) It is well-known that the kernel of $S^*$ is $k_{S^*}(x, y) = k_S(y, x)$. Since $M^1_{v \otimes v}(\mathbb{R}^d)$ is closed under this operation – as follows from (18), for instance – we get $S^* \in B_{v \otimes v}$. In particular, part (a) applied to $S^*$ implies that $S^*$ is bounded $M^1_{v \otimes v}(\mathbb{R}^d) \to M^1_{v \otimes v}(\mathbb{R}^d)$. We may therefore define an extension $\tilde{S} : M^\infty_{1/v}(\mathbb{R}^d) \to M^\infty_{1/v}(\mathbb{R}^d)$ by defining $\tilde{S}$ to be the Banach space adjoint of $S^*$. By definition, this means that

$$\left\langle \tilde{S} \phi, \psi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} = \left\langle \phi, S^* \psi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}}.$$

It is easy to see that $\tilde{S}$ is an extension of $S$: if $\phi \in L^2(\mathbb{R}^d)$, we find by applying Moyal’s identity twice that

$$\left\langle \tilde{S} \phi, \psi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} = \left\langle \phi, S^* \psi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} = \left\langle \phi, S^* \psi \right\rangle_{L^2} = \left\langle S \phi, \psi \right\rangle_{L^2} = \left\langle S \phi, \psi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}}.$$ 

From now on, we simply denote the extension $\tilde{S}$ by $\tilde{S}$. For the last part, note that $S^*$ has a decomposition $S^* = \sum_{n \in \mathbb{N}} \phi_n^{(2)} \otimes \phi_n^{(1)}$ by part (a). By definition, for $\psi \in M^\infty_{1/v}(\mathbb{R}^d)$, we have

$$\left\langle S \psi, \phi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} = \left\langle \psi, S^* \phi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}}.$$

By the decomposition above, $S^* \phi = \sum_{n=1}^\infty \left\langle \phi, \phi_n^{(1)} \right\rangle_{L^2} \phi_n^{(2)}$, and as this sum converges absolutely in the norm of $M^1_{v}(\mathbb{R}^d)$ we find

$$\left\langle S \psi, \phi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} = \left\langle \psi, S^* \phi \right\rangle_{M^\infty_{1/v}, M^1_{1/v}}.$$

$$= \sum_{n=1}^\infty \left\langle \psi, \phi_n^{(2)} \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} \phi_n^{(1)}$$

$$= \sum_{n=1}^\infty \left\langle \psi, \phi_n^{(2)} \right\rangle_{M^\infty_{1/v}, M^1_{1/v}} \phi_n^{(1)}$$

by Moyal’s identity.
(d) The decomposition in part (c) implies that $S$ is bounded from $M_{1/v}^\infty(\mathbb{R}^d)$ to $M_1^1(\mathbb{R}^d)$, since

$$
\|S\psi\|_{M_1^1} \leq \sum_{n=1}^\infty \left| \left\langle \psi, \phi_n^{(2)} \right\rangle_{M_{1/v}^\infty, M_1^1} \right| \|\phi_n^{(1)}\|_{M_1^1} \\
\leq \|\psi\|_{M_{1/v}^\infty} \sum_{n=1}^\infty \|\phi_n^{(1)}\|_{M_1^1} \|\phi_n^{(2)}\|_{M_1^1}.
$$

Finally, let $\{\psi_i\}_{i \in \mathbb{N}}$ be a sequence in $M_{1/v}^\infty(\mathbb{R}^d)$ that converges to $\psi \in M_{1/v}^\infty(\mathbb{R}^d)$ in the weak* topology. Then

$$
S\psi_i = \sum_{n \in \mathbb{N}} \left\langle \psi_i, \phi_n^{(2)} \right\rangle_{M_{1/v}^\infty, M_1^1} \phi_n^{(1)} \to \sum_{n \in \mathbb{N}} \left\langle \psi, \phi_n^{(2)} \right\rangle_{M_{1/v}^\infty, M_1^1} \phi_n^{(1)} = S\psi \quad \text{as } i \to \infty.
$$

We have used the dominated convergence theorem for Banach spaces \cite{37} Prop. 1.2.5 to take the limit inside the sum: as $\{\psi_i\}_{i \in \mathbb{N}}$ is weak*-convergent there exists $0 < C < \infty$ such that $\|\psi_i\|_{M_{1/v}^\infty} \leq C$ for any $i$, so

$$
\left\| \left\langle \psi_i, \phi_n^{(2)} \right\rangle_{M_{1/v}^\infty, M_1^1} \phi_n^{(1)} \right\|_{M_1^1} \leq C \|\phi_n^{(2)}\|_{M_1^1} \|\phi_n^{(1)}\|_{M_1^1}
$$

for any $i$, and $\sum_{n \in \mathbb{N}} \|\phi_n^{(1)}\|_{M_1^1} \|\phi_n^{(2)}\|_{M_1^1} < \infty$. \hfill $\square$

As a first consequence, we show that $B_{v \otimes v}$ is closed under composition. The proof is similar to that of \cite{28} Cor. 3.11], where the result is proved for locally compact abelian groups with no weights.

**Corollary 4.1.1.** $B_{v \otimes v}$ is closed under composition: if $S, T \in B_{v \otimes v}$, then

$$
\|ST\|_{B_{v \otimes v}} \lesssim \|S\|_{B_{v \otimes v}} \|T\|_{B_{v \otimes v}}.
$$

**Proof.** Let

$$
S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)}, \quad T = \sum_{m \in \mathbb{N}} \psi_m^{(1)} \otimes \psi_m^{(2)}
$$

be decompositions of $S$ and $T$ into rank-one operators as in Proposition 4.1. A simple calculation shows that the composition $ST$ is the operator

$$
ST = \sum_{m,n \in \mathbb{N}} \left\langle \psi_m^{(1)}, \phi_n^{(2)} \right\rangle_{L_2} \phi_n^{(1)} \otimes \psi_m^{(2)}.
$$
This decomposition converges absolutely in $B_{v\otimes v}$:

$$\sum_{m,n \in \mathbb{N}} \| \langle \psi_m^{(1)}, \phi_n^{(2)} \rangle_{L^2} \phi_n^{(1)} \otimes \psi_m^{(2)} \|_{B_{v\otimes v}} \leq \sum_{m,n \in \mathbb{N}} \| \langle \psi_m^{(1)}, \phi_n^{(2)} \rangle_{L^2} \|_{M_1^1} \| \psi_m^{(1)} \|_{M_1^1} \| \phi_n^{(2)} \|_{M_1^1} \leq \sum_{n \in \mathbb{N}} \| \psi_n^{(1)} \|_{M_1^1} \| \phi_n^{(2)} \|_{M_1^1} \sum_{m \in \mathbb{N}} \| \phi_m^{(1)} \|_{M_1^1} \| \psi_m^{(2)} \|_{M_1^1}.$$  

We have used the continuous inclusion (see Proposition 3.2) $M_1^1(\mathbb{R}^d) \hookrightarrow M^2(\mathbb{R}^d) = L^2(\mathbb{R}^d)$ to obtain $\| \psi_m^{(1)} \|_{L^2} \lesssim \| \psi_m^{(1)} \|_{M_1^1}$ and $\| \phi_n^{(2)} \|_{L^2} \lesssim \| \phi_n^{(2)} \|_{M_1^1}$. The inequality $\|ST\|_{B_{v\otimes v}} \lesssim \|S\|_{B_{v\otimes v}} \|T\|_{B_{v\otimes v}}$ follows from part (b) of Proposition 4.1.

\[\square\]

**Remark 2.** In [25, Thm. 7.4.1] it is claimed that $B_{v\otimes v}$ for $v \equiv 1$ is even an ideal in $L(L^2)$. This is not true. Consider $S = \psi \otimes \phi_0$ and $T = \phi_0 \otimes \phi_0$ where $\psi \in L^2(\mathbb{R}^d) \setminus M_1(\mathbb{R}^d)$. Then $T \in B_{1\otimes 1}$ and $S \in T$, but $ST \neq \psi \otimes \phi_0$. Yet $ST(\phi_0) = \psi \notin M^1(\mathbb{R}^d)$, so part (d) of Proposition 4.1 implies that $ST \notin B_{1\otimes 1}$.

We next study a continuity property of the Fourier-Wigner transform on $B_{v\otimes v}$.

**Proposition 4.2.** The Fourier-Wigner transform is bounded from $B_{v\otimes v}$ to $W(L^1_v)$:

$$\| F_W(S) \|_{W(L^1_v)} \lesssim \| S \|_{B_{v\otimes v}}.$$  

**Proof.** First consider the rank-one operator $\psi \otimes \phi \in B_{v\otimes v}$, with $\psi, \phi \in M_1^1(\mathbb{R}^d)$. By (14) and the proof of [33, Prop. 12.1.11], there exists $C > 0$ such that

$$\| F_W(\psi \otimes \phi) \|_{W(L^1)} \leq C \| \psi \|_{M_1^1} \| \phi \|_{M_1^1}.$$  

If we then use Proposition 4.1 to write $S \in B_{v\otimes v}$ as $S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)}$, we find

$$\| F_W(S) \|_{W(L^1)} \leq \sum_{n \in \mathbb{N}} \| F_W(\phi_n^{(1)} \otimes \phi_n^{(2)}) \|_{W(L^1)} \leq C \sum_{n \in \mathbb{N}} \| \phi_n^{(1)} \|_{M_1^1} \| \phi_n^{(2)} \|_{M_1^1}.$$  

By part (b) of Proposition 4.1 this implies that $\| F_W(S) \|_{W(L^1_v)} \leq C \| S \|_{B_{v\otimes v}}$.

\[\square\]

**Remark 3.** If we consider the polynomial weights $v_s(z) = (1 + |z|)^s$ for $s \geq 0$ and $z \in \mathbb{R}^{2d}$, it is known [33, Prop. 11.3.1] that the space of Schwartz functions $S(\mathbb{R}^{2d})$ is given by $S(\mathbb{R}^{2d}) = \cap_{s=0}^\infty M_1^1(\mathbb{R}^{2d})$. Therefore the space of operators with kernel in $S(\mathbb{R}^{2d})$ equals $\cap_{s=0}^\infty B_{v_s\otimes v_s}$. Such operators were recently studied in [32].

### 4.1. The space $B$ and its dual.

The largest of the spaces $B_{v\otimes v}$ is the space $B := B_{1\otimes 1}$, consisting of operators $S$ with kernel $k_S$ in $M^1(\mathbb{R}^{2d})$. By definition the map $\kappa : B \rightarrow M^1(\mathbb{R}^{2d})$ given by $\kappa(S) = k_S$ is an isometric isomorphism of Banach spaces. By [33, Thm. 3.1.18] the Banach space adjoint $(\kappa^{-1})^* : B' \rightarrow M^\infty(\mathbb{R}^{2d})$ is a weak*-to-weak*-continuous isometric isomorphism, and by definition it satisfies

$$\langle (\kappa^{-1})^*(\hat{A}), k_S \rangle_{M^\infty \rightarrow M^1} = \langle \hat{A}, S \rangle_{B' \rightarrow B}^*$$

for $\hat{A} \in B'$, $S \in B$. 


Hence, to any \( \tilde{A} \in B' \) we obtain a unique element \((\kappa^{-1})^*(\tilde{A}) \in M^\infty(\mathbb{R}^d)\), which by the kernel theorem for modulation spaces induces an operator \(A : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d)\) such that \(k_A = (\kappa^{-1})^*(\tilde{A})\). We summarize these identifications in a simple diagram:

\[
\begin{array}{c}
\tilde{A} \in B' \xrightarrow{(\kappa^{-1})^*} (\kappa^{-1})^*(\tilde{A}) = k_A \in M^\infty(\mathbb{R}^d) \xleftarrow{\text{kernel theorem}} A \in \mathcal{L}(M^1(\mathbb{R}^d), M^\infty(\mathbb{R}^d)).
\end{array}
\]

Henceforth we will always identify \( B' \) with operators \( A : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \), and use the notation \( A \) to refer to both the operator \( A : M^1(\mathbb{R}^d) \to M^\infty(\mathbb{R}^d) \) and the abstract functional \( \tilde{A} \), which are related by (22). Since \((\kappa^{-1})^*(\tilde{A}) = k_A\), (21) becomes

\[
\langle A, S \rangle_{B',B} = \langle k_A, k_S \rangle_{M^\infty, M^1} \quad \text{for } A \in B', S \in B.
\]

If \( S \) is a rank-one operator \( S = \phi \otimes \psi \) for \( \phi, \psi \in M^1(\mathbb{R}^d) \), then \( k_S = \phi \otimes \overline{\psi} \), so the equation above becomes

\[
\langle A, \phi \otimes \psi \rangle_{B',B} = \langle k_A, \phi \otimes \overline{\psi} \rangle_{M^\infty, M^1} = \langle A\psi, \phi \rangle_{M^\infty, M^1},
\]

which shows how the \( B' - B \) duality is related to \( A \) as an operator.

**Lemma 4.3.** \( B \) is a dense subset of \( \mathcal{T} \) with respect to \( \| \cdot \|_\mathcal{T} \).

**Proof.** The rank-one operators span a dense subset of \( \mathcal{T} \) [6, Thm. 3.11 (e)], hence it suffices to show that any \( \psi \otimes \phi \in \mathcal{T} \) with \( \psi, \phi \in L^2(\mathbb{R}^d) \) can be estimated by some \( S \in B \). Let \( \epsilon > 0 \). Since \( M^1(\mathbb{R}^d) \) is a dense subset of \( L^2(\mathbb{R}^d) \) by [38, Lem. 4.19], we can find \( \xi, \eta \in M^1(\mathbb{R}^d) \) with \( \| \psi - \xi \|_{L^2} < \frac{\epsilon}{2\|\phi\|_{L^2}} \) and \( \| \phi - \eta \|_{L^2} < \frac{\epsilon}{2\|\xi\|_{L^2}} \). Then \( \xi \otimes \phi \in B \) and

\[
\| \psi \otimes \phi - \xi \otimes \eta \|_\mathcal{T} \leq \| \psi \otimes \phi - \xi \otimes \phi \|_\mathcal{T} + \| \xi \otimes \phi - \xi \otimes \eta \|_\mathcal{T} \\
= \| \psi - \xi \|_{L^2} \| \phi \|_{L^2} + \| \xi \|_{L^2} \| \phi - \eta \|_{L^2} < \epsilon.
\]

\( \square \)

Now recall that \( \mathcal{L}(L^2) \) is the dual space of \( \mathcal{T} \) [6, Thm. 3.13], where \( A \in \mathcal{L}(L^2) \) acts on \( S \in \mathcal{T} \) by

\[
\langle A, S \rangle_{\mathcal{L}(L^2),\mathcal{T}} = \text{tr}(AS^*).
\]

Since the inclusion \( B \hookrightarrow \mathcal{T} \) has dense range, [33, Thm. 3.1.17] asserts that we get a weak*-to-weak*-continuous inclusion of dual spaces \( \mathcal{L}(L^2) \hookrightarrow B' \) satisfying

\[
\langle A, S \rangle_{B',B} = \langle A, S \rangle_{\mathcal{L}(L^2),\mathcal{T}} = \text{tr}(AS^*) \quad \text{for } A \in \mathcal{L}(L^2), S \in B.
\]

**Remark 4.** Readers with little interest in these technical details need only note that we identify \( B' \) with operators \( A \in \mathcal{L}(M^1(\mathbb{R}^d), M^\infty(\mathbb{R}^d)) \), and that the action of \( A \) satisfies (23), (24) and (26).
The next result is due to Feichtinger and Kozek [25]; in their terminology the result says that $F_W$ and the Weyl transform are Gelfand triple isomorphisms. Recall that $\mathcal{HS}$ are the Hilbert-Schmidt operators on $L^2(\mathbb{R}^d)$.

**Proposition 4.4.** The Weyl transform $S \leftrightarrow a_s$ and Fourier-Wigner transform $S \leftrightarrow F_W(S)$ are isomorphisms $\mathcal{B} \leftrightarrow M^1(\mathbb{R}^{2d})$, unitary maps $\mathcal{HS} \leftrightarrow L^2(\mathbb{R}^{2d})$ and weak*-to-weak*-continuous isomorphisms $\mathcal{B}' \leftrightarrow M^\infty(\mathbb{R}^{2d})$.

An appropriate framework for such statements is that of (Banach) Gelfand triples [9, 25, 27]. In particular, that approach gives the duality bracket identity

$$\langle S, T \rangle_{\mathcal{B}', \mathcal{B}} = \langle a_S, a_T \rangle_{M^\infty, M^1},$$

where $a_S$ and $a_T$ are the Weyl symbols of $S$ and $T$, see [9, Cor. 5].

**Remark 5.** We will often consider weak*-convergence of sequences in $\mathcal{B}'$. To get a better grasp of this notion of convergence, note that if a sequence $\{A_n\}_{n \in \mathbb{N}} \subset \mathcal{B}'$ converges in the weak* topology to $A \in \mathcal{B}'$ then (24) gives for $\psi, \phi \in M^1(\mathbb{R}^d)$

$$\langle A_n \psi, \phi \rangle_{M^\infty, M^1} \to \langle A \psi, \phi \rangle_{M^\infty, M^1}.$$

Hence: if $A_n \to A$ in the weak* topology of $\mathcal{B}'$, then $A_n \psi \to A \psi$ in the weak* topology of $M^\infty(\mathbb{R}^d)$ for any $\psi \in M^1(\mathbb{R}^d)$.

5. GABOR G-FRAMES

Gabor frames, or more generally multi-window Gabor frames, have a richer structure than general frames. Since any frame is also a g-frame, we can ask whether Gabor frames belong to a certain class of g-frames, and whether this class contains other g-frames that share the rich structure of Gabor frames. This is the motivation for the following definition.

**Definition 5.1.** Let $\Lambda$ be a lattice in $\mathbb{R}^{2d}$ and $S \in \mathcal{L}(L^2)$. We say that $S$ generates a Gabor g-frame with respect to $\Lambda$ if $\{\alpha_\lambda(S)\}_{\lambda \in \Lambda}$ is a g-frame for $L^2(\mathbb{R}^d)$, i.e. if there exist positive constants $A, B > 0$ such that

$$A \|\psi\|^2_{L^2} \leq \sum_{\lambda \in \Lambda} \|\alpha_\lambda(S)\psi\|^2_{L^2} \leq B \|\psi\|^2_{L^2} \quad \text{for any } \psi \in L^2(\mathbb{R}^d).$$

**Remark 6 (Cohen’s class).** This definition may also be rephrased in terms of Cohen’s class of time-frequency distributions [7]. In the notation from [50] an operator $T \in \mathcal{L}(L^2)$ defines a Cohen’s class distribution $Q_T$ by

$$Q_T(\psi)(z) = \langle T \pi(z)^* \psi, \pi(z)^* \psi \rangle_{L^2} \quad \text{for } z \in \mathbb{R}^{2d}, \psi \in L^2(\mathbb{R}^d).$$

It is straightforward to show that

$$\|\alpha_z(S)\psi\|^2_{L^2} = Q_S \star \psi(z),$$
hence (28) may be rephrased as
\[ A\|\psi\|_{L^2}^2 \leq \sum_{\lambda \in \Lambda} Q_{S^*S}(\psi)(\lambda) \leq B\|\psi\|_{L^2}^2 \quad \text{for any } \psi \in L^2(\mathbb{R}^d). \]

We will soon see that (28) forces \( S \) to be a Hilbert Schmidt operator, which implies by [50, Thm. 7.6] that \( Q_{S^*S} \) is a positive Cohen’s class distribution satisfying
\[ \int_{\mathbb{R}^{2d}} Q_{S^*S}(\psi)(z) \, dz = \int_{\mathbb{R}^{2d}} \|\alpha_z(S)\psi\|_{L^2}^2 \, dz = \|S\|^2_{HS} \|\psi\|_{L^2}^2, \]

as recently studied in [50,51]. This equality is a continuous version of (28), similar to how Moyal’s identity is a continuous version of the Gabor frame inequality [1]. The simplest example of such a Cohen’s class distribution is the spectrogram
\[ Q_{S^*S}(\psi)(z) = |V_\phi \psi(z)|^2 \]

for some \( \phi \in L^2(\mathbb{R}^d) \), which corresponds to the rank-one operator \( S = \frac{1}{\|\phi\|_{L^2}^2} \phi \otimes \phi \). By inserting \( \|\alpha_z(S)\psi\|_{L^2}^2 = Q_{S^*S}(\psi)(z) = |V_\phi \psi(z)|^2 \), (28) becomes the condition for \( \phi \) to generate a Gabor frame. We return to this special case in Example 5.1.

5.1. The Gabor g-frame operator. By the general theory of g-frames, the g-frame operator associated to a Gabor g-frame generated by \( S \) over a lattice \( \Lambda \) is the operator
\[ \mathcal{G}_S = \sum_{\lambda \in \Lambda} (\alpha_\lambda(S))^* (\alpha_\lambda(S)) = \sum_{\lambda \in \Lambda} \alpha_\lambda(S^*S), \]

where the last equality uses \( \alpha_\lambda(AB) = \alpha_\lambda(A)\alpha_\lambda(B) \). Furthermore, \( \mathcal{G}_S \) satisfies
\[ \langle \mathcal{G}_S \psi, \psi \rangle_{L^2} = \sum_{\lambda \in \Lambda} \|\alpha_\lambda(S)\psi\|_{L^2}^2 \quad \text{for } \psi \in L^2(\mathbb{R}^d), \]

and \( \mathcal{G}_S \) is positive, bounded and invertible on \( L^2(\mathbb{R}^d) \) with \( A \leq \|\mathcal{G}_S\|_{L(L^2)} \leq B \) and \( \frac{1}{B} \leq \|\mathcal{G}_S^{-1}\| \leq \frac{1}{A} \). Since we think of \( \alpha_\lambda(S^*S) \) as the translation of \( S^*S \) by \( \lambda \in \Lambda \), the g-frame operator \( \mathcal{G}_S \) corresponds to the periodization of \( S^*S \) over \( \Lambda \).

5.2. Analysis and synthesis operators. Let \( \ell^2(\Lambda; L^2(\mathbb{R}^d)) \) be the Hilbert space of sequences \( \{\psi_\lambda\}_{\lambda \in \Lambda} \subset L^2(\mathbb{R}^d) \) such that
\[ \|\{\psi_\lambda\}\|_{\ell^2(\Lambda; L^2)} := \left( \sum_{\lambda \in \Lambda} \|\psi_\lambda\|_{L^2}^2 \right)^{1/2} < \infty, \]

with inner product
\[ \langle \{\psi_\lambda\}, \{\phi_\lambda\} \rangle_{\ell^2(\Lambda; L^2)} = \sum_{\lambda \in \Lambda} \langle \psi_\lambda, \phi_\lambda \rangle_{L^2}. \]

For \( S \in \mathcal{L}(L^2) \) we define the analysis operator \( C_S \) by
\[ C_S(\psi) = \{\alpha_\lambda(S)\psi\}_{\lambda \in \Lambda} \quad \text{for } \psi \in L^2(\mathbb{R}^d). \]
and the synthesis operator $D_S$ by

$$D_S(\{\psi_\lambda\}) := \sum_{\lambda \in \Lambda} \alpha_\lambda(S^\ast)\psi_\lambda \quad \text{for } \{\psi_\lambda\}_{\lambda \in \Lambda} \in \ell^2(\Lambda; L^2).$$

The upper bound in (28) is precisely the statement that $C_S : L^2(\mathbb{R}^d) \to \ell^2(\Lambda; L^2)$ is a bounded operator with operator norm $\leq \sqrt{B}$. It is not difficult to show that $D_S$ is the Hilbert space adjoint of $C_S$, which implies that $D_S$ is bounded whenever $C_S$ is, with the same operator norm as $C_S$. It follows from the definitions that

$$\mathfrak{G}_S = D_SC_S.$$  

5.2.1. Dual g-frames. If $S$ generates a Gabor g-frame over $\Lambda$, then the theory of g-frames [57] says that the canonical dual g-frame is

$$\{\alpha_\lambda(S)\mathfrak{G}^{-1}_S\}_{\lambda \in \Lambda}.$$  

It is clear from (30) that $\alpha_\lambda(S)\mathfrak{G}_S = \mathfrak{G}_S$ for any $\lambda \in \Lambda$, and it is then easy to check that we also have $\alpha_\lambda(S^{-1})\mathfrak{G}^{-1}_S = \mathfrak{G}^{-1}_S$. The canonical dual g-frame is therefore

$$\{\alpha_\lambda(S)\mathfrak{G}^{-1}_S\}_{\lambda \in \Lambda} = \{\alpha_\lambda(S)\alpha_\lambda(\mathfrak{G}^{-1}_S)\}_{\lambda \in \Lambda} = \{\alpha_\lambda(S\mathfrak{G}^{-1}_S)\}_{\lambda \in \Lambda}.$$  

Hence the canonical dual g-frame is also a Gabor g-frame, generated by $S\mathfrak{G}^{-1}_S$. We get the reconstruction formulas

$$\psi = \mathfrak{G}_S\mathfrak{G}^{-1}_S\psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(S^\ast S)\mathfrak{G}^{-1}_S\psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(S^\ast)\alpha_\lambda(S\mathfrak{G}^{-1}_S)\psi = D_SC_S^{-1}\psi,$$

$$\psi = \mathfrak{G}^{-1}_S\mathfrak{G}_S\psi = \mathfrak{G}^{-1}_S\sum_{\lambda \in \Lambda} \alpha_\lambda(S^\ast S)\psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(\mathfrak{G}^{-1}_S S^\ast)\alpha_\lambda(S)\psi = D_S^{-1}C_S\psi.$$  

In the very last of these equalities we have used that $\mathfrak{G}_S^{-1}$ is a positive (hence self-adjoint) operator, so $(S\mathfrak{G}^{-1}_S)^\ast = \mathfrak{G}^{-1}_S S^\ast$. Inspired by these formulas and the theory of dual windows for Gabor frames [26,33], we say that two operators $S, T \in \mathcal{L}(L^2)$ generate dual Gabor g-frames if $S$ and $T$ generate Gabor g-frames and $D_SC_T$ is the identity operator on $L^2(\mathbb{R}^d)$, i.e.

$$(31) \quad \sum_{\lambda \in \Lambda} \alpha_\lambda(S^\ast)\alpha_\lambda(T)\psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(S^\ast T)\psi = \psi \quad \text{for any } \psi \in L^2(\mathbb{R}^d).$$  

If $D_S$ and $C_T$ are bounded operators (i.e. $S$ and $T$ satisfy the upper g-frame bound in (28)), then (31) implies that both $S$ and $T$ generate Gabor g-frames. The lower bound in (28) for $T$ follows from

$$\|\psi\|^2_{L^2} = \|D_SC_T\psi\|^2_{L^2} \leq \|C_T\psi\|^2_{\ell^2(\Lambda; L^2)} = \sum_{\lambda \in \Lambda} \|\alpha_\lambda(T)\psi\|^2_{L^2},$$

and the lower bound for $S$ is similar. We state this as a proposition.

**Proposition 5.1.** Assume that $S, T \in \mathcal{L}(L^2)$ satisfy (31) and the upper bound in (28). Then $S$ and $T$ generate Gabor g-frames.
5.3. Two examples. We will now show that the Gabor g-frames include multi-window Gabor frames as a special case.

Example 5.1 (Multi-window Gabor frames). Consider a set of $N < \infty$ functions $\{\phi_n\}_{n=1}^N \subset L^2(\mathbb{R}^d)$. We seek an operator $S$ such that the multi-window Gabor system generated by $\{\phi_n\}_{n=1}^N$ is captured by the system $\{\alpha_{\lambda}(S)\}_{\lambda \in \Lambda}$. To achieve this, let $\{\xi_n\}_{n=1}^N$ be any orthonormal set in $L^2(\mathbb{R}^d)$, and consider the operator

$$S = \sum_{n=1}^N \xi_n \otimes \phi_n.$$ 

We start by writing out the condition (28) for $S$ to generate a Gabor g-frame. For $\psi \in L^2(\mathbb{R}^d)$, we easily find using (13) that $\alpha_{\lambda}(S)\psi = \sum_{n=1}^N V_{\phi_n,\psi}(\lambda)\pi(\lambda)\xi_n$. By the orthonormality of $\{\xi_n\}_{n=1}^N$ and Pythagoras’ theorem for inner product spaces, this implies that $\|\alpha_{\lambda}(S)\psi\|_{L^2}^2 = \sum_{n=1}^N |V_{\phi_n,\psi}(\lambda)|^2$. Inserting this into (28), we see that $S$ generates a Gabor g-frame if and only if

$$A\|\psi\|_{L^2}^2 \leq \sum_{\lambda \in \Lambda} \sum_{n=1}^N |V_{\phi_n,\psi}(\lambda)|^2 \leq B\|\psi\|_{L^2}^2 \quad \psi \in L^2(\mathbb{R}^d)$$

for some $A, B > 0$, which is precisely the condition that $\{\phi_n\}_{n=1}^N$ generate a multi-window Gabor frame [60].

We then note that $S^* = \sum_{n=1}^N \phi_n \otimes \xi_n$, and $S^*S = \sum_{n=1}^N \phi_n \otimes \phi_n$ by the orthonormality of $\{\xi_n\}_{n=1}^N$. Denote by $C_{MW}$ and $\mathcal{S}_{MW}$ the analysis and frame operator associated with the multi-window Gabor system generated by $\{\phi_n\}_{n=1}^N$. For $\psi \in L^2(\mathbb{R}^d)$, we find that

$$C_S(\psi) = \left\{ \sum_{n=1}^N V_{\phi_n,\psi}(\lambda)\pi(\lambda)\xi_n \right\}_{\lambda \in \Lambda}, \quad C_{MW}(\psi) = \{V_{\phi_n,\psi}(\lambda)\}_{n \in \mathbb{Z}, \lambda \in \Lambda},$$

$$\mathcal{S}_S(\psi) = \sum_{\lambda \in \Lambda} V_{\phi_n,\psi}(\lambda)\pi(\lambda)\phi_n, \quad \mathcal{S}_{MW}(\psi) = \sum_{\lambda \in \Lambda} V_{\phi_n,\psi}(\lambda)\pi(\lambda)\phi_n.$$ 

We see that the frame operators $\mathcal{S}_S$ and $\mathcal{S}_{MW}$ are equal. Since $\{\pi(\lambda)\xi_n\}_{n \in \mathbb{N}}$ is orthonormal for each $\lambda \in \Lambda$, we also see that $C_{MW}(\psi)$ and $C_S(\psi)$ carry exactly the same information: if we know $C_S(\psi)$, i.e. we know $\sum_{n=1}^N V_{\phi_n,\psi}(\lambda)\pi(\lambda)\xi_n$ for each $\lambda \in \Lambda$, we can find $C_{MW}(\psi)$ by $V_{\phi_n,\psi}(\lambda) = \left\langle \sum_{n=1}^N V_{\phi_n,\psi}(\lambda)\pi(\lambda)\xi_n, \pi(\lambda)\xi_m \right\rangle_{L^2}$. Hence multi-window Gabor frames are Gabor g-frames.

A less trivial example was considered in [19, 20]. Section 7 will be dedicated to showing that the results from [20] hold for more general Gabor g-frames, and not just for the following example. The fact that the results of [19] is an example of g-frames was noted already by Sun [37].
Example 5.2 (Localization operators). Let \( 0 \neq \varphi \in M_1^1(\mathbb{R}^d) \), \( \Lambda \) a lattice and \( h \in L^1_v(\mathbb{R}^{2d}) \) a non-negative function. Here \( h \in L^1_v(\mathbb{R}^{2d}) \) means that \( \| h \|_{L^1_v} := \int_{\mathbb{R}^{2d}} h(z)v(z) \, dz < \infty \). Assume further that

\[
A' \leq \sum_{\lambda \in \Lambda} h(z - \lambda) \leq B' \quad \text{for all } z \in \mathbb{R}^{2d}
\]

for some \( A', B' > 0 \). Define the localization operator \( A^\varphi_h \) on \( L^2(\mathbb{R}^d) \) by the Bochner integral

\[
A^\varphi_h \psi = \int_{\mathbb{R}^{2d}} h(z)V^\varphi(z)\pi(z) \varphi \, dz \quad \text{for } \psi \in L^2(\mathbb{R}^d).
\]

Then \( A^\varphi_h \) generates a Gabor g-frame over \( \Lambda \) \([19, 20, 57]\). The key to connecting the summability condition on \( h \) to the Gabor g-frame condition for \( A^\varphi_h \), is that

\( \alpha_\Lambda(A^\varphi_h) = A^\varphi_{\Lambda, h} \) \([19\), Lem. 4.3\]. We will return to this example in Section 7.2.

5.4. A trace class condition. In the definition of Gabor g-frames, we only assumed that \( S \) was a bounded linear operator on \( L^2(\mathbb{R}^d) \). We will now show that \( S \) must be a Hilbert Schmidt operator. The following lemma is essentially the same as \([2\), Lem. 3.1\]. Recall that \( \{\eta_j\}_{j \in \mathbb{N}} \) is a Parseval frame for \( L^2(\mathbb{R}^d) \) if

\[
\sum_{j=1}^{\infty} | \langle \psi, \eta_j \rangle_{L^2} |^2 = \| \psi \|_{L^2}^2 \quad \text{for any } \psi \in L^2(\mathbb{R}^d).
\]

Lemma 5.2. Let \( T \in \mathcal{L}(L^2) \) be a positive operator. If \( \{\xi_n\}_{n \in \mathbb{N}} \) is an orthonormal basis for \( L^2(\mathbb{R}^d) \) and \( \{\eta_j\}_{j \in \mathbb{N}} \) is a Parseval frame, then

\[
\text{tr}(T) := \sum_{n \in \mathbb{N}} \langle T\xi_n, \xi_n \rangle_{L^2} = \sum_{j \in \mathbb{N}} \langle T\eta_j, \eta_j \rangle_{L^2}.
\]

Proof. Using the square root of the positive operator \( T \), we have that

\[
\langle T^{1/2}\eta_j, T^{1/2}\eta_j \rangle_{L^2} = \| T^{1/2}\eta_j \|_{L^2}^2.
\]

Hence by Parseval’s identity

\[
\sum_{j \in \mathbb{N}} \langle T\eta_j, \eta_j \rangle_{L^2} = \sum_{j \in \mathbb{N}} \| T^{1/2}\eta_j \|_{L^2}^2 = \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{N}} \left| \langle T^{1/2}\eta_j, \xi_n \rangle_{L^2} \right|^2 = \sum_{n \in \mathbb{N}} \sum_{j \in \mathbb{N}} \left| \langle \eta_j, T^{1/2}\xi_n \rangle_{L^2} \right|^2 = \sum_{n \in \mathbb{N}} \| T^{1/2}\xi_n \|_{L^2}^2 = \sum_{n \in \mathbb{N}} \langle T\xi_n, \xi_n \rangle_{L^2}.
\]

\( \square \)
Proposition 5.3. Let $\Lambda$ be any lattice and assume that $\{\alpha_\lambda(S)\}_{\lambda \in \Lambda}$ satisfies the upper $g$-frame bound in (28). Then $S^*S$ is a trace class operator. Equivalently, $S$ is a Hilbert Schmidt operator.

Proof. The upper $g$-frame bound implies that $\sum_{\lambda \in \Lambda} \|\alpha_\lambda(S)\psi\|^2_{L^2} < \infty$ for any $\psi \in L^2(\mathbb{R}^d)$. There exist $\{\varphi_n\}_{n=1}^N \subset L^2(\mathbb{R}^d)$ that generate a Parseval multi-window Gabor frame over $\Lambda$ [48], i.e. $\{\pi(\lambda)\varphi_n\}_{n \in \mathbb{N}, \lambda \in \Lambda}$ is a Parseval frame. Then Lemma 5.2 says that

$$\text{tr}(S^*S) = \sum_{n=1}^N \sum_{\lambda \in \Lambda} \langle S^*S\pi(\lambda)\varphi_n, \pi(\lambda)\varphi_n \rangle_{L^2}$$

$$= \sum_{n=1}^N \sum_{\lambda \in \Lambda} \langle S\pi(\lambda)\varphi_n, S\pi(\lambda)\varphi_n \rangle_{L^2}$$

$$= \sum_{n=1}^N \sum_{\lambda \in \Lambda} \|S\pi(\lambda)\varphi_n\|^2_{L^2}.$$  

By first using that $\pi(\lambda)^* = e^{-2\pi i \lambda_\omega \cdot \omega} \pi(-\lambda)$ for $\lambda = (\lambda_x, \lambda_\omega)$, and then that $\pi(-\lambda)$ is a unitary operator, we see that

$$\|S\pi(\lambda)\varphi_n\|^2_{L^2} = \|S\pi(-\lambda)^*\varphi_n\|^2_{L^2} = \|\pi(-\lambda)S\pi(-\lambda)^*\varphi_n\|^2_{L^2}.$$  

Hence

$$\text{tr}(S^*S) = \sum_{n=1}^N \sum_{\lambda \in \Lambda} \|\alpha_{-\lambda}(S)\varphi_n\|^2_{L^2} = \sum_{n=1}^N \sum_{\lambda \in \Lambda} \|\alpha_\lambda(S)\varphi_n\|^2_{L^2} < \infty.$$  

so $S^*S$ is a positive trace class operator, and $S$ is a Hilbert Schmidt operator. □

5.5. Periodization of operators and $\mathcal{B}$. To prepare for the next section on Fourier series of operators, we now consider the periodization of operators. The key to proving these results is [49, Thm. 8.2], which states that for $S \in \mathcal{B}$ and $T \in \mathcal{T}$, the function $z \mapsto \text{tr}(\alpha_z(S)T) \in M^1(\mathbb{R}^{2d})$ with

$$\|\text{tr}(\alpha_z(S)T)\|_{M^1} \lesssim \|S\|_{\mathcal{B}} \|T\|_{\mathcal{T}}$$

and similarly for $S \in \mathcal{T}$ and $T \in \mathcal{B}$

$$\|\text{tr}(\alpha_z(S)T)\|_{M^1} \lesssim \|S\|_{\mathcal{T}} \|T\|_{\mathcal{B}}.$$  

Proposition 5.4 (Operator periodization). The periodization map given by $S \mapsto \sum_{\lambda \in \Lambda} \alpha_{\lambda}(S)$ is a well-defined and bounded map $\mathcal{B} \to \mathcal{L}(L^2)$:

$$\left\| \sum_{\lambda \in \Lambda} \alpha_{\lambda}(S) \right\|_{\mathcal{L}(L^2)} \lesssim \|S\|_{\mathcal{B},}$$
and a well-defined and bounded map $T \to B'$:
\[
\left\| \sum_{\lambda \in \Lambda} \alpha_\Lambda(S) \right\|_{B'} \lesssim \|S\|_T.
\]

The sum $\sum_{\lambda \in \Lambda} \alpha_\Lambda(S)$ converges in the weak* topology of $L(L^2)$ when $S \in B$, and in the weak* topology of $B'$ when $S \in T$.

**Proof.** Let $S \in B$. Since $L(L^2)$ is the dual space of $T$ [6, Thm. 3.13], we define $\sum_{\lambda \in \Lambda} \alpha_\Lambda(S) \in L(L^2)$ by duality, by defining its action as an antilinear functional:
\[
\langle \sum_{\lambda \in \Lambda} \alpha_\Lambda(S), T \rangle_{L(L^2), T} := \sum_{\lambda \in \Lambda} \langle \alpha_\Lambda(S), T \rangle_{L(L^2), T} \quad \text{for } T \in T.
\]

To see that this defines a bounded antilinear functional on $T$, we estimate that
\[
\left| \sum_{\lambda \in \Lambda} \langle \alpha_\Lambda(S), T \rangle_{L(L^2), T} \right| \leq \sum_{\lambda \in \Lambda} |\langle \alpha_\Lambda(S), T \rangle_{L(L^2), T}| = \sum_{\lambda \in \Lambda} |\text{tr}(\alpha_\Lambda(S)T^*)| \quad \text{by (25)}
\]
\[
\lesssim \|\text{tr}(\alpha_\Lambda(S)T^*)\|_{M^1} \quad \text{by Lemma 3.3}
\]
\[
\lesssim \|S\|_B \|T\|_T \quad \text{by (32)}.
\]

It is clear that the partial sums converge to this element $\sum_{\lambda \in \Lambda} \alpha_\Lambda(S)$ in the weak* topology of $L(L^2)$: For any finite subset $J \subset \Lambda$ we get
\[
\left\langle \sum_{\lambda \in \Lambda} \alpha_\Lambda(S) - \sum_{\lambda \in J} \alpha_\Lambda(S), T \right\rangle_{L(L^2), T} = \sum_{\lambda \in \Lambda \setminus J} \langle \alpha_\Lambda(S), T \rangle_{L(L^2), T},
\]
and we showed above that the sum $\sum_{\lambda \in \Lambda} \langle \alpha_\Lambda(S), T \rangle_{L(L^2), T}$ converges absolutely. Then let $S \in T$. We define $\sum_{\lambda \in \Lambda} \alpha_\Lambda(S) \in B'$ by duality:
\[
\left\langle \sum_{\lambda \in \Lambda} \alpha_\Lambda(S), T \right\rangle_{B', B} := \sum_{\lambda \in \Lambda} \langle \alpha_\Lambda(S), T \rangle_{B', B} \quad \text{for } T \in B.
\]

The estimate showing that this defines a bounded antilinear functional on $B$ with $|\sum_{\lambda \in \Lambda} \langle \alpha_\Lambda(S), T \rangle_{B', B}| \lesssim \|S\|_T \|T\|_B$ is the same as above using (33), but note that we need to write $\langle \alpha_\Lambda(S), T \rangle_{B', B} = \text{tr}(\alpha_\Lambda(S)T^*)$ to use (33) – this is true by (29). □

**Corollary 5.4.1.** If $S^*S \in B$ then $\{\alpha_\Lambda(S)\}_{\lambda \in \Lambda}$ satisfies the upper g-frame bound
\[
\sum_{\lambda \in \Lambda} \|\alpha_\Lambda(S)\psi\|_{L^2}^2 \lesssim \|S^*S\|_B \|\psi\|_{L^2}^2 \quad \text{for all } \psi \in L^2(\mathbb{R}^d).
\]
Proof. We observed in the proof above (now with \(S^*S\) instead of \(S\)) that
\[
\left| \langle \alpha_\lambda(S^*S), T \rangle_{\mathcal{L}(L^2), T} \right| \lesssim \|S^*S\|_B \|T\|_T.
\]
If \(T = \psi \otimes \psi\), it is simple to show that \(\langle \alpha_\lambda(S^*S), T \rangle_{\mathcal{L}(L^2), T} = \langle \alpha_\lambda(S^*S)\psi, \psi \rangle_{L^2}\) and \(\|T\|_T = \|\psi\|_{L^2}^2\). Therefore equation (34) says that
\[
\sum_{\lambda \in \Lambda} |\langle \alpha_\lambda(S^*S)\psi, \psi \rangle_{L^2}| \lesssim \|S^*S\|_B \|\psi\|_{L^2}^2.
\]
As we have seen, \(\langle \alpha_\lambda(S^*S)\psi, \psi \rangle_{L^2} = \|\alpha_\lambda(S)\psi\|_{L^2}^2\), which completes the proof. \(\square\)

The fact that we only need \(S^*S \in B\) is useful in light of our treatment of multi-window Gabor frames in Example 5.1. To a system \(\{\phi_n\}_{n=1}^N \subset M^1(\mathbb{R}^d)\) we associated the operator
\[
S = \sum_{n=1}^N \xi_n \otimes \phi_n,
\]
where \(\{\xi_n\}_{n=1}^N\) is an arbitrary orthonormal set in \(L^2(\mathbb{R}^d)\). Hence we do not necessarily have \(S \in B\), yet \(S^*S = \sum_{n=1}^N \phi_n \otimes \phi_n \in B\). A version of this corollary for Gabor frames is well-known [33, Thm. 12.2.3].

6. Fourier series of operators: the Janssen representation

A key insight of Werner’s paper [58] is that the Fourier-Wigner transform in many respects behaves as a Fourier transform for operators. Given a lattice \(\Lambda \subset \mathbb{R}^d\), this leads to a natural question: if an operator is in some sense \(\Lambda\)-periodic, can we find a Fourier series expansion of the operator? In fact, \(\Lambda\)-periodic operators were studied in [25], where an operator \(S\) was said to be \(\Lambda\)-periodic if
\[
\alpha_\lambda(S) = S \quad \text{for any } \lambda \in \Lambda.
\]
An important tool in [25] is the adjoint lattice \(\Lambda^\circ\) of \(\Lambda\), defined by
\[
\Lambda^\circ = \{ \lambda^\circ \in \mathbb{R}^d : \pi(\lambda^\circ)\pi(\lambda) = \pi(\lambda)\pi(\lambda^\circ) \text{ for any } \lambda \in \Lambda\} = \{ \lambda^\circ \in \mathbb{R}^d : e^{2\pi i \sigma(\lambda^\circ, \lambda)} = 1 \text{ for any } \lambda \in \Lambda\},
\]
where \(\sigma\) is the standard symplectic form. It is shown in [25] that \(\Lambda^\circ\) is a lattice, and \(|\Lambda^\circ| = \frac{1}{|\Lambda|}\). One can interpret \(\Lambda^\circ\) using abstract harmonic analysis. Identify the dual group \(\hat{\mathbb{R}}^d\) with \(\mathbb{R}^d\) by the bijection \(\mathbb{R}^d \ni z \mapsto \chi_z \in \hat{\mathbb{R}}^d\), where \(\chi_z\) is the symplectic character \(\chi_z(z') = e^{2\pi i \sigma(z, z')}\). With this identification, we see that
\[
\Lambda^\circ = \{ \lambda^\circ \in \mathbb{R}^d : \chi_{\lambda^\circ}(\lambda) = 1 \text{ for any } \lambda \in \Lambda\}
\]
Hence \(\Lambda^\circ\) is the annihilator of \(\Lambda\), and \(\Lambda^\circ\) can therefore be identified with the dual group of \(\mathbb{R}^d/\Lambda\) [17, Prop. 3.6.1]. By abstract harmonic analysis, this implies that
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any well-behaved \(\Lambda\)-periodic function \(f\) on \(\mathbb{R}^{2d}\) can be expanded in a symplectic Fourier series

\[
f(z) = \sum_{\lambda^0 \in \Lambda^0} c_{\lambda^0} e^{2\pi i \sigma(\lambda^0, z)},
\]

and we will refer to \(\{c_{\lambda^0}\}_{\lambda^0 \in \Lambda^0}\) as the symplectic Fourier coefficients of \(f\).

Remark 7. The main results of this section, namely Theorems 6.4, 6.5 and 6.8, are due to Feichtinger and Kozek [25]. The spirit of our approach is also the same as in [25] – we express operators as linear combinations of time-frequency shifts by applying methods from abstract harmonic analysis to their symbol with respect to some pseudodifferential calculus. Since the results form a natural and important part of the theory of Gabor g-frames, we choose to include detailed proofs. Our proofs differ slightly from those in [25] by using the Weyl symbol (rather than Kohn-Nirenberg symbol), which makes it particularly transparent that the Janssen representation is a Fourier series of operators (see Lemma 6.3). This fits well with our interpretation of \(\mathcal{F}_W\) as a Fourier transform. We also extend the results of [25] to trace class operators.

As our function and operator spaces we will use \(M^1(\mathbb{R}^{2d})\) and \(\mathcal{B}\) along with their duals. In the following lemma \(A(\mathbb{R}^{2d}/\Lambda)\) denotes the \(\Lambda\)-periodic functions \(f: \mathbb{R}^{2d} \to \mathbb{C}\) with symplectic Fourier coefficients \(\{c_{\lambda^0}\}_{\lambda^0 \in \Lambda^0}\) in \(\ell^1(\Lambda^0)\), with norm

\[
\|f\|_{A(\mathbb{R}^{2d}/\Lambda)} := \|\{c_{\lambda^0}\}\|_{\ell^1(\Lambda^0)}.
\]

\(A'(\mathbb{R}^{2d}/\Lambda)\) denotes its dual space of distributions with symplectic Fourier coefficients in \(\ell^\infty(\Lambda^0)\). The proofs of the two parts of the next lemma can be found in [22, Thm. 7] and [52, Prop. 13], respectively.

Lemma 6.1. Let \(\Lambda\) be a lattice and \(P_{\Lambda}\) be the periodization operator

\[
P_{\Lambda}f = \sum_{\lambda \in \Lambda} T_{\lambda}(f) \quad \text{for} \quad f \in M^1(\mathbb{R}^{2d}).
\]

(a) \(P_{\Lambda}\) is bounded and surjective from \(M^1(\mathbb{R}^{2d})\) onto \(A(\mathbb{R}^{2d}/\Lambda)\).

(b) The range of the Banach space adjoint operator \(P_{\Lambda}^*: A'(\mathbb{R}^{2d}/\Lambda) \to M^\infty(\mathbb{R}^{2d})\) is the set of \(\Lambda\)-periodic elements of \(M^\infty(\mathbb{R}^{2d})\).

Remark 8. (a) A distribution \(f \in M^\infty(\mathbb{R}^{2d})\) is \(\Lambda\)-periodic if \(T_{\lambda}(f) = f\) for any \(\lambda \in \Lambda\), where \(T_{\lambda}(f)\) is defined by \(\langle T_{\lambda}(f), g \rangle_{M^\infty, M^1} := \langle f, T_{-\lambda}(g) \rangle_{M^\infty, M^1}\) for \(g \in M^1(\mathbb{R}^{2d})\).

(b) If \(q : \mathbb{R}^{2d} \to \mathbb{R}^{2d}/\Lambda\) denotes the quotient map, then a simple calculation using Weil’s formula [311 (6.2.11)] shows that \(P_{\Lambda}^*(f) = \frac{1}{|\Lambda|} \cdot f \circ q\) for \(f \in A(\mathbb{R}^{2d}/\Lambda)\).

Since \(P_{\Lambda}f\) has absolutely summable symplectic Fourier coefficients when \(f \in M^1(\mathbb{R}^{2d})\) by Lemma 6.1, we can use Poisson’s summation formula to find its symplectic Fourier coefficients, see [38, Example 5.11] or [17, Thm. 3.6.3] for a proof.
Proposition 6.2 (Poisson summation formula). Let \( f \in M^1(\mathbb{R}^d) \). The symplectic Fourier coefficients of \( P_\Lambda f \) are \( \{ \frac{1}{|\Lambda|} \mathcal{F}_\sigma(f)(\lambda^o) \}_{\lambda^o \in \Lambda^o} \), i.e.
\[
P_\Lambda f(z) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_\sigma(f)(\lambda^o)e^{2\pi i \sigma(\lambda^o, z)}.
\]

To use this to obtain Fourier series of operators, we need the following simple lemma [16, Prop. 198].

Lemma 6.3. For any \( z = (x, \omega) \in \mathbb{R}^d \), the Weyl symbol of \( e^{-\pi i x \cdot \omega} \pi(z) \) is the function \( z' \mapsto e^{2\pi i \sigma(z, z')} \).

We will now consider Fourier series of operators arising as periodizations of operators in \( \mathcal{B} \), in other words a Poisson summation formula for operators. The second part of the result extends Janssen’s representation of multi-window Gabor frame operators to Gabor g-frame operators. As mentioned, this result is due to [25] who used it to prove the Janssen representation for multi-window Gabor frames. In this and following statements, we use the notation \( \lambda^o = (\lambda^o_x, \lambda^o_\omega) \) to denote the elements of \( \Lambda^o \).

Theorem 6.4 (Janssen’s representation of Gabor g-frame operators). Let \( S \in \mathcal{B} \) and \( \Lambda \) a lattice. Then
\[
\sum_{\lambda \in \Lambda} \alpha_\lambda(S) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_W(S)(\lambda^o)e^{-\pi i \lambda^o_x \cdot \lambda^o_\omega \pi(\lambda^o)}.
\]

In particular,
\[
\mathcal{G}_S = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_W(S^* S)(\lambda^o)e^{-\pi i \lambda^o_x \cdot \lambda^o_\omega \pi(\lambda^o)}.
\]

Moreover, if \( S \in \mathcal{B}_v \otimes v \), then \( \{ \alpha_{\lambda^o} \}_{\lambda^o \in \Lambda^o} \in \ell_1(\Lambda^o) \).

Proof. Recall that \( \alpha_\lambda \) corresponds to a translation of the Weyl symbol by \( \lambda \). Since the map sending operators in \( \mathcal{B}' \) to their Weyl symbols in \( M^\infty(\mathbb{R}^d) \) is weak*-to-weak*-continuous by Proposition 4.4 and \( \sum_{\lambda \in \Lambda} \alpha_\lambda(S) \) converges in the weak* topology of \( \mathcal{B}' \) by Proposition 5.3, the Weyl symbol \( f \) of \( \sum_{\lambda \in \Lambda} \alpha_\lambda(S) \) is
\[
f = \sum_{\lambda \in \Lambda} T_\lambda(a_S) \in M^\infty(\mathbb{R}^d),
\]
where \( a_S \) is the Weyl symbol of \( S \). Hence \( f = P_\Lambda a_S \). By the Poisson summation formula the symplectic Fourier series of \( f \) is given by
\[
f(z) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_\sigma(a_S)(\lambda^o)e^{2\pi i \sigma(\lambda^o, z)}
= \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_W(S)(\lambda^o)e^{2\pi i \sigma(\lambda^o, z)} \quad \text{by (13)}.
\]
By Proposition 4.4, \( F(W(S)) \in M^1(\mathbb{R}^{2d}) \), so \( \{ F_W(S)(\lambda^o) \} \in \ell^1(\Lambda^o) \) by Lemma 3.3 – hence the sum above converges absolutely in the norm of \( M^\infty(\mathbb{R}^{2d}) \). Taking the Weyl transform of this using Lemma 6.3, we see that

\[
\sum_{\lambda \in \Lambda} \alpha(\lambda) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} F_W(S)(\lambda^o) e^{-\pi i \lambda^o \cdot \lambda^o \pi(\lambda^o)}.
\]

For the last part, note that if \( S \in B_v \otimes v \), then \( F_W(S) \in W(L^1_v) \) by Proposition 4.2, and the result follows from Lemma 3.3. \( \square \)

\textbf{Example 6.1 (Multi-window Gabor frames).} For \( \{ \phi_n \}_{n=1}^N \subset M^1(\mathbb{R}^d) \), we saw in Example 5.1 that the frame operator of the multi-window Gabor system generated by \( \{ \phi_n \}_{n=1}^N \) equals \( S = \sum_{n=1}^N \xi_n \otimes \phi_n \), where \( \{ \xi_n \}_{n=1}^N \) is any orthonormal set in \( L^2(\mathbb{R}^d) \). Then

\[
S^*S = \sum_{n=1}^N \phi_n \otimes \phi_n \in B,
\]

so by [14]

\[
F_W(S^*S)(\lambda^o) = \sum_{n=1}^N F_W(\phi_n \otimes \phi_n)(\lambda^o) = \sum_{n=1}^N e^{\pi i \lambda^o \cdot \lambda^o} V_{\phi_n} \phi_n(\lambda^o).
\]

Therefore Theorem 6.4 gives that

\[
\mathcal{S}_S = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \sum_{n=1}^N V_{\phi_n} \phi_n(\lambda^o) \pi(\lambda^o),
\]

which is the Janssen representation for multi-window Gabor frames [20,10].

We can also prove that any periodic operator in \( B' \) has a Fourier series expansion. By considering Weyl symbols, this is essentially the fact that any \( \Lambda \)-periodic distribution \( f \in M^\infty(\mathbb{R}^{2d}) \) can be expanded in a symplectic Fourier series, which follows from the second part of Lemma 6.1. The result is due to [25].

\textbf{Theorem 6.5.} Let \( S \in B' \) be a \( \Lambda \)-periodic operator. Then there exists a unique sequence \( \{ c_{\lambda^o} \}_{\lambda^o \in \Lambda^o} \in \ell^\infty(\Lambda^o) \) such that

\[
S = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \lambda^o \pi(\lambda^o)},
\]

with weak* convergence in \( B' \). Furthermore, the map

\[
\{ c_{\lambda^o} \}_{\lambda^o \in \Lambda^o} \mapsto \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \lambda^o \pi(\lambda^o)}
\]

is weak*-to-weak*-continuous from \( \ell^\infty(\Lambda^o) \) to \( B' \).
Proof. We first show that series of the form \( \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o) \) converge in the weak* topology of \( B' \) when \( \{c_{\lambda^o}\} \in \ell^\infty(\Lambda^o) \). For \( \{c_{\lambda^o}\} \in \ell^\infty(\Lambda^o) \), we define an antilinear functional on \( B \) by

\[
\left\langle \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o), T \right\rangle_{B', B} := \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} \left\langle e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o), T \right\rangle_{B', B}.
\]

To see that this is a bounded functional, let \( a_T \) be the Weyl symbol of \( T \). Then

\[
\left| \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o), T \right|_{B', B} \leq \sum_{\lambda^o \in \Lambda^o} |c_{\lambda^o}| \left| \left\langle e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o), T \right\rangle_{B', B} \right| \leq \sum_{\lambda^o \in \Lambda^o} |c_{\lambda^o}| \left\| \mathcal{F}_W(T)(\lambda^o) \right\| \leq \left\| \{c_{\lambda^o}\} \right\|_{\ell^\infty(\Lambda^o)} \left\| \mathcal{F}_W(T) \right\|_{M^1} \text{ by Lem. 3.3}
\]

Hence \( \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o) \in B' \). The same calculation without absolute values shows that

\[
\left\langle \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o), T \right\rangle_{B', B} = \frac{1}{|A|} \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} \mathcal{F}_W(T)(\lambda^o),
\]

which implies that the map sending \( \{c_{\lambda^o}\} \) to this functional is in fact the Banach space adjoint of the map \( B \to \ell^1(\Lambda^o) \) given by \( T \to \{ \frac{1}{|A|} \mathcal{F}_W(T)(\lambda^o) \} \). In particular, the weak*-to-weak* continuity of the map \( \{c_{\lambda^o}\} \mapsto \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \xi^o} \pi(\lambda^o) \) follows, as does the weak* convergence of the sum.

The uniqueness also follows: the map \( B \to \ell^1(\Lambda^o) \) given by \( T \mapsto \{ \frac{1}{|A|} \mathcal{F}_W(T)(\lambda^o) \} \) is surjective by [22 Thm. 7 C)] hence its Banach space adjoint is injective. We then turn to finding \( \{c_{\lambda^o}\}_{\lambda^o \in \Lambda^o} \) such that (35) holds. Since \( S \) is a \( \Lambda \)-periodic operator in \( B \), its Weyl symbol \( a_S \) is a \( \Lambda \)-periodic distribution in \( M^\infty(\mathbb{R}^{2d}) \). By Lemma 6.1 there exists \( \hat{f} \in A'(\mathbb{R}^{2d}/\Lambda) \) such that \( P_A^o \hat{f} = a_S \), and we pick \( \{c_{\lambda^o}\}_{\lambda^o \in \Lambda^o} \) to be the symplectic Fourier coefficients of \( \hat{f} \). For any \( T \in B \) we have from (27) that

\[
\left\langle S, T \right\rangle_{B', B} = \langle a_S, a_T \rangle_{M^\infty, M^1} = \left\langle P_A^o \hat{f}, a_T \right\rangle_{M^\infty, M^1} = \left\langle \hat{f}, P_A a_T \right\rangle_{A'(\mathbb{R}^{2d}/\Lambda), A(\mathbb{R}^{2d}/\Lambda)} = \frac{1}{|A|} \left\langle \{c_{\lambda^o}\}, \{ \mathcal{F}_T(a_T)(\lambda^o) \} \right\rangle_{\ell^\infty(\Lambda^o), \ell^1(\Lambda^o)}.
\]
In the last equality we have used the Poisson summation formula to get that 
\( \{ \frac{1}{|\Lambda|} \mathcal{F}_\sigma(a_T)(\lambda^o) \}_{\lambda^o \in \Lambda^o} \) are the symplectic Fourier coefficients of \( P_\Lambda a_T \). By comparing this to (30) and using \( \mathcal{F}_W(T) = \mathcal{F}_\sigma(a_T) \) by (16), we have proved (35).

\[ \square \]

Remark 9. (a) The uniqueness part of the previous theorem amounts to a well-known fact: if \( \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} \pi(\lambda^o) = 0 \) for \( \{c_{\lambda^o}\}_{\lambda^o \in \Lambda^o} \in \ell^\infty(\Lambda^o) \), then \( c = 0 \).

Earlier proofs of this fact range from the rather complicated \([54]\) to the pleasantly elementary \([35]\). Our proof is similar to that in \([35]\), and comes with a simple interpretation: the Fourier coefficients of periodic operators are unique.

(b) If \( S \in \mathcal{B}' \) is \( \Lambda \)-periodic and its Weyl symbol \( a_S \) belongs to the space \( A(\mathbb{R}^{2d}/\Lambda) \) (i.e. its symplectic Fourier coefficients are absolutely summable), then there exists some \( P_S \in \mathcal{B} \) such that \( S = \sum_{\lambda^o \in \Lambda^o} \alpha_\lambda(P_S) \). This is \([25]\) Thm. 7.7.6, and follows from applying the surjectivity in part (a) of Lemma \( 6.4 \) to \( a_S \).

6.0.1. Poisson summation formula for trace class operators. When \( S \in \mathcal{T} \) the periodization \( \sum_{\lambda^o \in \Lambda^o} \alpha_\lambda(S) \) converges in \( \mathcal{B}' \) by Proposition \( 5.4 \) and by Theorem \( 6.5 \) there exists \( \{c_{\lambda^o}\} \in \ell^\infty(\Lambda^o) \) such that

\[ \sum_{\lambda^o \in \Lambda^o} \alpha_\lambda(S) = \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} e^{-\pi i \lambda^o \cdot \lambda^o} \pi(\lambda^o). \]

If \( S \in \mathcal{B} \), we know from Theorem \( 6.4 \) that \( c_{\lambda^o} \) is given by the samples of \( \mathcal{F}_W(S) \). However, even if \( S \in \mathcal{T} \setminus \mathcal{B} \), we know from the Riemann-Lebesgue lemma (15) that \( \mathcal{F}_W(S) \in C_0(\mathbb{R}^{2d}) \). Hence the samples of \( \mathcal{F}_W(S) \) are still well-defined, and we will use a continuity argument to show that \( c_{\lambda^o} = \mathcal{F}_W(S)(\lambda^o) \) also when \( S \in \mathcal{T} \setminus \mathcal{B} \).

Theorem 6.6 (Poisson summation formula for trace class operators). Let \( S \in \mathcal{T} \). Then

\[ \sum_{\lambda^o \in \Lambda^o} \alpha_\lambda(S) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_W(S)(\lambda^o)e^{-\pi i \lambda^o \cdot \lambda^o} \pi(\lambda^o), \]

with weak* convergence of both sums in \( \mathcal{B}' \).

Proof. Let \( \{S_n\}_{n \in \mathbb{N}} \subset \mathcal{B} \) be a sequence converging to \( S \) in the norm of \( \mathcal{T} \) using Lemma \( 4.3 \). By Theorem \( 6.4 \) we have for each \( n \in \mathbb{N} \) that

\[ \sum_{\lambda^o \in \Lambda^o} \alpha_\lambda(S_n) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} \mathcal{F}_W(S_n)(\lambda^o)e^{-\pi i \lambda^o \cdot \lambda^o} \pi(\lambda^o). \]

By Proposition \( 5.4 \) the left hand side of (37) converges to \( \sum_{\lambda^o \in \Lambda^o} \alpha_\lambda(S) \) in \( \mathcal{B}' \) as \( n \to \infty \). Then note that

\[ \|\mathcal{F}_W(S)|_{\Lambda^o} - \mathcal{F}_W(S_n)|_{\Lambda^o}\|_{\ell^\infty(\Lambda^o)} = \|\mathcal{F}_W(S - S_n)|_{\Lambda^o}\|_{\ell^\infty(\Lambda^o)} \leq \|S - S_n\|_{\mathcal{T}} \]

by (15), hence the samples \( \mathcal{F}_W(S_n)|_{\Lambda^o} \) converge to \( \mathcal{F}_W(S)|_{\Lambda^o} \) in \( \ell^\infty(\Lambda^o) \) as \( n \to \infty \). Combining this with the continuity statement in Theorem \( 6.5 \) we see that the
right hand side of (37) converges to $\frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} F_W(S)(\lambda^o) e^{-i \pi \lambda^o \cdot \lambda^o} \pi(\lambda^o)$ in $\mathcal{B}'$ as $n \to \infty$. As the limits of both sides of (37) must be equal, the result follows. □

6.1. The twisted Wiener’s lemma. The results in the previous section supplement the theory of the Fourier transform of operators, as introduced by Werner in [38], by showing that periodic operators have a Fourier series expansion. A classic result for Fourier series of functions is Wiener’s lemma: if a periodic function is invertible and has an absolutely convergent Fourier series, then its inverse has an absolutely convergent Fourier series. The same holds for operators, by a result due to Gröchenig and Leinert [34]. Recall that $v$ is a submultiplicative, symmetric GRS-weight – the GRS condition is crucial for this result.

Theorem 6.7. Assume that $S = \sum_{\lambda^o \in \Lambda^o} c_{\lambda^o} \pi(\lambda^o)$ for some sequence $\{c_{\lambda^o}\}_{\lambda^o \in \Lambda^o} \in \ell_1^d(\Lambda^o)$ and that $S$ is invertible on $L^2(\mathbb{R}^d)$. Then $S^{-1} = \sum_{\lambda^o} a_{\lambda^o} \pi(\lambda^o)$ for some sequence $\{a_{\lambda^o}\}_{\lambda^o \in \Lambda^o} \in \ell_1^d(\Lambda^o)$.

This has consequences for Gabor g-frames generated by an operator $S \in \mathcal{B}_{v \otimes v}$.

Corollary 6.7.1. Assume that $S \in \mathcal{B}_{v \otimes v}$ generates a Gabor g-frame over a lattice $\Lambda$. Then $\mathcal{G}_S^{-1} = \sum_{\lambda^o \in \Lambda^o} a(\lambda^o) \pi(\lambda^o)$ for a sequence $\{a_{\lambda^o}\}_{\lambda^o \in \Lambda^o} \in \ell_1^d(\Lambda^o)$.

Proof. $\mathcal{G}_S$ is invertible on $L^2(\mathbb{R}^d)$ as $S$ generates a Gabor g-frame. By the Janssen representation in Theorem 6.4 we can apply Theorem 6.7 to $\mathcal{G}_S$. □

6.2. Wexler-Raz and some conditions for Gabor g-frames. Recall that two operators $S, T \in \mathcal{HS}$ generate dual Gabor g-frames if $S$ and $T$ generate Gabor g-frames and

$$\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^*T) \psi = \psi \quad \text{for any } \psi \in L^2(\mathbb{R}^d).$$

A characterization of dual Gabor g-frames is given by a version of the Wexler-Raz biorthogonality conditions from [25]. We have extended the result in [25] to Hilbert Schmidt operators.

Theorem 6.8 (Wexler-Raz biorthogonality). Let $S, T \in \mathcal{HS}$ such that $S$ and $T$ satisfy the upper g-frame bound in (28). Then

$$\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^*T) \psi = \psi \quad \text{for any } \psi \in L^2(\mathbb{R}^d)$$

if and only if

$$F_W(S^*T)(\lambda^o) = |\Lambda| \delta_{\lambda^o,0} \quad \text{for } \lambda^o \in \Lambda^o.$$

Proof. Our assumption on $S$ and $T$ ensures that $D_{S^*T} = \sum_{\lambda} \alpha_{\lambda}(S^*T) \psi$ defines a bounded operator on $L^2(\mathbb{R}^d)$. Since $S, T \in \mathcal{HS}$, we have $S^*T \in \mathcal{T}$ and by the Janssen representation in Proposition 6.6

$$\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^*T) = \frac{1}{|\Lambda|} \sum_{\lambda^o \in \Lambda^o} F_W(S^*T)(\lambda^o) e^{-i \pi \lambda^o \cdot \lambda^o} \pi(\lambda^o).$$
Equation (38) states that the left hand side is the identity operator $\pi(0)$, and the uniqueness part of Theorem 6.5 implies that this is true if and only if (39) holds.

Note that under the assumptions of Theorem 6.8, both $S^*$ and $T$ generate Gabor g-frames by Proposition 6.1. As first noted in [25], the theorem reproduces the familiar Wexler-Raz biorthogonality conditions for Gabor frames.

**Example 6.2.** Consider two sets of $N$ functions $\{\phi_n\}_{n=1}^N, \{\psi_n\}_{n=1}^N \subset L^2(\mathbb{R}^d)$. As in Example 5.1, we associate an operator to each of these systems:

$$S = \sum_{n=1}^N \xi_n \otimes \phi_n, \quad T = \sum_{n=1}^N \xi_n \otimes \psi_n,$$

where $\{\xi_n\}_{n=1}^N$ is an orthonormal system in $L^2(\mathbb{R}^d)$. Assume that the multi-window Gabor systems generated by $\{\phi_n\}_{n=1}^N$ and $\{\psi_n\}_{n=1}^N$ are Bessel systems, i.e.

$$\sum_{n=1}^N \sum_{\lambda \in \Lambda} |V_{\phi_n}(\psi(\lambda))|^2 \lesssim \|\psi\|^2_{L^2} \quad \text{for any } \psi \in L^2(\mathbb{R}^d),$$

and the same inequality for $\psi_n$. It is a simple exercise to show that this condition implies that $S$ and $T$ satisfy the upper g-frame bound, so Theorem 6.8 applies.

Note that $S^*T = \sum_{n=1}^N \phi_n \otimes \psi_n$, and $F_W(S^*T)(z) = e^{\pi i x \cdot \omega} \sum_{n=1}^N V_{\psi_n} \phi_n(z)$ by (14). We also find using (13) that

$$\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^*T) \eta = \sum_{\lambda \in \Lambda} V_{\psi_n} \eta(\lambda) \pi(\lambda) \phi_n \quad \text{for } \eta \in L^2(\mathbb{R}^d).$$

Hence Theorem 6.8 says that

$$\eta = \sum_{\lambda \in \Lambda} V_{\psi_n} \eta(\lambda) \pi(\lambda) \phi_n \quad \text{for } \eta \in L^2(\mathbb{R}^d)$$

if and only if

$$\sum_{n=1}^N V_{\psi_n} \phi_n(\lambda^0) = |\Lambda| \delta_{\lambda^0,0} \quad \text{for } \lambda^0 \in \Lambda^0.$$

This is the usual version of the Wexler-Raz biorthogonality conditions for multi-window Gabor frames.

We note some simple consequences of Theorem 6.8.

**Corollary 6.8.1.** (a) Let $S \in \mathcal{B}$. If there exists $T \in \mathcal{B}$ such that $F_W(S^*T)(0) \neq 0$ and $F_W(S^*T)(\lambda^0) = 0$ for $\lambda^0 \neq 0$, then $S$ generates a Gabor g-frame.

(b) Let $S \in \mathcal{B}$. If there exist $\phi, \psi \in M^1(\mathbb{R}^d)$ such that

$$V_{\phi}(S^*\psi)(\lambda^0) = |\Lambda| \delta_{\lambda^0,0} \quad \text{for } \lambda^0 \in \Lambda^0,$$

then $S$ generates a Gabor g-frame.
(c) If \( S \in \mathcal{B} \) satisfies \( \Lambda^o \cap \{ z' - z'' : z', z'' \in \text{supp}(\mathcal{F}_W(S)) \} = \{0\} \), then \( S \) generates a tight Gabor g-frame.

**Proof.** (a) Define \( \tilde{T} = \frac{[\Lambda]}{\mathcal{F}_W(S^x T(0))} T \). Then \( S \) and \( \tilde{T} \) satisfy the conditions in Theorem 6.8 and the result follows from Proposition 5.1.

(b) Let \( T = \psi \otimes \phi \). Then \( S^x T = (S^x \psi) \otimes \phi \). Since \( \mathcal{F}_W((S^x \psi) \otimes \phi)(x, \omega) = e^{\pi i x \cdot \omega} \psi(x) \) by (14), the result follows from Theorem 6.8 and part (a).

(c) It is well-known (see [25, 49]) that

\[
\mathcal{F}_W(S^x S)(z) = \int_{\mathbb{R}^{2d}} \mathcal{F}_W(S^x)(z-z')\mathcal{F}_W(S)(z')e^{\pi i z \cdot z'} \, dz',
\]

where the right hand side is the so-called twisted convolution of \( \mathcal{F}_W(S^x) \) with \( \mathcal{F}_W(S) \). A simple calculation reveals that \( \mathcal{F}_W(S^x S)(z) = \overline{\mathcal{F}_W(W)(-z)} \), hence

\[
\mathcal{F}_W(S^x S)(z) = \int_{\mathbb{R}^{2d}} \overline{\mathcal{F}_W(S)(z-z')}\mathcal{F}_W(S)(z')e^{\pi i z \cdot z'} \, dz'.
\]

One easily deduces that a necessary condition for \( \mathcal{F}_W(S^x S)(z) \) to be non-zero is that \( z = z' - z'' \), where both \( z', z'' \in \text{supp}(\mathcal{F}_W(S)) \), hence the condition in the statement ensures that \( \mathcal{F}_W(S^x S)(\lambda^o) = 0 \) for \( \lambda^o \neq 0 \). In addition, \( \mathcal{F}_W(S^x S)(0) = \text{tr}(S^x S) = \|S\|^2_{HS} > 0 \). Therefore \( \tilde{S} = \frac{[\Lambda]}{\|S\|^2_{HS}} S \) satisfies

\[
\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^x \tilde{S}) \psi = \psi
\]

for any \( \psi \in L^2(\mathbb{R}^d) \) by Theorem 6.4, which implies that

\[
\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^x S) \psi = \frac{\|S\|^2_{HS}}{|\Lambda|} \psi.
\]

\( \square \)

**Remark 10.** (a) The condition in part (c) above can be satisfied if \( S \) is an under-spread operator (as defined by Kozek [44, 48]), with \( \text{supp}(\mathcal{F}_W(S)) \subset B_R(0) \) for some small \( R > 0 \), where \( B_R(0) \subset \mathbb{R}^{2d} \) is the ball of radius \( R \) centered at 0. In this case \( \{ z' - z'' : z', z'' \in \text{supp}(\mathcal{F}_W(S)) \} \subset B_{2R}(0), \) so by picking sufficiently small \( R \) the condition in the corollary can be satisfied. Such \( S \) may easily be constructed, for instance by picking a smooth bump function \( f \in M^1(\mathbb{R}^{2d}) \) supported in \( B_R(0) \) — since \( \mathcal{F}_W \) is bijective from \( \mathcal{B} \) to \( M^1(\mathbb{R}^{2d}) \), there exists some \( S \in \mathcal{B} \) with \( \mathcal{F}_W(S) = f \). By a result of Janssen [11] this simple construction will never work for Gabor frames: there is no rank-one operator \( S = \psi \otimes \phi \) such that \( \mathcal{F}_W(S)(x, \omega) = e^{\pi i x \cdot \omega} \psi(x) \) has compact support.

(b) If \( \Lambda \) is a separable lattice \( \Lambda = \alpha \mathbb{Z}^d \times \beta \mathbb{Z}^d \) for \( \alpha, \beta \in \mathbb{R} \), then \( \Lambda^o = \frac{1}{\beta} \mathbb{Z}^d \times \frac{1}{\alpha} \mathbb{Z}^d \). It follows from the Janssen representation that if \( \mathcal{F}_W(S^x S)(\frac{m}{\beta}, \frac{n}{\alpha}) = 0 \) whenever
0 \neq m \in \mathbb{Z}^d$, then the g-frame operator is simply the multiplication operator
\[
\psi(t) \mapsto \left( \frac{1}{\alpha \beta} \sum_{n \in \mathbb{Z}^d} \mathcal{F}_W(S^* S) \left(0, \frac{n}{\alpha}\right) e^{2\pi in \cdot t/\alpha} \right) \psi(t).
\]

If $S$ is a rank-one operator $\phi \otimes \phi$, this can be achieved by picking compactly supported $\phi$—this leads to the painless nonorthogonal expansions of \cite{10}.

The Wexler-Raz conditions sometimes allow us to deduce that $S$ and $T$ generate dual Gabor g-frames, or, when $S = T$, that $S$ generates a tight Gabor g-frame. The Janssen representation also implies another test for deciding when $S \in \mathcal{B}$ generates a (not necessarily tight) Gabor g-frame. This is well-known for Gabor frames, see \cite[Thm. 3.2.1]{18}.  

**Proposition 6.9.** Let $S \in \mathcal{B}$, and assume that \[ \sum_{0 \neq \lambda^0 \in \Lambda^0} |\mathcal{F}_W(S^* S)(\lambda^0)| < \|S\|^2_{HS}. \]
Then $S$ generates a Gabor g-frame.

**Proof.** By the Janssen representation and $\mathcal{F}_W(S^* S)(0) = \text{tr}(S^* S) = \|S\|^2_{HS} > 0$, 

\[
\mathcal{G}_S = \frac{1}{|\Lambda|} \sum_{\lambda^0 \in \Lambda^0} \mathcal{F}_W(S^* S)(\lambda^0) e^{-\pi i \lambda^0 \cdot \xi_0} \pi(\lambda^0) = \frac{\|S\|^2_{HS}}{|\Lambda|} \left( I + \sum_{0 \neq \lambda^0 \in \Lambda^0} \frac{\mathcal{F}_W(S^* S)(\lambda^0)}{\|S\|^2_{HS}} e^{-\pi i \lambda^0 \cdot \xi_0} \pi(\lambda^0) \right),
\]
so $\mathcal{G}_S$ has a bounded inverse on $L^2(\mathbb{R}^d)$ if and only if $A$ has a bounded inverse. As \[
\|A - I\|_{L^2} \leq \sum_{0 \neq \lambda^0 \in \Lambda^0} \frac{|\mathcal{F}_W(S^* S)(\lambda^0)|}{\|S\|^2_{HS}} < 1,
\]
by assumption, the Neumann theorem \cite[Thm. A.3]{33} implies that $A$ has a bounded inverse on $L^2(\mathbb{R}^d)$. \hfill \Box

**Corollary 6.9.1.** Let $0 \neq S \in \mathcal{B}$ and $\Lambda$ a lattice. There exists $N \in \mathbb{N}$ such that $S$ generates a Gabor g-frame over the lattice $\frac{1}{N} \Lambda$.

**Proof.** Since $\sum_{\lambda^0 \in \Lambda} |\mathcal{F}_W(S^* S)(\lambda^0)| < \infty$ by Theorem 6.4, there exists $K \in \mathbb{N}$ with \[
\sum_{|\lambda^0| > K} |\mathcal{F}_W(S^* S)(\lambda^0)| < \|S\|^2_{HS}.
\]
Let $N \in \mathbb{N}$ be the smallest integer such that $|\lambda^0| > K/N$ for any $0 \neq \lambda^0 \in \Lambda^0$, and consider the lattice $\Gamma = \frac{1}{N} \Lambda$. Then $\Gamma^0 = N \Lambda^0 \subset \Lambda^0$. By definition, the non-zero elements $\gamma^0 \in \Gamma^0$ are all of the form $\gamma^0 = N \lambda^0$. In particular, they satisfy $|\gamma^0| > K$ and $\gamma^0 \in \Lambda^0$. Therefore \[
\sum_{0 \neq \gamma^0 \in \Gamma^0} |\mathcal{F}_W(S^* S)(\gamma^0)| \leq \sum_{|\lambda^0| > K} |\mathcal{F}_W(S^* S)(\lambda^0)| < \|S\|^2_{HS},
\]
hence $S$ generates a Gabor g-frame with respect to $\Gamma = \frac{1}{N} \Lambda$ by Proposition 6.9.

7. Gabor G-frames and Modulation Spaces

It is a well-known fact that if a function $\phi \in M_p^1(\mathbb{R}^d)$ generates a Gabor frame, then the $\ell_p^m(\Lambda)$-norm of the coefficients $\{V_\phi \psi(\lambda)\}_{\lambda \in \Lambda}$ is an equivalent norm to $\|\psi\|_{M_p^m}$. To extend this result to Gabor g-frames, we will need to introduce some appropriate Banach spaces. Once this is done, our proofs will mainly proceed by reducing the statement for Gabor g-frames to the statement for Gabor frames, which may be found in the standard reference [33].

For $p \in [1, \infty]$ and a $v$-moderate weight $m$ we define the space $\ell_p^m(\Lambda; L^2)$ to be the Banach space of sequences $\{\psi_\lambda\}_{\lambda \in \Lambda} \subset L^2(\mathbb{R}^d)$ such that

$$\|\{\psi_\lambda\}\|_{\ell_p^m(\Lambda; L^2)} := \left(\sum_{\lambda \in \Lambda} \|\psi_\lambda\|_{L^2}^p m(\lambda)^p\right)^{1/p} < \infty.$$  

For $p = \infty$ the sum is replaced by a supremum in the usual way. For $m \equiv 1$ we write $\ell_p^m(\Lambda; L^2) = \ell_p(\Lambda; L^2)$. The dual space of $\ell_p^m(\Lambda; L^2)$ for $p < \infty$ is $\ell_q^{\prime/m}(\Lambda; L^2)$ with

$$\langle \{\phi_\lambda\}, \{\psi_\lambda\}\rangle_{\ell_q^{\prime/m}(\Lambda; L^2), \ell_p^m(\Lambda; L^2)} = \sum_{\lambda \in \Lambda} \langle \phi_\lambda, \psi_\lambda\rangle_{L^2}$$

for $\{\phi_\lambda\}_{\lambda \in \Lambda} \in \ell_q^{\prime/m}(\Lambda; L^2)$, $\{\psi_\lambda\}_{\lambda \in \Lambda} \in \ell_p^m(\Lambda; L^2)$. It is clear from the definitions that finite sequences $\{\psi_\lambda\}_{\lambda \in \Lambda}$ (meaning that $\psi_\lambda \neq 0$ for finitely many $\lambda$) are dense in $\ell_p^m(\Lambda; L^2)$ for $p < \infty$ and weak*-dense in $\ell_\infty^m(\Lambda; L^2)$.

Remark 11. The norm $\|\{\psi_\lambda\}\|_{\ell_p^m(\Lambda; L^2)}$ equals $\|\{m(\lambda) \cdot \psi_\lambda\}\|_{L^p(\Lambda; L^2)}$, where $L^p(\Lambda, L^2)$ is a vector-valued $L^p$-space with $\Lambda$ equipped with counting measure. Since $m(\lambda) > 0$ for any $\lambda \in \Lambda$, we may immediately translate results from the theory of vector-valued $L^p$-spaces, see Chapter 1 of [37], into statements about $\ell_p^m(\Lambda; L^2)$. In particular, they are Banach spaces and the duality (40) follows from [37] Prop. 1.3.3.

We have already met the space $\ell^2(\Lambda; L^2)$, and seen that $C_S$ is bounded from $L^2(\mathbb{R}^d)$ into $\ell^2(\Lambda; L^2)$ when $S$ generates a Gabor g-frame. The next result shows that this result can be generalized to other $p$ and $m$ when $S \in B_{v \otimes v}$.

**Theorem 7.1.** If $S \in B_{v \otimes v}$ and $p \in [1, \infty]$, then the analysis operator $C_S$ is bounded from $M_p^m(\mathbb{R}^d)$ to $\ell_p^m(\Lambda; L^2)$ with operator norm $\|C_S\|_{M_p^m \to \ell_p^m(\Lambda; L^2)} \lesssim \|S\|_{B_{v \otimes v}}$ where the implicit constant is independent of $p$ and $m$.

**Proof.** Let

$$S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)},$$
be a decomposition as in part (a) of Proposition 4.1. Then
\[
\|\alpha(S)\psi\|_{L^2}^2 = \left\| \left( \sum_{n \in \mathbb{N}} \pi(\lambda) \phi_n^{(1)} \otimes \pi(\lambda) \phi_n^{(2)} \right) \psi \right\|_{L^2}^2
\]
\[
\leq \sum_{n \in \mathbb{N}} |V_{\phi_n^{(2)}}(\lambda)| \cdot \|\pi(\lambda) \phi_n^{(1)}\|_{L^2}
\]
\[
= \sum_{n \in \mathbb{N}} |V_{\phi_n^{(2)}}(\lambda)| \cdot \|\phi_n^{(1)}\|_{L^2} \lesssim \sum_{n \in \mathbb{N}} |V_{\phi_n^{(2)}}(\lambda)| \cdot \|\phi_n^{(1)}\|_{M^1_\infty},
\]
where the last inequality uses $M^1_\infty(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$. Then assume that $p < \infty$, and use the inequality above and the triangle inequality for $\ell^p_m(\Lambda)$ to get
\[
\left( \sum_{\lambda \in \Lambda} \|\alpha_S(\lambda)\psi\|_{L^2}^p m(\lambda)^p \right)^{1/p} \lesssim \left( \sum_{\lambda \in \Lambda} \left( \sum_{n \in \mathbb{N}} |V_{\phi_n^{(2)}}(\lambda)| \cdot \|\phi_n^{(1)}\|_{M^1_\infty} \right)^p m(\lambda)^p \right)^{1/p}
\]
\[
= \left\| \sum_{n \in \mathbb{N}} \left\{ |V_{\phi_n^{(2)}}(\lambda)| \cdot \|\phi_n^{(1)}\|_{M^1_\infty} \right\}_{\lambda \in \Lambda} \right\|_{\ell^p_m(\Lambda)}
\]
\[
\leq \sum_{n \in \mathbb{N}} \left\| \left\{ |V_{\phi_n^{(2)}}(\lambda)| \cdot \|\phi_n^{(1)}\|_{M^1_\infty} \right\}_{\lambda \in \Lambda} \right\|_{\ell^p_m(\Lambda)}
\]
\[
= \sum_{n \in \mathbb{N}} \|\phi_n^{(1)}\|_{M^1_\infty} \left\| \left\{ |V_{\phi_n^{(2)}}(\lambda)| \right\}_{\lambda \in \Lambda} \right\|_{\ell^p_m(\Lambda)}
\]
\[
\lesssim \|\psi\|_{M^p_m} \sum_{n \in \mathbb{N}} \|\phi_n^{(1)}\|_{M^1_\infty} \|\phi_n^{(2)}\|_{M^1_\infty} \quad \text{by Lemma 3.3.4}
\]
The norm inequality $\|C_S\|_{\text{op}} \lesssim \|S\|_{B_{v\otimes v}}$ then follows from part (b) of Proposition 4.1. For $p = \infty$, we use Lemma 3.3.4 to find that for any $\lambda \in \Lambda$
\[
\|\alpha_S(S)\psi\|_{L^2} \cdot m(\lambda) \lesssim \sum_{n \in \mathbb{N}} |V_{\phi_n^{(2)}}(\lambda)| \cdot m(\lambda) \cdot \|\phi_n^{(1)}\|_{M^1_\infty} \leq \|\psi\|_{M^p_m} \sum_{n \in \mathbb{N}} \|\phi_n^{(2)}\|_{M^1_\infty} \|\phi_n^{(1)}\|_{M^1_\infty}.
\]

\[
Thm 7.2. If $S \in B_{v\otimes v}$ and $p \in [1, \infty]$, then the synthesis operator $D_S$ is bounded from $\ell^p_m(\Lambda; L^2)$ to $M^p_m(\mathbb{R}^d)$, with operator norm $\|D_S\|_{\ell^p_m(\Lambda; L^2) \to M^p_m} \lesssim \|S\|_{B_{v\otimes v}}$ independent of $p$ and $m$. For $\{\psi_{\lambda}\}_{\lambda \in \Lambda} \in \ell^p_m(\Lambda; L^2)$, the expansion
\[
D_S(\{\psi_{\lambda}\}) = \sum_{\lambda \in \Lambda} \alpha_S(S \ast \psi_{\lambda})
\]
converges unconditionally in $M^p_m(\mathbb{R}^d)$ for $p < \infty$ and in the weak* topology of $M^\infty_{1/m}(\mathbb{R}^d)$ for $p = \infty$.\]
Proof. First assume that \( p < \infty \), and let \( \{ \psi_\lambda \}_{\lambda \in \Lambda} \) be a finite sequence. Using Proposition 4.1 we write \( S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)} \). Then one finds using (13) that

\[
D_S(\{ \psi_\lambda \}) = \sum_{\lambda \in \Lambda} \sum_{n \in \mathbb{N}} V_{\phi_n}^{(1)} \psi_\lambda(\lambda) \pi(\lambda) \phi_n^{(2)}
\]

Interchanging the order of summation is allowed as the finiteness of the sum over \( \lambda \) implies absolute convergence in \( M^p_m(\mathbb{R}^d) \): by parts (c) and (e) of Proposition 3.2

\[
\| \pi(\lambda) \phi_n^{(2)} \|_{M^p_m} \leq v(\lambda) \| \phi_n^{(2)} \|_{M^1_m},
\]

and by Cauchy-Schwarz and \( M^1_m(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \)

\[
|V_{\phi_n}^{(1)} \psi_\lambda(\lambda)| = |\langle \psi_\lambda, \pi(\lambda) \phi_n^{(1)} \rangle_L^2| \leq \| \psi_\lambda \|_{L^2} \| \phi_n^{(1)} \|_{M^1_m}. \tag{41}
\]

Hence the absolute convergence follows by

\[
\sum_{n \in \mathbb{N}} \sum_{\lambda \in \Lambda} |V_{\phi_n}^{(1)} \psi_\lambda(\lambda)| \cdot \| \pi(\lambda) \phi_n^{(2)} \|_{M^p_m} \leq \sum_{n \in \mathbb{N}} \sum_{\lambda \in \Lambda} \| \psi_\lambda \|_{L^2} \| \phi_n^{(1)} \|_{M^1_m} \cdot v(\lambda) \cdot \| \phi_n^{(2)} \|_{M^1_m}
\]

\[
= \left( \sum_{\lambda \in \Lambda} \| \phi_n^{(1)} \|_{M^1_m} \| \phi_n^{(2)} \|_{M^1_m} \right) \left( \sum_{\lambda \in \Lambda} \| \psi_\lambda \|_{L^2} v(\lambda) \right) < \infty.
\]

Now apply the \( M^p_m \)-norm to our expression for \( D_S(\{ \psi_\lambda \}) \). When passing to the second line, we use [33] Thm. 12.2.4, which is the Gabor frame version of the statement we are proving, and the implicit constant is independent of \( p \) and \( m \).

\[
\| D_S(\{ \psi_\lambda \}) \|_{M^p_m} \leq \sum_{n \in \mathbb{N}} \left\| \sum_{\lambda \in \Lambda} V_{\phi_n}^{(1)} \psi_\lambda(\lambda) \pi(\lambda) \phi_n^{(2)} \right\|_{M^p_m}
\]

\[
\leq \sum_{n \in \mathbb{N}} \| \phi_n^{(2)} \|_{M^1_m} \| V_{\phi_n}^{(1)} \psi_\lambda \|_{\ell^m_m(\Lambda)}
\]

\[
\leq \sum_{n \in \mathbb{N}} \| \phi_n^{(1)} \|_{M^1_m} \| \phi_n^{(2)} \|_{M^1_m} \| \{ \| \psi_\lambda \|_{L^2} \} \|_{\ell^m_m(\Lambda)} \text{ by (11)}
\]

\[
= \| \{ \psi_\lambda \} \|_{\ell^m_m(\Lambda; L^2)} \sum_{n \in \mathbb{N}} \| \phi_n^{(2)} \|_{M^1_m} \| \phi_n^{(1)} \|_{M^1_m}. \nonumber
\]

Since finite sequences are dense in \( \ell^m_m(\Lambda; L^2) \), this shows that \( D_S \) extends to a bounded operator \( \ell^p_m(\Lambda; L^2) \to M^p_m(\mathbb{R}^d) \) and \( \| D_S \|_{\ell^m_m(\Lambda; L^2) \to M^p_m} \leq \| S \|_{B_{\phi \otimes \psi}} \) follows from part (b) of Proposition 4.1. The same proof works for \( p = \infty \) when replacing the sum with a supremum. For the unconditional convergence for \( p < \infty \), let
As the sum $\sum_{\lambda \in J} |\alpha_{\lambda}(S^{*})\psi_{\lambda}|_{M_{m}(\mathbb{R}^{d})}^{p}$ converges by assumption, the estimate above shows that for any $\epsilon > 0$ we can find a finite subset $J_{\epsilon} \subset \Lambda$ such that $\|D_{S}(\{\psi_{\lambda}\}) - \sum_{\lambda \in J_{\epsilon}} \alpha_{\lambda}(S^{*})\psi_{\lambda}\|_{M_{m}^{p}}^{p} < \epsilon$ whenever $J_{\epsilon} \subset J$. It follows that $\sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^{*})\psi_{\lambda}$ converges to $D_{S}(\{\psi_{\lambda}\})$ in the sense that the net of partial sums converges, which implies unconditional convergence \cite[Prop. 5.3.1]{myref}.

If $p = \infty$, let $\phi \in M_{v}^{1}(\mathbb{R}^{d})$. Then

$$
\sum_{\lambda \in \Lambda} |\langle \alpha_{\lambda}(S^{*})\psi_{\lambda}, \phi \rangle|_{M_{1}^{\infty}(M_{1}^{M})} = \sum_{\lambda \in \Lambda} |\langle \psi_{\lambda}, \alpha_{\lambda}(S)\phi \rangle|_{L^{2}} \quad \text{by Prop. 4.1 (c)}
$$

$$
\leq \sum_{\lambda \in \Lambda} \|\psi_{\lambda}\|_{L^{2}} \|1/\nu(\lambda)\|_{L^{2}} \|\alpha_{\lambda}(S)\phi\|_{L^{2}} \quad \text{by Cauchy-Schwarz}
$$

$$
\leq \|\{\psi_{\lambda}\}\|_{\ell_{1}(\Lambda;L^{d})} \|C_{S}(\phi)\|_{\ell_{1}(\Lambda;L^{d})}
$$

$$
\lesssim \|\{\psi_{\lambda}\}\|_{\ell_{1}(\Lambda;L^{d})} \|S\|_{B_{v}(\nu)} \|\phi\|_{M_{v}^{1}} \quad \text{by Theorem 7.1}
$$

Hence the sum $\sum_{\lambda \in \Lambda} \langle \alpha_{\lambda}(S^{*})\psi_{\lambda}, \phi \rangle_{M_{1}^{\infty}(M_{1}^{M})}$ converges absolutely for $\phi \in M_{v}^{1}(\mathbb{R}^{d})$.

When $p < \infty$, $\{\psi_{\lambda}\}_{\lambda \in \Lambda} \in \ell_{m}^{p}(\Lambda;L^{2})$ and $\phi \in M_{m}^{p}(\mathbb{R}^{d})$, one finds that

$$
\langle \phi, D_{S}(\{\psi_{\lambda}\}) \rangle_{M_{1/m}^{M},M_{m}^{p}} = \left\langle \phi, \sum_{\lambda \in \Lambda} \alpha_{\lambda}(S^{*})\psi_{\lambda} \right\rangle_{M_{1/m}^{M},M_{m}^{p}}
$$

$$
= \sum_{\lambda \in \Lambda} \langle \phi, \alpha_{\lambda}(S^{*})\psi_{\lambda} \rangle_{M_{1/m}^{M},M_{m}^{p}}
$$

$$
= \sum_{\lambda \in \Lambda} \langle \alpha_{\lambda}(S)\phi, \psi_{\lambda} \rangle_{L^{2}} \quad \text{by Prop. 4.1 (c) and Moyal’s identity}
$$

$$
= \langle C_{S}(\phi), \{\psi_{\lambda}\}_{\lambda \in \Lambda} \rangle_{\ell_{m}^{p}(\Lambda;L^{d}),\ell_{m}^{p}(\Lambda;L^{d})}.
$$

In the same way, when $\{\psi_{\lambda}\}_{\lambda \in \Lambda} \in \ell_{m}^{p}(\Lambda;L^{2})$ and $\phi \in M_{m}^{p}(\mathbb{R}^{d})$, one shows that

$$
\langle D_{S}(\{\psi_{\lambda}\}), \phi \rangle_{M_{1/m}^{M},M_{m}^{p}} = \langle \{\psi_{\lambda}\}, C_{S}(\phi) \rangle_{\ell_{m}^{p}(\Lambda;L^{d}),\ell_{m}^{p}(\Lambda;L^{d})}.
$$

These calculations and the fact that Banach space adjoints are weak*-to-weak*-continuous imply the following result.
Corollary 7.2.1. Let $p < \infty$. The analysis operator
$$C_S : M^p_{1/m}(\mathbb{R}^d) \rightarrow \ell^p_{1/m}(\Lambda; L^2)$$
is the Banach space adjoint of the synthesis operator
$$D_S : \ell^p_m(\Lambda; L^2) \rightarrow M^p_{1/m}(\mathbb{R}^d).$$
Similarly, the synthesis operator $D_S : \ell^p_m(\Lambda; L^2) \rightarrow M^p_{1/m}(\mathbb{R}^d)$ is the Banach space adjoint of the analysis operator $C_S : M^p_{1/m}(\mathbb{R}^d) \rightarrow \ell^p_m(\Lambda; L^2)$. In particular, both $C_S : M^p_{1/m}(\mathbb{R}^d) \rightarrow \ell^p_{1/m}(\Lambda; L^2)$ and $D_S : \ell^p_{1/m}(\Lambda; L^2) \rightarrow M^p_{1/m}(\mathbb{R}^d)$ are weak*-to-weak*-continuous.

Using the Janssen representation, we deduced in Corollary 6.7.1 that if $S \in B_{v \otimes v}$ generates a Gabor g-frame, then $S^{-1}$ has a representation
$$S^{-1} = \frac{1}{|\Lambda|} \sum_{\lambda \in \Lambda^o} c_{\lambda^o} \pi(\lambda^o)$$
for some sequence $\{c_{\lambda^o}\} \in \ell^1_{v}(\Lambda^o)$. Since $\pi(\lambda^o)$ is bounded on any modulation space $M^p_m(\mathbb{R}^d)$ by Proposition 3.2, we find that $S^{-1}$ extends to a bounded operator on any modulation space by
$$\|S^{-1} \psi\|_{M^p_m} \leq \frac{1}{|\Lambda|} \sum_{\lambda \in \Lambda^o} |c_{\lambda^o}| \|\pi(\lambda^o) \psi\|_{M^p_m} \lesssim \sum_{\lambda^o \in \Lambda^o} |c_{\lambda^o}| v(\lambda^o) \|\psi\|_{M^p_m} = \|\psi\|_{M^p_m} \|\{c_{\lambda^o}\}\|_{\ell^1_{v}(\Lambda^o)}.$$

Then recall that the canonical dual Gabor g-frame is generated by the operator $S \Sigma^{-1}_S$. The next result shows that $S \Sigma^{-1}_S$ also satisfies the assumptions of Theorems 7.1 and 7.2.

Proposition 7.3. If $S \in B_{v \otimes v}$ generates a Gabor g-frame, then $S \Sigma^{-1}_S \in B_{v \otimes v}$.

Proof. Let
$$S = \sum_{n \in \mathbb{N}} \phi^{(1)}_n \otimes \phi^{(2)}_n,$$
be a decomposition of $S$ from Proposition 4.1. For $\psi \in L^2(\mathbb{R}^d)$, this implies that
$$S \Sigma^{-1}_S \psi = \sum_{n \in \mathbb{N}} \langle \Sigma^{-1}_S \psi, \phi^{(2)}_n \rangle_{L^2} \phi^{(1)}_n = \sum_{n \in \mathbb{N}} \langle \psi, \Sigma^{-1}_S \phi^{(2)}_n \rangle_{L^2} \phi^{(1)}_n,$$
where we have used that $\Sigma^{-1}_S$ is positive and therefore self-adjoint. Hence
$$S \Sigma^{-1}_S = \sum_{n \in \mathbb{N}} \phi^{(1)}_n \otimes (\Sigma^{-1}_S \phi^{(2)}_n),$$
and this decomposition converges absolutely in $\mathcal{B}_{v\otimes v}$ since
\[
\sum_{n \in \mathbb{N}} \|\phi_{n}^{(1)} \otimes (\mathcal{S}_S^{-1} \phi_{n}^{(2)})\|_{\mathcal{B}_{v\otimes v}} = \sum_{n \in \mathbb{N}} \|\phi_{n}^{(1)}\|_{M_1} \|\mathcal{S}_S^{-1} \phi_{n}^{(2)}\|_{M_1} \lesssim \sum_{n \in \mathbb{N}} \|\phi_{n}^{(1)}\|_{M_1} \|\phi_{n}^{(2)}\|_{M_1} < \infty
\]
by the aforementioned boundedness of $\mathcal{S}_S^{-1}$: $M_1^v(\mathbb{R}^d) \to M_1^1(\mathbb{R}^d)$.

**Corollary 7.3.1.** Assume that $S \in \mathcal{B}_{v\otimes v}$ generates a Gabor g-frame. For any $\psi \in M_p^m(\mathbb{R}^d)$, the expansions
\[
\psi = D_S C_{S\mathcal{S}_S^{-1}} \psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(S^*)\alpha_\lambda(S\mathcal{S}_S^{-1}) \psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(S\mathcal{S}_S^{-1}) \psi,
\]
\[
\psi = D_{S\mathcal{S}_S^{-1}} C_S \psi = \sum_{\lambda \in \Lambda} \alpha_\lambda((S\mathcal{S}_S^{-1})^*)\alpha_\lambda(S) \psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(S\mathcal{S}_S^{-1} S^*) \psi
\]
converge unconditionally in $M_p^m(\mathbb{R}^d)$ for $p < \infty$ and in the weak* topology of $M_{1/v}^\infty(\mathbb{R}^d)$ for $p = \infty$.

**Proof.** We prove the result for $D_S C_{S\mathcal{S}_S^{-1}}$, the same proof works for $D_{S\mathcal{S}_S^{-1}} C_S$. From the previous proposition, we know that $S,S\mathcal{S}_S^{-1} \in \mathcal{B}_{v\otimes v}$. In particular we know from Theorem 7.2 that $D_S$ is bounded from $\ell_p^m(\Lambda; L^2)$ to $M_p^m(\mathbb{R}^d)$, and that $C_{S\mathcal{S}_S^{-1}}$ is bounded from $M_p^m(\mathbb{R}^d)$ to $\ell_p^m(\Lambda; L^2)$. Hence $D_S C_{S\mathcal{S}_S^{-1}}$ is bounded on $M_p^m(\mathbb{R}^d)$. If $p < \infty$, then the expansions in the statement converge unconditionally by Theorem 7.2.

We know that $D_S C_{S\mathcal{S}_S^{-1}}$ is the identity operator on $L^2(\mathbb{R}^d)$ from Section 5.2.1 and as $M_1^v(\mathbb{R}^d) \subset L^2(\mathbb{R}^d)$ is dense in $M_p^m(\mathbb{R}^d)$ by Proposition 3.2 it follows that $D_S C_{S\mathcal{S}_S^{-1}}$ is the identity operator on $M_p^m(\mathbb{R}^d)$, so the expansions converge to $\psi$.

For $p = \infty$ the last part of the argument must be slightly modified: $M_1^v(\mathbb{R}^d)$ is only weak*-dense in $M_1^\infty(\mathbb{R}^d)$, so to conclude that $D_S C_{S\mathcal{S}_S^{-1}}$ is the identity operator on $M_1^\infty(\mathbb{R}^d)$ we need to use that $D_S C_{S\mathcal{S}_S^{-1}}$ is weak*-to-weak*-continuous on $M_1^\infty(\mathbb{R}^d)$ by Corollary 7.2.1.

**Corollary 7.3.2.** Assume that $S \in \mathcal{B}_{v\otimes v}$ generates a Gabor g-frame. There exist constants $C, D$ depending on $v$ and $\Lambda$ such that for any $1 \leq p \leq \infty$ and $v$-moderate weight $m$ we have
\[
C\|\psi\|_{M_p^m} \leq \left(\sum_{\lambda \in \Lambda} \|\alpha_\lambda(S)\|_{L^2} m(\lambda)^p\right)^{1/p} \leq D\|\psi\|_{M_p^m},
\]
and $\psi \in M_1^\infty(\mathbb{R}^d)$ belongs to $M_p^m(\mathbb{R}^d)$ if and only if $\sum_{\lambda \in \Lambda} \|\alpha_\lambda(S)\|_{L^2} m(\lambda)^p < \infty$.

For $p = \infty$ the sum is replaced by a supremum in the usual way.
Proof. By Theorem 7.1 we have
\[
\left( \sum_{\lambda \in \Lambda} \| \alpha(S) \|_{L^2}^p m(\lambda)^p \right)^{1/p} = \| C_S \psi \|_{L^p_\Lambda(L^2)} \lesssim \| \psi \|_{M_p^N}
\]
as $C_S$ is bounded. On the other hand, Corollary 7.3.1 says that
\[
\| \psi \|_{M_p^N} = \| D_{S \mathcal{G}^{-1}_S} C_S \psi \|_{M_p^N} \lesssim \| C_S \psi \|_{L^p_\Lambda(L^2)} = \left( \sum_{\lambda \in \Lambda} \| \alpha(S) \|_{L^2}^p m(\lambda)^p \right)^{1/p},
\]
where we have used that $D_{S \mathcal{G}^{-1}_S} : \ell^p_m(\Lambda; L^2) \to M_p^N(\mathbb{R}^d)$ is bounded by Proposition 7.3 and Theorem 7.2.

Finally, if $\sum_{\lambda \in \Lambda} \| \alpha(S) \|_{L^2}^p m(\lambda)^p < \infty$, then $C_S(\psi) \in \ell^p_m(\Lambda; L^2)$. As $D_{S \mathcal{G}^{-1}_S}$ is bounded $\ell^p_m(\Lambda; L^2) \to M_p^N(\mathbb{R}^d)$, its follows from $\psi = D_{S \mathcal{G}^{-1}_S} C_S \psi$ that $\psi \in M_p^N(\mathbb{R}^d)$. \hfill \Box

Remark 12. In this section we have assumed $S \in \mathcal{B}_{c\otimes v}$, but the result also holds for operators $S \in \mathcal{T}$ that can be written
\[
S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \phi_n^{(2)}
\]
where $\sum_{n \in \mathbb{N}} \| \phi_n^{(2)} \|_{M^N_1} < \infty$ and \( \{ \phi_n^{(1)} \}_{n \in \mathbb{N}} \) is orthonormal in $L^2(\mathbb{R}^d)$. The proofs of Theorems 7.1 and 7.2 still work, giving the upper bound $\sum_{n \in \mathbb{N}} \| \phi_n^{(2)} \|_{M^N_1}$ for the operator norms of $C_S$ and $D_S$ (in the original proofs we use $\| \phi_n^{(1)} \|_{L^2} \lesssim \| \phi_n^{(1)} \|_{M^N_1}$, using $\| \phi_n^{(1)} \|_{L^2} = 1$ instead leads to this modified result). Since $S^* S = \sum_{n \in \mathbb{N}} \phi_n^{(2)} \otimes \phi_n^{(2)} \in \mathcal{B}$, we can still use the Janssen representation to get that $\mathcal{S}^{-1}_S$ is bounded on $M^N_1(\mathbb{R}^d)$, and the proof of Proposition 7.3 shows that
\[
S \mathcal{G}^{-1}_S = \sum_{n \in \mathbb{N}} \phi_n^{(1)} \otimes \mathcal{S}^{-1}_S \phi_n^{(2)},
\]
hence $S \mathcal{G}^{-1}_S$ is of the same form. The proofs of the corollaries above still work without change. In particular, this shows that our treatment of multi-window Gabor frames in Example 5.1 is compatible with the theory of this section.

7.1. Another characterization of Gabor g-frames and multi-window Gabor frames of eigenfunctions. The norm equivalences in Corollary 7.3.2 were proved for localization operators in [19,20]. This section is mainly a reinterpretation and slight extension of the results in [20] in terms of Gabor g-frames – the main result is Theorem 7.6 which shows that a surprising characterization of Gabor frames from [35] holds for Gabor g-frames. We first need to understand the singular value decomposition of operators in $\mathcal{B}_{c\otimes v}$. The following is due to [20] when $S$ is a localization operator, and their proof also works with very minor changes for general $S \in \mathcal{B}_{c\otimes v}$. We have therefore moved it to an appendix.
Lemma 7.4. Assume that \( S \in \mathcal{B}_{\mathcal{S}^\Lambda} \). There exist orthonormal systems \( \{ \xi_n \}_{n \in \mathbb{N}} \) and \( \{ \varphi_n \}_{n \in \mathbb{N}} \) in \( L^2(\mathbb{R}^d) \) and a sequence of non-negative numbers \( \{ s_n \}_{n \in \mathbb{N}} \in \ell^1(\mathbb{N}) \) with
\[
S = \sum_{n \in \mathbb{N}} s_n \xi_n \otimes \varphi_n
\] as an operator on \( L^2(\mathbb{R}^d) \). Furthermore, \( \varphi_n, \xi_n \in M^1_\alpha(\mathbb{R}^d) \) whenever \( s_n \neq 0 \), and for \( \lambda \in \Lambda \) the expansion
\[
\alpha_\lambda(S) \psi = \sum_{n \in \mathbb{N}} s_n \langle \psi, \pi(\lambda) \varphi_n \rangle_{M^1_{\alpha(\Lambda)}; M^1_\alpha} \pi(\lambda) \xi_n
\] holds even for \( \psi \in M^\infty_\alpha(\mathbb{R}^d) \), with convergence of the sum in \( L^2(\mathbb{R}^d) \).

Remark 13. The singular value decomposition in Lemma 7.4 should be compared to the decomposition from Proposition 4.1. There is one clear advantage to the singular value decomposition in Lemma 7.4, namely that the systems \( \{ \xi_n \}_{n \in \mathbb{N}} \) and \( \{ \varphi_n \}_{n \in \mathbb{N}} \) are orthonormal. The disadvantage of the singular value decomposition in Lemma 7.4 is that, unlike the decomposition from Proposition 4.1, it does not necessarily converge absolutely in the norm of \( \mathcal{B}_{\mathcal{S}^\Lambda} \). In other words, we cannot guarantee that \( \sum_{n \in \mathbb{N}} s_n \| \xi_n \|_{M^1_\alpha} \| \varphi_n \|_{M^1_\alpha} < \infty \). This was recently proved in [1], solving a problem first posed by Hans Feichtinger.

The following result is used in the proof of [20, Lem. 9] for localization operators \( S \). Their proof, slightly modified to allow general \( S \in \mathcal{B} \), is moved to an appendix.

Proposition 7.5. Assume that \( S \in \mathcal{B} \) and let \( \{ \varphi_n \}_{n \in \mathbb{N}} \) be as in Lemma 7.4. If \( C_S : M^\infty(\mathbb{R}^d) \to \ell^\infty(\Lambda; L^2) \) is injective, then there is some \( N \in \mathbb{N} \) such that \( \{ \varphi_n \}_{n=1}^N \subseteq M^1_\alpha(\mathbb{R}^d) \) generate a multi-window Gabor frame and \( s_n > 0 \) for \( n \leq N \).

For Gabor frames, the following theorem is one of the main results of [35], and the reader who has consulted the proof of Proposition 7.5 may have noted that the Gabor frame-version of the statement is the key to the proof of that proposition.

Theorem 7.6. Let \( S \in \mathcal{B} \). \( S \) generates a Gabor g-frame if and only if \( C_S : M^\infty(\mathbb{R}^d) \to \ell^\infty(\Lambda; L^2) \) is injective.

Proof. If \( S \) generates a Gabor g-frame, \( D_{S\xi} C_S \) is the identity operator on \( M^\infty(\mathbb{R}^d) \) by Corollary 7.3.1 hence \( C_S \) is injective. Then assume that \( C_S \) is injective. Since \( S \in \mathcal{B} \), Corollary 5.4.1 says that the upper g-frame bound in (28) is satisfied. For the lower bound, Lemma 7.4 and Proposition 7.5 say that \( S = \sum_{n \in \mathbb{N}} s_n \xi_n \otimes \varphi_n \) where \( \{ \varphi_n \}_{n=1}^N \subseteq M^1_\alpha(\mathbb{R}^d) \) generate a multi-window Gabor frame for some \( N \in \mathbb{N} \). Note that
\[
\| \alpha_\lambda(S) \psi \|_{L^2} = \langle \alpha_\lambda(S) \psi, \alpha_\lambda(S) \psi \rangle_{L^2} = \langle \alpha_\lambda(S^* S) \psi, \psi \rangle_{L^2}.
\] By the decomposition \( S = \sum_{n \in \mathbb{N}} s_n \xi_n \otimes \varphi_n \), and orthonormality of \( \{ \xi_n \}_{n \in \mathbb{N}} \), we get
\[
\alpha_\lambda(S^* S) = \sum_{n \in \mathbb{N}} s_n^2 \pi(\lambda) \varphi_n \otimes \pi(\lambda) \varphi_n.
\]
hence
\[
\sum_{\lambda \in \Lambda} \| \alpha_\lambda(S) \psi \|_{L^2}^2 = \sum_{\lambda \in \Lambda} \left( \sum_{n \in \mathbb{N}} s_n^2 V_{\varphi_n} \psi(\lambda) \pi(\lambda) \varphi_n, \psi \right)_{L^2} \\
= \sum_{\lambda \in \Lambda} \sum_{n \in \mathbb{N}} s_n^2 |V_{\varphi_n} \psi(\lambda)|^2 \\
\geq \sum_{\lambda \in \Lambda} \sum_{n=1}^N s_n^2 |V_{\varphi_n} \psi(\lambda)|^2 \\
\gtrsim \| \psi \|_{L^2}^2,
\]
since \( \{ \varphi_n \}_{n=1}^N \) generate a multi-window Gabor frame and \( s_n > 0 \) for \( n \leq N \). 

7.2. Localization operators and time-frequency partitions. The methods from the previous section were used in [19, 20] to prove the norm equivalence in Corollary 7.3.2 for the localization operators \( A^\varphi_h \) in Example 5.2, i.e. assuming \( 0 \neq \varphi \in M_p^1(\mathbb{R}^d) \) and \( h \in L^1_v(\mathbb{R}^{2d}) \) a non-negative function satisfying
\[
A^\prime \leq \sum_{\lambda \in \Lambda} h(z - \lambda) \leq B^\prime \quad \text{for all} \quad z \in \mathbb{R}^{2d}
\]
for some \( A^\prime, B^\prime > 0 \). Their proof consists of applying Proposition 7.5 to obtain multi-window Gabor frames of eigenfunctions of localization operators to reduce the statement to the fact that multi-window Gabor frames give equivalent norms for \( M^p_n(\mathbb{R}^d) \). Since inserting \( p = 2 \) and \( m \equiv 1 \) in Corollary 7.3.2 gives the Gabor g-frame inequality, this means in particular that these localization operators generate Gabor g-frames.

Remark 14. Obtaining multi-window Gabor frames consisting of eigenfunctions of localization operators is itself an interesting result. Dörfler and Romero [21] use techniques from [55] to obtain frames consisting of eigenfunctions of localization operators in more general settings. If \( S = A^\varphi_{\chi_\Omega} \), then \( \alpha_\lambda(S) = A^\varphi_{\chi_{\Omega+\lambda}} \). In this sense, applying \( \alpha_\lambda \) corresponds to covering \( \mathbb{R}^{2d} \) by shifts of \( \Omega \), and the results of [21] consider much more general coverings of \( \mathbb{R}^{2d} \) when \( S \) is a localization operator.

In order to apply the machinery of Section 7 to localization operators \( A^\varphi_h \), we need to show that \( A^\varphi_h \in B_{v \otimes v} \). The next proposition shows that this is true if we assume the stronger condition \( h \in L^1_v(\mathbb{R}^{2d}) \).

**Proposition 7.7.** Let \( \varphi \in M^1_p(\mathbb{R}^d) \) and \( h \in L^1_v(\mathbb{R}^{2d}) \). Then \( A^\varphi_h \in B_{v \otimes v} \).

**Proof.** It is a straightforward calculation to check that the kernel of \( A^\varphi_h \) is
\[
k_{A^\varphi_h}(x, \omega) = \int_{\mathbb{R}^{2d}} h(t, \xi) (M_\xi T_i \varphi)(x) (M_{-\xi} T_i \overline{\varphi})(\omega) \, dt d\xi.
\]
For each \( t \) and \( \xi \), the function \( M_\varepsilon T_\varepsilon \varphi(x) = (\pi(t, \xi) \varphi \otimes \pi(t, -\xi)\overline{\varphi})(x, \omega) \) belongs to \( M_{v \otimes v}^1 \) by (17) and part (e) of Proposition 3.2 with
\[
\| \pi(t, \xi) \varphi \otimes \pi(t, -\xi)\overline{\varphi} \|_{M_{v \otimes v}^1} = \| \varphi(t, \xi) \|_{M^1_v} \| \pi(t, -\xi)\overline{\varphi} \|_{M^1_v} \leq v(t, \xi)^2 \| \varphi \|^2_{M^1_v},
\]
where we have used that \( v \) is symmetric in each coordinate. Hence
\[
\int_{\mathbb{R}^d} \| h(t, \xi) (\pi(t, \xi) \varphi \otimes \pi(t, -\xi)\overline{\varphi}) \|_{M_{v \otimes v}^1} \, dt d\xi \leq \| \varphi \|^2_{M^1_v} \int_{\mathbb{R}^d} |h(t, \xi)| v(t, \xi)^2 \, dt d\xi < \infty,
\]
so the integral \( \int_{\mathbb{R}^d} h(t, \xi) (\pi(t, \xi) \varphi \otimes \pi(t, -\xi)\overline{\varphi}) \, dt d\xi \) is a convergent Bochner integral in \( M_{v \otimes v}^1(\mathbb{R}^{2d}) \), thus \( k_{A^\varepsilon_{\Omega}} \in M_{v \otimes v}^1(\mathbb{R}^{2d}) \).

The setting \( S = A^\varepsilon_{\Omega} \) allows us to interpret many objects and results for Gabor g-frames in a natural way, in particular when \( h = \chi_{\Omega} \in L^2(\mathbb{R}^{2d}) \) is the characteristic function of some compact \( \Omega \subset \mathbb{R}^d \). Since one has the well-known inversion formula
\[
\psi = \int_{\mathbb{R}^d} V_\varepsilon \psi(z) \pi(z) \varphi \, dz \quad \text{whenever } \| \varphi \|_{L^2} = 1,
\]
one interprets
\[
A^\varepsilon_{\Omega} \psi = \int_{\Omega} V_\varepsilon \psi(z) \pi(z) \varphi \, dz
\]
as the part of \( \psi \) that "lives in \( \Omega \) in the time-frequency plane" [8]. For brevity, we call \( A^\varepsilon_{\Omega} \psi \) the \( \Omega \)-component of \( \psi \). Since \( \alpha_\lambda(A^\varepsilon_{\Omega}) = A^\varepsilon_{\lambda(\Omega^c)} \), we see that \( \alpha_\lambda(A^\varepsilon_{\Omega}) \psi \) is the \( \lambda + \Omega \)-component of \( \psi \), where \( \lambda + \Omega = \{ \lambda + z : z \in \Omega \} \). The corresponding analysis operator
\[
C_{A^\varepsilon_{\Omega}}(\psi) = \left\{ A^\varepsilon_{\lambda(\Omega^c)} \psi \right\}_{\lambda \in \Lambda}
\]
therefore analyzes \( \psi \) by considering its \( \lambda + \Omega \)-components as \( \lambda \) varies over \( \Lambda \).

When \( A^\varepsilon_{\chi_{\Omega^c}} \) actually generates a Gabor g-frame, Corollary 7.3.2 says that summability conditions on the \( L^2 \)-norm of the \( \lambda + \Omega \)-components of \( \psi \) precisely captures the modulation space norms of \( \psi \), as first proved by [19] [20]. Furthermore, Corollary 7.3.4 shows us how \( \psi \) may be reconstructed from its \( \lambda + \Omega \)-components. By that result, there exists some \( R := A^\varepsilon_{\chi_{\Omega^c}} \otimes A^{-1}_{\chi_{\Omega}} \in B_{v \otimes v} \) such that
\[
(44) \quad \psi = \sum_{\lambda \in \Lambda} \alpha_\lambda(R) \left( A^\varepsilon_{T_\lambda(\Omega)} \psi \right),
\]
with unconditional convergence in whatever modulation space \( M^p_{\infty}(\mathbb{R}^d) \), \( p < \infty \), that \( \psi \) belongs to. By Remark 3 there is also a Cohen’s class distribution associated with \( A^\varepsilon_{\chi_{\Omega^c}} \), namely
\[
Q_{(A^\varepsilon_{\chi_{\Omega^c}})^2}(\psi)(z) = \| A^\varepsilon_{T_\lambda(\Omega)} \psi \|^2_{L^2}.
\]
This Cohen’s class distributions has an obvious interpretation: \( \| A^\varepsilon_{T_\lambda(\Omega)} \psi \|^2_{L^2} \) measures the size of the \( z + \Omega \)-component of \( \psi \). By (29) one has the equality
\[
Q_{(A^\varepsilon_{\chi_{\Omega^c}})^2}(\psi)(z) = \| A^\varepsilon_{T_\lambda(\Omega)} \psi \|^2_{L^2}.
\]
\[ \int_{\mathbb{R}^{2d}} \| A_T^x (\partial_\xi) \psi \|_{L^2}^2 \, dz = \| A_T^x \|_{\mathcal{HS}}^2 \| \psi \|_{L^2}^2. \]

This is a continuous version of the Gabor g-frame inequality (28) for localization operators, in the same way that Moyal’s identity is the continuous version of the Gabor frame inequality.

It should be remarked that one usually associates a different Cohen’s class distribution (independently of \( \Omega \)) with localization operators \( A_T^x \), namely the spectrogram \( |V_{\psi} \psi(z)|^2 \) [50, Example 8.1].

Remark 15. (a) Let us clarify the relation between our results and those of [20].

As mentioned, Corollary 7.3.2 was proved in [20] for localization operators \( A_T^x \) satisfying the conditions in Example 5.2 without the notion of Gabor g-frames. The statements in Section 7.1 may all be deduced from proofs in [20], and we have merely reinterpreted them as natural statements about Gabor g-frames. Proposition 7.7 says that if we assume \( h \in L^1_v(\mathbb{R}^{2d}) \) – a stronger condition than \( h \in L^1_v(\mathbb{R}^{2d}) \) as assumed in [20] – then \( A_T^x \) satisfies the assumptions for the other results in Section 7. In particular, we get the inversion formula (44).

(b) The discussion above generalizes without change to other Gabor g-frames \( \{ \alpha_\lambda S \}_{\lambda \in \Lambda} \), but the natural interpretation of \( \| \alpha_\lambda(S) \|_{L^2}^2 \) above does not necessarily hold when \( S \) is not a localization operator.

8. SINGULAR VALUE DECOMPOSITION AND MULTI-WINDOW GABOR FRAMES

From the very first paper published on g-frames [57], it has been known that g-frames correspond to ordinary frames when a basis is chosen for the Hilbert spaces involved. By the singular value decomposition, any \( S \in \mathcal{HS} \) may be expanded as

\[ S = \sum_{n \in \mathbb{N}} \xi_n \otimes \varphi_n, \]

where \( \{ \xi_n \}_{n \in \mathbb{N}} \) is an orthonormal basis for \( L^2(\mathbb{R}^d) \) and \( \sum_{n \in \mathbb{N}} \| \varphi_n \|_{L^2}^2 < \infty \). For \( \psi \in L^2(\mathbb{R}^d) \) we find using (13) that

\[ \| \alpha_\lambda(S) \psi \|_{L^2}^2 = \left( \sum_{n \in \mathbb{N}} V_{\varphi_n} \psi(\lambda) \pi(\lambda) \xi_n \right) \left( \sum_{m \in \mathbb{N}} V_{\varphi_m} \psi(\lambda) \pi(\lambda) \xi_m \right)_{L^2} \]

\[ = \sum_{m, n \in \mathbb{N}} V_{\varphi_n} \psi(\lambda) V_{\varphi_m} \psi(\lambda) \langle \pi(\lambda) \xi_n, \pi(\lambda) \xi_m \rangle_{L^2} \]

\[ = \sum_{n \in \mathbb{N}} |V_{\varphi_n} \psi(\lambda)|^2. \]
By comparing this with the definition (28) of a Gabor g-frame, we see that $S$ generates a Gabor g-frame if and only if there exist $A, B > 0$ such that

$$A \|\psi\|_{L^2}^2 \leq \sum_{\lambda \in \Lambda} \sum_{n \in \mathbb{N}} |V_{\varphi_n}(\varphi)|^2 \leq B \|\psi\|_{L^2}^2 \quad \text{for any } \psi \in L^2(\mathbb{R}^d),$$

in other words, if and only if the functions $\{\varphi_n\}_{n \in \mathbb{N}}$ generate a multi-window Gabor frame with countably many windows. Combining this with Proposition 7.5, we obtain the following result on multi-window Gabor frames with countably many generators.

**Theorem 8.1.** Assume that $\{\varphi_n\}_{n \in \mathbb{N}} \subset M^1(\mathbb{R}^d)$ such that $\sum_{n \in \mathbb{N}} \|\varphi_n\|_{M^1} < \infty$. If $\{\varphi_n\}_{n \in \mathbb{N}}$ generates a multi-window Gabor frame for $L^2(\mathbb{R}^d)$, i.e. there exist $A, B > 0$ such that

$$(45) \quad A \|\psi\|_{L^2}^2 \leq \sum_{\lambda \in \Lambda} \sum_{n \in \mathbb{N}} |V_{\varphi_n}(\psi)|^2 \leq B \|\psi\|_{L^2}^2 \quad \text{for any } \psi \in L^2(\mathbb{R}^d),$$

then there exists $N \in \mathbb{N}$ such that $\{\varphi_n\}_{n=1}^N$ generates a multi-window Gabor frame for $L^2(\mathbb{R}^d)$.

**Proof.** Let $\{\xi_n\}_{n \in \mathbb{N}}$ be an orthonormal basis for $L^2(\mathbb{R}^d)$ such that $\|\xi_n\|_{M^1} \leq C$ for some $C > 0$ – for instance a Wilson basis [33 Prop. 12.3.8]. Then let

$$S = \sum_{n \in \mathbb{N}} \xi_n \otimes \varphi_n.$$ 

By our assumptions $\sum_{n \in \mathbb{N}} \|\varphi_n\|_{M^1} < \infty$ and $\|\xi_n\|_{M^1} \leq C$, this sum converges absolutely in $B$. Hence $S \in B$. By the arguments preceding this theorem, (45) ensures that $S$ generates a Gabor g-frame. Hence Theorem 7.6 and Proposition 7.5 give the existence of $N \in \mathbb{N}$ such that $\{\varphi_n\}_{n=1}^N$ generates a multi-window Gabor frame for $L^2(\mathbb{R}^d)$. \[\square\]

**Remark 16.** The fact that Gabor g-frames correspond to multi-window Gabor frames with countably many generators, suggests that the duality theory of Gabor g-frames (in the sense of Ron-Shen duality, see [33]) is covered by the approach in [39], where multi-window Gabor frames with countably many generators are considered.
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2Proposition 7.5 assumes that $\varphi_n$ come from the singular value decomposition, but this is not used in the proof besides using Lemma 7.4 to ensure that the decomposition into rank-one operators converges.
Appendix A. Proofs from section 7.1

Proof of Lemma 7.2. The existence of \( \{ \xi_n \}_{n \in \mathbb{N}}, \{ \varphi_n \}_{n \in \mathbb{N}} \) and \( \{ s_n \}_{n \in \mathbb{N}} \) with these properties is the singular value decomposition for trace class operators – see chapter 3.2 of [6]. To see that \( \xi_n \in M_1^\varphi(\mathbb{R}^d) \), note that Proposition 1.1 says that \( S : M_{1/v}^\varphi(\mathbb{R}^d) \to M_1^\varphi(\mathbb{R}^d) \). From [12] one obtains that \( M_1^\varphi(\mathbb{R}^d) \ni S \varphi_n = s_n \varphi_n \), which forces \( \xi_n \in M_1^\varphi(\mathbb{R}^d) \) if \( s_n \neq 0 \). Since \( S^* \in \mathcal{B}_{v \otimes v} \) by Proposition 1.1 the same argument as above gives that \( M_1^\varphi(\mathbb{R}^d) \ni S^* \xi_n = s_n \varphi_n \), so \( \varphi_n \in M_1^\varphi(\mathbb{R}^d) \).

We prove the expansion (43) for \( \lambda = 0 \), without loss of generality. If \( \psi \in M_{1/v}^\varphi(\mathbb{R}^d) \), we know from Proposition 1.1 that \( S \psi \in M_1^\varphi(\mathbb{R}^d) \subset L^2(\mathbb{R}^d) \). Thus we may find \( \gamma \in L^2(\mathbb{R}^d) \) such that

\[
S \psi = \sum_{n \in \mathbb{N}} \langle S \psi, \xi_n \rangle_{L^2} \xi_n + \gamma,
\]

where \( \gamma \perp \xi_n \) for each \( n \in \mathbb{N} \). The sum converges in \( L^2(\mathbb{R}^d) \) as \( S \psi \in L^2(\mathbb{R}^d) \) and the set \( \{ \xi_n \}_{n \in \mathbb{N}} \) is orthonormal. By Moyal’s identity and Proposition 4.1, we get

\[
\langle S \psi, \xi_n \rangle_{L^2} = \langle S^* \varphi_n, \xi_n \rangle_{M_{1/v}^\varphi} = \langle \psi, S^* \xi_n \rangle_{M_{1/v}^\varphi} = s_n \langle \psi, \varphi_n \rangle_{M_{1/v}^\varphi},
\]

hence we have shown

\[
S \psi = \sum_{n \in \mathbb{N}} s_n \langle \psi, \varphi_n \rangle_{M_{1/v}^\varphi} \xi_n + \gamma,
\]

and it simply remains to show that \( \gamma = 0 \). Note that \( \| \gamma \|^2_{L^2} = \langle S \psi, \gamma \rangle_{L^2} \). As is shown in the proof of [20] Cor. 7], we can pick a sequence \( \{ \psi_i \}_{i \in \mathbb{N}} \) in \( L^2(\mathbb{R}^d) \) that converges to \( \psi \) in the weak* topology of \( M_{1/v}^\varphi(\mathbb{R}^d) \). Then \( \langle S \psi_i, \gamma \rangle_{L^2} = 0 \), since [42] shows that \( S \psi_i \) can be expanded in terms of the \( \xi_n \), and \( \gamma \) is orthogonal to each \( \xi_n \). However, \( S \) maps weak*-convergent sequences in \( M_{1/v}^\varphi(\mathbb{R}^d) \) into norm convergent sequences in \( M_1^\varphi(\mathbb{R}^d) \), hence \( S \psi_i \to S \psi \) in \( L^2(\mathbb{R}^d) \) and

\[
0 = \langle S \psi_i, \gamma \rangle_{L^2} \to \langle S \psi, \gamma \rangle_{L^2} = \| \gamma \|_{L^2},
\]

which completes the proof. \( \square \)

Proof of Proposition 7.3. Let \( N_0 \leq \infty \) be the number of non-zero singular values of \( S \). Assume that, for any \( N \leq N_0 \), \( \{ \varphi_n \}_{n=1}^N \) does not generate a multi-window Gabor frame. Consider the set

\[
\mathcal{W}_N = \{ \eta \in M^\infty(\mathbb{R}^d) : \langle \eta, \pi(\lambda) \varphi_n \rangle_{M^\infty, M_1} = 0 \text{ for any } \lambda \in \Lambda, n = 1, ..., N \}.
\]

By [20] Lem. 3, \( \mathcal{W}_N \) is a non-trivial subspace of \( M^\infty(\mathbb{R}^d) \), and by [20] Lem. 10, the intersection of all \( \mathcal{W}_N \) for \( N \leq N_0 \) is a non-trivial subspace of \( M^\infty(\mathbb{R}^d) \). Let \( \eta \) be a non-zero element from this intersection, meaning that

\[
\langle \eta, \pi(\lambda) \varphi_n \rangle_{M^\infty, M_1} = 0 \text{ for any } \lambda \in \Lambda, n \leq N_0.
\]

By (13), we have that \( \alpha_\lambda(S) \eta = \sum_{n=1}^{\infty} s_n \langle \eta, \pi(\lambda) \varphi_n \rangle_{M^\infty, M_1} \pi(\lambda) \xi_n = 0 \) for any \( \lambda \in \Lambda \), since \( \langle \eta, \pi(\lambda) \varphi_n \rangle_{M^\infty, M_1} = 0 \) for \( n \leq N_0 \) and \( s_n = 0 \) for all other \( n \). This means
that $C_S \eta = 0$. By Corollary 7.3.1, $D_S S^{-1} C_S$ is the identity operator on $M^\infty(\mathbb{R}^d)$, and in particular $C_S$ is injective on $M^\infty(\mathbb{R}^d)$. Thus $\eta = 0$, which contradicts our assumption. Hence there is an $N \leq N_0$ such that $\{\varphi_n\}_{n=1}^N$ generates a multi-window Gabor frame. Since $N \leq N_0$, Lemma 7.4 says that $\{\varphi_n\}_{n=1}^N \subset M^1_v(\mathbb{R}^d)$. □
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