Partial Updates: Losing Information for Freshness
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Abstract—We consider an information updating system where a source produces updates as requested by a transmitter. The transmitter further processes these updates in order to generate partial updates, which have smaller information compared to the original updates, to be sent to a receiver. We study the problem of generating partial updates, and finding their corresponding real-valued codeword lengths, in order to minimize the average age experienced by the receiver, while maintaining a desired level of mutual information between the original and partial updates. This problem is NP hard. We relax the problem and develop an alternating minimization based iterative algorithm that generates a pmf for the partial updates, and the corresponding age-optimal real-valued codeword length for each update. We observe that there is a tradeoff between the attained average age and the mutual information between the original and partial updates.

I. INTRODUCTION

We consider a system where a transmitter updates a receiver while keeping the information at the receiver as fresh as possible. We use the metric of age of information (AoI) to quantify the freshness of information. We define the instantaneous age at the receiver as the time elapsed since the most recently received update was generated at the transmitter. The AoI has been widely studied in queuing systems, energy harvesting and scheduling problems, multihop multicast networks, source and channel coding problems, and so on [1]–[40].

In our model, shown in Fig. 1, a source generates updates as soon as requested by a transmitter. After an update is generated by the source, the transmitter further processes it to generate a partial update, and assigns a codeword to it using a binary alphabet. The transmitter sends this codeword to the receiver through a noiseless channel. Thus, the transmission time, i.e., the service time, for a partial update is equal to its codeword length. The average service time is equal to the expected codeword length, but the average age depends on both the first and second moments of the codeword lengths. Our goal is to optimize the partial update generation process, and the following codebook design, to minimize the age while maintaining a desired level of fidelity for the partial updates.

References that are most closely related to our work are [32]–[35], [41], [42]. Reference [32] considers age-optimal block code design and relates age to error exponents. Reference [33] considers the problem of assigning codewords to updates to minimize the average peak age. Reference [34] considers the problem of assigning real-valued codeword lengths to updates to minimize average age, and shows that Shannon codes can be used with a modified pmf to achieve asymptotically optimal performance. Reference [41] considers the problem of selectively encoding a given number of most probable updates while dropping the remaining least probable updates, and shows that this may yield better age performance than encoding all of the realizations. Reference [42] considers the problem of sending an empty status update in the selective encoding scheme of [41] to partially inform the receiver about the dropped updates, i.e., once an empty status update is received, the receiver knows that one of the dropped updates is realized but does not know which one specifically. Finally, reference [35] introduces the concept of partial updates where both the information content and the transmission time are reduced compared to the original updates.

In this paper, we consider the problem of generating partial updates from the original updates, in a way to minimize the average age, while keeping the information content of the partial updates at a desired level. In order to quantify the information similarity between the original updates X and the partial updates ˆX, we use the mutual information between X and ˆX. Since I(X; ˆX) = H(X) − H(X| ˆX) = H( ˆX) as the partial updates ˆX are functions of the original updates X, we need to minimize the age while keeping the entropy of the partial updates, H( ˆX), at a desired level. Thus, our problem reduces to finding a pmf for the partial updates ˆX that can be generated from the given pmf of the original updates such that it yields the desired entropy, and the corresponding codeword lengths generated from the pmf of partial updates that minimize the age. This problem is NP-hard as we need to search over all partitioning of the realizations of the original updates to obtain the partial updates. We relax the problem to optimize over all pmfs for partial updates. While the resulting problem is non-convex, it is individually convex with respect to the pmf given the codewords lengths and vice versa. Thus, we develop an alternating minimization based iterative algorithm that optimizes one set of parameters (e.g., pmf) given the other set of parameters (e.g., codeword lengths). We investigate the tradeoff between the average age and the conveyed information content via numerical results.

Fig. 1. An information updating system which consists of a source, a transmitter and a receiver.
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II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a communication system where a source generates independent and identically distributed status updates from a set $\mathcal{X} = \{x_1, x_2, \ldots, x_n\}$ with a pmf $P_X(x_i) = \{p_1, p_2, \ldots, p_n\}$ which is known. Without loss of generality, we assume that $p_i \geq p_j$ if $i < j$, i.e., the elements of the set $\mathcal{X}$ are sorted in decreasing order with respect to their probabilities. The transmitter requests an update from the source once the transmission of the previous update is completed. Thus, the source follows a generate at will model, and the transmitter follows a zero-wait model.

After an update is received by the transmitter, it further processes the update by using a function $g(X)$ to generate a partial update. The function $g(X)$ maps each update $x_i \in \mathcal{X}$ to the set of partial updates $\mathcal{X}$, i.e., $g: \mathcal{X} \rightarrow \mathcal{X}$, where the cardinality of $\mathcal{X}$ is $k$, and $1 \leq k \leq n$. When $k < n$, the transmitter maps some of the original updates from the set $\mathcal{X}$ to one partial update from the set $\mathcal{X}$. When $k = n$, the transmitter sends the updates generated from the source without processing, i.e., $g(x) = x$ for all $x \in \mathcal{X}$. We write the pmf of the partial updates as $P_\hat{X}(\hat{x}_i) = \{p_i|p_i = \sum_{j \in S_i} p_j, S_i = \{j|g(x_j) = \hat{x}_i, j = 1, \ldots, n\}, i = 1, \ldots, k\}$.

For example, let us consider a source which generates an update every second. Let $\mathcal{X}$ be a set of four different partial updates, say $\{\hat{x}_1, \hat{x}_2, \hat{x}_3, \hat{x}_4\}$, with corresponding pmf $\{0.5, 0.25, 0.125\}$. When update $a$ or $b$ is realized at the source, the receiver fully knows the realized update once the corresponding partial update is received. However, when update $c$ or $d$ is realized at the source, the partial update $\{c, d\}$ is transmitted. Once it is received, the receiver has the partial information about the update generated at the source, i.e., it knows that $c$ or $d$ is realized but does not know which one is realized specifically.

After generating the partial updates, the transmitter assigns codewords $c(\hat{x}_i)$ with lengths $\ell(\hat{x}_i)$ to each partial update $\hat{x}_i \in \mathcal{X}$ by using a binary alphabet. Let the first and second moments of the codeword lengths be $E[L]$ and $E[L^2]$ where $E[L] = \sum_{i=1}^k P_\hat{X}(\hat{x}_i)\ell(\hat{x}_i)$ and $E[L^2] = \sum_{i=1}^k P_\hat{X}(\hat{x}_i)\ell(\hat{x}_i)^2$. We assume that the channel between the transmitter and the receiver is noiseless. Thus, if $\hat{x}_i$ is transmitted, it takes $\ell(\hat{x}_i)$ units of time to deliver this partial update to the receiver, i.e., $\ell(\hat{x}_i)$ is the system service time for partial update $i$.

In order to quantify the information retained by the partial updates, we use mutual information $I(X; \hat{X}) = H(\hat{X}) - H(\hat{X}|X)$. We consider AoI to quantify the freshness of the information at the receiver. Let $a(t)$ be the instantaneous age at time $t$, with $a(0) = 0$. When there is no update, the age at the receiver increases linearly over time. When an update is received, the age at the receiver reduces to the age of the latest received update. Let $\Delta_T$ be the average AoI in the time interval $[0, T]$, which is given as

$$\Delta_T = \frac{1}{T} \int_0^T a(t) dt,$$

and let $\Delta$ be the long term average AoI, i.e., $\Delta = \lim_{T \to \infty} \Delta_T$. The age function evolves as in Fig. 2. Given that there are $m$ updates until time $T$, we write the average AoI, $\Delta_T$, as

$$\Delta_T = \frac{1}{T} \left( \frac{1}{2} \sum_{i=1}^m s_i^2 + \sum_{i=1}^{m-1} s_i s_{i+1} + \frac{r^2}{2} + \frac{s_N r}{2} \right),$$

where $r = T - \sum_{i=1}^m s_i$ and $s_i$ is the service time for the $i$th realized update. By using similar arguments as in [1], we calculate the long term average AoI, $\Delta$, as

$$\Delta = \lim_{T \to \infty} \Delta_T = \frac{E[S^2]}{2E[S]} + E[S],$$

where we use $\lim_{m \to \infty} \frac{1}{m} \sum_{i=1}^m s_i^2 = \frac{E[S^2]}{2}$ and $\lim_{m \to \infty} \frac{1}{m} \sum_{i=1}^{m-1} s_i s_{i+1} = E[S]^2$. We note that the moments of the service times are equal to the moments of the codeword lengths, as service times in our paper are codeword lengths, and thus, we have $E[S] = E[L]$ and $E[S^2] = E[L^2]$.

In this paper, for a given $k$, our aim is to find the partial updates and the corresponding codeword lengths to minimize the average age while satisfying the constraints on the mutual information between the original and the partial updates, and the feasibility of the codeword lengths expressed by Kraft’s inequality, i.e., $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} \leq 1$. Therefore, we write the optimization problem as

$$\min_{\{\hat{x}_i, \ell(\hat{x}_i)\}} \Delta$$

s.t. $I(X; \hat{X}) = \beta$

$$\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} \leq 1$$

$$\ell(\hat{x}_i) \in \mathbb{Z}^+, \quad i \in \{1, \ldots, k\}.$$ (4)

We study the optimization problem in (4) in the next section.

III. THE OPTIMAL SOLUTION

In this section, we solve a relaxed version of the problem in (4) where we allow codeword lengths to be real-valued. We need to find the age-optimal pmf for the partial updates and the corresponding codeword lengths. We note that the constraint on the mutual information in (4), $I(X; \hat{X}) = \beta$, is
Next, we define $p_H$ and $H(X) = H(H(X) - H(X|X))$ and $H(X|X) = 0$. Thus, using the age expression in (4), the relaxed optimization problem becomes,

$$\min_{\{\hat{p}_i, \ell(x_i)\}} \frac{\mathbb{E}[L]^2}{2\mathbb{E}[L]} + \mathbb{E}[L]$$

s.t. $H(\hat{X}) = \beta$

$$\sum_{i=1}^{k} 2^{-\ell(\hat{x}_i)} \leq 1$$

$$\sum_{i=1}^{k} \hat{p}_i = 1$$

$$\hat{p}_i \geq 0, \ell(\hat{x}_i) \in \mathbb{R}^+, \ i \in \{1, \ldots, k\}. \quad (5)$$

Note that in order to solve the optimization problem in (5), we need to find a partition of the original updates that produces the age-optimal pmf for the partial updates and the corresponding optimal real-valued codeword lengths. For a given pmf, $\hat{p}_i$, we obtain the age-optimal real-valued codeword lengths in Section [43]. However, finding the optimal partition of the original updates is similar to a bin packing problem which is a well-known combinatorial NP-hard problem [43]. Thus, the problem in (5) is NP-hard and the optimal solution can be found by searching over all possible partitions.

In order to progress on the problem analytically, we relax the pmf constraint, and allow all possible pmfs for the partial updates. Note that originally the pmfs are limited only to the pmfs that can be generated from the partitions of $n$ original updates to $k$ partial updates; here, we allow all valid pmfs. Thus, we write the further relaxed problem as

$$\min_{\{\hat{p}_i, \ell(x_i)\}} \frac{\mathbb{E}[L]^2}{2\mathbb{E}[L]} + \mathbb{E}[L]$$

s.t. $H(\hat{X}) = \beta$

$$\sum_{i=1}^{k} 2^{-\ell(\hat{x}_i)} \leq 1$$

$$\sum_{i=1}^{k} \hat{p}_i = 1$$

$$\hat{p}_i \geq 0, \ell(\hat{x}_i) \in \mathbb{R}^+, \ i \in \{1, \ldots, k\}. \quad (6)$$

Next, we define $p(\lambda)$ for the problem in (6) as

$$p(\lambda) : \min_{\{\hat{p}_i, \ell(x_i)\}} \frac{\mathbb{E}[L]^2}{2\mathbb{E}[L]} + \mathbb{E}[L]^2 - \lambda \mathbb{E}[L]$$

s.t. $H(\hat{X}) = \beta$

$$\sum_{i=1}^{k} 2^{-\ell(\hat{x}_i)} \leq 1$$

$$\sum_{i=1}^{k} \hat{p}_i = 1$$

$$\hat{p}_i \geq 0, \ell(\hat{x}_i) \in \mathbb{R}^+, \ i \in \{1, \ldots, k\}. \quad (7)$$

This approach was introduced in [44] and has been used in [16, 27]. One can show that $p(\lambda)$ is a decreasing function of $\lambda$ and the optimal solution is obtained when $p(\lambda) = 0$. The optimal age for the problem in (7) is equal to $\Delta^* = \lambda$.

We introduce the Lagrangian function [45] for (7) as

$$\mathcal{L} = \frac{\mathbb{E}[L]^2}{2} + \mathbb{E}[L]^2 - \lambda \mathbb{E}[L] + \theta \left( \sum_{i=1}^{k} 2^{-\ell(\hat{x}_i)} - 1 \right)$$

$$+ \gamma \left( \sum_{i=1}^{k} \hat{p}_i \log \hat{p}_i + \beta \right) + \sigma \left( \sum_{i=1}^{k} \hat{p}_i - 1 \right)$$

$$- \sum_{i=1}^{k} \nu_i \hat{p}_i - \sum_{i=1}^{k} \mu_i \ell(\hat{x}_i). \quad (8)$$

Next, we write the KKT conditions as

$$\frac{\partial \mathcal{L}}{\partial \ell(\hat{x}_i)} = 2 \hat{p}_i \mathbb{E}[L] - \lambda \hat{p}_i - \theta (\log 2) 2^{-\ell(\hat{x}_i)} - \mu_i = 0, \quad (9)$$

$$\frac{\partial \mathcal{L}}{\partial \hat{p}_i} = \frac{1}{2} \ell(\hat{x}_i)^2 + 2 \ell(\hat{x}_i) \mathbb{E}[L] - \lambda \ell(\hat{x}_i)$$

$$+ \gamma \left( \log \hat{p}_i + \frac{1}{\log 2} \right) + \sigma - \nu_i = 0, \quad (10)$$

for all $i$. The complementary slackness conditions are

$$\theta \left( \sum_{i=1}^{k} 2^{-\ell(\hat{x}_i)} - 1 \right) = 0, \quad (11)$$

$$\gamma \left( \sum_{i=1}^{k} \hat{p}_i \log \hat{p}_i + \beta \right) = 0, \quad (12)$$

$$\sigma \left( \sum_{i=1}^{k} \hat{p}_i - 1 \right) = 0, \quad (13)$$

$$\nu_i \hat{p}_i = 0, \quad (14)$$

$$\mu_i \ell(\hat{x}_i) = 0. \quad (15)$$

For the partial updates with $\hat{p}_i = 0$, we assign $\ell(\hat{x}_i) = \infty$ as these updates never realize and we reserve the Kraft inequality for the updates with strictly positive probabilities. For the partial updates with $\hat{p}_i > 0$, we have $\nu_i = 0$ from [43]. As entropy constraint $\beta > 0$, we need at least two updates with $\hat{p}_i > 0$. For each $\hat{p}_i > 0$, we have $\ell(\hat{x}_i) > 0$. Otherwise, if we have $\ell(\hat{x}_i) = 0$ for an update with $\hat{p}_i > 0$, other codeword lengths with non-zero probability have infinite lengths due to the Kraft inequality which clearly cannot be the optimal solution. Thus, we have $\ell(\hat{x}_i) > 0$ which implies $\mu_i = 0$.

We note that the optimization problem in (7) is not convex as $\hat{p}_i$s and $\ell(\hat{x}_i)$s appear as multiplicative terms. However, for a given proper $\hat{p}_i$, the problem in (7) is convex with respect to the codeword lengths $\ell(\hat{x}_i)$. Similarly, for a given $\ell(\hat{x}_i)$, the problem in (7) is convex with respect to $\hat{p}_i$. We apply the alternating minimization method (see e.g., [46–49]) to find $\hat{\hat{p}}_i, \ell(\hat{x}_i)$ such that (9) and (10) are satisfied for all $i$. Starting with an initial pmf $\hat{p}_i$, we find the optimum real-
valued codeword lengths $\ell(\hat{x}_i)$ for the initial pmf $\hat{p}_i$. Then, for given codeword lengths $\ell(\hat{x}_i)$, we find the pmf that is proper, i.e., $\sum_{i=1}^k \hat{p}_i = 1$ and satisfies the entropy condition, i.e., $\sum_{i=1}^k \hat{p}_i \log \hat{p}_i + \beta = 0$. We repeat these steps until the KKT conditions in (9) and (10) are satisfied.

In Section III-A, we solve for optimum $\ell(\hat{x}_i)$ for given $\hat{p}_i$; in Section III-B, we solve for optimum $\hat{p}_i$ for given $\ell(\hat{x}_i)$; and in Section III-C, we give the iterative algorithm.

A. Age-Optimal Codeword Lengths for a Given PMF

In this section, we find the age-optimal real-valued codeword lengths for a given pmf which satisfy (9). First, we show that for a given pmf, the age-optimal codeword lengths should satisfy the Kraft inequality with equality.

Lemma 1 For the age-optimal real-valued codeword lengths, we must have $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} = 1$.

Proof: Let us assume, for contradiction, that there exist optimal codeword lengths such that $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} < 1$. Then, $\theta = 0$ due to (11). From (9), we have

$$\hat{p}_i \ell(\hat{x}_i) + 2 \hat{p}_i \mathbb{E}[L] - \lambda \hat{p}_i = 0, \quad \forall i.$$ (16)

By summing over all $i$, we obtain $\mathbb{E}[L] = \frac{\lambda}{3}$. Then, we solve $\ell(\hat{x}_i) = \frac{1}{3}$ for all $i$, which means $p(\lambda) = -\frac{\lambda}{3}$. By equating $p(\lambda)$ to zero, we obtain the optimal solution as $\lambda = 0$, which implies $\ell(\hat{x}_i) = 0$ for all $i$, which clearly cannot be a solution. Thus, we reach a contradiction, and the age-optimal codeword lengths must satisfy $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} = 1$.

Due to Lemma 1 we have $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} = 1$ and $\theta \geq 0$. By summing (9) over all $i$, we obtain $\mathbb{E}[L]$ as

$$\mathbb{E}[L] = \frac{\lambda + \theta \log 2}{3},$$ (17)

We rewrite (9), which is,

$$-\ell(\hat{x}_i) + \frac{\theta \log 2}{\hat{p}_i} 2^{-\ell(\hat{x}_i)} = 2 \mathbb{E}[L] - \lambda$$ (18)

slightly differently as

$$\frac{\theta \log 2}{\hat{p}_i} 2^{-\ell(\hat{x}_i)} e^{\frac{\theta \log 2}{\hat{p}_i} 2^{-\ell(\hat{x}_i)}} = \frac{\theta \log 2}{\hat{p}_i} 2^{2 \mathbb{E}[L] - \lambda}.$$ (19)

Note that (19) has the form of $xe^x = y$ for which the solution for $x$ is equal to $x = W(y)$ if $y \geq 0$, where $W(\cdot)$ is the principal branch of the Lambert W function [50]. Using this, we find the unique solution for $\ell(\hat{x}_i)$ as

$$\ell(\hat{x}_i) = \left( \frac{\lambda - 2 \theta \log 2}{3} \right) + \frac{1}{\log 2} W \left( \frac{\theta \log 2}{\hat{p}_i} 2^{\frac{\lambda - 2 \theta \log 2}{3}} \right).$$ (20)

We note that $\ell(\hat{x}_i)$ in (20) has two unknowns in it, $\theta$ and $\lambda$. In order to find the optimal codeword lengths, we find the $(\lambda, \theta)$ pair that satisfies $p(\lambda) = 0$ and $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} = 1$. Starting from an initial $(\lambda, \theta)$ pair, if $p(\lambda) > 0$ (or $p(\lambda) < 0$), we increase (or respectively decrease) $\lambda$ in the next iteration as $p(\lambda)$ decreases in $\lambda$. Next, we update $\theta$ by using (17). We repeat these steps until $p(\lambda) = 0$ and $\sum_{i=1}^k 2^{-\ell(\hat{x}_i)} = 1$.

B. Age-Optimal PMF for Given Codeword Lengths

In this section, we find the age-optimal pmf for given codeword lengths. For this case, we solve $\hat{p}_i$ as

$$\hat{p}_i = \frac{\gamma}{\log 2} e^{\frac{\gamma}{\log 2} 2^{-\ell(\hat{x}_i)}} - \frac{\gamma}{\log 2}.$$ (21)

In order to find the pmf for the partial updates, we solve (21) for a $(\gamma, \sigma)$ pair that satisfies the entropy constraint $H(X) = \beta$ and $\sum_{i=1}^k \hat{p}_i = 1$. Starting from an initial $\gamma$, if $H(\hat{X}) > \beta$ (or $H(\hat{X}) < \beta$), we increase (or respectively decrease) $\gamma$ in the next iteration. Next, we update $\sigma = \frac{\gamma}{\log 2} (\log R - 1)$ where

$$R = \sum_{i=1}^k 2^{\frac{\gamma}{\log 2} 2^{-\ell(\hat{x}_i)} - \lambda(\hat{x}_i)}$$ to ensure $\sum_{i=1}^k \hat{p}_i = 1$. We repeat these steps until $H(\hat{X}) = \beta$ and $\sum_{i=1}^k \hat{p}_i = 1$.

C. The Overall Solution

Using an alternating minimization method [46]–[49], starting from an arbitrary pmf, we first find the age-optimal real-valued codeword lengths by following Section III-A, and then update the pmf by following Section III-B. We repeat this procedure until the first order optimality conditions in (9) and (10) are satisfied. Since the overall optimization problem in (2) is not convex, the solution obtained from this iterative alternating minimization algorithm may not be globally optimal.

Finally, recall that, in (7) and in Section III-B, we solve for the pmf in an unconstrained manner. However, this $k$-point pmf must be such that it can be obtained from the original given $n$-point pmf by combining realizations. To solve the problem in (5) optimally, we need to search over all possible partitions of the original updates to generate the pmf for the partial updates, which is NP-hard. Instead, in order to solve this problem practically, especially for large $n$, we apply the proposed alternating minimization technique, which finds a proper pmf and the age-optimal codeword lengths. We then combine updates greedily to find a partition of the original updates that yields a pmf that approximates the solution obtained by the alternating minimization technique.

IV. NUMERICAL RESULTS

We use Zipf$(s, n)$ as the pmf for the original updates,

$$P_X(x_i) = \frac{i^{-s}}{\sum_{j=1}^n j^{-s}}, \quad i = 1, 2, \ldots, n.$$ (22)

For the first example, we use Zipf$(0.5, 8)$. We vary the entropy constraint $\beta$ and find the corresponding optimum age with real-valued codeword lengths by searching over all possible non-empty partitions of the updates for $k \in \{3, 4, 5, 6\}$. We see in Fig. 3 that increasing the entropy constraint usually increases the average age. This is similar to classical compression [51] where entropy limits the minimum achievable average codeword length, i.e., $H(\hat{X}) \leq \mathbb{E}[L]$. Further, we observe in Fig. 3 that decreasing $k$ achieves a lower average age for a given entropy constraint $\beta$. For example, when the entropy constraint is $\beta = 1.52$, the optimal age is equal to 2.54 for $k = 4$, whereas the optimal age is equal to 2.32 for $k = 3$.

For the second example, we again use Zipf$(0.5, 8)$ as the pmf for $X$. We find the age-optimal pmf in Fig. 4.
and the corresponding age-optimal real-valued codeword lengths in Fig. 4(b) with respect to entropy constraint $\beta \in \{0.82, 1.43, 1.58\}$ when $k = 3$. We see that when the entropy constraint is relatively low, i.e., when $\beta = 0.82$, the age optimal partial updates are $\mathcal{X} = \{x_1, x_2, \cdots, x_6, x_7, x_8\}$. In other words, the most probable six updates are mapped to one partial update, and the remaining two least probable updates are mapped to the other two partial updates. Since the most probable partial update has the smallest codeword length and realizes most frequently, the system achieves the lowest age compared to other possible partitions. When the entropy constraint is relatively high, i.e., when $\beta = 1.43$ and $\beta = 1.58$, we see in Fig. 4(a) that the optimum partial updates are $\mathcal{X} = \{x_2, x_4, x_6, x_8\}, \{x_1, x_5, x_7\}, \{x_3\}$ and $\mathcal{X} = \{x_2, x_6, x_8\}, \{x_2, x_3, x_7\}, \{x_1, x_5\}$, respectively. Since entropy is a concave function of the pmf, when the entropy constraint is large, the optimum pmf for the partial updates gets closer to a uniform distribution. Thus, age-optimal partition policy strikes a balance between making some partial updates more probable and maintaining the entropy constraint.

In the first two examples, we used exhaustive search over partitions to obtain pmfs $\hat{p}$, and then for each pmf, we found the age-optimal codeword lengths using Section III-A. For the third example, we use the proposed alternating minimization algorithm to find the pmf and the corresponding age-optimal codeword lengths which satisfy the first order optimality conditions in (9) and (10) for $k = 10$. We use the same initial pmf $P_X(\hat{x}_i) = \{0.42, 0.32, 0.13, 0.1, 0.02, 0.007, 0.002, 0.0006, 0.00035, 0.00005\}$ for different entropy constraints. When the entropy constraint is relatively low, i.e., when $\beta = 1.6$, we see in Fig. 5(a) that the average age initially reduces faster as the entropy reduces to the desired level 1.6. Then, the average age decreases over the remaining iterations. We find the desired pmf as $P_X(\hat{x}_i) = \{0.3329, 0.3329, 0.3327, 0.0015, 0, \cdots, 0\}$ and its corresponding age-optimal lengths $\ell(\hat{x}_i) = \{1.59, 1.59, 1.59, 7.55, \infty, \cdots, \infty\}$. We note that even though $k = 10$, we see that the pmf has only five partial updates with positive probabilities. This is similar to the result in Fig. 3 i.e., decreasing $k$ achieves lower average age with the same $\beta$. Further, the entropy in Fig. 5(b) remains the same after iteration two, as the algorithm always forces entropy condition to be satisfied with equality. When $\beta = 2.4$ and $\beta = 3.2$, the age increases initially as the entropy increases to the desired level. After the desired entropy is achieved, the average age decreases in the remaining steps. We find $P_X(\hat{x}_i) = \{0.197, 0.197, 0.197, 0.197, 0.197, 0.015, 0, \cdots, 0\}$ and its corresponding age-optimal lengths $\ell(\hat{x}_i) = \{2.63, 2.63, 2.63, 2.63, 2.63, 5.23, \infty, \cdots, \infty\}$ for $\beta = 2.4$. Further, for $\beta = 3.2$ we find $P_X(\hat{x}_i) = \{0.1107, 0.1107, 0.1107, 0.1107, 0.1107, 0.1107, 0.1106, 0.1105, 0.1104, 0.1101, 0.005\}$ and its corresponding age-optimal lengths $\ell(\hat{x}_i) = \{3.18, 3.18, 3.18, 3.18, 3.18, 3.181, 3.182, 3.184, 3.188, 6.857\}$. 

Fig. 3. The optimum average age with real-valued codeword lengths when $X$ is distributed with Zipf(0.5, 8) for $k \in \{3, 4, 5, 6\}$.

Fig. 4. We find (a) the age-optimal pmf and (b) the corresponding age-optimal real-valued codeword lengths for $k = 3$ with respect to the entropy constraints $\beta \in \{0.82, 1.43, 1.58\}$ when $k = 3$. We see that when the entropy constraint is relatively low, i.e., when $\beta = 0.82$, the age optimal partial updates are $\mathcal{X} = \{x_1, x_2, \cdots, x_6, x_7, x_8\}$. In other words, the most probable six updates are mapped to one partial update, and the remaining two least probable updates are mapped to the other two partial updates. Since the most probable partial update has the smallest codeword length and realizes most frequently, the system achieves the lowest age compared to other possible partitions. When the entropy constraint is relatively high, i.e., when $\beta = 1.43$ and $\beta = 1.58$, we see in Fig. 4(a) that the optimum partial updates are $\mathcal{X} = \{x_2, x_4, x_6, x_8\}, \{x_1, x_5, x_7\}, \{x_3\}$ and $\mathcal{X} = \{x_2, x_6, x_8\}, \{x_2, x_3, x_7\}, \{x_1, x_5\}$, respectively. Since entropy is a concave function of the pmf, when the entropy constraint is large, the optimum pmf for the partial updates gets closer to a uniform distribution. Thus, age-optimal partition policy strikes a balance between making some partial updates more probable and maintaining the entropy constraint.

In the first two examples, we used exhaustive search over partitions to obtain pmfs $\hat{p}$, and then for each pmf, we found the age-optimal codeword lengths using Section III-A. For the third example, we use the proposed alternating minimization algorithm to find the pmf and the corresponding age-optimal codeword lengths which satisfy the first order optimality conditions in (9) and (10) for $k = 10$. We use the same initial pmf $P_X(\hat{x}_i) = \{0.42, 0.32, 0.13, 0.1, 0.02, 0.007, 0.002, 0.0006, 0.00035, 0.00005\}$ for different entropy constraints. When the entropy constraint is relatively low, i.e., when $\beta = 1.6$, we see in Fig. 5(a) that the average age initially reduces faster as the entropy reduces to the desired level 1.6. Then, the average age decreases over the remaining iterations. We find the desired pmf as $P_X(\hat{x}_i) = \{0.3329, 0.3329, 0.3327, 0.0015, 0, \cdots, 0\}$ and its corresponding age-optimal lengths $\ell(\hat{x}_i) = \{1.59, 1.59, 1.59, 7.55, \infty, \cdots, \infty\}$. We note that even though $k = 10$, we see that the pmf has only five partial updates with positive probabilities. This is similar to the result in Fig. 3 i.e., decreasing $k$ achieves lower average age with the same $\beta$. Further, the entropy in Fig. 5(b) remains the same after iteration two, as the algorithm always forces entropy condition to be satisfied with equality. When $\beta = 2.4$ and $\beta = 3.2$, the age increases initially as the entropy increases to the desired level. After the desired entropy is achieved, the average age decreases in the remaining steps. We find $P_X(\hat{x}_i) = \{0.197, 0.197, 0.197, 0.197, 0.197, 0.015, 0, \cdots, 0\}$ and its corresponding age-optimal lengths $\ell(\hat{x}_i) = \{2.63, 2.63, 2.63, 2.63, 2.63, 5.23, \infty, \cdots, \infty\}$ for $\beta = 2.4$. Further, for $\beta = 3.2$ we find $P_X(\hat{x}_i) = \{0.1107, 0.1107, 0.1107, 0.1107, 0.1107, 0.1107, 0.1106, 0.1105, 0.1104, 0.1101, 0.005\}$ and its corresponding age-optimal lengths $\ell(\hat{x}_i) = \{3.18, 3.18, 3.18, 3.18, 3.18, 3.181, 3.182, 3.184, 3.188, 6.857\}$. 

Fig. 5. We use the proposed alternating minimization method to find the age-optimal pmf and the corresponding age-optimal real-valued codeword lengths for $k = 10$ with respect to the entropy constraints $\beta \in \{1.6, 2.4, 3.2\}$ starting from the same arbitrary pmf which has initial entropy close to 2. We show (a) the age evolution, and (b) entropy evolution, versus iteration index.
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