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Abstract—We aim at assessing the states of the nodes in a network by means of end-to-end monitoring paths. The contribution of this paper is twofold. First, we consider a static failure scenario. In this context, we aim at minimizing the number of probes to obtain failure identification. To face this problem we propose a progressive approach to failure localization based on stochastic optimization, whose solution is the optimal sequence of monitoring paths to probe. We address the complexity of the problem by proposing a greedy strategy in two variants: one considers exact calculation of posterior probabilities of node failures, given the observation, whereas the other approximates these values by means of a novel failure centrality metric. Secondly, we adapt these two strategies to a dynamic failure scenario where nodes states can change throughout a monitoring period. By means of numerical experiments conducted on real network topologies, we demonstrate the practical applicability of our approach. Our performance evaluation evidences the superiority of our algorithms with respect to state of the art solutions based on classic Boolean Network Tomography as well as approaches based on sequential group testing.

I. INTRODUCTION

Boolean Network Tomography (BNT) provides a series of powerful tools to localize network failures by using end-to-end monitoring paths connecting deployed monitors. BNT approaches characterize network components in terms of their state identifiability (working or failed) under any failure scenario. The major challenge of this approach comes from the fact that observations of the outcome of monitoring paths (working/failed) induce a system of Boolean equations that is commonly under-determined, hence allowing multiple solutions [1]. Moreover, exact assessment of the status of each network component is not always achievable if monitors can only be deployed on a given subset of nodes, and routing of probing paths is not controllable. In addition, when the number of potentially concurrent failures is unbounded, maximum identification of failed components may require an enormous number of monitoring paths and related probes [2], [3], which severely limits the applicability of the approach.

However, we notice that executing the probing activity in a progressive manner, according to which the next probing path is selected on the basis of the information obtained from the previous probes, is particularly helpful in reducing the number of required probes to assess the status of the network under a specific failure scenario. According to this approach, hereby referred to as progressive BNT, the outcome of any new network measurement is used to simplify the problem instance. In fact, we observe that if a monitoring path is traversed successfully, we can ascertain the status of all the traversed components as working. In contrast, if a monitoring path fails, it certainly contains at least a failed component. It follows that, depending on the current observation scenario, monitoring a path may contribute valuable knowledge to different degrees. To measure the incremental value of monitoring paths in a progressive probing activity, we introduce a new notion of path utility which takes account of the added failure localization information with respect to the previously obtained network assessment. By using the information obtained by monitoring a given subset of the available paths, we can calculate the posterior expectation of the utility of monitoring any of the paths which have not been probed yet. By applying a Bayesian approach we are able to design a stochastic optimization problem which maximizes the expected utility over a progressive monitoring activity. We formulate a dynamic programming approach to derive the optimal progressive policy to maximize failure identification. However, we point out that the aforementioned optimization is computationally intractable for two reasons. The first reason is the large size of the state space representation, where each path may contribute different pieces of information, depending on its outcome. The second reason is because the computation of the posterior probabilities of a path to work properly, is exponential in the number of paths composing the network. In order to cope with the described complexity we propose a simplified approach based on two fundamental pillars.

On the one hand, rather than resorting to dynamic programming which would require the exploration of exponentially-many intermediate states in the progressive execution of the probing activity, we propose a greedy approach, called Posterior Probability Greedy (PoPGreedy), that selects the path that more likely contributes disambiguation of the state of a large number of network components.

On the other hand we approximate the posterior probability of a path failure by means of a polynomially computable approximation metric, to which we refer with the name of failure centrality. Failure centrality of a node reflects the probability that a node is broken, based on the currently available observation. We call this approach Failure Centrality Greedy algorithm (FaCeGreedy)
In order to measure the failure localization capability of the proposed approaches and be able to provide a quantitative evaluation, we introduce four novel metrics to measure the accuracy in properly localizing working as well as failed nodes. We compare FaCeGreedy and PoPGreedy both in terms of failure detection performance and related execution time. The experiments show that FaCeGreedy provides an excellent approximation of the stochastic optimization approach, in a negligible time. Instances that require an execution time of a week for the exact optimization, are solved in a matter of minutes by FaCeGreedy.

We also compare the performance of FaCeGreedy with algorithms for failure assessment based on classic BNT approaches. Simulations show that, as expected, FaCeGreedy has superior performance as it localizes more failures with fewer probing paths than BNT approaches.

To complete our analysis, we compare FaCeGreedy with AdaptiveFinder [4], a state of the art solution based on sequential group testing, and with Adaptive Path Construction (APC), [5], a routing-constraint algorithm, also based on sequential group testing, for link failure detection. We highlight that, being graph-constraint rather than routing-constraint, AdaptiveFinder has much more freedom than FaCeGreedy in selecting the composition of the probing sets in terms of network components. Despite the higher flexibility in selecting testing sets, AdaptiveFinder performs worse than FaCeGreedy when the number of paths is given, and during its progressive execution. APC instead investigates on the state of the network by means of end-to-end paths that are given as an input, similarly to our scenario. We translate the link failure problem into a problem of node failure localization. The experiments show that in all the experimented settings, setting the number of tests to the minimum required by FaCeGreedy to localize all the failed nodes, AdaptiveFinder only localizes about half of the failed components. AdaptiveFinder requires many more probing sets than FaCeGreedy to correctly localize all the failures. In addition, although APC works well on small networks where only few nodes fail, it performs worse than FaCeGreedy when large networks are involved and many multiple failures occur, when it requires up to three times more path probes than FaCeGreedy. Finally, we also show that the approach introduced in this paper may be easily extended to deal with dynamic changes within the network. This evolution to our original approach comes with low computational cost.

Our original contributions are the following:

- We formulate the problem of progressive network tomography in terms of stochastic optimization and Bayesian analysis.
- We give an exact solution approach and discuss its complexity, motivating the need to resort to polynomial heuristic approaches.
- We formulate a novel failure centrality metric to approximate the failure probability of a node, given the observation of the outcome of a given set of probing paths.
- We formulate four novel metrics to quantitatively measure the capability of a monitoring algorithm to properly localize network failure and reduce the localization uncertainty.
- We propose two greedy approaches, called PoPGreedy and FaCeGreedy, based on Bayesian utility maximization.
- We prove optimality approximation for PoPGreedy.
- By means of simulations conducted on real network topologies, we compare FaCeGreedy and PoPGreedy against classic Boolean Tomography approaches, as well as approaches based on sequential group testing, showing that the our solutions outperform the others in all the performance metrics, and in all the considered scenarios.
- We show computational inexpensive altered versions of PoPGreedy and FaceGreedy to deal with dynamic changes.

II. Related Work

Network tomography employs path probing to localize network failures. Network tomography techniques are broadly categorized in two families depending on the metric of interest for the inspection, additive or non-additive. An additive metric establishes a linear relationship between the measurement of a path and measurements of individual links and nodes composing the path. Along this line of research, Tati et al. [6] proposed a path selection algorithm to improve link metric identifiability, by maximizing the rank of successful measurements subject to random link failures. The work of Ren et al. [7] proposed algorithms to determine which link metrics can be identified and where to place monitors to maximize the number of identifiable links, subject to a bounded number of link failures. Additive metric tomography was also studied in [8], [9], to identify of additive link metrics under topology changes.

In contrast, non-additive tomography refers to non-linear relationships between the path and its component metrics. The most relevant examples are those related to congestion or failure localization, where the dominant factor of a path state is the state of its worst performing component. In this paper, we focus on the second of the aforementioned families, namely on the case of non-additive tomography, and more specifically Boolean Network Tomography.

The early works on this topic focused on best-effort inference. For example, Duffield et al. [10], [11] and Komppela et al. [12] aimed at finding the minimum set of failures that can explain the observed measurements, and Nguyen et al. [1] aimed at finding the most likely failure set that explains the observations. Later, the identifiability problem attracted attention. Ma et al. characterized in [13] the maximum number of simultaneous failures that can be uniquely localized, and then extended the results in [14] to characterize the maximum number of failures under which the states of specified nodes can be uniquely identified as well as the number of nodes whose states can...
be identified under a given number of failures. In contrast to [14], the work in [2], [23] provide fundamental bounds that are topology agnostic, i.e., only based on the number of monitoring paths and high level routing consistency properties. The related optimization problems have also been studied under different formulations. For instance, the work by Bejerano et al. in [15] formulates the problem of optimally placing monitors to detect failed nodes via round-trip probing and demonstrate its NP-hardness. The work by Cheraghchi et al. [16] formulates the identifiability problem for a graph-based group-testing framework, where the test sets are constrained by the topology. Nevertheless, in the addressed framework the test sets are not end-to-end paths, but just connected components determined by random walks on the monitored network graph.

Ma et al. [17] proposed polynomial time heuristics to deploy a minimum number of monitors to uniquely localize a given number of failures under various routing constraints. When monitoring is performed at the service layer, He et al. [18] proposed service placement algorithms to maximize the number of identifiable nodes by monitoring the paths connecting clients and servers.

Boolean Network Tomography suffers from two problems which severely limit its practical applicability to real settings. A first limitation is in the usual assumption of knowing an upper bound on the number of congested or failed links. Such a limitation is mostly due to the size explosion of the candidate failure set scenarios. Most of the proposed works are not designed to work under an unbounded number of failing components. Second, the cited works aim at designing monitoring paths so as to ensure node failure identifiability, according to the definition given in [13], under any failure scenario that meet the above mentioned constraint on the number of failed elements.

Unlike these works we do not assume any bound on the number of failures and we focus on actual node state identification rather than on identifiability. In fact, we observe that by monitoring paths in a real failure scenario, it is possible to identify the state of network components that are not theoretically identifiable in all failure scenarios as prescribed in [13], but are so in the considered real case setting.

With a similar goal, the authors of [19] model the tomography problem as a Markov Decision Process, and solve it with a Q-learning technique. The actions of the decision process are related to the diagnosis of the congestion status of individual links. The work in [20] also utilizes machine learning techniques based on neural networks to infer a network topology from incrementally selected paths, with the purpose to predict the performance of paths that are not directly probed.

We adopt incremental path selection, with the purpose of identifying the state of individual network components on known topology networks. Based on the information progressively gathered, the instance of the failure identification problem is updated and reduced.

One approach towards this the same goal is the algorithm AdaptiveFinder [4], which considers progressive monitoring of graph-based test groups. We consider this proposal as a benchmark for performance comparisons against our own approach. AdaptiveFinder considers a network graph, and creates arbitrary sets of connected network components to determine the next paths to test according to a progressive approach. Unlike this work we consider testing sets which are end-to-end monitoring paths, where pairs of monitors are connected by a series of nodes that strictly follows the routing protocol in use by the considered network. Similarly, Adaptive Path Construction (APC), [5], is a group-testing routing-constraint algorithm for detecting link failures by means of BNT techniques, that aims at minimizing the number of path probes. Differently from our Bayesian approach, in APC the choice of the next path to probe follows a binary search based idea. As we will see in Section VII thanks to the incremental knowledge constructed through our Bayesian decision support, our approach overcomes the limitation imposed by the routing algorithm and provides superior performance than the AdaptiveFinder and APC approaches. In this paper, we also take into account dynamic changes in the nodes of the network, and we show how our two proposed algorithms can be adapted to an online setting where a network outsider wants to infer the state of the nodes continuously. The problem of detecting failures occurring dynamically within a network attracted attention in recent years. A large portions of the available literature focuses on specific networks (e.g., data centres [21] and Wireless Sensor Networks (WSNs) [22], [23], [24], [25]). In [26], Huang et. al. highlight practical issues when tomography techniques are used to infer link degradation within a network. Their approach is divided into an initial offline phase (a set of paths covering the network is selected), followed by an online phase (where monitor nodes periodically probe measurements along the defined paths in order to track possible changes in the performance of the links). In [27], Johnsson et. al. propose a two-step algorithm to interpret and analyze the outcome of path probes in order to detect and localize failures. Differently from these works, we consider path selection to be the key part of the online phase: we not only provide a way to interpret data, but also we show how to obtain the most informative data.

III. Problem Formulation

We consider a network modeled as a graph $G = (V, E)$, and a set of monitor nodes $V_M \subseteq V$ (shortly called monitors). For each ordered pair $(i, j)$ of monitors in $V_M$ we consider a unique monitoring path whose sequence of nodes is only determined by the routing algorithm in use. We consider uncontrollable routing, (see [13]), i.e., monitoring paths are determined by the routing protocol used by the network, not controllable by the monitors. Routing between the monitors $i$ and $j$ is not necessarily symmetric, but is assumed to be deterministic, and known. We shortly denote with $n$ the set of nodes traversed by
the monitoring path \( m \). We refer to \( \mathcal{M} \) as to the set of monitoring paths available for probing the network.

By probing the paths of \( \mathcal{M} \) it is possible to obtain indirect information on the state of the traversed nodes. Both working and failed paths provide helpful information for the state assessment of the network components. In particular, all the nodes of a working paths must be properly functioning, whereas a non working path must contain at least a broken component. By probing paths in a sequence, it is possible to determine the most suitable choice for the next path to probe, on the basis of the information gathered so far. We address the problem of designing a Progressive Monitoring Policy (PMP), i.e., a sequence of paths to be probed one by one, such that we can identify the status of the largest number of nodes, in the minimum number of steps (number of paths). We refer to this problem as the PMP problem.

In the following, we denote with \( S_v \) the event ‘node \( v \) works’, and \( S_v^c \) the event ‘node \( v \) is broken’. If no information is available concerning the distribution of failures in the network, it is reasonable to assume uniform probability of node failures, namely that all nodes have equal prior probability \( p \) to be damaged, that is \( P(S_i) = p \) for all \( i \in V \), while we denote with \( P(S_i) = (1 - p) \) the prior probability that \( v_i \) is a working node. A path fails if at least one of its nodes fails, while a path works if all of its node work. Unlike classic tomography approaches, we do not assume any prior knowledge of the exact number of failed nodes.

Classical approaches to Boolean Network Tomography adopt the concept of \( k \)-identifiability \cite{2, 3, 13}, which refers to the capability of inferring the status of the individual nodes from the state of the monitoring paths. A node \( v \) is \( k \)-identifiable in \( \mathcal{M} \) if any two sets of failing nodes \( F_1 \) and \( F_2 \) of size at most \( k \), which differ at least in \( v \) (i.e., one contains \( v \) and the other does not), cause the failures of different subsets of paths in \( \mathcal{M} \). The concept of \( k \)-identifiability assumes knowledge of an upper bound \( k \) to the number of occurring failures, and characterizes nodes regardless of their status, failed or working, but only in terms of whether their status can be uniquely inferred by observing the outcome of the monitoring paths of \( \mathcal{M} \). However, our setting is characterized by (1) absence of a bound on the number of simultaneous failures, (2) uncontrollable position of monitor nodes and (3) given routing algorithm. In such a setting, the PMP problem is particularly challenging as no node is guaranteed to be identifiable according to classic tomography. We note that, especially for large values of \( k \), \( k \)-identifiability of a node is an unlikely condition that is hardly verified in real networks.

\section{Bayesian utility of path probing}

Let \( Z_j \) be the event that path \( m_j \in \mathcal{M} \) properly works, and \( Z_j^c \) the event that path \( m_j \) fails. Under the assumption of uniform probability of node failures a prior estimate of the state probability of path \( m_i \in \mathcal{M} \) is \( P(Z_i) = (1 - p)^{|m_i|} \) and \( P(Z_i^c) = 1 - P(Z_i) \).

In our problem setting, the state of the network can only be observed by probing monitoring paths in a sequence of monitoring interventions. We denote by \( A \triangleq \{a_1, a_2, \ldots, a_{|M|}\} \) the set of possible monitoring decisions, where decision \( a_i \) implies monitoring the network through path \( m_i \).

We denote by \( \mathcal{T} \subseteq \mathcal{M} \) the already monitored paths. We denote with \( Z_j^o \) the outcome of the probing activity along path \( m_i \), for any \( m_i \in \mathcal{T} \). Knowledge of the outcome of the paths in \( \mathcal{T} \) constitutes a source of additional information \( O_T \triangleq \{Z_j^o | m_j \in \mathcal{T}\} \) that can be used to produce a better — a posteriori — estimate, of the network status. We denote with \( \mathcal{R} \) the current residual set of paths, i.e., paths which have not been monitored yet, namely \( \mathcal{R} \triangleq \mathcal{M} \setminus \mathcal{T} \). By knowing the values of the random variables in \( O_T \) we can update the posterior estimate of the state probability of any path \( m_i \in \mathcal{R} \), which is \( P(Z_i | O_T) \).

We note that the outcome of any monitoring path is as informative as it contributes identification of the status of individual network components, or decreases the size of the identification problem instance. More specifically, we observe that monitoring working or non-working paths contributes useful information for failure identification in different manners.

\begin{table}[h!]
\centering
\caption{Summary of notations}
\begin{tabular}{|c|c|}
\hline
Notation & Description \\
\hline
\( m \) & set of nodes traversed by path \( m \in \mathcal{M} \) \\
\( S_v \) & state of node \( v \) (failed if \( S_v = 0 \), working otherwise) \\
\( Z_j \) & state of path \( m_j \) (failed if \( Z_j = 0 \), working otherwise) \\
\( Z_j^o \) & observed (tested) state of path \( m_j \) \\
\( A \) & \( A \triangleq \{a_1, a_2, \ldots, a_{|M|}\} \): set of monitoring decisions \\
\( \mathcal{T} \subseteq \mathcal{M} \) & set of tested monitoring paths \\
\( \mathcal{R} = \mathcal{M} \setminus \mathcal{T} \) & set of not yet tested monitoring paths \\
\( \mathcal{I} \subseteq \mathcal{J} \) & set of failed tested monitoring paths \\
\( O_T \) & set of observed outcomes of paths in \( \mathcal{T} \) \\
\hline
\end{tabular}
\end{table}

\textbf{Information obtained by monitoring working paths:}

If a probed path works then all its traversed nodes work as well. After the observation of a working path, the current instance of the failure identification problem can be reduced by considering a logical representation of the network graph constructed by pruning the working nodes and short circuiting the incident edges, as in Figure 1. We call \( m^{(\mathcal{T})} \) and \( \hat{m}^{(\mathcal{T})} \) the path \( m \) in the pruned logical graph, after testing the paths of \( \mathcal{T} \), and the set of nodes that the pruned path traverses, respectively. Similarly, the residual set of paths to be monitored \( \mathcal{R} \) may be reduced as well when any two paths \( m_i \) and \( m_j \) traverse the same set of nodes after pruning working nodes, namely when \( \hat{m}_i^{(\mathcal{T})} = \hat{m}_j^{(\mathcal{T})} \), after pruning, as in Figure 2. Likewise, paths consisting only of nodes which have been found to

\begin{figure}[h!]
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\caption{Original topology}
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\caption{Pruned topology}
\end{subfigure}
\caption{Removal of a working node (in green)}
\end{figure}
be working, will be removed as well, as a consequence of the pruning of all their nodes.

For this reason, the utility deriving from probing a working path is set proportional to its number of nodes. More precisely, the utility of probing a path \( m_i^T \) (obtained as a logical representation of \( m_i \) after pruning all the working nodes) is proportional to the amount of newly found working nodes \( |m_i^T| \). In addition to this we notice that the longer a working path is, the smaller the search area for locating failed nodes will be. In particular, by pruning certain working nodes, it may also happen that some non-working nodes are identified by exclusion, namely because they belong to non-working paths, already monitored, which identify subsets of candidate non-working nodes, reduced to size one after pruning the newly found working nodes. We define as \( |F_1^T| \) the set of failed paths \( m_i \) which have already been monitored (i.e. \( m_i \in \mathcal{T} \)) and have length equal to 1 after node pruning. Hence, we consider another additive term, to the utility of monitoring working paths, i.e. \( |F_1^T| \). Consider the example of Figure 3. Assume that the monitoring activity starts by probing path \( m_2 \) first, which is found to be non-working, hence \( m_2 \) is inserted in \( \mathcal{T} \). Then the monitoring activity proceeds by considering path \( m_3 \) which is properly working. Knowledge of the outcome of \( m_1 \) allows us to assess the status of the nodes \( v_i \), with \( i = 1, \ldots, 5 \), as working. As a consequence these nodes are all pruned, and can be removed by all the non working paths included in \( \mathcal{T} \). Due to the pruning of \( v_4 \) and \( v_5 \) the length of the already monitored path \( m_2 \) reduces to 1 in the logical representation of the network graph with pruned components, which implies \( |m_2^T| = 1 \). Hence, \( m_2^T \) turns to be a failing path of one only node, \( v_6 \), whose state must be failed, by exclusion.

Finally, we notice also that it never happens that working nodes are discovered by exclusion as they must belong to working paths, in which case they would have already been pruned. Information obtained by monitoring non-working paths: When probing paths fail, we also have relevant information on the network status. A failing path corresponds to a subset of nodes containing at least a failed node. When a path failure occurs, the nodes of the path must undergo additional monitoring, i.e. probing intersecting paths, to obtain precise failure identification. Indeed, short failed paths allow to localize node failures more precisely than long ones. Moreover, finding failed nodes, or set of nodes containing at least a failure, suggests not to probe paths that, containing at least a failed node, will certainly fail if probed. In the example of Figure 4 we consider a scenario in which, after some probing activity (not shown in the figure), \( v_5 \) is found to be properly functioning. Nevertheless, by observing the failure of monitoring along path \( m_1 \) we assess the failure of node \( v_4 \). This suggests the removal of path \( m_3 \) from the set of monitoring paths, as its failure can be deduced from the failure of the included nodes \( v_4 \) which is known to be broken. As a consequence, whenever a monitoring path \( m_i \) fails, the monitoring problem can be simplified by removing all the paths \( m \) including the entire set of nodes of the failed path \( m_i \), i.e. the set \( \{m_j | m_j \supseteq m_i \} \). Additionally, we note that after pruning nodes, we may end up with some degenerate paths with cardinality one. If this occurs, the probing of these paths gives direct information on the node states, both if the path works and if it does not. While this situation is already considered in the utility of working paths, to take it into account also for the case of a non working path \( m_i \), we consider a further information utility component, in the form of an additive term \( \lfloor 1/|m_i^T| \rfloor \) which is equal to one only if path \( m_i^T \) traverses one only node, and is zero otherwise.
function, for each decision $a_i \in \mathcal{A}$ as follows:
\[
\lambda(a_i|Z_i) = \begin{cases} 
|\hat{n}_i^{(T)}| + |\mathcal{F}_i| & \text{if } Z_i = 1 \\
1/(|\hat{n}_i^{(T)}|) & \text{if } Z_i = 0
\end{cases}
\] (1)

Correspondingly, we calculate the following expectation of conditional utility given the observation:
\[
\mathcal{U}(a_i|O_T) = \lambda(a_i|Z_i)P(Z_i|O_T) + \lambda(a_i|\bar{Z}_i)P(\bar{Z}_i|O_T)
\] (2)
As the available paths may give a different contribution to the identification task, some of them may become redundant, depending on the probing order, which brings our attention to determine an efficient progressive monitoring policy, i.e. to solve the PMP problem. Formally, a PMP policy is a sequence of monitoring actions of $\mathcal{A}$. In the following we aim at defining a PMP policy which maximizes the number of nodes whose state is identified, i.e. the utility defined above.

IV. Stochastic optimization of PMP

We consider a decision process, in the discrete time, which may end when one of the following conditions occurs:

- Every node status is known
- There are no more paths to monitor (each of the remaining path cannot add any information on the node states)
- The maximum number of probing steps has been reached.

At each step, the process may make one of the decisions in $\mathcal{A}$, whose utility depends on the outcome of the related monitoring path. The number of steps before termination is uncertain. An upper bound is given by the number of monitoring paths $N$. We recall that we do not assume symmetric routing, i.e. the upper bound on the number of monitoring paths is given by the number of ordered pairs of monitoring nodes $N = V_M \cdot (V_M - 1)$.

Considering the discussion made in Section III-A we formulate the failure identification problem in terms of stochastic optimization. At the $n$-th step, the state of the decision process is given by the set $O_T^{(n)}$, which reflects the observations made until step $n$, provides the current knowledge of the status of network components at step $n$ and determines the future action utility values, according to Equation (2).

As actions cannot be repeated in consecutive monitoring steps, we denote the actions available at step $n$, $\mathcal{A}(O_T^{(n)})$, shortly as follows: $\mathcal{A}^{(n)} = \mathcal{A}(O_T^{(n)}) = \{a_i : m_i \in \mathcal{R}^{(n)}\}$, where $\mathcal{R}^{(n)}$ is the set of monitoring paths which have not been tested yet at the $n$-th step.

We seek a decision policy that maximizes the expected sum of the utilities incurred by its decisions. The optimal decision policy depends on the utilities, on the number of steps taken to assess the state of the network, and our confidence that obtaining such information through monitoring is actually possible.

Let $V(O_T^{(n)}, n)$ denote the expected information (utility) that will be obtained by the optimal decision policy (e.g. nodes still to be assessed), starting from the observation $O_T^{(n)}$ at step $n$. If we choose action $a_i$ the expected gain at the following step is given by Equation (2). Now, let $E_U(O_T^{(n)}, n)$ be the optimal remaining utility, after step $n + 1$, given a monitoring decision in state $O_T^{(n)}$. $E_U(O_T^{(n)}, n)$ describes the optimal decision policy utility after step $n + 1$ and so it is stated in terms of $V(O_T^{(n+1)}, n + 1)$. In particular, given that the monitoring path selected at step $n$ is the one pointed by action $a^{(n)} = a_i^*$, corresponding to path $m_i^*$, we have
\[
E_U(O_T^{(n)}, n|a_i^*) = P(Z_i^*) \cdot V(O_T^{(n)} \cup \{Z_i = 1\}, n + 1) + P(\bar{Z}_i^*) \cdot V(O_T^{(n)} \cup \{Z_i = 0\}, n + 1).
\]
By the principle of optimality (Bellman equation) we have the following:
\[
V(O_T^{(n)}, n) = \max_{a_i \in \mathcal{A}^{(n)}} \left\{ P(Z_i) \cdot \left( |\hat{n}_i^{(T)}| + |\mathcal{F}_i| + V(O_T^{(n)} \cup \{Z_i = 1\}, n + 1) \right) + \frac{1}{|\hat{n}_i^{(T)}|} + V(O_T^{(n)} \cup \{Z_i = 0\}, n + 1) \right\}.
\]
While the equation suggests the use of a dynamic programming approach, over a finite horizon, to solve the PMP problem, we underline the following challenges.
(1) The computational complexity in the calculation of the posterior probability $P(Z_i|O_T)$ is exponential in the number of paths. (2) There is the well known curse of dimensionality in the representation of the state space of the process, which needs to take account of the outcome of each monitored path. In fact, we note that it is not sufficient to represent the state with the vector of the identified node status, because of the possibility to have delayed assessment of broken nodes, that must be considered to properly calculate the utility terms expressed by Equation (2) for the case of working paths. Therefore non working monitored paths must be part of the state representation. Working monitored paths must also be stored in the state representation, to determine the available decisions. Hence the state space of the process is exponential in the number of paths.

We will devote the next sections to polynomial approaches to the design of efficient PMP policies and to metrics to quantitatively measure such efficiency.

A. The PoPGreedy approach

A Bayesian greedy strategy to monitoring path selection and probing is one that progressively selects the next path based on the current utility maximization rule and updates the overall observation for the next step. Initially (at step 0) $O_T = \emptyset$, therefore the calculation of the initial action utility is based on prior probabilities as follows:
\[
\mathcal{U}^{(0)}(a_i) = \lambda(a_i)P(Z_i) + \lambda(a_i)P(\bar{Z}_i).
\] (3)
Hence, at step 0, the Bayesian strategy consists in selecting the action that maximizes the utility based on prior knowledge:

\[ a^{(1)} = \arg\max_{a_i \in A} U^{(0)}(a_i). \]

Anytime a new path is monitored, it produces an outcome which requires the update of the current estimate of path failure probabilities.

At step \( n + 1 \) the Bayesian strategy selects the action \( a^{(n+1)} \) that maximizes the expectation of the utility given the current observation:

\[ a^{(n+1)} = \arg\max_{a_i \in A} U^{(n)}(a_i|O_T^{(n)}) \]

The testing procedure is described in Algorithm 1. Given a graph \( G \) representing the network topology, a set of paths \( \mathcal{M} \) and a prior probability of node failure \( p \), the algorithm returns the posterior probability of failure of all nodes as is obtained after probing at most \( K \) paths in \( \mathcal{M} \) and a related ranking.

At each iteration the algorithm selects the path \( m \) with maximum expected utility (ties are broken by considering a priority based on the path index, i.e. if \( m_i \) and \( m_j \), with \( i < j \) have the same utility, the algorithm selects \( m_i \)). Depending on the outcome of the test, either the set of failed paths (if \( m \) failed) or the set of working nodes (otherwise) is updated, together with actions corresponding to testing non visited super-paths and sub-paths of a failing/working paths, respectively (lines 17 and 21). We refer to this approach as to PoPGreedy (Posterior Probability Greedy), and detail it in Algorithm 1.

An example of execution of PoPGreedy: We show an example of execution on the network represented in Figure 5. We assume priori probability \( p = 0.1 \) and let node \( v_9 \) be the only failed node in the network. Nodes \( v_1, v_2, v_3 \) and \( v_4 \) are monitors, and consider undirected paths. We consider the 6 monitoring paths shown in the figure.

- **Step 1:** The paths that maximize utility at the first iteration are \( m_3, m_5 \) and \( m_6 \). For the tie breaking rule we choose path \( m_3 \). The path works. Hence \( R = \mathcal{M} \setminus \{m_3\} \), \( O^T = \{Z_3\} \) and the set of working nodes \( W = \{1, 4, 7, 8\} \). It results that \( a_4 = \arg\max_{a_i \in A} u(a|O_T), u(a_4|O_T) = 2.187 \).

- **Step 2:** Test \( m_4 \). \( R = R \setminus \{m_4\} \). The path fails, therefore \( F = \{m_4\} \) and \( O_T = O_T \cup Z_4 \). It holds that \( a_1 = \arg\max_{a_i \in A} u(a|O_T), u(a_1|O_T) = 1.1358 \).

- **Step 3:** Test \( m_1 \). \( R = R \setminus \{m_1\} \). The path works, hence: \( W = W \cup \hat{m}_1 \) and \( O_T = O_T \cup Z_1 \). At this point, it results that \( u(a_2|O_T) = 1.278 \), while \( u(a_6|O_T) = 0 \). By knowing that \( m_4 \) failed while node \( v_2 \) works, we can claim with certainty that \( m_6 \) will also fail, as it steps onto all the remaining nodes of \( m_4 \).

- **Step 4:** Test \( m_2 \). \( R = R \setminus \{m_2\} \). The path works, hence: \( W = \{1, 2, 3, 4, 5, 6, 7, 8\} \) and \( O_T = O_T \cup Z_2 \). The utility of the two non visited paths, \( m_5 \) and \( m_6 \) is zero, therefore the execution is over. The algorithm returns the failure probabilities: \( P(S_5|O_T) = 1, P(S_{10}|O_T) = 0.1 \) and \( P(S_v|O_T) = 0 \) for all the other nodes.

Algorithm 1 PoPGreedy

**Input:** \( G = (V, E) \): graph representing a network topology.

\( \mathcal{M} \): set of walkable paths in the network.

\( p \): initial probability of node failures.

\( K \): maximum number of path probes. **Output:** sorted sequence of nodes depending on their probability of failure: \( V_f \).

1. \( W = \emptyset \) (set of working nodes)
2. \( T = \emptyset \) (set of tested paths)
3. \( F = \emptyset, F \subseteq T \) (set of failed paths)
4. \( R = \mathcal{M} \setminus T \) (set of non visited paths)
5. \( A^{(0)} = \{a_1, \ldots, a_{|\mathcal{M}|}\} \)
6. \( O_T = \emptyset \)
7. for \( i = 1, \ldots, K \) do
8. \( a^{(i)} = \arg\max_{a_i \in A^{(i-1)}} u(a|O_T) \)
9. if \( u(a^{(i)}|O_T) = 0 \) then
10. return list of nodes sorted by \( P(S_v|O_T), V_f \)
11. \( T \leftarrow T \cup \{m_i\} \)
12. \( R \leftarrow R \setminus \{m_i\} \)
13. \( \text{test } m_i \)
14. if \( m_i \) fails then
15. \( F \leftarrow F \cup \{m_i\} \)
16. \( O_T = O_T \cup Z_i \)
17. \( A^{(i)} = A^{(i-1)} \setminus \left\{ \{a_i\} \cup \{a_j : \hat{m}_i \subseteq \hat{m}_j \} \right\} \)
18. else
19. \( W \leftarrow W \cup \{\hat{m}_i\} \)
20. \( O_T = O_T \cup Z_i \)
21. \( A^{(i)} = A^{(i-1)} \setminus \left\{ \{a_i\} \cup \{a_j : \hat{m}_i \subseteq \hat{m}_j \} \right\} \)

It must be noted that, although the algorithm leaves some uncertainty on the state assessment of node \( v_{10} \), this is due to the impossibility of obtaining certain status identification for \( v_{10} \) with the available paths. None of the existing paths can disambiguate the status of such a node as the only paths traversing it fail because of the failure of node \( v_9 \).

**B. Optimality approximation**

The definition of utility of an action given prior observations (Equation 11) can be extended in order to characterize the utility of a set of actions (corresponding to the utility of probing a set of distinct paths, \( T \)) as follows:

\[ \lambda(\{a^{(1)}, \ldots, a^{(T)}\}, O_T) = \]

Fig. 5: Example topology with a failure in \( v_9 \)
where \( F_T := \{ w \in V : P(\hat{S}_w | O_T) = 1 \} \) is the set of detected failed nodes by probing paths \( T \). This definition allows us to formulate the problem of assessing the maximum number of node states with \( K \) path probes as a formal maximization problem:

\[
\max_{A(T) \subseteq A} \lambda(T|O_T) \quad \text{s.t.} \quad |T| \leq K
\]

where \( A(T) = \{ a^{(1)}, \ldots, a^{(|T|)} \} \). Constant approximations for deterministic optimization problems where the objective function has properties of monotonicity and submodularity were proved in [28]. More recently, the concept of adaptive monotonicity and submodularity, originally introduced in [29] and lately revised in [30], extended such properties to the context of stochastic optimization problems, that is where our scenario belongs. In a stochastic maximization problem, the function to be maximized depends on a set of observations \( O_T \) on the state of the elements of the ground set, in our case, the state of paths in \( M \). In this context, greedy policies choose at each step the action that maximizes the expected value of the utility, that is known with certainty only after tests take place. Notice that PoPGreedy in Algorithm 1 follows the Adaptive Greedy Algorithm structure shown in [29]. Before reporting the definitions of adaptive monotonicity and submodularity, we give definition of conditional expected marginal benefit ([29]). In the following definitions, \( X \) is a finite set of elements.

**Definition IV.1.** Let \( Y \subset X \) and let \( x \in X \setminus Y \). The conditional expected marginal benefit of \( x \) with respect of a function \( f \) having observed \( O_Y \) is:

\[
\Delta(x|O_Y) := \mathbb{E}[f(Y \cup \{x\}, O_Y) - f(Y, O_Y)],
\]

where by \( O_Y \) we mean the restriction of the observations \( O_X \) to the subset \( Y \).

**Definition IV.2.** A function \( f : 2^X \times O_X \rightarrow \mathbb{R} \) is adaptive monotone if \( \forall x \in X \) and \( \forall Y \subseteq X \) it holds that \( \Delta(x|O_Y) \geq 0 \).

**Definition IV.3.** A function \( f : 2^X \times O_X \rightarrow \mathbb{R} \) is adaptive submodular if \( \forall Z \subseteq Y \subseteq X \) and \( \forall x \in X \setminus Y \) we have \( \Delta(x|O_Z) \geq \Delta(x|O_Y) \).

In our scenario, the ground set \( X \) is the set of all possible actions \( A \) on paths \( M \), and the state of a path is either normal or defective (or equivalently, 1 or 0). Paths’ states can be assessed only through observations on path probes. Observe that the definition of conditional expected marginal benefit corresponds to the definition of expected utility given in Equation [28].

\[
\Delta(a|O_T) = \\
\left( \bar{m} \cup \bigcup_{m_i \in T \setminus F} \bar{m}_i \right) + \left| \mathcal{F}_{1}^{(m,T)} \cup \bigcup_{m_i \in T \setminus F} \mathcal{F}_{1}^{(m_i,T)} \right| + |F_T| \right) P(Z|O_T)
\]

For adaptive monotone and submodular functions, solutions achieved by greedy policies are constant approximations to the optimal solutions ([29],[30]). While it is trivial to prove adaptive monotonicity for our utility function, we can exhibit an example (depicted in Figure 6) showing that \( \lambda \) is not adaptive submodular. Assume \( p = 0.1 \) is the a priori node failure probability and let \( T = \{ m_1 \} \) and \( T' = \{ m_1, m_2 \} \), with \( F = \{ m_1, m_2 \} \). Then

\[
P(Z_3|O_T) = 1 - \frac{3}{4} \left( \frac{3}{4} \right)^2 = 0.6875
\]

whereas

\[
P(Z_3|O_{T'}) = 1 - \frac{3}{4} \left( \frac{3}{4} \right)^3 = 0.53125
\]

hence

\[
\Delta(a_3|O_T) = 0.15
\]

\[
\Delta(a_3|O_{T'}) = 0.08
\]

which is greater than \( \Delta(a_3|O_T) \).

**Fig. 6:** Example showing non adaptive submodularity of \( f \).

When the objective function of a maximization problem is not adaptive submodular, as for our definition of utility, it is still possible to study an approximation of the solution obtained by a greedy policy with respect to the optimal one by bounding the adaptive submodularity ratio \( \gamma_{O_T,k}(\lambda, \alpha) \), with a scalar \( \alpha \in (0,1] \). The resulting approximation is:

\[
\lambda_{\text{avg}}(\pi^G) \geq 1 - \exp \left( -\frac{\alpha K}{h} \right) \lambda_{\text{avg}}(\pi^*)
\]

where \( \lambda_{\text{avg}}(\pi^G/\pi^*) \) are the average quantity of information gained by the greedy and the optimal policies \( \pi^G \) and \( \pi^* \), respectively. Parameters \( K \) and \( h \) are the constraint to the maximum number of tests and the height of the decision tree of policy \( \pi^* \), respectively. This result, together with the definition of adaptive submodular ratio, was recently proposed in [31].

1) **Upper-bound to adaptive submodularity ratio:** The goal of this section is to exhibit a scalar \( \alpha > 0 \) such that

\[
\frac{\sum_{m \in \mathcal{M}} P(m \in \mathcal{T}^\pi) \Delta(a|O_T)}{\Delta(\mathcal{T}^\pi)} \geq \alpha
\]

The adaptive submodularity ratio is upperbounded by 1 and it is equal to 1 if and only if \( \lambda \) is adaptive submodular. Here \( \mathcal{T}^\pi \) is the set of paths chosen by a policy \( \pi \), whereas
of the term $|\mathcal{F}_1^{[m,T]}|$. Let us study now how $\mathcal{U}(a|O_T)$ changes with respect to $|\hat{m}|$. Note that $\mathcal{U}(a|O_T)$ grows linearly with $|\hat{m}|$ if $P(Z|O_T)$ is fixed. Nevertheless, if we consider the case where every node of $m^{(T)}$ is traversed by some failing paths of length 2, then the contribution given by each node to the decrease of $P(Z|O_T)$ is greater than adding 1 to $|\hat{m}|$, i.e., one such node would contribute to the exponential decrease of $P(Z|O_T)$, while it would make $|\hat{m}|$ increase just by 1. This consideration emerges explicitly in the equations that follow. The path working probability $P(Z|O_T)=P_{\min}$ is equal to:

$$P_{\min} = \prod_{v \in \hat{m}} P(S_v|O_T) = \prod_{v \in \hat{m}} \left( 1 - \frac{1}{1 - \sum_{i=2}^{\hat{\partial}_v + 1} (-1)^i(1-p)^i(\hat{\partial}_v)} \right)^{|\hat{m}|} \geq \left[ 1 - \prod_{i=2}^{\hat{\partial}_v + 1} (-1)^i(1-p)^i(\hat{\partial}_v) \right]^{\hat{m}} \geq \left[ 1 - \prod_{i=2}^{\hat{\partial}_v + 1} (-1)^i(1-p)^i(\hat{\partial}_v) \right]^{\hat{m}_{\max}}$$

where $\hat{\partial}_v$ is the number of failing paths traversing $v$, $\hat{\partial}_{\max}$ is the biggest among them and $|\hat{m}_{\max}|$ is the length of the longest path. Notice that $\hat{\partial}_{\max} \leq |\mathcal{F}_1^{[m,T]}|$. The denominator appearing in the last expression can be written as follows:

$$1 - \sum_{i=2}^{\hat{\partial}_v + 1} (-1)^i(1-p)^i(\hat{\partial}_v) = 1 + (1-p) \cdot \sum_{i=1}^{\hat{\partial}_v} (-1)^i(1-p)^i(\hat{\partial}_v) = 1 + (1-p) \cdot \sum_{i=1}^{\hat{\partial}_v} (p-1)^i(\hat{\partial}_v) = [\text{Newton’s binomial}]$$

$$1 + (1-p) \cdot [(p-1)\hat{\partial}_{\max} - 1] = 1 + (1-p)(p^{\hat{\partial}_{\max}} - 1).$$

Therefore the minimum value of $\mathcal{U}(a|O_T)$, $\Delta_{\min}$ is:

$$\Delta_{\min} = (|\hat{m}(T)| + |\mathcal{F}_1^{[m,T]}|) \prod_{v \in \hat{m}} \left[ 1 - \frac{p}{1 + (1-p)(p^{\hat{\partial}_v} - 1)} \right]^{|\hat{m}_{\max}|} \geq (|\hat{m}(T)| + |\mathcal{F}_1^{[m,T]}|) \left[ 1 - \frac{p}{1 + (1-p)(p^{\hat{\partial}_{\max}} - 1)} \right]^{|\hat{m}_{\max}|}.$$  

(12)

Notice that we are excluding from our analysis the case $|\hat{m}(T)| = 1$, that is the only situation in which the second term of the utility $\left[ \frac{1}{1 + (1-p)(p^{\hat{\partial}_v} - 1)} \right]$ is non zero: as a matter of fact, Equation (12) proves that the larger the path length, appearing as the exponent of $P_{\min}$, the smaller is $\Delta_{\min}$. To recap, the smallest value of $\mathcal{U}(a|O_T)$ is achieved when path $m^{(T)}$ is long and all of its nodes are traversed by failing paths of length 2.
b) Greatest value of $\mathcal{U}(a|O_T)$: From the situation described above, we can analyse what is the greatest value of $\mathcal{U}(a|O_T)$. First of all, observe that $\forall T, T'$ such that $T \subset T'$ it holds that $|\hat{m}(T')| \geq |\hat{m}(T)|$. As a consequence, it holds that $\mathcal{U}(a|O_T) > \mathcal{U}(a|O_T')$ if and only if $P(Z|O_T) > P(Z|O_T')$ in general. $P(Z|O_T') > P(Z|O_T)$ with $O_T \subset O_T'$ in two occasions: either because of the presence of some functioning paths in $T' \setminus T$ traversing $m$, or because it was possible to localize failures of paths traversing nodes of $m$ on some other nodes. In the first case it results that $|\hat{m}(O_T)| < |\hat{m}(O_T')|$, therefore the increase of $P(Z|O_T)$ could be contrasted by the decrease of $|\hat{m}(O_T)|$, possibly resulting in $\mathcal{U}(a|O_T) > \mathcal{U}(a|O_T')$. In the second case instead, it holds that $|\hat{m}(T)| = |\hat{m}(T')|$. Hybrid situations may occur, too. We shall first consider the second case: assume it was possible to assess as "failed" all nodes not in $\hat{m}$ appearing in the two-length paths traversing $m$. Therefore, $\mathcal{U}(a|O_T)$ becomes equal to $|\hat{m}(T')|(1-p)|\hat{m}(T')|$. Notice that this then this the initial expected value of the utility function of $a$, when no observations were made. As a matter of fact, the working probability of a node only grows when a working path traverses it (and in such case it becomes 1). Now we can also consider the case in which $|m(T')|$ is reduced if some working path $m'$ partially covering nodes of $m$ was tested. Assuming $m(T')$ is long enough, we want to analyse the growing trend of $|\hat{m}(T')|(1-p)|\hat{m}(T')|$. Indeed, the first term of this expression $|\hat{m}(T')|$ trivially grows linearly, whereas $(1-p)|\hat{m}(T')|$ decreases with $|\hat{m}(T')|$. The trend of their products depends on the value of $p$. Excluding the trivial cases where $p = 0$ or 1, it is easy to prove analytically that the maximum value of $|\hat{m}(T')|(1-p)|\hat{m}(T')|$ is for $|\hat{m}(T')| = \frac{1}{2(1-p)}$. Here $n = [n]$ is the rounded natural value of $x$. Therefore the maximum value of $\mathcal{U}(a|O_T)$ is $\Delta_{\text{max}} = -\left[\frac{1}{2(1-p)}\right](1-p)^{-\left[\frac{1}{2(1-p)}\right]}$. Notice that the maximum value of $\mathcal{U}(a|O_T)$ is reached when $F_{m,T} = \emptyset$. Indeed, in case $F_{m,T} \neq \emptyset$, the working probability of $m$ would decrease exponentially, at the face of a linear growth of the deterministic multiplier $(|\hat{m}(T')| + |F_{m,T}|)$, as explained in Appendix A.

c) Solution approximation: By choosing $\alpha = \frac{\Delta_{\text{max}}}{m_{\text{avg}}}$ as discussed in the previous sections, it holds that for all paths $m$ and observations $O_T$ and $O_T'$, $d_m \geq 0$, implying soundness of Equation 2. Given a lower bound to the adaptive submodularity ratio, we may use the result shown in [21] to claim the following:

**Proposition IV.1.** If $\pi^G$ is the policy representing the adaptive greedy algorithm using $K$ steps, and $\lambda : 2^M \times O_M \rightarrow \mathbb{R}_{\geq 0}$ is the utility function defined in Equation 4, then:

$$\lambda_{\text{avg}}(\pi^G) \geq \left(1 - \exp\left(-\frac{\alpha K}{k}\right)\right)\lambda_{\text{avg}}(\pi^*)$$

where $\pi^*$ is the optimal policy, $k$ is the number of steps that $\pi^*$ takes to reach convergence and $\alpha = \frac{\Delta_{\text{max}}}{m_{\text{avg}}}$.

**Proof.** The statement is a direct consequence of the following facts: i. $\lambda$ is adaptive monotone. ii. Theorem 1 in [21], reported in Equation 2. iii. PoPGreedy is an Adaptive Greedy Algorithm.

Notice that $\alpha$ is dependent on controllable parameters $\partial_{\text{max}}$ and $\hat{m}_{\text{max}}$ that do not depend on the network topology but only on the routing paths choice.

When PoPGreedy is run on the simple example shown in Figure 5 only in two occasions it happens that $\mathcal{U}(a|O_T) < \mathcal{U}(a|O_T')$. The one marking maximum difference holds for $a = a_5, T = \{m_3, m_4\}$ and $T' = \{m_1, m_3, m_4\}$, where $\mathcal{U}(a_5|O_T) = 1.076$ and $\mathcal{U}(a_5|O_T') = 1.278$. For this example, $\alpha = 0.842$.

### C. Computational Complexity

**Theorem IV.1.** The computational complexity of PoPGreedy (Algorithm 2) is $O(K \cdot |M| \cdot |2^F|)$, where $K$ is the maximum number of path probes.

**Proof.** At each of the $O(K)$ steps of the algorithm, expected utilities are updated (line 9). This operations requires computing $P(\hat{Z}|O_T)$ for all paths that are not tested yet:

$$P(\hat{Z}|O_T) = P(\hat{Z} \land O_T)/P(O_T).$$

Observe that, when computing the joint probability of the outcomes of previously tested paths, the contribution given by working paths simply results in pruning working nodes from non working paths. Therefore, the joint probabilities in equation (13) may be computed as follows:

$$P(O_T) = P\left(\bigcap_{m \in F} Z_m^\alpha\right).$$

The expression in the previous equation requires a number of addends that is exponential in the number of failed paths ($2^{|F|}$). Computing node failure probabilities (line 13) requires the same number of operations. The final cost is $O(K \cdot |M| \cdot |2^F|)$.

Even considering sporadic failures, it is hard to predict how much the exponential factor may grow. Even within the same topology, the time required for computing the joint probability $P(O_T)$ is highly dependent on where failures occur: if highly connected nodes fail, the number of failed paths may be big, which makes the computation of the failure probabilities extremely time consuming.

The above reasoning motivates the use of polynomially computable metrics to approximate the nodes’ conditioned failure probabilities. In the next section, we define a polynomially computable centrality metric that captures the trend of how node failure probabilities are influenced when conditioned by iterative observations on test outcomes.

### V. Failure centrality

We hereby define the failure centrality of a node $v$ given the observation $O_T$.

**Definition V.1.** The failure centrality of a node $v$ given the observation $O_T$ is $c(v|O_T) = 0$ if $v$ is traversed by some
working paths in $T$, it is equal to the prior probability of failure if $v$ is not traversed by any path in $T$, otherwise $c(v|O_T) = \max\{T_1; T_2\}$, where:

$$
T_1 = \left[ \sum_{m \in M_v^T \land \exists F} \frac{1}{|\tilde{m}(T)|} \right] / |M_v^T \land F|, \quad (15)
$$

$$
T_2 = P_v + H(|P_v| - 1) \cdot \left(1 - \frac{1}{P_v} - P_v\right), \quad (16)
$$

$$
P_v = |M_v^T \land F| / \bigcup_{m \in M_v^T \land F} \tilde{m}(T), \quad (17)
$$

where $M_v^T$ is the set of monitoring paths $m^T$ crossing node $v$, $H(x)$ is the Heaviside function ($H(x) = 0$, if $x < 0$, and $H(x) = 1$ when $x \geq 0$). $\epsilon > 0$ is a small constant.

Node centrality is used to approximate the value of $P(S_v|O_T)$ in the calculation of the posterior estimate of the state probability of any path $m \in R$, which is $P(Z_i|O_T)$, that may be time consuming. The possible values of $c(v|O_T)$ span in the interval $[0, 1]$ and, in analogy with probabilities, $c(v|O_T) = 0$ means that the failure probability of node $v$ is 0, that is, $v \in W$, whereas if $c(v|O_T) = 1$ implies that the node is broken.

In the following we give some observations and propositions to characterize the values of the node failure centrality given the observation.

**Observation V.1.** Firstly, observe that $T_1 \in \{0, 1\}$. Indeed, for any failed path it holds that $|\tilde{m}(T)| \geq 1$, therefore the maximum value of the numerator in equation (12) is $|M_v^T\land F|$, proving that $T_1$ can not be greater than 1. When there is at least one path $m$ s.t. $|\tilde{m}(T)| = 1$, $T_1 = 1$, otherwise $T_1 = 0$.

**Proposition V.1.** For all nodes $v$ and observations $O_T$ it holds that $0 \leq T_2 < 1$.

**Proof.** While it is trivially true that $T_2 \geq 0$, we prove that $T_2$ cannot be greater than or equal to 1. We observe that if $P_v < 1$, then $T_2 = P_v$. When $P_v = 1$, $T_2$ becomes $1 - \epsilon$, while if $P_v > 1$, $T_2 = 1 - \frac{1}{P_v}$, that is a monotonically growing function with a horizontal asymptote in 1.

**Proposition V.2.** Let $v \in V$ be a node and $O_T$ the outcome of some path probes. If $c(v|O_T) = 1 \implies v$ is broken.

**Proof.** In Proposition V.1 we prove that $T_2 < 1$, hence $c(v) = 1 \iff T_1 = 1$. When there is at least a failed path $m$ traversing $v$ such that $|\tilde{m}(T)| = 1$, the numerator num of $T_1$ is $0 < \text{num} \leq |M_v^T \land F|$ and therefore $T_1 = c(v|O_T) = 1$. When this situation occurs, the probability of failure of node $v$ is indeed 1, as this means that the failure of path $m$ is only due to the failure of node $v$.

**Proposition V.3.** Let $v \in V$ be a $k$-identifiable node with respect to the set of paths $T$, where $k$ is the number of failures in the network, and let $O_T$ be the outcomes of path probes on $T$. If $v$ is broken $\implies c(v|O_T) = 1$.

**Proof.** Since $v$ is $k$-identifiable, this means that the set of paths crossing $v$ is different from the sets of paths crossing any other set of nodes of size at most $k$. In particular, it is different from the set of paths crossing the other $k - 1$ broken nodes. Hence there must be at least one path $m$ that passes through $v$ and not through any other failed node, and therefore $\tilde{m}(T) = \{v\}$. What is left to prove is that there is some set of observations $O_T$ that allows to disambiguate $v$ by finding out that indeed $\tilde{m}(T) = \{v\}$. If $|\tilde{m}(T)| = 1$, then this is trivially true. Also if $k = 1$, by definition, node $v$ must be traversed by a set of paths different than the set of paths traversing any other node laying in $m$; therefore there exist some working path that passes through nodes in $\tilde{m} \setminus \{v\}$. Otherwise, again from the definition of $k$-identifiability, the failure of node $v$ must produce different sets of failed paths than the ones resulting from simultaneous failures of $v$ and any other node in $\tilde{m} \setminus \{v\}$. As a consequence, there must be some working path passing through the nodes in $\tilde{m} \setminus \{v\}$ and not through $v$, making it possible to verify through end-to-end monitoring measurements that $\tilde{m}(T) = \{v\}$, which results in $T_1 = c(v|O_T) = 1$.

To conclude the discussion on the formulation of the centrality, we comment on the choice of term $T_2$ in equation (16). This formulation is motivated by the observation that node failure probabilities are directly proportional to the number of failed paths traversing a node, and inversely proportional to the number of nodes $w \notin W$ being traversed by such paths. This property is satisfied by both $P_v$ and $1 - \frac{1}{P_v}$. Furthermore, by experimental observations, we noticed that $P(S_v|O_T)$ grows steeply with the number of terms $Z_i$ (where $v \in \tilde{m}(T)$) in $O_T$ when $P(S_v|O_T) < 1$, while it slowly converges to 1 for $P(S_v|O_T) \lesssim 1$ for increasing numbers of negative tests on paths passing through $v$. Similarly, $T_2 = P_v$ when $P_v < 1$, while $T_2 = 1 - \frac{1}{P_v}$ for $P_v \geq 1$.

In order to tune the value of $\epsilon$ we observe that if $q^* = \max P_v \ s.t. P_v < 1$, then $q^* \leq \frac{d - 1}{d}$, where $d = |\bigcup_{m \in M_v} \tilde{m}(T)|$. Therefore, for $\epsilon < q^* - q^*$, the growing trend of $T_2$ would be still satisfied when $P_v$ exceeds 1.

### A. Centrality-based Utility

Because of the dependencies among path failures, computing the joint probability $P(O_T)$ requires teh computation of $2^{|F|}$ addends. In order to reduce computational costs, we approximate the probability that a path works, conditioned on the observation, as follows:

$$
P_v(Z_i|O_T) = \prod_{v \in \tilde{m}(T)} (1 - c(v|O_T)). \quad (18)
$$

**Definition V.2.** The expected conditional utility based on failure node centrality is given by the formula:

$$
U_c(a_i|O_T) = \lambda(a_i|Z_i)P_c(Z_i|O_T) + \lambda(a_i|\tilde{Z}_i)P_c(\tilde{Z}_i|O_T) \quad (19)
$$
if \( \exists m' \in \mathcal{F} : \hat{\mu}_i^{(T)} \subseteq \tilde{\mu}_i^{(T)} \). Otherwise \( \mathcal{U}_c(a_i|O_T) = 0 \). Here, \( \lambda(a_i|Z_t) \) is defined as in equation (1) and \( \tilde{P}_c(Z|O_T) = 1 - P_c(Z|O_T) \).

The condition that equation (19) is valid if \( \exists m' \in \mathcal{F} : \hat{\mu}_i^{(T)} \subseteq \tilde{\mu}_i^{(T)} \) serves to recognize situations as the one described in Figure 4 where we observed that if a path fails, every of its super-path is going to be failing, too. Thanks to prior observation we can assess the state of such paths and therefore there is no need to probe them.

B. Probing Algorithm with Centrality: FaCeGreedy

Algorithm 4 may be adapted to use this metric instead of the exact conditional probability by applying the following modifications:

- Input: change \( p \) for \( c \) as initial node centrality.
- Lines 8 and 9 substitute \( \mathcal{U}(a|O_T) \) with \( \mathcal{U}_c(a|O_T) \).
- Line 10 replace \( P(S_\ell|O_T) \) with \( c(v|O_T) \).

We hereby call FaCeGreedy (Failure Centrality Greedy algorithm) the Algorithm 4 with the modifications described above.

An example of execution of FaCeGreedy: By running FaCeGreedy on the example in Figure 4 with initial node centrality \( c = 0.1 \) and \( \epsilon = 0.05 \), the path probe sequence is the same as the one resulting by PoPGreedy, and final node centralities are \( c(v_9|O_T) = 1 \), \( c(v_{10}|O_T) = 0.1 \) while \( c(v|O_T) = 0 \) \( \forall v \in \mathcal{V} \).

1) Computational Complexity: The computational complexity of Algorithm 4 changes when centrality and centrality-based utility (Definitions VI.1 and VI.2) are implemented instead of probability and utility (equation 2).

**Theorem V.1.** The computational complexity of FaCeGreedy (Algorithm 4 with the changes described above) is \( O(K \cdot (|\mathcal{V}| \cdot |\mathcal{F}|^2 + |\hat{\mu}_{max}|)) \), where \( K \) is the maximum number of path probes, \( \mathcal{V} \) is the set of nodes of the network, \( \mathcal{F} \) is the set of failed testing paths and \( |\hat{\mu}_{max}| \) is the maximum path length.

**Proof.** The total number of tests is \( O(K) \). computing the centrality of a node \( v \) requires scrolling the failed paths and searching for possible sub-paths in order to compute \( \mathcal{P}_v \) (equation 17). This is comprehensive of computing \( |\mathcal{M}_v \cap \mathcal{F}| \) in equation (10) and requires \( O(|\mathcal{F}|^2) \) operations. This is done for all nodes \( v \) at each iteration. Computing the centrality-based utility of a path requires a number of operations that is linear in the number of nodes paths pass through. The overall cost of the algorithm is \( O(K \cdot (|\mathcal{V}| \cdot |\mathcal{F}|^2 + |\hat{\mu}_{max}|)) \), where \( |\hat{\mu}_{max}| \) is the maximum path length.

C. Dynamic Failures

In this section we show how our algorithms for node state classification can be exploited to develop an online, state-change aware monitoring system, where we consider that the failure scenario may change throughout the monitoring activity. When we consider this scenario, past observations do not guarantee certain information, in contrast with the static model that we adopted in the previous sections. Furthermore, while in PoPGreedy and FaCeGreedy the path probe activity would naturally stop when the expected utility function of non-tested path results to be 0, the dynamic failure scenario that we are introducing can rather be classified as an infinite horizon problem. We adapt PoPGreedy and FaCeGreedy to take into account the newly introduced dependency on time by considering the following facts: i. we do not suppose to have any knowledge about prior node failure probabilities nor on the maximum number of failures; ii. we do not assume knowledge on the time required for a node to be fixed, nor on a node’s life time. We call these dynamic-aware algorithms Dynamic PoPGreedy (DPoPGreedy) and Dynamic FaCeGreedy (DFaCeGreedy). To model this scenario, we discretize time into the intervals between path probes, and we assign to each node \( v \) a probability to transition from working to failed \( (p_{W \rightarrow F}) \) and a probability to transition from failed to working \( (p_{F \rightarrow W}) \) at each time step. We assume that it is more likely for a node to be fixed, rather than for a node to fail \( (i.e., p_{W \rightarrow F} < p_{F \rightarrow W}) \). We base our procedure on the observation that information gained in the past progressively expires by the passing of the time. Because of the computational complexity that would result in a Bayesian analysis where probabilities are explicitly time-dependent, we consider the following simplified and easily computable approach: we define a window that is the set of the last probed paths. We assume that the width of the window \( \ell_w \) is big enough to ensure at least network coverage. The window slides progressively: at each time step the least recently probed path in the window is removed from it, and a new path is probed and brought inside the window. We consider valid the information obtained by the last \( \ell_w \) path probes, whereas we consider previous observations expired. DPoPGreedy and DFaCeGreedy work as their static counterparts inside the window, unless a contradiction is detected. A contradiction inside a window occurs when the joint probability of the last \( \ell_w \) path probe outcomes is 0. This could happen either because a path traversing working nodes fails, or because a super-path of a failed path works. When this occurs, we locate the most recent path that causes a contradiction, and we remove it together with all the older paths from the window, as the information they provided is corrupted.

VI. EXPERIMENTAL RESULTS

In the following we provide a performance evaluation of both the variants PoPGreedy and FaCeGreedy of our approach, against state of the art solutions for classic boolean network tomography and sequential graph-based group testing. In the experiments we assume cycle-free routing between monitor nodes. Our evaluation considers the following metrics: Section VI.A. If not explicitly stated otherwise, initial failure probability and centrality are set to 0.1.
A. Metrics

We consider the output of any of the probing algorithms in terms of the probability associated to each node failure. We compare the performance of the heuristics with respect to the results that would be obtained by using all the monitoring paths.

In the following, we call $W_M$ and $B_M$ the set of nodes correctly classified as working (failure probability $0$) and broken (failure probability $1$), respectively when all paths of $M$ are probed. Similarly, we denote with $W_h$ and $B_h$ the same sets according to the classification made by any of the heuristics $h$, which selects progressive monitoring policy, probing only a subset of the paths in $M$.

We denote with $a_W \triangleq \frac{|W_h|}{|W_M|}$ the accuracy of detection of working nodes, namely the fraction of nodes classified as working by the heuristics, over the number of nodes recognized as working when all available paths are probed.

Similarly we denote with $a_B \triangleq \frac{|B_h|}{|B_M|}$ the accuracy of detection of broken nodes.

The next two metrics measure the correctness of the ranking $V_f$ produced by the heuristics to sort the nodes in terms of failure probability: $R_1 \triangleq \frac{|V_f[1:k]\cap F|}{k}$, where $F$ is the set of failed nodes, $k = |F|$, and with $V_f[1:k]$ we denote the nodes in the first $k$ positions in the rank $V_f$, i.e. with highest failure probability; $R_2 \triangleq \frac{k}{W_i+1}$, where $i$ is the index of a failed node appearing in $V_f$. If $k$ is the number of truly failed nodes, $R_1$ counts how many of those appear in the highest $k$ positions in the ranking, while $R_2$ says how many nodes’ state we should verify before finding all the failed nodes.

It holds that $R_1 \leq 1$ and $R_2 \leq 1$, and $R_1 = 1$ when the top $k$ positions are indeed occupied by the truly failed nodes $F$; $R_2 = 1$ when the nodes whose failing probability is 1 appear in the top $k$ positions of the rank $V_f$. Therefore, $R_1 = 1 \iff R_2 = 1$. $R_1$ metric is similar to the recall metric of ML [32], but it evaluates probabilistic outcomes instead of binary classifications. In addition to the metrics $a_W$, $a_B$, $R_1$ and $R_2$, we also consider the number of probes required to reach convergence and the execution time, when comparing our approaches to the previous solutions.

For evaluating DPoPGreedy and DFaCeGreedy, we use metrics that capture the ability to detect node state changes, and metrics that measure the reliability of the classification results step by step. For the first category, we compute the percentage of detected node state changes, and metrics that measure the reliability of the metrics that capture the ability to detect node state changes, and metrics that measure the reliability of the metrics that capture the ability to detect node state changes. For the second category, we compute the convergence and a maximum number of recursive steps as a consequence, when the algorithm is run until convergence and a maximum number of recursive steps is not fixed, it manages to assess with certainty the state of all nodes, even when they are not $k$–identifiable by erroneously classified either as working or as failed; $fn$ (false negative) is the sum of the number of real working nodes that are not classified as working, and of the number of real failed nodes that are not classified as failed. Notice that the recall is similar to $R_1$, except that $R_1$ evaluates probabilistic outcomes instead of binary classifications.

B. Benchmark solutions

To validate our approach we compare it with previous solutions based on classical Boolean Network Tomography as well as an approach based on progressive graph-constrained group testing. For the first set of benchmarks we consider the greedy for coverage, greedy for identifiability and greedy for distinguishability (GC, GI, GD) heuristics defined in [18]. At each iteration, the next path to probe among the available input paths is chosen as the one that maximizes network coverage/identifiability/distinguishability, respectively. When the greedy procedures meet some stopping criteria, node failure probabilities $P(S_i|O_T)$ are computed and the outcome is evaluated in terms of the metrics described in Section VI-A.

Together with this, we compare our method to the adaptive, graph-constrained group testing algorithm introduced in [4], to which we refer to as AdaptiveFinder, (AF). The goal of AdaptiveFinder is to detect the set of defective items (nodes) in a graph with the least number of probes. The main differences between our setting and the one adopted by AdaptiveFinder are that, although graph-constrained, AdaptiveFinder is not routing-constrained, meaning that monitoring probes are not limited to move along end-to-end paths that are determined by the routing scheme implemented in the network, and given as input (i.e., they can be trees or contain cycles); in addition, direct node inspection is allowed through degenerate paths composed of only one node, meaning that all nodes are monitoring nodes. These two facts result in a major flexibility of AdaptiveFinder, i.e. an advantageous degree of freedom that is not available to our approach. Nevertheless, we note that this constitute an unrealistic capability in a general network tomography scenario and it is more expensive to implement on an actual network because it requires all nodes of the network to be provided with a monitoring system software and also assumes fully controllable routing. The set of paths available to our algorithm is limited to a small subset of the possible paths that AdaptiveFinder is allowed to walk across. For these reasons, accuracy metrics for AdaptiveFinder are taken with respect to the ground truth.

Notice that, because of the possibility of direct node inspection, there is no uncertainty in the sets of nodes classified as failed by AdaptiveFinder, hence this algorithm is not susceptible to lack of identifiability, that instead is an ascertained issue in network tomography. As a consequence, when the algorithm is run until convergence and a maximum number of recursive steps is not fixed, it manages to assess with certainty the state of all nodes, even when they are not $k$–identifiable by
means of end-to-end given monitoring paths, being \( k \) the number of broken nodes.

Finally, we also compare our results with the Adaptive Path Construction (APC) algorithm, \([5]\). Similarly to PoP-Greedy and FaCeGreedy, APC investigates on the state of the network by means of end-to-end monitoring paths that are given and determined by uncontrollable routing. APC may be divided in two phases. In the first phase and differently from us, a greedy for coverage is applied. The outcomes of the path probes used in this phase are then analysed, and if they are not sufficient for identifying the status of all nodes, the adaptive group testing phase is executed: the decision on the action to take at a certain step (i.e., the next path to probe) follows the binary search idea: the path whose number of nodes is closer to the half of the number of still classified nodes in the network is tested. The original output of APC is the set of the failed nodes and of the candidate nodes (nodes that are not classified as working and that might be failed). In PoP-Greedy and FaceCeGreedy, these sets correspond to the set of nodes whose failing probability/centrality is 1, and to the set of nodes whose failing probability/centrality lies in \((0, 1)\), respectively. In order to compare APC in terms of the metrics introduced in Section VI-A, we compute the failure probability of the nodes in the candidate set, we set to 1 the failure probability of the nodes in the identified set, and as 0 the failure probability of all remaining nodes. Finally: we highlight two errors in the algorithmic procedure of APC as it is described in \([5]\): in Algorithm 1 (CBP), line 10, it must also hold that \( w_m \cap \mathcal{E}_1 = \emptyset \). The third condition that a path \( w \) must not satisfy in order to belong to the set \( \mathcal{W}_{\text{eff}} \) is actually \( w \cap \mathcal{E}_C \supseteq w_i \cap (\mathcal{E}_C \cup \mathcal{E}_1), \exists w_i \in \{ w_j \in W : y_j = 1 \} \).

### C. Tests

We perform experiments by considering different settings. In particular, we show experiments conducted on two different networks, an internet network in Europe, BICS \([33]\), and a fiber network topology of Minnesota \([34]\). We use the first network for understanding thoroughly the behaviour of our algorithms and benchmark methods, and we see that such considerations hold on the bigger network. In Table II features of the two topologies are detailed (left) as well as networks’ features taking into account monitor-to-monitor path choices. Table II details features of the two topologies as well as networks’ features taking into account monitor-to-monitor path choices. We use the smaller network, BICS, for running a thorough study of the behaviour of our algorithms and benchmarks, before extending our conclusions to the case of the larger Minnesota network. In the experiments, the set of candidate monitors is chosen randomly, with several paths between the same monitor pairs, to ensure broad network coverage.

1) **Experiments on BICS network**: Figures 7 to 10 are related to the BICS network. All curves are averaged on 20 experiments and show the value of the metrics defined in Section VI-A on PoP-Greedy, FaCeGreedy and all benchmarks. Shades/bars depict standard deviation.

In the experimental configurations shown in Figures 7 and 8 all the approaches stop either when they reach convergence or when they reach a maximum number of path probes. Such bound is the number of path probes needed by PoP-Greedy to converge (i.e., expected utility is 0) for each experiment. In particular, in Figure 8 we show the evolution of the metrics iterative-wise when four failures occur in the network. In Figure 8, instead, we show how the aforementioned metrics, as well as the elapsed times and the average number of tested paths, change for a growing number of failed nodes (from 1 to 5 failures). Notice that FaCeGreedy and GC always reach convergence before PoP-Greedy (Figure 8), but, while GC has poor, non-improvable performance in terms of node classifications, FaCeGreedy, together with PoP-Greedy, always reach the same performances achieved by probing all paths (see Figures 8a to 8d), that is the upper-bound to the ability of node states assessment by means of end-to-end monitoring paths. Greedy identifiability and greedy

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
& BICS & MN \\
\hline
\( |V| \) & 33 & 681 \\
\hline
\( |E| \) & 48 & 921 \\
\hline
\( \delta_{\text{min}} \) & 1 & 1 \\
\hline
\( \delta_{\text{max}} \) & 8 & 13 \\
\hline
\( \delta_{\text{avg}} \) & 3 & 27 \\
\hline
\( \text{diameter} \) & 9 & 29 \\
\hline
\( n_{\delta=1} \) & 5 & 134 \\
\hline
\end{tabular}
\caption{On the left: experimental settings. \( \delta \) = node degree, \( n_{\delta=1} \) = number of dangling nodes (degree 1).}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
& BICS & MN \\
\hline
\( |V^C| \) & 33 & 450 \\
\hline
\( |E^C| \) & 43 & 610 \\
\hline
\( \delta^M_{\text{min}} \) & 1 & 1 \\
\hline
\( \delta^M_{\text{max}} \) & 29 & 631 \\
\hline
\( \delta^M_{\text{avg}} \) & 9.9 & 60.7 \\
\hline
\( \text{longest path} \) & 9 & 27 \\
\hline
\( |V_M| \) & 10 & 62 \\
\hline
\( |M| \) & 55 & 1969 \\
\hline
\end{tabular}
\caption{On the right: path characteristics. \( V^C \) is the set of covered nodes; \( E^C \) is the set of covered links; \( \delta^M_1 \) = number of paths in \( M \) traversing node \( v_i \).}
\end{table}

Fig. 7: Metrics evolution, iteration-wise (BICS network with 4 failed nodes). Bounded.
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distinguishability instead stop before convergence for all tests. AdaptiveFinder manages to converge with a very small number of paths only when a single failure occurs in the network. In contrast, APC converges with a a similar number of paths as FaCeGreedy. This is because the number of failures considered in this experimental scenario is small, and the initial coverage phase implemented by APC helps with the detection of many working nodes. Observing Figure 8 we can notice that since the number of tests changes depending on where the 4 failed nodes are located in the network, curves may be subject to oscillations at the end, as fewer tests reach the highest numbers of tested paths. Within one single test, $a_W$ and $a_B$ have a monotone growing trend, while $R_1$ and $R_2$ may oscillate: as a matter of facts, during intermediate probes working nodes may gain a high failure probability (hence moving to the top positions of the sorted node failure probability chart) and then their failure probability goes abruptly to 0 when a working path traverse them. An observable phenomenon is that $a_W$ curves are concave and they grow steeply with the very first experiments, and become less steep when they approach the maximum value (i.e., $a_W = 1$). This is because of the sporadic failures scenario that we are considering: failed nodes are a small percentage of the set of all nodes, and therefore working paths are more likely to exist with respect to failing ones.

Consequently, correct working node classification is easier and faster to achieve within the first tests. On the contrary, $a_B$ curves follow a convex function trend and in the first tests they may be 0. This is because it takes a number of tests before a node can be classified as failed (i.e., failure probability equal to 1).

Similar considerations on the evolutionary curves hold for the experiments shown in Figure 9. Figures 9 and 10 are again related to the BICS network. In this experimental configuration, all methods stop either because the reach convergence, or because they probe all available monitoring paths. The latter condition does not hold for AdaptiveFinder, since it is not limited to move along given paths between monitors. Except for greedy coverage, consistently with what we observed for the previous set of experiments, AdaptiveFinder requires a greater number of tests than those used by PopGreedy and FaCeGreedy to converge (see Figure 10), while greedy identifiability and greedy distinguishability always probe all available paths. When we do not give constraints on the maximum number of paths to probe, AdaptiveFinder converges to the ground truth: it correctly classifies all nodes. We stress that this is due to its possibility to monitor single nodes directly and to its freedom to walk on the network without the restriction of moving along given paths. Once again, PopGreedy and FaCeGreedy achieve the same performance as probing all paths would do, but testing with little portions of available monitoring paths. This holds also for APC in this failure scenario. As expected, the average elapsed time required by PoPGreedy considerably increases with the number of failed nodes, even on a small network (see Figures 8e and 10e). High variance is due to its exponentially dependence on the number of failed paths, amplifying the discrepancy of when central or non central nodes fail. For this reason, in the next set of experiments,
we are not going to consider such method.

2) Minnesota: Figures 11 and 12 show our experiments on the Minnesota network. In Figure 11, tests are run until convergence or until a maximum number of tests \( K \) has been reached, whichever occurs earlier. In this case, the bound \( K \) is given by the number of path probes needed by FaCeGreedy to converge. In contrast, experiments in Figure 12 are run until convergence or until all available paths are probed. Again, we observe that GI and GD need to test all available paths and are still unable to converge because of their inability to take account of the progressively available information which can be obtained by probing the paths in a sequence. In fact, in Figure 11, GI and GD use the same number of paths as FaCeGreedy but with much inferior classification performance, whereas for the unbounded tests in Figure 11 they reach the same performances of FaCeGreedy by probing all available paths. On the other hand, FaCeGreedy is able to obtain full network information by converging with less than 9% of all the available paths. As in the previous experiments, CG is faster in covering the network, but performs poorly in terms of failure detection. Once again, in this configuration, in the unbounded case of Figure 11, AF is able to correctly detect all the failures within the maximum number of tests \( K \) only when the failure set is very small. In contrast, in the unbounded scenario, AdaptiveFinder reaches convergence with a higher number of tests than the ones required by FaCeGreedy (Figure 12b). Despite the good performance of APC in the previous network, when APC is applied to a bigger network and when many failures occur, it reaches convergence with many more paths than the ones used by FaCeGreedy (Figure 12e), and performs poorly in the bounded tests (Figure 11). This can be explained with the following two factors: ensuring network coverage may be convenient for small networks with a little number of failed nodes, but it is not as effective in large networks with many failed nodes. Similarly, using a binary search approach is not as convenient when many multiple failures occur.

Together with the aforementioned metrics, we also study how different choices of prior centrality values \( c \) may affect the performance of FaCeGreedy in terms of \( a_B \). Figure 12e depicts how the accuracy of detection of broken nodes changes at each iteration of FaCeGreedy for \( c = 0.05, 0.08, 0.1 \). For each experiment, 35 failed nodes ( 8% of the total number of covered nodes) are generated. Despite curves vary throughout intermediate iterations, and despite small differences in the final number of tested paths FaCeGreedy is able to reach maximal accuracy (i.e., \( a_B = 1 \)) also for under and over estimated choices of \( c \) (that is, \( c = 0.05 \) and \( c = 0.1 \)) for all choices of \( c \), proving its consistency, and robustness against potentially wrong settings of the prior probability or centrality of a node.

3) Experiments on Dynamic Failures: Figure 13 shows the average precision and recall of DPoPGreedy and DFaCeGreedy on the BICS network. We run the algorithms for 200 steps, and we consider the window size \( \ell_w \) to be 12. We compute the evaluation metrics at each time step, from 13 to 200. In Table ..., we show the percentage of detected node state changes and the average time for change detection. The experiments are leveraged on 200 experiments, and standard deviations are provided...
current failures is unknown, BNT techniques hit the snag of the huge dimension and intractability of the solution space. With this paper we propose a progressive approach to failure localization in the challenging scenario where failures may occur in an unknown and unbounded number. A set of monitoring paths is probed in a progressive manner, and decisions on which path to probe are made on the basis of a Bayesian approach which optimizes the expected value of the failure related information that can be obtained by incrementally monitoring new paths. To face the complexity of calculating posterior failure probabilities at each monitoring step, we propose a failure centrality metric, computable in polynomial time, which reflects the likelihood of a node to be the site of a failure. We use such a metric to guide decision making and provide a conclusive assessment of the state of network components. We extend these metrics to an online scenario where node states change dynamically throughout the experimental period. By means of numerical experiments conducted on synthetic as well as real network topologies, we demonstrate the practical applicability of our approach. The experiments show that our approach outperforms state of the art solutions based on classic Boolean Network Tomography as well as approaches based on progressive group testing.

Fig. 12: Tests on the Minnesota topology. Unbounded

Fig. 13: Precision and Recall of DFaCeGreedy and DPoP-Greedy.

between parenthesis.

VII. CONCLUSIONS

Boolean Network Tomography (BNT) provides the design of end-to-end monitoring paths to ensure network failure localization. However, when the number of con-

|       | \(F\rightarrow W\) | \(W\rightarrow F\) | \(t_{F\rightarrow W}\) | \(t_{W\rightarrow F}\) |
|-------|-------------------|-------------------|-------------------|-------------------|
| PoP   | 82.3 (±15.6)      | 89.7 (±9.1)       | 6.6 (±2.4)        | 12.7 (±6.3)       |
| FaCe  | 56.7 (±21.5)      | 89.7 (±13.6)      | 14.0 (±8.7)       | 14.5 (±7.6)       |

TABLE III: Average percentages of detected state changes and average time for change detection, and their standard deviation.
Appendix

The minimum value of $U(a|O_T)$ s.t. $P(Z|O_T) \in (0, 1)$ is $(|\hat{m}^{(T)}| + |\mathcal{F}_1^{(m,T)}|)P_{min}$

In Section IV-B we discuss what is the minimum value of $U(a|O_T)$ subject to $P(Z|O_T) \in (0, 1)$. First of all, notice that when $|\hat{m}^{(T)}| > 1$, the second component of $U(a|O_T)$, that is $[\hat{m}^{(T)}]P(Z|O_T)$, is equal to 0. We can observe from Equation 12 that $\Delta_{min}$ decreases exponentially with $|\hat{m}|$, and therefore, $\exists n_0 \in \mathbb{N}$ such that $\forall |\hat{m}^{(T)}| \geq n_0$, $U(a|O_T)$ decreases with $|\hat{m}^{(T)}|$. Such $n_0$ is $\left\lfloor \frac{1}{\ln(P_{min})} \right\rfloor$, that is 0 for all $p \in (0, 1)$. Therefore, the decreasing trend of $\Delta_{min}$ holds for all possible values of $|\hat{m}^{(T)}|$. For this reason, for our analysis we legitimately consider the second component of $U(a|O_T)$ to be zero. In Section IV-B we claim that the minimum non-zero value of $P(Z|O_T)$ is $P_{min} = \prod_{v \in \hat{m}^{(T)}} \frac{1}{1 + (1-p)(p^{\nu} - 1)}$.

As a matter of fact, the probability of failure of a path is the product of the conditional probability of failure of its nodes, $P(S_v|O_T)$. Such probability depends on the number of failing paths traversing each node $v$, on their lengths and on their intersections. In particular, it is easy to see that the shorter the failing paths traversing the node and the least the cardinality of their intersections, the more $P(S_v|O_T)$ grows. Therefore, the limit situation that we are seeking for occurs indeed when each node of $m^{(T)}$ is traversed by a large number of failing paths of length 2, i.e., paths passing through $v$ and another node that is not in $\hat{m}^{(T)}$. When such condition holds though, then the set of all such 2-length paths is the set $\mathcal{F}_1^{(m,T)}$, as if $m$ works, it would not only be possible to classify all of its nodes as working, but also all of the other nodes of such 2-length paths as failed. Therefore, in this situation it holds that $U(a|O_T) = (|\hat{m}^{(T)}| + |\mathcal{F}_1^{(m,T)}|)P_{min} := \Delta_{min}$. We wonder if it is possible to get a smaller value of such $U(a|O_T)$ in a situation where $P_{min}$ is sacrificed for a slightly higher value of $P(Z|O_T)$, but where at the same time $|\mathcal{F}_1^{(m,T)}| = 0$.

The next-most smaller value of $P(a|O_T)$ such that $\mathcal{F}_1^{(m,T)} = \emptyset$ results when all nodes $v$ of $\hat{m}$ are traversed by paths of length 3, that only intersect in $v$ and such that the two remaining nodes are not in $\hat{m}^{(T)}$. In this situation, if $m$ works, all nodes it traverses would be identified as working, but none of the nodes of the original 3-length paths that are not in $\hat{m}^{(T)}$ would be uniquely identified, hence $\mathcal{F}_1^{(m,T)} = \emptyset$. We call $P_3$ such probability. It holds that:

$$P_3 = \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 - \sum_{i=1}^{\partial_v} (-1)^{i+1}(1 - p)^2(\partial_v)}$$

$$= \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 - (1 - p)\sum_{i=1}^{\partial_v} (-1)^{i+1}(1 - p)^{2}(\partial_v)}$$

$$= \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 + (1 - p)\sum_{i=1}^{\partial_v} (-1)^{i}(1 - p)^{2}(\partial_v)}$$

$$= \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 + (1 - p)\sum_{i=1}^{\partial_v} [-(1 - p)^2]^{i}(\partial_v)}$$

[Newton’s binomial] $$= \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 + (1 - p)[(1 - (1 - p)^2)]^{\partial_v - 1}}$$

$$= \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 + (1 - p)[(1 - 1 + 2p - p^2)]^{\partial_v - 1}}$$

$$= \prod_{v \in \hat{m}^{(T)}} 1 - \frac{p}{1 + (1 - p)[(2p - p^2)^{\partial_v - 1} - 1]}$$

Hence the resulting conditional expected marginal benefit is $U(a|O_T) = |\hat{m}^{(T)}|P_3 = \Delta_3$.

We see now that $\Delta_{min} < \Delta_3$ for growing values of $|\mathcal{F}^{(m,T)}|$. Asymptotically speaking, we can assume without loss of generality that $\partial_v = \partial_w \forall v, w \in \hat{m}^{(T)}$. Since $\sum_v \partial_v = |\mathcal{F}^{(m,T)}|$, it results that $\partial_v = |\mathcal{F}^{(m,T)}|/|\hat{m}^{(T)}|$. We show that $\frac{\Delta_{min}}{\Delta_3} < 1$ for growing values of $|\mathcal{F}^{(m,T)}|$.

$$\frac{\Delta_{min}}{\Delta_3} = \frac{|\hat{m}^{(T)}| + |\mathcal{F}^{(m,T)}|}{|\hat{m}^{(T)}|} \left[ \frac{1 - (1 - p)(p^{\nu} - 1)}{1 + (1 - p)(p^{\nu} - 1)} \right] |\hat{m}^{(T)}|$$

$$\frac{\Delta_{min}}{\Delta_3} = \frac{|\hat{m}^{(T)}| + |\mathcal{F}^{(m,T)}|}{|\hat{m}^{(T)}|} \left[ \frac{1 - (1 - p)(2p - p^2)^{\nu} - 1}{1 + (1 - p)(2p - p^2)^{\nu} - 1} \right] |\hat{m}^{(T)}|$$
\[ \frac{\hat{m}(T) + |F^{(m,T)}|}{\hat{m}(T)} \left[ \frac{1 + (1 - p)(p^{\partial_v} - 1) - p}{1 + (1 - p)(p^{\partial_v} - 1)} \cdot \frac{1 + (1 - p)((2p - p^2)^{\partial_v} - 1) - p}{1 + (1 - p)((2p - p^2)^{\partial_v} - 1) - p} \right] |\hat{m}(T)| \]

this is true \(\forall |\hat{m}(T)|\) if and only if \(|F^{(m,T)}|\) is sufficiently large and

\[
\frac{p^{\partial_v}(1 - p)(2 - p)^{\partial_v} + p}{(2 - p)^{\partial_v}[p^{\partial_v}(1 - p) + p]} \leq 1
\]

which is always true for \(p \in (0,1)\), as it holds if and only if

\[
p^{\partial_v}(1 - p)(2 - p)^{\partial_v} + p \leq (2 - p)^{\partial_v}[p^{\partial_v}(1 - p) + p]
\]

\[
\iff p \leq (2 - p)^{\partial_v} p
\]

\[
\iff (2 - p)^{\partial_v} \geq 1 \quad \text{since } p \in (0,1)
\]

\[
\iff \partial_v = \frac{|F^{(m,T)}|}{|\hat{m}(T)|} \geq 0.
\]

Therefore \(\frac{\Delta}{\partial_v} \to 0\) for growing values of \(|F^{(m,T)}|\) and it is \(< 1\) for \(|F^{(m,T)}|\) sufficiently large and \(\forall |\hat{m}|\) and \(\forall p \in (0,1)\). Hence, it holds that the minimum value of \(\mathcal{U}(a|O_T)\) subject to \(P(Z|O_T) \neq 0,1\) is indeed \(\Delta min = (|\hat{m}(T)| + |F^{(m,T)}|) \prod_{v \in \hat{m}} 1 - \frac{p}{1+(1-p)(p^{\partial_v}-1)}\).