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Résumé—Salient object detection (SOD) for optical remote sensing images (RSIs) aims at locating and extracting visually distinctive objects/regions from the optical RSIs. Despite some saliency models were proposed to solve the intrinsic problem of optical RSIs (such as complex background and scale-variant objects), the accuracy and completeness are still unsatisfactory. To this end, we propose a relational reasoning network with parallel multi-scale attention for SOD in optical RSIs in this paper. The relational reasoning module that integrates the spatial and the channel dimensions is designed to infer the semantic relationship by utilizing high-level encoder features, thereby promoting the generation of more complete detection results. The parallel multi-scale attention module is proposed to effectively restore the detail information and address the scale variation of salient objects by using the low-level features refined by multi-scale attention. Extensive experiments on two datasets demonstrate that our proposed RRNet outperforms the existing state-of-the-art SOD competitors both qualitatively and quantitatively. https://rmcong.github.io/proj_RRNet.html.
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I. INTRODUCTION

HUMAN beings’ attention can be easily grabbed by the distinctive objects/regions in an image [1]. Imitating this visual attention system, salient object detection (SOD) aims at accurately locating the most attractive objects/regions, which has been widely applied in many tasks, due to its efficiency and convenience, such as segmentation [2], retargeting [3], thumbnail creation [4], visual quality assessment [5], traffic sign detection [6], [7], and group detection [8], etc. In addition to the common SOD methods for natural scene images (NSIs) [9]–[17], the SOD family includes many members for different data requirements, such as RGB-D SOD [18]–[22], co-saliency detection [23]–[26], video SOD [27], and SOD in optical RSIs [28]–[30]. In this paper, we focus on the SOD task in optical RSIs, which can be beneficial to many downstream remote sensing tasks, such as ROI extraction [31] and object detection [32]. Optical RSIs in this paper refer specifically to the color images collected from airborne or satellite sources in the range of 400 ∼ 760 nm. Our naming strategy is consistent with several previous works, such as object detection [32], [33], ship detection [34], region search [35] and salient object detection [28]–[30]. In these works, the airborne color images with high spatial resolution are named as the optical remote sensing images. Optical RSIs have been widely used in land planning, disaster monitoring, military reconnaissance and other fields in light of its characteristics of large range, high resolution, content richness and intuitiveness. Although NSIs and optical RSIs have similar color representation, when we directly use the state-of-the-art SOD method in NSIs to process optical RSI data, it is still difficult to obtain satisfactory results due to the different imaging environments and conditions. To be specific, unlike the NSIs captured from a handheld camera perspective, optical RSIs are obtained from a bird’s-eye view of the ground on a satellite or airplane, and this process is easily affected by environment factors such as shooting altitude, time, and illumination. Therefore, many challenging problems will arise in the optical RSI SOD task. First, there are challenges in terms of object number and scale. Affected by high-altitude shooting and large area coverage, multiple salient objects are prone to appear in the optical RSIs,
which greatly increases the difficulty of detection. Moreover, the bird’s-eye view also raises another problem, that is, the objects in optical RSIs show large scale variations, from the automobile occupying several pixels to a river throughout the image. Even objects belonging to the same category may have different scales due to the different imaging collection heights. In addition, different from the NSIs captured by handheld cameras, the optical RSIs acquisition process adopts a wide-range scanning-like manner, which results in the position of the salient objects being almost random, thus invalidating the conventional center prior. Second, there are challenges in complex background and imaging interference. The outdoor overhead imaging mode and the wide imaging range make the optical RSIs often contain more complicated backgrounds. Moreover, other environment factors, such as weather condition, illumination intensity, and shooting time, may cause diverse unpredictable disturbances which manifest as shadows, over-exposure, appearance changes, and shape distortions.

In response to above issues, specially designed SOD models for optical RSIs have been introduced [28], [29], but there are still some issues that need to be better addressed. On one hand, missing and incomplete detection of salient objects are common problems in the existing methods. In a multi-objects scenario, salient objects may not appear concentrated, but scattered in multiple locations of the image, such as the three airplanes in the first row of Fig. 1. In fact, these objects are still correlated in semantic attributes. Even for a single-object scenario, similar problem may be encountered. For example, the salient object spans a larger range in the image (e.g., the river in the second row of Fig. 1), which makes it difficult to detect it completely. Regarding this issue, context mechanism has been implemented to address it by modeling the global relation [28]. This solution can alleviate the missing and incomplete of objects by extending receptive field to a certain extent, but the semantic information is not fully utilized. Therefore, in this paper, we try to embed a relational reasoning module in the high-level encoder stage to model the semantic relation of different objects or different parts of objects on the graph. Benefiting from the representation ability of graph structure, our designed relational reasoning mechanism can not only construct the constraint relationship between each spatial region, but also reason about the semantic relationship of the channel dimension\(^1\), thereby obtaining a more comprehensive and deeper internal modeling relationship.

On the other hand, high-level features containing abstract semantic information are suitable for relational reasoning to achieve complete detection, while low-level features have higher spatial resolution and more detailed information (such as boundary) which can supplement the decoding process to achieve detail restoration. However, directly employing the coarse low-level features may cause additional redundancy interference, with considering that objects of different sizes at high spatial resolution are easy to detect, we propose a parallel multi-scale attention mechanism that can suppress unimportant features while restoring low-level details. In the decoder stage of the existing encoder-decoder networks, the lost details are not only difficult to restore through a sequence of deconvolution layers, but also be coarsen by the up-sampling operation, such as planes in the third row of Fig. 1. Therefore, we deal with low-level features by multiple receptive fields in two parallel ways. Furthermore, low-level features are refined into 2D attention maps which can restore the detail information effectively.

In summary, an end-to-end SOD model for optical RSIs is proposed which focuses on reasoning semantic relations and restoring details. The major contributions of the proposed method are summarized as follows.

1) We propose a novel end-to-end relational reasoning network with parallel multi-scale attention (RRNet) for SOD in optical RSIs, which consists of a relational reasoning encoder and a multi-scale attention decoder.

2) We design a relational reasoning module in the high-level layers of the encoder stage to model the semantic relations and force the generation of complete salient objects. This is the first attempt to introduce relational reasoning in the SOD framework for optical RSIs. Moreover, we innovatively employ relational reasoning along the spatial and channel dimensions jointly to obtain more comprehensive semantic relations.

3) We propose a parallel multi-scale attention scheme in the low-level layers of the decoder stage to recover the detail information in a multi-scale and attention manner. This mechanism can deal with the object scale variation issue through the multi-scale design, while effectively recovering the detail information with the help of shallower features selected by the parallel attention.

4) We compare the proposed methods with thirteen state-of-the-art approaches on two challenging optical RSI datasets. Without bells and whistles, our method achieves the best performance under three evaluation metrics. Besides, the model has a real-time inference speed of 109 FPS.

II. RELATED WORK

A. Traditional SOD Models in optical RSIs

The unique imaging conditions and environment make the salient object detection in optical RSIs more challenging, and thus some works have begun to study specialized algorithms instead of directly transplanting SOD models for NSIs into optical RSIs community, which usually fails to achieve satisfactory performance. Similar to the bottom-up SOD models in NSIs, some traditional methods have been proposed. Zhao et al. [36] used the global and background cues to define the corresponding sparse dictionary, and calculated the saliency of the optical RSI based on sparse representation. Zhang et al. [31] extracted the color, intensity, texture, and global contrast features and designed a low-rank matrix recovery based feature fusion method to calculate the saliency detection in RSIs. Ma et al. [37] calculated the superpixel-level saliency based on the structure tensor and background contrast, and then obtained the

\(^1\) The channel dimension refers to the channel dimension of the learned high-level features (tensor), rather than the concept of spectral channels.
final pixel-level saliency map by superpixel-to-pixel mapping. Zhang et al. [38] used the quaternion Fourier transform in the frequency domain to generate the saliency map. Zhang et al. [39] computed the saliency of the remote sensing images based on the multiscale visual saliency analysis, which integrates the intensity, orientation, and color features.

B. Deep Learning based SOD Models in optical RSIs

Thanks to the powerful feature representation capabilities of deep learning, related models have gradually emerged and developed. As a pioneering work, Li et al. made a positive attempt in [29]. First, in order to make up for the lack of public datasets, the first public available dataset named ORSSD containing 600 training and 200 testing was constructed, which bridged the gap between the data and algorithm verification. In addition, an end-to-end SOD network for optical RSIs named LVNet is proposed, where a two-stream pyramid module is designed to address the scale variation of salient objects, and an encoder-decoder architecture with nested connections aims to learn more discriminative saliency features. Zhang et al. [28] extended the ORSSD dataset as a larger one named EORSSD dataset, which includes 1,400 training images and 600 testing images. Moreover, an end-to-end Dense Attention Fluid Network (DAFNet) for SOD in optical RSIs is proposed, in which a global context-aware attention module is embedded in a dense attention fluid structure to learn more discriminative saliency features with long-range context constraints. Zhang et al. [40] proposed a progressively supervised learning method for SOD in RSIs, including the pseudo-label generation with auxiliary image and weakly supervised to fully supervised learning. The former module is designed to generate the pseudo SOD label by using a classification network with Grad-CAM, and the latter process designs a feedback saliency analysis network equipped with curriculum learning strategy under the supervision of the generated pseudo-label to achieve saliency detection.

III. PROPOSED METHOD

A. Overview

As illustrated in Fig. 2, we propose an encoder-decoder network, named RRNet, for SOD in optical RSIs, which models the semantic relation and restores the multi-scale details. The overall framework can be roughly divided into relation reasoning encoder stage and multi-scale attention decoder stage.

The relational reasoning encoder encodes semantic relations generated from high-level features to learn effective feature descriptions. Our backbone extractor consists of five sequentially-stacked convolutional blocks that obtain the corresponding low-level features from the first two convolutional blocks and high-level features from the last three convolutional blocks. These five convolutional block features are denoted as \( \{X^1, X^2, X^3, X^4, X^5\} \). Then, each high-level convolutional features are followed by a relational reasoning module to reason and model semantic relation of objects or regions. The reasoning process is carried out on the graph model in the spatial dimension and channel dimension successively, thereby generating the enhanced features as the input tensor of the next convolutional block. The multi-scale attention decoder progressively generates the saliency-related referring features, and restores detail information by being equipped with a parallel multi-scale attention mechanism at the low-level layers. During feature decoding, we progressively fuse the feature maps of different levels, and embed a parallel multi-scale attention module in the low-level layers to extract multi-scale attention map from two multi-scale calculation angles. Then, the obtained attention map is used to refine the passed-up fused features via residual connection. Finally, we...
utilize the last decoding features to predict the final saliency map through additional convolution layers.

In the following subsections, we will introduce the Relational reasoning Encoder, Multi-scale Attention Decoder, and Loss Function, respectively.

B. Relational Reasoning Encoder

Because of the diverse object numbers, varying object scales, and overwhelming background context redundancies in the optical RSIs, it is difficult to detect the salient objects with accurate location and complete structure. For example, in the first image of Fig. 1, the multiple objects share the similar appearance and semantic attribute, once one object is determined, the relational information between the objects can be introduced to assist the detection of other objects. Analogously, the relational dependency is also existed in the interior of the object, as shown in the second image of Fig. 1. Different parts of the object should be highlighted uniformly, and constructing relationships between different spatial regions within the object is conducive to achieving this goal. The graph-based models have been proven to be effective for context reasoning in many tasks, such as visual recognition [41], human-object interaction detection [42]. Through the graph, capturing relations between arbitrary regions in the input can be simplified to explore interactions between the features of the corresponding nodes. Thus, we introduce the relational reasoning mechanism into the encoder stage, which establishes the semantic relation between each pixel and each channel on the graph.

As the number of convolutional layers increases, the learned feature representations gradually shift from low-level information (such as texture and edge details) to high-level semantic information (such as category attributes). It is happened to be the relational reasoning process exactly needs these high-level semantic information. Chen et al. [43] proposed a global reasoning module which projects features from the coordinate space into an interactive space and conducts graph convolution for global reasoning. However, it only makes reasoning along the spatial space, but ignores the interaction of the features along the channel dimension. Thus, to obtain a more comprehensive and deeper internal modeling relationship, we perform graph reasoning modeling in both spatial and channel dimensions. Specifically, our relational reasoning module is conducted on the graph model, and decoupled into two different dimensions, i.e., spatial relational reasoning and channel relational reasoning. The high-level convolutional features $X^s (s \in \{3, 4, 5\})$ are first fed to spatial relational reasoning (SRR) module, thereby generating spatial reasoning features $F^s_r$. Then, the channel relational reasoning (CRR) module is applied on the features $F^s_r$ to generate the channel reasoning features $F^c_r$. The detailed illustration is provided in Fig. 3.

1) Graph Construction: For graph reasoning in the existing methods, the features in coordinate space need to be first projected into graph space to apply a general graph convolution. Then, a reverse projection is conducted to transform the resulting features back to the original coordinate space. Instead, we skip the projecting and re-projecting processes to spare the computation by deeming the feature space as a special case of data defined on a low-dimensional graph. We will provide the details of spatial/channel graphs and adjacency matrix calculation.

Spatial and Channel Graphs. How to completely detect the salient objects covering long-distance ranges is a difficult issue in SOD for optical RSIs, because the two ends of these objects often have a large span, and even pass through the entire image (such as the river in Fig. 1). Spatial relational reasoning can establish the semantic relationship between any two spatial locations, thereby constraining that no matter how long the range of the object is, their semantic relations are associated. For the input feature $X^s \in \mathbb{R}^{H \times W \times C}$, we first reshape it into $G^s \in \mathbb{R}^{HW \times C}$. Therefore, we can build the spatial graph with $HW$ vertexes, and each vertex is represented by the corresponding channel feature of $\mathbb{R}^{C \times 1}$.

In terms of the high-level features, they often contain more compact semantic information, but their spatial resolution tends to be relatively small, while channel information is relatively large and rich. If only implementing relational reasoning in the spatial space, many useful channel features will not fully utilized. Thus, we innovatively build a channel graph and apply relational reasoning on it. For the graph construction, each channel of the high-level features is regarded as a vertex, and all the spatial information of the corresponding channel is used to describe the vertex. Assuming the output features of SRR module are denoted as $F^s_r \in \mathbb{R}^{H \times W \times C}$, we reshape it into a 2D tensor $G^s \in \mathbb{R}^{C \times HW}$, and $C$ vertexes are further obtained, which is represented by the corresponding spatial feature of $\mathbb{R}^{HW \times 1}$. In this way, the graph convolution on the channel graph can model the semantic relationship between different channels.
Adjacency Matrix. After determining the vertex information on the corresponding graph model $G^s \in \mathbb{R}^{a_1 \times a_2}$, we define the adjacency matrix $\tilde{A}$ to indicate the similarity of pair-wise vertices, where $a_1$ denotes the number of vertexes, and $a_2$ represents the feature dimensionality of each vertex. Following [44], we use the Euclidean distance to measure the similarity between vertex $i$ and vertex $j$ in adjacency matrix $\tilde{A}$. In implementation, dot-product distance is employed to calculate $\tilde{A} = [\tilde{A}_{ij}] \in \mathbb{R}^{a_1 \times a_1}$ as follows:

$$\tilde{A}_{ij} = (\text{conv}_{1 \times 1}(G^s))_i \cdot \tilde{L}(G^s) : (\text{conv}_{1 \times 1}(G^s))^T,$$

(1)

where $\text{conv}_{1 \times 1}$ is a customized $1 \times 1$ convolutional layer followed by ReLU non-linearity activation. $\tilde{L}(G^s)$ is a diagonal matrix which has attention on the inner product to learn a better distance metric, which is defined as:

$$\tilde{A}(G^s) = \text{diag}(\text{conv}_{1 \times 1}(\text{avepool}(G^s))),$$

(2)

where $\text{avepool}(\cdot)$ is the average-pooling, and $\text{diag}(\cdot)$ reshapes a vector into a diagonal matrix.

2) Graph Reasoning: For graph information $G^s \in \mathbb{R}^{a_1 \times a_2}$, which is reshaped from original side feature map of last three convolution stages, $s \in \{3, 4, 5\}$ indexes the convolution stage. Our goal is to generate output features $F^s_r \in \mathbb{R}^{H \times W \times C}$ encoded by graph reasoning, which is defined as:

$$F^s_r = \sigma(\tilde{L} G^s \Theta),$$

(3)

where $\Theta$ is a trainable weight matrix, $\tilde{L}$ is the graph Laplacian matrix, and $\sigma$ is the ReLU activation function. The Laplacian matrix we used here is data-dependent parameters in order to capture the semantic relation between vertex features dynamically. Thus, $\tilde{L}$ is not restricted as a specific one, changing with the different features. It is formulated with the symmetric normalized form:

$$\tilde{L} = I - \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}},$$

(4)

where $\tilde{D} = \text{diag}(d_1, d_2, ..., d_n)$, $d_i = \sum_j \tilde{A}_{ij}$, $\tilde{A} \in \mathbb{R}^{a_2 \times a_2}$ is the data-dependent adjacency matrix, and $I$ is the unit matrix. As mentioned earlier, if we make reasoning on the spatial graph, the obtained feature is denoted as $F^s_r$. If the reasoning is made on the channel graph, it is represented as $F^s_c$. The feature visualizations before and after relational reasoning are shown in Fig. 4. From it, we can see that after the graph reasoning module, the integrity between multiple salient objects and within the same salient target has been significantly improved.

C. Multi-scale Attention Decoder

After learning the convolutional features in the encoder stage, the decoder stage aims to gradually fuse the feature maps of different levels and generate the saliency-related features. Considering the complementary role of encoder features, the up-sampled decoder features and the corresponding encoder features are integrated by a fusion unit (as shown in the upper right corner of Fig. 2). As we all know, low-level features have a larger spatial resolution, which include more detail information, and is conducive to recovering the salient objects of different scale, especially small objects. Therefore, we can make full use of these features in the top-level decoding process to guide the restoration of object details and address the issue of object size changes, and propose a parallel multi-scale attention (PMA) module to introduce the guidance from the low-level features in a multi-scale and attention manner. The multi-scale strategy is used to combat the varying object scale, and the attention strategy is to reduce inevitable redundant information in encoder.

Different from the existing methods, we perform multi-scale calculation in the dimension of the attention map, and design two complementary attention calculation methods from the perspective of multi-scale feature generation. One is to directly perform multi-scale attention calculations on input features under different receptive fields to obtain attention maps at different scales, and then fuse them to generate the global multi-scale attention map, as shown in the left part of Fig. 5. The other is to first perform multi-scale feature extraction to obtain multi-scale features, and then perform attention calculation on each scale features, as shown in the right part of Fig. 5. The former emphasizes different attention information under different receptive fields, while the latter emphasizes the attention information of multi-scale features. In a word, we use the low-level convolutional features $X^s \in \mathbb{R}^{C \times H \times W}$ to calculate two multi-scale spatial attention maps $A^s_i$ and $A^s_r$, where $s \in \{1, 2\}$ indexes the convolution stage. Finally, these two multi-scale attention maps are integrated into the final attention map to refine the up-sampled decoder features.

1) Multi-scale attention on the single-scale features: For the spatial attention [45], the average-pooling and max-pooling are first applied on the input features, and then the convolutional layer and sigmoid activation are used to generate the final attention map. We replace the convolutional layer in the above process with multi-scale convolution to directly extract the multi-scale attention map of the input features. Specifically, we utilize the average-pooling and max-pooling on $X^s$ respectively to form two one-channel maps and then concatenate them along the channel axis, thereby generating a two-channel descriptor $\Gamma^s \in \mathbb{R}^{H \times W \times 2}$:

$$\Gamma^s = \text{concat}(\text{avepool}(X^s), \text{maxpool}(X^s)),$$

(5)

where $\text{concat}(\cdot)$ represents feature concatenation along channel axis, $\text{avepool}(\cdot)$ and $\text{maxpool}(\cdot)$ are the average-pooling and max-pooling, respectively. The obtained two-channel descriptor is shown to be effective in highlighting informative
regions. Then, convolution layers with different filter sizes of $3 \times 3$, $5 \times 5$, and $7 \times 7$ are conducted to turn a two-channel descriptor into three 2D spatial attention maps $A_{3,3}^{s,l} \in \mathbb{R}^{H \times W}$, $A_{5,5}^{s} \in \mathbb{R}^{H \times W}$, and $A_{7,7}^{s} \in \mathbb{R}^{H \times W}$, which encode where to emphasize or suppress:

$$
A_{3,3}^{s,l} = \sigma (\text{conv}_{3 \times 3}(\Gamma^s ; \theta_{3 \times 3})),
A_{5,5}^{s} = \sigma (\text{conv}_{5 \times 5}(\Gamma^s ; \theta_{5 \times 5})),
A_{7,7}^{s} = \sigma (\text{conv}_{7 \times 7}(\Gamma^s ; \theta_{7 \times 7})),
$$

(6)

where $\sigma$ denotes the sigmoid function, $\text{conv}_{n \times n}$ represents a convolution operation with the filter size of $n \times n$, and $\theta_{n \times n}$ is the learnable parameters of the corresponding convolution operation.

Finally, these three attention maps with different receptive fields are aggregated to produce the final multi-scale attention map $A^*_f$, which is computed as:

$$
A^*_f = \frac{1}{3} (A_{3,3}^{s,l} \oplus A_{5,5}^{s} \oplus A_{7,7}^{s}),
$$

(7)

where $\oplus$ represents the element-wise summation.

2) Multi-scale attention on the multi-scale features: In this stream, we emphasize that the multi-scale attention is generated from the multi-scale features. In other words, different from the left stream, three convolution layers with the filter size of $3 \times 3$, $5 \times 5$, and $7 \times 7$ are separately applied on the input feature $X^s$, thereby generating multi-scale features $F_{3,3}^s \in \mathbb{R}^{H \times W \times C}$, $F_{5,5}^s \in \mathbb{R}^{H \times W \times C}$, and $F_{7,7}^s \in \mathbb{R}^{H \times W \times C}$:

$$
F_{3,3}^s = \sigma (\text{conv}_{3 \times 3}(X^s ; \hat{\omega}_{3 \times 3})),
F_{5,5}^s = \sigma (\text{conv}_{5 \times 5}(X^s ; \hat{\omega}_{5 \times 5})),
F_{7,7}^s = \sigma (\text{conv}_{7 \times 7}(X^s ; \hat{\omega}_{7 \times 7})),
$$

(8)

where $\text{conv}_{n \times n}$ represents a convolution operation with the filter size of $n \times n$. Then, we employ the spatial attention approach to these three multi-scale features, and generate three spatial attention maps $A_{3,3}^{s,r} \in \mathbb{R}^{H \times W}$, $A_{5,5}^{s,r} \in \mathbb{R}^{H \times W}$, and $A_{7,7}^{s,r} \in \mathbb{R}^{H \times W}$. Analogy to the left stream, we aggregate three maps by addition to generate the multi-scale attention map $A^*_f$:

$$
A^*_f = \frac{1}{3} (A_{3,3}^{s,r} \oplus A_{5,5}^{s,r} \oplus A_{7,7}^{s,r}).
$$

(9)

Finally, the multi-scale attentions generated from the single-scale and multi-scale features are combined into the final attention map $A^*_f$:

$$
A^*_f = \sigma (\text{conv}_{1 \times 1}(\text{concat}(A^*_f, A^*_f))).
$$

(10)

As a whole, we fuse pass-up deeper features $F^*_f$ with the corresponding shallower feature by concatenation and convolution, producing the fused features $F^*_d\text{, }$ as shown in the upper right part of Fig. 2. In order to better restore the multi-scale details, the multi-scale attention generated from the shallower features is used to highlight the deep features. The fused features will be regarded as deep features to merge with the shallow features. Formally, the above fusion process can be denoted as:

$$
F^*_d = \left\{ \begin{array}{ll}
\text{conv}(\text{concat}(F^*_f \uparrow \odot (A^*_f - 1), F^*_e - 1)) & s \in \{2, 3\} \\
\text{conv}(\text{concat}(F^*_f \uparrow, F^*_e - 1)) & s \in \{4, 5\}
\end{array} \right.,
$$

(11)

where $\odot$ denotes element-wise multiplication with channel-wise broadcasting, $\uparrow$ means $2 \times$ spatial up-sampling operation. $F^*_e - 1$ is the corresponding encoder features, when $s \in \{2, 3\}$, $F^*_e - 1 = X^s - 1$, otherwise, $F^*_e - 1 = F^*_e - 1$.

D. Loss Function

The final saliency map of our network are derived from features at the top decoding level. We use the class-balanced binary cross-entropy as the loss function for saliency prediction supervision:

$$
\ell = -[p \cdot \log(S) + q \cdot (1 - L)\log(1 - S)],
$$

(12)

where $S$ is the predicted saliency map, $L$ is the saliency ground truth label, $p = (B - B_m)/B$ and $q = B_m/B$ are used to balance the contribution of salient and background pixels. $B$ denotes the number of pixels in image and $B_m$ represents the number of positive numbers in label $L$.

IV. EXPERIMENTS

A. Evaluation Metrics and Implementation Details

Evaluation Metrics. We employ precision-recall (P-R) curve, F-measure ($F\beta$), Mean Absolute Error (MAE), E-measure ($E_m$), and S-measure ($S_m$) to quantitatively evaluate our proposed model performance [46]. The P-R curve being closer to the upper right means better performance. For other metrics, the larger the F-measure, the S-measure, and the E-measure, stands for the better performance, where as the smaller MAE score means the better the performance. In this paper, we uniformly adopted the widely used evaluation code [46] based on Matlab (Download link : http://dpfan.net/d3netbenchmark/).

Implementation Details. We train and test on the ORSSD [29] and EORSSD [28] databases, respectively. The ORSSD
dataset includes 600 images for training and 200 images for testing, and the EORSSD dataset contains 1,400 training images and 600 testing images. Data augmentation techniques involving combinations of flipping and rotation are employed to improve the diversity of training samples, which produces seven variants for every single sample. Moreover, each sample is uniformly resized to $224 \times 224$ due to the limited computing resources. Following the settings in [28], the Res2Net-50 [47] pretrained on ImageNet [48] is employed as the backbone feature extractor in the experiment. The proposed RRNet is implemented with PyTorch and deployed on a workstation equipped with an NVIDIA GeForce RTX 2080Ti GPU. And we also implement our network by using the MindSpore Lite tool\(^2\). The ADAM optimization strategy is utilized to train model parameters for 35,000 iterations, and the batch size is set to 8. The learning rate is set to $5e^{-5}$ for the initial learning rate, and then evenly decrease to $5e^{-7}$. The method of initializing weights we use is Xavier policy [49], and the bias parameters were initialized as constants. The proposed model has a real-time inference speed of 109 FPS for processing an image with the size of $224 \times 224$.

---

2. https://www.mindspore.cn/

**B. Comparison with State-of-the-art Methods**

In experiment, we compare the proposed RRNet with thirteen SOD methods, including four SOD methods for optical RSIs (**i.e.**, DAFNet [28], LVNet [29], CMC [50], and SMFF [31]), nine SOD methods for NSIs published in 2020 and 2019 (**i.e.**, MINet [12], GCPANet [17], F3Net [14], GateNet [13], PoolNet [16], PFAN [11], EGNet [15], RADF [10], and R3Net [9]). We directly use either the source codes or the saliency maps provided by the authors on the testing subset of ORSSD dataset and EORSSD dataset. For a fair comparison, we retain SOD methods for NSIs to generate the results by implementing with the recommended parameter settings.

1) **Qualitative Comparison**: Some visual comparisons are shown in Fig. 6. It can be seen that our model can more accurately and completely detect salient objects in complex scenes by using global semantic relations and multi-scale detail restoration. Our advantages are expressed in the following aspects:

(a) **Advantages in cluttered background**. Thanks to the relational reasoning module, our model can suppress the cluttered background interference and highlight the interior of foreground regions. For example, in the second image containing both light-colored interference and dark shadow, other SOD methods for NSIs and RSIs fail to
suppress them together. Similarly, in the third image, other methods cannot locate the long-range and wandering river accurately and completely. By contrast, our model achieves better performance in location accuracy and background suppression. (b) Advantages in detail information. Our model has a superior ability to detect detail information such as boundaries and structures. For example, in the fourth and fifth images, the detail structures (e.g., bowsprits of ships and aero-engines of planes) are lost by other methods. In the sixth image, the shorelines of the lake detected by all other methods are ambiguous and incomplete. Turning to our method, the boundaries are more accurate than others, and the detailed structures are more complete. (c) Advantages in multi-object detection. For the multi-objects scene, our model accurately detects all the salient objects by reasoning the relationship between them. For example, in the seventh image, the lower-contrast airplane on the upper right caused by the cloud is difficult to locate accurately, but our method can still detect it more accurately and completely. In the eighth image, compared with other methods, our method can not only detect all salient targets, but also maintain a clear position boundary between different objects like the ground truth. (d) Other challenging scenarios. By taking advantage of different proposed modules, our model can handle various complex scenarios. In the ninth image, it proves that our model is not sensitive to the location and size of the salient object, and it can still work well even when the object is placed far away from the image center or is very small. In addition, in the tenth image, the similar color of road and desert increases the difficulty of detection, but our method can still handle this low-contrast case and generate relatively complete salient regions.

2) Quantitative Comparison: The P-R curves of all methods on the ORSSD dataset and EORSSD dataset are shown in Fig. 7. As visible, the proposed RRNet has a higher position on the P-R curve than other methods, convincingly demonstrating the effectiveness of our model. Besides, the numerical indexes including the S-measure ($S_m$), E-measure ($E_m$), MAE score, and F-measure ($F_\beta$) are reported in Table I. It is evident that our model achieves competitive performance on these two datasets across different metrics. To be specific, in addition to the MAE score on the EORSSD dataset, our method achieves the best performance in terms of all measures on the two datasets. Compared with the non-deep learning based SOD methods for optical RSIs (i.e., SMFF [31] and CMC [50]), all the deep learning based methods including the models for NSIs exhibit the superior performance. Moreover, we can see that the SOD methods specifically designed for optical RSIs (i.e., DAFNet [28], LVNet [29], and ours) generally achieve better performance than the retrained SOD methods for NSIs, demonstrating the particularity and challenges of SOD in optical RSIs. In summary, thanks to the deliberately designed modules, our RRNet ranks first in terms of the S-measure, E-measure, and F-measure. For example, compared with the second best method, the percentage gain reaches 0.8% in terms of the E-measure, 1.9% in terms of the MAE score, and 1.0% in terms of S-measure on the ORSSD dataset. On the EORSSD dataset, the minimum percentage gain reaches 0.5% in terms of the S-measure and 0.7% in terms of the F-measure. All these clearly demonstrate the superior performance of proposed model in SOD for optical RSIs.

C. Ablation Study

We conduct ablation experiments to demonstrate the effectiveness of each component in our model, mainly including
the parallel multi-scale attention (PMA) module and relational reasoning module. Furthermore, we split relational reasoning module into spatial relational reasoning and channel relational reasoning. We present the qualitative comparison results in Fig. 8. Compared with the baseline (i.e., Res2Net-50 [47]), it can be found that PMA model can capture more detail information and obtain clearer boundaries (e.g., the plane in the second image and the cars in the third image), but some interferences are also detected. Applying the spatial relational reasoning, as shown in Fig. 8(d), most of the interferences can be suppressed by reasoning the context information (e.g., the car and runway in the second image, and the roads in the first image and the third image). However, spatial relational reasoning only constructs a graph of spatial locations, leading to the underuse of features and incompletely suppression of background information. By contrast, the proposed RRNet which contains spatial relational reasoning and channel relational reasoning can accurately locate the salient objects and fully suppress the backgrounds (e.g., the road in the first image and the stones in the third image).

We provide the quantitative results of variants equipped with different modules in Table II. The PMA module is first added to baseline to enhance the extraction of detail information and address the scale variation of objects. As seen from this table, the F-measure is improved from 0.8302 to 0.8819 with a percentage gain of 3.7%, and the S-measure is boosted from 0.8695 to 0.9021 with the percentage gain of 6.2%. Then, we add the spatial relational reasoning to the aforementioned architecture to deal with the complex scenarios. From Table II, it can be observed that the use of the spatial relational reasoning module further improves the saliency detection performance with the percentage gain of 13.3% in terms of MAE score. Finally, the full model with the channel relational reasoning achieves the best performance.

In order to further verify the superiority of the proposed relational reasoning module, we replace RR module with Non-local module and remains other modules unchanged. The quantitative comparisons are shown in Table III. We can see that RR module is more effective than the Non-local module in SOD task. For example, the MAE score is turned from 0.0076 to 0.0093 with a percentage drop of 22.3% when the model equipped with Non-local module (i.e., w/ Non-local). In addition, we provide the quantitative results of variants equipped with only the left or right branch respectively in Table III. We can clearly see that the absence of any branch in the PMA module leads to inferior performance. When only the left branch is retained (i.e., w/o PMA(r)), the F-measure is declined from 0.9119 to 0.9100 with a percentage drop of 0.2%. The F-measure is down by 0.9% when only the right branch is retained (i.e., w/o PMA(l)). All the visual examples and quantitative results demonstrate the effectiveness of the key modules designed in our RRNet.

### Discussion

1) **Failure Cases**: Some failure cases are shown in Fig. 9. For some very challenging examples, our method still cannot obtain perfect results.

   (a) **It is still challenging to deal with complex shadows for our method**: For example, in the first row of Fig. 9, the shadows on the fuselage can be suppressed, but the shadows on the rear of the aircraft are wrongly reserved. (b) **It is still challenging to well suppress the high-contrast but non-salient objects**: For example, in the second row of Fig. 9, the red box in the lower left corner contrasts sharply with the white boat. But apparently, the bridge is the salient object. Our method wrongly detects them as the salient objects due to the strong interference from bright red attribute. (c) **It is still challenging to completely detect salient object**: For example, in the third row of Fig. 9, the stern of the ship cannot be completely detected due to its high appearance similarity with surrounding contexts.

2) **Future Work**: First, the MAE of our method only achieves the second best performance against the competitors. For the challenging examples mentioned in failure cases, we can make some attempts to optimize them. For example, for the case where the appearance of salient object is very close to the background, some techniques for camouflaged object detection (COD) task [51], [52] can be used for reference, such as texture exploration. Second, in addition to RGB channels, other spectral coverage (such as a near-infrared channels which are invisible to humans) can provide more comprehensive and richer information, which may help further boost the detection accuracy. In the future, we would like to construct a large-scale

| Modules | F_β | E_m | MAE | S_m |
|---------|-----|-----|-----|-----|
| full model | 0.9119 | 0.9720 | 0.0076 | 0.9230 |
| RR | 0.9112 | 0.9691 | 0.0093 | 0.9225 |
| PMA | 0.9100 | 0.9707 | 0.0079 | 0.9227 |
| w/o PMA(r) | 0.9037 | 0.9544 | 0.0089 | 0.9094 |

| Table II | Ablation Analysis on the EORSSD Dataset. |
|----------|----------------------------------------|
| Baseline | PMA | SRR | CRR | F_β | E_m | MAE | S_m |
| ✓ | ✓ | ✓ | ✓ | 0.8302 | 0.9217 | 0.0148 | 0.8695 |
| ✓ | ✓ | ✓ | ✓ | 0.8819 | 0.9523 | 0.0105 | 0.9021 |
| ✓ | ✓ | ✓ | ✓ | 0.8947 | 0.9582 | 0.0091 | 0.9156 |
| ✓ | ✓ | ✓ | ✓ | 0.9119 | 0.9720 | 0.0076 | 0.9230 |

| Table III | Further validation of RR and PMA on the EORSSD Dataset. |
|-----------|-------------------------------------------------------|
| Modules   | F_β | E_m | MAE | S_m |
| full model | 0.9119 | 0.9720 | 0.0076 | 0.9230 |
| RR | 0.9112 | 0.9691 | 0.0093 | 0.9225 |
| w/o PMA(r) | 0.9100 | 0.9707 | 0.0079 | 0.9227 |
| w/o PMA(l) | 0.9037 | 0.9544 | 0.0089 | 0.9094 |

**Figure 9.** Visual examples of failure cases. (a) Optical RSIs. (b) Ground truth. (c) Saliency maps produced by RRNet.
multispectral benchmark dataset for SOD in order to further improve the prediction ability of our model.

V. CONCLUSION

In this paper, a novel end-to-end SOD model for optical RSIs is presented, named RRNet, which is capable of reasoning semantic information and restoring detail information. The relational reasoning in the spatial space and channel space is designed to model the relationship between different salient objects or different parts of the salient object, which can effectively suppress background interference and force the generation of complete salient objects. Moreover, we propose a parallel multi-scale attention module that utilizes attention mechanism to improve the detection accuracy and restore the details of different scale objects through multi-scale design. Experimental evaluations over two datasets indicate that our method outperforms the state-of-the-art salient object detectors. Furthermore, when this work is extended for remote sensing images, our relational reasoning module can be used as a plug-and-play module to model the semantic relation of different objects or different parts of objects on the graph, thereby enhancing performance.
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