GROTHENDIECK’S DESSINS D’ENFANTS IN A WEB OF DUALITIES. III.

DI YANG, JIAN ZHOU

Abstract. We identify the dessin partition function with the partition function of the Laguerre unitary ensemble (LUE). Combined with the result due to Cunden et al on the relationship between the LUE correlators and strictly monotone Hurwitz numbers introduced by Goulden et al, we then establish connection of dessin counting to strictly monotone Hurwitz numbers. We also introduce a correction factor for the dessin/LUE partition function, which plays an important role in showing that the corrected dessin/LUE partition function is a tau-function of the Toda lattice hierarchy. As an application, we use the approach of Dubrovin and Zhang for the computation of the dessin correlators. In physicists’ terminology, we establish dualities among dessin counting, generalized Penner model, and $\mathbb{P}^1$-topological sigma model.
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1. Introduction

In this sequel to [86, 87], we will continue to study the duality of enumerations of Grothendieck’s dessins d’enfants with some other theories. The proposal in [86] is to view the partition functions of different theories as tau-functions of the KP hierarchy, and use the fact that the Sato Grassmannian, the space of tau-functions, is an infinite-dimensional homogeneous space under the action of $\widehat{GL}(\infty)$. In this paper, we will study the duality between dessin partition function with partition functions of other theories from the viewpoint of Toda lattice hierarchy.

In this new approach to duality, we can apply the theory of normal forms of integrable hierarchies and the extended Toda hierarchy [17] as developed by Dubrovin and Zhang [39, 40] to establish connections with other theories. In this theory, one starts with a semisimple Frobenius manifold and constructs a hierarchy in genus zero associated with it, called the principal hierarchy. This will determine the free energy in genus zero from some initial values. The higher genera parts of the free energy are determined recursively...
by Virasoro constraints in a form called loop equation in [39]. Note that in this theory the free energy in each genus is expressed in terms of the jet variables on the loop space of the Frobenius manifold; these expressions are completely determined by the Frobenius manifold, and do not depend on the initial values in genus zero. We interpret this as giving a universality class of criticality in the renormalization theory of quantum field theories.

The integrable hierarchy associated with the Frobenius manifold underlying the GW theory of $\mathbb{P}^1$ (also known as the $\mathbb{P}^1$-topological sigma model) is the extended Toda hierarchy [17, 39, 40, 80]. It is just the Toda lattice hierarchy with an extra series of commuting flows. So our results establish a connection to all theories whose partition functions are tau-functions of the (extended) Toda lattice hierarchy.

Before we give more detailed statements of our results, let us recall some definitions and previous results from [86]. Let $(C, f)$ be a Belyi pair of genus $g$ and degree $d$, and $\Gamma$ the corresponding dessin. (For applications of Belyi pairs in physics see e.g. [7].) Put $k = |f^{-1}(0)|$, $l = |f^{-1}(1)|$, and $m = |f^{-1}(\infty)|$. By the Riemann-Hurwitz formula we know that

$$2g - 2 = d - (k + l + m).$$

We assume that the poles of $f$ are labeled and denote the set of their orders by $\mu = (\mu_1, \ldots, \mu_m)$ so that $d = \sum_{i \geq 1} \mu_i$. The triple $(k, l, \mu)$ will be called the type of the dessin $\Gamma$, and the set of all dessins of type $(k, l, \mu)$ will be denoted by $D_{k, l, \mu}$. Let $N_{k, l}(\mu) = N_{k, l}(\mu_1, \ldots, \mu_m)$ denote the weighted count of the labeled dessins d’enfants, i.e.,

$$N_{k, l}(\mu_1, \ldots, \mu_m) := \sum_{\Gamma \in D_{k, l, \mu}} \frac{1}{|\text{Aut}_b \Gamma|},$$

where $\text{Aut}_b \Gamma$ denotes the group of automorphisms of $\Gamma$ that preserve the boundary component wise. For $m \geq 1$, and $\mu_1, \ldots, \mu_m \geq 1$, define the connected $m$-point dessin correlator as follows:

$$\langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(u, v, \epsilon) = \sum_{q \geq 0, k, l \geq 1 \atop 2q + k + l = |\mu| - m + 2} N_{k, l}(\mu) u^k v^l \epsilon^{2q - 2},$$

where $u, v, \epsilon$ are indeterminates, $|\mu| := \mu_1 + \cdots + \mu_m$.

Let $F_{\text{dessins}}(u, v, p; \epsilon) := F_{\text{dessins}}(u, v, p; \epsilon)$ be following the generating function of connected dessin correlators:

$$F_{\text{dessins}}(u, v, p; \epsilon) := \sum_{m \geq 1} \sum_{\mu_1, \ldots, \mu_m \geq 1} \langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(u, v, \epsilon) \frac{p_{\mu_1} \cdots p_{\mu_m}}{m!},$$

called the dessin free energy. Here $p = (p_1, p_2, p_3, \cdots)$ is an infinite vector of indeterminates. The exponential

$$e^{F_{\text{dessins}}(u, v, p; \epsilon)} := Z_{\text{dessins}}(u, v, p; \epsilon) = Z_{\text{dessins}}$$

is called the dessin partition function.

Based on the fact that the dessin partition function $Z_{\text{dessins}}$ is a particular tau-function of the KP hierarchy satisfying some Virasoro constraints [88] (cf. [86, 87]), the second-named author of the present paper obtains [86] the explicit affine coordinates [43, 82] for the point in Sato Grassmannian that corresponds to $Z_{\text{dessins}}$. It then follows from the
Theorem 5.3 of [82] an explicit formula for the generating series of m-point connected dessin correlators, namely, we have

**Theorem A** ([82] [86]). For each \( m \geq 2 \), the generating series for m-point connected dessin correlators has the following expression:

\[
\sum_{\mu_1, \ldots, \mu_m \geq 1} \prod_{j=1}^{m} \mu_j \frac{\langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(n, w, 1)}{\lambda_{\mu_1+1} \lambda_{\mu_2} \cdots \lambda_{\mu_m+1}} = (-1)^{m-1} \sum_{\sigma \in S_m/C_m} \prod_{j=1}^{m} \tilde{A}(\lambda_{\sigma(j)}, \lambda_{\sigma(j+1)}) - \frac{\delta_{m,2}}{(\lambda - \mu)^2},
\]

where \( \tilde{A}(\lambda, \mu) \) is defined by

\[
\tilde{A}(\lambda, \mu) := \frac{1}{\lambda - \mu} + \sum_{i, j \geq 0} \frac{A_{i,j}}{\lambda_{i+1} \mu_{j+1}}
\]

with

\[
A_{i,j} := \frac{(-1)^i n w}{(i + j + 1) !} \prod_{r=1}^{i} (n + r)(w + r) \prod_{r=1}^{j} (n - r)(w - r).
\]

We know from formula (11) that the \( \epsilon \)-dependence in the connected dessin correlators can be reconstructed from \( \langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(n, w, 1) \); in other words, all the dessin counting numbers \( N_{k,l}(\mu_1, \ldots, \mu_m) \) with \( m \geq 2 \) can be computed by (11). Moreover, the algorithm developed from (6) is efficient for large genus.

To relate the dessin partition function \( Z_{\text{dessins}} \) to the theory of Toda lattices (cf. [1] [17] [22] [33] [40] [72]), we introduce, inspired also from the Gaussian unitary ensemble (GUE) partition function (cf. [33]) and the Laguerre unitary ensemble (LUE) model [1] [19] [45], a certain correction factor to the dessin partition function. Explicitly, define a power series \( Z(x, p; a; \epsilon) \) by

\[
Z(x, p; a; \epsilon) := e^{-\frac{1}{2} \int (2\pi)^{-\frac{1}{2}} G\left(1 + \frac{u}{\epsilon}\right) G\left(1 + \frac{v}{\epsilon}\right) Z_{\text{dessins}}(u, v, p; \epsilon)}.
\]

Here, \( G(z) \) denotes the Barnes G-function, and the factors \( G(1 + \frac{u}{\epsilon}), G(1 + \frac{v}{\epsilon}), G(1 + \frac{w - u}{\epsilon}) \) appearing in (9) are understood as the exponential of the \( \epsilon \to 0 \) formal asymptotics of their logarithms, where we recall that as \( z \to \infty \),

\[
\log G(1 + z) \sim \frac{z^2}{2} \left( \log z - \frac{3}{2} \right) + \frac{z}{2} \log(2\pi) - \frac{1}{12} \log z + \zeta'(-1) + \sum_{\ell \geq 1} \frac{B_{2\ell+2}}{4\ell(\ell + 1) z^{2\ell}}.
\]

With respect to the KP times \( p_1, p_2, \ldots \), the correction factor is regarded as a constant. It is also convenient to work directly with formal power series [8]. Indeed, we define the **corrected dessin free energy** \( F = F(x, p; a; \epsilon) \) by

\[
F(x, p; a; \epsilon) := F_{\text{dessins}}(x, x + a; p; \epsilon) + \frac{1}{2} \left( \frac{x^2}{2} \log x + \frac{(x + a)^2}{2} \log(x + a) - \frac{a^2}{2} \log a - \frac{3}{2} x(x + a) \right)
\]

\[
- \frac{1}{12} \left( \log x + \log(x + a) - \log a \right) + \zeta'(-1)
\]

\[
+ \sum_{g \geq 2} \frac{B_{2g}}{4g(g - 1)} x^{2g-2} + \sum_{g \geq 2} \frac{B_{2g}}{4g(g - 1)} (x + a)^{2g-2} - \sum_{g \geq 2} \frac{B_{2g}}{4g(g - 1)} a^{2g-2}.
\]
and we have \( \exp(F(x, p; a; \epsilon)) = Z(x, p; a; \epsilon) \). We call \( Z = Z(x, p; a; \epsilon) \) the corrected dessin partition function.

It is known \cite{53} (cf. \cite{55}) that the dessin partition function \( Z_{\text{dessin}}(u, v, p; \epsilon) \) satisfies Virasoro constraints (see \cite{57}) of \( \S\ 2.1 \). Then by using \cite{9} we immediately obtain that the corrected dessin partition function \( Z \) satisfies the following Virasoro constraints:
\[
L_k(Z) = 0, \quad k \geq 0,
\]
where \( L_k \) are linear operators given by
\[
L_k = 2k\left(x + \frac{a}{2}\right)\frac{\partial}{\partial p_k} + \sum_{j \geq 1}(k + j)\tilde{p}_j \frac{\partial}{\partial p_{k+j}} + \frac{1}{\epsilon^2} \sum_{i, j \geq 1} i j \frac{\partial^2}{\partial p_i \partial p_j} + \frac{x(x + a)}{\epsilon^2} \delta_{k,0}
\]
with \( \tilde{p}_j := p_j - \delta_{j,1} \), satisfying \( [L_{k_1}, L_{k_2}] = (k_1 - k_2)L_{k_1+k_2} \) (\( \forall k_1, k_2 \geq 0 \)). We will show in \( \S\ 2.1 \) that \( Z \) also satisfies the following dilaton equation:
\[
\sum_{j \geq 1} p_j \frac{\partial Z}{\partial p_j} + \epsilon \frac{\partial Z}{\partial \epsilon} + x \frac{\partial Z}{\partial x} + a \frac{\partial Z}{\partial a} + \frac{1}{12} Z = 0.
\]

Based on Theorem A and on the matrix-resolvent (MR) method to tau-functions for the Toda lattice hierarchy \cite{33}, we prove in \( \S\ 3 \) the following theorem.

**Theorem 1.** The corrected dessin partition function \( Z(x, p; a; \epsilon) \) is a tau-function for the Toda lattice hierarchy. In particular, the functions \( V(x, p; \epsilon) \) and \( W(x, p; \epsilon) \), defined by
\[
V(x, p; \epsilon) = \epsilon(\Lambda - 1)\frac{\partial}{\partial p_1} \log Z(x, p; a; \epsilon),
\]
\[
W(x, p; \epsilon) = \frac{Z(x + \epsilon, p; a; \epsilon)Z(x, p; a; \epsilon)}{Z(x, p; a; \epsilon)^2},
\]
satisfy the Toda lattice hierarchy (see \cite{57}) with \( t_i = p_{i+1}/(i + 1) \), \( i \geq 0 \). Moreover, the solution \( (V(x, s; \epsilon), W(x, s; \epsilon)) \) is uniquely specified by the following initial data:
\[
V(x, 0; \epsilon) = 2x + a + \epsilon, \quad W(x, 0; \epsilon) = x(x + a).
\]

Once a connection with Toda lattice hierarchy is established for the dessin counting, one can use the techniques developed in the theory of the former to study the latter. In this paper we will focus on the application, as alluded to in the beginning of this Introduction, of the theory of integrable hierarchies associated with semisimple Frobenius manifolds as developed by Dubrovin and Zhang \cite{39}. The Lax operator for the Toda lattice hierarchy is a linear difference operator of the form:
\[
L = \Lambda + V(x, p; \epsilon) + W(x, p; \epsilon)\Lambda^{-1},
\]
where \( \Lambda : f(x) \mapsto f(x + \epsilon) \) is the shift operator. According to Theorem 1 we can read from \cite{17} the initial Lax operator \( L_{\text{ini}} = \Lambda + 2x + a + \epsilon + x(x + a)\Lambda^{-1} \) for the dessin solution. The Toda lattice hierarchy can be thought of as a system of evolution equations on the \( (V, W) \)-plane. It turns out that there is a structure of Frobenius manifold on the \( \{ v = V|_{\epsilon=0}, u = \log(W)|_{\epsilon=0} \} \)-plane. In fact the dispersionless extended Toda lattice hierarchy coincides with the principal hierarchy of the semisimple Frobenius manifold with the Frobenius potential
\[
F(v) = \frac{1}{2} v^2 u + e^u
\]
and the Euler vector field

\[ E = v \partial_v + 2 \partial_u. \]

This is the Frobenius manifold associated with the GW theory of \( \mathbb{P}^1 \). As shown in [40], the integrable hierarchy associated with this Frobenius manifold is the extended Toda hierarchy. We now have connection between dessin counting and Gromow-Witten theory of \( \mathbb{P}^1 \), and in particular we can use the Dubrovin–Zhang method [33, 39, 40] for computing the dessin free energy; this gives another algorithm for computing the dessin correlators which is particularly efficient when \( m \) is large. The steps of this method are as follows. First, the initial values of Toda lattice hierarchy give a point in the Frobenius manifold. By computing the Riemann invariants, one sees whether one gets a monotone solution of the principal hierarchy associated to the above Frobenius manifold. If the solution has monotonicity then in genus zero it can be obtained by the hodograph method. In [39, 40] the quasi-triviality [40] for the extended Toda hierarchy gives a construction which transforms every flow of the principal hierarchy to the corresponding flow of the extended Toda hierarchy. In particular, they obtain some universal formulas in genus one (145) and the loop equation (146) in genus bigger than one that compute the free energy in genus \( \geq 1 \) from the results in genus zero.

Note that formulas (145) and (146) are universal in the sense that they do not depend on the initial values of \( u \) and \( v \) on the Frobenius manifold. So we would like to interpret it as giving a universality class in some space of quantum field theories as the critical point under some renormalization flow. In the Dubrovin–Zhang method, the jet variables on the Frobenius manifold are used in (145) and (146). From the point of view of [79], it should be possible to transform the jet variables to some renormalization variables.

So now we can combine the results and perspectives of this paper with our earlier work [32, 33, 86]. First of all, by a result in [86], the normalized modified GUE partition function with even couplings, up to a constant factor (can depend on \( x \)), can be identified with the dessin partition function, and by the Hodge-GUE correspondence [32, 34], it can also be identified with some series obtained from triple Hodge integrals. Therefore, by multiplying the correction factor \( \Pi \) one can see that these two kinds of partition functions also give tau-functions of the Toda hierarchy and hence lie in the above universality class. Secondly, it is known in [33] that the GUE partition function with a suitable correction factor given by the Barnes function is a tau-function of the Toda lattice hierarchy and so it lies in the same universality class. Last, but not the least, the GW theory of \( \mathbb{P}^1 \) [40] lies in this universality class. The difference among these theories is only their initial values which give different parametrized curves on a two-dimensional Frobenius manifold.

One recognizes from the initial data (17) the LUE solution to the Toda lattice hierarchy (cf. [11, 45]). Following [11, 19, 45] define the normalized LUE partition function by

\[ Z_{\text{LUE1}}(x, p; a; \epsilon) = \frac{G(\alpha + 1)\epsilon^{-n^2-\alpha n}}{\pi^{n(n-1)/2}G(n + \alpha + 1)} \int_{\mathcal{H}_n^+} (\det M)^\alpha e^{-\frac{1}{2} \text{tr} V(M; p)} dM, \]

where \( \mathcal{H}_n^+ \) denote the space of positive hermitian matrices of size \( n \), \( \alpha = a \epsilon \), \( x = n \epsilon \),

\[ V(M; p) = M - \sum_{j \geq 1} \frac{p_j}{j} M^j, \]
and
\[ \int dM = \prod_{1 \leq i \leq n} dM_i \prod_{1 \leq i < j \leq n} d\text{Re}M_{ij}d\text{Im}M_{ij}. \]

By using Theorem 1 and a result in [45] we will prove in §3 the following corollary.

**Corollary 1.** We have
\[ Z_{\text{dessins}}(x, x + a, p; \epsilon) = Z_{\text{LUE1}}(x, p; a; \epsilon). \]

We will also give another proof of this corollary by using the Virasoro constraints
[1, 19, 45, 52, 56, 71, 88]. We note that matrix models for Grothendieck’s dessin counting were suggested by Ambjørn and Chekhov [5].

The duality given by (24) has many important consequences. First, because the normalized dessin partition is a tau-function of the KP hierarchy, it follows from (24) that so is the normalized LUE partition function. We will refer to it as the LUE tau-function of the KP hierarchy. Since the affine coordinates of the dessin tau-function (of the KP hierarchy) are explicitly known, so are the affine coordinates of the LUE tau-function. Secondly, the LUE correlators have recently been shown to be related to strictly monotone Hurwitz numbers and weakly monotone Hurwitz numbers [19, 45, 48, 49, 50]. So a consequence of our result is a relationship between numbers of dessins and strictly monotone Hurwitz numbers (see Corollary 3). Thirdly, one can recover [45, Theorem 1.5] (see §3) that relates strictly monotone Hurwitz numbers to modified GUE partition function and hence to special triple Hodge integrals by the Hodge-GUE correspondence [32].

The mystery of the appearance of the factor (9) dissolves when one looks at it from the perspective of matrix model theory. It is known from the orthogonal polynomial theory (cf. e.g. [1, 22, 63]) that the LUE model up to a constant gives a particular solution to the Toda lattice hierarchy, which we call the LUE/dessin solution. The significance of the correction factor in (9) is then clear in this context: It is a normalization constant such that multiplying by this factor makes \( Z_{\text{dessins}} \) a tau-function of the LUE/dessin solution (cf. [17, 33, 40] for the meaning of tau-function here); see Theorem 1; a similar result for the GUE solution could be found in the Appendix of [33].

However another mysterious fact is that this factor is related to a factor in Keating-Snaith Conjecture [59] on the moments of Riemann zeta function. Keating and Snaith proved that for \( \Re(s) > -1 \), the moments of power of the characteristic polynomial in circular unitary ensemble (CUE) are given by the following formula:

\[ \langle |Z(U, \theta)|^s \rangle_{U(N)} = \prod_{j=1}^{N} \frac{\Gamma(j)\Gamma(j + s)}{(\Gamma(j + s/2))^2}, \]

where \( Z(U, \theta) \) is the characteristic polynomial of the unitary matrix \( U \):

\[ Z(U, \theta) = \det(I - U e^{-i\theta}) = \prod_{j=1}^{N} (1 - e^{i(\theta_j - \theta)}), \]

where \( e^{i\theta_1}, \ldots, e^{i\theta_N} \) are eigenvalues of \( U \). From this they get:

\[ f_{\text{CUE}} := \lim_{N \to \infty} \frac{1}{N^2} \langle |Z(U, \theta)|^{2\lambda} \rangle_{U(N)} = \frac{(G(1 + \lambda))^2}{G(1 + 2\lambda)}. \]
Their conjecture is that for the moments of the Riemann zeta function \[59, 65\],
\[
\lim_{T \to \infty} \frac{1}{(\log T)^{2\lambda}} \int_0^T \left| \zeta\left(\frac{1}{2} + it\right) \right|^{2\lambda} \, dt = \frac{(G(1 + \lambda))^2}{G(1 + 2\lambda)} A(\lambda),
\]
where \(A(\lambda)\) is the arithmetic factor:
\[
A(\lambda) = \prod_{p \text{ prime}} \left(1 - \frac{1}{p}\right)^{2\lambda} \sum_{m=0}^{\infty} \left(\frac{\Gamma(\lambda + m)}{m!\Gamma(\lambda)}\right)^2 p^{-m}.
\]
Furthermore, Keating and Snaith proved the following formula:
\[
\langle |Z(U, \theta)|^t e^{i\alpha \log Z(U, \theta)} \rangle_{U(N)} = \prod_{j=1}^{N} \frac{\Gamma(j)\Gamma(j + t)}{\Gamma(j + (t + s)/2)\Gamma(j + (t - s)/2)}.
\]
From this one gets \[13\]:
\[
\lim_{N \to \infty} \frac{1}{N^{(2 - s)^2/4}} \langle |Z(U, \theta)|^t e^{i\alpha \log Z(U, \theta)} \rangle_{U(N)} = \frac{G(1 + \frac{t + s}{2})G(1 - \frac{t + s}{2})}{G(1 + t)}.
\]
By \[181\], the correction factor \[9\] can be rewritten as:
\[
\exp \int_0^{\frac{\pi}{t}} \pi t \cot(\pi t) dt \frac{G(1 - \frac{s-u}{t})G(1 + \frac{s+u}{t})}{G(1 + \frac{s+u}{t})},
\]
which is almost the right-hand side of \[31\] with \(t = \frac{s-u}{\epsilon}\), \(s = \frac{s+u}{\epsilon}\). Such coincidence suggests some connections between dessins and Riemann zeta function to be discovered in the future.

In fact the duality between dessin counting and LUE suggests another connection between dessins and Riemann zeta function. Note in physics literature, LUE is referred to as the generalized Penner model \[24\]. For the reader’s convenience we recall some relevant facts about Penner model and the generalized Penner model in Appendix \[14\]. Originally, the Penner model was devised to prove the Harer-Zagier formula for the orbifold Euler characteristics of \(\mathcal{M}_{g,n}\) by a better matrix model approach:
\[
\chi(\mathcal{M}_{g,n}) = (-1)^n \frac{(2g - 3 + n)!}{(2g - 1)!} B_{2g} = (-1)^{n-1} \frac{(2g - 3 + n)!}{(2g - 2)!} \zeta(1 - 2g).
\]
The generalized Penner model, \(c = 1\) noncritical string theory and topological string theory on the conifold are known in the physics literature to be related to each other, and so our results suggest a connection of dessin counting with these theories. In viewpoint of Frobenius manifolds, there are deep connections among GUE, LUE, and the topological \(\mathbb{P}^1\)-sigma model. See the remarks at the end of Appendix \[14\]. We hope to explore such connections in future research.

Note that Toda lattice hierarchy and Ablowitz-Ladik hierarchy are two different reductions of the 2-Toda hierarchy (cf. e.g. \[16, 33, 72\]). They are related by a transformation exchanging space and time variables \[17, 27, 73\]. The equivariant GW theory of the resolved conifold (local \(\mathbb{P}^1\)) with anti-diagonal action is conjectured by Brini \[14\] (see also \[15, 01\]) to be governed by the Ablowitz-Ladik hierarchy. We hope to investigate applications of such connections to generalize the results of this work in the future.

The rest of the paper is organized as follows. In §2 we review on dessins, LUE and Toda lattice. In §3 we prove Theorem \[1\] and Corollary \[1\]. In §4 we apply the Dubrovin–Zhang
method for computing dessin correlators. In §5 we give another proof of Corollary 1 and study its consequences. Concluding remarks are given in §6.
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2. Review on dessins, LUE, and one-dimensional Toda chain

In this section, we review Grothendieck’s dessin counting, the normalized LUE partition function and the MR method [33, 78] to tau-functions for the Toda lattice hierarchy.

2.1. Review on the enumeration of Grothendieck’s dessins. In view of the definition (4) it is obvious that

$$\sum_{j \geq 1} (j - 1)p_j \frac{\partial \mathcal{F}_{\text{dessins}}}{\partial p_j} - \epsilon \frac{\partial \mathcal{F}_{\text{dessins}}}{\partial \epsilon} - u \frac{\partial \mathcal{F}_{\text{dessins}}}{\partial u} - v \frac{\partial \mathcal{F}_{\text{dessins}}}{\partial v} = 0$$

and

$$\mathcal{F}_{\text{dessins}}(u, v, 0; \epsilon) \equiv 0,$$

as well as that

$$\langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle = \left. \frac{\partial \mathcal{F}_{\text{dessins}}(u, v, p; \epsilon)}{\partial p_{\mu_1} \cdots \partial p_{\mu_m}} \right|_{p=0}.$$

According to [58], the dessin partition function $Z_{\text{dessins}}$ satisfies the following Virasoro constraints:

$$L_b Z_{\text{dessins}} = 0, \quad b \geq 0,$$

where

$$L_b = (u + v)b \frac{\partial}{\partial p_b} + \sum_{j \geq 1} (b + j)\tilde{p}_j \frac{\partial}{\partial p_{b+j}} + \frac{1}{\epsilon^2} \sum_{i+j = b} ij \frac{\partial^2}{\partial p_i \partial p_j} + \frac{uv}{\epsilon^2} \delta_{b,0}$$

are linear operators satisfying the Virasoro commutation relations:

$$[L_{b_1}, L_{b_2}] = (b_1 - b_2) L_{b_1 + b_2}, \quad \forall b_1, b_2 \geq 0.$$

Here, $\tilde{p}_j = p_j - \delta_{j,1}$ as in the Introduction.

The dilaton equation (14) written for the corrected dessin partition function $Z$ follows from (34), the $b = 0$ case of (37) and the definition (9).

It follows from the Virasoro constraints (37) and the properties (34)–(35) that

$$Z_{\text{dessins}} = e^W(1)$$

(see [58, 86]). Here $W$ denotes the following cut-and-join type linear operator:

$$W := (u + v)\Lambda_1 + M_1 + \frac{uvp_1}{\epsilon^2},$$
where
\[ \Lambda_1 = \sum_{i \geq 2} (i-2)p_i \frac{\partial}{\partial p_{i-1}} \]
\[ M_1 = \sum_{i \geq 2} \left( \sum_{j=1}^{i-1} (i-1)p_j p_{i-j} \frac{\partial}{\partial p_{i-1}} + \epsilon^2 j(i-j)p_{i+1} \frac{\partial^2}{\partial p_j \partial p_{i-j}} \right) . \]

The following formula is proved in \[86\]:
\[ Z_{\text{dessins}} = \sum_{\mu \in \mathcal{P}} s_{\mu} \prod_{\square \in \mu} \frac{(u + c(\square))(v + c(\square))}{h(\square)} , \]
where the summation is taken over the set \( \mathcal{P} \) of all partitions, and in the product \( \square \) runs through the boxes of Young diagram of the partition \( \mu \), and \( c(\square) \) and \( h(\square) \) denotes the content and hook length of \( \square \) respectively. In the fermionic picture, the dessin tau-function is given by a Bogoliubov transformation:
\[ Z_{\text{dessins}} = \exp \left( \sum_{m,n \geq 0} A_{m,n} \psi_m \psi_n^* \right) |0\rangle , \]
where the coefficients \( A_{m,n} \) as explicitly given as follows:
\[ A_{m,n} = \frac{(-1)^nuv}{(m+n+1)m!n!} \prod_{j=1}^m (u+j)(v+j) \prod_{i=1}^n (u-i)(v-i) . \]

Based on this we then get a formula for the \( n \)-point functions associated with the dessin counting as stated in Theorem A by the general result in \[82\].

2.2. Review on LUE. As in \S1, denote by \( \mathcal{H}_n^+ \) the space of positive hermitian matrices of size \( n \). Define the normalized LUE partition function of size \( n \) \( \[1,19,45\] \) by
\[ Z_{\text{LUE1}}^n(p; \alpha; \epsilon) = \frac{G(\alpha + 1) \epsilon^{-n^2-\alpha n}}{\pi^{(n-1)/2} G(n+\alpha+1)} \int_{\mathcal{H}_n^+} (\det M)^\alpha e^{-\frac{1}{2} \text{tr} V(M;p)} dM, \]
where \( \alpha \) is a parameter, \( G(z) \) denotes the Barnes \( G \)-function, \( V(M;p) \) is defined in \[22\], and \( dM \) is the invariant measure given by \[23\]. Here we assume that \( \text{Re}(\alpha) > -1 \). Later from the polynomiality of the connected LUE correlators we can also view \( \alpha \) as an indeterminate. The sum \( n+\alpha =: w \) is called the Wishart parameter, as it is the size of the corresponding Wishart matrix (cf. e.g. \[19\]) for the case that \( n+\alpha \) is a nonnegative integer. For more details about the definition and literature see e.g. \[1,45\]. We note that, in the definition \[47\], the partition function \( Z_{\text{LUE1}}^n(p; \alpha; \epsilon) \) is understood as a power series of \( p_1, p_2, \cdots \), namely, it should be understood in the way that one first Taylor expands the integrand \( (\det M)^\alpha e^{-\frac{1}{2} \text{tr} V(M;p)} \) with respect to \( p \), and then do the integration for the coefficient of each monomial of \( p \). Clearly, the normalized LUE partition function \( Z_{\text{LUE1}} \) defined in \[21\] in the Introduction relates to \( Z_{\text{LUE1}}^n \) by
\[ Z_{\text{LUE1}}(x, p; \alpha; \epsilon) = Z_{x/\epsilon}^{\text{LUE1}}(p; \alpha/\epsilon; \epsilon) . \]

It follows immediately from the definition \[47\] that
\[ \sum_{j \geq 1} \hat{p}_j \frac{\partial Z_{\text{LUE1}}^n(p; \alpha; \epsilon)}{\partial p_j} + \epsilon \frac{\partial Z_{\text{LUE1}}^n(p; \alpha; \epsilon)}{\partial \epsilon} = 0. \]
Here and below, \( \tilde{p}_j = p_j - \delta_{j,1} \). Let us also prove another property of \( Z_n^{\text{LUE1}}(p; \alpha; \epsilon) \) in the following lemma.

**Lemma 1.** The power series \( Z_n^{\text{LUE1}}(p; \alpha; \epsilon) \) satisfies that

\[
Z_n^{\text{LUE1}}(0; \alpha; \epsilon) \equiv 1. 
\]

**Proof.** According to [45], we know that

\[
\int_{H_n^+} (\det M)^{n} e^{-\text{tr}M} dM = \frac{\pi^{\frac{n(n+1)}{2}} G(n + \alpha + 1)}{G(\alpha + 1)},
\]

which, after performing \( M \to \epsilon^{-1}M \) in the integration, implies formula (50). \( \square \)

According to [45], the logarithm \( \log Z_n^{\text{LUE1}}(p; \alpha; \epsilon) \) is again a power series of \( p \). For \( m \geq 1 \), and \( \mu_1, \ldots, \mu_m \geq 1 \), the following derivative evaluated at \( p = 0 \)

\[
\mu_1 \cdots \mu_m \frac{\partial^m \log Z_n^{\text{LUE1}}(p; \alpha; 1)}{\partial p_{\mu_1} \cdots p_{\mu_m}} \bigg|_{p=0}
\]

is called a connected LUE correlator, often denoted by \( \langle \text{tr} M^{\mu_1} \cdots \text{tr} M^{\mu_m} \rangle \).

Let us now briefly recall the topological meaning of a connected LUE correlator obtained by Cunden, Dahlqvist, and O’Connell [19]. Recall that a partition \( \mu = (\mu_1, \mu_2, \ldots) \) is a sequence of weakly decreasing nonnegative integers with \( \mu_k = 0 \) for sufficiently large \( k \). The length \( \ell(\mu) \) is the number of the nonzero parts of \( \mu \), the weight \( |\mu| := \mu_1 + \mu_2 + \cdots \), and \( \mu \) is also called a partition of \( |\mu| \). Denote by \( P_d \) the set of all partitions of \( d \). For \( g, d \) being nonnegative integers and for \( \mu, \nu \in P_d \), the strictly monotone double Hurwitz number \( h_g(\mu, \nu) \) in genus \( g \) and degree \( d \) is defined as the number of tuples \( (\alpha, \tau_1, \ldots, \tau_r, \beta) \) with \( r = \ell(\mu) + \ell(\nu) + 2g - 2 \) satisfying

- \( \alpha, \beta \) are permutations of \( \{1, \ldots, d\} \) of cycle type \( \mu, \nu \), respectively, and \( \tau_1, \ldots, \tau_r \) are transpositions such that \( \alpha \tau_1 \cdots \tau_r = \beta \)
- the subgroup generated by \( \alpha, \tau_1, \ldots, \tau_r \) acts transitively on \( \{1, \ldots, d\} \)
- writing \( \tau_j = (a_j, b_j) \) with \( a_j < b_j \), \( j = 1, \ldots, r \), then we have \( b_1 < \cdots < b_r \). The following formula is proved in [19]: For \( \mu \in P_d \), as \( n \to \infty \),

\[
n^{m-d-2} \langle \text{tr} M^{\mu_1} \cdots \text{tr} M^{\mu_m} \rangle \sim \sum_{g \geq 0} \frac{1}{n^{2g}} \sum_{s=1}^{1-2g+d-m} \frac{z_\mu}{|\mu|!} \sum_{\nu \in P_d \atop \ell(\nu) = s} h_g(\mu; \nu) c^s, \quad c > 1 - \frac{1}{n}.
\]

Here \( c = 1 + \frac{2}{n} \), \( z_\mu = \prod_{i \geq 1} i^{n_i} n_i! \) with \( n_i \) being the multiplicity of \( i \) in \( \mu \).

Before ending this section, let us point out that the above two properties (49)–(50) for \( Z_n^{\text{LUE1}}(p; \alpha; \epsilon) \) translate into those for \( Z_n^{\text{LUE1}}(x; p; a; \epsilon) \) as follows:

\[
\sum_{j \geq 1} \tilde{p}_j \frac{\partial Z_n^{\text{LUE1}}}{\partial \tilde{p}_j} + \frac{\partial Z_n^{\text{LUE1}}}{\partial x} + x \frac{\partial Z_n^{\text{LUE1}}}{\partial x} + a \frac{\partial Z_n^{\text{LUE1}}}{\partial a} = 0,
\]

\[
Z_n^{\text{LUE1}}(x; 0; a; \epsilon) \equiv 1.
\]

These two properties will be important for us in the next section. We also define the normalized LUE free energy \( F_n^{\text{LUE1}}(x; p; a; \epsilon) \) by \( F_n^{\text{LUE1}}(x; p; a; \epsilon) = \log Z_n^{\text{LUE1}}(x; p; a; \epsilon) \). From (55), we know that \( F_n^{\text{LUE1}}(x; p; a; \epsilon) \) is a power series of \( p \).
2.3. Review on the MR method to tau-functions for Toda lattice. Let

\[(56)\]

\[L = \Lambda + V(x) + W(x)\Lambda^{-1}\]

be a linear difference operator, called the Lax operator, where \(\Lambda : f(x) \mapsto f(x + \epsilon)\) is the shift operator. The Toda lattice hierarchy is a system of evolutionary differential-difference equations, which can be defined by

\[(57)\]

\[\frac{\partial L}{\partial t_i} = \frac{1}{\epsilon} [(L^i+1)_,, L], \quad i \geq 0.\]

Here, for a difference operator \(P\) written in the form \(P = \sum_{k \in \mathbb{Z}} P_k \Lambda^k\), \(P_+\) is defined as \(\sum_{k \geq 0} P_k \Lambda^k\). The \(\partial_{\epsilon}\)-flow reads explicitly as follows:

\[(58)\]

\[\frac{\partial V}{\partial t_0} = \frac{1}{\epsilon} (W(x + \epsilon) - W(x)), \quad \frac{\partial W}{\partial t_0} = \frac{1}{\epsilon} W(x)(V(x) - V(x - \epsilon)),\]

which is known as the Toda equation. Denote by

\[(59)\]

\[\mathcal{A} = \mathbb{Z}[V(x), W(x), V(x \pm \epsilon), W(x \pm \epsilon), V(x \pm 2\epsilon), W(x \pm 2\epsilon), \cdots]\]

the polynomial ring, and denote

\[(60)\]

\[U(\lambda) = \begin{pmatrix} V(x) - \lambda & W(x) \\ -1 & 0 \end{pmatrix}.\]

Recall that the basic matrix resolvent \(R(\lambda)\) is defined as the unique element in \(\text{Mat}(2, \mathcal{A}[[\lambda^{-1}]])\) satisfying

\[(61)\]

\[\Lambda(R(\lambda))U(\lambda) - U(\lambda)R(\lambda) = 0,\]

\[(62)\]

\[\text{tr} R(\lambda) = 1, \quad \det R(\lambda) = 0,\]

\[(63)\]

\[R(\lambda) - \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \in \text{Mat}(2, \mathcal{A}[[\lambda^{-1}]]).\]

Write

\[(64)\]

\[R(\lambda) = \begin{pmatrix} 1 + \alpha(\lambda) & \beta(\lambda) \\ \gamma(\lambda) & -\alpha(\lambda) \end{pmatrix} .\]

Let \(S_i := \text{Coef}(\Lambda(\gamma(\lambda)), \lambda^{-i+2}), i \geq 0,\) and define a sequence of elements \(\Omega_{i,j} \in \mathcal{A}\) by

\[(65)\]

\[\sum_{i,j \geq 0} \frac{\Omega_{i,j}}{\lambda^{i+2} \mu^{j+2}} = \frac{\text{tr} R(\lambda)R(\mu)}{(\lambda - \mu)^2} - \frac{1}{(\lambda - \mu)^2} .\]

Then we have

\[(66)\]

\[\Omega_{i,j} = \Omega_{j,i}, \quad \frac{\partial \Omega_{i,j}}{\partial t_j} = \frac{\partial \Omega_{j,i}}{\partial t_i},\]

\[(67)\]

\[(\Lambda - 1)(\Omega_{i,j}) = \epsilon \frac{\partial S_i}{\partial t_j},\]

\[(68)\]

\[(1 - \Lambda^{-1})(S_i) = \epsilon \frac{\partial \log W}{\partial t_i}.\]
Therefore, for an arbitrary power-series-in-\( t \) solution \((V(x, t; \epsilon), W(x, t; \epsilon))\) to the Toda lattice hierarchy, there exist a power series \( \tau(x, t; \epsilon) \) in \( t = (t_0, t_1, t_2, \ldots) \) such that

\[
\varepsilon^2 \partial^2 \log \tau(x, t; \epsilon) = \Omega_{i,j},
\]

\[
\epsilon \frac{\partial}{\partial t_i} \left( \log \frac{\tau(x + \epsilon, t; \epsilon)}{\tau(x, t; \epsilon)} \right) = S_i,
\]

\[
\frac{\tau(x + \epsilon, t; \epsilon)\tau(x - \epsilon, t; \epsilon)}{\tau(x, t; \epsilon)^2} = W(x, t; \epsilon).
\]

We call \( \tau(x, t; \epsilon) \) the \textit{tau-function} of the solution \((V(x, t; \epsilon), W(x, t; \epsilon))\) to the Toda lattice hierarchy \cite{33, 40, 78}.

**Remark.** In the literature (see e.g. \cite{33}), the requirement \((71)\) is usually not specified and the correction factor in \( (9) \) is not relevant in their consideration. But for us, this correction factor plays a crucial role because it is required in the Dubrovin–Zhang approach.

The following formula is proved in \cite{33}: for each \( m \geq 2 \),

\[
\sum_{i_1, \ldots, i_m \geq 0} \frac{\epsilon^m \partial^m \log \tau(x, t; \epsilon)}{\partial t_{i_1} \cdots \partial t_{i_m}} \bigg|_{t=0} = - \sum_{\sigma \in S_m/C_m} \text{tr} \prod_{j=1}^m R(\lambda_{\sigma(j)}) \prod_{j=1}^m (\lambda_{\sigma(j)} - \lambda_{\sigma(j+1)}) - \frac{\delta_{m,2}}{(\lambda - \mu)^2}.
\]

Let us continue and review another formula \cite{78} for generating series for logarithmic derivatives of \( \tau(x, t; \epsilon) \). Note that power-series-in-\( t \) solutions \((V(x, t; \epsilon), W(x, t; \epsilon))\) to equations \((57)\) are in one-to-one correspondence with their initial values

\[
V(x, 0; \epsilon) =: f(x, \epsilon), \quad W(x, 0; \epsilon) =: g(x, \epsilon).
\]

Let us denote

\[
s(x; \epsilon) = -(1 - \Lambda^{-1})^{-1} (\log g(x; \epsilon)).
\]

Recall that two elements

\[
\psi_A(\lambda) = (1 + O(\lambda^{-1})) \lambda^{x/\epsilon}, \quad \psi_B(\lambda) = (1 + O(\lambda^{-1})) e^{-s(x; \epsilon)} \lambda^{-x/\epsilon}
\]

are called forming \textit{a pair of wave functions} \cite{78} of the initial Lax operator

\[
L_{\text{ini}} = \Lambda + f(x; \epsilon) + g(x; \epsilon) \Lambda^{-1},
\]

if they satisfy the following conditions:

\[
L_{\text{ini}}(\psi_A) = \lambda \psi_A(\lambda), \quad L_{\text{ini}}(\psi_B) = \lambda \psi_B(\lambda),
\]

\[
d(\lambda) := \psi_A(\lambda) \Lambda^{-1}(\psi_B(\lambda)) - \psi_B(\lambda) \Lambda^{-1}(\psi_A(\lambda)) = \lambda e^{-s(x-\epsilon; \epsilon)}.
\]

The following formula is proved in \cite{78}: for each \( m \geq 2 \),

\[
\sum_{i_1, \ldots, i_m \geq 0} \frac{\epsilon^m \partial^m \log \tau(x, t; \epsilon)}{\partial t_{i_1} \cdots \partial t_{i_m}} \bigg|_{t=0} = (-1)^{m-1} \epsilon^{ms(x; -\epsilon; \epsilon)} \prod_{j=1}^m \lambda_j \sum_{\sigma \in S_m/C_m} \prod_{j=1}^m D(\lambda_{\sigma(j)}, \lambda_{\sigma(j+1)}) - \frac{\delta_{m,2}}{(\lambda - \mu)^2},
\]

where \( D(\lambda, \mu) \) is defined by

\[
D(\lambda, \mu) = \frac{\psi_A(\lambda) \Lambda^{-1}(\psi_B(\mu)) - \Lambda^{-1}(\psi_A(\lambda)) \psi_B(\mu)}{\lambda - \mu}.
\]
3. Proofs of Theorem 1 and Corollary 1

In this section, we prove Theorem 1 and Corollary 1 and then we introduce the corrected LUE partition function.

Proof of Theorem 1. Consider the unique solution to the Toda lattice hierarchy specified by the initial data. Let \( \tilde{Z} \) denote the tau-function of this solution. It suffices to show that \( \log \tilde{Z} \) and \( Z(x, p; a; \epsilon) \) differ at most by an affine function of \( x, p \). First of all, as a power series of \( p \), the constant term of \( \log \tilde{Z} \), i.e., \( \log \tilde{Z}|_{p=0} \) should satisfy (71) at \( p = 0 \), and one can check that \( \log Z(x, 0; a; \epsilon) \) does satisfy this condition. Exponential of this constant term is the correction factor (cf. (9) from the Introduction). So the constant terms of \( \log \tilde{Z} \) and \( \log Z(x, p; a; \epsilon) \) agree. Since \( S_i, i \geq 0 \), and the coefficients of entries of \( R(\lambda) \) are in the polynomial ring \( A \), using (70), (72) and the initial values (17) of order higher than or equal to 2 with respect to \( \partial \psi \), we know that \( \partial_j (\Lambda - 1) \log \tilde{Z}|_{p=0} \) as well as the logarithmic derivatives of \( \tilde{Z} \) of order higher than or equal to 2 with respect to \( p \) at \( p = 0 \) have polynomial dependence in \( x \). It then suffices to show these derivatives of \( \log \tilde{Z} \) and those of \( \log Z \) agree. Without loss of generality we can now set \( \epsilon = 1 \), namely, the initial Lax operator \( L_{\text{ini}} \) is now given by

\[
L_{\text{ini}} = \Lambda + (2n + \alpha + 1) + n(n + \alpha)\Lambda^{-1}.
\]

Lemma 2. The elements

\[
\psi_A(\lambda) := \lambda^n h(-\lambda, -n, -(n + \alpha)),
\]

\[
\psi_B(\lambda) := \lambda^{-n} \Gamma(1 + n) \Gamma(1 + n + \alpha) h(\lambda, n + 1, n + \alpha + 1).
\]

form a pair of wave functions of \( L_{\text{ini}} \). Here,

\[
h(\lambda, n, w) := \sum_{i \geq 0} \frac{1}{i!} \prod_{r=0}^{i-1} \left( \frac{(n + r)(w + r)}{\lambda^i} \right) = 1 + \frac{n w(n + 1)(w + 1)}{2\lambda^2} + O(\lambda^{-3}).
\]

Proof. Note that \( s(n; 1) \) for \( L_{\text{ini}} \) has the expression

\[
s(n; 1) = -\log \Gamma(1 + n) - \log \Gamma(1 + n + \alpha).
\]

The statement is then proved by verifying the conditions (77)–(78). \( \square \)

Substituting (82)–(83) in (80) we obtain

\[
e^{s(n-1;1)} D(\lambda, \mu) = \frac{1}{\lambda - \mu} + \sum_{i,j \geq 0} A_{i,j} \frac{A_{i,j}}{\lambda^{i+1} \mu^{j+1}},
\]

where \( A_{i,j} \), \( i, j \geq 0 \), are defined in (8). Therefore, by (79) and (6) we find that the derivatives of \( \log \tilde{Z} \) of order higher than or equal to 2 with respect to \( p \) at \( p = 0 \) coincide with those of \( \log Z \).

Now recall that a product formula (78) says that the entries of the basic matrix resolvent (see (63)) can be expressed by the pair of wave functions as follows:

\[
\alpha(\lambda) = -1 + \frac{\psi_A(\lambda) \Lambda^{-1} (\psi_B(\lambda))}{d(\lambda)}, \quad \beta(\lambda) = -\frac{\psi_A(\lambda) \psi_B(\lambda)}{d(\lambda)},
\]

\[
\gamma(\lambda) = \frac{\Lambda^{-1} (\psi_A(\lambda) \Lambda^{-1} (\psi_B(\lambda)))}{d(\lambda)},
\]

Proofs of Theorem 1 and Corollary 1 3.

The elements

\[
\psi_A(\lambda) := \lambda^n h(-\lambda, -n, -(n + \alpha)),
\]

\[
\psi_B(\lambda) := \lambda^{-n} \Gamma(1 + n) \Gamma(1 + n + \alpha) h(\lambda, n + 1, n + \alpha + 1).
\]

form a pair of wave functions of \( L_{\text{ini}} \). Here,

\[
h(\lambda, n, w) := \sum_{i \geq 0} \frac{1}{i!} \prod_{r=0}^{i-1} \left( \frac{(n + r)(w + r)}{\lambda^i} \right) = 1 + \frac{n w(n + 1)(w + 1)}{2\lambda^2} + O(\lambda^{-3}).
\]

Proof. Note that \( s(n; 1) \) for \( L_{\text{ini}} \) has the expression

\[
s(n; 1) = -\log \Gamma(1 + n) - \log \Gamma(1 + n + \alpha).
\]

The statement is then proved by verifying the conditions (77)–(78). \( \square \)

Substituting (82)–(83) in (80) we obtain

\[
e^{s(n-1;1)} D(\lambda, \mu) = \frac{1}{\lambda - \mu} + \sum_{i,j \geq 0} A_{i,j} \frac{A_{i,j}}{\lambda^{i+1} \mu^{j+1}},
\]

where \( A_{i,j} \), \( i, j \geq 0 \), are defined in (8). Therefore, by (79) and (6) we find that the derivatives of \( \log \tilde{Z} \) of order higher than or equal to 2 with respect to \( p \) at \( p = 0 \) coincide with those of \( \log Z \).

Now recall that a product formula (78) says that the entries of the basic matrix resolvent (see (63)) can be expressed by the pair of wave functions as follows:

\[
\alpha(\lambda) = -1 + \frac{\psi_A(\lambda) \Lambda^{-1} (\psi_B(\lambda))}{d(\lambda)}, \quad \beta(\lambda) = -\frac{\psi_A(\lambda) \psi_B(\lambda)}{d(\lambda)},
\]

\[
\gamma(\lambda) = \frac{\Lambda^{-1} (\psi_A(\lambda) \Lambda^{-1} (\psi_B(\lambda)))}{d(\lambda)},
\]
where we recall from (78) that \( d(\lambda) = e^{-s(n-1,1)}\lambda \). So by (79),
\[
(89) \quad j(\Lambda - 1)\partial_{p_j}(\log \tilde{Z})|_{p=0} = \text{Coef}(\Lambda(\gamma(\lambda)), \lambda^{-j-1}) = \text{Coef}\left(\frac{\psi_A(\lambda)\psi_B(\lambda)}{\Lambda(d(\lambda))}, \lambda^{-j-1}\right).
\]

Here \( j \geq 1 \). On the other hand, from (12) \( j = 0 \) we know that
\[
(90) \quad \sum_{j \geq 1} jF_j \frac{\partial F}{\partial p_j} + \frac{x(x+a)}{e^2} = \frac{\partial F}{\partial p_1}.
\]

Differentiating both sides with respect to \( p_j \) and then taking \( p = 0 \) we obtain
\[
(91) \quad jF_j \frac{\partial F}{\partial p_j} \bigg|_{p=0} = \frac{\partial^2 F}{\partial p_1 \partial p_j} \bigg|_{p=0} = \frac{\partial^2 \log \tilde{Z}}{\partial p_1 \partial p_j} \bigg|_{p=0}.
\]

Then by using (87) and the equation (56) of (78) we find that
\[
(92) \quad j^2 \langle \tau_j \rangle|_{u=n, v=n+\alpha, \epsilon=1} = \text{Coef}\left(h(-\lambda, -n, -(n+\alpha))h(\lambda, n, n+\alpha), \lambda^{-j-1}\right),
\]

where \( j \geq 1 \). Applying \( \Lambda - 1 \) on both sides of (92) and comparing it with (89), we find that \( (\Lambda - 1)\partial_{p_j}(\log \tilde{Z})|_{p=0} = (\Lambda - 1)\langle \tau_j \rangle|_{u=n, v=n+\alpha, \epsilon=1} \). The theorem is proved.

Let us continue and prove the following proposition.

**Proposition 1.** For each \( m \geq 2 \), we have
\[
(93) \quad \sum_{\mu_1, \ldots, \mu_m \geq 1} \prod_{j=1}^m \mu_j^{\langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(n, w, 1)} = -\sum_{\sigma \in S_m/C_m} \text{tr} \prod_{j=1}^m M(\lambda_{\sigma(j)}) = \frac{\delta_{m,2}}{(\lambda - \mu)^2},
\]

where \( M(\lambda) \) is a two by two matrix given explicitly by
\[
(94) \quad M(\lambda) = \begin{pmatrix} h(-\lambda, -n, -w)h(\lambda, n, w) & -\frac{nw}{1} h(-\lambda, n, 1 + w) \\ -\frac{nw}{1} h(-\lambda, 1 - n, 1 + w) & h(-\lambda, -n, w) \end{pmatrix}.
\]

Moreover, for \( m = 1 \), we have
\[
(95) \quad 1 + \sum_{\mu \geq 1} \frac{\mu^2 \langle \tau_{\mu} \rangle|_{\epsilon=1}}{\lambda_{\mu+1}} = h(-\lambda, -n, -w)h(\lambda, n, w).
\]

**Proof.** Formula (93) follows from (72) \( \text{evaluated at } p = 0 \), with \( M(\lambda) \) being the basic resolvent at \( p = 0 \) whose expression can be found by using (82)–(83) and (87)–(88). Formula (95) was already given by (92). The proposition is proved.

Formula (92), or say (95), is equivalent to known formulas in e.g. (86). Formulas (93–95) lead to an efficient algorithm of computing the dessin correlators.

Based on Proposition 1 and a result of M. Gissoni, T. Grava and G. Ruzza \[43\], let us give a proof of Corollary 1.

**Proof of Corollary 1.** The following explicit formula for the generating series for the connected LUE correlators \( \langle \text{tr } M^{\mu_1} \cdots \text{tr } M^{\mu_m} \rangle_c \) was derived in \[43\]:
\[
(96) \quad \sum_{\mu_1, \ldots, \mu_m \geq 1} \frac{\langle \text{tr } M^{\mu_1} \cdots \text{tr } M^{\mu_m} \rangle_c}{\lambda_{\mu_1+1} \cdots \lambda_{\mu_m+1}} = -\sum_{\sigma \in S_m/C_m} \text{tr} \prod_{j=1}^m R_{\text{GGR}}(\lambda_{\sigma(j)}) = \frac{\delta_{m,2}}{(\lambda - \mu)^2}
\]
where \( R_{\text{GGR}}(\lambda) \) is a two by two matrix given explicitly by

\[
R_{\text{GGR}}(\lambda) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} \ell A_\ell(n, n + \alpha) & B_\ell(n + 1, n + \alpha + 1) \\ -n(n + \alpha)B_\ell(n, n + \alpha) & -\ell A_\ell(n, n + \alpha) \end{pmatrix}
\]

with

\[
A_\ell(n, n') = \begin{cases} n, & \ell = 0, \\ \frac{1}{\ell} \sum_{j=0}^{\ell-1} (-1)^j \frac{(n-j)(n'-j)e}{j!(\ell-j)!}, & \ell \geq 1, \end{cases}
\]

and

\[
B_\ell(n, n') = \sum_{j=0}^{\ell} (-1)^j \frac{(n-j)e(n'-j)e}{j!(\ell-j)!}.
\]

By a straightforward calculation we observe that \( R_{\text{GGR}}(\lambda) \) is related to \( M(\lambda) \) by

\[
TR_{\text{GGR}}(\lambda)T^{-1} \equiv M(\lambda),
\]

with \( w = n + \alpha \), where

\[
T := \begin{pmatrix} 1 & 0 \\ 0 & -n/n+\alpha \end{pmatrix}.
\]

From (96), (100) and (93) we know that \( \log Z_{\text{dessins}}(x, x + a, p; \epsilon) \) and \( \log Z_{\text{LUE}}(x, p; a; \epsilon) \) can only differ by an affine function of \( p \) (coefficients of this affine function depend on \( x, \epsilon \)). The identification between the connected one-point correlators of dessins and of LUE can be given straightforwardly as they are derived explicitly in [45] and in [5], respectively. The corollary is proved by observing that the constant terms of \( \log Z_{\text{dessins}}(x, x + a, p; \epsilon) \) and of \( \log Z_{\text{LUE}}(x, p; a; \epsilon) \) (viewed as power series of \( p \)) are both normalized as zero (see (11) and (20), respectively). □

We note that the method used in [45] for deriving explicit formula for the generating series of connected LUE correlators (96) is different from ours: In [45, 46], isomonodromic tau-functions of certain Riemann-Hilbert problems are used.

Based on Corollary 1, let us translate the correction factor (9) to the LUE partition function, namely, define the corrected LUE partition function of size \( n \) as follows:

\[
Z_n^{\text{LUE}}(p; \alpha; \epsilon) := \epsilon^{-\frac{1}{12}+n(n+\alpha)}(2\pi)^{-n}G(n+1)G(n+\alpha+1)\frac{G(\alpha+1)}{G(\alpha+1)}Z_n^{\text{LUE}}(p; \alpha; \epsilon),
\]

\[
= \frac{G(n+1)\epsilon^{-\frac{1}{12}}}{\pi n(n+1)/2} \int_{\mathcal{H}^+} (\det M)^{\alpha} e^{-\frac{1}{4}u V(M; p)} dM.
\]

For the special case when \( \alpha = -1/2 \), the corrected LUE partition function was also defined in [45]. It follows from (103) that (cf. (49))

\[
\sum_{j \geq 1} \tilde{p}_j \frac{\partial Z_n^{\text{LUE}}(p; \alpha; \epsilon)}{\partial p_j} + \epsilon \frac{\partial Z_n^{\text{LUE}}(p; \alpha; \epsilon)}{\partial \epsilon} + \frac{1}{12} Z_n^{\text{LUE}}(p; \alpha; \epsilon) = 0.
\]

From the above translation and Corollary 1 we have

\[
Z(x, p; a; \epsilon) = Z_n^{\text{LUE}}(p; a/e; \epsilon).
\]

So we also call the corrected dessin partition function \( Z(x, p; a; \epsilon) \) the corrected LUE partition function and call the corrected dessin free energy \( \mathcal{F}(x, p; a; \epsilon) \) the corrected LUE free energy.

More consequences of Corollary 1 will be given in § 5.
It is convenient to denote
\begin{equation}
F(x, p; a, \epsilon) =: \epsilon^{2g-2} F_g(x, p; a).
\end{equation}
We call $F_g(x, p; a) = F_g$ the genus $g$ part of the corrected dessin/LUE free energy, or for short the the genus $g$ corrected dessin/LUE free energy. In the next section, we will provide an application of Theorem I on the computation of $F_g$.

4. Calculating dessin correlators via $\mathbb{P}^1$ Frobenius manifold

In this section, following [27, 29, 33, 34, 39, 40] we outline the Dubrovin–Zhang method for calculating the corrected dessin free energy $F$. This method was briefly outlined for the computation of the GUE free energy in [29, 33], but here we will give more details.

Start with the Frobenius manifold $M$ associated with the $\mathbb{P}^1$-topological sigma model with the invariant flat metric $\eta$ [30]. Take $v = (v^1, v^2)$ a system of flat coordinates associated with $\eta$, normalized by requiring that $\partial/\partial v^1$ is the unit vector field and that $\eta_{\alpha\beta} = \delta_{\alpha\beta+3}$. We will sometimes write $v = v^1, u = v^2$ for simplification of notations. Denote $(\eta^{\alpha\beta}) = (\eta_{\alpha\beta})^{-1}$. (Avoid from confusing with the indeterminates $u, v$ in (3).)

Here and below, free Greek indices take the integer values 1, 2, the Einstein summation convention is used for repeated Greek indices with one-up and one-down, and we use $\eta_{\alpha\beta}$ and $\eta^{\alpha\beta}$ to lower and raise the Greek indices, respectively. The Frobenius potential [27] of $M$ is given by (19) with the Euler vector field $E$ on $M$ given by (20). In [27, 39, 40] Dubrovin and Zhang proposed a way of computing Gromov–Witten (GW) invariants of $\mathbb{P}^1$ via geometry of this Frobenius manifold and proved that the partition function of GW invariants of $\mathbb{P}^1$ is a particular tau-function of a certain extension of the Toda lattice hierarchy (see also [17, 27, 42, 44, 66, 80]). In other words, the Dubrovin–Zhang hierarchy for the Frobenius manifold of $\mathbb{P}^1$ is normal Miura equivalent [39] to the extended Toda hierarchy. In particular, the corresponding principal hierarchy [27] coincides with the dispersionless extended Toda hierarchy, which can be written as follows:

\begin{equation}
\frac{\partial v^\alpha}{\partial T^{\beta,q}} = \eta^{\alpha\gamma} \partial_x \left( \frac{\partial \theta_{\beta,q+1}(v)}{\partial v^\gamma} \right), \quad q \geq 0.
\end{equation}

Here $\theta_{\alpha,p}(v)$, $p \geq 0$, are certain smooth functions of $v$ which can be defined via the generating series [40]

\begin{equation}
\theta_1(v; z) := \sum_{p \geq 0} \theta_{1,p}(v) z^p = -2e^{zv} \sum_{m \geq 0} \left( \gamma - \frac{1}{2} u + \psi(m + 1) \right) e^{mu \frac{z^2m}{m!^2}},
\end{equation}

\begin{equation}
\theta_2(v; z) := \sum_{p \geq 0} \theta_{2,p}(v) z^p = z^{-1} \left( \sum_{m \geq 0} e^{mu + zv \frac{z^2m}{m!^2}} - 1 \right),
\end{equation}

where $\gamma$ is the Euler–Mascheroni constant and $\psi(z)$ is the digamma function. The $\partial T^{1,0}$-flow reads:

\begin{equation}
\frac{\partial v^\alpha}{\partial T^{1,0}} = \frac{\partial v^\alpha}{\partial x}.
\end{equation}

Therefore, we identify $T^{1,0}$ with $x$. The $\partial T^{2,p}$-flows ($p \geq 0$), also known as the stationary flows, are identified with the dispersionless Toda lattice hierarchy under the rescalings

\begin{equation}
(p + 1)! \partial_{T^{2,p}} = \partial_{\xi_p}, \quad p \geq 0.
\end{equation}
For the purpose of computing the dessin correlators we mostly look at the $\partial T_{2,p}$-flows ($p \geq 0$), and for simplification of notations we denote $\mathbf{T} = (T^{2,p})_{p \geq 0}$.

Our temporary goal is to find the power-series-in-$\mathbf{T}$ solution to the $\partial T_{2,p}$-flows in the principal hierarchy (107) with the following initial condition:

\[
(112) \quad v(x, \mathbf{T} = 0; a) = 2x + a, \quad e^{uv(x, \mathbf{T} = 0; a)} = x(x + a).
\]

Here $a$ is a parameter. We know that power-series-in-$\mathbf{T}$ solution $v^a(x, \mathbf{T}; a)$ to this initial value problem (107), (112) exists and is unique, as (107) is an integrable system of evolutionary PDEs. This unique solution belongs to the class of monotone solutions and could be obtained by the hodograph method [30, 31, 40, 69, 71]. Indeed, the monotonicity can be seen, via a direct computation of the Riemann invariants

\[
(113) \quad R_1(v) = v + 2e^{v/2}, \quad R_2(v) = v - 2e^{-v/2},
\]

by the fact that $(R_i)_x$ ($i = 1, 2$) do not vanish for this unique solution at generic $x = x_0$ and at $\mathbf{T} = 0$. The hodograph method then shows that this unique solution coincides with the unique power-series-in-$\mathbf{T}$ solution to the following equation

\[
(114) \quad x \frac{\partial \theta_{1,0}(v)}{\partial v^\alpha} + \sum_{q \geq 0} \tilde{T}^{2,q} \frac{\partial \theta_{2,q}(v)}{\partial v^\alpha} = \frac{\partial \phi(v; a)}{\partial v^\alpha},
\]

where $\tilde{T}^{2,q} = T^{2,q} - \delta_{q,a}$, and $\phi(v; a)$ is defined by

\[
(115) \quad \phi(v; a) := -\frac{a}{2} v - \frac{a}{2} \log \left( \frac{v + \sqrt{\Theta(v)}}{v - \sqrt{\Theta(v)}} \right), \quad \Theta(v) := v^2 - 4e^u.
\]

Following [30], define a family of smooth functions $\Omega^{[0]}_{\alpha,p;\beta,q}(v)$, $p, q \geq 0$, via the generating series:

\[
(116) \quad \sum_{p,q \geq 0} \Omega^{[0]}_{\alpha,p;\beta,q}(v) z_1^p z_2^q = \frac{\partial \theta_{1,0}(v; z_1) \eta_{\rho\sigma} \partial \theta_{1,0}(v; z_2)}{z_1 + z_2} - \eta_{\alpha\beta},
\]

where $\theta_{1,0}(v; z)$ are given in (108)-(109). These smooth functions are called the genus zero two-point correlation functions of the $\mathbb{P}^1$ Frobenius manifold and have the properties:

\[
(117) \quad \Omega^{[0]}_{\alpha,p;\beta,q}(v) = \Omega^{[0]}_{\beta,q;\alpha,p}(v), \quad \partial_{T_{1,q,s}}(\Omega^{[0]}_{\alpha,p;\beta,q}(v)) = \partial_{T_{2,q}}(\Omega^{[0]}_{\alpha,p;\beta,q}(v)), \quad \forall p, q, s \geq 0,
\]

\[
(118) \quad \theta_{\alpha,0}(v) = \Omega_{\alpha,p;1,0}(v), \quad \forall p \geq 0,
\]

\[
(119) \quad E(\theta_{2,p}(v)) = (p + 1)\theta_{2,p}(v), \quad E(\Omega_{2,p;2,q}(v)) = (p + q + 2)\Omega_{2,p;2,q}(v), \quad \forall p, q \geq 0.
\]

Let us also consider a Hamiltonian PDE

\[
(120) \quad \frac{\partial v^\alpha}{\partial y^\gamma} = \eta^{\alpha\gamma}\partial_x \left( \frac{\partial h(v; a)}{\partial v^\gamma} \right),
\]

with Hamiltonian density $h = h(v; a)$ given by

\[
(121) \quad h(v; a) := -\frac{a}{2} uv + a \sqrt{\Theta(v)} - \frac{a}{2} v \log \left( \frac{v + \sqrt{\Theta(v)}}{v - \sqrt{\Theta(v)}} \right).
\]

It is easy to verify that

\[
(122) \quad h_{uu} = e^u h_{vv}.
\]
So the $\partial_y$-flow commutes \cite{39,40} with the principal hierarchy \cite{107}. We now define

\begin{align}
\omega(v; a) &= a^2 \log \left( \frac{v + \sqrt{\Theta(v)}}{2\sqrt{\Theta(v)}} \right), \\
g_p(v; a) &= -\frac{a}{2} \theta_{2,p}(v) + \frac{a}{2} \left( \frac{\sqrt{\Theta(v)}}{p + 1} \right) \sum_{k=0}^{p/2} \binom{p/2}{k} \frac{2k}{k} e^{ku} v^{p-2k}.
\end{align}

It is straightforward to verify that these functions including $\phi(v; a)$ satisfy the relations:

\begin{align}
\partial_x(\omega(v; a)) &= \partial_y(\phi(v; a)), \quad \partial_{T^2,p}(\omega(v; a)) = \partial_{\theta_{2,p}}(g_p(v; a)), \quad \forall p \geq 0, \\
\partial_x(g_p(v; a)) &= \partial_y(\theta_{2,p}(v)), \quad \partial_{T^2,q}(g_p(v; a)) = \partial_y(\Omega_{2,p;2,q}(v)), \quad \forall p, q \geq 0, \\
E(\phi(v; a)) &= -\alpha, \quad E(g_p(v; a)) = (p+1)g_p(v; a), \quad E(\omega(v; a)) = 0, \quad \forall p \geq 0.
\end{align}

Following \cite{27,39,40}, introduce a power series $\tilde{F}_0 = \tilde{F}_0(x, T; a)$ given by

\begin{equation}
\tilde{F}_0(x, T; a) := \frac{1}{2} \sum_{p,q \geq 0} \tilde{T}^{2,p} \tilde{T}^{2,q} \Omega_{2,p;2,q}(v(x, T; a)) + \sum_{p \geq 0} x \tilde{T}^{2,p} \theta_{2,p}(v(x, T; a)) \\
+ \frac{1}{2} x^2 u(x, T; a) + \frac{1}{2} g(v(x, T; a); a) - x\phi(v(x, T; a); a) - \sum_{p \geq 0} \tilde{T}^{2,p} g_p(v(x, T; a); a),
\end{equation}

where $v(x, T; a) = (v(x, T; a), u(x, T; a))$ denotes the power-series-in-$T$ solution to the $\partial_{T^2,p}$-flows ($p \geq 0$) in the principal hierarchy \cite{107} specified by \cite{112}. We are to show that $\tilde{F}_0(x, T; a)$ coincides with the genus zero part $F_0(x, p; a)$ of the corrected dessin/LUE free energy. First of all, the following relations are known:

\begin{align}
\frac{\partial^2 \tilde{F}_0(x, T; a)}{\partial T^{2,p} \partial T^{2,q}} &= \Omega_{2,p;2,q}(v(x, T; a)), \quad \forall p, q \geq 0, \\
\frac{\partial^2 \tilde{F}_0(x, T; a)}{\partial T^{1,0} \partial T^{1,0}} &= u(x, T; a), \\
\frac{\partial^2 \tilde{F}_0(x, T; a)}{\partial T^{1,0} \partial T^{2,p}} &= \Omega_{1,0;2,p}(v(x, T; a)), \quad \forall p \geq 0
\end{align}

(cf. \cite{27,39,40}). It follows from these relations that $e^{\epsilon^{-2} \tilde{F}_0(x, T; a)}$ satisfies the genus zero part of the defining equations \cite{69}--\cite{71} for the tau-function of the solution, in other words, $e^{\epsilon^{-2} \tilde{F}_0(x, T; a)}$ is the tau-function of the solution $v(x, T; a)$ to the dispersionless Toda lattice hierarchy (cf. \cite{107}). Here, we recall that

\begin{equation}
T^{2,q} = q! p_{q+1} = (q+1)! t_q, \quad q \geq 0.
\end{equation}

We note that the above relations \cite{129}--\cite{131} can uniquely determine $\tilde{F}_0$ up to a linear function of $x, T$ (recall that $x = T^{1,0}$). Let us continue to show that the power series $\tilde{F}_0$ defined by \cite{128} also satisfies the genus zero part of the $k = 0$ case of equations \cite{12}. To this end, introduce the derivation

\begin{equation}
\mathcal{E} = \sum_{p \geq 0} (p+1) \tilde{T}^{2,p} \frac{\partial}{\partial T^{2,p}}.
\end{equation}
Using the first relation in (119) and using the first relation in (127), as well as using (114), we find that
\[
\sum_{p \geq 0} (p + 1) \tilde{T}^{2p} \theta_{2,p}(v(x, T; a)) = \sum_{p \geq 0} \tilde{T}^{2p} E(\theta_{a,p}(v))(x, T; a) = -2x - a.
\]

Differentiating this equation with respect to $T^{1,0}$ and $T^{2,0}$, respectively, we get
\[
\mathcal{E}(u(x, T; a)) = -2, \quad \mathcal{E}(v(x, T; a)) = -v(x, T; a).
\]
By using the definitions (116), (123), (124), as well as using (127), we then obtain
\[
\mathcal{E}(\Omega_{2,p,2,q}^0(v(x, T; a))) = -(p + q + 2)\Omega_{2,p,2,q}^0(v(x, T; a)), \quad \forall p, q \geq 0,
\]
\[
\mathcal{E}(g_p(v(x, T; a); a)) = -(p + 1)g_p(v(x, T; a); a), \quad \forall p \geq 0,
\]
\[
\mathcal{E}(\phi(v(x, T; a); a)) = a, \quad \mathcal{E}(\omega(v(x, T; a); a)) = 0.
\]
Hence by using (135)–(138) and (128) we find that
\[
\sum_{p \geq 0} (p + 1) \tilde{T}^{2p} \frac{\partial \tilde{F}_0(x, T; a)}{\partial T^{2p}} + x(x + a) = 0.
\]

We conclude from (129)–(131) and (139) that $\tilde{F}_0(x, T; a)$ could differ from $F_0(x, p; a)$ only possibly by adding a function of $x, a$ (with at most linear dependence in $x$). The final verification is a straightforward computation by taking $T = 0$ in (128) and by comparing the resulting expression $\tilde{F}_0|_{T=0}$ with
\[
\mathcal{F}_0|_{p=0} = \frac{x^2}{2} \log x + \frac{(x + a)^2}{2} \log(x + a) - \frac{a^2}{2} \log a - \frac{3}{2} x(x + a).
\]
In a similar way, we can also verify that
\[
\sum_{p \geq 0} \tilde{T}^{2p} \frac{\partial \tilde{F}_0(x, T; a)}{\partial T^{2p}} + x \frac{\partial \tilde{F}_0(x, T; a)}{\partial x} + a \frac{\partial \tilde{F}_0(x, T; a)}{\partial a} = 2\tilde{F}_0(x, T; a).
\]

Let us proceed with the higher genera. Recall that, in [39, 40] the quasi-triviality for the extended Toda hierarchy [17] is obtained. It has the following form
\[
\mathcal{V} = \frac{\Lambda - 1}{e \partial_x}(v) + (\Lambda - 1) \circ \partial_{T^{2,0}} \left( \sum_{g \geq 1} \epsilon^{2g-1} F_g^M \left( v, \frac{\partial v}{\partial x}, \ldots, \frac{\partial^{3g-2} v}{\partial x^{3g-2}} \right) \right),
\]
\[
\mathcal{W} = \frac{\Lambda + \epsilon^{-1} - 2}{e^2 \partial_x^2}(u) + (\Lambda + 1 - 2) \left( \sum_{g \geq 1} \epsilon^{2g-2} F_g^M \left( v, \frac{\partial v}{\partial x}, \ldots, \frac{\partial^{3g-2} v}{\partial x^{3g-2}} \right) \right).
\]
Here, $\Lambda = e^{\partial_x}$, and $F_g^M = F_g^M(v_0 = v, v_1, \ldots, v_{3g-2})$ ($g \geq 1$), with $v_k = (v_k, u_k)$, are absolute functions satisfying
\[
\sum_{k \geq 1} k u_k \frac{\partial F_g^M}{\partial u_k} + \sum_{k \geq 1} k v_k \frac{\partial F_g^M}{\partial v_k} = (2g - 2) F_g^M + \frac{1}{12} \delta_{g,1},
\]
and they have the form: for $g \geq 2$, $F_g^M$ are polynomials of $v_2, v_3, \ldots, v_{3g-2}$ and have rational dependence in $v_0, v_1$; for $g = 1$,
\[
F_1^M = \frac{1}{24} \log(1) = -\frac{1}{24} u.
\]
for $g \geq 2$, the rational functions $F^M_g$ are uniquely determined by the loop equation \cite{39,40}:

$$
\sum_{r \geq 0} \left( \frac{\partial \Delta F^M}{\partial v_r} \left( \frac{v - \lambda}{D} \right)_r - 2 \frac{\partial \Delta F^M}{\partial u_r} \left( \frac{1}{D} \right)_r \right) 
+ \sum_{r \geq 1} \sum_{k=1}^r \left( \frac{1}{k} \right) \left( \frac{1}{\sqrt{D}} \right) \left[ \frac{\partial \Delta F^M}{\partial v_r} \left( \frac{v - \lambda}{\sqrt{D}} \right)_{r-k+1} - 2 \frac{\partial \Delta F^M}{\partial u_r} \left( \frac{1}{\sqrt{D}} \right)_{r-k+1} \right] 
= D^{-3} \epsilon^u (4e^u + (v - \lambda)^2)
$$

\[ \sum_{k,l \geq 0} \left[ \frac{1}{4} S(\Delta F^M, v_k, u_l) \left( \frac{v - \lambda}{\sqrt{D}} \right)_{k+l} \right] + \left( \frac{v - \lambda}{\sqrt{D}} \right)_{k+l} \]

where $\Delta F^M := \sum_{g \geq 1} \epsilon^{2g} F^M_g$, $D = (v - \lambda)^2 - 4e^u$, $S(f, a, b) := \frac{\partial f}{\partial a \partial b} + \frac{\partial f}{\partial a \partial b}$, and $f_r$ stands for $\partial^r(f)$ with

$$
\partial := \sum_{k \geq 0} u_{k+1} \frac{\partial f}{\partial u_k} + \sum_{k \geq 0} v_{k+1} \frac{\partial f}{\partial v_k}.
$$

Indeed, according to \cite{39,40}, solution $\Delta F^M$ to (146) exists and is unique up to a sequence of additive constants for $F_g (g \geq 1)$, and these constants can be further fixed by (144) for $g \geq 2$. For example, the explicit expression for $F^M_2$ can be found in \cite{33,40}. The functions $F^M_g$, $g \geq 2$, also satisfy the following equation

$$
2 \frac{\partial F^M_g}{\partial u} + \sum_{k \geq 1} v_k \frac{\partial F^M_g}{\partial v_k} = 0,
$$

which can be easily deduced from the $L_0$-constraint for the GW invariants of $\mathbb{P}^1$ \cite{40}.

It is shown in \cite{40} that the quasi-Miura map \cite{(142)-(143)} transforms a monotone solution of the principal hierarchy \cite{(107)} to a solution of the extended Toda hierarchy (see the Theorem 1.1 of \cite{40}). As we mentioned above, the particular solution $(v(x, T; a), u(x, T; a))$ of interest to the $\partial x, \partial a$-flows ($p \geq 0$) in the principal hierarchy \cite{(107)} specified by the initial data \cite{(112)} is monotone, and therefore we conclude that, $(\hat{V}(x, T; \epsilon), \hat{U}(x, T; \epsilon))$ obtained by replacing $v_k, u_k$ ($k \geq 0$) in \cite{(142)-(143)} by $\partial_x^k(v(x, T; a)), \partial_x^k(u(x, T; a))$, i.e.

$$
\hat{V}(x, T; \epsilon) := \hat{V}|_{v_k \rightarrow \partial_x^k(v(x, T; a)), u_k \rightarrow \partial_x^k(u(x, T; a)), k \geq 0},
$$

$$
\hat{U}(x, T; \epsilon) := \hat{U}|_{v_k \rightarrow \partial_x^k(v(x, T; a)), u_k \rightarrow \partial_x^k(u(x, T; a)), k \geq 0}
$$

is a particular solution to the Toda lattice hierarchy. Since we have shown that $e^{\epsilon^2 F_0(x, p; a)} = e^{\epsilon^2 F_0(x, T; a)}$ is the tau-function of the solution $(v(x, T; a), u(x, T; a))$ to the dispersionless
Toda lattice hierarchy, using the Theorem 1.1 of [40] we find that

\begin{equation}
\tau(x, T; a; \epsilon) := \exp \left( -2 \widetilde{F}_0(x, T; a) + \sum_{g \geq 1} \epsilon^{2g-2} F_g^M \bigg|_{V_h \to \partial_{\tau}^{g-1}(v(x, T; a)), w_h \to \partial_{\tau}^{g-1}(u(x, T; a)), k \geq 0} \right)
\end{equation}

is the tau-function of the solution \((\tilde{V}(x, T; \epsilon), \tilde{U}(x, T; \epsilon))\) to the Toda lattice hierarchy. By using (141), (138), (135), (144), (147), one can also verify that this tau-function \(\tau = \tau(x, T; a; \epsilon)\) satisfies the following two linear equations:

\begin{equation}
\sum_{q \geq 0} \tilde{T}^{2q} \frac{\partial \tau}{\partial \tilde{T}^{2q}} + \epsilon \frac{\partial \tau}{\partial \epsilon} + x \frac{\partial \tau}{\partial x} + a \frac{\partial \tau}{\partial a} + \frac{1}{12} \tau = 0,
\end{equation}

\begin{equation}
\sum_{q \geq 0} (q + 1) \tilde{T}^{2q} \frac{\partial \tau}{\partial \tilde{T}^{2q}} + \frac{x(x + a)}{\epsilon^2} \tau = 0,
\end{equation}

which agree with (14) and the \(k = 0\) case of (12), respectively. Hence we arrive at the following theorem.

**Theorem 2.** The genus zero corrected dessin/LUE free energy \(F_0(x, p; a)\) is equal to \(\tilde{F}_0(x, T; a)\) given by (128). The genus \(g\) \((g \geq 1)\) corrected dessin/LUE free energy satisfies

\begin{equation}
F_g(x, p; a) = F^M_g \left( v(x, T; a), \frac{\partial v(x, T; a)}{\partial x}, \ldots, \frac{\partial^{3g-2} v(x, T; a)}{\partial x^{3g-2}} \right) + \frac{c_g}{a^{2g-2}} + \frac{b_g x}{a^{2g-1}}
\end{equation}

for some \(c_g, b_g \in \mathbb{C}\). Here, \(T^{2q} = q! p_{q+1}\), and \((v(x, T; a) = (v(x, T; a), u(x, T; a))\) denotes the unique power-series-in-\(T\) solution to the principal hierarchy (107) specified by (12).

We verified that for \(g = 1, 2\),

\begin{equation}
c_g = \left( \frac{\zeta(-1)}{24} \log(-1) \right) \delta_{g, 1}, \quad b_g = 0.
\end{equation}

We expect that the equalities in (154) hold for all \(g \geq 1\).

Similar statements to Theorems 1, 2 can be given for the case of the GUE partition function \([29, 33]\), i.e., the case with initial value \(V(x, 0; \epsilon) = 0, W(x, 0; \epsilon) = x\) for the Toda lattice hierarchy. The following is a table of the initial values for various tau-functions of the Toda lattice hierarchy (cf. [33, 37, 45, 46, 78, 86]) appearing in matrix models:

| LUE/dessins | \(V\) | \(W\) |
|-------------|--------|--------|
| JUE \(1/2\) | \(2x + a + \epsilon\) | \(x(x + a)\) |
| GUE | \(2x + a + \epsilon\) | \(x(x + a)\) |
| mEven GUE | \(2x + \frac{\epsilon}{2} = x_{\text{mEven}} + \epsilon\) | \(x(x - \frac{\epsilon}{2}) = \frac{1}{2} x_{\text{mEven}}^2 - \frac{\epsilon^2}{16}\) |
| \(\mathbb{P}^1\) | \(x + \frac{\epsilon}{2}\) | \(1\) |

where mEven GUE stands for the modified even GUE \([32, 34, 35]\), and JUE stands for the Jacobi unitary ensemble. In each case, let us define the normalized partition function to be the one that equals 1 when all the couplings are taken to be 0. For the GUE case, we recall from \([29, 33]\) that a correction factor

\begin{equation}
\epsilon^{1/3} + \frac{\epsilon^2}{2} (2\pi)^{-\frac{3}{4}} G(n + 1)
\end{equation}

\(^1\)We would like to thank the authors of [45] for providing the initial value for the JUE case; cf. [76].
is introduced to the normalized GUE partition function so that the corrected GUE partition function is a tau-function for the Toda lattice hierarchy. For LUE, the correction factor to the normalized LUE partition function can be read off from (102), that is

\[ \epsilon^{-\frac{1}{12} + n(n+\alpha)} (2\pi)^{-n} \frac{G(n+1)G(n+\alpha+1)}{G(\alpha+1)}. \]

For JUE, to make the normalized JUE partition function \cite{[46]} a tau-function for the Toda lattice hierarchy, we need to add the following correction factor (using (71) and the second line of the above table)

\[ \epsilon^{-\frac{1}{12} + 2n(n+\alpha+\beta)} (2\pi)^{-2n} \frac{G(n+1)G(n+\alpha+1)G(n+\beta+1)G(\alpha+\beta+1)}{G(\alpha+1)G(\beta+1)G(\alpha+\beta+1)}. \]

We expect that the higher genus parts of the corrected JUE partition function satisfy Dubrovin–Zhang’s ansatz, and we have made verifications up to genus 2.

In genus zero we have the following table:

| LUE/dessins | Equations |
|-------------|-----------|
| LUE        | \[ v = x + a \]
| JUE        | \[ w = e^u \]
| GUE        | \[ w = \frac{1}{4}(v^2 - a^2) \]
| mEven GUE  | \[ w = \frac{1}{4}(v^2 - a^2 - b^2) \]
| \(\mathbb{P}^1\) | \[ w = \frac{1}{4} v^2 \]

The last column gives the equations of the algebraic curves in the \((v,w)\)-plane determined by the initial values in genus zero.

We remark that the LUE is just the generalized Penner model called by string theorists (see Appendix B).

To conclude this section, we recover another result in \cite{[45]} by a different method. In \cite{[86], Theorem 5.2} the modified GUE partition function introduced in \cite{[32]} has been identified with the dessin partition function by:

\[ \tilde{Z}_{\text{mE}}(x_{\text{mE}}, \{s_{2k}\}; \epsilon) = Z_{\text{dessins}} \left( u = \frac{x_{\text{mE}}}{2} + \frac{\epsilon}{4}, v = \frac{x_{\text{mE}}}{2} - \frac{\epsilon}{4}, \{p_j\}; \epsilon \right), \]

where \( s_{2k} = \frac{p_k}{2k} \), \( k \geq 1 \), and \( \tilde{Z}_{\text{mE}}(x_{\text{mE}}, \{s_{2k}\}; \epsilon) \) denotes the normalized modified GUE partition function, normalized from the modified GUE partition function by a factor by requiring that \( \tilde{Z}_{\text{mE}}(x_{\text{mE}}, \{0\}; \epsilon) \equiv 1 \). Now by (24), we have

**Corollary 2.** The normalized modified GUE partition and the normalized LUE partition function are related to each other by

\[ \tilde{Z}_{\text{mE}}(x_{\text{mE}}, \{s_{2k}\}; \epsilon) = Z_{\text{LUE1}} \left( x = \frac{x_{\text{mE}}}{2} + \frac{\epsilon}{4}, \{p_j\}; -\frac{\epsilon}{2}; \epsilon \right). \]

This is equivalent to \cite{[45], Theorem 1.5].

5. **Grothendieck’s dessin counting and monotone Hurwitz numbers**

In this section, we first give a second proof of Corollary II, and then study several more consequences of this corollary.
Proposition 2. We have the following formula for the normalized LUE partition function:

\[ Z_{\text{LUE}}(x, p; a; \epsilon) = e^{W_{\text{Laguerre}}} 1, \]

where \( W_{\text{Laguerre}} \) is the cut-and-join type linear operator defined by

\[ W_{\text{Laguerre}} := 2(x + \frac{a}{2}) \Lambda_{1}^{\text{LUE}} + \frac{x(x + a)}{\epsilon^2} p_1, \]

with

\[ \Lambda_{1}^{\text{LUE}} = \sum_{i \geq 2} (i - 2)p_i \frac{\partial}{\partial p_{i-1}}, \]

\[ M_{1}^{\text{LUE}} = \sum_{i \geq 2} \sum_{j=1}^{i-1} \left( (i - 1)p_j p_{i-j} \frac{\partial}{\partial p_{i-1}} + \epsilon^2 j(i - j)p_{i+1} \frac{\partial^2}{\partial p_j \partial p_{i-j}} \right). \]

Proof. As it is shown in [1, 52], the power series \( Z_{\text{LUE}}(x, p; a; \epsilon) \) satisfies the following Virasoro constraints:

\[ L_{m}^{\text{LUE}} Z_{\text{LUE}}(x, p; a; \epsilon) = 0, \quad m \geq 0, \]

where

\[ L_{m}^{\text{LUE}} = \sum_{k=1}^{m-1} k(m - k) \frac{\partial^2}{\partial p_k \partial p_{m-k}} + \sum_{k \geq 1} (k + m) \tilde{p}_k \frac{\partial}{\partial p_{k+m}} \]

\[ + m(2n + \alpha) \delta_{m \geq 1} \frac{\partial}{\partial p_m} + n(n + \alpha) \delta_{m,0}. \]

Therefore, \( Z_{\text{LUE}}(x, p; a; \epsilon) \) satisfies that

\[ L_{m}^{\text{LUE}} Z_{\text{LUE}}(x, p; a; \epsilon) = 0, \quad m \geq 0, \]

where

\[ L_{m}^{\text{LUE}} = \epsilon^2 \sum_{k=1}^{m-1} k(m - k) \frac{\partial^2}{\partial p_k \partial p_{m-k}} + \sum_{k \geq 1} (k + m) \tilde{p}_k \frac{\partial}{\partial p_{k+m}} \]

\[ + 2m \left( x + \frac{a}{2} \right) \delta_{m \geq 1} \frac{\partial}{\partial p_m} + \frac{x(x + a)}{\epsilon^2} \delta_{m,0}. \]

The proof is then the same as the one for (40) given in [58] (cf. [85]), namely, by using (166), (54) and (55) we obtain (160). \( \square \)

Corollary 1 follows immediately from (40) and Proposition 2. Since we have now a different proof of Corollary 1, one can also use Corollary 1 and the theory of orthogonal polynomials to give a different proof of Theorem 1; we omit these details (cf. [1, 22, 33, 63]).

One can deduce from Corollary 1 several known facts about LUE correlators by using properties of the dessin correlators. For instance, the variable \( x + a = (n + \alpha)\epsilon \) can be viewed as a rescaling of the Wishart parameter \( w = n + \alpha \); then the symmetry

\[ n \mapsto n + \alpha, \quad \alpha \mapsto -\alpha \]

for the normalized LUE partition function is obvious: the above transformation corresponds to

\[ u \mapsto v, \quad v \mapsto u, \]
and we know from (11)–(13) that
\[ Z_{\text{dessins}}(v, u, p; \epsilon) = Z_{\text{dessins}}(u, v, p; \epsilon). \]

Another consequence that we deduce from Corollary 1 is that the normalized LUE free energy \( F_{\text{LUE1}}(x, p; a; \epsilon) \) has the genus expansion. Namely, by taking logarithms on both sides of (24) we get
\[
F_{\text{LUE1}}(x, p; a; \epsilon) = \sum_{g \geq 0} \epsilon^{g-2} F_{\text{LUE1},g}(x, p; a),
\]
where \( F_{\text{LUE1},g}(x, p; a), g \geq 0, \) are power series of \( p, \) called the genus \( g \) part of the normalized LUE free energy.

By comparing the logarithmic derivatives of both sides of (24) and using (3), we obtain that for \( m \geq 1, \) and \( \mu_1, \ldots, \mu_m \geq 1, \) the derivative
\[
\frac{\partial^m F_{\text{LUE1}}(x, p; a; \epsilon)}{\partial p_{\mu_1} \cdots \partial p_{\mu_m}} \bigg|_{p=0} = \langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(x, x + a, \epsilon)
\]
is a polynomial of \( x, a. \) By further taking \( \epsilon = 1 \) we find that the connected LUE correlator
\[
\langle \text{tr} M^{\mu_1} \cdots \text{tr} M^{\mu_m} \rangle_c = \prod_{j=1}^{m} \mu_j \langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(n, n + \alpha, 1)
\]
is a polynomial of \( n \) and \( \alpha. \) The large \( n \) expansion considered by Cunden–Dahlqvist–O’Connell (53) is then easy to perform, which leads to an explicit relationship between Grothendieck’s dessin counting and the strict monotone Hurwitz numbers with the precise formula given in the next corollary.

**Corollary 3.** For any \( g \geq 0 \) and a partition \( \mu = (\mu_1, \ldots, \mu_m) \) of length \( m, \) and for \( k, l, m \geq 1 \) satisfying
\[ |\mu| - m - l - k = 2g - 2, \]
denoting \( n_i \) the multiplicity of \( i \) in \( \mu, \) we have
\[
N_{k,l}(\mu) = \prod_{i=1}^{\infty} \frac{n_1!}{|\mu|!} \sum_{\nu \in P_{|\mu|} \ell(\nu)=l} h_g(\mu, \nu).
\]

**Proof.** Recalling \( u = x = ne, v = x + a = (n + \alpha)e \) and taking \( \epsilon = 1 \) in (3) we find
\[
\langle \tau_{\mu_1} \cdots \tau_{\mu_m} \rangle(n, n + \alpha, 1) = \sum_{k \geq 0, k \geq 1, n \geq |\mu| - m + 2} N_{k,l}(\mu) n^k (n + \alpha)^l.
\]

Combing with (171), we find
\[
n^{m-|\mu|-2} \langle \text{tr} M^{\mu_1} \cdots \text{tr} M^{\mu_m} \rangle_c = \prod_{j=1}^{m} \mu_j \sum_{k \geq 0, k \geq 1, n \geq |\mu| - m + 2} N_{k,l}(\mu) n^{-2g} \left(1 + \frac{\alpha}{n}\right)^l.
\]
The corollary is then proved by taking \( n \to \infty \) limit and by comparing with (53). \( \square \)
Combinatorially, counting dessins and strictly monotone Hurwitz numbers are counting the numbers of solutions of different equations in the symmetric groups. It would be interesting if the above relation \((173)\) could also be obtained from the approach in \([4, 11, 51, 54]\).

By \((24)\) and formula \((45)\) we immediately get

**Corollary 4.** We have the following Schur expansion:

\[
Z_{\mathrm{LUE1}}(x, p; a; 1) = \sum_{\mu \in P} s_{\mu} \prod_{\alpha \in \mu} \frac{(x + c(\square))(x + a + c(\square))}{h(\square)}.
\]

In the fermionic picture, the dessin tau-function is given by a Bogoliubov transformation:

\[
Z_{\mathrm{LUE1}}(x, p; a; 1) = \exp \left( \sum_{m,n \geq 0} A_{m,n} \psi_{-m-\frac{1}{2}} \psi_{-n-\frac{1}{2}} \right) |0\rangle,
\]

where the coefficients \(A_{m,n}\) are given by \((46)\) with \(u, v\) replaced by \(x, x + a\).

It is interesting to compare the above formulas with the corresponding formulas for the GUE partition function in \([83]\). By \((24)\) and Theorem A, we also have the following formula for generating series of the \(m\)-point LUE correlators:

**Corollary 5.** For each \(m \geq 2\), the generating series for \(m\)-point connected LUE correlators has the following expression:

\[
\sum_{\mu_1, \ldots, \mu_m \geq 1} \frac{\langle \text{tr} M^\mu_1 \cdots \text{tr} M^\mu_m \rangle_c}{\lambda_{\mu_1+1}^{\mu_1} \cdots \lambda_{\mu_m+1}^{\mu_m}} = (-1)^{m-1} \sum_{\sigma \in S_m/C_m} \prod_{j=1}^m \hat{A}(\lambda_{\sigma(j)}, \lambda_{\sigma(j+1)}) - \frac{\delta_{m,2}}{(\lambda - \mu)^2},
\]

where \(\hat{A}(\lambda, \mu)\) is defined in \((7)\) with \(w\) replaced by \(n + \alpha\).

6. Concluding remarks

To conclude, let us summarize our results and make a conjecture. Originally, a tau-function of the KP hierarchy is obtained by counting the dessins in \([58]\), called the dessin partition function. In \(\S 3\) and \(\S 5\) this tau-function is identified with the LUE partition function, and hence is related to the strictly monotone Hurwitz numbers based on the results of \([19]\). In \(\S 3\) it is also shown that the corrected dessin partition function is a tau-function of the Toda lattice hierarchy. One of its consequence is that one can apply the matrix-resolvent method developed in \([33]\) to compute the dessin correlators.

Another consequence is that the corrected dessin partition function is a tau-function \(\tau_{\mathrm{ext}-\mathrm{Toda}}(\{T^{1,p}, T^{2,p}\}_{p \geq 0})\) of the extended Toda hierarchy, but with \(T^{1,p} = 0\) for \(p > 0\). It is easy to obtain a tau-function \(\tau_{\text{dessins},t}(\{T^{1,p}, T^{2,p}\}_{p \geq 0})\) with a parameter \(t\) of the 2D Toda hierarchy \([72]\) by counting the dessins. We conjecture that

\[
\lim_{t \to 0} \tau_{\text{dessins},t}(\{T^{1,p}, T^{2,p}\}_{p \geq 0}) = \tau_{\mathrm{ext}-\mathrm{Toda}}(\{T^{1,p}, T^{2,p}\}_{p \geq 0}).
\]

This is inspired by a similar phenomenon in the GW theory of \(\mathbb{P}^1\). In \([66]\) Okounkov and Pandharipande proved that the equivariant GW invariants of \(\mathbb{P}^1\) gives a tau function of the 2D Toda hierarchy. This tau function depends on an additional small parameter \(t\). The non-equivariant limit, which corresponds to \(t \to 0\), gives the partition function of the ordinary GW invariants of \(\mathbb{P}^1\). This partition function was shown to be a tau-function of the extended Toda hierarchy by Dubrovin and Zhang \([40]\).
A. A Reflection Formula for the Barnes $G$-Function

Recall Barnes $G$-function can be defined by the following Weierstrass factorization:

\[
G(z + 1) := (2\pi)^{z/2}e^{-z(z+1)/2-\frac{1}{2}z^2} \prod_{n=1}^{\infty} \left(1 + \frac{z}{n}\right)^n e^{-z+z^2/(2n)}.
\]

After taking the logarithmic derivative, one gets:

\[
\frac{d}{dz} \log G(z + 1) = \frac{1}{2} \log(2\pi) - \frac{1}{2} - z + z \frac{d}{dz} \log \Gamma(z + 1).
\]

Change $z$ to $-z$:

\[
-\frac{d}{dz} \log G(1 - z) = \frac{1}{2} \log(2\pi) - \frac{1}{2} - z + z \frac{d}{dz} \log \Gamma(1 - z).
\]

Add them up:

\[
\frac{d}{dz} \log \frac{G(1 + z)}{G(1 - z)} = \log(2\pi) - 1 + z \frac{d}{dz} \log \Gamma(1 + z) \Gamma(1 - z)
\]

\[
= \log(2\pi) - 1 + z \frac{d}{dz} \log \frac{\pi z}{\sin(\pi z)}
\]

\[
= \log(2\pi) - \pi z \cot(\pi z).
\]

After integration we get:

\[
G(1 - z) = G(1 + z) \frac{1}{(2\pi)^z} \exp \int_0^z \pi t \cot(\pi t)dt.
\]

This formula is attributed to Kinkelin [55], but Kinkelin’s $G$-function is different from Barnes $G$-function. Kinkelin’s $G$-function, denoted by $\tilde{G}(x)$, is defined by:

\[
\tilde{G}(x) := \exp \left( \int_0^x \log \Gamma(t) \ dt + \frac{x(x - 1)}{2} - \frac{x}{2} \log(2\pi) \right). 
\]

It has the following properties:

\[
\tilde{G}(0) = \tilde{G}(1) = 1,
\]

\[
\tilde{G}(x + 1) = \tilde{G}(x)x^x \quad \text{for} \ x > 0,
\]

and

\[
\tilde{G}(n + 1) = 1^12^2\cdots n^n \quad \text{for integers} \ n \geq 1.
\]

Alternatively, by (178),

\[
G(1 - z) := (2\pi)^{-z/2}e^{z(1-z)/2-\frac{1}{2}z^2} \prod_{n=1}^{\infty} \left(1 - \frac{z}{n}\right)^n e^{z+z^2/(2n)}.
\]

So we get

\[
\frac{G(1 - z)}{G(1 + z)} = \frac{e^z}{(2\pi)^z} \prod_{n=1}^{\infty} \left(1 - \frac{z}{n}\right)^n \left(1 + \frac{z}{n}\right)^{-n} e^{z^2/n},
\]

and

\[
G(1 - z)G(1 + z) = e^{(1+\gamma)z^2} \prod_{n=1}^{\infty} \left(1 - \frac{z}{n}\right)^n \left(1 + \frac{z}{n}\right)^n e^{z^2/n}.
\]
B. The Penner model and the generalized Penner model

The original Penner model \[70\] was used to compute the generating series of orbifold Euler characteristics of \(\mathcal{M}_{g,n}\) by considering the formal expansion of the matrix integrals

\[
Z(t, N) = \frac{\int_{H_N} dM \exp \left( \frac{1}{t} \text{tr} \sum_{m=2}^{\infty} \frac{1}{m} (i \sqrt{t} M)^m \right)}{\int_{H_N} dM \exp \left( -\frac{1}{2} \text{tr} M^2 \right)}.
\]

This can be computed by the method of orthogonal polynomials. First the integral is converted as follows:

\[
Z(t, N) = \frac{1}{(2\pi)^{N/2} \prod_{j=1}^{N} j!} \int_{\mathbb{R}^N} \prod_{1 \leq i, j \leq N, i \neq j} (x_i - x_j)^2 \prod_{i=1}^{N} d\mu_t(x_i),
\]

where for \(t > 0\),

\[
d\mu_t(x) = -i \sqrt{t} (et)^{-t-1} (-z)^{-t-1} e^{-z} dz,
\]

for \(z = \frac{1}{2} (ix \sqrt{t} - 1)\). By \[70, \text{Lemma 3.5}\], the relevant orthogonal polynomials are Laguerre polynomials. The final result is: As a formal power series, \(Z(N, t)\) is the asymptotic series at 0 of

\[
\left( \frac{\sqrt{2\pi t} (et)^{-t-1}}{\Gamma(t-1)} \right)^N \prod_{j=1}^{N-1} (1 - jt)^{N-j}.
\]

Using Stirling’s formula, one gets the following asymptotic expansion:

\[
\log Z(t, N) = \sum_{j=1}^{\infty} t^j \left( -\frac{N^{j+2}}{j(j+1)(j+2)} + \sum_{k=1}^{\lceil(j+1)/2\rceil} \frac{(j-1)!}{(2k-1)! (j+2-2k)!} \frac{B_{2k}}{(2k)!} N^{j+2-2k} \right).
\]

From this one can derive

\[
\chi(\mathcal{M}_{g,n}) = (-1)^n \frac{(2g-3+n)(2g-1)}{(2g)!} B_{2g}.
\]

Because

\[
\chi(\mathcal{M}_{g,n+1}) = (2-2g-n) \chi(\mathcal{M}_{g,n}),
\]

so we also have for \(g \geq 2\):

\[
\chi(\mathcal{M}_{g,n}) = \frac{B_{2g}}{4g(g-1)} = \frac{\zeta(1-2g)}{2-2g}.
\]

It was noted by Distler and Vafa \[24\] that

\[
\sum_{g \geq 2} \chi(\mathcal{M}_{g,n}) z^{2-2g} = \sum_{g \geq 2} \frac{\zeta(1-2g)}{2-2g} z^{2-2g}
\]

is the asymptotic series of

\[
\int_0^z \left( \frac{d}{dz} \log \Gamma(z+1) \right) dz - \frac{1}{2} z^2 \log z + \frac{1}{4} z^2 - \frac{1}{2} z - \zeta'(-1) + \frac{1}{12} \log z.
\]
In [74], the right-hand side was rewritten as
\[
(196) \quad \log G(z + 1) - \left( \zeta'(-1) + \frac{z}{2} \log(2\pi) + \left( \frac{z^2}{2} - \frac{1}{12} \right) \log z - \frac{3z^2}{4} \right).
\]

Following Ooguri and Vafa [68], we understand
\[
(197) \quad F_{0,0}(z) = \frac{1}{2} z^2 \log(z) - \frac{3}{4} z^2,
\]
\[
(198) \quad F_{1,0}(z) = -\frac{1}{12} \log(z) + \zeta'(-1)
\]
as the “orbifold Euler characteristics of \( M_{0,0} \) and \( M_{1,0} \)” respectively. Then we have
\[
(199) \quad \log G(z + 1) \sim \frac{z}{2} \log(2\pi) + F_{0,0}(z) + F_{1,0}(z) + \sum_{g \geq 2} \chi(M_{g,0}) z^{2-2g}.
\]

We also have a similar expansion for \( \log G(z + x + 1) \):
\[
\log G(z + x + 1) - \frac{z}{2} \log(2\pi) - \frac{1}{2} \log(2\pi)x
\]
\[
\sim F_{0,0}(z) + F_{1,0}(z) + F_{0,0}'(z)x + \frac{x^2}{2} F_{0,0}''(z) + \sum_{2g-2+n>0} \chi(M_{g,n}) z^{2-2g-n} x^n.
\]

Let us explain the rationale for the choice of \( F_{0,0} \) and \( F_{0,1} \). Barnes \( G \)-function also appears in the study of Chern-Simons on \( S^3 \). The path integral in this theory has a factor of \( \text{vol}(U(N)) \). Ooguri and Vafa [68] found:
\[
(201) \quad \text{vol}(U(N)) = \frac{\sqrt{N} (2\pi)^{\frac{N}{2}+\frac{1}{2}N-1}}{G(N+1)}.
\]

Then one gets an asymptotic expansion
\[
(202) \quad \log(\text{vol}(U(N))) = -\sum_{g \geq 2} \frac{\chi(M_{g,0})}{N^{2-2g}}
\]
up to some terms coming from genus zero and genus one. The nonperturbative part of the free energy of Chern-Simons part of the Chern-Simons amplitude of \( S^3 \) is
\[
(203) \quad F_{\text{nonpert}} = \log \left( e^{\frac{\pi i N^2}{2(k+N)}} \frac{2\pi}{k+N} \right) {N^2/2} G(N+1) \left( \frac{1}{2\pi)^{N/2}} \right).
\]

It has the following expansion (cf. [68] (2.12)):
\[
(204) \quad F_{\text{nonpert}} = \frac{1}{2} \lambda_s^{-2} t^2 \left( \log(2\pi it) - \frac{3}{2} \right) - \frac{1}{12} \log(t \lambda_s^{-1}) + \zeta'(-1) + \sum_{g=2}^{\infty} \frac{B_{2g} \lambda_s^{2g-2}}{2g(2g-2)t^{2g-2}},
\]
where \( \lambda_s = \frac{1}{k+N} \) is the string coupling constant, and \( t = N\lambda_s \) is the t ’Hooft coupling constant.

As noted by Distler and Vafa [24], the Penner model is equivalent to the matrix model
\[
(205) \quad e^F = \int_{\mathcal{H}_N} e^{Nt \text{tr}[\log(1-\phi)+\phi]} d\phi = \int \det(1-\phi)^N e^{Nt \text{tr}\phi}.
\]
and one is led to consider
\[
(206) \quad \int \det(1-\phi)^\alpha e^{Nt \text{tr}\phi} = e^{N^2 t} \int (\det M)^\alpha e^{-Nt \text{tr}M}.
\]
To make this well defined, we should only integrate over positive-definite $M$. Generalized Penner model is then defined by

\[
\int_{\mathcal{H}_N^+} dM (\det M)^\alpha e^{-\frac{1}{2} \text{tr} V(M)}
\]

for $V(M) = M - \sum_{i=1}^{\infty} \frac{1}{p_i} M^i$. This is just the partition function of LUE \(27\) up to normalization.

As recalled above, for the Penner model, one has

\[
F_{0,0}(z) = \frac{1}{2} z^2 \log(z) - \frac{3}{4} z^2,
\]

\[
F_{1,0}(z) = -\frac{1}{12} \log(z) + \zeta'(-1),
\]

\[
F_{g,0}(z) = \frac{B_{2g}}{4g(g-1)} z^{-2g}.
\]

By the Example B1 in \[27\], the Legendre type transformation $S_2$ transforms the Frobenius manifold associated with Toda lattice with the potential \(19\) to the Frobenius manifold associated with nonlinear Schrödinger system with the potential

\[
F_{\text{NLS}}(\varphi, \rho) = \frac{1}{2} \varphi^2 \rho + \frac{1}{2} \rho^2 \log \rho - \frac{3}{4} \rho^2,
\]

where

\[
\varphi = v, \rho = e^u.
\]

Dubrovin made an observation in \[29\] that the GUE partition function coincides with a part of the partition function (cf. \[17\] \[18\] \[39\]) of the NLS Frobenius manifold \(211\), giving the duality between GUE and the $\mathbb{P}^1$-topological sigma model. By taking $\varphi = 0$ and $\rho = z$, we get

\[
F_{0,0}(z) = F_{\text{NLS}}(0, z).
\]

This indicates a connection between the generalized Penner model and the $\mathbb{P}^1$-topological sigma model.

**References**

[1] Adler, M., van Moerbeke, P.: Matrix integrals, Toda symmetries, Virasoro constraints and orthogonal polynomials. Duke Math. J. 80, 863–911 (1995)

[2] Adler, M., van Moerbeke, P.: Integrals over classical groups, random permutations, Toda and Toeplitz lattices. Commun. Pure Appl. Math. 54, 153–205 (2001)

[3] Alexandrov, A.: Cut-and-join operator representation for Kontsevich-Witten tau-function. Modern Phys. Lett. A 26, 2193–2199 (2011)

[4] Alexandrov, A., Chapuy, G., Eynard, B., Harnad, J.: Weighted Hurwitz numbers and topological recursion. Comm. Math. Phys. 375, 237–305 (2020)

[5] Ambjørn, J., Chekhov, L.: The matrix model for dessins d’enfants. Ann. Inst. Henri Poincaré D 1, 337–361 (2014)

[6] Arakawa, T., Ibukiyama, T., Kaneko, M.: Bernoulli numbers and zeta functions. With an appendix by Don Zagier. Springer Monographs in Mathematics. Springer, Tokyo (2014)

[7] Bao, J., Foda, O., He, Y.-H., Hirst, E., Read, J., Xiao, Y., Yagi, F.: Dessins d’enfants, Seiberg-Witten curves and conformal blocks. J. High Energy Phys. 2021, Paper No. 065, 46 pp (2021)

[8] Barnes, E. W.: The theory of the G-function. Q. J. Math. 31, 264–314 (1900)
[9] Bertola, M., Dubrovin, B., Yang, D.: Correlation functions of the KdV hierarchy and applications to intersection numbers over $\overline{M}_{g,n}$. Phys. D 327, 30–57 (2016)
[10] Bertola, M., Dubrovin, B., Yang, D.: Simple Lie algebras, Drinfeld-Sokolov hierarchies, and multi-point correlation functions. Mosc. Math. J. 21, 233–270 (2021)
[11] Bertola, M., Harnad, J., Runov, B.: Generating weighted Hurwitz numbers. J. Math. Phys. 61, 013506, 16 pp (2020)
[12] Bessis, D., Itzykson, C., Zuber, J.-B.: Quantum field theory techniques in graphical enumeration. Adv. Appl. Math. 1, 109–157 (1980)
[13] Bourgade, P., Yor, M.: Random matrices and the Riemann zeta function. Journées Élie Cartan 2006, 2007 et 2008, 25–40, Inst. Élie Cartan, 19, Univ. Nancy, Nancy (2009)
[14] Brini, A.: The local Gromov-Witten theory of $\mathbb{P}^1$ and integrable hierarchies. Comm. Math. Phys. 313, 571–605 (2012)
[15] Brini, A., Carlet, G., Rossi, P.: Integrable hierarchies and the mirror model of local $\mathbb{P}^1$. Phys. D 241, 2156–2167 (2012)
[16] Cafasso, M., Yang, D.: Tau-functions for the Ablowitz–Ladik hierarchy: the matrix-resolvent method. J. Phys. A. 55, 204001, 16pp (2022)
[17] Carlet, G., Dubrovin, B., Zhang, Y.: The extended Toda hierarchy. Mosc. Math. J. 4, 313–332 (2004)
[18] Carlet, G., van de Leur, J., Posthuma, H., Shadrin, S., Higher genera Catalan numbers and Hirota equations for extended nonlinear Schrödinger hierarchy. Lett. Math. Phys. 111, Paper No. 63, 67 pp (2021)
[19] Cunden, F. D., Dahlqvist, A., O’Connell, N.: Integer moments of complex Wishart matrices and Hurwitz numbers. Ann. Inst. Henri Poincaré D 8, 243–268 (2021)
[20] Cunden, F. D., Mezzadri, F., O’Connell, N., Simm, N.: Moments of random matrices and hypergeometric orthogonal polynomials. Comm. Math. Phys. 369, 1091–1145 (2019)
[21] Cunden, F. D., Mezzadri, F., O’Connell, N., Simm, N., Vivo, P.: Large-N expansion for the time-delay matrix of ballistic chaotic cavities. J. Math. Phys. 57, 111901, 16 pp (2016)
[22] Deift, P.: Orthogonal polynomials and random matrices: a Riemann-Hilbert approach. Courant Lecture Notes in Mathematics 3, American Mathematical Society, Providence, R.I. (1999)
[23] Dijkgraaf, R., Witten, E.: Mean field theory, topological field theory, and multi-matrix models. Nuclear Phys. B 342, 486–522 (1990)
[24] Distler, J., Vafa, C.: A critical matrix model at $c = 1$. Modern Phys. Lett. A 6, 259–270 (1991)
[25] Dubrovin, B.: Integrable systems in topological field theory. Nuclear Phys. B 379, 627–689 (1992)
[26] Dubrovin, B.: Integrable systems and classification of 2-dimensional topological field theories. In: O. Babelon, O. Cartier, Y. Kosmann-Schwarbach (eds.) “Integrable Systems”, Proceedings of Luminy 1991 Conference Dedicated to the Memory of J.-L. Verdier, Birkhäuser (1993)
[27] Dubrovin, B.: Geometry of 2D topological field theories. In: Francaviglia, M., Greco, S. (eds.) “Integrable Systems and Quantum Groups” (Montecatini Terme, 1993). Lecture Notes in Math., vol. 1620, pp. 120–348. Springer, Berlin (1996)
[28] Dubrovin, B.: On Hamiltonian perturbations of hyperbolic systems of conservation laws. II. Universality of critical behaviour. Comm. Math. Phys. 267, 117–139 (2006)
[29] Dubrovin, B.: Hamiltonian perturbations of hyperbolic PDEs: from classification results to the properties of solutions. In: Sidoravičius, V. (ed.) “New Trends in Mathematical Physics”, pp. 231–276. Springer, Dordrecht (2009)
[30] Dubrovin, B.: Hamiltonian PDEs: deformations, integrability, solutions. J. Phys. A 43, 434002, 20 pp (2010)
[31] Dubrovin, B., Grava, T., Klein, C., Moro, A.: On Critical Behaviour in Systems of Hamiltonian Partial Differential Equations. J Nonlinear Sci 25, 631–707 (2015)
[32] Dubrovin, B., Liu, S.-Q., Yang, D., Zhang, Y.: Hodge-GUE correspondence and the discrete KdV equation. Comm. Math. Phys. 379, 461–490 (2020)
[33] Dubrovin, B., Yang, D.: Generating series for GUE correlators. Lett. Math. Phys. 107, 1971–2012 (2017)
[34] Dubrovin, B., Yang, D.: On cubic Hodge integrals and random matrices. Commun. Number Theory Phys. 11, 311–336 (2017)
[35] Dubrovin, B., Yang, D.: Matrix resolvent and the discrete KdV hierarchy. Comm. Math. Phys. 377, 1823–1852 (2020)

[36] Dubrovin, B., Yang, D., Zagier, D.: Classical Hurwitz numbers and related combinatorics. Mosc. Math. J. 17, 601–633 (2017)

[37] Dubrovin, B., Yang, D., Zagier, D.: Gromov-Witten invariants of the Riemann sphere. Pure Appl. Math. Q. 16, 153–190 (2020)

[38] Dubrovin, B., Yang, D., Zagier, D.: On tau-functions for the KdV hierarchy. Selecta Math. 27, Paper No. 12, 47 pp (2021)

[39] Dubrovin, B., Zhang, Y.: Normal Forms of Hierarchies of Integrable PDEs, Frobenius Manifolds and Gromov–Witten Invariants. eprint arXiv:math/0108160

[40] Dubrovin, B., Zhang, Y.: Virasoro symmetries of the extended Toda hierarchy. Comm. Math. Phys. 250, 161–193 (2004)

[41] Eguchi, T., Yamada, Y., Yang, S.-K.: On the genus expansion in the topological string theory. Rev. Math. Phys. 7, 279–309 (1995)

[42] Eguchi, T., Yang, S.-K.: The topological CP1 model and the large-N matrix integral. Modern Physics Letters A 9, 2893–2902 (1994)

[43] Énolskii, V. Z., Harnad, J.: Schur function expansions of KP τ-functions associated to algebraic curves. Russian Math. Surv. 66, 767–807 (2011)

[44] Getzler, E.: The Toda conjecture. In: Symplectic Geometry and Mirror Symmetry (KIAS, Seoul, 2000). World Scientific, Singapore, pp. 51–79 (2001)

[45] Gisonni, M., Grava, T., Ruzza, G.: Laguerre ensemble: correlators, Hurwitz numbers and Hodge integrals. Ann. Henri Poincaré 21, 3285–3339 (2020)

[46] Gisonni, M., Grava, T., Ruzza, G.: Jacobi ensemble, Hurwitz numbers and Wilson polynomials. Lett. Math. Phys. 111, Paper No. 67, 38 pp (2021)

[47] Gopakumar, R., Vafa, C.: On the gauge theory/geometry correspondence. Adv. Theor. Math. Phys. 5, 1415–1443 (1999)

[48] Goulden, I. P., Guay-Paquet, M., Novak, J.: Monotone Hurwitz numbers and the HCIZ integral. Ann. Math. Blaise Pascal 21, 71–89 (2014)

[49] Goulden, I. P., Guay-Paquet, M., Novak, J.: Toda equations and piecewise polynomiality for mixed double Hurwitz numbers. SIGMA Symmetry Integrability Geom. Methods Appl. 12, Paper No. 040, 10 pp (2016)

[50] Goulden, I. P., Guay-Paquet, M., Novak, J.: On the convergence of monotone Hurwitz generating functions. Ann. Comb. 21, 73–81 (2017)

[51] Guay-Paquet, M., Harnad, J.: 2D Toda τ-functions as combinatorial generating functions. Lett. Math. Phys. 105, 827–852 (2015)

[52] Haine, L., Horozov, E.: Toda orbits of Laguerre polynomials and representations of the Virasoro algebra. Bull. Sci. Math. 117, 485–518 (1993)

[53] Harer, J., Zagier, D.: The Euler characteristic of the moduli space of curves. Invent. Math. 85, 457–485 (1986)

[54] Harnad, J., Orlov, A. Y.: Hypergeometric τ-functions, Hurwitz numbers and enumeration of paths. Comm. Math. Phys. 338, 267–284 (2015)

[55] Kinkelin, H.: Über eine mit der Gammafunction verwandte Transcendente und deren Anwendung auf die Integralrechnung. J. Reine Angew. Math. 57, 122–138 (1860)

[56] ’t Hooft, G.: A planar diagram theory for strong interactions. Nucl. Phys. B 72, 461–473 (1974)

[57] ’t Hooft, G.: A two-dimensional model for mesons. Nucl. Phys. B 75, 461–470 (1974)

[58] Kazarian, M., Zograf, P.: Virasoro constraints and topological recursion for Grothendieck’s dessin counting. Lett. Math. Phys. 105, 1057–1084 (2015)

[59] Keating, J. P., Snaith, N. C.: Random matrix theory and ζ(1/2 + it). Comm. Math. Phys. 214, 57–89 (2000)

[60] Kontsevich, M.: Intersection theory on the moduli space of curves and the matrix Airy function. Comm. Math. Phys. 147, 1–23 (1992)

[61] Liu, S.-Q., Yang, D., Zhang Y., Zhou, C.: On Equivariant Gromov–Witten Invariants of Resolved Conifold with Diagonal and Anti-Diagonal Actions. eprint arXiv:2203.16812
[62] Makeenko, Y., Marshakov, A., Mironov, A., Morozov, A.: Continuum versus discrete Virasoro in one-matrix models. Nucl. Phys. B 356, 574–628 (1991)
[63] Mehta, M. L.: Random matrices, 2nd edition. Academic Press (1991)
[64] Morozov, A.: Integrability and matrix models. Physics-Uspekhi 37, 1–55 (1994)
[65] Nikeghbali, A., Yor, M.: The Barnes G function and its relations with sums and products of generalized gamma convolution variables. Electron. Commun. Probab. 14, 396–411 (2009)
[66] Okounkov, A., Pandharipande, R.: Gromov–Witten theory, Hurwitz theory, and completed cycles. Annals of Mathematics 163, 517–560 (2006)
[67] Okounkov, A., Pandharipande, R.: The equivariant Gromov-Witten theory of \( \mathbb{P}^1 \). Annals of Mathematics 163, 561–605 (2006)
[68] Ooguri, H., Vafa, C.: Worldsheet derivation of a large N duality. Nuclear Phys. B 641, 3–34 (2002)
[69] Pavlov, M. V.: Algebro-geometric approach in the theory of integrable hydrodynamic type systems. Comm. Math. Phys. 272, 469–505 (2007)
[70] Penner, R. C.: Perturbative series and the moduli space of Riemann surfaces. J. Differential Geom. 27, 35–53 (1988)
[71] Tsarev, S. P.: The geometry of Hamiltonian systems of hydrodynamic type. The generalized hodograph method. Math. USSR Izvestiya 37, 397–419 (1991)
[72] Ueno, K., Takasaki, K.: Toda lattice hierarchy. In: Group representations and systems of differential equations (Tokyo 1982), Adv. Stud. Pure Math. 4, North-Holland, Amsterdam, 1–95 (1984)
[73] Vekslerchik V. E.: ‘Universality’ of the Ablowitz–Ladik hierarchy. eprint arXiv:9807005.
[74] Wang, Z., Zhou, J.: Topological 1D Gravity, KP Hierarchy, and Orbifold Euler Characteristics of \( \mathcal{M}_{g,n} \). eprint arXiv:2109.03394
[75] Whittaker, E. T., Watson, G. N.: A Course of Modern Analysis, 4th edn. Cambridge University Press, Cambridge (1963)
[76] Wilson, J.: Some hypergeometric orthogonal polynomials. SIAM J. Math. Anal. 11, 690–701 (1980)
[77] Witten, E.: Two-dimensional gravity and intersection theory on moduli space. Surveys in differential geometry, 243–320. Lehigh Univ., Bethlehem, PA (1991)
[78] Yang, D.: On tau-functions for the Toda lattice hierarchy. Lett. Math. Phys. 110, 555–583 (2020)
[79] Zhang, Q., Zhou, J.: On Itzykson-Zuber ansatz. J. High Energy Phys. 2019, 075, 49 pp (2019)
[80] Zhang, Y.: On the \( \mathbb{C}P^1 \) topological sigma model and the Toda lattice hierarchy. J. Geom. Phys. 40, 215–232 (2002)
[81] Zhou, J.: On Absolute N-Point Function Associated with Gelfand–Dickey Polynomials (2015) (preprint)
[82] Zhou, J.: Emergent geometry and mirror symmetry of a point. eprint arXiv:1507.01679
[83] Zhou, J.: Hermitian one-matrix model and KP hierarchy. eprint arXiv:1809.07951
[84] Zhou, J.: Genus expansions of Hermitian one-matrix models: fat graphs vs. thin graphs. eprint arXiv:1809.10870
[85] Zhou, J.: Emergent geometry of matrix models with even couplings. eprint arXiv:1903.10767
[86] Zhou, J.: Grothendieck’s dessins d’enfants in a web of dualities. eprint arXiv:1905.10773
[87] Zhou, J.: Grothendieck’s dessins d’enfants in a web of dualities. II. eprint arXiv:1905.00357
[88] Zograf, P.: Enumeration of Grothendieck’s dessins and KP hierarchy, IMRN 2015, 13533–13544

Di Yang, School of Mathematical Sciences, University of Science and Technology of China
Hefei 230026, P.R. China
e-mail: diyang@ustc.edu.cn

Jian Zhou, Department of Mathematical Sciences, Tsinghua University
Beijing 100084, P.R. China
e-mail: jianzhou@mail.tsinghua.edu.cn