Voltage drop analysis on Josephson junctions for Lévy noise detection
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We propose to characterize Lévy-distributed stochastic fluctuations through the measurement of the average voltage drop across a current-biased Josephson junction. We show that the noise induced switching process in the Josephson washboard potential can be exploited to reveal and characterize Lévy fluctuations, also if embedded in a thermal noisy background. The measurement of the average voltage drop as a function of the noise intensity allows to infer the value of the stability index that characterizes Lévy-distributed fluctuations. An analytical estimate of the average velocity in the case of a Lévy-driven escape process from a metastable state well agrees with the numerical calculation of the average voltage drop across the junction. The best performances are reached at small bias currents and low temperatures, i.e., when both thermally activated and quantum tunneling switching processes can be neglected. The effects discussed in this work pave the way toward an effective and reliable method to characterize Lévy components eventually present in an unknown noisy signal.

I. INTRODUCTION

In the past two decades, the seminal cue of Refs. [1–3] has prompted several experimental setups of noise detectors based on Josephson devices [4–18]. More generally, Josephson devices are nowadays often employed for sensing and detection applications [19–25]. Indeed, a Josephson junction (JJ) is a natural threshold detector for current fluctuations, being essentially a metastable system working on an activation mechanism [26, 27]. In a common set-up, the bias current is linearly ramped until the JJ switches to the finite voltage state. When the voltage appears, one measures the current, or the time, at which the passage to the resistive state has occurred. Alternatively, the JJ can be biased to a fixed current, and the time it takes to leave the superconducting state is measured. The two methods have advantages and drawbacks, e.g., see Ref. [28]. When a JJ is used for noise detection, to mention just a few examples along this line, the interesting information content is obtained from the highest moments of electrical noise to investigate the Poissonian nature of current fluctuations [1]. This work explores also the Poissonian charge injection through the study of the third-order moment of electric noise, while Ref. [2] proposes a study of the fourth-order moment of the noise. In Ref. [3] a Josephson array has been used to estimate the full counting statistics through the analysis of rare jumps induced by current fluctuations. Finally, in Refs. [29, 30] the non-Gaussian nature of an external noise is investigated through the sensitivity of the conductance of a JJ. In this case, the interesting information content can be effectively retrieved from the cumulative distribution functions of the switching currents [32].

Alternatively, the characterization of non-Gaussian fluctuations can be addressed by analyzing the switching currents distributions [31, 32]. In particular, a specific kind of non-Gaussian fluctuations, namely, the α-stable Lévy noise, can be characterized by the inspection of the switches from the superconducting to the resistive state of a JJ. In this case, the interesting information content can be effectively retrieved from the cumulative distribution functions of the switching currents [32].

In this work we shall deal with the characterization of the Lévy noise sources, which correspond to stochastic processes that exhibit very long distance in a single displacement, namely, a flight. Results on the dynamics of systems driven by Lévy flights have been reviewed in Refs. [33, 34]. Lévy noise, a generalization of the Gaussian noise source [35], can be invoked to describe transport phenomena in different natural phenomena [40, 41], condensed matter systems [42, 43] and interdisciplinary applications [44, 45]. An extensive bibliogra-
ophy in this sense can be found in Ref. [32]. Thus, a reliable device capable of detecting fluctuations distributed according to Lévy statistics may be suitable in different frameworks. Effects induced by non-Gaussian, i.e., Lévy, distributed fluctuations have already been studied thoroughly in both short [46, 47] and long [48–52] JJs. Notably, in the long junction case, the interplay between Lévy and thermal noise and the generation of solitons [53, 54] was also investigated [49, 52, 55]. The aforementioned works calculate the mean first-passage time and the nonlinear relaxation time in short and long JJs, respectively, to deal with the “premature” switches, driven by Lévy flights, from the superconducting metastable state. Also the escape of a particle from a trapping potential has been addressed [56], as well as the average velocity of a particle in a washboard potential subject to noise has been discussed, for the diffusion problem [57, 58] for tempered, i.e., truncated, Lévy distributions [59], in a tilted potential [60].

At variance with the analysis of the currents at which an underdamped junction switches to the finite voltage, the proposed noise detector is based on the measurement of the average voltage drop across an overdamped JJ biased by a constant electric current. The rationale is that the voltage is thus proportional to the average speed, or mobility, of the biased JJ, that amounts to the speed of a particle in a tilted washboard potential under the effect of noise. The relation between the average velocity of a particle in these conditions and the features of the Lévy noise is of the power-law type [56, 60]. It is therefore tempting to exploit the relation between the noise intensity and the voltage to infer the noise characteristics. We demonstrate that the proposed detection method for Lévy-distributed fluctuations conveniently works at small bias currents and low temperatures, where switching processes due to thermal fluctuations as well as quantum tunneling [61, 62] can be neglected. Indeed, our proposal paves the way to the direct experimental investigation of an α-stable Lévy noise signal.

In this work, the characterization of the statistical fluctuations of the voltage in the JJs is proposed to discriminate the features of the noise affecting the device. In the proposed set-up, it is assumed the presence of a Lévy noise source, together with an intrinsic Gaussian thermal noise. Indeed, this detection (or discrimination) scheme is different from the classic acceptance in the statistical detection theory, where one usually supposes that the quantity to be revealed is inextricably mixed with noise. The proposed device proves useful in the case of very weak signals at very high frequency, i.e., it is an alternative method to the standard electronics when the latter does not allow efficient and low noise sampling.

The paper is organized as follows. In Sec. II, we discuss the operating principles of a Josephson-based noise detector: Sec. IIA lays the theoretical groundwork for the phase evolution of a short JJ and Sec. IIB describes the statistical properties of the Lévy noise and the method employed for the stochastic simulations. In Sec. III, the results are shown and analyzed. In Sec. IIIA we compare the average voltage drop obtained numerically with the analytical estimate of the average velocity of the phase particle, in the case of an escape process driven by Lévy flights from a washboard-potential well. We also investigate in Sec. IV the effects of the temperature at which the junction operates as a detector. In Sec. V, conclusions are drawn.

II. NOISE DETECTOR OPERATING PRINCIPLES AND MODEL

A setup for a Josephson based noise readout [4, 6, 12, 32] consists of a JJ fed by two electric currents, $I_b$ and $I_N$. Specifically, $I_b$ is the bias current drawn from a parallel source and $I_N$ is the stochastic noise current, whose characteristics we wish to unveil. To this purpose we discuss a detection scheme based on the measurement of the average voltage drop across the junction. In our approach, the injected bias current is fixed at a value lower than the critical current, to steady keep the system in the superconducting metastable state until the noise eventually pushes out it, thus inducing a passage from the zero-voltage state to the finite voltage “running” state. In fact, the voltage in a JJ is proportional to the time derivative of the phase difference $\varphi$ between the wave functions describing the superconducting condensate in the two electrodes according to the a.c. Josephson relation $V = (\Phi_0/2\pi)d\varphi/dt$ [63, 64], where
\( \Phi_0 = \hbar/2e \simeq 2.067 \times 10^{-15} \text{ V s} \) is the magnetic flux quantum. We seek for an analysis of the average voltage drop which allows to catch some features of the noise source affecting the phase dynamics.

In the experiments, we can reasonably expect that the amplitude of the current noise fluctuations is not precisely known. Since this noisy external signal is sent to the junction through an electric current, the amplitude of the fluctuations can be varied through an attenuator. This allows to experimentally measure the average voltage drop in correspondence of different noise intensities. In this way, we demonstrate that it is possible to effectively evaluate the parameter \( \alpha \), which characterizes the noise signal that perturbs the system, directly from the analysis of the average voltage across the junction.

A natural issue in this procedure concerns how to change (attenuate) the amplitude of Lévy current contribution. To reduce the current in a controlled way it might be convenient to use a cryogenic delay line (transmission line) in the small loss regime, under the Heaviside condition. With such a delay line, the signal output of the attenuator can be suitably weakened by varying the transmission line length. The Heaviside condition should be valid in all the frequency-band of Lévy noise, to ensure that the signal is less distorted while propagating in the transmission line. In practice, some cut-offs due to the physics of the problem reduce the band of interest. In the present set-up, the voltage device is measured within some time interval, i.e., \( \tau_{\text{max}} \), thus one can assume that the spectrum is negligible below \( f = 1/\tau_{\text{max}} \). Moreover, JJs do not respond to frequencies that are much larger than the resonant frequency \( \omega_J \), and surely below the frequency at which the Cooper pairs are broken, that is \( hf \leq \Delta \), where \( \Delta \) is the superconductor gap. So, it suffices that the transmission line does not distort the input noise in the bandwidth \( 1/\tau_{\text{max}} \leq f \leq \Delta/\hbar \).

### A. The model

A tunnel Josephson junction is a quantum device formed by sandwiching a thin insulating layer between two superconducting electrodes. In the following, we consider a short JJ, in which the physical length of the junction is lower than the characteristic length scale of the system, that is, the Josephson penetration length, \( \lambda_J = \sqrt{\Phi_0/(2\pi \mu_0 t_{d,\tau})} \) [26]. Here, \( t_{d,\tau} = \lambda_{L,1} + \lambda_{L,2} + d \) is the effective magnetic thickness, with \( \lambda_{L,1} \) and \( d \) being the London penetration depth of the \( i \)-th electrodes and the insulating layer thickness, respectively, \( \mu_0 \) is the vacuum permeability, and \( J_c \) is the critical current area density.

To give a realistic estimate of this length scale, let us consider, for instance, a Nb/AlO/Nb junction with a normal-state resistance per area \( R_N \approx 50 \Omega (\mu m)^2 \), a low-temperatures critical current area density equal to \( J_c = \frac{1.7644 \times 10^4}{\text{e} R_c} \approx 40 \mu A/(\mu m)^2 \) [26], and the effective magnetic thickness \( t_{d,\tau} \approx 10 \text{ nm} \). With these parameter values, the Josephson penetration depth reads \( \lambda_J \approx 6 \mu m \). A short Josephson tunnel junction is a junction in which both lateral dimensions \( \mathcal{L} \) and \( \mathcal{W} \) are lower than the Josephson penetration depth, \( \lambda_J \).

The dynamics of the Josephson phase \( \varphi \) for a dissipative, current-biased short JJ can be studied within the resistively and capacitively shunted junction (RCSJ) model [26, 65, 66] according to the following equation

\[
\left( \frac{\Phi_0}{2\pi} \right)^2 C d^2 \varphi \left/ d\tau^2 \right. + \left( \frac{\Phi_0}{2\pi} \right)^2 \frac{1}{R} \frac{d\varphi}{d\tau} + \frac{d}{d\varphi} U = \left( \frac{\Phi_0}{2\pi} \right) I_N. \tag{1}
\]

The coefficients \( R \) and \( C \) are the normal-state resistance and the capacitance of the JJ, respectively, and \( U \) is the washboard potential along which the phase evolves,

\[
U(\varphi, i_b) = E_{J_0} \left[ 1 - \cos(\varphi) - i_b \varphi \right], \tag{2}
\]

where \( E_{J_0} = (\Phi_0/2\pi) I_c \) and \( i_b \) is the bias current normalized to the critical current \( I_c \). The resulting activation energy barrier, \( \Delta U(i_b) \), confines the phase \( \varphi \) in a metastable potential minimum and can be calculated as the difference between the maximum and minimum value of \( U(\varphi, i_b) \). In units of \( E_{J_0} \), it can be expressed as

\[
\Delta U(i_b) = \frac{\Delta U(i_b)}{E_{J_0}} = 2 \left[ \sqrt{1 - i_b^2} - i_b \arcsin(i_b) \right]. \tag{3}
\]

In the phase particle picture, the term \( i_b \) represents the tilting of the potential profile, see Fig.1; with increasing \( i_b \), the slope of the washboard increases and the height \( \Delta U(i_b) \) of the right potential barrier reduces, until it vanishes when \( i_b = 1 \), that is when the bias current coincides with the critical value.

If one normalizes the time to the inverse of the characteristic frequency, that is \( t = \tau \omega_c \), with \( \omega_c = (2e/\hbar) I_c R_c \)

Eq. (1) can be cast in the dimensionless form

\[
\beta_c \frac{d^2 \varphi(t)}{dt^2} + \frac{d\varphi(t)}{dt} + \sin(\varphi(t)) = I_N(t) + i_b, \tag{4}
\]

where \( \beta_c = \omega_c R_c \) is the Stewart-McCumber parameter. A highly damped (or overdamped) junction has \( \beta_c \ll 1 \), that is, in other words, a small capacitance and/or a small resistance. In contrast, a junction with \( \beta_c \gg 1 \) has large capacitance and/or large resistance, and is weakly damped (or underdamped).

### B. The statistical model

Equation (4) balances the three contributions the Josephson elements on the left side, i.e., the capacitive term, the dissipative contribution, and the Josephson supercurrent, with the two terms on the right side, i.e., the external bias current \( i_b = I_b/I_c \), and the current noise \( i_N(t) = I_N(t)/I_c \). In this work, the random current is modeled as a mixture of a standard Gaussian white noise, associated to the JJ resistance, and a stochastic Lévy process. This current is modeled with the approximated...
finite independent increments [67]. If we consider both Gaussian and Lévy-distributed fluctuations, with amplitudes $\gamma_C$ and $\gamma_L$, respectively, the stochastic independent increment reads

$$\Delta i_N \simeq \sqrt{2\gamma_C \Delta t} \ N (0, 1) + (\gamma_L \Delta t)^{1/\alpha} S_\alpha (1, 0, 0). \tag{5}$$

Here, the symbol $N (0, 1)$ indicates a normal random variable with zero mean and unit standard deviation, while $S_\alpha (1, 0, 0)$ denotes a standard $\alpha$-stable random Lévy variable. In general, the notation $S_\alpha (\sigma, \beta, \lambda)$ is used for indicating Lévy distributions [48–52], where $\alpha \in (0, 2]$ is the stability index, $\beta \in [-1, 1]$ is the asymmetry parameter, and $\sigma > 0$ and $\lambda$ are the scale and location parameters, respectively. The stability index characterizes the asymptotic long-tail power law for the distribution, which for $\alpha < 2$ is of the $|x|^{-(1+\alpha)}$ type. The case $\alpha = 2$ is the Gaussian distribution. In fact, the probability density function of a normal distribution $N (\lambda, \sigma)$ is that of the stable distribution $S_2 (\sigma/\sqrt{2}, \beta, \lambda)$. In this work, we consider symmetric (i.e., $\beta = 0$), bell-shaped, standard (i.e., with $\sigma = 1$ and $\lambda = 0$), stable distributions $S_\alpha (1, 0, 0)$, with $\alpha \in [0.1, 2]$. A physical interpretation of Lévy fluctuations can be inferred from the understanding of the structure of the paths of Lévy processes. Indeed, a linear combination of a finite number of independent Lévy processes is again a Lévy process. It turns out that one may consider any Lévy process as an independent sum of a Brownian motion with drift and a countable number of independent Poisson processes with different jump rates, jump distributions, and drifts. This is the Lévy–Itô decomposition theorem, see Ref. [68] and references therein. To simulate the Lévy noise sources it has been used the algorithm proposed by Weron [69] to implement the Chambers method [70]. The stochastic integration of Eq. (4) is performed with a finite-difference explicit method, using a time integration step $\Delta t = 10^{-2}$.

It might be useful to give some physical considerations on the parameter $\gamma_C$ in Eq. (5). In the pure Gaussian noise case, i.e., $\gamma_L = 0$ so that $I_N \equiv I_{th}$, the statistical properties of the current fluctuations, in physical units, are given by

$$E [I_{th} (\tau)] = 0$$

$$E [I_{th} (\tau) I_{th} (\tau + \hat{\tau})] = 2 \frac{k_B T}{R} \delta (\hat{\tau}), \tag{6}$$

where $E[\cdot]$ is the expectation operator. In our normalized units, the same equations become

$$E [i_{th} (t)] = 0,$$

$$E [i_{th} (t) i_{th} (t + \hat{t})]] = 4 \gamma_C (T) \delta (\hat{t}), \tag{7}$$

where the amplitude of the normalized correlator is connected to the physical temperature through the relation

$$\gamma_C (T) = \frac{k_B T}{2R} \frac{\omega_c}{T_c^2} = \frac{k_B T}{2E_c I_0}. \tag{8}$$

It is worth stressing that, with the time normalization used in this work, the noise intensity $\gamma_C$ can be expressed as the ratio between the thermal energy and the Josephson coupling energy $E_{J0}$. As usual for numerical simulations in normalized units, the reported quantities, as the Gaussian noise amplitude, should be related to physical quantities through the system physical parameters, e.g., the critical current, the normal resistance, the capacitance, and the temperature of the device. For instance, for a junction with a critical current $I_c = 1 \mu A$ at a temperature $T = 0.5 K$ the dimensionless noise amplitude is $\gamma_C \sim 10^{-2}$.

The detection method proposed in this work is based on the measurement of the average voltage drop across the junction. Here the average is intended as a double averaging, that is ensemble and time averages. In the $\gamma$th numerical realization, the time average of the voltage difference across the JJ can be obtained as follows

$$\langle V_i \rangle = \frac{1}{\tau_{\max}} \int_0^{\tau_{\max}} \Phi_\gamma \ d\phi_i (\tau) d\tau$$

$$= \frac{\Phi_\gamma \omega_c \phi_i (t_{\max}) - \arcsin (\phi_i (0))}{2 \pi}, \tag{9}$$

$\phi(0) = \arcsin (\phi_i (0))$ being the initial phase and $t_{\max} = \omega_c \tau_{\max}$ the normalized measurement time. The average voltage drop across the junction is finally obtained by averaging over the total number of independent numerical repetitions $N_{\exp}$. In units of $\Phi_\gamma \omega_c$, it reads

$$\langle \bar{V} \rangle = \frac{\langle V \rangle}{\Phi_\gamma \omega_c} = \frac{1}{N_{\exp}} \sum_{i=1}^{N_{\exp}} \langle V_i \rangle, \tag{10}$$

In the following, the value of $\langle \bar{V} \rangle$ is estimated averaging over a normalized time $t_{\max} = 10^4$ and a number of independent numerical repetitions $N_{\exp} = 10^4$.

III. RESULTS AND DISCUSSIONS

In the overdamped ($\beta_C = 0.01$) junction case here considered, we initially neglect Gaussian thermal fluctuations ($\gamma_C = 0$) to emphasize the influence of Lévy flights. The Gaussian noise source will be taken into account at a later stage, to explore the robustness of the detection through I-V analysis in the presence of thermal noise.

In Fig. 2 we illustrate the behavior of the normalized average voltage drop $\langle \bar{V} \rangle$ as a function of the Lévy noise intensity $\gamma_L$, for several values of the stability index $\alpha$, and three different bias current points, $i_b = \{0.2, 0.5, \text{and } 0.8\}$, see panels (a), (b), and (c), respectively. In the top panel of Fig. 2 obtained for $i_b = 0.2$, interestingly, for $\gamma_L$ values below a threshold marked with a red short-dashed vertical line, the $\langle \bar{V} \rangle$ vs $\gamma_L$ curves look quite similar: in fact, changing the index $\alpha$, the average voltage data are arranged in well-distinct parallel lines (in the log-log scale) with a positive slope. The aforementioned threshold is given by the activation energy barrier, $\Delta U (i_b)$. This means that, for noise amplitudes lower than the activation energy barrier, $\gamma_L < \Delta U (i_b)$,
Lévy flights are indeed missing and the \( \langle T \rangle \) is analytically calculated in Refs. [26, 71]. The escape rate from a confining barrier, see Eq. (3), reads

\[
\tau(i_b, \gamma_G) = \frac{\omega_A}{2\pi} e^{-\frac{\Delta U(i_b)}{\gamma_G}} = \frac{\omega_c}{2\pi} (1 - i_b^2)^{\frac{1}{2}} e^{-\frac{\Delta U(i_b)}{\gamma_G}}, \tag{11}
\]

which is obtained assuming the strong damping limit for the attempt jump frequency, \( \omega_A = \omega_c (1 - i_b^2)^{\frac{1}{2}} \), and a noise amplitude given by Eq. (8). Thus, Fig. 2 demonstrates that at low noise amplitudes the Gaussian distributed fluctuations are not intense enough to induce escapes in the measurement time \( t_{\text{max}} \). To put it in another way, for \( \alpha = 2 \) noise intensities \( \gamma < \gamma_{\text{th}}^{\text{th}} \) the phase particle remains confined within the initial state, and therefore the values of \( \langle V \rangle \) are vanishingly small. Conversely, for higher intensities, \( \gamma > \gamma_{\text{th}}^{\text{th}} \), noise-induced switches can be triggered. In this case, the phase particle can leave the initial metastable state rolling down along the washboard potential. The speed of the phase particle therefore increases and a non-negligible average voltage drop appears. In this case, the curve obtained numerically, for \( \gamma > \gamma_{\text{th}}^{\text{th}} \), perfectly matches the average voltage drop analytically calculated for the case of a finite juncture capacitance and in the presence of thermal fluctuation, see the analytical expression derived in Refs. [26, 71] and reported in [73], which is indicated by the green-dashed curve in Fig. 2. The discrepancies shown in Fig. 2 for \( \gamma < \gamma_{\text{th}}^{\text{th}} \) are ascribable to the finite measurement time. For longer computational, i.e., measurement, time these discrepancies tend to disappear and the matching with the analytical expression improves considerably.

A further increase of the noise intensity bears little consequences, once the fluctuations are intense enough to overcome the potential barrier. This is why, for \( \gamma > \Delta U(i_b) \), the \( \langle V \rangle \) curves for different \( \alpha \) values tend to a common plateau.

The overall scenario described so far essentially persists with increasing \( i_b \), see panels (b) and (c) of Fig. 2 for \( i_b \) = 0.5 and \( i_b \) = 0.8, respectively. However, some differences come to light in agreement with Eq. (11). In fact, at large bias current the potential is increasingly tilted and the activation energy barrier decreases; this is the reason why the thresholds marked by vertical dashed lines move leftwards, the \( \langle V \rangle \) curves shift towards lower \( \gamma \) values, and the linear trend (in the log-log scale) appears at lower \( \gamma \) values. Moreover, the spacing between these curves reduces while increasing \( i_b \). Finally, the value approached by \( \langle V \rangle \) at noise amplitudes beyond the barrier energy threshold, i.e., for \( \gamma > \Delta U(i_b) \), increases with \( i_b \).

The linear portion of the \( \langle V \rangle \) vs \( \gamma \) curves essentially embodies the detection features we are interested in. In this region, all curves of Fig. 2 can be fitted with the function \( \tilde{V}_a \times \gamma^\mu \), \( \tilde{V}_a \) being the fitting parameter and

\[
\tilde{V}_a \propto \gamma^{\mu_\alpha} \gamma^{\mu_l} = \gamma^{\mu_\alpha + \mu_l},
\]

the \( \langle V \rangle \) curves follow a power law behavior [56] of the form \( \tilde{V}_a \times \gamma^\mu \), where with an exponent \( \mu_\alpha \simeq 1 \).
Fig. 3(a) it is also clear that, at a given variation of
voltage, the fitting parameter \( \tilde{V}_\alpha \) versus \( \alpha \) at different bias currents. The dashed lines are guides for the eye. Legend in panel (a) refers to both panels.

Indeed, the average behavior of all these curves shows a power-law trend, with well-distinct parallel lines in the log-log scale, and these fluctuations tend to be smoothed out by increasing the measurement time.

Figure 3(a) shows the behavior of the fitting parameter \( \tilde{V}_\alpha \) as a function of the parameter \( \alpha \) at different bias currents \( i_b = \{0.2, 0.5, \) and \( 0.8\} \), extracted from the Fig. 2 in the range of noise amplitude \( \gamma_L \sim [10^{-4}, 10^{-2}] \).

First, we observe that the fitting parameter \( \tilde{V}_\alpha \) monotonically reduces by increasing \( \alpha \). This behavior confirms that, at a given bias current, an experimental measurement of \( \tilde{V}_\alpha \) returns the stability index \( \alpha \). However, from Fig. 3(a) it is also clear that, at a given variation of \( \alpha \), the fitting parameter \( \tilde{V}_\alpha \) changes more at a lower bias \( i_b \).

This means that a small bias current is favorable for the detection strategy. This feature is quantified by the relevant figure of merit of the detector, that is the voltage sensitivity, \( S_{\tilde{V}} \). This is defined as the ratio between the percentage variation of the voltage fitting parameter, \( \tilde{V}_\alpha \), and the percentage variation of the system parameter \( \alpha \). Since we are considering \( \alpha \) variations equal to \( \Delta \alpha = 0.1 \), we can calculate the sensitivity as

\[
S_{\tilde{V}} = \frac{\alpha}{\tilde{V}_\alpha} \left| \frac{\Delta \tilde{V}_\alpha}{\Delta \alpha} \right| = 10 \alpha \left( \frac{\tilde{V}_{\alpha-1}}{\tilde{V}_\alpha} - 1 \right). \tag{12}
\]

The capability of the device to discern the presence of a Lévy component by measuring the average voltage drop is higher when the sensitivity increases. In Fig. 3(b) we show the behavior of \( S_{\tilde{V}} \) as a function of the parameter \( \alpha \) at different bias currents. The sensitivity behaves non-monotonically, showing a minimum at \( \alpha = 1.5 \). Markedly, \( S_{\tilde{V}} \) is larger at a lower \( i_b \), as expected. Interestingly, the fact that for \( \alpha = 2 \) the sensitivity is orders of magnitude larger than that for \( \alpha = 1.9 \) suggests that the detection method is quite effective to recognize the presence of any Lévy noise component with respect to the pure Gaussian noise case. This can be qualitatively understood, because the effects of Gaussian noise become exponentially small when the noise intensity is below the energy barrier.

A. Average speed in the presence of Lévy flights

In this section we demonstrate the connection between the linear behavior of the average voltage drop that emerges at intensities \( \gamma_L < \Delta U(i_b) \), that is where the relation \( \langle \tilde{V} \rangle = \tilde{V}_\alpha \times \gamma_L^{\mu_\alpha} \) holds, and the features of Lévy driven escape processes from a metastable state of the washboard potential. In particular, we observe that the fitting parameter \( \tilde{V}_\alpha \) can be estimated recalling that the phase particle can undergo \( 2\pi \) jumps along the washboard potential and that the mean escape time for the Lévy statistics follows a power-law asymptotic behaviour [32, 33, 56, 74]

\[
\tau_L(\alpha, \gamma_L) = \left( \frac{\Delta x}{2} \right)^{\alpha} \frac{C_\alpha}{\gamma_L^{\mu_\alpha}}. \tag{13}
\]

The scaling exponent \( \mu_\alpha \approx 1 \) and the coefficient \( C_\alpha \) are supposed to have a universal behaviour for overdamped systems. The previous equation shows that, unlike the Kramers rate, in the case of Lévy flights the mean escape time is independent on the barrier height \( \Delta U \), but only depends upon the distance \( \Delta x \) between a minimum and a maximum of the washboard potential.

We observe that the normalized average voltage drop in Eq. (12) represents essentially the average speed in the case of escape processes from a metastable state

\[
\langle v_i \rangle = \frac{1}{t_{\text{max}}} \varphi_i(t_{\text{max}}) - \arcsin(i_b) = \frac{N_{\text{jump}}}{t_{\text{max}}}, \tag{14}
\]

where \( N_{\text{jump}} \) indicates the number of \( 2\pi \)-slips that the phase particle makes to reach, in the time \( t_{\text{max}} \), the position \( \varphi_i(t_{\text{max}}) \), starting from the initial state \( \varphi(0) = \arcsin(i_b) \).

Let us assume that the phase particle takes a time \( \tau_L \) to sweep \( N \) potential minima with a single jump; in
In this section we demonstrate that our detection method remains quite compelling also if the Lévy component is embedded in a thermal noise background. In the proposed scheme the temperature of the system is a disturbance, for the contemporary presence of both the Lévy and the Gaussian noise source with a non-negligible amplitude ($\gamma_G \neq 0$) entails a deviation from the expected linear behavior of the voltage as a function of the Lévy noise amplitude. The $\langle \tilde{V} \rangle$ vs $\gamma_L$ data shown in Fig. 5, obtained at a fixed Lévy noise index $\alpha = 1$ and a bias current $i_b = 0.2$, changing the Gaussian noise amplitude $\gamma_G$, demonstrate how the $\langle \tilde{V} \rangle$ response depends on the additional Gaussian contribution. For $\gamma_G \lesssim 0.1$, thermal noise has no effects on the average voltage drop and $\langle \tilde{V} \rangle$ follows the linear behavior already discussed in Fig. 2. Conversely, a $\langle \tilde{V} \rangle$ plateau, whose value increases with $\gamma_G$, develops for thermal noise $\gamma_G > 0.1$. In other words, at low $\gamma_L$ values the phase dynamics is dominated by the Gaussian contribution and it is therefore independent of the $\gamma_L$ value.

The deviations from the pure-Lévy noise case at noise amplitude $\gamma_G > 0.1$ can be estimated from Kramers rate. In fact, for a bias current $i_b = 0.2$ and a measurement time $t_{\text{max}} = 10^4$, the condition $r(i_b, \gamma_{G}^{\text{th}}) = \tau_{\text{th}}^{-1}$, where $r$ denotes the Kramers escape rate of Eq. (11), gives a noise amplitude $\gamma_{G}^{\text{th}} \approx 0.096$. Therefore, it is reasonable to expect that a noise amplitude $\gamma_G \lesssim 0.1$ does not affect the voltage response within the measurement time $t_{\text{max}}$. In this case, the main contribution arises from the Lévy noise term, and the detection method proves to be robust against thermal disturbances. However, the level of Gaussian noise that leaves the system dominated by Lévy noise depends on the time taken to perform the voltage measurement. In fact, within the time $t_{\text{max}}$ during which the voltage is measured, the JJ is exposed to thermal noise. The longer this exposure, the lower the temperature at which a significant number of thermal escapes occurs, escapes that disturb the switching processes induced by Lévy noise that we wish to characterize.

These ideas together with the Kramers prediction allow, for a given measurement time $t_{\text{max}}$ and bias current $i_b$, to estimate the threshold Gaussian noise amplitude, $\gamma_{G}^{\text{th}}$, which has no effects on the detection procedure. This estimation of the threshold value $\gamma_{G}^{\text{th}}$ is possible also for a range of measurement times which is prohibitive for numerical simulations. In detail, through Eq. (8) one can also evaluate the maximum working temperature for an effective detection. This limit can be defined as the highest temperature that does not affect the voltage, that is the temperature at which the Gaussian noise amplitude implies that the inverse Kramers rate equals the measurement time.

To compute this threshold working temperature, $T_{\text{th}}$, one should take into account a temperature-dependent critical current $I_c(T)$, for instance following the well-known Ambegaokar-Baratoff relation [75]. At a fixed
physical bias current $I_b$, the normalization deserves some attention, inasmuch the critical current, and therefore also the normalized bias current, depends on the temperature, i.e., $i_b(T) = I_b/I_c(T) = i_b(0)L_c(0)/L_c(T)$. The estimated threshold temperature $T^\text{th}$, in units of critical temperature $T_c$, as a function of the measurement time $t_{\text{max}}$ is shown in Fig. 6. Here, we have chosen the values of the low temperature bias current, i.e., $i_b(0) = 0.2$, and the normal-state resistance $R = 1 \text{ k}\Omega$. In this plot the gray shaded region denotes the temperature range $T < T^\text{th}$ where the detector can work “safely”, i.e., without significant thermal disturbances. Instead, the yellow shaded region in Fig. 6 for $T > T^\text{th}$ indicates the parameter region for which thermally-induced changes in the voltage response could hinder the accurate estimation of the characteristics of the Lévy component.

To give figures, if the voltage measurement is performed in a normalized time $t_{\text{max}} = 10^9$ (in physical units, this is a time of the order of milliseconds if $\omega_c \sim 1 \text{ THz}$), according to Fig. 6 the working temperature can be set to values $T \lesssim 0.2 T_c$ with negligible temperature-induced disturbances on the detection.

The range of suitable temperatures can be also adjusted assuming a junction with a different normal-state resistance $R$, that also affects the critical current which in turn determines the height of the potential barrier $\Delta U$. The inset of Fig. 6 illustrates the behavior of $T^\text{th}/T_c$ as a function of $R$ at a fixed $t_{\text{max}} = 10^4$ and $i_b(0) = 0.2$. It is evident that the working temperature reduces monotonically with a larger normal-state resistance of the junction.

**V. CONCLUSIONS**

We propose to characterize the features of a Lévy noise conveyed to a Josephson junction. We have shown that in these circumstances the average voltage drop across a short tunnel JJ is sensitive to the presence of such a Lévy noise source, characterized by a fat-tails distribution, i.e., by a finite probability of a fluctuation with infinitely large intensity. The average voltage drop exhibits a peculiar behavior as a function of the noise amplitude, which is markedly different from the Gaussian noise case, because of the Lévy flights, that is scale-free jumps. Specifically, the voltage grows linearly as a function of the Lévy noise amplitude and exponentially in the Gaussian case. Therefore, if the noise source feeding the JJ can be attenuated, it would be possible to observe a linear behavior, markedly different from the expected response to a Gaussian noise. Moreover, we show that the slope of the linear behavior depends on the Lévy index $\alpha$, and it is therefore possible to discriminate a feature of the noise source from the analysis of the junction voltage. The proposed method proves to be particularly effective for $\alpha \gtrsim 1$, while remaining valid for $\alpha \lesssim 1$ and can be considered a generalization of the approach previously proposed [32] based on the study of switching current distributions, that instead was demonstrated to be especially valuable in the region $\alpha < 1$.

To optimize the detection we have analyzed the tunable parameters. In particular, the influence of the constant bias current on the detection scheme has been examined, and we have observed that the method is most effective at a low bias current. Moreover, thermal effects can be made marginal if the device temperature is kept below a certain threshold. This limit temperature at which the Gaussian noise becomes negligible has been estimated, and it is in nice agreement with simulations. Therefore, the proposed method can be made quite robust in recognizing the Lévy component also in a noisy, e.g., thermal, background, especially at small bias currents.

Finally, we also give an analytical expression of the average velocity, $v$, of a particle in a metastable washboard potential under the influence of Lévy-distributed fluctuations, with $\langle v \rangle$ corresponding to the voltage in the Josephson framework. The estimate well matches our numerical results, thus allowing for the application to...
overdamped diffusion in a tilted potential [57, 60].

By way of conclusion, it is conceivable that the analysis of the voltage response of a JJ paves the way to the concrete application of Josephson devices for characterizing Lévy noise sources. We speculate that the issue of concrete experimental estimates of the characteristic Lévy parameters is a further, not yet fully explored, extension of the potentialities of Josephson-based noise detectors.
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