Quantum neural networks driven by information reservoir
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Abstract. This study concerns with the dynamics of a quantum neural network unit in order to examine the suitability of simple neural computing tasks. More specifically, we examine the dynamics of an interacting spin model chosen as a candidate of a quantum perceptron for closed and open quantum systems. We adopt a collisional model enables examining both Markovian and non-Markovian dynamics of the proposed quantum system. We show that our quantum neural network (QNN) unit has a stable output quantum state in contact with an environment carrying information content. By the performed numerical simulations one can compare the dynamics in the presence and absence of quantum memory effects. We find that our QNN unit is suitable for implementing general neural computing tasks in contact with a Markovian information environment and quantum memory effects cause complications on the stability of the output state.

PACS. 03.67.-a Quantum information – 03.65.Yz Decoherence – 05.30.-d Quantum statistical mechanics

1 Introduction

Artificial neural networks and machine learning have attracted considerable interest parallel to popular discussions on artificial intelligence. Machine learning is a field of computer science which gives computers the ability to learn without being explicitly programmed and its inception would be traced back to the early days of artificial neural networks [1, 2,3]. Neural networks are interconnected information processing structures mostly based on binary McCulloch-Pitts neurons [2] inspired by the biological context. Hebb’s learning rule which was based on the modification of the weights of the connected units also depends on the biological and neurophysiological basis [4]. Classical learning rules govern the dynamics in a statistical information environment which is defined in terms of probability density functions [5]. Therefore formulations and constraints of the learning laws depend on the relations between the global and the local information environments of each processing element.

The idea of using quantum systems as neural networks [6,7] triggered various studies [8,9,10,11,12,13] including the attempts implementing the QNN proposals in the context of quantum computation [13,14,15,16,17]. However, quantum computation operates by linear, unitary and reversible logic gates on qubit states initialized as pure states in closed systems [18]. Moreover, closed quantum systems have highly non-equilibrium nature in contrast to the QNN stable output state requirement [19]. Open quantum systems reach steady states by a non-unitary evolution during the interaction with a quantum reservoir [21] and defining QNNs as open quantum systems [22] is another direction for quantum neural computing.

Quantum computation paradigm attached an intense interest by the inventions of quantum algorithms capable of factoring large integer numbers in polynomial time or having speed ups by quantum search algorithms over their classical analogues [18]. Therefore, it’s a fair inference to expect the advantages of the quantum processors over their classical counterparts in which their working principles have been directly mapped from the classical ones. However, there are just a few quantum algorithms better than the classical ones and most of the remained quantum algorithms are variants of them. In order to develop new quantum algorithms or quantum processors inspired from the classical ones, one should overcome the classical intuitions and investigate the quantum nature of systems intended to be developed. In our study, we will not attempt to apply classical learning rules or some quantum recipes directly taken from classical neural computing protocols but analyse the quantum dynamics of systems often referred to as quantum neural network models.

More particularly, we investigate the dynamics of a small QNN unit in contact with a quantum information reservoir. The notion ‘Information reservoir’ was initially introduced in a classical manner [23] and also studied for quantum systems [21,25]. We simulate the proposed quantum system up to three input nodes with different states and examine
the unitary and non-unitary dynamics. We first present the unitary dynamics of the QNN unit and compare with its open system case. We show that in the unitary case the quantum state of the output node periodically corresponds to the unit fidelity of a target state which is a coherent superposition of the input node states. However, when the input nodes contact with the reservoirs carrying quantum information content in the Markov approximation, output node reaches a steady state which is a weighted statistical mixture of specific reservoir states. We also find that the steady state of the output node may contain some amount of coherence enough to reveal pure quantum effects depending on the state of the reservoirs.

Our model diverges from the dissipative quantum computation model since we adopt a collisional model which enables simulating the non-unitary dynamics by both Markovian and non-Markovian reservoir models. We observe back flow of quantum information from the reservoir to the system and report a quantum memory effect of a QNN due to the non-Markovian dynamics.

2 Model and system dynamics

The goal of implementing advanced cognitive tasks revealed neural networks. Mathematically speaking, the simplest neural network unit is a perceptron which is a data classifier with input nodes connected to an output node with corresponding adjustable weights \( w_1, w_2, \ldots, w_N \). The output node experience the weighted linear summation of the input information as \( y = \sum_i x_i w_i \) modulated by an activation function \( f(y) \) which returns an output depending on the value of \( y \).

We adopt the quantum model of neural networks by replacing the nodes by identical two-level quantum systems (qubits). The interactions between qubits modelled by dipole-dipole coupling. The system Hamiltonian reads

\[
H = \frac{\Omega}{2} \sum_i \sigma_i^z + \left( \sum_{i=0}^{N-1} j_i \sigma_i^+ \sigma_{i+1}^- + H.c. \right)
\]

which is plausible for quantum effects also in biological systems. Here, \( \sigma^\pm \) are the Pauli raising and lowering operators for the qubits, \( \sigma_{out} \) is the respective Pauli operator for output qubit and \( j_i \) is the coupling coefficient between input quantum neurons and the output neuron. We employ density matrix formalism in our study to represent the quantum states of the system in question. The quantum neurons are initially assumed to be in a product state of the reservoirs.

We also find that the steady state fidelity of a target state which is a coherent superposition of the input node states. However, when the input information as \( \rho(t) = \rho_i \rho(0) \rho_j \rho(0) \ldots \rho_j \rho(0) \). Individual qubit states were chosen as \( \rho(0) = \ket{+} \bra{+} \). To initially provide a blank memory. Here, \( \ket{+} = \frac{1}{\sqrt{2}} (\ket{\uparrow} + \ket{\downarrow}) \) in which the states \( \ket{\uparrow}, \ket{\downarrow} \) are orthogonal spin states known as computational basis in quantum computing language. Since we also track the evolution of coherence to investigate the system dynamics in detail, we use \( l_1 \) norm of coherence

\[
C_l_1(\rho) = \sum_{i<j} |\rho_{i,j}|
\]

in order to quantify coherence. The closed quantum system dynamics are governed by Liouville-Von Neumann equation \( \dot{\rho} = -i[H, \rho] \) or equivalently by a unitary evolution such as \( \rho(t) = U_t \rho(0) U_t^\dagger \) where \( U_t = e^{-i H t} \) is time shift operator and \( H \) is a time independent Hamiltonian. Planck constant divided by \( 2\pi \) was taken \( \hbar = 1 \) throughout the manuscript.

Mostly we are interested in the dynamics of typical quantum observables \( \langle \sigma_\nu(t) \rangle_{out} \) which returns an output depending on the value of \( y \).

In our case dynamically we need to quantify how close the quantum state of the output neuron to a desired quantum state. To this end, we use quantum fidelity between two quantum states in the form

\[
F(\rho, \sigma) = \text{Tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}.
\]

A quantum system in contact with a reservoir with large degrees of freedom can be defined as an open quantum system. As we stressed before, the objective of this paper is to investigate a quantum version of perceptron model by focusing on a QNN unit as an open quantum system. Open quantum system dynamics can be explained by a master equation

\[
\dot{\rho} = -i[H, \rho] + \mathcal{L}(\rho)
\]

with a non-unitary and irreversible evolution. Here,

\[
\mathcal{L}(\rho) = \sum_k L_k \rho L_k^\dagger - \frac{1}{2} \{L_k^\dagger L_k, \}
\]
is a Liouvillian in Lindblad form and $L_k$ are the super-operators affecting locally to the subspaces of the system in question and $\{.\}_+$ stands for anti-commutation. The initial information of the open quantum system subjected to this dynamics is erased and the interaction with the reservoir drives the system to a steady state. The evolution of the system to such a stationary state can also be referred to as equilibration in a long-term period. In the above formulation, the state of the equilibrated system is independent of its initial state. In other words, the system does not remember its past hence the evolution is Markovian. However in this study, we adopt a collisional model to describe open system dynamics enabling to explain by both Markov and non-Markov approaches beside from the statement describing the generic Lindblad model above. As explained in the Results section, collision model defines open system dynamics by the interaction of the system in question with sub-environments (units) of a reservoir for finite time intervals. The type of interaction (inter-unit or only unit-system interactions) determines Markov or non-Markov character of the system modelling and the open system dynamics can be obtained by tracing out the environmental degrees of freedom.

In this study, we limit the quantum states of the information reservoir to pure states of two-level systems. Geometrical Bloch sphere representation $|\psi(\theta, \phi)\rangle = \cos \left(\frac{\theta}{2}\right) |0\rangle + e^{i\phi} \sin \left(\frac{\theta}{2}\right) |1\rangle$ is well-known and useful for describing these states. The underlying physical phenomenon of the study is the justification of einselection which is a transformation process from pure states into mixtures of the preferred basis. This typical decoherence process of open systems can also be discussed in terms of additive properties of different reservoirs interacting with the same quantum system. We often use $\rho_m = \sum_i p_i |\psi_i\rangle \langle \psi_i|$ as target states where $|\psi_i\rangle$ is the quantum state of the $i^{th}$ reservoir and the $\rho_m$ is the density matrix representing the statistical mixture of the reservoir states such that $\sum_i p_i = 1$. We also investigate the unitary dynamics of the proposed QNN unit, therefore we also check the state of the output node by using the coherent superposition states of the input nodes $\rho_c = |\psi_c\rangle \langle \psi_c|$ as the target state where $|\psi_c\rangle = \sum_i c_i |\psi_i\rangle$ and $\sum_i |c_i|^2 = 1$. Temporal evolution of several observables were discussed for the proposed model analysis. The notation we use for the fidelity expressed as follows. Mostly, we are interested in the quantum state of the output neuron with respect to $\rho_c$ or $\rho_m$ as target states therefore, formally we use $F(\rho_c, \rho_{out})$ and $F(\rho_m, \rho_{out})$ in our calculations. However, $\rho_{out}$ is not necessarily the only subsystem or $\rho_c$ and $\rho_m$ are not the only target states to be investigated. For instance we use, $F(01, F_12, F + 3$ or $F03$ to represent the fidelities $F(|\uparrow\rangle \langle \uparrow|, \rho_1)$, $F(|\downarrow\rangle \langle \downarrow|, \rho_2)$, $F(|+\rangle \langle +|, \rho_{out})$ and $F(|\uparrow\rangle \langle \uparrow|, \rho_{out})$ respectively where $\rho_i$ is the $i^{th}$ node of the QNN unit.

3 Results

In this section we present the numerical results of our QNN unit, depicted in the bottom of the left panel of Fig. 1. First, we analyse the dynamics as a closed quantum system by a unitary evolution and then connect the input quantum neurons with quantum reservoirs carrying one qubit information.

3.1 Unitary dynamics

A weakly interacting spin model can be examined to investigate the extent to which a quantum version of a perceptron can be represented by. In this model, the goal is to find the optimal unitary operator $U$ in order to reach the desired output state with a minimum cost function. A practical figure of merit is the spin polarisation ($\sigma_z$) for the output neuron quantum state ranges between 1 and -1. To this end, we calculate the reduced dynamics of the system. In Fig. 1 we consider the model with two input nodes with specific quantum states. We observe typical oscillatory temporal dynamics of this closed system. In Fig. 1(a) we set the both input nodes in $|\uparrow\rangle$ states and in Fig. 1(c) we set the initial quantum state of the input nodes as two orthogonal quantum states $|\uparrow\rangle$ and $|\downarrow\rangle$ respectively. In the former case spin polarisation of the output node oscillates between 0 and 1. In the latter, spin polarisation returns 0 throughout the evolution corresponding to the two orthogonal input state case with the same $J$ coupling values.

As clear in Figs. 1(b), (d) both input and output states are not stable due to the nature of unitary dynamics. The quantum states of the output node and the input nodes as well as their observables present the oscillatory dynamics. In Fig. 1(b) both the initial quantum states of the input nodes are $|\uparrow\rangle$ and it’s assumed that this state is also the desired output state. We note that an appropriate unitary operator $U$ can be constructed by this dynamics with an available operation time $t$ corresponding to the fidelity of the output state $F03 = 1$. In Fig. 1(d) the two input nodes were chosen as orthogonal $|\uparrow\rangle$ and $|\downarrow\rangle$ states and in this case the linear combination of these states $|+\rangle$ was assumed to be the desired output quantum state. In this case, though the initial state of the output node is $|+\rangle$ which is already the desired output state, obtaining $U$ corresponding to $F + 3 = 1$ looks harder due to the more complex oscillatory dynamics. Given input states, the typical parameters will be the $J_i$ couplings and the evolution time $t$ to reach the optimal $U$ for a desired output state. Inclusion of the correct interaction time as well as $J_i$ values makes the situation complicated for closed systems particularly for large number of input nodes. Moreover, closed systems are not realistic (for both quantum and classical cases) and the most straightforward way to obtain a stable quantum state is to contact the system with a reservoir. Then dealing with QNNs inevitably becomes an open quantum system problem.
3.2 Markovian dynamics

Understanding the field of open quantum systems is of importance for quantum control [35,36], preserving system from undesired environmental noise [37] or engineering system environment interactions [20]. Particularly for small quantum systems it’s been shown that any quantum observable will equilibrate to a steady value, given soft assumptions about the initial conditions of the system [38,39].

In this subsection, we analyse the QNN unit as a system that interacts weakly with an information reservoir in the Markov approximation. In these interactions, the quantum state of the system irreversibly lost through the reservoir degrees of freedom and the temporal evolution of the system only depends on the current state of the system. On the other hand, recent studies show that quantum environments are not just the waste bins in which the connected system information is lost, but they can also be defined as communication channels in which they transmit information they retain to the connected systems [40,41]. For instance, definition of conventional quantum thermalization states that under some conditions a thermal reservoir in which a quantum system interacts with, sends the temperature information to the system at its steady state [42,43].

In our case, a quantum information reservoir weakly interacts with the local subsystems (input nodes) of the QNN unit. We show that time evolution of the expectation values of typical quantum observables dynamically converge to steady values in accordance with the quantum state of the reservoir. By the rapid interest to quantum thermodynamics [44,45,46,47,48,49,50] in the past decade, the need for classification of quantum reservoirs has emerged. In this context, quantum reservoirs classified as work, heat and information reservoirs [25].

As we stressed above, we model open system dynamics by a collisional model in which the reservoir was modelled by repeated interactions between the QNN system and statistically independent and identically prepared units [25,28]. Fig. 2(a) illustrates this scheme by a strip of qubit strings (units) interacting sequentially with the input nodes of the QNN unit. The interaction Hamiltonian between environment units and a single input node is in the same form between the input nodes and the output node as

$$H_{su} = J_{su} \sigma_u^+ \sigma_u^- + H.c..$$  (6)
Fig. 2. QNN unit dynamics in the presence of information reservoirs. (b) Evolution of fidelity between the quantum state of one of the incoming units and the state of the output node $\rho_{\text{out}}$ of the perceptron depending on the number of collisions (nc). Coupling between input node and the units (between the system and the units) $J_{su}$ is equal to the coupling between the input-output node $J = 0.05$. (c) Evolution of observables of the $\rho_{\text{out}}$ during the contact with the reservoir. (d) Evolution of quantum mutual information between an interacted unit and $\rho_{\text{out}}$. Also the evolution of Von-Neumann entropy $S$ and the internal energy $E$ plotted (inset). (e-h) Quantum dynamics of several quantities of the QNN unit with two input nodes connected to information reservoirs with two orthogonal quantum states. (e) Dependence of the higher energy level population $p_{\uparrow}$ of output node for unequal input node-reservoir coupling $J_{(su)1} \neq J_{(su)2}$ to a parameter $r$. Here, input nodes-output node couplings are equal and $J = 0.06$. On the other hand, $J_{(su)1} = J$ and $J_{(su)2} = Jr$. The evolution of spin polarizations (f), (g) and fidelities (h) for equal inter nodes coupling $J = 0.06$ and system reservoir coupling $J_{(su)1} = J_{(su)2} = J$. In (h), $\mathcal{F}(\rho_{\text{m}}, \rho_{\text{out}})$ is the fidelity between the state of the output node with respect to the mixture of two orthogonal reservoir states, $\mathcal{F}_{01}$ and $\mathcal{F}_{12}$ are the fidelities between the first input node and the second input node with respect to the quantum state of the reservoir they contact. Here, the coupling of the first node to the output node is equal to the coupling of the second node to the output node $J_1 = J_2 = 0.06$ In (g), $J_1 = J$ and $J_2 = J - \varepsilon$ while in (h) $J_1 = J - \varepsilon$ and $J_2 = J$ where $J = 0.06$. Coupling of the nodes to the reservoir units is the same and $J = 0.06$ for (f), (g) and (h). The interaction time between the nodes and units is $\tau = 0.1\pi/J$ for all subplots.

In the scenario, input nodes interact with each sub-environment unit for a time $\tau$ then disconnect and interact with the forthcoming unit. The propagator for each interaction is $U_{su} = \exp(-iH_{su}\tau)$. For the Markovian reservoir case the units have no interaction each other. After each interaction, the system of interest obtained by tracing out the environmental degrees of freedom

$$\rho_s(t + \tau) = \text{Tr}_u \left[ U_{su}(\tau) \rho_{su}(t) U_{su}^\dagger(\tau) \right].$$  

(7)

It’s shown that this kind of discrete time evolution is equivalent to a master equation approach in terms of divisibility of quantum channels [31]. Following these specifications, we first connect the reservoir to the QNN unit with a single node which is the simplest version. Throughout the calculations, initial states of the input and the output nodes are $|+\rangle$ unless the opposite stated. Fig. 2 (b) depicts the evolution of the fidelity between output node and the reservoir unit quantum state $\mathcal{F}(|\psi\rangle \langle \psi|, \rho_{\text{out}})$ depending on the number of collisions between units and input node. The state of the output node reaches the unit fidelity with the reservoir quantum state and the spin polarization points up at the
end of the evolution (Fig. 2 (c)) while the evolution of \( \langle \sigma_y \rangle \) and \( \langle \sigma_z \rangle \) represent the decay of the off-diagonals. This constitutes a typical example of equilibration of an open quantum system.

Information is inevitably related with thermodynamics \[52,53\]. Therefore we also analyse some thermodynamic quantities in this model. For instance, Von Neumann entropy

\[ S(\rho) = -\text{Tr}[\rho \ln \rho] \]  

quantifies the amount of uncertainty in a quantum system represented by a density matrix. On the other hand, internal energy of a quantum system can be represented by

\[ E = \text{Tr}[\rho H] \]  

where \( H \) is the Hamiltonian of the system. Inset of Fig. 2 (d) depicts the evolution of the internal energy \( E \) and the Von Neumann entropy \( S \) of the reservoir units with an appropriate scaling after the interaction with the QNN unit input nodes. This evolution can be modelled by using Eq. (4) but by tracing out the QNN unit this time. In this evolution one can see that \( E \) rapidly saturates while \( S \) reduces to a very small non-zero value thus satisfying

\[ \frac{\Delta E_i}{\Delta S_i} \rightarrow 0 \]  

which confirms the reservoir under consideration is an information reservoir \[23\]. Another useful measure is quantum mutual information

\[ I(\rho_s : \rho_u) = S(\rho_s) + S(\rho_u) - S(\rho_{su}) \]  

defined in terms of Von Neumann entropy, quantifies the classical and quantum correlations between subsystems \[18\]. Novel approaches interpret \( I \) as a measure of 'learned' information by considering the amount of uncertainty reduced of \( \rho_s \) by knowing \( \rho_u \) \[54\]. Fig. 2(d) shows the decrease of quantum mutual information between output node and the information reservoir unit after each interaction. This oversimplified version of a QNN unit with a single input node can be attributed to a supervised learning scheme with an already trained system by a single labelled data \[\dag\]. In this task, spin polarization reaches its maximum value and the QNN unit should fire an 'action potential' since the desired information reaches the output node. However in this study, we did not attempt to formulate a quantum activation function which can be a topic of an else study.

Next, we add a second input node as in the closed system case and connect each of them to distinct information reservoirs in Figs. 2(e)-(h). In this case, the stability of the output quantum state is also apparent as in the single node case equilibration process. This time however, as in Fig. 2(h) the output state reaches a stable value with unit fidelity with a target stage as a statistical mixture of quantum information coming from the quantum reservoirs coupled to the input nodes. We also equilibrate the system with two reservoirs again consisting orthogonal quantum states but with unequal weights with \( J_{\text{su}} \neq J_{\text{su}} \) as in Fig. 2(c) and with \( J_1 \neq J_2 \) as in Figs. 2(f), (g). In Fig. 2(e) higher level population of the output node \( p_\uparrow \) reveals an almost linear dependence with the control parameter \( r \) reflecting the inequality of the couplings. This is of importance to the dynamical control of the QNNs in the context of implementing neural computing tasks. One can observe a similar control process on the polarization of the output node as in Figs. 2(f), (g) with \( \varepsilon \). The polarization state of the output node ranges between 1 and -1 and reach these values in two limit cases for \( \varepsilon = J \). This shows that the implementing the quantum version of a training process by adjusting the weights (couplings) by a teacher according to the feedback of the information coming from the output neuron is possible in a stable manner in the presence of the quantum information reservoirs.

We extend our discussion by adding a third input node to our QNN unit interacting with a third information reservoir as in Fig. 3. In this case we set all the couplings equal and we do not modify them since this time we would like to focus on the effect of the number of the input nodes and the quantum state of the information reservoirs coupled to these nodes. Since the output node is a two-level system, the steady quantum state of the output node is always in the form \( \rho_m = p_\uparrow |\uparrow \rangle \langle \uparrow | + p_\downarrow |\downarrow \rangle \langle \downarrow | \) such that \( p_\uparrow + p_\downarrow = 1 \) no matter how large the number of the reservoirs are. The populations \( p_\uparrow \) and \( p_\downarrow \) explicitly depend on the number of the orthogonal reservoirs. Numerically we observe that difference in the energy level populations, hence the spin polarization of the output node at steady state depends on the unequal number of information reservoirs for the orthogonal quantum states coupled to the input nodes. More generally, with our results one can define the steady state of the output node in terms of the number of orthogonal state reservoirs as

\[ \rho_{\text{out}} = \frac{N_\uparrow}{N} \Pi_\uparrow + \frac{N_\downarrow}{N} \Pi_\downarrow \]  

where \( \Pi_i = |i \rangle \langle i | \) is the projector of the ‘selected’ basis (pointer states) such that \( i \in \{\uparrow, \downarrow\} \). Here, \( N_\uparrow \) is the number of input nodes coupled to \( |\uparrow \rangle \) state reservoirs while \( N_\downarrow \) is the number of input nodes coupled to the \( |\downarrow \rangle \) state reservoirs where \( N = N_\uparrow + N_\downarrow \) is the total number of reservoirs input nodes interact. For instance as in Fig. 3(b), higher level population is \( p_\uparrow \sim 0.667 \) when the input nodes couple with two \( |\uparrow \rangle \) and one \( |\downarrow \rangle \) reservoirs. On the other hand higher
Fig. 3. Dynamics of the QNN unit with three input nodes in contact with various information reservoirs. (a) Evolution of the output node fidelity with respect to the mixture of two $|\uparrow\rangle$ and one $|\downarrow\rangle$ states (b) evolution of the spin polarization and energy level populations of the output node (while the interaction of the three input nodes with three information reservoirs of two $|\uparrow\rangle$ and one $|\downarrow\rangle$ states) depending on the number of collisions between reservoir units and the input nodes. (c) Evolution of the output node fidelity with respect to the mixture of two $|\downarrow\rangle$ and one $|\uparrow\rangle$ states (d) evolution of the spin polarization and energy level populations of the output node (while the interaction of the three input nodes with three information reservoirs of two $|\downarrow\rangle$ and one $|\uparrow\rangle$ states) depending on the number of collisions between reservoir units and the input nodes. (e) Evolution of the output node fidelity with respect to the mixture of $|\uparrow\rangle$, $|\rho\rangle$ and $|\downarrow\rangle$ states (f) evolution of the $l_1$ norm of coherence of the output node (while the interaction of the three input nodes with three information reservoirs, respectively $|\uparrow\rangle$, $|\rho\rangle$ and $|\downarrow\rangle$) depending on the number of collisions between reservoir units and the input nodes. Initial states of the output nodes are $|+\rangle$ in (a)-(d) and $|\uparrow\rangle$ in (e)-(f). Reservoir units and input nodes $J_{su}$ couplings and inter node couplings are equal and $J = 0.05$. The interaction time between the nodes and units is $\tau = 0.1\pi/J$ for all subplots.

level population is (see Fig. 3 (d)) $p_1 \sim 0.333$ when the situation is opposite. This numerically confirm the validity of Eq. 12 in Figs. 2 (a), (c) by obtaining the unit fidelity of the output node state for the $\rho_m$ statistical mixture of the reservoir states as the target state. Note that Eq. 12 holds only for the reservoir $|\uparrow\rangle$ and $|\downarrow\rangle$ states. A discussion about the inclusion of coherent reservoir states will be given below.

By now, we presented the reservoir induced stability of the output states by the pointer states which could be evaluated in the context of einselection phenomenon. Einselection is referred to as a decoherence-induced selection process of the set of pointer states remains stable during the system-environment interaction process. In Figs. 2 and 3 we show that stable output states can be pure or mixed depending on the control parameters. In other words, we show that robust quantum neural computing tasks can be possible by an engineered environmental monitoring for a QNN unit. In fact, evolution from pure states towards mixed states is not surprising for the quantum systems in contact with the reservoirs. However, these results become important for our QNN unit since we characterize the situation in terms of control parameters that would be useful for quantum versions of neuro-computing tasks. Though mixed states may seem useless for exploiting quantum resources, it’s been shown that mixed states can successfully simulate pure states and implement quantum computing tasks called mixed state quantum computing.

Since pure states were assumed for information reservoirs in our study, any point on the Bloch sphere should be allowed as possible states of the information reservoirs in contact with the input nodes. To this end, we also take an arbitrary pure state as the quantum state of the information reservoir. We choose $|\psi(\theta)\rangle \equiv |\rho\rangle$ for $\theta = \pi/6$ as the quantum state of the third reservoir for our numerical calculations. Note that this state has some amount of coherence thus we also present the dynamics of the QNN unit in contact with a coherent reservoir. In Figs. 3 (e) and (f) the initial states are $|\uparrow\rangle$ in order to begin the process with zero quantum coherence. We depict the relevant results in Figs. 3 (e), (f). First, we would like to know if the state of the output node also in this case converges to an equally weighted mixture of the states of the reservoirs presented in Fig. 3 (e). According to our numerical results the fidelity is 0.996 means that we can not reach unit fidelity as presented in Fig. 3 (e) where the target state is $\rho_m$ the mixture of the states $\{|\uparrow\rangle, |\rho\rangle, |\downarrow\rangle\}$.
Since we are very close to the unit fidelity quantitatively we can still hold our statements qualitatively about the steady outputs consisting mixtures of the states of the reservoirs including the coherent information reservoirs. But in our view, the most significant task is the coherence of the output node. As presented in Fig. 3 (f) there is a non-vanishing coherence of the output node in the long term limit when the third node is in contact with the reservoir with the \( |\rho\rangle \) state. This is known as ‘steady coherence’ \[58\] and it’s very precious for quantum information tasks. The coherence we calculate is \( C_l = 1.8 \times 10^{-4} \). It’s been shown that this amount of coherence is sufficient to reveal non-traditional quantum effects for three-level \[59\] or multi-level \[49\] quantum systems. The appearance of this steady coherence can also be considered in terms of additive properties of independent reservoirs in Markov regime \[34\]. Since we assume that we can control the coupling to the reservoirs, it appears that our proposed QNN unit is capable of switching from classical information to quantum information by simply coupling to coherent reservoirs resulting steady coherence on the output node alongside the information reservoirs selecting the classical pointer states.

3.3 Non-Markovian dynamics

In many cases the Markov approximations between the reservoir and the system is not valid. For the dynamical evolution of a system connected to non-Markovian reservoirs, one observes an amount of back-flow of information. This back action is mostly referred to as memory effects of the system \[60\]. There are some studies to investigate the possibilities to exploit these effects as a resource for quantum information \[61,62\]. However, yet there is no trivial conclusion to define these effects as resources. Moreover, they are often reported as detrimental against control techniques \[63\].

In this subsection we investigate the dynamics of our QNN unit connected to a non-Markovian quantum reservoir. In other words, we try to answer the question: What happens when the QNN unit has a memory? To this end, we use a previously reported collision model in order to simulate the dynamics \[28\]. The dynamics is similar to the Markovian case, this time there is an extra coupling between inter-units represented by the reservoir as depicted in Fig. 3 (a). In this scenario, the state of the interacted and the just discarded unit couples with the forthcoming unit in which its 2nd nearest neighbour by

\[
H_{uu} = J_{uu} \sum_i \sigma_i^+ \sigma_{i+2}^{\dagger} + H.c. \quad (13)
\]

where, \( H_{uu} \) is the inter unit coupling Hamiltonian and \( J_{uu} \) is the coupling coefficient between units. We couple the QNN unit with one input node, the simplest version as we examined in the Markovian case and again calculate the quantum mutual information during the dynamical evolution. We observe typical revival scheme in the mutual information content (see Fig. 4 (a)) after a certain reduced level.

By combining this result with the evolution of fidelity between the state of the output neuron and the state of the incoming units, one can infer that by introducing the non-Markovianity to the system, uncertainty increase

![Fig. 4. Dynamics of the one input node QNN unit coupled to a Non-Markov reservoir. (a) Mutual information dynamics between the output node of the QNN unit and the reservoir. (b) Evolution of \( l_1 \) norm of coherence of the output node and the fidelity (inset) between the state of the output node and the state of the incoming units. During these evolutions input node-reservoir unit coupling and input node-output node coupling is equal and \( J = 0.5 \). On the other hand inter-units coupling \( J_{uu} = 0.25 \). Node-unit interaction time is \( \tau_{su} = 0.05/J \) and inter-units interaction time is \( \tau_{uu} = (\pi/4)/J_{uu}. \) ](image-url)
dramatically. The oscillatory behaviour of fidelity during the evolution retains the state of the output node in a fuzzy state. Moreover, the saturation of the oscillation is far away from the quantum state of the reservoir. We also calculate the evolution of coherence of the output node as $\|l\|$ norm of coherence explained in Eq. 2. We observe that coherence has a strict oscillatory behaviour in accordance with the fuzzy state of the output system. We can conclude this subsection by interpreting non-Markovianity as an undesirable effect for quantum neural computing purposes according to these findings.

4 Conclusion

Summarizing, we examined a QNN unit for closed and open quantum system dynamics. More specifically, we considered an interacting spin model as a quantum version of a neural network unit. First, we examined the QNN unit for closed system dynamics and then connect to a reservoir by a conventional flip-flop Hamiltonian. We examined the open system dynamics for both Markov and non-Markov regimes for different number of input nodes and different states of information reservoirs. We adopt a collisional model to simulate open system quantum dynamics.

According to our results for closed system dynamics, QNN unit reveals a highly unstable output state making the dynamical control difficult. We show that when a QNN unit subjected to reservoirs carrying information content, environmental monitoring can be controlled to implement quantum neuro computing tasks and stable outputs of the proposed quantum system can be obtained by weak coupling to the information environments. We examined the system up to three input nodes with various states including the coherent ones. In the presence of Markov reservoirs, steady output states result as a mixture of reservoir states in contact with input nodes. It’s shown that number of input nodes in contact with reservoirs and the coupling strengths can be suitable control parameters for desired output states. Moreover, we find that steady output states can have some amount of coherence enough to reveal pure quantum effects.

We also find that coupling to non-Markov reservoirs causing memory effects are detrimental for possible quantum neural computing tasks since these effects create uncertain, unstable and fuzzy quantum states. With our findings we can conclude that a possible quantum neuro-computing procedure could be built on weakly coupled quantum systems benefiting reservoir driven dynamics. Our results also show that quantum information environment driven neural quantum systems can also perform mixed state quantum computing tasks.

References

1. S. Russell, P. Norvig *Artificial Intelligence: A Modern Approach*, 3rd edition, (Pearson, Upper Saddle River, 2009).
2. W. S. McCulloch W. Pitts, B. Math. Biophys. 5, 115-133 (1943).
3. F. Rosenblatt, Psychol. Rev. 65, 386-408 (1958).
4. D. O. Hebb,![](https://example.com/organizationalbehavior) *The Organization of Behavior: A Neuropsychological Theory*, 1st edition, (Psychology Press, Mahwah N.J, 2002).
5. R. Hecht-Nielsen *Neurocomputing*, 1st edition, (Addison-Wesley, Boston, MA, USA, 1990).
6. M. Olko, Network-Comp. Neural 2, 207-230, (1991).
7. S. Kak, Inform. Sciences 83, 143-160 (1995).
8. M. Lewenstein, J. Mod. Optic. 41, 2491-2501 (1994).
9. I. E. Lagaris, A. Likas, D. I. Fotiadis, Comput. Phys. Commun. 104, 1-14 (1997).
10. M. Zak, C. P. Williams, Int. J. Theor. Phys. 37, 651-684 (1998).
11. A. Narayanan, T. Menneer, Inform. Sciences 128, 231-255 (2000).
12. D. Ventura, T. Martinez, Inform. Sciences 124, 273-296 (2000).
13. S. Gupta, R. K. P. Zia, J. Comput. Syst. Sci. 63, 355-383 (2001).
14. M. Panella, G. Martinelli, Int. J. Circ. Theor. App. 39, 61-77, (2011).
15. R. Zhou, H. Wang, Q. Wu, Y. Shi, Int. J. Theor. Phys. 51, 705-723, (2012).
16. M. Schuld, I. Sinayskiy, F. Petruccione, Phys. Lett. A 379, 660-663 (2015).
17. L. Banchi, N. Pancotti, S. Bose, npj Quantum Inf. 2, 201619 (2016).
18. M. A. Nielsen, I. L. Chuang, *Quantum Computation and Quantum Information: 10th Anniversary Edition*, 10th Anniversary Edition, (Cambridge, New York, 2011).
19. M. Schuld, I. Sinayskiy, F. Petruccione, Quantum Inf. Process. 13, 2567-2586 (2014).
20. F. Verstraete, M. M. Wolf, J. Ignacio Cirac, Nat. Phys. 5, 633-636 (2009).
21. H.-P. Breuer, F. Petruccione, *The Theory of Open Quantum Systems*, 1st edition, (Oxford University Press, Oxford, 2002).
22. M. V. Altsaisky, N. N. Zolnikova, N. E. Kaputkina, V. A. Krylov, Y. E. Lozovik, N. S. Dattani, Appl. Phys. Lett. 108, 103108 (2016).
23. S. Deffner, C. Jarzynski, Phys. Rev. X 3, 041003 (2013).
24. D. Mandal, H. T. Quan, C. Jarzynski, Phys. Rev. Lett. 111, 030602 (2013).
25. P. Strasberg, G. Schaller, T. Brandes, M. Esposito, Phys. Rev. X 7, 021003 (2017).
26. V. Scarani, M. Ziman, P. Štelnchovič, N. Gisin, V. Bužek, Phys. Rev. Lett. 88, 097905 (2002).
27. M. Ziman, P. Štelnchovič, V. Bužek, M. Hillery, V. Scarani, N. Gisin, Phys. Rev. A 65, 042105 (2002).
28. B. Čakmak, M. Pezzutto, M. Paternostro, Ő. E. Müstecaplıo˘ glu, Phys. Rev. A 96, 022109 (2017).
29. M. C. Diamantini, C. A. Trugenberger, Phys. Rev. Lett. 88, 130503 (2006).
30. N. Kouda, N. Matsui, H. Nishimura, F. Peper, Neural Comput. Appl. 14, 114-121 (2005).
31. E. J. O Reilly, A. Olaya-Castro, Nat. Commun. 5, 4012 (2014).
32. B. Čakmak, M. Pezzutto, M. Paternostro, Ő. E. Müstecaplıo˘ glu, Phys. Rev. A 96, 022109 (2017).
33. M. C. Diamantini, C. A. Trugenberger, Phys. Rev. Lett. 88, 130503 (2006).
34. C.-K. Chan, G.-D. Lin, S. F. Yelin, M. D. Lukin, Phys. Rev. A 89, 042117 (2014).
35. D. Leibfried, C. Monroe, D. Wineland, Rev. Mod. Phys. 75, 281-324 (2003).
36. J. M. Raimond, M. Brune, S. Haroche, Rev. Mod. Phys. 73, 565-582 (2001).
37. D. Suter, G. A. Álvarez, Rev. Mod. Phys. 88, 041001 (2016).
38. P. Reimann, Phys. Rev. Lett. 101, 190403 (2008).
39. N. Linden, S. Popescu, A. J. Short, A. Winter, Phys. Rev. E 79, 061103 (2009).
40. R. Blume-Kohout, W. H. Zurek, Found. Phys. 35, 1857-1876 (2005).
41. M. Zwolak, W. H. Zurek, Phys. Rev. A 95, 030101 (2017).
42. J.-Q. Liao, H. Dong, C. P. Sun, Phys. Rev. A 81, 052121 (2010).
43. D. Türkpençe, arXiv:1708.03721 (2017).
44. H. T. Quan, Y.-x. Liu, C. P. Sun, F. Nori, Phys. Rev. E 76, 031105 (2007).
45. T. D. Kieu, Phys. Rev. Lett. 93, 140403 (2004).
46. A. Ő. C. Hardal, Ő. E. Müstecaplıo˘ glu, Sci. Rep. 5, 12953 (2015).
47. F. Altintas, A. Ő. C. Hardal, Ő. E. Müstecaplıo˘ glu, Phys. Rev. E 90, 032102 (2014).
48. F. Altintas, A. Ő. C. Hardal, Ő. E. Müstecaplıo˘ glu, Phys. Rev. A 91, 023816 (2015).
49. D. Türkpençe, Ő. E. Müstecaplıo˘ glu, Phys. Rev. E 93, 012145 (2016).
50. D. Türkpençe, F. Altintas, M. Paternostro, Ő. E. Müstecaplıo˘ glu, EPL 117, 50002 (2017).
51. M. M. Wolf, J. I. Cirac, Commun. Math. Phys. 279, 147-168 (2008).
52. R. Landauer, IBM. J. Res. Dev. 5, 183-191 (1961).
53. D. Mandal, C. Jarzynski, P. Natl. Acad. Sci. USA 109, 11641-11645 (2012).
54. S. Goldt, U. Seifert, Phys. Rev. Lett. 118, 010601 (2017).
55. D. G. Cory, A. F. Fahmy, T. F. Havel, P. Natl. Acad. Sci. USA 94, 1634-1639 (1997).
56. E. Knill, R. Laflamme, Phys. Rev. Lett. 81, 5672-5675 (1998).
57. G. Vidal, Phys. Rev. Lett. 91, 147902 (2003).
58. S.-W. Li, C. Y. Cai, C. P. Sun, Ann. Phys.-New York 360, 19-32 (2015).
59. M. O. Scully, M. S. Zubairy, G. S. Agarwal, H. Walther, Science 299, 862-864 (2003).
60. I. de Vega, D. Alonso, Rev. Mod. Phys. 89, 015001 (2017).
61. S. F. Huelga, M. B. Plenio, Phys. Rev. Lett. 108, 160402 (2012).
62. A. W. Chin, S. F. Huelga, M. B. Plenio, Phys. Rev. Lett. 109, 233601 (2012).
63. C. Addis, E.-M. Laine, C. Gneiting, S. Maniscalco, Phys. Rev. A 94, 052117 (2016).