**Abstract.** Given one or more images of an object (or a scene), is it possible to synthesize a new image of the same instance observed from an arbitrary viewpoint? In this paper, we attempt to tackle this problem, known as novel view synthesis, by re-formulating it as a pixel copying task that avoids the notorious difficulties of generating pixels from scratch. Our approach is built on the observation that the visual appearance of different views of the same instance is highly correlated. Such correlation could be explicitly learned by training a convolutional neural network (CNN) to predict *appearance flows*—2-D coordinate vectors specifying which pixels in the input view could be used to reconstruct the target view. We show that for both objects and scenes, our approach is able to generate higher-quality synthesized views with crisp texture and boundaries than previous CNN-based techniques.

Fig. 1. Given an input view of an object (left) or a scene (right), our goal is to synthesize novel views of the same instance corresponding to various camera transformations ($T_i$). Our approach based on learning appearance flows is able to generate higher-quality results than the previous method that directly outputs pixels in the target view [1].

1 Introduction

Consider the car in Figure 1(a). Actually, what you are *looking at* is a flat two-dimensional image that is but a projection of the three-dimensional physical car. Yet, numerous psychophysics experiments tell us that what you are *seeing* is not the 2D image but the 3D object that it represents. For example, one classic
experiment demonstrates that people excel at “mental rotation” [2] – predicting what a given object would look like after a known 3D rotation is applied. In this paper, we study the computational equivalent of mental rotation called novel view synthesis. Given one or more input images of an object or a scene plus the desired viewpoint transformation, the goal is to synthesize a new image capturing this novel view, as shown in Figure 1.

Besides purely academic interest (how well can this be done?), novel view synthesis has a plethora of practical applications, mostly in computer graphics and virtual reality. For example, it could enable photo editing programs like Photoshop to manipulate objects in 3D instead of 2D. Or it could help create full virtual reality environments based on historic images or video footage.

The ways that novel view synthesis has been approached in the past fall into two broad categories: geometry-based approaches and learning-based approaches. Geometric approaches try to first estimate (or fake) the approximate underlying 3D structure of the object, and then apply some transformation to the pixels in the input image to produce the output [3, 4, 5, 6, 7, 8, 9]. Besides the requirement of somehow estimating the 3D structure, the other major downside of these methods is that they produce holes in places where the source image does not have the appropriate visual content (e.g. the back side of an object). In such cases, various types of texture hole-filling are sometimes used but they are not always effective.

Learning-based approaches, on the other hand, argue that novel view synthesis is fundamentally a learning problem, because otherwise it is woefully under-constrained. Given a side of a car, there is no way to ever guess what the front of this car looks like, unless the system has observed other fronts of cars so it can make an educated guess. Such methods typically try, at training time, to build a parametric model of the object class, and then use it at test time, together with the input image, to generate a novel view. Unfortunately, parametric image generation is an open research topic, and currently the results of such methods are often too blurry (e.g. see [1] in Figure 1).

In this paper, we propose to combine the benefits of both types of approaches, while also avoiding their pitfalls. Like geometric methods, we propose to use the pixels of the input image as much as possible, instead of trying to synthesize new ones from scratch. At the same time, we will use a learning-based approach to implicitly capture the approximate geometry of the object, avoiding the explicit estimation of the 3D structure. The same learned model will also be used to learn the appearance correlation of parts of the object for which there is no visual data in the input image.

Conceptually, our approach is quite simple: we train a deep generative convolutional encoder-decoder model, similar to [1], but instead of generating RGB values for each pixel in the target view, we generate an appearance flow vector indicating the corresponding pixel in the input view to steal from. This way, the model does not need to learn how to generate pixels from scratch – just where to select from the input view. In addition to making the learning problem more tractable, it also provides a natural way of preserving the identity and struc-
ture of the input instance – a task typically difficult for conventional learning approaches. We demonstrate the applicability of our approach by synthesizing views corresponding to rotation of objects and egomotion in scenes. We further extend our framework to leverage multiple input views and empirically show the quantitative as well as perceptual improvements obtained with our approach.

2 Related work

Feature learning by disentangling pose and identity. Synthesizing novel views of objects can be thought of as decoupling pose and identity and has long been studied as part of feature learning and view-invariant recognition. Hinton et al. [10] learned a hierarchy of “capsules”, computational units that locally transform their input, for generating small rotations to an input stereo pair, and argued for the use of similar units for recognition. More recently, Jaderberg et al. [11] demonstrated the use of computational layers that perform global spatial transformation over their input features as useful modules for recognition tasks. Jayaraman et al. [12] studied the task of synthesizing features transformed by ego-motion and demonstrated its utility as an auxiliary task for learning semantically useful feature space. Cheung et al. [13] proposed an auto-encoder with decoupled semantic units representing pose, identity etc. and latent units representing other factors of variation and showed that their approach was capable of generating novel views of faces. Kulkarni et al. [14] introduced a similarly motivated variational approach for decoupling and manipulating the factors of variation for images of faces. While the feature-learning approaches convincingly demonstrated the ability to disentangle factors of variation, the view manipulations demonstrated were typically restricted to small rotations or categories with limited shape variance like digits and faces.

CNNs for view synthesis. A recent interest in learning to synthesize views for more challenging objects under diverse view variations has been driven by the ability of Convolutional Neural Networks (CNNs) [15,16] to function as image decoders. Dosovitiskiy et al. [17] learned a CNN capable of functioning as a renderer: given an input graphics code containing identity, pose, lighting etc. their model could render the corresponding image of a chair. Yang et al. [18] and Tatarchenko et al. [1] built on this work using the insight that the graphics code, instead of being presented explicitly, can be implicitly captured by an example source image along with the desired transformation. Yang et al. [18] learned a decoder to obtain implicit pose and identity units from the input source image, applied the desired transformation to the pose units, and used a decoder CNN to render the desired view. Concurrently, Tatarchenko et al. [1] followed a similar approach without the explicit decoupling of identity and pose to obtain similar results. A common module in these approaches is the use of a decoder CNN to generate the pixels corresponding to the transformed view from an implicit/explicit graphics code. Our work demonstrates that predicting appearance flows instead of pixels leads to significant improvements.
Geometric view synthesis. An alternative paradigm for synthesizing novel views of an object is to explicitly model the underlying 3D geometry. In cases when more than one input view is available, modern multi-view stereo algorithms (see Furukawa and Hernandez [19] for an excellent tutorial) have demonstrated results of impressive visual quality. However, these methods fundamentally rely on finding visual correspondences – pixels that is in common across the views – so they break down when there are only a couple of views from very different viewpoints. In cases when only a single view is available, user interaction had typically been needed to help define a coarse geometry for the object or scene. More recently, large Internet collections of stock 3D shape models have been leveraged to get 3D geometry for a wide range of common objects. For example, Kholgade et al. [9] obtained realistic renderings of novel views of an object by transferring texture from the corresponding 3D model, though they required manual annotation of the exact 3D model and its placement in the image. Rematas et al. [20] employed a similar technique after automatically inferring the closest 3D model from a shape collection as well as explicitly obtaining pose via a learnt system to situate the 3D model in the image. Their approach, however, is restricted to rendering the closest model in the shape collection instead of the original object. Su et al. [21] overcome this restriction by interpolating between several similar models from the shape collections, though they only demonstrate their technique for generating HOG features for novel views. Unlike the CNN based learning approaches, these geometry-based methods require access to a shape collection during inference and are limited by the intermediate bottlenecks of inferring pose and retrieving similar models.

Palette-based Image Generation. The idea of re-using the pixels from available images to generate content for new images has been successfully used for a variety of tasks.Debevec et al. [23] used the underlying geometry to composite together multiple views for rendering realistic novel views. Recent Deep Stereo work by Flynn et al. [24] learns the compositing as well as geometric reasoning implicitly and can generate intermediate views of a scene by interpolating from a set of surrounding views. Towards the goal of generating new content given a single image, a related line of work has been to use epitomes [25] as a generative model for a set of images. The key idea is to use a condensed image as a palette for sampling patches to generate new images. In similar spirit, our approach can be thought of as generating novel views of an object using the original image as an epitome.

3 Approach

Our approach to novel view synthesis is based on the observation that the appearance (texture, shape, color, etc.) of different views of the same object/scene is highly correlated, and in many cases even a single input view contains sufficient information for inferring a wide variety of novel views. For instance, given the side view of a car, one could extract appearance properties such as the 3D
shape, body color, window layout and wheel types of the query instance that are sufficient for reconstructing many other views.

In this work, we explicitly infer the appearance correlation between different views of a given object/scene by training a convolutional neural network that takes 1) one or more input views and 2) desired viewpoint transformation as input, and predicts a dense appearance flow field (AFF) that reconstructs the target view when applied on the input view. Specifically, for each pixel $i$ in the target view, the appearance flow vector $f^{(i)} \in \mathbb{R}^2$ specifies the coordinate at the input view where the pixel value is sampled to reconstruct $i$. The notion of appearance flow field is closely related to the nearest neighbor field (NNF) in PatchMatch [26], except that NNF is explicitly defined on a distance function between two patches, while our appearance flow field is the output of a CNN after end-to-end training for cross-view reconstruction.

The benefits of predicting the appearance flow field over raw pixels of the target view are three-fold: 1) It alleviates the perceptual blurriness in images generated by CNN trained with $L_p$ loss. By constraining the CNN to only utilize pixels available in the input view, we are able to avoid the undesirable local minimum attained by predicting the mean (when $p = 2$) colors around texture/edge boundaries that lead to blurriness in the resulting image (e.g. see Section 4 for empirical comparison). 2) The color identity of the instance is preserved by construction since the synthesized view is reconstructed using only pixels from the same instance; 3) The appearance flow field enables intuitive interpretation of the network output since we could visualize exactly how the target view is constructed with the input pixels (e.g. see Figure 6).

We first describe our training objective and the network architecture for the setting of a single input view in Section 3.1 and then present a simple extension in Section 3.2 that allows the network to learn hypothesis combination when multiple input views are available.

### 3.1 Learning view synthesis via appearance flow

Recall that our goal is to train a CNN that given an input view $I_s$ and a relative viewpoint transformation $T$, synthesizes the target view $I_t$ by sampling pixels from $I_s$ according to the predicted appearance flow field. This can be formalized as minimizing the following objective:

$$\text{minimize} \sum_{<I_s, I_t, r> \in D} \|I_t - g(I_s, T)\|_p, \text{ subject to } g^{(i)}(I_s, T) \in \{I_s\}, \forall i, \quad (1)$$

where $D$ is the set of training tuples, $g(\cdot)$ refers to the CNN whose weights we wish to optimize, $\| \cdot \|_p$ denotes the $L_p$ norm$^1$ and $i$ indexes over pixels of the synthesized view. Internally, the CNN computes a dense flow field $f$, where each element $f^{(i)} \triangleq (x^{(i)}, y^{(i)})$ specifies the pixel sampling location (in

---

$^1$ We use $p = 1$ in all our experiments, but similar results can be obtained with $L_2$ norm as well.
the coordinate frame of the input view) for constructing the output \( g^{(i)}(I_s, T) \). To allow end-to-end training via stochastic gradient descent when \( f^{(i)} \) falls into a sub-pixel coordinate, we rewrite the constraint of Eq. (1) in the form of bilinear interpolation:

\[
g^{(i)}(I_s, T) = \sum_{q \in \{ \text{neighbors of } (x^{(i)}, y^{(i)}) \}} I^q_s(1 - |x^{(i)} - x^q|)(1 - |y^{(i)} - y^q|), \tag{2}
\]

where \( q \) denotes the 4-pixel neighbors (top-left, top-right, bottom-left, bottom-right) of \((x^{(i)}, y^{(i)})\). This is also known as differentiable image sampling with a bilinear kernel, and its (sub)-gradient with respect to the CNN parameters could be efficiently computed [11].

**Network architecture** Our view synthesis network (Figure 2) follows a similar high-level design as [18] and [1] with three major components:

1. Input view encoder – extracts relevant features (e.g. color, pose, texture, shape, etc.) of the query instance (6 conv + 2 fc layers).
2. Viewpoint transformation encoder – maps the specified relative viewpoint to a higher-dimensional hidden representation (2 fc layers).
3. Synthesis decoder – assembles features from the two feature encoders, and outputs the appearance flow field that reconstructs the target view with pixels from the input view (2 fc + 6 uconv layers).

All the convolution, fully-connected and fractionally-strided/up-sampling convolution (uconv) layers are followed by rectified linear units.

**Foreground prediction** For synthesizing object views, we also train another network that predicts the foreground segmentation mask of the target view. The architecture is the same as the synthesis network in Figure 2, except that in this case the last layer predicts a per-pixel binary classification mask (0 is background and 1 is foreground), and the network is trained with cross-entropy loss. At test time, we further apply the predicted foreground mask to the synthesized view.

### 3.2 Learning to leverage multiple input views

A single view of the object sometimes might not contain sufficient information for inferring an arbitrary target view. For instance, it would be very challenging to infer the texture details of the wheel spoke given only the frontal view of a car, and similarly, the side view of a car contains little to none information about the appearance of the head lights. Thus, it would be ideal to develop a mechanism that could leverage the individual strength of different input views to synthesize target views that might not be feasible with any input view alone.

To achieve this, we modify our view synthesis network to also output a soft confidence mask \( C_j \) that indicates per-pixel prediction quality using input view \( s_j \), which could be implemented by adding an extra output channel to the last decoder layer. The confidence masks for all input views are further normalized to sum to one at each pixel location: \( \bar{C}^{(i)}_j = C^{(i)}_j / \sum_k C^{(i)}_k \). Intuitively, \( \bar{C}^{(i)}_j \) is an estimator of relative prediction quality using input view \( j \) at pixel \( i \), and by using
Fig. 2. Overview of our single-view network architecture. We follow an encoder-decoder framework where the input view and the desired viewpoint transformation are first encoded via several convolution and fully-connected layers, and then a decoder consisting of two fully-connected and six up-sampling convolution layers outputs an appearance flow field, which in conjunction with the input view yields the synthesized view through a bilinear sampling layer. All the layer weights are learned end-to-end through back-propagation.

\( \bar{C}_j \) as a hypothesis selection mask, the final joint prediction is simply a weighted combination of hypotheses predicted by different input views: \( \sum_j \bar{C}_j \ast g(I_{s_j}, r_j) \).

Figure 3 illustrates the architecture of our multi-view network that is also end-to-end learnable.

**Comparison with DeepStereo [24]** While the general idea of learning hypothesis selection for view synthesis has been recently explored in [24], there are a few key differences between our framework and [24]: 1) We do not require projecting the input image stack onto a planesweep volume that prohibits their method from synthesizing pixels that are invisible in any of the input views (i.e. view extrapolation); 2) Unlike [24] with fixed number of input views, our multi-view network is more flexible at both training and test time as it could take in an arbitrary number of input views for joint prediction, which is particularly beneficial when the number of input views varies at test time.

4 Experiments

To evaluate the performance of our view synthesis approach, we conduct experiments on both objects (car and chair in particular) and urban city scenes (KITTI [27]). Our main baseline is the recent work by [1] that synthesizes novel views by training a CNN to directly generate pixels. For fair comparison, we use the same number of network layers for their method and ours, and for exper-
Fig. 3. Overview of our multi-view network architecture. For each input view, we use a single-view CNN (same as Figure 2 but with an extra output channel) with shared weights to independently predict the target view as well as a per-pixel selection/confidence mask. The final target view prediction is obtained by linearly combining the predictions from each view weighted by the selection masks.

Network training details We train the networks using a modified version of Caffe [28] to support the bilinear sampling layer. We use the ADAM solver [29] with $\beta_1 = 0.9$, $\beta_2 = 0.999$, initial learning rate of 0.0001, step size of 50,000 and a step multiplier $\gamma = 0.5$.

4.1 Novel view synthesis for objects

Data setup We train and evaluate our view synthesis CNN for objects using the ShapeNet database [30]. In particular, we split the available shapes of each category into 80% for training (5,997 for cars and 560 for chairs) and 20% for testing (1,500 for cars and 140 for chairs). For each shape, we render a total of 504 viewing angles (azimuth ranges from $0^\circ$ to $355^\circ$, and elevation ranges from $0^\circ$ to $30^\circ$, both at steps of $5^\circ$) with fixed camera distance. For simplicity, we limit the viewpoint transformation for CNN to a discrete set of 19 azimuth variations ranging from $-180^\circ$ to $+180^\circ$ at steps of $20^\circ$, and encode the transformation as a 19-D one-hot vector.

At each training iteration, we randomly sample a batch of $<I_s, I_t, T>$ tuples from the training split for the single-view setting, and $<I_{s_1}, I_{s_2}, I_t, T_1, T_2>$ tuples for the multi-view setting, where $T_i$ denotes the relative viewpoint transformation between $I_{s_i}$ and $I_t$, and $T_i$ is randomly sampled from the set of valid transformations. For each category, we construct a test set of 20,000 tuples by following the same sampling procedure above, except that the shapes are now sampled from the test split.

Appearance flows versus direct pixel generation Our first experiment compares the view synthesis performance of our appearance flow approach with the direct pixel generation method by [1] under the single input view setting.

---

2 The original ShapeNet core release contains a total of 6,778 chair models. However, a majority of the models are of low visual quality (e.g. texture-less), and we only keep a subset of 700 high-quality ones for our experiments.
Figure 4 compares the view synthesis results using different methods on examples from the test set of two categories (car and chair). Overall, our prediction tends to be much sharper and matches the ground-truth better than the baseline. In particular, our synthesized views using appearance flows are able to maintain detailed textures and edge boundaries that are lost in direct pixel generation despite both networks are trained with the same loss function.

For quantitative evaluation we measure the mean pixel $L_1$ error between the predicted views and the ground-truth on the foreground regions. As shown in Table 1, our method significantly outperforms the baseline in both categories (car and chair). We further analyze the error statistics by computing the pairwise cross-view confusion matrix for both methods, which measures how predictive/informative a given view is for synthesizing another view (see the visualization in Figure 5). The error statistics suggest that our method is especially strong in synthesizing views that share significant number of common pixels with the input view (within $\pm 45^\circ$ azimuth variation from the input view – the diagonals in the plot) or along the corresponding symmetry planes (off-diagonals) that typically exhibit high appearance correlation with the input view (e.g. synthesizing the right view from the left view of a car), and slightly weaker than direct pixel generation in views that do not share much in common (e.g. from frontal to the side or rear views).

Interestingly though, when we further conduct perceptual studies on comparing the visual similarity between predicted views and the ground-truth, our method has an overwhelmingly large advantage over the baseline across the entire spectrum of the cross-view prediction. More specifically, we randomly sample 1,000 test tuples, and ask users on Amazon Mechanical Turk to select the prediction that looks more similar to the ground-truth. We average the responses over 5 unique turkers for each test tuple, and find that 95% of the time our
Table 1. Mean pixel $L_1$ error between the ground-truth and predictions by different methods. Lower is better.

| Input      | Method            | Car   | Chair  | KITTI |
|------------|-------------------|-------|--------|-------|
| Single-view| Tatarchenko et al. | 0.404 | 0.345  | 0.492 |
|            | Ours              | **0.368** | **0.323** | **0.471** |
| Multi-view | Tatarchenko et al. | 0.385 | 0.334  | 0.471 |
|            | Ours              | **0.285** | **0.248** | **0.409** |

**Fig. 5.** Visualization of error statistics for generating novel views from a single input view on the car category. The heatmaps (blue is low, red is high) depict the mean pixel error for obtaining the target view (columns) from the input view (rows) for the baseline [1] (left) and our approach (middle). Some common failure modes of our method are visualized on the right.

**Fig. 6.** Sample appearance flow vectors predicted by our method. For randomly sampled points in the generated target image (left), the lines depict the corresponding appearance flow to the source image (right).

prediction is chosen over the baseline for cars and 93% for chairs, suggesting that the $L_1$ metric might not fully reflect the strength of our method.

One additional benefit of predicting appearance flows is that it allows intuitive visualization and understanding of exactly how the synthesized view is constructed. For instance, Figure 6 shows sample appearance flow vectors predicted by our method. It is interesting to note that the appearance flows do not necessarily correspond to anatomically/symmetrically corresponding parts. For example, while the top-right pixels of the first car in Figure 6 transfer appearance from their corresponding location in the source image, the pixels in the back wheel are generated using the front wheel of the source image.

**Multi-view versus single-view** In this experiment, we evaluate the synthesis performance of using multiple input views (two in this case). It turns out that having multiple input views is much more beneficial for our approach than for the
baseline, as our synthesis error drops significantly compared to the single-view setting while less so for the baseline (see Table 1). This indicates that predicting appearance flows allows better reasoning and utilizing different prediction hypotheses. Figure 7 shows sample visualization of how our multi-view synthesis network automatically combines high-quality predictions from individual input views to construct the final prediction.

**Results on PASCAL VOC [31] images** Although our synthesis network is trained on rendered synthetic images, it also exhibits potentials in generalizing to real images. In order to use our learnt models for synthesizing views for objects in PASCAL VOC, we require some pre-processing to ensure input statistics similar to the rendered training set. We therefore re-scale the input image to have similar number of foreground pixels as objects in the training set with the same aspect ratio. We visualize and compare a few example synthesis results on segmented PASCAL VOC images in Figure 8.

### 4.2 Novel view synthesis for scenes

**Data setup** We evaluate our view synthesis CNN for scenes using the KITTI dataset [27], which provides odometry and image sequences taken during 11 short
trips of a car travelling through urban city scenes. We split the 11 sequences into 9 for training and 2 for testing. The viewpoint transformation is computed using the odometry data by taking the difference between the $3 \times 4$ transformation matrices (Z-axis pointing forward) of the input and target frames, resulting in a 12-D vector of continuous values.

To sample a tuple for the single-view setting, we first randomly sample a sequence ID and then a input frame and a target frame within the sequence that are separated by at most $\pm 10$ frames. For the multi-view setting, we sample an additional input view that is also at most $\pm 10$ frames away from the target view. We sample 10 tuples for training at each iteration and 20,000 tuples for testing following the above procedure.

**Comparison with direct pixel generation** Similar to the evaluation on objects, we measure the mean pixel $L_1$ error between the predicted views and the ground-truth. As shown in Table 1, our method significantly outperforms the baseline [1] on both single-view and multi-view settings. The advantage is also visualized in Figure 9, where we compare the predictions made by both methods on the single-view setting. Overall, our prediction tends to preserve the texture details and edge boundaries of objects depicted in the scene (Row 1–3), but sometimes might lead to severe distortions on failure cases (e.g. the last row).

## 5 Discussion

We have presented a new framework for learning to synthesize novel views of an object (or a scene) by predicting the appearance flow field between the input view and the target view. Despite good performance on various benchmark evaluations, our method is by no means close to solving the problem of view synthesis in the general case. A number of major challenges are yet to be addressed:

**Fig. 8.** View synthesis results for segmented objects in the PASCAL VOC dataset. Our method generalizes better and yields more realistic results than the baseline [1].
Our current method is incapable of hallucinating pixel values not present in the input view. While this is not as bad as it sounds (since the color palette of a typical image is quite rich), it would be beneficial to develop a mechanism that combines the hallucination capability of pixel generation CNN and the detail-preserving property of our flow-based synthesis.

Our object view synthesis network relies on rendered views of synthetic shapes for training. But simulating complex real-world environments (including illumination, background, occlusion, etc.) is still an open research problem. One way to address this would be via explicit modeling of the domain shift in order to fully generalize to real images.

While the academic community around view synthesis is growing quickly, we are still missing large-scale benchmark datasets (especially for real-world objects/scenes) for measuring research progress properly.

All the existing learning-based view synthesis approaches assume the category of the query instance is known. An interesting direction is to develop a method that is category-agnostic, and once learned, can be applied to any real-world image.
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