Global constraint on the jet transport coefficient from single hadron, dihadron and γ-hadron spectra in high-energy heavy-ion collisions
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Modifications of large transverse momentum single hadron, dihadron, and γ-hadron spectra in relativistic heavy-ion collisions are direct consequences of parton-medium interactions in the quark-gluon plasma (QGP). The interaction strength and underlying dynamics can be quantified by the jet transport coefficient $\hat{q}$. We carry out the first global constraint on $\hat{q}$ using a next-to-leading order pQCD parton model with higher-twist parton energy loss and combining world experimental data on single hadron, dihadron, and γ-hadron suppression at both RHIC and LHC with a wide range of centralities. The global Bayesian analysis using the information field (IF) priors provides the most stringent constraint on $\hat{q}(T)$. We demonstrate in particular the progressive constraining power of the IF Bayesian analysis on the strong temperature dependence of $\hat{q}$ using data from different centralities and colliding energies. We also discuss the advantage of using both inclusive and correlation observables with different geometric biases. As a verification, the obtained $\hat{q}(T)$ is shown to describe data on single hadron anisotropy at high transverse momentum well. Predictions for future jet quenching measurements in oxygen-oxygen collisions are also provided.

I. INTRODUCTION

Relativistic heavy-ion collisions produce a high density of partons with strong final-state interactions and lead to the formation of the quark-gluon plasma (QGP) [1, 2]. Experimental evidence at the Relativistic Heavy-Ion Collider (RHIC) and the Large Hadron Collider (LHC) indicates that QGP is a strongly-coupled system and can be described well by the relativistic hydrodynamics with a surprisingly small specific shear viscosity [3–6]. In the early stage of these collisions, rare high transverse momentum ($p_T$) partons are produced through hard scatterings of beam partons. These high-$p_T$ (hard) partons will traverse the QGP and interact with the hot and dense medium along their propagation paths. Multiple scatterings between hard partons and the medium then lead to parton energy loss and the suppression of high-$p_T$ jet and hadron spectra [7–9]. Apart from the strong suppression of single inclusive hadrons [10–17], medium modifications of dihadron and γ/Z-hadron spectra have also been observed in experiments at both RHIC and LHC[18–23]. These experimental data will provide important information on the properties of QGP.

Phenomenological models that have successfully explained the observed jet quenching phenomena are usually based on a modified factorized parton model. In these models, the production of initial hard jets is described using the perturbative QCD parton model with nuclear-modified parton distributions (nPDF), while the final-state interactions are treated either in the energy loss or quenching weight approach [24–27], transport models [28–33], and the modified fragmentation approach [34–39]. In recent years, a multi-stage approach that combines jet transport and modified DGLAP evolution equations has also been developed within the JETSCAPE Collaboration[40–42].

In all of these models, the jet transport coefficient $\hat{q}$ can be used to quantify the interaction strength between jet partons and the medium [43–48]. Microscopically, $\hat{q}$ can be related to the gluon field strength correlation or the local gluon number density of the QCD medium along the light-like trajectory of the hard parton [49, 50] in the QGP medium. Phenomenological values of $\hat{q}$ have been extracted through model-to-data comparisons using hadron suppression data [26, 36, 37, 51–59]. See Ref. [60] for a compilation of the extracted values of $\hat{q}$ from different phenomenological studies. Among these studies, the JET Collaboration [53] surveyed five different parton energy loss approaches with a realistic hydrodynamic description of the bulk evolution to determine $\hat{q}$ from single inclusive hadron suppression in the most central nuclear collisions.
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collisions at both RHIC and LHC. In the more advanced analysis recently performed by the JETSCAPE Collaboration [42], not only the newly-developed multi-stage approach of in-medium parton shower evolution was applied but the Bayesian inference technique was also employed for uncertainty quantification. Meanwhile, analyses that combine more than one type of observables have become available, for example within a modified partonic transport model, Ref. [33] used both inclusive hadron and jet suppression to calibrate $\hat{q}$ in central nuclear collisions at RHIC and LHC.

In this study, we use the next-to-leading order (NLO) pQCD parton model with medium-modified fragmentation functions obtained from the high-twist calculation to study the quenching of inclusive hadron, dihadron, and $\gamma$-hadron production. We will carry out the first combined global analysis using existing world experimental data on all three channels of nuclear modifications: single inclusive hadron spectra, back-to-back dihadron yield, and $\gamma$-hadron yield in heavy-ion collisions at both RHIC and LHC energies with a wide range of centralities. We will focus in particular on constraining the temperature dependence of $q(T)$. Since the QGP fireballs reach different initial temperatures in central and non-central collisions and in collisions at different beam energies, it is, therefore, important to include datasets from both RHIC and LHC with a wide coverage of centrality classes in order to maximize the sensitivity to the temperature dependence of $q$.

Simultaneous use of the modifications of inclusive hadron, dihadron, and $\gamma$-hadron also utilizes the different geometric biases to probe the temperature dependence of $q$. Inclusive hadron spectra has a steep power-law shape in $p_T$, $dN^{h}/dp_T^N \sim 1/p_T^N$ with $N \gg 1$, leading to an $R_{AA} \approx \int f(\Delta E)e^{-\Delta E/p_T}d\Delta E$ with $f(\Delta E)$ being the energy loss distribution. This makes inclusive hadron $R_{AA}$ mostly sensitive to the behavior of $f(\Delta E)$ at small energy loss. Because $\Delta E$ strongly correlates with the path length of the hard parton traveling inside the QGP, this leads to the so-called surface bias that hadron yields at fixed $p_T$ are dominated by the fragmentation of partons produced near the surface of the QGP with a smaller path length and smaller energy loss, limiting the sensitivity of the single inclusive hadron $R_{AA}$ (especially at intermediate $p_T$) to the jet transport coefficient in the high-temperature region at the center of the fireball. In the case of dihadron spectra, trigger bias is different from inclusive hadron. The initial parton production locations of the high-$p_T$ trigger hadron are biased to the surface, while the lower $p_T$ associated hadron on the away side will have to come from partons that traverse the whole length of the QGP and probe the hotter core of the QGP. Nevertheless, if both the trigger and associate hadrons have large $p_T$, the events are biased to the “tangential” geometry where both partons are produced at the surface and moves back-to-back parallel to the QGP surface. Finally, in the $\gamma$-hadron process, since the trigger photon does not interact strongly with the medium, the photon $p_T$ selection is free from any geometric bias and the modifications of the associated hadron distribution carry more information of the high-temperature inner region of the QGP fireball. A quantitative study of the geometric bias in different observables is discussed in Refs. [61, 62]. In this work, we will take advantage of these different biases to probe different regions of the QGP to extract the temperature-dependent jet transport coefficient.

We will not include data on full-jet suppression in this work, since the mechanism of full-jet suppression is more complicated and depends more directly on collective dynamics of QGP. Single-hadron suppression is only controlled by energy loss of hard-partons or their modified fragmentation functions, while jet modifications depend not only on the in-medium dynamics of hard shower partons but also jet-induced medium response, which transport the energy-momentum lost by jet shower partons to very large angles $O(1)$. Both contributions are needed to compute the full-jet energy loss, and parton transport model that couples $3+1$D hydrodynamic evolution [63–66] has been developed. These simulations are computationally intense and may cause additional model-dependent uncertainty in modeling the jet-induced medium response.

To propagate experimental constraints and uncertainties to a functional object—the temperature-dependent jet transport parameter $\hat{q}(T)$, we employ the newly developed information field Bayesian inference method that does not require an explicit parametrization of the functional form of $\hat{q}(T)$. We have discussed its advantage in a companion short paper [67]. The information field approach has been proposed to infer probability distribution functions (e.g. the parton distribution function) decades ago [68–70] and is actively applied in astrophysics [71, 72]. The information field approach treats the prior distribution of the unknown function $(\hat{q}(T))$ as a random field over the input variable (temperature $T$), which greatly generalizes the prior functional distribution to reduce unnecessary bias when choosing an explicit functional parametrization. Specifically to our application to extract $\hat{q}(T)$, the random field prior strongly suppresses long-range correlations between prior values of $\hat{q}(T)$ in different temperature regions; therefore, the experimental data for collisions with different centralities and at different colliding energies can provide robust, independent, and progressive constraints on the temperature dependence of $\hat{q}(T)$. In principle, with the inclusion of dihadron and $\gamma$-hadron data, one would expect improved constraining power on the jet transport coefficient than past efforts with only single inclusive hadron spectra, if the large experimental uncertainties in the correlation measurements were under control.

The remainder of the paper is organized as follows. In Sec. II, we will give a brief introduction to the NLO pQCD parton model for single inclusive hadron, dihadron, and $\gamma$-hadron spectra in both high-energy proton-proton ($p+p$) and nucleus-nucleus ($A+A$) collisions with medium modified fragmentation functions. In
of we take the CT14 parameterization \cite{76} of the parton sections where the tree-level 2

dependence of \( \hat{q}(T) \) (Sec. III D). Main results are presented in Sec. IV, where we will discuss how \( \hat{q}(T) \) are progressively constrained in different regions of temperature by combining datasets from different beam energies and centralities (Sec. IV B), the momentum dependence of \( \hat{q} \) (Sec. IV C), and the impact of dihadron and \( \gamma \)-hadron measurements (Sec. IV D). In Sec. V, we will validate the constrained \( \hat{q}(T) \) by computing azimuthal anisotropy of high-\( p_T \) hadrons and also make predictions to jet quenching observables for future measurements in oxygen-oxygen collisions. Before summarizing in Sec. VII, we also consider in Sec. VI the possibility of adding two more data sets, including the modified fragmentation function of \( \gamma \)-jet events, into the main analysis.

II. NLO pQCD PARTON MODEL

In this section, we will briefly review the next-to-leading-order (NLO) perturbative QCD (pQCD) calculations in the collinear factorized parton model for single inclusive hadron, \( \gamma \)-hadron and dihadron production cross sections at large \( p_T \) in proton-proton (\( p+p \)) and nucleus-nucleus (\( A+A \)) collisions.

A. pQCD parton model for \( p+p \) collisions

In high-energy \( p+p \) collisions, the invariant cross section for single inclusive hadron production at large transverse momentum \( p_T \) within the parton model can be factorized into the convolution of collinear parton distribution functions (PDFs), short-distance partonic cross-sections and the collinear fragmentation functions (FFs) \cite{74,75}. The hadron transverse-momentum \( p_T^h \) and rapidity \( y_h \) differential cross-section is

\[
\frac{d\sigma_{pp}^{hh}}{dy_h dz_h dp_T^h} = \sum_{abcd} \int dx_a dx_b f_{a/p}(x_a, \mu^2) f_{b/p}(x_b, \mu^2) \times \frac{1}{\pi z_c} \frac{d\sigma_{ab\to cd}}{dt} D_{h/c}(z_c, \mu^2) + \Delta\sigma_{pp}^{h}(\alpha_s^3), (1)
\]

where the tree-level 2 \( \to \) 2 partonic scattering cross-sections \( d\sigma_{ab\to cd}/dt \) depend on the partonic Mandelstam variables \( s = x_a x_b s, t = -p_T^a x_a \sqrt{s} e^{-y_h}/z_c, u = -p_T^b x_b \sqrt{s} e^{y_h}/z_c \). The final hadron momentum fraction \( z_c \) is given by the identity for massless two-body scattering, \( s + t + u = 0 \). The NLO correction \( \Delta\sigma_{pp}^{h} \) at order \( \mathcal{O}(\alpha_s^3) \) contains 2 \( \to \) 3 processes at the tree level and virtual corrections to the 2 \( \to \) 2 processes. Finally, we take the CT14 parameterization \cite{76} of the parton distribution functions of a free nucleon \( f_{a/p}(x_a, \mu^2) \) and the Kniehl-Kramer-Potter parametrization \cite{77} of parton fragmentation functions \( D_{h/c}(z_c, \mu^2) \) in the vacuum. The renormalization scales are given by \( \mu = 1.2 p_T^h \) at the RHIC energy and \( \mu = 2.0 p_T^h \) at the LHC energies to describe large \( p_T \) hadron production in \( p+p \) collisions.

The dihadron cross-section in pQCD collinear factorized parton model can be expressed as \cite{74},

\[
\frac{d\sigma_{pp}^{hh}}{dy_h dz_h dp_T^h} = \sum_{abcd} \int dz_a dz_b f_{a/p}(x_a, \mu^2) f_{b/p}(x_b, \mu^2) \times \frac{x_a x_b}{\pi z_c^2 z_d^2} \frac{d\sigma_{ab\to cd}}{dt} D_{h/c}(z_c, \mu^2) D_{h/d}(z_d, \mu^2) \times \delta^2(p_T^a + p_T^b) + \Delta\sigma_{pp}^{hh}(\alpha_s^3) ,
\]

(2)

where \( p_T^a = p_T^{hc}/z_c \) and \( p_T^b = p_T^{hd}/z_d \) are the transverse momenta of parton \( c \) and \( d \) from the hard processes that fragment into hadron \( h_c \) with transverse momentum \( p_T^{hc} \) and hadron \( h_d \) with transverse momentum \( p_T^{hd} \), respectively. The renormalization scales are given by \( \mu = 1.2M \) at the RHIC energy and \( \mu = 2.0M \) at the LHC energies, where \( M \) is the invariant mass of parton \( c \) and \( d \), \( M = \sqrt{(p_c + p_d)^2} \) \cite{61}. The NLO correction \( \Delta\sigma_{pp}^{hh}(\alpha_s^3) \) also contains 2 \( \to \) 3 real corrections and virtual corrections to 2 \( \to \) 2 processes.

To compute the per-trigger \( \gamma \)-hadron yield, we will need the cross-section for direct photon production in \( p+p \) collisions \cite{74,78},

\[
\frac{d\sigma_{pp}^{\gamma p}}{dy_T d^2p_T^h} = \sum_{abcd} \int^1_{x_{amin}} dx_a f_{a/p}(x_a, \mu^2) f_{b/p}(x_b, \mu^2) \frac{x_a x_b}{2x_a - x_T e^{y_T}} \frac{d\sigma_{ab\to cd}}{dt} + \Delta\sigma_{pp}^{\gamma}(\alpha_s^3), (3)
\]

where \( x_T = 2p_T^\gamma/\sqrt{s}, x_b = x_a x_T e^{-y_T}/(2x_a - x_T e^{y_T}), x_{amin} = x_T e^{y_T}/(2 - x_T e^{-y_T}) \). The partonic cross sections \( d\sigma_{ab\to cd}/dt \) in the LO 2 \( \to \) 2 processes only include Compton scattering \( gg \to q\gamma \) and annihilation \( gg \to g\gamma \) subprocesses. Fragmentation photons are ignored here due to their small contribution to cross sections with isolation cuts \cite{59,62}. Similarly, the cross-section for \( \gamma \)-hadron production is \cite{74},

\[
\frac{d\sigma_{pp}^{\gamma h}}{dy_T d^2p_T^h} = \sum_{abcd} \int dz_a f_{a/p}(x_a, \mu^2) f_{b/p}(x_b, \mu^2) \frac{x_a x_b}{\pi z_c^2} \frac{d\sigma_{ab\to cd}}{dt} D_{h/c}(z_c, \mu^2) \times \delta^2(p_T^a + p_T^b) + \Delta\sigma_{pp}^{\gamma h}(\alpha_s^3), (4)
\]

where \( z_d = p_T^{hc}/z_c \) and \( z_d = p_T^{hd}/z_d \), and \( \mu = 1.2M \) at the RHIC energy.

In both dihadron and \( \gamma \)-hadron production, the associated hadron spectra per trigger are often called triggered fragmentation functions \( D_{pp}^{\gamma h}(2\gamma) \) with \( \gamma_T = p_T^{\gamma \gamma}/p_T^{\gamma \gamma} \) and the trigger being either a high-\( p_T \) hadron or a direct
It is defined in $p + p$ collisions as \[ D_{pp}^{\text{trig}}(z_T) = \frac{d^2\sigma_{pp}^{\text{trig}}}{dy^{\text{trig}}dp_T^{\text{trig}}dp_T^{\text{assoc}}}, \] where the numerator is the cross section of triggered-hadron production, the denominator is the cross section of single inclusive trigger particle cross section. The triggered fragmentation functions are sometimes also expressed as a function of the associated hadron momentum $D_{pp}^{\text{trig}}(p_T^{\text{assoc}}) = D_{pp}^{\text{trig}}(z_T)/p_T^{\text{assoc}}$.

We have verified that the NLO pQCD parton model provides a good description of the baseline cross-section measured in $p + p$ collisions. Shown in Fig. 1 are the numerical results for the single inclusive hadron cross-sections in $p + p$ collisions as compared to the experimental data at both RHIC and LHC with good agreement. From left to right, each plot corresponds to the cross-section at colliding energies $\sqrt{s_{NN}} = 0.2$, 2.76 and 5.02 TeV.

FIG. 1. Cross sections of single hadron production in $p + p$ collisions compared with experimental data [10, 13, 16, 17, 73]. From left to right corresponds to colliding energies $\sqrt{s_{NN}} = 0.2$, 2.76 and 5.02 TeV.

FIG. 2. $\gamma$-triggered fragmentation functions in $p + p$ collisions at $\sqrt{s_{NN}} = 0.2$ TeV with $(8 < p_T^{\text{trig}} < 16$ GeV/$c$, $3 < p_T^{\text{assoc}} < 16$ GeV/$c$) (left plot) and $(12 < p_T^{\text{trig}} < 20$ GeV/$c$, $1.2 < p_T^{\text{assoc}} < p_T^{\text{trig}}$) (right plot) and compared with STAR data [19, 22].

FIG. 3. $\pi^0$-triggered fragmentation functions in $p + p$ collisions at $\sqrt{s_{NN}} = 0.2$ TeV $\sqrt{s_{NN}} = 0.2$ TeV $\sqrt{s_{NN}} = 0.2$ TeV $\sqrt{s_{NN}} = 0.2$ TeV $\sqrt{s_{NN}} = 2.76$ TeV with $(8 < p_T^{\text{trig}} < 16$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$) (left plot) and at $\sqrt{s_{NN}} = 2.76$ TeV with $(8 < p_T^{\text{trig}} < 16$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$) with (8 $< p_T^{\text{trig}} < 16$ GeV/$c$, $3 < p_T^{\text{assoc}} < 16$ GeV/$c$, $3 < p_T^{\text{assoc}} < 16$ GeV/$c$, $3 < p_T^{\text{assoc}} < 16$ GeV/$c$, $3 < p_T^{\text{assoc}} < 16$ GeV/$c$) (left plot) and (12 $< p_T^{\text{trig}} < 20$ GeV/$c$, $1.2 < p_T^{\text{assoc}} < p_T^{\text{trig}}$) (middle plot) and at $\sqrt{s_{NN}} = 2.76$ TeV with (8 $< p_T^{\text{trig}} < 16$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$, $2 < p_T^{\text{assoc}} < 10$ GeV/$c$) (right plot), as compared with STAR data [19, 22] and ALICE preliminary data.
data systematically in Ref. [59] at different colliding energies. Contributions from the fragmentation photons were also found to be less than 10% [62]. Therefore, direct photon-triggered fragmentation functions are sufficient to describe the experimental data with the isolation cut [59]. The direct photon-triggered fragmentation functions from the NLO pQCD parton model are shown in Fig. 3 with the experimental data for two different $p_T^{\text{trig}}$ ranges in $p + p$ collisions at $\sqrt{s_{NN}} = 0.2$ TeV.

Finally, the hadron-triggered fragmentation functions from the NLO pQCD parton model are shown in Fig. 3 as compared to the experimental data [19, 22]. The left and middle plots are for colliding energy $\sqrt{s_{NN}} = 2$ TeV with two different $p_T^{\text{trig}}$ ranges, and the right plot is for $\sqrt{s_{NN}} = 2.76$ TeV.

These comparisons between numerical results and experimental data give us confidence that the NLO pQCD parton model can give a good description of all the experimental data of single hadron, $\gamma$-hadron, and dihadron production at large $p_T$ in baseline $p + p$ collisions.

B. pQCD parton model for $A + A$ collisions

The pQCD parton model for particle production can be extended to nucleus-nucleus collisions with the vacuum fragmentation functions replaced by medium-modified ones and the proton’s PDF’s by the nuclear PDF’s. At a fixed impact parameter $\vec{b}$ for $A + B$ collisions, the single inclusive hadron spectra at large $p_T$, similar to Eq. (1), can be expressed as [36, 54],

$$\frac{dN_{AB}^{h}}{dy_{h}d^{2}p_{T}^{h}} = \sum_{abcd} \int d^{2}r d\chi_{A}(\vec{r}) t_{B}(\vec{r} + \vec{b}) \times f_{a/A}(x_{a}, \mu^{2}, \vec{r}) f_{b/B}(x_{b}, \mu^{2}, \vec{r} + \vec{b}) \times \frac{1}{\pi z_{c}} \frac{d\sigma_{ab\rightarrow cd}}{dt} \tilde{D}_{h/c}(z_{c}, \mu^{2}, \Delta E_{c}) + \Delta N_{AB}^{h}(\alpha_{s}^{3}). \quad (6)$$

Similarly, the diharon spectra in $A + B$ collisions, according to Eq. (2), can be written as [61],

$$\frac{dN_{AB}^{hh}}{dy_{h}d^{4}p_{T}^{h}} = \sum_{abcd} \int d^{2}r dz_{d} d\chi_{A}(\vec{r}) t_{B}(\vec{r} + \vec{b}) \times f_{a/A}(x_{a}, \mu^{2}, \vec{r}) f_{b/B}(x_{b}, \mu^{2}, \vec{r} + \vec{b}) \frac{x_{a} x_{b}}{\pi z_{c} z_{d}} \frac{d\sigma_{ab\rightarrow cd}}{dt} \tilde{D}_{h/c}(z_{c}, \mu^{2}, \Delta E_{c}) \tilde{D}_{h/d}(z_{d}, \mu^{2}, \Delta E_{d}) \times \delta^{2}(\vec{p}_{T}^{h} + \vec{p}_{T}^{d}) + \Delta N_{AB}^{hh}(\alpha_{s}^{3}). \quad (7)$$

For direct $\gamma$ spectrum in $A + B$ collisions, one only needs to consider the cold nuclear matter effect in the nuclear PDF’s in the initial state [78],

$$\frac{dN_{AB}^{\gamma}}{dy_{\gamma}d^{2}p_{T}^{\gamma}} = \sum_{abcd} \int d^{2}r \int_{x_{\text{min}}}^{1} dx_{a} t_{A}(\vec{r}) t_{B}(\vec{r} + \vec{b}) \times f_{a/A}(x_{a}, \mu^{2}, \vec{r}) f_{b/B}(x_{b}, \mu^{2}, \vec{r} + \vec{b}) \times \frac{2}{\pi x_{a} x_{b}} \frac{d\sigma_{ab\rightarrow \gamma d}}{dt} + \Delta N_{AB}^{\gamma}(\alpha_{s}^{2}). \quad (8)$$

Similarly to Eq. (4), the spectrum for $\gamma$-hadron production in $A + B$ collisions can be given as [62],

$$\frac{dN_{AB}^{h}}{dy_{h}d^{2}p_{T}^{h}} = \sum_{abcd} \int d^{2}r dz_{d} t_{A}(\vec{r}) t_{B}(\vec{r} + \vec{b}) \times f_{a/A}(x_{a}, \mu^{2}, \vec{r}) f_{b/B}(x_{b}, \mu^{2}, \vec{r} + \vec{b}) \frac{x_{a} x_{b}}{\pi z_{c}^{2}} \frac{d\sigma_{ab\rightarrow \gamma d}}{dt} \times \tilde{D}_{h/c}(z_{c}, \mu^{2}, \Delta E_{c}) \tilde{D}_{h/d}(z_{d}, \mu^{2}, \Delta E_{d}) \times \delta^{2}(\vec{p}_{T}^{h} + \vec{p}_{T}^{d}) + \Delta N_{AB}^{h}(\alpha_{s}^{2}). \quad (9)$$

Correspondingly, the triggered fragmentation functions in $A + B$ collisions are defined as,

$$D_{AB}^{\text{trig}}(z_{T}) = \frac{d^{2}N_{AB}^{\text{trig}}}{dy_{h}d^{2}p_{T}^{h}} = \frac{d\sigma_{ab\rightarrow \gamma d}}{d\ln(\mu_{F}^{2})} \frac{d\sigma_{ab\rightarrow \gamma d}}{d\ln(\mu_{F}^{2})}. \quad (10)$$

In the above equations for single hadron, dihadirohron and dihadron spectra in $A + B$ collisions, $t_{A}$ and $t_{B}$ are the nuclear thickness functions of the projectile and target nucleus, shifted by the impact parameter $\vec{b}$. They are given by integrating the Woods-Saxon nuclear density distributions along the beam direction and are normalized to the mass number $A$ of each nucleus, e.g., $\int d^{2}r t_{A}(\vec{r}) = A$.

We take into account both the cold nuclear matter (CNM) effects through the nuclear modification of the PDF’s in the initial state and parton energy loss in hot QGP medium in the final state. We do not consider initial-state parton energy loss in the nucleus, which is shown to be a small effect for hadron production in the central rapidity region [80–82]. The nuclear parton distribution functions (nPDF’s) $f_{a/A}(x_{a}, \mu^{2}, \vec{r})$ are factorized into iso-spin dependent nucleon PDF’s and spatial-dependent nuclear modification factor $S_{a/A}(x_{a}, \mu^{2}, \vec{r})$ [83–86],

$$f_{a/A}(x_{a}, \mu^{2}, \vec{r}) = S_{a/A}(x_{a}, \mu^{2}, \vec{r}) \left[ \frac{Z}{A} f_{a/p}(x_{a}, \mu^{2}) \right] + \left( 1 - \frac{Z}{A} \right) f_{a/n}(x_{a}, \mu^{2}) \right) , \quad (11)$$

where $Z$ is the charge number of the nucleus. The spatial dependence of the nuclear modification factor $S_{a/A}(x_{a}, \mu^{2}, \vec{r})$ for nPDF’s is modeled as [78, 87, 88],

$$S_{a/A}(x_{a}, \mu^{2}, \vec{r}) = 1 + A \frac{t_{A}(\vec{r}) [S_{a/A}(x_{a}, \mu^{2}) - 1]}{\int d^{2}r |t_{A}(\vec{r})|^{2}}. \quad (12)$$
where the spatial-averaged nuclear modification factor \( S_{A/A}(x_d, \mu^2) \) is taken from the EPPS16 [89] parametrization.

The medium-modified fragmentation functions (mFFs) \( \hat{D}_{h/d}(z_d, \mu^2, \Delta E_d) \) as a result of medium-induced emissions and parton energy loss inside the hot QGP medium are given by [61, 62, 90],

\[
\hat{D}_{h/d}(z_d, \mu^2, \Delta E_d) = (1 - e^{-\langle N_g^d \rangle}) \left[ \frac{z_d^f}{z_d} \hat{D}_{h/d}(z_d^f, \mu^2) + \langle N_g^d \rangle \frac{z_d^f}{z_d} \hat{D}_{h/g}(z_d^f, \mu^2) \right] + e^{-\langle N_g^d \rangle} \hat{D}_{h/d}(z_d, \mu^2) \tag{13}
\]

where \( z_d^f = p_T^f/(p_T^d - \Delta E_d) \) is the momentum fraction of a hadron from the fragmentation of parton \( d \) with initial transverse momentum \( p_T^d \) after losing a total amount of energy \( \Delta E_d \) in the medium, \( z_d \) is the momentum fraction of a hadron from a parton fragmentation in vacuum, \( z_d^f = \langle N_g^d \rangle p_T^f/\Delta E_d \) is the momentum fraction of a hadron from the fragmentation of a radiated gluon that carries an average energy \( \Delta E_d/\langle N_g^d \rangle \). The number of radiated gluons is assumed to follow the Poisson distribution with the average number \( \langle N_g^d \rangle \). In the above equation, the first weighting factor \( 1 - e^{-\langle N_g^d \rangle} \) is the probability for a parton to radiate at least one gluon induced by multiple scattering. The second factor \( e^{-\langle N_g^d \rangle} \) is the probability of no induced gluon radiation. Considering that the elastic energy loss of the jet is much smaller than the inelastic energy loss [51, 91], we only take the radiative parton energy loss into account in this work. Nevertheless, we should keep in mind that collisional processes can be important at low and intermediate \( p_T \).

The radiative parton energy loss \( \Delta E_d \) for a light quark \( d \) with initial energy \( E \) can be calculated within the high-twist approach [61, 62, 90],

\[
\frac{\Delta E_d}{E} = \frac{2C_A\alpha_s}{\pi} \int_0^\infty d\tau \int_0^{E^2} \frac{d\tau^2}{l_T^2 (l_T^2 + \mu_D^2)} \times \int_1^{\epsilon} dz \left[ 1 + (1 - z)^2 \right] \times \hat{q}_d(\tau, r^0 + (\tau - \tau_0) n) \sin^2 \left[ \frac{l_T^2 (\tau - \tau_0)}{4z(1 - z)E} \right] \tag{14}
\]

which is integrated over the quark propagation path starting from the initial transverse position \( r^0 \) at an initial time \( \tau_0 = 0.6 \text{ fm/c} \) along the direction \( n \). Here \( C_A = 3 \), \( \alpha_s \) is the strong coupling constant, \( l_T \) is the transverse momentum of the radiated gluon, and \( z \) is its longitudinal (along the jet direction) momentum fraction. \( \mu_D = \sqrt{(1 + n_f/6)} q T \) is the plasma Debye screening mass with \( n_f = 3 \) the number of active flavors. \( \epsilon = \frac{1}{2} \left[ 1 - \sqrt{1 - (2E_\omega/E)^2} \right] \) and \( l_T^2 \lesssim 2E_\omega \) are the constraints imposed on the integral limit of \( z \) and \( l_T^2 \), where \( E \) is the energy of the hard parton and \( \omega \) is the average medium parton energy. Two kinematic constraints \( l_T^2/E^2 \lesssim z^2 \) and \( l_T^2/E^2 \lesssim (1 - z)^2 \) are also imposed in the calculations. The parton energy loss for a propagating gluon is assumed to be the same, except that the jet transport coefficient of a gluon \( \hat{q}_g \) differs from that of quark \( \hat{q}_d \) by a color factor \( C_A/C_F \). Therefore, the radiative energy loss of a gluon is 9/4 times that of a quark [35, 92]. The average number of radiated gluons \( \langle N_g^d \rangle \) from the propagating parton \( d \) is [93],

\[
\langle N_g^d \rangle = \frac{2C_A\alpha_s}{\pi} \int_0^\infty d\tau \int_0^{E^2} \frac{d\tau^2}{l_T^2 (l_T^2 + \mu_D^2)} \times \int_1^{\epsilon} dz \left[ 1 + (1 - z)^2 \right] \times \hat{q}_d(\tau, r^0 + (\tau - \tau_0) n) \sin^2 \left[ \frac{l_T^2 (\tau - \tau_0)}{4z(1 - z)E} \right] \tag{15}
\]

Note that the Debye screening mass is necessary to regulate the average number of gluon emissions \( \langle N_g^d \rangle \).

The jet transport coefficient in the hydrodynamic QGP fluid \( \hat{q} = \hat{q}(T) p^\mu u_\mu/p^\mu \) depends both on the fluid velocity \( u^\mu \) and the temperature \( T \) in the local co-moving frame, where \( p^\mu = (p_t, \vec{p}) \) is the four-momentum of the parton. In this work, we only consider parton energy loss in the QGP phase with a pseudocritical temperature \( T_c = 0.165 \text{ GeV} \). Effectively, we assume the jet transport coefficient \( \hat{q}(T) \) in the local co-moving frame vanishes below \( T < T_c \). The dynamical evolution of the QGP medium created in \( A + A \) collisions is provided by the CLVisc 3+1 D hydrodynamical model simulations [94–96]. The initial conditions for the hydrodynamic simulations are given by averaging over 200 events from the TRENTo initial-condition model [97] for each range of centrality of collisions. An overall envelop function in the spatial rapidity is used to generalize the 2D TRENTo initial condition at mid-rapidity to a 3D distribution. The parameters of the envelop function are fitted to the final charged hadron rapidity distribution [96]. The overall normalization factors in the TRENTo initial conditions are also adjusted to fit the final total charged hadron multiplicity at each colliding energy.

### C. Nuclear modification factors

With the calculations of hadron spectra in \( p + p \) and \( A + A \) collisions explained above, we compute the nuclear modification factors for the single inclusive hadron spectra in nuclear collisions,

\[
R_{AB} = \frac{\int_{b_{min}}^{b_{max}} db \frac{dN_{A/B}}{db} \frac{d\sigma_{AB}}{d\phi_{AB} db}}{\int_{b_{min}}^{b_{max}} db \frac{d\sigma_{PP}}{d\phi_{PP} db}} \tag{16}
\]

where \( T_{AB}(\vec{b}) = \int d^2r A(\vec{r}) B(\vec{r} + \vec{b}) \) is the nuclear overlapping function of two colliding nuclei \( A \) and \( B \) at a given impact parameter \( \vec{b} \) and \([b_{min}, b_{max}]\) is the range of the impact-parameter corresponding to the given range of centrality selections in the experimental data.
For hadron-triggered and $\gamma$-triggered hadron spectra at large transverse momentum in $A + B$ collisions, nuclear modification factors are defined as the ratios of the hadron spectra per trigger or the triggered fragmentation functions in $A + B$ and $p + p$ collisions,

$$I_{AB}(z_T) = \frac{D_{AB}(z_T)}{D_{pp}(z_T)}.$$  \hspace{1cm} (17)

Note that in the calculations of the triggered fragmentation functions according to Eq. (10), both the cross sections of the trigger (denominator) and trigger-hadron (numerator) are integrated over the range of the impact-parameter $[b_{\text{min}}, b_{\text{max}}]$ for each given selection of centrality of $A + A$ collisions. The above nuclear modification factors are often also expressed as a function of the associated hadron momentum $I_{AB}(p_{\text{Tassoc}})$ with $D(q_{\text{assoc}}) = D(z_T)/p_{\text{trig}}$ for a given value of $p_{\text{trig}}$. These are the observables that we will rely on for the Bayesian inference of the temperature dependence of the jet transport coefficient $q(T)$ in this paper.

III. BAYESIAN INFERENCE OF $q(T)$ WITH INFORMATION FIELD METHOD

The NLO parton model with medium-induced parton energy loss, as outlined in the last section, has been successfully used to describe the experimental data on suppression of high-$p_T$ single inclusive and triggered hadron spectra in high-energy heavy-ion collisions [37, 61, 62]. Using this method, the extracted effective jet transport coefficient (averaged over the range of initial temperatures in the corresponding collision systems), the only input of the model, is consistent with the values extracted by the JET collaboration [53]. In this work, we will generalize the previous studies and perform a global Bayesian inference of the temperature dependence of $q(T)$ using single hadron, dihadron and $\gamma$-hadron correlations. Since dihadron and $\gamma$-hadron correlations are known to be more sensitive to the parton energy loss, such a global analysis should produce a much more stringent constraint on the temperature dependence of the jet transport coefficient.

Furthermore, unlike earlier Bayesian analyses [33, 42] where $q(T)$ is parametrized explicitly, we will introduce the method of inferring unknown functions ($q(T)$ in this case) from a non-parametric approach using the information field method. This method is extremely flexible and avoids some unnecessary complications of using an explicit parametrization as explained below. It also greatly simplifies the analysis of temperature-dependence sensitivity of $q(T)$ on different observables.

A. The prior distribution of an unknown function as a random field

Bayesian inference of the jet transport coefficient has been performed in the past for heavy quarks [98–100], for inclusive hadron and jet spectra [33], and recently within the JETSCAPE Collaboration [42]. However, in all existing statistical inferences in the literature of both the jet transport coefficient and the bulk transport coefficients [101–103], one normally first parametrizes the temperature dependence of these transport coefficients as unknown functions with several parameters and then applies the Bayesian statistical method to infer these parameters. One then marginalizes over the posterior of these parameters to define the posterior distribution of the temperature-dependent $q(T)$ and the bulk transport coefficients. Such an approach to extracting unknown functions is intuitive, and yet brings several problems to the statistical inference:

1. First, a parametrization of $q(T)$ is a strong (and often biased) form of prior assumption. Often, an explicit parametrization introduces long-range correlations among values of $q(T)$ at different temperatures. The consequence is that data that should only probe the low-temperature region (for example, measurements in peripheral collisions or at lower beam energy) will also constrain $q$ in the high-temperature region through correlations in the prior distributions. Such a parametrization method not only restricts the generality of the final results but also brings the risk of introducing tension when fitting to low-temperature-sensitive and high-temperature-sensitive data sets simultaneously.

2. Second, modern Bayesian inference of the parameters of computationally intensive models heavily relies on machine learning acceleration, where “model emulators” are trained on a finite set of training data to fast infer the full-model predictions. Although an explicit parametric form is intuitive and meaningful to humans, it is unnecessarily complicated for machine learning as it often contains strong non-linear correlations. For example, in the parametrization of a previous study [104] $q/T^3 = (1 + (aT/T_0)p)^{-1}$, a linear variation in $a$ or $p$ causes a strong non-linear change in the effective value of $q$. Even though the physical model maps values of $q$ to observables in a rather well-behaved fashion, the performance of the emulator can still be impaired by the non-linear response to those individual input parameters.

3. Third, generalization to higher-dimensional functions becomes increasingly complicated with explicit parametrization. For example, in Ref. [42], the energy, temperature and virtuality ($Q$) dependence of $q$ are considered. Unless one has a very
clear physical guidance, the number of parameters and complexity increases exponentially with the number of control variables (e.g. $T$, $E$, and $Q$).

In an attempt to overcome these issues, we switch to describe the prior of an unknown function using methods from the information field theory (IFT) [68, 70, 71], which provides a non-parametric way of representing an unknown function and propagates constraints and uncertainties from model-to-data comparison. We will first show the construction of the functional prior $\hat{q}(T)$ and then discuss how it avoids the above-mentioned problems.

We describe the unconstrained functional $F(x)$ by an unconditioned Gaussian random field that is specified by the one-point (mean) and two-point (correlation) functions,

$$
(F(x)) = \mu(x),
$$

$$
\langle (F(x) - \mu(x))(F(x') - \mu(x')) \rangle = C(x, x').
$$

To relate $\hat{q}(T)$ to $F(x)$, we make the following transformation,

$$
F = \ln(\hat{q}/T^3),
$$

$$
x = \ln(T/\text{GeV}).
$$

The first logarithmic transformation is used to guarantee $\hat{q} > 0$. The second transform comes from a physical consideration that there are no other relevant scales above the transition temperature. So it is reasonable to assume $\ln T$ is the natural measure of the variation of $\hat{q}(T)$.

We take the mean of the function to be a constant $\mu(x) \equiv \mu$ since we do not expect the dimensionless quantity $\hat{q}/T^3$ to change by orders of magnitude in the QGP phase within $T_c < T < 4T_c$. The correlation function $C(x, x')$ is assumed to be Gaussian with variance $\sigma^2$ and correlation length $L$,

$$
C(x, x') = \sigma^2 e^{-\frac{(x-x')^2}{2L^2}}.
$$

With the above assumptions, $\mu, \sigma$ and $L$ control what type of functions are favored in the prior distribution, and in principle, they should have a certain degree of arbitrariness. However, as a first application of this approach to a problem in heavy-ion collisions, we fix the prior values $\mu = \langle \ln \hat{q}/T^3 \rangle = 1.36$, $\sigma = 0.7$, and $L = \ln(2)$ with the following considerations,

- With $\mu = 1.36$ and $\sigma = 0.7$, the resulting range of high-probability variation already covers most of the past analysis ranges $0.8 < \hat{q}/T^3 < 15$ as seen in left panel [105] of Fig. 4.

- The choice of $L$ is much more subtle. From the discussion in Ref. [68], we argue that an optimal length scale should match the “temperature resolution” of the observables. Because the model always involves a temperature integration of $\hat{q}(T)$, we choose $L$ to be the smallest $\ln(T_{\text{max}}/T_{\text{min}})$ in the hydrodynamic simulations of all colliding systems and centralities. In our analysis, this is the 40-50% centrality class of Au+Au collisions at $\sqrt{s} = 200$ GeV with $T_{\text{min}} = 165$ MeV and $T_{\text{max}} \approx 2T_{\text{min}}$, i.e., $L = \ln 2$.

Despite these considerations, we acknowledge that fixing the values of $\mu$, $\sigma$, and especially $L$ can be subjective. In the future, one may consider relaxing this assumption and treat $\mu$, $\sigma$, and $L$ as hyper-parameters that can also vary in the statistical inference. In appendix B, we have studied the impact of using different correlation lengths in a toy jet quenching model.

With this Gaussian random field approach, the prior distribution of $F = \ln \hat{q}$ can be expressed as

$$
P_0[F(x)] = \frac{N}{\sqrt{\det(C)}} e^{-\frac{1}{2} \int dx dx' \delta F(x) C^{-1}(x, x') \delta F(x')},
$$

with $\delta F(x) = F(x) - \mu(x)$ and $N$ a normalization factor independent of $C(x, x')$. In principle, it does not exclude any possible $F(x)$, but the prior probability of a particular realization will be suppressed if its typical variation length scale is very different from $L$.

Using the transformations as mentioned above between $F(x)$ and $\hat{q}(T)$, we have plotted $N = 100$ realizations of the $\hat{q}(T)$ from the information field prior in the left panel of Fig. 4 (thin red lines). The horizontal blue line is the mean median of $\hat{q}$ at each temperature, and the blue bands are the 60% and 95% prior credible intervals. One may notice that some realizations are moderately non-monotonic above $T_c$, this is unavoidable due to the probabilistic nature of the random field prior. In the right panel of Fig. 4, we illustrate why the information field

FIG. 4. Left panel: the horizontal blue line indicates the median value of the prior distribution of $\hat{q}/T^3$. The darker and lighter bands show the 60% and 95% percentile region of the prior distribution. Red lines are the 100 random realizations of $\hat{q}/T^3$ pulled from the information field to train, which will be used to train the model emulator. Right panel: a conditional information field with $8 < \hat{q}/T^3 < 10$ at $T = 0.176$ GeV. The lines and bands show the median and percentile region of the conditional distribution.
prior can resolve the first problem of explicit parametrizations mentioned above. Here, we condition the random functions to satisfy the constraint $s < \hat{q}/T^3 < 10$ at $T = 0.176$ GeV and plot the 60% and 95% credible intervals of the conditioned prior. Note that the prior conditioned tightly at low temperatures recovers the unconditioned prior in the high-temperature region because values of the random field with input separation greater than the correlation length effectively decorrelates. Therefore, even if data from peripheral or low-beam-energy collisions already constrained $\hat{q}$ near $T_c$, it would not impair the flexibility of an extended analysis that also incorporate data from central or high-energy collisions to probe $\hat{q}$ at high temperatures.

### B. Training model emulators with random function realizations

An emulator is often used to speed up the model simulations of the experimental observables. The emulator-assisted Bayesian analyses have already been applied to the extraction of jet transport coefficient [42, 98]. We will modify such a workflow to adapt to the use of the information field prior.

For a practical application, we only take values of each random realization at 20 equally spaced temperatures between $T = 0.15$ GeV and $T = 0.75$ GeV and construct $\hat{q}$ from a piece-wise linear interpolation,

$$
\left[ \frac{\hat{q}(T)}{T^3} \right]_i = \sum_{j=1}^{20} \theta(T - T_j)\theta(T_{j+1} - T) \times \left( \left[ \frac{\hat{q}}{T^3} \right]_{i,j+1} \Delta_j + \left[ \frac{\hat{q}}{T^3} \right]_{i,j} (1 - \Delta_j) \right),
$$

$$
\Delta_j = \frac{T - T_j}{T_{j+1} - T_j}.
$$

The index $i$ labels the 100 realizations that will be fed into the medium-modified NLO calculations. These 100 by 20 grid of values $[\hat{q}/T^3]_{i,j}$ will become the input parameter matrix.

With these inputs, we compute the training observables, including the suppression of single inclusive hadron spectra $R_{AA}(p_T)$, di-hadron $I_{AA}^{hh}$ and di-hadron correlation $I_{AA}^{ph}$ in Au+Au collisions at $\sqrt{s_{NN}} = 0.2$ TeV and Pb+Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV and 5.02 TeV with different centralities:

- $R_{AA}^{\gamma}$ in 0-10%, 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50% Au+Au collisions at $\sqrt{s} = 0.2$ TeV [10, 12];
- $R_{AA}^{\gamma}$ in 0-10%, 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50% Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV [13–15];
- $R_{AA}^h$ in 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50% Pb+Pb collisions at $\sqrt{s} = 5.02$ TeV [16, 17];
- $I_{AA}^{h\gamma}$ in 0-10% Au+Au collisions at $\sqrt{s} = 0.2$ TeV [19, 22];
- $I_{AA}^{\gamma h}$ in 0-10% Au+Au collisions at $\sqrt{s} = 0.2$ TeV [19, 22];
- $I_{AA}^{h\gamma}$ in 0-5%, 0-10% Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV [20, 21, 23].

The detailed NLO pQCD parton model calculations of these observables with the 100 training realizations of $\hat{q}/T^3$ are shown in Appendix D together with the above experimental data.

The procedures of training a model emulator are:

- Obtain the observable matrix $y_{ik}$ with index $i = 1 \cdots 100$ labeling the set of observables that are computed using the $i$th realization $\left[ \frac{\hat{q}}{T^3} \right]_i$. The $k$ index represents each observable point including $R_{AA}$ and $I_{AA}$ in each system, centrality and at each $p_T$ ($\Delta_T$) point. The pair $\left( [\hat{q}/T^3]_i, y_{ik} \right)$ forms the training data.

- Transform the high-dimensional observables into the “feature” space using the Principal Component Analysis (PCA). The idea is that in the PCA basis, one can reconstruct the full observable vector with sufficient accuracy using only a few features ($N_{\text{feature}} \ll N_{\text{obs}}$).

- Training the mapping from $\hat{q}$ to each one of the $N_{\text{feature}}$ principal components with Gaussian emulators [106].

- To predict observables at new input $\hat{q}$, one transforms the corresponding principal components predicted by the Gaussian emulators, and then performs the inverse PCA transformation back to the observables space.

The posterior distribution:

According to the Bayes theorem, the posterior distribution is the product of the prior distribution and the likelihood function. In the information field formulation, the posterior is also a functional distribution. If we denote the NLO pQCD parton model calculation as $y = M[\hat{q}(T)] = M'[F(x)]$, with $y$ being the collection of observables, and assume a multi-variate Gaussian form of the likelihood function, then, the posterior distribution of $F$ is,
where $y_{\text{exp}}$ is the collection of the experimental observables and $\Sigma_{\text{error}}$ is the uncertainty covariance matrix combining experimental, theoretical, and emulator uncertainties [33, 107]. To marginalize the values of $F^*$ at a fixed input $x^*$, one has to perform a path integral

$$p(F^*) = \int [DF] \delta(F(x^*) - F^*) P[F(x)].$$

But for our practical application, they are performed on the 20 equally-spacing temperature grids.

**D. Sensitivity of the observables to the temperature dependence of $\hat{q}(T)$**

One advantage of the information field formalism is that it is straightforward to analyze the sensitivity of the observables to the jet transport coefficient in different ranges of the temperature. To demonstrate this point, we create two sets of conditioned random functions of $\hat{q}$ as illustrated in Fig. 5. In “Case-A”, the random functions are required to take values between $\hat{q}/T^3 = 4 \pm 0.1$ for $0.15 < T < 0.2$ GeV. In “Case-B”, the condition $\hat{q}/T^3 = 4 \pm 0.1$ is imposed to a different temperature region $0.3 < T < 0.4$ GeV. Case-A effectively allows $\hat{q}$ to vary only in the high-temperature region, while “Case-B” can test the sensitivity of the observables to $\hat{q}$ in the low-temperature region.

Using the emulator trained on the model calculations, we can make ensemble predictions using random functions from the two cases. The 95% range of variations in the resulting observables is plotted in Fig. 6. If a wider band of variation in observables is found for case-A (case-B), the dataset is more sensitive to high(low)-temperature $\hat{q}$.

Examining the data at the RHIC energy (the first two rows), one can see that both single-hadron and trigger-hadron correlation data show a strong sensitivity to $\hat{q}/T^3$ at low temperature and become rather insensitive to its values at high temperature. Because the highest temperature reached is about $2.5T_c$ at the RHIC energy, so the data should not constrain the jet transport coefficient at high temperatures, and this is exactly the purpose of this information-field construction.

For observables at the LHC energies (from the third to the last row) in Fig. 6, we find a similar level of sensitivity to the $\hat{q}$ variation in both Case-A and Case-B, except for the more peripheral collisions where the highest temperature reached is lower than in central collisions. Because of the centrality dependence of the temperature range, the sensitivity to high-temperature $\hat{q}$ gradually decreases from central to peripheral collisions as seen from the narrowing of the case-A bands in $R_{AA}^h$ at $\sqrt{s} = 2.76$ TeV. These are consistent with our construction: central collisions at higher beam energy are more sensitive to $\hat{q}$ in the high-temperature region.

In terms of percentage variation as we see in Fig. 6, the dihadron, and $\gamma$-hadron correlation data are more sensitive to the temperature dependence of $\hat{q}$ at both RHIC and LHC. This is consistent with early studies [61, 62] and shows the advantage of including trigger-hadron correlation data that have a different geometric bias effect than single-hadron suppression. However, we cannot fully exploit this advantage yet in this study, because the current uncertainties of the experimental on trigger-hadron correlation suppression are much larger than that of single inclusive hadron suppression. This will become clear later when we discuss the numerical results, and the theoretical calculations of dihadron suppression show some tension with data for high $p_T$ trigger at the LHC. This implies that an improved theory calculation combined with precision measurements of dihadron and $\gamma$-hadron correlations can provide more stringent constraints on the jet transport coefficient in the high-temperature phase of the quark-gluon plasma.

**IV. Constraining the Temperature Dependence of $\hat{q}(T)$**

In this section, we will perform the Bayesian analysis of the temperature dependence of the jet transport coefficient while neglecting a possible momentum dependence of $\hat{q}/T^3$. We will estimate the momentum dependence

\[
P[F(x)] \propto P_0[F(x)] \times \text{Likelihood} = \frac{\mathcal{N}}{\sqrt{\text{det}(C)}} \exp \left\{ -\frac{1}{2} \int dx dx' \delta F(x) C^{-1}(x, x') \delta F(x') - \frac{1}{2} (M' [F] - y_{\text{exp}})^T \Sigma_{\text{error}}^{-1} (M' [F] - y_{\text{exp}}) \right\}, \quad (25)
\]
FIG. 6. 95% variation around the median of the ensemble predictions using $\hat{q}/T^3$ sampled from Case-A (Red boxes) and B (blue shaded bands) of priors in Fig. 5, corresponding to changes of $\hat{q}/T^3$ in low and high-temperature regions, respectively.
in Sec. IV C and leave a full $p$ and $T$ dependent extraction using a two-dimensional information field in future works.

A. Combined analysis using both $R_{AA}$ and $I_{AA}$

In Fig. 7, we show the global descriptive power of the analysis after calibrating emulators of the NLO pQCD parton model calculations to experimental data on both the $R_{AA}$ of single inclusive hadron and $I_{AA}$ of dihadron and $\gamma$-hadron spectra. For $R_{AA}$, the centrality classes from 0 to 50% are included, and we only include $R_{AA}$ data points with $p_T^{i\text{ch}} > 8\text{ GeV}/c$ and $I_{AA}$ data with $p_T^{\text{ch}} > 5\text{ GeV}/c$ (or $z_T(p_T^{\text{ch}}) > 5\text{ GeV}/c$). Overall, the data are well reproduced by the 95% credible interval around the median of the ensemble prediction of the model emulator. Some tensions are found between theory and experiments in $I_{AA}$ of dihadron in Pb+Pb collisions at $\sqrt{s} = 2.76\text{ TeV}$ when $p_T^{\text{ch}} > 19.2\text{ GeV}/c$. This problem is already present in the prior calculations shown in Fig. 32, where $I_{AA}$ increases with $p_T^{\text{ch}}$ for all $p_T^{\text{ch}}$ intervals. However, the CMS data suggests $I_{AA}$ increases with $p_T^{\text{ch}}$ at low $p_T^{\text{ch}}$ and decreases with $p_T^{\text{ch}}$ at high $p_T^{\text{ch}}$.

In Fig. 8, we plot the posterior bands of $\hat{q}/T^3$ as a function of temperature, with darker and lighter bands corresponding to 60% and 95% credible intervals around the median, respectively. This result is compared to the extractions from the JET Collaboration [53] and the more recent Bayesian analysis from the JETSCAPE Collaboration (95% credible interval, the dot-hatched band) that calibrates a temperature, momentum, and virtuality dependent parametrization of $\hat{q}$ to single hadron data at both RHIC and LHC [42].

Our result with the momentum-independent assumption is consistent with the JETSCAPE result at 95% credible interval except for values at temperatures very close to $T_c$. Furthermore, this analysis exhibits a very strong temperature dependence of $\hat{q}/T^3$, decreasing with the temperature. In the following Subsection IV B, we will discuss how such a strong $T$ dependence results from the combination of central and peripheral data and measurements at different beam energies. In Appendix A, one can find correlations of $\hat{q}/T^3$ in different regions of temperature which illustrate the power of combined constraints by data from different centralities and at different colliding energies. These correlations also show the relative independence of $\hat{q}$ in different regions of temperature as constrained by different set of data. In Subsection IV C, we will relax the momentum-independence assumption in the analysis, which will lead to larger uncertainty in the high-temperature region.

B. Progressive constraints from collisions with different centrality and colliding energy

As stated in the previous section, one of the advantages of using the information field method is that data sensitive to $\hat{q}$ in the low-temperature region does not constrain $\hat{q}$ at high temperatures. This allows us to include data progressively from peripheral and lower energy collisions to the central and high-energy collisions to demonstrate how different datasets contribute to the determination of the strong temperature dependence of $\hat{q}$ in Fig. 8.

In the upper panel of Fig. 9, we show the constrained $\hat{q}$ using $R_{AA}$ of $\pi^0$ in Au+Au collisions at $\sqrt{s} = 0.2\text{ TeV}$, the middle and lower panels show results using charged hadron $R_{AA}$ in Pb+Pb collisions at $\sqrt{s} = 2.76\text{ TeV}$ and 5.02 TeV. Different bands in each panel are the 90% credible region of $\hat{q}/T^3$ using data from different combinations of centrality classes. From top to bottom legends, we start from calibrating to only the $R_{AA}$ in 40-50% collisions and progressively including $R_{AA}$ from more central collisions. Eventually, the band labeled by the bottom legend contains all data from 0 to 50% centrality in each colliding system. For each centrality combination, we only show the posterior of $\hat{q}(T)$ up to the highest temperature reached in the hydrodynamic simulation of the bulk matter in the corresponding centrality class.

In the case of Au+Au collisions, $R_{AA}$ in peripheral collisions cannot constrain $\hat{q}$ very well. With the inclusion of data in more central collisions, the $\hat{q}/T^3$ posterior develops a “neck” around $T = 0.2\text{ GeV}$. Both the value of $\hat{q}/T^3$ below or above this temperature are less constrained.

The experimental uncertainty in Pb+Pb is smaller than those in Au+Au collisions. The data in 40-50% peripheral Pb+Pb collisions can already constrain $\hat{q}/T^3$ around $T = 0.2\text{ GeV}$ pretty well with $\hat{q}/T^3 \approx 3 - 4.5$. As expected, data for 40-50% collisions cannot constrain $\hat{q}$ at higher temperatures, so the uncertainty band becomes large at $T > 0.3\text{ GeV}$. Including data from central collisions, the uncertainty band at high temperatures becomes smaller significantly. This clearly demonstrates that the centrality dependence of $R_{AA}$ contains the needed information to infer the temperature-dependent jet transport coefficient. However, it should be noted that calibration using exclusive RHIC data in Au+Au collisions prefers higher values of $\hat{q}/T^3$ than that extracted from the LHC data. This problem was already noted in the pioneering work of the JET Collaboration [53].

To look at this beam-energy dependence more systematically, we compare in the upper panel of Fig. 10 the 95% credible interval of $\hat{q}$ calibrated independently to Au+Au collisions at 0.2 TeV (red), Pb+Pb collisions at 2.76 TeV (green), and Pb+Pb collisions at 5.02 TeV (blue), with each analysis including single inclusive $R_{AA}$ from 0-50% centrality classes. In the lower panel of Fig. 10, we also compute the information gain (with the same color coding as in the upper panel) quantified by the Kullback–Leibler (KL) divergence between the prior and
FIG. 7. The posterior distributions of observables predicted by the emulator associated with the calibration as shown in Fig. 8. From top to bottom are $I_{AA}$ of $\gamma$-hadron and dihadron correlations in Au+Au collisions at 0.2 TeV, single hadron $R_{AA}$ in Au+Au collisions at 0.2 TeV, dihadron correlations in Pb+Pb collisions at 2.76 TeV, and the single hadron $R_{AA}$ for Pb+Pb collisions at 2.76 and 5.02 TeV. Different columns for $I_{AA}$ data correspond to different ranges of trigger particle $p_T$, while different columns for $R_{AA}$ are for different centrality classes.
FIG. 8. The final results of $\hat{q}/T^3$ using both single-hadron $R_{AA}$ and of $I_{AA}$ of hadron-hadron and $\gamma$-hadron correlation, assuming a momentum-independent $\hat{q}$. The 60% and 95% posterior probability density regions are shown in red. Symbols are $\hat{q}/T^3$ extracted by the JET Collaboration [53], and the shaded region is the result of JETSCAPE calibration using a multi-stage jet evolution model [42].

posterior distribution of $\hat{q}$ at each temperature,

$$D_{KL}[P_1, P_2] = \int P_1(x) \ln \frac{P_1(x)}{P_2(x)} dx.$$  \hspace{1cm} (27)

The KL divergence is a “distance” measuring the difference between two probability distributions (here, we take $P_1$ as the prior distribution and $P_2$ as the posterior distribution). A larger KL divergence indicates more information extracted from the data, and this method has already been used in Ref. [103].

Looking at either the credible interval or the peak of the KL divergence as a function of temperature, we conclude that RHIC data strongly prefer $\hat{q}/T^3 = 5−7$ around $T = 0.2$ GeV. Results using the LHC data show a rather uniform KL divergence, demonstrating their power to constrain $\hat{q}/T^3$ at both high and low $T$. Once RHIC and LHC data are combined, the information gain increases at high temperatures while decreasing at low temperatures. Such a decrease is the result of the tension between the posterior distributions obtained from RHIC and LHC data around $T = 0.2$ GeV. One may argue that this is due to RHIC and LHC data having very different transverse momentum coverage and our analyses have neglected the momentum dependence of $\hat{q}$. However, we did not find a strong momentum dependence in Subsection IV C, where we calibrated the model independently to high-$p_T$ and low-$p_T$ $R_{AA}$. This beam-energy dependence of the extraction may therefore reflect systematic problems that need to be improved in the theoretical framework, such as considering other factors that may systematically change with beam energy, e.g., thermalization time of the QGP and the quenching in the hadronic phase, etc.

FIG. 9. The 90% credible intervals of $\hat{q}/T^3$ as a function of temperature constrained by $R_{AA}$ of single inclusive hadron suppression in different centrality class (indicated by the legend) of (upper) Au+Au collisions at $\sqrt{s} = 0.2$ TeV, (middle) Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV and (lower) $\sqrt{s} = 5.02$ TeV. The upper limit of the temperature range is given by the highest temperature reached in the hydrodynamics simulations within each centrality class.
Combining data from collisions at all three colliding energies into a single analysis (the shaded band), the Bayesian analysis will have to compromise the \( \hat{q} \) accuracy to account for the tension between posterior distributions from data at RHIC and LHC colliding energies, resulting in a larger uncertainty in \( \hat{q} \) in the low-temperature region.

**C. Momentum dependence of \( \hat{q} \)**

As a first proof-of-principle application of the information field approach to Bayesian analyses in heavy-ion collisions, we have only applied it to parameterize the temperature dependence of \( \hat{q}/T^3 \). In the future, it is straightforward to extend this method to parameterize multi-variate functions, including, for example, the momentum dependence of \( \hat{q} \). Nevertheless, even within this work, it is possible to relax the momentum-independent assumption of \( \hat{q} \) by calibrating the model to data with different ranges of the hadron transverse momentum. To equate approximately the dependence on hadron and parton transverse momentum dependence of \( \hat{q} \), we need to make two assumptions:

- \( \hat{q} \) changes slowly with parton momentum.
- The transverse momentum of hadron is of the same order as the parton momentum. This is true for inclusive hadron production since \( R_{AA} \) is dominated by the modified fragmentation function at large \( z \) due to the steep falling parton spectra. As for \( I_{AA} \), this argument also applies to the trigger particles and we will exclude the region of small \( z_T \) for associated hadrons.

We divide the data into different groups based on the final hadron’s momentum in \( R_{AA} \) and the trigger momentum in \( I_{AA} \):

- I. The low-momentum group: \( 8 < p_T^{\text{h}} < 20 \text{ GeV}/c \).
- II. The high-momentum group: \( 20 < p_T^{\text{h}} < 100 \text{ GeV}/c \).
- III. The full region group: \( 8 < p_T^{\text{h}}, p_T^{\text{trig}} < 100 \text{ GeV}/c \).

The 95% credible interval of \( \hat{q}(T) \) calibrated separately to data groups (I), (II), and (III) are shown as red, blue, and grey dotted bands in Fig. 11. The left panel shows the temperature dependence, and the middle and right panels show \( \hat{q} \) as a function of the momentum region for \( T = 0.2 \text{ GeV} \) and \( 0.35 \text{ GeV} \), respectively.

The results extracted from high-\( p_T \) data (group II) are comparable to those using low-\( p_T \) data (group I) at \( T = 0.2 \text{ GeV} \), but are higher than group-I results at \( T = 0.35 \text{ GeV} \). Moreover, group II results also show significantly larger uncertainty, and we will see later in Sec. IV D that this is caused by the tension from the LHC \( I_{AA} \) data at high \( p_T^{\text{trig}} \). The uncertainty band of the momentum-independent analysis (group III) is dominated by the low-\( p_T \) data group. Despite this large uncertainty, our results suggest that a \( \hat{q} \) that slowly increases with parton momentum.

**D. Calibrations with exclusively \( R_{AA} \) or \( I_{AA} \) data**

We have seen in Fig. 11 that using high-\( p_T \) data (group II) results in a fairly large uncertainty. To better understand the cause, we perform two more analyses, with one calibrated exclusively to single inclusive hadron \( R_{AA} \) and another exclusive to \( \gamma \)-hadron and dihadron \( I_{AA} \).

In the upper panel of Fig. 12, we show the 95% credible intervals of \( \hat{q}/T^3 \) using exclusively \( R_{AA} \) data, which have also been organized into different momentum regions. The outcome suggests negligible momentum dependence, with results from data groups (I) and (II) consistent with the uncertainty band of the momentum-independent analysis.

The situation is different when we calibrate exclusively to \( I_{AA} \) data, shown in the lower panel of Fig. 12. \( I_{AA} \) data with \( p_T^{\text{trig}} < 20 \text{ GeV}/c \) (dominated by RHIC
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**FIG. 10.** Upper panel: colliding system dependence of 95% credible interval of \( \hat{q}/T^3 \) using single inclusive hadron suppression data. The red, green, and blue bands correspond to calibration using data from Au+Au collisions at \( \sqrt{s} = 0.2 \text{ TeV} \), Pb+Pb collisions at \( \sqrt{s} = 2.76 \text{ and } 5.02 \text{ TeV} \), respectively. Each calibration includes data from zero to 50% centrality classes. The gray hatched band is the credible interval combing the data from all three colliding systems. Lower panel: the K-L divergence for each scenario with the same color coding as the upper panel.
data) result in a surprisingly good constraint on low-temperature \( \hat{q}/T^3 \) around \( T = 0.2 \text{ GeV} \). However, the uncertainty from calibration using \( p_T^{\text{trig}} > 20 \text{ GeV/c} \) data is extremely large. The behavior is rooted in tension between the current model calculations and experimental data on \( p_T^{\text{assoc}} \), dependence of \( I_{AA} \) for \( p_T^{\text{trig}} > 19.2 \text{ GeV/c} \) in \( \text{Pb}+\text{Pb} \) collisions at 2.76 \text{ TeV}. It causes the same problem (larger uncertainty) that we have seen in the combined analysis of both \( R_{AA} \) and \( I_{AA} \) in Fig. 11 due to the tension in describing high-\( p_T^{\text{trig}} \) \( I_{AA} \) at the LHC.

Therefore, despite the expectation that \( I_{AA} \) in central \( \text{Pb}+\text{Pb} \) collisions at the LHC energies are more sensitive to \( \hat{q} \) in the high-temperature region, we do not gain much additional constrain power at LHC energy from the combined \( R_{AA} \) and \( I_{AA} \) analysis. This is caused by (1) relatively large experimental uncertainty of \( I_{AA} \) compared to \( R_{AA} \) and (2) tension between model and data on \( I_{AA} \) at large \( p_T^{\text{trig}} \) at LHC. Nevertheless, in regions where the model provides a reasonable description (RHIC energy and low \( p_T^{\text{trig}} \) data at the LHC), we see that the \( I_{AA} \) analysis works as expected. Future progress in resolving the theory-experiment tension and more precise measurements of \( \gamma \)-hadron and dihadron correlation should lead to a more precise extraction of \( \hat{q} \), based on our sensitivity analysis in Sec. III D.

V. VALIDATIONS AND PREDICTIONS

All the analyses presented in the previous sections are performed with model emulators. As a final step of this study, we will validate the Bayesian inference by comparing the NLO pQCD parton model calculations using the extracted jet transport coefficient \( \hat{q} \) (combined analysis as described in section IV A) to the experimental data on the suppression of single inclusive hadron spectra \( R_{AA} \), their elliptic anisotropy \( v_2 \) and the trigger-hadron correlations \( I_{AA} \).

To go beyond emulator predictions as shown in Fig. 7, one should in principle randomly sample \( \hat{q}(T) \) from the functional posterior distribution and make ensemble predictions, which is highly computationally intensive. Instead, we define a few representative parameter sets from the full posterior as originally proposed in Ref. [33]. First, one transforms to the principal component space of the multidimensional posterior (in this case, a 20-dimensional space of the values of \( \hat{q} \) at each of the 20 temperature points). Then, one takes the first \( N_p \) principal direction that explains a large fraction of the total variance of the posterior. Along each principal direction \( i = 1, \cdots N_p \), one defines the marginalized median value \( V_i^{\text{med}} \) and 5%, 95% quantile number \( V_i^{5\%} \) and \( V_i^{95\%} \) of this principal component. The “central” prediction \( \hat{q}(T) \) is obtained by applying the inverse PCA transformation to

\[
\hat{q}^{\text{med}}(T) = \text{Inverse PCA} \left[ V_i^{\text{med}}, V_2^{\text{med}}, \cdots, V_{N_p}^{\text{med}} \right]
\]

(28)

The \( \hat{q}(T) \) samples for error estimation are obtained in a similar way by varying each \( V_i \) to the 5% and 95% quantile numbers,

\[
\hat{q}_j^{\pm}(T) = \text{Inverse PCA} \left[ V_1^{\text{med}}, \cdots, V_j^{95\%}, \cdots, V_{N_p}^{\text{med}} \right]
\]

(29)

\[
\hat{q}_j^{5\%}(T) = \text{Inverse PCA} \left[ V_1^{\text{med}}, \cdots, V_j^{5\%}, \cdots, V_{N_p}^{\text{med}} \right]
\]

(30)

for \( j = 1, \cdots N_p \). These constitute a total of \( 1 + 2 N_p \) representative parameters sets \( \hat{q}_j^{\text{med}}(T), \hat{q}_j^{\pm}(T), \cdots, \hat{q}_j^{N_p\%}(T) \), and the envelope of the \( 1 + 2 N_p \) calculations

\[
\hat{q}^{95\%}(T) = \text{Inverse PCA} \left[ V_1^{\text{med}}, \cdots, V_j^{95\%}, \cdots, V_{N_p}^{\text{med}} \right]
\]

(31)
represents the calibration uncertainty of the theoretical model. In this study, we use \( N_p = 4 \) and perform the full NLO pQCD parton model calculations of \( R_{AA}^h \) and \( I_{AA} \) at RHIC and LHC to verify the performance of the calibrated \( \tilde{q}(T) \). In Subsection VB, these representative parameter sets are also applied to predict \( R_{AA} \) and \( v_2 \) of the upcoming oxygen-oxygen collisions at the LHC.

### A. Model Validations

Plotted in Fig. 13 from top to bottom panels are the medium modification factors \( R_{AA} \) of the single inclusive hadron spectra in \( A + A \) collisions at \( \sqrt{s} = 0.2, 2.76 \) and 5.02 TeV, respectively with several centrality classes. Steel blue solid lines are results with the median value of \( \tilde{q}/T^3 \) and the hatched bands are the uncertainty from 90% credible region of \( \tilde{q}/T^3 \). One can see that the NLO parton model with parton energy loss and the jet transport coefficient \( \tilde{q}/T^3 \) from the Bayesian extraction can describe the \( R_{AA} \) of single inclusive hadrons well within the uncertainty of the experimental data in almost all centralities.

The suppression of \( \gamma \)-hadron correlation \( I_{AA}^{\gamma h} \) and \( \pi^0 \)-hadron correlation \( I_{AA}^{\pi^0 h} \) in 0-10% central Au+Au collisions at \( \sqrt{s} = 0.2 \) TeV are shown in Figs. 14 and 15, respectively, as compared to the experimental data. The left and right panels have different ranges of \( p_t^{\text{trig}} \) for the trigger as in the different data sets from the STAR collaboration [19, 22] that we compare to. It is worthwhile to point out that the model with the median values of \( \tilde{q}/T^3 \) can describe the data on \( I_{AA} \) well for both \( \gamma \) and \( \pi^0 \) triggers in central Au+Au collisions at the RHIC energy. It somewhat under-predicts the suppression of single inclusive hadron \( R_{AA} \) at the RHIC energy, though the data points are still within the uncertainty bands from 90% credible region of \( \tilde{q}/T^3 \).

Shown in Fig. 16 are the posterior distributions of \( I_{AA}^{\pi^0 h} \) and \( I_{AA}^{\gamma h} \) at RHIC energy.
with six different $p_{T}^{\text{trig}}$ intervals in 0-10% central Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV. The posterior predictions for $I_{AA}$ with lower $p_{T}^{\text{trig}}$ ranges can fit the experimental data well. The model with the median values of $\hat{q}/T^3$, however, under-estimates the dihadron suppression at higher $p_{T}^{\text{trig}}$.

As another test of the NLO pQCD model with the Bayesian extracted temperature-dependent jet transport coefficient, we calculate and compare to experimental data on the momentum anisotropy $v_2$ of high $p_T$ hadrons. Results, as shown in Fig. 17, from left to right, for different collision systems: Au+Au collisions at $\sqrt{s} = 0.2$ TeV, Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV and $\sqrt{s} = 5.02$ TeV, respectively, all in a typical 20-30% centrality class, can
FIG. 15. $\pi^0$-hadron suppression factor $I_{AA}$ as a function of $z_T$ with $q/T^3$ from Bayesian extraction for (8 < $p_T^{\text{trig}}$ < 16 GeV/c, 3 < $p_{T}^{\text{assoc}}$ < 16 GeV/c) (left) and (12 < $p_T^{\text{trig}}$ < 20 GeV/c, 1.2 < $p_T^{\text{assoc}}$ < $p_T^{\text{trig}}$) (right) in 0-10% central Au+Au collisions at $\sqrt{s} = 0.2$ TeV, as compared with STAR data [19, 22]. Steel blue curves are the NLO pQCD parton model results with the median value of $q/T^3$, and light blue bands are the estimated uncertainty.

FIG. 16. Dihadron suppression factor $I_{AA}$ as a function of $p_{T}^{\text{assoc}}$ with $q/T^3$ from Bayesian extraction for six different $p_T^{\text{trig}}$ ranges in 0-10% central Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV, as compared with ALICE [20, 23] and CMS [21] experimental data. Steel blue curves are the NLO pQCD parton model results with the median value of $q/T^3$, and light blue bands are the estimated uncertainty.

describe the experimental data [108–111] well. We note again that the jet transport coefficient $q/T^3$ extracted from our combined Bayesian analysis of the suppression of single inclusive spectra, dihadron, and $\gamma$-hadron correlations has a strong temperature dependence. This is part of the reason for the good description of the experimental data at different colliding energies. However, our extracted temperature dependence is far less dramatic near the critical temperature than some of the early models [57, 112, 113]. The NLO pQCD model will not be able to describe the experimental data on $v_2$ at lower and intermediate $p_T$ where coalescence between jet and thermal partons becomes important [114].

B. Prediction for $O+O$ collisions at $\sqrt{s} = 7$ TeV

Finally, we use the Bayesian extracted jet transport coefficient $q/T^3$ to predict the single inclusive hadron suppression $R_{AA}$ and elliptic anisotropy $v_2$ in $O+O$ collisions at $\sqrt{s} = 7$ TeV. Such collisions are proposed as an intermediate colliding system between heavy-ion and proton-nucleus collisions to investigate the properties of dense matter in small systems [115, 116]. Under the assumption that the QGP matter is also formed in $O+O$ collisions at $\sqrt{s} = 7$ TeV, we use the CLVisc hydrodynamic model to describe the evolution of the bulk matter. The overall normalization factor for the initial bulk medium entropy density distribution from the Trento model [97] is fitted...
to reproduce the final total charged hadron multiplicity, which is estimated by extrapolation from an empirical parameterization of the beam energy dependence of the total charged hadrons multiplicity per participant pair \[117\]. The scale factor for the TRENTo initial condition at \[\sqrt{s} = 7 \text{ TeV}\] is 205.

The predictions for the nuclear modification factor \(R_{AA}\) (upper panel) and the elliptic flow coefficient \(v_2\) (lower panel) for single inclusive hadrons are shown in Fig. 18 in 0-10\%, 10-20\%, and 20-30\% centralities (from left to right). The steel blue solid lines correspond to the central results and the blue bands denote the uncertainty estimation. In the most 0-10\% central \(O+O\) collisions, the suppression of single inclusive hadron spectra is about 30\%~40\% at \(p_T = 7.5 \sim 10 \text{ GeV/c}\). The suppression mostly disappears when hadron’s \(p_T\) reaches 60 GeV/c. In semi-central 20-30\% collisions, the single hadron spectra are suppressed by about 20\% at \(p_T \sim 10 \text{ GeV/c}\). As shown in lower panels, the elliptic anisotropy \(v_2\) is only about 0.03 at \(p_T \sim 7.5 \text{ GeV/c}\) in 0-10\% \(O+O\) collisions. It quickly disappears at high-\(p_T\) and in more peripheral collisions.

### VI. Impact of Additional Data Sets

Besides the main results in Sec. IV A, we found two additional data sets that can be included in the analysis. One is the 2006 STAR measurements of dihadron correlations in 0-5\% central and 20-40\% semi-central \(Au-Au\)
collisions \[119\]. The other is the modification to the jet
fragmentation functions in Pb+Pb collisions \[118\] and hadron-hadron correlations in Au+Au col-
tinations by including \(\gamma\)-jet fragmentation functions in Pb+Pb collisions \[119\] and hadron-hadron correlations in Au+Au col-
tinations \[118\] and hadron-hadron correlations in Au+Au col-
tinations \[118\]. Because there are no inclusive \(\gamma\)-hadron correlation measurements at LHC energy, these data on \(\gamma\)-jet fragmenta-
tion functions can partially serve the purpose. The
details of these additional calculations are explained in
Appendix C. In Fig. 19, we compare the posterior dis-
tributions of \(\hat{q}/T^3\) from the main and new analyses with
the two additional data sets. The 95% credible interval is
consistent, while the new analyses slightly prefer a higher
value of \(\hat{q}/T^3\).

\section*{VII. SUMMARY AND OUTLOOK}

In this work, we have carried out a first global Bayesian
inference of the jet transport coefficient \(\hat{q}\) using com-
bined experimental data on suppression of single inclusive
hadrons \(R_{AA}\), dihadron and \(\gamma\)-hadron correlations \(I_{AA}\)
in heavy-ion collisions at both RHIC and LHC energies
with all available range of centralities. The analyses use
the NLO pQCD parton model with a medium-modified
fragmentation functions and parton energy given by the
higher-twist approach. This model provides a consistent
description of single inclusive hadron, dihadron, and \(\gamma\)-
hadron cross-sections in both p+p and A+A collisions.

To take full advantage of the large amount of data
at different colliding energies and centrality classes that
probe the jet transport coefficient \(\hat{q}/T^3\) in different tem-
perature ranges, and to unambiguously test the con-
straining power of \(R_{AA}\) of single inclusive hadrons and
\(I_{AA}\) of dihadron and \(\gamma\)-hadron correlations to \(\hat{q}(T)/T^3\),
we developed the Bayesian analysis with information field
approach. Compared to the use of an explicit parameter-
ization of \(\hat{q}/T^3\), the information field approach is shown to be free of complicated correlations in different tem-
perature regions in the prior distributions. Using the
information-field approach, data that constrain \(\hat{q}/T^3\) at
low temperatures do not affect the prior distributions of
\(\hat{q}/T^3\) at high temperatures. This makes the extraction of
the temperature dependence of \(\hat{q}/T^3\) more robust when
combining RHIC and LHC data in a wide range of cen-
tralities that probe the quark-gluon plasma with different
reach in temperature.

With this new Bayesian analysis framework, we
demonstrate that the temperature dependence of \(\hat{q}/T^3\)
is progressively constrained by experimental data from
peripheral to central collisions and from lower to higher
beam energies. The combined analysis of \(R_{AA}\) and \(I_{AA}\)
from all three colliding systems: Au+Au at 0.2 TeV,
and Pb+Pb at 2.76 TeV and 5.02 TeV, including 0-50-
peripheral to central collisions and from lower to higher
beam energies. The combined analysis of \(R_{AA}\) and \(I_{AA}\)
from all three colliding systems: Au+Au at 0.2 TeV,
and Pb+Pb at 2.76 TeV and 5.02 TeV, including 0-50-
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Appendix A: Correlations of the posterior \( \hat{q}(T) \)

In this Appendix, we analyze the posterior of \( \hat{q}(T) \) more closely by looking at the correlations of \( \hat{q} \) at four different temperatures. These are shown in Figs. 20 and 21 for results calibrated to \( R_{AA} \) in Au+Au collisions at \( \sqrt{s} = 200 \) GeV and to both \( R_{AA} \) and \( I_{AA} \) in all colliding systems, respectively. Diagonal plots, from top to bottom, show the prior (gray regions) and posterior (blue lines) distributions of \( \hat{q} \) at \( T = 0.15, 0.25, 0.35, \) and 0.45 GeV. Off-diagonal plots reflect the correlations among them.

In Fig. 20, with information only from Au+Au collisions at \( \sqrt{s} = 200 \) GeV, values of \( \hat{q} \) at high temperature (\( T_2, T_3, T_4 \)) are not well constrained and adjacent values are positively correlated as parameterized in the prior distribution. Values at the lowest temperature (\( T_1 \)), however, are anti-correlated with high-temperature values. This is because data from a single colliding system can only constrain an effective temperature-averaged value of \( \hat{q} \), with a high degree of flexibility in changing \( \hat{q} \) at high and low temperatures in an anti-correlated manner.

When data from all colliding systems are included, as shown in Fig. 21, not only the uncertainty marginalized at each temperature decreases, but the correlation structures also change. Especially, the low-temperature values of \( \hat{q}(T_1) \) are almost uncorrelated with values at higher temperatures. This is the benefit of including more colliding systems that are sensitive to \( \hat{q} \) in different temperature regions.

FIG. 20. Correlation structures of the posterior of \( \hat{q}(T)/T^3 \) after calibration using \( R_{AA} \) data from Au+Au collisions at \( \sqrt{s} = 200 \) GeV.

FIG. 21. Correlation structures of the posterior of \( \hat{q}(T) \) after calibration using both \( R_{AA} \) and \( I_{AA} \) data from Au+Au collisions at \( \sqrt{s} = 200 \) GeV, Pb+Pb collisions at \( \sqrt{s} = 2.76 \) TeV, and Pb+Pb collisions at \( \sqrt{s} = 5.02 \) TeV.
Appendix B: Impact of varying the correlation length in a simple jet-quenching model

In this Appendix, we discuss the impact of changing the correlation length parameter in the information field prior on the posterior. Ideally, one should perform this test with the full model calculation. However, this will at least quadruple the amount of computation. Given that the model is already computationally intensive, we demonstrate it with a simple jet-quenching model.

The energy loss \( \langle \Delta E \rangle \) in Eq. 14 is the only quantity in the current model that depends on \( \hat{q}(T) \). In the soft gluon limit, it approximately follows,

\[
\Delta E \approx \frac{3\pi\alpha_s}{2} \int_{\tau_0}^{\tau_{\text{max}}} \hat{q}(\tau) \ln \left( \frac{2E}{\tau\mu_D^2} \right) \tau d\tau + \cdots \quad \text{(B1)}
\]

where the ellipsis denotes terms that do not contribute to the \( \ln E \) enhancement. We take \( \alpha_s = 0.3, \tau_0 = 0.6 \) fm/c, \( T^3\tau = \text{constant for 1D expansion, and } \tau_{\text{max}} = \min\{6.6 \text{ fm/c}, \tau(T = 0.16 \text{ GeV})\} \). Taking a hadron spectrum \( d\sigma/dp_T \propto p_T^{1-8} \), the nuclear modification factor in this simple model is \( R_{AA} = (1+\Delta E/E)^{-8} \). Then, we can compute \( R_{AA} \) for three different “beam energies” using different initial temperatures \( T_0 = 0.3, 0.4, 0.5 \) GeV.

This is certainly an extremely simplified toy model compared to the full calculation. However, it captures the main features of the \( \hat{q} \) extraction using the information field prior:

1. Calculations are only sensitive to a temperature/time-integrated value of \( \hat{q}(T) \) as shown in Eqs. B1 and 14.

2. Experimental measurements provide access to different temperature regions, with \( 0.3 < T_0 < 0.5 \) GeV.

Now, we design the following test to illustrate the impact of changing the correlation length in the prior.

1. Prepare two random field priors for \( \hat{q}(T)/T^3 \) with the same mean and variance as in the main analysis, but with different correlation length: \( L = \ln(2) \approx 0.69 \) and \( \ln(1.3) \approx 0.26 \). We will refer to these two cases as L(long)-set and S(short)-set hereafter.

2. Assume two truth distributions from the L-set and S-set, as shown in Fig. 22, such that the L-set and S-set prior samples are very different functions, with the latter containing more detailed, short-length-scale information.

3. Compute pseudo-data, i.e., \( R_{AA}(T_0 = 0.3 \text{ GeV}), \ R_{AA}(T_0 = 0.4 \text{ GeV}), \) and \( R_{AA}(T_0 = 0.5 \text{ GeV}) \) according to each of the “truth” \( \hat{q}(T) \) in the L-set and S-set. 5% of uncorrelated uncertainty is added to each set of pseudo-data on \( R_{AA} \).

4. Perform four independent Bayesian analyses

   LL: Use the L-set prior to infer the “truth” generated from the L-set.

   SL: Use the S-set prior to infer the “truth” generated from the S-set.

   LS: Use the L-set prior to infer the “truth” generated from the L-set.

   SS: Use the S-set prior to infer the “truth” generated from the S-set.

The purpose of the above procedures is to investigate the possibility that the truth function \( \hat{q}(T) \) is not a high-probability realization of the prior. We expect that even though the truth may contain short-length-scale information, this information cannot be recovered in the analysis using neither L-set nor S-set prior due to the temperature-averaging nature of the observable \( R_{AA} \).

In Fig. 23, we show the power of the calibrated toy models to describe the pseudo-data generated for three different initial temperatures with the corresponding “true” \( \hat{q} \). Each panel corresponds to one of the four scenarios (LL, SL, LS, SS) listed above. Models with either type of prior can fit the pseudo-data calculated with the “true” \( \hat{q} \) sampled from the same or different type of the random fields. In particular, inference with the random field prior with a fairly large correlation length is able to describe the data calculated with a short correlation length. This is due to the information loss in the \( R_{AA} \) observable that is not sensitive to the fast variation of \( \hat{q} \) as a function of temperature as one would have expected.

Looking at the posterior of \( \hat{q}(T) \) as compared to the truth in Fig. 24, results from the LL scenario work as expected: the truth distribution is reasonably captured in the high-likelihood region of the posterior. In the SL scenario, the truth is well captured in the high-likelihood region, but the uncertainty bands get wider as compared to the LL scenario. This is because those short-range variations in the short-correlation length prior can never be constrained using the data provided.
The LS scenario is potentially problematic. The prior with a larger correlation length strongly disfavors a “truth” with an “oscillating” behavior. Nevertheless, the averaged trend of the truth is correctly reflected by the posterior while underestimating the uncertainty band. Interestingly, the SS scenario also cannot recover the “oscillating” feature in the “true” $\hat{q}$. Again, this is due to the limitation of the observable that does not contain the short-length-scale information.

We summarize two key observations from this practice regarding the correlation length scale in the prior, which also led to the use of $L = \ln 2$ in our main analysis:

- Features at the shortest length scale that can be extracted are limited by the differential power of the observable. For example, Au+Au collisions in the most peripheral centrality at $\sqrt{s} = 200$ GeV probes the effective $\hat{q}$ from $T_c$ to $2T_c$, which limits the temperature-differential power of the analysis.
- Using a prior with a correlation length much shorter than the resolution of the observable leads to highly-oscillating modes that cannot be constrained by data. Though the median of the extraction is not affected much, these modes increase the uncertainty bands of the posterior. Moreover, one of the main prior beliefs of $\hat{q}(T)$ is that it is monotonic above $T_c$ as there is no other scale in QCD at higher temperatures.

Appendix C: Two additional observables added to the analysis

After completing our main analysis, we found two additional data sets that can be included in our analysis,

- $I_{AA}^{\gamma,\pm}$ in 0-5% and 20-40% Au+Au collisions at $\sqrt{s} = 0.2$ TeV [119];
- $R_{AA}^{\gamma,\pm}$ from $\gamma$-triggered charged hadron fragmentation functions in 0-10%, 10-30%, 30-50% Pb+Pb collisions at $\sqrt{s} = 5.02$ TeV [118].

In this Appendix, we show the $p + p$ baselines of these two observables and the nuclear modification factors with the 100 sets of the prior random $\hat{q}_i/T^3(i = 1, 100)$ functions obtained by the Bayesian analysis.

Shown in Fig. 25 are triggered FF’s from charged dihadron correlations with $8 < p_T^{\text{trig}} < 15$ GeV/c, 2.5 GeV/c < $p_T^{\text{assoc}}$ < $p_T^{\text{trig}}$ in $p + p$ collisions (left) and the dihadron suppression factors $I_{AA}$ in 0-5% and 20-40% Au+Au collisions (middle and right) at $\sqrt{s_{NN}} = 0.2$ TeV as a function of $z_T$. These are similar to Fig. 3 and Fig. 31 except for the trigger $p_T^{\text{trig}}$ range.

Shown in Fig. 26 are $\gamma$-triggered FF’s in $p + p$ collisions (upper) and the modification factor $I_{AA}$ in Pb+Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV (lower). The experimental data are converted from measurements of $\gamma$-jet fragmentation functions [118] as a function of $\xi_T = T/Q_c$.

Appendix D: Training observables of the main analysis

In this Appendix, we present the numerical results for suppression factors of single inclusive hadrons $R_{AA}$, $\gamma$-hadron and dihadron correlations $I_{AA}$ in Au+Au collisions at $\sqrt{s} = 0.2$ TeV, Pb+Pb collisions at $\sqrt{s} = 2.76$ and 5.2 TeV with different centralities. These observables are each evaluated within the NLO parton model
with parton energy loss and 100 sets of the temperature-dependent jet transport coefficient \(\hat{q}_i/T^3(i = 1, 100)\) as prior random functions in the Bayesian inference analysis. These results, together with an emulator for interpolation, are used for the Bayesian inference of the jet transport coefficient.

Figs. 27, 28 and 29 are the suppression factors \(R_{AA}\) of single inclusive hadrons in Au+Au collisions at \(\sqrt{s} = 0.2\) TeV in 9 different centrality bins, in Pb+Pb collisions at \(\sqrt{s} = 2.76\) TeV in 9 centrality bins and 5.02 TeV in 7 centrality bins, respectively, as compared with the experimental data [10, 12–17]. Fig. 30 shows the suppression factors \(I_{AA}^b\) for \(\gamma\)-triggered hadron spectra as a function of \(p_T\) in 0-10% central Au+Au collisions at \(\sqrt{s} = 0.2\) TeV. The difference between the left and right panels are the ranges of trigger and hadron transverse momentum, \((8 < p_T^{\text{trig}} < 16\) GeV/c, \(3 < p_T^{\text{assoc}} < 16\) GeV/c) in the left panel and \((12 < p_T^{\text{trig}} < 20\) GeV/c, \(1.2 < p_T^{\text{assoc}} < p_T^{\text{trig}}\)) in the right panel. Figs. 31 and 32 show the medium modification factors \(I_{AA}^{b\gamma}\) for dihadron correlations as a function of \(p_T\) in Au+Au collisions at \(\sqrt{s} = 0.2\) TeV with two \(p_T^{\text{trig}}\) ranges and \(I_{AA}^{b\gamma}\) as a function of \(p_T^{\text{assoc}}\) in Pb+Pb collisions at \(\sqrt{s} = 2.76\) TeV with six \(p_T^{\text{trig}}\) ranges, respectively.
FIG. 25. Charged-hadron-triggered FF’s in $p + p$ collisions (left) and the dihadron suppression factors $I_{AA}$ in 0-5% and 20-40% $Au+Au$ collisions (middle and right) at $\sqrt{s_{NN}} = 0.2$ TeV as a function of $z_T$, for $8 < \rho_T^{trig} < 15$ GeV as compared to STAR experimental data [119].

FIG. 26. $\gamma$-triggered FF’s in $p + p$ collisions (upper) and the modification factor $I_{AA}$ in 0-10%, 10-30%, and 30-50% $Pb + Pb$ collisions at $\sqrt{s_{NN}} = 5.02$ TeV (lower) as a function of $\xi_T = \ln[-|\vec{p}_T^{\gamma}/\vec{p}_T|^{2}/\vec{p}_T^{assoc}]$, for $\rho_T^{trig} > 60$ GeV/c, 3 GeV/c < $p_T^{assoc}$ < $p_T^{trig}$ as compared to CMS experimental data [118].
FIG. 27. Nuclear modification factor $R_{AA}$ as a function of $p_T$ in Au+Au collisions at $\sqrt{s} = 0.2$ TeV in 0-5%, 0-10%, 10-20%, 20-30%, 30-40%, 40-50%, 50-60%, 60-80%, 80-90% centrality bins, as compared to PHENIX [10, 12, 17] experimental data. Each plot contains 100 sets of $R_{AA}$ with $\hat{q}/T^3(i = 1, 100)$ priors provided by the Bayesian inference.
[116] J. Brewer, A. Huss, A. Mazeliauskas, and W. van der Schee, Phys. Rev. D 105, 074040 (2022), arXiv:2108.13434 [hep-ph].

[117] J. Adam et al. (ALICE), Phys. Lett. B 772, 567 (2017), arXiv:1612.08966 [nucl-ex].

[118] A. M. Sirunyan et al. (CMS), Phys. Rev. Lett. 121, 242301 (2018), arXiv:1801.04895 [hep-ex].

[119] J. Adams et al. (STAR), Phys. Rev. Lett. 97, 162301 (2006), arXiv:nucl-ex/0604018.
FIG. 28. Nuclear modification factor $R_{AA}$ as a function of $p_T$ in Pb+Pb collisions at $\sqrt{s} = 2.76$ TeV in 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50%, 50-60%, 60-80%, 70-90% centrality bins, as compared to experimental data [13–15].
FIG. 29. Nuclear modification factor $R_{AA}$ as a function of $p_T$ in Pb+Pb collisions at $\sqrt{s} = 5.02$ TeV in 0-5%, 5-10%, 10-20%, 10-30%, 20-30%, 30-50%, 50-70% centrality bins, as compared to ALICE [17] and CMS [16] experimental data.

FIG. 30. $\gamma$-hadron suppression factor $I_{AA}$ as a function of $z_T$ with ($8 < p_T^{\text{trig}} < 16$ GeV/$c$, $3 < p_T^{\text{assoc}} < 16$ GeV/$c$) (left) and ($12 < p_T^{\text{trig}} < 20$ GeV/$c$, $1.2 < p_T^{\text{assoc}} < p_T^{\text{trig}}$) (right) in Au+Au collisions at $\sqrt{s} = 0.2$ TeV within 0-10% centrality, as compared to STAR experimental data [19, 22].
FIG. 31. $\pi^0$-hadron suppression factor $I_{AA}$ as a function of $z_T$ with $(8 < p_T^{\text{trig}} < 16 \text{ GeV/c}, 3 < p_T^{\text{assoc}} < 16 \text{ GeV/c})$ (left) and $(12 < p_T^{\text{trig}} < 20 \text{ GeV/c}, 1.2 < p_T^{\text{assoc}} < p_T^{\text{trig}})$ (right) in Au+Au collisions at $\sqrt{s} = 0.2$ TeV within 0-10% centrality, as compared to STAR experimental data [19, 22].

FIG. 32. Dihadron suppression factor $I_{AA}$ as a function of $p_T^{\text{assoc}}$ with six different $p_T^{\text{trig}}$ ranges in Pb + Pb collisions at $\sqrt{s} = 2.76$ TeV within 0-10% centrality, as compared to ALICE [20, 23] and CMS [21] experimental data.