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Spatially coupled LDPC coding in cooperative wireless networks

Dushantha Nalin K. Jayakody, Vitaly Skachek and Bin Chen

Abstract
This paper proposes a novel technique of spatially coupled low-density parity-check (SC-LDPC) code-based soft forwarding relaying scheme for a two-way relay system. We introduce an array-based optimized SC-LDPC codes in relay channels. A more precise model is proposed to characterize the residual noise on the soft symbols, using a pre-calculated look-up table at the destination. This requires less signaling overhead compared to previous soft noise modeling techniques. We also introduce a variance correction factor to provide a rectification to the equivalent total noise variance at the destination. Finally, we propose an appropriate log likelihood ratio (LLR) former at the destination which is tailored to the proposed soft parity generation technique. Simulation results demonstrate that the proposed relay protocol yields an improved bit error rate (BER) performance compared to competing schemes proposed in the literature.
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1 Introduction
Cooperative communications in wireless networks provides improved transmit diversity and spectral efficiency [1]. Judiciously designed signal forwarding at the relay and an accurate detection at the destination can greatly enhance the system performance. Popular relay protocols are amplify-and-forward (AF) and decode-and-forward (DF) [2]. In the AF protocol, the relay transmits an amplified version of the received signal to the destination. In the AF, no noise suppression is performed; therefore, that protocol suffers from severe noise propagation and power inefficiency under poor channel conditions. By using a detector/decoder at the relay, the DF protocol allows for re-generating the transmitted signal, such that the noise propagation can be avoided. However, any decoding error in the regenerated signal can cause a performance degradation at the destination.

A promising relay protocol called soft information relaying (SIR) has recently gained significant attention [3–10]. In [3], the authors studied the implementation of SIR in conjunction with distributed turbo coding (DTC). A soft forwarding technique based on symbol-wise mutual information (SMI) was investigated in [4] using physical layer network coding (PLNC) in the two-way relay channel. Recently, a soft decode-compress-forward scheme was proposed in [5]; that work featured a new model, referred to as the soft scalar model, in order to facilitate the log likelihood ratio (LLR) computation at the destination. In [6], the authors suggested a “soft fading” model for the overall channel, experienced by a BPSK symbol, when transmitted from the source to relay to the destination. That idea was extended to soft two-step re-encoding together with per-scaling at the relay in [7]. In order to decode the SIR signals, the destination uses an independent Gaussian approximation, which models the residual noise in the estimated symbols as in [3, 5].

Error-correcting code is a pivotal ingredient of the DF cooperative relay system. The right choice of the code can greatly improve the performance. Low-density parity-check (LDPC) codes, which became extremely popular in point-to-point communications due to their excellent performance, are a natural candidate for use in such systems.

It was observed in [12] that the so-called “convolutional LDPC codes” outperform classical LDPC block codes. Recently, it has been shown that regular spatially coupled low-density parity-check (SC-LDPC) achieve capacity of
the binary erasure channel (BEC) [13] and of general binary-input memoryless output-symmetric channel [14] under sliding-window message-passing decoding. Therefore, SC-LDPC codes can be viewed as excellent candidates for use in the relay schemes.

In [15], it was shown that bilayer SC-LDPC codes can achieve the Shannon limit of a DF relay system with orthogonal BEC links. As the SC-LDPC code ensembles are regular, the design complexity is low compared to the schemes based on irregular LDPC code ensembles. However, the idea of using the SC-LDPC codes in the relay systems over the additive white Gaussian noise (AWGN) and Rayleigh fading channels was not well exploited yet. In [16], protograph-based SC-LDPC codes were employed in three-terminal erasure relay channel. It was empirically observed that spatially coupled protograph-based MacKay-Neal LDPC codes approach the theoretical performance limits. In [17], SC-LDPC codes were used in a decode-and-forward scheme for a network consisting of two sources, one relay and one destination, connected by binary erasure channels. Network coding was used in the relay node. Analytical bounds on the achievable rate region were derived, and it was shown, in particular, by using density evolution, that the scheme based on the SC-LDPC codes achieves the theoretical performance limits. The theoretical results were further justified by the experimental observations.

In another related work [18], the author considers array-based SC-LDPC codes and studies the minimum distance of the corresponding spatially coupled codes, obtained by various “unwrapping” vectors. A number of bounds on the minimum distance of the corresponding codes for special selections of parameters are obtained by mathematical analysis.

In this paper, we propose a new framework for designing a SC-LDPC code-based soft SDF protocol over AWGN and Rayleigh/fading channels in the two-way relay channels. The paper proposes a more realistic soft noise approximation model using an estimated look-up table at the destination. The impacts of the different noise modelings are compared by the simulations. Also, a variance coefficient at the destination (referred to as a variance correction factor) is proposed to improve the accuracy of the Gaussian approximation made initially in the previous work in [5] on the equivalent noise modeling at the destination. In this paper, we also study the design of array-based SC-LDPC block codes for relay channels. The code construction is based on coupling of array-based LDPC block codes akin [18–20]. We experimentally compare the performance of the proposed system for different selections of the “unwrapping” vectors in the employed quasi-cycle low-density parity-check (QC-LDPC) matrix code, decoded by message-passing algorithm. The present work can be viewed as a set of simple but effective enhancements to the SIR scheme.

2 System model
Two-way communication is a common scenario where two parties transmit information to each other via a common relay. We consider a two-way relay channel involving three nodes as shown in Fig. 1. In this paper, the letters $A$ and $B$ denote the users (sources), and the letter $R$ denotes the relay. The subscript $i \in \{A, B\}$ stands for a source, and $\bar{i}$ is the opposite source of $i$. Vectors are denoted by bold letters, and the $j$th element of vector $a$ is represented as $a_j$. We use regular letters to denote scalars (including random variables). For a random variable $x$, we use $\mathbb{E}(x)$ to denote the expected value of $x$. The “soft symbol” corresponding to symbol $a$ is represented by $\bar{a}$. User $A$ broadcasts its message $x_A$ to both user $B$ and the relay in the first time slot. In the second time slot, user $B$ transmits a message $x_B$ to both the relay and user $A$. In the third time slot, the relay broadcasts a “soft network-coded” signal $\tilde{x}_R$ to users $A$ and $B$.

In the first time slot, user $A$ encodes a bit vector $u_A$ of length $K$ using an LDPC encoder of rate $R = K/N$ to produce the codeword $c_A$ of length $N$; this LDPC code is defined by a $(N-K) \times N$ parity-check matrix $H$, i.e., we have $Hc_A^T = 0$. Here, 0 denotes the zero matrix, whose size is clear from the context. The bit vector $c_A$ is mapped to a BPSK symbol vector $x_A$, via the mapping $0 \mapsto +1, 1 \mapsto -1$, before the transmission takes place. We assume that all nodes have only one antenna working in a half-duplex mode. In the second time slot, the process at user $B$ is similar to that at user $A$ in the first time slot.

We denote by $h_{iR}, h_{iD}$, and $h_{\bar{i}i}$ where $i \in \{A, B\}$, the channel coefficients between $i$ and $R$, between $i$ and $D$, and between $R$ and $i$, respectively. The corresponding distances between nodes are denoted by $d_{iR}, d_{iD}$, and $d_{\bar{i}i}$, respectively. We assume that $h_{iR}, h_{\bar{i}i}$, and $h_{iD}$ are independent and identically Rayleigh distributed. The channel gains are related to the corresponding distances by the attenuation exponent $v$, i.e., $\zeta_{iR} = 1/(d_{iR})^v$, $\zeta_{\bar{i}i} = 1/(d_{\bar{i}i})^v$, and $\zeta_{iD} = 1/(d_{iD})^v$, respectively. We consider quasi-static fading channels, i.e., the channel coefficients are constant during one transmission phase (time slot) and change independently from one phase to another. The received signals at each of the nodes in the first and second time slots are

$$y_{iR} = \sqrt{P_i}h_{iR}x_i + n_{iR},$$  
(1)

and

$$y_{\bar{i}i} = \sqrt{P_i}h_{\bar{i}i}x_i + n_{\bar{i}i},$$  
(2)

where $n_{iR}$ and $n_{\bar{i}i}$ are vectors having independent and identically distributed (i.i.d.) real Gaussian (noise) entries with zero mean and variance $\sigma_{iR}^2$ and $\sigma_{\bar{i}i}^2$, respectively.
(both of which are here assumed to be equal to \( \frac{N_0}{2} \), where \( N_0 \) denotes the channel noise power spectral density). Here, \( i, \bar{i} \in \{ A, B \} \) with \( i \neq \bar{i} \). Also, \( P_i \) is the transmit power constraint at node \( i \), and \( h_{ik} \) stands for the Rayleigh fading coefficient between nodes \( i \) and \( k \) where \( k \in \{ \bar{i}, R \} \). In the third time slot, the relay aids the destination by transmitting a network-coded message based on the signals received in the first and second time slots, i.e., \( c_R = c_A \oplus c_B \) where \( \oplus \) denotes the XOR operation. This is equivalent to the multiplication of the corresponding BPSK symbols, i.e., \( x_{jR} = \hat{x}_{jA} \hat{x}_{jB} \), where \( \hat{x}_{ji} \) is the (BPSK symbol) hard decision corresponding to \( x_{ji} \) at the relay.

In the low signal-to-noise (SNR) regime, errors may occur in the decoding process at the relay and error propagation may be introduced. As a remedy, in the proposed scheme, the relay transmits a “soft” version of these network-coded parity symbols. This process will be elucidated in Section 4.

3 Code design

LDPC block codes were discovered in the sixtieth but were almost forgotten [11]. They became widely used in the practical applications in the last two decades due to their excellent performance at rates close to the theoretical limit, when decoded by the message-passing algorithms. LDPC codes possess a sparse parity-check matrix.

Convolutional LDPC codes, or QC-LDPC codes, outperform classical LDPC block codes, when decoded by using sliding-window message-passing algorithms. The use of sliding window allows for low latency, since the decoding can be successfully performed on a small part of a codeword, without waiting for the remaining part of the codeword. At the same time, for carefully chosen decoding window size, the error performance of the sliding-window decoder is similar to that of the standard message-passing decoder. Therefore, QC-LDPC codes with sliding-window decoders are an interesting alternative to classical block LDPC codes with message-passing decoders.

In this paper, we consider array-based QC-LDPC codes, as described below.

Definition 1 (see, for example, [19]). Array-based (quasi-cyclic) code \( C_{\gamma, p} \) is a regular LDPC code, defined by an \( \gamma p \times p^2 \) parity-check matrix \( H_{\gamma, p} \), \( 1 \leq \gamma \leq p \), \( p \) is an odd prime, as follows

\[
H_{\gamma, p} = \begin{pmatrix}
I & I & I & \cdots & I \\
I & \sigma & \sigma^2 & \cdots & \sigma^{(p-1)} \\
I & \sigma^2 & \sigma^4 & \cdots & \sigma^{2(p-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
I & \sigma^{(p-1)} & \sigma^{(p-1)2} & \cdots & \sigma^{(p-1)(p-1)}
\end{pmatrix}, \tag{3}
\]

where \( I \) denotes the \( p \times p \) identity matrix, and \( \sigma \) is the \( p \times p \) permutation matrix of the form

\[
\sigma = \begin{pmatrix}
0 & 0 & \cdots & 1 \\
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 1
\end{pmatrix}. \tag{4}
\]
In the sequel, we make use of the array-based SC-LDPC codes by using a special type of unwrapping procedure as described in [12, 20, 21]. This unwrapping procedure, which allows for obtaining the SC-LDPC block code, is as follows. First we “cut” the parity-check matrix into two $\gamma p \times p^2$ matrices, $H_u$ and $H_l$. The cutting pattern is defined by an integer vector $\delta = (\delta_0, \delta_1, \delta_2, \ldots, \delta_{\gamma - 1})$, where $0 \leq \delta_0 \leq \delta_1 \leq \cdots \leq \delta_{\gamma - 1} \leq p$.

- The row $i + 1$ of the matrix $H_l$ contains $\delta_i$ first entries as in the row $i + 1$ of the matrix $H_{\gamma \kappa}$, for all $0 \leq i \leq \gamma - 1$. The remaining entries in $H_l$ are set to zeros.
- The row $i + 1$ of the matrix $H_u$ contains $\gamma p - \delta_i$ last entries as in the row $i + 1$ of the matrix $H_{\gamma \kappa}$, for all $0 \leq i \leq \gamma - 1$. The remaining entries in $H_u$ are set to zeros.

This procedure is illustrated by the following example.

**Example 1.** Take $p = 5$, $\gamma = 3$, $\delta = (1, 3, 4)$. Then,

$$H_{3,5} = \begin{bmatrix} I & I & I & I \\ I & \sigma & \sigma^2 & \sigma^3 & \sigma^4 \\ I & \sigma^2 & \sigma^4 & \sigma^6 & \sigma^8 \end{bmatrix},$$

and so we have

$$H_l = \begin{bmatrix} I & 0 & 0 & 0 & 0 \\ I & \sigma & \sigma^2 & 0 & 0 \\ I & \sigma^2 & \sigma^4 & \sigma^6 & 0 \end{bmatrix},$$

and

$$H_u = \begin{bmatrix} 0 & I & I & I \\ 0 & 0 & 0 & \sigma^3 & \sigma^4 \\ 0 & 0 & 0 & 0 & \sigma^8 \end{bmatrix}.$$

It is possible to define the $\gamma p \times \kappa p$ submatrix $H_{\gamma \kappa}$ of $H_{\gamma \kappa}$, for general $\kappa < p$, by taking its first $\kappa p$ columns. The corresponding code is LDPC, and the same unwrapping procedure can be applied to it.

Next, fix an integer $L \geq 1$, which denotes the desired coupling length. By using the matrices $H_u$ and $H_l$, we construct an array-based SC-LDPC code, whose $(L + 1)\gamma p \times Lp^2$ parity-check matrix is

$$H(\gamma, p, L, \delta) = \begin{bmatrix} H_l & 0 & \cdots & 0 & 0 \\ H_u & H_l & \cdots & 0 & 0 \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ 0 & \cdots & H_u & H_l \\ 0 & 0 & \cdots & 0 & H_u \end{bmatrix}. \tag{7}$$

It is worth mentioning that the matrix $H(\gamma, p, L, \delta)$ has the same row and column weights as the original matrix $H_{\gamma \kappa}$ (except for the row weights of the first $p$ rows and the last $p$ rows of $H(\gamma, p, L, \delta)$).

The matrix $H(\gamma, p, L, \delta)$ might not have full rank. Its rank, in particular, depends on the decomposition of $H_{\gamma \kappa}$ and the internal structure of the terms in that decomposition. The optimal choice of $\delta$ is not obvious.

Next, we test different cutting vectors $\delta$ as in Table 1. By the empirical study of the bit error rate (BER) performance, we found that, for the selected parameters of $\gamma$, $\kappa$, $p$ and $L$, the choice $\delta = (5, 4, 2)$ provides the best performance (among the tested alternatives) over the AWGN and Rayleigh fading channels. Note that the optimality of the vectors may vary for different underlying channels. We have tested other vectors $\delta$, which do not appear in Table 1 as they have similar performance to the listed vectors.

### 3.1 Channel-network-coded cooperative scheme

In each time slot, the destination (source $i$) receives a signal; one signal comes from the opposite source $\bar{i}$ in the up-link transmission and another signal comes at the down-link transmission. In the case of error-free decoding at the relay, the forwarded packet by the relay is viewed as redundancy produced by the channel coding of the network-coded sequence. Hence, the channel-network-coded cooperative scheme can be considered as a network-coded distributed LDPC (NC-LDPC) coding scheme. Note that in contrast to the channel codes, the network code combines the information bits of $A$ and $B$.

Distributed coding scheme relies on the assumption of error-free decoding at the relay. Therefore, if decoding errors occur at the relay, the forwarded relay codeword $c_\gamma$ is an incorrect network-coded information sequence at the destination. If the relay-destination link is more reliable than the direct link which is given in most of the cases, it is highly probable that the overall decoding at the destination will be incorrect influenced by the incorrect relay codeword and consequently the decoding may fail; error propagation. In this work, we apply SIR in order to mitigate the error propagation effect due to the erroneous decoding at the relay. The principle of the network-coded

| Table 1 | The different cutting vectors $\delta$ to form spatially coupled LDPC codes |
|---------|-------------------------------------------------------------------|
| Pattern index | $\delta$ |
| a | (2, 3, 5) |
| b | (3, 3, 3) |
| c | (1, 2, 3) |
| d | (4, 3, 2) |
| e | (5, 2, 3) |
| f | (5, 3, 2) |
| g | (5, 4, 2) |

The pattern of $\delta$ determines the internal structure of the codes.
SIR (NC-SIR) is depicted in Fig. 2. A joint network and channel decoding is established to increase the benefits of the two involved sources from the relay component codeword as common redundancy.

4 Soft information relaying scheme
In this section, we explain in detail how the relay performs the function of SIR. The first step required for SIR is the calculation of the \( \text{a posteriori LLRs using the LDPC decoder} \)

\[
\lambda_{iR}(x^i_j|y^i_R) = \log \left[ \frac{P(x^i_j = +1|y^i_R)}{P(x^i_j = -1|y^i_R)} \right],
\]

for each user \( i \). This computation can be easily performed using an LDPC decoder based on the received signal frame \( y^i_R \) from each user \( i \). Then, the relay computes the corresponding soft network-coded symbols. The network coding operation can be approximately implemented in the soft domain using the computed a posteriori LLR values as (see, e.g., [8])

\[
\tilde{x}^i_R = \text{sign} \left( \tanh \left( \frac{\lambda_{ARj}}{2} \right) \tanh \left( \frac{\lambda_{BRj}}{2} \right) \right) \max \left\{ \tanh \left( \frac{\lambda_{ARj}}{2} \right), \tanh \left( \frac{\lambda_{BRj}}{2} \right) \right\},
\]

(8)

where \( |\tilde{x}^i_R| \lesssim 1 \) as \( |\tilde{x}^i_{AR}|, |\tilde{x}^i_{BR}| \lesssim 1 \). When the SNR is large, the soft symbols are polarized around the areas close to \(-1\) and \(+1\). However, due to heavy fading and low SNR regime in the source-relay channel, the power of the soft symbols can be very small or negligible. Therefore, the network-coded symbols always satisfy \( |\tilde{x}^i_R| < \min \{|\tilde{x}^i_{AR}|, |\tilde{x}^i_{BR}|\} \). This is susceptible to noise due to very small power. Therefore, we propose the following network coding form to improve the reliability of network-coded symbol \( \tilde{x}^i_R \), namely,

\[
\tilde{x}^i_R = \text{sign} \left( \tanh \left( \frac{\lambda_{ARj}}{2} \right) \tanh \left( \frac{\lambda_{BRj}}{2} \right) \right) \max \left\{ \tanh \left( \frac{\lambda_{ARj}}{2} \right), \tanh \left( \frac{\lambda_{BRj}}{2} \right) \right\},
\]

(9)

The intuition behind (9) is as follows. Since \( \tilde{x}^i_R \) is an estimate of \( x^i_A x^i_B \) from \( \tilde{x}^i_A \) and \( \tilde{x}^i_B \), its sign should be equal to the sign of \( x^i_A \tilde{x}^i_B \). On the other hand, the magnitude of the signal does not change significantly.

Finally, the signal transmitted from the relay can be written as \( x^i_R = \beta \tilde{x}^i_R \), where the factor \( \beta \) is chosen to satisfy the transmit power constraint at the relay, i.e., \( E\left( \frac{x^i_R^2}{\tilde{x}^i_R} \right) = 1 \). Thus, the received signal at source \( i \) in the third time slot can be written as

\[
y^i_R = \sqrt{P_R h_{Ri}} \beta \tilde{x}^i_R + n^i_{Ri},
\]

(10)

where \( n^i_{Ri} \) is a vector having i.i.d. real Gaussian entries each having zero mean and variance \( \sigma_{Ri}^2 = N_0/2 \).

Fig. 2 The proposed two-way relay system in half-duplex mode
5 Calculation of LLR at the destination

In general, when LDPC coding is used in conjunction with relaying, the formation of the LLRs at the destination corresponding to the relay transmission is non-trivial. The source \(A\) receives two different signals via two independent fading routes in the second and third time slots, i.e., \(y_{BA}^i\) and \(y_{eA}^i\). Similarly, the source \(B\) receives \(y_{AB}^i\) and \(y_{eB}^i\) in the first and third time slots, respectively. We use the following model for the relationship between the correct symbols \(x_j^i = x_j^i x_j^i\) and the soft symbols \(\tilde{x}_j^i\) as first proposed in [5]:

\[
\tilde{x}_j^i = \eta x_j^i + \tilde{n}_j^i ,
\]

where \(\tilde{n}_j^i\) is called the soft error variable and the constant \(\eta\) is called the soft scalar. We compute the value of \(\eta\) which minimizes the mean-square value of the soft error, i.e., \(\eta = \mathbb{E}(x_n x_R)\) (c.f. [5]). In general, the soft scalar may be computed offline as \(\eta = \frac{1}{N} \sum_{j=1}^{N} x_j^i x_R, x_j^i\) for any desired source-relay SNR. We identified some properties of the parameter \(\eta\) as follows:

**Property 1.** In general, the soft scalar has value \(-1 \leq \eta \leq 0\). For the high values of source-relay SNR, \(\tilde{x}_R^j \approx 1\), and this gives \(\tilde{x}_R^j \approx x_R^j \approx 1\). In that case, \(\eta = 1\). In the event that \(\tilde{x}_R^j\) gives a hard decision error, \(\tilde{x}_R^j \approx x_R^j \approx -1\). In that case, \(\eta = -1\).

**Property 2.** The relay does not forward when \(\eta = 0\). Note that the value of \(\eta = 0\) occurs in the very low SNR regime of the source-relay channel. In this regime, the a priori LLR will be very small in magnitude, and in turn, the generated soft symbols will have near-zero amplitude. This scenario is also similar to the case where the relay does not transmit any signal, i.e., the relay stays silent.

The effect of \(\eta\) is similar to that of a fading coefficient. We apply this model to the network-coded symbol and not to the “soft-modulated” symbols (an advantage of the current approach is that the soft symbol may have higher amplitudes when compared with the existing methods). This is one of the benefits from the network coding operation. The soft error variance may also be calculated as \(\sigma^2_{\tilde{n}} = (\sigma^2_{x_R} - \eta^2)\), where \(\sigma^2_{x_R}\) is the variance of \(x_R\). By use of these statistics, soft error variance can be estimated as \(\beta = \sqrt{\frac{\sigma^2_{\tilde{n}}}{\sigma^2_{x_R}}}\). By invoking symmetry of the channel, BPSK modulation, and LDPC decoding process, we also have \(\mathbb{E}(\tilde{x}_R) = 0\); it follows that \(\mathbb{E}(\tilde{n}_R) = 0\).

Assuming the model of (11), the received signal at each source \(i\) in the third time slot can be written as \(y_{Ri}^j = \sqrt{P_R h_{Ri}^j} x_j^i + \tilde{n}_{Ri}^j\), where \(\tilde{n}_{Ri}^j = n_{Ri}^j + \sqrt{P_R h_{Ri}^j} \beta \tilde{n}_{Ri}^j\), where \(\tilde{n}_{Ri}^j\) is the total equivalent noise at the destination. In order to get the distribution of the total noise at the destination, the probability density function (PDFs) of the soft error and AWGN have to be convolved. As the exact distribution of our soft network-coded symbol not known, we can imagine the soft error with an impulse-like noise. As the convolution of a Gaussian distribution with an impulse gives rise to another Gaussian distribution, we conjecture that the total noise at the destination follows a Gaussian distribution. \(\tilde{n}_{Ri}^j\) at the destination fits to an approximated Gaussian distribution with variance

\[
\sigma^2_{\tilde{n}} = \sigma^2_{\tilde{n}R} + P_R h_{Ri}^j \beta^2 \sigma^2_{\tilde{n}}.
\]

The LLR corresponding to the third time slot transmission can be approximated by

\[
\lambda_{Ri}(x_j^i|y_{Ri}^j) = \log \left[ \frac{P(x_j^i = +1|y_{Ri}^j)}{P(x_j^i = -1|y_{Ri}^j)} \right] = \frac{2\sqrt{P_R h_{Ri}^j} \beta}{\sigma^2_{\tilde{n}R}} y_{Ri}^j.
\]

Next, we describe the standard soft relay protocol as in [3]. The relationship between the correct symbols \(x_R\) and the soft symbols \(\tilde{x}_R\) is modeled in [3] by \(\tilde{x}_R^i = x_R^i (1 - \tilde{n}_R^i)\), where \(\tilde{n}_R^i\) is a soft noise variable whose mean and variance can be measured offline as \(\mu_{\tilde{n}} = \frac{1}{N} \left( \sum_{i=1}^{N} x_R^i, \tilde{x}_R^i, x_R^i \right)\) and \(\sigma^2_{\tilde{n}} = \frac{1}{N} \left( \sum_{i=1}^{N} (1 - \tilde{x}_R^i, x_R^i - \mu_{\tilde{n}})^2 \right)\), respectively. Note that this model was used in [3] for soft BPSK but here we will apply it as a reference model for the soft network-coded symbols.

Using this model, the normalization factor \(\beta\) may be approximated from the soft noise statistics as \(\beta = \sqrt{\frac{1}{(1 - \mu_{\tilde{n}})^2 + \sigma_{\tilde{n}}^2}}\). Also, the received signal at the destination (source \(i\)) in the third time slot can be written as

\[
y_{Ri}^j = \sqrt{P_R h_{Ri}^j} \beta x_R^i + n_{Ri}^j = \sqrt{P_R h_{Ri}^j} \beta x_R^i (1 - \mu_{\tilde{n}}) + n_{Ri}^j ,
\]

where \(n_{Ri}^j = n_{Ri}^j - \sqrt{P_R h_{Ri}^j} \beta x_R^i (\tilde{n}_R^j - \mu_{\tilde{n}})\) is the equivalent (zero-mean) noise at the destination with variance \(\sigma^2_{n} = \sigma^2_{\tilde{n}} + P_R h_{Ri}^j \beta^2 \sigma^2_{\tilde{n}}\)—this equivalent noise is modeled as having Gaussian distribution.

For soft BPSK, the corresponding LLR \(\lambda(x_j^i|y_{Ri}^j)\) under this model is

\[
\lambda(x_j^i|y_{Ri}^j) = \frac{2\sqrt{P_R h_{Ri}^j} \beta (1 - \mu_{\tilde{n}})}{\sigma_{n}} y_{Ri}^j .
\]

Note that the a priori LLR at source \(i\) corresponding to the source \(i\) is easily calculated as \(\lambda_{ii}(x_j^i|y_{Ri}^j) = \frac{2\sqrt{P_R h_{Ri}^j} \beta y_{Ri}^j}{\sigma_{n}}\).
Next, the network decoded soft symbols at source i are computed via
\[ \hat{x}_i = \lambda R_i \left( x_k \mid y_k \right) \cdot x_i^t. \] (15)

At the destination, the received LLR’s from the relay and the source i will be added as they are referring to the same underline source ith transmission where \( i \in \{ A, B \} \).

### 5.1 Equivalent one-hop link model

In order to analyse the performance of the proposed scheme, we give a closed form expression of the virtual one-hop link to represent the two-hop links in the two-way relay channels in terms of equivalent SNR and other statistics [22]. We define the instantaneous SNR at links \( i \rightarrow R \) and \( R \rightarrow \bar{i} \) as: \( \Gamma_{IR} \) and \( \Gamma_{\bar{R}i} \), respectively, where
\[ \Gamma_{IR} = |h_{IR}|^2 \frac{P}{\sigma^2_{IR}}, \Gamma_{\bar{R}i} = |h_{IR}|^2 \frac{P}{\sigma^2_{IR}}, i \in \{ A, B \}, \text{ and } \bar{i} \in \{ B, A \}. \]

Note that for the BPSK modulation, the signal at \( i \) in the equivalent model link is received in error only either when the \( i \rightarrow R \) transmission is received correctly and \( R \rightarrow \bar{i} \) transmission is received in error, or the \( i \rightarrow R \) transmission is received in error and the \( R \rightarrow \bar{i} \) transmission is received correctly. Now we have the following error probability \( P_{\epsilon R}^e \) at the relay
\[ P_{\epsilon R}^e (\Gamma_{AR}, \Gamma_{BR}) = (1 - P_{AR}^e (\Gamma_{AR})) P_{BR}^e (\Gamma_{BR}) + (1 - P_{BR}^e (\Gamma_{BR})) P_{AR}^e (\Gamma_{AR}) . \] (16)
The output SNR \( \Gamma_{eq,R} \) at the relay in virtual equivalent one-hop link can be calculated as:
\[ \Gamma_{eq,R} = \frac{1}{\Delta} \left( Q^{-1} \left( P_{\epsilon R}^e (\Gamma_{AR}, \Gamma_{BR}) \right) \right)^2, \] (17)
where the \( Q \)-function is formally defined as \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-\frac{u^2}{2}} du \), \( Q^{-1}(x) \) is the inverse function of \( Q(x) \), and \( \Delta \) is a constant depending on the modulation scheme; for the BPSK scheme, \( \Delta = 2 \). This is an approximation of SNR of the two-way relay channel by the one-hop SNR link.

As per [22], we can now bound the output SNR \( \Gamma_{eq,R} \) at the relay as
\[ \Gamma_{min,R} - \frac{3.24}{\Delta} < \Gamma_{eq,R} < \Gamma_{min,R}, \] (18)
where \( \Gamma_{min,R} = \min(\Gamma_{AR}, \Gamma_{BR}) \). Intuitively, error occurred at the destination, i.e., \( \bar{i} \) cause by the information sent by \( R \) is in error and the transmission \( R \rightarrow \bar{i} \) is correct or the information received by the relay \( R \) is correct and the transmission \( R \rightarrow \bar{i} \) is in error. Now, we have the following error probability at the node \( i \):
\[ P_{\epsilon R}^e (\Gamma_{eq,R}, \Gamma_{\bar{R}i}) = (1 - P_{\epsilon \bar{R}i}^e (\Gamma_{\bar{R}i})) P_{\bar{R}i}^e (\Gamma_{\bar{R}i}) + (1 - P_{\epsilon \bar{R}i}^e (\Gamma_{\bar{R}i})) P_{\bar{R}i}^e (\Gamma_{eq,R}) , \] (19)
where \( \Gamma_{\bar{R}i} = \frac{|h_{\bar{R}i}|^2 \beta^2 P_{\bar{R}}}{\sigma^2_{\bar{R}i} |h_{\bar{R}i}|^2 + \sigma^2_{\bar{R}i}} \). According to [22], we can bound the equivalent SNR \( \Gamma_{eq,R} \) at the node \( i \) as
\[ \Gamma_{min,i} = \frac{3.24}{\Delta} < \Gamma_{eq,i} < \Gamma_{min,i}, \] (20)
where \( \Gamma_{min,i} = \min(\Gamma_{eq,R}, \Gamma_{\bar{R}i}) \). By combining (18) and (20), we obtain that \( \Gamma \), the equivalent SNR of the source-relay-destination link, satisfies:
\[ \min(\Gamma_{eq,R}, \Gamma_{\bar{R}i}, \Gamma_{AR}) - 1.62, \Gamma_{\bar{R}i}) - 1.62 < \Gamma < \min(\Gamma_{AR}, \Gamma_{BR}), \] (21)
From (21), we can tightly approximate \( \Gamma \) in the high-SNR regime as
\[ \Gamma \approx \min(\Gamma_{AR}, \Gamma_{BR}, \Gamma_{\bar{R}i}). \] (22)
The parameter \( \Delta \) depends on the modulation scheme. For QPSK, we have \( \Delta = 4 \), then, from (20) and (21) we can verify that (22) holds. Therefore, the analysis in this work can be extended to higher-order modulation schemes.

### 5.2 Estimation of model parameters

As we have seen, the values of \( \beta \) and equivalent noise variance \( \sigma^2_{\bar{R}i} \) depend on the soft error variance \( \sigma^2_{\bar{R}i} \) and the soft scalar \( \eta \). The exact computation of these parameters is non-trivial as the correct symbol \( x_R^t \) is not known at the relay or destination in online transmission. In order to offer a remedy for this issue, we propose to use look-up tables that store the average values of \( \sigma^2_{\bar{R}i} \). These estimated values are computed by using the linear piecewise interpolation. We denote by \( \Gamma_{in} \) the received SNR at the relay, and using the inspiration of (22), we have the following relation at the relay:
\[ \Gamma_{in} = \min(\Gamma_{AR}, \Gamma_{BR}), \] (23)
where we assume power normalization \( P_A = P_B = P_R = 1 \). Here, we denote by \( \Gamma_{out} \) the output SNR of the relay. Note that \( SNR_{IR} \) and \( SNR_R \) are the values of \( \Gamma_{in} \) and \( \Gamma_{out} \) respectively, in decibels, where \( SNR_{IR} \) indicates the SNR of node \( i \) and relay and \( SNR_R \) is the output SNR at the relay. The output SNR of the relay can be presented as follows for our proposed soft scalar model
\[ \Gamma_{out} = |\eta|^2 / P_n, \] (24)
where \( P_n = \frac{1}{N_1} \sum_{j=1}^{N_1} |\bar{r}_j|^2 \). The relay can estimate \( \Gamma_{out} \) from \( \Gamma_{in} \) in the training phase and prepare a table of pairs \( (\Gamma_{in}, \Gamma_{out}) \) for the Rayleigh fading and AWGN channels. Then, it can approximate \( \Gamma_{out} \) for general input \( \Gamma_{in} \) by using the linear piecewise fading functions [23]. More specifically,
\[ \Gamma_{out} = a_k \Gamma_{in} + b_k, \] (25)
where the pairs \((a_k, b_k)\) are estimated during the training phase and stored in the look-up table.
Figure 3 presents graphically the interpolation table of \((\Gamma_{\text{in}}, \Gamma_{\text{out}})\) and the \(\Gamma_{\text{out}}\) obtain via (24). We can also apply the similar approach in order to estimate the average \(\eta\). Figure 4 depicts the interpolation table of \((\Gamma_{\text{in}}, \eta)\), and the value of \(\eta\) is obtained by linear interpolation, which is similar to (24). As we can see in Figs. 3 and 4, as SNR increases, \(\tilde{x}_R \approx x_R\), \(\eta \to 1\), and \(\Gamma_{\text{out}} \to \infty\).

Thus, we can readily compute \(\sigma^2_{\tilde{n}} = |\eta|^2 / \Gamma_{\text{out}}\) where \(\eta\) can be taken from the look-up table in Fig. 4, and \(\sigma^2_n = P_{\tilde{R}}\) as \(E(\tilde{n}) = 0\). Similarly, we can also compute \(\beta\). In conventional SIR schemes in [3–5], statistical parameters \(\sigma^2_n\) and \(\beta\) (\(\eta\) in [5] as well) need to send from the relay to the destination for LLR computation. In our approach, the relay only has to send the received SNR to the destination, which decreases extra signaling overhead.

5.3 Variance correction factor

In the analysis of soft error and equivalent noise \(\tilde{n}_{Ri}\), we found that the variance of the approximated Gaussian distribution \(\hat{\sigma}^2_{\tilde{n}}\) is not accurate as the exact distribution of \(\tilde{n}\) is not known. This indicates that \(\hat{\sigma}^2_{\tilde{n}}\) is not exactly the variance of approximated Gaussian distribution of \(\tilde{n}_{Ri} = \sigma^2_{\tilde{n}} + P_{\tilde{R}}h^2_{Ri}\beta^2\sigma^2_n\). This is mainly due to the fact that soft error variable \(\tilde{n}\) is not strongly following the Gaussian distribution. This is similar to the standard model presented in the literature [3]. Therefore, in order to correct this imprecision present in the equivalent variance at the destination, we introduce a correction factor \(\alpha\), which eliminates the inaccuracy of the equivalent variance at the destination. Following this argument, we modify the equivalent noise variance term as follows:

\[
\hat{\sigma}^2_{\tilde{n}} = \sigma^2_{\tilde{n}} + \alpha P_{\tilde{R}}h^2_{Ri}\beta^2\sigma^2_n,
\]

where \(\alpha\) is a scalar, which is used for correction of \(\hat{\sigma}^2_{\tilde{n}}\) at the destination. We call it a variance correction factor and compute its value via simulations. Finding an analytical form for \(\alpha\) is not straightforward since the probability distribution of the soft symbols is not known. In fact, by using \(\alpha\), we obtain a correction criterion to \(\hat{\sigma}^2_{\tilde{n}}\) the variance of the received signal at the destination. From Fig. 7, we obtain that the decoder is sensitive to the variance when \(\alpha \leq 2\). In the next section, we present the simulation results to demonstrate the impact of the different values of \(\alpha\). We observe that \(\alpha = 2\) yields very good performance (i.e., the free-propagation attenuation is considered). From this study, we observe that the soft
noise variance $\sigma_n^2$ is underestimated in the previous section when assuming that it is an approximated Gaussian distribution. Such an inaccurate variance can significantly degrade the system performance. To obtain a satisfactory BER performance, we have to increase its value by a factor of two.

6 Simulation results and discussion

In this section, the simulation results are provided to demonstrate the effectiveness of the proposed system. All channels are assumed to exhibit quasi-static fading, i.e., the channel coefficients $h_{AD}$, $h_{BD}$, $h_{RD}$, $h_{BR}$ and $h_{AR}$ are constant for each transmission phase and change independently from one phase to the next. First, we consider a symmetric relay setup where the two sources $A$ and $B$ have the same distance to the destination, and where the two sources, the relay, and the destination are aligned in the same horizontal line. The distances between the sources and the destination are normalized to unity, i.e. $d_{AD} = d_{BD} = 1$. The attenuation exponent was chosen to be $\gamma = 2$.

In the following simulations, we choose code parameters, which allow for convenient implementation. Thus, we take a SC-LDPC code with $N = 2425$, $K = 1455$, and the code rate $R = 0.6$. In the construction of the codes, we choose $p = 97$, $L = 25$, $\gamma = 3$, and $\kappa = 5$, and in the analysis as in Fig. 5, we found that the best decomposition (among the tested ones) is $\delta = (5, 4, 2)$ for point to point AWGN with Rayleigh fading and relay channels. The simulations assume $SIR_{AR} = SIR_{BR}$.

Figure 5 demonstrates the BER performance of different array-based spatially coupled LDPC codes, i.e., different cutting vectors $\delta$ using Rayleigh fading AWGN channels. As we can see, $\delta = (5, 4, 2)$ shows good BER performance. In the following simulation setup, therefore, we use spatially coupled LDPC codes based on $\delta = (5, 4, 2)$. As a competing scheme, we also simulate block array-based LDPC code with parameters $K_1 = 111$, $N_1 = 185$, and rate $R = 0.6$ in the same figure. This LDPC code serves as the building block for the array-based SC-LDPC codes. It should be noted, that the latency of decoding block LDPC code using message-passing algorithm is comparable to the latency of decoding QC-LDPC codes constructed from that block LDPC code using sliding-window message-passing decoding, with appropriately selected size of the decoding window.

Figure 6 compares the BER performance of the spatially coupled LDPC-coded SIR scheme with the other existing relay schemes. The relay is fixed at $SNR_{IR} = 1$ dB to represent poor channel conditions. As a competing scheme, we simulate the standard SIR scheme in [3] by using spatially coupled LDPC codes. In the proposed SIR scheme, we have not assumed any re-encoding at the relay. As it is shown in Fig. 6, the previously proposed SIR scheme with spatially coupled LDPC codes achieved markedly better error rate performance than the SIR scheme in [3] over Rayleigh fading channels. Note that we have not assumed any soft re-encoding scheme here. By contrast, [3] has presented a soft re-encoding scheme. We also simulate hard DF scheme as a base line scheme using SC-LDPC codes.

When the source to relay channel is poor, there will be decoding errors at the destination. This creates a huge error propagation if hard decisions are forwarded from the relay to the destination. That is why we obtain...
relatively poor performance in hard DF. The proposed scheme does not make any premature decision at the relay and forwards the soft symbols to the destination. As the destination decoder also works in soft domain, its performance is improved. For completeness, we also simulate (AF) relaying. As expected, it shows degraded performance due to the noise amplification at the relay.

In the compress-and-forward (CF) strategy, the received signal vector sent via source-relay link is quantized and compressed at a relay before being forwarded to the destination [24]. The CF strategy is usually referred to as estimate-and-forward in the literature [25]. In fact, the received signals at the relay and the destination are correlated due to the nature of broadcasting. We simulated CF as well with the simulation setup discussed in this paper.

As it can be observed in Fig. 6, the proposed look-up table method provides slightly better BER performance (0.4 dB at $10^{-3}$) as compared to the SIR scheme in [5] with SC-LDPC codes. In the case of [3] and [5], the relay has to forward all parameters required for LLR modeling to the destination. Additionally, the proposed scheme offers a reduced signaling overhead since the relay transmits $\Gamma_{in}$ only. By using the piecewise linear interpolation, the destination can create any combination of $(\gamma_{in}, \gamma_{out}, \eta)$. The proposed SC-LDPC scheme together with the piecewise linear interpolation method and modified soft network coding outperforms the other schemes under comparison. The proposed modified soft network method improves on the amplitude of the soft network-coded symbol for the checked parameter settings. In the conventional approach, due to the product of two network-coded symbols, $\hat{x}_{\text{R}}$ could have a very small amplitude and is susceptible to channel noise. Then, it will deteriorate the joint error performance at the destination.

In the simulation in Fig. 7, we set $\text{SNR}_{\text{IR}} = 1$ dB and $\text{SNR}_{\text{ID}} = \text{SNR}_{\text{Ri}}$. The results show that the BER performance of the proposed SIR scheme verses various $\alpha$ values. In this scheme, we observe that the BER performance improves as $\alpha$ increases up to $\alpha = 2$. In the region of $\alpha > 2$, the BER performance remains almost invariant and does not contribute to the overall system performance. This observation suggests that the choice $\alpha = 2$ is close to the optimum. This also highlights that $\hat{\sigma}_{\hat{n}}^{2}$ actually underestimates the actual variance of $\hat{n}_{\text{Ri}}$ when assuming that it is an approximated Gaussian distribution.

We next consider asymmetric scenario, where one source is closer to the relay than the other. Here $d_{\text{AR}} = 0.7$, $d_{\text{BR}} = 0.3$. Comparative performance results with various values of $\alpha$ are shown in Fig. 8, i.e. $\alpha = (0.5, 1, 1.5, 2, 2.5)$. From this figure, as we can see, our proposed scheme obtain optimal performance when the $\alpha \approx 2$. 

![Fig. 7 The error rate performance of the proposed SIR scheme in Rayleigh fading and AWGN channels using different variance correction factors $\alpha = (0.5, 1, 1.5, 2, 2.5)$. In all the simulations we keep the relay at $\text{SNR}_{\text{R}} = 1$ dB to represent poor channel condition](image)

![Fig. 8 The error rate performance of the proposed SIR scheme with asssymmetric setup in Rayleigh fading and AWGN channels using different variance correction factors $\alpha = (0.5, 1, 1.5, 2, 2.5)$. In all the simulations, we keep the relay at $\text{SNR}_{\text{R}} = 1$ dB to represent a poor channel condition](image)
7 Conclusions
We have developed a novel optimized soft information relaying scheme based on cooperative network coding in a two-way relay system by means of spatially coupled LDPC codes. Instead of forwarding hard decisions, the proposed scheme forwards modified soft network-coded symbols. The error correction is achieved by using spatially coupled array-based LDPC codes. We also modify our previously proposed soft error model, such that the scaling factor and the soft error variance of the residual noise can be easily computed. It reduces the signaling overhead and achieves better performance. Finally, we introduce a correction factor parameter in order to model the soft error variance at the destination. We compare the proposed scheme with its counterparts. The proposed scheme shows significant performance improvement in terms of BER, when compared to the competing schemes.
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