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Abstract
The masking release (MR; i.e., better speech recognition in fluctuating compared with continuous noise backgrounds) that is evident for listeners with normal hearing (NH) is generally reduced or absent for listeners with sensorineural hearing impairment (HI). In this study, a real-time signal-processing technique was developed to improve MR in listeners with HI and offer insight into the mechanisms influencing the size of MR. This technique compares short-term and long-term estimates of energy, increases the level of short-term segments whose energy is below the average energy, and normalizes the overall energy of the processed signal to be equivalent to that of the original long-term estimate. This signal-processing algorithm was used to create two types of energy-equalized (EEQ) signals: EEQ1, which operated on the wideband speech plus noise signal, and EEQ4, which operated independently on each of four bands with equal logarithmic width. Consonant identification was tested in backgrounds of continuous and various types of fluctuating speech-shaped Gaussian noise including those with both regularly and irregularly spaced temporal fluctuations. Listeners with HI achieved similar scores for EEQ and the original (unprocessed) stimuli in continuous-noise backgrounds, while superior performance was obtained for the EEQ signals in fluctuating background noises that had regular temporal gaps but not for those with irregularly spaced fluctuations. Thus, in noise backgrounds with regularly spaced temporal fluctuations, the energy-normalized signals led to larger values of MR and higher intelligibility than obtained with unprocessed signals.
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Introduction
Listeners with sensorineural hearing impairment (HI) who are able to understand speech in quiet environments require a higher speech-to-noise ratio (SNR) to achieve criterion performance when listening in background interference than do listeners with normal hearing (NH; Festen & Plomp, 1990). This is the case regardless of whether the noise is temporally fluctuating, such as interfering voices, or is steady, such as that caused by a fan or motor. For listeners with NH, better speech reception is observed in fluctuating-noise backgrounds than in continuous noise of the same long-term root-mean-square (RMS) level, and they are said to experience a release from masking. This may arise from the ability to perceive glimpses of the target speech during dips in the fluctuating noise (Cooke, 2006), and it aids in the ability to converse normally in noisy social situations.

Studies conducted with listeners with HI have shown reduced (or even absent) release from masking compared with that obtained with listeners with NH (e.g., see Bernstein & Grant, 2009; Desloge, Reed, Braida, Perez, & Delhorne, 2010; Festen & Plomp, 1990). Desloge et al.
(2010), for example, measured the SNR required for 50%-correct reception of sentences in continuous and 10-Hz square-wave interrupted noise. For unprocessed speech presented in 80 dB SPL noise backgrounds, a mean difference of 13.9 dB between continuous and fluctuating noise was observed for listeners with NH while it was only 5.3 dB across a group of 10 listeners with HI. Desloge et al. (2010) explained this on the basis of the effects of reduced audibility or speech-weighted sensation level in listeners with HI, who are less likely to be able to receive the target speech in the noise gaps. Other factors may contribute to the reduced masking release (MR) of listeners with HI, including reductions in cochlear compression and frequency selectivity (Moore, Peters, & Stone, 1999; Oxenham & Kreft, 2014), a reduced ability to process the temporal fine structure of speech (Hopkins & Moore, 2009; Hopkins, Moore, & Stone, 2008; Lorenzi, Debruille, Garnier, Fleuriot, & Moore, 2009; Lorenzi, Gilbert, Carn, Garnier, & Moore 2006; Moore, 2014), and reduced sensitivity to the random amplitude fluctuations in noise (Oxenham & Kreft, 2014; Stone, Füllgrabe, & Moore, 2012). The current research, however, is concerned with further investigation of the role of audibility in the reception of speech in temporally fluctuating background interference.

Previous studies of Léger, Reed, Desloge, Swaminathan, and Braida (2015) and Reed, Desloge, Braida, Léger, and Perez (2016) suggest that MR for listeners with HI may be enhanced by processing methods which lead to a reduction of the normal level variations present in speech. In these two studies, however, the improvements in MR arose primarily from decreased performance in continuous background noise relative to that in interrupted noise, due to distortions introduced by the signal processing. To address these issues, Desloge, Reed, Braida, Perez, and D’Aquila (2017) developed a signal-processing technique, energy-equalization (EEQ), designed to overcome these limitations without suffering a loss in intelligibility in continuous background noise. Using non-real-time processing of the broadband signal, the technique compares the short-term and long-term estimates of energy in the input and increases the level of short-term segments when their energy is below average. It then renormalizes the signal to maintain an output energy equal to that of the input. When combined with the linear amplification needed to overcome loss of sensitivity, lower level segments are amplified more than higher level segments. In this way, EEQ processing resembles traditional compression amplification systems. However, there are some important differences. The aim of EEQ is different from that of amplitude compression: EEQ is designed to elevate dips in short-term energy to match the long-term average energy while compression amplification attempts to match the range of speech levels into the reduced dynamic range of a listener with sensorineural hearing loss. This allows EEQ to be implemented using very simple, minimally constrained processing without detailed knowledge of the hearing loss characteristics. Compression amplification, on the other hand, requires some knowledge of the level-dependent characteristics of the hearing loss. Additionally, the gain applied by EEQ is based on the relative short- and long-term signal energies as opposed to the absolute signal energy used by the majority of compression amplification techniques. The use of relative energies results in EEQ being a homogeneous form of processing (i.e., if an input $x$ processed with EEQ yields an output $y$, then a scaled input $Kx$ yields an identically scaled output $Ky$). This is in direct contrast to a compression amplifier operating on absolute energies, where the output is $U[x]$ and where $U[]$ is a nonlinear (and, more specifically, nonhomogeneous) function. The action of such a compressor is to reduce the variation in level over at least part of the range of input levels. This can only be done with a system that is nonlinear: specifically, lower level components receive greater boost than higher level components (Braida, Durlach, De Gennaro, Peterson, & Bustamante, 1982; De Gennaro, Braida, & Durlach, 1986; Lippmann, Braida, & Durlach, 1981).

Desloge et al. (2017) evaluated MR for consonant identification using a non-real-time version of EEQ. Results were compared with an unprocessed condition. Listeners with HI achieved similar scores for processed and unprocessed stimuli in quiet and in continuous-noise backgrounds, while superior performance was obtained for the processed speech in fluctuating background noises. Thus, the energy-normalized signals led to greater MR than obtained with unprocessed signals. The current study extends the work of Desloge et al. (2017) through (a) implementation and evaluation of a real-time version of EEQ, (b) use of a multiband system (EEQ4) in addition to the wide-band system (EEQ1) studied previously, and (c) evaluation of EEQ using a broader range of types of background interference, including a more realistic set of temporally fluctuating noises derived from real speech signals.

A real-time signal-processing algorithm for EEQ was implemented as a wideband (EEQ1) and a multichannel (EEQ4) system. Consonant identification was measured for listeners with NH and HI in a variety of background noises with and without EEQ processing. The experiments focused on consonants due to their high informational load in running speech. Consonant segments were presented in a fixed vowel-consonant-vowel context to minimize the effects of different linguistic and memory abilities across listeners that contribute to the reception of connected speech (e.g., Boothroyd & Nitttrouer, 1988). The noises were selected to examine the effects of periodic versus non-periodic temporal fluctuations and to
include noises characteristic of real speech maskers without the introduction of informational masking (Phatak & Grant, 2014; Rosen, Souza, Ekelund, & Majeed, 2013). The results of the consonant tests were summarized using a normalized measure of masking release (NMR) which permitted comparisons across listeners with different hearing losses and baseline speech-reception abilities. The results of the experiments were considered in light of previous research on compression amplification, in terms of differences in performance between EEQ1 and EEQ4, and through a model of opportunities for glimpsing in the various types of noise.

Signal-Processing Algorithm

The short-term signal energy of speech varies at a syllabic rate from more intense (usually during vowels), less intense (usually during consonants), and silent (De Gennaro et al., 1986; Rosen, 1992). The long-term signal level remains relatively constant and reflects the overall effort at which a speaker is talking. These overall properties of speech persist when background noise is added to the signal. The less intense portions of the speech signal present the most difficulty to listeners with HI and lead to reduced speech comprehension. Energy equalization is a way of combatting this difficulty by amplifying those parts of the speech signal that occur during the dips in the background noise. This technique makes speech content present during the dips in background noise more audible and may improve speech understanding.

The EEQ processing operates blindly and without introducing excessive distortion. The following is a general description of the steps for real-time EEQ. This processing is based on the non-real-time EEQ processing described previously by Desloge et al. (2017) but has been modified for real-time application to a speech plus noise (S+N) signal \( x(t) \). The steps of EEQ processing are described later.

- The processing begins by computing running short-term and long-term moving averages of the signal energy, \( E_{\text{short}}(t) \) and \( E_{\text{long}}(t) \):
  \[
  E_{\text{short}}(t) = \text{AVG}_{\text{short}}[x^2(t)] \quad \text{and} \quad E_{\text{long}}(t) = \text{AVG}_{\text{long}}[x^2(t)]
  \]
  where AVG is a moving-average operator that utilizes specified short and long time constants to provide estimates of signal energy. In this implementation, the AVG operators were single-pole low-pass filters applied to the instantaneous signal energy, \( x^2(t) \), with time constants of 5 ms and 200 ms for the short and long averages, respectively. To minimize onset effects, the single-pole “memory” terms of these averages were preinitialized using the RMS level of the entire stimulus.

- A scale factor, \( SC(t) \), is computed as:
  \[
  SC(t) = \sqrt{E_{\text{long}}(t)/E_{\text{short}}(t)}
  \]
  To prevent (a) attenuation of stronger signal components and (b) overamplification of the noise floor, \( SC(t) \) was restricted to a range of 1 to 10 (corresponding to 0–20 dB). When \( E_{\text{short}}(t) \) was equal to 0, \( SC(t) \) was set to the maximum gain of 10.

- The scale factor is applied to the original signal:
  \[
  y(t) = SC(t) \times (t)
  \]

- The output \( z(t) \) is formed by normalizing \( y(t) \) to have the same energy as \( x(t) \):
  \[
  z(t) = K(t) \times (t)
  \]
  where \( K(t) \) is chosen such that:
  \[
  \text{AVG}_{\text{long}}[z^2(t)] = \text{AVG}_{\text{long}}[x^2(t)]
  \]

The processing described earlier can be applied either to a broadband signal or independently to bandpass filtered components. The current implementation operated on both the broadband signal (EEQ1) and a signal divided into four contiguous frequency bands (EEQ4). The multiband processing scheme was employed based on the hypothesis that separate processing within different spectral bands may be beneficial to listeners with frequency-dependent hearing losses. Both methods are described in further detail in Methods section.

Methods

The experimental protocol for testing human subjects was approved by the internal review board of the Massachusetts Institute of Technology (protocol 0403000005). All testing was conducted in compliance with regulations and ethical guidelines on experimentation with human subjects. All listeners provided informed consent and were paid for their participation.

Listeners

Six male (M) and three female (F) listeners with HI with bilateral, symmetric, mild-to-severe sensorineural hearing loss participated. They were all native speakers of American English and ranged in age from 20 to
69 years with an average age of 37 years. Six of the listeners were younger (33 years or less) and three were older (58–69 years). Five of the listeners had sloping high-frequency losses (HI-1, HI-2, HI-4, HI-5, and HI-7), three had relatively flat losses (HI-6, HI-8, and HI-9), and one had a “cookie-bite” loss (HI-3). Seven of the listeners (all but HI-1 and HI-3) were regular users of bilateral hearing aids. The five-frequency (0.25, 0.5, 1, 2, and 4 kHz) audiometric pure-tone average (PTA) ranged from 27 dB HL to 75 dB HL across listeners with an average of 45 dB HL.

The test ear, sex, age, and five-frequency PTA for each HI listener are listed in Table 1 along with the speech levels and SNRs employed in the experiment. The pure-tone thresholds of the listeners with HI (in dB SPL at the eardrum) are shown in Figure 1. The pure-tone threshold measurements were obtained with Sennheiser HD580 headphones for 500-ms stimuli in a three-alternative forced-choice adaptive procedure which estimates the threshold level required for 70.7%-correct detection (see Léger et al., 2015 for further details).

| Listener | Test Ear | Sex | Age | 5-Frequency PTA (dB HL) | Speech level (dB SPL) | SNR (dB) |
|----------|----------|-----|-----|--------------------------|-----------------------|---------|
| HI-1     | R        | M   | 33  | 27                       | 68                    | –8      |
| HI-2     | R        | F   | 58  | 28                       | 65                    | –2      |
| HI-3     | L        | F   | 21  | 30                       | 65                    | –6      |
| HI-4     | L        | M   | 23  | 36                       | 65                    | –2      |
| HI-5     | L        | M   | 20  | 45                       | 65                    | –4      |
| HI-6     | L        | M   | 69  | 53                       | 70                    | 0       |
| HI-7     | L        | M   | 59  | 56                       | 68                    | 0       |
| HI-8     | R        | F   | 26  | 58                       | 70                    | –2      |
| HI-9     | L        | M   | 21  | 75                       | 71                    | –2      |

Note. PTA = pure tone average; HI = hearing impairment; SNR = speech-to-noise ratio. The final two columns provide the comfortable speech presentation levels chosen by each listener prior to NAL amplification and the SNR used in testing all speech conditions. The SNR was chosen to yield 50% correct in continuous noise.

Speech Stimuli

The speech materials were vowel-consonant-vowel (VCV) stimuli, with a consonant set of /p t k b d g f s f v z d s m n r l/ and the vowel /a/, taken from the corpus of Shannon, Jensvold, Padilla, Robert, and Wang (1999). The set used for testing consisted of 64 VCV tokens (1 utterance of each of the 16 disyllables by two M and two F speakers). The mean VCV duration was 945 ms with a range of 688 to 1339 ms across the 64 VCVs in the test set. The recordings were digitized with 16-bit precision at a sampling rate of 32 kHz and filtered between 80 and 8020 Hz.

Background Types

Seven different digitally generated noises from two broad categories of maskers were used. Four backgrounds, referred to as non-speech-derived noises, were generated from randomly generated speech-shaped Gaussian noise, while the remaining three backgrounds, referred to as speech-derived noises, were generated from actual speech samples.

The spectrum of non-speech-derived noises was speech-shaped and resulted from the average of the spectra across 128 VCV stimuli taken from the Shannon et al. (1999) corpus (in addition to the 64 test stimuli, another 64 stimuli from an additional two M and two F talkers were used in this average). These included the following: (a) a baseline noise consisting of continuous speech-shaped noise at 30 dB SPL (BAS), (b) BAS plus additional continuous noise (CON); (3) BAS plus square-wave interrupted noise (SQW) using 10-Hz interruption with 50% duty cycle and 100% modulation depth, and (4) BAS plus sinusoidally amplitude modulated (SAM) noise using 10-Hz modulation and 100% modulation depth.

The BAS was used in order to mask recording noise and to provide a common noise floor for the stimuli. Note that the BAS component of the SQW and SAM backgrounds meant that these modulated backgrounds never reached full modulation depth. A 10-Hz modulation rate was selected on the basis of previous studies indicating maximal MR for consonant identification in the vicinity 8 to 16 Hz (Füllgrabe, Berthommier, & Lorenzi, 2006).

The remaining three backgrounds were derived from actual speech samples. These maskers were designed to have temporal fluctuations characteristic of real speech while minimizing the effects of informational masking present with real speech maskers (see Phatak & Grant, 2014; Rosen et al., 2013) through the use of vocoding and time-reversed playback. These three vocoded (VOC) maskers were derived from speech recorded from either one (VOC-1), two (VOC-2), or four (VOC-4) talkers.
The VOC-4 masker was chosen as a rough approximation to a continuous randomly generated noise (on the basis of results reported by Rosen et al., 2013 indicating only small changes in performance as the number of talkers in a vocoded noise masker increased above four). The VOC tokens were derived through the application of a method described by Phatak and Grant (2014). Concatenated sentences from eight individual talkers (four M and four F) were equalized to the same RMS level. These sentences included recordings of IEEE sentences (IEEE, 1969), CUNY sentences (Boothroyd, Hanin, & Hnath, 1985), and the Rainbow Passage (Fairbanks, 1960). VOC-1 tokens were produced by filtering individual input speech samples and randomly generated noise of equal duration into six logarithmically equal bands in the range 80 to 8020 Hz via forward and time-reverse application of sixth order Butterworth filters (yielding 72 dB/octave aggregate roll-off). The speech-signal envelope in each of the six bands was derived via forward and time-reverse low-pass filtering of the rectified signal at 64 Hz with third order Butterworth filters (yielding 36 dB/octave aggregate roll-off). These envelopes were then used to modulate the corresponding bands of filtered noise, and the results were scaled to equalize the vocoded band energies with those of the original speech bands. Finally, the modulated and scaled bands were summed, and the output was time-reversed to yield a vocoded, time-reversed waveform corresponding to the original speech token from which it was derived. VOC-2 and VOC-4 tokens were generated by adding two or four VOC-1 tokens derived from different speakers of the same gender. Finally, the tokens were scaled to the desired presentation level. For each trial, the gender from which the masker was derived was selected at random (i.e., the gender of the masker did not necessarily match that of the VCV stimulus presented on that trial).

**Speech in Noise Processing**

Three conditions were used: Unprocessed (UNP), EEQ1, and EEQ4. In the 1-band EEQ condition (EEQ1), EEQ processing was applied to the broadband S+N signal over the range of 80 to 8020 Hz. In the 4-band EEQ condition (EEQ4), the input was separated into four logarithmically equal bands in the range 80 to 8020 Hz (sixth order Butterworth with 36 dB/octave roll-off). EEQ processing was applied to each band independently, and the processed bands were summed to yield the final output. For the listeners with HI, NAL-RP amplification (Dillon, 2001, p. 241) based on each individual’s hearing loss was applied to the UNP, EEQ1, and EEQ4 signals. Frequency-dependent NAL-RP amplification was achieved through the use of a 513-point finite impulse response digital filter.

**Speech Plus Noise Stimuli**

Examples of the effects of EEQ processing on S+N stimuli are provided in Figures 2 and 3. In these figures, the speech signal is a male utterance of the syllable /apa/ at a level of 65 dB SPL in background noise at an SNR of
Figure 2. Waveforms and level distribution plots for the VCV token /apu/ presented with the seven different kinds of background interference (BAS, CON, SQW, SAM, VOC-1, VOC-2, and VOC-4) with UNP and EEQ1 for speech at 65 dB SPL and SNR of −4 dB (except for BAS where SNR is +35 dB). In the level distribution plots, the dashed blue line represents UNP, and the solid red line represents EEQ1. The thick black vertical line (rightmost in all plots) represents the RMS value (which is identical for both types of processing); the dashed blue vertical line and the solid red vertical line are the medians of the UNP and EEQ1 level distributions, respectively.

Figure 2 provides a comparison of UNP and EEQ1 processing in each of the seven background noise conditions. S+N waveforms are shown for UNP and EEQ1 stimuli in the first two columns, respectively, with each row representing one of the seven noise conditions. The third column shows the distribution of the amplitude of the S+N signal in dB SPL for both types of processing. These distributions were generated by sampling at a rate of 44.1 kHz, converting the raw sample values of the S+N stimuli into dB levels, grouping them into 1-dB bins, normalizing the distribution by the total number of samples and plotting the results over the range 15 to 85 dB SPL. The RMS value of the S+N signal in dB SPL is shown by the thick black vertical line (rightmost in all plots) representing the RMS value (which is identical for both types of processing); the dashed blue vertical line and the solid red vertical line are the medians of the UNP and EEQ1 level distributions, respectively.

For the UNP waveforms, differences among the noise conditions are evident. For example, the 10-Hz
fluctuations of SQW and SAM are visible when compared with CON. Similarly, greater variations in level are visible for VOC-1 than for VOC-4 (with VOC-2 intermediate between these two). In the UNP amplitude distributions, the BAS noise is visible in the form of a peak at 30 dB SPL for BAS, SQW, and VOC-1 (but is not visible for the remaining noises, which dominate BAS throughout most of the signal duration). The effect of EEQ1 processing is most evident in the SQW and SAM conditions, where the lower energy speech components that are present during the low-level periods of the fluctuating interference are greater in energy in the EEQ1 signals. The reduction in amplitude variation is reflected in the rightward shift in the distributions for EEQ1 compared with UNP, despite the RMS value remaining constant between UNP and EEQ. For the distributions shown in Figure 2, the differences in median levels between EEQ1 and UNP were 1.8 dB for SQW and 2.0 dB for SAM. Smaller differences were observed for the remaining noises: VOC-1 (1.5 dB), VOC-2 (1.1 dB), VOC-4 (0.8 dB), and CON (0.4 dB).

Figure 3 compares the UNP and EEQ4 waveforms and amplitude distributions for SQW noise on a band-by-band basis. As in Figure 2, results for a speech level of 65 dB SPL and an SNR of −4 dB are shown. The first four rows show plots for the individual bands which are logarithmically equal in width with ranges of 80 to 253 Hz (Band 1), 253 to 801 Hz (Band 2), 801 to 2535 Hz (Band 3), and 2535 to 8020 Hz (Band 4). Band 2 has the largest RMS value, followed by, in decreasing

**Figure 3.** Waveforms and level distribution plots for the VCV token /tup/ in SQW noise with EEQ4 for speech at a level of 65 dB SPL and SNR of −4 dB. Each of the first four rows in the figure corresponds to a different logarithmically equal band in the range of 80 Hz to 8020 Hz, and the final row shows the sum of the four bands. In the level distribution plots, the dashed blue line represents UNP and the solid red line represents EEQ4. The thick black vertical line (rightmost in all plots) represents the RMS value (which is identical for both types of processing); the dashed blue vertical line and the solid red vertical line are the medians of the UNP and EEQ4 level distributions, respectively. For convenience, the last row plots the level distribution of the SQW noise for EEQ1 (given by the dotted curve) from Figure 2.
order, Band 3, Band 4, and Band 1. The bottom row depicts the sum of the four bands. The amplitude distribution for EEQ1 (which has been added to the rightmost panel of the bottom row for comparison purposes) is similar to that for the wideband EEQ4. The only minor difference between these two plots is a slightly higher peak value for EEQ1.

Test Procedure

Experiments were controlled by a desktop PC using Matlab™ software. The digitized S+N stimuli were played through a 24-bit PCI sound card (E-MU 0404 by Creative Professional, Scotts Valley, CA) and then passed through a programmable attenuator (Tucker-Davis PA4, TDT, Alachua, FL) and a headphone buffer (Tucker-Davis HB6, TDT, Alachua, FL) before being presented monaurally to the listener in a soundproof booth via a pair of headphones (Sennheiser HD580, Old Lyme, CT). A monitor, keyboard, and mouse were located within the soundproof booth.

Consonant identification was tested using a 1-interval, 16-alternative, forced-choice procedure without correct-answer feedback. On each 64-trial run, 1 of the 64 tokens from the test set was selected randomly without replacement. A randomly selected noise equal in duration to that of the speech token was scaled to achieve the desired SNR and then added to the speech token. The resulting stimulus was either presented unprocessed (for the UNP conditions) or processed according to EEQ1 or EEQ4 before being presented to the listener for identification. The listener’s task was to identify the medial consonant of the VCV token that had been presented by selecting a response (using a computer mouse) from a 4 × 4 visual array of orthographic representations associated with the consonants. No time limit was imposed on the listeners’ responses. Each run typically lasted 3 to 5 min. Chance performance was 6.25% correct.

Experiment 1. Listeners with NH were tested using a speech level of 60 dB SPL. An SNR of −10 dB (selected to yield roughly 50%-correct performance for UNP stimuli in CON noise) was used for all noise conditions (except for BAS). Each HI listener selected a comfortable speech level when listening to UNP speech in the BAS condition. For these listeners, the SNR was selected to yield roughly 50%-correct performance for UNP speech in CON noise, based on the results of several preliminary runs. The speech levels and SNRs for each HI listener are listed in Table 1.

The UNP condition was always tested first, based on the assumption that listeners with HI would have prior real-world familiarity with these signals. The test order of the EEQ1 and EEQ4 conditions was then randomized for each listener. The seven noises were tested in order BAS first, followed by a randomized order of the remaining six noises (CON, SQW, SAM, VOC-1, VOC-2, and VOC-4). Five 64-trial runs were presented for each of the 21 conditions (3 Processing Types × 7 Noises). The first run was considered as practice and discarded. The final four test runs were used to calculate the percent-correct score for each condition.

Experiment 2. Supplemental data were collected for four of the listeners with HI (HI-2, HI-4, HI-5, and HI-7) to examine the effects of EEQ as a function of SNR and to compare the resulting psychometric functions to those obtained with unprocessed materials. Each of these four listeners was tested at two additional SNRs after completing Experiment 1. One of the additional SNRs was 4 dB lower than that employed in Experiment 1 and the other was 4 dB higher. This testing was conducted with UNP and EEQ1 using six types of noise: CON, SQW, SAM, VOC-1, VOC-2, and VOC-4. The test order for UNP and EEQ1 was selected randomly for each listener. For each processing type, the two additional values of SNR were presented in random order. Within each SNR, the test order of the six types of noises was selected at random. Five 64-trial runs were presented for each condition using the tokens from the test set. The first run was discarded as practice, and the final four runs were used to calculate the percent-correct score for each of the 24 additional conditions (2 Processing Types × 6 Noises × 2 SNRs). Other than the SNR, all experimental parameters remained the same as for Experiment 1.

Data Analysis

For each condition and listener, percent-correct scores were averaged over the final four runs (consisting of 4 × 64 = 256 trials). A NMR (as defined by Léger et al., 2015) was calculated as:

\[
NMR = \left( \frac{FN - CN}{BN - CN} \right)
\]

where FN is the score in fluctuating noise, CN is the score in continuous noise, and BN is the score in baseline noise.

In this metric, MR (which is defined as the numerator in the equation above) is represented as a fraction of the total possible amount of improvement (given by the denominator). NMR is useful for comparing performance among listeners with HI whose baseline scores are different and who require different test SNRs to achieve the target performance of 50% correct in continuous noise. By using baseline performance as a reference, NMR emphasizes the differences in performance with interrupted and continuous noise for an individual listener as opposed to the differences due to factors such as the severity of the hearing loss of the listener or the
distorting effects of the processing on the speech itself. NMR is preferable to the use of MR due to the influence of SNR on the size of MR. Previous studies (e.g., Bernstein & Grant, 2009; Oxenham & Simonson, 2009) have shown a tendency for an increase in MR with a decrease in SNR. The NMR measure takes into account the SNR at which a given listener was testing (as reflected in the continuous-noise score) and thus allows for better comparisons among listeners tested at different values of SNR. Furthermore, the use of NMR (as opposed to MR) discounts situations where MR arises as the result of a decrease in performance in continuous noise versus an increase in performance in fluctuating noise: the denominator in the former case is larger than that in the latter case, which results in a lower NMR.

Statistical tests, including ANOVAs (at a confidence level of .01) and post hoc Tukey-Kramer multiple comparisons (at a confidence level of .05), were conducted on NMR results.

The NMR calculations for the non-speech-derived SQW and SAM noises used CON noise as the continuous noise, and the NMR calculations for the speech-derived VOC-1 and VOC-2 noises used VOC-4 noise as the continuous noise. These NMR formulas are listed here:

\[
NMR_{SQW \text{ or } SAM} = \frac{(SQW \text{ or } SAM \text{ Score}) - CON \text{ Score}}{BAS \text{ Score} - CON \text{ Score}}
\]

\[
NMR_{VOC-1 \text{ or } VOC-2} = \frac{(VOC-1 \text{ or } VOC-2 \text{ Score}) - VOC-4 \text{ Score}}{BAS \text{ Score} - VOC-4 \text{ Score}}
\]

**Results**

**Experiment 1**

The results of Experiment 1 are summarized in Figure 4 in terms of mean percent-correct scores across the four listeners in the NH group and across the nine listeners in the HI group. Individual results are also shown for each HI listener. For each of the seven types of background interference, scores are plotted for each of the three types of processing (UNP, EEQ1, and EEQ4). Error bars...
indicate ±1 SD around the means. Listeners with HI exhibited slightly more variability in their results than did those with NH: the mean standard deviations across listeners (computed as the average of the mean standard deviations for each of the seven noises) in percentage points were 3.6 for UNP, 3.2 for EEQ1, and 4.4 for EEQ4 for listeners with NH and 4.7 for UNP, 4.9 for EEQ1, and 4.6 for EEQ4 for listeners with HI. In nearly all processing and noise conditions, with the exception of CON (which by design yielded scores of roughly 50% correct for both groups of listeners), the performance of the NH group exceeded that of HI group. Both groups, however, showed a decrease in performance for processed compared with unprocessed stimuli: averaged across noise types, the mean NH scores were 79% in UNP, 76% in EEQ1, and 73% in EEQ4, and the mean HI scores were 65% in UNP, 63% in EEQ1, and 59% in EEQ4. Because the UNP condition was always tested first, it is possible that its advantages over EEQ1 and EEQ4 are minimized here. Within each processing type, the performance for both groups was highest in the BAS condition, lowest in CON and VOC-4 (the latter of which was derived from samples of enough speakers to behave similarly to continuous noise, as shown previously by Rosen et al., 2013; Simpson & Cooke, 2005), and intermediate between BAS and CON for the remaining noises. Averaged across the different listeners and processing types, the NH scores were 98% in BAS, 52% in CON, 92% in SQW, 86% in SAM, 81% in VOC-1, 69% in VOC-2, and 52% in VOC-4, and the HI scores were 90% in BAS, 52% in CON, 72% in SQW, 64% in SAM, 62% in VOC-1, 52% in VOC-2, and 46% in VOC-4.

The NMR results calculated from the scores for Experiment 1 are summarized in Figure 5. The two panels on the left show results for the non-speech-derived SQW (upper) and SAM (lower) noises, and the two panels on the right show results for the speech-derived VOC-1 (upper) and VOC-2 (lower) noises. Within each panel, NMR is plotted for each of the three types of processing for mean scores across listeners with NH, mean scores across listeners with HI, and individual listeners with HI.

![Figure 5](image-url)
For the listeners with NH, values of NMR decreased in the order of SQW (0.87), SAM (0.74), VOC-1 (0.63), and VOC-2 (0.35) but were generally similar across the three types of processing. A repeated-measures ANOVA with main effects of noise condition and processing type was conducted on the NMR values of the four listeners with NH. This gave a significant effect of noise condition, $F(3, 9) = 227.24$, $p < .0001$, but not of processing type, $F(2, 6) = 2.23$, $p = .19$. There was no interaction of processing by noise type, $F(6, 18) = 1.68$, $p = .18$. A post hoc Tukey-Kramer comparison of the noise effect indicated significant differences between all possible pairs of noises.

Among the individual listeners with HI, an effect of processing type was observed primarily with the SQW and SAM noises. Higher values of NMR were obtained for EEQ1 and EEQ4 than for UNP for SQW noise for all listeners with HI except HI-3 and for SAM noise for all except HI-3 and HI-9. The average NMR for SQW noise increased from 0.32 for UNP to 0.64 and 0.62 for EEQ1 and EEQ4, respectively. For SAM noise, the HI NMR means increased from 0.23 for UNP to 0.40 and 0.34 for EEQ1 and EEQ4, respectively. For the two speech-derived noises (VOC-1 and VOC-2), however, NMR tended to be similar across the three types of processing within individual listeners with HI. Averaged across listeners with HI, NMR values for UNP, EEQ1, and EEQ4, respectively, were 0.39, 0.38, and 0.31 for VOC-1 noise and 0.13, 0.12, and 0.18 for VOC-2. A repeated-measures ANOVA conducted on the NMR values of the listeners with HI showed significant effects of processing type, $F(2, 16) = 8.15$, $p = .004$, and noise type, $F(3, 24) = 48.06$, $p < .0001$, and a processing by noise interaction, $F(6, 48) = 8.53$, $p < .0001$. Post hoc Tukey–Kramer comparisons of the processing effect indicated that the NMR values obtained with EEQ1 and EEQ4 processing were significantly greater than for UNP. For the noise effect, post hoc comparisons indicated that the NMR obtained with SQW noise was greater than that obtained with the other three noises, and that the NMR with SAM and VOC-1 (not significantly different from each other) led to significantly higher NMR than with VOC-2 noise. Finally, a post hoc analysis of the processing by noise interaction indicated the following: for SQW noise, NMR for both EEQ1 and EEQ4 (not significantly different from each other) was greater than for UNP; for SAM noise, EEQ1 resulted in higher NMR than UNP; and for both VOC-1 and VOC-2, no significant differences were obtained among the three types of processing.

**Experiment 2**

The results of Experiment 2 are plotted in Figure 6 for each of the four listeners with HI. Data for the non-speech-derived noises (SQW, SAM, and CON) are shown in the panels on the left and those for the speech-derived noises (VOC-1, VOC-2, and VOC-4) are shown on the right. Percent-correct scores are plotted as a function of SNR for UNP and EEQ1 processing for each type of noise along with sigmoidal fits to each of these psychometric functions. The sigmoidal fits assumed a lower bound corresponding to chance performance on the consonant-identification task (6.25% correct) and an upper bound corresponding to a given listener’s score on the BAS condition for UNP or EEQ. The fitting process estimated the slope and midpoint values of a logistic function that minimized the error between the fit and the data points as summarized in Table 2.

The results of the fits are summarized in Table 2 in terms of their midpoints in dB and slopes around the midpoint (in percentage points per dB). A repeated-measures ANOVA on the midpoint values with factors processing type and noise type gave significant effects of noise, $F(5, 15) = 40.55$, $p < .0001$, and the interaction of processing by noise, $F(5, 15) = 16.13$, $p < .0001$, but not of processing, $F(1, 3) = 18.75$, $p = .03$. A post hoc Tukey–Kramer comparison of the main effect of noise condition indicated that the midpoint for SQW noise ($-22.5$ dB) was significantly lower than for all other noises, that the midpoints for CON, VOC-2, and VOC-4 noises were not significantly different from each other (mean of $-3.8$ dB) but were significantly lower than those for the other three types of noise, and that the midpoints for SAM and VOC-1 noises (mean of $-10.8$ dB) were not different from each other but were significantly different from those for the remaining noises. The interaction effect was due to the higher midpoints for EEQ1 than for UNP for SQW and SAM noises but similar midpoint values for the two types of processing for the remaining noises. A repeated-measures ANOVA conducted on the slopes of the psychometric functions gave a significant effect of noise condition, $F(5, 15) = 14.33$, $p < .0001$, but not of processing type, $F(1, 3) = 2.7$, $p = .20$, or of processing by noise interaction, $F(5, 15) = 1.86$, $p = .16$. A post hoc comparison of the noise effect indicated that the slope for the SQW noise (1.5%/dB) was significantly shallower than for the other noises; that the slopes for the CON and VOC-4 noises (not different from each other and averaging 4.6%/dB) were significantly steeper than for the other noises; and that the slopes for SAM, VOC-1, and VOC-2 (not different from each other and averaging 3.0%/dB) were significantly different from those for the three remaining noises.

NMR values for SQW, SAM, VOC-1, and VOC-2 noises were calculated from the percent-correct scores for obtained for each SNR and processing type for each listener with HI. In Figure 7, NMR for EEQ1 is plotted as a function of NMR for UNP for the
individual listeners with HI in SQW and SAM noise at the various SNRs (in the panels on the left) and for VOC-1 and VOC-2 noise (on the right). In the panels on the left, it can be seen that every NMR data point lies above the 45-degree reference line, showing a strong tendency for larger NMR with EEQ1 for non-speech-derived noises at all SNRs tested. Additionally, NMR was greater with SQW interference than with SAM interference. For SQW noise, NMR averaged across the four listeners with HI at the low, mid, and high SNRs was 0.43, 0.31, and −0.10, respectively, for UNP and 0.76, 0.66, and 0.56, respectively, for EEQ1. For SAM noise, these values were 0.28, 0.21, and 0.14, respectively, for UNP and 0.50, 0.50, and 0.47, respectively, for EEQ1. As shown in the right column of Figure 7, there was a smaller difference in NMR for UNP and EEQ1 for the speech-derived noises than for the non-speech-derived noises. Averaged over listeners and SNRs, NMR was greater with VOC-1 than with VOC-2 noise for both types of processing. For UNP and EEQ1, respectively, NMR was 0.33 and 0.46 for VOC-1 and 0.14 and 0.17 for VOC-2.

A repeated measures ANOVA with factors SNR, processing type, and noise condition was conducted on the NMR values shown in Figure 7. Although a tendency was observed for a decrease in NMR with increasing SNR, this effect did not reach significance, $F(2, 6) = 5.22, p = .0486$. Significant effects were found for the other two main factors. Processing: $F(1, 3) = 44.01, p = .007$; Noise: $F(3, 9) = 36.55, p < .0001$, and for the 3 two-way interactions. The source of the significant interaction between SNR and processing type, $F(2, 57) = 7.87$,
Table 2. Midpoints (M) of SNR in dB and Slopes (S) Around the Midpoints in Percentage Points per dB of Sigmoidal Fits to the Data of the Four Individual Listeners with HI Shown in Figure 7.

| Processing type: UNP | CON      | SQW      | SAM      | VOC-1     | VOC-2      | VOC-4     |
|---------------------|----------|----------|----------|-----------|------------|-----------|
| HI-2                | −3.8     | −18.7    | 1.7      | −7.8      | 3.5        | −8.0      | 3.4       | −6.3      | 2.8        | −3.4      | 5.2        |
| HI-4                | −5.3     | −13.9    | 2.1      | −8.7      | 3.3        | −11.8     | 2.7       | −7.7      | 3.3        | −5.8      | 3.2        |
| HI-5                | −4.3     | −15.8    | 1.5      | −8.2      | 3.7        | −11.1     | 3.1       | −5.6      | 3.7        | −3.6      | 5.7        |
| HI-7                | −2.1     | −6.2     | 2.1      | −4.3      | 3.4        | −5.1      | 3.2       | −3.7      | 2.7        | −0.9      | 5.0        |
| Means               | −3.9     | −13.6    | 1.9      | −7.3      | 3.5        | −9.0      | 3.1       | −5.8      | 3.1        | −3.4      | 4.8        |
| Processing type: EEQ1 | CON    | SQW    | SAM    | VOC-1 | VOC-2 | VOC-4 |
| HI-2                | −2.2     | −32.1   | 1.1     | −8.6      | 3.5        | −8.9      | 3.0       | −3.9      | 3.8        | −2.1      | 4.0        |
| HI-4                | −3.9     | −37.3    | 1.9     | −24.4     | 1.7        | −13.1     | 2.6       | −6.9      | 3.1        | −3.3      | 4.2        |
| HI-5                | −2.7     | −300.1   | 0.2     | −24.2     | 1.0        | −14.5     | 1.3       | −5.0      | 3.7        | −2.3      | 4.9        |
| HI-7                | −2.4     | −24.4    | 1.2     | −6.2      | 3.5        | −7.4      | 3.1       | −2.4      | 3.9        | −1.8      | 3.9        |
| Means               | −2.8     | −98.5    | 1.1     | −15.9     | 2.4        | −11.0     | 2.5       | −4.5      | 3.6        | −2.4      | 4.3        |

Note. HI = hearing impairment; CON = BAS plus additional continuous noise; SQW = BAS plus square-wave interrupted noise; SAM = BAS plus sinusoidally amplitude modulated noise; VOC-1 = one-talker vocoded noise; VOC-2 = two-talker vocoded noise; VOC-4 = four-talker vocoded noise. M and S are given for UNP and EEQ1 with six noise backgrounds: CON, SQW, SAM, VOC-1, VOC-2, and VOC-4. Means across listeners are provided in the final row. Note that the midpoint of HI-5 for UNP speech in SQW noise (−300.1 dB, shown in italics) was highly deviant relative to the remaining three HI listeners (whose midpoints ranged from −24.4 to −37.3 dB), due to a very small change in scores across the three values of SNR tested for HI-5 in this condition. In conducting the ANOVA on midpoint values, the value of −300.1 dB was replaced with the average of the midpoints of the other three listeners (i.e., −31.3 dB).

Figure 7. Normalized masking release (NMR) for EEQ1 plotted as a function of NMR for UNP for the four listeners with HI (HI-1, 2, 5, and 7, and depicted by numbers within the symbols). The data for the nonspeech-derived noises (SQW with filled symbols and SAM with unfilled symbols) are plotted on the left, and the data for the speech-derived noises (VOC-1 with filled symbols and VOC-2 with unfilled symbols) are plotted on the right. NMR is shown for three values of SNR: circles represent the lowest SNR, diamonds the middle SNR, and squares the highest SNR tested for each of the listeners.
Discussion
Effects of EEQ Processing on Speech Reception in Noise

The primary goal of EEQ was to increase the performance of listeners with HI in fluctuating interference while maintaining performance in the BAS and CON noise conditions. Compared with UNP, improvements in fluctuating noise with EEQ were observed for the non-speech-derived noises but not for the speech-derived noises. Among the listeners with HI, measures of NMR indicated benefits for EEQ1 for the SQW and SAM noises across a wide range of SNRs. A different pattern of results was observed for the speech-derived fluctuating noises (VOC-1 and VOC-2), however, where NMR was similar for UNP and EEQ. The psychometric functions shown in Figure 6 indicate that EEQ was successful in maintaining CON scores similar to those obtained for UNP across a wide range of SNRs, while leading to improved performance for the SQW and SAM noises at lower SNRs. Furthermore, performance levels for the BAS condition were maintained with EEQ1 (with HI scores averaging 91% for EEQ1 compared with 93% correct for UNP). Thus, the improvements to NMR arose primarily from improvements in scores for the SAM and SQW noises. The pattern of results obtained in Experiment 1 (where UNP was tested before EEQ) was highly similar to that obtained in Experiment 2 (where the presentation order of UNP and EEQ was randomized). This suggests that the benefits observed for EEQ on the SQW and SAM noises in Experiment 1 were not dependent on an order effect. Overall scores and benefits in fluctuating noises were lower for the multiband processing of EEQ4 than for the wideband processing of EEQ1.

Some insight into the improved performance with SQW and SAM noise for EEQ can be obtained from further examination of the amplitude distribution plots shown in Figure 2. Despite the RMS values being the same within a type of interference, the median amplitudes were greater for EEQ1 than for UNP. The upward shift in the median amplitudes with EEQ, which occurred due to the amplification of the lower energy S+N components, may be regarded as a measure of the impact of EEQ. These numbers indicate that the effect of EEQ is greatest for SQW and SAM, lowest for CON and VOC-4, and intermediate for VOC-1 and VOC-2. The movement of the tail of the amplitude distribution toward the center of the histogram corresponds to the reduction in amplitude variation in the processed stimuli.

The effects of EEQ across a range of hearing losses are shown in Figure 8, where NMR is plotted as a function of the 5-frequency PTA of each of the nine listeners with HI. For UNP, NMR decreased with increasing PTA; however, with EEQ1 and EEQ4, NMR varied much less with PTA, which highlights the benefits provided to listeners with HI by making the speech component of the signal more audible in the lower levels of the SQW noise (i.e., dips). Additionally, as shown in Figure 7, the increase in NMR with EEQ1 relative to UNP for SQW and SAM held at various SNRs: with UNP in these types of interference, NMR became close to zero or even negative at the high SNRs, whereas with EEQ1, NMR was always positive.

EEQ was not effective in improving NMR in the speech-derived noises. One explanation for this may lie in the fact that many listeners with HI demonstrated a greater NMR for VOC-1 and VOC-2 than for SQW and SAM noise for the UNP condition. As shown by Figure 5, the listeners with HI with the most severe hearing losses (HI-6, HI-7, HI-8, and HI-9) showed almost no NMR in the UNP condition with SQW (averaging 0.09) but did show a non-zero NMR (averaging 0.38) for VOC-1. In fact, in the UNP condition, the NMR for VOC-1 interference showed much less variability across listeners with HI (with a total range of 0.24 to 0.53) than was the case for SQW noise (with a range of 0.01 to 0.79). Thus, there was less room for NMR improvement with EEQ and the speech-derived noises.

Comparison With Compression Amplification

The performance with EEQ in modulated background noise can be compared with studies of compression-amplification aids for listeners with HI. Both methods of processing result in greater amplification of lower level sounds compared with higher level sounds. However, as described earlier, EEQ differs from compression amplification: the homogeneity of EEQ and its
operation on relative signal levels without detailed knowledge of the level-dependent characteristics of the hearing loss contrasts with the non-linearity of amplitude compression and its mapping of absolute signal levels to the specific hearing loss.

Of particular interest here are comparisons of EEQ results with studies of compression amplification that include fast attack or release times and evaluations in various types of modulated Gaussian background noise (e.g., Brennan et al., 2016; Houben, 2006; Moore, Peters, & Stone, 1999; Moore, Stainsby, Alcantara, & Kuhnel, 2004; Nordqvist & Leijon, 2004; Olson, Olofsson, & Hagerman, 2004; Souza, Boike, Witherell, & Tremblay, 2007; Stone, Moore, Alcantara, & Glasberg, 1999). Moore et al. (1999) examined wideband and multiband compression algorithms using a compression ratio of 2 and effective attack and release times of 7 ms. For measurements of speech-reception thresholds (SRTs) for sentences in a background of a noise that was modulated by the temporal envelope of a single talker, only the one-channel system led to an improvement over a linear-gain system (by 2 dB). Stone et al. (1999) implemented four different compression algorithms in a wearable digital hearing aid and measured SRTs of listeners with HI for sentences presented in speech-shaped noise or in speech-shaped noise whose amplitude was modulated by the envelope of a single talker. Two of the systems employed fast-acting compression with the possibility of amplifying low-level portions of the signal present during the gaps in the modulated noise. The results indicated that SRTs in modulated noise were lower (i.e., better) than for unmodulated noise (by roughly 2 dB on average) and that the best performance in modulated noise was obtained with the DUAL-HI fast-acting compression systems. Nordqvist and Leijon (2004) implemented an automatic gain-control system with four components of spectral shape (Bustamante & Braida, 1987). Their system consisted of an underlying target gain which was modified (to adapt to changes in environments, talker, speech/pause, etc.) using relative signal levels. However, the underlying target gain itself is dependent on absolute sound levels. When compared with the DUAL-HI version of the Stone et al. system (1999) on the intelligibility of sentences (Hagerman, 1982), the two systems were found to be nearly identical both for unmodulated and modulated noises. Olsen et al. (2004) measured the SRT for sentences in a modulated noise background through a linear-gain system and five versions of a three-channel, fast-acting compressor. On average, the listeners with HI performed similarly across the five compression systems and slightly worse than for the linear system. Moore et al. (2004) studied consonant reception with VCV syllables for amplitude-compression systems presented through a programmable hearing aid with a range of attack or release times. With one-talker interference, performance for a linear-gain

Figure 8. The NMR for Experiment 1 in the SQW condition attained by each of the listeners with HI with UNP (purple circles), EEQ1 (orange squares), and EEQ4 (green triangles) plotted as a function of PTA in dB HL.
system was superior to that of any of the compression algorithms. Houben (2006) examined sentence reception in continuous noise and in a speech-derived fluctuating background noise using a wide range of compression settings (including variations in compression ratio, number of channels, and attack or release times). None of the compression systems yielded performance better than that obtained with linear-gain amplification in either continuous or fluctuating noise. Souza et al. (2007) measured word-recognition scores in sentences for a single-channel wide dynamic range compression system (with a compression ratio averaging 2 and attack or release times of 5/50 ms) in backgrounds of steady noise and a modulated noise derived from the temporal envelope of a 12-talker babble. On average, scores were several percentage points higher for linear than for compression amplification and for steady than for amplitude-modulated noise. Finally, Brennan et al. (2016) measured recognition of words in sentences for two compression systems that differed in their attack and release times (one fast and one slow) in backgrounds of continuous noise and modulated noise that was derived from a two-talker temporal envelope. MR was on the order of 1 dB for both compression speeds.

The results obtained here with EEQ and the speech-derived noises are generally consistent with those obtained in previous studies employing compression amplification and similar types of modulated backgrounds. In those studies that included a linear-amplification condition for comparison with compression amplification for speech reception in modulated noise backgrounds (Houben, 2006; Moore et al., 1999, 2004; Olsen et al., 2004; Souza et al., 2007), there was little evidence for improved performance with compressive systems (with the exception of the 2-dB improvement observed by Moore et al., 1999). In studies that included steady noise in addition to a modulated noise background, MR was either absent (Houben, 2006; Souza et al., 2007) or on the order of 1 to 2 dB (Brennan et al., 2016; Stone et al., 1999) for compression amplification. For those studies which employed speech-derived modulation maskers and for which MR was measured for both linear and compression amplification (Houben, 2006; Souza et al., 2007), there was no evidence of an increase in MR with compression. Thus, for the most part, these results (including those with fast attack/release times) are similar to those observed for EEQ with the VOC-1 and VOC-2 maskers which indicate similar performance for UNP and EEQ.

Note that, unlike EEQ processing, all of the compression amplification systems discussed here are customized to the particular hearing loss and operate on absolute sound level. Given its independence on hearing loss and absolute level, it is possible that EEQ could be used as a preprocessor to one of these more traditional compression amplification techniques.

**Comparison of EEQ1 and EEQ4**

Despite the initial hypothesis that multiband EEQ might be beneficial for listeners with frequency-dependent hearing losses, overall performance was in fact worse for EEQ4 than for EEQ1. The amplitude distributions of the broadband EEQ1 and EEQ4 signals were similar (see Figure 3, bottom row, rightmost panel). In decibels, the absolute values of the differences in mean levels between EEQ1 and EEQ4 were 0.2 for BAS, 0.3 for CON, 0.3 for SQW, 0.3 for SAM, 0.2 for VOC-1, 0.7 for VOC-2, and 0.6 for VOC-4. However, by applying different scale factors to different frequency bands, the independent-band processing may have interfered with the spectral shape, resulting in decreased effectiveness.

To see if this might be the case, outputs of the three processing schemes were examined for each of the four bands used for EEQ4. In Figure 9, median levels for UNP, EEQ1, and EEQ4 within each of the four bands used in EEQ4 are plotted as a function of SNR. For UNP, the median levels generally decrease linearly with increasing SNR, whereas the slopes for the EEQ1 and EEQ4 functions level off at around 0 dB SNR. This is consistent with EEQ amplifying the low-energy speech components. The effect of EEQ on spectral shape is reflected in the relative median levels of the four bands. In general, EEQ1 preserves the relative median levels for UNP, which indicates that it has little impact upon the spectral shape of the stimulus. EEQ4, however, produces changes in relative levels. Specifically, at low SNRs, band 1 is amplified relative to band 4 (indicating a shift in energy toward lower frequencies), while at high SNRs, band 1 is attenuated relative to band 4 (indicating a shift in energy toward higher frequencies). These changes in spectral shape may explain the decreased performance for EEQ4 relative to EEQ1, and other metrics might reveal a larger difference in spectral shape between the two processing schemes. It is also possible that the additional processing involved in the multiband scheme introduced additional distortions to the signal, which led to the observed decreases in performance with EEQ4 compared with EEQ1.

**Glimpse Analysis of Vocoded and Non-Vocoded Noises**

A glimpse analysis, derived from work of Cooke (2006), was conducted to determine the role of opportunities for glimpses in the various noises in explaining the greater effectiveness of EEQ for improving performance in the non-speech-derived compared with the speech-derived noises. Cooke (2006) defined a glimpse as a connected
region of the spectrotemporal excitation pattern in which the energy of the speech token exceeded that of the background by at least 3 dB in each time-frequency element. Unlike Cooke’s analysis, the current analysis measured glimpses derived from the envelopes of the noises alone. A noise glimpse was defined here as a section of the noise where the envelope dropped more than 3 dB below the RMS value of the noise for at least 10 ms (based on estimates of the effective duration of the auditory temporal window from Moore, Glasberg, Plack, & Biswas, 1988; Oxenham & Moore, 1994). An example of the method used to calculate glimpses is shown in Figure 10 for VOC-1, VOC-2, and VOC-4 noise samples, depicting their waveforms (top row of panels) and envelopes (bottom row). The envelope plots include the RMS value, the threshold value (defined as RMS -3 dB), and the location and duration of glimpses. The envelope was computed by filtering the signal to a bandwidth of 80 to 8020 Hz and passing the absolute value of its Hilbert transform through a low-pass filter with a cutoff of 32 Hz. An interval was considered to contain a noise gap if the envelope level was below the threshold line for at least 10 ms. As can be seen in Figure 10, as the number of speakers who made up the speech-derived noises increased from one to two to four, the envelope hovered closer to the RMS value, and the duration of the glimpses decreased.

The analysis was conducted for six of the noises used in the experiment (eliminating only the BAS noise). Five hundred samples of each of the noise types were generated to have a duration equal to an arbitrarily chosen VCV token of 1.29 s. For each noise sample, the occurrences of glimpses using the above definition were determined. This information was used to calculate the percentage of time that the glimpses were present, the number of glimpses per second, and the average length of the glimpses.

The average fraction of time spent in a glimpse in decreasing order was 0.43 for SQW, 0.40 for SAM, 0.37 for VOC-1, 0.32 for VOC-2, 0.24 for VOC-4, and 0.00 for CON. VOC-1 was therefore similar to SQW and SAM in terms of fraction of the time spent in a gap, whereas VOC-4 had more gaps than CON using the current metric. The number of glimpses per second was
greater for SQW (9.09) and SAM (9.03) than for the speech-derived noises of VOC-1 (2.97), VOC-2 (4.16), and VOC-4 (4.32), and fell to 0.05 for CON. Finally, the average glimpse durations for the speech-derived noises showed greater variability and were longer than for the non-speech-derived noises. These ranges were between 0 and 15 ms for CON, 45 and 49 ms for SQW, and 40 and 47 ms for SAM, compared with ranges of 0 to 856 ms for VC-1, 0 to 405 ms for VC-2, and 10 to 300 ms for VC-4.

Taken together, these analyses offer insight into why EEQ performed better with the non-speech-derived noises than with the speech-derived noises. Although VOC-1, SQW, and SAM had similar amounts of total time spent in glimpses, these times were distributed over a greater number of glimpses for SQW and SAM. Miller and Licklider (1950) showed that recognition of words in backgrounds of interrupted noise with a given noise-fraction time was dependent on the rate of interruption but not on whether the interruptions occurred with regular or irregular spacing. An interruption rate of 10 Hz (as used for the SQW and SAM noises) led to maximal word scores while performance dropped for slower rates (as in VOC-1 with an interruption rate of roughly 3 Hz) as well as faster rates. With VOC-2 and VOC-4, there were both less total time spent in glimpses and fewer glimpses than with SQW and SAM. EEQ performed best with short, frequent glimpses, as this gave it the best opportunity to amplify speech during the gaps in the noise. With VOC-1, there were fewer but longer glimpses providing the listener with samples restricted to only a few temporal regions of the utterance rather than with shorter-duration samples throughout the entire length of the utterance. During the longer glimpses, the long-term average would be reduced, leading to smaller changes in gain in these sections. With fewer and longer glimpses (and therefore fewer and longer non-glimpses as well), it is also possible that the entirety of the low-energy consonant portion of the speech stimuli would be covered by noise. Thus, EEQ may have less of an opportunity to operate effectively on the portion of the speech where listeners with HI require the most amplification and could instead end up amplifying noise during these parts. On the other hand, the longer glimpses available in VOC-1 noise may explain the positive NMR seen for the listeners with HI with UNP signals. Specifically, the availability of longer speech segments could improve...
speech intelligibility through a reduction of the effects of temporal masking (e.g., Dubno, Horwitz, & Ahlstrom, 2003), as compared with the case of SQW where the on and off segments of the noise alternated every 50 ms.

Previous studies have examined the role of glimpsing on speech intelligibility by manipulating various parameters associated with the temporal interruption of the speech signal, either in quiet or in backgrounds of continuous noise (e.g., Kidd & Humes, 2012; Li & Loizou, 2007; Miller & Licklider, 1950; Wang & Humes, 2010). In these studies, the proportion of glimpse time was found to have the most influence on intelligibility, compared with little or no effect of other factors, such as interruption rate, number of glimpses, or duration of glimpses. In Figure 11, the mean NH and HI scores for UNP and EEQ1 are plotted as a function of the average fraction of the noise spent in a glimpse. For both processing types and groups of listeners, scores increased with an increase in the fraction of glimpses once this measure exceeded approximately 0.25. Below this fraction, scores were roughly constant at the level observed for CON. For listeners with both NH and HI, the UNP curve lies above the EEQ1 curve for the smaller fractions of glimpses. However, as the fraction of glimpses increases, the difference between the curves gets smaller and even reverses at the highest fractions of glimpses. The greater effectiveness of EEQ for SQW and SAM noises may be attributed to the greater fraction of time spent in glimpses, accumulated from periodic glimpses occurring at a rate of 10 Hz.

**Conclusions**

- Real-time EEQ was effective in improving NMR for listeners with HI for SQW and SAM interference. The EEQ effect on NMR was not apparent for VOC-1 and VOC-2 interference. These observations held across various SNRs.
- NMR improvements for EEQ resulted primarily from increased performance in fluctuating noise, especially in SQW interference. There was also a small decrease in performance in BAS and CON for EEQ.
- EEQ was more effective with regular and frequent gaps in the fluctuating noises, as for SQW and SAM. VOC-1 and VOC-2 had gaps that were more variable in length and limited the effectiveness of EEQ in using the short and long windows to normalize energy.
- EEQ1 was more effective than EEQ4. EEQ4 may have interfered with spectral-shape perception, resulting in decreased effectiveness.
- NMR decreased with increasing hearing loss for unprocessed stimuli but was roughly independent of degree of loss for EEQ1. This resulted in a large increase in NMR for the listeners with the most severe hearing losses.
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Note
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