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Abstract—Accurate prediction of streamflow plays a pivotal role for effective reservoir system operations. Specifically, streamflow forecasting provides valuable information for reservoir operators to make critical decisions on water release amount to maximize reservoir storage benefits considering tradeoffs among flood control, municipal water supply, irrigation, hydropower etc. This task, however, has posed daunting challenges due to the complex mechanisms of the physical-hydrological processes as well as the influence of uncontrollable factors. Hence, developing a robust mathematically driven model - in tandem with the supervision of proficient hydrologists for validation purposes - to ensure an accurate forecasting of discharge flows could be of paramount importance. To this end, a deep learning framework using a variation of recurrent neural networks called Long Short-term Memory (LSTM) network, for an accurate prediction of streamflow is presented and evaluated - without losing any generality - for a watershed outlet at the United States Geological Survey (USGS) gauge station neighboring Hempstead within the poorly-gauged region of Brazos basin in Texas with temporal coverage of 2007-2010. In this work, the antecedent precipitation observations and the climate variability indices have been utilized as the potential predictors. Our model is, however, scalable and transferable to be deployed across variant basins with various drainage areas. We, herein, assessed the performance of our predictive model via the Pearson correlation (ρ) and the Nash-Sutcliffe model efficiency (NSE) coefficients between the predicted and observed streamflow, achieving ρ and NSE of 0.9542 and 0.8859, respectively.

Index Terms—Streamflow, deep learning, long short-term memory, basin delineation.

I. INTRODUCTION

Decision making relative to water resources requires the characterization and perception of the heterogeneous - and often chaotic - environmental systems, and accordingly, a well-grounded scheme for water budget management. However, a reliable planning and management of water resources to ensure sustainable use of watershed budgets would necessitate precise and robust models to enable the scientist to examine the potential players subscribing towards the streamflow patterns. Conventional physically-based models have long been applied to simulate the hydrological regimes. Nevertheless, characterized by the complexity, non-linearity and the uncertainty in variable estimation, these models have often failed to meet the practical needs for a dynamic hydrological analysis. These issues are often plagued while the data are erroneous or the environmental noise leaks into the observations which would, consequently, deteriorate the model performance. Moreover, as [1] declares, physical-based models require a large amount of data for calibration and validation purposes, and thus, are computationally intense. We, however, aim at developing a nimble data-driven model, which could discover the underpinnings of the input and output variables efficiently using sufficient amount of data. Additionally, this model needs to be robust enough to hold its promise even in the presence of noise.

Data-driven models, and deep learning architectures in particular, have recently gained immense applicability in hydrologic modeling as the underlying inter-relationships among the parameters are learnt, merely, through the data in an automated manner without any external effort exerted by human experts [2]-[4]. These models often out-perform the statistical models, as no prior model assumption for the input-output relation is required (examples of statistical methods can be found at [5]-[11]). An appropriately designed deep learning architecture would in turn enable us to extract the governing physical-based inter-relationships where the learning parameters are adjustable [12]. Moreover, these models are in principle scalable, leading to fast-computing engines to process variant amount of data efficiently. Backed by advanced optimization theories, and the transferable dynamics to be deployed in variant hydrological conditions and across different basins, these models have now emerged as powerful alternatives to the conventional hydrological models. Specifically, for the purpose of this work, we compare our proposed data-driven model against the Catchment-based physically explicit Macro-scale Floodplain (CaMa-Flood) model [13]-[16], a hydrological model designed to simulate the hydrodynamics in continental-scale rivers. Interested readers are referred to [17].

Several studies have investigated the capability of artificial intelligence to forecast streamflow. To name a few, Liu et. al. 2017, [18] examined the ability of the Relevance Vector Machine (RVM) model and its applicability for long-term streamflow forecasting where the Dahuofang (DHF) Reservoir in Northern China and the Danjiangkou (DJK)
Reservoir in Central China were chosen as the study sites for the model evaluation. The results in this work, exhibited the RVM as an effective model for long-term stream flow forecasting. Asefa et al. 2006, [19] presented Support Vector Machines (SVMs) to forecast flows at two time scales: seasonal flow volumes and hourly stream flows. On a similar study, Lin et al. 2006, [20] compared the performance of autoregressive moving-average (ARMA) models with SVM. Their results demonstrate the prominent potential of SVM for long-term stream flow prediction.

The objective of this study is, therefore, to propose a fully automated framework to forecast the stream flow of a desired outlet of a watershed both for short- and long-term purposes based on past meteorological input. We work this out via performing basin delineation and extracting the potential contributing cells within the gridded digital elevation model (DEM) of the basin. We exploit the antecedent precipitation observations – as the fundamental input variable for the hydrological modelling of river basins [21] - and the indices denoting the climate variability as the potential predictors for stream flow forecasting.

The rest of the paper is organized as follows: Section II briefly introduces the region of study for this work. The dataset used in this study is explained in Section III. Section IV expatiates the proposed method to detect the potential contributive cells toward the streamflow forecasting at the location of an outlet. The results are shown in Section V. Section VI concludes the paper.

II. REGION OF INTEREST: WATERSHED OUTLET LOCATED NEAR HEMPSTEAD IN BRAZOS BASIN, TEXAS

![Digital Elevation Model (DEM) of the Brazos basin in Texas](image)

Fig. 1. The digital elevation model (DEM) of the Brazos basin in Texas. We investigate the outlet located at 30.09375° (latitude) and -96.21875° (longitude) in which most of the cells drain into it. Note that, this topography is originally a 1 km Shuttle Radar Topography Mission (SRTM) DEM and this map is the 0.0625 degree spatially averaged version.

Brazos basin is the 11-th longest river in the United States and the second biggest basin by area within Texas with the size of 45,000 km² flowing 840 mile from the confluence of Salt and Double Mountain forks in Stonewall County to the Gulf of Mexico having the largest average annual flow volume among the rivers in Texas (Fig. 1). Note that, this topography is originally a 1 km Shuttle Radar Topography Mission (SRTM) DEM and this map is the 0.0625 degree spatially averaged version. The aforementioned characteristics turn this basin into an appealing case study for scientific scrutiny. We explore the watershed outlet with the coordinates of 30.09375° (latitude) and -96.21875° (longitude), located at the lower reach of the basin. Most of the cells within the basin would drain into this outlet, providing us with sufficiently enough data points to train our learning architecture.

III. DATASET

The precipitation data utilized in this work is extracted from the publicly available Livneh’s database [22]. This database contains the Conterminous United States (CONUS) near-surface gridded meteorological and derived hydrological data with daily temporal resolution spanning from 1915-2011, at the spatial resolution of 0.0625° and with a spatial coverage of 21.21875-52.90625 (latitude), 235.4688E-293.0312E (longitude). For the purpose of this study, we focus our investigations on the time interval of 2007 to 2010.

Motivated and guided by the prolific literature on the effect of climate variability over the streamflow patterns [23]-[28], we included the Pacific Decal Oscillation index (PDO), – download at [29] - El Niño–Southern Oscillation (ENSO) activity measured via Nino 3.4, - downloaded at [30] - Pacific/North American Index (PNA), Arctic Oscillation (AO), North Atlantic Oscillation (NAO), Antarctic Oscillation (AAO), – downloaded at [31] - as the potential climatological predictors. Finally, streamflow was captured from the USGS gauge station #08111500 (Brazos River near Hempstead, Texas) [32].

IV. METHODOLOGY

Fig. 2 illustrates the proposed network to forecast the streamflow at a desired outlet within a watershed. Our analysis is initialized by the gridded DEM [33] of the basin. We extracted the watershed boundary from the DEM of the Brazos basin using ArcGIS version 10.6, a geographic information system developed by ESRI. As this figure indicates, we first delineate the basin and extract the desired watershed for a pre-set outlet location. We will then investigate the cells within the watershed as the candidates contributing to the streamflow at the location of the outlet. Section IV.A itemizes five stages to extract such cells. Once the contributive cells are detected, we retrieve the potential predictors for these cells from the database. These predictors are shown in Table I. In order to accommodate the cases leading to an abrupt change in the streamflow values, we also incorporated the streamflow with the temporal lag of one day into the features. The learning architecture of our choice is long short-term memory (LSTM) deep learning architecture [34], [35], the state-of-the-art architecture of recurrent neural networks [36]. Although the traditional recurrent neural networks contain feedback loops in the recurrent layer which allows them to maintain information in memory over time, they fail to deal with the cases that require learning long-term temporal dependencies. This is due to the fact that the gradient of the loss function decays exponentially with time, or the so-called “vanishing gradient” problem occurs. This flaw, therefore, casts doubt on their applicability to be
utilized for miscellaneous time series prediction as the interdependence could be of either short or long term within the data points across different time stamps. LSTMs, however, holds promise to capture any temporal inter-dependency. Due to the ability of keeping the information from the past input data points, LSTM networks are often considered as ideal candidates for both short and long time series prediction problems (short and long term streamflow prediction in this work). Ultimately, these predictors will be used to train the proposed LSTM network. We extract the contributive cells via applying a threshold on the flow accumulation pattern of the basin. Let us assume, \( n \) cells are selected as the contributive cells, and according to Table I, each cell contains seven time-series as the feature. Therefore, there exists:

\[
N = n \times (\text{Precipitation pattern for each cell}) + 6 \times (\text{climate variability indices}) + 1 \times (\text{one-lag streamflow})
\]

Fig. 2. Block-diagram illustrating the outline to develop the learning architecture for streamflow prediction. Once the potential predicting cells are extracted from the DEM of the watershed, the corresponding predictors are then retrieved from the database for training.

Number of time-series as the potential predictors. As noted earlier, each of these time-series is of length of four years (2007-2010), or 1461 days. Equivalently, at each timestamp like \( t \), we have \( N \) number of features to forecast the streamflow at \( t \). Now, if we choose to train the network using \( M \) number of days, we have a training set of size \( M \times N \). The training data is now “sequentially” fed into the network, i.e. at each time stamp one row containing \( N \) features are used to train the network for the streamflow value at the corresponding timestamp. In this work \( n \), or the number of selected cells, is 133, and thus, \( N = 140 \). The proposed deep learning network is shown in Fig. 3. This network consists of an input layer with 140 neurons, stacked block of LSTM cells with ten hidden layers followed by a fully connected layer. Each LSTM cell consists of 300 memory units. The back-prorogation optimization to train the weights across the network is performed using Adam optimizer [37]. Dropout module [38] is employed between each layer to avoid the over-fitting issue [39] and further improvement in prediction accuracy. Ultimately, the performance of the network is evaluated over the testing data and using the Pearson correlation and Nash–Sutcliffe model efficiency coefficients. We trained the machine using the first 1000 days (~68% of total days) and tested against the remaining 461 days (~32% of total days). The programming language used for this work is the free and open source Python 3.7 [40]. The deep learning frameworks were implemented using the well-known Tensorflow [41] and Keras [42] libraries. Calculations were mainly performed via Skit-learn [43] and Numpy [44] packages. All analysis is carried out on an Ubuntu-based machine with Intel Xeon CPU 6136 processor.

Fig. 3. The proposed deep learning framework. This network consist of ten stacked LSTM blocks followed by a fully connected layer. To evade the over-fitting issue, we deployed dropout module between each layer.

| TABLE I: POTENTIAL PREDICTORS FOR STREAMFLOW PREDICTION |
| Feature Name                  | Abbreviation |
|--------------------------------|--------------|
| Precipitation                  | PRC          |
| Pacific Decadal Oscillation Index | PDO       |
| Pacific/North American Index | PNA          |
| Arctic Oscillation             | AO           |
| North Atlantic Oscillation     | NAO          |
| El Niño–Southern Oscillation   | ENSO         |
| Antarctic Oscillation          | AAO          |
| Stream flow at the previous time stamp | SF_Lag |

A. How to Detect the Contributive Cells?

In this section, we expatiate the strategy to determine the contributive cells for streamflow prediction at the outlet location. It is worth mentioning that, the key distinction of our proposed method is that we use a sub-set of the cells within the watershed towards an accumulation of flow at the location of the outlet. We, herein, propose a systematic method to detect these cells and build the deep learning architecture over them. Thus, the following six-step strategy is suggested:

1) As indicated earlier, the process begins by capturing the DEM of the basin using ArcGIS.
2) DEMs often suffer from depressions, or pits, which are areas of a landscape wherein flow ultimately terminates without reaching an ocean or the edge of a DEM. We fill these depressions using the fill tool in Hydrology toolbox.
3) Determine the location of the outlet within the watershed. We are interested in the outlet located at 30.09375°
Basin delineation is the task of creating boundary defining the contributing area, or the geographical cells, for a particular outlet within a watershed via analyzing flow directions within the DEM of a basin. Delineation is part of the process known as watershed segmentation, i.e., dividing the watershed into discrete land and channel segments to analyze watershed behavior. Basin delineation is often considered as the key point to study the potential development of water resources in a basin. Interested readers are referred to [45], [46] for a comprehensive note on basin delineation using DEM. We first delineate the basin around the outlet point to detect the boundary for the potential contributive cells towards an accurate approximation of stream flow. Basin delineation is usually performed using ArcGIS. Instead, we accomplished this task via the use of a python-based toolbox. Fig. 4 shows the delineated watershed for the investigated outlet.

For the next step, we perform the flow accumulation technique to gauge the number of upstream cells draining to each cell. With this technique, we would be able to extract the river network, and thus, find out the most contributive cells within the watershed for the streamflow at the outlet location. To this end, we first calculate the flow direction using the steepest descent from each cell, guided by a flow direction map [47]. Fig. 5 illustrates the flow accumulation plot for the outlet.

To extract the river network, we apply a threshold on the flow accumulation pattern to exclude the cells with low number draining cells. The remaining cells are then treated as the contributive cells for the streamflow of the outlet.

Once the potential cells are detected, we train a many-to-one deep learning architecture to map the hydrological parameters of these cells to the streamflow of the outlet. This six-step strategy is summarized in Fig. 7.

V. RESULT

Fig. 8 illustrates the comparison between the predicted streamflow using the proposed learning network and CaMa-Flood versus the observed streamflow. As shown, the proposed learning network has been able to track both the low and high peaks, which is indicative of the robustness of this model to accommodate different hydrological scenarios. CaMa-Flood, likewise, has generally traced the observed signal but has failed in certain timestamps. Specifically, a significant mismatch is observed around the day indexed by 350. This mismatch has, consequently, led to an overall poor performance for this model. One possible reason could be the fact that CaMaflood cannot account for the reservoir operations. Our proposed network, however, achieved the Pearson correlation coefficient of 0.9542 and the Nash–Sutcliffe model efficiency coefficient of 0.8859. These parameters are defined in Equation (1) and (2) in Section V.A, respectively. Table II, summarizes the comparison between the proposed network and CaMa-Flood in terms of these parameters.
evaluation metrics.

Fig. 8. Observed versus the predicted streamflow time-series for the outlet located at 30.09375° (latitude) and -96.21875° (longitude) within the downstream watershed of Brazos basin in Texas. The streamflow has been calculated as \( \frac{m^3}{s} \).

A. Evaluation Metrics

For further clarification of our analysis, we herein, define the evaluation metrics used in this work. The Nash–Sutcliffe model efficiency coefficient between the observed and model-derived flow is defined as following:

\[
NSE = 1 - \frac{\sum_{t=1}^{T} (s'_m - s'_0)^2}{\sum_{t=1}^{T} (s'_0 - \bar{s}_0)^2} \tag{1}
\]

where \( \bar{s}_0 \) is the mean of observed discharges, and \( s'_m \) is modeled discharge. \( s'_0 \) is observed discharge at time \( t \). This coefficient ranges from \(-\infty\) to 1, corresponding to the worst and best prediction performance. \( NSE \) of 0.8859 certifies the high quality of our predictive model.

The Pearson correlation coefficient between \( s'_m \) and \( s'_0 \) is defined as:

\[
\rho(s'_m, s'_0) = \frac{\text{COV}(s'_m, s'_0)}{\sigma_{s'_m} \sigma_{s'_0}} \tag{2}
\]

where the \( \text{COV}(\cdot) \) and \( \sigma(\cdot) \) are the covariance and standard deviation operators, respectively.

| TABLE II: COMPARISON BETWEEN THE PROPOSED DEEP LEARNING NETWORK AND CA-MA-FLOOD FOR STREAMFLOW PREDICTION USING PEARSON CORRELATION AND NASH–SUTCLIFFE MODEL EFFICIENCY COEFFICIENTS |
|-----------------|-----------------|-----------------|
| Metric          | Proposed Network | CaMa-Flood       |
| \( \rho \)      | 0.9542           | 0.4814           |
| \( NSE \)       | 0.8859           | -1.1299          |

VI. CONCLUSION

Conventional models exploring the physical mechanics of environmental events have long disclosed invaluable information to scientists towards a precise explanation for these events. These models, however, are limited in broader applications due to their complex nature and tedious validation processes. To this end, data-driven techniques have been deployed to replicate the multi-scale conventional environmental as well as hydrological models [18], [19], [20], [48]-[51]. These techniques benefit from advanced optimization theories to delve into the data and unravel the intrinsic relationships of the parameters but in an efficient manner. Furthermore, with the advent of deep learning – as a more sophisticated version of machine learning techniques – scientists are now able to probe the data in an automated manner, without an explicit need for manual feature engineering, as was the case with the conventional machine learning techniques.

In this work, for the very first time - to the best of our knowledge - we propose an automated learning pipeline to forecast the stream flow within a basin using the digital elevation topography and the state-of-the-art deep learning framework, i.e. Long short-term memory network. Without using any generality, we applied our network over the flow observations collected at an outlet located at the bottom of the Brazos basin in Texas and validated via the USGS gauge station near Hemsptead. This method, however, is generic and could be easily harnessed for any basin. This is actually the key distinction of deep learning models i.e. both scalability and tunability for miscellaneous scenarios. The metrics for the evaluation are the Pearson correlation (\( \rho \)) and Nash–Sutcliffe model efficiency (\( NSE \)) coefficients between the observed and predicted flows achieving \( \rho(\cdot) = 0.9542 \) (\( P\)-value < 0.00005) and \( NSE = 0.8859 \).

Additionally, our proposed model outperformed CaMa-Flood, the model commonly used in hydrologic forecasting as a benchmark in hydrologic community for streamflow simulation. The results presented in this work, denote the prominent capacity of deep learning for an accurate prediction of discharges, and of course, an efficient alternative to the conventional hydrological models. Besides this capacity, data-driven models exhibit great potential to capture anthropogenic impacts such as water use and reservoir operation, which is difficult - if not impossible - to be reflected in distributed hydrological models.
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