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Abstract: Maintaining product availability is one of the biggest challenges in retail business because it directly relates to lost sale and decrease in customer loyalty. A solution that ensures a more accurate prediction and eliminates costly stock-outs and wasteful overstocks is an automatic replenishment system. The goal of this paper is to measure the impact that the automatic replenishment system can have on product availability in retail business, especially when it comes to specific product and store related risk factors. A large quantitative study measured the performance of manual and automatic replenishment processes in a sample of 85 stores and 95 products of a major retail chain in Serbia. The study concluded that utilization of an automatic replenishment system can reduce stock-outs for the retail chains up to 60%. Specifically, when ordered through an automatic replenishment system, fast-selling products recorded 40% greater availability, products on promotion 48% higher availability, and products in a high-density retail stores 59% higher availability. The findings extend current understanding of automatic replenishment systems, and especially their performance related to high-risk retail conditions.
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1. Introduction

Customer loyalty and satisfaction are the key preconditions for maintaining a sustainable retail business [1,2]. This requires balancing between increasing sales and profitability of the retail chain and avoiding overstocking and excessive waste [3]. Although increasing loyalty and satisfaction implies maintaining sufficient inventory levels and making each stock-keeping unit (SKU) available for customers, the phenomenon of a stock-out remains one of the most significant problems for retailers [4]. Research conducted in the last 60 years shows that the rate of unavailable products is generally high and constant at level between 7 and 8 percent [5], which results in average lost sales up to 4 percent [6].

Industries nowadays have more insight into corporate environmental, social, and economic sustainability than ever before [7]. Retail managers are constantly trying to increase product availability [8], which is driven by three key forces [6]. First, the increasing number of shopping channels and retail shops leads to an increase of bargaining power of buyers, who are willing to switch to competitor stores. Second, the potential solutions are growing in number and value, and these can be implemented worldwide. Third, and the most important, advanced technology enables innovative solutions for the stock-out problem, which reduces labor and inventory costs.

Retailers and their customers link automation to the sustainability agenda. In recent years, many retail companies have pledged to create and maintain sustainable supply chains. These companies realize the importance of protecting the environment, even if there may be tradeoffs between profitability and sustainability [1]. This includes elimination of costly stock-outs and wasteful overstocks by precise prediction and balancing supply and demand. Excess inventory can be costly to maintain and may become obsolete if products are not sold.
The information that provides insight into inventory levels and demand, improves replenishment decision, and potentially increases product availability is often shared with the help of automated replenishment programs (ARP) and supported by automated replenishment systems (ARS). Theory demonstrated that different types of automated replenishment programs and shared information can result in reduced uncertainty, reduced inventory levels, reduced bullwhip, and increased accuracy [9–11].

Consumers want to shop with innovative retailers who use automation and new technologies to promote sustainability and increase quality [12,13]. Sustainability is becoming an important distinguisher for retailers and automation is key to achieving this. Three quarters of retailers think automation can help them offer more sustainable and environmentally friendly solutions. Leveraging automation as a means for retailers to become more ethical or sustainable is also attractive to consumers. For example, 69% percent of consumers overall and more than 80% of consumers in China and India prefer to shop with retailers that use automation technology to increase product availability and reduce waste at the same time [14].

Although some literature on the capability of ARS addressing the problem of retail stock-outs can be found, these results are generally based on a limited time frame, number of products, and retail stores. The main goal of this research is to examine a larger set of data and measure the effect of ARS on both—SKU and store related factors that lead to stock-outs. This enables the evaluation of obtained results in relation to previous findings and overall improved implications for retail professionals.

The subject of empirical investigation is the influence of ARS on SKU availability in retail stores in Serbia. This has been achieved by using a sample of 95 products, 2 product categories, 85 retail stores, and by analyzing two types of ordering systems: (1) orders created manually by store managers and (2) orders created automatically by ARS system. Analysis included a quantitative study and a period of one calendar year. The findings contribute to the scarce knowledge within this specific research area focusing on the relationship between drivers of stock-out and efficiency of ARS.

The remainder of this paper is organized as follows. Section 2 contains a review of relevant literature in the field of product availability and ARS. Section 3 defines selected methodology and metrics and provides information on the collected data and statistics used. Section 4 presents the key research results and Section 5 is the discussion. The paper concludes with a findings overview, managerial implications, and recommendation for further research.

2. Review of the Scientific Literature

Sustainability is often understood to consist of an economic, environmental, and social dimension [15]. Therefore, maintaining sustainable supply chain management and sustainable retailing strategy is essential for obtaining environmental, economic, and social benefits [7,16]. However, we restrict our attention to evaluate the impact of ARS on product availability in retail business and argue in the following why evaluation of high-risk retail conditions and capability of an automated ordering system may be significant for maintaining sustainability in supply chains.

2.1. Drivers of Retail Stock-Outs

In the last two decades, several studies examined the factors leading to lower SKU availability and measured the effect of different drivers of stock-outs [6,8,17–24]. These studies confirmed that most of the drivers are associated with forecasting, as store managers must cope with increasing assortments and product proliferation, constant promotions, fluctuating demand, and reduced storage space.

Some of these studies focused on stock-out drivers related to product characteristics and revealed that factors, such as increased sales speed [18,25], demand variation, case pack size and shelf life [26], promotion [18,27], stock-out at the distribution center [18,20], selling price [28,29], and level of inventory [19,30] contribute to lower product availability.
Several authors examined how store characteristics impact stock-out performance. Angerer found that stock-out level varies strongly from store to store, and that stores with larger backroom and inexperienced managers are more prone to stock-outs [19]. Milicevic and Grubor investigated the effect of the backroom size on the on-shelf SKU availability, and found that larger backroom increases product availability, but only in case of small retail stores [31]. Another study found that increased product density and sales speed at store level contribute to lower product availability [22].

2.2. Automation of Ordering Process

To improve forecasting at store level and increase product availability, several automatic replenishment programs (ARP) have been created in the last 30 years [32–35]. These sophisticated supply chain practices are usually accompanied with automatic replenishment systems [28,36–38]. These systems are often driven by artificial intelligence and capable of making ordering decisions automatically based on demand forecasts and SKU inventory control policy.

ARS creates an order at the SKU/store level based on different kinds of transactional information, such as point of sale (POS) data, batch sizes, and waste data. This order is usually checked by store management and it can be accepted or overruled [28]. ARS process high granularity data that enables identification of seasonal and weekday variations, sales patterns, and creates forecast for the upcoming period, where the next delivery is determined based on the lead time and the ordering frequency. The sum of minimum number of facings, minimum inventory level, and calculated forecast becomes order-up-to level for the specific SKU and retail store [28].

Order proposal is generated if current inventory level of SKU at the store level is below order-up-to level, by computing how many batches the store needs to raise the inventory level up or above the order-up-to level. The current inventory level at retail stores is calculated based on the POS data, previous amount delivered to store and number of wasted SKUs. The suggested replenishment quantity for each store and SKU is calculated based on several inputs: current inventory level, POS data that is used to generate forecast, ordering frequency, minimum inventory level, lead time, and batch size [28].

This makes ARS valuable to suppliers and retailers when demand is non-stationary [39] and the use of advanced algorithms and ARS result in significant cost savings [40,41]. Characteristics such as shelf life and perishability are usually not included when the automatic replenishment program computes the replenishment quantity [36,42]. However, inventory policies which include these aspects have previously been proposed [43–45].

A classification of replenishment systems involving different degrees of automation and intelligence was done after examining different systems that have been implemented in retail around the world. Depending on a degree of automation, replenishment systems can be divided into manual, IT-supported (electronic inventory-based ordering), sales-based (simple ordering heuristics), and demand-based (time series and causal model-based forecasts). Table 1 shows the basic modules and characteristics of these systems, as suggested by Angerer [19]. Replenishment logic presented here denotes: (T, Q) fixed quantity Q, ordered every period T; (T, S) fill up to level S, every period T; (s, Q) order Q, whenever inventory drops below level s; (s, S) fill up to level S, whenever inventory drops below s.

Some of the key benefits and drawbacks of ARS have also been investigated in the literature. Besides already mentioned potential cost savings, the other advantages of ARS include reduced employee time in ordering, centralized and standardized decision making that makes ordering process more efficient [36,42,46]. Key disadvantages of ARS include difficulties to efficiently handle SKUs with short shelf life [42] and underperformance due to suboptimal configuration and implementation [47].
2.3. Impact of Automated Ordering on Product Availability

The replenishment is central for the performance of retail chains as it balances availability on one side and the risk of waste on the other. If too few products are ordered, the stores risk a stock-out, whereas if too many are ordered, the products may end spending too much time in the store, reducing remaining shelf life and in the worst-case end up being wasted.

Waste is not only an indication of economical loss in the phase where it is discarded. It also indicates that natural resources have been wasted and unnecessary pollution has been added to the environment from transportation along the supply chain [48–50]. Several studies examined the efficiency of automated replenishment programs in relation to waste and product availability [51,52]. The findings suggest that by utilizing an automatic replenishment program, stores can reduce their level of waste by up to 20% and have a longer remaining shelf life without compromising on-shelf availability.

When it comes to impact of ARS on product availability, there are several notable studies. Ivanov found implementation of ARS system preferable to manual ordering, although the cost of order processing remained relatively high on both automatic and manual ordering. Manual ordering process of each individual SKU generally consumes more time and labor compared to automatic. However, ARS requires significant labor costs as a result of regular physical audits that keep the inventory data accurate and up-to-date, and as well as a review of automatically generated orders, which store managers consider necessary. Technology adoption and potential resistance can also be an issue [53].

Angerer investigated the impact of manual and automatic systems on SKU related stock-out drivers and found that sales speed, variation in demand, case pack size, and price increase probability of stock-out when SKUs were ordered manually, but not in the case of ARS. The general conclusion was that even simple ARS can increase the product availability independently from SKU characteristics [19]. However, in most of these studies, identification of stock-outs was done by using manual audit or POS method, and therefore conclusions obtained were drawn from a relatively small sample of SKUs, stores, and a shorter period. Table 2 shows previous research related to current work.

2.4. Conceptual Model and Hypotheses Development

Following the reviewed literature, we investigated relations between the following variables: product (SKU)-related drivers, store-related drivers, ordering system type, and stock-outs (as product availability indicator). Besides the direct effect of the automation of an ordering system on product availability, we examined indirect effects as well, related to high-risk product and store related drivers. For this analysis, we have used a conceptual model presented in Figure 1.
Table 2. Comparison between the contributions of different authors.

| References                  | Stock-Keeping Unit (SKU) Drivers of Stock-Outs | Store Drivers of Stock-Outs | Efficency of Automated Replenishment Systems (ARS)/Automated Replenishment Programs ARP Examined | Algorithmic Stock-Out Identification, Large Sample |
|-----------------------------|-----------------------------------------------|------------------------------|------------------------------------------------------------------------------------------------|-----------------------------------------------|
| Angerer (2006)              | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Gruen and Corsten (2007)    | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Usman (2008)                | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Ettouzani et al. (2012)     | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Ehrenthal and Stölzle (2013)| ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Avlijas et al. (2015)       | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Grubor and Milicevic (2015) | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Milicevic et al. (2018)     | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Avlijas et al. (2018)       | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Kiil et al. (2018)          | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| Ivanov (2019)               | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |
| This paper                 | ✓                                             | ✓                            | ✓                                                                                              | ✓                                             |

Figure 1. Conceptual Model.

Given all information related to stock-out drivers and capabilities of automation of ordering systems, we have tested the following hypotheses:

**Hypothesis 1 (H1).** *Automatically ordered SKUs have higher product availability at retail store level.*

**Hypothesis 2 (H2).** *Automatically ordered SKUs record higher product availability in case of high-risk product and store conditions.*

Identification of stock-outs in this study was done by using store-level compiled inventory records and method called perpetual inventory aggregation (PI). This approach enabled inclusion and analysis of a much larger sample. The structure of the dataset allowed the measurement of the effect of several known stock-out drivers and efficiency of manual and automatic replenishment systems. This further provided ground for comparing the results obtained, and recommendations for practitioners.

3. Research Methodology

The data for the research was obtained from a large grocery retailer that offers more than 11,000 different SKUs in more than 170 stores in Serbia. The orders are created in two ways—manually and automatically. Automatic ordering is done with the assistance of artificial intelligence, which uses complex algorithms to set the ordering time and quantities...
at store level—whenever inventory drops below $s$, fill up to level $S$. Manual ordering is executed by store managers, who physically and electronically monitor inventory and set orders as needed. A short description of system modules and logic is given in Table 3. In both cases, the orders created for every SKU and store are summarized and forwarded to suppliers.

Table 3. Description of ordering systems analyzed.

| Modules          | Manual Replenishment                              | Automatic Replenishment                          |
|------------------|---------------------------------------------------|--------------------------------------------------|
| Inventory visibility | Electronic inventory record system                |                                                   |
| Replenishment logic | Manual decision: Quantity and time                 | Automatic decision: Variable quantity and frequency $(s, S)$ |
| Order restrictions | Basic restrictions given in IT systems            | Complex restrictions implemented into ERP system  |
| Forecasts         | Qualitative, based on last week's sales and experience | Quantitative, 105 weeks' time series-based forecasts |

Given data was pre-processed in order to ensure its relevance and consistency, and to make it useable for the selected statistical approach. The starting point was the Enterprise Resource Planning (ERP) system of the company. Different reports on inventory and sales for all SKUs and stores were compiled into a dataset of high granulation. Extraction of data from central database was followed by selection of SKUs, stores, and integration with data obtained from additional electronic sources. Complete pre-processing and statistical analysis were performed by using Stata 12 statistical software.

Form over 11,000 active SKUs, 95 products divided in 2 categories were selected for the analysis. Baby diapers category comprised of 50 SKUs was selected since it carries the largest potential loss for the retailer. The largest global study showed that 39% of consumers change stores and 20% change brands if they face a baby diaper stock-out. The paper towel category consisted of 45 SKUs was selected for the second part of the dataset, as it carries the largest potential loss for the supplier. The same study found that 13% of consumers change stores and even 37% change brands in the case of paper towels stock-out [6].

From a total of 175 stores, 85 stores with consisted sales and reliable data for each of the 365 days of 2018 were selected for the analysis. The rest of the stores recorded incomplete data, and these were omitted from the sample. The last step of data pre-processing included integration with different additional information such as assortment tables, promotion periods, and ordering system type. The final set was structured as a single spreadsheet of high granulation (SKU/store/day level) and included 2,318,693 observations.

One of the biggest challenges associated with measuring product availability is stock-out identification. The literature distinguishes three methods of identification: manual audit (MA), point-of-sale (POS) estimate, and perpetual inventory (PI) aggregation [54], which was selected for this research. The MA method requires regular physical monitoring of SKU availability, and it consumes significant resources and time. The POS method uses sales-based mathematical models, which makes it applicable to fast-selling SKUs only. The PI method is based on store-level inventory data, which enable analysis of a large sample of products and stores. The main disadvantage of the PI method is that it considers store availability instead of shelf availability.

Stock-out is presented as a dichotomous (binary) dependent variable that is impacted by different stock-out drivers and two types of ordering systems as the independent (predictor) variables. Therefore, the probit regression as the most convenient approach was selected for statistical modelling. If at least one SKU is available in store, the value of the
stock-out variable is 0. If product is not available on a specific day in a specific store, the value of dependent variable is 1. Stock-out as the dependent variable was modelled as:

$$\text{Stockout}_{ijk} = f(\text{SKU drivers, Store drivers, Ordering system})$$

(1)

where $i$ represents 85 observed stores, $j$ represents 95 observed SKUs, and $k$ represents 365 observed days in the 2018 calendar year. The independent variables included sales speed, sales variation, and promotion as SKU related drivers, store sale, and store density as store related divers, and ordering system type. Ordinary least squares (OLS) and logistics regressions were considered as alternative methods, but these were rejected due to certain deficiencies. It has been long stated that OLS can yield false results if used with a dichotomous dependent variable [55]. Logistic regression was rejected as probit regression provide better fit by Akaike and Bayesian information criterion.

4. Results

To get some general insight into data and variables, descriptive statistics was performed prior to the correlation and the probit analysis. This enabled calculation of stock-out rate for the whole dataset, and both types of ordering systems. Descriptive statistics given in Tables 4 and 5 show that the average percentage of stock-outs in the whole dataset is 2.53%. This stock-out rate is calculated as the ratio of the total number of observations where stock-out variable equals 1, and the maximum possible SKU availability (total number of observations). The stock-out rate is more than twice lower for the automatically ordered SKUs (1.38%) than manually ordered SKUs (3.72%).

Table 4. Descriptive statistics of the product and store variables.

| #  | Variable      | Obs   | Mean      | Std. Dev. | Min   | Max   |
|----|---------------|-------|-----------|-----------|-------|-------|
| v1 | avg_sales_sku | 2,318,693 | 0.37904   | 0.67157   | 0.000 | 14.891|
| v2 | sales_var     | 2,318,693 | 0.56388   | 0.59389   | 0.000 | 12.147|
| v3 | promotion     | 2,318,693 | 0.13940   | 0.34637   | 0     | 1     |
| v4 | avg_sales_str | 2,318,693 | 1828.15    | 781.519   | 605.12 | 4228.46|
| v5 | sku_dens      | 2,318,693 | 0.02118   | 0.0066    | 0.007 | 0.045 |
| v6 | str_area      | 2,318,693 | 177.390    | 43.3903   | 67    | 280   |
| v7 | total_sku_nmr | 2,318,693 | 8557.12    | 994.3883  | 4.202 | 10.107|
| v8 | auto_ordr     | 2,318,693 | 0.50841    | 0.49993   | 0     | 1     |
|    | stock_out     | 2,318,693 | 0.0252733  | 0.156954  | 0     | 1     |

Table 5. Availability of products ordered through manual and automatic system.

| System/Availability | Available | Stock-Out |
|---------------------|-----------|-----------|
| Manual system       | 96.28%    | 3.72%     |
| Automatic system    | 98.62%    | 1.38%     |
| Total               | 97.47%    | 2.53%     |

Correlation analysis was performed to prevent misconceptions about independent variables and reduction of the model accuracy. Table 6 shows 8 variables that were measured, and 5 that were selected for the analysis due to correlation issues: average SKU sale, promotional effect, average (daily) store sale, store density, and ordering type. The variables average SKU sale, average store sale and store density were used as continuous, while the variables ordering type and promotion were analyzed as binary (Boolean).
Table 6. Correlation analysis for the product and store variables.

|     | v1  | v2     | v3     | v4     | v5     | v6     | v7     | v8     |
|-----|-----|--------|--------|--------|--------|--------|--------|--------|
| v1  | 1   |        |        |        |        |        |        |        |
| v2  | 0.8844 | 1      |        |        |        |        |        |        |
| v3  | 0.0333 | 0.0358 | 1      |        |        |        |        |        |
| v4  | 0.2447 | 0.2297 | −0.0005 | 1      |        |        |        |        |
| v5  | 0.0461 | 0.0393 | −0.0001 | 0.0853 | 1      |        |        |        |
| v6  | 0.0658 | 0.052  | −0.0007 | 0.147  | 0.835  | 1      |        |        |
| v7  | −0.011 | −0.0175 | −0.0011 | 0.026  | −0.5888 | −0.092 | 1      |        |
| v8  | −0.1363 | −0.1731 | 0.0003 | −0.0086 | −0.007 | −0.0098 | −0.0026 | 1      |

Variable “average SKU sale” (avg_sales_sku) is calculated as an average SKU quantity sold daily at each store. The calculation at store level provides a more accurate prediction comparing to the calculation at a whole retail chain. The sale of the selected SKUs (baby diapers and paper towels) is generally not seasonal, and the significant variation can be only caused by promotion activity. The variable sales variation (sales_var) significantly correlated with the average SKU sale (0.88); thus, the variable sales variation was excluded from the model.

Variable “number of SKUs per store” (total_sku_nmr) is the number of different products at store level, which—depending on store size—varies between 4 and 10 thousand. Variable “SKU density” is calculated as an average number of different products per square meter at the store level. Therefore, variables “store area” and “numbers of SKUs per store” recorded a significant correlation with the variable SKU density (0.835 and −0.588), which was the only one included in the model. Variable “average store sale” (avg_sales_str) corresponds to the value of average daily sale at store level in euros.

Variable “promotion” is binary (flag), where 1 indicates that the SKU was on discounted sale and 0 indicates that it was regularly sold in a particular store on a particular day. Table 4 shows that SKU with promotion flags account for nearly 14% of the sample. The ordering type (auto_oradr) variable is also binary variable considered at retail chain level, where 1 refers to marks products ordered automatically, and 0 to products ordered manually. In total, 48 SKUs were ordered automatically, and 47 SKUs manually.

Table 7 provides the probit regression results for the examined dataset. Prob > chi2 represents the probability of acquiring the chi-square statistic when significant relation between independent variables and the stock-out variable cannot be established. Since the suggested model recorded a value less than critical (0.01), it can be concluded that the model is statistically significant, and the same is true for all the coefficients (P > z).

Table 7. Probit regression for the product and store variables.

| Stock_Out    | Coef.  | Std. Err. | z      | P > z | [95% Conf. Interval] |
|--------------|--------|-----------|--------|-------|----------------------|
| avg_sales_sku| 0.091605 | 0.00202  | 45.3   | 0.000 | 0.08764 – 0.09557    |
| 1.promotion  | 0.195557 | 0.00465  | 42.1   | 0.000 | 0.18645 – 0.20466    |
| avg_sales_str| 0.000019 | 0.00000  | 8.04   | 0.000 | 0.00001 – 0.00002    |
| sku_dens     | 10.398930 | 0.25858 | 40.2   | 0.000 | 9.89213 – 10.90573   |
| 1.auto_oradr | −0.404573 | 0.00381 | −106.14 | 0.000 | −0.41204 – −0.39710  |
| cons         | −2.124528 | 0.00732 | −290.18 | 0.000 | −2.13888 – −2.11018  |
| LR chi2(5)   | 19.047.05 | Prob > chi2 = 0.000 | Pseudo R2 = 0.0348 |

Interpretation of the results obtained with probit regression is possible with the use of marginal effects. Margins provide a predicted stock-out probability for different variables,
while some covariates can be fixed at values different from real. Figure 2 provides the average predicted probabilities of a stock-out for the variable “sales_speed_sku,” and Figure 3 provides the average predicted probabilities of a stock-out for the continuous variable sku_dens, both evaluated at the means of the covariates. Since variable “average store sale” recorded relatively insignificant coefficient, it was not further examined.
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**Figure 2.** Predicted stock-out probabilities in relation to average SKU sales.
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**Figure 3.** Predicted stock-out probabilities in relation to SKU density.

Based on a marginal effect analysis, the stock-out probability for manually ordered SKU increases from 0.038 to 0.306 as the average daily SKU sales increase from 1 to 14.89. Figure 2 also shows that the stock-out probability for automatically ordered SKU increases from 0.014 to 0.181, as the average SKU sales increase form of 1 to 14.89. Since the predicted stock-out probability is twice as higher for the manual ordering system, we can conclude
that the use of automatic system can significantly reduce the stock-out probability for fast selling SKUs (40 percent lower).

A similar effect can be observed with the store density variable (Figure 3). For manual ordering system, the predicted stock-out probability in the stores with a density of 0.01 SKU per square meter was 0.025 and increased to 0.056 in the stores with density of 0.045. For automatic ordering system, the predicted stock-out probability in the stores with density of 0.1 SKU per square meter was 0.009 and increased to 0.023 in the stores with SKU density of 0.045. It can be concluded that the automatic ordering system recorded significantly better results and lower probability of a stock-out in low-density and especially high-density retail stores (59 percent lower probability).

Next, we examined the impact of an automatic ordering system on the availability of SKUs on promotion. Table 8 shows the results of marginal effect analysis of the interaction of promotional and ordering variables. The general conclusion is that probability of stock-out increases with promotional activity and decreases with the use of automatic ordering system. The first line in the table (0#0) provides estimation of probability if SKU was sold regularly, and ordered manually, the second line (0#1) probability of stock-out if the SKU is on promotion and automatically ordered, and so on.

Table 8. Marginal effects of the interaction of promotion and ordering variables.

| promo#auto_ordr | Margin  | Std. Err. | z     | P > z | [95% Conf. Interval] |
|-----------------|---------|-----------|-------|-------|----------------------|
| 0#0             | 0.03455 | 0.00018   | 188.42| 0.000 | 0.03419 0.03491     |
| 0#1             | 0.01241 | 0.00011   | 111.24| 0.000 | 0.01219 0.01263     |
| 1#0             | 0.04741 | 0.00053   | 89.75 | 0.000 | 0.04637 0.04844     |
| 1#1             | 0.02448 | 0.00038   | 64.15 | 0.000 | 0.02374 0.02523     |

The best-case scenario is the one with the predicted stock-out probability of 0.012, when the item is sold regularly, and ordered automatically (0#1). The worst performing scenario is 1#0 with a stock-out probability of 0.047, when the manually ordered SKU is sold on promotion. The analysis of the interaction of promotion and ordering system variables concluded that automatic ordering contributes to stock-out rate reduction of 64% on non-promotional items, and to stock-out rate reduction of 48% on items on promotion.

5. Discussion

The general conclusion is that the utilization of an automatic replenishment system can reduce stock-outs for retail chains from 40 to 60%. The potential improvement is in line with earlier quantitative studies, which found that automation can improve retailers’ inventory performance, reduce stock-out incidents, and provide more constant results [19,53]. However, in earlier studies, the effects were measured on a relatively small sample of products, stores, and a very short period [19,52]. This study confirmed and quantified potential improvement on a large dataset by using a perpetual inventory aggregation method for stock-out identification.

The results confirmed that fast-selling products ordered through an automatic replenishment system recorded a 40% greater availability. A similar conclusion was obtained in an earlier study that found that turnover speed has a smaller influence on product availability with automatic ordering systems [19]. The promotion and high sales variance were recognized as drivers of low product availability by some authors [18,27], and questioned by others [19]. The results of this study confirmed that products on promotion have a greater chance of stock-out, but also confirmed that when ordered through an automatic replenishment the system records a 48% higher availability.

While several studies confirmed that level and inventory performance vary strongly from store to store [19,22], the impact of product density in stores on their availability was doubted. This study confirmed that higher density in stores contributes to stock-
outs [22], and also revealed that automatically ordered products in a high-density retail stores recorded 59% higher availability than products ordered manually.

6. Managerial Insights

The findings provided enhance managerial implication in terms of focusing on the most significant stock-out drivers and the potential benefits of automated ordering systems implementation. In most of the cases, retailers are forced to use the combination of automatic and manual replenishment system, which is driven by the simultaneous use of cross-docking and distribution center supply.

The findings clearly state that products with higher turnover and products on promotion require special attention and automatic systems with advanced forecasting capability can provide better results. This also calls for improved collaboration with suppliers [56] and use of automatic replenishment programs (ARP).

Beside higher product availability, other benefits of automation of ordering system that managers can expect include reduced employee effort in ordering [53], reduced level of waste, longer remaining shelf life [51,52], preservation of natural resources, and lower pollution from transportation along the supply chain [48–50]. It is expected that future studies on sustainability of retail operations include some of these variables.

Advanced technology cannot address all issues of contemporary retail businesses, as it generally assists managers and contributes to sustainable and efficient retail operations. In order to obtain the full benefits of using automated ordering systems, integrity and accuracy of data and accurate forecasting must be achieved.

7. Conclusions

Product availability represents one of the key performance measures in retail business and it should be regularly determined and measured. The existing literature investigated most of the profound stock-out drivers and mainly focused on the customer reactions and stock-out direct and indirect consequences. The goal of this paper was to go one step further and investigate how artificial intelligence and automation of the ordering system can contribute to retail sustainability in terms of increase of product availability and reduced the negative effects of stock-outs.

Overall, the results indicate that it is beneficial to utilize an automatic system for replenishment decisions in the retail industry. The study focused on key product and store related drivers and measured how automation of ordering system cope with the challenge that pose fast selling products, products on promotion, and densely packed retail shops with high turnover. These drivers were generally recognized as a great challenge for traditional manual ordering system, where store managers are forced to monitor a large number of SKUs with different selling dynamic in a limited store space.

The probit regression and analysis of marginal effects confirmed that an automated system records significantly better performance in high-risk conditions related to the stock-out drivers identified as most significant: SKUs with high turnover, SKUs on promotion characterized with increased sales variation, and densely packed stores with a large assortment. Besides generally higher product availability at retail chain level, the availability of automatically ordered SKUs was 40–60% higher compared to manually ordered SKUs in relation to the investigated high-risk conditions.

This study confirmed some of the positive effects recognized in earlier studies on automated ordering systems and product availability. However, the main contribution of this work is related to measurement of the effect of ARS on product availability in high-risk conditions and it contributes to the scarce literature and insights mainly based on limited number of products, retail stores, and time.

Different stock-out identification method and the use of a large sample has solved one of the key limitations of earlier studies. At the same time, another limitation related to PI stock-out identification method surfaced as it considers availability at store level instead of shelf availability. The PI method considers not just the availability of the product on the
shelf, but also its availability in the back storage, which implies that actual shelf stock-out rate may be even higher than calculated. Potential analysis of ordering system performance in relation to shelf availability provides opportunity for further investigation and research.

Although it is difficult to analyze different types of sustainability-related variables in one study and quantify the impact of automation, further studies should provide additional evidence of automated systems performance. So far, cost-benefit approach was mostly pursued, as costs of automation play significant role in implementation and decision-making process. These costs do not only include costs of a system development, procurement, and implementation, but also costs of maintenance, physical audits that keep the inventory data accurate, and other issues such as capability of technology adoption and potential resistance [53].

Beside inclusion of other variables, such as substitution [57], waste, shelf life, and energy consumption, future studies and case studies could further analyze the performance of automated systems of different complexity [19], and different types of cooperation options with suppliers, such as Efficient Consumer Response, Quick Response, the Continuous Replenishment Program, and Vendor Managed Inventory [52]. This should provide opportunity for some larger meta-analysis on efficiency of automated ordering systems and improved managerial implications.
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