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ABSTRACT. We consider the \( d \)-dimensional fractional Anderson model 
\((-\Delta)^\alpha + V_\omega\) on \( \ell^2(\mathbb{Z}^d) \) where \( 0 < \alpha \leq 1 \). Here \(-\Delta\) is the negative discrete Laplacian and \( V_\omega \) is the random Anderson potential consisting of iid random variables. We prove that the model exhibits Lifshitz tails at the lower edge of the spectrum with exponent \( d/(2\alpha) \). To do so, we show among other things that the non-diagonal matrix elements of the negative discrete fractional Laplacian are negative and satisfy the two-sided bound
\[
\frac{c_{\alpha,d}}{|n-m|^{d+2\alpha}} \leq (-\Delta)^\alpha(n,m) \leq \frac{C_{\alpha,d}}{|n-m|^{d+2\alpha}}
\]
for positive constants \( c_{\alpha,d}, C_{\alpha,d} \) and all \( n \neq m \in \mathbb{Z}^d \).

1. Introduction

Fractional operators are non-local operators that arise in the study of systems with long-range interactions in connection with anomalous transport and in some cases with Lévy processes, see e.g. [MCK12, RMCNN18]. For this reason, they have been the subject of increasing interest in recent years, where they have been studied in both the discrete and continuous setting. The latter case has been well studied in the literature, see e.g. [CMS90, Kwa17, Gar19] and references therein, while the discrete setting and the arising fractional dynamics has attracted greater interest recently, see e.g. [CRSTV18, PKL+19].

In this note, we study the Integrated Density of States (IDS) of the discrete \( \alpha \)-fractional Laplacian perturbed by a random Anderson potential, 
\( H_\alpha = (-\Delta)^\alpha + V_\omega \) acting on \( \ell^2(\mathbb{Z}^d) \) where \( 0 < \alpha \leq 1 \) and \( d \in \mathbb{N} \) is the space dimension. We show, in particular, that the IDS of this model exhibits exponential decay near the lower spectral band edge, a phenomenon known as Lifshitz tails, see [PF92, Kir08, AW15] and references therein. It turns out that in our setting the Lifshitz exponent is given by \( d/(2\alpha) \). To our understanding, this behaviour has only been proved so far in some continuous cases in the work of Ōkura [Ô79], and of Kaleta and Pietruska-Paluba.
The aforementioned studies are based on probabilistic tools revolving around \( \alpha \)-stable Lévy processes and corresponding Feynman-Kac formulas. Contrary to that, our proof in the discrete case is functional analytic in nature. It relies on Dirichlet-Neumann bracketing and operator monotonicity of the function \( x \mapsto x^\alpha \) for \( x \geq 0 \) and \( 0 < \alpha \leq 1 \).

One of the main features of the continuous fractional Laplacian is the slow (polynomial) off-diagonal decay of its kernel components, which is expected to be true also in the discrete setting. This was for example sketched in [MCRNN17] for arbitrary dimensions using a Tauberian argument, and for one-dimensional models it was shown in e.g. [CRSTV18]. This underlines the interpretation of the discrete operator \( H_{\alpha} \) as an operator with long-range slowly decaying off-diagonal matrix elements perturbed by an on-site random potential. In dimension \( d = 1 \), similar models have been studied in [JM99, Han19], where the slow decay of the off-diagonal matrix elements is shown to have several consequences on the spectral and dynamical properties of the model. In this note, we also provide a rigorous proof of the polynomial off-diagonal decay of the matrix elements of the discrete fractional Laplacian \( (-\Delta)^\alpha \) in arbitrary dimensions \( d \geq 1 \) with power \( d + 2\alpha \). This shows that the kernel of the discrete fractional Laplacian has the same off-diagonal decay as its continuous analogue see Theorem 2.2.

The paper is organised as follows: in the next section we state the model and results. In Section 3 we show that the IDS can be obtained as the limit of spectral projections of a finite-volume version of the Hamiltonian \( H_{\alpha} \). In Section 4 we show the fractional Lifshitz tails result. Finally, in Section 5 we show the aforementioned off-diagonal decay of matrix elements of the fractional Laplacian \( (-\Delta)^\alpha \).
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2. Model and results

In the following, \( (\delta_n)_{n \in \mathbb{Z}^d} \) denotes the canonical orthonormal basis of \( \ell^2(\mathbb{Z}^d) \), and \( |\delta_n\rangle \langle \delta_n| \) the orthogonal projection onto the subspace spanned by the vector \( \delta_n \), \( n \in \mathbb{Z}^d \), where \( d \) is the space dimension. For an operator \( A \) acting on \( \ell^2(\mathbb{Z}^d) \) and \( n, m \in \mathbb{Z}^d \) we denote by

\[
A(n, m) := \langle \delta_n, A\delta_m \rangle
\]

the matrix elements of \( A \). Furthermore, for \( p \in [1, \infty] \) we denote the \( \ell^p \)-norm of a vector \( x \in \mathbb{Z}^d \) by \( |x|_p = \left( \sum_{i=1}^{d} |x_i|^p \right)^{\frac{1}{p}} \). For \( p = 2 \), the Euclidean norm on \( \mathbb{Z}^d \), we use the short hand notation \( |\cdot| \). Given \( L \in \mathbb{N} \), we denote by \( \Lambda_L := [-L, L]^d \) the box in \( \mathbb{Z}^d \).
Let $0 < \alpha \leq 1$, $\lambda > 0$ and $d \in \mathbb{N}$. We consider the discrete fractional Anderson model of the form

$$H_\alpha := (-\Delta)^\alpha + \lambda V_\omega$$ (2.2)

acting on the Hilbert space $\ell^2(\mathbb{Z}^d)$, where $(-\Delta)^\alpha$ and $V_\omega$ are subject to the following:

(A) The operator $(-\Delta)^\alpha$ is the discrete fractional Laplacian defined by the functional calculus, where $-\Delta$ denotes the discrete Laplacian on $\ell^2(\mathbb{Z}^d)$ given by $(-\Delta \varphi)(n) := \sum_{|n-m|=1}(\varphi(n) - \varphi(m))$ for $\varphi \in \ell^2(\mathbb{Z}^d)$ and $n \in \mathbb{Z}^d$.

(B) The random potential is given by $V_\omega := \sum_{n \in \mathbb{Z}^d} \omega_n |\delta_n\rangle\langle \delta_n|$ with $\omega := (\omega_n)_{n \in \mathbb{Z}^d} \in \mathbb{R}^{\mathbb{Z}^d}$ being identically and independently distributed according to the Borel probability measure $\mathbb{P} := \otimes_{\mathbb{Z}^d} P_0$ on $\mathbb{R}^{\mathbb{Z}^d}$. The single-site probability measure $P_0$ is non-trivial and we assume 0 is the infimum of $\text{supp} P_0$, the support of $P_0$. We denote the corresponding expectation by $\mathbb{E}[\cdot]$.

As a consequence of the translation invariance of the unperturbed operator $(-\Delta)^\alpha$ and (B), the operator $H_\alpha$ is ergodic in the usual sense [PF92, Kir08]. Hence, standard arguments imply that the spectrum $\text{spec}(H_\alpha)$ of $H_\alpha$ is deterministic and we have $\text{spec}(H_\alpha) = [0,(4d)^\alpha] + \text{supp} P_0$ for almost all $\omega \in \Omega$, see [Kir08] Thm. 3.9. Since we assume $0 = \inf \text{supp} P_0$, we have that $\inf \text{spec}(H_\alpha) = 0$ almost surely.

In the following, we denote by $1_{(-\infty,E]}(H_\alpha)$ the spectral projection of $H_\alpha$ associated to the interval $(-\infty,E]$, and for $L \in \mathbb{N}$, we denote by $1_L$ the projection onto the box $\Lambda_L$. Then ergodicity of $H_\alpha$ also implies that, for almost all $\omega \in \Omega$, the limit

$$\lim_{L \to \infty} \frac{1}{|\Lambda_L|} \text{Tr} \left[ 1_{(-\infty,E]}(H_\alpha) 1_L \right] = \mathbb{E}[\langle \delta_0, 1_{(-\infty,E]}(H_\alpha) \delta_0 \rangle] =: N_\alpha(E)$$ (2.3)

exists for all $E \in \mathbb{R}$, where $|\Lambda_L| = (2L+1)^d$ is the volume of the box. We call $N_\alpha(E)$ the integrated density of states of $H_\alpha$ (IDS).

For the standard Anderson model, i.e. $\alpha = 1$, an equivalent way of defining the IDS is by restricting the operator to finite volume and considering the limit of the so-called normalised eigenvalue counting function. This can be done for our model as well and is the subject of the next proposition. Given $L \in \mathbb{N}$, we denote by $H_{\alpha,L}$ the restriction of $H_\alpha$ to $\ell^2(\Lambda_L)$ given by $H_{\alpha,L} := 1_L H_\alpha 1_L$, where $1_L$ is the orthogonal projection onto $\Lambda_L$ as above.

**Proposition 2.1.** Let $0 < \alpha \leq 1$ and let $H_{\alpha,L}$ be the finite-volume restriction of $H_\alpha$ to $\ell^2(\Lambda_L)$. Then, almost surely, the limit

$$\lim_{L \to \infty} \frac{1}{|\Lambda_L|} \text{Tr} \left[ 1_{(-\infty,E]}(H_{\alpha,L}) \right]$$ (2.4)
exists for all \( E \in \mathbb{R} \) and equals the IDS \( N_\alpha \) at energy \( E \), defined in (2.3).

In order to prove Proposition 2.1, we need the following bound on the off-diagonal decay of the matrix elements of \((-\Delta)^\alpha\) in arbitrary dimension \( d \in \mathbb{N} \):

**Theorem 2.2.** Let \( 0 < \alpha < 1 \). Then

(i) For all \( n, m \in \mathbb{Z}^d \) with \( n \neq m \)

\[ (-\Delta)^\alpha(n, m) < 0 \]  

and \((-\Delta)^\alpha(n, n) > 0\).

(ii) The limit

\[ \lim_{|n-m| \to \infty} |n-m|^{d+2\alpha} (-(-\Delta)^\alpha(n, m)) = K_{d,\alpha} > 0 \]  

exists with limit

\[ K_{d,\alpha} = \frac{\alpha^\alpha \Gamma(d/2 + \alpha)}{\pi^{d/2} |\Gamma(\alpha)|} > 0. \]  

(iii) There exist constants \( C_{d,\alpha}, c_{d,\alpha} > 0 \) depending only on \( d \) and \( \alpha \) such that for all \( n, m \in \mathbb{Z}^d \) with \( n \neq m \)

\[ \frac{C_{d,\alpha}}{|n - m|^{d+2\alpha}} \leq (-\Delta)^\alpha(n, m) \leq \frac{c_{d,\alpha}}{|n - m|^{d+2\alpha}}. \]  

**Remark 2.3.** In \( d = 1 \), one can compute \((-\Delta)^\alpha(n, m)\) explicitly which results in a two-sided bound of the above form, see e.g. [CRSTV18]. While in higher dimensions this bound is generally accepted, we provide a rigorous proof and show that the decay of the fractional discrete Laplacian is indeed the same as in the continuous case, where this bound is well-known in arbitrary dimensions, see e.g. [CMS90]. The constant \( K_{d,\alpha} \) is precisely the constant appearing in the definition of the continuous fractional Laplacian, see equation (A.3).

Under additional assumptions on the regularity of the random variables, the off-diagonal decay in (2.8) readily implies using [AM93, Thm. 3.1]:

**Corollary 2.4** (Localisation at strong disorder). Let \( 0 < \alpha \leq 1 \) and suppose that the measure \( P_0 \) is absolutely continuous with respect to Lebesgue measure. Then, there exists a coupling \( \lambda_0(d) > 0 \) such that for all \( \lambda \geq \lambda_0(d) \) the spectrum of \((-\Delta)^\alpha + \lambda V_\omega\) consists of point spectrum only.

**Remarks 2.5.**

(i) The spatial decay of the eigenfunctions is related to the decay rate of the Green’s function [SW86]. Due to the polynomial off-diagonal decay of the matrix elements of \((-\Delta)^\alpha\) we obtain polynomial decay of the Green’s function of \( H_\alpha \). This indicates that eigenfunctions of \( H_\alpha \) decay at least polynomially.
(ii) In $d = 1$ it is conjectured that our model exhibits a phase transition when varying the fractional parameter $\alpha$: For $\alpha < \frac{1}{2}$, it is expected that $H_\alpha$ has continuous spectrum whereas for $\alpha > \frac{1}{2}$ it has point spectrum only, see [JM99] and also [SS89].

Our main result shows that the IDS $N_\alpha$ exhibits a fractional Lifshitz-tail behaviour at the lower edge of the almost-sure spectrum, which is 0 under our assumptions.

**Theorem 2.6** (Fractional Lifshitz tails). Let $0 < \alpha \leq 1$. The integrated density of states $N_\alpha$ of $H_\alpha$ satisfies

$$\lim_{E \searrow 0} \ln |\ln N_\alpha(E)| \leq -\frac{d}{2\alpha}. \quad (2.9)$$

Under the additional assumption that $P_0([0,\varepsilon)) \geq C e^\kappa$ for some $C, \kappa > 0$ we obtain equality, i.e.

$$\lim_{E \searrow 0} \frac{\ln |\ln N_\alpha(E)|}{\ln E} = -\frac{d}{2\alpha}. \quad (2.10)$$

**Remark 2.7.** Fractional Lifshitz tails are known in the continuous setting: they were first obtained by Ôkura in [Ô79] for the continuous fractional Laplacian perturbed by Poissonian random potentials. The result also extends to Gaussian perturbations [RMP]. Similar results for Poissonian models on fractals were obtained in Kaleta and Pietruska-Paluba in [KPP18] and recently for the Anderson model on $L^2(\mathbb{R}^d)$ in [KPP19a, KPP19b].

### 3. Proof of Proposition 2.1

**Proof of Proposition 2.1.** We restrict ourselves to $0 < \alpha < 1$ in the proof. Following [Kir08, Sec. 5.4], it suffices to show that for all $z \in \mathbb{C} \setminus \mathbb{R}$

$$\lim_{L \to \infty} \frac{1}{|\Lambda_L|} \ln \left( \frac{1}{H_{\alpha,L} - z} - 1, \frac{1}{H_{\alpha} - z} 1_L \right) = 0. \quad (3.1)$$

Let $z \in \mathbb{C} \setminus \mathbb{R}$. We estimate using the resolvent equation

$$\left| \ln \left( \frac{1}{H_{\alpha,L} - z} - 1, \frac{1}{H_{\alpha} - z} 1_L \right) \right| \leq \sum_{n \in \Lambda_L} \left| \frac{1}{H_{\alpha,L} - z}(n,n) - \frac{1}{H_{\alpha} - z}(n,n) \right|$$

$$\leq \sum_{n \in \Lambda_L} \sum_{k \in \Lambda_L} \sum_{m \in \mathbb{Z}^d} \left| \frac{1}{H_{\alpha,L} - z}(n,k)((-\Delta)^{\alpha}_L - (-\Delta)^{\alpha})(k,m) \right| \frac{1}{H_{\alpha} - z}(m,n), \quad (3.2)$$

where $(-\Delta)^{\alpha}_L := 1_L(-\Delta)^{\alpha}1_L$. Now $(-\Delta)^{\alpha}_L - (-\Delta)^{\alpha} = 1_L(-\Delta)^{\alpha}1_L + 1_L(-\Delta)^{\alpha}1_L + 1_L(-\Delta)^{\alpha}1_L$, with $1_L$ denoting the projection onto $\mathbb{R}^d \setminus \Lambda_L$. 

The off-diagonal decay of the matrix elements stated in Theorem 2.2 and Cauchy-Schwarz inequality imply

\[ (3.2) \leq \sum_{k \in \Lambda_L} \sum_{m \in \mathbb{Z}^d} \left| \{ (-\Delta)^a_L - (-\Delta)^a \} (k, m) \right| \left\| \frac{1}{H_{a,L} - \delta_k} \right\| \left\| \frac{1}{H_{a,z} - \delta_m} \right\| \leq \frac{C_{d,a}}{|\text{Im } z|^2} \sum_{k \in \Lambda_L} \sum_{m \in \Lambda_L^c} |k - m|^{d+2\alpha}. \]  

Let \( 2\alpha < 1 \). In this case we estimate the latter double sum by the corresponding integral, i.e.

\[ (3.3) \leq \int_{\Lambda_{L+1/2}} dx \int_{\Lambda_{L+1/2}} dy \frac{1}{|x - y|^{d+2\alpha}}, \]

where on the right hand side in slight abuse of notation \( \Lambda_{L+1/2} = (-L - 1/2, L + 1/2)^d \subset \mathbb{R}^d \) is the box in the continuum. After a change of variables this reads

\[ (3.4) = \int_{\Lambda_1} dx \int_{\Lambda_1^c} dy \frac{1}{|x - y|^{d+2\alpha}}, \]

which is finite for \( 2\alpha < 1 \). In order to see this, we note that \( \Lambda_1^c \subset B_{\text{dist}(x, \Lambda_1^c)} (x) := \mathbb{R}^d \setminus B_{\text{dist}(x, \Lambda_1^c)} (x) \) for all \( x \in (-1, 1)^d \). Here \( B_{\alpha}(x) \) stands for the ball of radius \( \alpha > 0 \) around \( x \in \mathbb{R}^d \) and \( \text{dist}(x, S) \) for the Euclidean distance of \( x \in \mathbb{R}^d \) to a set \( S \subset \mathbb{R}^d \). This and a change of variables imply

\[ \int_{\Lambda_1} dx \int_{\Lambda_1^c} dy \frac{1}{|x - y|^{d+2\alpha}} \leq \int_{\Lambda_1} dx \int_{B_{\text{dist}(x, \Lambda_1^c)} (x)} dy \frac{1}{|x - y|^{d+2\alpha}} = \omega_{d-1} \int_{\Lambda_1} dx \int_0^\infty dr \frac{1}{r^{d+2\alpha}} \]

where \( \omega_{d-1} \) is the surface area of the \( d \)-dimensional unit sphere. We note that \( \frac{1}{\text{dist}(x, \Lambda_1^c)^2} \leq \frac{1}{1 - |x|_\infty} \). Moreover, we denote by \( dS \) the surface measure. Hence, we bound the latter integral by

\[ \int_{\Lambda_1} dx \frac{1}{\text{dist}(x, \Lambda_1^c)^{2\alpha}} \leq \int_0^1 dr \int_{\partial \Lambda_r} dS(k) \frac{1}{(1 - r)^{2\alpha}} = \int_0^1 dr |\partial \Lambda_r| \frac{1}{(1 - r)^{2\alpha}}, \]

where the latter is finite for \( 2\alpha < 1 \).

Now let \( 2\alpha \geq 1 \), i.e. \( \alpha \geq \frac{1}{2} \). We reduce this case to the one considered before, i.e. we estimate the double sum in (3.3) by

\[ \sum_{k \in \Lambda_L} \sum_{m \in \Lambda_L^c} \frac{1}{|k - m|^{d+2\alpha}} \leq \sum_{k \in \Lambda_L} \sum_{m \in \Lambda_L^c} \frac{1}{|k - m|^{d+1/2}} \leq CL^{d-1/2}, \]
for some constant $C > 0$, where the bound in the r.h.s. follows from the analysis before. Hence, we obtain that
\[
\frac{\tilde{C}_{d,a}}{|\text{Im } z|^2} L^{d - \min\{2\alpha, 1/2\}},
\] (3.9)
for some constant $\tilde{C}_{d,a} > 0$ depending only on $d$ and $\alpha$. Plugging this into (3.2), dividing by $\frac{1}{|\Lambda_L|}$ and taking the limit $L \to \infty$, gives (3.1) and the assertion follows.

\section{Proof of Theorem 2.6}

In this section we first prove Dirichlet-Neumann bracketing for our model. To do so, we denote by $-\Delta^{N/D}_\Lambda$ the restriction of $-\Delta$ to the set $\Lambda \subset \mathbb{Z}^d$ with Neumann, respectively Dirichlet boundary conditions on the boundary of $\Lambda$. For the precise definition of $-\Delta^{N/D}_\Lambda$ we refer to [Kir08, Sec. 5.2]. In particular, we write $-\Delta^{N/D}_L$ for the restriction to the box $\Lambda_L$ with the respective boundary conditions. Moreover, we write $H^{N/D}_{\alpha,L}$ for $-\Delta^{N/D}_L + V_{\omega,L}$ with $V_{\omega,L} := 1_L V_{\omega} 1_L$. In this section we set the coupling $\lambda = 1$.

\textbf{Lemma 4.1} (Dirichlet-Neumann bracketing). Let $0 < \alpha \leq 1$ and $\Lambda_1 \subset \Lambda_2 \subset \mathbb{Z}^d$ be boxes. Then we have the following operator inequalities
\[
1_{\Lambda_2} (-\Delta)^\alpha 1_{\Lambda_2} \leq (-\Delta^{D}_{\Lambda_2})^\alpha \leq (-\Delta^{D}_{\Lambda_1})^\alpha \leq (-\Delta^{D}_{\Lambda_2 \setminus \Lambda_1})^\alpha.
\] (4.1)
and
\[
1_{\Lambda_2} (-\Delta)^\alpha 1_{\Lambda_2} \leq (-\Delta^{N}_{\Lambda_2})^\alpha \leq (-\Delta^{N}_{\Lambda_1})^\alpha \leq (-\Delta^{N}_{\Lambda_2 \setminus \Lambda_1})^\alpha.
\] (4.2)

\textbf{Proof}. We first note that, using Dirichlet-Neumann bracketing for the discrete Laplacian [Kir08, Sec. 5.2], we obtain
\[
-\Delta^{N}_{\Lambda_2} \oplus -\Delta^{N}_{\mathbb{Z}^d \setminus \Lambda_2} \leq -\Delta \leq -\Delta^{D}_{\Lambda_2} \oplus -\Delta^{D}_{\mathbb{Z}^d \setminus \Lambda_2}.
\] (4.3)
The function $x \mapsto x^\alpha$, $x \in [0, \infty)$ is operator monotone for $\alpha \in (0, 1]$, i.e. for all self-adjoint operators $0 \leq A \leq B$ we obtain $0 \leq A^\alpha \leq B^\alpha$ provided $\alpha \in (0, 1]$, see [Bha97, Thm V.2.10]. Applying this to (4.3), we obtain for $0 < \alpha \leq 1$
\[
(-\Delta^{N}_{\Lambda_2})^\alpha \oplus (-\Delta^{N}_{\mathbb{Z}^d \setminus \Lambda_2})^\alpha \leq (-\Delta)^\alpha \leq (-\Delta^{D}_{\Lambda_2})^\alpha \oplus (-\Delta^{D}_{\mathbb{Z}^d \setminus \Lambda_2})^\alpha
\] (4.4)
and multiplying the above with $1_{\Lambda_2}$ from both sides implies
\[
(-\Delta^{N}_{\Lambda_2})^\alpha \leq 1_{\Lambda_2} (-\Delta)^\alpha 1_{\Lambda_2} \leq (-\Delta^{D}_{\Lambda_2})^\alpha.
\] (4.5)
Similarly, Dirichlet-Neumann bracketing for the discrete Laplacian on $\Lambda_2 = \Lambda_1 \cup \Lambda_2 \setminus \Lambda_1$ and the operator monotonicity of $x \mapsto x^\alpha$ also imply that
\[
(-\Delta^{N}_{\Lambda_1})^\alpha \oplus (-\Delta^{N}_{\Lambda_2 \setminus \Lambda_1})^\alpha \leq (-\Delta^{N/D}_{\Lambda_2})^\alpha \leq (-\Delta^{D}_{\Lambda_1})^\alpha \oplus (-\Delta^{D}_{\Lambda_2 \setminus \Lambda_1})^\alpha.
\] (4.6)
The latter together with inequality (4.5) gives the assertion. \qed
PROOF OF THEOREM 2.6. The definition of the IDS $N_\alpha$ given in Proposition 2.1 and inequalities (4.1) and (4.2) in Lemma 4.1 imply for all $L \in \mathbb{N}$
\[
\frac{1}{|\Lambda_L|} \mathbb{E} \left[ \text{Tr} 1_{(-\infty,E]} \left( H_{a,L}^N \right) \right] \leq N_\alpha(E) \leq \frac{1}{|\Lambda_L|} \mathbb{E} \left[ \text{Tr} 1_{(-\infty,E]} \left( H_{a,L}^N \right) \right].
\]
(4.7)
Now, basically the rest of the proof follows along the same lines as in [Kir08, Sec. 6] where one has to choose the length scale $L \sim E^{1/\alpha}$.

For the reader’s convenience, we sketch the proof of the upper bound in (4.7) to see the emergence of the exponent $d'/(2\alpha)$. We have that
\[
\frac{1}{|\Lambda_L|} \mathbb{E} \left[ \text{Tr} 1_{(-\infty,E]} \left( H_{a,L}^N \right) \right] \leq \mathbb{P} \left[ E_0( H_{a,L}^N ) < E \right]
\]
(4.8)
where $E_0(A)$ denotes the lowest eigenvalue and $E_1(A)$ denotes in the following the next bigger eigenvalue of a self-adjoint matrix $A$. We aim at using Temple’s inequality, see [Kir08, Lem. 6.3]. To do so, we first perform some auxiliary calculations. A direct calculation shows that $E_1(-\Delta_{L}^{N}) \geq cL^{-2}$ for some constant $c > 0$ and therefore
\[
E_1 \left( H_{a,L}^N \right) \geq E_1 \left( -\Delta_{L}^{N} \right) = c\alpha L^{-2\alpha}.
\]
(4.9)
Next we set $\tilde{\omega}(j) := \min \left\{ \omega(j), \frac{c\alpha}{3} L^{-2\alpha} \right\}$ and define
\[
\tilde{V}_{\omega,L} = \sum_{j \in \Lambda_L} \tilde{\omega}(j) |\delta j \rangle \langle \delta j | \quad \text{and} \quad \tilde{H}_{a,L}^N = (-\Delta_{L}^{N}) + \tilde{V}_{\omega,L}.
\]
(4.10)
Let $\psi \in \ell^2(\mathbb{Z}^d)$ be given by $\psi(n) = \frac{1}{|\Lambda_L|^{1/2}}$ for $n \in \mathbb{Z}^d$. Then have
\[
\langle \psi, \tilde{V}_{\omega,L} \psi \rangle \leq \frac{c\alpha}{3} L^{-2\alpha}.
\]
(4.11)
This, combined with (4.9), gives the estimate
\[
E_1 \left( \tilde{H}_{a,L}^N \right) \geq E_1 \left( -\Delta_{L}^{N} \right) \geq \frac{c\alpha}{3} L^{-2\alpha} \geq \langle \psi, \tilde{H}_{a,L}^N \psi \rangle,
\]
(4.12)
where for the last inequality we used the fact that $\langle \psi, (-\Delta_{L}^{N}) \psi \rangle = 0$. Hence, we are in position to apply Temple’s inequality which implies the lower bound
\[
E_0 \left( \tilde{H}_{a,L}^N \right) \geq \langle \psi, \tilde{H}_{a,L}^N \psi \rangle - \frac{\langle \psi, (\tilde{H}_{a,L}^N)^2 \psi \rangle}{c\alpha L^{-2\alpha} - \langle \psi, \tilde{H}_{a,L}^N \psi \rangle} \geq \frac{1}{|\Lambda_L|} \sum_{j \in \Lambda_L} \tilde{\omega}(j) \left( 1 - \frac{3}{2c\alpha L^{-2\alpha}} \frac{c\alpha}{3} \right) = \frac{1}{2 |\Lambda_L|} \sum_{j \in \Lambda_L} \tilde{\omega}(j),
\]
(4.13)
where we used for the second inequality $\langle \psi, (-\Delta_{L}^{N}) \psi \rangle = 0$ and (4.12). This, (4.7) and (4.8) imply for all $L > 0$ and $E \in \mathbb{R}$ that
\[
N_\alpha(E) \leq \mathbb{P} \left[ E_0( H_{a,L}^N ) < E \right] \leq \mathbb{P} \left[ E_0( \tilde{H}_{a,L}^N ) < E \right] \leq \mathbb{P} \left[ \frac{1}{|\Lambda_L|} \sum_{j \in \Lambda_L} \tilde{\omega}(j) < 2E \right].
\]
(4.14)
We choose the length scale $L > 0$ according to

$$L := |\beta E^{-1/\alpha}|$$

(4.15)

for some $\beta > 0$ small. Then a large deviation estimate [Kir08 Lem. 6.4] implies that there exist $\gamma' > \gamma > 0$ such that

$$P\left[ \frac{1}{|A_L|} \sum_{j \in A_L} \tilde{\omega}(j) < 2E \right] \leq e^{-\gamma|A_L|} \leq e^{-\gamma'(2|\beta E^{-1/\alpha}|)^d + 1} \leq e^{-\gamma'E^{d/2}}.$$  (4.16)

This gives the desired upper bound taking the double logarithm.

Using the assumption $P_0([0,\varepsilon]) \geq C\varepsilon^\kappa$ for some $C, \kappa > 0$, the lower bound follows from analysing $\frac{1}{|A_L|} \mathbb{E} \left[ \text{Tr}_{1,-\infty,E} \left( H_{a,L}^D \right) \right]$ in the same way as was done in [Kir08 Sec. 6.3]. We note that one has to choose again the length scale $L \sim E^{\frac{d}{2\alpha}}$.

5. Proof of Theorem 2.2

**Proof of Theorem 2.2**(i). Let $0 < \alpha < 1$. We use the identity

$$(\Delta)^\alpha = -\frac{1}{|\mathbb{Z}|} \int_0^\infty dt \ t^{-1-\alpha/2} (e^{t\Delta} - 1),$$

(5.1)

where the integral converges in operator norm, see [Kwa17 Thm. 1.1 (c)]. Hence, for $n, m \in \mathbb{Z}^d$ with $n \neq m$

$$\Delta^\alpha(n, m) = -\frac{1}{|\mathbb{Z}|} \int_0^\infty dt \ t^{-1-\alpha/2} e^{t\Delta}(n, m).$$

(5.2)

Let $-\Delta_1$ be the one-dimensional discrete Laplacian, i.e. acting on $\ell^2(\mathbb{Z})$. Since $-\Delta = (-\Delta_1) \otimes \cdots \otimes I + \cdots + I \otimes \cdots \otimes (-\Delta_1)$ acting on $\ell^2(\mathbb{Z}^d) = \otimes_{k=1}^d \ell^2(\mathbb{Z})$ we obtain

$$e^{t\Delta_1}(n, m) = \prod_{k=1}^d e^{t\Delta_1(k)}(n_k, m_k)$$

(5.3)

with $n = (n_1, \ldots, n_d)$ and $m = (m_1, \ldots, m_d)$. The matrix elements of $e^{t\Delta_1}$ can be computed explicitly [CRSTV18 Eq. (2.2)]

$$e^{t\Delta_1}(n_1, m_1) = e^{-2tI_{n_1-m_1}(2t)}$$

(5.4)

where $n_1, m_1 \in \mathbb{Z}$ and $I_{(\cdot)}$ stands for the modified Bessel function. The modified Bessel function is symmetric, i.e. $I_k(s) = I_{-k}(s)$ for all $k \in \mathbb{N}$ and $s \geq 0$, see e.g. [GR07 Eq. 8.486] and therefore

$$e^{t\Delta_1}(n_1, m_1) = e^{-2tI_{|n_1-m_1|}(2t)}.$$  (5.5)

The modified Bessel function $I_k$ has the following integral representation for $k > -1/2$ and $s \geq 0$

$$I_k(s) = \frac{(s/2)^k}{\Gamma(k+1/2)\Gamma(1/2)} \int_{-1}^1 dt (1-t^2)^{k-1/2} \cosh(st) > 0$$

(5.6)
see e.g. [GR07] Eq. 8.431] which shows positivity of the modified Bessel function. Equation (5.6) with $k = |n_1 - m_1|$ implies that $e^{-2t}I_{|m_1 - m_1|}(2t) > 0$ for all $t > 0$. Inserting this in (5.5), (5.3) and subsequently in (5.2) implies the result for $n \neq m \in \mathbb{Z}^d$.

The positivity of $(-\Delta)^\alpha(n,n)$ follows directly from the integral representation (5.1) using that $0 \leq e^t \Delta < 1$ for all $t > 0$ and therefore $e^t\Delta(n,n) < 1$ for all $t > 0$.

**Proof of Theorem 2.2 (ii), (iii).** We recall that the discrete Fourier transform diagonalizes the discrete Laplace operator, i.e. $(\mathcal{F}(-\Delta)\mathcal{F}^*)(k) = \sum_{j=1}^d (2 - 2\cos(k_j))$, where $k = (k_1, \ldots, k_d) \in \mathbb{T}^d$ and $\mathbb{T}^d = [-\pi, \pi]^d$ is the $d$-dimensional torus. Here, $\mathcal{F} : \ell^2(\mathbb{Z}^d) \to L^2(\mathbb{T}^d)$ is the discrete Fourier transform given by $(\mathcal{F} u)(k) = \frac{1}{(2\pi)^{d/2}} \sum_{n \in \mathbb{Z}^d} u(n) e^{-ink}$, where $u \in \ell^2(\mathbb{Z}^d)$ and $k \in \mathbb{T}^d$. Hence, for $m, n \in \mathbb{Z}^d$

$$(-\Delta)^\alpha(n,m) = \frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} dk \left( \sum_{j=1}^d (2 - 2\cos(k_j)) \right)^\alpha e^{-i(n-m)k}. \quad (5.7)$$

Let $\psi \in C_c^\infty(\mathbb{R}^d)$ be such that

(i) $\text{supp } \psi \subset B_1(0)$, where $B_1(0)$ is the ball of radius 1 about the origin.

(ii) $0 \leq \psi \leq 1$ and $\psi(x) = 1$ for all $x \in B_{1/2}(0)$.

Then, we define the function

$$\Psi_\alpha(k) := \left( \sum_{j=1}^d (2 - 2\cos(k_j)) \right)^\alpha \left( 1 - \psi(k) \right) \quad (5.8)$$

and note that $\Psi_\alpha \in C^\infty(\mathbb{T}^d)$. This implies that the Fourier coefficients of $\Psi_\alpha$ satisfy for $z \in \mathbb{Z}^d$

$$\int_{[-\pi,\pi]^d} dk \Psi_\alpha(k) e^{-izk} = O(|z|^{-\infty}), \quad (5.9)$$

as $|z| \to \infty$, i.e. the Fourier coefficients of $\Psi_\alpha$ decay faster than any power, see e.g. [Gra08] Sec. 3. Since $(-\Delta)^\alpha(n,m)$ depends on $n - m$ only we set $m = 0$ in the following. In particular, (5.9) implies

$$\lim_{|n| \to \infty} -|n|^{d+2\alpha} (-\Delta)^\alpha(n,0)$$

$$= \lim_{|n| \to \infty} -|n|^{d+2\alpha} \frac{1}{(2\pi)^d} \int_{[-\pi,\pi]^d} dk \left( \sum_{j=1}^d (2 - 2\cos(k_j)) \right)^\alpha \psi(k) e^{-ink}. \quad (5.10)$$
We note that the last integral can be seen as a Fourier transform of a smooth function on \( \mathbb{R}^d \setminus \{0\} \) with a cusp at 0. We further rewrite

\[
\int_{[-\pi,\pi]^d} dk \left( \sum_{j=1}^d (2 - 2 \cos (k_j)) \right)^\alpha \psi(k) e^{-i \kappa},
\]

where for \( k \in \mathbb{R}^d \)

\[
\Phi(k) := \frac{\left( \sum_{j=1}^d (2 - 2 \cos (k_j)) \right)^\alpha}{|k|^{2\alpha}} \psi(k).
\]

We have that \( \Phi \in C^\infty_c(\mathbb{R}^d) \) which follows from the fact that \( \psi \in C^\infty_c([-\pi,\pi]^d), \varphi \in C^\infty_c([-\pi,\pi]^d) \) with \( \varphi(k) := \frac{\sum_{j=1}^d (2 - 2 \cos (k_j))}{|k|^2} > 0 \) for all \( k \in [-\pi,\pi]^d \) and \( x \mapsto x^\alpha \in C^\infty((0,\infty)) \). Moreover, one easily sees that \( \Phi(0) = 1 \).

We denote the continuous fractional negative Laplacian on \( \mathbb{R}^d \) by \((-\Delta_c)^\alpha\). Its Fourier representation implies for \( w \in \mathbb{R}^d \)

\[
\frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} dk |k|^{2\alpha} \Phi(k) e^{-i wk} = \frac{1}{(2\pi)^{d/2}} (-\Delta_c)^\alpha \mathcal{F}_c \Phi(-w),
\]

where \( \mathcal{F}_c \Phi \) is the inverse (continuous) Fourier transform. Since \( \mathcal{F}_c \Phi \in \mathcal{S}(\mathbb{R}^d) \), where \( \mathcal{S}(\mathbb{R}^d) \) is the set of Schwartz functions, we obtain using Lemma A.1

\[
\lim_{|w| \to \infty} -\frac{|w|^{d+2\alpha}}{(2\pi)^{d/2}} (-\Delta_c)^\alpha \mathcal{F}_c \Phi(w) = \frac{K_{d,a}}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} dy \{ \mathcal{F}_c \Phi \}(y),
\]

where \( K_{d,a} \) is given in Lemma A.1 below. Now

\[
\frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} dy \{ \mathcal{F}_c \Phi \}(y) = \{ \mathcal{F}_c \mathcal{F}_c \Phi \}(0) = \Phi(0) = 1.
\]

Altogether we end up with

\[
\lim_{|n-m| \to \infty} |n-m|^{d+2\alpha} (-\Delta_c)^\alpha (n,m) = K_{d,a} > 0
\]

which is (ii).

The strict positivity \(-\Delta_c)^\alpha (n,m) > 0 \) for all \( n \neq m \in \mathbb{Z}^d \) proved in Theorem 2.2 (i) together with part (ii) implies part (iii) directly. \( \square \)

**Appendix A. A limit of the continuous fractional Laplacian**

A crucial ingredient to the proof of Theorem 2.2 is understanding the behaviour of the continuous fractional Laplacian \((-\Delta_c)^\alpha\) applied to Schwartz functions for large \( x \in \mathbb{R}^d \).
Lemma A.1. Let $\mathcal{S}(\mathbb{R}^d)$ be the set of Schwartz functions, $\varphi \in \mathcal{S}(\mathbb{R}^d)$, $0 < \alpha < 1$ and $(-\Delta_c)^\alpha$ be the continuous fractional negative Laplacian. Then

$$\lim_{|x| \to \infty} |x|^{d+2\alpha}((-\Delta_c)^\alpha \varphi)(x) = -K_{d,\alpha} \int_{\mathbb{R}^d} dy \varphi(y)$$

(A.1)

where

$$K_{d,\alpha} = \frac{4^\alpha \Gamma(d/2 + \alpha)}{\pi^{d/2} \Gamma(-\alpha)} > 0.$$  

(A.2)

PROOF. Let $\varphi \in \mathcal{S}(\mathbb{R}^d)$, $0 < \alpha < 1$ and $x \in \mathbb{R}^d$. Then the continuous fractional negative Laplacian can be written as

$$(-\Delta_c)^\alpha \varphi(x) = K_{d,\alpha} \lim_{b \to 0} \int_{\mathbb{R}^d \setminus B_b(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x - y|^{d+2\alpha}}$$

with $K_{d,\alpha} > 0$ given above, see [Kwa17].

Let $x \neq 0$ and $0 < b < \frac{|x|}{2}$. We split the integral in (A.3) into two parts as follows:

$$\int_{\mathbb{R}^d \setminus B_b(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x - y|^{d+2\alpha}} = \int_{B_{3b}(x) \setminus B_b(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x - y|^{d+2\alpha}} + \int_{B^c_{3b}(x) \setminus B^c_{b}(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x - y|^{d+2\alpha}}.$$

(A.4)

We first consider the second part

$$\int_{B^c_{3b}(x) \setminus B^c_{b}(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x - y|^{d+2\alpha}} = \int_{B^c_{3b}(x) \setminus B^c_{b}(x)} dy \frac{\varphi(x)}{|y|^{d+2\alpha}} - \int_{B^c_{3b}(x) \setminus B^c_{b}(x)} dy \frac{\varphi(y)}{|x - y|^{d+2\alpha}}.$$

(A.5)

Since $\varphi \in \mathcal{S}(\mathbb{R}^d)$ decays faster than any polynomial the above implies

$$\lim_{|x| \to \infty} |x|^{d+2\alpha} \int_{B^c_{3b}(x) \setminus B^c_{b}(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x - y|^{d+2\alpha}} = - \lim_{|x| \to \infty} \int_{B^c_{3b}(x) \setminus B^c_{b}(x)} dy \frac{|x|^{d+2\alpha}}{|x - y|^{d+2\alpha}} \varphi(y).$$

(A.6)

One directly sees that for all $y \in \mathbb{R}^d$

$$\lim_{|x| \to \infty} \frac{1_{B^c_{3b}(x)}(y)}{|x|^{d+2\alpha}} = 1$$

(A.7)

where $1_S$ stands here for the indicator function of a set $S \in \text{Borel}(\mathbb{R}^d)$ and for all $x, y \in \mathbb{R}^d$

$$\left|1_{B^c_{3b}(x)}(y) \frac{|x|^{d+2\alpha}}{|x - y|^{d+2\alpha}} \right| \leq 2^{d+2\alpha}.$$  

(A.8)
Hence the dominated convergence theorem implies
\[
\lim_{|x| \to \infty} \int_{B_{|x|/2}^c(x)} dy \frac{|x|^{d+2\alpha}}{|x-y|^{d+2\alpha}} \varphi(y) = \int_{\mathbb{R}^d} dy \varphi(y). \tag{A.9}
\]

For the remaining term in (A.4) we compute for \( 0 < b < \frac{|x|}{2} \),
\[
\int_{B_{|x|/2} \setminus B_b(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x-y|^{d+2\alpha}} = \int_b^{\frac{|x|}{2}} dr \frac{d}{d-1} \int_{\partial B_{r/2}(0)} dS(w) \frac{(\varphi(x) - \varphi(x + r w))}{r^{d+2\alpha}}
\]
\[
= \int_b^{\frac{|x|}{2}} dr \frac{d}{d-1} \left( \varphi(0) - \varphi(r) \right), \tag{A.10}
\]
where \( \varphi(r) := \int_{\partial B_{r/2}(0)} dS(w) \varphi(x + r w) \) and we denote by \( dS \) integration with respect to surface measure. Then
\[
\varphi'(r) = \int_{\partial B_{r/2}(0)} dS(w) \left( (\nabla \varphi)(x + r w) \right) \cdot w
\]
\[
= \frac{1}{r^{d-1}} \int_{\partial B_{r/2}(x)} dS(v) \left( (\nabla \varphi)(v) \right) \cdot \frac{v-x}{r}
\]
\[
= \frac{1}{r^{d-1}} \int_{\partial B_{r/2}(x)} dS(v) \frac{\partial \varphi}{\partial v}(v), \tag{A.11}
\]
where \( v \) is the outer normal vector. Green’s formula implies that
\[
\int_{\partial B_{r/2}(x)} dS(v) \frac{\partial \varphi}{\partial v}(v) = \int_{B_{r/2}(x)} dy (\Delta \varphi)(y). \tag{A.12}
\]
and therefore we obtain
\[
\int_b^{\frac{|x|}{2}} dr \frac{d}{d-1} \left( \varphi(0) - \varphi(r) \right) = -\int_b^{\frac{|x|}{2}} dr \frac{1}{r^{2\alpha+1}} \int_0^r ds \frac{1}{s^{d-1}} \int_{B_{r/2}(x)} dy (\Delta \varphi)(y). \tag{A.13}
\]
This implies the bound
\[
\left| \int_{B_{|x|/2} \setminus B_b(x)} dy \frac{(\varphi(x) - \varphi(y))}{|x-y|^{d+2\alpha}} \right|
\leq C_d^{(3)} \sup_{y \in B_{|x|/2}(x)} |(\Delta \varphi)(y)| \int_b^{\frac{|x|}{2}} dr \frac{1}{r^{2\alpha+1}} \int_0^r ds s
\]
\[
= C_d^{(3)} \frac{1}{2} \sup_{y \in B_{|x|/2}(x)} |(\Delta \varphi)(y)| \int_b^{\frac{|x|}{2}} dr r^{1-2\alpha} \tag{A.14}
\]
for some constant $C_{d}^{(3)} > 0$ depending on the dimension only. Therefore, we end up for fixed $0 \neq x \in \mathbb{R}^{d}$ with

$$\limsup_{b \to 0} \left| \int_{B_{|x|}(x) \setminus B_{b}(x)} dy \frac{\varphi(x) - \varphi(y)}{|x-y|^{d+2\alpha}} \right| \leq C_{d}^{(4)} \sup_{y \in B_{|x|}(x)} |(\Delta \varphi)(y)||x|^{2-2\alpha}$$

(A.15)

for some constant $C_{d}^{(4)} > 0$. Since $\varphi \in \mathcal{S}(\mathbb{R}^{d})$, we have

$$\limsup_{|x| \to \infty} C_{d}^{(4)} \sup_{y \in B_{|x|}(x)} |(\Delta \varphi)(y)||x|^{2-2\alpha} = 0.$$  

(A.16)

Equations (A.4), (A.6), (A.9), (A.15) and (A.16) imply

$$\lim_{b \to 0} \int_{\mathbb{R}^{d} \setminus B_{b}(x)} dy \frac{\varphi(x) - \varphi(y)}{|x-y|^{d+2\alpha}} = - \int_{\mathbb{R}^{d}} dy \varphi(y)$$

(A.17)

which inserted in (A.3) gives the result. □
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