Extreme statistics of anomalous subdiffusion following a fractional Fokker–Planck equation: subdiffusion is faster than normal diffusion
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Abstract
Anomalous subdiffusion characterizes transport in diverse physical systems and is especially prevalent inside biological cells. In cell biology, the prevailing model for chemical activation rates has recently changed from the first passage time (FPT) of a single searcher to the FPT of the fastest searcher out of many searchers to reach a target, which is called an extreme statistic or extreme FPT. In this paper, we investigate extreme statistics of searchers which move by anomalous subdiffusion. We model subdiffusion by a fractional Fokker–Planck equation involving the Riemann–Liouville fractional derivative. We prove an explicit and very general formula for every moment of subdiffusive extreme FPTs and approximate their full probability distribution. While the mean FPT of a single subdiffusive searcher is infinite, the fastest subdiffusive searcher out of many subdiffusive searchers typically has a finite mean FPT. In fact, we prove the counterintuitive result that extreme FPTs of subdiffusion are faster than extreme FPTs of normal diffusion. Mathematically, we employ a stochastic representation involving a random time change of a standard Itô drift–diffusion according to the trajectory of the first crossing time inverse of a Levy subordinator. A key step in our analysis is generalizing Varadhan’s formula from large deviation theory to the case of subdiffusion, which yields the short-time distribution of subdiffusion in terms of a certain geodesic distance.
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1. Introduction

Many complex systems are characterized by anomalous subdiffusion [1–6]. The hallmark of subdiffusion is that the mean-squared displacement of a subdiffusive particle grows sublinearly in time. More precisely, if $X_\alpha(t)$ denotes the one-dimensional position of a subdiffusive particle at time $t \geq 0$, then

$$\mathbb{E} \left[ (X_\alpha(t) - X_\alpha(0))^2 \right] \propto t^\alpha, \quad \alpha \in (0, 1),$$

where $\mathbb{E}$ denotes expected value (normal diffusion corresponds to $\alpha = 1$). In this paper, we model subdiffusion by a fractional Fokker–Planck equation (FPE) [7], but note that there are other models which yield (1), including fractional Brownian motion and generalized Langevin equations [6, 8, 9].

Subdiffusive dynamics have been found in diverse scenarios, including charge transport in amorphous semiconductors in photocopiers [10], subsurface hydrology [11], and the movement of a bead in a polymer network [12]. Subdiffusion is particularly prevalent in cell biology, where the phenomenon often stems from macromolecular crowding inside a cell [13]. The packing of organelles, proteins, lipids, sugars, and various filamentous networks in the cell can impede transport and make diffusion coefficients measured in dilute solution effectively meaningless [3]. Indeed, crowded intracellular environments have been shown to significantly affect signaling pathways and search processes compared to diffusion in an empty medium [14–16].

An important quantity describing a randomly moving particle is the first time the particle (the ‘searcher’) reaches some particular location (the ‘target’), which is called a first passage time (FPT) [17]. In fact, FPTs determine the timescales in many physical, chemical, and biological systems [17]. Many theoretical and numerical studies focus on the FPT of a searcher that moves by normal diffusion [18–23], but less attention has been given to the FPT of a subdiffusive searcher [24–28].

Recently, there has been significant interest and excitement in the literature regarding so-called extreme FPTs or fastest FPTs [29–43]. Mathematically, an extreme FPT is defined by

$$T_N := \min \{ \tau_1, \ldots, \tau_N \},$$

where $\{ \tau_1, \ldots, \tau_N \}$ are $N \geq 1$ independent and identically distributed (iid) FPTs. More generally, the $k$th fastest FPT is

$$T_{k,N} := \min \left\{ \left\{ \tau_1, \ldots, \tau_N \right\} \setminus \bigcup_{j=1}^{k-1} \{ T_{j,N} \} \right\}, \quad k \in \{ 1, \ldots, N \},$$

where $T_{1,N} := T_N$. The interest in extreme FPTs stems from the fact that many processes involve a large collection of simultaneous searchers in which the first searcher to find the target triggers an event. For example, gene regulation depends on only the fastest few transcription factors to reach a specific gene location out of roughly $N \in [10^2, 10^4]$ transcription factors [41, 44]. Similarly, human fertilization depends on the fastest sperm cell to find the egg out of roughly $N = 10^8$ sperm cells [45].

In this paper, we investigate extreme FPTs of subdiffusive searchers. We consider subdiffusive searchers whose probability density satisfies a fractional FPE. Fractional FPEs were introduced in [7] and generalize fractional diffusion equations [46]. Fractional FPEs describe non-Markovian processes and include trapping phenomena through the Riemann–Liouville fractional differential operator [47]. Our approach relies on a certain stochastic representation of the subdiffusive paths corresponding to fractional FPEs. This stochastic representation is a
Our analysis yields an explicit formula for the leading order behavior of every moment of the $k$th fastest subdiffusive FPT, $T_{k,N}$, as the number of searchers grows. We note that while the mean FPT, $\mathbb{E}[\tau]$, of a single subdiffusive searcher is typically infinite [49], the mean of $T_{k,N}$ for subdiffusion is typically finite for large $N$ (as we prove below). In particular, we prove that for any moment $m \geq 1$ and any $k \geq 1$,

$$\mathbb{E}[(T_{k,N})^m] \sim \left( \frac{t_\alpha}{(\ln N)^{2/\alpha-1}} \right)^m \text{ as } N \to \infty,$$

(4)

where $t_\alpha > 0$ is the characteristic subdiffusive (or diffusive) timescale,

$$t_\alpha := \left( \alpha^\alpha(2-\alpha)^{2-\alpha}L^2/4K_\alpha \right)^{1/\alpha} > 0, \quad \alpha \in (0, 1],$$

where $\alpha \in (0, 1]$ is the mean-squared displacement exponent (as in (1)), $K_\alpha > 0$ is the generalized diffusion coefficient (with dimension $(\text{length})^2(\text{time})^{-1}$), and $L > 0$ is a certain geodesic distance between the possible searcher starting locations and the target (given precisely below). Throughout this paper, '$f \sim g$' means $f/g \to 1$ in the limit indicated (which is as $N \to \infty$ in (4)). The formula (4) holds in significant generality, including subdiffusion in $\mathbb{R}^d$ with general space-dependent drift and diffusion coefficients. Since it was recently proven that (4) holds for normal diffusion with $\alpha = 1$ [30], we obtain the counterintuitive result that extreme subdiffusive FPTs are faster than extreme diffusive FPTs.

Further, assuming the short-time behavior of the survival probability of a single FPT for normal diffusion is known, we obtain the limiting probability distribution of the $k$th fastest FPT of subdiffusion and explicit three-term (or higher) asymptotic expansions for every moment as $N \to \infty$. This probability distribution is described in terms of the classical Gumbel distribution.

A key step in our analysis is generalizing Varadhan’s formula to subdiffusion. Varadhan’s formula is a fundamental result in large deviation theory which determines the short-time behavior of the probability density of a drift–diffusion process on a logarithmic scale in terms of a certain geodesic distance [50]. By generalizing this result to subdiffusive processes, we obtain the short-time behavior of (i) the probability density for the position and (ii) the survival probability for the FPT for any subdiffusive process for which the short-time behavior of the corresponding diffusive process is known. This result allows us to employ methods that were developed for studying extreme FPTs of normal diffusion [30, 31].

The rest of the paper is organized as follows. In section 2, we introduce notation and recall some facts about subdiffusion and fractional FPEs. In section 3, we generalize Varadhan’s formula to the case of subdiffusion. In section 4, we analyze extreme FPTs of subdiffusion. In section 5, we apply our results to several examples. We conclude by discussing relations to previous work. An appendix collects several proofs.

2. Preliminaries

We begin by introducing notation and recalling several results about subdiffusion modeled by a fractional FPE. Let $\{X_\alpha(t)\}_{t \geq 0}$ be the position of a $d$-dimensional subdiffusive searcher with $d \geq 1$. Let $p_\alpha(x, t|x_0, 0)$ be the probability density that $X_\alpha(t) = x \in \mathbb{R}^d$ given $X_\alpha(0) = x_0 \in \mathbb{R}^d$. That is,

$$p_\alpha(x, t|x_0, 0) \ dx = \mathbb{P}(X_\alpha(t) = x \mid X_\alpha(0) = x_0).$$
We are interested in the case that the probability density \( p_\alpha \) satisfies the fractional FPE,

\[
\frac{\partial}{\partial t} p_\alpha = \mathcal{L}_\alpha \partial_t^{1-\alpha} p_\alpha, \quad x \in \mathbb{R}^d, \ t > 0,
\]

\[
p_\alpha = \delta(x - x_0), \quad x \in \mathbb{R}^d, \ t = 0.
\]

(5)

Here, \( \alpha \in (0, 1) \) and \( \partial_t^{1-\alpha} \) is the fractional derivative of Riemann–Liouville type \([47]\), defined by

\[
\partial_t^{1-\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \frac{d}{dt} \int_0^t (t - s)^{\alpha-1} f(s) \, ds,
\]

where \( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-t} \, dt \) is the Gamma function. Further, \( \mathcal{L}_\alpha \) is the forward Fokker–Planck operator,

\[
\mathcal{L}_\alpha f(x) := -\sum_{i=1}^d \frac{\partial}{\partial x_i} \left[ \frac{b_i(x)}{\eta_\alpha} f(x) \right] + K_\alpha \sum_{i,j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} \left[ \left( \Sigma(x) \Sigma(x)^\top \right)_{ij} f(x) \right],
\]

(6)

where \( \eta_\alpha > 0 \) is a generalized friction coefficient with dimension \((\text{time})^{\alpha-2}[7]\), \( b(x) : \mathbb{R}^d \to \mathbb{R}^d \) is a space-dependent vector with dimension \((\text{length})(\text{time})^{-2}\) describing the drift, \( K_\alpha > 0 \) is a generalized diffusion coefficient with dimension \((\text{length})^2(\text{time})^{-\alpha}\), and \( \Sigma(x) : \mathbb{R}^d \to \mathbb{R}^{d \times m} \) is a dimensionless function describing any space dependence or anisotropy in the diffusion. Assume \( b \) and \( \Sigma \) satisfy mild conditions (namely that \( b \) is uniformly bounded and uniformly Lipschitz continuous and that \( \Sigma \Sigma^\top \) is uniformly Lipschitz continuous and its eigenvalues are bounded above \( \gamma_1 > 0 \) and bounded below \( \gamma_2 > \gamma_1 \)). Note that \( \mathcal{L}_\alpha \) and \( \partial_t^{1-\alpha} \) commute since \( b \) and \( \Sigma \) are independent of time.

It is well-known that a subdiffusive process whose probability density satisfies a fractional FPE can be written as a random time change of a diffusive process satisfying an Itô stochastic differential equation (SDE) \([48, 51–53]\). Specifically, throughout this paper we let \( \{ U_\alpha(s) \}_{s \geq 0} \) be an \( \alpha \)-stable subordinator \([54, 55]\) with Laplace transform

\[
\mathbb{E}[e^{-t U_\alpha(s)}] = e^{-s^\alpha}, \quad \alpha \in (0, 1).
\]

(7)

Let \( S_\alpha(t) \) be the inverse \( \alpha \)-stable subordinator,

\[
S_\alpha(t) := \inf\{s > 0 : U_\alpha(s) > t\}.
\]

(8)

Sample paths of \( U_\alpha \) are continuous from the right with left hand limits, strictly increasing, and satisfy \( U_\alpha(0) = 0 \) and \( U_\alpha(s) \to \infty \) as \( s \to \infty \). Therefore, the inverse process \( (8) \) is well-defined and has almost surely continuous sample paths.

Let \( \{ X_1(s) \}_{s \geq 0} \) be a \( d \)-dimensional diffusion process satisfying the Itô SDE,

\[
dX_1(s) = \frac{b(X_1)}{\eta_\alpha} \, ds + \sqrt{2K_\alpha \Sigma(X_1)} \, dW(s), \quad X_1(0) = x_0 \in \mathbb{R}^d,
\]

(9)

where \( \{ W(s) \}_{s \geq 0} \in \mathbb{R}^m \) is a standard Brownian motion independent of \( U_\alpha \). Note that \( \mathcal{L}_\alpha \) in (6) is the forward Fokker–Planck operator corresponding to (9). Further note that \( \{ U_\alpha(s) \}_{s \geq 0} \) and \( \{ X_1(s) \}_{s \geq 0} \) are indexed by the ‘internal time’ \( s \geq 0 \), which is not real, physical time, and in fact has dimension \((\text{time})^\alpha\).
Figure 1. Construction of a subdiffusive process as a random time change of a diffusive process. The top left panel plots a realization of the $\alpha$-stable subordinator $U_\alpha(s)$ as a function of the internal time $s$. The bottom left panel plots the corresponding realization of the inverse $\alpha$-stable subordinator $S_\alpha(t)$ as a function of the physical time $t$. Notice that jumps of $U_\alpha$ correspond to time intervals in which $S_\alpha$ is constant (i.e. pauses in $S_\alpha$). The top right panel plots the normal diffusive process $X_1(s)$. The bottom right panel plots the subdiffusive process $X_\alpha(t) = X_1(S_\alpha(t))$. Notice that (i) $X_\alpha$ pauses when $S_\alpha$ pauses and (ii) the path of $X_\alpha$ otherwise resembles $X_1$. This simulation employs the method in [52].

We then construct the subdiffusive process $X_\alpha$ from the diffusive process $X_1$ indexed by $S_\alpha$. Specifically, we define

$$X_\alpha(t) := X_1(S_\alpha(t)), \quad t \geq 0. \tag{10}$$

It is well-known that the probability density of (10) satisfies the fractional FPE in (5) (see theorem 2.1 in [56] for a proof in this particular multidimensional setting). Note that $X_\alpha$ has continuous sample paths since $S_\alpha$ and $X_1$ have continuous sample paths (with probability one). See figure 1 for an illustration.

The construction of $X_\alpha$ in (10) means that we can study $X_\alpha$ by studying $X_1$ and $S_\alpha$. Since the driving Brownian motion $W$ in (9) and the subordinator $U_\alpha$ are independent, the diffusion $X_1$ and the inverse subordinator $S_\alpha$ are independent. Therefore, conditioning on the value of $S_\alpha(t)$ yields that the probability density of $X_\alpha$ satisfying the fractional FPE (5) is given by

$$p_\alpha(x, t | x_0, 0) = \int_0^\infty q_\alpha(s, t) p_1(x | x_0, 0) \, ds, \tag{11}$$

where $q_\alpha(s, t)$ is the probability density that $S_\alpha(t) = s$ and $p_1(x | x_0, 0)$ is the probability density that $X_1(s) = x$ (which satisfies (5) without the Riemann–Liouville operator $0D_1^{-\alpha}$). Furthermore, the definition of $S_\alpha(t)$ in (8) and the self-similarity property that $\{c^{-1/\alpha}U_\alpha(cs)\}_{t \geq 0}$ is equal in distribution to $\{U_\alpha(s)\}_{t \geq 0}$ for all $c > 0$ implies that

$$\mathbb{P}(S_\alpha(t) \leq s) = \mathbb{P}(t \leq U_\alpha(s)) = \mathbb{P}(t \leq s^{1/\alpha}U_\alpha(1)). \tag{12}$$

Therefore, differentiating (12) yields the probability density

$$q_\alpha(s, t) := \frac{d}{ds} \mathbb{P}(S_\alpha(t) \leq s) = \frac{t}{\alpha s^{\alpha+1/\alpha}} L_0 \left( \frac{t}{s^{1/\alpha}} \right).$$
where $l_\alpha(z)$ is the probability density of $U_\alpha(1)$.

The probability density $l_\alpha(z)$ is usually defined by its Laplace transform,

$$
\int_0^\infty e^{-rz}l_\alpha(z) \, dz = e^{-r^\alpha},
$$

(13)
since a simple explicit formula for $l_\alpha(z)$ for arbitrary $\alpha \in (0, 1)$ is unknown [57, 58]. The density $l_\alpha(z)$ has the small $z$ behavior [59, 60],

$$
l_\alpha(z) \sim Bz^{-\xi}e^{-\kappa/z^\theta} \quad \text{as} \quad z \to 0^+, \tag{14}
$$

where

$$
\theta = \frac{\alpha}{1 - \alpha}, \quad \kappa = (1 - \alpha)\alpha^{\alpha/(1 - \alpha)},
$$

$$
B = \sqrt{\frac{\alpha^{1/(1 - \alpha)}}{2\pi(1 - \alpha)}}, \quad \xi = \frac{2 - \alpha}{2(1 - \alpha)}.
$$

We can similarly express the distribution of FPTs of the subdiffusive process $X_\alpha$ in terms of $q_\alpha$ and the distribution of FPTs of the diffusive process $X_1$. Let $\sigma$ be the FPT of $X_1$ to some target set $\Omega_T \subset \mathbb{R}^d$,

$$
\sigma := \inf\{s > 0 : X_1(s) \in \Omega_T\}.
$$

It follows that the FPT of $X_\alpha$ to the target is given by $U_\alpha(\sigma)$,

$$
\tau := \inf\{t > 0 : X_\alpha(t) \in \Omega_T\} = U_\alpha(\sigma).
$$

(16)

Therefore, the distribution of $\tau$ is obtained by integrating $q_\alpha$ against the distribution of $\sigma$,

$$
P(\tau \leq t) = \int_0^\infty q_\alpha(s, t)P(\sigma \leq s) \, ds.
$$

(17)

3. Short-time distributions for subdiffusion

In this section, we use the representations (11) and (17) to study the short-time behavior of the subdiffusive probability density $p_\alpha$ and the distribution of the subdiffusive FPT $\tau$. In particular, we use the asymptotics of $l_\alpha(z)$ in (14) and the fact that diffusive probability densities and diffusive FPTs have the following short-time behavior under very general conditions [30, 50],

$$
\lim_{s \to 0^+} s \ln p_1(x, s \mid x_0, 0) = -C'_1 < 0, \tag{18}
$$

$$
\lim_{s \to 0^+} s \ln P(\sigma \leq s) = -C_1 < 0, \tag{19}
$$

for constants $C'_1 > 0, C_1 > 0$. Equation (18) is known as Varadhan’s formula [50] and generally holds as long as $x \neq x_0$. Equation (19) generally holds as long as the diffusive searcher $X_1$ cannot start arbitrarily close to the target [30]. Furthermore, in many scenarios it is possible to obtain more detailed information than (18) and (19), and in fact to show that

$$
p_1(x, s \mid x_0, 0) \sim A_1 s^\beta e^{-C'_1/s} \quad \text{as} \quad s \to 0^+, \tag{20}
$$

$$
P(\sigma \leq s) \sim A_1 s^\beta e^{-C_1/s} \quad \text{as} \quad s \to 0^+, \tag{21}
$$
for some constants $A_1 > 0$, $A_1 > 0$, $p_1 \in \mathbb{R}$, $p_1 \in \mathbb{R}$, and $C_1 > 0$, $C_1 > 0$. For example, see the scenarios in sections 5.1–5.4 where we show that (21) holds. Throughout this paper, 

\[ f \sim g \]

means $f / g \to 1$, in the limit indicated (which is in the limit $s \to 0+$ in (20) and (21)).

### 3.1. General integral asymptotics

We start with two general results on the asymptotic behavior of integrals of the form (11) and (17) assuming the functions in the integrands have the asymptotic behaviors in either (18) and (19) or (20) and (21). We note that in theorems 1 and 2 below, the function $F_1(s)$ plays the role of either $p_1(s, x_0, 0)$ or $P(\sigma \leq s)$ in (18)–(21), and $l(z)$ plays the role of $l_0(z)$ in (13), but the theorems are stated and proven for general functions $F_1(s)$ and $l(z)$.

#### Theorem 1.

Assume $F_1(s)$ is a bounded, positive function that satisfies

\[ \lim_{s \to 0^+} s \ln F_1(s) = -C_1 < 0, \]  

for some constant $C_1 > 0$. Assume $l(z)$ is a positive function that satisfies $\int_0^\infty l(z) \, dz < \infty$ and

\[ \lim_{z \to 0^+} z^\kappa \ln l(z) = -\kappa < 0, \]  

for some constants $\theta > 0$ and $\kappa > 0$. If $\alpha > 0$ and

\[ F_\alpha(t) := \int_0^t \frac{t}{\alpha s^{1+1/\alpha}} l \left( \frac{t}{s^{1/\alpha}} \right) F_1(s) \, ds, \]

then

\[ \lim_{t \to 0^+} t^\beta \ln F_\alpha(t) = -C < 0, \]

where

\[ \beta = \frac{\alpha \theta}{\alpha + \theta}, \quad C := C_1 \left( \frac{\kappa \theta}{C_1 \alpha} \right)^{\frac{\alpha}{\alpha + \theta}} \left( \frac{\alpha + \theta}{\theta} \right). \]  

Theorem 1 gives the logarithmic asymptotic behavior of the integral $F_\alpha(t)$ assuming that only the logarithmic asymptotic behavior of $l(z)$ and $F_1(s)$ are known. The next theorem assumes more detailed information about the asymptotic behavior of $l(z)$ and $F_1(s)$ to obtain more detailed information about the asymptotic behavior of $F_\alpha(t)$.

#### Theorem 2.

Under the assumptions of theorem 1, assume further that

\[ F_1(s) \sim A_1 s^\theta e^{-C_1/s} \quad \text{as} \quad s \to 0^+, \]

\[ l(z) \sim B z^{-\xi} e^{-\kappa/z^\theta} \quad \text{as} \quad z \to 0^+, \]

where $A_1 > 0$, $p_1 \in \mathbb{R}$, $C_1 > 0$, $B > 0$, $\xi \in \mathbb{R}$, $\kappa > 0$, $\theta > 0$. Then

\[ F_\alpha(t) := \int_0^t \frac{t}{\alpha s^{1+1/\alpha}} l \left( \frac{t}{s^{1/\alpha}} \right) F_1(s) \, ds \sim A t^p e^{-C/t^\beta} \quad \text{as} \quad t \to 0^+, \]

where $\beta$ and $C$ are given in (24) and

\[ A := A_1 B \sqrt{\frac{2\pi}{C_1 \alpha (\alpha + \theta)}} \left( \frac{\alpha C_1}{\kappa \theta} \right)^{\frac{\alpha + 2\alpha p + 2\kappa - 2}{2\alpha (\alpha + \theta)}}, \quad p := \frac{\alpha (2p_1 \theta - 2 \xi + \theta + 2)}{2(\alpha + \theta)}. \]
3.2. Application to FPTs

We now show how theorems 1 and 2 can be used to study the FPT distribution of a subdiffusive process. In particular, if the short-time behavior of the distribution of a diffusive FPT is known, then corollary 3 below gives the short-time behavior of the distribution of the corresponding subdiffusive FPT.

**Corollary 3 (subdiffusive FPT).** Let $\sigma$ be a random variable satisfying
\[
\lim_{s \to 0^+} s \ln \mathbb{P}(\sigma \leq s) = -C_1 < 0,
\]
for some constant $C_1 > 0$. If $\{U_\omega(t)\}_{t \geq 0}$ is an $\alpha$-stable subordinator as in (7) and is independent of $\sigma$, then
\[
\lim_{t \to 0^+} t^\beta \ln \mathbb{P}(U_\alpha(\sigma) \leq t) = -C < 0,
\]
where
\[
\beta := \frac{\alpha}{2 - \alpha}, \quad C := (2 - \alpha)\alpha^{-\frac{\alpha}{2}}C_1^{\frac{1}{2}},
\]
(28)

If we additionally assume that
\[
\mathbb{P}(\sigma \leq s) \sim A_1 s^{p_1} e^{-C_1 s} \quad \text{as } s \to 0^+,
\]
for some $A_1 > 0$, $p_1 \in \mathbb{R}$, and $C_1 > 0$, then
\[
\mathbb{P}(U_\alpha(\sigma) \leq t) \sim A t^{p} e^{-C t^\beta} \quad \text{as } t \to 0^+,
\]
where $\beta$ and $C$ are in (28) and
\[
A := \frac{A_1 \left(\frac{\alpha}{\alpha - \frac{\alpha}{2}}C_1^{\frac{1}{2}}\right)^{p_1}}{\sqrt{\alpha(2 - \alpha)}}, \quad p := \beta p_1.
\]
(29)

3.3. Varadhan’s formula for subdiffusion

We now show how theorems 1 and 2 can be used to study the probability density for the position of a subdiffusive process. Similar to the subsection above, if the short-time behavior of the probability density for the position of a diffusive searcher is known, then corollaries 4 and 5 below give the short-time behavior of the probability density for the position of the corresponding subdiffusive searcher. These results extend Varadhan’s formula to subdiffusion [50].

We begin by reviewing Varadhan’s formula. Let $p_1(x, s | x_0, 0)$ denote the probability density of the Itô process $\{X_t(s)\}_{t \geq 0}$ satisfying (9). For any smooth path $\omega : [0, 1] \to \mathbb{R}^d$, we define the length of the path in the Riemannian metric corresponding to the inverse of the diffusion matrix $a := \Sigma \Sigma^\top$ in (9),
\[
d(\omega) := \int_0^1 \sqrt{\omega^\top(s)a^{-1}(\omega(s))\omega(s)} \, ds.
\]
(30)

Then, Varadhan’s formula is [50]
\[
\lim_{s \to 0^+} s \ln p_1(x, s | x_0, 0) = -\frac{L_{\min}^2(x_0, x)}{4K_a},
\]
(31)
where $L_{\text{rie}}$ is the geodesic length
\[
L_{\text{rie}}(x_0, x) := \inf \{ d(\omega) : \omega(0) = x_0, \omega(1) = x \},
\] (32)
where the infimum in (32) is over smooth paths $\omega : [0, 1] \to \mathbb{R}^d$ which go from $\omega(0) = x_0$ to $\omega(1) = x$. In words, $L_{\text{rie}}(x_0, x)$ is the length of the optimal path from $x_0$ to $x$, where ‘optimal’ balances being short in Euclidean length and avoiding areas of slow diffusion. Notice that $L_{\text{rie}}$ is merely the Euclidean length of the straight line path from $x_0$ to $x$ if $a$ is the identity matrix, which corresponds to isotropic, spatially constant diffusion. Note also that $L_{\text{rie}}$ is independent of the drift in (9).

**Corollary 4** (Varadhan’s formula for subdiffusion). Assume $p_\alpha(x, t | x_0, 0)$ satisfies the fractional FPE (5). If $x \neq x_0$, then
\[
\lim_{t \to 0^+} t^\beta \ln p_\alpha(x, t | x_0, 0) = -C < 0,
\]
where
\[
\beta := \frac{\alpha}{2 - \alpha}, \quad C := (2 - \alpha) \alpha \alpha^{\frac{n}{2(2 - \alpha)}} \left( \frac{L_{\text{rie}}^2(x_0, x)}{4K_\alpha} \right)^{\frac{1}{2 - \alpha}}.
\]

While we stated Varadhan’s formula in (31) for the case of diffusion in $\mathbb{R}^d$ with space-dependent drift and diffusivities, Varadhan’s formula for diffusion has been extended to much more general scenarios (see, for example, [61]), including scenarios in which fractional FPEs have not been studied. Nevertheless, given a stochastic process $\{X_1(s)\}_{s \geq 0}$, we can always define $X_\alpha(t) := X_1(S_\alpha(t))$. Hence, if the probability density of $X_1$ satisfies Varadhan’s formula, then our analysis above yields the short-time behavior of the probability density of $X_\alpha$. The following corollary summarizes this point.

**Corollary 5.** Let $\{X_1(s)\}_{s \geq 0}$ be a stochastic process and assume its probability density $p_1(x, s | x_0, 0)$ is a bounded function of $s \geq 0$ and satisfies
\[
\lim_{s \to 0^+} s \ln p_1(x, s | x_0, 0) = -C_1 < 0,
\]
for some constant $C > 0$. Let $\{U_\alpha(t)\}_{t \geq 0}$ be an $\alpha$-stable subordinator as in (7) with inverse $\{S_\alpha(t)\}_{t \geq 0}$ in (8). Then, the probability density of $X_\alpha(t) := X_1(S_\alpha(t))$ satisfies
\[
\lim_{t \to 0^+} t^\beta \ln p_\alpha(x, t | x_0, 0) = -C < 0,
\]
where $\beta$ and $C$ are in (28).

If we additionally assume that
\[
p_\alpha(x, s | x_0, 0) \sim A_1 s^p e^{-C_1/s} \quad s \to 0^+,
\]
for some $A_1 > 0$, $p_1 \in \mathbb{R}$, and $C_1 > 0$, then
\[
p_\alpha(x, t | x_0, 0) \sim A t^p e^{-C/t^\beta} \quad t \to 0^+,
\]
where $\beta$, $C$, $A$, and $p$ are in (28) and (29).

4. Extreme first passage times of subdiffusion

In the previous section, we determined the typical short-time behavior of the distribution of FPTs of single subdiffusive searchers. In this section, we use these short-time behaviors to
study extreme FPTs of \( N \gg 1 \) subdiffusive searchers. The results in this section generalize results for extreme FPTs of normal diffusion proven in [30, 31].

### 4.1. Leading order moments

We begin by finding the leading order behavior of the \( m \)th moment of the \( k \)th fastest subdiffusive FPT, \( T_{k,N} \), defined in (3). This leading order moment formula only requires the logarithmic short-time behavior of a single subdiffusive FPT (which, by corollary 3, only requires the logarithmic short-time behavior of a single diffusive FPT).

**Theorem 6.** Let \( \{ \tau_n \}_{n=1}^{\infty} \) be a sequence of iid realizations of any random variable \( \tau \) satisfying

\[
\lim_{t \to 0^+} t^\beta \ln \mathbb{P}(\tau \leq t) = -C < 0,
\]

for some constants \( \beta \in (0, 1] \) and \( C > 0 \). Define \( T_N \) and \( T_{k,N} \) as in (2) and (3) and assume that

\[
\mathbb{E}[T_N] < \infty \quad \text{for some } N \geq 1.
\]

Then for any \( m \geq 1 \) and \( k \geq 1 \), we have that

\[
\mathbb{E}[(T_{k,N})^m] \sim \left( \frac{C}{\ln N} \right)^{m/\beta} \quad \text{as } N \to \infty.
\]

Theorem 6 describes how extreme subdiffusive FPTs vanish as \( N \to \infty \). As an immediate corollary, we obtain that extreme FPTs are much less variable than single FPTs.

**Corollary 7.** Under the assumptions of theorem 1, the variance of \( T_{k,N} \),

\[
\text{Variance}[T_{k,N}] := \mathbb{E}\left[ (T_{k,N} - \mathbb{E}[T_{k,N}])^2 \right],
\]

vanishes faster than \((\ln N)^{-2/\beta}\) as \( N \to \infty \). That is,

\[
(\ln N)^{2/\beta} \text{Variance}[T_{k,N}] \to 0 \quad \text{as } N \to \infty.
\]

Furthermore, the coefficient of variation of \( T_{k,N} \) vanishes as \( N \to \infty \). That is,

\[
\frac{\sqrt{\text{Variance}[T_{k,N}]}}{\mathbb{E}[T_{k,N}]} \to 0 \quad \text{as } N \to \infty.
\]

Theorem 6 assumes that \( \mathbb{E}[T_N] < \infty \) for some \( N \geq 1 \). While it is typically the case that a single subdiffusive FPT \( \tau \) has infinite mean [49], the next result shows that \( \mathbb{E}[T_N] < \infty \) for sufficiently large \( N \) as long as the survival probability of the corresponding normal diffusive FPT vanishes no slower than algebraically at large time. In this paper, the notation

\[
f(t) = \mathcal{O}(g(t)) \quad \text{as } t \to \infty,
\]

means that there exists \( M > 0 \) and \( t_0 > 0 \) so that

\[
|f(t)| \leq Mg(t) \quad \text{for all } t \geq t_0.
\]

**Theorem 8.** Let \( \sigma \geq 0 \) be a nonnegative random variable and assume that there exists an \( r > 0 \) so that

\[
\mathbb{P}(\sigma > s) = \mathcal{O}(s^{-r}) \quad \text{as } s \to \infty.
\]
Let \( \{ U_\alpha(t) \}_{t \geq 0} \) be an \( \alpha \)-stable subordinator as in (7). If \( U_\alpha \) and \( \sigma \) are independent, then
\[
P(U_\alpha(\sigma) > t) = \mathcal{O}(t^{-\alpha r/(1+r)}) \quad \text{as } t \to \infty. \tag{37}
\]
Furthermore, if \( T_N \) is the minimum of \( N \geq 1 \) iid realizations of \( U_\alpha(\sigma) \), then
\[
\mathbb{E}[T_N] < \infty \quad \text{for all } N > \frac{1 + r}{\alpha r}. \tag{38}
\]

We note that for diffusive searchers in a bounded domain, the survival probability of the FPT \( \sigma \) typically vanishes exponentially,
\[
P(\sigma > s) = \mathcal{O}(e^{-\lambda s}) \quad \text{as } s \to \infty, \tag{39}
\]
for some \( \lambda > 0 \). Therefore, if (39) is satisfied, then (36) holds for every \( r > 0 \) and theorem 8 implies
\[
\mathbb{E}[T_N] < \infty \quad \text{for all } N > 1/\alpha.
\]

4.2. Full distribution

In the previous subsection, we found the leading order behavior of the \( m \)th moment of the \( k \)th fastest subdiffusive FPT using only the logarithmic short-time behavior of the distribution of a single FPT. In this section, we show that we can find the full limiting distribution of the fastest subdiffusive FPT if we have more detailed information about the short-time distribution of a single subdiffusive FPT (which, by corollary 3, only requires the short-time behavior of a single diffusive FPT).

We begin by recalling the definition of the Gumbel distribution.

Definition. A random variable \( X \) has a Gumbel distribution with location parameter \( b \in \mathbb{R} \) and scale parameter \( a > 0 \) if
\[
P(X > x) = \exp \left[ - \exp \left( \frac{x - b}{a} \right) \right], \quad \text{for all } x \in \mathbb{R}, \tag{40}
\]
in which case we write
\[
X \overset{\text{d}}{=} \text{Gumbel}(b, a).
\]

The following theorem describes the distribution of \( T_N \) in terms of the Gumbel distribution. In this paper, \( \overset{\text{d}}{\longrightarrow} \) denotes convergence in distribution [62]. That is, we write \( X_N \overset{\text{d}}{\longrightarrow} X \) as \( N \to \infty \) if a sequence of random variables \( \{X_N\}_{N \geq 1} \) converges in distribution to \( X \) as \( N \to \infty \), which means
\[
P(X_N \leq x) \to P(X \leq x) \quad \text{as } N \to \infty, \tag{41}
\]
for all \( x \in \mathbb{R} \) such that the function \( F(x) := P(X \leq x) \) is continuous.

Theorem 9. Let \( \{ \tau_n \}_{n=1}^{\infty} \) be a sequence of iid realizations of any random variable \( \tau \) satisfying
\[
P(\tau \leq t) \sim A t^{\alpha r} e^{-C/t^{r}} \quad \text{as } t \to 0^+, \tag{42}
\]

\(^1\) A Gumbel distribution is sometimes defined differently by saying that if (40) holds, then \(-X\) has a Gumbel distribution with shape \(-b\) and scale \(a\).
for some constants $C > 0$, $\lambda > 0$, $\beta \in (0, 1]$, and $p \in \mathbb{R}$. If $T_N := \min \{\tau_1, \ldots, \tau_N\}$, then
\[
\frac{T_N - b_N}{a_N} \to_d X = \text{Gumbel}(0, 1) \quad \text{as } N \to \infty,
\]
where
\[
a_N = \frac{b_N}{\beta \ln(AN)}, \quad b_N = \left( \frac{C}{\ln(AN)} \right)^{1/\beta}, \quad \text{if } p = 0,
\]
\[
a_N = \frac{b_N}{p(1 + W)}, \quad b_N = \left( \frac{C\beta}{pW} \right)^{1/\beta}, \quad \text{if } p \neq 0,
\]
and
\[
W = \begin{cases} 
W_0 \left( \left( \frac{C\beta}{p} \right) \left( \frac{AN}{\beta} \right)^{\frac{1}{p}} \right) & \text{if } p > 0, \\
W_{-1} \left( \left( \frac{C\beta}{p} \right) \left( \frac{AN}{\beta} \right)^{\frac{1}{p}} \right) & \text{if } p < 0,
\end{cases}
\]
where $W_0(z)$ is the principal branch of the LambertW function and $W_{-1}(z)$ is the lower branch [63]. In addition, (42) also holds for
\[
a_N = \frac{C_1}{\beta (\ln N)^{1+1/\beta}}, \quad b_N = \left( \frac{C}{\ln N} + \frac{Cp \ln(\ln N)}{\beta (\ln N)^2} - \frac{C \ln(ACp/\beta)}{(\ln N)^2} \right)^{1/\beta}.
\]

The following theorem generalizes theorem 9 to the $k$th fastest FPT, $T_{k,N}$, defined in (3).

**Theorem 10.** Under the assumptions of theorem 9 with $\{a_N\}_{N \geq 1}$ and $\{b_N\}_{N \geq 1}$ given by either (43) or (45), the following convergence in distribution holds for any fixed $k \geq 1$,
\[
\frac{T_{k,N} - b_N}{a_N} \to_d X_k \quad \text{as } N \to \infty,
\]
where the probability density function of $X_k$ is
\[
\frac{dP(X_k \leq x)}{dx} = \frac{\exp(kx - e^x)}{(k - 1)!}, \quad \text{for all } x \in \mathbb{R}.
\]

Furthermore, for any fixed $k \geq 1$, the following convergence in distribution holds for the joint random variables,
\[
\left( \frac{T_{1,N} - b_N}{a_N}, \ldots, \frac{T_{k,N} - b_N}{a_N} \right) \to_d X^{(k)} = (X_1, \ldots, X_k) \in \mathbb{R}^k \quad \text{as } N \to \infty,
\]
where the joint probability density function of $X^{(k)} \in \mathbb{R}^k$ is
\[
f_{X^{(k)}}(x_1, \ldots, x_k) = \begin{cases} 
\exp(-e^{x_k}) \prod_{j=1}^{k} e^{x_j} & \text{if } x_1 \leq \ldots \leq x_k, \\
0 & \text{otherwise}.
\end{cases}
\]

**4.3. Higher order moments**

Under the assumptions of theorem 9, the next theorem gives higher order approximations to the moments of $T_N = T_{1,N}$ and $T_{k,N}$.

**Theorem 11.** Under the assumptions of theorem 9 with $\{a_N\}_{N \geq 1}$ and $\{b_N\}_{N \geq 1}$ given by either (43) or (45), assume further that $\mathbb{E}[T_N] < \infty$ for some $N \geq 1$. 
Then for each moment \( m \in (0, \infty) \), we have that

\[
\mathbb{E} \left( \left( \frac{T_N - b_N}{a_N} \right)^m \right) \to \mathbb{E}[X^m] \quad \text{as } N \to \infty, \quad \text{where } X =_{d} \text{Gumbel}(0,1),
\]

and thus

\[
\mathbb{E}(T_N - b_N)^m = a_N^m \mathbb{E}[X^m] + o(a_N^m),
\]

where \( f(N) = o(a_N^m) \) means \( \lim_{N \to \infty} a_N^{-m} f(N) = 0 \).

Furthermore, if \( k \geq 1 \) and \( m \in (0, \infty) \), then

\[
\mathbb{E} \left( \left( \frac{T_{kN} - b_N}{a_N} \right)^m \right) \to \mathbb{E}[X_k^m] \quad \text{as } N \to \infty,
\]

where \( X_k \) has the probability density function in (47). Therefore,

\[
\mathbb{E}(T_{kN} - b_N)^m = a_N^m \mathbb{E}[X_k^m] + o(a_N^m).
\]

Remark 12. Theorem 11 gives explicit higher order approximations to the integer moments of \( T_N \) and \( T_{kN} \) since \( \mathbb{E}[X_k^m] \) can be explicitly calculated if \( m > 0 \) is an integer. For example, we have that as \( N \to \infty \),

\[
\mathbb{E}[T_N] = b_N - \gamma a_N + o(a_N),
\]

\[
\text{Variance}(T_N) = \frac{\pi^2}{6} a_N^2 + o(a_N^2),
\]

\[
\mathbb{E}[T_{kN}] = b_N + \psi(k) a_N + o(a_N) = \mathbb{E}[T_{1N}] + H_{k-1} a_N + o(a_N),
\]

\[
\text{Variance}(T_{kN}) = \psi'(k) a_N^2 + o(a_N^2),
\]

where \( \gamma \approx 0.5772 \) is the Euler–Mascheroni constant, \( \psi(x) \) is the digamma function, and \( H_{k-1} = \sum_{r=1}^{k-1} \frac{1}{r} \) is the \( (k-1) \)th harmonic number. Furthermore, if we use the values of \( a_N \) and \( b_N \) in (45), then we obtain that as \( N \to \infty \),

\[
\mathbb{E}[T_N] = b_N - \gamma a_N + o(a_N)
\]

\[
= \left( \frac{C}{\ln N} \right)^{1/\beta} \left\{ 1 + \left( \frac{p}{\beta} \frac{\ln(\ln(N))}{\ln N} - \frac{C_p}{\beta} \frac{\ln(AC_p/\beta)}{\ln N} \right)^{1/\beta} - \frac{\gamma}{\beta} \frac{\ln N}{\ln N} \right\} + o(a_N).
\]

Notice that the leading order term in this expression agrees with theorem 6. The higher order terms show how the constants \( A \) and \( p \) affect the extreme statistics.

5. Examples

In this section, we apply our results to several examples. The first three examples (sections 5.1–5.3) are in simple one-dimensional geometries. The third example (section 5.4) is for the narrow escape problem with a small target on the boundary of a sphere. The final two examples (sections 5.5 and 5.6) show how our results hold in very general setups. We begin by introducing notation which is common to these examples. The notation and framework is similar to [30] which studied FPTs of normal diffusion.

Let \( \{X(t), t \geq 0\} \) denote the position of a subdiffusive searcher with characteristic generalized diffusivity \( K_\alpha > 0 \) on a \( d \)-dimensional manifold \( M \). Let \( p_\alpha(x, t|x_0, 0) \) denote the probability...
Assume the initial distribution of density $X_\alpha(0) = x_0 \in M$. As in section 2, we construct the subdiffusive process by a random time change of a diffusive process. In particular, let $\{X_1(s)\}_{s \geq 0}$ denote the position of a diffusive searcher on $M$ with probability density $p_1(x,s|x_0,0)$. Further, let $\{U_\alpha(s)\}_{s \geq 0}$ denote an $\alpha$-stable subordinator independent of $X_1$ with inverse $\{S_\alpha(t)\}_{t \geq 0}$ (see (8)). We then define

$$X_\alpha(t) := X_1(S_\alpha(t)), \quad t \geq 0. \quad (49)$$

We are most interested in the case $\alpha \in (0, 1)$, though our results remain valid if we simply take $U_\alpha(s) = s$ and $S_\alpha(t) = t$ in the case $\alpha = 1$.

Let $\tau > 0$ be the subdiffusive FPT to some target $\Omega_T \subset M$,

$$\tau := \inf\{t > 0 : X_\alpha(t) \in \Omega_T\} = U_\alpha(\sigma), \quad (50)$$

where $\sigma > 0$ is the diffusive FPT,

$$\sigma := \inf\{s > 0 : X_1(s) \in \Omega_T\}. \quad (51)$$

Let $\{\tau_n\}_{n=1}^\infty$ be a sequence of iid realizations of $\tau$ and let $T_{k,N}$ denote the $k$th order statistic defined in (3). Assume the target $\Omega_T$ is the closure of its interior, which avoids trivial cases such as the target being a single point, which would force $\tau = \sigma = +\infty$ in dimension $d \geq 2$.

Assume the initial distribution of $X_\alpha(0) = X_1(0)$ is a probability measure with compact support $\Omega_0 \subset M$ that does not intersect the target,

$$\Omega_0 \cap \Omega_T = \emptyset. \quad (52)$$

As one example, the initial distribution could be a Dirac delta function at a single point $X_\alpha(0) = X_1(0) = x_0 = \Omega_0 \subset M$ if $x_0 \notin \Omega_T$. As another example, the initial distribution could be uniform on a closed set $\Omega_0$ satisfying (52).

In each of the examples below, we find that for any $m \geq 1$ and $k \geq 1$, the $m$th moment of the $k$th fastest FPT satisfies

$$\mathbb{E}[T_{k,N}^m] \sim \left( \frac{t_\alpha}{(\ln N)^{k/\alpha} \tau} \right)^m \quad \text{as } N \to \infty, \quad (53)$$

where $t_\alpha > 0$ is the characteristic timescale of subdiffusion,

$$t_\alpha := \left( \alpha^n(2 - \alpha)^{2-\alpha} \frac{L^2}{4K_0} \right)^{1/\alpha} > 0,$$

where $K_0 > 0$ is the generalized diffusion coefficient, and $L > 0$ is a certain geodesic distance between $\Omega_0$ and the target $\Omega_T$. The distance $L > 0$ is given below, but we note here that it is the shortest distance between the possible searcher starting locations $\Omega_0$ and the target $\Omega_T$ that avoids regions of slow diffusion and avoids reflecting obstacles. Further, the distance $L > 0$ is unaffected by any drift on the searcher.

Furthermore, in some of these examples, we are able to find constants $A_1 > 0$, $p_1 \in \mathbb{R}$, and $C_1 = L^2/(4K_0)$ so that the diffusive FPT satisfies

$$P(\sigma \leq s) \sim A_1 s^{p_1} e^{-C_1/s} \quad \text{as } s \to 0+. \quad (54)$$

We therefore apply corollary 3 to conclude that the subdiffusive FPT satisfies

$$P(\tau \leq t) \sim A t^{p} e^{-C/t^\alpha} \quad \text{as } t \to 0+, \quad (55)$$
where
\[
\beta = \frac{\alpha}{2 - \alpha}, \quad C = (t_0)^\beta, \quad p = \beta p_1, \quad A = \frac{A_1 (\frac{\alpha}{2} - C_1)}{\sqrt{\alpha(2 - \alpha)}}.
\] (56)

We then apply theorem 9 to conclude that
\[
\frac{T_N - b_N}{a_N} \rightarrow_d \text{Gumbel}(0, 1) \quad \text{as} \quad N \rightarrow \infty,
\] (57)

where \( \{a_N\}_{N \geq 1} \) and \( \{b_N\}_{N \geq 1} \) are given by (43) or (45). The convergence in distribution in (57) means that the distribution of \( T_N \) is approximately Gumbel with shape parameter \( b_N \) and scale parameter \( a_N \),
\[
\mathbb{P}(T_N > t) \approx \exp \left[-\exp \left(\frac{t - b_N}{a_N}\right)\right] \quad \text{if} \quad N \gg 1.
\]

More generally, we apply theorem 10 to conclude that the \( k \)-th fastest FPT has the following convergence in distribution,
\[
\frac{T_{kN} - b_N}{a_N} \rightarrow_d X_k \quad \text{as} \quad N \rightarrow \infty,
\] (58)

where \( X_k \) has the probability density function in (47). Furthermore, we apply theorem 11 to obtain higher order corrections to the leading order moment behavior in (53). For example,
\[
\mathbb{E}[T_N] = b_N - \gamma a_N + o(a_N) \quad \text{as} \quad N \rightarrow \infty,
\]
\[
\mathbb{E}[T_{kN}] = \mathbb{E}[T_N] + H_{k-1} a_N + o(a_N) \quad \text{as} \quad N \rightarrow \infty,
\] (59)

where \( H_{k-1} = \sum_{i=1}^{k-1} \frac{1}{i} \) is the \( (k-1) \)th harmonic number.

5.1. Pure subdiffusion in one dimension

Consider a subdiffusive searcher \( X_\alpha(t) \) on \( M = \mathbb{R} \) with an absorbing target \( \Omega_T = (-\infty, 0] \). The probability density \( p_\alpha(x,t|0,0) \) that \( X_\alpha(t) = x > 0 \) given \( X_\alpha(0) = x_0 > 0 \) satisfies the fractional FPE,
\[
\frac{\partial}{\partial t} p_\alpha = K_\alpha \frac{\partial^2}{\partial x^2} \mathbb{D}_1^{1-\alpha} p_\alpha, \quad x > 0, \quad t > 0,
\]
\[
p_\alpha = \delta(x - x_0), \quad t = 0,
\] (60)

with an absorbing boundary condition at the origin,
\[
p_\alpha = 0, \quad x = 0, \quad t > 0.
\] (61)

The corresponding diffusive process \( X_1(s) \) used in (49) thus follows the SDE,
\[
dX_1(s) = \sqrt{2K_\alpha} dW(s), \quad X_1(0) = x_0 > 0,
\]

where \( \{W(s)\}_{s \geq 0} \) is a standard Brownian motion. Assuming the initial condition is a Dirac mass at \( X_1(0) = X_\alpha(0) = x_0 > 0 \), it is well-known that the cumulative distribution function of the diffusive FPT \( \sigma \) in (51) is [64]
\[
\mathbb{P}(\sigma \leq s) = \text{erfc} \left(\frac{x_0}{\sqrt{4K_\alpha s}}\right), \quad s > 0.
\] (62)
Taking $s \to 0+$ in (62), we find that $\mathbb{P}(\sigma \leq s)$ satisfies (54) with

$$A_1 = \sqrt{\frac{4K_n}{\pi x_0^3}}, \quad p_1 = \frac{1}{2}, \quad C_1 = \frac{x_0^2}{4K_n}.$$ 

Therefore, corollary 3 ensures that the cumulative distribution function of the subdiffusive FPT $\tau$ in (50) satisfies (55) with $\beta, C, p, A$ given in (56).

Using (62), we have that $\mathbb{P}(\sigma > s) = O(s^{-1/2})$ as $s \to \infty$. Therefore, applying theorems 6 and 8 yields that the $m$th moment of $T_{N,\alpha}$ has the leading order behavior in (53) where the geodesic distance is merely the distance to the target, $L = x_0$. Furthermore, applying theorems 9 and 10 yields the convergence in distribution of $T_N$ in (57) and $T_{N,\alpha}$ in (58), and we further have the higher order moment formulas of theorem 11, which includes the mean formulas in (59).

We illustrate some of these results numerically in figure 2 in the case $\alpha = 1/2$. In the left panel, we plot the relative error

$$\left| \frac{\mathbb{E}[T_N] - T_{\alpha}}{\mathbb{E}[T_N]} \right|,$$

where $T_{\alpha}$ is one of three approximations of $\mathbb{E}[T_N]$ described below. The value of $\mathbb{E}[T_N]$ used in (63) is calculated numerically by quadrature,

$$\mathbb{E}[T_N] = \int_0^\infty (\mathbb{P}(\tau > t))^N \, dt,$$

where $\mathbb{P}(\tau > t)$ is given by the analytical formula

$$\mathbb{P}(\tau > t) = \int_0^\infty q_\alpha(s, t) \mathbb{P}(\sigma > s) \, ds = \frac{\Gamma \left( -\frac{1}{4} \right) \, F_3 \left( \frac{1}{2}; \frac{5}{4}, \frac{3}{2}, \frac{1}{2}; -\frac{1}{4}; \frac{1}{4}; \frac{3}{2}, \frac{1}{2} \right) - 24 \sqrt{7} \, \Gamma \left( \frac{1}{4} \right) \, F_3 \left( \frac{1}{2}; \frac{3}{4}, \frac{1}{2}, \frac{1}{2}; \frac{1}{4}; \frac{3}{2}, \frac{1}{2} \right)}{24 \sqrt{2} \pi^{3/4}} + 1,$$

involving the gamma function, $\Gamma(\cdot)$, and the hypergeometric function,

$$pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{z^n}{n!},$$

and the rising factorial (or Pochhammer symbol),

$$(a)_0 = 1, \quad (a)_n = a(a+1)(a+2) \cdots (a+n-1), \quad n \geq 1.$$

The integration in (64) was done using Mathematica [65] and the fact that $q_\alpha(s, t) = t^{\frac{\alpha-1}{2}} l_\alpha(t^{-\frac{1}{\alpha}})$ where $l_\alpha(z) = \frac{z^{\frac{1}{2}+\frac{\alpha}{2}}}{\sqrt{\pi } z^{\frac{\alpha}{2}}}$ since $\alpha = 1/2$.

The red dotted curve in the left panel of figure 2 is the error (63) for the leading order approximation $T_N = t_\alpha/(\ln N)^{2/\alpha}$ in (53). The blue dashed curve (respectively black solid curve) is for the higher order approximation $T_N = b_N - \gamma a_N$ where $a_N$ and $b_N$ are given by (43) (respectively (45)). In agreement with the theory, the error decays faster for the higher order approximations than for the leading order approximation.
Figure 2. One-dimensional subdiffusion with $\alpha = 1/2$. The left panel plots the relative error (63) for various approximations to the mean fastest FPT, $\mathbb{E}[T_N]$. The right panel illustrates the convergence in distribution of $(T_N - b_N)/a_N$ to a standard Gumbel random variable as $N$ grows. See the text for more details.

In the right panel of figure 2, we show the convergence in distribution of $(T_N - b_N)/a_N$ to a standard Gumbel random variable where $a_N$ and $b_N$ are in (43). The colored, non-solid curves are the probability density function of $(T_N - b_N)/a_N$ for $N \in \{10^2, 10^3, 10^5\}$ which was calculated using the analytical formula for the survival probability of $\tau$ in (64). As $N$ increases, these curves approach the probability density function of a standard Gumbel random variable ($e^{-e^{-x}}$). We set $x_0 = L = K_\alpha = 1$ in figure 2.

5.2. Partially absorbing target

We can quickly extend the analysis above to the case that the target is partially absorbing [66]. In this case, the probability density $p_\alpha$ for the subdiffusive process again satisfies (60), with the absorbing boundary condition at the origin in (61) replaced by the partially absorbing condition [67, 68]

$$K_\alpha \frac{\partial}{\partial x} p_\alpha = \kappa_\alpha p_\alpha, \quad x = 0, \quad t > 0,$$

where $\kappa_\alpha > 0$ is a generalized target reactivity parameter with dimensions (length)(time)$^{-\alpha}$.

To construct the subdiffusive process, let $\{X_1(s)\}_{s \geq 0}$ be a diffusion with probability density $p_1(x,s|x_0,0)$ satisfying the integer FPE,

$$\partial_s p_1 = K_\alpha \frac{\partial^2}{\partial x^2} p_1, \quad x > 0, \quad s > 0,$$

$$K_\alpha \frac{\partial}{\partial x} p_1 = \kappa_\alpha p_1, \quad x = 0, \quad s > 0,$$

$$p_1 = \delta(x - x_0), \quad s = 0.$$

Defining $X_\alpha(t) := X_1(S_\alpha(t))$, it is immediate that the density of $X_\alpha$ satisfies (60) with the partially absorbing boundary condition (65). Furthermore, if $\sigma$ is the absorption time of $X_1(s)$ at the origin, then the absorption time of $X_\alpha(t)$ at the origin is $\tau = U_\alpha(\sigma)$. Assuming $X_1(0) = X_\alpha(0) = x_0 > 0$, it is well-known that [64]

$$\mathbb{P}(\sigma \leq s) = \text{erfc} \left( \frac{x_0}{\sqrt{4K_\alpha s}} \right) - e^{\frac{-\kappa_\alpha s + x_0}{\kappa_\alpha}} \text{erfc} \left( \frac{2\kappa_\alpha s + x_0}{\sqrt{4K_\alpha s}} \right), \quad s > 0,$$
Consider a subdiffusive searcher

5.3. Subdiffusion in one dimension with a drift

and therefore $P(\sigma \leq s)$ satisfies (54) with

$$
A_1 = \frac{4}{\sqrt{\pi}} \frac{\kappa}{K_\alpha} \left( \frac{K_\alpha}{L_0} \right)^{3/2}, \quad p_1 = \frac{3}{2}, \quad C_1 = \frac{x_0^3}{4K_\alpha}.
$$

By corollary 3, the cumulative distribution function of $\tau$ satisfies (55) with $\beta, C, p, A$ given in (56). A straightforward calculation shows that (55), (56) and (67) agree with the results of Grebenkov in [28] in this example.

Using (66), we have that $P(\sigma > s) = O(s^{-1/2})$ as $s \to \infty$. Therefore, theorems 6 and 8 imply that the $m$th moment of $T_{k,n}$ has the leading order behavior in (53) with $L = x_0$. We emphasize that this leading order behavior is independent of the partial absorption rate $\kappa_\alpha > 0$ and is the same as that found in the section above for a perfectly absorbing target ($\kappa_\alpha = \infty$).

To see the effect of $\kappa_\alpha$ at higher order, we apply the analysis of section 4.2. In particular, applying theorems 9 and 10 yields the convergence in distribution of $T_N$ in (57) and $T_{k,n}$ in (58). Further, the higher order moment formulas of theorem 11 give as $N \to \infty$ (see remark 12)

$$
E[T_N] = \left( \frac{C}{\ln N} \right)^{1/\beta} \left( 1 + \frac{\delta \ln(N)}{\ln N} - \frac{C}{\ln N} \right)^{1/\beta} - \frac{\gamma}{\beta} \frac{\ln(N)}{\ln N} + o(1),
$$

where we have used the values (45) for $a_N$ and $b_N$. Noting that $A$ is linear in $\kappa_\alpha$ (see (56) and (67)), this expression shows how the finite reactivity $\kappa_\alpha$ affects $E[T_N]$ at higher order.

5.3. Subdiffusion in one dimension with a drift

Consider a subdiffusive searcher $X_\alpha(t)$ on $M = \mathbb{R}$ with absorbing boundary conditions at the targets at $x = 0$ and $x = L_0$ (meaning the target is $\Omega_T = (-\infty, 0] \cup [L_0, \infty)$). Suppose further that there is a constant drift that pushes the searcher toward $x = L_0$. The probability density $p_\alpha(x, t; 0, 0)$ that $X_\alpha(t) = x$ given $X_\alpha(0) = x_0 \in (0, L_0)$ satisfies the fractional FPE,

$$
\frac{\partial}{\partial t} p_\alpha = \left( -\frac{\partial}{\partial x} [V_\alpha p] + \frac{\partial^2}{\partial x^2} \right) \alpha D_1^{1-\alpha} p_\alpha, \quad x > 0, \ t > 0,
$$

$$
p_\alpha = \delta(x - x_0), \quad t = 0,
$$

$$
p_\alpha = 0, \quad x \in \{0, L_0\}, \ t > 0,
$$

where $V_\alpha > 0$ is a constant with dimension (length)(time)$^{-\alpha}$.

To construct this subdiffusive process, the diffusion $X_1(s)$ satisfies the SDE,

$$
dX_1(s) = V_\alpha \, ds + \sqrt{2K_\alpha} \, dW(s), \quad X_1(0) = x_0 \in (0, L_0).
$$

If $X_1(0) = X_\alpha(0) = x_0 \in (0, L_0/2)$ (so that the searcher starts closer to the target at $x = 0$), then the cumulative distribution function of the diffusive FPT $\sigma$ in (51) has the short-time behavior in (54) where (see the appendix),

$$
A_1 = \frac{4K_\alpha}{\pi x_0^3} \exp \left( -\frac{V_\alpha}{2K_\alpha} x_0 \right), \quad p_1 = \frac{1}{2}, \quad C_1 = \frac{x_0^3}{4K_\alpha}.
$$

Therefore, corollary 3 ensures that the cumulative distribution function of the subdiffusive FPT $\tau$ in (50) satisfies (55) with $\beta, C, p, A$ given in (56).
It is well-known that \( \mathbb{P}(\sigma > s) \) vanishes exponentially as \( s \to \infty \), and therefore theorem 8 ensures that \( \mathbb{E}[T_N] < \infty \) for \( N > 1/\alpha \). Hence, we can again apply theorems 6, 9, 10, and 11 to obtain the large \( N \) distribution and moments of \( T_{L,N} \) (and so (53) holds with \( L = x_0 \in (0, L_0/2) \)). We note that these results show that the drift \( V_\alpha \) has no effect on the leading order extreme statistics as \( N \to \infty \), and theorem 11 shows how the drift affects extreme statistics at higher order.

5.4. Narrow escape for subdiffusion

The narrow escape problem is to determine the time it takes a single diffusive searcher to find a small target in an otherwise reflecting bounded domain [19–21, 23]. The vast majority of works on the narrow escape problem focus on the mean of this time. Recently, Grebenkov, Metzler, and Oshanin found an approximation for the full distribution of this FPT in a spherical domain [69]. In this section, we use their results to determine the full distribution and moments for the fastest subdiffusive FPT in the narrow escape problem.

Consider a subdiffusive searcher \( X_\alpha(t) \) in the three-dimensional sphere of radius \( L > 0 \),

\[
M = \{ x \in \mathbb{R}^3 : \| x \| < L \},
\]

with a reflecting boundary. Suppose the target \( \partial \Omega_T \) is a small spherical cap with polar angle \( \varepsilon > 0 \). Assuming \( X_\alpha(0) = 0 \), it was recently shown that the probability density of the diffusive FPT \( \sigma \) in (51) has the short-time behavior (see equation (C.16) in [69])

\[
\frac{d}{ds} \mathbb{P}(\sigma \leq s) \sim \frac{L(1 - \cos \varepsilon)}{\sqrt{4\pi K_\alpha s}} \left( \frac{L^2}{2K_\alpha s} \right)^{\varepsilon/4K_\alpha} \ e^{-L^2/(4K_\alpha s)} \quad \text{as} \ s \to 0^+.
\]

Taking the Laplace transform of this expression, dividing by the Laplace variable, and taking the inverse Laplace transform yields that \( \mathbb{P}(\sigma \leq s) \) has the short-time behavior in (54) with

\[
A_1 = \frac{L(1 - \cos \varepsilon)}{\sqrt{4\pi K_\alpha}}, \quad p_1 = -1/2, \quad C_1 = \frac{L^2}{4K_\alpha}.
\]

We therefore apply corollary 3 to obtain the short-time behavior of the subdiffusive FPT \( \tau \) in (50) for the narrow escape problem, with \( \beta, \lambda, p, C \) given in (56).

It is well-known that \( \mathbb{P}(\sigma > s) \) vanishes exponentially as \( s \to \infty \), and therefore theorem 8 ensures that \( \mathbb{E}[T_N] < \infty \) for \( N > 1/\alpha \). Hence, we can again apply theorems 6, 9, 10, and 11 to obtain the large \( N \) distribution and moments of \( T_{L,N} \). We note that a single diffusive FPT \( \sigma \) and a single subdiffusive FPT \( \tau \) both diverge as the hole size vanishes (i.e. the narrow escape limit, \( \varepsilon \to 0 \)). However, these results show that the size of the hole, \( \varepsilon > 0 \), has no effect on the leading order extreme statistics as \( N \to \infty \). In particular, the leading order extreme statistics for this narrow escape problem are identical to the case that the entire boundary is an absorbing target. Theorem 11 shows how the target size \( \varepsilon \) affects extreme statistics at higher order.

5.5. Subdiffusion in \( \mathbb{R}^d \) with space-dependent drift and diffusivity

Let \( X_\alpha(t) \) be a \( d \)-dimensional subdiffusive process with a general space-dependent drift and diffusivity. Specifically, suppose the probability density of \( X_\alpha \) satisfies the fractional FPE in (5). We construct this process by setting \( X_\alpha(t) \coloneqq X_\alpha(t(\alpha)) \) exactly as in section 2.

Suppose the target \( \Omega_T \subset \mathbb{R}^d \) is such that the complement of the target, \( \mathbb{R}^d \backslash \Omega_T \), is bounded. It was proven in [30] that the distribution of the diffusive FPT \( \sigma \) in (51) satisfies

\[
\lim_{s \to 0^+} \ s \ \ln \mathbb{P}(\sigma \leq s) = -\frac{L^2}{4K_\alpha} > 0, \quad (68)
\]
where
\[ L := \inf_{x_0 \in \Omega_0, x \in \Omega_T} \mathcal{L}_{\text{rie}}(x_0, x), \]  
(69)

where \( \mathcal{L}_{\text{rie}} \) is the geodesic distance defined in (32). Upon noting that \( P(\sigma > s) \) decays exponentially as \( s \to \infty \) since \( \mathbb{R}^d \setminus \Omega_T \) is bounded, we apply corollary 3 and theorems 6 and 8 to find that the extreme statistics \( T_{k,N} \) satisfy (53). Note that the Riemannian metric in (30) that defines the geodesic distance in (32) and (69) does not depend on the drift in the fractional FPE (5).

Hence, the extreme statistics of subdiffusion are independent of the drift to leading order as \( N \to \infty \). Looking again at the Riemannian metric in (30), we see that a space-dependent diffusivity affects extreme statistics of subdiffusion by making the fastest searchers avoid regions of slow diffusivity.

5.6. Subdiffusion on a manifold with reflecting obstacles

Finally, we consider the case of subdiffusion on a \( d \)-dimensional Riemannian manifold \( M \) that is smooth, connected, and compact. We define \( X_i \) as in (49), where \( X_i(s) \) is a diffusion on \( M \) described by its generator \( \mathcal{L}^*_i \), which in each coordinate chart is a second order differential operator of the form
\[ \mathcal{L}^*_i f = K_\alpha \sum_{i,j=1}^d \frac{\partial}{\partial x_i} \left( a_{ij}(x) \frac{\partial f}{\partial x_j} \right), \]

where the matrix \( a = \{a_{ij}\}_{i,j=1}^d \) satisfies mild conditions (in each coordinate chart, \( a \) is symmetric, continuous, and its eigenvalues are bounded above some \( \gamma_1 > 0 \) and bounded below some \( \gamma_2 > \gamma_1 \)). If \( M \) has a boundary, then we assume \( X_1 \) (and therefore \( X_\alpha \)) reflects from the boundary.

One motivating example for this setup is the case that \( M \) is a set in \( \mathbb{R}^d \) with smooth outer and inner boundaries (the boundaries act as obstacles to the motion of the searcher). Alternatively, \( M \) could be the two-dimensional surface of a three-dimensional sphere. Note that the narrow escape problem of a small target(s) in an otherwise reflecting bounded domain fits this setup.

In this setup, it was proven in [30] that the distribution of the diffusive FPT \( \sigma \) in (51) satisfies (68) where \( L \) is given by (69) and \( \mathcal{L}_{\text{rie}} \) is the geodesic distance defined in (32), where the infimum is over smooth paths \( \omega : [0, 1] \to M \) which connect \( \omega(0) = x_0 \) to \( \omega(1) = x \). Upon noting that \( P(\sigma > s) \) decays exponentially as \( s \to \infty \) since \( M \) is connected and compact, we apply corollary 3 and theorems 6 and 8 to find that the extreme statistics \( T_{k,N} \) satisfy (53). Since the infimum in the definition of \( \mathcal{L}_{\text{rie}} \) is over paths which lie in \( M \), this shows that the fastest subdiffusive searchers take the shortest path to the target while avoiding any reflecting obstacles.

6. Discussion

In this paper, we investigated extreme statistics of anomalous subdiffusion. We found an explicit formula for the moments of the \( k \)th fastest FPT, \( T_{k,N} \), out of \( N \gg 1 \) subdiffusive searchers that holds in significant generality. While the mean FPT of a single subdiffusive searcher is typically infinite [49], we found that the fastest subdiffusive FPT has a finite mean if \( N \) is sufficiently large. We further found an approximation of the distribution of \( T_{k,N} \) and higher order moment approximations. A key step in our analysis was proving a relation between short-time distributions of diffusion and subdiffusion, which is akin to Varadhan’s formula [50] in large deviation theory. We proved this relation for probability densities of the position of a random searcher (see corollaries 4 and 5) and for the distribution of FPTs of random searchers.
(see corollary 3). This relation allowed us to employ methods recently developed to study extreme FPTs of diffusive searchers [30, 31].

Our analysis yielded the counterintuitive result that extreme FPTs are faster for subdiffusive searchers compared to diffusive searchers. This result bears some resemblance to the interesting work of Guigas and Weiss [70], which used computer simulations to show that a subdiffusive searcher can quickly find a nearby target with a much higher probability than a diffusive searcher. Based on this computational result, it was claimed in [70] that this identifies a way in which cells can benefit from their crowded internal state and the induced subdiffusion. While reference [70] modeled subdiffusion by fractional Brownian motion, our mathematical analysis shows that the basic computational result of [70] also holds for subdiffusion modeled by fractional FPEs. Let $\sigma_{\text{norm}}$ and $\tau_{\text{sub}}$ denote the respective FPTs of a normal diffusive searcher and a subdiffusive searcher (modeled by a fractional FPE) to a target. We found that the subdiffusive searcher has a much higher probability of finding the target before a small time $t$,

$$P(\sigma_{\text{norm}} \leq t) \approx e^{-t_1/t} \ll P(\tau_{\text{sub}} \leq t) \approx e^{-t_0/[t^{\alpha/(2-\alpha)}]},$$

(70)

where $t_1 > 0$ and $t_0 > 0$ are the diffusive and subdiffusive timescales,

$$t_1 := \frac{L^2}{4K_1}, \quad t_0 := \left(\frac{\alpha(2-\alpha)2^{-2\alpha}L^2}{4K_\alpha}\right)^{1/\alpha}, \quad \alpha \in (0, 1),$$

where $L > 0$ is a certain geodesic distance between the searcher starting locations and the target and $K_1$ and $K_\alpha$ are the diffusivity and generalized diffusivity (see corollary 3 and section 5.5 for a precise meaning of (70)). In fact, (70) has been shown in certain exactly solvable geometries [28] and can be anticipated from the well-known behavior of the propagator for pure subdiffusion in free space [71].

Another very interesting related work is reference [72], in which Grebenkov studied (sub)diffusing particles searching for a partially absorbing target, where the subdiffusion is modeled by the fractional diffusion equation. In contrast to the present work, Grebenkov assumed that the $N \gg 1$ subdiffusive searchers are initially uniformly distributed in a volume $V$, and considered the thermodynamic limit of $V \to \infty$ and $N \to \infty$ with a fixed density $N/V$. The author then studied the short-time and long-time asymptotic behavior of the survival probability of the fastest searcher.

An important assumption in the present work is that the searchers cannot start arbitrarily close to the target, which precludes the case that the searchers are initially uniformly distributed in the entire domain (see (52) for a precise statement). If this assumption is removed, then the short-time distribution of the FPT of a single searcher and the resulting extreme FPT statistics are fundamentally different. Indeed, if the (sub)diffusive searchers are initially distributed uniformly in a $d$-dimensional sphere of radius $L > 0$, then the FPT distribution of a single searcher to reach the boundary of the sphere has the short-time behavior [28],

$$P(\tau \leq t | X_d(0) = \text{uniform}) \sim A t^{\alpha/2} \quad \text{as } t \to 0^+,$$

where $A = \frac{2}{\alpha(2-\alpha)} \frac{1}{2} \sqrt{\alpha}$. It then follows from theorems 2 and 3 in [73] that the fastest FPT out of these $N \gg 1$ uniformly distributed searchers is approximately Weibull with scale parameter $(AN)^{-2/\alpha}$ and shape parameter $\alpha/2 > 0$. In particular, the mean fastest FPT satisfies

$$\mathbb{E}[T_N | \text{uniformly distributed searchers}] \sim \frac{\Gamma(1+2/\alpha)}{A^{2/\alpha}} \frac{1}{N^{2/\alpha}} \quad \text{as } N \to \infty.$$
Interestingly, this again shows that the fastest subdiffusive searchers \((\alpha \in (0, 1))\) find the target faster than the fastest diffusive searchers \((\alpha = 1)\).
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**Appendix A.**

**A.1. Proofs**

In this section of the appendix, we collect the proofs of the results in sections 3 and 4. We begin with a lemma.

**Lemma 13.** Assume that

\[
F_1(s) = A_1 s^p e^{-C_1/s},
\]

\[
l(z) = B z^{-\zeta} e^{-\kappa z - \theta},
\]

\[
q(s, t) = \frac{t}{\alpha s^{1+1/\alpha}} l(ts^{-1/\alpha}),
\]

where \(\alpha > 0\), \(A_1 > 0\), \(p_1 \in \mathbb{R}\), \(C_1 > 0\), \(B > 0\), \(\xi \in \mathbb{R}\), \(\kappa > 0\), \(\theta > 0\). Then for any \(r_1 > \alpha \theta / (\alpha + \theta)\) and \(\varepsilon_2 > 0\), we have that

\[
F_\alpha(t) := \int_0^\infty q(s, t) F_1(s) \, ds \sim \int_{F_1} q(s, t) F_1(s) \, ds \sim A t^\alpha e^{-C_1/t} \quad \text{as } t \to 0+,
\]

where \(\beta, C, A\), and \(p\) are in (24) and (27).

**Proof of lemma 13.** By assumption, we have that

\[
\int_0^\infty q(s, t) F_1(s) \, ds = \int_0^\infty \frac{t}{\alpha s^{1+1/\alpha}} B(t(s^{-1/\alpha})^{-\zeta} \exp\left[-\kappa t^{-\theta} s^{\theta/\alpha}\right] A_1 s^p e^{-C_1/s} \, ds
\]

\[
= A_1 B \alpha^{-1/\zeta} \int_0^\infty s^{\theta/\alpha} \exp\left[-\kappa t^{-\theta} s^{\theta/\alpha} - C_1 s^{-1}\right] \, ds,
\]

where \(r := p_1 + \xi / \alpha - 1 - 1/\alpha\). A simple calculus exercise shows that the maximum of the exponential factor in the integrand occurs at

\[
s = s_0(t) := \left(\frac{C_1 \alpha}{\kappa \theta}\right)^{\frac{1}{\theta/\alpha + 1}} t^{-\frac{\theta}{\alpha + 1}} := s_1 t^{-\frac{\theta}{\alpha + 1}} > 0,
\]

where \(s_1 := \left(\frac{C_1 \alpha}{\kappa \theta}\right)^{\frac{1}{\theta/\alpha + 1}} > 0\). We thus introduce the change of variables,

\[
u = \frac{s}{s_0(t)},
\]

so that (71) becomes

\[
A_1 B \alpha^{-1/\zeta} (s_0(t))^{\theta/\alpha + 1} \int_0^\infty \nu^{\theta/\alpha} \exp\left[-\kappa t^{-\theta} (s_0(t))^{\theta/\alpha} \nu^{\theta/\alpha} - C_1 (s_0(t))^{-1} \nu^{-1}\right] \, d\nu
\]

\[
= A_1 B \alpha^{-1/\zeta} (s_0(t))^{\theta/\alpha + 1} \int_0^\infty \nu^{\theta/\alpha} \exp\left[-\nu^{\theta/\alpha} \left(\kappa s_1^{\theta/\alpha} \nu^{\theta/\alpha} + C_1 s_1^{-1} \nu^{-1}\right)\right] \, d\nu.
\]
and the maximum of the exponential occurs at \( u = 1 \).

We thus apply Laplace’s method and obtain
\[
\int_0^\infty f(u)e^{x\phi(u)}\,du \sim \sqrt{\frac{2\pi f'(1)e^{x\phi'(1)}}{-x\phi''(1)}}, \quad \text{as } x := t + \alpha \theta \to \infty,
\]
where
\[
f(u) := u', \quad \phi(u) := -\kappa s_1 u^{\theta/\alpha} - C_1 s_1^{-1} u^{-1},
\]
and thus
\[
f(1) = 1, \quad \phi(1) = -C_1 \left( \frac{\kappa \theta}{C_1 \alpha} \right) \frac{\alpha + \theta}{\theta}, \quad \phi''(1) = -C_1 \left( \frac{\kappa \theta}{C_1 \alpha} \right) \frac{\alpha + \theta}{\alpha}.
\]

Putting this all together, we obtain
\[
\int_0^\infty q_\alpha(s, t)F_1(s)\,ds \sim Atp e^{-Ct - \beta} \quad \text{as } t \to 0^+,
\]
where \( A, p, C, \beta \) are in (24) and (27). To complete the proof, we need only check that
\[
\int_0^\infty q_\alpha(s, t)F_1(s)\,ds \sim \int_0^{r_1} q_\alpha(s, t)F_1(s)\,ds \quad \text{as } t \to 0^+,
\]
for any \( r > \alpha \theta / (\alpha + \theta) \) and \( \varepsilon > 0 \). This follows from (72), since the value of \( s \) in (72) lies in the interval \((r_1, \varepsilon_2)\) for small \( t \) since \( r_1 > \alpha \theta / (\alpha + \theta) \).

**Proof of theorem 1.** First, define \( g_F(s) = \ln(e^{C_1/s} F_1(s)) \) and \( g(z) = \ln(e^{sz^{-\theta}} l(z)) \) so that
\[
F_1(s) = e^{-C_1/s} e^{g_F(s)}, \quad l(z) = e^{sz^{-\theta}} e^{g(z)}.
\]

Therefore, (22) and (23) ensure that
\[
\lim_{s \to 0^+} sg_F(s) = \lim_{z \to 0^+} z^\theta g(z) = 0.
\]

Next, define
\[
q(s, t) := \frac{t}{\alpha s^{1+\theta}} l(t/s^{1/\alpha}),
\]
and decompose \( F_\alpha(t) \) into three integrals,
\[
F_\alpha(t) = \int_0^{r_1} q(s, t)F_1(s)\,ds + \int_{r_1}^{r_2} q(s, t)F_1(s)\,ds + \int_{r_2}^\infty q(s, t)F_1(s)\,ds
\]
\[
:= I_1 + I_2 + I_3,
\]
where \( \varepsilon_2 > 0 \) and the exponent \( r_1 \) is such that
\[
0 < \frac{\alpha \theta}{\alpha + \theta} < r_1 < \min\{\alpha, \theta\}.
\]

We can choose \( r_1 \) satisfying (75) since \( \theta > 0 \) and \( \alpha > 0 \).
Looking to the first integral in (74), it follows from (73) that for sufficiently small $t > 0$,

$$I_1 = \int_0^{r_1} q(s,t) e^{-\frac{C_1}{t}e^{\theta s}} \, ds \leq e^{-\frac{C_1}{t}} \int_0^{r_1} q(s,t) \, ds.$$  

Now, changing variables $z = t/s^{1/\alpha}$ gives

$$\int_0^{r_1} q(s,t) \, ds \leq \int_0^\infty \frac{t}{\alpha s^{1+1/\alpha}} l(t/s^{1/\alpha}) \, ds = \int_0^\infty l(z) \, dz := B_1 < \infty,$$  

(76) since $l(z)$ is integrable by assumption. Therefore, we have that

$$I_1 \leq e^{-\frac{C_1}{t}} B_1, \quad \text{for sufficiently small } t.$$  

(77)

Moving to the third integral in (74), it follows from (73) that for sufficiently small $t > 0$,

$$I_3 = \frac{t}{\alpha} \int_{r_2}^\infty \frac{1}{s^{1+1/\alpha}} \exp \left[ -\frac{C_1}{t} \left( \frac{s^{1/\alpha}}{t} \right) \right] e^{\theta(t/s^{1/\alpha})} F_1(s) \, ds$$

$$\leq \frac{t}{\alpha} \exp \left[ -\frac{\kappa}{2} \left( \frac{s^{1/\alpha}}{t} \right) \right] \int_{r_2}^\infty \frac{1}{s^{1+1/\alpha}} F_1(s) \, ds.$$  

Since $F_1(s)$ is assumed to be bounded, we have that

$$\int_{r_2}^\infty \frac{1}{s^{1+1/\alpha}} F_1(s) \, ds \leq \frac{\alpha}{\varepsilon_2^{1/\alpha}} \sup_{s \in (0,\infty)} F_1(s) =: B_3 < \infty.$$  

(78)

Therefore, we have that

$$I_3 \leq \frac{t}{\alpha} \exp \left[ -\frac{\kappa}{2} \left( \frac{s^{1/\alpha}}{t} \right) \right] B_3, \quad \text{for sufficiently small } t.$$  

(79)

We now work on the second integral in (74). Let $\delta > 0$. It follows from (73) and the fact that $r_1 < \alpha$ in (75) that we make take $\varepsilon_2 > 0$ sufficiently small so that for all $t > 0$ sufficiently small,

$$I_2 = \frac{t}{\alpha} \int_{r_1}^{r_2} \frac{1}{s^{1+1/\alpha}} \exp \left[ -\frac{C_1}{t} \left( \frac{s^{1/\alpha}}{t} \right) \right] e^{\theta(t/s^{1/\alpha})} e^{-\frac{C_1}{t}e^{\theta s}} \, ds$$

$$\leq \frac{t}{\alpha} \int_{r_1}^{r_2} \frac{1}{s^{1+1/\alpha}} \exp \left[ -(\kappa - \delta) \left( \frac{s^{1/\alpha}}{t} \right) \right] e^{-\frac{(C_1 - \delta)s}{t}} \, ds := I_2^+, \quad (80)$$

and similarly,

$$I_2 := \frac{t}{\alpha} \int_{r_1}^{r_2} \frac{1}{s^{1+1/\alpha}} \exp \left[ -(\kappa + \delta) \left( \frac{s^{1/\alpha}}{t} \right) \right] e^{-\frac{(C_1 + \delta)s}{t}} \, ds \leq I_2.$$  

(81)

Applying lemma 13 to $I_2^+$ and using the bounds (80) and (81) gives
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\[ - \frac{(C_1 + \delta)}{\theta}(\alpha + \theta) \left( \frac{\alpha(C_1 + \delta)}{(\kappa + \delta)\theta} \right)^{-\frac{1}{\alpha\theta}} = \lim_{t \to 0^+} t^{\alpha/(\alpha + \theta)} \ln I_2^- \]

\[ \leq \liminf_{t \to 0^+} t^{\alpha/(\alpha + \theta)} \ln I_2 \leq \limsup_{t \to 0^+} t^{\alpha/(\alpha + \theta)} \ln I_2 \]

\[ \leq \lim_{t \to 0^+} t^{\alpha/(\alpha + \theta)} \ln I_2^+ = - \frac{(C_1 - \delta)}{\theta}(\alpha + \theta) \left( \frac{\alpha(C_1 - \delta)}{(\kappa - \delta)\theta} \right)^{-\frac{1}{\alpha\theta}}. \]

Since \( \delta > 0 \) is arbitrary, we have that

\[ \lim_{t \to 0^+} t^{\alpha/(\alpha + \theta)} \ln I_2 = - \frac{C_1}{\theta}(\alpha + \theta) \left( \frac{\alpha C_1}{\kappa\theta} \right)^{-\frac{1}{\alpha\theta}}. \]

Using the bounds (77) and (79) and the choice of \( r_1 \) in (75) completes the proof. \( \square \)

**Proof of theorem 2.** Let \( \delta > 0 \). Again, we decompose \( F_\alpha(t) \) into three integrals,

\[ F_\alpha(t) = \int_0^{r_1} q(s, t)F_1(s) ds + \int_{r_1}^{r_2} q(s, t)F_1(s) ds + \int_{r_2}^{\infty} q(s, t)F_1(s) ds \]

\[ =: I_1 + I_2 + I_3, \quad (82) \]

where \( r_1 > 0 \) satisfies (75) and \( \varepsilon_2 > 0 \) is sufficiently small so that

\[ \sqrt{1 - \varepsilon} \leq \frac{F_1(s)}{A_1 s^{\alpha} e^{-C_1 s}} \leq \sqrt{1 + \varepsilon} \quad \text{for all} \ s \in (0, \varepsilon_2). \quad (83) \]

We can again choose \( r_1 \) satisfying (75) since \( \theta > 0 \) and \( \alpha > 0 \), and we can choose \( \varepsilon_2 \) satisfying (83) by (25).

We first bound the first integral in (82). Since \( r_1 > 0 \), the assumption in (25) implies that for \( t \) sufficiently small,

\[ I_1 \leq (1 + \delta) \int_0^{r_1} q(s, t)A_1 s^{\alpha} e^{-C_1 s} ds \]

\[ \leq (1 + \delta)e^{-(C_1/2) r_1} \int_0^{r_1} q(s, t) ds \leq (1 + \delta)e^{-(C_1/2) r_1} B_1, \quad (84) \]

where \( B_1 \) is in (76) and since \( A_1 s^{\alpha} e^{-C_1 s} \leq e^{-(C_1/2) s} \) for all \( s \) sufficiently small.

Moving to the third integral in (82), let \( \theta_0(\xi) := B \xi e^{-\kappa \xi^2} \) and notice that since \( \varepsilon_2 > 0 \), (26) ensures that for sufficiently small \( t > 0 \),

\[ I_3 \leq (1 + \delta) \int_{r_2}^{\infty} \frac{1}{\alpha s^{1+\kappa}} B(\xi) \left( \frac{1}{\alpha s^{1+\kappa}} \right)^{\theta} \left( \frac{1}{\alpha s^{1+\kappa}} \right)^{\theta} F_1(s) ds \]

\[ \leq (1 + \delta) \exp \left[ -\frac{\kappa}{2} \left( \frac{\xi}{\alpha} \right)^{\theta} \right] \int_{r_2}^{\infty} \frac{1}{\alpha s^{1+\kappa}} BF_1(s) ds \]

\[ \leq (1 + \delta) \exp \left[ -\frac{\kappa}{2} \left( \frac{\xi}{\alpha} \right)^{\theta} \right] t^{BB_3}, \quad (85) \]
where $B_3$ is in (78).

We now analyze the second integral in (82). Notice that
\[
\frac{t}{\varepsilon_2^{1/\alpha}} \leq \frac{t}{s^{1/\alpha}} \leq \frac{t}{t^{1/\alpha}} = t^{1-r_1/\alpha} \quad \text{for all } s \in [t^{1}, \varepsilon_2].
\]

Since $r_1 < \alpha$ by (75), we may take $t$ sufficiently small so that
\[
\sqrt{1-\delta} \leq \frac{l}{l_0} \left( \frac{t}{s^{1/\alpha}} \right) \leq \sqrt{1+\delta} \quad \text{for all } s \in [t^{1}, \varepsilon_2]. \tag{86}
\]

Therefore, for sufficiently small $t > 0$, we have by (83) and (86) that
\[
I_2^\delta := (1-\delta) \int_{t^{-1}}^{t^{1/\alpha}} \frac{t}{\alpha s^{1+1/\alpha}} \log \left( \frac{t}{s^{1/\alpha}} \right) A_1 s^\alpha e^{-C_1/s} \, ds \\
\leq I_2 \leq (1+\delta) \int_{t^{-1}}^{t^{1/\alpha}} \frac{t}{\alpha s^{1+1/\alpha}} \log \left( \frac{t}{s^{1/\alpha}} \right) A_1 s^\alpha e^{-C_1/s} \, ds =: I_2^{\delta}.
\]

Applying lemma 13 to $I_2^{\delta}$ yields
\[
1-\delta \leq \liminf_{\delta \to 0^+} \frac{I_2}{A s^p e^{-C/s}} \leq \limsup_{\delta \to 0^+} \frac{I_2}{A s^p e^{-C/s}} \leq 1+\delta,
\]
where $\beta, \alpha, A,$ and $p$ are in (24) and (27). Using that $\delta > 0$ is arbitrary and using the bounds in (84) and (85) completes the proof. \hfill \Box

**Proof of corollary 3.** The result follows from theorems 1 and 2 with setting $F_1(s) = \mathbb{P}(\sigma \leq s)$ and $h(z) = l_0(z)$, the asymptotic behavior in (14), the relations in (16) and (17), and the values of $\theta$, $\kappa$, $B$, and $\xi$ in (15). \hfill \Box

**Proof of corollary 4.** The result follows from theorem 1 with setting $F_1(s) = p_1(x, s|x_0, 0)$ and $h(z) = l_0(z)$, the asymptotic behavior in (14), Varadhan’s formula in (31), the relation (11), and the values of $\theta$ and $\kappa$ in (15). \hfill \Box

**Proof of corollary 5.** The result follows from theorems 1 and 2 with setting $F_1(s) = p_1(x, s|x_0, 0)$ and $h(z) = l_0(z)$, the asymptotic behavior in (14), the relation (11), and the values of $\theta$, $\kappa$, $B$, and $\xi$ in (15). \hfill \Box

**Proof of theorem 6.** The result follows from theorem 1 in [30] and a change of variables, $t \to t^{1/\beta}$. \hfill \Box

**Proof of corollary 7.** The elementary proof is similar to the proof of Corollary 2 in [74]. By theorem 6, we have that
\[
\left( \ln N \right)^{2/\beta} \text{Var}[T_{L,N}] = \left( \ln N \right)^{2/\beta} \left( \mathbb{E}[T_{L,N}^2] - (\mathbb{E}[T_{L,N}])^2 \right) \\
= \frac{\mathbb{E}[T_{L,N}^2]}{\left( \ln N \right)^{2/\beta}} - \frac{(\mathbb{E}[T_{L,N}])^2}{\left( \ln N \right)^{2/\beta}} \to 0 \quad \text{as } N \to \infty. \tag{87}
\]

By theorem 6, we have that for large $N$,
\[
\frac{\mathbb{E}[T_{L,N}]}{\left( C/\ln N \right)^{1/\beta}} \geq \frac{1}{2}. \tag{88}
\]
Let $\varepsilon > 0$. By (87), we have that for large $N$,

$$\left(\ln N\right)^{1/\beta} \sqrt{\text{Variance}[T_{k,N}]} < \varepsilon.$$  \hspace{1cm} (89)

Therefore, combining (88) and (89) gives that for large $N$,

$$\sqrt{\text{Variance}[T_{k,N}]} \leq \frac{2\varepsilon}{C^{1/\beta}}.$$  \hspace{1cm} (90)

Since $\varepsilon > 0$ is arbitrary, the proof is complete. \hfill \square

**Proof of theorem 8.** Let $p \in (0,1)$ and observe that changing variables $z = ts^{-1/\alpha}$ yields

$$P(U_\alpha(\sigma) > t) = \int_0^\infty \frac{1}{\alpha s^{1+1/\alpha}} l_\alpha(ts^{-1/\alpha})P(\sigma > s) \, ds$$

$$= \int_0^p l_\alpha(z)P(\sigma > (t/z)^\alpha) \, dz + \int_p^\infty l_\alpha(z)P(\sigma > (t/z)^\alpha) \, dz. \hspace{1cm} (90)$$

Using that $P(\sigma > (t/z)^\alpha)$ is an increasing function of $z$, that $l_\alpha(z)$ is a probability density, and the assumption in (36), we obtain

$$\int_0^p l_\alpha(z)P(\sigma > (t/z)^\alpha) \, dz \leq \int_0^p l_\alpha(z) \, dz = O(t^{-\alpha/(1-\alpha)})$$

as $t \to \infty$. \hspace{1cm} (91)

Now, it is well-known that [60]

$$l_\alpha(z) \sim \frac{\alpha}{\Gamma(1-\alpha)} z^{-(1+\alpha)}$$

as $z \to \infty$. Therefore, we obtain the following bound on the asymptotic behavior of the second integral in (90),

$$\int_p^\infty l_\alpha(z)P(\sigma > (t/z)^\alpha) \, dz \leq \int_p^\infty l_\alpha(z) \, dz = O(t^{-\alpha})$$

as $t \to \infty$. \hspace{1cm} (92)

Combining (90) with (91) and (92), we obtain that there exists a constant $B_0$ so that

$$P(U_\alpha(\sigma) > t) \leq B_0 (t^{-\alpha/(1-\alpha)} + t^{-\alpha})$$

sufficiently large $t > 0$.

Setting $p = r/(1 + r)$ yields (37).

Next, if $N > \frac{1+r}{\alpha r}$, then using the definition of expectation and (37) yields

$$\mathbb{E}[T_N] = \int_0^\infty (P(U_\alpha(\sigma) > t))^N \, dt < \infty,$$

which yields (38). \hfill \square

**Proof of theorem 9.** The proof is similar to the proof of proposition 3 and theorems 1 and 2 in [31]. Define

$$S_0(t) := 1 - Ar^p e^{-C/t^p}$$

(93)
It is straightforward to check that
\[
\lim_{t \to 0^+} \frac{d}{dt} \left[ \frac{1 - S_0(t)}{S_0'(t)} \right] = 0.
\]

Hence, theorem 2.1.2 in [75] implies
\[
\lim_{N \to \infty} (S_0(a_Nx + b_N))^N = \exp(-e^x), \quad \text{for all } x \in \mathbb{R},
\]
for some rescalings \(a_N\) and \(b_N\). Remark 1.1.9 in [76] yields that the following rescalings satisfy (94),
\[
a_N := -\frac{1}{NS_0'(b_N)} > 0, \quad b_N := S_0^{-1}(1 - 1/N) > 0, \quad N \geq 1.
\]
Upon using the definition of \(S_0\) in (93) and properties of the LambertW function [63], we obtain that the values in (95) reduce to (43).

It is immediate that (94) is equivalent to
\[
\lim_{N \to \infty} N \ln(S_0(a_Nx + b_N)) = -e^x, \quad \text{for all } x \in \mathbb{R}.
\]
Therefore, \(S_0(a_Nx + b_N) \to 1\) as \(N \to \infty\). Hence, L’Hospital’s rule implies that
\[-\ln(S_0(a_Nx + b_N)) \sim 1 - S_0(a_Nx + b_N) \quad \text{as } N \to \infty.\]
We thus conclude that (94) is equivalent to
\[
\lim_{N \to \infty} N(1 - S_0(a_Nx + b_N)) = e^x, \quad \text{for all } x \in \mathbb{R}.
\]
By assumption, \(P(\tau \leq t) \sim 1 - S_0(t)\) as \(t \to 0^+\). Therefore, (96) holds with \(S_0\) replaced by \(S(t) := P(\tau > t)\), and therefore (94) holds with \(S_0\) replaced by \(S\). Upon recalling the definition of convergence in distribution in (41), we conclude that the convergence in distribution in (42) is proved for the rescalings in (43).

Finally, if the convergence in distribution in (42) holds for some \(\{a_N\}_{N \geq 1}\) and \(\{b_N\}_{N \geq 1}\), then it also holds for any sequences \(\{a'_N\}_{N \geq 1}\) and \(\{b'_N\}_{N \geq 1}\) that satisfy [77]
\[
\lim_{N \to \infty} \frac{a'_N}{a_N} = 1, \quad \lim_{N \to \infty} \frac{b'_N - b_N}{a_N} = 0.
\]
Hence, basic properties of the LambertW function [63] yield (45).

**Proof of theorem 10.** The result follows immediately from theorem 9 above and theorem 3.5 in [78].

**Proof of theorem 11.** The proof is similar to the proofs of theorems 3 and 5 in [31].

### A.2. Short-time behavior of drift–diffusion

For the drift–diffusion process in section 5.3, it is well-known [79] that the probability density of \(\sigma\) is \(f(s) := \frac{d}{ds}P(\sigma \leq s) = f_0(s) + f_1(s)\), where
\[
f_0(s) = e^{-c}e^{-(c^2/2\sigma)} \frac{1}{\sqrt{2\pi\sigma}} \sum_{k=-\infty}^{\infty} (y + 2k) \exp\left(-\frac{2}{\sigma}(y/2 + k)^2\right),
\]
(98)
with \( y = x_0/L_0, \bar{x} = (2K_\alpha/L_0^2)s, \) and \( v = (L_0/(2K_\alpha)V_\alpha, \) and the formula for \( f_1 \) is obtained from (98) and replacing \( v \) by \(-v\) and \( y \) by \( 1 - y \). Therefore, \( f(s) \) has the short-time behavior,

\[
f(s) \sim \begin{cases} 
  e^{-\bar{x}} \frac{y}{\sqrt{2\pi \bar{x}^3}} \exp \left( -\frac{y^2}{2\bar{x}} \right) & \text{if } y < 1/2, \\
  e^{\alpha(1-y)} \frac{1-y}{\sqrt{2\pi \bar{x}^3}} \exp \left( \frac{(1-y)^2}{2\bar{x}} \right) & \text{if } y > 1/2, \\
  (e^{-\bar{x}} + e^{\alpha(1-y)}) \frac{y}{\sqrt{2\pi \bar{x}^3}} \exp \left( -\frac{y^2}{2\bar{x}} \right) & \text{if } y = 1/2.
\end{cases}
\]  

(99)

Taking the Laplace transform of (99), dividing by the Laplace transform variable, and then taking the inverse Laplace transform yields

\[
\mathbb{P}(\sigma \leq s) \sim A^{1/2} \exp \left( \frac{d_0^2}{4K_\alpha s} \right) \quad \text{as } s \to 0+,
\]

where \( d_0 := \min\{x_0, L_0 - x_0\} > 0 \) and

\[
A = \begin{cases} 
  \sqrt{\frac{2K_\alpha}{L_0^2}} \frac{2L_0^2}{d_0^2} \exp \left( -\frac{V_\alpha}{2K_\alpha} x_0 \right) \frac{x_0}{L_0} & \text{if } x_0 < L_0/2, \\
  \sqrt{\frac{2K_\alpha}{L_0^2}} \frac{2L_0^2}{d_0^2} \exp \left( -\frac{V_\alpha}{2K_\alpha} (L_0 - x_0) \right) \frac{1 - x_0}{L_0} & \text{if } x_0 > L_0/2, \\
  \sqrt{\frac{2K_\alpha}{L_0^2}} \frac{2L_0^2}{d_0^2} \left( \exp \left( -\frac{V_\alpha}{2K_\alpha} x_0 \right) + \exp \left( -\frac{V_\alpha}{2K_\alpha} (L_0 - x_0) \right) \right) \frac{x_0}{L_0} & \text{if } x_0 = L_0/2.
\end{cases}
\]
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