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Abstract
Attribute-aware community discovery aims to find well-connected communities that are also homogeneous w.r.t. the labels carried by the nodes. In this work, we address such a challenging task presenting EVA, an algorithmic approach designed to maximize a quality function tailoring both structural and homophilic clustering criteria. We evaluate EVA on several real-world labeled networks carrying both nominal and ordinal information, and we compare our approach to other classic and attribute-aware algorithms. Our results suggest that EVA is the only method, among the compared ones, able to discover homogeneous clusters without considerably degrading partition modularity. We also investigate two well-defined applicative scenarios to characterize better EVA: i) the clustering of a mental lexicon, i.e., a linguistic network modeling human semantic memory, and (ii) the node label prediction task, namely the problem of inferring the missing label of a node.
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Introduction
Node clustering, also known as community discovery, is one of the most important and productive tasks in complex network analysis. It is considered one of the most challenging subjects of the field, due to its intrinsic ill-posedness: the absence of a single, universal definition of community leads to a heterogeneous landscape of alternative approaches, each one redefining the task w.r.t. different topological criteria (density, bridge detection, feature propagation...). In such a complex scenario, a meta-definition of community discovery helps us to overcome the wide range of possible definitions:

Definition 1 (Community discovery). Given a network G, a community c = {v₁, v₂, ..., vₙ} is a set of distinct nodes of G. The community discovery problem aims to identify the set C of all the communities in G.

Community discovery algorithms aim to find well-connected, possibly well-separated, clusters of nodes. While classic approaches are driven only by the graph structure, nowadays, a large number of models includes extra features to complement the expressive...
power of topology with other external information. Feature-rich networks (Interdonato et al. 2019) is the term proposed for a generalization of all these models, including temporal, probabilistic and attributed (or labeled) networks.

In the new context of feature-rich networks, classic approaches to community discovery are not enough. In this work, we are particularly interested in labeled or node-attributed networks, where reliable external information is added to the nodes as categorical or numerical attributes\(^1\). Node-attributed graphs are a quite useful model of social networks, and several salient homophilic dimensions (age, gender, nationality...) can be meaningfully identified and exploited by leveraging clustering approaches. Partitioning a social network by only considering social ties might produce well-defined and densely connected communities: classic approaches often assume an intrinsic homophilic behaviour between individuals, but they do not explicitly guarantee homogeneity while searching for meso-scale topologies. Thus, node attributes can improve the community discovery task by leveraging both topological and homophilic clustering criteria – an enhancement under the name of labeled community discovery:

**Definition 2 (Labeled community discovery).** Let \( G = (V, E, A) \) be a node-attributed graph where \( V \) is the set of vertices, \( E \) the set of edges, and \( A \) a set of nominal or ordinal attributes such that \( A(v), \text{ with } v \in V \), identifies the set of labels associated to \( v \). The labeled community discovery problem aims to find a node clustering \( C = \{c_1, ..., c_n\} \) of \( G \) that maximizes both topological clustering criteria and label homophily (or homogeneity) within each community.

Such a new task focuses on obtaining structurally well-defined partitions that also result in label-homogeneous communities. In this work, we address the labeled community discovery problem by introducing EVA (namely, LOUVAIN Extended to Vertex Attributes) (Citraro and Rossetti 2020). Our approach extends the well-known LOUVAIN algorithmic schema, designing a multi-criteria optimization approach aimed at exploiting both structure and semantic information while searching for node clusters.

The work is organized as follows. In “The EVA algorithm” section, we present the rationale of EVA. In “Experiments” section, we apply the method on real-world datasets: we show the possibilities of EVA to manage both nominal and ordinal attributes as well as its fruitful application in other domains than social systems, e.g., linguistic networks. In “EVA as a tool: node label prediction” section, we also show how the proposed algorithm can be applied, successfully, to address the task of node label prediction. In “Related work” section, we discuss the literature relevant to the work. Finally, “Conclusion” section concludes the paper and summarizes its main results as well as future research directions.

**The EVA algorithm**

The main goal of EVA is to identify homogeneous communities in complex node-attributed networks while assuring low modularity degradation w.r.t. standard topological modularity optimization-based approach. In the following, we will explain the algorithm rationale, we will study its complexity, and we will describe how it can handle both nominal and ordinal attributes.

---

\(^1\)To prevent confusion between the words attribute and label, in the following we use label as a generic term for external information attached to a node, formally encoded as a value of an attribute.
Algorithm rationale. The algorithmic schema of EVA extends the LOUVAIN one (Blondel et al. 2008), a well-known bottom-up and hierarchical approach based on modularity optimization.

Definition 3 (Modularity). Modularity measures the strength of the division of a network into sets of well-separated clusters or modules. It takes values in [-1/2, 1] and it is calculated as the sum of the differences between the fraction of edges that actually fall within a given community and the expected fraction if edges were randomly distributed. Formally:

$$Q = \frac{1}{2m} \sum_{vw} \left[ A_{vw} - \frac{k_v k_w}{2m} \right] \delta (c_v, c_w)$$

(1)

where $m$ is the number of edges, $A_{vw}$ is the entry of the adjacency matrix for $v, w \in V$, $k_v, k_w$ the degree of $v, w$ and $\delta (c_v, c_w)$ is an indicator function taking value 1 iff $v, w$ belong to the same community, 0 otherwise.

Modularity is one of the most used and discussed criteria among the methods based on an optimization function (Fortunato and Hric 2016). Its maximization is NP-complete, and it suffers of the well-known resolution limit (Fortunato and Barthelemy 2007), namely when it is worth considering two connected communities as a single one.

EVA, as LOUVAIN, uses modularity to update communities incrementally; moreover, it uses a quality function tailored to capture label homogeneity within communities, namely purity.

Definition 4 (Purity). Given a community $c \in C$ its purity is the product of the frequencies of the most frequent attributes carried by its nodes. Formally:

$$P_c = \prod_{a \in A} \max_{a \in A} \left( \frac{\sum_{v \in c} a(v)}{|c|} \right)$$

(2)

where $A$ is the label set, $a \in A$ is a label, $a(v)$ identifies an indicator function that takes value 1 iff $a \in A(v)$. Purity takes values in [0,1] and it is maximized when all the nodes within a community share the same attribute value sequence. Finally, the purity of a partition is defined as the average of all the community purities:

$$P = \frac{1}{|C|} \sum_{c \in C} P_c$$

(3)

Purity assumes node labels as independent and identically distributed random variables; thus, considering the product of maximal frequency labels is equivalent to computing the probability that a randomly selected node in the given community has exactly that specific label profile.

EVA combines the two fitness function linearly, optimizing the following score:

$$Z = \alpha P + (1 - \alpha) Q$$

(4)

where $\alpha$ is a tuning parameter. It balances the importance of each component and adapts the algorithm results to the analyst needs.

EVA pseudocode is explained in Algorithm 1 and Algorithm 2. EVA takes as input a node-attributed graph $G$ and the parameter $\alpha$, and it returns a partition $C$. As a first step
Algorithm 1 EVA
1: function EVA(G, α)  
2: \( C \leftarrow \text{Initialize}(G) \)  
3: \( Z \leftarrow \alpha P + (1 - \alpha)Q \)  
4: \( Z_{\text{prev}} \leftarrow -\infty \)  
5: while \( Z > Z_{\text{prev}} \) do  
6: \( C \leftarrow \text{MoveNodes}(G, C, \alpha) \)  
7: \( G \leftarrow \text{Aggregate}(G, C) \)  
8: \( Z_{\text{prev}} \leftarrow Z \)  
9: \( Z \leftarrow \alpha P + (1 - \alpha)Q \)  
10: return \( C \)

Algorithm 2 EVA - MoveNodes
1: function \text{MoveNodes}(G, C, \alpha)  
2: \( C_{\text{best}} \leftarrow C \)  
3: repeat  
4: for all \( v \in V(G) \) do  
5: \( s \leftarrow |P[v]| \)  
6: \( s_{\text{best}} \leftarrow \text{size} \)  
7: \( g_{\text{best}} \leftarrow -\infty \)  
8: for all \( u \in \Gamma(v) \) do  
9: \( C_{\text{new}} \leftarrow C \)  
10: \( C_{\text{new}}[v] \leftarrow C[i_d] \)  
11: \( \text{size}_{\text{new}} \leftarrow |C_{\text{new}}[v]| \)  
12: \( q_{\text{gain}} \leftarrow Q_{\text{new}} - Q_C \)  
13: \( p_{\text{gain}} \leftarrow P_{\text{new}} - P_C \)  
14: \( g \leftarrow \alpha p_{\text{gain}} + (1 - \alpha)q_{\text{gain}} \)  
15: if \( g > g_{\text{best}} \) or \( g == g_{\text{best}} \) and \( s_{\text{new}} > s \) then  
16: \( g_{\text{best}} \leftarrow g \)  
17: \( s_{\text{best}} \leftarrow s_{\text{new}} \)  
18: \( C_{\text{best}} \leftarrow C_{\text{new}} \)  
19: until \( C == C_{\text{best}} \)  
20: return \( C_{\text{best}} \)

(line 2, Algorithm 1) EVA assigns each node to a singleton community and computes the initial quality \( Z \) as a linear combination of modularity and purity. After the initialization step, the algorithm main-loop is executed (lines 5-9, Algorithm 1). As LOUVAIN, two phases compose EVA, i.e., (i) a greedy identification of a community, moving nodes such that they reach the optimal increase of quality, and (ii) the network agglomeration. EVA cycles over the graph nodes and evaluates the gain of quality while moving a single neighbouring node to its community (lines 8-14, Algorithm 2). For each pair \((v, w)\) the local gain produced by the move is compared with the best gain identified so far and, if needed, the value is updated to keep track of the newly identified optimal quality: in case of ties, the move that results in a higher increase of the community size is preferred (lines 15-18, Algorithm 2). The procedure is repeated until no more moves are possible (line 19, Algorithm 2). As a result of Algorithm 1, the original allocation of nodes to communities is updated.

After this step, the aggregate function (line 7, Algorithm 1) hierarchically updates the original graph \( G \), transforming the communities in nodes, allowing to repeat the loop until no moves can optimize the quality score (lines 8-9, Algorithm 1).

**Ordinal attributes support.** We also extend the explained approach to cope with ordinal attributes, where order among node labels matters. For instance, the education level
of individuals in a social network can be modeled as an attribute with a set of \( n \) possible labels with an inner, natural order (e.g., high school degree \(<\) bachelor degree \(<\) master degree \(<\) PhD). In this scenario, the labeled community detection task imposes to find homogeneous clusters, grouping people according to both their social ties (topology) and to their education level (attribute). Considering such an attribute as a nominal may lead to a situation where an overall high educated cluster can indifferently contain minority nodes belonging to all the possible range of attribute values: \textsc{EVA} would insert these nodes in the cluster with the same probability. Thus, we can force an order among labels and adjust the distribution of minority nodes.

We model such an order as a linear distance. Formally:

**Definition 5** (Linear distance). Let \( O \) be an ordered chain of \( k \) labels, \( O = \{l_0, l_1, \ldots, l_k\} \) and \( l_i, l_j \in O \) then the linear distance among them is computed as:

\[
d_{ij} = 1 - \frac{|l_i - l_j|}{k}
\]

Such a distance function accounts for the evaluation of nodes belonging to minority labels in terms of how distant the label is from the majority one.

As an example, given \( O = \{l_a, l_b, l_c, l_d\} \), a cluster \( C \) having *purest* label \( l_a \) and two neighboring nodes \( i, j \) whose labels are, respectively \( l_b \) and \( l_d \), if the increase in modularity and size is the same, node \( i \) will be preferred for inclusion in \( C \) since \( d_{l_a, l_b} < d_{l_a, l_d} \).

Such an approach allows to (semantically) minimize the degradation in terms of community purity when searching for a high-quality modularity partition. Indeed, the proposed distance function is applicable only if specific assumptions are satisfied (e.g., in the presence of a complete linear ordering among the values of an attribute). However, \textsc{EVA} support for ordinal attributes is designed to be parametric on the distance function used, thus making easy to define any label-specific distance (e.g., considering, for instance, hierarchical tree-like attribute values).

**\textsc{EVA} complexity.** \textsc{EVA} is a \textsc{Louvain} extension. It shares the same performances in terms of time complexity, \( O(|V| \log |V|) \). Regarding space complexity, the difference w.r.t. \textsc{Louvain} is related only to the data structures used for storing node labels. Considering \( k \) labels, the space required to associate them to each node in \( G \) is \( O(k|V|) \): assuming \( k << |V| < |E| \), we get a space complexity of \( O(|E|) \).

**Experiments**

In this section, we firstly describe the experimental framework used to evaluate \textsc{EVA} performances, then we apply the proposed approach to several case studies, underlining its flexibility as an analytical tool.

**Datasets**

We applied \textsc{EVA} to several real-world datasets having different characteristics: here, we describe them, specifying the particular setup they provide for the application where they are proposed.

**Single-nominal.** Datasets in this category are characterized by a single node-attribute of nominal type, \( |A| = 1 \).
• *Cora* (McCallum et al. 2000) (2708 nodes, 5279 edges) is a co-citation network among computer science research papers, each of them labeled with one of 7 possible topics.

• *G+* (22355 nodes, 29032 edges) is a subgraph of the Google+ social network (Leskovec and McAuley 2012), in which people are labeled according to their education degree (12 different levels).

• *IMDB* (Neville et al. 2003) (1169 nodes, 20317 edges) is a network of movies, each of them labeled with a binary value that identifies a node as a blockbuster or not.

• *Sense2vec* (Trask et al. 2015) (5309 nodes, 15170 edges) is a complex semantic network built on top of word vectors pre-trained on Reddit comments, where labels identify the part of speech of the words, i.e., a noun, a verb, an adjective, etc.

• *Web Spam* (Castillo et al. 2007) (9100 nodes, 505000 edges) is a network of linked web pages, indicating if they are spam or not.

**Multi-nominal.** Datasets in this category are characterized by multi node-attributes of nominal type, $|A| > 1$.

• *Amherst* (2235 nodes, 90954 edges) is one of the 100 social networks of Facebook100 dataset (Traud et al. 2012); nodes have five different attributes, and we choose to mark from *Amh1* to *Amh5* the same network enriched from 1 to 5 node attributes. The attributes are gender, status, dormitory, graduation year and major: the order is maintained during the node profile enrichment, i.e., *Amh1*: gender, *Amh2*: gender-status, etc.

**Ordinal.** Nodes having a single attribute whose values are logically ordered characterize the graphs in this category – to prevent confusion, nine different attributes are considered, never in a multi-attribute scenario.

*Mental lexicon* (Stella et al. 2018): a collection of several layers of word similarities, in detail:

• a *semantic network* (3105$^2$ nodes, 26482 edges), namely a collection of three semantic layers, including synonyms, hierarchical relations and free associations;

• a *phonological network* (1683 nodes, 3731 edges), namely a layer for phonological similarities between word forms.

Each graph instance is considered w.r.t. one of the nine psycholinguistic dimensions from the *Glasgow Norms* (Scott et al. 2019), namely Arousal, Valence, Dominance, Concreteness, Imageability, Familiarity, Age of acquisition, Semantic size, and Gender association, plus the Length of the words. Each word is labeled (w.r.t. to the specific dimension) with a continuous scale measured by Likert scale (Likert 1932). To be able to perform the ordinal strategy of EVA, we discretized the labels, preserving their natural order.

**Analytical results: single-nominal and multi-nominal**

In this section, we will focus on the following questions:

1) does have the resolution limit (Fortunato and Barthelemy 2007) some effect on EVA, i.e.:
– does increasing $\alpha$ affect the number of communities identified?
– does increasing $\alpha$ affect the size of the largest community?

2) does increasing $\alpha$ affect the topological quality of partitions in favor of purity?
3) does the multi-nominal scenario strongly affect EVA results?

The motivation behind 1) is that EVA does not use only modularity to optimize the quality of clusters; thus, the resolution limit effect can be reduced when the parameter is set in favor of purity. Also, in 2), we study $\alpha$ as a trade-off between connectivity and homogeneity; in 3), we want to focus explicitly on the multi-attribute profiles.

**Cardinality of partition set and largest communities.**

We tested EVA varying the values of $\alpha$ in the range $[0,1]$ with bins of 0.1. We obtained 11 partitions $C_\alpha$. The number of communities in $C_\alpha$, namely the partition cardinality, is $|C_\alpha|$. We recall that by definition (i) $C_0$ is equivalent to the LOUVAIN partition and (ii) $C_1$ is the set of the biggest connected components whose nodes share the same label profiling.

Figure 1a-b summarizes that (i) the number of communities of each partition normalized w.r.t. $|C_0|$ underlines a significant fragmentation w.r.t. the increasing of $\alpha$, and (ii) the size of the largest community normalized w.r.t. the size of that of $C_0$ decreases w.r.t. the increasing of $\alpha$ until high values of the parameter (e.g., $\alpha = 0.8$) are reached, whereby the normalized size drastically increases. Such an increase depends on the distribution of labels overall the network: EVA, used with the highest values of $\alpha$, tends to find perfectly homogeneous clusters without considering structure; thus, assortative zones might be merged even if they are not densely connected. Newman’s assortativity coefficient values (w.r.t. the categorical attribute) (Newman 2003) are quite high for all the networks considered, i.e., $r = 0.76$ for Cora, $r = 0.34$ for G+, $r = 0.47$ for IMDB and $r = 0.59$ for Sense2vec. Even if Newman’s assortativity is a global measure and it is not able to identify outliers and different mixing patterns in a graph, we can take these scores as an overall index of network homophily. Thus, high assortative scores justify the size of the largest community for high values of $\alpha$.

**Modularity vs. purity.**

The results previously observed are coherent w.r.t. an incremental modularity decrease. Here, we discuss how a good clustering needs to achieve a reasonable trade-off between modularity and purity; thus, we study how the partitions that EVA generates vary w.r.t. $\alpha$.

Figure 1c-e reports, in a two y-axes chart, modularity-purity values as functions of $\alpha$. We observe that modularity lines tend to decrease in favor of a homogeneity function not based on the discovery of densely connected modules. Intuitively, a modularity line is stable if the value of the function for the partition $C_\alpha$ is equal or quite close to that for $C_{\alpha-0.1}$, while purity continues to increase. In other words, the stability of modularity indicates that communities are well-defined while EVA tries to make them homogeneous. Enforcing homogeneity contributes to producing less modular communities: recalling that EVA $\alpha = 1$ merges low-quality modules of a completely homogeneous subgraph, the analyst needs to pay attention to the modularity decrease.

As the figure shows, the partitions obtained with $\alpha = 0.7$ and $\alpha = 0.8$ still harmonize the two fitness functions in the Sense2vec dataset, because modularity degradation is not relevant while purity increases; a good trade-off is still reached with $\alpha = 0.6$ in the G+ network, and with $\alpha = 0.7$, in Cora. The IMDB dataset was not shown in the absence of relevant degradation.
In Table 1, EVA is compared with four state-of-art community detection algorithms, among classic (LOUVAIN (Blondel et al. 2008), LEIDEN (Traag et al. 2019)) and attribute-aware approaches (SAC1 (Dang and Viennet 2012), STOC (Baroni et al. 2017)). There are several reasons to compare EVA to standard modularity-based methods as LOUVAIN and LEIDEN, for instance (i) a comparison of modularity decreasing w.r.t. the algorithms designed to maximize such a quality function and (ii) an evaluation of the implicit purity quantified by these only topological-based approaches. In detail, LOUVAIN is the natural baseline of EVA: it maximizes only modularity within the same algorithmic schema described for EVA in “The EVA algorithm” section. LEIDEN is designed to improve LOUVAIN, guaranteeing well-connected communities, whereas LOUVAIN fails to split bridges or disconnected components into separate groups. Moreover, we choose SAC1 and STOC for the (attribute-aware) comparison since they share similar methodologies. As EVA, they simultaneously consider structure and attributes during the clustering phase. In detail, SAC1 uses a composite function as a multi-objective criterion, i.e., a linear combination of modularity and an attribute similarity function (e.g., the Euclidean distance for numerical attributes or the matching coefficient for categorical ones). Differently, STOC defines a distance function as a linear combination of two distances, one for the topology and one for the attributes. The analyst has to define an attraction ratio \( \alpha \) (decomposed in a topological attraction ratio \( \alpha_T \) and a semantic attraction ratio \( \alpha_S \)) through which the algorithm is able to auto-tune the parameters involving the two distance functions.

In the table, we observe how LOUVAIN and LEIDEN can slightly guarantee higher modularity values than EVA, at the cost of a relevant gap of homogeneity. Thus, as long as we quantify just a slight modularity decrease in favour of purity in EVA, we can say that our method outperforms classic approaches. Moving to the attribute-aware methods, SAC1 obtains the lowest modularity partitions and never outperforms EVA in terms of purity.
Table 1 Single-nominal: comparison of modularity and purity scores. SAC1 was not able to terminate on the G+ in reasonable time due to its high computational complexity

| Modularity | Purity |
|------------|--------|
|            |        |
| SAC1       | 0.00   |
| STOC       | 0.07   |
| EVA0.5     | 0.79   |
| EVA0.8     | 0.74   |
| EVA0.9     | 0.76   |

Being an approach also based on modularity optimization, we did not expect these lower results. For the sake of clarity, we specify that SAC1 outputs were similar for all the values of its parameter, so we reported only $\alpha = 0.5$ in the table. STOC does not deal with modularity optimization, but it uses a distance function for capturing node similarity. The auto-tune of the parameters involving the distance equations depends on the values of $\alpha_T$ and $\alpha_S$. Similarly to SAC1, several combinations of values gave similar results; thus, for the comparison, we used $\alpha_T = \alpha_S = \alpha = 0.5$, that is one of the solution proposed in the reference paper (Baroni et al. 2017). STOC is able to cluster the G+ dataset, obtaining a reasonable trade-off between modularity and purity; however, not well-connected communities are discovered for Cora, IMDB and Sense2vec, looking at the modularity scores. A fair parenthesis should be open for STOC: being an approach explicitly designed to cluster large networks (as explained in the relative paper (Baroni et al. 2017)), good results on our small-medium networks can be hard to obtain.

Finally, to test the statistical significance of our results, we compared each partition against the ones we should expect by randomly clustering graph nodes. As already said, we noticed that the number of communities increases for high values of the parameter (see Fig. 1a). Since we also noticed this behaviour depends on the increased number of small-sized communities, we want to be sure that the purity scores are significant. In detail, we compared the purity of each partition (computed by Eq. 3) against the distribution of purity values of random permutations of the community labels. Thus, we performed a $z$-test, considering as a null model the distribution of purity of the random partitions: the more the partition purity deviates from the null model, the less the homogeneity within communities can be obtained by random permutations of the same number of labeled nodes. Formally:

$$z = \frac{P - \mu_p}{\sigma_p}$$

where $P$ is the purity of the partition (the values for each network are those reported in Table 1), $\mu_p$ is the average purity score of the random partitions, and $\sigma_p$, the standard deviation.

The rationale underlying the proposed $z$-score comes from the Blockmodel Entropy Significance Test (BESTest) introduced in Peel et al. (2017), where the authors perform a statistical test to provide an estimate of how often a given partition obtains lower-entropy
Table 2  Single-nominal: statistical significance of the partitions

|                  | Cora  | G+   | IMDB | Sense2vec | Cora  | G+   | IMDB | Sense2vec |
|------------------|-------|------|------|-----------|-------|------|------|-----------|
| LOUVAIN          | 50.53 | 22.47| 14.99| 22.16     | 0.00  | 0.00 | 0.00 | 0.00      |
| LEIDEN           | 45.21 | 19.34| 13.55| 25.87     | 0.00  | 0.00 | 0.00 | 0.00      |
| SAC1             | 1.04  | -    | 1.56 | 3.76      | 0.14  | -    | 0.05 | 0.00      |
| STOC             | 20.20 | 57.17| 3.02 | 0.00      | 0.00  | 0.00 | 0.00 | 0.00      |
| EVA0.5           | 61.59 | 37.88| 15.62| 22.06     | 0.00  | 0.00 | 0.00 | 0.00      |
| EVA0.8           | 45.98 | 55.49| 10.83| 18.51     | 0.00  | 0.00 | 0.00 | 0.00      |
| EVA0.9           | 39.80 | 69.04| 7.77 | 15.41     | 0.00  | 0.00 | 0.00 | 0.00      |

The purity of nearly all the partitions – of EVA, LOUVAIN and LEIDEN, in particular – is significant. STOC did not find any community in the sense2vec dataset; thus, the purity of the single giant community is exactly the same as that of the supposed random community/ies (i.e., z-score equal to 0.0). In this very extreme case, the purity of 0.52 (see Table 1, the cell STOC-sense2vec) corresponds to the most frequent value overall the network (for the sake of clarity, the noun part-of-speech). The not statistically significant p-values for SAC1 indicates that the purity values reported in Table 1 (e.g., 0.68 of IMDB or 0.49 of Cora) can also be obtained by the random permutations of the community labels.

**Multi-nominal attribute profiles.**

In a multi-nominal scenario, the nodes are enriched with more than one attribute. To address such an issue, EVA can exploit the general definition of purity as the product of the most frequent attribute values within a community. The questions we would like to answer are the following: does the number of distinct attributes affect the proposed approach in terms of (i) the number of communities discovered and (ii) modularity-purity trends?

Figure 2 confirms and extends what we already observed for the single attribute case: the number of communities increases with the varying of $\alpha$ and with the number of attributes considered. The number of attributes also affects modularity-purity trends, and modularity decreasing is similar to that observed for the single-attribute datasets. For space reasons, in Fig. 2 we report only the most complex scenario among the tested ones (i.e., Amh5, having $|A|=5$); however, all the trends identified behave alike, as summarized in Table 3, where we show a comparison of modularity-purity lines for several instances of EVA on the Amherst network while varying the number of node attributes.

**Empirical results: ordinal strategy**

As previously introduced, homogeneity is strictly related to homophily, the tendency of nodes to interact with similar others by the dimensions defined by the attributes. Social
homophily is the most well-known and well-studied example of network similarity, but it is not the only one possible. In this subsection, we provide an analysis of a particular type of complex system, under the name of linguistic networks. In such networks, nodes model words and links represent several types of linguistic relations based on the levels of the conventional linguistic analysis (e.g., phonology, syntax, semantics...). 

As introduced in 2, we will focus on semantic and phonological networks, where homophily (i.e., external information encoded as attributes), models the tendency of words to connect with similar others in respect of different lexical and psychological properties. Homophily, here, defines the probability that a pair of connected nodes correlates with the presence of similar values of a linguistic variable. We observed similar behaviours studying the network of word vectors (i.e., sense2vec (Trask et al. 2015)), where connected clusters of word vectors were homogeneous w.r.t. the part of speech.

To the best of our knowledge, this is the first study in which a labeled community discovery approach is directly used to study a mental lexicon enriched with the set of psycholinguistic dimensions available from the Glasgow Norms (Scott et al. 2019). In doing so, we aim to observe whether well-connected semantic domains or phonological clusters are also homogeneous w.r.t. several psychological properties. To achieve such goal, we executed EVA on several instances of the same structure (as many as the attributes of the dataset) while using a different attribute one at a time. Indeed, we expect that polysemous words, namely words that convey more than one meaning, are clustered in different communities according to the specific attribute used.

As an example to explain our intuition and our framework of analysis, let us consider the word *star*: focusing on the Semantic size\(^4\) variable, we should cluster the word with other ones related to cosmos and large objects in the universe; focusing on the Arousal\(^5\) variable, we should cluster the word with other ones related to the metaphoric meaning of *brightness* and *shine*.

In a semantic network, the structure is not enough to group nodes. Such limitation is due to polysemy, namely the fact that a word can refer to different meanings according to the context in which it is used. Indeed, exploiting psychological and lexical variables of words (and using them as a complement to the structure), allows EVA to insert a

---

\(^4\)I.e., a measure of something’s dimensions, magnitude, or extent: high values refer to objects or concepts that are large, low values refer to objects or concepts that are small.

\(^5\)I.e., a measure of excitement versus calmness: high values refer to words conveying excitement or that are stimulating and awakening, while low values refer to calming, relaxing or sleeping words.
Table 3 Multi-nominal: summary of modularity and purity scores on the Amherst network labeled with different number of attributes

| Modularity | Amh1 | Amh2 | Amh3 | Amh4 | Amh5 | Purity | Amh1 | Amh2 | Amh3 | Amh4 | Amh5 |
|------------|------|------|------|------|------|--------|------|------|------|------|------|
| EVA0.1     | .43  | .43  | .43  | .43  | .43  | .49    | .13  | .09  | .04  | .03  |
| EVA0.5     | .43  | .43  | .43  | .43  | .43  | .49    | .73  | .77  | .79  | .80  |
| EVA0.8     | .43  | .42  | .42  | .42  | .43  | .95    | .93  | .95  | .94  | .96  |
| EVA0.9     | .42  | .36  | .38  | .40  | .40  | .97    | .95  | .97  | .95  | .98  |

polysemeous word into the best cluster that is homogeneous w.r.t. the specific attribute considered.

To be able to perform EVA, we exploited the natural order among the Glasgow Norms variable values, measured according to a Likert scale (Likert 1932) (e.g., each word is characterized by an average rating given by a continuous value). We rounded such values to discretize them and be able to exploit the EVA ordinal strategy explained in “The EVA algorithm” section: we maintain the natural order among ratings, and we assume, for instance, there is more homogeneity between two words rated with two high values than two words rated with a high value and a low one, for all the scales.

A first example is shown in Table 4, where EVA (executed using several variables at a time) is compared to LOUVAIN. There, we focused on which words are in the same clusters of star, explaining why the only topological information is not able to focus on one single meaning of a polysemeous word.

In Fig. 3a we observe, according to the ordinal strategy, that in the majority of communities, for almost all the variables considered over the semantic network, the second and the third most frequent labels are at distance $d - 1$ and $d + 1$ from the purest label. It is not the same applying EVA nominal strategy, 3b. The variables for which an ordinal alignment within communities is not reached are age of acquisition, imageability and length: they are not real homophilic properties of a semantic network. This result leads us to study modularity degradation w.r.t. the variables considered. In fact, according to EVA rationale, an alignment between topology and attributes (that might be already present according to mixing pattern distribution) should not considerably

Table 4 The first three columns of the table show EVA results ($\alpha = 0.8$) in the semantic network, where nodes within the same community of star are highlighted according to three different dimensions: the semantic domain of star according to size is quite different from the other two ones. The last column of the table shows LOUVAIN results, where only the topological component is used: a classic approach, contrary to an attribute-aware one, merges in a unique cluster all the meanings of the word

| Star clusters | arousal | gender | size   | Louvain |
|---------------|---------|--------|--------|---------|
| dawn          | dawn    | earth  | earth  | sky     |
| diamond       | gaze    | galaxy | night  | dark    |
| glitter       | glow    | infinity | void    | abyss   |
| glow          | shine   | moon   | dawn   | sunshine|
| light         | sky     | planet | celebrity | astronaut |
| neon          | sunrise | sky    | sparkle | candle  |
| sparkle       | sunset  | sun    | glitter | diamond |
| sunshine      | world   | universe | light   | neon    |
Fig. 3. In the first row, the two bars (respectively, Yes or No) captures, for each attribute, if the second and the third most frequent labels within a community are at a distance $d \pm 1$ from the most frequent label. The ordinal strategy is applied in (a), and, in (b), the nominal one. In (a), age of acquisition (aoa), imageability and length are the dimensions where an ordered label distribution is not achieved in the majority of communities, evidently because these properties do not constitute homophilic dimensions of a semantic network. In the second row, figures (c)–(d), it is analyzed the modularity degradation w.r.t. the linguistic dimension: in (c) for the semantic network, in (d) in the phonological one.

EVA as a tool: node label prediction

Finally, in this section, we leverage EVA as a pre-processing step to address relevant network problems: to such extent, we will focus on a classic task, namely node label prediction.

Such task, also known as node classification or node attribute inference, concerns the problem of inferring missing attribute values of nodes, given the values of other nodes.
Several techniques address such task, often involving machine learning and graph embedding methods; since the labeled community discovery task is far from these supervised or semi-supervised techniques directly designed to perform the node prediction task, we approach the issue as a test to validate and exploit EVA outputs, and we limit to a comparison with other similar clustering approaches.

Using the point of view of our proposed clustering method, we model the prediction task as a particular instance of a more general problem:

**Definition 6 (Node label prediction).** Given a partially node-attributed graph $G$, the task of node label prediction aims to provide high-quality labeling for all nodes carrying missing information.

Given a partially node-attributed graph $G$ as input, we extend EVA so to make the algorithm resilient to partial information. In practice, while considering an unlabeled node as a candidate for inclusion in a preexisting community, only the structure is used to compare such local choice to the alternative ones. In detail, during the EVA moving phase, nodes with missing information are evaluated only according to the modularity gain (see line 12, Algorithm 2, “The EVA algorithm” section), thus avoiding to consider the purity one.

With this extension, EVA can identify communities whose nodes are partially labeled but still well defined in terms of topology as well as the purity of the labeled nodes they contain. As a result, we can use EVA to reconstruct (i.e., predict) missing node labels by assigning to unlabeled nodes the most frequent label of the community they belong to.

Figure 4 shows the results obtained by EVA on the previously studied Cora network in a setup where random removal of node labels is involved. The 3D-plot shows the accuracy score - namely the percentage of nodes labeled by our strategy with the correct original node label - w.r.t. two dimensions, namely the percentage of removed nodes and $\alpha$. In particular, the figure underlines an overall high accuracy (between 0.8 and 0.7) even if the removal involves the 25% of nodes; then, we do not expect that a meso-scale approach can produce reliable results, even in case of highly homophilic node-label setups.

Figure 5a shows a comparison between EVA and other node clustering strategies when applied to the node label prediction task. Indeed, the alternative strategies tested, namely INFOMAP (Rosvall and Bergstrom 2008), LEIDEN and LOUVAIN, were not explicitly designed (or extended) to address this specific task. As for EVA, the label of each unlabeled node will be the majority one of the community it belongs to. Moreover, we compare the selected approaches against a local baseline, namely the ego-networks decomposition of the original graph: we extract the ego-networks of unlabeled nodes, then we follow the same rationale discussed so far to predict the labels, i.e., using the most frequent value among the direct neighbours. Such a local approach provides a strict boundary to homophilic behaviours, and it is expected to perform well in case of high label assortativity values around unlabeled nodes. Indeed, the obtained results suggest that ego-networks perform better compared to the other approaches, while EVA ranks first among the community discovery ones. We can explain it by observing Fig. 5b, where the local assortativity distribution (Peel et al. 2018) is shown. Newman’s assortativity coefficient (Newman 2003) is a global score that describes the whole network without considering outliers and possibly different mixing patterns. Local assortativity computes
a homophilic score for each node by considering a local neighbourhood defined by the probability that a random walker with restart reaches a node starting from a target one. In the specific case of Cora, both global assortativity coefficient ($r = 0.76$) and the plotted local one reflect the same results: nodes tend to be highly connected to peers sharing the same label. This specific scenario facilitates local approaches such as the one implemented by ego-networks because the highly homophilic patterns around nodes ensure the reduction of noise when predicting missing labels. It is simpler for the ego-networks to reach a better result compared to the approaches that focus on the discovery of a wider cluster, e.g., the meso-scale network level.

In Fig. 5c-d the prediction task is replicated on a different network, Web spam, which presents a different local assortativity distribution. In such a scenario, the predictive power of ego-networks is reduced: the prediction is subject to an increased degree of noise due to the absence of a strongly biased local assortativity distribution peaked towards 1.

**Related work**

A survey of two main topics is needed to provide a full context for the present work, i) the state-of-art of attribute-aware community discovery techniques and ii) a brief overview of the node label prediction task.

**Labeled community discovery.** As remarked by a recent survey about the topic (Chunaev 2020), a widely accepted classification schema for labeled community discovery algorithms was taken into little consideration so far. In several comparative studies (Bothorel et al. 2015; Falih et al. 2018), algorithms have been classified according to the different techniques leveraged by their authors to combine topology and semantic levels, usually grouping them in three general families: i) topological-based, ii) attributed-based and iii) hybrid approaches. Such taxonomies focus primarily on how performing the clustering step – either i) attaching or ii) merging the attribute information to the topological
one, or iii) using a posterior ensemble method. Nevertheless, when the clustering step is
made constitutes the main policy for categorizing algorithms in Chunaev (2020): different
methods are grouped according to the moment when structure and attributes are fused
(before, during and after the clustering phase), distinguishing between i) early fusion, ii)
simultaneous fusion and iii) late fusion methods.

In the following, we review some of the most popular (and interesting to us) labeled
community discovery algorithms, while demanding detailed information about them
is left to the specific paper they introduce them. SAC2 (Dang and Viennet 2012),
SToC (Baroni et al. 2017) and SA-Cluster (Zhou et al. 2009) are early-fusion meth-
ods. According to the technique used, we can distinguish them between those weighting
the edges according to the semantic similarity between nodes (SAC2) or using a node-
augmented graph (SA-Cluster) or a distance function (SToC). SA-Cluster is one of
the first approaches proposed in the literature. It exploits a graph augmentation technique
before the clustering step: a new set of nodes representing the pair attribute - attribute
value is created, and an edge is added if a structure node (i.e., an original node) is labeled
with that pair; then, a neighbourhood random walk model is used to measure node prox-
imity. A similar approach is proposed in SAC2, where a k-NN graph is created to connect
nodes not only according to the structure. Each node in the k-NN graph is connected to
its $k$ most similar nodes, where the similarity is calculated based on a linear combination
of structure information (e.g., links) and an attribute similarity function. Thus, a standard
community discovery algorithm (e.g., LOUVAIN) is executed on the k-NN graph. SToC
was used as a competitor in the current study: in addition to the description given in
“Analytical results: single-nominal and multi-nominal” section, SToC is one of the fastest

![Fig. 5 Prediction accuracy comparisons and network local assortativity distributions: a b Cora, c d Web spam](image)
approaches in literature in terms of time complexity and data-structure employment, and it is able to deal both with categorical and quantitative attributes.

I-Louvain (Combe et al. 2015) and SAC1 (Dang and Viennet 2012) are two examples of *simultaneous fusion* methods. They are the most similar approaches to EVA, because they complement an attribute-aware criterion to modularity, i.e., a semantic distance function in SAC1 (as described in “Analytical results: single-nominal and multi-nominal” section) and a measure called *inertia* in I-Louvain. The I-Louvain approach deals only with quantitative attributes, so it was not possible to compare it with EVA. Probabilistic model-based methods are other *simultaneous fusion* techniques. They assume that structure and attributes are generated according to chosen distributions, translating the attribute-aware community discovery task into a probabilistic inference problem. For instance, BAGC (Xu et al. 2012) adopts a Bayesian criterion to infer the parameters that best fit the graph given in input. CESNA (Yang et al. 2013), built on top of the probabilistic generative process of the BigCLAM overlapping (non attributed) community detection algorithm (Yang and Leskovec 2013), treats node attributes as latent variables.

Finally, another approach is to *switch* between structure-only or attribute-only clustering algorithms according to the clear or ambiguous relations between topology and attributes: it is the rationale behind some *late-fusion* approaches, as the Selection method (Elhadi and Agam 2013), where LOUVAIN (structure selection) or K-Means (MacQueen and et al. 1967) (attribute selection) are performed after an evaluation of the boundary between clear and ambiguous structure based on the estimation of an *empirical* mixing parameter $\mu$ to compare with the *synthetic* one used in the LFR benchmark (Lancichinetti et al. 2008).

**Node label prediction.** To show the usefulness of EVA as a tool for accomplishing complex network analysis tasks, in “EVA as a tool: node label prediction” section we leveraged it to predict the label of incomplete nodes. Community discovery is not explicitly designed to perform node classification. Such a task is mainly addressed by graph-based machine learning techniques or approaches within the Statistical Relational Learning framework, or more recently employing embedding methods. As our attribute-aware clustering definition, these methods assume network homophily, but the approaches are different and not easily comparable. For instance, input requests are different. EVA works with labeled datasets as those introduced in this work: a single-categorical scenario or a multi-categorical one where few attributes are considered. The other methods often need a long set of attributes or vectors of features.

For a first distinction, as the one proposed in Bhagat et al. (2011), we mention the existence of methods based on the iterative application of traditional classifiers (a Decision Tree, a Naive Bayes…) (Bhagat et al. 2007) as well as those based on semi-supervised learning (Zhu et al. 2003). The former ones use link information as features; the latter ones exploit information encoded in the link structure for labeling nodes. Another method is to create models characterizing the correlations between the objects that are described by the data. The models within the context of the Statistical Relational Learning are represented by a joint probability distribution of label assignments over nodes of the graph (Taskar et al. 2001): the learnt models are then used to perform inference. More recently, several learning frameworks can achieve successful results using a low-dimension representation of complex networks. The embeddings of nodes are created
from graph topology and from the attributes of the local neighbourhood of each node, as in GraphSAGE (Hamilton et al. 2017).

**Conclusion**

In this paper, we presented EVA, an attribute-aware node clustering approach that optimizes both topological and attribute-homophilic criteria through a linear combination of modularity and purity. Analytical results show that EVA maintains high modularity scores while identifying clusters of homogeneous labeled nodes – both in single-nominal and in multi-nominal attribute scenarios.

Moreover, EVA can handle ordinal attributes. In such regard, we discussed how our strategy improves state-of-art knowledge about word clustering. We addressed the discovery of semantic/phonological domains in semantic/phonological networks, finding which psycholinguistic properties of words behave as homophilic glue in a semantic/phonological network and which do not, because they disrupt modularity trends. We hope these results could be interesting for all those approaches studying language phenomena as complex networks, such as in the emerging field of cognitive network science (Siew et al. 2019), where linguistic systems could be used as a tool to relate language disorders to cognitive impairments.

Finally, we used the node label prediction task to validate EVA performances. We obtained high accuracy scores while exploiting the trade-off between meso-scale connectivity and homogeneity; moreover, our results suggest that different mixing patterns have some effects on the results. Thus, as future works, we plan to properly investigate the relations between homogeneity and assortativity in node-attributed networks. We will aim to design a comprehensive framework able to leverage potentially strict relations between cluster homogeneity and assortative patterns in related complex network analysis tasks.
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