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ABSTRACT
Cylindrical algebraic decomposition (CAD) plays an important role in the field of real algebraic geometry and many other areas. As is well-known, the choice of variable ordering while computing CAD has a great effect on the time and memory use of the computation as well as the number of sample points computed. In this paper, we indicate that typical CAD algorithms, if executed with respect to a special kind of variable orderings (called “the perfect elimination orderings”), naturally preserve chordality, which is an important property on sparsity of variables. Experimentation suggests that if the associated graph of the polynomial system in question is chordal (resp., is nearly chordal), then a perfect elimination ordering of the associated graph (resp., of a minimal chordal completion of the associated graph) can be a good variable ordering for the CAD computation. That is, by using the perfect elimination orderings, the CAD computation may produce a much smaller full set of projection polynomials than by using other naive variable orderings. More importantly, for the complexity analysis of the CAD computation via a perfect elimination ordering, an \((m,d)\)-property of the full set of projection polynomials obtained via such an ordering is given, through which the “size” of this set is characterized. This property indicates that when the corresponding perfect elimination tree has a lower height, the full set of projection polynomials also tends to have a smaller “size”. This is well consistent with the experimental results, hence the perfect elimination orderings with lower elimination tree height are further recommended to be used in the CAD projection.
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1 INTRODUCTION
Cylindrical algebraic decomposition (CAD) has been widely used in real algebraic geometry and beyond since it was introduced by Collins in 1975 [13]. A CAD of an Euclidean space \( \mathbb{R}^n \) for a given polynomial set \( P \subseteq \mathbb{Z}[x_1, \ldots, x_n] \) is a cylindrical partition of the space \( \mathbb{R}^n \) so that every polynomial in the set \( P \) is sign-invariant in each component (called “cell”) of this partition. There are many CAD algorithms and their variants, see for example [4, 5, 7, 9, 13, 14, 18–22, 25, 26, 31]. A typical CAD algorithm usually contains two parts: the projection part and the lifting part. In the projection part, one eliminates the variables of the polynomial set \( P \) successively in some order. Then the sample points obtained in some one-dimensional space via the full set of projection polynomials are lifted step-by-step to sample points in the original \((n\text{-dimensional})\) space during the lifting part and each sample point in \( \mathbb{R}^n \) represents a cell of the CAD.

It is long known that the variable ordering used in the projection part has a great effect on the time and memory use of the CAD computation as well as the number of sample points computed. There are many researches focusing on the problem of choosing a good variable ordering for the CAD computation. For instance, in [3, 6, 16], various heuristics are provided to suggest a relatively good variable ordering based on different rules. Latter in [10, 17, 23], the methods based on machine learning and artificial neural network are used to choose a good variable ordering for CAD computation.

The present paper is inspired by the previous work [8, 12, 27, 28] on combining the chordal structure with triangular decomposition of polynomial sets. In [12], based on the computation of triangular decomposition, Cifuentes and Parrilo compute the chordal network of a polynomial set by exploiting the chordal structure of its associated graph. Latter in [27], Mou et al. indicate that Wang’s algorithm and a subresultant-based algorithm, both in top-down style, for computing the triangular decomposition of a polynomial set preserve the chordal structure. And another subresultant-based algorithm for computing the regular decomposition in the same style is also proved to preserve the chordal structure. Then in [28] by Mou and Lai, it is proved that Wang’s algorithm for computing the simple decomposition of a polynomial set in top-down style preserves the chordal structure of the polynomial set as well. Recently in [8], Chen proves that an incremental algorithm for computing the triangular decomposition of a polynomial set preserves the chordal structure, too. On the contrary, Cifuentes and Parrilo indicate that the computation of Gröbner basis of a polynomial set seems to violate the chordal structure [11].

In this paper we take advantage of the chordal structure of the associated graph of a polynomial set while computing CAD for...
this set to exploit its variable sparsity. We first indicate that all the basic operations usually used in the CAD projection algorithms, such as resultant, discriminant, subresultant, etc, preserve chordal structures. Based on this, it is an easy corollary that typical CAD algorithms naturally preserve chordal structures (if executed with respect to a perfect elimination ordering), thus also the variable sparsity pattern embedded in the chordality. Some experimental results show that a perfect elimination ordering of a chordal structure of the polynomial set in question may be a good variable ordering for computing CAD compared with other naive ones. More importantly, for the complexity analysis of the CAD computation via a perfect elimination ordering, an \((m, d)\)-property for the full set of projection polynomials obtained by using such an ordering is provided, through which the "size" of this set is characterized. According to that property, when the corresponding perfect elimination tree has a lower height, the full set of projection polynomials tends to have a smaller "size". This is further supported by some experimental results. And because of that, the perfect elimination orderings with lower elimination tree height are further recommended while computing the CAD projection.

The rest of this paper is organized as follows: Section 2 includes some basic definitions. In Sections 3 and 4, we prove that typical CAD algorithms preserve the chordal structure of the associated graph of the polynomial set in question. In Section 5, the "size" of the full set of projection polynomials obtained in accordance with a perfect elimination ordering is characterized via an \((m, d)\)-property, while Section 6 is devoted to showing the effectiveness of our approach by some examples from applications. Section 7 concludes the paper.

2 PRELIMINARIES

Denote by \( \mathbb{K}[x] = \mathbb{K}[x_1, \ldots, x_n] \) the polynomial ring in variables \( x_1, \ldots, x_n \) with coefficients in a domain \( \mathbb{K} \). For any \( x_k \), a nonzero polynomial \( f \in \mathbb{K}[x] \) can be written in the form \( f = \sum_{\nu=0}^{\infty} a_{\nu} x_k^\nu \) with \( a_0 \neq 0, a_1, \ldots, a_0 \in \mathbb{K}, x_1, \ldots, x_\nu, \ldots, x_n \) and \( s \in \mathbb{Z}_\geq 0 \). The number \( s \) is called the degree of \( f \) with respect to \((w.r.t.)\) the variable \( x_k \) and is denoted by \( \deg(f, x_k) \), while those \( a_i \)'s are called the coefficients of \( f \) w.r.t. \( x_k \) and they form a set \( \text{coeff}(f, x_k) = \{a_0, a_1, \ldots, a_\nu\} \). In particular, we call \( a_0 \) the leading coefficient of \( f \) w.r.t. \( x_k \) and denote it by \( \lambda(f, x_k) \). The content of \( f \) w.r.t. \( x_k \), denoted by \( \text{cont}(f, x_k) \), refers to the GCD of the coefficients \( a_0, a_1, \ldots, a_\nu \). The polynomial \( f \) is called primitive w.r.t. \( x_k \) if \( \text{cont}(f, x_k) = 1 \) while the polynomial \( f/\text{cont}(f, x_k) \) is defined to be the primitive part of \( f \) w.r.t. the variable \( x_k \). In addition, we denote by \( \text{cont}(F, x_k) \) the set of those non-constant contents of the elements of a polynomial set \( F \).

In the following, we recall the definition of the associated graph of a polynomial set and the concept of chordal graph. Let \( f \) be a polynomial in \( \mathbb{K}[x] \) and denote by \( \var(f) \) the set of variables which appear in \( f \). For a polynomial set \( F \), we define \( \var(F) = \bigcup_{f \in F} \var(f) \). Then we have the following definition:

**Definition 2.1.** ([27], Def.1) Let \( F \in \mathbb{K}[x] \) be a finite polynomial set. The undirected graph with the vertex set \( \var(F) \) and the edge set \( \{(x_i, x_j) \mid \exists f \in F, x_i, x_j \in \var(f)\} \) is called the associated graph of \( F \) and is denoted by \( \mathcal{G}(F) \).

**Remark 1.** If \( \var(F) = \emptyset \), then \( \mathcal{G}(F) \) is the empty graph.

**Example 2.2.** Set \( F_1 = \{x_1 x_3 - 1, x_1 x_2 - 1, x_2 x_3 - 1\} \) and \( F_2 = \{y_1^4 - 1, y_2^4 + y_3, y_2^4 + y_3, y_2^4 + y_4\} \). Then the associated graphs \( \mathcal{G}(F_1) \) and \( \mathcal{G}(F_2) \) of them are shown in Fig. 2 and Fig. 3, respectively.

![Figure 2: \( \mathcal{G}(F_1) \)]  
![Figure 3: \( \mathcal{G}(F_2) \)]

**Definition 2.3.** ([2]) Let \( G = (V, E) \) be a graph with \( V = \{x_1, \ldots, x_n\} \). An ordering of the vertices \( x_1 > x_2 > \cdots > x_n \) is called a perfect elimination ordering if for each vertex \( x_i \), the induced subgraph with the vertex set \( \{x_1 \cup \{x_k \mid x_k < x_i, (x_k, x_i) \in E\} \) is a clique. A graph \( G \) with a perfect elimination ordering is said to be chordal.

The graphs \( \mathcal{G}(F_1) \) and \( \mathcal{G}(F_2) \) in Fig. 2 and Fig. 3 are both chordal graphs. In the graph \( \mathcal{G}(F_1) \), any vertex ordering is a perfect elimination ordering. The graph \( \mathcal{G}(F_2) \) is a tree, we know that trees are chordal with perfect elimination orderings obtained by randomly pruning the leaves.

**Definition 2.4.** ([11]) Let \( G = (V, E) \) be a graph, a chordal completion of \( G \) is a chordal graph \( \hat{G} = (\hat{V}, \hat{E}) \) such that \( G \) is a subgraph of \( \hat{G} \), i.e. \( V \subset \hat{V} \) and \( E \subset \hat{E} \). We call \( \hat{G} \) a minimal chordal completion of \( G \), if any subgraph of \( \hat{G} \) is not a chordal completion of \( G \).

For a given graph, there are some known algorithms, e.g. the elimination game algorithm in [29], to find one of its chordal completions and a corresponding perfect elimination ordering of that chordal completion.

**Definition 2.5.** Given a polynomial set \( F \subset \mathbb{K}[x] \), a graph \( G \) is a chordal structure of \( F \) if \( G \) is a chordal completion of \( \mathcal{G}(F) \). In particular, if \( \mathcal{G}(F) \) is a chordal structure of \( F \), then \( F \) is said to be chordal. For convenience, any chordal graph is regarded as a chordal structure of \( \mathcal{G}(F) \) if \( \var(F) = \emptyset \).

3 BASIC OPERATIONS PRESERVING CHORDAL STRUCTURE

The propositions presented in this section show that some basic polynomial operations, such as discriminant, resultant and subresultant, preserve the chordal structure. Then it is reasonable that any algorithm, containing only these operations, also preserves the chordal structure. Now that the chordal structure is preserved by the algorithm, the variable sparsity embedded in the chordal structure is preserved as well. Later we will see the advantages of preserving such a sparsity pattern during the computation of CAD.

For any \( f, g \in \mathbb{K}[y, x] = \mathbb{K}[y_1, \ldots, y_m, x] \), we denote by \( \text{diag}(f, x) \) the discriminant of \( f \) w.r.t. \( x \), and set \( \text{res}(f, g, x) \) to be the Sylvester resultant, \( S_j \) to be the \( j \)-th subresultant and \( S_{m+1}, S_m, S_{m-1}, \ldots, S_0 \)
to be the subresultant chain of $f$ and $g$ w.r.t. $x$, respectively. Then we have

**Proposition 3.1.** Let $f$ be a polynomial in $\mathbb{K}[y, x]$ and $G = (V, E)$ a chordal structure of the set $\{f\}$, then $G$ is a chordal structure of the set $\mathcal{S} = \operatorname{coeff}(f, x) \cup \{\operatorname{cont}(f, x), \operatorname{disc}(f, x)\}$. In particular, $G$ is a chordal structure of the set $\{1c(f)\}$.

**Proof.** Since $\var(\mathcal{S}) \subseteq \var(f)$, $\mathcal{H}(\mathcal{S})$ is a subgraph of $\mathcal{H}(\{f\})$, which is a subgraph of $G$. \hfill $\Box$

**Proposition 3.2.** Let $f, g$ be polynomials in $\mathbb{K}[y, x]$ and $G = (V, E)$ a chordal structure of the set $\{f, g\}$. If there is a perfect elimination ordering of $G$ such that $x > y_1$ for any $y_1 \in \mathcal{Y}$, then $G$ is a chordal structure of the set $\mathcal{S} = \{\mathcal{R}(f, g, x), S_{\mu+1}, S_{\mu}, S_{\mu-1}, \ldots, S_0\}$.

**Proof.** Since $x > y_1$ for any $y_1 \in \mathcal{Y}$, $\var(\mathcal{S}) \subseteq \var(f, g) \subseteq X_x$ with $X_x = \{x\} \cup \{z \in V \mid z < x, (x, z) \in E\}$. A clique of $G$. So $G$ is a chordal completion of the graph $\mathcal{H}(\mathcal{S})$. \hfill $\Box$

**Proposition 3.3.** If a finite set $A \subset \mathbb{K}[x]$ has a chordal structure $G$, then $G$ is also a chordal structure of the set $\mathcal{F}(A)$ and the set $A \cup \mathcal{F}(A)$.

**Proof.** Clearly we have $\var(\mathcal{F}(A)) \subseteq \var(A)$. Since any polynomial in $\mathcal{F}(A)$ is either a polynomial in $A$ or a factor of a polynomial in $A$, $\mathcal{H}(\mathcal{F}(A))$ is a subgraph of $\mathcal{H}(A)$, which is again a subgraph of $G$. \hfill $\Box$

### 4 CAD PROJECTIONS WITH PERFECT ELIMINATION ORDERINGS

In this section, we first prove that some well-known CAD algorithms, with the projection operators used in them preserving the chordal structure, also preserve the chordal structure themselves if the projection is done in accordance with a perfect elimination ordering. Based on this, the perfect elimination orderings are recommended while computing the CAD projection. Then, through two examples, we compare the size of the full sets of projection polynomials obtained by the CAD algorithms with respect to perfect elimination orderings and other random variable orderings. The examples show that the perfect elimination orderings can result in much smaller polynomial sets than other naive ones do.

A key concept in the CAD algorithms is the projection operator. In an abstract sense, the projection operator $\operatorname{Proj}$ is a mapping which maps an $n$-dimensional polynomial set $P$ containing some variable $x$ to an $(n-1)$-dimensional polynomial set $P'$ such that $x \not\in \var(P')$ and any $P'$-sign-invariant CAD of $\mathbb{R}^{n-1}$ can be induced by a $P$-sign-invariant CAD of $\mathbb{R}^n$. The projection procedure of $P$ with variable ordering $x_0 > \cdots > x_1$ is defined to be the sequence of polynomial sets $\{P_0, P_1, \ldots, P_k\}$, where $P_0 = P$ and each $P_i = \operatorname{Proj}(P_{i-1}, x_{i+1})$ is a set of polynomials in $x_1, \ldots, x_i$ for $i = n - 1, \ldots, 1$. In particular, we call $P_0, \ldots, P_1$ the projection polynomial sets w.r.t. the ordering $x_0 > \cdots > x_1$.

The projection operator introduced by Collins is defined to be a union of some coefficients, some results, some discriminants and some subresultants with respect to a fixed variable $x$. Many improved projection operators are obtained by simplifying Collins’ projection operator.

**Proposition 4.1.** Set $A \subset \mathbb{K}[y, x]$ to be a polynomial set. Suppose that a projection operator $\operatorname{Proj}(A, x)$ only consists of some coefficients, contents, resultants, discriminants and some subresultants of the polynomials in $A \cup \mathcal{F}(A)$ w.r.t. $x$ and $G$ is a chordal structure of $A$ with a perfect elimination ordering such that $x > y_i$ for any $y_i \in \mathcal{Y}$, then $G$ is also a chordal structure of the polynomial set $\operatorname{Proj}(A, x)$.

**Proof.** Set $f \in \operatorname{Proj}(A, x)$. If $f$ is the discriminant, the content or a coefficient of a polynomial in $A \cup \mathcal{F}(A)$, then $G$ is a chordal structure of $\{f\}$ by Prop. 3.3 and Prop. 3.1. If $f$ is a resultant or a subresultant of two polynomials in $A \cup \mathcal{F}(A)$, then by Prop. 3.3 and Prop. 3.2, the same conclusion holds. Hence $G$ is a chordal structure of any $f \in \operatorname{Proj}(A, x)$, thus also a chordal structure of the set $\operatorname{Proj}(A, x)$. \hfill $\Box$

**Proposition 4.2.** Set $A \subset \mathbb{K}[x]$ to be a polynomial set. Suppose the graph $G$ is a chordal structure of $A$ and $x_n > \cdots > x_1$ is a perfect elimination ordering of $G$. If a projection operator $\operatorname{Proj}(S, \cdot)$, with $S$ the polynomial set on which it operates, consists of some coefficients, contents, resultants and some subresultants of the polynomials in $S \cup \mathcal{F}(S)$ and $\{P_0 = A, P_{n-1}, \ldots, P_1\}$ is a projection procedure of $A$ obtained via the projection ordering $x_n > \cdots > x_1$, then $G$ is a chordal structure of any $P_i, i = 1, \ldots, n$.

**Proof.** The proof is inductive on the index $i$: If $i = n$, then $P_1 = A$, the conclusion holds. Suppose that $G$ is a chordal structure of $P_k$ for some $k \leq n$. Since $P_{k-1} = \operatorname{Proj}(P_k, x_k)$, $G$ is a chordal structure of $P_{k-1}$ by Prop. 4.1. The proposition is proved. \hfill $\Box$

As can be seen from above, the original projection operator and most of the improved projection operators used in the CAD algorithms preserve the chordal structure of a polynomial set. For this reason, when the polynomial system is sparse and with the chordal structure, the perfect elimination orderings of that chordal structure are recommended while computing the CAD projection in order to preserve the chordal structure (as well as the sparsity embedded in the chordal structure) of the system. In this way, the growth of the size of the polynomial sets obtained during the projection can possibly be reduced.

In the following we take care of two popular projection operators and indicate that they preserve the chordal structure.

**Definition 4.3.** ([25]) Let $A \subset \mathbb{Z}[x]$ be a finite polynomial set containing at least two variables. McCallum’s projection operator $\operatorname{Proj}_{\text{mc}}(\cdot, \cdot)$ is defined as follows: Let the polynomial set $B$ be the finest squarefree basis of all the primitive parts of the elements of $A$ with positive degrees, then

$$\operatorname{Proj}_{\text{mc}}(A, x_n) = \operatorname{cont}(A, x_n) \cup \bigcup_{f, g \in B, f \neq g} \{\mathcal{R}(f, g, x_n)\} \cup \bigcup_{f \in B} \{\operatorname{coeff}(f, x_n) \setminus \{0\}\} \cup \{\operatorname{disc}(f, x_n)\}.$$

Since $B \subset \mathcal{F}(A)$, Prop. 4.2 holds for the operator $\operatorname{Proj}_{\text{mc}}$. Indeed, by Prop. 3.3 and Prop. 4.1, each set in the projection procedure of any $A \subset \mathbb{Z}[x]$ obtained by the operator $\mathcal{F}(\operatorname{Proj}_{\text{mc}}(\cdot, \cdot))$ preserves the chordal structure of $A$ as well.
Example 4.4. Consider the quantified formula below:
\[\exists x_1, \ x_1 + x_4 > 0 \land x_2 + x_4 \geq 0 \land x_3^2 + x_2 < 0\]

The CAD-based methods solving this example rely on constructing a CAD for the set of polynomials
\[F = \{ x_1 + x_4, x_2 + x_4, x_3^2 + x_2, x_3^3 + x_1, x_5 + x_2, x_5 + x_1 + x_2 \}.\]
The associated graph of F is a chordal graph, shown in Fig. 3.

![Figure 3: \(G(F)\)](image)

We successively use the operator \( \mathcal{F}(\text{Proj}_{\text{inc}}(\cdot, \cdot)) \) in accordance with the perfect elimination ordering \( x_4 > x_5 > x_3 > x_2 > x_1 \) and obtain a projection procedure:
\[F' = \mathcal{F}(\text{Proj}_{\text{inc}}(F, x_4)),\]
\[F'' = \mathcal{F}(\text{Proj}_{\text{inc}}(F', x_5)) = \{ x_1, x_2, x_3^2 + x_2 + x_2, x_3^3 + x_1, x_5 + x_2, x_5 + x_1 + x_2 - x_2 \},\]
\[F''' = \mathcal{F}(\text{Proj}_{\text{inc}}(F'', x_3)) = \{ x_2 + x_2, x_3^3 + x_1 - x_2, x_1 + x_2, x_1 + x_2, x_1, x_2 \},\]
\[F'''' = \mathcal{F}(\text{Proj}_{\text{inc}}(F''', x_2)) = \{ x_2 + x_2, x_2, x_3^3 + x_2^2 + x_2^2 \},\]
\[F''''' = \mathcal{F}(\text{Proj}_{\text{inc}}(F'''', x_2)) = \{ x_1, x_1 + 1, x_1 - 1 \}.\]

When a random variable ordering, say, \( x_1 > x_2 > x_3 > x_4 > x_5 \) is used instead, we finally obtain:
\[F'''''' = \{ x_5 - x_5, x_5 + 1, x_5 - 5, x_5 - 8, 4x_5 - 1, 2x_5 - 1, 2x_5 - 2, 2x_5 - 3, x_5 - 4, 3x_5 - 1, x_5^2 + x_5 + 1, x_5^2 - x_5 + 1, x_5^2 - 3x_5 - 4, x_3^2 - x_3^2 + 2x_3 - 1, x_5^3 - 3x_5^3 + 2x_5^2 + 2x_5 - 1, x_4^4 + 3x_4^3 + 2x_4^2 + 2x_5^2 + 2x_5 - 1, - x_4^3 + 3x_4^2 - 3x_5 + 1, x_4^5 - 3x_4^2 + 2x_4^2 - 6x_4^2 + 9x_5 + 1 \}.\]

The above process presents the results of the computation with respect to two specific variable orderings, while Table 1 shows the experimental results with respect to two classes of variable orderings with the first two maximal variables being \( x_4 > x_5 > \cdots \) and \( x_1 > x_2 > \cdots \), respectively. Therein, the “PEO” column shows whether the variable orderings with the corresponding maximal variables in the “Max-Var” column are perfect elimination orderings or not. By \( \#\text{proj} \) we denote the sum of the size of those projection polynomial sets obtained in the CAD projection w.r.t. a variable ordering. Finally, the “avg” column shows the average of those \( \#\text{proj} \) values with respect to the six orderings corresponding to each pair of maximal variables.

For this example, it is true that the CAD projection tends to generate fewer polynomials when a perfect elimination ordering is used instead of a random one.

| x_4 > x_5 > \cdots | Max-Var | PEO | \#proj | avg |
|-------------------|---------|-----|--------|-----|
| yes               | 21      | 20  | 21     | 20.7|
| no                | 53      | 74  | 34     | 48.8|

| x_1 > x_2 > \cdots | Max-Var | PEO | \#proj | avg |
|-------------------|---------|-----|--------|-----|
| yes               | 13      | 13  | 13     | 12.7|
| no                | 26      | 25  | 35     | 33.3|

Table 1: Different variable orderings in Example 4.4.

Definition 4.5. ([5]) Let \( A \subset \mathbb{Z}[x] \) be a square-free basis \([13]\) with at least two variables. Brown’s projection operator \( \text{Proj}_{\text{br}}(\cdot, \cdot) \) is defined as follows: Set \( B = \{ f \in A \mid x_n \in \text{var}(f) \} \), then
\[\text{Proj}_{\text{br}}(A, x_n) = \text{cont}(A, x_n) \cup \bigcup_{f \in B, f \neq g} \{ \text{res}(f, g, x_n) \} \bigcup \{ \text{lcm}(f, x_n), \text{dia}(f, x_n) \}.\]

Similarly, Prop. 4.2 holds for Brown’s operator \( \text{Proj}_{\text{br}}. \) Also, by Prop. 3.3 and Prop. 4.1, each set in the projection procedure of any \( A \subset \mathbb{Z}[x] \) obtained by the operator \( \mathcal{F}(\text{Proj}_{\text{br}}(\cdot, \cdot)) \) preserves the chordal structure of \( A \) as well.

Example 4.6. Let \( F = \{ x_1 + x_2 + 2, x_2 x_3 + 2 x_3 + 2 x_1, x_1 x_4 + 2 x_4 + x_3 - 1, x_4 + 2 x_5 \} \) be a square-free basis. The associated graph \( G(F) \) of \( F \) is a chordal graph with \( x_1 > x_2 > x_3 > x_4 > x_5 \) a perfect elimination ordering. As in Example 4.4, by successively applying the operator \( \mathcal{F}(\text{Proj}_{\text{br}}(\cdot, \cdot)) \) in that order, we can finally obtain the full set of projection polynomials:
\[\{ x_4 + 1, x_4 + x_1 - 1, x_4 - 2 \}.\]

If a random projection ordering, say, \( x_2 > x_3 > x_4 > x_1 \), which is not a perfect elimination ordering, is used in the CAD projection, then we will finally obtain the following polynomial set:
\[\{ x_1, 5 + 4x_1, 9 + 8x_1, 25 + 2x_1, 1 + 1, x_1 + 2, x_1 + 3, 3x_1 + 4, 2x_1 + 5, 32x_1^2 + 56x_1 + 25, 20x_1^2 + 44x_1 + 25, 13x_1^2 + 34x_1 + 25, 4x_1^2 + 24x_1^2 + 44x_1 + 25, 4x_1^2 - 71x_1^2 - 172x_1 - 100, x_1^2 + 4x_1 + 5, x_1^4 + 7x_1^3 + 21x_1^2 + 34x_1 + 25 \}.\]

| Max-Var | PEO | \#proj | avg |
|---------|-----|--------|-----|
| x_1 > \cdots | yes | 13 | 13 | 13 | 12.7 |
| x_2 > \cdots | no | 26 | 35 | 37 | 36 | 41 |
| x_3 > \cdots | no | 14 | 22 | 15 | 17 |
| x_4 > \cdots | yes | 12 | 19 | 14 | 16 |

Table 2: Different variable orderings in Example 4.6.

Moreover, the sum of the size of the projection polynomial sets obtained via each of the 24 variable orderings is shown in Table 2. Again we see that, when the perfect elimination orderings are used, the CAD projection may yield smaller polynomial sets than it does when other kind of variable orderings are used instead.
5 COMPLEXITY ANALYSIS: THE “SIZE” OF THE PROJECTION POLYNOMIALS

In this section, we discuss the complexity of the CAD computation via a perfect elimination ordering by giving a new estimate of the “size” of the full set of projection polynomials obtained via that ordering. The results in this section are obtained by the method of Bradford et al. [4], based on which they estimate the growth of the “size” of the projection polynomials.

For a set of polynomials \( A \subset \mathbb{Z}[x] \), the combined degree [24] of \( A \) refers to the number \( \max_{x \in \text{var}(A)} \deg([A, x]) \), where \([A, x]\) is the product of all the polynomials in \( A \). And we say the set \( A \) has the \((m, d)\)-property [4] if it can be partitioned into at most \( m \) pairwise disjoint subsets, each with combined degree at most \( d \). This type of properties are useful while tracking the size of the projection polynomials.

The following lemma estimates the growth of the “size” of the projection polynomial sets while using the operator \( \text{Proj} \).

**Lemma 5.1.** ([4], Lemma 11, Corollary 12) Suppose \( A \subset \mathbb{R}[x] \) is a set of polynomials with the \((m, d)\)-property and \( x \in \text{var}(A) \), then the set \( \text{Proj}_{\text{inc}}(A, x) \) has the \((M, 2d^2)\)-property with \( M = \left\lceil \frac{(m+1)^2}{2} \right\rceil \). If \( m > 1 \), then the set \( \text{Proj}_{\text{inc}}(A, x) \) has the \((m^2, 2d^2)\)-property.

In Subsection 5.1 we recall the general complexity analysis for CAD while in Subsection 5.2 we provide the complexity analysis with respect to the case where a perfect elimination ordering is used during the CAD projection.

5.1 Complexity Analysis for CAD with General Variable Ordering

In Table 3 ([4] Table 1), Lemma 5.1 is applied recursively to estimate the growth of the pair \((m, d)\) in the \((m, d)\)-property during the CAD projection rendered by the operator \( \text{Proj}_{\text{inc}} \). The “Number” column shows the upper bound of the number of the subsets in a possible partition and the “Degree” column shows the upper bound of the corresponding combined degree of those subsets, and \( M = \left\lceil \frac{(m+1)^2}{2} \right\rceil \).

| Variables | Number | Degree |
|-----------|--------|--------|
| \( n \)   | \( m \) | \( d \) |
| \( n - 1 \) | \( M \) | \( 2d^2 \) |
| \( n - 2 \) | \( M^2 \) | \( 8d^4 \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( n - r \) | \( M^{2^r-1} \) | \( 2^{2^r-1}d^{2^r} \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) |
| 1         | \( M^{2^{n-2}} \) | \( 2^{2^{n-2}-1}d^{2^{n-2}} \) |

The number of the real roots of the product of the polynomials in a univariate polynomial set with the \((m, d)\)-property is at most \( md \). And the number of the corresponding cells in \( \mathbb{R}^1 \) is twice the number of the real roots plus one. Therefore, the total number of the cells in the CAD of \( \mathbb{R}^n \) is at most the product of those \( 2m'd'^* + 1 \), with \( m' \) and \( d' \) taking the corresponding values in the “Number” and the “Degree” columns in Table 3, i.e.

\[
(2md + 1) \prod_{r=1}^{n-1} \left[ 2(2^{2^r-1}M^{2^{2^r-1}}d^{2^{2^r-1}}) + 1 \right].
\]

So the following estimate is obtained:

**Theorem 5.2.** ([4]) The number of the CAD cells in \( \mathbb{R}^n \) obtained by the operator \( \text{Proj}_{\text{inc}} \) is \( O((2d)^{2^{n-1}}M^{2^{n-1}-1}m) \) with \( M = \left\lceil \frac{(m+1)^2}{2} \right\rceil \).

5.2 Complexity Analysis for CAD with Perfect Elimination Ordering

First, we introduce the concept of elimination tree to further exploit the relationship between the variables during the perfect elimination process. For convenience, we assume in this section that all the associated graphs of the polynomial sets are connected.

**Definition 5.3.** ([12] Def. 2.5) Let \( G \) be a chordal graph with a perfect elimination ordering \( x_1 < x_2 < \ldots < x_n \). The elimination tree of \( G \) is the following directed spanning tree: for each \( l \neq 1 \) there is an arc from \( x_l \) toward the largest \( x_p \) that is adjacent to \( x_l \) and \( x_p < x_l \). We will say that \( x_p \) is the parent of \( x_l \) and \( x_l \) is a child of \( x_p \) (we denote by \( \text{child}(x_p) \) the set of all the children of \( x_p \)). Note that the elimination tree is rooted at \( x_1 \).

**Lemma 5.4.** Let \( T \) be the elimination tree of a chordal graph \( G \). If \( x_s < x_t \) and \((x_s, x_t)\) is an edge of \( G \), then there is a path from \( x_t \) to \( x_s \) in \( T \).

**Proof.** If \( x_s \) is the parent of \( x_t \), there is nothing to prove. Otherwise, let \( x_r \) be the parent of \( x_t \). By Def. 5.3, \( x_s < x_r \). Because \((x_s, x_t)\) and \((x_r, x_t)\) are edges of \( G \) which is a chordal graph, \((x_s, x_r)\) is also an edge of \( G \). We are done by repeating the same discussion.

We will see that the path from a node to the root in the elimination tree is exactly the projection path of the polynomials with the variable corresponding to this node being the maximal variable. It is in this way the elimination tree describes the relationships between those variables, and this enables us to give a new complexity analysis.

Let \( A \subset \mathbb{Z}[x] \) be a polynomial set, \( G \) a chordal structure of \( A \) with a perfect elimination ordering \( x_1 < \ldots < x_a \) and \( T \) the elimination tree of \( G \) with respect to that ordering. We denote by \( P_l \) the projection polynomial sets of the operator \( \text{Proj}_{\text{inc}} \), i.e.

\[
P_n = A \quad \text{and} \quad P_l = \text{Proj}_{\text{inc}}(P_{l+1}, x_{l+1}) \quad \text{for} \ n = 1, \ldots, 1.
\]

We define \( T_p \) to be the projection polynomial sets of the operator \( \text{Proj}_{\text{inc}} \) along the elimination tree as follows:

**Definition 5.5.** For each \( 1 \leq p \leq n \) we define

\[
A_p = \{ f \in A \mid \max(\text{var}(f)) = x_p \}
\]

and

\[
T_p = A_p \cup \bigcup_{x_l \in \text{child}(x_p)} \text{Proj}_{\text{inc}}(T_l, x_l).
\]

Note that when \( x_p \) is a leaf of \( T \), \( T_p = A_p \).

**Proposition 5.6.** For \( i = 1, \ldots, n \), we have

\[
\{ f \in T_i \mid x_i \in \text{var}(f) \} = \{ f \in P_i \mid x_i \in \text{var}(f) \}.
\]

Furthermore, we have

\[
\{ f \in \bigcup_i T_i \mid \text{var}(f) \neq \emptyset \} = \{ f \in \bigcup_i P_i \mid \text{var}(f) \neq \emptyset \}.
\]
proof. It is clear that \{ f \in T_l \mid x_i \in \text{var}(f) \} \subset P_l. So we only need to prove that for any \( 1 \leq p \leq n \),
\[
\{ f \in P_p \mid x_p \in \text{var}(f) \} \subset T_p.
\] (2)

When \( p = n \), the claim holds. Assume that the containment (2) holds for \( p = n, n-1, \ldots, k+1 \). In the following we prove that it also holds for \( p = k \). Set \( g \in P_k \) to be a polynomial such that \( x_k \in \text{var}(g) \) and set \( l = \max\{1 \leq i \leq n \mid g \in P_i\} \geq k \). If \( l = n \), then \( g \in A_k \subset T_k \). Otherwise \( l < n \), and \( g \notin P_{l+1} \) but \( g \in P_l \). Suppose that the polynomial \( g \) is constructed from a polynomial \( h \in P_{l+1} \) (or from two polynomials \( h_1, h_2 \in P_{l+1} \)), then we have \( x_{k+1} \in \text{var}(h) \) (resp., \( x_{k+1} \in \text{var}(h_1) \cap \text{var}(h_2) \)). Since \( x_k \in \text{var}(g), x_k \in \text{var}(h) \) (resp., \( x_k \in \text{var}(h_1) \cup \text{var}(h_2) \)). So there is a polynomial (\( h, h_1 \) or \( h_2 \)) that contains both the variables \( x_k \) and \( x_{k+1} \). This means that \( (x_k, x_{k+1}) \) is an edge of \( G \). By Lemma 5.4, there is a path from \( x_{k+1} \) to \( x_k \) in \( T \). On the other hand, \( l + 1 > k \). So by the inductive assumption, (2) holds for \( p = l + 1 \) and we have \( h \in T_{l+1} \) (resp., \( h_1, h_2 \in T_{l+1} \)). Thus \( g \in \text{Proj}_{mc}(T_{l+1}, x_{k+1}) \subset T_l \) with \( g \) such that \( x_k \) is the parent of \( x_{k+1} \) in \( T \). Since \( \max(\text{var}(g)) = x_k, g \) remains unchanged in the projection process along the sub-path from \( x_k \) to \( x_k \) in \( T \) (which is defined by \( G \), therefore, \( T \)).

The above proposition shows that the difference between \( \cup T_i \) and \( \cup P_i \) merely consists of some constants, which make no differences in the CAD computation. So we can estimate the growth of the “size” of the projection polynomials by estimating the “size” of \( T_i \).

Lemma 5.7. For a variable \( x_i \), if the set \( A_p \) has the (\( m, d \))−property and the set \( T_i \) also has this property for each \( x_i \in \text{child}(x_p) \), then \( T_p \) has the \( \left(\lfloor \log(x_p) \rfloor + 1\right)M, 2d^2 \)−property with \( M = \left\lfloor \frac{(m+1)^2}{2} \right\rfloor \)

When \( m > 1 \), the set \( T_p \) has the \( \left(\lfloor \log(x_p) \rfloor + 1\right)m^2, 2d^2 \)−property.

Proof. By Def. 5.5, \( T_p = A_p \cup \bigcup_{x_i \in \text{child}(x_p)} \text{Proj}_{mc}(T_i, x_i) \). For any \( x_i \in \text{child}(x_p) \), the set \( \text{Proj}_{mc}(T_i, x_i) \) has the \( (M, 2d^2) \)−property with \( M = \left\lfloor \frac{(m+1)^2}{2} \right\rfloor \) by Lemma 5.1. And \( A_p \) has the \( (m, d) \)−property.

Since \( m \leq M \) and \( d \leq 2d^2 \), \( A_p \) also has the \( (M, 2d^2) \)−property.

Table 4: Growth of the “size” of the polynomial sets in CAD projection with perfect elimination ordering.

| Height | Number | Degree |
|--------|--------|--------|
| 0      | m      | d      |
| 1      | (\(w+1\))M | 2d^2 |
| 2      | (\(w+1\))^2M | 8d^4 |
| 3      | (\(w+1\))^3M | 128d^8 |
|        | \ldots  | \ldots |
| r      | (\(w+1\))^2r−1M^2r−1 | 2^2r−1d^2r |
|        | \ldots  | \ldots |
| h      | (\(w+1\))^h−1M^h−1 | 2^h−1d^h |

As in Section 5.1, we apply Lemma 5.7 recursively to estimate the growth of the “size” of the sets \( T_i \). The results are shown in Table 4 with \( M = \left\lfloor \frac{(m+1)^2}{2} \right\rfloor \) and \( w = \max_{1 \leq i \leq n}(|\text{child}(x_i)|) \) therein.

This is how one reads the table: a triple \((h', m', d')\) shown in a row means that for any node \( x_i \) with height \( h \) in \( T \), the set \( T_i \) has the \((m', d')\)−property. The main difference of this table from Table 3 is that we replace the number of variables therein by the height of the nodes in the perfect elimination tree. Rigorously, we have

Theorem 5.8. Suppose the set \( A_j \) has the \((m, d)\)−property for any \( 1 \leq i \leq n \). Then for every internal node \( x_i \) with height \( h_i \), the set \( T_i \) has the \((w + 1)^{2h_i − 1}M^{2h_i − 1}, 2^{h_i − 1}d^{2h_i})\)−property with \( w = \max_{1 \leq i \leq n}(|\text{child}(x_i)|) \) and \( M = \left(\frac{(m+1)^2}{2}\right) \).

Note that for a leaf node \( x_i \), the set \( T_i = A_j \) has the \((m, d)\)−property by assumption.

The following theorem gives the upper bound of the number of the CAD cells according to Theorem 5.8 and Prop. 5.6.

Theorem 5.9. If the set \( A_j \) has the \((m, d)\)−property for every \( x_i \), then the number of CAD cells in \( \mathbb{R}^n \) is at most \( \prod_{k=1}^{n} (2K_k + 1) \), where

\[
K_i = \begin{cases} 
md, & \text{if } x_i \text{ is a leaf node} \\
(2(w + 1))^{2h_i − 1}M^{2h_i − 1}d^{2h_i}, & \text{otherwise}
\end{cases}
\]

with \( w = \max_{1 \leq i \leq n}(|\text{child}(x_i)|) \), \( M = \left(\frac{(m+1)^2}{2}\right) \) and \( h_i \) the height of the node \( x_i \) in the tree \( T \).

Comparing Table 4 with Table 3, we can see some significant differences. The first one is that the \((m, d)\)−property is for \( A \) in Table 3, but it is for the subsets \( A_j \subset A \) in Table 4. This means Table 4 (hence Theorem 5.9) may accept a smaller pair \((m, d)\) than Table 3 (resp. Theorem 5.2) does. The second difference is the quantity in the double-exponent: one is the number of variables while the other is the height of the node. In general, the difference between these two is not big. But in the case of sparsity, the latter estimate will be much smaller than the former one. This is consistent with our guess at the very beginning. Also, there is a double exponent with \( w + 1 \geq 2 \) as the base in the new estimate, but note that \( w \) describes the number of branches and the height is lower if there are more branches, and vice versa. So this won’t be too bad for the new estimate.

6 Experiments

In this section, we compare the performance of the CAD computation via perfect elimination orderings and via other random variable orderings by testing some polynomial sets with variable sparsity. As explained before, computing CAD projection via a perfect elimination ordering preserves the chordal structure (as well as the pattern of sparsity embedded in it). This is how we exploit the variable sparsity in the CAD computation. And because of this, the CAD computation via a perfect elimination ordering usually performs better on the examples with variable sparsity.

All tests were conducted on 6-Core Intel Core i7-8750H@2.20GHz with 32GB of memory and ARCH LINUX SYSTEM.

6.1 The Impact of the Tree Height

According to the result in Section 5, the new complexity analysis for the CAD computation via a perfect elimination ordering has two
main differences from the original one for the CAD computation via a general variable ordering: one is the new \((m, d)\)-property and the other is the height of the elimination tree introduced in the formulae. Among them, the impact of the tree height on the new complexity is particularly noteworthy, and the height of the elimination trees with respect to different perfect elimination orderings of the same chordal structure can be different. We recommend not only the perfect elimination orderings as the variable orderings used in the CAD projection, but also the ones among which result in perfect elimination trees of the minimal height. The following example shows how this can be used to reduce the computation.

**Example 6.1.** The following polynomial set forms a lattice reachability problem which is described in [15]:

\[ F_n = \{ x_k x_{k+3} - x_{k+1} x_{k+2} \mid k = 1, 2, \ldots, n - 3 \}, 4 \leq n \in \mathbb{Z}. \]

The associated graph \( \mathcal{G}(F_n) \) of the set \( F_n \) is shown in Fig. 4 and it is obviously already a chordal structure of \( F_n \).

![Figure 4: Associated graph \( \mathcal{G}(F_n) \) of \( F_n \) in Example 6.1.](image)

We consider two different perfect elimination orderings

- \( l_1^n : x_1 > x_2 > x_3 > \ldots > x_{n-1} > x_n \), and
- \( l_2^n : x_1 > \ldots > x[\frac{n-2}{2}] > x_n > \ldots > x[\frac{n-1}{2}] \).

The figures below (Fig. 6 and Fig. 7) show the elimination trees with respect to the ordering \( l_1^n \) and \( l_2^n \), respectively.

![Figure 6: The elimination tree with respect to \( l_1^n \).](image)

![Figure 7: The elimination tree with respect to \( l_2^n \).](image)

Note that the height of the tree in Fig. 6 is \( n - 1 \) and the height of the tree in Fig. 7 is \( \left\lceil \frac{n+1}{2} \right\rceil \). Hence, from the complexity analysis in the last section, \( l_1^n \) can be a better variable ordering. We compute the CAD’s for the polynomial set \( F_n \) by the CAD tools in Mathematica 12 and in Maple 2020. In Mathematica 12, we use the command "CylindricalDecomposition" [30] for the formula \( \bigwedge_{f \in F_n} f \neq 0 \) while in Maple 2020, we use the command "PartialCylindricalAlgebraicDecomposition" [32] for the polynomial \( \prod F_n \) instead. The results are shown in Table 5. We see that the runtime with respect to the ordering \( l_2^n \) with a smaller elimination tree height is much shorter. Also, less sample points are obtained with respect to the ordering \( l_2^n \) (For this example, these two tools give the same number of sample points in each case shown in the table). Both of these are well consistent with the previous complexity analysis.

**Table 5: Comparing the runtime and the number of sample points of the CAD computation via the perfect elimination orderings \( l_1^n \) and \( l_2^n \) with different elimination tree height ("OM" means out of memory).**

| \( n \) | \( l_1^n \) | \( l_2^n \) | Random Orderings |
|--------|-----------|-----------|-----------------|
| 8      | 0.32s     | 0.17s     | 18.13s 28.17s 1.67s |
| Maple 2020 | 0.09s  | 0.04s | 8.80s 3.97s 0.27s |
| #sample | 576       | 236       | 11520 16000 1728 |
| 9      | 1.04s     | 0.33s     | 7.95s 4.66s 43.16s |
| Maple 2020 | 0.28s  | 0.08s | 1.32s 1.04s 24.86s |
| #sample | 1728      | 512       | 5184 3456 23552 |
| 13     | 122s      | 22.4s     | >2h >2h >2h |
| Maple 2020 | 397s  | 29.1s | >2h OM OM |
| #sample | 139968 | 41472   | - - - |
| 14     | 405s      | 74.3s     | >2h >2h >2h |
| Maple 2020 | 1744s | 329s | >2h OM >2h |
| #sample | 419904 | 124416 | - - - |

### 6.2 The Impact of Different Chordal Completions

In practice, the associated graph of a sparse polynomial system is not necessarily a chordal graph. In this case we need to compute one of its chordal completions together with a perfect elimination ordering of that completion. Conversely, from any variable ordering one can also construct a corresponding chordal completion via the elimination game. For the case where the associated graph is not chordal, we recommend those variable orderings for CAD computation, which, via the elimination game, result in minimal chordal completions. The following example shows the impact of different chordal completions on the CAD computation.

**Example 6.2.** ([12]) Consider the following polynomial set:

\[
F_{n+1} = \sum_{g \in F_n} g - x_1 x_{n+1} \subseteq \mathbb{R}[x_1, \ldots, x_n, x_{n+1}],
\]

In Table 6 we show the runtime and the numbers of sample points of the CAD computation for \( F_{n+1} \). Therein, the symbol \( n \) denotes the number of variables and \( l_0^n \) denotes the variable orderings which, via the elimination game, result in minimal chordal completions of the associated graph of \( F_{n+1} \). We know that each of these variable orderings is a perfect elimination ordering of the corresponding completion. The symbol \( l_0^n \) denotes the variable orderings given by the Maple command "SuggestVariableOrder" while \( l_0^n \) denotes some of the random variable orderings. The letter "t" denotes the runtime of the command "PartialCylindricalAlgebraicDecomposition" for the polynomial \( \prod F_n \) in Maple 2020, while "m" denotes the number of sample points. The number \( d \) is defined by \( d = 1 - |G|/|\bar{G}| \) with \( |G| \) the number of the edges of the associated graph and \( |\bar{G}| \) the number of the edges of its chordal completion obtained by playing the elimination game.
via the corresponding variable ordering in the table. The number $d$ characterizes the difference between the associated graph and its chordal completion.

Table 6: The CAD computation via different variable orderings resulting different chordal completions.

| $(n_1, n_2)$ | $n$ | $t_p$ | $t_{sp}$ | $t_r$ |
|-------------|-----|-------|---------|------|
| (1,1)       | 8   | 0.04s | 0.14s   | 0.18s | 0.12s |
|             | d   | 0.17  | 0.17    | 0.23  | 0.20  |
|             | m   | 288   | 864     | 1153  | 864   |
| (2,1)       | 14  | 361s  | 780s    | OM    | 1132s |
|             | d   | 0.17  | 0.21    | 0.50  | 0.35  |
|             | m   | 248832| 248832  | ~     | 248832|
| (1,2)       | 14  | 581s  | 712s    | 1147s | 2868s |
|             | d   | 0.17  | 0.14    | 0.46  | 0.51  |
|             | m   | 248832| 248832  | 248832| 248832|

The data in Table 6 show that, roughly speaking, the smaller the number $d$ is, the faster the computation may be done. In other words, a variable ordering could be better for the CAD projection if the difference between the corresponding chordal completion and the original associated graph is smaller. On the other hand, the relations between the number of sample points and $d$ seem not easy to grasp. One thing is clear that, for this example, the numbers of sample points obtained in the cases with smaller $d$ are less than or equal to the ones obtained in the other cases with bigger $d$. A somewhat surprising fact is that, when $n = 14$, the number of sample points keeps unchanged under several different variable orderings.

7 CONCLUSION

In this paper, we indicate for the first time that classical CAD projection algorithms preserve the chordal structure of a polynomial set, if the projection process is done in accordance with a perfect elimination ordering. More importantly, we provide a complexity analysis for the CAD algorithms executed with respect to a perfect elimination ordering. The data in Table 6 show that, roughly speaking, the smaller the number $d$ is, the faster the computation may be done. In other words, a variable ordering could be better for the CAD projection if the difference between the corresponding chordal completion and the original associated graph is smaller. On the other hand, the relations between the number of sample points and $d$ seem not easy to grasp. One thing is clear that, for this example, the numbers of sample points obtained in the cases with smaller $d$ are less than or equal to the ones obtained in the other cases with bigger $d$. A somewhat surprising fact is that, when $n = 14$, the number of sample points keeps unchanged under several different variable orderings.
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