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ABSTRACT
Autonomous exploration of unknown environments is a vital function for robots and has applications in a wide variety of scenarios. Our focus primarily lies in its application for the task of efficient coverage of unknown environments. Various methods have been proposed for this task and frontier based methods are an efficient category in this class of methods. Efficiency is of utmost importance in exploration and heuristics play a critical role in guiding our search. In this work we demonstrate the ability of heuristics that are learnt by imitating clairvoyant oracles. These learnt heuristics can be used to predict the expected future return from selected states without building search trees, which are inefficient and limited by on-board compute. We also propose an additional filter-based heuristic which results in an enhancement in the performance of the frontier-based planner with respect to certain tasks such as coverage planning.
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1. Introduction

The primary goal of autonomous exploration is to build an accurate map of the environment in a finite amount of time and with minimal computational overhead. Algorithms for autonomous exploration play a vital role in the efficient coverage of unknown environments and allow autonomous machines to accurately navigate unknown terrains. The planner we study in this paper falls under a class of planners called frontier-based planners.

Frontier-based planners are planners that solve the task of autonomous exploration efficiently by selecting and travelling to the frontier point that generates the maximum reward at each step. The frontier is the boundary between the explored and the unexplored region and frontier points are locations along this boundary. There are several variations to these algorithms and changes include variations in the method of generating frontier points, the path planner used to generate the path to a selected frontier point and the heuristic function used to evaluate a frontier point.
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In this paper we focus on the heuristic function and demonstrate that careful selection of this function results in consistent improvement in the performance of the planner. The heuristic plays a key role in guiding the agent and variations in this can drastically alter the path traversed by the agent and its performance. A typical heuristic used is a linear combination of the information gained while travelling from the current location to a selected frontier point and the cost of this traversal. Such heuristic lacks information about the future rewards, which can be a useful differentiator for coverage planning tasks where the future gain in information plays an important role. One of the simplest methods for evaluating future reward is to build a search tree of possible future states and to grow this tree as we look further ahead. This can be extremely inefficient as the tree becomes extremely large and hard to evaluate as the number of frontier points increases and as we look further into the future. To solve this problem, we propose a network that learns to imitate an oracle that predicts the future reward. The oracle is computed using the search tree method and it is used to generate a dataset of states and their corresponding future returns. The network is then trained on this dataset to imitate the oracle.

The heuristic so far prioritizes gain in information and although it works well for exploration tasks, it tends to leave small clusters of unexplored regions that are surrounded by explored regions. This happens because traversal of those regions does not generate high reward according to our current heuristic. This makes it slightly inefficient for mapping and coverage planning, where traversing the entire map is the primary goal. To solve this issue, we propose an additional heuristic that provides incentive for the agent to cover these unexplored clusters thus improving the planner’s performance for coverage planning tasks. The heuristic comprises of a set of filters that get activated when applied on regions that have unexplored grid cells surrounded by several explored grid cells. This allows the heuristic function to prioritize these regions during traversal. Our contributions are as follows:

- We augment the heuristic function of frontier-based planners by using neural networks to predict the expected future reward for a given frontier point.
- We further improve the performance of the planner by using filter based heuristics to incentivize vital regions that are overlooked by these planners.

2. Related Work

In existing research, frontier-based methods vary in the method of generation of frontier points, the path planner and the heuristic function. For the generation of frontier points, some methods are based on edge detection while some use region extraction that require processing the entire map. Some methods also make use of the latest scans or updated cells, for the same. Keidar and Kaminka [1] and Senaratne et al [2] propose a method that only consider the latest scans or the updated grid cells. Umari and Mukhopadhyay [3] make use of the Rapidly exploring Random Tree (RRT) algorithm which is efficient but also stochastic. For planning a path to the chosen frontier point, several path planning algorithms have been proposed. Bircher et al. [4] and Ellips and Hossein [5] make use of RRT, while Karaman and Frazoli [6] propose RRT* for path planning, a more efficient implementation of RRT. Stachniss et al. [7] uses a Rao-Blackwellized particle filter and Elhoseny et al. [8] proposes genetic algorithm-based path planning for the task. In this paper, we chose edge detection as the method
for sampling frontier points and use A-star algorithm for the task of path planning. We do this to reduce the stochasticity in our results and reach definitive conclusions regarding the efficacy of our proposed heuristics.

Existing research has a variety of methods for choosing the heuristic function for Frontier planners. Yamauchi [9] selects the nearest frontier point and Topiwala et al. [10] use Breath First Search to select the next frontier point to explore. Simmons et al. [11] and Moorehead et al. [12] improve on this by using a combination of information gain and movement cost.

Furthermore, reinforcing existing planning methods with future rewards can lead to improved results for exploration and coverage tasks, as demonstrated by [13] and [14]. To the authors’ best knowledge:

- The heuristics being used by existing frontier planner methods do not account for the future reward that could be obtained from unexplored regions of the map.
- The heuristic does not penalise the planner for overlooking sparse unexplored localities that incur high movement cost in the future.

In this paper, we propose a new heuristic for frontier planners that harnesses the ability of Deep Neural Networks to learn complex non-linear functions to predict future rewards. Neural Networks have been widely used for learning complex non-linear functions for a variety of tasks including heuristic learning. Takahashi et al. [15], Qureshi et al. [16] and Ariki and Narihira [17] have demonstrated the efficiency of DNN’s in learning heuristics for path planning tasks by using appropriate loss functions. Meanwhile Bhardwaj et al. [18] and Bency et al. [19] have provided an efficient algorithm for training networks to imitate clairvoyant oracles focusing on computing a heuristic that explicitly minimizes search effort. In addition to this, we also propose another addition to the heuristic function in the form of a filter based heuristic, that ensures a more efficient coverage of the given map.

3. Methodology

The state of the agent is represented using two 2D arrays: The map and the mask. The map is a 2D occupancy grid that stores the location of objects that have been detected by the agent during exploration. It stores a 1 for occupied cells and a 0 for unoccupied cells. The mask is used to represent the exploration information, storing a 1 for explored cells and a 0 for unexplored cells. The entire procedure used for the coverage of unknown environments is described in Algorithm 1.

3.1. Frontier Point Generations

For this paper we have chosen to use edge detection techniques to generate frontier points. We use the Sobel filter and apply it on our mask to obtain the edges which represent the boundary between the explored and unexplored regions. As the map size increases, so do the number of frontier points, making the planner slower. To solve this we limit the number of frontier points considered for evaluation to $N$ points. The $N$ points are chosen by selecting the $k$ closest points and sampling the rest $N - k$ points from the list of remaining frontier points randomly.
3.2. Path Planner

We use A-Star as the path planner in this paper. We provide it with the map, the mask, the current location of the agent and a frontier point which acts as the target location. The planner considers the unexplored region to be unoccupied during the generation of the path. It returns the path from the current location to the target frontier point and a temporary mask of what our current mask would look like if we traversed the path.

Algorithm 1: Frontier Based Coverage Algorithm

```plaintext
initialize map, mask
initialize N, k, d, L, loc
while Unexplored Region != 0 do
    edges ← Sobel(mask)
    fps ← sample points(edges, loc, N, k)
    H_best ← -L^2
    for each fp in fps do
        m, path ← a_star(map, mask, loc, fp)
        H1 ← \sum_{i=0}^{L^2-1} \|mask_i - m_i\|
        H2 ← length(path)
        state ← local area(map, m, d, fp)
        H3 ← Network(state)
        H4 ← applyFilter(map, m, fp)
        H ← α × H1 − β × H2 + γ × H3 + δ × H4
        if H_best < H then
            H_best ← H
            Best_path ← path
        end
    end
    for each step in Best_path do
        loc, mask, map ← agent.move(step)
    end
end
```

3.3. Heuristic Function

The heuristic used in this paper is a combination of the following heuristics:

- **Immediate Information Gain H1**: H1 represents the information gained while travelling from the agent’s current location to a selected frontier point by traversing the path provided by the A-Star module. It is calculated by summing up the number of points that were initially unexplored but fell inside the
scan radius of the agent during traversal of the path thus making them explored.

\[ H_1 = \sum_{i=0}^{L_2^2-1} \| \text{mask}_i - \text{temp} \_ \text{mask}_i \| \]

where \( L_2^2 \) is the number of grid elements in the map, \( \text{mask} \) is the current mask of the agent and \( \text{temp} \_ \text{mask} \) is the temporary mask the agent would have if it traversed the given path.

• **Movement Cost H2**: \( H_2 \) is the cost of moving from the current location to the selected frontier point. It is the number of steps in the path provided by the A-Star module.

\[ H_2 = P \]

where \( P \) is the length of the path.

• **Expected Future Return H3**: \( H_3 \) is the gain in information for future steps taken from a selected frontier point. It is the summation of the \( H_1 \) heuristic over future time steps.

\[ H_3 = \sum_{t=1}^{T} H_{1t} \]

where \( T \) is the total look-ahead time steps. It is computed by the network mentioned in sub-section D.

• **Custom Heuristic H4**: \( H_4 \) is used to provide incentive to the planner to avoid leaving clusters of unexplored regions surrounded by explored regions. It is computed using a set of filters that are applied on \( \text{temp} \_ \text{mask} \) with the filter centred at the selected frontier point. Each filter is coupled with an activation threshold \( \xi \), when the value returned by bit-wise multiplying the filter with the region centred at the selected frontier point is higher than \( \xi \) the heuristic gets activated. On activation the value of \( H_4 \) is set to 1. The filters are shown in Fig. 1. The main heuristic function is as follows:

\[ H = \alpha \times H_1 - \beta \times H_2 + \gamma \times H_3 + \delta \times H_4 \]

The filters, when applied on the \( \text{temp} \_ \text{mask} \), return the number of explored grid cells in that region. The thresholds decide the acceptable number of explored cells for the heuristic to activate and as the filter gets larger the acceptable number of unexplored cells increases.

### 3.4. Training Procedure

• **Network**: The network is a CNN that uses local information with respect to the frontier point. We extract \( d \times d \) regions centered about the location of the frontier point from both the \( \text{temp} \_ \text{mask} \) and the \( \text{map} \) which are resized to \( 50 \times 50 \) grids before being stacked together to obtain the network input state.
\[ F_1 = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \end{bmatrix} \xi_1 = 24 \]

\[ F_2 = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{bmatrix} \xi_2 = 47 \]

\[ F_3 = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix} \xi_3 = 78 \]

Figure 1. Filters \( F_1, F_2 \) and \( F_3 \) along with their corresponding activation thresholds \( \xi_1, \xi_2 \) and \( \xi_3 \)

\begin{align*}
\min_{\theta'} \xi(\theta') &; \quad \xi(\theta') = \frac{1}{n} \sum_{i} L(f_{\theta'}(x), y)
\end{align*}

Where \( \theta' \) represents the parameters of the network. The output of the network is a real number which represents the expected future return. The architecture of the network is shown in Fig. 2 and the loss \( L \) used to train the network is Mean Squared Error (MSE).

**Oracle:** The oracle is responsible for providing the labels for the training data provided to the network. It is computed by building a tree of future states and using it to generate the expected future reward. The oracle has access to the unexplored regions of the environment allowing it to provide accurate estimates of future reward.
4. Results and Experiments

4.1. Experimental Set-up

The environment used for the experiments is a grid world with a fixed sensor radius for scanning the surroundings and no sensory noise has been added for the experiments. The maps used for testing the planner were generated using a random map generator script that generates $L \times L$ sized maps with random placement of obstacles of various sizes. By allowing the generation process to be random we are eliminating map based biases allowing the evaluation metrics used to be bias free. The network was implemented using Tensorflow and the environment along with the rest of the modules can be found here. In the experiments conducted in this section, we’ve set $N = 15$ and $k = 12$ for the sampling of the frontier points. We have also chosen the thresholds $\xi_1 = 24$, $\xi_2 = 47$ and $\xi_3 = 78$ for the filters in the H4 heuristic after careful consideration of the conditions in which this heuristic should be activated and by experimenting and fine-tuning these thresholds to match the desired output.

4.2. Metrics

The metric chosen for evaluating the performance of the heuristic is the number of steps required to build a complete map of the environment. The stochastic nature of the frontier point sampling process requires us to run multiple episodes on the same environment and take the final number of steps taken to build a map of the environment as the mean of the number of steps taken per episode. We evaluate the heuristic on several maps and the final metric $\mu$ is the mean of the number of steps for a given map over all the maps.
\[ \mu = \frac{1}{N_M} \sum_{i=1}^{N_M} \left( \frac{1}{N_E} \sum_{j=1}^{N_E} \text{steps}_j^i \right) \]

Where \( N_M \) is the number of maps, \( N_E \) is the number of episodes per map and \( \text{steps}_j^i \) is the number of steps taken to build a map of the environment for \( \text{map}_i, \text{episode}_j \).

The variance \( \sigma \) is also reported for the conducted experiments and it denotes the variance in the number of steps for the given maps. Lower variance signifies consistency in performance of the planner for the given set of parameters.

\[ \sigma = \frac{1}{N_M} \sum_{i=1}^{N_M} \left( \frac{1}{N_E} \sum_{j=1}^{N_E} \text{steps}_j^i \right)^2 - \mu^2 \]

The parameters that can be tuned are the heuristic coefficients \( \alpha, \beta, \gamma, \delta \), the network state size \( d \), and the look-ahead \( T \). In this work, the parameter tuning process starts with the heuristic coefficients \( \alpha, \beta, \gamma \). We then tune the state size parameter \( d \), followed by the look-ahead parameter \( T \). Lastly we tune the H4 heuristic parameter \( \delta \) and evaluate the performance gain for the planner with respect to the final heuristic function. The parameters were tuned on a set of 28 randomly generated \( 50 \times 50 \) maps and the planner was run for 10 episodes on each map for a given set of parameters.

### 4.3. Heuristic Coefficients \( \alpha, \beta \) and \( \gamma \)

The coefficients \( \alpha, \beta \) and \( \gamma \) were tuned by fixing the state size parameter \( d \) to 20 and setting the look-ahead parameter \( T \) as 1. Table 1 shows the head to head performance of the planner with and without the use of the expected future return H3 for various values of \( \alpha \) and \( \beta \). In our experiments we found that the best performance was observed when \( \alpha \) and \( \gamma \) were similar, hence we have set both \( \alpha \) and \( \gamma \) as 1 for the experiments in Table 1. The best parameters for the planner without the use of H3 is found to be \( \alpha : \beta = 1 : 15 \) while the best parameters with the use of H3 are found to be \( \alpha : \beta : \gamma = 1 : 12 : 1 \).

### 4.4. Network State Size \( d \)

The network state size \( d \) decides the size of the local window of the map and the mask provided to the network to learn the H3 heuristic. Table 2 shows the performance of the planner for different values of \( d \). The heuristic coefficients are set as \( \alpha : \beta : \gamma = 1 : 12 : 1 \) and the look-ahead \( T \) is set as 1. The performance is observed to be the best for \( d \) equal to 40.

### 4.5. Look-Ahead \( T \)

The Look-Ahead \( T \) is the total number of steps into the future we make our network predict. The oracle builds a tree of depth \( T \) for providing the labels for the training process. The performance of the network with respect to \( T \) is analyzed in Table 3. We fix \( \alpha : \beta : \gamma = 1 : 12 : 1 \) and these parameters are coupled with various combinations of \( d \) and \( T \). In our experiments we observe that larger values of \( d \) provide better performance irrespective of the value of \( T \). Hence we show the comparison of different values of \( T \) for \( d = 40 \) in Table 3 and the best performance for the planner is observed when \( T \) is set to 1.
4.6. Heuristic Coefficient $\delta$

The coefficient $\delta$ controls the contribution of $H_4$ to the heuristic function $H$. It was tuned by setting $\alpha : \beta : \gamma = 1 : 12 : 1$, $d = 40$ and $T = 1$. The comparison of different values of $H_4$ is given in Table 4. $\delta$ was noted to provide the best performance when set to 20.

4.7. Performance Analysis

In this sub-section we compare the performance of the planner with the use of the proposed heuristics $H_3$ and $H_4$ alongside the performance of the planner without the use of the proposed heuristics. We use the following metric to compare the performance of a given heuristic function:

$$S = \frac{\mu_{\gamma=0, \delta=0} - \mu_{\gamma', \delta'=\delta'}}{\mu_{\gamma=0, \delta=0}} \times 100$$

$S$ represents the improvement in $\mu$ as a percentage. The parameters used for the experiments in Fig. 4 are the parameters found to provide the best performance in the experiments conducted in the previous sections. $\alpha : \beta = 1 : 15$ for the heuristic function of the planner without the use of $H_3$ and $H_4$. $\alpha : \beta : \gamma = 1 : 12 : 1$ is used in the heuristic function for the planner with the use of $H_3$ and $\alpha : \beta : \gamma : \delta = 1 : 12 : 1 : 20$ are the parameters used in the heuristic function for the planner with the use of both $H_3$ and $H_4$. The state size is set as $d = 40$ and the look-ahead for the network is set as $T = 1$.

In Fig. 4 we plot the value of $S$ of the planner with the use of $H_3$ only alongside the performance of the planner with the use of both $H_3$ and $H_4$ for different map sizes. We use 20 randomly generated maps for each of the different map sizes in this experiment.
and run each map for 10 episodes. The planner with the use of H3 performs 3.37% better on average and the planner with the use of both H3 and H4 performs 6.62% better on average.

In our experiments, we observe that the performance of the planner when equipped with H3 and H4 slightly diminishes for certain types of highly populated dense maps, however the performance gets sharply boosted for moderately populated and sparse maps giving us a better performance on average while using H3 and H4 in our heuristic function. This can be clearly observed in Fig. 4 where the planner with the use of H3 alone and the planner with the use of both H3 and H4 consistently perform better than the planner without the proposed heuristics on various map sizes. This is further substantiated by the visualisation of the head to head comparison of the planner with and without the use of H3 and H4 in Fig. 3, which exhibits that using the proposed heuristics prevents large clusters of unexplored area being left behind and leads to the agent following a Boustrophedon-like \cite{20} policy, resulting in a more structured coverage of the map.

5. Conclusion And Future Work

In this paper, we have proposed two new heuristics which result in consistent improvements in the performance of frontier planners for the task of efficient coverage of unknown environments. We leverage the ability of deep neural networks to learn complicated non-linear functions to learn auxiliary heuristics and use this alongside custom filter-based heuristics to demonstrate our claim.

Future work could include the use of probabilistic graphical networks that accept
undirected graphs of the entire map as inputs as opposed to fixed local areas of the map to allow the network to make predictions based on global information as opposed to local information. The algorithm could also be adapted to work for multi-agent scenarios by allowing the network to allocate frontier points to each agent with respect to the other agents.
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