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ABSTRACT
Forecasting share performance becomes more challenging issue due to the enormous amount of valuable trading data stored in the stock database. Currently, existing forecasting methods are insufficient to analyze the share performance accurately. There are two main reasons for that: First, the study of existing forecasting methods is still insufficient to identify the most suitable methods for share price prediction. Second, the lack of investigations made on the factors affecting the share performance. In this regard, this study presents a systematic review of the last fifteen years on various machine learning techniques in order to analyze share performance accurately. The only objective of this study is to provide an overview of the machine learning techniques that have been used to forecast share performance. This paper also highlights a how the prediction algorithms can be used to identify the most important variables in a share market dataset. Finally, we could have succeeded to analyze share performance effectively. It could bring benefits and impacts to researchers, society, brokers and financial analysts.
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1. INTRODUCTION
Now a day, share price prediction is an important concern for policy makers, researchers and investors because accurate price prediction plays key role in investment decision making. In general, stock market nature is considered to be chaotic and complicated, but it has been influenced by several economic and external environmental factors. Therefore, share market analyses have been using some approaches for predicting share prices.

The random walk theory states that share price movements are independent of each other and price movements do not follow any patterns or trends [1]. Thus, it is practically impossible to predict the future price movements based on the historical data.

On the other hand, technical analysis can be used to identify the patterns and trends based on the historic prices [1]. So therefore, future price movements can be done by examining past share prices. For many years, technical analyses with statistical approaches have been widely applied to this area in order to develop some concepts and strategies to be helpful for share performance forecasting [1-2].

Currently, there are various techniques have been proposed to evaluate share performance. Machine learning is one of the core areas which has been widely used to analyze share performance. The main objective of machine learning techniques is to automatically learn and recognize patterns from huge amounts
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of data [3]. However, these patterns and trends can be helpful for predicting share performance effectively and assist financial analyst, investors and brokers to appropriate share selection.

So therefore, application of machine learning techniques in share market research can be addressed with different entities. In order to encounter the problem, a systematic review is proposed. Therefore, the main objectives of proposed review are:
1) To identify the research gaps in existing prediction methods.
2) To study and identify variables which affect share performance.
3) To study the existing prediction methods in order to analyze share performance.

The next section discusses the methodology of survey in predicting share performance. Section 3 discusses on important factors in predicting share performance. Section 4 discusses detail results on existing prediction methods and at last section 5 discusses conclusion and future scopes of study.

2. RESEARCH METHOD

In this context, the systematic relational review is to be done to find out suitable methods for existing parameters as well as to fulfills the goals in existing research and to place a new research activity in the suitable context [4]. The main aim of systematic review of the current literature is to support the proposed research questions. Next, subsections will be identifying the research questions to guide the results. This is very useful to identify the scope and objectives of the research study.

2.1. Research Questions

Research questions are very important criteria to understand the existing studies of forecasting share performance. The Kitchen hams steps are used for structuring the research questions which consist of Population, Intervention, Outcome and Context (PIOC) [4]. Table 1 shows the criteria of research questions.

| Criteria    | Descriptions                                |
|-------------|---------------------------------------------|
| Population  | Stock Market Dataset                        |
| Intervention| Methods/Techniques for Prediction            |
| Outcome     | Prediction Accuracy, Successful Prediction Techniques |
| Context     | Individual Share Performance, All Types of Empirical Studies such as Case Study, Questionnaires, Surveys and Experiments. |

In this study, therefore two basic research questions are proposed.
Q1: what are the important variables used in forecast share performance?
Q2: what are the prediction methods used for evaluation of share performance?

Before going to the depth of the study the next subsection discusses search strategy for conducting review purpose. The main concern of this study is to investigate the appropriateness of the research questions with the objectives of the study.

2.2. Search Strategy

A well planned search strategy plays very important role in a systematic review because every relevant piece of work can be found in the search results. Therefore, an extensive research for research papers was conducted to try answering the proposed research questions. In order to identify published articles on machine learning techniques which were specifically applied in either hybrid or individual form to predict share prices. In this study, the literature search covered the period of publications from 2000 to 2015. However, the online search was based on such keywords as decision tree, neural network, support vector machine, genetic algorithm, Bayesian network, etc. and each of the keyword is attached with share price prediction. Moreover, the total 100 articles published over the period, but only 71 relevant publications in literature review could be identified. Table 2 shows a description of research literature which were identified through online search.
3. IMPORTANT FACTORS ON PREDICTING SHARE MARKET PERFORMANCE

This section mainly highlights the important factors in predicting share market performance. There are two key factors in predicting share performances which are variables and prediction methods. Therefore, the next subsections will be focused on the important variables and prediction methods used in stock market study.

3.1. The Important Variables Used in Predicting Share Performance

In this study, the systematic review is used to identify the important variables in predicting share performance. In general, the variables that have been frequently used by researchers which are fundamental, technical, macro economical and lagged index. Twelve of the thirty papers have used price earnings ratio, earnings per share, Net Asset Value, General Index (GI), share volume, price per annum, book value, face value, financial status of company, stock buy/sell news, dividend yield, treasury bill rate, current ratio, financial leverage ratio, income statement, revenue growth, Growth in net sales, Growth in net profit, Return on Equity, Net Profit Margin (NPM), Price/Sales ratio etc. as their main attributes to predict share market performance [5-19].

Next, the most often variables used by researchers are technical indicators. The technical indicator includes Moving Average (MA), Exponential Moving Average (EMA), Relative Strength Index (RSI) and Moving Average Convergence Divergence (MACD), Bollinger Bands, Stochastic Oscillator, Momentum, slow %D, William R%, Price Rate of Change (ROC), Disparity (5-10), Price Oscillator (OSCP), Commodity Channel Index (CCI), Price and Volume Trend (PVT), On Balance Volume (OBV), Mass Index (MI), Average True Range (ATR), Momentum, Chaikin Money Flow (CMF), etc. [2], [6], [12-13], [20-37].

The main idea behind using these indicators is to evaluate stock price movements based on historical price patterns and volumes. Most of the researchers have also used macroeconomic indicators for evaluating share performance. These variables include short term and long term interest rates, inflation rate, Foreign Direct Investment (FDI), unemployment rate, Gross Domestic Product (GDP), Consumer Price Index (CPI), Industrial Production (IP), Government Consumption (GC), Private Consumption (PC), Gross National Product (GNP), Money Supply, Oil Prices, Exchange Rates etc. [13], [22], [27], [39-48].

3.2. The Prediction Methods Used for Share Performance

In the share market, predictive modeling is usually used to predict share performance. In order to build predictive modeling, there are several machine learning techniques are used which are neural network, support vector machine and genetic algorithm, etc. to cover all machine learning algorithms is not possible so we have used few popular algorithms such as decision tree, support vector machine, neural network, genetic algorithm, Bayesian network for share price prediction. The next subsection describes the application of these algorithms in detail.

3.2.1. Decision Tree

The decision tree is one of the well known classification algorithms used in data mining and machine learning to create knowledge structures that guide the decision making process [12-13]. For the couple of years various researchers have used this technique due to its simplicity and capability to uncover small or large data samples and predict the value. Therefore, there are approximately ten (11) papers that have used a decision tree algorithm to evaluate share performance. Table 3 shows a description of the decision tree technique as selected by most of the authors for share forecasting.
Table 3. Performance Accuracy of Decision Tree Method

| Method               | Results | Authors          |
|----------------------|---------|------------------|
| Decision Tree        | 85.94%  | Chang [6]        |
| Decision Tree        | 81%     | Shaifee et al. [7] |
| Decision Tree        | 71%     | Gepp et al. [9]  |
| Decision Tree        | 81%     | Wu et al. [10]   |
| Hybrid Decision Tree | 86%     | Tsai et al. [11] |
| Decision Tree        | 82%     | Ren et al. [12]  |
| Decision Tree        | 65.41%  | Tsai et al. [13] |
| Hybrid Decision Tree | 88%     | Wang et al. [26] |
| Decision Tree        | 85.71%  | Chen et al. [17] |
| Decision Tree        | 73.60%  | Kirkos et al. [18] |
| Hybrid Decision Tree | 80.24%  | Barak et al. [19] |

3.2.2. Neural Network (NN)

Neural Network is another most popular technique which has been extensively used for share price prediction. The advantage of using NN is that it has the capability to represent or modelling complex non-linear input/output relationships. However, the NN system composed of many simple processing elements operating in parallel whose function is determined by the network structure, connection strengths, and the processing performed at computing elements or nodes [49]. In this study, NN is selected as one of the best prediction method. Though, the meta-analysis study ten (10) papers have been used NN for share price prediction. Table 4 shows the description of the NN technique as selected by most of the authors for share forecasting.

Table 4. Performance Accuracy of NN Method

| Method                     | Results | Authors         |
|----------------------------|---------|-----------------|
| Neural Network             | 71%     | Phua et al. [2] |
| Hybrid Dynamic ANN         | 96%     | Bisoi et al. [20] |
| Neural Network             | 91%     | Masod [50]      |
| Neural Network             | 90%     | Olatunji et al. [21] |
| Hybrid Model               | 76.06%  | Huang et al. [43] |
| (BPN+SVCM+C4.5+LR+KNN)     | 59.38%  | Bola et al. [30] |
| Neural Network             | 87.50%  | Olivera et al. [31] |
| Hybrid Model               | 76%     | Cheng et al. [32] |
| (PNN+C4.5+Rough Set)       | 75%     | Tsai et al. [49] |
| PNN with Strategy          | 88.84%  | Lahmiri [51]   |

3.2.3. Support Vector Machine (SVM)

Support Vector Machine (SVM) is another well known machine learning techniques used for data classification based on statistical theory. It is a supervised learning algorithm and initially it was designed to solve pattern recognition problems, but it has rendered to solve non-linear regression problems as well [23], [52]. Table 5 shows the description of the SVM technique as selected by most of the authors for share forecasting.

Table 5. Performance Accuracy of SVM Method

| Method                     | Results | Authors       |
|----------------------------|---------|---------------|
| SVM                        | 79.40%  | Chandwani et al. [23] |
| SVM with Macroeconomic     | 64%     | Lahmiri [51] |
| SVM                        | 73%     | Huang et al. [53] |
| SVM                        | 64.75%  | Kim [52]      |
| Hybrid SVM with GA         | 61.73%  | Choudhary et al. [54] |
| Hybrid SVM with GA         | 96.46%  | Khatibi et al. [55] |
| SVM                        | 91%     | Cao. et al. [56] |
| Hybrid SVM with SOM        | 80.26%  | Cao et al. [57] |
| SVM                        | 72%     | Sapankevych et al. [58] |
| SVM (Polynomial)           | 84.40%  | Timor et al. [59] |
3.2.4. Genetic Algorithms (GAs)

Genetic Algorithms are general purpose adaptive heuristic search techniques based on the mechanisms of natural selection and genetics. However, the main idea of GAs is to start with a population of solutions to a problem and attempt to produce new generations of solutions which are better than the previous ones [3]. GAs requires only fitness information, not gradient information or other internal knowledge of a problem. GAs has traditionally been used in optimization but, with a few enhancements, can perform classification and prediction as well [3], [60]. Table 6 shows the description of the GAs technique as selected by most of the authors for share forecasting.

| Method                  | Results | Authors             |
|------------------------|---------|---------------------|
| GA with ANN            | 94%     | Jadav et al. [25]   |
| Hybrid GA with SVM     | 84.57%  | Yu et al. [61]      |
| GA                     | 97%     | Sheta et al. [62]   |
| Hybrid GA-RBF          | 85%     | Majhi et al. [63]   |
| GA                     | 95%     | Samant [60]         |
| GA                     | 95%     | Wei [64]            |
| GA                     | 77.84%  | Sexton et al. [65]  |
| GA with GMDH Type      | 94%     | Fallahi et al. [66] |
| Hybrid GA              | 93%     | Hassan et al. [67]  |

3.2.5. Bayesian Network (BN)

Bayesian Network (BN) has gained so much popularity in finance as modelling tools having ability to solve complex problems involving the probabilistic analysis under uncertainty. BN is probabilistic graphical models that represent a set of random variables for a given problem, and used to represent the probabilistic relationship between them [30], [68]. However, the BN structure can be used to predict the possibility of rising or falling market index or stock prices over time. Table 7 shows the description of the BN technique as selected by most of the authors for share forecasting. Figure 1 shows prediction accuracy of algorithms since 2000-2015.

| Method | Results | Authors         |
|--------|---------|-----------------|
| DBN    | 89%     | Wang et al. [26]|
| BN     | 78.13%  | Bola et al. [30]|
| BN     | 92%     | Naslmosavi et al. [69]|
| BN     | 60%     | Zuo et al. [67] |
| BN     | 82.46%  | Kita et al. [37]|
| BN     | 76%     | Bogle et al. [70]|
| BN     | 86%     | Patel et al. [71]|

Figure 1. Prediction Accuracy Grouped by Algorithms Since 2000-2015
4. DISCUSSION

In this section, we will discuss the result analysis of recent works in predicting share performance. This research study mainly based on the highest accuracy of prediction methods and also the most important factors that may influence the share performance. Figure 1 clearly states that the genetic algorithm (GA) method has the highest prediction accuracy by (97%) followed by Support Vector Machine (SVM) by (96.46%). Next, Neural Network (NN) has the 96% prediction accuracy which is slightly lower than SVM method. Next, Bayesian Network (BN) has the 92% prediction accuracy. Lastly, the method that has lowest prediction accuracy is a decision tree by (88%). However, the results on prediction accuracy are depending on the variables or features that were used during the prediction process.

GA method gave the highest prediction accuracy. The main attributes used during the prediction process are fundamental variables which are 1 year Treasury Bill Yield, the earnings per share, dividend per share for the S&P 500 and the current week’s S&P 500 [25]. Next, SVM method has the second highest prediction accuracy which used the technical parameters as prediction process. The main parameters of SVM method are Momentum, Williams’s %R, Rate of Change (ROC), 5 day disparity, 10 day disparity, Stochastic %K and Price Volume Trend (PVT) [51], [53], [59]. Next is a NN method with the performance accuracy around (96%). The main parameters used during the prediction process are Moving Average (MA), stochastic line, WMS%R indicator (R-index) and 25 -65 days lagged index data as technical indicators [51]. Next is the BN method with the performance accuracy around (92%). The parameters used during the prediction process are fundamental parameters are liquidity ratios, leverage ratios, profitability ratios and other factors like firm's size and the auditor's opinion. Others, parameters are used during the BN prediction process is daily up- down on the stock index on the next day as taken as random variables for the BN model [68].

Lastly, the method has the lowest prediction accuracy is a Decision Tree (DT) by (88%). The variables used are income statement of the last two years, export growth rate, import growth rate, earning after tax margin, current ratio, Moving Average (MA), Relative Strength Index (RSI), Exponential Moving Average (EMA), long term interest rates, and Gross Domestic Product (GDP) etc [48]. However, these attributes are also used among all prediction methods, but the result showed that DT method gave highest prediction accuracy as compared to other methods. This is because for short term forecasting DT method performs outstanding and variables used are significant with each other when the DT model using as a prediction process.

4. CONCLUSION AND FUTURE SCOPES

Share price forecasting is an important issue in finance because it will be motivating investors and brokers to invest money in the market. This research study mainly reviewed previous studies on forecasting share performance with various prediction methods and study reveals that most of the researchers have used technical parameters as prediction process. Others have used fundamental and macroeconomic parameters as prediction process. Some researchers have also used lagged index variables as data set. Therefore, the prediction techniques GA, SVM and NN have been frequently used by researchers in the share market area. Based on the analysis, it is also observed that a hybrid model has a better prediction accuracy as compared to individual model.

At last, this research study will be motivated to carry out further research on share market problems as well as motivating the share users to monitor the share performance in a systematic way.
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