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Abstract

Given the rising popularity of quantum machine learning (QML), it is important to develop techniques that effectively simplify commonly adopted families of parameterised quantum circuits (commonly known as ansätze). This project pioneers the use of diagrammatic techniques to reason with QML ansätze. We take commonly used QML ansätze and convert them to diagrammatic form and give a full description of how these gates commute, making the circuits much easier to analyse and simplify. Furthermore, we leverage a combinatorial description of the interaction between CNOTs and phase gadgets to analyse a periodicity phenomenon in layered ansätze and also to simplify a class of circuits commonly used in QML.
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Chapter 1

Introduction

1.1 Background

Quantum computing recently received mainstream attention when Google demonstrated quantum supremacy [1] using a 53-qubit superconducting quantum computer, but when can quantum supremacy actually be applied in the real world? While quantum algorithms such as Shor’s algorithm and Grover’s algorithm appear to have a “quantum advantage” over their classical counterparts, current quantum computers are of insufficient size and noise tolerance to apply these algorithms to real-world scenarios.

Seeing that quantum hardware is still at the “mainframe” stage, why are we already investigating quantum machine learning? While traditional quantum algorithms require more memory to store its input data, in quantum machine learning one could first “compress” the input using classical computation before feeding it to the quantum computer; the output of the quantum computer can then be interpreted and used to make a prediction, again using classical computation. The techniques for dimensionality reduction, compression and reconstruction of data have already been extensively studied in the fields of machine learning and statistics. Since these learning techniques are designed to be noise tolerant, they can cope with the noise introduced by a quantum computer. It is for these reasons we will see quantum machine learning being applied to real-world scenarios before traditional quantum algorithms. Furthermore, experimental evidence shows that even relatively small parameterised quantum circuits can learn vastly complicated functions that would require a much larger classical neural network to learn [2, 3].

Quantum computers are a natural tool of choice for simulating processes that
are inherently quantum, and using quantum machine learning to tackle problems with quantum data may allow us to better understand the structure of atoms and molecules and discover new drugs. In the field of quantum chemistry, the wavefunction of a water molecule can be naturally encoded using 50 qubits, whilst on a classical computer the wavefunction is obtained by diagonalising a $\approx 10^{11} \times 10^{11}$ Hamiltonian matrix. Recently, Google performed an experiment which models the isomerisation of diazene \[3\].

Another application of quantum machine learning is the emerging field of quantum natural language processing (QNLP): the compositional structure of categorical quantum mechanics coincide with the structures used to describe the categorical grammar developed by Lambek \[5, 6, 7\], making quantum computers a naturally suited to implement such “meaning-aware” models of natural language. Quantum machine learning can be used to produce a quantum word embedding, which encodes the meaning of a word into a quantum state. Currently the technology of quantum RAM has not fully developed, so it is necessary to learn the word meanings on the fly instead of loading it from memory \[8, 9\]. This highlights the importance of designing good parameterised quantum circuits for quantum machine learning.

This project develops and applies diagrammatic techniques to analyse parameterised quantum circuits, in order to gain a understanding and intuition behind what makes a good variational quantum circuit.

- **Chapter 2** introduces diagrammatic notation to describe quantum machine learning, and converts commonly used gates from quantum machine learning into ZX calculus.

- **Chapter 3** builds upon the work in chapter 2 and develops more techniques for manipulating parameterised quantum circuits, in particular using phase gadgets and Pauli gadgets.

- **Chapter 4** acts as a reference for diagrammatic quantum machine learning by applying the diagrammatic techniques from chapters 2 and 3 to nineteen quantum circuits taken from quantum machine learning literature.

- **Chapter 5** describes an optimisation routine that can be applied to a class of circuits commonly used in quantum machine learning.
Chapter 2

Diagrammatic QML

Before we apply diagrammatic techniques to analyse quantum machine learning, we first provide a diagrammatic presentation of quantum machine learning. We convert the elementary gates used in quantum circuits to diagrammatic form, first using ZX calculus in section 2.2, then later using the trichromatic language developed in section 2.2.2. To work entirely within the framework of diagrammatic calculus, section 2.3 introduces a novel method to differentiate circuits diagrammatically, which can be used to obtain the Hamiltonian of a system entirely diagrammatically. The method also allows us to diagrammatically describe a typical framework for performing quantum machine learning in section 2.4.

2.1 Dirac notation

This section defines the quantum gates used by popular quantum computing libraries such as PennyLane, Cirq and Qiskit, using matrix and Dirac notation.

Define $|x\rangle$ as the column vector with 1 in the $x$th coordinate and 0 everywhere else, and $\langle x|$ as its adjoint. As a special case, define $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ and $|−\rangle = \frac{1}{\sqrt{2}}(|0\rangle − |1\rangle)$, which represents the Hadamard basis. The Hadamard matrix $H$ serves as an involutive transformation from the standard computational basis to the Hadamard basis:

\[
H = |0\rangle\langle+| + |1\rangle\langle−|
\]
\[
= |+\rangle\langle0| + |−\rangle\langle1|
\]
\[
= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\]
The Z, X, Y Pauli matrices are unitary and Hermitian, and when combined with identity matrix $I$, form a basis for $2 \times 2$ Hermitian matrices. It is for this reason that the identity matrix is considered the fourth Pauli matrix.

\[
Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \quad I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

The rotation matrices in the Z, X, Y basis are similar, and hence are related through a change of basis. They are related to the Pauli matrices through Stone’s theorem (See section 2.3.1).

\[
R_z(\phi) = e^{-i\phi/2}|0\rangle\langle 0| + e^{i\phi/2}|1\rangle\langle 1|
\]
\[
= \begin{pmatrix} e^{-i\phi/2} & 0 \\ 0 & e^{i\phi/2} \end{pmatrix}
\]

\[
R_x(\phi) = H R_z(\phi) H 
= e^{-i\phi/2}|+\rangle\langle +| + e^{i\phi/2}|–\rangle\langle –|
\]
\[
= \begin{pmatrix} \cos(\phi/2) & -i \sin(\phi/2) \\ -i \sin(\phi/2) & \cos(\phi/2) \end{pmatrix}
\]

\[
R_y(\phi) = R_x(-\pi/2) R_z(\phi) R_x(\pi/2) 
= R_z(\pi/2) R_x(\phi) R_z(-\pi/2) 
= \begin{pmatrix} \cos(\phi/2) & -\sin(\phi/2) \\ \sin(\phi/2) & \cos(\phi/2) \end{pmatrix}
\]

Controlled gates, such as the controlled X and controlled Z gates, apply their operation on the target qubit when the control qubit is set to 1. They can be written in matrix form by expanding their action on the computational basis:

\[
CX = |00\rangle\langle 00| + |01\rangle\langle 01| + |11\rangle\langle 10| + |10\rangle\langle 11| 
= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}
\]
\[
CZ = |00\rangle\langle 00| + |01\rangle\langle 01| + |10\rangle\langle 10| - |11\rangle\langle 11| 
= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}
\]
CHAPTER 2. DIAGRAMMATIC QML

2.2 ZX calculus

This section introduces the ZX calculus developed by Coecke and Duncan [13], which is an extension of the categorical quantum mechanics developed by Abramsky and Coecke [14]. Categorical quantum mechanics utilises dagger symmetric monoidal categories as a rigorous framework for reasoning with quantum processes.

2.2.1 ZX Spiders

\[
\begin{align*}
\alpha & \quad \text{def} \quad e^{-\alpha/2}|0\ldots 0\rangle\langle 0\ldots 0| + e^{i\alpha/2}|1\ldots 1\rangle\langle 1\ldots 1| \\
\alpha & \quad \text{def} \quad e^{-\alpha/2}|+\ldots +\rangle\langle +\ldots +| + e^{i\alpha/2}|−\ldots −\rangle\langle −\ldots −|
\end{align*}
\]

ZX diagrams are constructed using the green Z spiders and the red X spiders defined above. Unless specified, diagrams in this work are read from left to right, with the left wires as the input wires and the right wires as the output wires. Spiders with \( \alpha = 0 \) have their phases omitted for brevity. The double square brackets represents the interpretation functor, which converts the diagrams back to the usual Hilbert space notation. The interpretation functor is contravariant, so \([D_1 \cdot D_2] = [D_2] \circ [D_1]\).

Z and X spiders are the universal building blocks for quantum computation — all quantum operations can be constructed using these two spiders. For starters, we have the RZ and RX rotation gates:

\[
\begin{align*}
\begin{array}{c}
| \begin{array}{c} \hline \hline \hline \bullet \quad \alpha \quad \bullet \end{array} \end{array} = e^{-i\alpha/2}|0\rangle\langle 0| + e^{i\alpha/2}|1\rangle\langle 1| \\
\begin{array}{c}
| \begin{array}{c} \hline \hline \hline \bullet \quad \alpha \quad \bullet \end{array} \end{array} = e^{-i\alpha/2}|+\rangle\langle +| + e^{i\alpha/2}|−\rangle\langle −|
\end{align*}
\]

The Z and X Pauli matrices can be viewed as \( \pi \) rotation gates, up to a phase:

\[
\begin{align*}
| \begin{array}{c} \hline \hline \hline \bullet \quad \pi \quad \bullet \end{array} \end{array} = -i|0\rangle\langle 0| + i|1\rangle\langle 1| = -iZ \\
| \begin{array}{c} \hline \hline \hline \bullet \quad \pi \quad \bullet \end{array} \end{array} = -i|+\rangle\langle +| + i|−\rangle\langle −| \\
&= -i|0\rangle\langle 1| - i|1\rangle\langle 0| = -iX
\end{align*}
\]

The CNOT and CZ gates are written as a composition of multiple spiders. By interpreting the components of the gates in Dirac notation, one can verify that they
do combine to match the original definition in section 2.1.

\[
\text{CNOT} = \begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=red] (a) at (0,0) {}; \node[draw=black,fill=red] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
= \begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=red] (a) at (0,0) {}; \node[draw=black,fill=red] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
\end{array}
\circ \begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=red] (a) at (0,0) {}; \node[draw=black,fill=red] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
\]

\[
\text{CZ} = \begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=green] (a) at (0,0) {}; \node[draw=black,fill=green] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
= \begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=green] (a) at (0,0) {}; \node[draw=black,fill=green] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
\circ \begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=green] (a) at (0,0) {}; \node[draw=black,fill=green] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
\]

\[
\begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=red] (a) at (0,0) {}; \node[draw=black,fill=red] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
= (|00\rangle\langle 0| + |11\rangle\langle 1|) \otimes (|00\rangle\langle 0| + |1\rangle\langle 1|)
\]

\[
= |000\rangle\langle 000| + |011\rangle\langle 011| + |100\rangle\langle 100| + |111\rangle\langle 111|
\]

\[
\begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=green] (a) at (0,0) {}; \node[draw=black,fill=green] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
= (|0\rangle\langle 0| + |1\rangle\langle 1|) \otimes (|0\rangle\langle 00| + |1\rangle\langle 11|)(I \otimes H \otimes I)
\]

\[
= |0\rangle\langle 000| + |0\rangle\langle 010| + |01\rangle\langle 001| + |01\rangle\langle 011|
+ |10\rangle\langle 100| - |10\rangle\langle 110| + |11\rangle\langle 101| - |11\rangle\langle 111|
\]

\[
\begin{array}{c}
\text{\begin{tikzpicture}
\node[draw=black,fill=red] (a) at (0,0) {}; \node[draw=black,fill=red] (b) at (1,0) {}; \draw (a) -- (b);
\end{tikzpicture}}
\end{array}
= (|0\rangle\langle 0| + |1\rangle\langle 1|) \otimes (|+\rangle\langle ++| + |-\rangle\langle --|)
\]

\[
= (|0\rangle\langle 0| + |1\rangle\langle 1|) \otimes (|0\rangle\langle 00| + |1\rangle\langle 01| + |1\rangle\langle 10| + |0\rangle\langle 11|)
\]

\[
= |00\rangle\langle 000| + |01\rangle\langle 001| + |01\rangle\langle 010| + |00\rangle\langle 011|
+ |10\rangle\langle 100| + |11\rangle\langle 101| + |11\rangle\langle 110| + |10\rangle\langle 111|
\]

\[
\text{CX} = |00\rangle\langle 00| + |01\rangle\langle 01| \quad \text{CZ} = |00\rangle\langle 00| + |01\rangle\langle 01|
+ |11\rangle\langle 10| + |10\rangle\langle 11| \quad + |10\rangle\langle 10| - |11\rangle\langle 11|
\]

ZX diagrams are invariant under spatial isotopy: if one diagram can be deformed into another, then they are equal. By straightening the wires we get a representation
that more resembles a gate in conventional circuit notation.

\[
\text{CNOT} = \begin{array}{c}
\text{\LARGE \circle{\times}}
\end{array}
= \begin{array}{c}
\text{\LARGE \circle{1}}
\end{array}
\quad \text{CZ} = \begin{array}{c}
\text{\LARGE \circle{\times}}
\end{array}
= \begin{array}{c}
\text{\LARGE \circle{0}}
\end{array}
\]

The Hadamard gate can be written equivalently in the following four ways; they can be verified by expanding the definitions of the spiders.

\[
\begin{array}{c}
\text{\LARGE \circle{0}}
\end{array}
\quad \text{h def}
= \begin{array}{c}
\text{\LARGE \circle{+}}
\end{array}
= \begin{array}{c}
\text{\LARGE \circle{0}}
\end{array}
\]

Even the Z and X basis states can be expressed directly using spiders: the Z basis states can be expressed using X spiders and the X basis states can be expressed using Z spiders.

\[
|+\rangle = \begin{array}{c}
\text{\LARGE \circle{+}}
\end{array} = |0\rangle + |1\rangle = \begin{array}{c}
\text{\LARGE \circle{0}}
\end{array}
\quad |0\rangle = \begin{array}{c}
\text{\LARGE \circle{0}}
\end{array} = |+\rangle + |\rangle = \begin{array}{c}
\text{\LARGE \circle{0}}
\end{array}
\quad |\rangle = \begin{array}{c}
\text{\LARGE \circle{0}}
\end{array} = |0\rangle - |1\rangle = -i\begin{array}{c}
\text{\LARGE \circle{1}}
\end{array}
\quad |1\rangle = \begin{array}{c}
\text{\LARGE \circle{1}}
\end{array} = |+\rangle - |\rangle = -i\begin{array}{c}
\text{\LARGE \circle{0}}
\end{array}
\]

All of the above definitions can be checked to match the matrix unitary definitions by expanding the bra-ket notation. This has been done to ensure the work done in this project matches to the quantum gates defined in PennyLane, Cirq and Qiskit.

Not only can all unitary functions be expressed in this diagrammatic notation, but the diagrams can be manipulated using the rules for ZX calculus. Here we have presented the rules for a scalar-free ZX calculus: since a quantum circuit must be unitary, working with a scalar-free ZX calculus allows us to preserve the circuit up to a global non-zero scalar, which does not alter the distribution of observed states.
The ZX Calculus

Fusion Rule

\[ \begin{array}{c}
\alpha \\
\beta
\end{array} \xrightarrow{\text{f}} \begin{array}{c}
\alpha + \beta
\end{array} \]

Hadamard Rule

\[ \begin{array}{c}
\alpha \\
\beta
\end{array} \xrightarrow{\text{H}} \begin{array}{c}
\alpha
\end{array} \]

Identity Rules

\[ \begin{array}{c}
\text{π-copy Rule}
\end{array} \]

\[ \begin{array}{c}
\alpha \\
\beta
\end{array} \xrightarrow{\text{π}} \begin{array}{c}
\alpha
\end{array} \]

Copy Rule

\[ \begin{array}{c}
\text{Bialgebra Rule}
\end{array} \]

\[ \begin{array}{c}
\alpha \\
\beta
\end{array} \xrightarrow{\text{c}} \begin{array}{c}
\alpha
\end{array} \]

The ZX calculus remains true under colour-swapping: by applying the Hadamard gate to all input and output legs, we see that the rules above are invariant under a Hadamard change of basis. The ZX calculus is also invariant under spatial isotopy: if two ZX diagrams can be deformed into one another, then they are equal.

We have presented a sound but incomplete version of ZX calculus as it is easier to work with; a complete version is presented by Wang [15]. Regardless, we can show many useful identities, such as the complementarity rule:

\[ \text{comp} = \begin{array}{c}
\text{id1}
\end{array} \]

The complementarity rule can be used to prove that a SWAP gate can be implemented by three CNOT gates:

\[ \text{SWAP} = \begin{array}{c}
\text{CNOT}
\end{array} \]

By writing the basis states in terms of spiders, it is clear that the X Pauli gate acts as the NOT gate for the Z basis and the Z Pauli gate acts as the NOT gate for the X basis. In the general case, writing the basis states in terms of spiders shows that the 1-to-\(n\) Z spider acts as a COPY gate and the \(n\)-to-1 X spider acts as a XOR gate to the computational Z basis.
2.2.2 Y Spiders

Although ZX calculus, a graphical language describing the interaction of two complementary observables, and is sufficient to describe any quantum process, it is possible and perhaps more elegant to work with three complementary observables. In fact, it has been shown that one can fit three complementary 1-qubit observables and no more. \[16\] We start by introducing a third basis, the Y basis. Unlike the Z and X bases, the Y basis is not Hermitian.

\[
|R\rangle = \frac{1}{\sqrt{2}} (|0\rangle + i|1\rangle) \quad \langle R| = \frac{1}{\sqrt{2}} (\langle 0| - i\langle 1|)
\]

\[
|L\rangle = \frac{1}{\sqrt{2}} (|0\rangle - i|1\rangle) \quad \langle L| = \frac{1}{\sqrt{2}} (\langle 0| + i\langle 1|)
\]

The isomorphism between $SO(3)$ and the quotient group $SU(2)/\{\pm I\}$ \[17\] allows us to visualise the qubit in the Bloch sphere. Here we adopt a right-handed convention by choosing $|R\rangle$ to be the first Y basis — this results in the principal basis vectors of the XYZ bases to be arranged in a right-handed manner. The Y spider is thus given as:

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & e^{-i\alpha/2} & 0 \\
0 & 0 & e^{i\alpha/2}
\end{bmatrix} = e^{-i\alpha/2}|R\ldots R\rangle \langle R\ldots R| + e^{i\alpha/2}|L\ldots L\rangle \langle L\ldots L|
\]

The right-handed change of basis maps are the given by the $H_{XY}$, $H_{YZ}$ and $H_{ZX}$ Hadamards, and the left-handed change of basis maps are given by the $H_{ZY}$, $H_{YX}$
Figure 2.1: The Bloch sphere annotated with the 3 principal axes, the basis rotations and Hadamards (yellow) which act as basis transformations. Note that the X, Y, Z axes are arranged in a right-handed manner. (Diagram by Stefano Gogioso)

and $H_{XZ}$ Hadamards.

\[
H_{XY} = R_x\left(-\frac{\pi}{2}\right) HR_x\left(\frac{\pi}{2}\right)
\]
\[
H_{YZ} = R_z\left(\frac{\pi}{2}\right) HR_z\left(-\frac{\pi}{2}\right)
\]
\[
H_{YX} = R_x\left(\frac{\pi}{2}\right) HR_x\left(-\frac{\pi}{2}\right)
\]
\[
H_{ZY} = R_z\left(-\frac{\pi}{2}\right) HR_z\left(\frac{\pi}{2}\right)
\]
\[
H_{XY} = H_{YX}^T \quad H_{YZ} = H_{ZY}^T
\]

The $H_{ZX}$ and $H_{XZ}$ Hadamards coincide and correspond to the usual Hadamard matrix $H$, which is symmetric. The other Hadamards are not symmetric and taking the transpose switches the chirality of the map. These properties, combined with the fact that all the Hadamards gates are Hermitian lead us to the following diagrammatic representation of the Hadamards:
It should now also be clear why we cut out a corner for states and effects:

\[
\psi
\]

Like with adjoints, conjugation mirrors entire diagrams, but horizontally rather than vertically:

\[
\begin{array}{cc}
\text{Right Handed} & H_{XY} = & \hline \\
H_{YZ} = & \hline \\
\text{Left Handed} & H_{YX} = & \hline \\
H_{ZY} = & \hline \\
\end{array}
\]

One can deduce the name of the gate by reading the colours of the gate from top to bottom. Due to the vertical line of symmetry, these gates remain unchanged when reflected vertically, the geometric operation for the adjoint, which reflects their Hermitian properties. Furthermore, the chirality is switched when the gate is reflected horizontally, which is the geometric operation for the transpose.

\[
\begin{array}{cc}
\text{Right Handed} & \hline \\
\text{Left Handed} & \hline \\
\end{array}
\]

It is also worth pointing out that the cups and caps of the Y basis are different from the usual cups and caps used in ZX calculus. In ZX calculus, the Z and X cups (and caps) coincide so it is acceptable to omit the spider. Pushing a gate through a cup (or a cap) applies the transpose in that basis to the gate, on the other qubit. The fact that the Y cups (and caps) are different from the Z/X cups (and caps) tells us that the transpose is a basis-dependent operation. Unless specified, the cups and
caps are the usual ones in the Z and X basis.

\[
\begin{bmatrix}
  \bullet & \bullet \\
\end{bmatrix} = |00\rangle + |11\rangle
\]

\[
\begin{bmatrix}
  \bullet & \bullet \\
\end{bmatrix} = |++\rangle + |--\rangle
\]

The Y spider can be decomposed using the new Hadamard gates:

and the Y rotation can be decomposed in the same way.

By Euler decomposition of the Y rotation, we have two ways of expressing the RY gate using RZ and RX gates. A proof of this can be found in the appendix.

\[
\begin{bmatrix}
  \bullet & \bullet \\
\end{bmatrix} = \begin{bmatrix}
  \bullet & \bullet \\
\end{bmatrix}
\]

The \( \frac{\pi}{2} \) and \(-\frac{\pi}{2}\) rotation gates are abbreviated to the “+” and “−” gates respectively.

By expanding the definition, the Y rotation interacts with the \( \pm \frac{\pi}{2} \) Z and X rotation gates in the following way:

Finally, we stress that the Hadamard gates are not rotations about the X, Y, or Z axes, so these two methods of decomposition for the Y rotation really are different. Furthermore, the Y spider cannot be decomposed into Z or X spiders using only
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the $+/-$ rotations in the general case. As a general rule, one can replace an equal number of input and output wires with rotation gates in place of Hadamard gates: this is done in section 3.6. In practice, it is most convenient to use the $Y$ rotation for $Y$ rotations and use the Hadamard gates for the more general $Y$ spiders.

2.3 Diagrammatic Differentiation

2.3.1 Stone’s Theorem

*Stone’s Theorem on one parameter unitary groups* [19]: Let $\{U(t)\}_{t \in \mathbb{R}}$ be a strongly continuous one-parameter unitary group. Then $\{U(t)\}_{t \in \mathbb{R}}$ is generated by a Hermitian operator $H$:

$$U(t) = e^{itH}$$

and conversely every Hermitian matrix generates a unitary one parameter group. The matrix exponential is given by the Taylor series:

$$e^X = 1 + X + \frac{X^2}{2} + \frac{X^3}{6} + \ldots$$

In other words, there is a one-to-one correspondence between the Hermitian operators and one parameter unitary groups. Given a quantum mechanical system $U(t)$, Stone’s theorem tells us that the time evolution of the system over time is described entirely by its infinitesimal generator $H$, known as the Hamiltonian. Thus, a quantum mechanical system can be understood by study its Hamiltonian. It is a remarkable result that the generator of the unitary group is not parameterised. For example, the $RZ$ gates form a one parameter group $\{R_Z(\theta)\}$ and is generated by the Pauli matrix $Z$: $R_Z(\theta) = \exp \left( i \frac{\theta}{2} Z \right)$. To verify this, one can differentiate the unitary map to obtain $iU(\theta)H$. 
\[
\frac{d}{d\theta} R_Z(\theta) = \frac{i}{2} e^{-i\theta/2} |0\rangle \langle 0| - \frac{i}{2} e^{i\theta/2} |1\rangle \langle 1|
\]
\[
= -\frac{i}{2} (e^{-i\theta/2} |0\rangle \langle 0| + e^{i\theta/2} |1\rangle \langle 1|) (|0\rangle \langle 0| - |1\rangle \langle 1|)
\]
\[
= -\frac{i}{2} R_Z(\theta) Z
\]
\[
\frac{d}{d\theta} R_X(\theta) = \frac{d}{d\theta} H R_Z(\theta) H
\]
\[
= -\frac{i}{2} H R_Z(\theta) Z H
\]
\[
= -\frac{i}{2} H R_Z(\theta) H H Z H
\]
\[
= -\frac{i}{2} R_X(\theta) X
\]
\[
\frac{d}{d\theta} R_Y(\theta) = \frac{d}{d\theta} R_X(-\pi/2) R_Z(\theta) R_X(\pi/2)
\]
\[
= -\frac{i}{2} R_X(-\pi/2) R_Z(\theta) Z R_X(\pi/2)
\]
\[
= -\frac{i}{2} R_X(-\pi/2) R_Z(\theta) R_X(\pi/2) R_X(-\pi/2) Z R_X(\pi/2)
\]
\[
= -\frac{i}{2} R_Y(\theta) Y
\]

So indeed

\[
R_Z(\theta) = \exp \left( -i \frac{\theta}{2} Z \right) \quad R_X(\theta) = \exp \left( -i \frac{\theta}{2} X \right) \quad R_Y(\theta) = \exp \left( -i \frac{\theta}{2} Y \right).
\]

This proves that the Hamiltonian of the rotation gates are proportional to their respective Paulis. To analyse the derivatives of parameterised quantum diagrams, we add the following 3 rules to our calculus:

\[
\frac{d}{d\theta} \begin{array}{c} \alpha \end{array} = \begin{array}{c} \pi \alpha \end{array}
\]

\[
\frac{d}{d\theta} \begin{array}{c} \alpha \end{array} = \begin{array}{c} \alpha \end{array}
\]

\[
\frac{d}{d\theta} \begin{array}{c} \alpha \end{array} = \begin{array}{c} \alpha \end{array}
\]
For convenience, we drop the $\frac{d}{d\theta}$ and only use the square brackets to denote the derivative of a diagram when the variable is unambiguous. To differentiate more complex diagrams, three more rules must be introduced: the chain rule, the product rule, and the linearity of derivatives. The linearity rule uses the observation that

$$\frac{dMU(\theta)N}{d\theta} = M\frac{dU(\theta)}{d\theta}N$$

The product rule is used when a circuit has two gates that depend on the same parameter.

$$\frac{dU_1(\theta)U_2(\theta)}{d\theta} = \frac{dU_1(\theta)}{d\theta}U_2(\theta) + U_1(\theta)\frac{dU_2(\theta)}{d\theta}$$

Finally, we also have the chain rule, which is used when the parameter of the gate is a function of the variable we are differentiating with respect to.

$$\frac{dU(f(\theta))}{d\theta} = \frac{dU(f(\theta))}{df(\theta)}\frac{df(\theta)}{d\theta}$$
As an example, the Z and X spiders can be differentiated as follows:

\[
\begin{align*}
\alpha & \Rightarrow \alpha \quad \Rightarrow \quad \alpha + \pi \\
\pi & \Rightarrow \pi \quad \Rightarrow \quad \pi + \alpha
\end{align*}
\]

2.3.2 Computing the Hamiltonian Diagrammatically

These rules for differentiation can be used to find the Hamiltonian suggested by Stone’s theorem. Since any element in a one parameter unitary group can written as \( e^{itV} \), its derivative should be \( ie^{itV} = ie^{itV} \). If a ZX circuit does indeed form a one parameter unitary group, then its derivative should be the original circuit composed with the Hamiltonian. For example, the tensor product of the Z rotation and the X rotation groups is also a one parameter unitary group, so we can find its Hamiltonian by differentiating with respect to \( \theta \).

We conclude that:

\[
\begin{align*}
\theta & \Rightarrow \exp \left( -\frac{i}{2} \theta \left( \pi + \pi \right) \right)
\end{align*}
\]

where the \( \frac{i}{2} \) factor is reintroduced after it was discarded from the graphical calculus in the (d) rule. Although we generally work in a scalar-free ZX calculus, when working with matrix exponentials the scalars must be taken into account.
2.4 Variational Quantum Circuits

The idea of applying quantum computers to compute neural-network-like structures was first introduced in 1994 by Lewenstein [20], with the quantum perceptron. **Variational Quantum Circuits** (VQC), also known as **Parameterised Quantum Circuits** (PQC), are conceptually similar to a traditional neural network, with tunable parameters arranged in layers. However, an $n$-qubit quantum neural network represents a $2^n \times 2^n$ unitary mapping, so the number of input qubits is equal to the number of output qubits, and there are no non-linear activation gates. Instead, small local gates are used as building blocks of the overall unitary. Typically, CNOT, CZ and rotation gates are used, as they can be simulated by a quantum computer relatively efficiently. The phases of the rotation gates are determined by the parameters of the circuit.

To match the convention used by Coecke and Kissinger in *Picturing Quantum Processes* [18], this subsection displays its diagrams vertically from bottom to top.

\[
U(\bm{\theta}) = \prod_{i=1}^{n} U_i(\theta_i)
\]

\[
\prod_{i=k+1}^{n} U_i(\theta_i)
\]

\[
U_k(\theta_k)
\]

\[
\prod_{i=1}^{k-1} U_i(\theta_i)
\]

\[
\ldots
\]

\[
U
\]

\[
\ldots
\]

\[
\prod_{i=1}^{k+1} U_i(\theta_i)
\]

In the diagram above, we give a compact representation of the circuit where each horizontal strip of blocks consists only of one-parameter gates $U_k(\theta_k)$, and parameter-free gates $U$. We preclude the possibility that the circuit uses a parameter more than once. The big matrix product operator is non-commutative, applying the unitaries from right-to-left in the equations and bottom-to-top in the diagram.

Typically the inputs are encoded as pure states or parameters of rotation gates. Both methods correspond to a layer of X spiders followed by a layer of RX gates.
The input parameters are not tuned during training and can be absorbed into $U_1(\theta_1)$.

The output of the PQC is an entangled quantum state, which collapses to a particular value when measured. Measurable physical quantities such as momentum, spin and angular momentum can be associated with a Hermitian operator $H$, known as an observable. The expected value of the physical quantity’s measurement $H$ over the mixed state $U(\theta)|0\rangle$ can be calculated as

$$E(\theta) = \langle 0 | U(\theta)^\dagger H U(\theta) | 0 \rangle$$
Since the parameter $\theta_i$ appears twice in the expectation, the partial derivative of the expected value $\frac{\partial E}{\partial \theta_i}$ is calculated using the product rule:

$$\left( \prod_{i=k+1}^{n} U_i(\theta_i) \right)$$

The two terms can be grouped together using the commutator $[\cdot, \cdot]$ which is defined as $[A, B] = AB - BA$. 
These gradients can then be used to perform backpropagation.

\[ \frac{\partial E(\theta)}{\partial \theta_k} = i \langle 0 | U^{\dagger}_n \left[ V_k \otimes I, U^{\dagger}_n H U^+_n \right] U^- | 0 \rangle \]

\[ U^- = \prod_{i=1}^{k} U_i(\theta_i) \quad U^+ = \prod_{i=k+1}^{n} U_i(\theta_i) \]

2.5 Quantum Machine Learning

We can now apply quantum machine learning to solve real-world problems. As described in the previous section, the learning procedure using a parameterised quantum circuit can be summarised as follows:
1. The input $x$ of the data $(x, y)$ is encoded into the input state of the network either as a product state $|x\rangle$ or as $|0\rangle$ followed by a set of rotations $\otimes_{i=1}^{n} R(x_i)$.

2. The parameterised unitary map $U(\theta)$ is applied to the input state, producing a new, entangled state.

3. The entangled state is observed using a measurement operator. The result of the measurement is either used as the predicted label $\hat{y}$, or later used to produce the predicted label using classical computation.

These three steps describe how a parameterised quantum circuit can be used to make predictions. To improve upon these predictions, gradient-based methods are deployed to minimise a loss function, just like in classical machine learning.

4. The predicted label $\hat{y}$ and the true label $y$ are used to compute a loss function via classical computation, e.g. the squared loss function $\mathcal{L}(\hat{y}) = (y - \hat{y})^2$.

5. Backpropagation is used to obtain $\frac{\partial \mathcal{L}}{\partial \theta_i}$.

6. $\frac{\partial \mathcal{L}}{\partial \theta_i}$ is used to perform gradient descent:

$$\theta_{k+1} = \theta_k - \gamma \frac{\partial \mathcal{L}}{\partial \theta} \bigg|_{\theta = \theta_k}.$$

7. Repeat this procedure until $\theta$ converges.

As seen above, the only difference between quantum machine learning and classical machine learning is the manner in which the circuit and its gradients are computed; both of these computations can be managed by the PennyLane library.

2.6 PennyLane

PennyLane \cite{10} is a Python library for quantum machine learning and quantum-classical operations. Similar to PyTorch, TensorFlow and other machine learning libraries, PennyLane performs automatic differentiation of circuits by building a computation graph and computing the overall gradient using the chain rule. Furthermore, it provides plugins to either simulate a quantum device, or directly interface with actual quantum devices.

Due to the inherent non-determinism of the PQC’s output, a key difference between PennyLane and classical machine learning frameworks is that the expected value of the output is used instead; this expected value is estimated by averaging over
multiple measurements. It is important to point out that the expected value of the estimator may not ever be the circuit output.

### 2.6.1 Gradient Recipes

The symbolic differentiation of a circuit with respect to one parameter has been shown in 2.4. However, this expression cannot be directly computed efficiently on a classical computer for the same reason the original circuit cannot be classically simulated (unless $\text{BQP} = \text{BPP}$). One could try to estimate the derivative by performing numerical differentiation using quantum devices

$$\frac{\partial f(x)}{\partial \theta_i} \approx \frac{f(x + h) - f(x - h)}{2h}$$

but choosing the most numerically satisfactory $h$ is difficult and the non-determinism of the circuit further complicates the estimation. Fortunately, there is a better way. The exact, analytical derivative of a quantum gate $f(\mu)$ is given by

$$\frac{\partial f(x)}{\partial \theta_i} = c(f(x + s) - f(x - s))$$

where $c, s \in \mathbb{R}$ differ for each gate and depend on the eigenvalues of the quantum gate’s Hamiltonian [21]. To emphasise, this is not a numerical approximation, but an algebraic trick to rewrite the derivative analytically. Therefore the accuracy of the gradient estimate solely depends on our estimates of $f(\mu + s)$ and $f(\mu - s)$, which improve from repeated sampling the circuit by the law of large numbers. Alternatively, one could perform “doubly stochastic gradient” descent by averaging the gradient over different data samples [22].

### 2.7 Barren Plateaus in VQCs

It is a mystery why gradient descent empirically performs well on deep neural networks from a learning theory perspective. While it may be visually comforting to think about descending towards the bottom of a 3 dimensional convex bowl, deep neural networks generally have a non-convex landscape so travelling in the direction of steepest descent may take one to a saddle point or a local minima instead. Choromanska et al. [23] conjectured that the unexpected success of applying gradient descent to deep learning is due to the geometry of the loss landscape:
“... We show that for large-sized decoupled networks the lowest critical values of the random loss function form a layered structure and they are located in a well-defined band lower-bounded by the global minimum. The number of local minima outside that band diminishes exponentially with the size of the network. ... We conjecture that both simulated annealing and stochastic gradient descent converge to the band of low critical points, and that all critical points found there are local minima of high quality measured by the test error.”

In short, there are very few bad local minima. This, combined with an argument with the Hessian matrix that most critical points are saddles rather than maximas and minima could be the explanation to why gradient descent seems to yield good results even though the global minimum is not always reached.

The application of variational quantum circuits to machine learning via gradient descent gives rise to questions of a similar nature:

*What do the landscapes of VQCs look like?*

*Which architectures of VQCs, if any, provide ‘nice’ landscapes for learning?*

Although random circuits are often proposed as initial guesses for exploring the space of quantum states, McClean et al. [24] showed in 2018 that wiring the circuits randomly does not yield good landscapes:

“Specifically, we show that for a wide class of reasonable parameterized quantum circuits, the probability that the gradient along any reasonable direction is non-zero to some fixed precision is exponentially small as a function of the number of qubits.”

where the “wide class of reasonable parameterized quantum circuits” is a technical formalisation of “almost uniformly sampled unitaries”. The geometric interpretation of this result is that the landscapes that result from randomly wired quantum circuits are wide and flat with gradients numerically close to zero, making gradient descent computationally infeasible or even numerically impossible. This means it is necessary to find a better way to design the quantum circuits used in machine learning. Besides analysing specific structures in (Section 3.5), we also discuss a general initialisation strategy proposed by Grant et al. [25] and provide a diagrammatic interpretation of it.
2.8 Types of Ansätze

Since parameterised quantum circuits cannot be wired randomly, the quantum machine learning community has proposed other structures that can be used instead, known as ansätze. The term “ansatz” comes from physics, where variational methods are used to find approximate solutions to the lowest energy ground state of a quantum system. In both situations, the quality of the approximation depends heavily on the choice of ansätze. Generally, circuit ansätze fall under three basic classes: layered gate ansätze, alternating operator ansätze, and tensor network ansätze.

Alternating operator ansätze can be thought of as a special case of layered gate ansätze. Furthermore, layered gate ansätze have theoretically been shown to be more expressive than tensor network ansätze. Therefore we will direct our attention to analysing circuit ansätze with repeating blocks.

2.9 Converting Ansätze to ZX Calculus

Now we can convert ansätze from traditional circuit notation to ZX-calculus:

\[
\begin{align*}
|0\rangle & \xrightarrow{R_x(\theta_1)} R_z(\theta_1) \\
|0\rangle & \xrightarrow{R_x(\theta_2)} R_z(\theta_2) \\
|0\rangle & \xrightarrow{R_x(\theta_3)} R_z(\theta_3) \\
|0\rangle & \xrightarrow{R_x(\theta_4)} R_z(\theta_4)
\end{align*}
\]

From S YC Chen et al. [28], used for Deep Reinforcement Learning.
We refer to the former CNOT layout as “staircase” and the latter one as “brick wall”. Chapter 4 contains more ansätze conversions and simplifications.
Chapter 3

Developing Diagrammatic QML

This chapter introduces the phase gadget and the Pauli gadget, and explains why they are the natural way to reason with parameterised quantum circuits. We first express phase polynomials in terms of phase gadgets in section 3.2.1 then we characterise the quality of phase polynomial ansätze by counting the number of phase gadgets they generate. We also show how to represent a wide class of circuits using only Pauli gadgets in section 3.9.

3.1 Phase Gadgets

The phase gadget \([30]\) is diagrammatically defined as

\[
\Phi_n(\theta) = \text{Diagram}
\]

and has the following properties.

Fusion rule:

Proof. The left-hand side can be rearranged to the right-hand side with the following
intermediate steps:

\[
\begin{align*}
\theta & \rightarrow \phi \\
\phi & \rightarrow \theta \\
\theta & \rightarrow \phi
\end{align*}
\]

Commutation rule:

\[
\begin{align*}
\theta & \rightarrow \phi \\
\phi & \rightarrow \theta \\
\theta & \rightarrow \phi
\end{align*}
\]

**Proof.** The gadget legs commute through spider fusion and unfusion.

Decomposition rule (multi-legs):

\[
\begin{align*}
\theta & \rightarrow \phi \\
\phi & \rightarrow \theta \\
\theta & \rightarrow \phi
\end{align*}
\]

**Proof.** The 2 legged X spider is the identity map, so the two Z spiders fuse.

Decomposition rule (single-leg):

\[
\begin{align*}
\theta & \rightarrow \phi \\
\phi & \rightarrow \theta \\
\theta & \rightarrow \phi
\end{align*}
\]

**Proof.** The left-hand side can be rearranged to the right-hand side with the following intermediate steps:

\[
\begin{align*}
\theta & \rightarrow \phi \\
\phi & \rightarrow \theta \\
\theta & \rightarrow \phi
\end{align*}
\]
3.1. PHASE GADGETS

Identity rule:

The identity and addition rules make the phase gadget a one parameter unitary group, so we can find its Hamiltonian by differentiating with respect to $\theta$.

By Stone's theorem, $\Phi_n(\theta) = e^{i\theta P}$, where the Hamiltonian $P \in \{I, Z\}^\otimes n$ is a tensor product of $I$ and $Z$ that depends on the arrangement of the legs. For example,

$$
\begin{bmatrix}
\theta \\
\end{bmatrix} = \exp \left( \frac{i\theta}{2} (Z \otimes I \otimes Z) \right)
$$

The decomposition rules allow a phase gadget to be decomposed into CNOT and Z rotation gates. The effect of the phase gadget on the circuit is invariant with respect to the wires the phase gadget acts on, and the decomposition of a phase gadget is not unique; we can decompose in a manner that increases the circuit depth by $\lceil \log_2 n \rceil$ instead of $n$. 

\[ \theta \]
The decomposition rules of phase gadgets combined with complementarity gives us the following commutation rule for Z and X phase gadgets

This commutation rule will be used extensively throughout the project to obtain normal forms and parametric redundancy results.

### 3.2 Phase Polynomials

Phase polynomials are a class of quantum circuits composed of CNOT and Z rotation gates. They were first introduced by Amy et al. [31] in the *sum-over-paths* form:

\[
 f(x) = \sum_{y \in F_2^n} \hat{f}(y) \cdot (x_1 y_1 \oplus x_2 y_2 \oplus \cdots \oplus x_n y_n)
\]

\[
 U_C = \sum_{x \in F_2^n} e^{2\pi i f(x)} |Ax\rangle \langle x|
\]

where \( A \) can be viewed as a change of basis in \( GF(2) \) and \( \hat{f}(y) \) can be viewed as the Fourier coefficients. Phase polynomials are of interest to quantum computing researchers because they are central to the construction of Instantaneous Quantum Polynomial-time (IQP) circuits, which are believed to be hard to classically simulate; Bremner et al. have shown that IQP circuits can sample from a probability distribution that is believed to be classically intractable to sample, provided the polynomial hierarchy does not collapse [3].
3.2.2 Characterising the Power of Phase Polynomials

To understand the power of phase polynomials, we will study the unitaries represented by phase gadgets, which can be used to describe the dimensionality of a parameterised phase polynomial. Diagrammatically, a phase gadget takes its inputs in the Z basis, copies it, XOR’s the bits together, and multiplies the state by \( \exp(-i\theta/2) \) or \( \exp(i\theta/2) \) depending on the parity. One can think of the phase gadget as a many-qubit generalisation of the Z rotation gate.

Each phase gadget corresponds to a diagonal matrix in the Z basis, where the \( i \)th diagonal entry \( e^{-i\theta/2} \) or \( e^{i\theta/2} \) depending on the parity of its legs. Phase gadgets alone cannot change the distribution of the observed state, but can be powerful when combined with other components, such as a change of basis.

In general, a complete set of phase gadgets forms a basis for diagonal unitaries, up to a global phase. This means that the diagonal phase polynomials used in IQP circuits can be constructed using phase gadgets alone. In the more general case, phase polynomials combine the phase gadgets along with a layer of CNOTs to create a non-diagonal permutation matrix, where each non-zero entry is a phase
rotation of the form $e^{i\theta}$.

\[
\text{Just Phase Gadgets: } \sum_{x \in \mathbb{F}_2^n} e^{2\pi i f(x)} |x\rangle \langle x| \\
\text{Just CNOTs: } \sum_{x \in \mathbb{F}_2^n} |Ax\rangle \langle x| \\
\text{Phase Polynomials: } \sum_{x \in \mathbb{F}_2^n} e^{2\pi i f(x)} |Ax\rangle \langle x|
\]

When Amy et al. [31] introduced the sum-over-paths form of a phase polynomial, they commented that there is a many-to-one correspondence from CNOT+RZ circuits to the sum-over-paths form of a phase polynomial, but the sum-over-paths form has a one-to-one correspondence with the underlying unitary. Diagrammatically, we can obtain a normal form for phase polynomials by “dragging” all of the phase rotations to the left to obtain a layer of (commuting) phase gadgets followed by a layer of CNOTs. This normal form corresponds exactly to the sum-over-paths form.

By considering the diagonal unitary matrix as an element in a $2^n$ dimensional vector space, the circuit parameterisation with $k$ unique phase gadgets spans a $k$-dimensional subspace. Put simply, the more unique phase gadgets in the phase polynomial, the more expressive the phase polynomial is. This will be a guiding principle when characterising the strength of other variational quantum circuits.

### 3.3 Learning Phase Polynomials

Although phase polynomials alone are not as expressive as general QML ansätze, their desirable commutative properties make them a good starting point to study normal forms and parametric redundancies of QML ansätze. One aspect of ansatz design worth studying is the effect of CNOT arrangement on the circuit. Many proposed ansätze use only CNOTs and phase rotations, but tend to only have CNOT gates of one orientation. This may be because a misplaced vertically-inverted CNOT can lead to swap gates, which may cause parameters to fuse. Therefore it is necessary to introduce the following definitions:

**Definition 3.3.1.** *Parameterised phase polynomials* (PPPs) are circuits constructed using only CNOT and parameterised RZ gates.

**Definition 3.3.2.** *Monotonic parameterised phase polynomials* (MPPPs) are circuits constructed using only CNOTs and parameterised RZ gates, with the CNOTs arranged in a monotonic fashion. More formally, given a totally ordered set of wires,
3.3. LEARNING PHASE POLYNOMIALS

A collection of CNOTs \( \{CNOT(x_i, y_i)\}_i \) is monotonic if all of the CNOTs are applied in such a way that either \( \forall i : x_i < y_i \) or \( \forall i : x_i > y_i \).

Studying MPPPs could tell us whether avoiding vertically inverted CNOTs entirely is a good idea when designing ansätze. Ansätze that generate MPPPs can be obtained by removing the RX gates and inverted CNOT gates from ansätze that only consist of RZ, RX and CNOT gates. For example, we could remove the RX gates from the ansätze in section 3.9.

Like other phase polynomials, these MPPP ansätze yield a normal form by propagating all RZ gates to the right. If the repeating unit is repeated five times, the first layer of RZ rotations eventually transforms into one-legged gadgets as it passes through the repeating unit, which by the second decomposition rule become RZ rotations once again; these RZ rotations commute with the gadgets from the second to fourth layers and fuse with the RZs in the fifth layer, making those parameters redundant. This “periodicity” phenomenon is not unique to the “brick wall” layout, and actually generalises to all MPPPs. (See theorem [1])
If we write the positions of the phase gadget’s legs as a vector in $GF(2)^n$, we see that
the propagation of a circuit of CNOTs through a phase gadget is a linear map in
$GL(n, 2)$. By utilising the linearity of the transformation, the entire transformation
can be calculated by commuting Z rotations on each qubit, which are represented
by the basis vectors in $GF(2)^n$. As an example, the staircase and brick wall layers
from section 2.9 have mappings $(x_1, x_2, x_3, x_4) \mapsto (x_1 \oplus x_2, x_2 \oplus x_3, x_3 \oplus x_4, x_4)$ and
$(x_1, x_2, x_3, x_4) \mapsto (x_1 \oplus x_2, x_2 \oplus x_3 \oplus x_4, x_3 \oplus x_4, x_4)$ respectively and correspond to
matrices
\[
\begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 \\
1
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 1 \\
1 & 1 \\
1
\end{pmatrix}
\]
respectively. We emphasise that these matrices are not the same matrices as the
change of basis $A$, but in fact the inverse transpose of $A$, $(A^{-1})^T$. The proof of this
is given in theorem 5.

As seen in section 2.8, layered gate ans"atze repeat their layers as that is believed
to be a good technique to generate good ans"atze. But is this the case for MPPP
circuits? During the conversion to the normal form, the Z rotations on the $i$th layer
pass through $L - i$ layers of CNOTs, where $L$ is the number of repeated layers. This
process is captured by repeatedly applying the matrix $B \in GL(n, 2)$ representing
the CNOT block to the vector in $GF(2)^n$ representing the legs of a phase gadget.
Overall the action on the phase gadget after passing through $l$ repeating layers is
given by the matrix $B^l$. 
3.4. NORMAL FORM

Seeing as how the 4 qubit brick ansatz transforms the Z rotations back into Z rotations after 4 layers of CNOTs, we may wish to find the group order of such matrices in general. Any MPPP circuit has a lower triangular change of basis $A$, so the action of its CNOTs on a Z phase gadget is given by upper triangular matrix $B = (A^{-1})^T$. If the group order of such matrices is low, then the phase polynomial ansatz produces fewer unique phase gadgets and so the overall phase polynomial is not very expressive.

**Theorem 1.** The maximum order of an $n \times n$ triangular matrix $B$ in $\text{GL}(n, 2)$ is $m = 2^{\lceil \log_2 n \rceil}$. That is: $B^m = I$.

**Proof.** The triangular matrices form a group of order $2^{n(n-1)/2}$ under multiplication, so the order of $B$ must be a power of 2 by Lagrange’s theorem. Let $B = I + L$. By the freshman’s dream lemma: $B^m = I + L^m$. Triangular matrices with a zero diagonal are nilpotent with $L^n = 0$, as the size of the triangle of non-zero entries decreases per left multiplication of $L$. Since $m \geq n$, $L^m = 0$ so $B^m = I$. \qed

This theorem immediately generalises to $GF(p)$.

**Corollary 1.** An $n$-qubit MPPP circuit generated from layered gate ansatz has no more than $2n^2$ non-redundant parameters.

When the CNOTs are not restricted to be arranged monotonically, then the order is no longer linear in $n$. Since a swap gate can be implemented using 3 CNOTs, all permutations can be generated. The greatest order of an element in the permutation group $S_n$ is given by Landau’s function, which asymptotically grows as $e^{\sqrt{n \log n}}$ [32]. This provides evidence that general parametric quantum circuits should not arrange their CNOTs monotonically, but instead have a more symmetric ansatz by adding CNOTs from the last qubit to the first qubit.

### 3.4 Normal Form

We see that a normal form of phase polynomials can be achieved by dragging the phase gadgets across the layers of CNOTs. This can be generalised to ansätze consisting of CNOT, RZ and RX rotation gates. Although this form is less illuminating than its application to phase polynomials, it is easier to simplify than the original circuit as it is an architecture-agnostic description of the circuit. Phase gadgets are also a higher level, more concise description of the circuit than interleaving CNOTs and rotation gates. In fact, we suggest that it is clearer and
Figure 3.1: How a layer of RZ gates are transformed when passing through a CNOT layer. The legs of each phase gadget can be read off vertically.
more convenient to directly use Z and X phase gadgets when describing QML circuits in many scenarios; this is analogous to writing code in a high level language instead of machine code.

3.5 Initialisation Strategy

As discussed in section 2.7, randomly generated ansätze have landscapes full of barren plateaus where their gradients are close to 0, making it difficult for gradient descent to find a good minimum.

Grant et al. [25] shows that the randomly generated ansätze can be used for learning, provided the right initial parameters are used. Geometrically, this means finding a starting point that is not in a barren plateau, so it can descend towards a good minimum. Of course, finding such a point in an arbitrary circuit is difficult, just like finding a starting point close to the global minimum is difficult. Instead, Grant et al. presents an initialisation strategy for a wide class of randomly generated ansätze that avoids the barren plateaus as a starting point.
First, the ansatz is arranged in layers of unitary blocks.

\[
\begin{align*}
U_{i-1}(\theta_{i-1}) & \quad U_{i}(\theta_{i}) & \quad U_{i+1}(\theta_{i+1}) \\
\cdots & & \cdots
\end{align*}
\]

Each unitary block is composed of smaller sub-blocks

\[
U_{i}(\theta_{i})
\]

which are arranged such that

\[
U_{j}^{\dagger}(\theta_{j}^{\dagger}) = U_{i}^{L-j}(\theta_{i}^{L-j})^{\dagger}:
\]

this is done so that each unitary block evaluates to the identity, for those parameters. Concretely, each unitary sub-block can be generated randomly using CNOT, RZ and RX gates yielding a normal form:

\[
\begin{align*}
\theta_{1} & \quad \theta_{2} & \quad \theta_{3} \\
\theta_{4} & \quad \theta_{5} & \quad \theta_{6} \\
\theta_{7} & \quad \theta_{8} & \quad \theta_{9}
\end{align*}
\]

A consequence of this normal form is that the overall ansatz is “CNOT-free”, as the layer of CNOTs in each unitary sub-block necessarily cancel out:
3.5. INITIALISATION STRATEGY

This provides more evidence that phase gadgets are a natural, architecture-agnostic way of designing and analysing QML ansätze.

### 3.5.1 Commutativity Relation

**Theorem 2.** Z phase gadgets and X phase gadgets commute if and only if they share an even number of legs.

\[
\theta_5 \theta_6 \theta_1 \theta_2 \theta_4 \theta_3 \theta_5' \theta_6' \theta_1' \theta_2' \theta_4' \theta_3'
\]

\[
\theta_5 + \theta_6' \theta_1 + \theta_2' \theta_4 + \theta_3'
\]

**Proof.**

If an even number of legs are swapped, the wires created between the “body” of the phase gadgets disappear by complementarity.
This allows us to work directly with phase gadgets, with an understanding of which ones commute with each other; it does not allow us to commute rotations gates that do not originally commute — if there are two non-commutative rotation gates adjacent on a wire, they will transform to phase gadgets sharing an odd number of legs after passing through a layer of CNOTs. If this were not the case, then the gadgets would commute: inverting the layer of CNOTs would leave the original rotation gates commuted, which would be a contradiction. This is not surprising; after all, rotation gates are special cases of phase gadgets, so the theorem should still apply.

\[\begin{array}{c}
\text{a} \\
\text{b} \\
\text{c} \\
\text{e} \\
\text{d}
\end{array} = \begin{array}{c}
\text{a} \\
\text{b} \\
\text{c} \\
\text{e} \\
\text{d}
\end{array} = \begin{array}{c}
\text{a} \\
\text{b} \\
\text{c} \\
\text{e} \\
\text{d}
\end{array}
\]

The manipulations used in the proof of theorem 2 can be used to forcefully commute the gadgets such that the Z and X gadgets are separated. The graph state can be thought of as a controller for the gadgets, and is equivalent to a superposition of separated phase gadgets. Graph states are originally used in measurement-based quantum computing [33, 34, 35].

### 3.6 Pauli Gadgets

In the paper *Phase Gadget Synthesis for Shallow Circuits*, Cowtan et al. presents the theory behind Pauli gadgets [36], which are a generalisation of phase gadgets.
with a rich set of properties. The Pauli gadgets are diagrammatically defined as

In section 3.1, we that the Z phase gadget is generated by a tensor product of \( \{Z, I\} \), two of the four Pauli matrices. By differentiating the Pauli gadget, we see that it is generated using all four Pauli matrices \( \{X, Y, Z, I\} \).

We have already encountered Pauli gadgets before — the X phase gadget is a special case of the Pauli gadget where all of its legs are X legs.

Like phase gadgets, the Pauli gadgets interact with the CNOT and Clifford gates (rotations of the form \( R(k\pi/2) \)) in a nice way, shown in see figures 3.2 and 3.3. These properties have been used in the latest simplification routines of \( t|\text{ket}\rangle \)\cite{36,37}. The coloured legs of the Pauli gadgets allow us to see which gadgets commute by applying the fusion rule. This is much simpler than using traditional circuit diagram notation to analyse circuit ansätze.
Figure 3.2: Rules for passing Clifford gates through Pauli gadgets.

Figure 3.3: Rules for passing CNOT gates through Pauli gadgets.
3.7 Commutation Relations

**Theorem 3.** Pauli Gadgets commute when they mismatch on an even number of legs. Non-diagrammatically, they commute when their Hamiltonians commute.

**Proof.** There are three possible types of mismatches for the legs of the Pauli gadget: ZX, XY, and YZ. Every time a mismatched leg passes through each other, a Hadamard wire appears between the bodies of the Pauli gadget.

When there are an even number of mismatches, the wires between the bodies of the Pauli gadget disappear by complementarity.
3.8 Euler Decomposition

We have already defined the Hadamard gate in terms of $\pm \frac{\pi}{2}$ rotations. The decomposition of the Hadamard gate in terms of rotations of alternating bases has been studied geometrically in $SO(3)$ by Euler, and the definition of the Hadamard decomposition was introduced by Duncan and Pedrix [34] as an early attempt to complete the ZX calculus. More generally, alternating rotation gates can be rewritten in terms of rotation gates with a different sequence of bases. There is an isomorphism between $SU(2)$ and $SO(3)/\mathbb{Z}_2$, so Euler decomposition in $SU(2)$ can be visualised using the Bloch sphere akin to how Euler decomposition can be visualised using $S^3$.

**Theorem 4.** For $a_1, a_2, a_3 \in (-\pi, \pi]$, there exists $b_1, b_2, b_3 \in (-\pi, \pi]$ such that

\[
R_x(a_3)R_z(a_2)R_x(a_1) = R_z(b_3)R_x(b_2)R_z(b_1)
\]

and

\[
R_z(b_3)R_x(b_2)R_z(b_1) = R_x(a_3)R_z(a_2)R_x(a_1),
\]

where $b_1, b_2, b_3$ is defined using the auxiliary variables $z_1, z_2$:

\[
z_1 = \cos \frac{a_2}{2} \cos \left( \frac{a_1 + a_3}{2} \right) + i \sin \frac{a_2}{2} \cos \left( \frac{a_1 - a_3}{2} \right)
\]

\[
z_2 = \cos \frac{a_2}{2} \sin \left( \frac{a_1 + a_3}{2} \right) - i \sin \frac{a_2}{2} \sin \left( \frac{a_1 - a_3}{2} \right)
\]

\[
b_1 = \arg z_1 + \arg z_2
\]

\[
b_2 = \arctan \left( \frac{|z_2|}{|z_1|} \right)
\]

\[
= \arg(|z_1| + i|z_2|)
\]

\[
b_3 = \arg z_1 - \arg z_2.
\]

Diagrammatically the equations can be written as

\[\begin{align*}
\text{\begin{tikzpicture}
\node at (0,0) [circuit symbol, circuit header={Circle}, circuit name={a1}, circuit style={draw}]{\node[circuit symbol, circuit header={Circle}, circuit name={a1}, circuit style={draw}] at (0,0) {a1};\node[circuit symbol, circuit header={Circle}, circuit name={a2}, circuit style={draw}] at (1,0) {a2};\node[circuit symbol, circuit header={Circle}, circuit name={a3}, circuit style={draw}] at (2,0) {a3};\end{tikzpicture}}\end{align*}\]

Euler decomposition is not applicable to all Pauli gadgets — Duncan et al. [36] showed that three Pauli gadgets $e^{iP_1}e^{iP_2}e^{iP_3}$ are only admissible to Euler decomposition when $P_1 = P_3$, i.e. when the legs of the first and third Pauli gadgets
Euler decomposition allows us to study a partial redundancy/dependence between alternating phase rotations and gadgets. For example, a circuit made from alternating rotations can be simplified as follows:

\[
\begin{align*}
    & a \quad d \quad g \quad j \\
    & b \quad e \quad h \quad k \\
    & c \quad f \quad i \quad l \\
    = & \quad a' \quad d' \quad g' \quad j \\
    & \quad b' \quad e' \quad h' \quad k \\
    & \quad c' \quad f' \quad i' \quad l \\
    & \quad a' \quad b' \quad c' \quad d' \quad e' \quad f' \quad g' \quad h' \quad i' \quad j' \quad k' \quad l' \\
    = & \quad a' \quad b' \quad c' \quad d' \quad e' \quad f' \quad g' \quad h' \quad i' \quad j' \quad k' \quad l' \\
    & \quad a' \quad b' \quad c' \quad d' \quad e' \quad f' \quad g' \quad h' \quad i' \quad j' \quad k' \quad l'
\end{align*}
\]

3.9 Converting Everything to Gadgets

3.9.1 Universality

So far we have only analysed circuits constructed exclusively using CNOT, RZ and RX gates and how they give rise to a normal form that consists of a layer of CNOTs followed by a sequence of Z and X phase gadgets. To bolster the claim that phase gadgets are sufficient for constructing QML ansätze, we shall convert commonly used gates into phase gadgets. In particular, we first show that the CNOT, Hadamard and Clifford-T gates can be written using gadgets, as these gates are approximately universal and so can be used to construct any unitary, to any arbitrary precision \cite{38,39}. We then show that all three sets: phase gadgets + Hadamards, phase gadgets + X rotations and Pauli gadgets form a universal set of gates for quantum computation.

As defined in section 2.2, a Hadamard gate can be expressed as three $\pm \frac{\pi}{2}$ rotations of the same sign with alternating bases.

\[
\begin{align*}
    \quad & \quad \frac{\pi}{2} \quad \frac{\pi}{2} \quad \frac{\pi}{2} \\
    = & \quad \frac{\pi}{2} \quad \frac{\pi}{2} \quad \frac{\pi}{2} \\
    = & \quad \frac{\pi}{2} \quad \frac{\pi}{2} \quad \frac{\pi}{2}
\end{align*}
\]

This allows us to convert any circuit consisting of only phase gadgets and Hadamards to circuits consisting of only phase gadgets and X rotations. Furthermore, the X rotation gate is a special case of a Pauli gadget so the conversion from phase gadgets
and X rotations to Pauli gadgets is also done. Now it suffices to show that phase gadgets + Hadamard circuits are indeed universal.

The controlled-Z (CZ) gate can be constructed using two Hadamard gates with a CNOT gate in between. Using properties of the Hadamard, it can be rewritten as

\[ h = h \text{ def } \pi - \pi = \pi - \pi \]

where the equality \( \star \) holds because

\[ \pi h = h \text{ def, f} \pi - \pi = \pi - \pi \]

Conversely, a CNOT gate can also be constructed using two Hadamard gates with a CZ gate in between, which are both expressible using phase gadgets.

A more compact way to write the CNOT gate is to use a Pauli gadget, a Z rotation and a X rotation.

### 3.9.2 Other Gates

Although we have shown universality, it would be useful to find compact representations of commonly used gates in quantum machine learning. Three such gates are \( CU_1, CR_z \) and \( CR_x \), 2-qubit gates used for entanglement.
3.9. CONVERTING EVERYTHING TO GADGETS

\[ CU_1(\theta) = \begin{pmatrix} 1 & 1 & e^{i\theta} \\ 1 & 1 & e^{i\theta} \\ 1 & 1 & e^{i\theta} \end{pmatrix} \]

\[ CR_z(\theta) = \begin{pmatrix} 1 & e^{-i\theta/2} & e^{i\theta/2} \\ 1 & e^{-i\theta/2} & e^{i\theta/2} \end{pmatrix} \]

\[ CR_x(\theta) = \begin{pmatrix} 1 & \cos(\theta/2) & -i\sin(\theta/2) \\ \cos(\theta/2) & 1 & e^{-i\theta/2} \end{pmatrix} \]

Although the \( U_1 \) and the \( R_z \) gates are considered the same up to global phase, the \( CU_1 \) and \( CR_z \) are not. Fortunately, they are both diagonal matrices, so they can be expressed as a combination of \( Z \) phase gadgets.

\[ CU_1(\theta) = \begin{bmatrix} \theta & \theta \\ \theta & \theta \end{bmatrix} \]

\[ CR_z(2\theta) = \begin{bmatrix} \theta & \theta \\ \theta & \theta \end{bmatrix} \]
The CR\(_x\)(2\(\theta\)) gate can be expressed by prepending and appending a Hadamard gate on the CR\(_z\) gate. Curiously, the CZ gate is a special case of the CU\(_1\) gate rather than the CR\(_z\) gate, and the CNOT gate (also known as the CX gate) does not quite correspond to the CR\(_x\) gate; this is because the X gate and R\(_x\)(\(\pi\)) are only equal up to a scalar.

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\neq
\begin{bmatrix}
0 & -i \\
-i & 0
\end{bmatrix}
\triangleq R_x(\pi)
\]

\[
\begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix}
\neq
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\triangleq R_y(\pi)
\]

\[
\begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix}
\neq
\begin{bmatrix}
-i & 0 \\
0 & i
\end{bmatrix}
\triangleq R_z(\pi)
\]
Sussman Attains Enlightenment

In the days when Sussman was a novice, Minsky once came to him as he sat hacking at the PDP-6.

Minsky: “What are you doing?”
Sussman: “I am training a randomly wired neural net to play Tic-tac-toe.”
Minsky: “Why is the net wired randomly?”
Sussman: “I do not want it to have any preconceptions of how to play.”

Minsky then shut his eyes.

Sussman: “Why do you close your eyes?”
Minsky: “So that the room will be empty.”

At that moment, Sussman was enlightened.

What Minsky means is that wiring the circuit randomly doesn’t eliminate all preconceptions, we just don’t know what the preconceptions are. This philosophy also applies to quantum circuits. Wiring your circuit randomly does not make it better. You just have less understanding of it.

In the same way that we cannot wire up our neural network randomly, we cannot escape the question of “what makes a VQC good for learning” by simply using circuits we do not know how to analyse, or generating the circuits randomly.
Chapter 4

The Zoo of QML Ansätze

Using the techniques we have developed in the previous chapters, we are now ready to simplify and analyse QML ansätze. We have selected the nineteen circuits used by Sim et al. [40], many of which were from or inspired by past studies. The four main techniques used for simplification are: spider fusion, phase gadget addition, Euler decomposition and single rotation decomposition. These four techniques are applied during both inter and intra layer simplification.

1. **Spider fusion**: by writing multi-qubit gates using only X, Y and Z spiders, it is clear which gates commute with another. For example, the control Z rotation gates commute with each other, whereas the control X rotation gates and CNOT gates commute with each other only when their control or target legs are aligned. (See section 2.2.1)

2. **Phase gadget addition**: by writing multi-qubit gates such as the controlled rotation gates in terms of phase gadgets and rotations, the gates can partially or completely simplified. (See section 3.1)

3. **Euler Decomposition**: Any combination of rotations gates on a qubit can be written in terms of three rotation gates. (See section 3.8)

4. **Single rotation decomposition**: in practice, Z rotations are easier to perform than X rotations and Y rotations on a quantum computer [41]. By strategically decomposing the X and Y rotation gates, we can both reduce the number of gates and use cheaper rotations. (See section 2.2.2)

The following analysis takes the original circuit, converts it to ZX calculus then applies progressive simplifications. A *dependency graph* is included to show precisely how to obtain the new parameters from the original parameters. Writing out the
dependency graph allows automatic differentiation on the new circuit, in terms of the old parameters; this allows to simulate quantum machine learning with the original circuit, using the new, simplified circuit.

Although the commutative properties of the Pauli gadget have not been used in this analysis, they can be useful for analysing future ansätze that are designed directly using phase and Pauli gadgets.
Circuit 1

| Circuit | Diagram |
|---------|---------|

Note: This circuit has already been studied in Euler Decomposition section.

Circuit 2

| Circuit | Diagram |
|---------|---------|

Note: This circuit has already been studied in the Normal Form section.

Circuit 3

| Circuit | Diagram |
|---------|---------|

Dependency Graph
Circuit 4

Dependency Graph

Circuit 5
Note: The new circuit has only 14 parameters in the repeating layer in comparison to 28 parameters in the original circuit.
Figure 2: A set of circuit templates considered in the study, each labeled with a circuit ID. The dashed box indicates a single circuit layer, denoted by Circuit 18.

Several circuit templates are from or inspired by past studies. Circuit diagrams were generated using qpic\textsuperscript{[42]}. Some circuit templates are parameterized.
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Dependency Graph

\[
\begin{align*}
A'' & \rightarrow E'' \\
A' & \rightarrow E' \\
A & \rightarrow E \\
A'' & \rightarrow E'' \\
A' & \rightarrow E' \\
A & \rightarrow E \\
B'' & \rightarrow F'' \\
B' & \rightarrow F' \\
B & \rightarrow F \\
C'' & \rightarrow G'' \\
C' & \rightarrow G' \\
C & \rightarrow G \\
\end{align*}
\]
Circuit 7

Dependency Graph

Circuit 8

Dependency Graph
Circuit 12

Circuit 13
Note: The repeating layer of this circuit can be split into two structurally identical halves.
Circuit 15

Note: The effect of CNOT layers on Y spiders cannot be described using \( GF(2) \), and its periodicity has yet to be studied.

Circuit 16

Note: Circuit 16 is identical as circuit 13 after simplification.

Circuit 17
Circuit 18

Note: Circuit 3 and circuit 16 are special cases of circuit 18 where \( i' = 0 \).

Circuit 19
Chapter 5

Optimising QML Ansätze

In this chapter we describe a simplification algorithm for ansätze constructed from repeating layers of mixed Z and X phase gadgets. Our approach leverages a combinatorial description (in terms of $GL(n,2)$ matrices) of the effect of composing such ansätze with CNOT circuits, and uses simulated annealing to obtain approximate solutions to a corresponding optimisation problem.

5.1 Background

In the second chapter we explored how most quantum circuits used as ansätze for quantum machine learning can be expressed using phase gadgets and Hadamard gates alone, and ansätze constructed from CNOT gates, Z rotation gates and X rotation gates yield a normal form consisting of repeating layers of Z and X phase gadgets. In this chapter, our algorithm synthesises circuits designed using repeating Z and X phase gadgets, which can be efficiently synthesised using CNOT gates, Z rotation gates and X rotation gates.

One way to simplify phase gadgets in ZX calculus is to apply the commutation properties between the phase gadget and the CNOT. The work by Meijer-van de Griend and Duncan [42] applied this commutation property for Z phase gadgets to synthesise phase polynomials. This is done by first describing the phase polynomial using Z phase gadgets, which can be stored as a binary matrix where each column represents a phase gadget. The CNOT placements are determined by the bitwise operations used to eliminate 1 entries in the matrix.

The same idea can be applied to circuits consisting of Z and X gadgets, as shown in
the following example:

\[
\begin{pmatrix}
1 & 1 & 1 \\
1 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix}
\]

\[
\begin{pmatrix}
1 & 1 \\
1 & 1 \\
1 & 0
\end{pmatrix}
\]

\[
\begin{pmatrix}
1 & 1 & 0 \\
1 & 1 & 1 \\
1 & 0 & 0
\end{pmatrix}
\]

5.2 Abstraction

Circuits on \( n \) qubits composed of Z and X phase gadgets can be represented as a sequence of entries, each entry detailing the basis of the gadget (Z or X), the phase (angle), and the positions of its legs (an \( n \)-dimensional binary vector, i.e. a vector in \( GF(2)^n \)). Our simplification algorithm does not alter the relative ordering of the gadgets or their angles, so a circuit on \( n \) qubit with \( d = d_z + d_x \) gadgets can be modelled by 3 pieces of data:

- An \( n \times d_z \) binary matrix \( L_Z \in GF(2)^{n \times d_z} \) with columns encoding the leg positions of the \( d_z \) Z phase gadgets.
- An \( n \times d_x \) binary matrix \( L_X \in GF(2)^{n \times d_x} \) with columns encoding the leg positions of the \( d_x \) X phase gadgets.
- A sequence \( S \in ([0, 2\pi] \times \{Z, X\})^d \) (with \( d_z \) Z entries and \( d_x \) X entries) encoding the basis and angles for the gadgets (not changed by the simplification algorithm).

The following example (with \( n = 5, d = 5, d_z = 2 \) and \( d_y = 3 \)) shows how the \( L_Z \) and \( L_X \) matrices used by the algorithm are derived from the sequence of gadgets (angles omitted for clarity):

\[
[['Z', (1,1,0)], ['X', (1,1,1)], ['X', (1,1,0)], ['Z', (1,0,0)], ['Z', (1,1,0)]]
\]

\[
L_Z = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \quad L_X = \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 0 \end{pmatrix}
\]

The algorithm is based on the action of CNOTs on circuits composed entirely of one kind of phase gadgets (either Z or X), as specified by the commutation rules above.
Specifically, it is based on the way in which a circuit of CNOTs changes the legs of a phase gadget as the CNOTs are commuted from the right of the phase gadget to its left (noting that the circuit of CNOTs is left unchanged by the commutation process).

Because the commutation of a circuit $C$ of CNOTs through a phase gadget is an invertible procedure (inverted by using $C^!$), its action on the legs of a gadget must correspond to an invertible binary matrix in $GL(n,2)$: we write $h_z(C) \in GL(n,2)$ for the matrix defining the action on Z phase gadgets and $h_x(C) \in GL(n,2)$ for the matrix defining the action on X phase gadgets. Given a circuit $C$, the matrices $h_z(C)$ and $h_x(C)$ can be constructed by looking at the action of the CNOTs on binary vectors $GF(2)^n$ encoded by X and Z basis vectors respectively:

\[
\begin{align*}
    h_z \left( \begin{array}{c}
        x_1 \\
        x_2 \\
        \end{array} \right) & = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}_z \\
    h_x \left( \begin{array}{c}
        z_1 \\
        z_2 \\
        \end{array} \right) & = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}_x
\end{align*}
\]

\[
\begin{align*}
    h_z \left( \begin{array}{c}
        x_1 \\
        x_2 \\
        x_3 \\
        x_1 \oplus x_2 \\
        x_2 \oplus x_3 \\
        \end{array} \right) & = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}_z \\
    h_x \left( \begin{array}{c}
        z_1 \\
        z_2 \\
        z_3 \\
        z_1 \oplus z_2 \\
        z_2 \oplus z_3 \\
        \end{array} \right) & = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 1 & 1 \end{pmatrix}_x
\end{align*}
\]

**Theorem 5.** The actions $h_z(C)$ and $h_x(C)$ of a CNOT circuit $C$ are related by inverse transpose in $GL(n,2)$: 

$$h_x(C) = (h_z(C)^T)^{-1}$$

**Proof.** Let $C = \prod_{i=1}^n C_i$ be a CNOT circuit and $\{C_i\}$ be the individual CNOT gates. Since $h_z$ and $h_x$ are group homomorphisms, the binary matrices $L_z$ and $L_x$ can be decomposed as a product of the binary matrices, each representing a CNOT.
Looking at the definition of $h_z$ and $h_x$, it is evident that $h_z(\text{CNOT}(x,y)) = h_x(\text{CNOT}(y,x)) = h_x(\text{CNOT}(x,y))^T$. Since the CNOT gate is self-inverting, so are the matrices resultant from applying $h_z$ and $h_x$:

$$h_z(\text{CNOT}(x,y))^2 = h_z(\text{CNOT}(x,y))^2 = h_z(\text{id}) = I$$

$$h_x(\text{CNOT}(x,y))^2 = h_x(\text{CNOT}(x,y))^2 = h_x(\text{id}) = I$$

Therefore we can conclude that $h_z(G_i) = h_x(G_i)^{-1^T}$. Now both the transpose and the inverse operations are contravariant, but combine to make a covariant operation on matrices. Therefore

$$(L_z^T)^{-1} = \left((L_{z_1} L_{z_2} \ldots L_{z_n})^T\right)^{-1}$$

$$= (L_{x_n} \ldots L_{x_2} L_{x_1})^{-1}$$

$$= (L_{x_1} L_{x_2} \ldots L_{x_n}) = L_x.$$  

Therefore for us, there are no restrictions on which $GL(n,2)$ matrices correspond to the action of CNOT circuits: for any invertible binary matrix in $GL(n,2)$, we can construct a CNOT circuit with that action using row operations. Kissinger and Meijer-Van de Griend \[43\] proposed the Steiner-Gauss algorithm, which is an architecture-aware method of obtaining such a CNOT circuit.
Figure 5.1: An example of how an invertible matrix in $GF(2)$ can be converted to a CNOT circuit. The algorithm uses row operations to obtain the identity matrix, then adding the CNOTs as we unwind the recursion stack.
This bijective correspondence between $GL(n, 2)$ matrices and CNOT circuits allows for a neat formulation of the action of CNOT circuits on $(n, d_z, d_x)$ Z/X phase gadget circuits as the following representation of $GL(n, 2)$:

$$h_z \oplus h_x : \quad GL(n, 2) \rightarrow GL(GF(2)^{n \times d_z} \oplus GF(2)^{n \times d_x}, 2)$$

$$C \quad \mapsto \quad C \oplus (C^T)^{-1}$$

the Z and X phase gadgets are acted on independently, so we have omitted the interleaving and angle information $S$. In this formulation, circuit simplification with the aim of reducing the total number of phase gadget legs results in the following optimization problem:

**Problem.** Given an $n \times d_z$ binary matrix $L_Z \in GF(2)^{n \times d_z}$ and an $n \times d_x$ binary matrix $L_X \in GF(2)^{n \times d_x}$, minimize the sum of the number of 1 entries in the two matrices $C \cdot L_Z$ and $(C^T)^{-1} \cdot L_X$ across all invertible binary matrices $C \in GL(n, 2)$.

This is a discrete (non-differentiable) problem, which we believe to be hard in the general case. As a consequence, we decided to employ simulated annealing [44, 45] to obtain approximately optimal solutions. Below is an example solution $C$ for the parameters used before:

$$[[\text{`Z'}, (1,1,0)], [\text{`X'}, (1,1,1)], [\text{`X'}, (1,1,0)], [\text{`Z'}, (1,0,0)], [\text{`Z'}, (1,1,0)]]$$

$$L_Z = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \quad L_X = \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 0 \end{pmatrix}$$

$$C = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad C \cdot L_Z = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \quad (C^T)^{-1} \cdot L_X = \begin{pmatrix} 1 & 1 \\ 0 & 0 \\ 1 & 0 \end{pmatrix}$$

Given one such solution $C$, the optimized circuit is obtained as follows:

1. Synthesise a CNOT circuit from $C$ using the Steiner-Gauss algorithm.
2. Append the Z and X phase gadgets with legs specified by $C \cdot L_Z$ and $(C^T)^{-1} \cdot L_X$ respectively, using the original interleaving and angles stored in the sequence $S$.
3. Synthesise and append a CNOT circuit from $C^\dagger$ using the Steiner-Gauss algorithm.
The intermediate phase-gadget layer can be synthesised in an architecture-aware fashion using the procedure from [46], or converting CNOT ladders into tree form to reduce depth. The intermediate layer can also be repeated arbitrarily many times without repeating the initial and final CNOT blocks: this yields (linearly) compounded gains when dealing with ansätze with several repeated layers, as common in QML [2 28 29].

5.3 Simulated Annealing

Simulated annealing is a non-gradient-based, probabilistic optimisation method, inspired by the spontaneous emergence of ordered, energy minimizing configurations during annealing processes in metallurgy. The essence of the algorithm is as follows:

1. Start with a random initial point \( C_0 \) in the parameter space. In our case, start with a random matrix \( C_0 \) in parameter space \( GL(n, 2) \).

2. For each iteration \( k = 0, \ldots, K - 1 \):

   (a) Compute a temperature \( T \) according to a specified temperature schedule.

   (b) Randomly select a neighbour of the current point in configuration space. In our case, randomly select a matrix \( C_{\text{new}} \) in \( GL(n, 2) \) obtained by flipping one entry of the current matrix \( C \).

   (c) Transition from \( C \) to \( C_{\text{new}} \) with probability dependent on the change in energy \( e(C_{\text{new}}) - e(C) \), according to a specified energy function. In our case, energy\((C)\) is the sum of 1 entries in \( C \cdot L_Z \) and \((C^T)^{-1} \cdot L_X \).

3. Return the current point \( C \) in parameter space at the end of the iterations.

**Algorithm 1** Simulated Annealing

```plaintext
1: procedure SimulatedAnnealing\((C_0)\)
2: \( C \leftarrow C_0 \)
3: for \( k = 0, \ldots, K - 1 \) do
4:     \( T \leftarrow \text{temperature at}(k) \)
5:     \( C_{\text{new}} \leftarrow \text{random neighbour of}(C) \)
6:     \( p \leftarrow P(\text{transition | energy}(C), \text{energy}(C_{\text{new}}), T) \)
7:     if \( p \leq \text{random}(0, 1) \) then
8:         \( C \leftarrow C_{\text{new}} \)
9: output \( C \)
```

For our problem, we chose the following temperature schedule and transition
probability:

\[ T := T_0 \left( 1 - \frac{k}{K} \right) \quad \mathbb{P}(\text{transition}) := \min \left( 1, \exp \left( \frac{e(C) - e(C_{\text{new}})}{T} \right) \right) \]

The neighbouring matrix \( C_{\text{new}} \) is obtained by flipping a randomly chosen entry in \( C \), but care must be taken to ensure that \( C_{\text{new}} \) is invertible: this is done by rejection sampling: (The asymptotic probability that a uniformly sampled binary matrix is invertible is 0.288 \([47]\).)

### 5.4 Implementation Details

Unfortunately, \texttt{numpy} does not support \( GF(2) \) as a data type, so we work with the \texttt{numpy.uint64} data type and take the remainder mod 2 after matrix multiplication or matrix inversion. To check whether a matrix is invertible, we just need to check that its determinant is odd. From the Hadarmard determinant problem, we know that the maximum determinant achievable by a \( n \times n \) binary matrix grows exponentially \([48]\):

\[
\det(C) \leq \frac{(n + 1)^{(n+1)/2}}{2^n}
\]

Unsigned integer overflow is not undefined behaviour in C, the underlying language used in \texttt{numpy}, so it is perfectly acceptable to compute the determinant of large matrix modulo \( 2^{64} \) this way. Unfortunately, \texttt{numpy}'s optimised determinant method \texttt{np.linalg.det} computes the determinant via LU factorisation using the LAPACK routine \texttt{z/dgetrf} \([49]\), which uses doubled precision floating point numbers instead of integers \([50]\). IEEE-754 gives double precision floating point numbers 53 bits of mantissa, so matrices with \( n \leq 33 \) will not have determinant overflow problems.

Furthermore, because binary matrix rank in \( \mathbb{R} \) is not the same as binary matrix rank in \( GF(2) \), we cannot use \texttt{np.linalg.matrix_rank} to check for invertibility. Instead, we used Gaussian elimination to compute the rank and invert the matrix in \( GF(2) \).

In practice, quantum circuit synthesis libraries such as \texttt{t|ket} \([51]\), Qiskit \([52]\) and PyZX \([53]\) only allow users to add primitive gates such as CNOT and rotation gates. To apply our algorithm, we must be able to detect phase gadgets and find repeating layers of them when they exist. The detection of phase gadgets can be done by pushing the position of the CNOTs onto a stack, then popping them off after reaching the rotation gate. Every CNOT removed from the stack becomes a leg in the phase gadget. The detection of repeating layers of phase gadgets can be
done using the Knuth-Morris-Pratt string matching algorithm [54].

5.5 Evaluation Results

First we evaluate the effectiveness of simulated annealing on the proposed problem. To do this we generated binary matrices $L_z$ and $L_x$ uniformly at random, then used simulated annealing to find a good $C$ to minimise the sum. We perform univariate analysis on the four following parameters:

1. Attempts: The number of times simulated annealing is run, taking the result with the lowest objective score.
2. Iterations: The number of steps taken in one simulated annealing attempt.
3. Width: The width of matrices $L_z$ and $L_x$, which corresponds to the number of gadgets.
4. Height: The height of matrices $L_z$, $L_x$ and $C$. This corresponds to the number of qubits in the circuit.

As expected, the mean of the scores increase as the number of attempts increase. The percentage improvement of simulated annealing decreases as the size of the problem increases, but perhaps this can be ameliorated by changing the hyperparameters.

To evaluate the performance of our simplification algorithm we have applied it to random ansätze with a varying a number of Z and X gadgets per layer, as well as a varying number of repeating layers. For each $(n_{gadgets}, n_{layers})$ configuration pair, we sampled 10 ansätze on 8 qubits with uniform probability and we computed the mean CNOT depth and count, for both the original circuits and the simplified circuits:

When layers are not repeated, the results indicate that savings in CNOT count and depth from phase gadget simplification are mostly offset by the introduction of the CNOT blocks. However, the savings increase up to 60% as the number of repeating layers is increased, because the CNOT blocks are not repeated. The optimisation problem becomes progressively more difficult as the number of gadgets per layer increases, resulting in worse optimization results (all other things held equal). However, tweaking the parameters of simulated annealing improves the results.
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| Attempts      | Iterations     | Width               | Height              |
|---------------|----------------|---------------------|---------------------|
| (20, 20, 20, 10, 6000) | (20, 20, 20, 20, 5000) | (20, 40, 40, 10, 5000) | (40, 20, 20, 10, 5000) |
| (20, 20, 20, 10, 5000) | (20, 20, 20, 10, 5000) | (20, 20, 20, 10, 5000) | (20, 20, 20, 10, 5000) |
| (20, 20, 20, 10, 4000) | (20, 20, 20, 5, 5000)  | (20, 10, 10, 10, 5000) | (10, 20, 20, 10, 5000) |

Figure 5.2: The parameters used to benchmark the performance of simulated annealing (top), and the distribution of scores (bottom).

| # gadgets per layer | 1 layer | 2 layers | 5 layers | 10 layers |
|---------------------|---------|----------|----------|-----------|
|                      | before  | after    | Δ%       | before    | after    | Δ%       | before  | after    | Δ%       |
| 10                   | 125     | 111      | 11%      | 258       | 146      | 44%      | 597     | 228      | 62%      |
| 20                   | 261     | 192      | 26%      | 486       | 276      | 43%      | 1159    | 595      | 49%      |
| 40                   | 498     | 367      | 26%      | 1014      | 647      | 36%      | 2296    | 1518     | 34%      |
| 80                   | 988     | 763      | 23%      | 1924      | 1463     | 24%      | 4986    | 3479     | 30%      |
| 160                  | 1974    | 1619     | 18%      | 3906      | 3200     | 18%      | 9476    | 7726     | 18%      |

Figure 5.3: A summary for the performance of the optimisation algorithm on randomly sampled circuits.
5.5. EVALUATION RESULTS

Initial Circuit: Circuit on 6 qubits with 64 gates. 12 is the T-count 52 Cliffords among which 52 2-qubit gates and 0 Hadamard gates.

Output Circuit: Circuit on 6 qubits with 54 gates. 12 is the T-count 42 Cliffords among which 42 2-qubit gates and 0 Hadamard gates.

Figure 5.4: Example execution with $n_{\text{qubits}} = 6$, $n_{\text{gadgets}} = 6$, $n_{\text{layers}} = 2$.
Chapter 6

Conclusion

6.1 Summary of Ideas

New Notation

Due to the prevalence of Y rotation gates in QML literature, we introduced a trichromatic notation that allows a compact representation for gates in the Y basis: the graphical depiction of XY and YZ Hadamard gates are designed to illustrate the effect when taking the transpose, the adjoint and the conjugate. The Y spider and the Y Hadamards were used again when providing a graphical representation of the Pauli gadget.

To achieve diagrammatic quantum machine learning, we also introduced notation for differentiating diagrams in ZX calculus. This allowed us to present a typical framework for quantum machine learning and also find the Hamiltonian generator of a one parameter unitary group. In particular, we were able to first present the phase and Pauli gadgets diagrammatically, then use diagrammatic differentiation to express them as matrix exponentials.

QML Reference

Besides presenting a typical framework for quantum machine learning, we also converted commonly used gates into ZX calculus. We advocate the use of phase gadgets and Pauli gadgets to represent and analyse QML ansätze due to their intuitive commutation properties, their elegant symmetric representation, and their susceptibility to optimisation. To demonstrate the generality of this approach, we dedicated a chapter to converting nineteen circuits from QML literature to Pauli
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gadgets and applying simplifications to them. A particularly successful example is circuit 5, which reduced the number of parameters from 28 to 14.

Abstraction of Phase Gadgets

The commutation properties of the CNOT and rotation gates allow us to write phase gadgets and CNOTs in terms of binary vectors and binary matrices in $GL(n, 2)$. This allowed us to compute the manner in which phase gadgets transform through a block of CNOTs with ease. Since a monotonic block of CNOTs correspond to a triangular matrix, by proving the group order of such matrices we were able to demonstrate that ansätze that arrange their CNOTs monotonically have a linear periodicity rather than the super-polynomial periodicity achievable.

We also developed a simplification algorithm for a special class of circuits constructed using only Z and X phase gadgets. This algorithm utilises the isomorphism between the group actions of CNOT blocks on Z and X phase gadgets, both representable in $GL(n, 2)$. Using simulated annealing, we achieved up to a 60% of CNOT count and depth in this class of commonly used circuits. This algorithm will be presented at the 4th International Workshop of Quantum Compilation.

6.2 Future Work

The work in chapter 4 can be developed into a full-fledged quantum machine learning tool that allows the user to design, optimise and analyse ansätze. The dependency graph produced during the optimisation progress allows the algorithm to perform automatic differentiation and perform QML on the same landscape but using a simpler circuit. Furthermore, the Jacobian between the old and new parameters will shed light on which parameters affect the circuit output the most.

The optimisation algorithm on Z and X phase gadgets has room for refinement and adaptation. It may be possible to estimate the cost of synthesising the binary matrix use in the optimisation and including that cost in the objective function. More experimentation will reveal whether the savings of this algorithm will carry through to more restrictive machine architectures. Due to the cost of the naive Gaussian elimination algorithm used to perform the matrix inverse, computing the objective function is time consuming; a more optimised implementation is necessary before it can be used in a production quantum compiler.
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Appendices
Appendix A

Supplementary Calculations

ZX Calculus

This is a justification for the rules given by the ZX calculus. The result that diagrams are equal up to spatial isotopy is proved in *Categories for Quantum Theory* [55].

**Fusion Rule:** In the case where the number of output wires in the first spider matches the number of output wires in the second spider:

\[
(e^{-i\frac{\pi}{4}}|0\ldots0\rangle\langle0\ldots0| + e^{i\frac{\pi}{4}}|1\ldots1\rangle\langle1\ldots1|) \circ (e^{-i\frac{\pi}{4}}|0\ldots0\rangle\langle0\ldots0| + e^{i\frac{\pi}{4}}|1\ldots1\rangle\langle1\ldots1|)
\]

\[
= (e^{-i\frac{\alpha+\beta}{2}}|0\ldots0\rangle\langle0\ldots0| + e^{i\frac{\alpha+\beta}{2}}|1\ldots1\rangle\langle1\ldots1|)
\]

The general case is difficult to articulate directly using Dirac notation. Instead, we can verify the identity by comparing the result of basis states \(|0\ldots0\rangle\) and \(|1\ldots1\rangle\), as all other basis states map to the zero vector:

\[
|0\ldots0\rangle \mapsto e^{-i\frac{\pi}{4}}|0\ldots0\rangle \mapsto e^{-i\frac{\alpha+\beta}{2}}|0\ldots0\rangle
\]

\[
|1\ldots1\rangle \mapsto e^{i\frac{\pi}{4}}|1\ldots1\rangle \mapsto e^{i\frac{\alpha+\beta}{2}}|1\ldots1\rangle
\]

**Hadamard Rule:**

\[
H^\otimes n(e^{-i\frac{\pi}{4}}|0\ldots0\rangle\langle0\ldots0| + e^{i\frac{\pi}{4}}|1\ldots1\rangle\langle1\ldots1|)H^\otimes m
\]

\[
= e^{-i\frac{\pi}{4}}|+\ldots+\rangle\langle+\ldots+| + e^{i\frac{\pi}{4}}|-\ldots-\rangle\langle-\ldots-|
\]

82
Identity Rules: follow easily from the definitions $\pi$-copy rule: The $X\pi$ rotation acts as the NOT gate in the $Z$ basis.

$$X^{\otimes n}(e^{-i\frac{\pi}{2}}|0\ldots 0\rangle\langle 0\ldots 0| + e^{i\frac{\pi}{2}}|1\ldots 1\rangle\langle 1\ldots 1|)X^{\otimes m}$$

$$= e^{-i\frac{\pi}{2}}|1\ldots 1\rangle\langle 1\ldots 1| + e^{i\frac{\pi}{2}}|0\ldots 0\rangle\langle 0\ldots 0|$$

Copy Rule: The 1-legged $X$ spider is just the pure state $|0\rangle$, and $(|0\ldots 0\rangle\langle 0| + |1\ldots 1\rangle\langle 1|)|0\rangle = |0\ldots 0\rangle$.

Bialgebra Rules: The 0 phase $Z$ spider acts as a “COPY” gate and the 0 phase $X$ spider acts as a “XOR” gate — this can be verified by checking the computational basis. The bialgebra rule is the statement “Copying the $m$ input bits to be XORed on the $n$ outputs is the same as XORing the $m$ inputs and copying it to the $n$ outputs.”

The Rotation Matrices are Similar

According to the PennyLane documentation, the rotation matrices are defined through the matrix exponential.

$$R_x(\phi) = e^{-i\frac{\phi X}{2}} = \begin{pmatrix} \cos(\phi/2) & -i\sin(\phi/2) \\ -i\sin(\phi/2) & \cos(\phi/2) \end{pmatrix}$$

$$R_y(\phi) = e^{-i\phi Y/2} = \begin{pmatrix} \cos(\phi/2) & \sin(\phi/2) \\ -\sin(\phi/2) & \cos(\phi/2) \end{pmatrix}$$

$$R_z(\phi) = e^{-i\phi Z/2} = \begin{pmatrix} e^{-i\phi/2} & 0 \\ 0 & e^{i\phi/2} \end{pmatrix}$$
In the same way that the Pauli matrices are similar matrices, the X, Y, Z rotation gates are related through a change of basis:

\[
R_x(\phi) = \begin{pmatrix}
\cos(\phi/2) & -i\sin(\phi/2) \\
-i\sin(\phi/2) & \cos(\phi/2)
\end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} e^{-i\phi/2} & 0 \\ 0 & e^{i\phi/2} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} = HR_z(\phi)H
\]

\[
R_y(\phi) = \begin{pmatrix}
\cos(\phi/2) & -\sin(\phi/2) \\
\sin(\phi/2) & \cos(\phi/2)
\end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \begin{pmatrix} e^{-i\phi/2} & 0 \\ 0 & e^{i\phi/2} \end{pmatrix} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix} = R_x(-\pi/2)R_z(\phi)R_x(\pi/2)
\]

Y Basis

\[
H_{XY} = \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix} = \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \begin{pmatrix} 1-i & 1-i \\ 1+i & -1-i \end{pmatrix} = \begin{pmatrix} 1-i \\ 1+i \end{pmatrix}
\]

\[
H_{YZ} = \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} = \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \begin{pmatrix} 1 & -i \\ 1 & -i \end{pmatrix} = \begin{pmatrix} 1-i \\ i-1 \end{pmatrix}
\]

Proof of Euler Decomposition

**Theorem 4.** For \(a_1, a_2, a_3 \in (-\pi, \pi]\), there exists \(b_1, b_2, b_3 \in (-\pi, \pi]\) such that

\[
R_x(a_3)R_z(a_2)R_x(a_1) = R_z(b_3)R_x(b_2)R_z(b_1)
\]
and

\[ R_z(b_3)R_x(b_2)R_z(b_1) = R_x(a_3)R_z(a_2)R_x(a_1), \]

where \( b_1, b_2, b_3 \) is defined using the auxiliary variables \( z_1, z_2 \):

\[
\begin{align*}
  z_1 &= \cos \frac{a_2}{2} \cos \left( \frac{a_1 + a_3}{2} \right) + i \sin \frac{a_2}{2} \cos \left( \frac{a_1 - a_3}{2} \right) \\
  z_2 &= \cos \frac{a_2}{2} \sin \left( \frac{a_1 + a_3}{2} \right) - i \sin \frac{a_2}{2} \sin \left( \frac{a_1 - a_3}{2} \right)
\end{align*}
\]

\[
\begin{align*}
  b_1 &= \arg z_1 + \arg z_2 \\
  b_2 &= \arctan \left( \frac{|z_2|}{|z_1|} \right) \\
  &= \arg(|z_1| + i|z_2|) \\
  b_3 &= \arg z_1 - \arg z_2
\end{align*}
\]

**Proof.** Define \( \alpha_i = \frac{1}{2}a_i \) and \( \beta_i = \frac{1}{2}b_i \) for typesetting convenience. Expanding the definitions of \( R_z(\theta) \) and \( R_x(\theta) \) gives us the two matrices in explicit form.

\[
R_{XZX}(a_1, a_2, a_3) = R_x(a_3)R_z(a_2)R_x(a_1)
\]

\[
= \begin{pmatrix}
  \cos \alpha_1 & -i \sin \alpha_1 \\
  -i \sin \alpha_1 & \cos \alpha_1
\end{pmatrix}
\begin{pmatrix}
  e^{-i\alpha_2} & 0 \\
  0 & e^{i\alpha_2}
\end{pmatrix}
\begin{pmatrix}
  \cos \alpha_3 & -i \sin \alpha_3 \\
  -i \sin \alpha_3 & \cos \alpha_3
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  e^{-i\alpha_2} \cos \alpha_1 \cos \alpha_3 - e^{i\alpha_2} \sin \alpha_1 \sin \alpha_3 \\
  -i \left[ e^{i\alpha_2} \cos \alpha_1 \sin \alpha_3 + e^{-i\alpha_2} \sin \alpha_1 \cos \alpha_3 \right]
\end{pmatrix}
\begin{pmatrix}
  e^{i\alpha_2} \cos \alpha_1 \cos \alpha_3 - e^{-i\alpha_2} \sin \alpha_1 \sin \alpha_3 \\
  -i \frac{z_1}{|z_1|}
\end{pmatrix}
\]

\[
R_{ZXZ}(b_1, b_2, b_3) = R_z(b_1)R_x(b_2)R_z(b_1)
\]

\[
= \begin{pmatrix}
  e^{-i\beta_1} & 0 \\
  0 & e^{i\beta_1}
\end{pmatrix}
\begin{pmatrix}
  \cos(\beta_2) & -i \sin(\beta_2) \\
  -i \sin(\beta_2) & \cos(\beta_2)
\end{pmatrix}
\begin{pmatrix}
  e^{-i\beta_3} & 0 \\
  0 & e^{i\beta_3}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  e^{-i(\beta_1 + \beta_3)} \cos \beta_2 & e^{-i(\beta_1 - \beta_3)} \sin \beta_2 \\
  e^{i(\beta_1 - \beta_3)} \sin \beta_2 & e^{i(\beta_1 + \beta_3)} \cos \beta_2
\end{pmatrix}
\]

By comparing magnitude and modulus of the matrix entries, we obtain the following
equations which can be solved to find $b_1, b_2, b_3$.

$$
\alpha_1 + \alpha_3 = \arg z_1 \quad \sin \alpha_2 = |z_2|
$$

$$
\alpha_1 - \alpha_3 = \arg z_2 \quad \cos \alpha_2 = |z_1|
$$

To check that the second equation holds, we use the fact that $H^2 = I$ and $R_x(\theta) = HR_z(\theta)H$ to apply a Hadamard change of basis to both sides. In ZX calculus, this corresponds to conjugating the two colours.

$$
R_x(a_3)R_z(a_2)R_x(a_1) = R_z(b_3)R_x(b_2)R_z(b_1)
$$

$$
HR_x(a_3)R_z(a_2)R_x(a_1)H = HR_z(b_3)R_x(b_2)R_z(b_1)H
$$

$$
R_z(a_3)HR_z(a_2)HR_z(a_1) = R_x(b_3)HR_x(b_2)HR_x(b_1)
$$

$$
R_z(a_3)R_x(a_2)R_z(a_1) = R_x(b_3)R_z(b_2)R_x(b_1)
$$

☐