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Abstract
This paper investigates an output tracking problem for the vapor compression cycle in automotive Air Conditioning (A/C) systems using Linear Parameter Varying (LPV) techniques. Stemming from a recently developed first-principle A/C model, Jacobian linearization is first exploited to develop an LPV-based model that is nonlinearly dependent on time-varying system parameters such as evaporator pressure and superheat temperature. To facilitate the control implementation, a Tensor Product (TP) model transformation is applied to transform the LPV-based model to a TP-type convex polytopic model. LPV controllers are then designed to guarantee system stability, robustness and H-infinity performance. Simulations are presented to demonstrate the efficacy of the developed framework.
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1. Introduction

During the past decade, significant research emphasis has been given to the development of advanced technologies for the automotive industry. However, the control of the automotive Air Conditioning (A/C) is still considered as an open problem and needs to be investigated. Reduction on energy consumption of AC systems can be realized through model-based optimization and control designs. In general, control design for A/C and refrigeration systems involves a formulation of output tracking on evaporator pressure and superheat temperature [38, 53].

To enable a model-based control, dynamic A/C models are essential to accurately predict pressure and enthalpy changes in the evaporator and condenser. Recently, the Moving Boundary Method (MBM) has been a widely applied technique to model the pressure dynamics [11, 12, 16, 32].

However, MBM-based models are typically in forms of high-order Nonlinear Differential and Algebraic Equations (NDAEs), which impedes system control design. To resolve this complication, lower-order linear models, obtained through system identification or model order reduction [13, 48, 51], are frequently used. For instance, in [42], a discrete-time state variable model for indirect adaptive control is recursively identified using a multi-input multi-output (MIMO) parameter estimation algorithm. A linear quadratic regulator (LQR) is then implemented for reference tracking and disturbance rejection. In [4], a simplified low-order model is used in the predictive part of an MPC algorithm by minimizing the weighted sum of three quadratic partial criteria for a chiller, while the superheat value is controlled separately by a PID controller. Similarly, a low-order nonlinear evaporator model is developed for back-stepping design of a nonlinear adaptive controller [39].

These simplified modeling and control frameworks, however, are only capable of achieving local output tracking, their extension to global tracking performance is constrained. As far as the authors are concerned, the main reasons behind limited literature on global output tracking design for A/C systems are twofold: firstly, it lacks a systematic treatment of the control-oriented A/C model to facilitate control algorithm design; secondly, the control theory adopted is typically ad hoc, lacking theoretical foundation of stability and robustness.

In this paper, we exploit a linear parameter varying (LPV) control method that provides a framework not only providing a systematic way to represent general nonlinear model in a special form, but also guaranteeing system stability, robustness, and performance of the closed-loop system. Specifically, a Jacobian-based LPV model is derived from a nonlinear dynamic model of a vapor compression cycle. The TP model transformation is applied to transform the Jacobian-based LPV model into a TP-type convex polytopic model form. Since $H_\infty$ techniques have been demonstrated to be promising for both theoretical and industrial problems [7, 24, 25, 45, 49], we exploit the $H_\infty$ gain-scheduling control developed in [11, 44] to synthesize an LPV controller that achieves the desired closed-loop properties based on the TP polytopic model.

The rest of this paper is organized as follows. Section 2 presents the control-oriented nonlinear A/C model. Section 3 illustrates the LPV model. The proposed LPV-based model using Jacobian linearization and tensor product decomposition is given in Section 4. Self-scheduled $H_\infty$ controller is synthesized in Section 5, and the global output tracking performance is demonstrated. Open issues are discussed in Section 6.
2. Control-oriented A/C Model

As illustrated in Figure 1, a basic automotive A/C system consists of four main components: evaporator, compressor, condenser and expansion valve. The enthalpy, mass flow rate, and pressure are exchanged between the four components. Basically, the two heat exchangers (evaporators) set the pressures of the system, while the compressor and expansion valve determine the mass flow rates at the inlet and outlet of the evaporator and condenser.

As the main actuators, the compressor and the expansion valve regulate the pressure and enthalpy in the A/C system. The heat and dynamics in the compressor and the expansion valve are generally modeled as static components. However, at the inlet and outlet of the heat exchanger, the refrigerant boundary conditions, i.e., mass flow rate and enthalpy, are provided by the compressor and expansion valve. As a result, models of the compressor and the expansion valve should be considered to describe the mass flow rate and enthalpy change across control devices.

In the compressor, mass flow rate, $\dot{m}_c$, and outlet enthalpy, $h_2$, are defined respectively as:

$$\dot{m}_c = \eta_c V_d \rho_1 \omega_c,$$

$$h_2 = \frac{h_{2s} - h_1}{\eta_c} + h_1,$$

where $V_d$ is the compressor displacement; $\rho_1$ and $h_1$ are the refrigerant density and enthalpy at the compressor inlet, respectively; $\omega_c$ is the compressor speed and $h_{2s} - h_1$ is the isentropic enthalpy difference. The first control input is the compressor rotation speed $N_c$ with the unit of rpm.

The mass flow rate through the expansion valve is modeled by the orifice flow equation, approximated by assuming constant fluid density:

$$\dot{m}_v = C_{d,v} A_v \sqrt{2 \rho_e (p_3 - p_4)},$$

where $A_v$ is the valve curtain area and $C_v$ is the discharge coefficient. The outlet enthalpy is typically obtained by assuming an ideal throttling process, hence $h_4 = h_3$. The second control input is the valve position $\alpha$ in percentage, determining the effective flow area of the valve.

The mass and energy balance equations for the two-phase region and superheated region of the evaporator are given in Equations (3) and (4), respectively. In these differential equations, the left hands represent the variation of independent states of the refrigerant, and the right hands characterize the exchange of mass and energy at the inlet and outlet of individual phase region, as well as the heat transfer along the wall of corresponding regions. The terms multiplying the state variations depend on the refrigerant inherent thermodynamic properties, hence are state-dependent. The mass and energy balances for the sub-cooled, two-phase and superheated region of the condenser are not shown here for brevity. Readers can refer to [12, 16, 52] for detailed derivations.

$$\left(\frac{\rho_{c,TP} - \rho_e}{\rho_{c,TP}}\right) \frac{d\xi_1}{dt} + \frac{1}{\rho_{c,TP}} \frac{dp_e}{dt} \frac{dp_e}{dp_e} \cdot \xi_1$$

$$+ \frac{1}{\rho_{c,TP}} \frac{d\gamma_e}{dt} \gamma_e \xi_1$$

$$= \frac{\dot{m}_v}{\rho_{c,TP} V_e} - \frac{m_{12}}{\rho_{c,TP} V_e} \cdot \left(\frac{h_{c,TP} - h_2}{\rho_{c,TP}}\right) \cdot \frac{d\xi_1}{dt}$$

$$+ \frac{(d h_{c,TP})}{dt} \frac{d\gamma_e}{dt} \gamma_e \xi_1$$

$$= \frac{\dot{m}_v}{\rho_{c,TP} V_e} (h_4 - h_{c,TP}) - \frac{m_{12}}{\rho_{c,TP} V_e} (h_2 - h_{c,TP}) + \frac{Q_{TP}}{\rho_{c,TP} V_e}.$$
3. Linear Parameter Varying (LPV) Control Design

Among a variety of LPV synthesis algorithms, it is desirable to balance control performance and computation complexity from the very beginning of choosing appropriate LPV models. Basically, two types of models have been introduced for control synthesis and analysis purpose, i.e., grid LPV model and affine LPV model (or polytopic LPV model). The direct application of algebraic manipulation on the control-oriented A/C model yields a grid LPV model that is nonlinearly dependent on the time-varying parameters. LPV control theory states that linear matrix inequality (LMI) constraints have to be evaluated at all grid points, yielding an infinite number of LMIs to be solved. In contrast, the system matrices of the affine LPV model are known functions and depend affinely on the time-varying parameters varying in a polytope of vertices. Hence LMI constraints have to be evaluated only at all vertices points, yielding a finite number of LMIs to be solved. In order to avoid this difficulty, an alternative is to use a tensor-product (TP) model transformation. As explained in [34, 35], it uses a higher order singular value decomposition (HOSVD) in order to decompose a given N-dimensional tensor into a full orthonormal system in a special order of higher order singular values. After the decomposition process, a TP-type convex polytopic model suitable for control algorithm development [1, 44] is obtained from a grid LPV model, where the parameter-dependent weighting functions of the LTI vertices components of the polytopic model are one-dimensional functions of the elements of the parameter vector of the original grid LPV model.

A grid LPV model is obtained after linearization of nonlinear
system, which is given as follows:

\[
\begin{align*}
\dot{x}(t) &= A(p(t))x(t) + B(p(t))u(t) \\
y(t) &= C(p(t))x(t) + D(p(t))u(t)
\end{align*}
\]  

(5)

where \( t \in \mathbb{R} \) denotes time, \( x \in \mathbb{R}^n \) represents the state vector, \( y \in \mathbb{R}^p \) is the output vector, \( u \in \mathbb{R}^m \) is used to denote the control input vector, and \( p(t) \) is a time-varying parameter vector whose dimension is \( N \). Note that vector \( p(t) \) is unknown a priori but can be measured online. Moreover, we assume that \( p(t) \) is in some set bounded, which has a known upper bound and a known lower bound, i.e., \( p_1(t) \in [a_1, b_1], p_2(t) \in [a_2, b_2], \ldots, p_N(t) \in [a_N, b_N] \). Therefore, \( S(p(t)) \), which is the system matrix, is a function of all time-varying parameters; we write it by

\[
S(p(t)) = \begin{pmatrix}
A(p(t)) & B(p(t)) \\
C(p(t)) & D(p(t))
\end{pmatrix} \in \mathbb{R}^{(n+q) \times (n+m)}
\]

(6)

The exogenous parameter \( \rho(t) \) is unknown a priori but can be measured or estimated online. If the scheduling parameter is endogenous to the state dynamics, e.g., \( \rho(t) \) is a state itself as it will be case for the A/C model, the system shall be called quasi-LPV.

Using the state-space form in Equation 5, the nonlinear A/C plant model has been written into grid LPV form in Equation 6. As suggested in [34, 35], the design load using a grid LPV model is more tedious than the one using an affine LPV model. When an affine LPV model is written in a state-space form in Equation 5, we know that \( S(p(t)) \), which is the system matrix, depends affinely on the time-varying parameters. Also, we define the matrix polytope as the convex hull of a finite number of matrices with the same dimensions. Therefore, we have

\[
S_{ri}(p(t)) = \left\{ \begin{pmatrix} A(p_i) & B(p_i) \\ C(p_i) & D(p_i) \end{pmatrix} : i = 1, \ldots, r = 2^N \right\}
\]

\[
S_{ri}(p(t)) = \sum_{i=1}^{r} \alpha_i(p(t))S_i = \sum_{i=1}^{r} \alpha_i(p(t)) \begin{pmatrix} A(p_i) & B(p_i) \\ C(p_i) & D(p_i) \end{pmatrix},
\]

(7)

where \( p_i \) denotes the frozen time-varying parameters at each vertex, \( r \) is the total number of vertices, \( \alpha_i(p(t)) \) are the weighting functions that are linearly dependent on the time-varying parameters such that \( \alpha_i(p(t)) \in [0, 1] : \sum_{i=1}^{r} \alpha_i(p(t)) = 1 \), and \( S_i \) are the LTI system matrices at each vertex.

4. LPV-based A/C Modelling

4.1. Jacobian Linearization

The methods of the conversion from a nonlinear model to a LPV model can be classified into two categories: analytical methods based on the availability of reliable nonlinear equations for the dynamics of the plant, from which suitable control-oriented representations can be derived; experimental methods based entirely on identification, i.e., aiming at deriving LPV models for the plant directly from input/output data [3]. Since a control-oriented A/C model is available, the analytical method is pursued. Three LPV modeling techniques belonging to analytical methods are widely adopted in practical applications, namely Jacobian linearization, state transformation and function substitution [29]. In Jacobian linearization approach, a family of linear, time-invariant (LTI) plants at different points of interest throughout the operational envelope in order to obtain an LPV model. It is based on first-order linear approximations with respect to a set of equilibrium points. Other modeling approaches involves the use of linear fractional transformations, velocity based approaches, or different types of linearizations. As the first application of LPV control technique on vapor compression cycle, the basic approach for LPV model derivation, namely Jacobian linearization, is selected to yield a grid LPV model.

During Jacobian linearization of the nonlinear A/C plant model, the envelop encompassing trim points is determined by the final control objective. Generally, a controller is designed to track prescribed trajectories of two output variables, namely the pressure difference \( \Delta p \) between the condenser and the evaporator, and the superheat temperature \( SH \) at the evaporator, by the two actuators, namely the compressor speed \( N_c \) and valve opening percentage \( \alpha \). The underlying reason is that the evaporator pressure \( p_e \) is an indicator of the cooling capacity of the system, and superheat temperature \( SH \) impose a safety threshold of guaranteeing no liquid refrigerant entering the compressor. As the compressor rotation speed \( N_c \) increases, the evaporator pressure \( p_e \) drops to meet stronger cooling demand; as the valve \( \alpha \) opens wider, the superheat temperature \( SH \) becomes less as a result of superheated phase region length shrink. In other words, an one-to-one mapping exists between the envelope.
lope formed by the controlled inputs and the envelop formed by the regulated outputs.

For convenience, the envelop of the controlled inputs are sampled first in order to find appropriate envelop of the regulated outputs. In Figure 4, eighteen trim points are selected to grid the trajectory inside a wider operational envelop. The corresponding operational envelop represented by the evaporator pressure and superheat temperature is in a rectangular. Along the six points selected for each of the three trajectories with fixed superheat temperature. The MATLAB function, trim, is used to trim the nonlinear A/C plant model, and the MATLAB function, linmod, is used to emulate Jacobian linearization technique.

The first step is the discretization of system matrices. Recall that the pressure and superheat temperature varying from 180 kPa to 220 kPa and 0 °C to 15 °C, respectively. Hence, the transformation space is defined as \( \Omega = \{220 \text{ kPa}, 0 \text{ °C}, 15 \text{ °C}\} \) and \( \Omega = \{180 \text{ kPa}, 0 \text{ °C}, 15 \text{ °C}\} \) respectively. The transformation space is that the entire working envelope of the A/C system is that the pressure and superheat temperature varying from 180 kPa to 220 kPa and 0 °C to 15 °C, respectively. Hence, the transformation space is defined as \( \Omega = [180, 220] \times [0, 15] \). The gridding process is applied to the grid LPV model with a new density of the sampling grid as \([30, 5]\), and the system matrices at the new sampling grid is interpolated with the old Jacobian linearization grid.

### 4.2. Tensor Product Decomposition

Next step is to determine the LTI vertex systems, \( S_r \), and the weighting function, \( w_i(p(t)) \) using TP toolbox developed in [33]. It is a numerical method that is capable of uniformly transforming LPV dynamic models into polytopic forms. The TP model transformation generates two kinds of polytopic models. Firstly, it numerically reconstructs the HOSVD (Higher Order Singular Value) based canonical form of LPV models. This is a new and unique polytopic representation. This form extracts the unique structure and various important properties of a given LPV model in the same sense as the HOSVD does for matrices and tensors. Secondly, the TP model transformation generates various convex polytopic forms, upon which LMI (Linear Matrix Inequality) based multi-objective control design techniques can immediately be executed in order to satisfy the given control performance requirements. Here, the weighting type of \( \text{cno convex} \) hull during the transformation in order to have a tight hull representation. The size of the tensor \( S \) obtained is \( 20 \times 115 \times 4 \times 5 \), indicating that the grid LPV model of the A/C plant can exactly be given as convex combination of \( 20 \times 115 = 2300 \) LTI vertex system. The singular values in the dimension of evaporator pressure and superheat temperature are given as:

\[
[HOSV_{SH}]_{20\times1} = \begin{bmatrix}
571.656 \\
46.4382 \\
4.38904 \\
0.168789 \\
...
\end{bmatrix},
\]

However, in practice, the small numbers of the controllers are preferred for implementation in real application. In the third step, we kept the only three and three largest singular values in the dimension of evaporator pressure and superheat temperature, respectively.

### 4.3. LPV Formulation

The LTI vertex systems was reduced to \( 3 \times 3 = 9 \). Hence, the TP polytopic model can be written as

\[
\dot{x}(t) = \sum_{i=1}^{3} \sum_{j=1}^{3} w_{1,i}(SH(t))w_{2,j}(p_e(t))(A_{i,j}x(t) + B_{i,j}u(t))
\]

\[
y(t) = \sum_{i=1}^{3} \sum_{j=1}^{3} w_{1,i}(SH(t))w_{2,j}(p_e(t))(C_{i,j}x(t) + D_{i,j}u(t))
\]

where the mapping between weighting functions and vertex systems are:

\[
\begin{pmatrix}
w_{1,1} & w_{2,1} & w_{3,1} \\
w_{1,2} & w_{2,2} & w_{3,2} \\
w_{1,3} & w_{2,3} & w_{3,3}
\end{pmatrix} \rightarrow
\begin{pmatrix}
S_1 & S_2 & S_3 \\
S_4 & S_5 & S_6 \\
S_7 & S_8 & S_9
\end{pmatrix}
\]

The weighting function \( w_{1,i}(p_e(t)) \) are presented in Figure 5(a) and 5(b). Moreover, Figure 6 shows \( w_1(p(t)) \), \( w_2(p(t)) \), \( w_3(p(t)) \) as an example for determining \( w_i(p(t)) \). Since only two scheduling variables are available here, the weighting function for each vertex \( w_i(p(t)) \) is a product of the independent weighting function for each scheduling variables \( w_{1,i}(p_1(t)) \), for instance, \( w_1(SH, p_1(t)) = w_{1,1}(SH) \times w_{1,1}(p_1) \).

The accuracy of the decomposed TP polytopic model is guaranteed by comparison with the original grid LPV model. One approach is to test over plenty of points of randomly selected parameter values [19, 35]. Alternatively, the responses in time domain of both models are compared with different truncation of singular values during TP transformation. As shown in Figure 7, the responses of the TP polytopic model with only the first two singular values kept are quite different from the grid LPV model. The response of the TP polytopic model with the first four singular values kept are almost the same as the one with the first three singular values kept. Hence, accuracy is claimed to be maintained during the transformation from grid LPV model into TP polytopic LPV model.

### 5. LPV Control Synthesis

#### 5.1. Control Design

In the A/C system, An LPV controller is designed to track prescribed trajectories of two output variables, namely the pressure difference \( \Delta p \) between the condenser and the evaporator,
and the superheat temperature \(SH\) at the evaporator. The reference values for the tracked variables are indicated with \(\Delta p_r\) and \(SH_r\), respectively. At the same time, the controller should reject disturbances caused by air mass flow rate at the condenser, \(\dot{m}_{ca}\), and the valve opening, \(\dot{m}_{ea}\). Because there are no sensors mounted on vehicles for the two variables, the two disturbances are not measurable. They typically vary considerably in operation, due to the presence of fans and blowers, and the relative wind speed when the vehicle is in motion. In addition, noises \(n_1\) and \(n_2\) are present in the measured signals of measured superheat temperature \(SH\) and pressure difference \(\Delta p\). The interconnection between relevant blocks are shown in Figure 8.

The TP polytopic A/C plant model must be augmented for control algorithm development, especially the controlled output vector \(z\) and the disturbance vector \(\omega\). The six elements in the output vector \(z\) to be minimized are selected as:

\[
\begin{bmatrix}
\epsilon_{\Delta p} & e_{\Delta SH} & N_{cmp} & a & \Delta p & SH
\end{bmatrix}^T,
\]

(10)

and the reasons of choosing each variable are given below:

1. the errors \(\epsilon_{\Delta p} = \Delta p_r - \Delta p\) and \(e_{\Delta SH} = SH_r - SH\) on the output evaporator pressure and superheat should be minimized to achieve good tracking performance;

2. the compressor rotation speed \(N_{cmp}\) and the valve opening \(a\) should be varied as little as possible, resulting in less deviation from the nominal operating point of the A/C system and minimum control effort;

3. the fluctuations in the pressure difference \(\Delta p\) and superheat temperature \(SH\) during transients should be limited to ensure stability of the A/C system model.

Since the LPV controller design focuses on the frequency domain responses, weighting functions are added for improving the closed-loop performance. After adding the weighting functions, the closed-loop output vector \(z\) is defined as:

\[
\begin{bmatrix}
z_1 \\
z_2 \\
z_5 \\
z_6
\end{bmatrix} = \begin{bmatrix}
\frac{K_{\epsilon_{\Delta p}}}{\epsilon_{\Delta p} \epsilon_{\Delta SH}} & 0 \\
0 & \frac{K_{\epsilon_{\Delta SH}}}{\epsilon_{\Delta SH}^{\Delta SH}} \\
\frac{K_{\epsilon_{\Delta p}}}{\epsilon_{\Delta p} \epsilon_{\Delta SH}} & 0 \\
0 & \frac{K_{\epsilon_{\Delta SH}}}{\epsilon_{\Delta SH}^{\Delta SH}}
\end{bmatrix}
\begin{bmatrix}
\Delta p_r - \Delta p \\
SH_r - SH
\end{bmatrix}
\]

(11)

\[
\begin{bmatrix}
z_5 \\
z_6
\end{bmatrix} = \begin{bmatrix}
\frac{K_{\epsilon_{\Delta p}}}{\epsilon_{\Delta p} \epsilon_{\Delta SH}} \\
0
\end{bmatrix}
\begin{bmatrix}
\Delta p_r \\
SH_r
\end{bmatrix}
\]

(12)

where the parameters of the weighting functions are selected as \(K_{\epsilon_{\Delta p}} = 200, K_{\epsilon_{\Delta SH}} = 100, \epsilon_{\Delta p} = 400, \epsilon_{\Delta SH} = 800, \epsilon_{\Delta p} = \epsilon_{\Delta SH} = 1, \omega_{\Delta p} = \omega_{\Delta SH} = 0.1, \omega_{\epsilon_{\Delta p}} = \omega_{\epsilon_{\Delta SH}} = 1\).

The reference pressure difference \(\Delta p_r\) and superheat temperature \(SH_r\) are time-varying and regarded as additional disturbances besides the unknown disturbances \(\dot{m}_{ca}\) and \(\dot{m}_{ea}\), as well as the noises. Therefore, the disturbance vector is defined as:

\[
\omega = [\Delta \dot{m}_{ca}, \Delta \dot{m}_{ea}, \Delta \dot{p}_r, SH_r, n_1, n_2]
\]

(13)

Note that the augmented LPV plant model can also be obtained by describing the interconnection in Figure 8 using the MATLAB function as connect. The hinfgs function in MATLAB Robust Control Toolbox [10] has given the set of LTI controllers for each vertex of the TP type convex polytopic form of the LPV A/C model. In order to adapt the augmented model to the requirement of the command, a pre-filter and a post-filter have been added to remove the parameter dependency of the matrix \(B_1\), because it is a requirement of the controller synthesis.
The LPV controller is constructed by the combination of the vertex system matrices and weighting functions in the same fashion as the TP polytopic model. Hence,

\[ \dot{x}_K(t) = \sum_{i=1}^{3} \sum_{j=1}^{3} w_{1,i}(SH(t))w_{2,j}(p_e(t)) \\
\begin{pmatrix}
  A_{i,j}x_K(t) + B_{i,j} \begin{pmatrix}
  P_e - P_e \\
  SH_e - SH
  \end{pmatrix} \\
  N_i \\
\end{pmatrix}
\]

\[ \begin{pmatrix}
  C_{i,j}x_K(t) + D_{i,j} \begin{pmatrix}
  P_e - P_e \\
  SH_e - SH
  \end{pmatrix}
\end{pmatrix} \]  

(14)
5.2. Performance Comparison

The designed $H_{\infty}$ gain scheduling controller is validated with the nonlinear model of the A/C plant in MATLAB/Simulink. Note that the interpolation of the controller system matrices are realized automatically with the command *iproduct* in the TP transformation toolbox [34, 35].

Figure 9 shows a global output tracking over the entire working region. The reference evaporator pressure, starting from medium cooling load, switches to low cooling load first and back to high cooling load finally. Due to the fast responses of the controller over evaporator pressure, the actual evaporator pressure almost overlaps the reference values. On the other hand, the actual superheat temperature shows noticeable transitions as the cooling load changes, and its maximum deviation is always within the safety threshold. In order to demonstrate the robustness of the designed controller over external disturbance. The variation of the air mass flow rate at the evaporator exterior surface is modeled as a pulse with period 100 second and width 50 second. Figure 10 shows the tracking performance over the same reference signals after disturbances are added into the nonlinear A/C model. As expected, the controller designed is proved to maintain its capability of tracking the evaporator pressure very well. Due to the existence of external disturbance, the variation of the actual superheat temperature becomes more frequently than before, but still within the safety threshold. Therefore, it is demonstrated that tracking and robustness are both achieved over the entire working region.

6. Open Issues

Although the problem of output tracking of automotive AC systems has been adapted in the general framework of linear parameter varying modeling, identification and control, the designed controllers still suffer some constraints.

6.1. Descriptor LPV Control

Eliminate intermediate mass flow rates, we have

$$\left(\frac{\rho_{c,TP} - \rho_e}{\rho_{c,TP}}\right) \frac{d\xi_1}{dt} + \frac{1}{\rho_{c,TP}} \frac{\partial \rho_{c,TP}}{\partial \rho_e} \frac{dp_e}{dt} \xi_1 + \frac{1}{\rho_{c,TP}} \frac{\partial \rho_{c,TP}}{\partial \rho_e} \frac{d\rho_{c,TP}}{dt} \xi_1$$

$$= \frac{m_c}{\rho_{c,TP} V_e} \frac{\partial h_{c,TP}}{\partial \rho_e} \frac{dp_e}{dt} \xi_1 + \frac{\partial h_{c,TP}}{\partial \rho_e} \frac{d\rho_{c,TP}}{dt} \xi_1$$

$$\frac{m_c}{\rho_{c,TP} V_e} \left(h_4 - h_{c,TP}\right) - \frac{m_{12}}{\rho_{c,TP} V_e} \left(h_g - h_{c,TP}\right) + \frac{\dot{Q}_{TP}}{\rho_{c,TP} V_e}$$

(15)

In the considered waste heat recovery system, the material thermodynamic properties are mathematically represented using pressure dependent coefficients. Also, the working fluid density as a function of enthalpy and pressure is illustrated.

$$\rho_f = \begin{cases} 
\frac{TBD}{TBD} & \text{if } h_f \leq h_t; \\
TBD \frac{a_p h_f^2 + b_p h_f + c_p}{h_f} & \text{if } h_f \geq h_t; 
\end{cases}$$

(17)

Note that change-of-variables method to descriptor systems has been shown with $E = \text{diag}(I_r, 0)$; below we provide formulas with general $E$ and $LMIs$ for a root clustering condition on descriptor systems. Let us first consider LPV systems in the state space form, where all coefficient matrices are rational parameter-dependent of scheduling variable $\theta$. Then via simple manipulations one can always derive a descriptor system that has the same input-output mapping and has coefficient matrices that are affine functions of $\theta$. Below is the representation of a LPV descriptor system

$$\begin{cases}
E \dot{x}(t) = A x(t) + B_1 u(t) + B_2 w(t) \\
z(t) = C_1 x(t) + D_{11} u(t) + D_{12} w(t) \\
y(t) = C_2 x(t) + D_{21} u(t) + D_{22} w(t)
\end{cases}$$

(18)

Without loss of generality, we assume $E = \text{diag}(I_r, 0)$. Under the following assumptions: firstly, $B_{12} = 0$ and $C_{12} = 0$, secondly, either $B_{22} = 0$ or $C_{22} = 0$. The first assumption is satisfied if non affine functions do not appear in $B_{12}$ and $C_{12}$, which
are related to the external input and the controlled output, respectively. The second assumption means that the descriptor form does not have a hidden feedthrough term from the control input to the measured output. These assumptions are satisfied in the design of flight vehicle control presented later.

In [30, 31], for the purpose of analysis and synthesis of gain-scheduling control systems, the descriptor form was used to represent LPV systems that have coefficient matrices of rational functions of the parameter if represented by the state space LPV model. It can be easily seen that through trivial augmentation of the descriptor form one can transform rational function valued coefficient matrices in the state space representation into a descriptor representation with an affine-function-valued coefficient. Based on the conventional LMI-based methods for descriptor systems, gain scheduling control system analysis and synthesis are formulated via parameter-dependent LMIs.

In the work of [36], the parametric LFT system is converted into descriptor form by addition of extra states. The descriptor matrix is constant and singular. This approach is distinct from our case, where the descriptor matrix is parametric and non-singular.

### 6.2. Switched LPV Control

The switching LPV control was introduced into the control of flight [27, 28]. In flight control, aircraft usually works in a wide angle of attack region. Designers often desire different performance goals in different angle of attack regions. For example, pilots need fast and accurate responses for maneuvering and attitude tracking in low angle of attack region, while in high angle of attack condition, the flight control emphasis lies in the maintainability of aircraft stability with acceptable flying qualities. The main idea in [27, 28] is to look for multiple Lyapunov functions to design different parameter-dependent controllers, and the hysteresis and average dwell time methods are proposed.

In order to capture the AC system dynamics during its start-up and shut-down, a multi-mode modeling approach is used to eliminate abrupt halt that might happen when some phase regions in the heat exchanger disappear and reappear. In an ideal vapor compression cycle, the inlet refrigerant to the evaporator is a saturated liquid-vapor mixture. The refrigerant leaving the evaporator ranges from a superheated vapor to a saturated liquid-vapor mixture through different operating conditions. Two different representations are needed to capture the evaporator dynamics during the stop-start cycle transients. These are evaporator mode 1 (two-phase and superheated two-zone model) and evaporator mode 2 (two-phase one-zone model) as illustrated in Figure 11(a) and 11(b). In [16, 32], the conditions to cause the switch from evaporator mode 1 to mode 2 depend on the state of the normalized length in the superheated zone, and are defined as

\[
\zeta_{e2} < \zeta_{emin} \\
\frac{d\zeta_{e2}}{dt} < 0
\]  

(19)

The conditions are based on a minimum positive length of the superheated zone and on the sign of its derivative. The evaporator mode 2 switches to mode 2 when

\[
\zeta_{e1}(\bar{\gamma}_e - \bar{\gamma}_{emin}) > \zeta_{emin} \\
\frac{d\bar{\gamma}_e}{dt} > 0
\]  

(20)

However, the refrigerant pressure and superheated zone enthalpy are chosen as state variables. The choice is intrinsically mass conservative. This could be critical when simulating start-ups from low mean void fraction starting conditions; in fact for low evaporator outlet quality, the approximation error associated to the expansion of the two-phase zone mass and energy conservation equations is acceptable only within limited variations of the state variables given the strong sensitivity of void fraction to quality. A different approach introduces evaporator mean density as a state variable together with refrigerant pressure and superheated zone density, thus intrinsically ensuring refrigerant mass conservation during mode switching and

Figure 8: Typical A/C Configuration
dependent Lyapunov functions can then be defined as 

\[ V_{\sigma}(x_i, \rho) = x_i^T X_i(\rho) x_i \]  

where the value of switching signal \( \sigma \) represents the active operating region \( P_i \) and thus determines the corresponding matrix function \( X_i(\rho) \). Generally speaking, for a switched LPV system to be stable, the value of the discontinuous Lyapunov function \( V_{\sigma} \) is not necessarily decreasing along the parameter trajectory. In fact, it is often enough that the value of \( V_{\sigma} \) decreases in the active parameter region \( P_i \) provided proper switching logic is adopted. This will lead to relaxed stability conditions and provide enhanced control design flexibility.

When hysteresis switching logic is employed, it is assumed that any two adjacent parameter subsets are overlapped, as shown in Figure 11(a). Thus, there are two switching surfaces between any two adjacent parameter subsets. We use \( P_{ij} \) to denote the switching surface specifying the one directional move from subset \( P_i \) to \( P_j \). The switching event occurs when the parameter trajectory hits one of the switching surfaces \( P_{ij} \) or \( P_{ji} \). Theorem 1 in [27, 28] gives the sufficient conditions when the closed-loop LPV system is exponentially stabilized by switching LPV controllers over the entire parameters \( P \), and its performance \( ||e|| \leq \gamma ||d|| \) is achieved.

If the overlapped region between any two adjacent parameter subsets shrinks, it eventually becomes a single switching surface, as shown in Figure 11(b). Different from hysteresis switching, here \( P_{ij} \) and \( P_{ji} \) represent the same switching surface between subsets \( P_i \) and \( P_j \) regardless which direction the parameter trajectory moving from. This usually requires the continuity of Lyapunov function is non-increasing condition is to be satisfied on the switching surface. To relax continuity requirement of Lyapunov functions across the switching surfaces, we will consider another switching logic with average dwell time. The idea relaxes the concept of dwell time, allowing the possibility of switching fast when necessary and then compensating for it by switching sufficiently slow later on. Theorem 3 gives the synthesis condition of switching LPV control with average dwell time.

7. Conclusion

A controller for the A/C system cooling capacity tracking is designed by solving LMIs conditions specified by a specific type of LPV control synthesis method. The solution is made possible by resorting to a recently developed technique that transforms a Jacobian-based LPV model to a TP-type convex polytopic model form. Hence, special attention is paid to the details of model type conversion. The nonlinear simulation shows that the desired performance and robustness objectives can be achieved across the working region.

The performance of the LPV controller might be further improved provided that an analytical LPV model of the A/C plant is available. Currently, the Jacobian linearization is adopted to obtain a grid LPV model. The Jacobian linearization is the most restrictive in terms of operational envelope because it requires the existence of trim points. The main disadvantage is the resulted LPV controller needs to switch as the trim point changes, which explains the peaks generated during global output tracking. A better approach is to write the nonlinear A/C plant into descriptor LPV form directly, whose output tracking added

low mean void fraction operation. This approach also ensures refrigerant energy conservation. A switch from mode 1 to mode 2 is triggered by the following conditions

\[
\begin{align*}
P_2 &\geq P_1 \\
L_2 &\leq 0
\end{align*}
\]  

(21)

This conditions can be described as the superheated zone density is higher than the vapor density and the superheated zone length is negative. The evaporator mode 2 switches to mode 2 when

\[
\begin{align*}
P_2 &< P_1 \\
L_2 &> 0
\end{align*}
\]  

(22)

Suppose that there exist a family of positive definite matrix function \( X_i(\rho) \in \mathbb{R}^{n \times n} \), and each of them is smooth over the corresponding parameter subset \( P_i \). The multiple parameter-dependent Lyapunov functions can then be defined as

\[ V_{\sigma}(x_i, \rho) = x_i^T X_i(\rho) x_i \]  

(23)
design has not been fully exploited yet. Moreover, the reference trajectory of the cooling capacity in current investigation is intentionally designed to change slowly in order to leave the controller enough time to converge. An alternative method is to incorporate the variation rate of the scheduling parameter, namely the evaporator pressure, into the design process of the LPV controller.
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Appendix: Tensor Product Transformation

The TP model transformation is an executable numerical method and has three key steps. The first step is the discretization of the given system matrix over a huge number of points \( p(t) \in \Omega \), where the parameter space is \( \Omega = [a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_N, b_N] \). The discretized points are defined by a dense hyper-rectangular grid. The discretized system matrices at each grid point are stored into a tensor.

The second step extracts the LTI vertex systems from the discretized systems using a high order singular value decomposition (HOSVD) to decompose a given N-dimensional tensor into a full orthonormal system in a special ordering of higher order singular values, expressing the rank properties of the tensor in the order of \( L_2 \) norm. Meanwhile, it defines the continuous weighting functions to the LTI vertex system. The mathematical details are available in [2, 34, 35]. The resulting TP polytopic model in terms of tensor product is given as

\[
\begin{align*}
\dot{x}(t) &= S \bigotimes_{n=1}^{N} W_n(p_n(t)) \begin{pmatrix} x(t) \\ u(t) \end{pmatrix} \\
\end{align*}
\]

where row vector \( W_n(p_n(t)) \in R^l, n = 1, \ldots, N \) contains one bounded variable, and continuous weighting functions \( w_{n,j}, j = 1, \ldots, I_n \) and \( I_n \) is the number of the weighting functions used in the \( n \)th dimension of the parameter vector \( p(t) \). The weighting function \( w_{n,j}(p_n(t)) \) is the \( j \)th weighting function defined on the \( n \)th dimension of \( \Omega = [a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_N, b_N] \), and \( p_n(t) \) is the \( n \)th element of vector \( p(t) \). The tensor \( S \in R^{I_1 \times I_2 \times \cdots \times I_N \times m \times q} \) is constructed from the LTI vertex systems \( S_i \in R^{O_i \times I} \), where \( O = n + q \) and \( I = n + m \), and

\[
S_r = A_r B_r C_r D_r = S_{i_1 \ldots i_n} \quad (25)
\]

where \( r = ordering(i_1 \ldots i_N) \), \( r = 1 \) to \( R \), and \( R = \prod_n I_n \). Note that \( S_r \neq S_i \). Define the weighting functions according to the sequence of \( r \)

\[
w_r(p(t)) = \prod_n w_{n,j}(p_n(t)) \quad (26)
\]

The goal of the TP model transformation is to determine the LTI vertex systems, \( S_r \), and the weighting functions, \( w_{n,j}(p_n(t)) \), such that the system matrix, \( S(p(t)) \), is given for any grid points over the entire parameter spaces, and can be expressed as the combination of the vertex system matrices, \( S_r \), and the weighting function, \( w_r(p(t)) \), which are actually nonlinearly dependent on the time-varying parameters,

\[
S \bigotimes_{n=1}^{N} W_n(p_n(t)) = \sum_{r=1}^{R} w_r(p(t))S_r \quad (27)
\]

Here, \( \epsilon \) symbolizes the approximation error. The error arises in the third step, where it discards all zero or small singular values and their corresponding singular vectors in all N-dimensions.
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