Abstract. The generalized Gibbs ensemble (GGE) was introduced ten years ago to describe observables in isolated integrable quantum systems after equilibration. Since then, the GGE has been demonstrated to be a powerful tool to predict the outcome of the relaxation dynamics of few-body observables in a variety of integrable models, a process we call generalized thermalization. This review discusses several fundamental aspects of the GGE and generalized thermalization in integrable systems. In particular, we focus on questions such as: which observables equilibrate to the GGE predictions and who should play the role of the bath; what conserved quantities can be used to construct the GGE; what are the differences between generalized thermalization in noninteracting systems and in interacting systems mappable to noninteracting ones; why is it that the GGE works when traditional ensembles of statistical mechanics fail. Despite a lot of interest in these questions in recent years, no definite answers have been given. We review results for the XX model and for the transverse field Ising model. For the latter model, we also report original results and show that the GGE describes spin–spin correlations over the entire system. This makes apparent that there is no need to trace out a part of the system in real space for equilibration to occur and for the GGE to apply. In the past, a spectral decomposition of the weights of various statistical ensembles revealed that generalized eigenstate thermalization occurs in the XX model (hard-core bosons). Namely, eigenstates of the Hamiltonian with similar distributions of conserved quantities have similar expectation values of few-spin observables. Here we show that generalized eigenstate thermalization also occurs in the transverse field Ising model.
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1. Introduction

Since the birth of statistical mechanics in the late 19th century, physicists have been fascinated by classical and quantum systems that cannot be understood using the traditional tools provided by this mighty framework. Of those extraordinary systems, our main focus in this review is on those that fall within the quantum realm. It is generally very difficult, usually impossible, to study the dynamics of macroscopic quantum systems far from equilibrium and to find their properties after they relax (if they do). The exact solution of two models of one-dimensional (1D) quantum magnets presented by Lieb et al in 1961 [1] (one of the models being the spin-1/2 XY spin model that we discuss later) provided the statistical physics community with powerful tools not only to study such systems in equilibrium, but also to explore their far-from-equilibrium dynamics. These models are prototypes of what we now know as integrable quantum systems [2]. After early studies of dynamics by Niemeijer [3], Mazur studied magnetization in the XY model and pointed out its nonergodic character [4]. This was followed by a series of works by Barouch and coworkers [5–7], which, using the modern terminology (to be introduced later), studied dynamics after quantum quenches. In those studies, it was apparent that traditional statistical mechanics did not describe observables after relaxation. It was later realized that conserved quantities in quantum spin chains play an important role in their transport properties, and that they may need to be taken into account for the interpretation of experiments in quasi-1D materials [8, 9]. In particular, the possibility of ballistic heat (and eventually spin [10]) transport at finite temperatures triggered many efforts to understand transport properties in 1D systems (for reviews see, e.g. [11, 12], and also the review by Vasseur and Moore in this volume [13]).

A new burst of activity in 1D systems and their nonequilibrium dynamics has come with recent advances in cooling, trapping, and manipulating gases of atoms and molecules to reach the quantum degeneracy regime [14, 15]. To constrain the dynamics to be effectively one dimensional, experimentalists use deep two-dimensional optical lattices [16–18] and atom chips [19]. Due to the high degree of isolation in those experiments (the gases are trapped by conservative potentials in ultrahigh vacuum), quantum coherence far from equilibrium can be preserved for long times, as demonstrated with the observation of collapse and revival phenomena in experiments with bosons [20, 21] and fermions [22]. It is interesting to note that, despite the fact that ultracold quantum gases are not in contact with thermal reservoirs, it was for a long time taken for granted that their steady state could be described using traditional ensembles of statistical mechanics. A pioneering experiment by Kinoshita et al [23] demonstrated that this is not the case in 1D geometries. After taking an array of strongly interacting 1D Bose gases far from equilibrium, Kinoshita et al showed that the steady state of the observables measured in the experiment was not the one expected in thermal equilibrium. Such steady states, now called prethermalized states, have also been obtained and thoroughly studied in a remarkable set of experiments with weakly interacting Bose gases in atom chips [24–26] (see also the review by Langen et al in this volume [27]). A feature that these experimental setups have in common is their closeness to integrability. Other recent experiments that have studied near-integrable dynamics
have dealt with strongly interacting bosons on 1D lattices [28, 29], as well as with Ising [30, 31] and Heisenberg [32–34] spin chains.

Shortly after the Kinoshita et al experiments, it was shown that, in a system of hard-core bosons far from equilibrium, observables exhibit relaxation to time-independent values that can be predicted by means of a generalized Gibbs ensemble (GGE) [35, 36]. The GGE was obtained by maximizing the entropy, à la Jaynes [37, 38], taking into account an extensive set of conserved quantities that made that particular hard-core boson model integrable. Since then, the validity of the GGE to describe observables in integrable systems after equilibration has been demonstrated in a wide range of 1D models including: Luttinger liquids [39–41], the 1/r fermionic Hubbard model [42], the sine-Gordon model [43], the transverse field Ising model [41, 44–50], hard-core bosons in quasiperiodic lattices [51], hard-core anyons [52], bosons with contact interactions [53–59], quantum field theories [60–63], and spin-1/2 XXZ chains [64–69].

The works mentioned above have addressed several important questions related to the GGE. Among those, some that we touch upon in this review are: Why and which observables relax to the GGE predictions? Is the locality of an observable essential for it to be described by the GGE? Are there fundamental differences between noninteracting models and interacting models mappable to noninteracting ones? Which conserved quantities should one use to construct the GGE? Under which circumstances does the GGE description break down? No definite answers have been given to those questions.

Here, we review numerical results and report original ones that provide answers to some of those questions in cases for which no analytic results are known. More specifically, we focus on two paradigmatic integrable models that can be mapped onto noninteracting ones: hard-core bosons (XX model) and the transverse field Ising model (see also the review by Essler and Fagotti in this volume [70]). For the latter model, we compute the spin–spin correlations in the entire system both in the so-called diagonal ensemble and in the GGE, and show that the trace distance of such correlations in both ensembles vanishes in the thermodynamic limit. This is the second instance known to us in which correlation functions in an entire system are shown to be described by the GGE prediction (see [52] for the first one). This demonstrates that the prevailing view that relaxation to the GGE prediction occurs only in real-space subsystems of isolated quantum systems is not justified. Moreover, our study of the statistical weights of the eigenstates of the Hamiltonian reveals that, for every observable studied, nonvanishing weights are only present in a region around the system’s mean energy in which eigenstates have similar expectation values of observables. These results support the generalized eigenstate thermalization scenario discussed in [71], which can be thought of as a generalization of the eigenstate thermalization hypothesis [72–74] to integrable systems. It provides a microscopic understanding for the general success of the GGE.

The presentation is organized as follows. In section 2, we introduce the models, the statistical ensembles, and specify the conserved quantities considered. Our exposition focuses on models that are mappable to noninteracting ones, which, as we argue in section 3, should not be confused with noninteracting models. In section 3, we present a theoretical discussion of the relaxation dynamics of experimentally relevant observables in a hard-core boson system. We show that values of the observables after relaxation are, up to finite size effects, those predicted by the GGE. In that section, we also introduce measures to quantify the differences between results after relaxation.
and the GGE predictions, and discuss their scaling with system size. Furthermore, we
review the case of noninteracting fermions for which some observables fail to equili-
brate but their time averages are still predicted by the GGE. Section 4 is devoted to
the analysis of various ensembles after quenches in the transverse field Ising model.
We report results for the diagonal ensemble, the GGE, and the grand canonical
ensemble, and show how the results for observables in the GGE converge to those in
the diagonal ensemble with increasing system size. Section 5 is mainly devoted to a
discussion of generalized eigenstate thermalization in the transverse field Ising model.
We conclude with a summary and outlook in section 6.

2. Models, ensembles and conserved quantities

This section is devoted to the introduction of the models and statistical ensembles that
are the focus of this review. We also show results for the distributions of conserved
quantities after various quenches. Those quantities, and their expectation values in the
initial state, are the core objects for the construction of the GGE.

2.1. The XY model in the presence of a transverse magnetic field

The XY model in the presence of a transverse magnetic field \[1\] and specially, some of
its limits to be discussed below, are among the most studied models of quantum mag-
netism in 1D chains. The Hamiltonian can be written as:

\[
\hat{H}_{\text{XY}} = -J \sum_j \left[ (1 + \gamma) \hat{S}^x_j \hat{S}^x_{j+1} + (1 - \gamma) \hat{S}^y_j \hat{S}^y_{j+1} \right] - h \sum_j \hat{S}^z_j
\]  

(1)

where \(\hat{S}^x\), \(\hat{S}^y\) and \(\hat{S}^z\) are standard spin-1/2 operators, \(J\) is the exchange constant, \(h\) is
the transverse magnetic field, and \(\gamma\) is the anisotropy parameter. The Hamiltonian (1)
is defined on a one-dimensional lattice with \(L\) sites, with either open (in the first sum,
j = 1, 2, ..., \(L - 1\)) or periodic (in the first sum, \(j = 1, 2, ..., L\), with \(\hat{S}^x_{L+1} \equiv \hat{S}^x_1\)) boundary
conditions. We express the spin operators in terms of ladder operators \(\hat{S}^\pm_j = \hat{S}^x_j \pm i\hat{S}^y_j\),
which, in turn, can be expressed in terms of hard-core bosons as \([15, 75]\): \(\hat{S}^\pm_j = \hat{b}_j^\dagger \sqrt{1 - \hat{n}_j}\),
\(\hat{S}^z_j = \sqrt{1 - \hat{n}_j} \hat{b}_j\), and \(\hat{S}^z_j = \hat{n}_j - 1/2\), where \(\hat{n}_j = \hat{b}_j^\dagger \hat{b}_j\). In the hard-core boson language,
the Hamiltonian (1) can be written as

\[
\hat{H}_{\text{XY}} = -\frac{J}{2} \sum_j (\hat{b}_j^\dagger \hat{b}_{j+1} + \text{H.c.}) - \frac{\gamma J}{2} \sum_j (\hat{b}_j^\dagger \hat{b}_{j+1} + \text{H.c.}) - h \sum_j \hat{b}_j^\dagger \hat{b}_j + \frac{hL}{2},
\]  

(2)

where the hard-core boson operators satisfy a local constraint \((\hat{b}_j)^2 = (\hat{b}_j^\dagger)^2 = 0\). One
can see that, in the hard-core boson language, \(\gamma = 0\) is special. In that limit, the
Hamiltonian commutes with the total number of bosons \(\hat{N} = \sum_j \hat{b}_j^\dagger \hat{b}_j\), i.e. it is particle
number conserving. This is known as the XX model in the spin language. In what fol-
lows, we treat the cases \(\gamma = 0\) and \(\gamma = 1\) separately.
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Before focusing on the different limits of the Hamiltonian (2), let us comment on whether we should consider this model as interacting or not. Hard-core bosons in equation (2) are interacting because of the local constraint that precludes multiple occupancy of lattice sites. However, as we show in the next sections, this model can be mapped onto a noninteracting one. Because of this mapping, the model in equation (2) is sometimes referred to as a noninteracting model. An important point we want to stress in this review is that there are fundamental differences when it comes to equilibration and generalized thermalization between hard-core bosons (or spins) and the noninteracting fermions to which they can be mapped (as we know there are fundamental differences between their momentum distribution functions in equilibrium [76]). For noninteracting fermions there can exist extensive sets of one-body observables that do not equilibrate, while this is not the case for hard-core bosons (in the absence of localization due to disorder) [52]. How can such a fundamental difference be understood considering that there is a mapping between them? Mathematically, this follows from the fact that the mapping (see equation (4)) is a nonlocal one. Physically, we can understand that such differences emerge because the one-body sector of a many-body system of noninteracting fermions evolves unitarily, while, because of interactions, this is not the case for the one-body sector of a many-body system of hard-core bosons. We will discuss this further in the context of one example in section 3.

2.1.1. The XX model: hard-core bosons and noninteracting fermions When \( \gamma = 0 \), particle number conservation implies that the last two terms in equation (2) are constants that can be considered as an overall chemical potential. They are ignored in the discussion that follows for the XX model. One can generalize the hard-core boson Hamiltonian to account for a position dependent magnetic field in equation (1), by adding a site-dependent potential \( V_j \) (we define \( J \equiv J/2 \))

\[
\hat{H}_{XX} = -J \sum_j (\hat{b}_j^\dagger \hat{b}_{j+1} + \text{H.c.}) + \sum_j V_j \hat{b}_j^\dagger \hat{b}_j.
\]  

This is a model that can be realized by experimental groups using ultracold bosonic atoms in optical lattices in the limit of very strong onsite repulsive interactions between the bosons [14, 15]. It can be straightforwardly solved using the Jordan–Wigner transformation [15, 77], which maps spin-1/2 operators (and therefore hard-core bosons) onto spinless fermions:

\[
\hat{S}_j^+ = \hat{f}_j^\uparrow e^{-i \sum \omega_i \hat{f}_i^\dagger \hat{f}_i}, \quad \hat{S}_j^- = e^{i \sum \omega_i \hat{f}_i^\dagger \hat{f}_i} \hat{f}_j, \quad \text{and} \quad \hat{S}_j^z = \hat{f}_j^\uparrow \hat{f}_j - 1/2,
\]

where \( \hat{f}_j \) and \( \hat{f}_j^\dagger \) obey standard fermionic algebra. In the spinless fermion language, the Hamiltonian (3) reads:

\[
\hat{H}_{XX} = -J \sum_j (\hat{f}_j^\dagger \hat{f}_{j+1} + \text{H.c.}) + \sum_j V_j \hat{f}_j^\dagger \hat{f}_j.
\]  

In the presence of translational invariance, \( V_j = 0 \) (or constant) and periodic boundary conditions, a Fourier transform \( \hat{f}_j = 1/\sqrt{L} \sum_k e^{ikj} \hat{f}_k \) diagonalizes the Hamiltonian (5):

\[
\hat{H}_{XX} = -2J \sum_k \cos(k) \hat{f}_k^\dagger \hat{f}_k.
\]  

The many-body eigenstates are hence products of single-particle
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Due to its experimental relevance, the main observable that we consider in the context of $\hat{H}_{XX}$ is the hard-core boson quasi-momentum distribution function

$$\hat{m}_k = \frac{1}{L} \sum_{j,l} \text{e}^{-i(l-j)k} \hat{b}_j^{\dagger} \hat{b}_l.$$  

(6)

Its expectation value can be measured in experiments with ultracold quantum gases by means of the time-of-flight protocol [14]. Since we only deal with lattice systems, in the reminder of this review we will refer to the quasi-momentum as the momentum. Because of the nonlocal character of the mapping between hard-core bosons and spinless fermions, and as mentioned before, $\langle \hat{m}_k \rangle$ is fundamentally different in those two systems [76]. Once the fermionic problem has been solved, it is still challenging to obtain the momentum distribution of the hard-core bosons. Numerically, this can be achieved efficiently using properties of Slater determinants, as demonstrated for the ground state [78, 79], finite temperature [76], and for the quantum dynamics [80]. In contrast to the momentum distribution, the site occupations are identical for hard-core bosons and spinless fermions, $\langle \hat{n}_j \rangle = \langle \hat{b}_j^{\dagger} \hat{b}_j \rangle = \langle \hat{f}_j^{\dagger} \hat{f}_j \rangle$, and can therefore be calculated much more easily.

2.1.2. The transverse field Ising model

The transverse field Ising model is obtained by substituting $\gamma = 1$ in equations (1) and (2). For this model, which is not particle number conserving in the hard-core boson language, we restrict our analysis to the translationally invariant case. Using the Jordan–Wigner and a Fourier transformation on the resulting fermionic Hamiltonian leads to:

$$\hat{H}^{(\pm)}_{\text{TFI}} = \sum_{k \in K^{(\pm)}} [a_k (\hat{f}_k^{\dagger} \hat{f}_k + \hat{f}_{-k}^{\dagger} \hat{f}_{-k} - 1) - b_k (i \hat{f}_k^{\dagger} \hat{f}_{-k}^{\dagger} + \text{H.c.})],$$

$$\hat{H}^{(-)}_{\text{TFI}} = \sum_{k \in K^{(-)} > 0} [a_k (\hat{f}_k^{\dagger} \hat{f}_k + \hat{f}_{-k}^{\dagger} \hat{f}_{-k} - 1) - b_k (i \hat{f}_k^{\dagger} \hat{f}_{-k}^{\dagger} + \text{H.c.})]$$

$$-(J + h) \hat{f}_0^{\dagger} \hat{f}_0 + (J - h) \hat{f}_\pi^{\dagger} \hat{f}_\pi + h,$$

(7)

where $a_k = -J \cos(k) - h$ and $b_k = J \sin(k)$ [for $\gamma \neq 1$, $b_k = \gamma J \sin(k)$]. The sectors with even (+) and odd (−) number of fermions (from now on referred to as the even and odd sectors, respectively) are uncoupled and are treated separately. We note that, in the even sector, antiperiodic boundary conditions need to be used when mapping spins (hard-core bosons) onto spinless fermions [1]. As a result, the even and odd sectors are diagonalized in terms of different sets of wave vectors $K^{(+)} = \{ \pi/L + n2\pi/L \mid n = 0, 1, ..., L/2 - 1 \}$ and $K^{(-)} = \{ n2\pi/L \mid n = 0, ..., L/2 - 1 \}$, respectively. In equations (7), the wave vectors are coupled in pairs \{k, −k\}. The only exception is found in the odd sector, in which a pair is formed by k = 0 and k = π. As seen in equations (7), this pair is treated

doi:10.1088/1742-5468/2016/06/064007
separately. Formally, the Hamiltonian can be expressed as \( \hat{H}_{\text{TFI}} = \hat{H}_{\text{TFI}}^{(+)} + \hat{H}_{\text{TFI}}^{(-)} \), where the operators \( \hat{P}^{(\pm)} \) act as projectors onto a given sector [81].

The Hamiltonians (7) are diagonalized by a Bogoliubov transformation \( \hat{f}_k = u_k \hat{\eta}_k - v_k \hat{\eta}_{-k} \), where \( u_k = (\varepsilon_k + a_k) / \sqrt{2\varepsilon_k(\varepsilon_k + a_k)} \) and \( v_k = \hbar k / \sqrt{2\varepsilon_k(\varepsilon_k + a_k)} \). For \( k = 0 \) and \( k = \pi \), the original Hamiltonian is already diagonal, we take \( \hat{f}_k = \eta_k^{\dagger} \). This results in:

\[
\hat{H}_{\text{TFI}}^{(+)} = \sum_{k \in K^{(+)>0}} \left[ \varepsilon_k (\eta_k^{\dagger} \eta_k + \eta_{-k}^{\dagger} \eta_{-k}) - \varepsilon_k \right],
\]

\[
\hat{H}_{\text{TFI}}^{(-)} = \sum_{k \in K^{(-)>0}} \left[ \varepsilon_k (\eta_k^{\dagger} \eta_k + \eta_{-k}^{\dagger} \eta_{-k}) - \varepsilon_k \right] + (h + J) \eta_0^{\dagger} \eta_0 + (h - J) \eta_n^{\dagger} \eta_n - h,
\]

with the energies of the noninteracting Bogoliubov quasiparticles being

\[
\varepsilon_k = \sqrt{\hbar^2 + 2\hbar J \cos k + J^2}.
\]

(For \( \gamma \neq 1 \), one has an extra term in the sum inside the square root in equation (9), which reads \((\gamma^2 - 1) J^2 \sin^2(k)\)).

The transverse field Ising model has a quantum phase transition at \( h = 1 \) between a ferromagnetic ground state (\( h < 1 \)) and a paramagnetic one (\( h > 1 \)) [82]. The ferromagnetic ground state is doubly degenerate in the thermodynamic limit (each sector contributes one state). In finite systems, the ferromagnetic ground state is nondegenerate and belongs to the even sector. The paramagnetic ground state is nondegenerate (both, in finite systems and in the thermodynamic limit) and also belongs to the even sector. Whenever nondegenerate, the ground state \( |0\rangle \) is the vacuum for Bogoliubov quasiparticles:

\[
|0\rangle = \prod_{k \in K^{(+)>0}} \frac{1}{|v_k|} \eta_k^{\dagger} \eta_{-k} |\emptyset\rangle \equiv |0, 0\rangle \otimes \cdots \otimes |0, 0\rangle \otimes \cdots.
\]

All the eigenstates of the Hamiltonian (8) can be obtained by acting with products (with the proper set of wave vectors) of \( \eta_k^{\dagger} \) on the state \( |0\rangle \). As a result, one can express any eigenstate of the Hamiltonian as

\[
|n\rangle = |p_1^{[n]}, p_2^{[n]}| \otimes \cdots \otimes |p_k^{[n]}, p_{-k}^{[n]}| \otimes \cdots.
\]

In the expressions above, \( |p_k^{[n]}, p_{-k}^{[n]}| \) denotes the occupation of Bogoliubov quasiparticles with \( k \) and \(-k\) in the \( n\)-th eigenstate of the Hamiltonian in a given sector. Each \( \{k, -k\} \) subspace is spanned by the four vectors \( \{|0, 0\rangle, |1, 1\rangle, |1, 0\rangle, |0, 1\rangle\} \). The occupation of the Bogoliubov quasiparticles are constants of motion in the transverse field Ising model.

### 2.2. The XXZ model

For completeness, we also present the Hamiltonian of the XXZ model:

\[
\hat{H}_{\text{XXZ}} = -J \sum_j \hat{S}_j^x \hat{S}_{j+1}^x + \hat{S}_j^y \hat{S}_{j+1}^y + \Delta \hat{S}_j^z \hat{S}_{j+1}^z,
\]

\( \Delta \) being the Zeeman energy.
in which $\Delta$ sets the strength of the nearest-neighbor $\hat{S}^z \hat{S}^z$ interaction ($\Delta = 1$ corresponds to the Heisenberg point). In contrast to XY model in a transverse field, the XXZ Hamiltonian (12) cannot be mapped onto a noninteracting model. Recent studies have shed light on new families of conserved quantities in this model [10, 69, 83, 84] (see also the review by Ilievski et al in this volume [85]).

### 2.3. Quantum quenches and ensembles

In the reminder of this review we will be interested in what happens to the systems introduced previously after they are taken far from equilibrium. A standard protocol used for the latter purpose is that of a quantum quench. Namely, the system is prepared in an eigenstate of a given time-independent Hamiltonian (usually, as done here, in the ground state), and the dynamics is studied under a new time-independent Hamiltonian (called $\hat{H}$ in what follows). This can be thought of as an instantaneous change in the parameters describing a system and, hence, the term quantum quench.

Given the initial state $|\psi_0\rangle$, the time-evolving one can then be written as

$$|\psi(t)\rangle = e^{-i\hat{H}t}|\psi_0\rangle = \sum_n e^{-iE_n t} |n\rangle \langle n| \psi_0\rangle = \sum_n e^{-iE_n t} c_n^* |n\rangle,$$

where $\{|n\rangle\}$ is the complete set of eigenstates of $\hat{H}$ and $c_n = \langle n| \psi_0\rangle$ is the projection of the initial state onto eigenstate $|n\rangle$ (we set $\hbar \equiv 1$). Rather than in the evolution of the wave-functions, here we are interested on how observables $\hat{O}$ evolve under quantum dynamics

$$\mathcal{O}(t) \equiv \langle \psi(t) | \hat{O} | \psi(t) \rangle = \sum_{n,m} e^{-i(E_n - E_m) t} c_m^* c_n \langle m | \hat{O} | n \rangle + \sum_{n,m} \langle n | \hat{O} | m \rangle c_m^* c_n.$$

If an observable relaxes to a nearly time independent value (fluctuations about that value vanish with increasing system size and quantum revivals occur in time intervals that diverge with system size), i.e. if it equilibrates, then the equilibrated result for the observable is given (up to finite size effects) by the second term in the sum in equation (14). We note that this term includes both diagonal and off-diagonal matrix elements of degenerate eigenstates.

For generic quantum systems one expects no degeneracies in the absence of special symmetries, so only diagonal matrix elements are expected to contribute to the results after relaxation, i.e. we expect $\mathcal{O}(t)$ to relax to $\langle \hat{O} \rangle_{DE} \equiv \text{Tr}[\hat{\rho}_{DE} \hat{O}]$, where

$$\hat{\rho}_{DE} = \sum_n \rho_{DE}^{[n]} |n\rangle \langle n|$$

is known as the diagonal ensemble density matrix [74], and $\rho_{DE}^{[n]} = |c_n|^2$. This has been shown to occur in numerical studies of nonintegrable systems [74, 86–88]. Degeneracies are expected to arise in integrable systems. However, in the thermodynamic limit, they usually do not lead to differences between the equilibrated results and the predictions of the diagonal ensemble [71]. This, of course, unless the many-body spectrum of the integrable Hamiltonian has extensive degeneracies [42]. The latter is actually the case in the translationally invariant transverse field Ising model. In section 2.4, we will nevertheless show that, for the quenches studied, degenerate states play no role in...
the dynamics and the diagonal ensemble correctly predicts the equilibrated results for observables.

One of the central questions that has been studied in the last ten years is whether, after relaxation following a quantum quench, observables can be described using traditional ensembles of statistical mechanics. Since the results from the latter ensembles agree in the thermodynamic limit (at least for the observables that we are interested in), and since there is no particle-number conservation in the transverse field Ising model, the only traditional ensemble of statistical mechanics that we consider here (for both the XX and the transverse field Ising model) is the grand canonical ensemble.

For the particle-number-conserving XX Hamiltonian (3), we write
\[ \rho_{GE}^{(XX)} = \frac{1}{Z_{GE}^{(XX)}} e^{-\beta (\hat{H}_{XX} - \mu N)} , \]
where \( \hat{N} \) is the total particle number operator and \( Z_{GE}^{(XX)} = \text{Tr}[e^{-\beta (\hat{H}_{XX} - \mu \hat{N})}] \). The values of \( \beta \) and \( \mu \) used to compare with the results from the quantum dynamics are set by constraining the mean energy and number of particles in the grand canonical ensemble to be the same as in the time-evolving state, i.e. \( \langle \psi_0 | \hat{H} | \psi_0 \rangle = \text{Tr}[\rho_{GE}^{(XX)} \hat{H}] \) and \( N = \text{Tr}[\rho_{GE}^{(XX)} \hat{N}] \).

For the (non-particle-number-conserving) transverse field Ising Hamiltonian (8), we have
\[ \rho_{GE}^{(TFI)} = \frac{1}{Z_{GE}^{(TFI)}} e^{-\beta \hat{H}_{TFI}} , \]
where \( Z_{GE}^{(TFI)} = \text{Tr}[e^{-\beta \hat{H}_{TFI}}] \) and \( \beta \) is obtained by matching \( \langle \psi_0 | \hat{H} | \psi_0 \rangle = \text{Tr}[\rho_{GE}^{(TFI)} \hat{H}] \). In what follows, expectation values of observables in the grand canonical ensemble are denoted as \( \langle \hat{O} \rangle_{GE} \equiv \text{Tr}[\rho_{GE} \hat{O}] \).

As already mentioned before, observables in integrable systems are not expected to relax to the predictions of the grand canonical ensemble. Instead, one expects them to relax to the predictions of the GGE, which is defined as
\[ \hat{\rho}_{GGE} = \frac{1}{Z_{GGE}} e^{-\sum \lambda_k \hat{I}_k} , \]
where \( \{ \hat{I}_k \} \) is a set of nontrivial conserved quantities that exists because the system is integrable. The corresponding partition function is \( Z_{GGE} = \text{Tr}[e^{-\sum \lambda_k \hat{I}_k}] \). The Lagrange multipliers \( \{ \lambda_k \} \) are fixed so that the GGE expectation value of each conserved quantity matches that in the initial state \( \langle \psi_0 | \hat{I}_k | \psi_0 \rangle = \text{Tr}[\hat{\rho}_{GGE} \hat{I}_k] \). We denote the expectation values of observables in the GGE as \( \langle \hat{O} \rangle_{GGE} \equiv \text{Tr}[\hat{\rho}_{GGE} \hat{O}] \).

2.4. Conserved quantities

2.4.1. The XX model In the XX model, the set of conserved quantities \( \hat{I}_s \) that we use to construct the GGE are the occupations of the single-particle eigenstates of the fermionic Hamiltonian (momentum modes occupations in a translationally invariant
system). They can only take values zero or one, so the partition function of the GGE can be written as

$$Z_{\text{GGE}} = \text{Tr}[e^{-\sum_q \lambda_q \hat{J}_q}] = \prod_q (1 + e^{-\lambda_q}),$$

(19)

where $q = 1, 2, ..., L$. The expectation values of conserved quantities in the GGE can be written as

$$\langle \hat{J}_q \rangle_{\text{GGE}} = Z_{\text{GGE}}^{-1} \text{Tr}[e^{-\sum_q \lambda_q \hat{J}_q}] = \frac{e^{-\lambda_q}}{1 + e^{-\lambda_q}}.$$  

(20)

Since the GGE is constructed requiring that those expectation values are the same as in the initial state $\langle \hat{J}_q \rangle_0 = \langle \psi_0 | \hat{J}_q | \psi_0 \rangle$, one obtains the following expression for the Lagrange multipliers [35]

$$\lambda_q = \ln \left( \frac{1 - \langle \hat{J}_q \rangle_0}{\langle \hat{J}_q \rangle_0} \right),$$

(21)

and the partition function can then be written as

$$Z_{\text{GGE}}^{-1} = \prod_q (1 - \langle \hat{J}_q \rangle_0).$$

(22)

The left panel of figure 1 displays the distribution of conserved quantities $\langle \hat{J}_q \rangle_0$ after turning off a superlattice potential in the XX model (with open boundary conditions) [35]. The system was initially in the ground state in the presence of the superlattice potential. The dynamics and generalized thermalization after this quench will be discussed in section 3. The number of values of $q$ is given by the number of lattice sites. They are ordered with increasing eigenenergies of the single-particle eigenstates, which are nondegenerate for open boundary conditions. As shown in the left panel in figure 1, a proper rescaling $q \rightarrow q/L$ makes the data for different system sizes collapse onto the same curve.

2.4.2. The transverse field Ising model. Initial eigenstate  In contrast to the XX model, for which the initial state in the expressions above can be any state (not necessarily an eigenstate of the Hamiltonian), for the transverse field Ising model we will restrict our analysis to initial states that are eigenstates of the Hamiltonian (8). In addition, we will focus on initial eigenstates that are in the even sector.

We are interested in the overlaps $c_n = \langle n | \psi_0 \rangle$ of the initial state $| \psi_0 \rangle$ with the eigenstates $\{|n\rangle\}$ of the final Hamiltonian. We write the latter using the notation in equation (11), and write the former as:

$$| \psi_0 \rangle = | r_{k_1}, r_{-k_1} \rangle \otimes ... \otimes | r_{k_j}, r_{-k_j} \rangle \otimes ....$$

(23)

As a result, $c_n$ can be calculated as the product of the overlaps in each subspace $\{ k, -k \}$, i.e. it can be written as a product of $L/2$ terms

$$c_n = \prod_{k \in K^{(+)}} c_k^n.$$

(24)
For each $k$, $c_k^{[n]}$ can take four possible values. This results from the fact that $|r_k, r_{-k}\rangle$ and $|p_k^{[n]}, p_{-k}^{[n]}\rangle$ are each one of $|0, 0\rangle$, $|1, 1\rangle$, $|1, 0\rangle$, and $|0, 1\rangle$, which, in terms of spinless fermions, can be written as

$$
|0, 0\rangle \equiv \frac{1}{|v_k|} \hat{\eta}_k \hat{\eta}_{-k} |\varnothing\rangle = (-i)(u_k + v_k c_k^{\dagger} c_{-k}^{\dagger}) |\varnothing\rangle
$$

$$
|1, 0\rangle \equiv \hat{\eta}_k^{\dagger} \left( \frac{1}{|v_k|} \hat{\eta}_k \hat{\eta}_{-k} \right) |\varnothing\rangle = (-i) c_k^{\dagger} |\varnothing\rangle
$$

$$
|0, 1\rangle \equiv \hat{\eta}_{-k}^{\dagger} \left( \frac{1}{|v_k|} \hat{\eta}_k \hat{\eta}_{-k} \right) |\varnothing\rangle = (-i) c_{-k}^{\dagger} |\varnothing\rangle
$$

$$
|1, 1\rangle \equiv \hat{\eta}_k^{\dagger} \hat{\eta}_{-k}^{\dagger} \left( \frac{1}{|v_k|} \hat{\eta}_k \hat{\eta}_{-k} \right) |\varnothing\rangle = i(v_k + u_k c_k^{\dagger} c_{-k}^{\dagger}) |\varnothing\rangle
$$

Figure 1. Distribution of conserved quantities in the XX model and in the transverse field Ising model after a quantum quench. The conserved quantities $\langle \hat{L}_k \rangle_0$ in the XX model (left panel) are the occupations of the single-particle eigenstates of the fermionic Hamiltonian, where $q = 1, 2, \ldots, L$. The curves display $\langle \hat{L}_k \rangle_0$ after a quench from the ground state of $H_{XX}$ in the presence of a (superlattice) potential $V_j = A \cos(\frac{2\pi j}{T})$ with period $T = 4$ and amplitude $A = 8J$. The quench consists of turning off the superlattice potential. The average site occupancy is $N/L = 1/20$ [35]. The $q$-values are ordered with increasing eigenenergies of the single-particle eigenstates. We discuss further results for this quantum quench in section 3. In the transverse field Ising model (right panel), the conserved quantities $\langle \hat{L}_k \rangle_0$ are the occupations of the Bogoliubov quasiparticles. The plots display $\langle \hat{L}_k \rangle_0$ after quenches from the ground state of a system with transverse field $h_0$ to a final field $h$. Results are not shown for $k < 0$ since $\langle \hat{L}_{-k} \rangle_0 = \langle \hat{L}_k \rangle_0$. Further results for these quenches are discussed in section 4.
The dependence on the Hamiltonian parameters before and after the quench enters through the parameters \( u_k = u_k(J, h) \) and \( v_k = v_k(J, h) \), which were introduced with the Bogoliubov transformation (see equation (8)).

Equation (25) shows explicitly why an initial eigenstate that belongs to either the even or odd sector has a nonzero overlap only with eigenstates in the same sector. On the level of \( \{ k, -k \} \) subspaces, states \( 0, 0 \) and \( 1, 1 \) do not couple to the states \( 1, 0 \) and \( 0, 1 \), and vice versa.

For the overlaps between the initial state and the eigenstates of the Hamiltonian we have that:

(i) If \( r_k = 0 \) and \( r_{-k} = 0 \), or \( r_k = 1 \) and \( r_{-k} = 1 \), then

\[
\alpha_k = \frac{1}{2} \left( 1 + \frac{a_k b_k^0 + b_k a_k^0}{\varepsilon_k \varepsilon_{-k}} \right),
\]

(ii) If \( r_k = 1 \) and \( r_{-k} = 0 \), or \( r_k = 0 \) and \( r_{-k} = 1 \), then

\[
\alpha_k = \frac{1}{2} \left( 1 + \frac{a_k b_k^0 + b_k a_k^0}{\varepsilon_k \varepsilon_{-k}} \right).
\]
The conserved quantities we use to construct the GGE are the occupations of the Bogoliubov quasiparticles \( \{ \tilde{\epsilon}_k \} \). In the eigenstates of the Hamiltonian, \( \rho^{[n]}_k = \langle n | \tilde{\epsilon}_k | n \rangle \) can only take values 0 or 1. Using equation (21), this implies that

\[
\langle n | e^{-\lambda \tilde{h}} | n \rangle = \begin{cases} 
1 & \text{if } \rho^{[n]}_k = 0 \\
\frac{\langle \tilde{h}_0 \rangle}{1 - \langle \tilde{h}_0 \rangle} & \text{if } \rho^{[n]}_k = 1 
\end{cases}.
\]

As for traditional ensembles of statistical mechanics, one can write the density matrix of the GGE as a sum over the contribution from all the eigenstates of the Hamiltonian,

\[
\rho_{\text{GGE}} = \sum_n \rho^{[n]}_n |n\rangle \langle n|.
\]

Using equations (22) and (30), the weights \( \rho^{[n]}_n \) can be expressed solely through the expectation values of the conserved quantities in the initial state.

Here, the index \( k \) of the momentum runs through all the possible values (positive and negative) in the lattice, which we denote as \( k \in \{K^+, -K^+\} \).

Hence, in order to determine \( \rho^{[n]}_n \), we only need to compute the expectation values of the conserved quantities \( \langle \tilde{h}_0 \rangle \). This can be achieved using the overlaps

\[
\langle \tilde{h}_0 \rangle = \sum_{n,m} \langle \psi_0 | m \rangle \langle m | \tilde{h}_0 | n \rangle \langle n | \psi_0 \rangle = \sum_n |c_n|^2,
\]

which means that the initial and final Hamiltonian parameters enter the GGE only through one parameter, namely, \( \alpha_k \). Equation (32) can be further simplified using the normalization of single-particle weights (equation (29)). One gets that \( \langle \tilde{h}_0 \rangle \) is nothing but \( |c^0_k|^2 \), where \( \xi \) is determined by \( \{ r_k, r_{-k} \} \). This leads to the general expression for the expectation values of conserved quantities:

\[
\langle \tilde{h}_0 \rangle = \begin{cases} 
1 - \alpha_k & \text{if } r_k = 0 \text{ and } r_{-k} = 0 \\
\alpha_k & \text{if } r_k = 1 \text{ and } r_{-k} = 0 \\
1 & \text{if } r_k = 1 \text{ and } r_{-k} = 1 \\
0 & \text{if } r_k = 0 \text{ and } r_{-k} = 1 
\end{cases}.
\]

An important clarification is in order at this point on the use of the GGE for finite XX and transverse field Ising systems. All expressions obtained so far for the GGE follow after a grand canonical trace. Such a trace is problematic in systems with periodic boundary conditions because the mapping between spins (hard-core bosons) and fermions requires that sectors with even number of fermions be treated with antiperiodic boundary conditions [1]. Instead, our expressions are obtained assuming that the
boundary conditions are the same for sectors with even and odd particle numbers. To circumvent this problem, in all our calculations for the XX model we report results for systems with open boundary conditions, for which no such problem exists [76]. For the transverse field Ising model, for which periodic boundary conditions are chosen, the assumption that boundary conditions are the same for even and odd number of fermions (we use the one for even number of fermions) introduces an error. The effect of that error on the observables studied here decreases with increasing system size and vanishes in the thermodynamic limit, in which the boundary conditions become irrelevant, i.e. the error we have introduced in our calculations can be thought of as an additional finite-size effect.

2.4.3. The transverse field Ising model. Initial ground state In what follows we focus on quenches in finite systems from the ground state \( \langle r_k = r_{-k} = 0 \rangle \) in equation (23) for a field \( h_0 \) to a final field \( h \). Hence, the initial state in all our quenches belongs to the even sector. For these quenches, only \( \sqrt{D} \) of the weights in the diagonal ensemble are nonzero, where \( D = 2^L \) is the total size of the Hilbert space. This is because any eigenstate of the final Hamiltonian with \( \cdots \otimes |1, 0 \rangle \otimes \cdots \) or \( \cdots \otimes |0, 1 \rangle \otimes \cdots \) will have a vanishing overlap with the initial state. The nonzero weights are given by the expression

\[
\rho_{\text{DE}}^{[n]} = \prod_{k \in K^+} \alpha_k \prod_{k \in K^+} (1 - \alpha_k),
\]

which is a product of \( L/2 \) terms. The eigenstate spectrum of the transverse field Ising model has extensive degeneracies, which predominantly occur due to single occupancies of the \( \{ k, -k \} \) subspaces (the two singly occupied states are degenerate). After the quench from an initial ground state, none of the \( \{ k, -k \} \) subspaces is singly occupied. As a result, the eigenstates with nonzero weights in the diagonal ensemble are nondegenerate, except for some accidental (nonextensive) degeneracies.

The occupation of the conserved quantities (33) for an initial ground state simplifies to

\[
\langle \hat{I}_k \rangle_0 = (1 - \alpha_k).
\]

The distribution of \( \langle \hat{I}_k \rangle_0 \) is shown in the right panel of figure 1 following three quenches of the transverse field \( h_0 \rightarrow h \). When quenching from the paramagnetic \((h_0 > J)\) to the ferromagnetic \((h < J)\) side of the transverse field Ising model (or vice versa), the distribution increases monotonically with increasing \( k \). In contrast, for quenches within the same phase, the distribution is peaked at some finite \( k \) and then decreases towards zero for \( k \rightarrow \pi \). The behavior as \( k \rightarrow \pi \) can be understood from equation (35), which gives

\[
\langle \hat{I}_k \rangle_{\pi} = \frac{[1 - \text{sgn}(h - J) \text{sgn}(h_0 - J)]/2}{(1 - \alpha_k)^2}.
\]

Equation (35) and the fact that \( \alpha_{-k} = \alpha_k \) also simplify the expression for the weights in the GGE

\[
\rho_{\text{GGE}}^{[n]} = \prod_{k \in K^+} \alpha_k^2 \prod_{k \in K^+} (1 - \alpha_k) \prod_{k \in K^+} (1 - \alpha_k)^2.
\]

It is important to realize that, when quenching from the ground state, all eigenstates of the final Hamiltonian \((D \text{ states})\) can potentially have nonzero weights in the
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GGE. In contrast, as mentioned before, only $\sqrt{D}$ eigenstates of the Hamiltonian have nonzero weights in the diagonal ensemble. It is therefore not at all obvious that the GGE should describe observables after equilibration. An interesting observation can be made for eigenstates that have nonzero weights in both ensembles. While their weight in the DE is $|c_n|^2$, their weight in the GGE is $|c_n|^4$.

### 2.4.4. Statistical independence of macroscopic subsystems in the GGE

We note at this point that, in $\hat{\rho}_{\text{GGE}}$, the conserved quantities appear in the form $e^{-\lambda_k \hat{k}}$, as in traditional ensembles of statistical mechanics. However, the conserved quantities selected by us (occupations of single-particle states) are not extensive as in traditional ensembles of statistical mechanics. Extensivity is required for the factorizability of the density matrix, which is needed to ensure statistical independence of macroscopic subsystems. Instead, in the exponential in $\hat{\rho}_{\text{GGE}}$, we have an extensive number of intensive conserved quantities. This might lead one to conclude that our GGE is not a legitimate statistical ensemble.

There are two ways to see that our GGE leads to statistical independence of macroscopic subsystems. As shown in figure 1, the expectation values of the conserved quantities after the quenches are smooth functions (independent of the system size) of $q/L$ for the XX model and $k$ for the transverse field Ising model. Because of equation (21), the Lagrange multipliers are also smooth functions of $q/L$ and $k$, respectively. One can then define extensive (coarse grained) integrals of motion $\hat{I}_\alpha \equiv \sum_{\alpha' \in \{\alpha - \delta/2, \alpha + \delta/2\}} \hat{I}_{\alpha'}$, where $\alpha \equiv q/L$ ($\delta_\alpha \ll 1$) for the XX model and $\alpha \equiv k$ ($\delta_\alpha \ll \pi$) for the transverse field Ising model, such that $\hat{\rho}_{\text{GGE}} \propto e^{-\sum_e \lambda_e \hat{I}_e}$ [71, 89]. Alternatively, extensive conserved quantities can be constructed by a linear transformation of $\{\hat{k}\}$, which enables ordering them according to their support on the lattice [49]. This latter construction is particularly appealing because it allows one to show that the larger the support of an extensive conserved quantity is the least it affects expectation values of local observables in the GGE. If one wants to compute a local observable with a given finite accuracy, one can then truncate the GGE to have a finite number of local extensive conserved quantities [49].

### 2.5. Expectation values of observables in the transverse field Ising model

Let us discuss how to compute expectation values of observables in the transverse field Ising model in the various ensembles of interest. For that, we write the expectation value of an observable $\hat{O}$ in an ensemble $\mu$ ($\mu = \text{DE, GE, or GGE}$), with weights $\{\rho_{\mu}^{|n|}\}$, as

$$\langle \hat{O} \rangle_\mu = \sum_n \rho_{\mu}^{|n|} \langle n | \hat{O} | n \rangle, \tag{37}$$

This expression can be further simplified if two conditions are met: (i) the weights $\rho_{\mu}^{|n|}$ factorize (as they do in the ensembles considered in this review), $\rho_{\mu}^{|n|} = \prod_{k \in \mathcal{K}^{(+)}} \rho_{\mu}^{[k]}$, and (ii) the eigenstate expectation values can be written as sums of single-particle contributions, $\langle n | \hat{O} | n \rangle = \sum_{k \in \mathcal{K}^{(+)}} \langle n | \hat{O}_k | n \rangle$. A single set of wave vectors needs to be chosen for the even and odd sectors. This, as we mentioned before, introduces an error whose effect in our observables of interest vanishes in the thermodynamic limit.
If the conditions above are met, we write
\[
\langle n| \hat{O}_k | n \rangle \equiv \begin{cases} 
\mathcal{O}^{(0)}_k & \text{if } p_k^{[n]} = 0 \text{ and } p_{-k}^{[n]} = 0 \\
\mathcal{O}^{(1)}_k & \text{if } p_k^{[n]} = 1 \text{ and } p_{-k}^{[n]} = 0 \\
\mathcal{O}^{(2)}_k & \text{if } p_k^{[n]} = 0 \text{ and } p_{-k}^{[n]} = 1 \\
\mathcal{O}^{(3)}_k & \text{if } p_k^{[n]} = 1 \text{ and } p_{-k}^{[n]} = 1
\end{cases}
\] (38)
and
\[
\rho_{k,\mu}^{[n]} \equiv \begin{cases} 
\rho_{k,\mu}^{(0)} & \text{if } p_k^{[n]} = 0 \text{ and } p_{-k}^{[n]} = 0 \\
\rho_{k,\mu}^{(1)} & \text{if } p_k^{[n]} = 1 \text{ and } p_{-k}^{[n]} = 0 \\
\rho_{k,\mu}^{(2)} & \text{if } p_k^{[n]} = 0 \text{ and } p_{-k}^{[n]} = 1 \\
\rho_{k,\mu}^{(3)} & \text{if } p_k^{[n]} = 1 \text{ and } p_{-k}^{[n]} = 1
\end{cases}
\] (39)

Note that the ordering of $\mathcal{O}_k^{(\xi)}$ and $\rho_{k,\mu}^{(\xi)}$ according to $\xi$ in the above equations follows the ordering in equation (26) for the case of the initial ground state, $r_k = r_{-k} = 0$. Equations (38) and (39), and the fact that the weights $\rho_{k,\mu}^{(\xi)}$ are normalized in the $\{k, -k\}$ subspaces, allows us to rewrite equation (37) as
\[
\langle \hat{O}_\mu \rangle = \sum_{k \in \mathcal{K}^{(+)}} \left( \sum_{\xi = 0}^{3} \rho_{k,\mu}^{(\xi)} \mathcal{O}_k^{(\xi)} \right).
\] (40)

We have already shown that the weights $\rho_{k,DE}^{(\xi)}$ are normalized in the $\{k, -k\}$ subspaces. It is straightforward to show it for the GGE and the grand canonical ensemble. For example, for the GGE one can see from equation (36) that
\[
\sum_{\xi = 0}^{3} \rho_{k,\mu}^{(\xi)} = \alpha_2^2 + 2 \alpha_k (1 - \alpha_k) + (1 - \alpha_k)^2 = 1.
\] (41)

There is another important class of observables in the transverse field Ising model that can be straightforwardly evaluated in terms of single-particle contributions, but not as in equation (40). These observables, we call them $\hat{A}$, can be written as
\[
\langle \hat{A}_\mu \rangle = \sum_n \rho_{\mu}^{[n]} \langle n| \hat{A}_1 | n \rangle \langle n| \hat{A}_2 | n \rangle,
\] (42)
where the expectation values $\langle \hat{A}_1 \rangle_\mu$ and $\langle \hat{A}_2 \rangle_\mu$ can be computed using equation (40). As a result, $\langle \hat{A}_\mu \rangle_\mu$ reads:
\[
\langle \hat{A}_\mu \rangle = \langle \hat{A}_1 \rangle_\mu \langle \hat{A}_2 \rangle_\mu - \sum_{k \in \mathcal{K}^{(+)}} \left( \sum_{\xi = 0}^{3} \rho_{k,\mu}^{(\xi)} \mathcal{A}_{1,k}^{(\xi)} \right) \left( \sum_{\xi' = 0}^{3} \rho_{k,\mu}^{(\xi')} \mathcal{A}_{2,k}^{(\xi')} \right) + \sum_{k \in \mathcal{K}^{(+)}} \left( \sum_{\xi = 0}^{3} \rho_{k,\mu}^{(\xi)} \mathcal{A}_{1,k}^{(\xi)} \mathcal{A}_{2,k}^{(\xi)} \right),
\] (43)
where $\mathcal{A}_{1,k}^{(\xi)}$ and $\mathcal{A}_{2,k}^{(\xi)}$ are defined as $\mathcal{O}_k^{(\xi)}$ is in equation (38).
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Equations (40) and (43) allow us to calculate numerically, in polynomial time, various observables of interest for the transverse field Ising model, see section 4.

3. Dynamics and the GGE in the XX model

In this section, we discuss the dynamics in the XX model after a quantum quench. We focus mostly on hard-core bosons and compare the results after relaxation to the predictions of the grand canonical ensemble and the GGE. As mentioned in the introduction, it was on hard-core boson systems for which it was first established the relevance of the GGE to describe equilibrated values of observables in isolated integrable systems [35, 36]. Here, we also discuss the behavior of noninteracting spinless fermions. We point out a fundamental difference between them and hard-core bosons in terms of equilibration and generalized thermalization.

3.1. Dynamics and generalized thermalization of hard-core boson systems

Some results for the first quench considered here have been already reported in [35]. This quench was motivated by the experimental protocol followed by Kinoshita et al [23]. They pulsed a 1D lattice along an array of 1D Bose gases to take them far from equilibrium. The pulses generated peaks in the momentum distribution function of the bosons at multiples of the lattice wavenumber. The oscillatory dynamics of those peaks was then studied by means of a special kind of time-of-flight measurements (the expansion was carried out in one dimension). Because of the observed oscillatory behavior of the peaks, this experiment is known as the quantum Newton’s cradle.

The specific quench protocol we consider can be thought of as a simplified version of the experimental protocol. Our initial state is taken to be the ground state of hard-core bosons in the presence of a (superlattice) potential \( V_j = A \cos \left( \frac{2\pi j}{T} \right) \) (see equation (3)). The period \( T \) is taken to be \( T = 4 \), and gives rise to four sharp peaks in the momentum distribution \( m_k(t) = \langle \psi(t) | \hat{n}_k | \psi(t) \rangle \) at \( t = 0 \), as shown in figure 2(b). After the sudden turn off of the superlattice potential, \( m_k(t) \) undergoes dynamics and relaxes to a new steady state distribution. We consider systems with 30 and 45 hard-core bosons in lattices with \( L = 600 \) and 900 sites, respectively, i.e. the average site occupation is very low (0.05). Because of this (the average interparticle distance is much larger than the lattice spacing), one can think of these systems as being in the continuum, which was the case studied in the experiments. The conserved quantities \( \langle \hat{I}_q \rangle \) we use to construct the GGE (see equation (18)) are the occupations of the single-particle eigenstates of the final fermionic Hamiltonian (with open boundary conditions). Their distribution is shown in the left panel of figure 1.

In figure 2(a), we show the time evolution of \( m_k=0(t) \) for the two system sizes considered. Remarkably, both can be seen to relax to the same steady-state result despite the fact that, because of quasi-long range order [80], the initial value of \( m_k=0 \) is different in both systems. By plotting \( \tilde{m}_0(t) = [m_{k=0}(t) - m_{k=0}(t = 0)]/m_{k=0}(t = 0) \) versus \( t \), one can see (inset in figure 2(a)) that the short time dynamics is essentially the same in both systems. Figure 2(a) also shows that the result after relaxation can be predicted by the
GGE, and that it is clearly different from the grand canonical ensemble prediction. As mentioned before, whenever observables relax to the GGE predictions (as in figure 2(a)) we say that they exhibit generalized thermalization. We use the word ‘generalized’ to differentiate this process from thermalization, namely, the relaxation to the predictions of traditional ensembles of statistical mechanics.

That generalized thermalization occurs in these systems is better seen in figure 2(b), in which we plot the entire momentum distribution functions in the initial state, at \( t = 5000 \) (in units of \( \hbar/J \)), as well as in the GGE and in the grand canonical ensemble. It is most remarkable that, after relaxation, the momentum distribution function of the hard-core bosons retains information about the initial state by exhibiting four clearly resolved peaks at the same positions as in the initial state. The GGE accurately describes the entire momentum distribution after relaxation. This is in stark contrast to the prediction from the grand canonical ensemble (see equation (16)), which only exhibits a single broad peak (as expected in a system with no additional lattice). By comparing the results for systems with \( L = 600 \) and 900 lattices sites in figure 2(c), one can see that finite-size effects are negligible for the system sizes considered, i.e. one could think of these results as being in the thermodynamic limit.

An important question that needs to be addressed at this point is how the time fluctuations of observables, about the steady state result, behave with increasing system size. For hard-core bosons, this was studied in [51, 52, 71], while for noninteracting spinless fermions this was studied in [90–93]. In the absence of localization due to disorder or quasi-periodic potentials, a remarkable finding has been that all one-body

Figure 2. Dynamics of the momentum distribution of hard-core bosons after a quantum quench and its description after relaxation. The initial state is the ground state of \( \hat{H}_{XX} \), see equation (3), with a superlattice potential \( V_j = 8J \cos(\pi j/2) \) and open boundary conditions. We consider systems with \( N = 30 \) and 45 hard-core bosons in \( L = 600 \) and 900 lattice sites, respectively, for which the average site occupancy is \( n = N/L = 1/20 \). At \( t = 0 \), the superlattice potential is turned off and the system is let evolve unitarily under \( \hat{H}_{XX} \). (a) Time evolution of \( m_{k=0}(t) \) for \( L = 600 \) and 900. Horizontal lines denote the corresponding \( \langle \hat{m}_{k=0} \rangle_{\text{GGE}} \) and \( \langle \hat{m}_{k=0} \rangle_{\text{GE}} \) for \( L = 900 \). The inset displays the rescaled short-time evolution of \( m_{0}(t) \) (see text) as a function of \( t \). (b) The entire momentum distribution in the initial state \( (t = 0) \), at a long time after the quench \( (t = 5000 \text{ in units of } \hbar/J) \), as well as \( \langle \hat{m}_k \rangle_{\text{GGE}} \) and \( \langle \hat{m}_k \rangle_{\text{GE}} \) for \( L = 900 \). (c) Results for \( \langle \hat{m}_k \rangle_{\text{GGE}} \) and \( \langle \hat{m}_k \rangle_{\text{GE}} \) in the system with \( L = 600 \) (thin solid lines) and \( L = 900 \) (thick dashed lines). The results for \( L = 600 \) were taken from [35].
observables studied for hard-core bosons exhibit time fluctuations that decrease with increasing system size (as $1/L^\kappa$, with $\kappa = 1/2$ or 1). In contrast, some one-body observables for noninteracting spinless fermions do not equilibrate, while others exhibit time fluctuations that decrease with increasing system size (as $1/\sqrt{L}$). A decay of the time fluctuations as $1/\sqrt{L}$ is the characteristic scaling of the Gaussian equilibration scenario proposed in [90] for noninteracting spinless fermions.

To exemplify the starkly different behavior of some one-body observables for hard-core bosons and noninteracting spinless fermions, we review results from [52]. There, Wright et al. studied the dynamics of systems initially prepared in the ground state of a box with twice as many sites as particles, which was then opened in a larger box with four times as many sites as particles (this kind of protocol is sometimes referred to as a geometric quench [94, 95]). A central quantity in that study was the distance between the instantaneous and the GGE momentum distribution, defined as

$$\Delta M(t) = \frac{\sum_k |m_k(t) - \langle \hat{m}_k \rangle_{\text{GGE}}|^2}{\sum_k \langle \hat{m}_k \rangle_{\text{GGE}}}.$$  \hspace{1cm} (44)

Figure 3(b) shows that, at long times, $\Delta M(t)$ for hard-core bosons decreases with increasing system size. A finite-size scaling analysis of its average $\Delta M(t)$ reveals a power-law decrease $\propto 1/L$ (see figure 3(c)). In contrast, one can clearly see in figures 3(a) and (c) that for noninteracting spinless fermions the average at long times does not decrease with increasing system size. One might think that this is the result of the fermionic momentum distribution function relaxing to something different from the GGE prediction. However, this is not the case, one can actually prove that the time average of all one-body observables in a noninteracting fermionic system is exactly equal to the GGE prediction, without any finite-size correction [92, 93].

The proof is straightforward if one uses the fact that the eigenstates of the many-body Hamiltonian are products of single-particle eigenstates [93]. Projecting $\hat{\rho}(t) = |\psi(t)\rangle\langle \psi(t)|$ onto the one-body sector, the time-evolving one-body density matrix takes the form

$$\hat{\rho}_{ob}(t) = \sum_{q,q'} e^{-i(\epsilon_q - \epsilon_{q'})t} |q\rangle\langle q'|.$$  \hspace{1cm} (45)

In the absence of degeneracies in the single-particle spectrum (which is the case for the systems studied in this section), the infinite-time average of $\hat{\rho}_{ob}(t)$ can be written as

$$\overline{\rho}_{ob}(t) = \lim_{t' \to \infty} \frac{1}{t'} \int_0^{t'} dt \hat{\rho}_{ob}(t) = \sum_q \langle \hat{I}_q \rangle_0 |q\rangle\langle q|,$$  \hspace{1cm} (46)

which is, by construction, the one-body density matrix in the GGE.

In contrast to the momentum distribution function, results for the distance between the instantaneous and the GGE site occupations

$$\Delta \hat{N}(t) = \frac{\sum_i |n_i(t) - \langle \hat{N}_i \rangle_{\text{GGE}}|^2}{\sum_i \langle \hat{N}_i \rangle_{\text{GGE}}}.$$  \hspace{1cm} (47)
which is the same for hard-core bosons and spinless fermions, show that this quantity does decrease with increasing system size (see the inset of figure 3(a)). A finite-size scaling in figure 3(c) reveals that, at long times, the average $\Delta N(t)$ decreases as $1/\sqrt{L}$.

### 3.2. Noninteracting versus interacting systems mappable to noninteracting ones

The results for one-body observables in the previous section, in which two observables exhibited equilibration for hard-core bosons, while only one exhibited it for noninteracting fermions, open the question of whether there will be non-equilibrating one-body observables for hard-core bosons of which we are not aware of. After all, hard-core bosons can be mapped onto noninteracting fermions, for which we already found a non-equilibrating one-body observable.
In order to answer this question, Wright et al studied the dynamics of the trace distance between the instantaneous and the GGE one-body density matrices [52]

\[
d[G(t), G_{\text{GGE}}] = \frac{1}{2N} \text{Tr} \left[ \sqrt{[G(t) - G_{\text{GGE}}]^2} \right],
\]

where \( G(t) \) is the instantaneous one-body density matrix, with elements \( G_{jl}(t) = \langle \psi(t)|\hat{b}_j^\dagger \hat{b}_l|\psi(t)\rangle \) and \( G_{\text{GGE}} = \langle \hat{b}_j^\dagger \hat{b}_l \rangle_{\text{GGE}} \) for hard-core bosons and noninteracting fermions, respectively, and \( G_{\text{GGE}} \) is the one-body density matrix in the GGE, with matrix elements \( \langle \hat{\psi}_j^\dagger \hat{\psi}_l \rangle_{\text{GGE}} \).

In figures 3(d) and (e), we plot the time evolution of the trace distance for the same systems as in figures 3(a) and (b). The plots show that while the trace distance for hard-core bosons decreases with increasing system size, the trace distance for fermions is constant. The latter is the result of the unitary dynamics of the fermionic one-body sector (the fermions are noninteracting) [52]. The finite-size scaling analysis in figure 3(f) reveals that the time average of \( d[G(t), G_{\text{GGE}}] \) for hard-core bosons at long times decreases as \( 1/L \). Such a power-law decay provides an upper bound for the decay of the time fluctuations in all one-body bases (not only the site and momentum occupations). It shows that no extensive set of one-body observables exists in the hard-core boson system that will fail to exhibit generalized thermalization. This provides an alternative view to generalized thermalization in a closed system where the bath is usually thought of as the physical region of the system that is traced out. Here, the bath is provided by the \( N-1 \) particles that have been traced out.

Wright et al also studied hard-core anyons, which interpolate smoothly between hard-core bosons and noninteracting spinless fermions, while still being mappable onto the latter. Remarkably, they showed that hard-core anyons exhibit generalized thermalization in the same manner as hard-core bosons do, namely, the average of \( d[G(t), G_{\text{GGE}}] \) at long times vanishes with increasing system size as \( 1/L \). This makes apparent that noninteracting fermions are a singular limit in this family of models. They are fundamentally different from the interacting models (hard-core bosons and anyons) that were mapped onto them. This is because, in noninteracting fermionic systems, extensive sets of one-body observables can fail to equilibrate, and, hence, can fail to exhibit generalized thermalization, while no such failure can occur for hard-core bosons and anyons. This is made explicit by the fact that the trace distance \( d[G(t), G_{\text{GGE}}] \) for spinless fermions is nonzero and constant in time, while the average of \( d[G(t), G_{\text{GGE}}] \) for hard-core bosons (anyons) at long times vanishes with increasing system size.

We should stress that in the quenches discussed in this section neither the initial state nor the final Hamiltonian exhibit translational invariance. Lack of translational invariance is a feature common to the quenches studied in [35, 36, 51, 52, 71], in which the GGE was also shown to predict the equilibrated values of observables in isolated integrable systems. Hence, the success of the GGE is in no way tied to translational invariance. We note that, because of open boundary conditions, the single-particle spectrum of the final Hamiltonian in the quenches discussed here (and in [35, 36, 51, 52, 71]) is nondegenerate. Extensive degeneracies in the single-particle spectrum after a quench, which occur when a system is translationally invariant, can be the source of subtleties in the GGE that is needed to describe observables after relaxation following a quench [42], specially from initial states that are not translationally invariant [96].
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4. Ensembles in the transverse field Ising model

This section is devoted to the study of the paradigmatic transverse field Ising model. We consider different statistical ensembles in finite systems and study generalized thermalization of few-body observables.

Many works in the last twenty years have studied the dynamics of the transverse field Ising model in finite chains [97–103]. However, we are not aware of studies that compare results obtained within the diagonal ensemble and the GGE. Here, we are particularly interested on how the differences between the predictions of those ensembles scale with the system size. We also report results for the predictions of the grand canonical ensemble (17).

We study quenches from the ground state at the transverse field \( h_0 \), to the final field \( h \). Most of the ingredients needed to calculate the quantities discussed in this section were presented in section 2. In some cases, the comparison between the diagonal ensemble and the GGE can be done at the level of analytic expressions. These are possible due to the noninteracting nature of the Hamiltonian (8).

4.1. Energy distributions

We start by analyzing the decomposition of statistical weights in the energy eigenbasis, i.e., the so-called energy distribution. In the diagonal ensemble, the energy distribution is defined as

\[
W_{\text{DE}}(E) = \sum_n |c_n|^2 \delta(E - E_n),
\]

(49)

where \( E_n \) are the eigenenergies of the final Hamiltonian and \( |c_n|^2 \) are the weights of the initial state in the eigenstates of the final Hamiltonian (see equation (13)). Coarse grained results for \( W_{\text{DE}}(E) \) are shown in figure 4, for quenches from a paramagnetic ground state to the ferromagnetic regime, and in figure 5, for quenches from the ferromagnetic ground state to the paramagnetic regime. In both cases, we consider chains with three different sizes. Our results show that, with increasing system size, \( W_{\text{DE}}(E) \) can be well approximated by a Gaussian function with the mean energy and the energy width of the diagonal ensemble.

The mean energy is calculated using equation (40) and the overlaps from equation (34)

\[
\langle \hat{H} \rangle_{\text{DE}} = \sum_{k \in K^+} [\alpha_k(-\varepsilon_k) + (1 - \alpha_k)\varepsilon_k] = - \sum_{k \in K^+} (2\alpha_k - 1)\varepsilon_k,
\]

(50)

where \( \varepsilon_k \) is the single-particle energy (9) and \( \alpha_k \) has been defined in equation (28). The width is computed from

\[
\sigma^2_{\hat{H},\text{DE}} = \langle \hat{H}^2 \rangle_{\text{DE}} - \langle \hat{H} \rangle_{\text{DE}}^2.
\]

(51)

Since \( \langle n|\hat{H}^2|n \rangle = \langle n|\hat{H}|n \rangle \langle n|\hat{H}|n \rangle \) in the energy eigenbasis, using equation (43), it follows that

\[
\langle \hat{H}^2 \rangle_{\text{DE}} = \langle \hat{H}^2 \rangle_{\text{DE}} - \sum_{k \in K^+} [\alpha_k(-\varepsilon_k) + (1 - \alpha_k)\varepsilon_k]^2 + \sum_{k \in K^+} [\alpha_k(\varepsilon_k)^2 + (1 - \alpha_k)\varepsilon_k^2],
\]

(52)
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which results in

\[ \sigma_{\hat{H},DE}^2 = \sum_{k \in \mathcal{K}^{(+)}} 4\alpha_k (1 - \alpha_k) \varepsilon_k^2. \]  

(53)

Furthermore, by inserting the expressions for \( \varepsilon_k \) and \( \alpha_k \) in equation (53) and taking the continuum limit, one obtains that the width of the energy distribution after the quench is

\[ \frac{\sigma_{\hat{H},DE}}{\sqrt{L}} = \begin{cases} 
\frac{1}{2} \left| 1 - \frac{h}{h_0} \right| & \text{if } h_0 > 1 \\
\frac{1}{2} h_0 \left| 1 - \frac{h}{h_0} \right| & \text{if } h_0 < 1
\end{cases}. \]  

(54)
We then see that the width is maximal for quenches \((h_0 = 0) \rightarrow (h \rightarrow \infty)\), and vice versa. Such quenches result in \((\hat{H})_{DE} = 0\), which, in turn, corresponds to the energy in the grand canonical ensemble at infinite temperature. In the latter ensemble, one can calculate the width \(\sigma_{\hat{H},\infty} \equiv \sigma_{\hat{H},GE}(T \rightarrow \infty)\) analytically to get

\[
\frac{\sigma_{\hat{H},\infty}}{L} = \frac{\sqrt{1 + h^2}}{2}.
\]

This width agrees with the one in the limiting cases in the diagonal ensemble in which the field is quenched from zero to infinity or vice versa. A similar agreement between the widths in the diagonal ensemble and in the canonical ensemble was discussed in the Bose–Hubbard model for quenches of the onsite repulsion from infinite to zero [88].

By performing an analysis for the GGE similar to the one carried out for the diagonal ensemble, one finds that

\[
\langle \hat{H}^2 \rangle_{GGE} = \langle \hat{H}^2 \rangle_{GGE} - \sum_{k \in K^{(+)}} [\alpha_k^2 (-\varepsilon_k) + (1 - \alpha_k)^2 \varepsilon_k^2] + \sum_{k \in K^{(-)}} [\alpha_k^2 (-\varepsilon_k) + (1 - \alpha_k)^2 \varepsilon_k^2],
\]

so that \(\sigma_{\hat{H},GGE}^2 = \sum_{k \in K^{(-)}} 2\alpha_k (1 - \alpha_k) \varepsilon_k^2\). Therefore, the ratio of the widths of the energy distribution in the diagonal ensemble and the GGE is

\[
\frac{\sigma_{\hat{H},DE}}{\sigma_{\hat{H},GGE}} = \sqrt{2},
\]

irrespective of the system size. This result can be intuitively understood already at the level of occupancies within a single \(\{k, -k\}\) subspace. The diagonal ensemble only contains states with either both \(k\)-states empty or occupied (these states have energies \(-\varepsilon_k\) and \(\varepsilon_k\)), while in the GGE all four states, including the ones with zero energy, have nonzero weight. By taking into account the appropriate weights (see equations (34) and (36)) in both ensembles, one already recovers the factor \(\sqrt{2}\) in equation (57).

In figure 6, we compare the scaling of the width of the energy distribution in the diagonal ensemble, the GGE, and in the corresponding grand canonical ensemble. In the latter, we calculated the temperature by computing the trace in equation (17) exactly, i.e. by taking the appropriate the sets of wave vectors \(K^{(+)}\) and \(K^{(-)}\) in the even and odd sectors, respectively. We report results for two quenches, one from the paramagnetic ground state to the ferromagnetic regime (left panel) and one from the ferromagnetic ground state to the paramagnetic regime (right panel). In all cases under consideration, \(\sigma_{\hat{H},GE}\) is smaller than \(\sigma_{\hat{H},DE}\), but larger than \(\sigma_{\hat{H},GGE}\). Figure 6 also shows that, as predicted for the diagonal ensemble and as expected for the grand canonical one, the energy widths vanish as \(1/\sqrt{L}\) with increasing system size. That scaling of the widths is generic in quantum quenches within local Hamiltonians [74], no matter whether they are integrable or not.

In figures 7(a)–(d), we plot \(\sigma_{\hat{H},DE}, \sigma_{\hat{H},GGE}\) and \(\sigma_{\hat{H},GE}\) (rescaled by the infinite temperature result) for four different values of the final field \(h\), and for an extended range of initial fields \(h_0\). These results provide an overview for when the widths of the diagonal and grand canonical ensembles are close to each other and when they are significantly
different. In addition, figures 7(b) and (c) demonstrate how quenches that lead to the same mean energy can result in markedly different widths of the underlying diagonal ensemble (and, hence, of the GGE). The energy distributions \( W_{DE}(E) \) in figures 4 and 5, which are fitted by a Gaussian function, may lead one to incorrectly conclude that the initial states considered sample ‘ergodically’ the eigenstates of the final Hamiltonian and may result in true thermalization. The fact that this does not happen is what we discuss in the next sections.

4.2. Entropies

The results in the previous section make apparent that, by looking at coarse grained energy distributions, it might not be possible to differentiate an integrable from a non-integrable system after a quench. This is where entropy calculations, in particular the calculation of the entropy in the diagonal ensemble [104, 105], make a difference. The entropies in the GGE, diagonal, and grand canonical ensembles are computed as

\[
S_{\mu} = -k_B \text{Tr}[\hat{\rho}_{\mu} \log \hat{\rho}_{\mu}],
\]

where \( \mu = \text{GGE}, \text{DE}, \text{and GE} \), respectively.

Since the weights in all the ensembles factorize, equation (58) has the same structure as the expectation value of observables \( \langle \hat{O} \rangle_{\mu} \) in equation (37). Using equation (40) one can therefore express \( S_{\mu} \) as the sum of single-particle contributions.
The entropies in the diagonal ensemble and the GGE can be evaluated straightforwardly by inserting the weights in equations (34) and (36), respectively, into equation (59). This yields

\[ S_{DE} = -k_B \sum_{k \in K^{(+)}} \left( \alpha_k \log(\alpha_k) + (1 - \alpha_k) \log(1 - \alpha_k) \right) \]

while in the GGE, one gets

\[ S_{GGE} = -k_B \sum_{k \in K^{(+)}} \left[ \alpha_k^2 \log(\alpha_k^2) + 2 \alpha_k(1 - \alpha_k) \log(\alpha_k(1 - \alpha_k)) + (1 - \alpha_k)^2 \log(1 - \alpha_k)^2 \right] \]

\[ = -2k_B \sum_{k \in K^{(+)}} \left[ \alpha_k \log(\alpha_k) + (1 - \alpha_k) \log(1 - \alpha_k) \right]. \]

Figure 7. Width of the energy distribution and entropy in the GGE, the grand canonical ensemble, and the diagonal ensemble. (a)–(d) \( \sigma_{\hat{H},DE} \), \( \sigma_{\hat{H},GGE} \) and \( \sigma_{\hat{H},GE} \); (e)–(h) \( S_{DE} \), \( S_{GGE} \) and \( S_{GE} \), versus the mean energy (relative to the ground state) after quenches for many different values of \( h_0 \). Results are reported for four values of the field \( h \) after the quench (each column). For the diagonal ensemble, the values of the field \( h_0 \) ranged from 0.001 to 5000. For the GGE, \( \sigma_{\hat{H},DE}/\sigma_{\hat{H},GGE} = \sqrt{2} \) and \( S_{GGE}/S_{DE} = 2 \). Black dashed lines correspond to quenches from \( h_0 > h \) (panels (a)–(b) and (e)–(f), \( h = 0.2 \) and \( h = 0.8 \)), and black dotted–dashed lines to quenches from \( h_0 < h \) (panels (c)–(d) and (g)–(h), \( h = 1.5 \) and \( h = 3.2 \)). For the grand canonical ensemble, the solid lines are the exact results for \( L = 28 \). Red dotted lines, which in almost all cases overlap with solid lines, are shown for comparison and depict results for \( L = 24 \). All results are normalized to the \( T = \infty \) values \( \sigma_{\hat{H},\infty} = \sqrt{1 + h^2/2} \), see equation (55), and \( S_{\infty} = k_B \log D \).
Closely related to what we found for the energy widths, the ratio

\[
\frac{S_{\text{GGE}}}{S_{\text{DE}}} = 2
\]

(62)
is independent of the system size and also independent of the choice of the initial eigenstate. For an initial eigenstate that is not the ground state, the weights will in general differ from the ones in the expressions above. This occurs when, for a given \( \{k, -k\} \) subspace, the overlap is nonzero only for one state (the case when \( r_k \neq r_{-k} \)). If that is the case, \( \rho_{k, \mu}^{(G)} \) can only take values 1 or 0 and hence this subspace does not appear neither in \( S_{\text{DE}} \) nor in \( S_{\text{GGE}} \), keeping their ratio unchanged. The factor 2 in equation (62) reflects the fact that the number of states that can have nonzero weight in the GGE is the square of the number of states that can have nonzero weight in the diagonal ensemble. Of course, the latter condition alone does not guarantee the result in equation (62). One also needs a special structure in the weights in the GGE and the diagonal ensemble. This doubling of the entropy in the GGE when compared to the diagonal ensemble has been discussed before in the context of the transverse field Ising model [106, 107] and for impenetrable bosons with contact interactions in one dimension [108].

In figures 7(e)–(h), we show results for the diagonal, grand canonical, and the GGE entropies for the same quenches for which results were shown for the width of the energy distribution in figures 7(a)–(d). The grand canonical entropy was calculated exactly on a finite system taking into account the proper sets of wave-numbers. The results reported were checked to have negligible finite-size effects. Two things to be remarked here is that the entropy in the diagonal ensemble is extensive, and that it exhibits extensive differences with the entropy of the grand canonical ensemble. Hence, the number of states involved in both ensembles increases exponentially with \( L \), but their ratio vanishes with increasing \( L \), i.e. the diagonal ensemble contains a vanishingly (exponentially) small fraction of the states in the grand canonical one. Recently, evidence has been reported that, for (generic) experimentally relevant initial states, the same happens in the thermodynamic limit in quenches to integrable models that cannot be mapped onto noninteracting ones [109, 110].

### 4.3. Generalized thermalization of spin correlations

#### 4.3.1. Local observables

The simplest local observable is the on-site magnetization \( S_j^z \). It was already pointed out in [100] that its expectation value in the GGE equals its long-time expectation value. Here we compare it to the expectation value computed in the diagonal ensemble.

The eigenstate expectation values for this observable equal

\[
\langle n | S_j^z | n \rangle = \frac{1}{|L|} \sum_k \left[ |v_k|^2 (1 - p_k^{[n]}) + |u_k|^2 p_k^{[n]} \right] - \frac{1}{2},
\]

(63)

where the sum runs over all wave vectors\(^1\). The coefficients \( v_k \) and \( u_k \) have been introduced in the context of equation (8) and equal \( |v_k|^2 = (1 - a_k/\varepsilon_k)/2 \) and \( |u_k|^2 = (1 + a_k/\varepsilon_k)/2 \). Since the system under consideration is translationally invariant, the site index \( j \) does

\(^1\)In the odd sector, however, the sum should not include \( k = 0 \) and \( k = \pi \), but should be extended to \( \langle n | S_j^z | n \rangle \rightarrow \langle n | S_j^z | n \rangle (k = 0, k = \pi) + (2 - p_{k=0} - p_{k=\pi})/L \). This is not needed for our calculations.
not appear on the r.h.s. of equation (63). An important insight we get from equation (63) is how to express \( \langle n | \hat{S}_j^z | n \rangle \) as a sum of single-particle contributions. This allows us to calculate the expectation value of \( \hat{S}_j^z \) in both the diagonal ensemble and the GGE using equation (40).

In the diagonal ensemble, we get

\[
\langle \hat{S}_j^z \rangle_{\text{DE}} = \frac{1}{L} \sum_{k \in \mathcal{K}^{(+)}} 2 |\alpha_k| |v_k|^2 + (1 - \alpha_k) |u_k|^2 - \frac{1}{2} = \frac{1}{L} \sum_{k \in \mathcal{K}^{(+)}} (2\alpha_k - 1) \frac{a_k}{\varepsilon_k},
\]

and in the GGE, we get

\[
\langle \hat{S}_j^z \rangle_{\text{GGE}} = \frac{1}{L} \sum_{k \in \mathcal{K}^{(+)}} [2\alpha_k^2 |v_k|^2 + 2\alpha_k (1 - \alpha_k) (|v_k|^2 + |u_k|^2) + 2(1 - \alpha_k)^2 |u_k|^2] - \frac{1}{2}.
\]

Simplifying the latter expression results in

\[
\langle \hat{S}_j^z \rangle_{\text{GGE}} = \langle \hat{S}_j^z \rangle_{\text{DE}},
\]

independently of the system size. This is an interesting result given that, in finite systems, our results for the GGE are approximate. The grand canonical trace we used did not account for the difference in boundary conditions between the even and odd sectors.

The standard procedure to calculate expectation values of off-diagonal operators \( \hat{S}_j^a \hat{S}_{j+r}^b \) (with \( a = \{ x, y, z \} \) and \( r \geq 1 \)) in many-body eigenstates \( \{ | n \rangle \} \) is to use the fermionic representation and express the Jordan–Wigner transformation (4) in terms of Majorana fermions using \( e^{i\theta_j^a} = \hat{F}_j^a \hat{F}_j^\dagger \), where \( \hat{F}_j^x = \hat{f}_j^x + \hat{f}_j^\dagger \) and \( \hat{F}_j^y = \hat{f}_j^\dagger - \hat{f}_j^x \) [1]. This allows one to express the operators \( \hat{S}_j^a \hat{S}_{j+r}^b \) in terms of a string of local fermionic operators acting from site \( j \) to site \( j + r \). Since the model is quadratic, the application of Wick’s theorem further decomposes the expectation values of a string of local operators in products of expectation values of two operators. The central object in the later decomposition is the operator

\[
\langle n | \hat{G}(R) | n \rangle = \langle n | \hat{F}_m^x \hat{F}_{m+r}^x | n \rangle = \frac{2}{L} \left( \sum_{k \in \mathcal{K}^{(+)}} C_k^{[m,n]}(R) \right),
\]

where

\[
C_k^{[m,n]}(R) = \begin{cases}
C_k^{(0)}(R) = C_d(R) & \text{if } p_k^{[n]} = 0, \ p_k^{[m]} = 0 \\
C_k^{(1)}(R) = 0 & \text{if } p_k^{[n]} = 1, \ p_k^{[m]} = 0 \\
C_k^{(2)}(R) = 0 & \text{if } p_k^{[n]} = 0, \ p_k^{[m]} = 1 \\
C_k^{(3)}(R) = -C_d(R) & \text{if } p_k^{[n]} = 1, \ p_k^{[m]} = 1
\end{cases}
\]

and

\[
C_d(R) = -\frac{a_k}{\varepsilon_k} \cos(kR) + \frac{b_k}{\varepsilon_k} \sin(kR).
\]
Using equation (40), one can then calculate \( \hat{G}(R) \) in the different ensembles to obtain
\[
\langle \hat{G}(R) \rangle_{\text{DE}} = \langle \hat{G}(R) \rangle_{\text{GGE}} = \frac{2}{L} \sum_{k \in \mathbb{K}^{(+)}} (2\alpha_k - 1) \mathcal{C}_k(R).
\]
(70)

The fact that the expectation value of \( \hat{G}(R) \) is the same in the diagonal ensemble and in the GGE has its root in symmetric structure of this quantity in the \( \{k, -k\} \) subspaces (see equation (68)), which shares similarities with the energy expectation values. It is also interesting to note that
\[
\langle \hat{S}_j^z \rangle_{\text{DE/GGE}} = \frac{1}{2} \langle \hat{G}(0) \rangle_{\text{DE/GGE}}.
\]
(71)

The structure of the nearest neighbor correlations of the \( x \) and \( y \) spin components is particularly simple because \( \hat{S}_j^x \hat{S}_{j+1}^x = \hat{G}(1)/4 \) and \( \hat{S}_j^y \hat{S}_{j+1}^y = \hat{G}(-1)/4 \). According to equation (70), this implies that
\[
\langle \hat{S}_j^x \hat{S}_{j+1}^x \rangle_{\text{DE}} = \langle \hat{S}_j^x \hat{S}_{j+1}^x \rangle_{\text{GGE}},
\]
(72)
\[
\langle \hat{S}_j^y \hat{S}_{j+1}^y \rangle_{\text{DE}} = \langle \hat{S}_j^y \hat{S}_{j+1}^y \rangle_{\text{GGE}},
\]
(73)
for any system size. As a result of equations (66) and (72), not only does the average energy in the diagonal ensemble equal the one in the GGE, but also the expectation values of the individual terms in the transverse field Ising Hamiltonian are the same in both ensembles.

The next-nearest neighbor correlations of the \( x \) and \( y \) spin components are more involved since the eigenstate expectation values now contain products of two operators,
\[
\langle n| \hat{S}_j^z \hat{S}_{j+2}^z |n \rangle = 4 \langle (n| \hat{G}(1)|n \rangle^2 - \langle n| \hat{G}(0)|n \rangle \langle n| \hat{G}(2)|n \rangle \rangle \text{ and } \langle n| \hat{S}_j^y \hat{S}_{j+2}^y |n \rangle = 4 \langle (n| \hat{G}(-1)|n \rangle^2 - \langle n| \hat{G}(0)|n \rangle \langle n| \hat{G}(-2)|n \rangle \rangle.
\]
Nevertheless, using equation (43), the expectation values of these operators can still be calculated in polynomial time
\[
\langle \hat{S}_j^x \hat{S}_{j+2}^x \rangle_{\text{DE}} = \frac{1}{4} \left( (\langle \hat{G}(1) \rangle^2 - \langle \hat{G}(0) \rangle \langle \hat{G}(2) \rangle) \right)_\mu
\]  
\[+ \left( \frac{1}{L} \right)^2 \sum_{k \in \mathbb{K}^{(+)}} [\mathcal{C}_1(1)^2 - \mathcal{C}_1(0)\mathcal{C}_1(2)] \left[ \rho_{k,\mu}^{(0)} + \rho_{k,\mu}^{(3)} - \rho_{k,\mu}^{(0)} - \rho_{k,\mu}^{(3)} \right] \]
(74)
\[
\langle \hat{S}_j^y \hat{S}_{j+2}^y \rangle_{\text{DE}} = \frac{1}{4} \left( (\langle \hat{G}(-1) \rangle^2 - \langle \hat{G}(0) \rangle \langle \hat{G}(-2) \rangle) \right)_\mu
\]  
\[+ \left( \frac{1}{L} \right)^2 \sum_{k \in \mathbb{K}^{(+)}} [\mathcal{C}_1(-1)^2 - \mathcal{C}_1(0)\mathcal{C}_1(-2)] \left[ \rho_{k,\mu}^{(0)} + \rho_{k,\mu}^{(3)} - \rho_{k,\mu}^{(0)} - \rho_{k,\mu}^{(3)} \right].
\]
(75)

The second term in both equations is in fact very similar. First, using equation (69), we find \( \mathcal{C}_1(1)^2 - \mathcal{C}_1(0)\mathcal{C}_1(2) = \mathcal{C}_1(-1)^2 - \mathcal{C}_1(0)\mathcal{C}_1(-2) = \sin^2 k \). Second, the weights in the diagonal ensemble equal \( \rho_{k,\text{DE}}^{(0)} + \rho_{k,\text{DE}}^{(3)} - (\rho_{k,\text{DE}}^{(0)} - \rho_{k,\text{DE}}^{(3)})^2 = 4\alpha_k(1 - \alpha_k) \), which are twice
the values in the GGE, where $\rho_{k,GGE}^{(0)} + \rho_{k,GGE}^{(3)} - (\rho_{k,GGE}^{(0)} - \rho_{k,GGE}^{(3)})^2 = 2\alpha_k(1 - \alpha_k)$. In addition, the expectation values of $\hat{G}(R)$ are the same in both ensembles.

We can then simplify equations (74) and (75) to
\[
\langle \hat{S}_j^x \hat{S}_{j+2}^x \rangle_{DE} = \frac{1}{4}(\langle \hat{G}(-1) \rangle_{DE}^2 - \langle \hat{G}(0) \rangle_{DE} \langle \hat{G}(2) \rangle_{DE}) + \frac{1}{L} Z(1) \tag{76}
\]
\[
\langle \hat{S}_j^y \hat{S}_{j+2}^y \rangle_{GGE} = \frac{1}{4}(\langle \hat{G}(-1) \rangle_{DE}^2 - \langle \hat{G}(0) \rangle_{DE} \langle \hat{G}(2) \rangle_{DE}) + \frac{1}{2L} Z(1) \tag{77}
\]
for the $x$ spin component, and in the same manner for the $y$ spin component as
\[
\langle \hat{S}_j^y \hat{S}_{j+2}^y \rangle_{DE} = \frac{1}{4}(\langle \hat{G}(-1) \rangle_{DE}^2 - \langle \hat{G}(0) \rangle_{DE} \langle \hat{G}(2) \rangle_{DE}) + \frac{1}{L} Z(1) \tag{78}
\]
\[
\langle \hat{S}_j^y \hat{S}_{j+2}^y \rangle_{GGE} = \frac{1}{4}(\langle \hat{G}(-1) \rangle_{DE}^2 - \langle \hat{G}(0) \rangle_{DE} \langle \hat{G}(2) \rangle_{DE}) + \frac{1}{2L} Z(1). \tag{79}
\]

The term $Z(1)$ denotes a sum that, more generally, we define as
\[
Z(r) = \frac{1}{L} \sum_{k \in \mathbb{K}^+} 4\alpha_k(1 - \alpha_k) \sin^2(kr). \tag{80}
\]

Equations (76)–(79) reveal that the expectation values of $\hat{S}_j^x \hat{S}_{j+2}^x$ and $\hat{S}_j^y \hat{S}_{j+2}^y$ in the diagonal ensemble and in the GGE are identical in the thermodynamic limit. Their difference for finite systems vanishes as:
\[
\langle \hat{S}_j^x \hat{S}_{j+2}^x \rangle_{DE} - \langle \hat{S}_j^x \hat{S}_{j+2}^x \rangle_{GGE} = \langle \hat{S}_j^y \hat{S}_{j+2}^y \rangle_{DE} - \langle \hat{S}_j^y \hat{S}_{j+2}^y \rangle_{GGE} = \frac{1}{2L} Z(1). \tag{81}
\]

In the continuum limit, $Z(1)$ can be expressed in terms of the transverse fields before and after the quench. For the quenches across the quantum critical point that we consider here, $(h - 1)(h_0 - 1) < 0$, it takes the form
\[
Z(1) = \frac{|h - h_0|}{16(\text{Max}[h, h_0])^3(3(\text{Max}[h, h_0])^2 - [1 + h_0 + (h_0h)^2])}. \tag{82}
\]

In figures 8(a) and (b) and figures 9(a) and (b), we present the numerical results for observables $\hat{O} = \hat{S}_j^x \hat{S}_{j+2}^x$ and $\hat{O} = \hat{S}_j^y \hat{S}_{j+2}^y$. We plot the relative difference between the predictions of different ensembles as
\[
\Delta(\hat{O})_\mu = \left| \frac{\langle \hat{O} \rangle_{\mu} - \langle \hat{O} \rangle_{DE}}{\langle \hat{O} \rangle_{DE}} \right|, \tag{83}
\]
where $\mu = \text{GGE}$ and GE. Results are presented for quenches starting in the paramagnetic ground state to the ferromagnetic regime (figure 8), and for quenches starting in
the ferromagnetic ground state to the paramagnetic regime (figure 9). The agreement between the GGE and the diagonal ensemble, described by equations (76) and (77) and equations (78) and (79) and depicted in figures 8 and 9, shows that the observables considered exhibit generalized thermalization in the thermodynamic limit.

In contrast, results for the grand canonical ensemble in the insets in both figures make clear that these systems do not exhibit thermalization, namely, the grand canonical
ensemble does not consistently predict expectation values of observables in the diagonal ensemble. We stress that no approximations have been made in the calculation of both the diagonal and the grand canonical ensemble predictions. In the latter case, this means that the eigenstates contain the proper set of wave vectors depending on whether they belong to the even or odd sector. Even though this limits our numerical calculations of $GE/\hat{O}$ to at most $L_{\sim 30}$ sites, the trend of the data in figures 8 and 9 is already robust. It makes apparent the failure of traditional statistical mechanics for this system.

Next, we compute the spin correlations in the $z$ direction. An appealing property of these correlations is that their eigenstate expectation values can be expressed as a sum of products of two terms for arbitrary $r$, namely

$$\langle \hat{S}_j^z \hat{S}_{j+r}^z \rangle = \langle | \hat{G}(0) | \langle \hat{G}(r) \rangle \langle \hat{G}(-r) \rangle \rangle.$$  

This can be simplified using equation (43) to obtain

$$\langle \hat{S}_j^z \hat{S}_{j+r}^z \rangle = \frac{1}{4} \langle \langle \hat{G}(0) \rangle \rangle^2 - \langle \langle \hat{G}(r) \rangle \rangle \langle \langle \hat{G}(-r) \rangle \rangle + \left( \frac{1}{L} \right)^2 \sum_{k \in \mathbb{Z}^d^+} [C_{\mu}(0) - C_{\mu}(r)] \left[ \rho_{k,\mu}^{(0)} + \rho_{k,\mu}^{(3)} - \rho_{k,\mu}^{(0)} - \rho_{k,\mu}^{(3)} \right].$$  

In addition, equation (69) implies that $C_{\mu}(0) - C_{\mu}(r) = \sin^2(kr)$ and equation (71) gives $\langle \hat{S}_j^z \rangle_{DE} = \frac{1}{2} \langle \hat{G}(0) \rangle_{DE}$. One can therefore rewrite equation (84) as

$$\langle \hat{S}_j^z \hat{S}_{j+r}^z \rangle_{DE} = \langle \hat{S}_j^z \rangle_{DE}^2 - \frac{1}{4} \langle \hat{G}(r) \rangle_{DE} \langle \hat{G}(-r) \rangle_{DE} + \frac{1}{L} Z(r)$$  

$$\langle \hat{S}_j^z \hat{S}_{j+r}^z \rangle_{GGE} = \langle \hat{S}_j^z \rangle_{DE}^2 - \frac{1}{4} \langle \hat{G}(r) \rangle_{DE} \langle \hat{G}(-r) \rangle_{DE} + \frac{1}{2} \frac{1}{L} Z(r).$$  

This means that the expectation values of spin correlations in the $z$ direction in the GGE and in the diagonal ensemble, for an arbitrary distance $r$, are identical in the thermodynamic limit. Their differences in finite chains vanish as $1/L$, as for $\hat{S}_j^z \hat{S}_{j+2}^z$ and $\hat{S}_j^z \hat{S}_{j+2}^z$.

In figures 8(c) and 9(c), we plot the relative distance $\Delta \langle \hat{S}_j^z \hat{S}_{j+2}^z \rangle_{DE}$, defined in equation (83) (where $\mu = GGE, GE$), for two sets of quenches. The scaling of $\Delta \langle \hat{S}_j^z \hat{S}_{j+2}^z \rangle_{GGE}$ follows the prediction from equations (85) and (86). The results for the grand canonical ensemble (inset) show clear differences with respect to the diagonal ensemble and, hence, the inadequacy of the grand canonical ensemble to describe observables after relaxation.

### 4.3.2. Trace distances

We now turn our focus to spin correlations in the entire system, and ask the question of whether they can be described by the GGE in arbitrary bases (e.g., real space, momentum space, etc). As discussed in section 3, the answer to this question has been affirmative for hard-core bosons (and, more generally, for hard-core anyons) in the XX Hamiltonian in the absence of translational invariance [52]. Here we address this question in the context of the translationally invariant transverse field Ising model.
The central object in this calculation is the density matrix $\rho_G$, with matrix elements $S_{ij}\rho_G(k/\sqrt{2})$ for $a = \{x, y, z\}$. We use equations (85) and (86) to calculate the spin correlations in the $z$ direction $S_{ij}\rho_G(k/\sqrt{2})$. For the spin correlations in the $x$ direction, we calculate the eigenstate expectation values from the Toeplitz matrix

$$
\begin{bmatrix}
\langle n|\hat{G}(1)|n\rangle & \langle n|\hat{G}(2)|n\rangle & \cdots & \langle n|\hat{G}(r)|n\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle n|\hat{G}(-r+2)|n\rangle & \cdots & \cdots & \langle n|\hat{G}(1)|n\rangle
\end{bmatrix},
$$

where the matrix elements $\langle n|\hat{G}(r)|n\rangle$ have been introduced in equation (67). Similarly, the eigenstate expectation values of spin correlations in the $y$ direction are obtained as

$$
\begin{bmatrix}
\langle n|\hat{G}(-1)|n\rangle & \langle n|\hat{G}(0)|n\rangle & \cdots & \langle n|\hat{G}(r-2)|n\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle n|\hat{G}(-r)|n\rangle & \cdots & \cdots & \langle n|\hat{G}(-1)|n\rangle
\end{bmatrix}.
$$

The eigenstate expectation values from equations (87) and (88) are used to calculate expectation values of $\rho_G$ in statistical ensembles.

We define the trace distance between the GGE, or the grand canonical ensemble, and the diagonal ensemble as

$$
d_{DE\rho_G} = \frac{1}{2N} \text{Tr} \left\{ \sqrt{\rho_G - \rho_G^2} \right\},
$$

where $\mu = \text{GGE}$ or $\text{GE}$. In all these cases, the normalization constant ($N = \text{Tr} \rho_G$) is $N = L/4$. In contrast to equation (48), in which we compared instantaneous values to GGE predictions, here we compare predictions of ensembles. Taking into account that our system is translationally invariant, we define $S_{ij}\rho_G(k/\sqrt{2}) = S_{ij}\rho_G(k/\sqrt{2})$, whose Fourier transform simplifies to

$$
\langle S_{ij}\rho_G \rangle = \frac{1}{4} + 2 \sum_{r=1}^{L/2-1} \cos(kr) \langle S_{ij}\rho_G \rangle - e^{-ikL/2} \langle S_{L/2}\rho_G \rangle,
$$

and the trace distance can be calculated as

$$
d_{DE\rho_G} = \frac{1}{2N} \sum_k |\langle S_{ij}\rho_G^{DE} \rangle - \langle S_{ij}\rho_G^\mu \rangle|.
$$

A particularly simple expression can be obtained for the trace distance of spin correlations in the $z$ direction. In this case, equations (85) and (86) imply that

$$
\langle S_{ij}\rho_G^{DE} - \langle S_{ij}\rho_G^\mu \rangle \rangle = \frac{1}{2L} \left[ 2 \sum_{r=1}^{L/2-1} \cos(kr) Z(r) + e^{-ikL/2} Z(L/2) \right].
$$

Hence, we need to evaluate $Z(r)$, introduced in equation (80). In the continuum limit, one can obtain a closed expression for $Z(r)$. For quenches across the critical point, $(h - 1)(h_0 - 1) < 0$, it reads

$$
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For large $r$, $\mathcal{Z}(r)$ approaches a constant. We plot the trace distance $d[\mathcal{G}_{DE}^r, \mathcal{G}_{\mu}^r]$ in figures 10(c) and 11(c) for two different quenches. The trace distance between the diagonal ensemble and the GGE decays as a power law $\sim 1/L$, in contrast to the results in the grand canonical ensemble where no decay is observed.

In figures 10 and 11, we also show $d[\mathcal{G}_{DE}^r, \mathcal{G}_{GGE}^r]$ and $d[\mathcal{G}_{DE}^r, \mathcal{G}_{GE}^r]$ for two different quenches and the spin components $a = \{x, y\}$. As for nearest neighbor correlations, one can see that $d[\mathcal{G}_{DE}^r, \mathcal{G}_{GGE}^r]$ decreases with increasing system size, suggesting generalized thermalization of spin correlations on the entire lattice, while in most cases $d[\mathcal{G}_{DE}^r, \mathcal{G}_{GE}^r]$
increases or saturates. Granted, for trace distances finite size effects are stronger than
for nearest neighbor correlations and power law behavior ($\sim 1/L$) in the decrease of the
trace distance is only seen for the largest system sizes. Similar scaling of the differences
between the diagonal ensemble predictions (or the time-average predictions) and the
GGE for momentum distribution functions were found for the XX models in [51, 71].

It is important to stress that, after equilibration following a quench in the 1D systems
discussed here, the spin correlations (and the one-body correlations for hard-core bosons)
generally decay exponentially with the distance. Hence, despite the fact that trace dis-
tances for spin correlations (and the momentum distribution functions for hard-core
bosons) are nonlocal by definition, they effectively behave as local quantities because
of the exponential decay of correlations. These results make apparent that the relation
between the locality of observables and the applicability of the GGE is a blurry one,
because the operators may be by definition non-local, but effectively behave as local.

5. Generalized eigenstate thermalization

Looking back to the definition of the diagonal ensemble (equation (15)), and comparing it
to the definition of the GGE (equation (18)), one cannot help but wonder why the GGE
can describe observables after relaxation. The diagonal ensemble is constructed with an
exponentially large (in the system size) number of parameters. They are the projection
of the initial state onto the eigenstates of the final Hamiltonian. The GGE, on the other
hand, is constructed with a polynomially large (in the system size) number of parameters.
Those are the Lagrange multipliers, which are determined in terms of the occupations of
the single-particle states used to diagonalize the integrable model after the quench. This
means that the diagonal ensemble contains exponentially many more parameters than the
GGE. The fact that the diagonal ensemble is more constrained than the GGE is appar-
ent in our results for the entropies in both ensembles within the translationally invariant
transverse field Ising model. We have shown that the entropy of the former is one half that
of the latter. Numerical results in systems with no translational invariance have found
that while the entropy of the GGE is always greater than that of the diagonal ensemble,
the ratio between the two need not be 2 [89, 105, 111].

A way to understand how it is possible, in general, that two ensembles sampling vastly
different number of states (the ratio between the number of states sampled by the diagonal
ensemble and by the GGE vanishes exponentially fast with increasing system size) lead to
the same results for observables (up to finite size effects) was put forward in [71]. There
it was shown that, in a system of hard-core bosons, eigenstates of the Hamiltonian that
have similar distributions of conserved quantities also have similar expectation values of
observables (such as the occupation of momentum modes). This phenomenon was named
generalized eigenstate thermalization after a related phenomenon in nonintegrable systems,
namely, eigenstate thermalization [72–74]. A system is said to exhibit eigenstate thermal-
ization if eigenstates with close energies have similar expectation values of observables
(with deviations that decrease exponentially with increasing system size [112]). How gen-
eralized eigenstate thermalization can explain the success of the GGE, as well as the fact
that it occurs in the transverse field Ising model, is something that we explain and exemplify in
what follows. We note that related ideas have been discussed in the context of the so-called
quench-action method [67–69, 113, 114] (see also the review by Caux in this volume [115]).
5.1. The XX model. Hard-core bosons

Before discussing generalized eigenstate thermalization in the transverse field Ising model, we summarize the main points and results reported in [71] and in a later study [93] of this phenomenon for hard-core bosons (XX model) with the Hamiltonian (3).

The fact that the total number of particles is conserved in such a model motivated the introduction of a microcanonical version of the GGE in [71], the generalized microcanonical ensemble\(^2\) (GME). A key object in the construction of the GME is the target distribution of conserved quantities, which was chosen to be a coarse grained version of the distribution of conserved quantities in the initial state. An eigenstate of the Hamiltonian belongs to the GME if it has a distribution of the conserved quantities whose distance (see [71] for the definition of distance) to the target distribution is below some threshold, similarly to what one does to construct the microcanonical ensemble. The GME constructed this way was shown to accurately reproduce the expectation values of observables in the diagonal ensemble, in contrast to the traditional microcanonical ensemble, which was shown to fail. Having all the states that participated in the diagonal ensemble and in the GME, it was possible to show that the expectation value of observables in those states had a narrow distribution centered about the mean value predicted by the diagonal ensemble and a standard deviation that vanished with increasing system size, i.e. the exact weights and number of states used in each ensemble was not important [71]. Results obtained in [93] for hard-core bosons in the presence of a quasi-periodic potential were consistent with these findings, but only in the regime in which single-particle eigenstates were extended in real space, i.e. in the absence of localization.

These results are to be contrasted with what happens if one studies the expectation values of observables in all eigenstates of an integrable Hamiltonian that are within a narrow energy window [71, 117, 118]. In this case one finds that they exhibit a narrow distribution centered about the mean value predicted by traditional statistical mechanics, with a standard deviation that vanishes with increasing system size (as \(1/\sqrt{L}\) [118]). This means that the only way in which observables in integrable systems can fail to thermalize after a quench is if the initial state samples a vanishingly small fraction of the states in the microcanonical window. This has been recently argued to be generic in quenches to that are experimentally relevant [110].

5.2. The transverse field Ising model

In the hard-core boson language, the transverse field Ising model does not exhibit particle number conservation. This means that only the grand canonical ensemble and the GGE are meaningful for this model. Hence, we carry out a study parallel to the one in [71, 93] but considering grand canonical ensembles instead of microcanonical ones. We compute the eigenstate expectation values of all states in the diagonal ensemble and in the GGE. Since the former involves only the square root of all the eigenstates in the Hilbert space, we can carry out this calculation for twice as many sites as for the latter. We also calculate the weights of all states in both ensembles.

In figures 12 and 13, we show results for two observables and two different quenches. The plots provide a coarse grained view of the exact calculations described above. The

---

\(^2\)In has been proved in a recent study that the GME is the ensemble that correctly predicts the time average of observables in isolated classical systems [116].
top panels in the figures show the results obtained in the diagonal ensemble and the bottom panels show the results obtained in the GGE, for three different system sizes in each case (notice the difference in system sizes between the top and the bottom panels). The black regions mark the existence of eigenstates with those eigenenergies and expectation values of observables, but which have negligible weight in the ensembles. The fact that those black regions are wide and do not narrow with increasing system size make apparent that the transverse field Ising model does not exhibit eigenstate thermalization.

A remarkable feature seen in figures 12 and 13 is that the eigenstates of the Hamiltonian that contribute significantly to the diagonal ensemble and the GGE are narrowly distributed in the same region about a line (notice the log scale used for the coarse grained weights). If one forgets about the other eigenstates (the ones with negligible weights) the behavior seen in figures 12 and 13 is very similar to the one seen for various observables in nonintegrable one-dimensional systems, which exhibit eigenstate thermalization [86, 87].

We note that, in figures 12 and 13, the region with nonvanishing coarse grained weights shrinks in both directions as the system size increases. In the horizontal direction (energy axis), the variance decreases as $\sim 1/\sqrt{L}$, as demonstrated in figure 6. Hence, here we focus on the variance for the vertical direction.

Figure 12. Density plot of the weights of the Hamiltonian eigenstates in terms of their energies and eigenstate expectation values. Results are presented for the nearest neighbor $S_y^j S_y^{j+1}$ correlations in the diagonal ensemble (panels (a)–(c)) and in the GGE (panels (d)–(f)). We quench from the ground state for $h_0 = 4.0$ to $h = 0.8$. Black pixels mark the presence of eigenstates (with vanishing weight), while gray pixels denote their absence. Colored pixels show the nonvanishing weights $\rho_{DE}^{[\alpha]}$ and $\rho_{GGE}^{[\alpha]}$ in the diagonal ensemble and the GGE, respectively. We set the horizontal pixel width to be $\varepsilon_E = 2 |E_{gs}| / 50$ and the vertical pixel width to be $\varepsilon_O = (1/4) \times 2/50$. The ground-state energy for $h = 0.8$ is $E_{gs}/L = -0.584$. 
Generalized Gibbs ensemble in integrable lattice models

\[ \Sigma_{\hat{O}, \mu} = \sum_n \rho^{[n]}_\mu \langle n | \hat{O} | n \rangle^2 - \left( \sum_n \rho^{[n]}_\mu \langle n | \hat{O} | n \rangle \right)^2, \quad (94) \]

where \( \mu = \text{DE, GGE} \). Using equations (40) and (43), equation (94) can be computed straightforwardly for the transverse magnetization \( \hat{S}_j^z \), and the nearest neighbor spin-spin correlations \( \hat{S}_j^z \hat{S}_{j+1}^z \) and \( \hat{S}_j^x \hat{S}_{j+1}^x \).

For the transverse magnetization, one can express \( \Sigma^2_{\hat{S}_j^z, \mu} \) as

\[
\Sigma^2_{\hat{S}_j^z, \mu} = \frac{1}{4} \left[ \langle \hat{G}(0) \rangle_\mu \langle \hat{G}(0) \rangle_\mu - \left( \frac{2}{L} \right)^2 \sum_{k \in \mathbb{K}^+} \left( \sum_{\xi=0}^{3} \rho^{(\xi)}_{k, \mu} C_k^{(\xi)}(0) \right) \left( \sum_{\xi'=0}^{3} \rho^{(\xi')}_{k, \mu} C_k^{(\xi')}(0) \right) \right. \\
+ \left. \left( \frac{2}{L} \right)^2 \sum_{k \in \mathbb{K}^+} \left( \sum_{\xi=0}^{3} \rho^{(\xi)}_{k, \mu} C_k^{(\xi)}(0) \right)^2 - \langle \hat{G}(0) \rangle_\mu^2 \right], \quad (95)
\]

Figure 13. Density plot of the weights of the Hamiltonian eigenstates in terms of their energies and eigenstate expectation values. Results are presented for the nearest neighbor \( \hat{S}_j^z \hat{S}_{j+1}^z \) correlations in the diagonal ensemble (panels (a)–(c)) and in the GGE (panels (d)–(f)). We quench from the ground state for \( h_0 = 0.1 \) to \( h = 1.5 \). Black pixels mark the presence of eigenstates (with vanishing weight), while gray pixels denote their absence. Colored pixels show the nonvanishing weights \( \rho^{[n]}_\text{DE} \) and \( \rho^{[n]}_\text{GGE} \) in the diagonal ensemble and the GGE, respectively. We set the horizontal pixel width to be \( \varepsilon_E = 2|E_{gs}|/50 \) and the vertical pixel width to be \( \varepsilon_O = (1/4) \times 2/50 \). The ground-state energy for \( h = 1.5 \) is \( E_{gs} / L = -0.836 \).
where we have used that \( \langle \hat{S}_j^z \rangle_{\text{DE}} = \frac{1}{2} \langle \hat{G}(0) \rangle_{\text{DE}} \), see equation (71). A further simplification of equation (95) can be achieved by replacing \( C_k^{(3)}(0) \) according to equation (68), which gives

\[
\Sigma^2_{\hat{S}_j^z,\mu} = \frac{1}{L^2} \sum_{k \in K^{(+)}} \{ C_k(0)^2 \left[ \rho_{k,\mu}^{(0)} + \rho_{k,\mu}^{(3)} - (\rho_{k,\mu}^{(0)} - \rho_{k,\mu}^{(3)})^2 \right] \}. 
\]

An expression for the sum of the weights above was obtained in the context of equations (74) and (75), and, from equation (69), we get that \( [\hat{C}_k(0)]^2 = (a_k/\varepsilon_k)^2 \). Hence, in the diagonal ensemble, the variance of the distribution of \( \hat{S}_j^z \) equals

\[
\Sigma^2_{\hat{S}_j^z,\text{DE}} = \frac{1}{L^2} \sum_{k \in K^{(+)}} 4\alpha_k(1 - \alpha_k) \left( \frac{a_k}{\varepsilon_k} \right)^2. 
\]

Equation (97) advances that the width of the distribution vanishes as \( \Sigma_{\hat{S}_j^z,\text{DE}} \sim 1/\sqrt{L} \) with increasing system size. This scaling is the same as for the width of the energy density distribution derived in equation (53). In addition, by inserting the weights of the GGE in equation (96), one gets

\[
\frac{\Sigma_{\hat{S}_j^z,\text{DE}}}{\Sigma_{\hat{S}_j^z,\text{GGE}}} = \sqrt{2}. 
\]

The ratio above is the same as for the energy distribution (57). Furthermore, equation (97) can be evaluated analytically in the continuum limit. For the quenches across the critical point that we consider in this review, one gets

\[
\Sigma^2_{\hat{S}_j^z,\mu} = \begin{cases} 
\frac{1}{4L} \left[ 1 + \frac{h_0(2 + h_0h) - h(3 + 4h_0h)}{4h^3} \right] & \text{if } h > 1 \text{ and } h_0 < 1 \\
\frac{1}{16L} \left[ 1 + \frac{2h_0h}{h_0^3} \right] & \text{if } h < 1 \text{ and } h_0 > 1
\end{cases}
\]

This equation allows one to predict the prefactor \( c \) in \( \Sigma_{\hat{S}_j^z,\text{DE}} = cL \) and its functional dependence on the transverse magnetic fields. It turns out that the largest value of \( c \) (hence, the slowest decay of \( \Sigma_{\hat{S}_j^z,\text{DE}} \)) is \( c = 1/2 \), which is realized for quenches in which \( h \to \infty \).

It is straightforward now to carry out a similar calculation to determine the widths of \( \hat{S}_j^x \hat{S}_{j+1}^x \) and \( \hat{S}_j^y \hat{S}_{j+1}^y \). In analogy to equation (96), we get

\[
\Sigma^2_{\hat{S}_j^x,\hat{S}_{j+1}^x,\mu} = \frac{1}{4L^2} \sum_{k \in K^{(+)}} [C_k(1)]^2 \left[ \rho_{k,\mu}^{(0)} + \rho_{k,\mu}^{(3)} - (\rho_{k,\mu}^{(0)} - \rho_{k,\mu}^{(3)})^2 \right] 
\]

\[
\Sigma^2_{\hat{S}_j^y,\hat{S}_{j+1}^y,\mu} = \frac{1}{4L^2} \sum_{k \in K^{(+)}} [C_k(-1)]^2 \left[ \rho_{k,\mu}^{(0)} + \rho_{k,\mu}^{(3)} - (\rho_{k,\mu}^{(0)} - \rho_{k,\mu}^{(3)})^2 \right], 
\]

where the weights are identical as in equation (96). The only difference between the expressions for the different observables is the kernel function \( C_k(r) \) involved. The latter
is given by equation (69), and can be simplified for \( r = \pm 1 \) to: 
\[ \langle C(1) \rangle^2 = 1 - h^2 \sin^2(k) \varepsilon_k^2 \]
and 
\[ \langle C(-1) \rangle^2 = C(1)^2 + 2 \sin(2k) a_k b_k / \varepsilon_k^2. \]
This leads to the following expressions for the widths in the diagonal ensemble:

\[
\Sigma^2_{S_j, S_{j+1}, \text{DE}} = \frac{1}{4L^2} \sum_{k \in K^\perp} 4\alpha_k (1 - \alpha_k) \left( 1 - \frac{h^2 \sin^2(k)}{\varepsilon_k^2} \right) \tag{101}
\]

\[
\Sigma^2_{S_j, S_{j+1}, \text{DE}} = \Sigma^2_{S_j, S_{j+1}, \text{DE}} + \frac{1}{4L^2} \sum_{k \in K^\perp} 4\alpha_k (1 - \alpha_k) \frac{2 \sin(2k) a_k b_k}{\varepsilon_k^2}. \tag{102}
\]

As for the transverse magnetization, the ratio between the widths in the diagonal ensemble and in the GGE equal

\[
\frac{\Sigma_{\hat{O}, \text{DE}}}{\Sigma_{\hat{O}, \text{GGE}}} = \sqrt{2}, \tag{103}
\]

for \( \hat{O} = \hat{S}_x \hat{S}_{j+1}^x \) and \( \hat{O} = \hat{S}_y \hat{S}_{j+1}^y \). This result is independent of the system size. Equations (101) and (102) can also be evaluated analytically in the continuum limit

\[
\Sigma^2_{\hat{O}, \text{DE}} = \frac{1}{64L} \left[ 1 + h_0^2 - \frac{2h_0}{h} \right] \quad \text{if } h > 1, \ h_0 < 1
\]

\[
\frac{1}{64L} \left[ 4 - 3h^2 - \left( \frac{h}{h_0} \right)(4 - 2h^2) + \left( \frac{h}{h_0} \right)^2 \right] \quad \text{if } h < 1, \ h_0 > 1
\]

and

\[
\Delta \Sigma^2_{\hat{O}, \text{DE}} = \frac{1}{64L} \left[ \frac{2h_0(2 - h_0^2)}{h} + \frac{6 - 5h_0^2 + h_0^4}{h^2} - \frac{2h_0(4 - h_0^2)}{h^3} - \frac{5 - 3h_0^2}{h^4} + \frac{4h_0}{h^5} \right] \quad \text{if } h > 1, \ h_0 < 1
\]

\[
\frac{1}{64L} \left[ 3h^2 - 2 + \frac{2h(h - 1)}{h_0} - \frac{1}{h_0^2} + \frac{1}{h_0^4} \right] \quad \text{if } h < 1, \ h_0 > 1
\]

where \( \Delta \Sigma^2_{\hat{O}, \text{DE}} = \Sigma^2_{\hat{O}, \text{DE}} - \Sigma^2_{\hat{O}, \text{DE}} \). In all cases, the widths vanish with increasing system size as \( \Sigma_{\hat{O}, \text{DE}} = c / \sqrt{L} \). For the spin correlations in the \( x \) direction, the largest prefactor is \( c = 1 / 4 \), obtained when quenching from the initial \( h_0 > 1 \) to the final field \( h \rightarrow 0 \). For the spin correlations in the \( y \) direction, the largest prefactor is \( c = (1/8)\sqrt{14/5} \approx 0.209 \), obtained when quenching from \( h_0 \sim 0 \) to \( h = \sqrt{5/3} \).

In figures 14 and 15, we report results for six different observables \( \hat{S}_j^a \hat{S}_{j+r}^a \), \( a = \{ x, y, z \} \) and \( r = \{ 1, 2 \} \), and two different quenches. The results for \( \hat{S}_j^x \hat{S}_{j+1}^x \) and \( \hat{S}_j^y \hat{S}_{j+1}^y \) were obtained using equations (101) and (102), while the results for the other correlations were obtained through a brute force numerical evaluation of the diagonal ensemble and the GCE. We rescaled the data for the diagonal ensemble as \( \Sigma_{\hat{O}, \text{DE}} / \sqrt{2} \) to show the data collapse (when present). Interestingly, the expectation values obtained
for $\tilde{S}_j \tilde{S}_{j+1}$, and all the next-nearest-neighbor spin–spin correlations, reveal that equation (103) is not exactly fulfilled for all correlations in finite systems. Nevertheless, we find that $\Sigma_{\tilde{O},DE}/\Sigma_{\tilde{O},GGE} \to \sqrt{2}$ with increasing system size.

In all cases studied in figures 14 and 15, the width of the distribution of the observables vanishes with increasing system size a $1/\sqrt{\mathcal{L}}$. Since the width of the energy distribution also vanishes as $1/\sqrt{\mathcal{L}}$, this implies that the states that determine the outcome of the predictions of the diagonal ensemble and the GGE in the thermodynamic limit are located in the same point in the plane defined by the eigenstate expectation values.

Figure 14. Width $\Sigma_{\tilde{O},\mu}$ in the diagonal ensemble and in the GGE versus $1/\sqrt{\mathcal{L}}$. We quench from the ground state for $\tilde{h}_0 = 4.0$ to $\tilde{h} = 0.8$. For the diagonal ensemble, we plot $\Sigma_{\tilde{O},DE}/\sqrt{2}$. The straight lines are functions $\gamma_{r,\mu}/\sqrt{\mathcal{L}}$ ($a = x, y, z$). For $a = x, y$ and $r = 1$ (solid lines), the parameter $\gamma_{a,r}$ is given by expressions in equations (104) and (105), yielding $\gamma_{x,1} = 0.111$ and $\gamma_{y,1} = 0.110$. For all the other curves, $\gamma_{a,r}$ is obtained by fitting $\Sigma_{\tilde{O},DE}/\sqrt{2}$ for $\mathcal{L} \geq 30$. For $r = 1$ (solid line), we get $\gamma_{x,1} = 0.116$ in panel (c). For $r = 2$ (dashed lines), we get $\gamma_{x,2} = 0.171$ in panel (a), $\gamma_{y,2} = 0.054$ in panel (b), and $\gamma_{z,2} = 0.079$ in panel (c).

Figure 15. Width $\Sigma_{\tilde{O},\mu}$ in the diagonal ensemble and in the GGE vs $1/\sqrt{\mathcal{L}}$. We quench from the ground state for $\tilde{h}_0 = 0.1$ to $\tilde{h} = 1.5$. For the diagonal ensemble, we plot $\Sigma_{\tilde{O},DE}/\sqrt{2}$. The straight lines are functions $\gamma_{r,\mu}/\sqrt{\mathcal{L}}$ ($a = x, y, z$). For $a = x, y$ and $r = 1$ (solid lines), the parameter $\gamma_{a,r}$ is given by expressions in equations (104) and (105), yielding $\gamma_{x,1} = 0.083$ and $\gamma_{y,1} = 0.143$. For all the other curves, $\gamma_{a,r}$ is obtained by fitting $\Sigma_{\tilde{O},DE}/\sqrt{2}$ for $\mathcal{L} \geq 30$. For $r = 1$ (solid line), we get $\gamma_{x,1} = 0.167$ in panel (c). For $r = 2$ (dashed lines), we get $\gamma_{x,2} = 0.112$ in panel (a), $\gamma_{y,2} = 0.087$ in panel (b), and $\gamma_{z,2} = 0.093$ in panel (c).
of the observable and the energies. The exact distribution of weights in each ensemble plays no role. This is the reason why, in general, the GGE can predict the expectation values of observables after relaxation despite the fact that the number of parameters one specifies for the GGE is exponentially smaller than the number of parameters one specifies for the diagonal ensemble.

6. Summary and discussion

In summary, we have reviewed evidence that the GGE is the appropriate statistical ensemble to describe few-body observables after quantum quenches in different families of integrable models. We focused on two models and in finite systems, for which it can be shown that the GGE describes stationary values of few-particle (spin) correlations in the entire system: the XX model and the transverse field Ising model. For the XX model, we discussed several instances in which efficient numerical calculations allow one to demonstrate that generalized thermalization occurs in quenches in the absence of translational symmetry. For the transverse field Ising model, we focused on the comparison between the expectation values in the diagonal ensemble and the GGE after quenching the transverse field in translationally invariant systems. For several observables, we proved analytically that the difference between the two ensembles vanishes in the thermodynamic limit.

Even though these models can be mapped onto noninteracting spinless fermions, we argued that there is a fundamental difference between noninteracting fermions and the aforementioned models with respect to generalized thermalization. For noninteracting fermions, the time-averaged values of all one-body observables after a quench is given by the GGE, but some extensive sets of those observables may not equilibrate. In the interacting models, the average values of all one-body observables is also given by the GGE, and we argued that there are no extensive sets of one-body observables that do not equilibrate (in the absence of real space localization due to disorder or quasi-periodic potentials [51]).

The conserved quantities we utilized to construct the GGE were the occupations of single-particle eigenstates in the noninteracting fermionic models to which spins (hard-core bosons) can be mapped. As mentioned before, the onset of generalized thermalization did not depend on whether initial state or the final Hamiltonian exhibited translational invariance. This observation applies to systems in the presence of quasi-periodic potentials, but provided the potential strength is below the critical value needed for localization [51]. In contrast, as shown in [51], the GGE fails to predict the expectation values of observables after relaxation in the localized phase.

The failure of the GGE in the presence of localization can be attributed to the breakdown of statistical independence of macroscopic subsystems in the GGE, which results in the breakdown of the GGE description. This is due to the fact that conserved quantities in the localized phase are local but nonextensive, and cannot be thought of as extensive in a coarse grained way. In figure 16, we show conserved quantities in the XX model (ordered according to increasing eigenenergies), for the same initial state as in the left panel of figure 1, but now the quench consists of turning off the initial superlattice potential and turning on a
quasi-periodic one. Results are shown for two strengths of the quasi-periodic potential after the quench. In the left panel in figure 16, the system is delocalized after the quench, while in the right panel in figure 16 the system is localized. Note that in the former case the results are qualitatively similar to those in the left panel of figure 1, while in the latter case they are starkly different. Coarse graining in the presence of localization leads to loss of information and cannot be carried out to generate effectively extensive quantities that are meaningful. Similarly, the GGE description is not expected to apply to many-body localized systems, in which the conserved quantities are also local and nonextensive [119, 120].

Another topic that we discussed in this review is the microscopic origin of generalized thermalization in integrable systems. Our results for the transverse field Ising model, and previous studies on the XX model, show that the GGE and the diagonal ensemble predict identical expectation values of observables in the thermodynamic limit despite the fact that they are constructed using vastly different numbers of constraints. A spectral decomposition reveals that most of the weight in the diagonal ensemble and the GGE is carried by states that have similar expectation values of few-body (spin) observables. Since those states also have similar distributions of conserved quantities, these results support the hypothesis that generalized eigenstate thermalization is a generic feature in integrable systems, and calls for equivalent studies in integrable models that cannot be mapped onto noninteracting ones. Generalized eigenstate thermalization provides a microscopic understanding for the success of the GGE when traditional ensembles of statistical mechanics fail.
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