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Abstract

The Segal-Bargmann transform plays an essential role in signal processing, quantum physics, infinite-dimensional analysis, function theory and further topics. The connection to signal processing is the short-time Fourier transform, which can be used to describe the Segal-Bargmann transform. The classical Segal-Bargmann transform \( \mathcal{B} \) maps a square integrable function to a holomorphic function square-integrable with respect to a Gaussian identity. In signal processing terms, a signal from the position space \( L_2(\mathbb{R}^m, \mathbb{R}) \) is mapped to the phase space of wave functions, or Fock space, \( \mathcal{F}^2(\mathbb{C}^m, \mathbb{C}) \). We extend the classical Segal-Bargmann transform to a space of Clifford algebra-valued functions. We show how the Segal-Bargmann transform is related to the short-time Fourier transform and use this connection to demonstrate that \( \mathcal{B} \) is unitary up to a constant and maps Sommen’s orthonormal Clifford Hermite functions \( \{ \phi_{l,k,j} \} \) to an orthonormal basis of the Segal-Bargmann module \( \mathcal{F}^2(\mathbb{C}^m, \mathbb{C}^\ell_{\mathbb{C}}) \). We also lay out that the Segal-Bargmann transform can be expanded to a convergent series with a dictionary of \( \mathcal{F}^2(\mathbb{C}^m, \mathbb{C}^\ell_{\mathbb{C}}) \). In other words, we analyse the signal \( f \) in one basis and reconstruct it in a basis of the Segal-Bargmann module.

1 Introduction

Due to the importance of the Segal-Bargmann transform, there are various generalizations into quaternion and Clifford analysis. In particular, the Bargmann-Segal transformation has been studied in the theory of slice monogenic functions \([2], [11], [12], [22]\). Our interest doesn’t lie in these theories. We are interested in the
importance of the Segal-Bargmann transform in its connection to the windowed Fourier transform and time-frequency analysis.

Time-frequency analysis is an important method in signal processing, because it allows to analyse a given signal simultaneously in the time and frequency domains. A well-known tool is the short-time Fourier transform. Another closely related tool is the Segal-Bargmann transform, which is our main focus in this paper.

The classical Segal-Bargmann transform maps a square integrable function to a holomorphic function square-integrable with respect to a Gaussian identity. In signal processing terms, a signal from the position space $L_2(\mathbb{R}^m, \mathbb{R})$ is mapped to the phase space of wave functions $H^2(\mathbb{C}^m, \mathbb{C})$. In the early 1960s, V. Bargmann and I. Segal independently investigated this space [4, 25]. While Bargmann developed a theory about the space and the corresponding transform in the finite-dimensional case, Segal focused primarily on the infinite-dimensional version of the now-called Segal-Bargmann space(s) [20].

The space $H^2(\mathbb{C}^m, \mathbb{C})$ has a wide number of applications such as in infinite-dimensional analysis and stochastic distribution theory. As early as 1932, V. Fock introduced a more general, infinite-dimensional version of this space as a quantum states space for an unknown number of particles [16], which is now called Fock space. In quantum mechanics, the reproducing kernels of the Fock spaces are the so-called coherent states. Segal and Bargmann showed that an infinite union of the spaces $H^2(\mathbb{C}^m, \mathbb{C}), m \in \mathbb{N}$, is isomorphic to a certain case of the Fock space, which is why the Segal-Bargmann spaces are sometimes also called Segal-Bargmann-Fock space(s) or only Fock space. For this work, we will stick to the notion of Segal-Bargmann space.

In signal and image processing not only scalar-valued but also quaternion- and Clifford-valued signals are of interest. A monogenic signal [14, 5, 6], for example, consists of a scalar-valued signal and vector components, which are the Riesz transformations of the scalar-valued signal. Other applications deal with colour images of which the colours are separated and considered as components of a Clifford-valued signal, see for example [21, 10, 13, 27].

The main purpose of this paper is to investigate the Segal-Bargmann transform $\mathcal{B}$ of Clifford algebra-valued functions, which has also been the focus of D. Peña Peña, I. Sabadini and F. Sommen [23]. We will define and examine the Segal-Bargmann module $H^2(\mathbb{C}^m, \mathcal{O}_m^\mathbb{C})$, a higher-dimensional analogue of the classical Segal-Bargmann space.
1. INTRODUCTION

It is known that there is a close relationship between the Gabor or transform (short-time Fourier transform with a Gaussian window) and the Segal-Bargmann transform. Recently, this connection has been used to filter a signal embedded in white noise \[15, 1\]. Therefore, we investigate the mapping properties of the Segal-Bargmann transform in the context of Clifford estimators.

We prove that $B$ is a unitary operator up to a scaling constant, and that it maps an orthonormal basis of $L^2(\mathbb{R}^m, \mathcal{C}_m \ell)$ to an orthonormal basis of the Segal-Bargmann module $\mathcal{F}^2(\mathbb{C}^m, \mathcal{C}_m \ell)$. For that, we will use Sommen’s Clifford-Hermite functions \{\phi_{l,k,j}\} as an $L^2$ basis.

We also lay out that the Segal-Bargmann transform can be expanded to a series $(Bf)(z) = \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M_l)} \sum_{j=1}^{\dim(M_l)} \Psi_{l,k,j}(z) \langle \phi_{l,k,j}, f \rangle$ with a dictionary \{\psi_{l,k,j}\} of the Segal-Bargmann module and that this series converges absolutely locally uniformly.

The paper is organised as follows. In Section 2 we give an overview of basic Clifford analysis and of Hilbert Clifford-modules, which replace Hilbert spaces in our context. Section 2 deals with a certain class of Clifford-valued functions, the inner spherical monogenics, which are central to the construction of a basis for the function spaces that we deal with. In section 2 we present the short-time Fourier transform as an important tool for our work.

After we have established these preliminary notes, we introduce Sommen’s generalized Clifford Hermite polynomials and their relevant properties in section 3. In section 4, we formally introduce the Segal-Bargmann transform and the Segal-Bargmann space of the classical, non-Clifford case, before we establish its analogue, the Segal-Bargmann module, in section 5 and show some important properties of the Segal-Bargmann transform of Clifford algebra-valued functions. We conclude our paper with section 6 by constructing a dictionary \{\psi_{l,k,j}\} for the Segal-Bargmann transform and proving the convergence of the series representation $\sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M_l)} \sum_{j=1}^{\dim(M_l)} \Psi_{l,k,j}(z) \langle \phi_{l,k,j}, f \rangle$. 
2 Preliminaries

Clifford algebras

While real Clifford algebras have gained much interest in mathematical research since W. Clifford wrote about them in 1878, cf. [19], complex Clifford algebras are a fairly recent topic of interest. In our work, we deal with both cases. We take notations and properties mainly from [9], in which the real version is displayed, and adopt them to fit the complex case. For that, we work close to J. Ryan’s Complexified Clifford analysis [24], in which a detailed extension of real to complex Clifford algebras is developed.

We will write $\mathbb{N} = \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 = \{0, 1, 2, \ldots\}$. Let $n \in \mathbb{N}_0$ and $\mathcal{C}^\ell_{\mathbb{R}}$ denote the real Clifford algebra over $\mathbb{R}^n$ and $\mathcal{C}^\ell_{\mathbb{C}}$ the complex Clifford algebra over $\mathbb{C}^n$. Both are based on the multiplication rules

$$e_i e_j + e_j e_i = 0, \quad i \neq j,$$

$$e_i^2 = -1, \quad i = 1, 2, \ldots, n.$$

and have $e_0 \equiv 1$ as their unit element.

An arbitrary element of $\mathcal{C}^\ell_{\mathbb{R}}$ or $\mathcal{C}^\ell_{\mathbb{C}}$ is called a Clifford number and is given by

$$a = \sum_A a_A e_A,$$

where $a_A \in \mathbb{R}$ or $a_A \in \mathbb{C}$, resp., and for each $A = (n_1, \ldots, n_l)$ with $1 \leq n_1 < n_2 < \ldots < n_l \leq m$, it is $e_A = e_{n_1} e_{n_2} \ldots e_{n_l}$. The coefficient $a_0$ is called the scalar part of $a$ and $a = \sum_{j=1}^n a_j e_j$ a Clifford vector.

Similar to the complex conjugation $\overline{\cdot}$, we can define involutions $\mathcal{C}$ for the real and $\dagger$ for the complex Clifford algebra. Let

$$\hat{e}_A = (-1)^{\frac{|A|(|A|+1)}} e_A.$$

Then

$$\hat{a} = \sum_A a_A \hat{e}_A$$

for $a \in \mathcal{C}^\ell_{\mathbb{R}}$, and
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\[ a^\dagger = \sum_A \overline{a}_A e_A \]

for \( a \in \mathcal{C}_n \).

We refer to [17] and state that \( \mathcal{C}_n^C \) becomes a finite dimensional Hilbert space with the inner product

\[ (a, b)_0 = [\overline{a} b]_0 = \sum_A a_A b_A \]

for all \( a, b \in \mathcal{C}_n^R \),

and has Hilbert space norm

\[ |a|_0 = \sqrt{(a, a)_0} = \sqrt{\sum_A |a_A|^2}. \]

The inner product on \( \mathcal{C}_n^R \) extends to a sesqui-linear inner product

\[ (a, b)_0 = [a^\dagger b]_0 = \sum_A \overline{a}_A b_A \]

for \( a, b \in \mathcal{C}_n^C \).

It can be shown that Clifford algebras are \( C^* \)-algebras, see [17].

**Proposition 2.1** Under the involution \( a \rightarrow a^\dagger \) each \( \mathcal{C}_n^C \) is a complex \( C^* \)-algebra which is a complexification of the real \( C^* \)-algebra \( \mathcal{C}_n^R \).

**Hilbert Clifford-modules**

We want to consider spaces of \( \mathcal{C}_n^R \)- or \( \mathcal{C}_n^C \)-valued functions. For that purpose, we need an analogue to the classical \( L^2 \) spaces. Since the elements of a Clifford algebra do not form a field, we work in Clifford-modules. The following two definitions are taken from [9] and adapted for the complex case; the real case is contained implicitly.

**Definition 2.2** \( X_{(r)} \) is a **unitary right \( \mathcal{C}_n^C \)-module**, when \( (X_{(r)}, +) \) is an abelian group and the mapping \( (f, a) \rightarrow f a \) from \( X_{(r)} \times \mathcal{C}_n^C \rightarrow X_{(r)} \) is defined such that for all \( a, b \in \mathcal{C}_n^C \) and \( f, g \in X_{(r)} \):  

1. \( f(a + b) = f a + f b \),
2. \( f(ab) = (fa)b, \)
3. \( (f + g)a = fa + ga, \)
4. \( fe_0 = f. \)

We define an inner product on a unitary right \( \mathcal{C}_n^C \)-module as follows.

**Definition 2.3** Let \( H(r) \) be a unitary right \( \mathcal{C}_n^C \)-module. Then a function \( \langle \cdot, \cdot \rangle : H(r) \times H(r) \to \mathcal{C}_n^C \) is an **inner product** on \( H(r) \) if for all \( f, g, h \in H(r) \) and \( a \in \mathcal{C}_n^C, \)

1. \( \langle f, g + h \rangle = \langle f, g \rangle + \langle f, h \rangle \)
2. \( \langle f, ga \rangle = \langle f, g \rangle a \)
3. \( \langle f, g \rangle = \langle g, f \rangle^\dagger \)
4. \( \langle f, f \rangle_0 \in \mathbb{R}^+ \) and \( \langle f, f \rangle_0 = 0 \) if and only if \( f = 0 \)
5. \( \langle fa, fa \rangle_0 \leq |a|^2 \langle f, f \rangle_0. \)

The accompanying **norm** on \( H(r) \) is \( \|f\|^2 = \langle f, f \rangle_0. \)

We now give an important property of the inner product.

**Proposition 2.4** If \( \langle \cdot, \cdot \rangle \) is an inner product on a unitary right \( \mathcal{C}_n^C \)-module \( H(r) \) and \( \|f\|^2 = \langle f, f \rangle_0 \) then

\[
|\langle f, g \rangle|_0 \leq 2^n \|f\| \|g\|
\]

for all \( f, g \in H(r). \)

**Proof:**

We use the definition of the norm on \( \mathcal{C}_n^C, \|a\|^2 = \sum_A |a_A|^2, \) and the fact that

\[
|ae_A|_0 = \left[ \sum_B a_B e_B e_A \right]_0 = [a_A e_A e_A]_0 = -a_A
\]

for all \( a \in \mathcal{C}_n^C. \) Also, if we consider \( H(r) \) to be a vector space over \( \mathbb{C} \) with inner product \( \langle \cdot, \cdot \rangle_0, \) we know that the Cauchy-Schwartz inequality

\[
|\langle f, g \rangle|_0 \leq 2^n \|f\| \|g\|
\]
\[ |\langle f, g \rangle_0|^2 \leq \langle f, f \rangle_0 \cdot \langle g, g \rangle_0 = \|f\|^2 \|g\|^2 \] (2.2)

has to be true. Now, we get
\[
\langle f, g \rangle_0^2 = \sum_A |\langle f, g \rangle_A|^2 \leq \sum_A \|\langle f, g \rangle e_A \|_0^2 \\
\leq \sum_A \|f\|^2 \|g\|^2 \\
= 2^n \|f\|^2 \|g\|^2. \quad \square
\]

As an analogue to Hilbert (vector) spaces, we now define Hilbert modules.

**Definition 2.5** Let \( H_r \) be a unitary right \( \mathcal{C}_\ell \)-module provided with an inner product \( \langle \cdot, \cdot \rangle \). Then it is called a right Hilbert \( \mathcal{C}_\ell \)-module if it is complete for the norm topology derived from the inner product.

Let \( m \in \mathbb{N} = \{1, 2, 3, \ldots \} \). We now consider the unitary right \( \mathcal{C}_\ell \)-module of functions from \( \mathbb{R}^m \) to \( \mathcal{C}_\ell \). A function \( f : \Omega \subset \mathbb{R}^m \to \mathcal{C}_\ell \) maps the vector variable \( x = \sum_{j=1}^m x_j e_j \) to a Clifford number and can be written as
\[
f(x) = \sum_A e_A f_A(x),
\]
where \( f_A : \mathbb{R}^m \to \mathbb{R}^9 \). We define an inner product as follows.

**Definition 2.6** Let \( h \) be a positive function on \( \mathbb{R}^m \). Then the inner product \( \langle \cdot, \cdot \rangle_{L^2(\mathbb{R}^m, h; \mathcal{C}_\ell)} \) is defined as
\[
\langle f, g \rangle_{L^2(\mathbb{R}^m, h; \mathcal{C}_\ell)} = \int_{\mathbb{R}^m} f(x) g(x) h(x) \, dx,
\]
where \( dx \) stands for the Lebesgue measure on \( \mathbb{R}^m \), and the associated norm is
\[
\|f\|^2_{L^2(\mathbb{R}^m, h; \mathcal{C}_\ell)} = \left( \langle f, f \rangle_{L^2(\mathbb{R}^m, h; \mathcal{C}_\ell)} \right)_0.
\]

The unitary right Clifford-module of measurable functions on \( \mathbb{R}^m \) for which \( \|f\|^2_{L^2(\mathbb{R}^m, h; \mathcal{C}_\ell)} < \infty \) is a right Hilbert Clifford-module, which we denote by \( L^2(\mathbb{R}^m, h; \mathcal{C}_\ell) \).
In this paper, we will focus on the case where \( h(x) = 1 \). Then the right Hilbert Clifford-module will simply be denoted by \( L^2(\mathbb{R}^m, \mathcal{C}^\ell_{\mathbb{R}}) \) and the inner product by \( \langle \cdot, \cdot \rangle_{L^2(\mathbb{R}^m, \mathcal{C}^\ell_{\mathbb{R}})} \).

We also work on functions with values in a complex Clifford algebra, i.e. \( f : \Omega \subset \mathbb{C}^m \rightarrow \mathcal{C}^\ell_{\mathbb{C}} \). For \( z = \sum_{j=1}^m z_j e_j \), with complex \( z_j \), \( j = 1, \ldots, m \), we have

\[
f(z) = \sum_A e_A f_A(z)
\]

with \( f_A : \mathbb{C}^m \rightarrow \mathbb{C} \). Analogously to the real case, we can define the right Hilbert Clifford-module \( L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}}) \), where \( h \) is a positive function over \( \mathbb{C}^m \). Here,

\[
\langle f, g \rangle_{L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}})} = \int_{\mathbb{C}^m} f^\dagger(z) g(z) h(z) dx dy
\]

with \( z = x + iy \), where \( \dagger \) denotes the involution on \( \mathcal{C}^\ell_{\mathbb{C}} \), cf. page 5. The associated norm is

\[
\|f\|_{L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}})}^2 = \int_{\mathbb{C}^m} \langle f, f \rangle_{L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}})} dx dy = \int_{\mathbb{C}^m} |f(z)|^2 h(z) dx dy.
\]

Proposition 2.7 1. Let \( f \in L^2(\mathbb{R}^m, h, \mathcal{C}^\ell_{\mathbb{R}}) \). Then

\[
\|f\|_{L^2(\mathbb{R}^m, h, \mathcal{C}^\ell_{\mathbb{R}})}^2 = \int_{\mathbb{R}^m} |f(x)|^2 h(x) dx.
\]

2. Let \( f \in L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}}) \). Then

\[
\|f\|_{L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}})}^2 = \int_{\mathbb{C}^m} |f(z)|^2 h(z) dx dy.
\]

Proof:
We only show (ii) since the real case is equivalent,

\[
\|f\|_{L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}})}^2 = \int_{\mathbb{C}^m} \langle f, f \rangle_{L^2(\mathbb{C}^m, h, \mathcal{C}^\ell_{\mathbb{C}})} dx dy = \int_{\mathbb{C}^m} |f(z)|^2 h(z) dx dy. \quad \Box
\]
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Inner spherical monogenics

Since many of the following results are similar for functions of real and complex Clifford algebras, we will state them for the real case.

Of particular importance, when dealing with Clifford algebra-valued functions, is the Dirac operator

$$D_x = \sum_{j=1}^{m} e_j \partial x_j \quad \text{(} D_z = \sum_{j=1}^{m} e_j \partial z_j \text{)}.$$  

Left nullsolutions of $D_x (D_z)$ are called (complex) left monogenic functions.

Let $m \in \mathbb{N}$ and $\Psi^s$ be the space of scalar-valued polynomials in $\mathbb{R}^m (\mathbb{C}^m)$. Then a Clifford polynomial is an element of $\Psi^s \otimes \ell^R_m$ ($\Psi^s \otimes \ell^C_m$).

An important class of polynomials are the so called (complex) inner spherical monogenics. A left inner spherical monogenic of order $k$ is a left monogenic homogeneous Clifford polynomial $P_k$ of degree $k$. The set of all left inner spherical monogenics of order $k$ is denoted by $M^+_l(k)$ and has the dimension $\dim(M^+_l(k)) = \binom{m+k-2}{k}$.

(With $\dim(M^+_l(0)) = 1$ for all $m \in \mathbb{N}$).

We will deal with inner spherical monogenics over both $\mathbb{R}^m$ and $\mathbb{C}^m$. To differentiate, we will write $P_k(x) : \mathbb{R}^m \rightarrow \ell^R_m$ and $P_k(z) : \mathbb{R}^m \rightarrow \ell^C_m$.

Short-time Fourier Transform

An important tool in time-frequency analysis is the short-time Fourier Transform. It allows to analyse a given signal simultaneously in the time and in the frequency domain, because it calculates the Fourier Transform not over the whole signal, but small blocks of it.

Given a signal $f(t)$ and a window function $\varphi(t)$, the short-time Fourier Transform $(V_\varphi f)(t, \omega)$ is classically defined as

$$(V_\varphi f)(t, \omega) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^m} f(x) \varphi(x-t) e^{-i\omega x} dx.$$  

A commonly used window function is the Gaussian window because it provides a very good resolution of the studied signal [18].
It is given by \( h(x) = e^{-\frac{|x|^2}{4}} \).

### 3 Clifford Hermite polynomials

We will now consider Clifford Hermite polynomials as a special class of Clifford polynomials.

In the classical case, the Hermite polynomials over \( \mathbb{R} \) can be obtained from the Taylor expansion of the function \( z \mapsto e^{z^2/2} \),

\[
    e^{z^2/2} = \sum_{n=0}^{\infty} \frac{e^{x^2/2} t^n}{n!} H_n(i x).
\]

They can also be calculated explicitly by

\[
    H_n(x) = (-1)^n e^{x^2/2} \frac{d^n}{dx^n} e^{-x^2}.
\]

Through a similar expansion for \( \mathbb{R}^m \), F. Sommen defined radial Hermite polynomials [26], which are explicitly given by

\[
    H_{k,m}(x) = (-1)^k e^{\frac{|x|^2}{2}} D_k^m e^{-\frac{|x|^2}{2}}.
\]

Since the radial Hermite polynomials only form a basis for a certain kind of \( L^2 \) functions, i.e. such functions that are defined on the real line, Sommen developed a more complex set of polynomials, starting from the monogenic extension of \( e^{-|x|^2/2} P_k(x) \), where \( P_k(x) \) is a left inner spherical monogenic of degree \( k \), cf. section [2]. This lead him to what he called the generalized Hermite polynomials, which can be used to construct a basis of \( L^2(\mathbb{R}^m, \mathcal{C} T_{m}) \).

**Definition 3.1** The **generalized Clifford Hermite polynomials** \( H_{l,m,k} \), \( l, k \in \mathbb{N}_0 \), are given by

\[
    H_{l,m,k} P_k(x) = e^{\frac{|x|^2}{2}} (-1)^l D^l_\mathcal{A} \left( e^{\frac{|x|^2}{2}} P_k(x) \right) \tag{3.1}
\]

where \( P_k(x) \) is a left inner spherical monogenic of degree \( k \).

An important property of the generalized Clifford Hermite polynomials is their orthogonality [7].
Theorem 3.2 Let $H_{l,m,k_1}$ and $H_{t,m,k_2}$ be generalized Clifford Hermite polynomials and $P_{k_1}(x)$ and $P_{k_2}(x)$ inner spherical monogenics of order $k_1$ and $k_2$, respectively. Then

$$\int_{\mathbb{R}^m} e^{-|x|^2} H_{l,m,k_1}(x) P_{k_1}(x) H_{t,m,k_2}(x) P_{k_2}(x) \, dx = \gamma_{l,k_1} \delta_{l,t} \delta_{k_1,k_2},$$

with

$$\gamma_{2p,k} = \frac{2^{2p+m/2+k} p! \sqrt{\pi^m} \Gamma \left( \frac{m}{2} + k + p \right)}{\Gamma \left( \frac{m}{2} + p \right)},$$

$$\gamma_{2p+1,k} = \frac{2^{2p+m/2+k+1} p! \sqrt{\pi^m} \Gamma \left( \frac{m}{2} + k + p + 1 \right)}{\Gamma \left( \frac{m}{2} + p \right)}.$$

Building on the orthogonality, Sommen and his colleagues established an orthonormal basis of $L^2(\mathbb{R}^m, \mathbb{C} \ell_{\mathbb{R}^m})$, cf. [26, 7].

Theorem 3.3 Let $\gamma_{l,k}, k \in \mathbb{N}_0$, be as defined in Theorem 3.2. For each $k \in \mathbb{N}_0$, let further \( \{ P_k^{(j)}(x) \}_{j=1,2,...,\dim(M^+_l(k))} \) be an orthonormal basis of $M^+_l(k)$.

\[
\left\{ \frac{1}{\sqrt{\gamma_{l,k}}} H_{l,m,k}(x) P_k^{(j)}(x) e^{-|x|^2} : l, k \in \mathbb{N}_0, j \leq \dim(M^+_l(k)) \right\}
\]

forms an orthonormal basis of $L^2(\mathbb{R}^m, \mathbb{C} \ell_{\mathbb{R}^m})$.

Each element of (3.2) depends on $l$, $k$, and the chosen basis of $M^+_l(k)$, which contains $\dim(M^+_l(k)) = \binom{m+k-2}{k}$ elements, cf. section 2.

4 Segal-Bargmann transform

The first very general version of the Segal-Bargmann space goes back to V. Fock’s theory of 1932 of the quantum state space of particles [16]. Here, we will consider the more specific finite-dimensional version of the following definitions taken from [23]. We will transfer those definitions to the Clifford case in section 5.

Definition 4.1 The **Segal-Bargmann space** $\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})$ is defined as the Hilbert space of entire functions $f$ in $\mathbb{C}^m$ which are square-integrable with respect to the $2m$-dimensional Gaussian density, i.e.,
\[
\frac{1}{\pi^m} \int_{\mathbb{C}^m} e^{-|\overline{z}|^2} |f(\overline{z})|^2 \, dx \, dy < \infty, \quad \overline{z} = x + iy.
\]

It is equipped with the inner product
\[
\langle f, g \rangle_{\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})} = \frac{1}{\pi^m} \int_{\mathbb{C}^m} e^{-|\overline{z}|^2} f(\overline{z}) \overline{g(\overline{z})} \, dx \, dy.
\]

The Segal-Bargmann transform connects the Bargmann space with the Hilbert space \(L^2(\mathbb{R}^m, \mathbb{R})\) by mapping the ladder onto the former.

**Definition 4.2** The **Segal-Bargmann transform** \(\mathcal{B}\) from \(L^2(\mathbb{R}^m, \mathbb{R})\) to \(\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})\) is defined by

\[
(\mathcal{B} f)(z) = \frac{1}{\sqrt{2\pi^m}} \int_{\mathbb{R}^m} e^{-\frac{1}{4} |x-z|^2 + \frac{1}{4} x \cdot z} f(x) \, dx, \tag{4.1}
\]

with \(x \cdot z = \sum_{j=1}^{m} x_j z_j\), for any \(f \in L^2(\mathbb{R}^m, \mathbb{R})\).

The Segal-Bargmann transform is a linear operator. It can also be expressed in terms of a short-time Fourier Transform (cf. section 2).

**Proposition 4.3** Let \(\mathcal{B}\) be the Segal-Bargmann transform and \(V_{\varphi}\) the short-time Fourier Transform with window \(\varphi(x) = e^{-\frac{|x|^2}{4}}\). Then for all \(f \in L^2(\mathbb{R}^m, \mathbb{R})\),

\[
(V_{\varphi} f)(2t - \omega) = e^{-\frac{|\omega|^2}{4}} e^{i t \cdot \omega} (\mathcal{B} f)(z), \quad z = t + i \omega.
\]

Proof:

\[
(V_{\varphi} f)(2t - \omega) = \frac{1}{\sqrt{2\pi^m}} \int_{\mathbb{R}^m} f(x) e^{-\frac{1}{4} |x-2t|^2} e^{i t \cdot \omega} \, dx
\]

\[
= \frac{1}{\sqrt{2\pi^m}} \int_{\mathbb{R}^m} f(x) e^{-\frac{1}{4} |x|^2 + x \cdot (2t-\omega)} e^{i t \cdot \omega} \, dx
\]

\[
= \frac{1}{\sqrt{2\pi^m}} e^{-\frac{|x|^2}{4}} e^{-\frac{|2t|^2}{4}} e^{i t \cdot \omega} \int_{\mathbb{R}^m} f(x) e^{-\frac{1}{4} |x|^2 + x \cdot (t + i \omega) - (t + i \omega)^2} \, dx
\]

\[
= \frac{1}{\sqrt{2\pi^m}} e^{-\frac{|x|^2}{4}} e^{-\frac{|2t|^2}{4}} e^{i t \cdot \omega} \int_{\mathbb{R}^m} f(x) e^{-\frac{1}{4} |x|^2 + x \cdot (t + i \omega) - (t + i \omega)^2} \, dx
\]

\[
= e^{-\frac{|\omega|^2}{4}} e^{i t \cdot \omega} (\mathcal{B} f)(z) \quad \square
\]
A well-known property of the Segal-Bargmann transform is that it is a unitary operator up to a scaling constant.

**Proposition 4.4** Let \( \mathcal{B} : L^2(\mathbb{R}^m, \mathbb{R}) \rightarrow \mathcal{F}^2(\mathbb{C}^m, \mathbb{C}) \) be the Segal-Bargmann transform (4.1). Then

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})} = \frac{1}{\sqrt{2\pi m}} \langle f, g \rangle_{L^2(\mathbb{R}^m, \mathbb{R})}.
\]

Proof:

We use Proposition 4.3, i.e.

\[
\left( \mathcal{B} f \right)(x) = e^{\frac{|x|^2}{4}} e^{-i \frac{t}{2} \omega} (V \varphi f)(2t - \omega),
\]

with \( x = t + i \omega \) and \( \varphi(x) = e^{-\frac{|x|^2}{4}} \). Then

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})} = \frac{1}{\pi^m} \int_{\mathbb{C}^m} \overline{\left( \mathcal{B} f \right)(z)} \left( \mathcal{B} g \right)(z) e^{-|z|^2} \, dx \, dy
\]

\[
= \frac{1}{\pi^m} \int_{\mathbb{C}^m} e^{\frac{|z|^2}{2}} e^{i \omega \cdot z} (V \varphi f)(2t - \omega) \overline{(V \varphi g)(2t - \omega)} \, dx \, dy
\]

\[
= \frac{1}{\pi^m} \int_{\mathbb{C}^m} \overline{(V \varphi f)(2t - \omega)} (V \varphi g)(2t - \omega) \omega \, d\omega \, dt
\]

\[
= \frac{1}{\pi^m} \int_{\mathbb{C}^m} \overline{f(x)} e^{\frac{-|x|^2}{4}} e^{i \omega \cdot x} \, dx
\]

\[
= \frac{1}{\sqrt{2\pi m}} \int_{\mathbb{R}^m} \overline{f(x)} e^{\frac{-|x|^2}{2}} e^{i \omega \cdot x} \, dx \, d\omega \, dt.
\]

Let \( \varphi(-2t) \) denote the Gaussian window translated by \(-2t\) and \( \mathcal{F} \) the Fourier Transform in \( \mathbb{R}^m \). Thus

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})} = \frac{1}{\pi^m} \int_{\mathbb{C}^m} \mathcal{F}^{-1}\left[ f \ast \varphi(-2t) \right](\omega) \mathcal{F}^{-1}\left[ g \ast \varphi(-2t) \right](\omega) \, d\omega \, dt.
\]

The Plancherel Theorem now gives us
\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{\mathcal{F}^2(C^m, \mathbb{C})} = \frac{1}{\pi^m} \int_{\mathbb{R}^m} \int_{\mathbb{R}^m} f(x)e^{-\frac{|x|^2 + t^2}{4}} g(x)e^{-\frac{|x|^2 - t^2}{4}} \, dx \, dt
\]

\[
= \frac{1}{\pi^m} \int_{\mathbb{R}^m} f(x)g(x) \int_{\mathbb{R}^m} \left( e^{-\frac{|u|^2}{2}} \right)^2 \, du \, dx.
\]

Last, we substitute \( u = 2t - x \), and use the fact that \( \int_{\mathbb{R}^m} e^{-\frac{|u|^2}{2}} \, du = \sqrt{2\pi}^m \). So,

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{\mathcal{F}^2(C^m, \mathbb{C})} = \frac{1}{\sqrt{2\pi}^m} \langle f, g \rangle_{L^2(\mathbb{R}^m, \mathbb{R})}.
\]

Another important property of the Segal-Bargmann transform is its invertibility.

**Proposition 4.5**

1. \( L^2(\mathbb{C}^m, \mathbb{C}) \) is the image of \( L^2(\mathbb{R}^m, \mathbb{R}) \) under the Segal-Bargmann transform.

2. The Segal-Bargmann transform is invertible.

**Proof:**

For the proof of (i) we refer to [18]. (ii) then follows directly from the fact that the transform is unitary up to a constant, cf. Proposition 4.4. □

### 5 Segal-Bargmann modules

We will now look at how the Segal-Bargmann transform of Definition 4.1 acts on Clifford algebra-valued functions. So, from now on, let \( f \) be an element of \( L^2(\mathbb{R}^m, \mathcal{G}^{\mathbb{R}_m}) \). Then,

\[
(\mathcal{B} f)(z) = \frac{1}{\sqrt{2\pi}^m} \int_{\mathbb{R}^m} e^{-\frac{|z|^2 + x \cdot z - \frac{i}{2} \cdot z \cdot f(x)}{2}} \, dx.
\]
is a function with values in the complex Clifford algebra, \( \mathcal{B} f : \mathbb{C}^m \to \mathcal{C}_m^\mathbb{C} \). Note that Proposition 4.3 holds for functions of \( L^2(\mathbb{R}^m, \mathcal{C}_m^\mathbb{R}) \) as well.

Consider the function space \( L^2(\mathbb{C}^m, e^{-|z|^2/\pi m}, \mathcal{C}_m^\mathbb{C}) \) as defined in section 2. Just as in the real case, the Segal-Bargmann transform of Clifford algebra-valued functions is unitary up to a scaling constant, as the following proposition shows.

**Proposition 5.1** If \( f \in L^2(\mathbb{R}^m, \mathcal{C}_m^\mathbb{R}) \), then

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{L^2(\mathbb{C}^m, e^{-|z|^2/\pi m}, \mathcal{C}_m^\mathbb{C})} = \frac{1}{\sqrt{2\pi m}} \langle f, g \rangle_{L^2(\mathbb{R}^m, \mathcal{C}_m^\mathbb{R})}.
\]

Proof:
Since the Segal-Bargmann transform is linear, \( f = \sum A f_A e_A \) implies that \( \mathcal{B} f = \sum A \mathcal{B} f_A e_A \). Hence,

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{L^2(\mathbb{C}^m, e^{-|z|^2/\pi m}, \mathcal{C}_m^\mathbb{C})} = \frac{1}{\pi^m} \int_{\mathbb{C}^m} (\mathcal{B} f)^\dagger(z) (\mathcal{B} g)(z) e^{-|z|^2} \, dx \, dy
\]

\[
= \sum_{A, B} \frac{1}{\pi^m} \int_{\mathbb{C}^m} (\mathcal{B} f_A)(z) e_A^\dagger(z) e_B (\mathcal{B} g_B)(z) e_B^\dagger(z) e_A \, dx \, dy
\]

\[
= \sum_{A, B} \langle \mathcal{B} f_A, \mathcal{B} g_B \rangle_{\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})} e_A e_B
\]

In Proposition 4.4 we have shown that

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{\mathcal{F}^2(\mathbb{C}^m, \mathbb{C})} = \frac{1}{\sqrt{2\pi}} \langle f, g \rangle_{L^2(\mathbb{R}^m, \mathbb{R})}
\]

is true for the classical Segal-Bargmann transform \( \mathcal{B} : L^2(\mathbb{R}^m, \mathbb{R}) \to \mathcal{F}^2(\mathbb{C}^m, \mathbb{C}) \). Therefore

\[
\langle \mathcal{B} f, \mathcal{B} g \rangle_{L^2(\mathbb{C}^m, e^{-|z|^2/\pi m}, \mathcal{C}_m^\mathbb{C})} = \sum_{A, B} \frac{1}{\sqrt{2\pi m}} \langle f_A, g_B \rangle_{L^2(\mathbb{R}^m, \mathbb{R})} e_A e_B
\]

\[
= \frac{1}{\sqrt{2\pi m}} \sum_{A, B} \int_{\mathbb{R}^m} f_A(x) g_B(x) e_A e_B dx
\]

\[
= \frac{1}{\sqrt{2\pi m}} \int_{\mathbb{R}^m} f(x) g(x) dx = \frac{1}{\sqrt{2\pi m}} \langle f, g \rangle_{L^2(\mathbb{R}^m, \mathcal{C}_m^\mathbb{R})} \quad \square
\]

A direct consequence is the following corollary.
Corollary 5.2 Let \[ \| \cdot \|_{L^2(C^m, e^{-|z|^2/4m}, C^m)} = \sqrt{\langle \cdot, \cdot \rangle_{L^2(C^m, e^{-|z|^2/4m}, C^m)}} \]. Then
\[ \| Bf \|_{L^2(C^m, e^{-|z|^2/4m}, C^m)} = \frac{1}{\sqrt{2\pi m}} \| f \|_{L^2(R^m, e^{-|z|^2/4m})}. \]

Thus \( B \) is an isometry from \( L^2(R^m, e^{-|z|^2/4m}) \) into \( L^2(C^m, e^{-|z|^2/4m}, C^m) \) up to \( \frac{1}{\sqrt{2\pi m}} \).

In Theorem 5.3, an orthonormal basis of the space \( L^2(R^m, e^{-|z|^2/4m}) \) was established. The following theorem shows that the Segal-Bargmann transform maps the elements of this basis onto functions \( z^l P_k(z) \).

**Theorem 5.3** Let \( B \) be the Segal-Bargmann transform, \( H_{l,m,k} \) a generalized Clifford Hermite Polynomial as defined in Definition 3.1 and \( P_k \) an inner spherical monogenic of degree \( k \). Then
\[
\left( B \left( H_{l,m,k}(x) e^{-|x|^2/4} P_k(x) \right) \right)(z) = z^l P_k(z)
\]

Proof:

Our first step follows [23]. Here,
\[
\left( B \left( H_{l,m,k}(x) e^{-|x|^2/4} P_k(x) \right) \right)(z) = \frac{1}{\sqrt{2\pi m}} \int_{R^m} e^{-\frac{|x|^2}{4} + \frac{ix}{2} \cdot x} H_{l,m,k}(x) P_k(x) d\hat{x}
\]
\[
= \frac{(-1)^l}{\sqrt{2\pi m}} \int_{R^m} e^{-\frac{|x|^2}{4} + \frac{iz}{2} \cdot \hat{x}} D_{\hat{x}}^l \left( e^{-\frac{|x|^2}{4}} P_k(x) \right) d\hat{x}
\]
\[= \frac{1}{\sqrt{2\pi m}} \int_{R^m} D_{\hat{x}}^l \left( e^{-\frac{|x|^2}{4} + \frac{i|z|^2}{4}} P_k(x) \right) e^{-\frac{|x|^2}{4}} d\hat{x}
\]
\[= \frac{1}{\sqrt{2\pi m}} z^l \int_{R^m} e^{-\frac{|x|^2}{4} + \frac{i|z|^2}{4} - \frac{|x|^2}{4}} P_k(x) e^{-\frac{|x|^2}{4}} d\hat{x}
\]
\[= z^l \left( B \left( P_k(x) e^{-|x|^2/4} \right) \right)(z).
\]

Next, we calculate \( B (P_k(x) e^{-|x|^2/4}) \) using the windowed Fourier transform. We obtain
5. SEGAL-BARGMANN MODULES

\[ V_\varphi \left( P_k(x)e^{-\frac{|x|^2}{4}} \right)(2t, -\omega) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^n} P_k(x)e^{-\frac{|x|^2}{4}} e^{-i\omega \cdot x} dx \]

\[ = \frac{1}{\sqrt{2\pi}} P_k(-i\partial_\omega) \int_{\mathbb{R}^n} e^{-\frac{|x|^2}{4}} e^{-\frac{|x|^2}{4} + x \cdot t} e^{-i\omega \cdot x} dx \]

\[ = \frac{1}{\sqrt{2\pi}} P_k(-i\partial_\omega) \int_{\mathbb{R}^n} e^{-\frac{|x|^2}{4}} e^{-\frac{|x|^2}{4}} e^{i\omega \cdot x} dx \]

\[ = \frac{1}{\sqrt{2\pi}} e^{-\frac{|\omega|^2}{4}} P_k(-i\partial_\omega) \left( e^{i\omega \cdot t} \int_{\mathbb{R}^n} e^{-\frac{|x|^2}{4}} e^{i\omega \cdot x} dx \right) \]

Since \( \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^n} e^{-\frac{|x|^2}{4}} e^{i\omega \cdot x} dx \) is the inverse Fourier transform of \( e^{-\frac{|\omega|^2}{4}} \), which is an invariant, we get

\[ V_\varphi \left( P_k(x)e^{-\frac{|x|^2}{4}} \right)(2t, -\omega) = e^{-\frac{|z|^2}{4}} P_k(-i\partial_\omega) \left( e^{i\omega \cdot t} \int_{\mathbb{R}^n} e^{-\frac{|x|^2}{4}} e^{i\omega \cdot x} dx \right) \]

with \( z = t + i\omega \). Because of Proposition 4.3, this leads to

\[ \left( \mathcal{B} P_k(x)e^{-\frac{|x|^2}{4}} \right)(z) = P_k(z) \]

Together with the first step, the proof is complete. □

We can now define an analogue to the classical Segal-Bargmann space.

**Definition 5.4** The closure of

\[ \text{span} \left\{ z^l P_k^{(j)}(z) \mid l, k \in \mathbb{N}_0, j = 1, \ldots, \dim(M^+_k) \right\} \]

is called **Segal-Bargmann module** \( \mathcal{F}^2(\mathbb{C}^m, \mathcal{C}^\ell_m) \).
Remark 5.5 In this definition and what follows we drop the property that a function of the Segal-Bargmann module (or space) has to be an entire functions. That means we consider the Segal-Bargmann module just as a weighted $L^2$-module.

A consequence of Theorem 5.3 is the following.

Corollary 5.6 For all $l, k \in \mathbb{N}_0$, let $\{P_{l,k}^{(j)}(x)\}_{j=1,2,\ldots,\dim(M_l^+(k))}$ be an orthonormal basis of $M_l^+(k)$ and $\gamma_{l,k}$ defined as in Theorem 3.2. Then

$$\sqrt{(2\pi)^m} \gamma_{l,k} z^l P_{l,k}^{(j)}(z)$$

is an orthonormal basis of the Segal-Bargmann module $\mathscr{F}^2(\mathbb{C}^m, \ell^\mathbb{C}_{\ell m})$.

Proposition 5.7 Since the Segal-Bargmann transform is linear, Theorem 5.3 shows that it maps an element

$$\phi_{l,k,j}(x) = H_{l,m,k}(x) P_{l,k}^{(j)}(x) e^{-\frac{|x|^2}{4}}$$

of the orthonormal basis of $L^2(\mathbb{R}^m, \ell^\mathbb{R}_{\ell m})$ (see Theorem 3.3) onto

$$\mathcal{B} \phi_{l,k,j}(z) = \frac{1}{\sqrt{\gamma_{l,k}}} z^l P_{l,k}^{(j)}(z).$$

The statement now follows directly from Proposition 5.1 and Corollary 5.2, which say that

$$\| \mathcal{B} \phi_{l,k,j} \|_{L^2(\mathbb{C}^m, \ell^\mathbb{C}_{\ell m})} = \frac{1}{\sqrt{2\pi}} \| \phi_{l,k,j} \|_{L^2(\mathbb{R}^m, \ell^\mathbb{R}_{\ell m})} = \frac{1}{\sqrt{2\pi}}$$

and $\mathcal{B}$ is unitary up to the scaling constant. □

Theorem 5.8 The Segal-Bargmann module is the image of $L^2(\mathbb{R}^m, \ell^\mathbb{R}_{\ell m})$ under the Segal-Bargmann transform, i.e.

$$\mathscr{F}^2(\mathbb{C}^m, \ell^\mathbb{C}_{\ell m}) = L^2 \left( \mathbb{C}^m, \frac{e^{-|z|^2}}{\pi^m}, \ell^\mathbb{C}_{\ell m} \right).$$

Proof:

First, let $F \in \mathscr{F}^2(\mathbb{C}^m, \ell^\mathbb{C}_{\ell m})$. By construction there has to exist a function $f \in L^2(\mathbb{R}^m, \ell^\mathbb{R}_{\ell m})$ so that $\mathcal{B} f = F$. Since $\mathcal{B}$ is unitary up to a constant, we know that $F \in L^2 \left( \mathbb{C}^m, \frac{e^{-|z|^2}}{\pi^m}, \ell^\mathbb{C}_{\ell m} \right)$. Hence

$$\mathscr{F}^2(\mathbb{C}^m, \ell^\mathbb{C}_{\ell m}) \subseteq L^2 \left( \mathbb{C}^m, \frac{e^{-|z|^2}}{\pi^m}, \ell^\mathbb{C}_{\ell m} \right).$$
6. A DICTIONARY FOR THE SEGAL-BARGMANN TRANSFORM

We now show the opposite inclusion. Let $F \in L^2(\mathbb{C}^m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})$. Then $F$ can be written as $F = \sum_A F_A e_A$ with $F_A : \mathcal{F}^m_{\ell_m} \to \mathbb{C}$ for all $A$. Since

$$
\|F\|_{L^2(\mathbb{C}^m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})} = \langle \sum_A F_A e_A, \sum_B F_B e_B \rangle_0
= \sum_A \|F_A\|_{L^2(\mathbb{C}^m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})} = \sum_A \|F_A\|_{L^2(\mathbb{C}^m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})}
$$

is finite if and only if $\|F_A\|_{L^2(\mathbb{C}^m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})}$ is finite for every $A$, we know that $F_A \in L^2(\mathbb{C}^m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m}) = \mathcal{F}^2(\mathbb{C}_m, \mathbb{C})$, cf. Proposition 4.5 (ii).

Proposition 4.5 (i) tells us that $\mathcal{B} : L^2(\mathbb{R}^m, \mathbb{R}) \to \mathcal{F}^2(\mathbb{C}_m, \mathbb{C})$ is invertible, so for each $A$ there exists $f_A \in L^2(\mathbb{R}^m, \mathbb{R})$ so that $\mathcal{B} f_A = F_A$. Since $\mathcal{B}$ is linear,

$$
F = \sum_A F_A e_A = \sum_A (\mathcal{B} f_A) e_A = \mathcal{B} \left( \sum_A f_A e_A \right),
$$

so there exists a function $\sum_A f_A e_A = f \in L^2(\mathbb{R}^m, \mathcal{F}^m_{\ell_m})$ such that $\mathcal{B} f = F$. Therefore $F \in \mathcal{F}^2(\mathbb{C}_m, \mathcal{F}^m_{\ell_m})$. □

6 A dictionary for the Segal-Bargmann transform

In this section, we want to give a series representation for the Segal-Bargmann transform $\mathcal{B}$ on the right Clifford-module $L^2(\mathbb{R}^m, \mathcal{F}^m_{\ell_m})$. By demonstrating that this representation converges absolutely locally uniformly, we will show that $\mathcal{B} f$ is well-defined and can be represented in kernel form. We work close to R. Bardenet and A. Hardy [3], who have have shown similar characteristics of the classical Segal-Bargmann transform on $L^2(\mathbb{R}^m, \mathbb{R})$ and other transforms.

For the rest of this section, we will shorten our notation by writing $L^2 = L^2(\mathbb{R}^m, \mathcal{F}^m_{\ell_m})$, $\mathcal{F}^2 = \mathcal{F}^2(\mathbb{C}_m, \mathcal{F}^m_{\ell_m})$, $\langle \cdot, \cdot \rangle_{\mathcal{F}^2} = \langle \cdot, \cdot \rangle_{L^2(\mathbb{C}_m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})}$ and $\| \cdot \|_{\mathcal{F}^2} = \| \cdot \|_{L^2(\mathbb{C}_m, e^{i\frac{\varphi^2}{2m}}, \mathcal{F}^m_{\ell_m})}$.

Since the set $\{\phi_{l,k,j}\}_{l,k \in \mathbb{N}_0, j \in \{1, \ldots, \dim(M^*_l(k))\}}$ of Hermite functions

$$
\phi_{l,k,j}(x) = \frac{1}{\sqrt{T_{l,k}}} H_{l,m,k}(x) P_k^{(j)}(x) e^{-i \frac{\varphi^2}{2}}
$$

(6.1)
is a basis of $L^2$, see section 3, each Clifford algebra-valued square integrable function $f(x)$ can be expanded as

$$f(x) = \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \phi_{l,k,j}(x) \langle \phi_{l,k,j}, f \rangle_{L^2}.$$  

Hence,

$$\langle R f \rangle(z) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}^m} \left( \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \phi_{l,k,j}(x) \langle \phi_{l,k,j}, f \rangle_{L^2} \right) e^{-\frac{x^2}{2} - \frac{z^2}{2} - \frac{x \cdot z}{2} + \frac{x^2}{4}} \, dx$$  

$$= \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \langle R \phi_{l,k,j} \rangle(z) \langle \phi_{l,k,j}, f \rangle_{L^2}$$  

$$= \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \frac{1}{\sqrt{2\pi}^m} \int_{\mathbb{R}^m} \phi_{l,k,j}(x) \langle \phi_{l,k,j}, f \rangle_{L^2} e^{-\frac{x^2}{2} - \frac{z^2}{2} - \frac{x \cdot z}{2} + \frac{x^2}{4}} \, dx$$  

$$= \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \psi_{l,k,j}(z) \langle \phi_{l,k,j}, f \rangle_{L^2}$$  

$$= \sum_{l=0}^{\infty} \sum_{k=0}^{\text{dim}(M^l_k(k))} \sum_{j=1}^{\text{dim}(M^l_k(k))} \psi_{l,k,j}(z) \langle \phi_{l,k,j}, f \rangle_{L^2}$$  

(6.2)

with $\psi_{l,k,j}(z) = \frac{1}{\sqrt{2\pi}^m} \int_{\mathbb{R}^m} \phi_{l,k,j}(x) \langle \phi_{l,k,j}, f \rangle_{L^2} e^{-\frac{x^2}{2} - \frac{z^2}{2} - \frac{x \cdot z}{2} + \frac{x^2}{4}} \, dx$.

To be able to show convergence of the series expansion (6.2), we need the following two lemmas.

**Lemma 6.1** Let $P_s(z) = \sum_{|\alpha| = s} a_\alpha z^\alpha$ be a homogeneous $\mathcal{C}_m^\ell$-polynomial of degree $s$, with $a_\alpha \in \mathcal{C}_m^\ell$ for all $|\alpha| = s$. Then

1. $\|P_s(z)\|_{\mathcal{G}^s}^2 = \sum_{|\alpha| = s} |a_\alpha|^2 \alpha!$.

2. $|P_s(z)|_0^2 \leq \frac{1}{s!} \|P_s(z)\|_{\mathcal{G}^s}^2 |z|^{2s}$.

**Proof:**

1. We have
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\[ \| P_s(z) \|_{L^2}^2 = \langle P_s(z), P_s(z) \rangle_{\mathcal{F}} = \frac{1}{\pi m} \int_{\mathbb{C}^m} \left( \sum_{|\alpha| = s} a_{\alpha}^\dagger (e^{z})^\alpha \right) \left( \sum_{|\beta| = s} a_{\beta} z^\beta \right) e^{-|z|^2} dx dy \]

\[ = \frac{1}{\pi m} \sum_{|\alpha| = s} \sum_{|\beta| = s} \left( a_{\alpha}^\dagger a_{\beta} \right) \int_{\mathbb{C}^m} (e^{z})^\alpha z^\beta e^{-|z|^2} dx dy \]

We solve the integral by transforming the complex coordinates to polar coordinates, i.e. \( z_j = r_j e^{i\phi_j}, \ j = 1, \ldots, m \). Then,

\[ \| P_s(z) \|_{L^2}^2 = \frac{1}{\pi m} \sum_{|\alpha| = s} \int_{[0,\infty)^m [0,2\pi]^m} \int_{[0,\infty)^m [0,2\pi]^m} r_1^{\alpha_1 + \beta_1} \cdots r_m^{\alpha_m + \beta_m} \]

\[ \cdot e^{i(\beta_1-\alpha_1)} \cdots e^{i(\beta_m-\alpha_m)} e^{-r_1^2 - \cdots - r_m^2} r_1 \cdots r_m d\phi d r \]

The integral \( \int \cdots d\phi d r \) is 0 if \( \alpha_j \neq \beta_j \) for any \( j = 1, \ldots, m \). So, we get with \( \int_0^\infty r^{2n+1} e^{-r^2} dr = \frac{n!}{2} \),

\[ \| P_s(z) \|_{L^2}^2 = \frac{1}{\pi m} \sum_{|\alpha| = s} \left( a_{\alpha}^\dagger a_{\alpha} \right) \int_{[0,\infty)^m} r_1^{2\alpha_1 + 1} \cdots r_m^{2\alpha_m + 1} e^{-r_1^2 - \cdots - r_m^2} d r \]

\[ = 2^m \sum_{|\alpha| = s} |a_{\alpha}|^2 \prod_{j=1}^m \frac{\alpha_j!}{2} \]

\[ = \sum_{|\alpha| = s} |a_{\alpha}|^2 a! \]

2. We use the generalization of the Binomial theorem,

\[ |z|_{0}^{2s} = (|z_1|^2 + \cdots + |z_m|^2)^s = \sum_{|\alpha| = s} \frac{s!}{\alpha!} |z|^{2\alpha}, \quad (6.3) \]

and Cauchy-Schwartz (CS) to get
Lemma 6.2 Let Ψ₁ₖ,j be defined as in (6.2). Then,

\[ \sup_{z \in \mathbb{C}^m} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M_l^+(k))} |\Psi_l,k,j(z)|^2 \leq \infty \]

for any compact set \( K \subset \mathbb{C}^m \).

Proof:

Let \( \text{SUP} = \sup_{z \in K} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M_l^+(k))} |\Psi_l,k,j(z)|^2 \). We first note that each \( \Psi_l,k,j(z) = \frac{1}{\sqrt{l!}} z^l p^{(j)}_k(z) \) is a homogeneous \( \ell^0 \)-polynomial of degree \( l + k \). Hence, with Lemma 6.1 (ii), we get

\[ \text{SUP} \leq \sup_{z \in K} \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M_l^+(k))} \left( \frac{1}{(l+k)!} \|\Psi_l,k,j(z)\|^2_{\ell^2} \right) \]

We know that \( \Psi_l,k,j(z) = (\mathcal{B} \phi_l,k,j)(z) \) (cf. Theorem 5.3 and the proof of Corollary 5.6) and that

\[ \|\mathcal{B} f\|_{L^2}^2 = \frac{1}{\sqrt{2\pi m}} \| f\|_{L^2}^2 \]

for all \( f \in L^2 \) (cf. Corollary 5.2). Hence,

\[ \|\Psi_l,k,j\|_{\ell^2}^2 = \frac{1}{\sqrt{2\pi m}} \|\phi_l,k,j\|_{L^2}^2 = \frac{1}{\sqrt{2\pi m}}. \]

We also know that \( \dim(M_l^+(k)) = \binom{m+k-2}{k} \), cf. section 2. Together, we get
It can be shown via induction that \( \binom{m+k-2}{k} \leq 2^m k \) for all \( k \in \mathbb{N}_0 \). Hence,

\[
\text{SUP} \leq \frac{1}{\sqrt{2\pi}^m} \sup_{z \in K} \left( \sum_{l=0}^{\infty} \frac{1}{l!} |z|_0^{2l} \right) \left( \sum_{k=0}^{\infty} \frac{1}{k!} \left( 2^m |z|_0^2 \right)^k \right)
= \frac{1}{\sqrt{2\pi}^m} \sup_{z \in K} |z|_0^2 \cdot e^{2^m |z|_0^2} < \infty.
\]

We are now fully equipped to show convergence of the series expansion (6.2).

**Proposition 6.3**

Let \( \phi_{l,k,j} \) be defined as in (6.1) and let \( \Psi_{l,k,j} \) be defined as in (6.2). Then, for each compact set \( K \subset \mathbb{C}^m \),

\[
\sup_{z \in K} \left| \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M^*_l)} \Psi_{l,k,j}(\phi_{l,k,j}, f) \right|_{L^2} < \infty.
\]

**Proof:** Let \( \text{SUM} = \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M^*_l)} \Psi_{l,k,j}(\phi_{l,k,j}, f) \). Since \( |.|_0 \) is submultiplicative, we have
We now use Proposition 2.4 and $\|\phi_{l,k,j}\|_{L^2} = 1$, so

$$|\text{SUM}|_0 \leq \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M_+^k(l))} |\Psi_{l,k,j}(z)\langle \phi_{l,k,j}, f \rangle_{L^2}|_0$$

$$\leq \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M_+^k(l))} |\Psi_{l,k,j}(z)|_0^2 \cdot |\langle \phi_{l,k,j}, f \rangle_{L^2}|_0$$

Together with Lemma 6.2 the proof is complete. □

Proposition 6 shows that $\sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \sum_{j=1}^{\dim(M_+^k(l))} \Psi_{l,k,j}(z)\langle \phi_{l,k,j}, f \rangle_{L^2}$ is absolutely convergent locally uniformly in $z \in \mathbb{C}^m$. Since $Bf$ is the uniform limit of the triple sum on every compact subset of $\mathbb{C}^m$, it is well-defined and $B$ can be represented as
\[ (\mathcal{B} f)(z) = \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M^*_l(k))} \sum_{j=1}^{\dim(M^*_l(k))} \Psi_{l,k,j}(z) \langle \phi_{l,k,j} , f \rangle_{L^2} \]

\[ = \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M^*_l(k))} \sum_{j=1}^{\dim(M^*_l(k))} \Psi_{l,k,j}(z) \int_{\mathbb{R}^m} \overline{\phi_{l,k,j}(x)} f(x) \, dx \]

\[ = \int_{\mathbb{R}^m} \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M^*_l(k))} \sum_{j=1}^{\dim(M^*_l(k))} \Psi_{l,k,j}(z) \phi_{l,k,j}(x) \, dx \]

\[ = \langle \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M^*_l(k))} \sum_{j=1}^{\dim(M^*_l(k))} \Psi_{l,k,j}(z) \phi_{l,k,j} , f \rangle_{L^2} \]

\[ = \langle \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M^*_l(k))} \sum_{j=1}^{\dim(M^*_l(k))} \phi_{l,k,j} \Psi_{l,k,j}(z) , f \rangle_{L^2} . \]

Thus,

\[ T(x,z) = \sum_{l=0}^{\infty} \sum_{k=0}^{\dim(M^*_l(k))} \sum_{j=1}^{\dim(M^*_l(k))} \phi_{l,k,j}(x) \Psi_{l,k,j}(z) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2 + y^2}{4}} \]

is the kernel of the Segal-Bargmann transform on \( L^2(\mathbb{R}^m, e^{\ell x}) \).
Bibliography

[1] Abreu, L., Haimi, A., Koliander, G., Romero, J.: Filtering with Wavelets Zeros and Gaussian Analytic Functions. arXiv:1807.03183v2 (2018)

[2] Alpay, D., Colombo, F., Sabadini, I., Salomon, G.: The Fock Space in the Slice Hyperholomorphic Setting. In: e.a. S. Bernstein (ed.) Hypercomplex Analysis: New Perspectives and Applications, pp. 43–59. Springer (2014)

[3] Bardenet, R., Hardy, A.: Time-frequency transforms of white noises and Gaussian analytic functions. arXiv:1807.11554v2 (2019)

[4] Bargmann, V.: On a Hilbert space of analytic functions and an associated integral transform Part I. Comm. Pure Appl. Math. 14, 187–214 (1961)

[5] Bernstein, S., Bouchot, J.L., Reinhardt, M., Heise, B.: Generalized analytic signals in image processing: comparison, theory and applications. In: E. Hitzer, S. Sangwine (eds.) Quaternion and Clifford Fourier Transforms and Wavelets, Trends in Mathematics, pp. 221–246. Birkhäuser, Basel (2013)

[6] Bernstein, S., Heise, B., Reinhardt, M., Häuser, S., Schausberger, S., Stifter, D.: Fourier plane filtering revisited - analogies in optics and mathematics. Sampl. Theory Signal Image Process. pp. 231–248 (2014)

[7] Brackx, F., De Schepper, N., Kou, K., Sommen, F.: The Mehler Formula for the Generalized Clifford-Hermite Polynomials. Acta Mathematica Sinica, English Series 23, 697–704 (2007)

[8] Brackx, F., De Schepper, N., Sommen, F.: Clifford-Hermite-Monogenic Operators. Czech Math J 56, 1301–1322 (2006)
[9] Brackx, F., Delanghe, R., Sommen, F.: Clifford analysis, *Research Notes in Mathematics*, vol. 76. Pitman Advanced Pub. Program, Boston, London, Melbourne (1982)

[10] Denis, P., Carre, P., Fernandez-Maloigne, C.: Spatial and spectral Quaternionic approaches for Colour images. *Computer Vision and Image Understanding* 107, 74–87 (2007)

[11] Diki, K.: The Cholewinski-Fock space in the slice hyperholomorphic setting. *Math Meth Appl Sci.* 42, 2124–2141 (2019). DOI https://doi.org/10.1002/mma.5506

[12] Diki, K., Ghanmi, A.: A Quaternionic Analogue of the Segal-Bargmann Transform. *Complex Analysis and Operator Theory* (11), 457–473 (2016)

[13] Ell, T., Sangwine, S.: Hypercomplex Fourier Transforms of Color Images. *IEEE Transactions on Image Processing* 16, 22–35 (2001)

[14] Felsberg, M., Sommer, G.: The monogenic signal. *IEEE Transactions on Signal Processing* 49, 3136–3144 (2001)

[15] Flandrin, P.: Time-Frequency Filtering Based on Spectrogram Zeros. *Signal Processing Letters, IEEE* 22 (2015)

[16] Fock, V.: Konfigurationsraum und zweite Quantelung. *Z. Physik* pp. 622–647 (1932)

[17] Gilbert, J., Murray, M.: Clifford algebras and Dirac operators in harmonic analysis, *Cambridge studies in advanced mathematics*, vol. 26. Cambridge University Press (1991)

[18] Gröchenig, K.: Foundations of Time-Frequency Analysis. Birkhäuser, Boston, Basel, Berlin (2001)

[19] Gürlebeck, K., Habetha, K., Sprößig, W.: Funktionentheorie in der Ebene und im Raum. Grundstudium Mathematik. Birkhäuser, Basel (2006)

[20] Hall, B.: Holomorphic Methods in Analysis and Mathematical Physics. *Contemp. Math.* 260 (2000)
[21] Le Bihan, N., Sangwine, S.: Quaternion principal component analysis of color images. IEEE International Conference on Image Processing 1, 809–812 (2003)

[22] Mourão, J., Nunes, J., Qian, T.: Coherent state transforms and the Weyl equation in Clifford analysis. Journal of Mathematical Physics (58) (2017)

[23] Peña-Peña, D., Sabadini, I., Sommen, F.: Segal-Bargmann-Fock modules of monogenic functions. J. of Math. Phys. 58(10) (2017)

[24] Ryan, J.: Complexified clifford analysis. Complex Variables, Theory and Application: An International Journal 1(1), 119–149 (1982)

[25] Segal, I.: Mathematical problems of relativistic physics, Chap.VI. In: M. Kac (ed.) Proceedings of the Summer Seminar, Boulder, Colorado, 1960. Vol. II., Lectures in Applied Mathematics. American Math. Soc., Providence, Rhode Island (1963)

[26] Sommen, F.: Special Functions in Clifford Analysis and Axial Symmetry. J. Math. Analysis and App. 130, 110–133 (1988)

[27] Zeng, R., Wu, J., Shao, Z., Chen, Y., Senhadji, L., Shu, H.: Color image classification via quaternion principal component analysis network. Neurocomputing 216 (2015)