A novel regularized fracture model for crack propagation in porous media is proposed. Our model is obtained through homogenization theory and formal asymptotic expansions. We start with a regularized quasi-static fracture model posed in a periodically perforated domain obtained by periodic extension of a re-scaled unit cell with a hole. This setup allows us to write two separated minimality conditions for the primary (displacement) and secondary variables plus a balance of energy relation. Then we apply the usual asymptotic expansion matching to deduce limit relations when the re-scaling parameter of the unit cells vanishes. By introducing cell problems solutions and a homogenized tensor we can recast the obtained relations into a novel model for crack propagation in porous media. The proposed model can be interpreted as a regularized quasi-static fracture model for porous media. This model yields two separated (homogenized) minimality conditions for the primary and secondary variables and a balance of homogenized energy relation.

1. Introduction

The study of crack propagation models has received considerable attention from the scientific community recently. For instance, a considerable effort has been invested in the Francfort and Marigo [11] model for quasi-static brittle fracture evolution; see for example [7, 5, 10, 6] and references therein. These studies have focused on a fracture propagating on a given material subject to loads or prescribed boundary conditions displacements. To the best of our knowledge, the modeling of fracture propagation models on a porous a media subject to loads or prescribed boundary conditions displacements have not received considerable attention. For instance, one of the few references found by the authors in this subject is the work [9], where the homogenization of a sharp interface fracture model applied to perforated domains is studied in the context of Γ-convergence. The understanding of fracture propagation in porous media has important applications in the oil and gas industry.

In this work we study through formal asymptotic expansions the homogenization of a regularized fracture model. This regularized quasi static model was obtained in [14] in the limit of vanishing viscosity and inertia terms of a dynamic fracture model proposed by Bourdin, Larsen and Richardson [11]. This model is similar to the regularized version of the Francfort and Marigo model proposed in [3]. The difference between these two models concern the minimality condition imposed on the problem, while the regularized Francfort and Marigo model uses a global minimality condition (see condition (c) in section 2 below) the regularized model from [14]
has a separate minimality condition (see condition (c) in section 2 below). We observe that in general the numerical approximations of the regularized Francfort and Marigo model correspond to approximations of the model satisfying the separate minimality condition; see [14] for more details.

To obtain our porous media fracture model, we consider the regularized fracture model from [14] applied to a perforated periodic material. We assume that the periodic material is represented by a domain Ω_ε given by the periodic extension of a scaled set εY over R^d contained in an open fixed domain Ω ⊂ R^d. Here Y is a reference domain containing holes and ε > 0 is the scaling parameter. Our model is obtained in the limit ε → 0 of the solutions of the brittle fracture model applied in the domain Ω_ε. We employ asymptotic expansions and formal calculations to derive our model. In particular we work out asymptotic expansions related to both separated minimality conditions and combine them with the asymptotic expansions of the energy balance of the model in the auxiliary time variable that the model introduces. The advantage of working with asymptotic expansions is that it allows us to obtain a complete characterization of the homogenized problem in terms of the local problems associated with the micro-structure geometry. Similar strategy has been previously used to derive other porous media models such as the D’Arcy law; see for instance [13] and references therein.

Remark 1.1. In our work we have two different parameters related to two different physical scales: (i) the ε parameter related to the size of the porous in the media, (ii) the γ regularization parameter related to the width of the fracture. Here, we study the case when ε → 0 and γ remains fixed. This framework corresponds to the physical case where the porous size are much smaller than the width of the fracture.

The rest of the paper is organized as follows. At the end of this section the reader can find some important notation we will use in the rest of the paper. In Section 2 we present the regularized brittle fracture propagation model we consider as a baseline for our study. In Section 3 we introduce the perforated domain set up and the derivations led us to from the asymptotic expansions we consider. In Section 4 we present our homogenization analysis of the brittle fracture model and in Section 5 we summarize the obtained novel homogenized model. We round up the paper with some conclusions and perspective.

Finally, we introduce some notation used in our work. We use ⟨·, ·⟩ to denote the L^2(Ω) (or L^2(Ω)^d) inner product or the pairing between H^1_0(Ω) and H^{-1}(Ω). We denote the L^2(Ω) norm by ∥·∥, and the W^{k,p}(Ω) norm (seminorm) by ∥·∥_{k,p} (|·|_{k,p}). Also, in the case p = 2 we use the notation ∥·∥_k (|·|_k) for the H^k(Ω) norms (seminorms). The spaces L^p(0,T;H^1(Ω)) are denoted L^p(0,T;H^1) with similar notation for other cases of spaces of functions of time and space variable. The subindex ε represents a sequence (or a subsequence) {ε_j} converging to zero. We round up the paper with some conclusions and perspective.

2. Regularized brittle fracture propagation model

We now present the regularized quasi-static fracture model considered in this work. It was obtained in [14] in the limit of vanishing viscosity and inertia terms of a dynamic fracture model proposed by Bourdin, Larsen and Richardson [1]. For simplicity of the presentation and in order to fix ideas we consider the antiplane case; other cases and models can be considered as well. In particular we assume that
the displacement of a given material is represented by a function \( u(x) : \Omega \rightarrow \mathbb{R} \), satisfying a prescribed boundary condition \( u(x)|_{\partial \Omega} = g(x) \). Here \( \Omega \subset \mathbb{R}^2 \) is a bounded open set with Lipschitz continuous boundary.

First, we define the following functionals

\[
\mathcal{E}(u,v) = \frac{1}{2} \int_{\Omega} (v^2 + \eta_\gamma \|\nabla u\|^2) \, dx,
\]

\[
\mathcal{H}(v) = \int_{\Omega} \frac{1}{4\gamma} (1-v)^2 + \gamma |\nabla v|^2 \, dx
\]

and the total energy as

\[
E_\gamma(u,v) = \mathcal{E}(u,v) + \mathcal{H}(v).
\]

Here \( v \) is a function satisfying \( 0 \leq v \leq 1 \), and \( 0 < \eta_\gamma \ll \gamma \) are the parameters of the Ambrosio-Tortorelli approximation \( E_\gamma(u,u) \) of the functional \( E(u) \) defined in [11], in the sense that, \( E_\gamma, \Gamma \)-converges to \( E \) when \( \gamma \rightarrow 0 \); see [12] [8] [4].

The model is given by functions \( s \mapsto u(s) = u(\cdot,s) \), \( v(s) = v(\cdot,s) \) such that for every \( s \in [0,1] \) we have

(a): \( u(s) = g(s) \) on \( \partial \Omega \) and \( 0 \leq v(s) \leq 1 \) for all \( s \in [0,1] \);

(b): for all \( 0 \leq s' < s \leq 1 \) we have \( v(s) \leq v(s') \);

(c): for \( s \in [0,1] \) we have the following minimality condition with respect to the secondary variable \( v \),

\[
\mathcal{E}(u(s),v(s)) + \mathcal{H}(v(s)) = \inf_{\theta \leq z \leq v(s)} \mathcal{E}(u(s),z) + \mathcal{H}(z),
\]

and the following minimality condition with respect to \( u \),

\[
\mathcal{E}(u(s),v(s)) + \mathcal{H}(v(s)) = \inf_{\phi - g(s) \in H_0^1(\Omega)} \mathcal{E}(\phi,v(s)) + \mathcal{H}(v(s)).
\]

(d): the function \( \mathcal{E}(u(s),v(s)) + \mathcal{H}(v(s)) \) is absolutely continuous for \( s \in [0,1] \), and we have the following balance of energy relation

\[
\mathcal{E}(u(s),v(s)) + \mathcal{H}(v(s)) = \mathcal{E}(u(0),v(0)) + \mathcal{H}(v(0)) + \int_0^s (\eta_\gamma + v^2) \nabla u, \nabla g_s \, d\tau
\]

(c): there exists a constant \( c > 0 \) such that \( \mathcal{E}(u(s),v(s)) + \mathcal{H}(v(s)) \leq c \) for \( s \in [0,1] \).

We observe that this model is considerably similar to the regularized Francfort & Marigo model introduced in [2]. More precisely, rather than the separate minimality condition (c) the later model uses the global minimality condition

\[
\text{for all } (\tilde{u}, \tilde{v}) \in H^1(\Omega) \times H^1(\Omega) \text{ with } \tilde{u} = g(s) , \tilde{v} = 1 \text{ on } \partial \Omega \text{ and } 0 \leq \tilde{v} \leq v(s) \text{ we have}
\]

\[
\mathcal{E}(u(s),v(s)) + \mathcal{H}(v(s)) \leq \mathcal{E}(\tilde{u}, \tilde{v}) + \mathcal{H}(\tilde{v}).
\]

We know work out some consequences of the first minimality condition in (c) above, that is, equation [3]. From definition of subdifferential we see that

\[
\mathcal{E}(u,w) + \mathcal{H}(w) - \mathcal{E}(u,v) - \mathcal{H}(v) = \partial_v \left( \mathcal{E}(u,v) + \mathcal{H}(v) \right)(w-v).
\]

Hence, the first minimality condition in (c) implies,

\[
\partial_v \left( \mathcal{E}(u,v) + \mathcal{H}(v) \right) \leq 0.
\]
Computing the subdifferential applied to a function $\phi \leq 0$ gives,

$$\frac{d}{d\zeta} \frac{1}{2} \int_\Omega ((v + \zeta \phi)^2 + \eta_\gamma) |\nabla u|^2 dx + \int_\Omega \frac{1}{4\gamma} (1 - (v + \zeta \phi))^2 + \gamma |\nabla(v + \zeta \phi)|^2 dx$$

$$= \int_\Omega (v + \zeta \phi) |\nabla u|^2 dx + \int_\Omega \frac{-1}{2\gamma} (1 - (v + \zeta \phi))|\phi_\gamma + \gamma 2(\zeta |\nabla \phi|^2 + \nabla v \cdot \nabla \phi) dx$$

and by taking $\zeta = 0$ yields

$$\int_\Omega v\phi |\nabla u|^2 dx + \int_\Omega \frac{-1}{2\gamma} (1 - v)|\phi + \gamma 2\nabla v \cdot \nabla \phi dx \geq 0.$$

Integrating by parts the last term we obtain

$$-2\gamma \Delta v + v|\nabla u|^2 \leq \frac{1}{2\gamma} (1 - v).$$

3. ASYMPTOTIC EXPANSIONS

Let $B$ represent a closed ball of radius $r$ centered at $(1/2, \ldots, 1/2)$ such that $B \subset (0,1)^d$ and $\Omega \subset \mathbb{R}^d$ be an open set. Let $Y = (0,1)^d \setminus B$ and $\Gamma = \partial Y \cap \partial B$. Also, define $\Omega_\epsilon$ as the region obtained by the periodic extension of the rescaled domain $\epsilon Y$ over $\mathbb{R}^d$ that is contained by $\Omega$.

We set $u_\epsilon$ and $v_\epsilon$ as the solution of the model described in Section 2 applied to the domain $\Omega_\epsilon$ considering that the boundary condition from item (a) is applied in $\partial \Omega_\epsilon \cap \partial \Omega$ and we impose the following boundary conditions on $\Gamma_\epsilon = \partial \Omega_\epsilon \setminus \partial \Omega$,

$$\vec{n} \cdot \nabla u_\epsilon = 0 \text{ and } \vec{n} \cdot \nabla v_\epsilon = 0 \text{ at } \Gamma_\epsilon,$$

where $\vec{n}$ denotes the normal on $\Gamma_\epsilon$ exterior to $\Omega_\epsilon$. We now use the anzatz

$$u_\epsilon = u_0(x,y) + \epsilon u_1(x,y) + \epsilon^2 u_2(x,y) + \cdots$$

and

$$v_\epsilon = v_0(x,y) + \epsilon v_1(x,y) + \epsilon^2 v_2(x,y) + \cdots.$$
where for each $x \in \Omega$ the functions $u_i(x, \cdot)$ and $v_i(x, \cdot)$ ($i \in \{0, 1, 2, \ldots\}$) are $Y$-periodic. Note that in the following, unless is necessary, we do not make explicit reference to the pseudo-time variable $s$.

### 3.1. Minimality condition with respect to $v$

It is instructive to consider the asymptotic expansion in \cite{9} to see the consequence of the minimality condition with respect to $v$ in (c). By replacing the expansions of $u_\epsilon$ and $v_\epsilon$ in \cite{9} we obtain,

\begin{equation}
-2\gamma \Delta v_\epsilon + v_\epsilon |\nabla u_\epsilon|^2 \leq \frac{1}{2\gamma} (1 - v_\epsilon)
\end{equation}

or, in terms of asymptotic expansions in the parameter $\epsilon$,

\begin{equation}
-2\gamma(\nabla_x + \frac{1}{\epsilon} \nabla_y) \cdot \left( \nabla_x + \frac{1}{\epsilon} \nabla_y \right) (v_0 + \epsilon v_1 + \epsilon^2 v_2 + \cdots)
\end{equation}

\begin{equation}
+ (v_0 + \epsilon v_1 + \epsilon^2 v_2 + \cdots) \left| \left( \nabla_x + \frac{1}{\epsilon} \nabla_y \right) (u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots) \right|^2
\end{equation}

\begin{equation}
\leq \frac{1}{2\gamma} (1 - v_0 - \epsilon v_1 - \epsilon^2 v_2 - \cdots).
\end{equation}

We now work out some terms in this last inequality that we need in the rest of the paper. Consider first the product $|\nabla u_\epsilon|^2$. We have,

\begin{equation}
|\nabla u_\epsilon|^2 = \left| \left( \nabla_x + \frac{1}{\epsilon} \nabla_y \right) (u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots) \right|^2
\end{equation}

\begin{equation}
= \frac{1}{\epsilon^2} A_{-2} + \frac{1}{\epsilon} A_{-1} + A_0 + \epsilon A_1 + \cdots,
\end{equation}

where

\begin{align*}
A_{-2} &= |\nabla_y u_0|^2, \\
A_{-1} &= 2\langle \nabla_y u_0, \nabla_x u_0 \rangle, \\
A_0 &= |\nabla_x u_0|^2 + 2\langle \nabla_y u_1, \nabla_x u_0 \rangle + |\nabla_y u_1|^2 + 2\langle \nabla_y u_0, \nabla_x u_1 \rangle + 2\langle \nabla_y u_0, \nabla_y u_2 \rangle, \\
A_0 &= |\nabla_x u_0 + \nabla_y u_1|^2 + 2\langle \nabla_y u_0, \nabla_x u_1 + \nabla_y u_2 \rangle, \\
A_1 &= 2 \left[ \langle \nabla_x u_1, \nabla_x u_0 \rangle + \langle \nabla_x u_1, \nabla_y u_1 \rangle + \langle \nabla_x u_0, \nabla_y u_2 \rangle + \langle \nabla_y u_0, \nabla_x u_2 \rangle \right].
\end{align*}

We now consider the term $v_\epsilon |\nabla u_\epsilon|^2$. We have,

\begin{equation}
v_\epsilon |\nabla u_\epsilon|^2 = (v_0 + \epsilon v_1 + \epsilon^2 v_2 + \cdots) \left( \frac{1}{\epsilon^2} A_{-2} + \frac{1}{\epsilon} A_{-1} + A_0 + \epsilon A_1 + \cdots \right)
\end{equation}

\begin{equation}
= \frac{1}{\epsilon^2} v_0 A_{-2} + \frac{1}{\epsilon} \left[ v_1 A_{-2} + v_0 A_{-1} \right] + \left[ v_0 A_0 + v_1 A_{-1} + v_2 A_{-2} \right]
\end{equation}

\begin{equation}
+ \epsilon \left[ v_3 A_{-2} + v_2 A_{-1} + v_1 A_0 \right] + \cdots.
\end{equation}
Additionally, for the first term on the left hand side of (13) we observe that

\[
\Delta v = (\nabla_x + \frac{1}{\epsilon} \nabla_y) \cdot \left( \nabla_x + \frac{1}{\epsilon} \nabla_y \right) (v_0 + \epsilon v_1 + \epsilon^2 v_2 + \cdots)
\]

\[
= \frac{1}{\epsilon^2} \Delta_y v_0 + \frac{1}{\epsilon} \left[ 2 \nabla_x \cdot \nabla_y v_0 + \Delta_y v_1 \right]
+ \Delta_x v_0 + \Delta_y v_2 + 2 \nabla_x \cdot \nabla_y v_0 + 2 \nabla_y \cdot \nabla_x v_1
+ \epsilon \left[ \Delta_x v_1 + \Delta_y v_0 \right] + \cdots.
\]

We can now use (14), (15) and (16) together with (13) to get an asymptotic expansion inequality,

\[
\frac{1}{\epsilon^2} I_{-2} + \frac{1}{\epsilon} I_{-1} + I_0 + \epsilon I_1 + \cdots \leq 0,
\]

where

\[
I_{-2} = -2\gamma \Delta_y v_0 + v_0 A_{-2},
\]

\[
I_{-1} = -2\gamma \left[ 2 \nabla_x \cdot \nabla_y v_0 + \Delta_y v_1 \right] + \left[ v_1 A_{-2} + v_0 A_{-1} \right],
\]

\[
I_0 = -2\gamma \left[ \Delta_x v_0 + \Delta_y v_2 + 2 \nabla_x \cdot \nabla_y v_0 + 2 \nabla_y \cdot \nabla_x v_1 \right]
+ \left[ v_0 A_0 + v_1 A_{-1} + v_2 A_{-2} \right] - \frac{1}{2\gamma} (1 - v_0),
\]

\[
I_1 = -2\gamma \left[ \Delta_x v_1 + \Delta_y v_3 \right] + \left[ v_3 A_{-2} + v_2 A_{-1} + v_1 A_0 \right] - \frac{1}{2\gamma} v_1.
\]

Relation (13) is an inequality and therefore we are not allowed to simply match the terms of the same order with respect to \( \epsilon \) in this case. We complement the information in (13) by studying the balance of energy relation in (5).

3.2. Balance of energy. In order to bring the balance of energy relation in (5) we compute the requires terms: \( \mathcal{E}, \mathcal{H} \) and the integral term. See (5).

To work out the term with \( \mathcal{E} \) in (5) we use (14) and observe that

\[
(v_0^2 + \eta_\gamma) |\nabla u_\epsilon|^2 = (v_0^2 + \eta_\gamma + \epsilon 2v_0 v_1 + 2\epsilon^2 v_0 v_2 + \epsilon^2 v_1^2 + \cdots)
\left( \frac{1}{\epsilon^2} A_{-2} + \frac{1}{\epsilon} A_{-1} + A_0 + \epsilon A_1 + \cdots \right)
\]

\[
= \frac{1}{\epsilon^2} (v_0^2 + \eta_\gamma) A_{-2} + \frac{1}{\epsilon} \left[ (v_0^2 + \eta_\gamma) A_{-1} + 2v_0 v_1 A_{-2} \right]
+ \left[ (v_0^2 + \eta_\gamma) A_0 + 2v_0 v_1 A_{-1} + 2v_0 v_2 A_{-2} \right]
+ \epsilon \left[ 2v_0 v_1 A_0 + 2v_0 v_2 A_{-1} + \cdots \right] + \cdots
\]

\[
= \frac{1}{\epsilon^2} C_{-2} + \frac{1}{\epsilon} C_{-1} + C_0 + \epsilon C_1 + \cdots
\]
where we have introduced the notation \( C_i, i = -2, 1, 0, 1, \ldots \) given by

\[
\begin{align*}
C_{-2} & = (v_0^2 + \eta)A_{-2} = (v_0^2 + \eta)|\nabla_y u_0|^2, \\
C_{-1} & = (v_0^2 + \eta)A_{-1} + 2v_0v_1A_{-2}, \\
C_0 & = (v_0^2 + \eta)A_0 + 2v_0v_1A_{-1} + 2v_0v_2A_{-2}, \\
C_1 & = 2v_0v_1A_0 + 2v_0v_2A_{-1} + \cdots.
\end{align*}
\]

This last expansion allow us to write the energy \( \mathcal{E} \) as,

\[
\mathcal{E}(u_\varepsilon, v_\varepsilon) = \frac{1}{2} \int_{\Omega_\varepsilon} (v_\varepsilon^2 + \eta)|\nabla u_\varepsilon|^2 dx
= \frac{1}{2} \int_{\Omega_\varepsilon} \left( \frac{1}{\varepsilon^2} C_{-2} + \frac{1}{\varepsilon} C_{-1} + C_0 + \varepsilon C_1 + \cdots \right) dx.
\]

Now we compute \( \mathcal{H} \) in \([5]\). As before we write

\[
\mathcal{H}(v_\varepsilon) = \int_{\Omega_\varepsilon} \frac{1}{4\gamma}(1 - v_\varepsilon)^2 + \gamma|\nabla v_\varepsilon|^2 dx
= \int_{\Omega_\varepsilon} \frac{1}{\varepsilon^2} B_{-2} + \frac{1}{\varepsilon} B_{-1} + B_0 + \varepsilon B_1 + \cdots,
\]

where

\[
\begin{align*}
B_{-2} & = |\nabla_y v_0|^2, \\
B_{-1} & = 2\langle \nabla_y v_0, \nabla_x v_0 \rangle, \\
B_0 & = |\nabla_x v_0|^2 + 2\langle \nabla_y v_1, \nabla_x v_0 \rangle + |\nabla_y v_1|^2 + 2\langle \nabla_y v_0, \nabla_x v_1 \rangle + 2\langle \nabla_y v_0, \nabla_y v_2 \rangle, \\
B_1 & = 2 \left[ \langle \nabla_x v_1, \nabla_x v_0 \rangle + \langle \nabla_x v_1, \nabla_y v_1 \rangle + \langle \nabla_x v_0, \nabla_y v_2 \rangle + \langle \nabla_y v_0, \nabla_x v_2 \rangle \right].
\end{align*}
\]

We also can write,

\[
(1 - v_\varepsilon)^2 = (1 - v_0 - \varepsilon v_1 - \varepsilon^2 v_2 - \cdots)^2
= (1 - v_0)^2 - \varepsilon 2v_1(1 - v_0) + \varepsilon^2 v_1^2 - 2\varepsilon^2 v_2(1 - v_0) + \cdots.
\]

With these last two expansions we can write,

\[
\mathcal{H}(v_\varepsilon) = \int_{\Omega_\varepsilon} \frac{1}{4\gamma}(1 - v_\varepsilon)^2 + \gamma|\nabla v_\varepsilon|^2 dx
= \int_{\Omega_\varepsilon} \frac{1}{\varepsilon^2} \gamma B_{-2} + \frac{1}{\varepsilon} \gamma B_{-1} + \left[ \frac{1}{4\gamma}(1 - v_0)^2 + \gamma B_0 \right] + \epsilon \left[ -\frac{1}{4\gamma} 2v_1(1 - v_0) + \gamma B_1 \right] + \epsilon^2 \left[ -\frac{1}{4\gamma}(v_2(1 - v_0) + \cdots) + \gamma B_2 + \cdots \right] dx.
\]
Finally, in order to use (5) we compute the term \( \int_0^s \langle (\eta_\tau + v_\tau^2)\nabla u_\tau, \nabla g_\tau \rangle d\tau \). For this we write,

\begin{align*}
(21) \quad (v_\tau^2 + \eta_\tau)\nabla u_\tau &= (v_0^2 + \eta_\tau + \epsilon^2 v_0 v_1 + \epsilon^2 v_0 v_2 + \epsilon^2 v_1^2 + \cdots) \\
&\quad \left( \nabla_x + \frac{1}{\epsilon} \nabla_y \right) (u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots) \\
&\quad = \frac{1}{\epsilon} (v_0^2 + \gamma) \nabla_y u_0 + (v_0^2 + \gamma) (\nabla_x u_0 + \nabla_y u_1) + 2v_0 v_1 \nabla_y u_0 \\
&\quad + \epsilon (2v_0 v_1 (\nabla_x u_0 + \nabla_y u_1) + (v_0^2 + \gamma) (\nabla_x u_1 + \nabla_y u_2) \\
&\quad + (2v_0 v_2 + v_1^2) \nabla_y u_0) + \cdots
\end{align*}

where we have introduced the notation \( D_i, i = -1, 0, 1, \ldots \) given by

\begin{align*}
D_{-1} &= (v_0^2 + \gamma) \nabla_y u_0, \\
D_0 &= (v_0^2 + \gamma) (\nabla_x u_0 + \nabla_y u_1) + 2v_0 v_1 \nabla_y u_0, \\
D_1 &= 2v_0 v_1 (\nabla_x u_0 + \nabla_y u_1) + (v_0^2 + \gamma) (\nabla_x u_1 + \nabla_y u_2) + \\
&\quad (2v_0 v_2 + v_1^2) \nabla_y u_0.
\end{align*}

Therefore, we can write

\begin{align*}
(22) \quad \int_0^s \langle (\eta_\tau + v_\tau^2)\nabla u_\tau, \nabla g_\tau \rangle d\tau &= \int_0^s \left\langle \frac{1}{\epsilon} D_{-1} + D_0 + \epsilon D_1 + \cdots, \nabla g_\tau \right\rangle d\tau \\
&= \int_0^s \frac{1}{\epsilon} \langle D_{-1}, \nabla g_\tau \rangle + \langle D_0, \nabla g_\tau \rangle + \epsilon \langle D_1, \nabla g_\tau \rangle + \cdots d\tau.
\end{align*}

In the conservation of energy relation (5) we insert the expansion of the energy \( \mathcal{E} \) in (18), the energy \( \mathcal{H} \) in (20) and the integral term in (22). We obtain,

\begin{align*}
(23) \quad \frac{1}{\epsilon^2} E_{-2} + \frac{1}{\epsilon} E_{-1} + E_0 + \epsilon E_1 + \cdots &= 0,
\end{align*}

where

\begin{align*}
E_{-2} &= \int_{\Omega_2} \frac{1}{2} C_{-2}(s) + \gamma B_{-2}(s) - C_{-2}(0) - \gamma B_{-2}(0), \\
E_{-1} &= \int_{\Omega_2} \frac{1}{2} C_{-1}(s) + \gamma B_{-1}(s) - C_{-1}(0) - \gamma B_{-1}(0) - \int_0^s \langle D_{-1}, \nabla g_\tau \rangle, \\
E_0 &= \int_{\Omega_2} \frac{1}{2} C_0(s) + \left[ \frac{1}{4\gamma} (1 - v_0(s))^2 + \gamma B_0(s) \right], \\
&\quad - \frac{1}{2} C_0(0) - \left[ \frac{1}{4\gamma} (1 - v_0(0))^2 + \gamma B_0(0) \right] - \int_0^s \langle D_0, \nabla g_\tau \rangle.
\end{align*}

### 3.3. Minimality condition with respect to \( u \)

We still need one more ingredient before starting the asymptotic expansion comparisons. The second minimality condition in (c), equation (4), yields the following equation

\begin{align*}
(24) \quad \nabla \cdot [(v_\tau^2 + \eta_\tau)\nabla u_\tau] = 0.
\end{align*}

Recalling the expansion for \( (v_\tau^2 + \eta_\tau)\nabla u_\tau \) in (21) we get
\[(\nabla_x + \frac{1}{\epsilon} \nabla_y) \cdot \left[ \frac{1}{\epsilon} D_{-1} + D_0 + \epsilon D_1 + \cdots \right] = 0\]

and therefore
\[(25) \quad \frac{1}{\epsilon^2} \left[ \nabla_y \cdot D_{-1} \right] + \frac{1}{\epsilon} \left[ \nabla_x \cdot D_{-1} + \nabla_y \cdot D_0 \right] + \left[ \nabla_x \cdot D_0 + \nabla_y \cdot D_1 \right] + \cdots = 0.

3.4. **Asymptotic expansion terms matching.** We now match the terms with same order with respect to \(\epsilon\). Recall that the use of asymptotic expansions for \(u_\epsilon\) and \(v_\epsilon\) led us to:
- Balance of energy: equation (23) obtained from the balance of energy relation (5),
- Minimality condition with respect to \(v\): inequality (17) obtained from the inequality (9),
- Minimality condition with respect to \(u\): equation (25) obtained from (4).

3.4.1. **Terms corresponding to \(\epsilon^{-2}\).** We consider the terms of order \(\epsilon^{-2}\).

**Balance of energy:** From the term with order \(\epsilon^{-2}\) in equation (25) and the definition of \(D_{-1}\) we have
\[\nabla_y \cdot (v_0^2 + \eta_\gamma) \nabla_y u_0 = 0.\]

Since \(\eta_\gamma > 0\) and \(v_0\) and \(u_0\) is \(Y\)-periodic with respect to \(y\) we conclude that \(u_0\) is independent of \(y\), that is,
\[(26) \quad \nabla_y u_0 = 0.\]

This implies that
- \(A_{-2} = |\nabla_y u_0|^2 = 0,\)
- \(A_{-1} = 2(\nabla_y u_0, \nabla x u_0) = 0,\)
- \(D_{-1} = (v_0^2 + \gamma) \nabla_y u_0 = 0,\)
- \(C_{-2} = (v_0^2 + \eta_\gamma) A_{-2} = 0,\)
- \(C_{-1} = (v_0^2 + \eta_\gamma) A_{-1} + 2v_0 v_1 A_{-2} = 0.\)

Using \(C_{-2} = 0\) and considering the term of order \(\epsilon^{-2}\) in the balance of energy relation (23) and (19) we conclude that for all \(s \in [0, 1]\),
\[(27) \quad \int_{\Omega_\epsilon} |\nabla_y v_0(s)|^2 \, dx = \int_{\Omega_\epsilon} |\nabla_y v_0(0)|^2 \, dx.\]

From condition (a) and (b) of the regularized quasi-static fracture model \(v_\epsilon\) is a decreasing function with respect to the \(s\) variable, also \(0 \leq v_\epsilon \leq 1\). By taking limits when \(\epsilon \to 0\) we see that these properties also are valid for \(v_0\): it is a decreasing function with respect to the \(s\) variable and \(0 \leq v_0 \leq 1\). We expect \(v_\epsilon\) to be close to one in most of the domain \(\Omega_\epsilon\). Using this as our motivation we choose \(v_0\) independent of \(y\), that is,
\[(28) \quad \nabla_y v_0 = 0.\]

This implies that
- \(B_{-2} = |\nabla_y v_0|^2 = 0,\)
- \(B_{-1} = 2(\nabla_y v_0, \nabla x v_0) = 0.\)
Minimality condition with respect to $v$: Multiplying inequality (17) by $\epsilon^2$, taking $\epsilon \to 0$ and using (14), (15), (16), the last equation and (28), we obtain

$$I_{-2} = -2\gamma \Delta_y v_0 + v_0 A_{-2} \leq 0.$$  

If we recall that $A_{-2} = |\nabla_y u_0|^2 = 0$ we get

$$-\Delta_y v_0 \leq 0.$$  

We observe that this relation is satisfied since we already obtained that $v_0$ is independent of $y$; see (28).

3.4.2. Terms corresponding to $\epsilon^{-1}$. We now consider the terms of order $\epsilon^{-1}$.

Balance of energy: The term of order $\epsilon^{-1}$ obtained from balance of energy relation is (see (23))

$$E_{-1} = \int_{\Omega} \frac{1}{2} C_{-1}(s) + \gamma B_{-1}(s) - C_{-1}(0) - \gamma B_{-1}(0) - \int_0^s \langle D_{-1}, \nabla g \rangle = 0$$

which is satisfied due to $C_{-1} = 0$, $B_{-1} = 0$ and $D_{-1} = 0$ as we have seen before.

Minimality condition with respect to $v$: Since $\nabla_y v_0 = 0$ and $\nabla_y u_0 = 0$ the term of order $\epsilon^{-2}$ in inequality (17), $I_{-2}$, vanishes. Hence, we can multiply (17) by $\epsilon > 0$ and take $\epsilon \to 0^+$ to obtain

$$-2\gamma \Delta_y v_1 \leq 0 \text{ for } y \in Y.$$  

We observe that if $-\Delta_y v_1 < 0$ for some $x \in \Omega$ by taking the limit $\epsilon \to 0$ in the asymptotic expansion (13) we are not able to conclude any information about the zero order term with respect to $\epsilon$. Since we want to obtain a model based on the limit of asymptotic expansion we impose the more restrictive condition

(29)  

$$-\Delta_y v_1 = 0 \text{ for } y \in Y.$$  

Remark 3.1. As an extra motivation for this choice note that if we where allow to use $\epsilon < 0$, then multiplying (17) by $\epsilon$ and taking $\epsilon \to 0^-$ would give us $-2\gamma \Delta_y v_1 \geq 0$.

Minimality condition with respect to $u$: matching the terms of order $\epsilon^{-1}$ in equation (25) we obtain

$$\nabla_x \cdot D_{-1} + \nabla_y \cdot D_0 = 0$$

that after replacing $D_{-1} = 0$ and $D_0$ give as

$$\nabla_y \cdot \left[(v_0^2 + \gamma)(\nabla_x u_0 + \nabla_y u_1)\right] = 0.$$  

Since $u_0$ and $v_0$ are independent of $y$, see (26) and (28), equation (30) can be rewritten as

$$\Delta_y u_1 = 0 \text{ for } y \in Y.$$
3.4.3. Terms corresponding to $\epsilon^0$. This time we consider terms of order zero.

**Balance of energy:** We start with the expansion coming from the balance of energy relations, that is, equation (23). From the term of order $\epsilon^0$ in the conservation of energy relation we obtain

$$E_0 = 0$$

or

$$\int_{\Omega} \frac{1}{2} C_0(s) + \left[ \frac{1}{4\gamma} (1 - v_0(s))^2 + \gamma B_0(s) \right]$$

$$- \frac{1}{2} C_0(0) - \left[ \frac{1}{4\gamma} (1 - v_0(0))^2 + \gamma B_0(0) \right] - \int_0^s \langle D_0, \nabla g_r \rangle = 0$$

Using that $A_2 = 0$, $A_1 = 0$, $\nabla_y u_0 = 0$ and $\nabla_y v_0 = 0$ we have

$$C_0 = (v_0^2 + \eta_\gamma) |\nabla_x u_0 + \nabla_y u_1|^2, \quad B_0 = |\nabla_x v_0 + \nabla_y v_1|^2$$

and

$$D_0 = (v_0^2 + \gamma) (\nabla_x u_0 + \nabla_y u_1).$$

Therefore and recalling that $\langle f, g \rangle = \int_{\Omega} f g$, we can write

$$R_\varepsilon(s) = \int_0^s \int_{\Omega} (v_0^2(t) + \gamma) |\nabla_x u_0(t) + \nabla_y u_1(t), \nabla g_r(t) dxdt + R_\varepsilon(0)$$

where

$$R_\varepsilon(t) = \int_{\Omega} \frac{1}{2} (v_0(t))^2 + \eta_\gamma \left( |\nabla_x u_0(t) + \nabla_y u_1(t)|^2 \right)$$

$$+ \frac{1}{4\gamma} (1 - v_0(t))^2 + \gamma \left( |\nabla_x v_0(t) + \nabla_y v_1(t)|^2 \right) dx.$$ 

**Minimality condition with respect to $u$:** Since the term of order $\epsilon^{-2}$ and $\epsilon^{-1}$, $I_{-2}$ and $I_{-1}$, are zero in inequality (17), we can take the limit $\epsilon \to 0$ to conclude from the zero order term that

$$I_0 \leq 0.$$ 

Recalling that

$$I_0 = -2\gamma \left[ \Delta_x v_0 + \Delta_y v_2 + 2\nabla_x \cdot \nabla_y v_1 \right]$$

$$+ \left[ v_0 A_0 + v_1 A_{-1} + v_2 A_{-2} \right] - \frac{1}{2\gamma} (1 - v_0),$$

and that $A_{-2} = A_{-1} = 0$ and $\nabla_y v_0 = 0$ we obtain,

$$-2\gamma \left[ \Delta_x v_0 + \Delta_y v_2 + 2\nabla_y \cdot \nabla_x v_1 \right] + v_0 A_0 = - \frac{1}{2\gamma} (1 - v_0) \leq 0.$$

By substituting $A_0$

$$-2\gamma \left[ \Delta_x v_0 + \Delta_y v_2 + 2\nabla_x \cdot \nabla_y v_1 \right]$$

$$+ v_0 \left[ |\nabla_x u_0|^2 + 2 \langle \nabla_y u_1, \nabla_x u_0 \rangle + |\nabla_y u_1|^2 \right] - \frac{1}{2\gamma} (1 - v_0) \leq 0$$

that we can write as

$$-2\gamma \left[ \Delta_x v_0 + \Delta_y v_2 + 2\nabla_x \cdot \nabla_y v_1 \right] + v_0 \left[ |\nabla_x u_0 + \nabla_y u_1|^2 \right] \leq \frac{1}{2\gamma} (1 - v_0).$$
Minimality condition with respect to $u$: Matching the terms of order $\epsilon^0$ in equation (25) we obtain

$$\nabla_x \cdot D_0 + \nabla_y \cdot D_1 = 0$$

that give us,

$$\nabla_x \cdot \left[(v_0^2 + \gamma)(\nabla_x u_0 + \nabla_y u_1)\right] + \nabla_y \cdot \left[2v_0v_1(\nabla_x u_0 + \nabla_y u_1) + (v_0^2 + \gamma)(\nabla_x u_1 + \nabla_y u_2)\right] = 0 \text{ in } Y.$$

3.4.4. Boundary condition. With respect to the boundary conditions at $\Gamma_\epsilon$ in (10) we conclude that

$$\nabla_x \cdot \left[\frac{1}{\epsilon}(\nabla_y u_0 + cu_1 + \cdots)\right] \cdot \vec{n} = 0.$$

From the terms of order $\epsilon^0$ and $\epsilon^1$ we obtain

$$\nabla_x u_0 \cdot \vec{n} + \nabla_y u_1 \cdot \vec{n} = 0 \text{ and } \nabla_x u_1 \cdot \vec{n} + \nabla_y u_2 \cdot \vec{n} = 0 \text{ on } \Gamma,$$

Analogously for $v_\epsilon$ to obtain,

$$\nabla_x v_0 \cdot \vec{n} + \nabla_y v_1 \cdot \vec{n} = 0 \text{ and } \nabla_x v_1 \cdot \vec{n} + \nabla_y v_2 \cdot \vec{n} = 0 \text{ on } \Gamma.$$

4. Homogenization analysis

We now proceed following the standard asymptotic expansion calculations for the homogenization of a second order elliptic equation to handle equations (31)-(36). See [13] and related references. We start with problems (29)-(35).

4.1. Preliminary observations and definitions. Denote by $e_i$, $i = 1, \ldots, n$ the canonical vector of $\mathbb{R}^n$. For $i = 1, \ldots, n$ we introduce the cell problem

$$-\Delta_y z_i = 0, \quad \nabla_y z_i \cdot \vec{n} = e_i \cdot \vec{n} \text{ on } \Gamma \text{ and } z_i \text{ is } Y\text{-periodic}$$

and we write

$$v_1(x, y) = -\sum_{i=1}^n z_i \partial_{x_i} v_0 + \hat{v}_1(x)$$

and

$$u_1(x, y) = -\sum_{i} z_i \partial_{x_i} u_0 + \hat{u}_1(x).$$

where we have introduced the correctors $\hat{v}_1$ and $\hat{u}_2$.

In order to average (35) along the $y$ direction we need some preliminary observations and definitions. We use the $Y$-periodicity of $v_1$, $u_1$, and $v_2$ to obtain

$$\int_Y \Delta_y v_2 = \int_{\partial Y} \nabla_y v_2 \cdot \vec{n} \, d\sigma + \int_{\Gamma} \nabla_y v_2 \cdot \vec{n} \, d\sigma = \int_{\Gamma} \nabla_y v_2 \cdot \vec{n} \, d\sigma.$$

Note that from (42) and (38) we see that,

$$\int_Y \Delta_y v_2 + \int_Y \nabla_y \cdot (\nabla_x v_1) = 0.$$
In order to handle the term $|\nabla_y u_1|^2$ we observe that

$$
(44) \quad \int_Y |\nabla_y u_1|^2 \, dy = \int_Y \left| \sum_{i=1}^n \nabla_y z_i \partial_x u_0 \right|^2 \, dy = \int_Y |J_y Z^t \nabla_x u_0|^2 \, dy \\
= \nabla_u^t \int_Y J_y Z J_y Z^t \, dy \nabla_x u_0.
$$

Here $J_y Z$ represents the Jacobian with respect to the $y$ variable of the function $Z(y) = (z_1(y), ..., z_n(y))^t$.

We have the following matrix identity

$$
(45) \quad \int_Y J_y Z^t \, dy = \int_Y J_y Z J_y Z^t \, dy
$$

Indeed, the weak formulation of problem (39) is

$$
(46) \quad \int_Y \nabla_y (z_i - y_i) \cdot \nabla_y \phi \, dy = 0, \quad \text{for all } \phi \in H_{per}^1(Y).
$$

By taking $\phi = z_j$ we have that

$$
\int_Y \nabla_y z_i \cdot \nabla_y z_j \, dy = \int_Y e_i \cdot \nabla_y z_j \, dy
$$

yielding (45).

We also observe from the definition of $u_1$ (41) and identity (45) that

$$
(47) \quad \int_Y |\nabla_x u_0 + \nabla_y u_1|^2 \, dy = \int_Y |\nabla_x u_0|^2 - 2 \nabla_x u_0^t J_y Z^t \nabla_x u_0 \nabla_x u_0^t J_y Z^t \nabla_x u_0 \, dy \\
+ \nabla_x u_0^t J_y Z J_y Z^t \nabla_x u_0 \, dy = |Y| |\nabla_x u_0|^2 - \nabla_x u_0^t \int_Y J_y Z^t \, dy \nabla_x u_0 = \\
\nabla_x u_0^t \left( |Y| I - \int_Y J_y Z^t \, dy \right) \nabla_x u_0
$$

where $I$ is the identity matrix. The following matrix will play an important role in our homogenized model

$$
(48) \quad M_0 = I - \frac{1}{|Y|} \int_Y J_y Z^t \, dy = I - \frac{1}{|Y|} \int_Y J_y Z J_y Z^t \, dy
$$

Using the definition of $M_0$ we can rewrite identity (47) as

$$
(49) \quad \int_Y |\nabla_x u_0 + \nabla_y u_1|^2 \, dy = |Y| \nabla_x u_0^t M_0 \nabla_x u_0.
$$

Proceeding in a similar manner one can obtain that

$$
(50) \quad \int_Y |\nabla_x v_0 + \nabla_y v_1|^2 \, dy = |Y| \nabla_x v_0^t M_0 \nabla_x v_0.
$$
4.2. Averaging the minimality condition with respect to $v$. We now come back to averaging (35). Integrating in both sides of inequality (35) with respect to $y$ over $Y$

\begin{equation}
-2\gamma \int_Y [\Delta_x v_0 + \Delta_y v_2 + 2\nabla_x \cdot \nabla_y v_1] + v_0 \left[ |\nabla_x u_0 + \nabla_y u_1|^2 \right] \, dy 
\leq \int_Y \frac{1}{2\gamma} (1 - v_0) \, dy.
\end{equation}

Next, we estimate the sum of the second and the third term on the left-hand-side of the last inequality using (43)

\begin{equation}
\int_Y \Delta_x v_0 + \Delta_y v_2 + 2\nabla_x \cdot \nabla_y v_1 \, dy = \int_Y \nabla_x \cdot \nabla_y v_1 \, dy.
\end{equation}

Using the definition of the matrix $M_0$ and the fact that $v_0$ is independent of $Y$ and dividing the last equation by $|Y|$ we obtain

\begin{equation}
-2\gamma \nabla_x \cdot (M_0 \nabla_x v_0) + v_0 \left[ M_0 \nabla_x u_0 \cdot \nabla_x u_0 \right] \leq \frac{1}{2\gamma} (1 - v_0).
\end{equation}

Problems (32) and (36) are treated in a similar way.

4.3. Averaging the minimality condition with respect to $u$. Integrating both sides of (36) with respect to $y$ over $Y$ we obtain

\begin{equation}
\frac{1}{|Y|} \int_Y \nabla_x \cdot \left[ (v_0^2 + \gamma)(\nabla_x u_0 + \nabla_y u_1) \right] 
+ \frac{1}{|Y|} \int_Y \nabla_y \cdot \left[ 2v_0 v_1 (\nabla_x u_0 + \nabla_y u_1) \right] 
+ \frac{1}{|Y|} \int_Y \nabla_y \cdot \left[ (v_0^2 + \gamma)(\nabla_x u_1 + \nabla_y u_2) \right] = 0.
\end{equation}

Next we show that the second and third term on the left hand side of the last equation vanish due to the $Y$-periodicity of the functions $u_1$ and $u_2$ and relation (37). In fact, since $v_0$ is independent of $y$

\begin{equation}
\int_Y \nabla_y \cdot \left[ (v_0^2 + \gamma)(\nabla_x u_1 + \nabla_y u_2) \right] = (v_0^2 + \gamma) \int_Y \nabla_y \cdot (\nabla_x u_1 + \nabla_y u_2) 
= \int_{\partial Y} (\nabla_y u_2 + \nabla_x u_1) \cdot \vec{n} = 0
\end{equation}
due to (37). Similarly, we also have

\begin{equation}
\int_Y \nabla_y \cdot \left[ v_0 v_1 (\nabla_x u_0 + \nabla_y u_1) \right] = \int_{\partial Y} v_0 v_1 (\nabla_x u_0 + \nabla_y u_1) \cdot \vec{n} + 
\int_{\Gamma} v_0 v_1 (\nabla_x u_0 + \nabla_y u_1) \cdot \vec{n} = 0
\end{equation}

where we used the periodicity to obtain that the first term on the right hand side of the first equation is zero and (38) to obtain that the second term on the right
hand side is zero. Therefore, from (41) and recalling that \( v_0 \) is independent of \( y \) we obtain,

\[
\nabla_x \cdot (v_0^2 + \eta_\gamma) \nabla_x u_0 + \frac{1}{|Y|} \int_Y \nabla_x \left[ (v_0^2 + \eta_\gamma) \left(-\sum_i \nabla_y z_i \partial_x, u_0 \right) \right] dy = 0.
\]

From the definition of the matrix \( M_0 \) in (48) we have

\[
(55) \quad \nabla_x \cdot [(v_0^2 + \eta_\gamma) M_0 \nabla_x u_0] = 0 \text{ in } \Omega \text{ and } u_0 = g \text{ on } \partial \Omega.
\]

### 4.4. Averaging the Energy Balance Relation

We start observing that the energy balance relation involves an integral with respect to the variable \( x \) in the original formulation. One may wonder what is the right meaning of the integral in (32). More precisely, one can integrate relation (32) with respect to \( y \) and that we are integrating just with respect to the slow varying \( x \) variable, or (ii) may interpret the function inside the integral as a function of two independent variables \( x \) and \( y \) and that the integration is in the \textit{diagonal} \( (x, x/\epsilon) \). We show that these two interpretations of equation (32) yield the same limiting relation.

In the case we interpret equation (32) as in (i) described above, the limiting energy balance relation can be obtained by a method similar to the one used in previous sections. More precisely, one can integrate relation (32) with respect to \( y \) in the \( Y \) domain and use relations (49) and (50) to obtain the desired limit relation.

Next, we use interpretation (ii) of equation (32) to obtain our limiting model. Starting from the relation (32) and using the definition of the functions \( v_1 \) (40) and \( u_1 \) (41) we have

\[
(56) \quad R_\epsilon = \int_{\Omega_\epsilon} \frac{1}{2} (v_0(t))^2 + \eta_\gamma \left[ -2 \nabla_y z_i \partial_x, u_0 \cdot \nabla_x u_0 + |\nabla_y z_i \partial_x, u_0|^2 + |\nabla_x u_0|^2 \right] dx + \int_{\Omega_\epsilon} \frac{1}{4\gamma} (1 - v_0)^2 + 2 \gamma |\nabla_x v_0|^2 + \gamma |\nabla y z_i \partial_x, v_0|^2 - \gamma 2 \nabla y z_i \partial_x, v_0 \cdot \nabla_x v_0 dx
\]

and

\[
(57) \quad \int_0^s \int_{\Omega_\epsilon} (v_0^2(t) + \gamma)(\nabla_x u_0(t) + \nabla_y u_1(t), \nabla g_\epsilon(t)) dxdt = \int_0^s \langle (v_0^2 + \gamma)(\nabla_x u_0 - \nabla_y z_i \partial_x, u_0), \nabla g_s \rangle.
\]

Here, we reinforce that the functions \( \nabla y z_i \) are evaluated at \( x/\epsilon \). The cell functions are periodic and assuming they are “smooth”, in the limit \( \epsilon \to 0 \) we expect that

\[
\partial_y, z_i(x/\epsilon) \to \frac{1}{|Y|} \int_Y \partial_y, z_i(y) dy
\]
\[ \partial_{y_j} z_i(x/\epsilon) \partial_{y_k} z_l(x/\epsilon) \rightarrow \frac{1}{|Y|} \int_Y \partial_{y_j} z_i(y) \partial_{y_k} z_l(y) \, dy \]

weakly-* in \( L^\infty \).

We know replace (56) and (57) into (32) and take the limit \( \epsilon \rightarrow 0 \). When taking the limit if we use relation (45) and the definition of the matrix (48) we obtain

\[
\int_{\Omega} \frac{1}{2} (v_0^2(s) + \eta) [M_0 \nabla_x u_0(s) \cdot \nabla_x u_0(s)] \, dx \\
+ \int_{\Omega} \frac{1}{4\gamma} (1 - v_0(s))^2 + \gamma M_0 \nabla_x v_0(s) \cdot \nabla_x v_0(s) \, dx = \int_0^s \langle (v_0^2 + \gamma) M_0 \nabla_x u_0(s), \nabla g_s \rangle \, ds
\]

Hence, the homogenized model is given by (53), (55), and the last conservation of energy identity.

5. The novel regularized brittle fracture propagation in porous media model

We now study the minimality condition associated with equations (53) and (55). We start defining the energy functionals

\[
\mathcal{E}_0(u_0, v_0) = \frac{1}{2} \int_{\Omega} (v^2 + \eta) (M_0 \nabla u_0) \cdot \nabla u_0 \, dx \text{ and}
\]

\[
\mathcal{H}_0(v_0) = \int_{\Omega} \frac{1}{4\gamma} (1 - v_0)^2 + \gamma (M_0 \nabla v_0) \cdot \nabla v_0 \, dx
\]

where the matrix \( M_0 \) is defined by (48). We observe that equation (55) corresponds to the minimality condition

\[
\mathcal{E}_0(u_0(s), v_0(s)) + \mathcal{H}_0(v_0(s)) = \inf_{\phi - g(s) \in H_0^1(\Omega)} \mathcal{E}_0(\phi, v_0(s)) + \mathcal{H}(v_0(s)).
\]

On the other hand, inequality (53) can be derived from the minimality condition

\[
\mathcal{E}_0(u_0(s), v_0(s)) + \mathcal{H}_0(v(s)) = \inf_{0 \leq z \leq v_0(s)} \mathcal{E}_0(u(s), z) + \mathcal{H}_0(z).
\]

Note that (62) and (61) are analogous to equations (3) and (4).

Additionally we note that (58) can be written as

\[
\mathcal{E}_0(u_0(s), v_0(s)) + \mathcal{H}_0(v_0(s)) = \mathcal{E}(u(0), v(0)) + \mathcal{H}_0(v(0))
\]

which corresponds to (5).
6. Conclusions and perspectives

Using homogenization theory and formal asymptotic expansions applied to a regularized brittle fracture model, we were able to obtain a homogenized regularized fracture model for a homogeneous porous media. The obtained homogenized model it is presented in Section 5. Our novel homogenized model is similar in nature and structure to the model we started our analysis with: a regularized fracture model for homogeneous porous media. The main difference between the initial model and the homogenized model is the appearance homogenized energies where gradients are weighted by a tensor that depends only on the microstructure. This is similar to the case of porous media flow (Darcy flow) when derived from Stokes flow using similar technique. We believe this is a novel and promising proposal for fracture modeling in porous media. The obtained novel model had led us to some interesting theoretical questions as well as questions related to the numerical analysis and the design of numerical methods in the spirit of multiscale finite element methods among other considerations such as modeling suitableness associate to (53) and (55). All these issues are subject of current research and we hope to presented some interesting results in future works.
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