State measurement of isolating switch using cost fusion and smoothness prior based stereo matching
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Abstract
To better monitor the state of isolating switches, an efficient binocular vision-based state measurement system is proposed in this article. Two optimal cameras are selected as the vision of our inspection system. Firstly, stereo calibration and distortion rectification are performed on acquired image pair. Secondly, to recover the three-dimensional information of switch, we propose a semi-global stereo matching method by using data- and structure-driven cost volume fusion and then optimizing raw disparity map with weighted- and edge discriminated-smoothness prior. Gradient content is enforced on the weight for suppressing small-weight-accumulation problem in weak-textured regions. Besides, Hough transform with feature constraints is implemented for removing the chaotic lines and extracting center line of the switch arm. Finally, based on the center line and corresponding disparity map of the switch arm, triangulation principle is used for calculating the true angle between the switch arm and insulator such that whether or not the isolating switch is fully closed can be detected. The experimental results demonstrate that the proposed stereo matching method can achieve good performance in Middlebury v.3 data set and switch images, and the system can precisely measure the state of switches.
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Introductions
In a power system, monitoring the state of the substation equipment is a significant task.¹ Isolating switch is the most frequently used device in high-voltage switchgear.²,³ Although the operating principle and structure of isolating switch are relatively simple, it is relatively prone to failure because of large amount of use. Most of switches operate outdoors, so the equipment components can be inevitably oxidized. The aging of the transmission parts leads to the deviated rotation angle and the incomplete closure of the isolating switch. Whether the switch is completely closed has a great influence on the safety of a substation. Therefore, to ensure the safety and reliability of the substation
work, it is especially considerable to correctly identify the state of the isolating switch.

Traditional inspections mainly rely on the manual observation by telescope and subjective judgment. These methods are time-consuming and susceptible to subjective influence. In recent years, real-time inspection technologies for substation have been rapidly developed. To improve the efficiency of state monitoring for isolating switch, vision-based intelligent inspection technologies have become a new trend, which greatly improves the accuracy and reduces the labor costs. In general, for effectively detecting the switch state, insulators are required to be first located followed by the state determination of the switch. Zhang et al. proposed a simple but efficient isolating switch state recognition method, which determines the state of the switch by directly performing Hough transform on the switch boundary. Lu et al. employed a method based on image geometry to monitor the substation switch. The angle of the arm is calculated by cosine theorem after the contour of the arm image is obtained, whether the switch state is closed or not is determined eventually. Bin et al. introduced a switch detection method based on image recognition technology. The approach performs well on the conditions of image rotation and uneven illumination mainly by extracting and matching scale-invariant feature transform (SIFT) features of the isolating switch. In addition, infrared thermography has also gained much attention in electrical preventive maintenance due to its high precision and sensitivity imaging characteristics. Ullah et al. used multilayered perceptron to classify the thermal conditions of components to address initial prevention mechanism for power substations by infrared thermography. Further work based on deep learning approach and infrared images has also been carried out to defect analysis in high-voltage equipment.

However, the above approaches are all based on two-dimensional (2D) image content, in which the angle between the switch arm and the insulator cannot uniquely reflect the true angle in 3D space especially under the changes of the camera angle. Moreover, by using an infrared device to monitor the closing of the switch, it is impossible to accurately determine whether the closure is completely successful at the moment the switch is closed. Instead, we employ binocular vision technology to significantly detect the state of the isolating switch according to the 3D depth information in this article.

Binocular stereo vision technology has an extensive range of applications in computer vision, such as robotic autonomous navigation, aerospace and remote sensing, and industrial automation systems. The binocular stereo vision system mainly includes the following parts: binocular image acquisition, camera calibration, image correction, stereo matching, and 3D reconstruction process. Dense stereo matching is the key issue of stereo vision, and its purpose is to find the corresponding points in image pairs and obtain the disparity map for recovering 3D information. Four steps are primarily included in the stereo matching procedure, which are matching cost calculation, cost aggregation, disparity calculation, and disparity refinement. There are still many challenging issues existing in stereo matching algorithm, such as radiometric distortions, poor performance in weak-textured and disparity discontinuous regions.

In this article, aiming to precisely measure the state of isolating switch in 3D space, we mainly focus on proposing an effective semi-global stereo matching method by two strategies: the first one is constructing the matching cost by fusing data- and structure-driven cost volumes and the second is optimizing the raw disparity map with weighted-edge discriminated-smoothness constraint. In particular, the weight is combined with gradient content such that the small-weight-accumulation problem in weak-textured regions can be suppressed to a certain extent. Based on our proposed semi-global stereo matching method, we also present a complete binocular vision system that can be employed to calculate the true angle between the switch arm and insulator, which consists of stereo calibration and rectification, switch detection, center line extraction of switch arm, stereo matching, and depth calculation. Firstly, stereo calibration is performed to derive internal and external parameters of cameras. After image rectification, the complete switch inspection is conducted followed by proposed feature constrained-Hough transform for removing the chaotic lines and extracting center line of the switch arm. Moreover, the proposed stereo matching method is implemented from which only the stable disparities are utilized in later 3D coordinate mapping for guaranteeing the accuracy of angle measurement. Finally, the true angle between the switch arm and insulator is obtained by the principle of triangulation and whether or not the isolating switch is fully closed can be identified. The experimental results illustrated that the proposed method not only obtains higher measurement accuracy but also contributes to the substation safety.

The following section outlines the related work of stereo matching. Following that, the methodologies of the proposed methods are presented in the third section. In the fourth section, the performance of the proposed method is tested on Middlebury v.3 data set as well as the switch images. The fifth section concludes the article.

Related work

A detailed classification of stereo matching algorithms is provided by Scharstein and Szeliski, in which stereo matching algorithms can be divided into local and global methods. Generally, global methods can be formulated as an energy minimization problem. The energy function composes of a data term and smoothness term, which is to explicitly penalize disparity discontinuity between neighbor pixels. Dynamic programming (DP), graph cut, and belief propagation are famous global
optimizers, which can obtain comprehensive disparity characterization at the expense of substantial computational complexity.

Different from global methods, local ones are performed by calculating the matching cost between patches in image pairs, followed by aggregation of computed cost volumes over local support windows. Patches are compared by dissimilarity measures, which can be divided into two groups. The first group is traditional dissimilarity measures including sum of absolute differences, normalized cross-correlation, rank and census transform. The second group is learning-based measures, such as discriminative dictionary learning (DDL)\textsuperscript{36} and convolutional neural networks.\textsuperscript{37} Due to better generalization ability for stereo, in this work, cost computation is based on DDL.\textsuperscript{32} However, the DDL tends not to preserve fine details due to the loss of constraint by structural information such as gradients. Hence, in this article, we present a data- and structure-driven cost volume fusion strategy to further improve the robustness of cost volume such that the shortcoming of the single data-driven cost computation can be neutralized.

Besides, cost aggregation is another vital step in local methods. In despite of variable support window (VSM)-based or adaptive support weight (ASW)-based aggregation method, the primary aim is to ensure the implicit smoothness assumption that pixels within the same support window share the similar depth. In VSM-based methods, multiple, fixed, and adaptive windows are employed to prevent them from crossing depth discontinuous regions.\textsuperscript{38–40} However, a rectangular window is not always rigorous enough at discontinuity regions and the computation within adaptive windows can be time-consuming. ASW-based methods assign preferential weights for each pixel within predefined window. Normally, color dissimilarity and distance proximity are chosen for determining the weight. The disadvantage of ASW-based methods is that the matching ambiguity will be unavoidable in low-textured regions, where small-weight-accumulation problem exists.

In the work by Hirschmuller,\textsuperscript{41} semi-global matching (SGM) stereo method is proposed, which works in three steps: first, pixel-wise cost computation is computed; then, the cost volume is aggregated along 8/16 1D search passes with local smoothness constraint between neighbor pixels. Finally, post-processing is employed to remove outliers and obtain only consistent estimation. However, SGM is sensitive to penalty parameter as the smoothness terms need to be big enough to process smooth disparity map and small enough to maintain fine structures at discontinuities. In addition, SGM may result in ambiguous discontinuities around foreground objects in textureless background. Numerous variants of SGM have also been developed to obtain significant performance gains. Mei et al.\textsuperscript{42} performed cost aggregation in dynamic cross-based window and optimized the disparity map in a scanline optimization framework. Liu et al.\textsuperscript{43} proposed a stereo framework and formulated a joint second-order smoothness prior, avoiding the blend of the foreground and background and retaining the disparity discontinuities of strong texture regions. Liu et al.\textsuperscript{44} presented a 3D aggregation strategy based on adaptive support window and good performance in slanted regions can be reached. Chuang et al.\textsuperscript{45} incorporated penalty tuning method and edge content in gradual SGM cost aggregation, balancing the smoothness and fine structures of disparity result. Yao et al.\textsuperscript{46} extended the SGM to a more global matching for overcoming the limitation of local scanline optimization.

However, in these SGM-based methods mentioned above, the selection of optimal disparities from full candidates introduces uncertainty in aggregation passes and the final depth recovery ability. For better handling slanted plans, we propose weighted- and edge discriminated-smoothness constraint to efficiently optimize the raw disparity result. The penalties at edge regions are automatically determined based on confidence measure for penalizing larger disparity changes. The weight combining appearance and gradient content can suppress the small-weight-accumulation problem to a certain extent. In this article, we dedicate to apply binocular stereo vision system to state measurement and improve the matching performance in weak-textured and disparity discontinuous regions.

The contributions of this article are as follows: (1) feature constraints are enforced on Hough transform for obtaining the center line of switch arm; (2) data- and structure-driven cost volumes are fused to construct the matching cost, improving the matching accuracy; and (3) in cost aggregation process, weighted- and edge discriminated-smoothness constraint is proposed to optimize the raw disparity map. The smoothness constraint is determined automatically according to the image confidence.

**Methodology**

**Overview of procedure**

An overview of the proposed method is illustrated in Figure 1. Our system can be divided into three parts: camera calibration and rectification, stereo matching, and center line extraction of switch arm. To start, the first part mainly includes stereo calibration and distortion rectification for camera parameters and subsequently horizontal dissimilarity searching. The second part includes semi-global stereo matching based on data- and structure-driven cost volume fusion and weighted- and edge discriminated-smoothness prior. The third part is for center line extraction of switch arm and we mainly focus on exploiting feature constraints-based Hough transform to remove chaotic lines and extract center line of the switch arm. Ultimately, the vector of the center line in 3D space can be obtained by combining the disparity map and the positions of center line. Consequently, we can get the angle between the arm and the
insulator so as to determine whether or not the isolating switch is fully closed.

**Matching cost computation**

Matching cost measurement is used to compute initial cost volume, which is the basis of the whole stereo matching algorithm. Cost volume is a 3D matrix with each element corresponding to the cost of a relative pixel at a certain disparity level. Considering better generalization ability for stereo, we adopt the DDL method, which belongs to data-driven approaches and utilizes sparse representation to represent each patch over learned discriminative dictionary, to measure the similarity between image patches. The matching cost value \( C_{DDL}(p, d) \) obtained from DDL method for pixel \( p \) at disparity value \( d \) is denoted as

\[
C_{DDL}(p, d) = -s(P_l(x, y), P_r(x - d, y))
\]

where \( s(P_l(x, y), P_r(x - d, y)) \) indicates the similarity score between input patches \( P_l(x, y) \) and \( P_r(x - d, y) \), the negative sign means the similarity score is converted to the matching cost.

Nonetheless, the DDL method tends not to preserve fine details due to loss of constraint by structural information such as gradients. Therefore, in this article, we present a data- and structure-driven cost volume fusion strategy to further improve the robustness of cost volume such that the shortcoming of the single data-driven cost can be neutralized. The fused matching cost measure is defined as follows

\[
C(p, d) = \lambda \min(C_{GRAD}(p, d), \tau_{GRAD}) + (1 - \lambda)C_{DDL}(p, d)
\]

where \( \tau_{GRAD} \) is the truncating value, coefficient \( \lambda \) balances the impact of each measure. \( C_{GRAD}(p, d) \) is the gradient-based cost measurement, which is exploited as follows

\[
C_{GRAD}(p, d) = \sqrt{(\nabla_x G_L(p))^2 + (\nabla_y G_L(p))^2} - \sqrt{(\nabla_x G_R(p_d))^2 + (\nabla_y G_R(p_d))^2}
\]

where \( \nabla_x \) and \( \nabla_y \) are the derivative operators in \( x \) and \( y \) directions, respectively. Grayscale image, \( G(\cdot) \), is obtained by averaging the RGB channels of input color image. \( p_d \) is the corresponding pixel in the right image of pixel \( p(x, y) \) in the left image and satisfy \( p_d = p(x - d, y) \). In our implementation, we set the empirical values \( \tau_{GRAD} = 2, \lambda = 0.3 \).

**Weighted and edge discriminated cost aggregation**

\[ E(D) = \sum_{p \in D} m(p, d_p) + \sum_{(p, q) \in \mathbb{N}} s(d_p, d_q) \]

where \( D \) represents disparity map, \( p \) belongs to image \( I \) and is assigned to disparity \( d_p \). The first term is the data term, while the latter one is regularization function enforced on neighboring pixels \( p \) and \( q \) in accordance with the predefined set \( \mathbb{N} \). \( P_1 \) is used to penalize small jumps in disparity.

**Figure 1.** Flowchart of the proposed measurement system. Our system can be divided into three parts in detail: camera calibration and rectification, stereo matching, and center line extraction of switch arm.
For simplicity and computational efficiency, edge weighted horizontal tree structure is adopted for enforcing the connectivity of adjacent pixels such that the energy optimization can be efficiently implemented via DP. The horizontal tree is constructed as shown in Figure 2. The tree is rooted on pixel $p$, and the horizontal tree is established by extending the node $p$ in the vertical direction, then a batch of horizontal expanding is performed. A complete cost aggregation process combines forward and backward passes in the horizontal phase.

In the edge weighted tree structure, the edge connecting adjacent nodes are generally assigned weight determined by color difference. However, in weak-textured regions, the color difference would be quite small. Many unreliable high weights accumulate along a long path, resulting in small-weight-accumulation drawback. In this article, we propose an enhanced weight function based on color and gradient content. The edge image for weight calculation is obtained by random forest method. The proposed edge weight is defined as follows

$$W_{pq}(I) = \begin{cases} 
-\left(\frac{|I_p - I_q|}{\sigma} + \max\left(\frac{|E_p - E_q|}{E_m}, T_w\right)\right), & ||I_p - I_q|| \leq T_w \\
\exp\left(-\frac{|I_p - I_q|}{\sigma}\right), & \text{else}
\end{cases}$$

where $||I_p - I_q||$ is the maximum color difference computed separately under the RGB three channels between adjacent pixels $p$ and $q$. $I$ and $E$ denote the reference image and edge image, respectively. $E_m$ is the maximum pixel value in the edge image. $\sigma$ is a user-defined parameter that adjusts the smoothness degree and $\beta$ is used to normalize the interval of pixel values. $T_w$ is the truncating value and the empirical parameters are set in our implementation as follows: $\sigma = 0.1$, $\beta = 20$, and $T_w = 2$. When color difference between adjacent pixels is less than $T_w$, the weight only considering the color content is close to 1 and should be reduced to alleviate the problem of small-weight-accumulation. The degree of reduction of the weight is determined according to the gradient difference, and the larger the difference, the lower the weight. By combining the two kinds of information, the weight can be adaptively adjusted such that the matching accuracy will be increased in weak-textured and disparity discontinuous regions.

Confidence-based penalty tuning. How to automatically assign appropriate penalty variables ($P_1, P_2$) is vital to the cost aggregation performance. A small penalty causes sharp boundaries, but many outliers would appear. On the other hand, a large penalty would reduce mismatching in smooth regions but results in over-smooth object boundaries, losing details of the object. To enhance the robustness of the parameters, an adaptive penalty tuning strategy is employed in the proposed method.

Normally, the initial disparity maps are obtained by WTA strategy; subsequently, the left–right consistency check is performed for picking confidence points from the initial disparity maps. A confident ratio $C_{rp}$ of pixel $p$ is defined by

$$C_{rp} = m_{sp}/m_{fp}, p \in n_{cp}$$

where $m_{fp}$ and $m_{sp}$ represent the smallest and secondary small cost values, respectively. $n_{cp}$ is the number of confident points. The greater the confident ratio, the more likely the pixel is matched correctly. Afterward, the penalty $P_1$ is obtained by taking the average of the summation between cost values $m_{fp}$ and $m_{sp}$

$$P_1 = \frac{1}{n_{cp}} \sum_{p \in n_{cp}} (m_{sp} + m_{fp})$$

$$P_2 = (P_1 \cdot ||I_p - I_q|| + P_1)/2$$
where $||I_p - I_q||$ indicates the absolute intensity difference. $P_2$ is a larger constant accounting for penalizing all larger disparity changes that occur at disparity boundaries.

**Edge discriminated cost aggregation.** After constructing the horizontal tree, cost volume is first aggregated from leaves to the root node which locates at same column in horizontal passes. Then, the cost volume is aggregated from the subsidiary nodes to the root node along vertical passes. Therefore, the energy function in equation (4) can be optimized as follows

$$E(D) = \sum_{p\in T} m(p, d_p) + W_{pq}(T) \left( \sum_{q\in\overline{q}(p)} P_1 \left(d(p, d_q), 0 < |d_p - d_q| < d_{step}\right) + \sum_{q\in\overline{q}(p)} P_2 \left(d(p, d_q), d_p - d_q > d_{step}\right) \right)$$

where $P_1$ is a lower penalty for adapting slanted or curved planes and only penalizing the small step change $d_{step} = 1$. For depth discontinuities located by image edge, a more critical penalty $P_2$ is used to penalize all other larger disparity jumps. Specifically, when the disparity jumps smaller than $d_{step}$, small penalty is assigned. And the aggregated cost value comes from the minimum of the adjacent three disparity layers, which include the upper, current, and lower disparity layers. When pixel $p$ locates at image edges where depth discontinuities usually exist, the optimum disparity value is more likely to be generated from layers except from the three disparity layers. Thus, we choose to enforce different penalties on different layers to build appropriate regularization term such that both the slanted planes and depth discontinuities can be handled well.

The cost aggregation process is shown in Figure 2, which is divided into two phases: the horizontal phase and the vertical phase. In each phase, the forward and backward propagation are employed. For the forward pass, the cost volume is renewed recursively from the leftmost pixel of a scanline. The accumulated cost values are preserved in array $C_F$. Similarly, the backward pass calculates the costs successively from the rightmost pixel and the accumulated cost values are stored in $C_B$. Finally, the aggregated cost value $C_{Fin}(p, d_p)$ for pixel $p$ at disparity $d_p$ is calculated by summing up the two reverse passes followed by subtracting the current cost

$$C_{Fin}(p, d_p) = C_F(p, d_p) + C_B(p, d_p) - m(p, d_p) \quad (11)$$

**Disparity computation and refinement**

After the cost volumes are regularized, the raw disparity map is determined by selecting the minimum aggregated disparity value for each pixel utilizing WTA strategy

$$D(p) = \arg \min_{d \in \text{disp}} C_{Fin}(p, d_p) \quad (12)$$

where $\text{disp}$ is the maximum disparity candidate. The disparity map obtained by this stage still has outliers in occluded regions. Therefore, weighted median filter is adopted to correct unstable pixels to a great extent.

**Center line extraction of switch arm**

The rough location of the isolating switch employs the SVM algorithm combined with the Hog eigenvector of the switch, and this rough location is not the focus of this article. Instead, suppose that the rough location is finished and then we focus on exploiting feature constraint-based Hough transform for obtaining the center line of switch arm. Hough transform is an approach for detecting lines, circles, and other shapes. The main principle is that the image is mapped from the original polar coordinate space into parametric space and then to fit the shapes such as lines and circles. A line in the polar coordinate space corresponds to a point in the Hough space, and a line in the Hough space corresponds to a point in the polar coordinate space. Firstly, the contours of switch image from rough location are detected by random forest method. After that, Hough transform algorithm is adopted to search the straight lines of arm edges on the contour image. However, there are chaotic lines in the background of image and small segments also exist, resulting in failed center line extraction. Therefore, a novel method leveraging feature constraints-based Hough transform is proposed for removing the chaotic lines and extracting center line of the switch arm. The specific steps are as follows:

Step 1: As isolating switch has been identified by SVM method, the switch arm takes up the close-up view of the identified isolating switch. Assume the end-to-end coordinates of lines detected by Hough Transform is stored in array $A_N$

$$A_N = \{(x_1, y_1), (x_1', y_1')\}, \{(x_2, y_2), (x_2', y_2')\}, \ldots, \{(x_m, y_m), (x_m', y_m')\}, \ldots, \{(x_N, y_N), (x_N', y_N')\}, \quad 1 \leq m \leq N$$

where $N$ is the total number of lines, $(x, y)$ and $(x', y')$ denote the starting and ending coordinate of each line, respectively.

$$A_N = \{(x_1, y_1), (x_1', y_1')\}, \{(x_2, y_2), (x_2', y_2')\}, \ldots, \{(x_m, y_m), (x_m', y_m')\}, \ldots, \{(x_N, y_N), (x_N', y_N')\}, \quad 1 \leq m \leq N$$

The slope $k_N = (y'_N - y_N)/(x'_N - x_N)$, angle $\alpha_N = \arctan(k_N)$, and the length $l_N = \sqrt{(x'_N - x_N)^2 + (y'_N - y_N)^2}$
of each candidate line are obtained according to the end-to-end coordinates.

Step 2: A line detected by the Hough transform could be divided into several segments, it is necessary to merge the segments by means of integration strategy. If the minimum pixel distance between any two parallel lines belonging to one long line is smaller than integration threshold $T_n$, these two parallel lines are merged as one line. To eliminate inverse influence of vertical lines in the background, we delete the lines of which the angle is larger than $T_c$ degree since the purpose of this article is to detect whether or not the isolating switch is fully closed. $T_b = \text{wid}/2$, $T_v = 80$, wid is the width of the image.

Step 3: To eliminate bad influence of small and cluttered lines, the threshold of the candidate lines is set to $T_o$, that is, the lines are composed of at least $T_o$ pixels. We select the first $m'$ lines in terms of high probabilities such that the two edges of switch arms can be screened out accurately. Then, the corresponding information of the selected lines is stored in array $P_{am}$. Values of $T_o = 50, m' = 5$ are assumed here

$$P_{am} = \{(x_1, y_1), (x_1', y_1'), \alpha_1, l_1\}, \{(x_2, y_2), (x_2', y_2'), \alpha_2, l_2\}, \ldots, \{(x_m, y_m'), (x_m', y_m'), \alpha_m, l_m\}\}$$

where $(x_c, y_c)$ and $(x_c', y_c')$ denote the end-to-end coordinates of middle line, respectively. $\{(x_1, y_1), (x_1', y_1')\}$ and $\{(x_2, y_2), (x_2', y_2')\}$ represent two detected edges of switch arm. Note that if only the longest line is detected, the center line extraction is not necessary.

### Angle measurement of switch arm in 3D space

Stereo imaging system includes binocular image acquisition, camera calibration, image rectification, and 3D information recovery. With reference to Figure 3, the imaging planes of the binocular cameras are coplanar and the distance from cameras to optical centers $(O_1$ and $O_2$) is $f$. The objective point $P(u', v', z')$ in the 3D space is mapped to the points $P_l(u_l, v_l)$ and $P_r(u_r, v_r)$ in the left and right view, respectively. The baseline distance between the two cameras is $B$.

After acquiring the images, the intrinsic, extrinsic, and distortion parameters of the cameras are obtained based on the calibration method proposed by Zhang. To reduce the complexity of matching problem, the epipolar constraint provides an efficient strategy that corresponding points only have horizontal offsets. Once the image pairs have been rectified, the points $P_l$ and $P_r$ satisfy that $u_r = u_l - d, v_r = v_l$, where $d$ is the disparity value between the two points. Assuming that the left and right images are
on the same plane, the following formula can be obtained from the triangular geometry

\[
\begin{aligned}
& u_1 = f \frac{u'c}{z'}, v_1 = f \frac{v'c}{z'} \\
& u_r = f \frac{(u'c - B)}{z'}, v_r = f \frac{v'c}{z'}
\end{aligned}
\]

where \((u', v', z')\) is the 3D coordinate of \(P\), \(B\) is the baseline distance, and \(f\) denotes the focal length of two cameras. The disparity \(d = u_1 - u_2 = fB/\epsilon^c\) is defined as the horizontal position difference of corresponding points in two images.

Therefore, the 3D coordinate of point \(P\) is recovered as follows:

\[
\begin{aligned}
& u' = \frac{B \cdot u_1}{d} \\
& v' = \frac{B \cdot v_1}{d} \\
& z' = \frac{B \cdot f}{d}
\end{aligned}
\]

For isolating switches, when they are in condition “closed,” the measured angle between the switch arm and insulator will be in a certain range. If not, it may indicate that the switch is not fully closed well. The position of the middle line and the corresponding depth information are combined, then the end-to-end coordinates of the middle line can be mapped into 3D space, that is, \((X_{3Dc}, Y_{3Dc}, Z_{3Dc})\), \((X'_{3Dc}, Y'_{3Dc}, Z'_{3Dc})\). Take the horizontal vector \(b\) as the reference and the vector satisfies \(|b| = 1\). The angle is calculated between the center line and the horizontal vector

\[
\theta = \arccos \frac{a \cdot b}{|a||b|}
\]

where \(a = (X_{3Dc} - X'_{3Dc}, Y_{3Dc} - Y'_{3Dc}, Z_{3Dc} - Z'_{3Dc})\) denotes the vector of the center line of switch arm. \(\arccos(\cdot)\) is the anti-cosine function. \(\theta\) is the angle between the horizontal direction and switch arm.

**Experimental results**

In this section, the performance of the proposed stereo matching method is evaluated on the images of the Middlebury stereo benchmark and isolating switches, respectively. To further compare with the proposed method, seven state-of-the-art methods are chosen. In addition, the center line extraction of switch arm leverages the Hough transform and prior constraints, and the evaluation of this content is also illustrated.

**Evaluation on Middlebury v.3 data set**

For evaluation of the proposed stereo matching algorithm, other seven algorithms are selected to compare on the Middlebury v.3 data set which is challenging and representative. The seven methods are weighted cost propagation with smoothness prior (WCPSP), iterative color-depth (MSTCD2), DDL, iterative guided filter (IGF), improvement of stereo matching (ISM), pyramid stereo matching network (PSMNet), and second-order semi-global matching (SGM-SO), respectively. In particular, WCPSP method enforces local smoothness during the weighted cost aggregation on horizontal tree structure, and the smoothness constraints contribute to smooth disparity map, especially on curved surfaces. SGM-SO method utilizes angle direction priors-based second-order smoothness constraint to improve the matching accuracy in weak-textured regions. Then, slanted plane iterative optimization is performed to optimize disparity maps.

The detailed evaluation results of 15 Middlebury v.3 image pairs in non-occluded regions are shown in Table 1. The average error rate of each method is calculated. Our method holds the best performance in accuracy. The average error rate of our method is the lowest among evaluated methods. PSMNet does not work well in the data set, and the average mismatching rate reaches 19.16%, which is twice of the proposed method. Compared to WCPSP, DDL is significantly better due to dictionary learning-based matching cost. However, by implementing data- and structure-driven cost volume fusion and weighted- and edge discriminated-smoothness prior, our method achieves more accurate disparity maps and reliable depth boundaries in comparison with DDL.

For qualitative analysis, Figure 4 presents the disparity maps of Adirondack, ArtL, MotorcycleE, Piano, Pipes, and Playroom. It can be clearly seen that the disparity maps of the proposed method are close to the ground truth. As for MotorcycleE, the disparity map calculated by our method is the best especially on the edge of the motorcycle. Even if the performance of IGF and ISM method is comparable, these methods are not very effective in weak-textured area due to the limitation of local methods. For Piano, fine and smooth results are obtained on piano and stool by WCPSP and the proposed method because of the smoothness constraint. However, WCPSP has a large number of mismatched pixels at top right corner. It may be because the matching cost function is not very competitive for illumination. It can be concluded that the proposed method keeps the distinguished results among these methods especially in the weak-textured and the boundary regions.

**Center line extraction of switch arm**

One pivotal operation in calculating switch angle is the extraction of the center line of switch arm. Since the disparity values of arm edges which locate at depth discontinuities are unstable, it’s indispensable to acquire disparity values that are more stable in the center line of the arm.

In the proposed method, random forest-based edge detection and Hough transform combined with feature
constraints are adopted. Figure 5 presents the results of line detection with different configurations. Images with low light, blurred details, or complex backgrounds are selected for line detection. To prove the effectiveness of the proposed method, four different experimental settings for detecting the edge of the switch arm are adopted. It can be seen from the first row of Figure 5(a) and (c) that when constraints are not enforced, the random forest method could obtain more accurate edges than Canny operator, which is indicated at the lower edge of the switch arm. Then, the center line in Figure 5(d) is obviously more stable than Figure 5(b). For the second and third rows, there are more complex scenarios in the background where chaotic lines occur. In this case, when the constraints are added, the edges of switch arm can be successfully detected, which reveals the positive effect of the proposed feature constraints in combing random forest-based edge detection.

### Switch images

**Stereo calibration.** To recover the 3D information of the object, we adopt Zhang’s calibration method for obtaining the camera intrinsic and extrinsic parameters. The calibration accuracy in binocular stereo vision is a crucial factor and will affect the accuracy of subsequent 3D reconstruction. The intrinsic and extrinsic parameters of the binocular camera calibration are presented in Tables 2 and 3, respectively. $f_x$ and $f_y$ are horizontal and vertical focal lengths, $(u_0, v_0)$ is the center coordinates in the image coordinate system, $k_1$ and $k_2$ are radial distortion parameters, and $p_1$, $p_2$ are tangential distortion parameters.

In the extrinsic parameters, $R$ and $T$ are the pose relationship between binocular cameras, $R$ is the rotation matrix and $T$ is the translation vector. In general, when the cameras are placed horizontally, $R$ is an identity matrix, which means no rotation and scaling. The first parameter of the $T$ matrix is the base distance $B = 9.466$ cm in this article.

**Measurement analysis.** As not all the codes of the compared methods such as IGF and ISM methods are available, the quantitative results in “Evaluation on Middlebury v.3 data set” section of these compared methods are obtained from Middlebury homepage directly. In this section, we utilize four stereo matching methods (i.e., WCPSP, MSTCD2, DDL, and SGM-SO) to analyze the performance of measurement in comparison with our method. These techniques can be used to detect the angle of isolating switch in the power system. Generally, when the angle is 0° or within one preset threshold, the switch arm is regarded as fully closed and operating smoothly. As the accuracy of the angle detection is chiefly affected by angle and distance, the stereo images are captured under different distances and angles using binocular industrial cameras.

Figure 6 presents the captured image pairs under three angles (0° (fully closed), 5°, and 11°) and three distances (1 m, 1.5 m, and 2 m). WCPSP, MSTCD2, DDL, SGM-SO, and the proposed method are employed to generate the disparity map for each stereo pair. In Figure 7, we show the disparity maps of these five stereo matching methods under 1.5 m distance with three different angles (0°, 5°, and 11°). The matching cost function of WCPSP only relies on the linear accumulation of traditional truncated absolute difference (AD) and gradient content, which is sensitive to pattern regions and image noises and is inferior to learning-based dissimilarity measure. Visually, it can be seen from Figure 7(a) that there are obvious error matching points in the leftmost and background regions. In nonlocal MSTCD2 method, minimum spanning tree structure is built for each

### Table 1. Mismatching rate (%) on 15 Middlebury v.3 stereo pairs by eight algorithms.

| Stereo pairs | WCPSP | MSTCD2 | DDL | IGF | ISM | PSMNet | SGM-SO | Proposed |
|--------------|-------|--------|-----|-----|-----|--------|--------|----------|
| Adirondack   | 8.06  | 11.42  | 2.44| 6.62| 6.88| 11.03  | 3.80   | 2.54     |
| ArtL         | 10.24 | 9.99   | 9.22| 9.56| 10.05| 23.39  | 12.18  | 8.14     |
| Jadeplant    | 25.12 | 16.43  | 12.48| 16.21| 16.91| 37.25  | 16.91  | 11.54    |
| Motorcycle   | 4.84  | 3.87   | 4.88| 4.82| 4.96| 8.00   | 6.06   | 4.83     |
| MotorcycleE  | 6.92  | 7.58   | 4.24| 4.51| 4.74| 10.14  | 5.80   | 4.19     |
| Piano        | 17.86 | 19.29  | 9.92| 14.68| 14.47| 17.54  | 11.18  | 8.69     |
| PianoL       | 22.18 | 27.16  | 18.60| 21.09| 21.35| 29.46  | 19.93  | 15.59    |
| Pipes        | 12.33 | 9.61   | 8.50| 10.25| 10.53| 25.56  | 11.58  | 9.17     |
| Playroom     | 13.54 | 16.12  | 9.18| 11.42| 11.24| 18.29  | 16.44  | 9.73     |
| Playable     | 31.13 | 33.54  | 11.57| 28.63| 28.68| 10.50  | 9.06   | 11.24    |
| PlayableP    | 5.33  | 10.64  | 6.37| 11.70| 11.71| 10.16  | 8.10   | 5.85     |
| Recycle      | 3.42  | 6.44   | 4.17| 5.85| 6.20| 6.95   | 4.10   | 3.68     |
| Shelves      | 26.43 | 28.83  | 25.38| 27.28| 25.42| 40.38  | 33.00  | 24.80    |
| Teddy        | 2.53  | 5.06   | 3.82| 3.86| 3.91| 8.24   | 5.68   | 3.25     |
| Vintage      | 24.95 | 36.61  | 17.68| 21.61| 21.02| 30.42  | 20.46  | 16.25    |
| Average error| 14.33 | 16.17  | 9.90| 13.21| 13.20| 19.16  | 12.28  | 9.30     |

*aError threshold is 2.0 pixel and the non-occluded regions are evaluated.

WCPSP: weighted cost propagation with smoothness prior; DDL: discriminative dictionary learning; IGF: iterative guided filter; SGM-SO: second-order semi-global matching; PSMNet: pyramid stereo matching network; MSTCD2: iterative color-depth.
Figure 4. Disparity maps of the Middlebury data sets: (a) left image, (b) ground truth, (c) WCPSP, (d) MSTCD2, (e) DDL, (f) IGF, (g) ISM, (h) PSMNet, (i) SGM-SO, and (j) the proposed method. The data below the image are the mismatching rate (%). From the first row to end, the image pairs are ArtL, Jadeplant, MotorcycleE, Piano, and Shelves, respectively. WCPSP: weighted cost propagation with smoothness prior; DDL: discriminative dictionary learning; IGF: iterative guided filter; SGM-SO: second-order semi-global matching; PSMNet: pyramid stereo matching network; MSTCD2: iterative color-depth.
pixel and competitive performance against guided image filter on both efficiency and accuracy has been illustrated in this method. However, as the minimum spanning tree structure would become no longer unique in low-textured regions, error disparity values will be obtained. This is consistent with the appearance of black holes in Figure 7(b). In addition, it is hard to guarantee excellent performance in slanted surfaces because cost aggregation is performed on independent cost slices. Instead, our method performs cost aggregation based on edge discrimination strategy and cost slices are incorporated adaptively such that the slanted or curved surfaces can be handled properly. SGM-SO method has a "false obesity" phenomenon between the insulators, which is mainly because of excessive slanted plane iterative optimization. Moreover, compared with DDL, our method has less scanline effects and better distinction on objects edges, especially the edges of the switch arm. It can be concluded that even for these most challenging data, our method remains keeping the best performance in disparity accuracy.

In addition, the quantitative evaluation is successively presented according to two aspects: (i) length comparison of the switch arm under different distances and angles and (ii) accuracy comparison of the angle under different distances and angles. The calculation of the arm’s length and angle is based on 3D coordinate transformation, which is shown in formula (17). Table 4 presents the length comparison of the switch arm calculated in 3D space by five stereo matching methods and nine different situations with regard to distance and angle. In actual measurement, the outermost two screws on the arm are regarded as the end points of arm and the true length is 20.8 cm. As can be seen from the table, our method can estimate accurate and smooth disparity map and the data are closer to the true length in comparison to other methods. In WCPSP, the data are abnormal in condition 1.5/(5,11) and 2/11 because there are outliers in disparity, resulting in huge disparity jump among adjacent pixels. Table 5 illustrates the angle calculation of switch arm by five stereo matching methods. At the angle of 0° and distance of 1 m, 0.95° and 0.60° are calculated by WCPSP and SGM-SO methods, respectively. Compared to the two methods, our method has great advantages and the accuracy is increased nearly by 10 times.

For more intuitively demonstrating the accuracy of each method, absolute errors are calculated. The absolute error $\Delta e$ is defined as follows

$$\Delta e = |e_m - e_c|$$  (19)

Table 2. Intrinsic parameters of camera.

| Parameters | $f_x$ | $f_y$ | $u_0$ | $v_0$ | $k_1$ | $k_2$ | $p_1$ | $p_2$ |
|------------|-------|-------|-------|-------|--------|--------|--------|--------|
| Left camera | 1034.38 | 1035.31 | 393.30 | 294.97 | $-5.69 \times 10^{-1}$ | 3.73 | $-5.52 \times 10^{-3}$ | $-2.83 \times 10^{-2}$ |
| Right camera | 1036.16 | 1036.16 | 427.45 | 276.88 | $-5.06 \times 10^{-1}$ | 0.71 | $-3.18 \times 10^{-3}$ | 5.21 $\times 10^{-5}$ |

Table 3. Extrinsic parameters of camera.

| Parameters | R X | R Y | T |
|------------|-----|-----|-----|
| [0.9990, -0.0160, -0.0457] | [-94.66] |
| [0.0165, 1.0000, 0.0109] | [-0.262] |
| [0.0455, -0.0117, 0.9990] | [-0.661] |

In addition, the results of center line detection with four kinds of experimental settings: (a) Canny, no feature constraint; (b) Canny, feature constraint; (c) random forest, no feature constraint; and (d) random forest, feature constraint. The red lines are the detected lines without constraints, while green lines are detected with constraints. If parallel lines do not exist, the longest line is chosen. The yellow line is the center line extracted by the proposed algorithm.
where $e_m$ is true value and $e_c$ is the calculated value.

The absolute error line chart of Tables 4 and 5 are shown in Figure 8(a) and (b), respectively. As can be seen from Figure 8, WCPSP has the worst performance. With distances increase, the absolute errors become unstable and are more likely to be worse. This is apparent according to the upward trend curves by the five methods. However, our method can still control the errors of length and angle within 0.35 cm and 1.16° and keep the most stable performance.

Figure 6. Binocular images of isolating switch under different angles and distances. Columns from left to right: low (0°), medium (5°), and high (11°) angle. Rows from top to bottom: short (1 m), medium (1.5 m), and long (2 m) distance. (a)-(c) are images captured under 1 m distance with three different angles. (d)-(f) are images captured under 1.5 m distance with three different angles. (g)-(i) are images captured under 2 m distance with three different angles.

Figure 7. Disparity maps of five methods at 1.5 m distance: (a) WCPSP, (b) MSTCD2, (c) DDL, (d) SGM-SO, and (e) the proposed method. Rows from top to bottom represent 3°, respectively. WCPSP: weighted cost propagation with smoothness prior; DDL: discriminative dictionary learning; IGF: iterative guided filter; SGM-SO: second-order semi-global matching; MSTCD2: iterative color-depth.
Conclusion

To deal with the safety hazard caused by switch disconnection in power system, an efficient binocular stereo vision-based state measurement system is proposed in this article. The system is carried out in the aspects of camera calibration and rectification, improved SGM algorithm, and the center line extraction of switch arm. In particular, data- and structure-driven cost volume fusion and weighted- and edge discriminated-smoothness prior are proposed in SGM-based stereo matching. The cost volume fusion strategy can neutralize the shortcoming of single data-driven cost and improve the robustness of dissimilarity measures. Meanwhile, the small-weight-accumulation problem in weak-textured regions can be suppressed effectively by the proposed edge weighted tree structure, and the discriminated-smoothness prior construct appropriate regularization terms by enforcing different penalties on different cost layers such that both the slanted planes and disparity discontinuities can be handled well. In terms of line detection, after the rough positioning of the isolating switch by implementing SVM algorithm and Hog eigenvector of switch, random forest method is employed to detect the contours of switch image due to its stability in combination with Hough transform. Then, feature-

| Table 4. Length calculation of the switch arm under different distances (cm) and angles (°). |
|-----------------------------------------------|
| Distance/angle | 1/0 | 1/5 | 1/11 | 1.5/0 | 1.5/5 | 1.5/11 | 2/0 | 2/5 | 2/11 |
| WCPSP          | 20.73 | 20.64 | 20.62 | 20.53 | 139.69 | 131.15 | 20.05 | 20.66 | 54.01 |
| MSTCD2         | 20.35 | 20.22 | 20.18 | 20.27 | 20.19 | 21.34 | 19.92 | 19.48 | 19.34 |
| DDL            | 20.47 | 20.64 | 20.42 | 20.53 | 20.67 | 20.16 | 19.59 | 19.52 | 20.3  |
| SGM-SO         | 20.38 | 20.57 | 20.29 | 20.63 | 20.40 | 19.98 | 19.78 | 19.56 | 20.18 |
| Proposed       | 20.92 | 20.83 | 20.81 | 20.83 | 20.70 | 20.45 | 20.95 | 20.66 | 20.74 |

WCPSP: weighted cost propagation with smoothness prior; DDL: discriminative dictionary learning; SGM-SO: second-order semi-global matching; MSTCD2: iterative color-depth.

| Table 5. Angle calculation of isolating switch under different distances and angles. |
|-----------------------------------------------|
| Distance/angle | 1/0 | 1/5 | 1/11 | 1.5/0 | 1.5/5 | 1.5/11 | 2/0 | 2/5 | 2/11 |
| WCPSP          | 0.95 | 5.07 | 11.30 | 0.37 | 14.76 | 13.23 | 1.10 | 6.16 | 8.78 |
| MSTCD2         | 1.28 | 7.23 | 12.08 | 0.37 | 7.14 | 11.68 | 0.32 | 7.86 | 9.88 |
| DDL            | 0.97 | 5.07 | 12.30 | 0.43 | 6.01 | 11.83 | 2.36 | 7.35 | 11.20 |
| SGM-SO         | 0.60 | 6.26 | 12.08 | 0.68 | 7.14 | 11.68 | 1.38 | 7.86 | 12.02 |
| Proposed       | 0.09 | 5.07 | 11.29 | 0.37 | 4.90 | 11.83 | 1.10 | 6.16 | 11.20 |

WCPSP: weighted cost propagation with smoothness prior; DDL: discriminative dictionary learning; SGM-SO: second-order semi-global matching; MSTCD2: iterative color-depth.

Figure 8. Absolute error comparison among five methods: (a) absolute error comparison of switch arm’s length and (b) absolute error comparison of switch angle. WCPSP: weighted cost propagation with smoothness prior; DDL: discriminative dictionary learning; SGM-SO: second-order semi-global matching; MSTCD2: iterative color-depth.
constrained Hough transform is adopted to remove chaotic lines from background and extract the center line of the switch arm. By constructing binocular stereo vision framework, the disparity map obtained by semi-global stereo matching and the center line of switch arm are combined that whether the switch is fully closed can be determined based on triangulation principle. Obviously, accurate measurement is also related to the performance of stereo calibration. We adopt Zhang’s calibration method for calculating the intrinsic and extrinsic parameters of cameras. Experimental results on Middlebury v.3 data set prove that the proposed matching method has great advantages and achieves more accurate disparity maps compared with other advanced methods. Moreover, from the quantitative measurement analysis on switch images, we find that our system can control the measurement errors of length and angle within 0.35 cm and 1.16° and keep the most stable performance.

For the convenience of the experiments and the validation, the current work is carried out only in a reasonably laboratory environment, its robustness in real-world scenarios needs to be verified in future research. Moreover, the dynamic processing of visible sequence images captured from closing process and their further cooperatively processing with infrared images can also be exploited for more effective state continuous monitoring of isolating switches.
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