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Abstract
When facing particular combinations of stimuli and responses, people create temporary event files integrating the corresponding stimulus and response features. Repeating one or more of these features retrieves the entire event file, which impairs performance if not all features repeat (partial-repetition costs). We studied how durable event files are over time and how sensitive they are to intervening objects or stimulus-response events. After-effects of relevant and irrelevant stimulus-response bindings were assessed after intervals of 1 to 5 s between creation and retrieval of the binding that were either unfilled (Experiment 1A), filled with 0, 2, or 4 presentations of the same neutral stimulus (1B), or of changing stimuli (1C), or filled with 0, 2, or 4 task-unrelated stimulus-response combinations (2A) or the same number of repetitions of the binding-inducing stimulus-response combination (2B). Taken altogether, the findings show a strong impact on the duration of the interval but no systematic effect of the type and number of intervening events. This suggests that event files disintegrate over time, as a function of spontaneous decay, but not due to interference from other bindings.

The human brain codes external events in a distributed, feature-based fashion, which is true for perceptual modalities like vision (e.g., DeYoe & Van Essen, 1988) as well as for action (e.g., Georgopoulos, 1990). This raises the question of how and according to which rules features belonging to the same stimulus, response, or stimulus-response event are integrated. With regard to perception, Treisman and colleagues (Kahneman, Treisman, & Gibbs, 1992; Treisman, 1996) have suggested that the codes representing the features of the same object are temporarily integrated into what they call “object files”. In support of this assumption, they demonstrated that participants respond faster and more accurately if the identity of a visual object is repeated, but only in conditions that retain the relation between identity and location—suggesting that the previous encounter has left an identity-location binding behind.

Hommel (1998, 2004) has extended the object-file concept to actions and stimulus-response events, and suggested that their features are integrated into “event files”. Applying the logic of Treisman and colleagues, he was able to show that if participants are facing sequences of stimulus-response combinations, performance is better if the present stimulus and response features are either identical with the previous stimulus-response combination or if no feature is shared. In other words, performance is impaired if a stimulus feature repeats while the response changes, or vice versa—the partial-(feature-)repetition cost. This suggests that repeating a feature of a stimulus or response tends to retrieve previously created bindings involving that feature, which would be problematic if the other component(s) of the retrieved binding conflicts with one of the present features (see Henson, Eckstein, Waszak, Frings, & Horner, 2014; Frings et al., 2020). Indeed, an fMRI study showed that repeating a stimulus feature activates the motor action that was previously paired with this feature and repeating an action activates the stimulus feature that was previously paired with this action (Kühn et al., 2011).

The main question we pursued in the present study was how durable event files are. Previous studies showed that event files can survive for at least 4 s between the first (binding-inducing) trial and the second (binding-retrieving)
trial (Hommel & Colzato, 2004) in the case of target-response bindings while distractor-response bindings seem to survive for only about 2 s (Frings, 2011). However, these observations were made in the absence of any other stimulus or action between binding and retrieval, and therefore provide only a measure of pure memory decay over a relatively short period of time. Some more evidence was provided by Pösse, Waszak, and Hommel (2006), who found small but significant after-effects of bindings created three trials ago and even after a task switch. Frings and Rothermund (2011) also found distractor-response binding effects intact with one trial intervening between the binding-inducing and binding-retrieving trial. Yet, in the few previous studies timing and intervening trials were not systematically varied. Given that memory researchers disagree with respect to the question whether forgetting reflects pure decay or interference for more than 80 years (McGeoch, 1932; Altmann & Schunn, 2012), we thus aimed to disentangle decay and interference in a more systematic fashion. We did so by means of two experiments. In both experiments, we investigated two kinds of stimulus-response bindings: target-response binding (binding between relevant stimulus feature and response; Hommel, 1998) and distractor-response binding (binding between irrelevant stimulus feature and response; Hommel, 1998; Frings, Rothermund, & Wentura, 2007).

**Experiment 1A-C**

Experiment 1 investigated whether event files are sensitive to the processing of other stimulus events (and the resulting object files) occurring between formation and retrieval of the respective binding. We compared the impact of unfilled intervals from 1 to 5 s between the trial that induced the creation of the stimulus-response bindings and the trial that induced the retrieval of these bindings (Experiment 1A), the impact of intervals that were filled with repeated presentation of the same neutral stimulus (1B), and the impact of intervals with changing stimuli (1C).

**Method**

**Participants**

Sixty adults took part for pay in single sessions, 20 each in Experiment 1A, 1B, 1C. All participants reported having normal or corrected to normal vision and were not familiar with the purpose of the experiment.

**Apparatus and stimuli**

The experiment was controlled by a Hewlett Packard Vectra QS20 computer, attached to an Eizo 9080i (16-inch) monitor. Participants faced three grey square outlines on a black background, vertically arranged as illustrated in Fig. 1. From a viewing distance of about 60 cm, each square measured 1.2 x 1.2 deg. The uppercase letters O and X (0.3 x 0.4 deg) served as S1 and S2 alternatives, which were presented in white in the top or bottom frame. Intervening letters (fillers) appeared in the middle frame. Response cues also appeared in the middle frame (see Fig. 1), with rows of three white left- or right-pointing arrows indicating a left and right keypress (R1), respectively. Responses were made with the index fingers of the left or right hand, by pressing a left or right of two board-mounted microswitches, respectively.

**Procedure and design**

Participants made two responses in each trial: A precued, simple R1 to S1 onset and a binary-choice R2 to S2 shape. R1 was a simple reaction with the left or right key, as indicated by the response cue, to be carried out as soon as the first stimulus (S1) appeared, independent of its shape or location. Participants were told that there would be no systematic relationship between S1 and R1 and they were encouraged to respond to the onset of S1 only, thus disregarding the stimulus attributes.

Between S1 and S2 there was an SOA of 1 s plus 0, 2, or 4 “filler intervals” of 1 s each. In Experiment 1A, these intervals were always unfilled (No Filler), that is, after the response cue only S1 and S2 appeared with an SOA of 1, 3, or 5 s. In Experiment 1B, the intervals were filled with the neutral uppercase letter I (Repeated Filler). That is, if S1 and S2 were separated by two or four 1-s intervals, the letter I was presented during the first 400 ms of each of these intervals—while the zero-interval condition was exactly as in Experiment 1A (i.e., no filler appeared). Participants were instructed to wait after their first response until an O or X would appear and then react according to the specified mapping rule, while the letter I should be ignored. In Experiment 1C, the intervening intervals were filled with random selections (without replacement) from the neutral letters I, J, L, and T (Changing Filler). That is, if S1 and S2 were separated by two or four intervals, a different neutral letter appeared in the first 400 ms of each of them. Participants were again to wait after their first response for another O or X and then react according to the specified mapping rule. R2 was a binary-choice reaction to the form of S2. Half of the participants responded to the O and X by pressing the left and right key, respectively, while the other half received the opposite mapping.

The sequence of events in each trial is illustrated in Fig. 1. Subsequent to the intertrial interval of 2000 ms, a response cue signaled R1 for 1500 ms, followed by a blank interval of 1000 ms. Then S1 appeared for 400 ms, followed by a blank interval of 600 ms and 0, 2, or 4 intervals of 1000 ms each, so that the SOA between the two target stimuli amounted to 1, 3, or 5 s. If R1 was incorrect or not given within 600 ms, a new trial was...
initiated. Otherwise S2 appeared—after the filler intervals, if applicable—and stayed until R2 was given or 2000 ms had passed. If any response was incorrect or missing, a short beep was presented, and the trial was recorded and repeated at some random position in the remainder of the block.

Each experiment consisted of 40 randomly determined practice trials and three experimental blocks. Each block comprised 96 randomly ordered trials, which were composed by a factorial combination of the two shapes and two locations of S2, the two possible relationships between S1 and S2 (i.e., repetition vs. alternation) regarding shape and location, the two possible relationships between R1 and R2 (repetition vs. alternation), and the three different numbers of filler intervals. A short break was allowed after each experimental block.

Results

R1 was missing in 3.9% of all trials and was incorrect in 1.3% of the remaining in-time trials. Correct responses were given in 315 ms on average. Data for R1 were not further analyzed. Trials with a missing R2 (0.1% of all trials with a correct R1) were also excluded from analysis. As reported in the Supplement, Reaction times (RTs) and errors were analyzed by means of a Response Repetition x Location Repetition x Shape Repetition x SOA (1, 3, or 5 s) x Experiment (no filler vs. repeated filler vs. changing filler) MANOVA with Pillai’s trace as the criterion. However, for the sake of readability, we here report only results from three-way analyses of the S-R binding effects (i.e., the interactions of response repetition with the repetition of the task-relevant stimulus shape and with the repetition of the task-irrelevant stimulus location) as a function of SOA and Experiment (see Fig. 2).

Binding of (task-relevant) stimulus shape and response

In RTs, the main effect of SOA was significant, $F(2,56) = 23.97, p < .001, \eta_p^2 = .46$, showing that the binding effects significantly decreased over time. Neither the main effect of Experiment, $F(2,57) = 1.53, p = .22, \eta_p^2 = .05$, nor the SOA-by-Experiment interaction, $F(4,114) = 1.66, p = .16, \eta_p^2 = .06$, was significant, suggesting that the decrease of the binding after-effect over time was not modulated by filler type. The
error rates yielded the same pattern: while the main effect of SOA was significant, $F(2,56) = 23.97, p < .001, \eta_p^2 = .55$, the main effect of Experiment, $F(2,57) = 1.54, p = .23, \eta_p^2 = .05$, and the interaction, $F(4,114) = 1.89, p = .16, \eta_p^2 = .05$, were not.

**Binding of (task-irrelevant) stimulus location and response**

In RTs, the main effect of SOA was significant, $F(2,56) = 12.77, p < .001, \eta_p^2 = .31$, showing that the binding effects significantly decreased over time. Again, neither the main effect of Experiment, $F(2,57) = 1.15, p = .32, \eta_p^2 = .04$, nor the interaction, $F(4,114) = 2.06, p = .090, \eta_p^2 = .07$, was significant, suggesting that the decrease of the binding after-effect over time was not modulated by filler type. The error rates yielded a comparable pattern, the main effect of SOA was significant, $F(2,56) = 10.52, p < .001, \eta_p^2 = .27$, but the main effect of Experiment was not, $F(2,57) = 1.54, p = .23, \eta_p^2 = .05$. This time the interaction effect was significant, $F(4,114) = 2.77, p = .031, \eta_p^2 = .09$, showing that the SOA effect varied with filler type. However, Fig. 2 indicates that this does not reflect a systematic pattern: the error functions compared well with those obtained for shape-response binding with respect to the shortest and the longest SOA; only the medium SOA showed a somewhat stronger drop of effect size from the first to the second SOA for the no-filler as compared to the changing-filler condition.

**Experiment 2A-B**

Experiment 2 investigated whether event files are sensitive to the processing of other stimulus-response events (and the resulting event files) occurring between formation and retrieval of the respective binding. It did so by comparing the impact of intervals filled with task-unrelated stimulus-response combinations (2A) with the impact of intervals filled with
repetitions of the response inducing the binding to new stimuli (2B). The key question was whether the binding effects would decay over time and/or whether the decay would depend on or be boosted by particular intervening events. Note that our design allowed us to assess effects of intervening events on task-relevant and task-irrelevant stimulus and stimulus-response bindings. Given that task-irrelevant bindings are known to be weaker than task-irrelevant bindings (Hommel, 1998) — presumably due to less effective retrieval of the former (Hommel, 2019), it seems possible that the former are more strongly affected by intervening events than the latter.

Method

Forty adults took part for pay in single sessions, 20 in Experiment 2A and 20 in 2B. All participants reported having normal or corrected-to-normal vision and were not familiar with the purpose of the experiment. The method was as in Experiment 1C (Changing Filler) with the following exceptions. Participants operated left and right response key with the index and middle finger on their dominant hand. In Experiment 2A each neutral letter was to be responded to by pressing the space bar of the computer keyboard (operated by the non-dominant hand), that is, one press for each neutral letter. Experiment 2B also required a response to each of the neutral letters but here participants were to repeat their first response. That is, they performed R1 in response to S1 and repeated that response with each new letter until S2, the second O or X, signaled R2.

Results

R1 was missing in 2.9% of all trials and was incorrect in 0.5% of the remaining in-time trials. Correct R1 responses were given in 279 ms on average. After excluding trials with a missing R2 (0.09% of all trials with a correct R1) R2 data were analyzed analogously to Experiment 1. The analytical approach was exactly as in Experiment 1, except that the Experiment factor had only two levels (neutral response vs. R1 repetition). Results are shown in Fig. 2.

Binding of (task-relevant) stimulus shape and response

In RTs, the main effect of SOA was significant, $F(2,37) = 21.27, p < .001, \eta^2_p = .54$, showing that the after-effects of binding decreased over time. The main effect of Experiment was again not significant, $F(1,38) = 0.74, p = .397, \eta^2_p = .02$, but the interaction of SOA and Experiment approached the significance criterion, $F(2,374) = 3.23, p = .051, \eta^2_p = .15$. A closer look reveals that this was due to a numerically stronger effect of filler type at the first SOA, which disappeared at the longer SOAs. The error rates yielded the same pattern, with a significant main effect of SOA, $F(2,37) = 9.20, p = .001, \eta^2_p = .33$, a non-significant main effect of Experiment, $F(1,38) = 0.14, p = .714, \eta^2_p < .01$, and a significant interaction, $F(2,37) = 3.91, p = .029, \eta^2_p = .15$. Again, the reason was a stronger effect of filler type at the first as compared to the other SOAs.

Binding of (task-irrelevant) stimulus location and response

In RTs, the main effect of SOA was significant, $F(2,37) = 7.21, p = .002, \eta^2_p = .28$, showing that the binding effects significantly decreased over time. Neither the main effect of Experiment, $F(1,38) < 0.01, p = .935, \eta^2_p < .01$, nor the interaction, $F(2,37) = 1.01, p = .373, \eta^2_p = .05$, was significant, suggesting that the decrease of the binding after-effect over time was not modulated by filler type. The error rates yielded the same pattern: while the main effect of SOA was significant, $F(2,37) = 25.99, p < .001, \eta^2_p = .58$, the main effect of Experiment, $F(2,57) = 1.54, p = .23, \eta^2_p = .05$, and the interaction, $F(2,37) = 1.15, p = .327, \eta^2_p = .06$, were not.

General discussion

The aim of this study was to compare the impact of temporal decay and interference by other object or event files on the after-effects of stimulus-response binding. Two observations are of particular importance for assessing the impact of time and interference.

First, all eight analyses of target-response and distractor-response binding effects on RTs and error rates showed a clear SOA effect, suggesting that the after-effects of stimulus-response bindings disappear over time. On the one hand, the time it took these after-effects to approach the lower asymptote (about 5 s) was relatively short, suggesting that event files are more related to short- than long-term memory. On the other hand, however, it is important to consider that our study, and event-file studies in general, keep repeating and alternating very few stimulus and response features over many trials. If an event file is created in every trial, this must generate substantial amounts of noise produced by still somewhat active event files that are frequently reactivated by a reoccurring stimulus or response features. This might differ from conditions in which each event file is unique by not sharing any features with other event files. Hence, even our pure decay condition in Experiment 1A might be considered to have included a certain degree of proactive interference from lingering event-file activation. Whether this did or did not play a role, our findings suggest that event files can become functionally disintegrated after about 5 s.
Second, five out of eight analyses did not provide any evidence for a modulation of this disintegration through intervening stimulus or stimulus-response events. This suggests that intervening events did not contribute to the disintegration, which implies that the number and type of recently created object or event files does not induce any competition with other event files, at least not any more competition than the general “noise” discussed above might generate. Hence, there does not seem to be a strict capacity limitation regarding the concurrent maintenance of object or event files. It is true that the three remaining analyses did produce interactions between condition and SOA that reached or were close to the significance criterion. However, a closer look revealed that the causes responsible for these interactions (Experiment 1: stronger drop from 1st to 2nd SOA in one condition with later convergence of all conditions at the 3rd SOA; Experiment 2: difference of the two conditions at the 1st SOA that disappeared and later SOAs) are unlikely to do with different decay rates. True, the inconsistent pattern of the interaction effects of intervening events and binding is harder to interpret, which is why we hesitate to conclude that there is no interference at all. Yet, Bayesian statistics and post hoc power analyses\(^1\) suggest that interference effects are unlikely to be of a size that could fully account for the observed decrease of binding effects over time. Taken together, it is fair to conclude that the main impact on binding effects is due to decay not interference.

Finally, a closer look at the SOA/forgetting functions of binding effects suggests that the observed decay functions is linear (indeed, linear trends do fit the data quite well), which might be taken to be at odds with the common findings of power functions in memory research. Yet, given the evidence that linear and power functions can be converted into each other (Kahana & Adler, 2002), and that we have only three SOA levels for measuring trends here, we hesitate to put much emphasis on this observation. Future research might more effectively investigate the question whether event-file decay differs from the typical memory power function by using more fine-grained SOA levels.

Our findings suggest that longer temporal distances between the creation and the retrieval of stimulus-response bindings tend to reduce their impact, suggesting that successful retrieval becomes less likely as a function of time. And yet, whether anything happens during that time does not seem to play any role for the reduced impact. In particular, the creation of other object or event files during that time does not seem to create any competition or interference that would make the retrieval of other files less likely. Hence, we did not find direct evidence for interference, even though it remains possible that (proactive) interference plays a somewhat more indirect role by increasing internal noise that in turn boosts decay. This apparent lack of capacity limitations for event files must be considered particularly remarkable as responses to intervening events (Spadaro, He, & Milliken, 2012) and even entirely irrelevant stimulus events (as evidenced by the suffix effect, Crowder, 1967) have been shown to interfere with performance in more conventional short-term memory paradigms.

Taken altogether, our findings suggest that the after-effects of stimulus-response binding lose impact over (relatively short) time, independently from other intervening events. We note, however, that this conclusion only holds for short-term bindings and trial-to-trial effects, as investigated in the present study. It may well be that bindings can be transformed into longer lasting S-R episodes (Moeller & Frings, 2017; Frings, Moeller, & Horner, 2015), the retrieval of which might be governed by other principles.

---

\(^1\) Post-hoc power analyses (computed with G-Power 3.1; Faul, Erdfelder, Lang, & Buchner, 2007) suggest that the power to observe between-participants interaction effects of the same size as the decay effects was at least \(1-B = 0.92\) in our study. In addition, Bayes factors for interference effects were between 0.6 and 4, suggesting indecisive evidence (Wagenmakers, Wetzels, Borsboom, & van der Maas, 2011).

---
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