The theory of symmetric functions has been extended to the case where each variable is paired with an anticommuting one. The resulting expressions, dubbed superpolynomials, provide the natural $N = 1$ supersymmetric version of the classical bases of symmetric functions. Here we consider the case where more than one independent anticommuting variable is attached to each ordinary variable. First, the $N = 2$ super-version of the monomial, elementary, homogeneous symmetric functions, as well as the power sums, are constructed systematically (using an exterior-differential formalism for the multiplicative bases), these functions being now indexed by a novel type of superpartitions. Moreover, the scalar product of power sums turns out to have a natural $N = 2$ generalization which preserves the duality between the monomial and homogeneous bases. All these results are then generalized to an arbitrary value of $N$. Finally, for $N = 2$, the scalar product and the homogeneous functions are shown to have a one-parameter deformation, a result that prepares the ground for the yet-to-be-defined $N = 2$ Jack superpolynomials.

1 Introduction

1.1 The theory of $N = 1$ superpolynomials

The classical theory of symmetric polynomials turns out to have a rich and nontrivial extension when additional Grassmannian variables are involved. More precisely, in addition to be functions of the usual variables $x_1, \ldots, x_N$, these generalized polynomials (thereby dubbed superpolynomials) also depend upon anticommuting variables $\theta_1, \ldots, \theta_N$, where $\theta_i \theta_j = -\theta_j \theta_i$, (so that $\theta_i^2 = 0$). The “symmetric” requirement amounts to enforce the symmetry under the simultaneous interchange of pairs $(x_i, \theta_i)$ and $(x_j, \theta_j)$. Two simple examples of symmetric superpolynomials for $N = 2$ are

$$\theta_1 x_1^2 x_2 + \theta_2 x_2^2 x_1 \quad \text{and} \quad \theta_1 \theta_2 (x_1^2 x_2 - x_1 x_2^2).$$

(The symbol indicating the number of variables of each type, $N$, should not be confused with that giving the number of supersymmetries, $N$.) Note that symmetric superpolynomials that do not depend upon anticommuting variables are ordinary symmetric polynomials (equivalently, these are $N = 0$ superpolynomials.

The classical bases of symmetric polynomials, namely, the monomial symmetric functions, the power sums, as well as the elementary and homogeneous symmetric functions, all have a natural extension to the super-case $\mathbb{N}$. Even more remarkably, the Schur, Jack and Macdonald polynomials can also be generalized to superspace. An amazing feature of this extension is that most of the properties of these
symmetric polynomials are preserved or extended in a natural way, in spite of the complications brought in by the presence of anticommuting variables.

Let us substantiate the last statement (thereby fixing the targets for the program initiated here). Like their $N=0$ counterpart, the Jack superpolynomials are defined by two conditions: triangularity (in the monomial basis) and orthogonality. The latter can be defined either from the “combinatorial” scalar product (defined in terms of the power sums) \[10\] or the “physical” one (defined by a Selberg-type integral) \[8\]. The qualifier “physical” refers to the framework of an alternative characterization of the Jack superpolynomials as the eigenfunctions of a supersymmetric quantum-mechanical $N$-body problem. Among other noteworthy features of the Jack polynomials that are lifted to the super-level, we single out the remarkable clustering property \[13\] at negative fractional values of the free parameter $\alpha$ (for the so-called admissible partitions) \[7, 11\] and the connection with singular vectors of the (super)Virasoro algebra \[1, 12, 19\].

Most of these results can be generalized to the Macdonald superpolynomials \[2, 3\]. These are specified by two parameters $q$ and $t$ (where the Jack limit is $q = t^\alpha$, $t \to 1$). Setting $q = t$ yields a one-parameter family of Schur-like superpolynomials. It happens that these display remarkable combinatorial properties for two special cases: $t = 0$ and $t \to \infty$. The Pieri rules for these two versions of the Schur superpolynomials have been obtained, revealing a rich underlying combinatorial structure \[4, 15\]. Now, a truly remarkable observation is that the (plethystic deformation of the) Macdonald superpolynomials appear to have a positive decomposition in the Schur basis (the $t = 0$ version), which is recognized as a supersymmetric extension of the original Macdonald conjecture \[2\] (which holds when the degree in the Grassmannian variables is large enough \[5\]).

### 1.2 The $N=2$ superpolynomials: a first encounter

In the present work, we open a new section to this program by further extending the classical symmetric polynomials to be functions of two independent sets of anticommuting variables $\theta_1, \ldots, \theta_N$ and $\phi_1, \ldots, \phi_N$. Here, we not only impose that the variables in each set anticommute among themselves:

\[
\theta_i \theta_j = -\theta_j \theta_i, \quad \phi_i \phi_j = -\phi_j \phi_i, \quad (2)
\]

but we also require the anticommutativity of two of the distinct types of variables:

\[
\theta_i \phi_j = -\phi_j \theta_i. \quad (3)
\]

(Note that the commuting variables commute with the anticommuting ones: $x_i \theta_j = \theta_j x_i$ and $x_i \phi_j = \phi_j x_i$.) Moreover, we generalize the symmetry requirement to be the invariance under the interchange of two triplets $(x_i, \phi_i, \theta_i) \leftrightarrow (x_j, \phi_j, \theta_j)$. We call the resulting objects $N=2$ symmetric superpolynomials (and refer to those superpolynomials with no $\phi_i$ variables as $N=1$ superpolynomials) \[21\].

Let us return for a moment to the $N=1$ symmetric superpolynomials. A simple basis in which they can be expanded is the one generated by the product of power sums. Obviously, to the usual power sum $p_k$ we need to adjoin a fermionic companion denoted $\tilde{p}_k$, where

\[
p_k = \sum_{i=1}^{N} x_i^k \quad \text{and} \quad \tilde{p}_k = \sum_{i=1}^{N} \theta_i x_i^k. \quad (4)
\]

The two examples displayed in eq. (1) can be rewritten as $\tilde{p}_2 p_1 - \tilde{p}_3$ and $\tilde{p}_2 \tilde{p}_1$ respectively.

How does this generalize to the $N=2$ case? One certainly needs to add the $\phi$-version of $\tilde{p}_k$:

\[
\tilde{p}_k' = \sum_{i=1}^{N} \phi_i x_i^k. \quad (5)
\]
(Note that a different notation will be used in the main text for the power sums.) Having added two sets of anticommuting variables naturally suggests that adding two independent fermionic power sums would be sufficient. However, consider the following simple example:

$$\phi_1 \theta_1 x_1 + \phi_2 \theta_2 x_2.$$  

(6)

This certainly satisfies our symmetry requirement. But it is straightforward to see that it cannot be expressed in terms of $\tilde{p}_1$ and $\tilde{p}_1'$. Therefore, a fourth type of power sums needs to be introduced, namely:

$$\hat{p}_k = \sum_{i=1}^{N} \phi_i \theta_i x_i^k.$$  

(7)

Observe that the example (6) is simply $\hat{p}_1$ for $N = 2$.

Four varieties of power sums, two fermionic and two bosonic, are thus necessary for the formulation of this multiplicative basis. This is also the case for the other multiplicative bases (elementary and homogeneous).

Symmetric $\mathcal{N} = 2$ superpolynomials are labelled by $\mathcal{N} = 2$ superpartitions. The occurrence of four types of power sums suggests that the superpartitions are composed of four partitions. The splitting of these four types into two bosonic and two fermionic ones further entails that two of these partitions – the one associated with the product of the $\tilde{p}_k$ and the other with that of the $\tilde{p}_k'$ – will have a restriction, namely that their parts should be distinct.

The primary objective of this work is to present a detailed analysis of the $\mathcal{N} = 2$ supersymmetric version of the classical bases $m_{\lambda}, e_{\lambda}, h_{\lambda}$ and $p_{\lambda}$ (using the standard notation in which $\lambda$ is a partition, cf [17]), including their generating functions and the relationships between them. Moreover, we determine the proper modification of the scalar product in the power-sum basis, with respect to which the $\mathcal{N} = 2$ generalized versions of $m_{\lambda}$ and $h_{\lambda}$ are dual bases.

Somewhat surprisingly, the $\mathcal{N} = 2$ classical bases can be generalized straightforwardly to a generic value of $\mathcal{N}$. Here again, we can fix the scalar product and still preserve the duality between monomial and homogeneous polynomials.

Back to the $\mathcal{N} = 2$ context. The scalar product is found to have a natural deformation by a free parameter, denoted $\alpha$. We also observe that the $\alpha$-deformation of the homogeneous functions can be defined in a natural way, by still preserving their duality with the monomials.

1.3 Motivation

The extension of the classical theory of symmetric functions to superpolynomials with an arbitrary number of anticommuting partner variables is of interest on its own. However, the ultimate objective of this work is to pave the way for the construction of the $\mathcal{N} = 2$ Jack superpolynomials. We expect those to be defined by directly extending the $\mathcal{N} = 0, 1$ definition to the $\mathcal{N} = 2$ case, namely, in terms of two conditions: triangularity in the monomial basis and orthogonality. The scalar product with respect to which we expect the yet-to-be-defined $\mathcal{N} = 2$ Jack superpolynomials to be orthogonal is precisely the $\alpha$-deformation of the power sums scalar product just alluded to. Moreover, the three companions of the deformed $h_n$ are candidates for the particular $\mathcal{N} = 2$ Jack superpolynomials that are indexed by a superpartition represented by a single row diagram. However, the generic construction of the $\mathcal{N} = 2$ Jack superpolynomials is still a work in progress due to some difficulties that are discussed at the end of this article.
1.4 Organization of the article

The superpartitions are introduced in section 2.1, together with their diagrammatic representation. The monomial superfunctions, introduced in section 2.4, are readily obtained from the structure of the superpartition and the symmetrization process.

In section 3.1 we introduce our main technical tool for the demonstration of many results pertaining to the multiplicative bases, a trick lifted from [9] but barely exploited there. The idea is to interpret a product of $p$ Grassmannian variables $\theta_j$ times a polynomial in $x_i$, as a $p$-form and to introduce a differential operator $\mathcal{D}$ that transforms $p$-forms into $p+1$-forms using the formal identification $dx_i \leftrightarrow \theta_i$. A similar operator, denoted as $\mathcal{D}$, acts on polynomials involving products of $\phi_i$'s, this time with $dx_i \leftrightarrow \phi_i$.

Let $f_k$ stand for either $p_k, e_k$ or $h_k$. Then the three companions of $f_k$ are generated from it by acting with $\mathcal{D}, \mathcal{D}$ and $\mathcal{D}$. Moreover, the $f_k$ generating function, when acted upon by a deformation of the product $\mathcal{D} \mathcal{D}$, denoted $\mathcal{O}$ (namely, this is the operator $(1 + \mathcal{D})(1 + \mathcal{D})$ defined in (43)), produces the generating function for the $\mathcal{N} = 2 f$-type multiplicative basis. This is the subject of sections 3.2-3.3. Next, simple recursion relations for the four components of the three multiplicative bases are derived from the relationships between their generating functions in §3.4. Finally, in §3.5, the $\mathcal{N} = 2$ reproducing kernel is written down, which yields the super-version of the power sums scalar product. The validity of the presented kernel is then confirmed by the verification of the dual nature of the monomial and homogeneous $\mathcal{N} = 2$ versions.

In section 4, we present the extension of the previous results for an arbitrary number of supersymmetries.

The concluding section contains some preliminary remarks in relation with the still-undefined $\mathcal{N} = 2$ Jack superpolynomials. In particular, we introduce the $\mathcal{N} = 2$ version of the $g^{(\alpha)}_\lambda$ symmetric function (with $g^{(1)}_\lambda = h_\lambda$). These generalized $g^{(\alpha)}_\lambda$'s are shown to be orthogonal to the super-monomial functions with respect to the one-parameter extension of the $\mathcal{N} = 2$ scalar product.

Three appendices complete this article. The proof of a simple identity is the subject of the first one. In Appendix B, we present an algorithm describing the decomposition of the product of two monomials in the monomial basis. This construction is then used in Appendix C to demonstrate the completeness of the three multiplicative bases, ensuring thus their "basis" qualifier.

2 Superpartitions and monomial superfunctions

2.1 Superpartitions.

We recall that an $\mathcal{N} = 1$ superpartition $\Lambda$ is composed of two partitions, $\Lambda = (\Lambda^a; \Lambda^s)$, where $\Lambda^a$ has distinct parts and $\Lambda^s$ is an ordinary partition [9]. The superpartition $\Lambda$ is said to belong to the $(n|m)$ sector if the number of parts of $\Lambda^a$, called the fermionic degree, is $m$ and the degrees of $\Lambda^a$ and $\Lambda^s$ add up to $n$. In other words, a superpartition belonging to the $(n|m)$ sector is such that

$$\Lambda = (\Lambda^a; \Lambda^s) = (\Lambda_1, \cdots, \Lambda_m; \Lambda_{m+1}, \cdots, \Lambda_N), \quad \text{with} \quad \sum_{i=1}^{N} \Lambda_i = |\Lambda^a| + |\Lambda^s| = n,$$

and where $\Lambda_1 > \Lambda_2 > \cdots > \Lambda_m \geq 0$ and $\Lambda_{m+1} \geq \Lambda_{m+2} \geq \cdots \geq \Lambda_N$. \hspace{1cm} (8)

The upper index $a$ and $s$ denote respectively antisymmetric and symmetric components. Note that these adjectives refer to the structure of the superpolynomials they label and not to the partitions per se. For the same reason, the parts $\Lambda_1, \cdots, \Lambda_m$ are often called the fermionic parts.
In the $\mathcal{N} = 2$ case, as mentioned in the Introduction, we need two extra partitions to keep track of the interplay between the two different types of fermionic variables and the commuting variables. Hence, the following definition.

**Definition 2.1.** An $\mathcal{N} = 2$ superpartition $\Lambda$ is an ordered sequence of nonnegative integers, in which the integers can also be marked by an overline, an underline, or an overline and an underline at the same time. Parts that are only overlined (resp. only underlined) need to be distinct and can be equal to zero, while parts that are either unmarked or both overlined and underlined (referred to as bilined in the remainder of the article) have no restriction and can also be equal to zero. A generic element of the superpartition $\Lambda$ is denoted $\Lambda_i$ whether it is marked or not and its numerical value is denoted by $|\Lambda_i|$. The parts appear in decreasing order, and for parts of equal value, the order (denoted $\succ$) is the following: bilined, overlined, underlined, and not marked, i.e.,

$$\Lambda = (\Lambda_1, \Lambda_2, \ldots, \Lambda_\ell), \quad |\Lambda_i| \geq |\Lambda_{i+1}| \quad \text{and} \quad \overline{\pi} > \overline{\pi} \succ \underline{a} \succ a \quad \text{for} \ a = |\Lambda_i|. \quad (9)$$

We also introduce four ordered sets (which we will refer to as the constituent partitions) that collect the different types of parts. Those sets are denoted in the obvious manner $\Lambda, \overline{\Lambda}, \underline{\Lambda}, \Lambda^0$ so that for instance parts that are bilined are collected in the set $\overline{\Lambda}$, while unmarked parts are collected in the set $\Lambda^0$. (Note that in $[11]$, $\overline{\Lambda}$ refers to the fermionic degree, a notation that we shall no longer use.) Rephrased compactly, these conditions are:

$$\forall \Lambda_i, \Lambda_j \in \overline{\Lambda} \text{ or } \Lambda_i, \Lambda_j \in \Lambda^0 \text{ with } i > j, \text{ we have } |\Lambda_i| \geq |\Lambda_j| \geq 0, \quad (10)$$
$$\forall \Lambda_i, \Lambda_j \in \overline{\Lambda} \text{ or } \Lambda_i, \Lambda_j \in \underline{\Lambda} \text{ with } i > j, \text{ we have } |\Lambda_i| > |\Lambda_j| \geq 0. \quad (11)$$

The total number of parts in a superpartition (not counting the zero parts of $\Lambda^0$ but keeping track of those of $\overline{\Lambda}$) defines its length, written $\ell(\Lambda)$. Likewise we denote by $\ell(\overline{\Lambda})$, $\ell(\underline{\Lambda})$ and $\ell(\Lambda^0)$ the number of parts in each of the constituent partitions (not counting again the zero parts of $\Lambda^0$). Let $\Lambda$ be a generic superpartition, we define

$$\overline{\ell}(\Lambda) := \ell(\overline{\Lambda}) + \ell(\underline{\Lambda}), \quad m(\Lambda) := \ell(\underline{\Lambda}) + \ell(\overline{\Lambda}), \quad |\Lambda| := \sum_{i=1}^{\ell(\Lambda)} |\Lambda_i|. \quad (12)$$

These three integers allow us to define the so-called sectors. Given a superpartition $\Lambda$ with

$$\overline{m}(\Lambda) = \overline{m}, \quad m(\Lambda) = m, \quad |\Lambda| = n, \quad (13)$$

we say that $\Lambda$ is a superpartition in the sector $(n|\overline{m}, m)$ and write $\Lambda \vdash (n|\overline{m}, m)$. The set composed of all superpartitions in the sector $(n|\overline{m}, m)$ is denoted $\text{SPar}(n|\overline{m}, m)$, and the set of all $\mathcal{N} = 2$ superpartitions is simply denoted $\text{SPar}$.

**Remark 2.1.** When either $\overline{m}$ or $m$ is 0 we recover $\mathcal{N} = 1$ superpartitions and when both are zero we recover standard partitions, that is

$$\text{SPar}(n|0, 0) = \text{SPar}(n|0), \quad \text{SPar}(n|0, m) = \text{SPar}(n|m), \quad \text{SPar}(n|0, 0) = \text{Par}(n). \quad (14)$$

**Example 2.1.** Let $\Lambda$ be a superpartition,

$$\Lambda = (\overline{3}, 3, \overline{2}, 2, 1, \overline{1}, \underline{1}, 0). \quad (15)$$

Then, from the previous definitions, we have

$$|\Lambda| = 4 + 4 + 3 + 3 + 2 + 2 + 2 + 1 + 0 + 0 = 21$$
$$\ell(\Lambda) = 11, \quad \ell(\overline{\Lambda}) = 4, \quad \ell(\underline{\Lambda}) = 3, \quad \ell(\Lambda^0) = 2, \quad \overline{m} = 7, \quad m = 6, \quad \Lambda \in \text{SPar}(21|7, 6). \quad (16)$$
2.2 Diagrammatic representation

The superpartition notation involving marks suggests the following decorated Ferrers diagram representation. As usual, every part is represented as a row of boxes corresponding to its value but if the part is marked, we add the proper decoration at the end of the row. Overlined parts are decorated with a circle containing a vertical line (v-circle), underlined parts are decorated with a circle containing a horizontal line (h-circle) and bilined parts are decorated with a circle containing both a horizontal and a vertical line (vh-circle). We add the convention that when given the choice, the v-circle should appear on top of the h-circle. This is probably much clearer with the following example.

Taking again the superpartition used in Example 2.1, we have:

\[
\Lambda = (\overline{1}, \overline{4}, \overline{4}, \overline{3}, \overline{2}, \overline{2}, \overline{2}, \overline{1}, \overline{0}, \overline{0}) \leftrightarrow (17)
\]

This example seems a bit ill-selected in order to promote the diagrammatic representation, but it does exhibit all the special features of the \( N = 2 \) superpartitions. The elegance of the notation is somewhat more manifest in the following example.

Example 2.2. The set of superpartitions in the sector \((2|1, 1)\) is given by

\[
\text{SPar}(2|1, 1) = \{ (\overline{1}), (\overline{0}), (\overline{2}, \overline{0}), (2, \overline{0}), (2, 0), (1, \overline{1}), (1, 1), (1, 1, \overline{0}) \}. \tag{19}
\]

Their diagrammatic representation, in the same order, is

\[
\text{SPar}(2|1, 1) \leftrightarrow \left\{ \begin{array}{c} \hspace{0.5cm} \text{Diagram 1} \hspace{1cm} \text{Diagram 2} \hspace{1cm} \text{Diagram 3} \hspace{1cm} \text{Diagram 4} \hspace{1cm} \text{Diagram 5} \hspace{1cm} \text{Diagram 6} \hspace{1cm} \text{Diagram 7} \hspace{1cm} \text{Diagram 8} \hspace{1cm} \text{Diagram 9} \end{array} \right\}
\]

The restrictions on the constituent partitions of the superpartition lead to the following generating function, where \( p(n, \overline{m}, \overline{m}) \) is the number of superpartitions in the sector \((n|\overline{m}, \overline{m})\),

\[
\sum_{n, \overline{m}, \overline{m}} p(n, \overline{m}, \overline{m}) q^n \xi^{\overline{m}} \gamma^{\overline{m}} = \prod_{n=0}^{\infty} \frac{(1 + \xi q^n)(1 + \gamma q^n)}{(1 - \xi \gamma q^n)(1 - q^{n+1})} = (1 + \gamma + \xi + 2\xi \gamma + \xi \gamma^2 + \xi^2 \gamma + 2\xi^2 \gamma^2 + \cdots)q^0 + (1 + 2\gamma + 2\xi + \gamma^2 + 5\xi \gamma + \xi^2 + 4\xi^2 \gamma^2 + \cdots)q^1 + (2 + 4\gamma + 4\xi + 2\gamma^2 + 11\xi \gamma + 2\xi^2 + 10\xi^2 \gamma^2 + \cdots)q^2 + \cdots \tag{21}
\]
For instance, the coefficient of $\xi^2\eta^2$ in the last expression, namely $11$, is the cardinality of $S\text{Par}(2|1,1)$. The generating function highlights the fact that there is an infinite number of superpartitions of fixed degree $n$ which is a feature that does not appear in the $N = 1$ superpartition case. This very point is linked to the fact that $\overline{A}$ can contain an arbitrary number of $0$’s.

**Remark 2.2.** It was noted in [9] that $N = 1$ superpartitions are equivalent to standard MacMahon diagrams (see for instance [20], section 2.1.3), which are also equivalent to overpartitions, as introduced in [6]. The only difference between $N = 1$ superpartitions and overpartitions is that $\bar{a}$ is denoted $a + 1$ in the latter case. There is a similar relation between $N = 2$ superpartitions and the overpartition pairs introduced in [16]. The latter are composed of two ordinary partitions and two partitions with distinct parts. This is also the composition of $N = 2$ superpartitions except that again marked letters are shifted by one unit in overpartition pairs.

### 2.3 Symmetric superpolynomials

The coordinates in $N = 2$ superspace take the form $(x_1, \ldots, x_N; \phi_1, \ldots, \phi_N; \theta_1, \ldots, \theta_N)$, where Greek letters denote Grassmann numbers. We now define $\mathcal{P}(\mathbb{A})$, the ring of polynomials in $x, \phi, \theta$ with coefficients in some base field $\mathbb{A}$. This construction has a tri-grading, that is

$$\mathcal{P} = \bigoplus_{n,\underline{m},\underline{m}} \mathcal{P}(n,\underline{m},\underline{m}),$$

where $\mathcal{P}(n,\underline{m},\underline{m})$ is the finite dimensional module composed of all polynomials of degree $n$ in the variables $x$, degree $\underline{m}$ in the variables $\phi$ and degree $\underline{m}$ in the variables $\theta$.

We now define the $N = 2$ symmetric superpolynomials. Given the polynomial ring in superspace $\mathcal{P}$, the module of symmetric $N = 2$ superpolynomials in $N$ variables with coefficients in $\mathbb{A}$, denoted $\mathcal{P}^{S_N}(\mathbb{A})$, is the subset of $\mathcal{P}(\mathbb{A})$ made out of polynomials that are invariant under the simultaneous exchange of the variables $x_i, \phi_i, \theta_i$. Put more simply, let $f$ be an arbitrary superpolynomial in $\mathcal{P}$, then $f$ is symmetric if and only if $f(x_k, x_l, \phi_k, \phi_l, \theta_k, \theta_l) = f(x_l, x_k, \phi_l, \phi_k, \theta_l, \theta_k)$ for all $k, l$, where for simplicity we only show the dependency in the variables indexed by $k$ and $l$ in the polynomial.

More formally, let us introduce the operators $K_{ij}, \pi_{ij}$ and $\kappa_{ij}$ that generate the action of the symmetric group $S_N$ over the different variables:

$$K_{kl} : x_k \leftrightarrow x_l, \quad \pi_{kl} : \phi_k \leftrightarrow \phi_l, \quad \kappa_{kl} : \theta_k \leftrightarrow \theta_l.$$  \hspace{1cm} (23)

We also define the operator $K_{ij}$ that generate the diagonal action of $S_N$, that is

$$K_{ij} f(x_k, x_l, \theta_k, \theta_l, \phi_k, \phi_l) = K_{ij} \pi_{kl} \kappa_{kl} f(x_k, x_l, \phi_k, \phi_l, \theta_k, \theta_l) = f(x_l, x_k, \phi_l, \phi_k, \theta_l, \theta_k).$$

A polynomial $f(x, \phi, \theta) \in \mathcal{P}$ then belongs to $\mathcal{P}^{S_N}$ if and only if

$$K_{ij} f(x, \phi, \theta) = f(x, \phi, \theta) \quad \forall \quad i, j = 1, \ldots, N.$$  \hspace{1cm} (25)

**Example 2.3.** Let

$$f(x, \phi, \theta) = \phi_1\phi_2\phi_3x_1^2 + \phi_1\phi_2\phi_3x_2^2 + \phi_1\phi_2\phi_3x_3^2 - \phi_1\phi_2\phi_3x_1^2 - \phi_1\phi_2\phi_3x_2^2 - \phi_1\phi_2\phi_3x_3^2,$$  \hspace{1cm} (26)

then, $f(x, \phi, \theta)$ is a $N = 2$ symmetric superpolynomial of degree $(2|1,2)$ since it is invariant under any exchange of the indices. Since $N = 3$, we have that $f(x, \phi, \theta) \in \mathcal{P}^{S_3}(\mathbb{Z})$.

As in the case of symmetric functions, we generically consider that polynomials have an infinite number of variables for formal calculations, and we shall denote by $\mathcal{P}^{S_\infty}(\mathbb{A})$ the ring of symmetric functions over $\mathbb{A}$ in $N = 2$ superspace.
2.4 Monomial basis

In view of defining the monomial basis, we introduce the following compact notation:

\[ [\phi; \theta]_{\Lambda} = \phi^{\tau_1} \theta^{\xi_1} \ldots \phi^{\tau_\ell} \theta^{\xi_\ell}, \]

where

\[ \tau_i = \begin{cases} 1 & \text{if } \Lambda_i \in \overline{\Lambda} \text{ or } \Lambda_0, \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad \xi_i = \begin{cases} 1 & \text{if } \Lambda_i \in \overline{\Lambda} \text{ or } \Lambda_0, \\ 0 & \text{otherwise}. \end{cases} \]

For example we have

\[ \Lambda = (2, 2, 1, 0) \implies [\phi; \theta]_{\Lambda} = \phi_1 \theta_2 \phi_3 \theta_5. \]

Observe that

\[ \sum_i \tau_i = m \quad \text{and} \quad \sum_i \xi_i = m \]

so that \( m \) and \( m \) are the number of fermions of each kind (i.e., the number of \( \phi_i \) or \( \theta_i \) factors respectively).

Similarly, we will write

\[ x^\Lambda = x_1^{\Lambda_1} x_2^{\Lambda_2} \ldots x_\ell^{\Lambda_\ell}. \]

These notations allow us to introduce the monomial functions in a straightforward way.

The monomial symmetric functions in superspace, denoted by

\[ m_{\Lambda}(z, \theta, \phi) = \sum_{m} K_{\omega} [\phi; \theta]_{\Lambda} x^\Lambda, \]

where \( K_{\omega} \) permutes the indices and the prime indicates that the summation is restricted to distinct permutations of \( [\phi; \theta]_{\Lambda} x^\Lambda \).

Example 2.4. Here we give some examples of the monomial functions, the first of which is the superpolynomial \( f(x, \theta, \phi) \) of (26).

\[ m_{(2, 2, 1, 0)} = \phi_1 \phi_2 \theta_3 (x_1^2 - x_2^2) + \theta_1 \phi_2 \phi_3 (x_2^2 - x_3^2) + \phi_1 \theta_2 \phi_3 (x_3^2 - x_1^2), \]

\[ m_{(3, 2, 2, 1, 1)} = \phi_1 \phi_2 \phi_3 \phi_4 \phi_5 \theta_7 x_1^2 x_2^2 x_3 x_4 x_5 \]

\[ \quad + \text{distinct permutations}, \]

\[ m_{(2, 1, 1)} = \phi_1 \phi_2 x_1^2 x_2 x_3 x_4 \]

\[ \quad + \text{distinct permutations}. \]

Note that we took the number of variables to be equal to the length of the indexing superpartition.

Proposition 2.1. The monomials \( m_{\Lambda} \), for \( \Lambda \in S\text{Par} \), form a basis for \( \mathcal{P}^S_{\infty}(\mathbb{Z}) \).

The proof is omitted since it is a straightforward extension of Theorem 16 and Corollary 17 in [9].

3 Multiplicative bases and their generating functions

3.1 Superpolynomials vs differential forms

We now borrow from the analysis of the \( \mathcal{N} = 1 \) case [9] a convenient differential-form formalism. The notion of \((k, k')\)-form is defined as

\[ f(x) = \sum_{\substack{1 \leq i_1, \ldots, i_k \leq N \\& \\& 1 \leq j_1, \ldots, j_{k'} \leq N \leq N}} f_{i_1, \ldots, i_k, j_1, \ldots, j_{k'}}(x) dx^{i_1} \wedge \cdots \wedge dx^{i_k} \wedge dx^{j_1} \wedge \cdots \wedge dx^{j_{k'}}, \]
where the exterior product \( \wedge \) is antisymmetric and \( d x^i \) and \( d x^j \) are considered to be different. Therefore, not only
\[
  d x^i \wedge d x^j = - d x^j \wedge d x^i \quad \text{and} \quad d x^i \wedge d x^j = - d x^j \wedge d x^i, \tag{37}
\]
but also
\[
  d x^i \wedge d x^j = - d x^j \wedge d x^i. \tag{38}
\]

The relation with superpolynomials in the \((n, \tilde{n}) = (k, k')\) fermionic sector is immediate with the correspondence
\[
  d x_i \leftrightarrow \phi_i \quad \text{and} \quad d x_i \leftrightarrow \theta_i. \tag{39}
\]

This relationship also captures the essence of the symmetry requirement imposed on the superpolynomials, namely the invariance with respect to the simultaneous interchange of the two triplets \((x_i, \phi_i, \theta_i)\) and \((x_j, \phi_j, \theta_j)\). Indeed, in this differential-form representation, there is a clear reason for which \( \phi_i \) and \( \theta_i \) are entangled with \( x_i \) in the symmetry transformations: it is because they are both constructed from \( x_i \).

Let us also introduce two distinct exterior differentiations on forms, \( \overline{d} \) and \( d \):
\[
  \overline{d} f(x) = \sum_i \overline{d} x_i \wedge \partial_i f(x) \leftrightarrow \sum_i \phi_i \partial_i f(x) \tag{40}
\]
\[
  d f(x) = \sum_i d x_i \wedge \partial_i f(x) \leftrightarrow \sum_i \theta_i \partial_i f(x). \tag{41}
\]

From \( \overline{d} \) and \( d \), we construct the following two operators:
\[
  \overline{D} = \overline{d} t \wedge d \quad \text{and} \quad D = d t \wedge \overline{d}, \tag{42}
\]
where \( t \) is an auxiliary parameter (typically a degree-counting variable in a generating function). \( \overline{D} \) transforms thus a \((k, k')\)-form into a \((k + 2, k')\)-form. Out of these, we construct the master operator:
\[
  O := (1 + \overline{D})(1 + D). \tag{43}
\]

This operator will be our main tool for calculations involving generating functions, in whose context we will use the correspondences
\[
  t \overline{d} t \leftrightarrow \overline{\tau} \quad \text{and} \quad t d t \leftrightarrow \tau \tag{44}
\]
where both \( \overline{\tau} \) and \( \tau \) are anticommuting variables.

To capture the correspondences \((39)\) and \((44)\), we will often use the following notation:
\[
  [F(x_i, \overline{d} x_i, d x_i, d t, d t)] := [F(x_i, \overline{d} x_i, d x_i, d t, d t)]_{\overline{d} t \rightarrow \phi_i, d t \rightarrow \theta_i, \overline{d} t \rightarrow \phi_i, \overline{d} t \rightarrow \theta_i} \tag{45}
\]
with the understanding that after these substitutions, the wedge products are eliminated. For instance:
\[
  [d x_2 \wedge d x_5 \wedge t d t] = \phi_2 \theta_5 \overline{\tau}. \tag{46}
\]

**Key observation:** The key point of this differential-form formalism is the following: if \( f(x) \) is a symmetric polynomial of degree \( n \), by construction, \([\overline{d} f], [d f]\) and \([\overline{d} d f]\) are guaranteed to be, respectively, symmetric superpolynomials of degree \((n - 1)[1, 0], (n - 1)[0, 1]\) and \((n - 2)[1, 1]\). In the case of a multiplicative basis of the ring of symmetric functions, it turns out that applying \( \overline{d}, d \) and \( \overline{d} d \) on the generators provide natural generators for a \( \mathcal{N} = 2 \) multiplicative basis. Moreover, if \( G(x, t) \) is the generating function of the generators of that multiplicative basis, \([O G(x, t)]\), being constructed out of the exterior derivatives acting on \( G(x, t) \), will be the generating function for its \( \mathcal{N} = 2 \) extension.
3.2 Structure of the multiplicative bases

We now consider the extension of the three multiplicative bases $p_\lambda, h_\lambda$ and $e_\lambda$. Denote a generic basis for $\mathcal{N} = 2$ by $f_\lambda = f_\lambda(z, \theta, \phi)$. The structure of the multiplicative basis is

$$f_\lambda = \tilde{f}_{\lambda_1} \cdots \tilde{f}_{\lambda_\ell},$$

(47)

where

$$\tilde{f}_{\lambda_i} = \begin{cases} 
\mathcal{T}_n & \text{if } \lambda_i \in \bar{\Lambda} \\
\mathcal{F}_n & \text{if } \lambda_i \in \Lambda \\
\mathcal{F}_n & \text{if } \lambda_i \in \Lambda_0 
\end{cases} \quad \text{for } n = |\lambda_i|.

(48)

Here $f_n$ is the classical (with no anticommuting variables) symmetric function under consideration (either $p_n, e_n$ or $h_n$ – see below) while $\mathcal{T}_n, \mathcal{F}_n$ and $\mathcal{F}_n$ are respectively

$$\mathcal{T}_n \propto [\partial f_{n+1}], \quad \mathcal{F}_n \propto [\partial f_{n+1}], \quad \mathcal{F}_n \propto [\partial \partial f_{n+2}],$$

(49)

with proportionality constants depending on the choice of basis and where we use the notation defined in (45). The expressions for the multiplicative-basis generators are collected in Table 1. That these three multiplicative bases are indeed genuine bases is demonstrated in Appendix C.

Remark 3.1. Note that (47) could be written compactly as $f_\lambda = \prod_{i=1}^\ell \tilde{f}_{\lambda_i}$. But we stress that the order of multiplication matters (a different order may induce a sign difference). We take the convention that products are always done with increasing value of the index from left to right, which means for instance that the following is true for every $k$:

$$\prod_{i=1}^\ell \tilde{f}_{\lambda_i} = \prod_{i=1}^k \tilde{f}_{\lambda_i} \prod_{j=k+1}^\ell \tilde{f}_{\lambda_j}.$$  

(50)

Example 3.1. Let $f(x, \theta, \phi)$ be the symmetric superpolynomial (26). We then have

$$f(x, \theta, \phi) = p \mathcal{T}_2 + p \mathcal{F}_3 - p \mathcal{F}_4$$

$$= -\frac{8}{3} h \mathcal{T}_2 - \frac{1}{3} h \mathcal{T}_3 - \frac{2}{3} h \mathcal{F}_3 + h \mathcal{F}_4 + \frac{1}{3} h \mathcal{F}_5 + \frac{2}{3} h \mathcal{F}_6 + \frac{1}{3} h \mathcal{F}_7 - h \mathcal{T}_8$$

$$= \frac{2}{3} e \mathcal{T}_2 + \frac{1}{3} e \mathcal{T}_3 + \frac{2}{3} e \mathcal{F}_3 + \frac{2}{3} e \mathcal{F}_4 + \frac{1}{3} e \mathcal{F}_5 - e \mathcal{F}_6 - \frac{2}{3} e \mathcal{F}_7 - \frac{1}{3} e \mathcal{F}_8 + e \mathcal{T}_9.$$  

(51)

Remark 3.2. The particular normalization used for the power-sum generators is such that the monomial expansion is monic (here $n \geq 0$ except for $p_n$ where $n \geq 1$):

$$p_n = \sum_{k} x_k^n = m_n, \quad \mathcal{P}_n = \sum_{k} \phi_k x_k^n = m_n, \quad \mathcal{P}_n = \sum_{k} \phi_k \theta_k x_k^n = m_{\mathcal{P}_n}.$$  

(52)

Example 3.2. If $\Lambda = (2, 1, 1, 0)$ then the power sum associated to $\Lambda$ is

$$p \mathcal{T}_2 = (\phi_1 \phi_2 + \phi_2 \phi_3 + \cdots) (\phi_1 \phi_2 \phi_3 + \phi_2 \phi_3 \phi_4 + \cdots)^2 (\phi_1 + \phi_2 + \cdots).$$  

(54)
Table 1: The multiplicative bases (with $|\Lambda_i| = n$)

| $f_{\Lambda}$ | $\bar{f}_{\Lambda}$ | $(\bar{d}, \bar{d})$ expression | $m_{\Lambda}$ expression |
|---------------|---------------------|---------------------------------|--------------------------|
| $p_{\Lambda}$ | $\overline{p}_{\Lambda}$ | $\frac{1}{(n+1)!} \bar{d} p_{n+1}$ | $m_{(\pi)}$ |
| $\overline{p}_{\Lambda}$ | $\overline{p}_{\Lambda}$ | $\frac{1}{(n+1)!} \bar{d} p_{n+1}$ | $m_{(\omega)}$ |
| $\overline{p}_{\Lambda}$ | $\overline{p}_{\Lambda}$ | $\frac{1}{(n+2)(n+1)!} \bar{d} d p_{n+2}$ | $m_{(\phi)}$ |
| $h_{\Lambda}$ | $h_{\Lambda}$ | $h_{\Lambda}$ | $\sum_{\lambda \vdash n} m_{\lambda}$, $\sum_{\lambda \vdash (n|1), (|\Xi_1| + 1) m_{\lambda}}$, $\sum_{\lambda \vdash (n|0), (|\Delta_1| + 1) m_{\lambda}}$, $\sum_{\lambda \vdash (n|1), 1) m_{\lambda}}$ |
| $\overline{h}_{\Lambda}$ | $\overline{h}_{\Lambda}$ | $\frac{1}{(n+2)(n+1)!} \bar{d} d h_{n+2}$ | $\sum_{\lambda \vdash (n|1), 1) m_{\lambda}}$ |
| $e_{\Lambda}$ | $e_{\Lambda}$ | $e_{\Lambda}$ | $m_{(1^n)}$, $m_{(1^n, \phi)}$, $m_{(1^n, \overline{\phi})}$ |
| $\overline{e}_{\Lambda}$ | $\overline{e}_{\Lambda}$ | $\frac{1}{(n+2)(n+1)!} \bar{d} e_{n+2}$ | $m_{(1^n, \phi)}$, $m_{(1^n, \overline{\phi})}$ |

where $c_1 = (|\Xi_1| + 2)(|\Xi_1| + 1)$ and $c_2 = \begin{cases} (|\Xi_1| + 1)(|\Delta_1| + 1) & \text{if } |\Xi_1| \geq |\Delta_1| \\ -(|\Xi_1| + 1)(|\Delta_1| + 1) & \text{otherwise} \end{cases}$

**Remark 3.3.** The prefactors of the monomial expansion of $\overline{h}_{\Lambda}, \overline{h}_{\Lambda}, \overline{h}_{\Lambda}$ are related to the action of the exterior differentiations on the monomial basis. For instance, the action of $\overline{d}$ on a monomial with no fermionic part is:

$$\overline{d} m_{\lambda} = \sum_{\lambda \in \lambda} \lambda_k m_{(\lambda_1, \ldots, \lambda_k-1, \ldots)}$$

where the prime on the summation indicates that we sum only on parts of $\lambda$ associated to rows ending with a removable corner (i.e., a box whose removal still yields the diagram of a partition). On the diagram, this operation amounts to replacing a box by a v-circle in every distinct way and adding a factor given by the horizontal position of the v-circle. As an illustration of the above formula, consider

$$\overline{d} m_{\lambda} \leftrightarrow 3m_{\lambda} + 2m_{\lambda} + m_{\lambda}.$$  

(56)  

**Example 3.3.** Let $\Lambda = (\Xi_1, \Xi_1, 1)$, then $h_{\Lambda}$ is

$$h_{\Lambda} = \left(3m_{\Xi_1} + m_{\Xi_1} + 2m_{\Xi_1} + m_{\Xi_1}\right) \left(3 \cdot 2m_{\Xi_1} + 2m_{\Xi_1} - 2m_{\Xi_1} + 2m_{\Xi_1} + m_{\Xi_1}\right) (m_{\phi}).$$

(57)

Note that we wrote the vh-circle as two circles in order to stress the origin of the numerical factors.
3.3 Generating functions

Using the notation (45), we have the following identity:

\[
[(1 + D)(1 + D)]F(tx) = F(tx + \tau \phi + \tau \theta).
\]  

(58)

The proof is elementary and is relegated to Appendix A. The following proposition is an immediate consequence of the key observation (cf. the end of Section 3.1) and the previous identity.

**Proposition 3.1.** If we denote by \( G(t) = \sum_{n \geq 0} t^n f_n \) the generating function for the multiplicative basis \( f_n \), the generating function for the \( N = 2 \) families of generators is

\[
G(t, \tau, \overline{\tau}) = G(tx + \tau \phi + \tau \theta).
\]  

(59)

In particular, with the convention that \( p_0 = 0 \) and \( h_0 = e_0 = 1 \), the three generating functions are

\[
P(t, \tau, \overline{\tau}) = \sum_i \frac{tx_i + \tau \phi_i + \tau \theta_i}{1 - (tx_i + \tau \phi_i + \tau \theta_i)}
\]

\[
= \sum_{n \geq 0} t^n (p_n + (n + 1)\tau \overline{p}_n + (n + 1)\tau p_n - (n + 1)(n + 2)\tau \overline{p}_n),
\]  

(60)

\[
H(t, \tau, \overline{\tau}) = \prod_i \frac{1}{1 - (tx_i + \tau \phi_i + \tau \theta_i)} = \sum_n t^n (h_n + \tau \overline{h}_n + \tau h_n - \tau \overline{h}_n),
\]  

(61)

\[
E(t, \tau, \overline{\tau}) = \prod_i (1 + tx_i + \tau \phi_i + \tau \theta_i) = \sum_n t^n (e_n + \tau \overline{e}_n + \tau e_n - \tau \overline{e}_n).
\]  

(62)

We stress that in the above expressions, the coefficients of \( t^n \) are all bosonic (i.e., commuting) since \( \tau \) and \( \overline{\tau} \) are, we recall, Grassmannian variables. Observe that the signs in the terms involving \( \tau \overline{\tau} \) come from the anticommutation of \( \overline{\tau} \) and \( \overline{\tau} \).

3.4 Relations between bases

The expressions (60), (61) and (62) are related as follows:

\[
H(t, \tau, \overline{\tau}) E(-t, -\tau, -\overline{\tau}) = 1,
\]  

(63)

\[
H(t, \tau, \overline{\tau}) P(t, \tau, \overline{\tau}) = (t \partial_t + \overline{\tau} \partial_{\overline{\tau}} + \tau \partial_{\tau}) E(t, \tau, \overline{\tau}),
\]  

(64)

\[
E(t, \tau, \overline{\tau}) P(-t, -\tau, -\overline{\tau}) = -(t \partial_t + \overline{\tau} \partial_{\overline{\tau}} + \tau \partial_{\tau}) E(t, \tau, \overline{\tau}).
\]  

(65)

From these relations, we derive a number of identities displayed in Table 2.

The first identity in each group is the classical one [17]. The middle one (and its equivalent form obtained by replacing \( \overline{\tau} \rightarrow \tau \) and \( \overline{\tau} \rightarrow \tau \)) has been derived in [9]. The third one is novel. Note that the second and third relations in each group can also be recovered by operating on the first one with \( d \) and \( \overline{d} \) respectively, using the differential-form correspondences given in Table 1.

Let us introduce the homomorphism \( \hat{\omega} : \mathcal{P}^{S_{\infty}} \rightarrow \mathcal{P}^{S_{\infty}} \) defined in the following way on the generators of the elementary basis:

\[
\hat{\omega} : e_n \rightarrow h_n, \quad \tau_n \rightarrow \overline{h}_n, \quad \overline{\tau}_n \rightarrow h_n, \quad \overline{e}_n \rightarrow \overline{h}_n.
\]  

(66)

**Proposition 3.2.** The homomorphism \( \hat{\omega} \) is an involution \( (\hat{\omega})^2 = 1 \), which implies that

\[
\hat{\omega} : h_n \rightarrow e_n, \quad \overline{h}_n \rightarrow \overline{e}_n, \quad \overline{h}_n \rightarrow \overline{e}_n, \quad \overline{h}_n \rightarrow \overline{e}_n.
\]  

(67)
Comparing with A-3 and using the induction hypothesis, we immediately have that

**Proposition 3.3.** We then have

$$\hat{\omega}(p_n) = (-1)^n p_n,$$

$$\hat{\omega}(\overline{p}_n) = (-1)^n e_n$$

so that the resulting action on $p_A$ is

$$\hat{\omega}(p_A) = \omega_A p_A, \quad \omega_A = (-1)^{|A| - \ell} \sum_{t=0}^{\ell} (-1)^t \Lambda_t.$$
Proof. The proof follows directly by applying \( \hat{\omega} \) on equations B-2 and B-3 of Table 2 and comparing with equations C-2 and C-3.

### 3.5 Scalar product and reproducing kernel

**Definition 3.1.** We define a scalar product on \( \mathcal{P}^{S_{\infty}} \) by

\[
\langle p_{\Lambda}^\top | p_{\Omega} \rangle = z_{\Lambda} \zeta_{\Lambda} \delta_{\Lambda,\Omega},
\]

where

\[
z_{\Lambda} = z_{\Lambda_0} = \prod_{k \geq 1} k^{n_{\Lambda_0}(k)} n_{\Lambda_0}(k)!,
\]

\[
\zeta_{\Lambda} = \zeta_{\Lambda_0} = \prod_{k \geq 0} \frac{n_{\Lambda_0}(k)!}{(k + 1)^n_{\Lambda_0}(k)},
\]

and

\[
p_{\Lambda}^\top = (-1)^{\left( m_{\Lambda_0} - m_{\Lambda_0} \right)} p_{\Lambda},
\]

with \( n_{\Lambda}(i) \) denoting the number of parts equal to \( i \) in the partition \( \Lambda \).

The sign is only introduced to simplify the computations that will appear later on. Since the sign does not vary in a given fermionic sector, the norm of any element in that sector is either always positive or always negative. Observe that the symbol \( ^\top \) stands for the operation that reverses the order of the anticommuting variables.

The norm of \( p_{\Lambda} \) in the scalar product comes from the reproducing kernel that we now introduce.

**Theorem 3.1.** Let \( K(x, y, \phi, \tau, \theta, \overline{\tau}, \overline{\theta}) \) be the bi-symmetric formal power series given by

\[
K(x, y, \phi, \tau, \theta, \overline{\tau}, \overline{\theta}) = \prod_{i,j} \frac{1}{1 - x_i y_j - \phi_i \tau_j - \theta_i \overline{\tau}_j}.
\]

We then have

\[
K(x, y, \phi, \theta, \tau, \overline{\tau}) = \sum_{\Lambda \in S_{\text{Par}}} (-1)^{\left( \overline{\tau}_\Lambda - \tau_\Lambda \right)} z_\Lambda^{-1} \zeta_\Lambda^{-1} p_\Lambda(x, \phi, \theta)p_\Lambda(y, \tau, \overline{\tau}).
\]

**Remark 3.4.** The reproducing kernel is the natural generalization of the cases \( N = 0 \) and \( N = 1 \). But the actual justification is that this expression leads to a scalar product with respect to which \( m_{\Lambda} \) and \( h_{\Omega} \) are dual to each other (see Proposition 3.5 below).
Proof. We have

\[
\prod_{i,j} \frac{1}{1 - x_i y_j - \phi_i \tau_j - \theta_i \tau_j}
\]

\[= \exp \left( \sum_{i,j} \ln(1 - x_i y_j - \phi_i \tau_j - \theta_i \tau_j)^{-1} \right) \]

\[= \exp \left\{ \sum_{i,j} \sum_{n \geq 1} \frac{1}{n} (x_i y_j + \phi_i \tau_j + \theta_i \tau_j)^n \right\} \]

\[= \exp \left\{ \sum_{i,j} \sum_{n \geq 1} \frac{1}{n} \left( (x_i y_j)^n + \sum_{k=1}^{n} \binom{n}{k} (x_i y_j)^{n-k} (\phi_i \tau_j + \theta_i \tau_j)^k \right) \right\} \]

\[= \exp \left\{ \sum_{i,j} \sum_{n \geq 1} \frac{1}{n} \left( (x_i y_j)^n + \frac{n!}{(n-1)!} (x_i y_j)^{n-1} (\phi_i \tau_j + \theta_i \tau_j) \right. \right. \]

\[+ \frac{n!}{(n-2)!} (x_i y_j)^{n-2} \left(\phi_i \tau_j + \theta_i \tau_j\right)^2 \left. \right\} \]

\[= \exp \left\{ \sum_{n \geq 1} \frac{p_n(x)p_n(y)}{n} + \sum_{n \geq 0} \left( \overline{\rho}_n(x, \phi)\overline{\rho}_n(y, \tau) + \overline{p}_n(x, \theta)\overline{p}_n(y, \tau) \right. \right. \]

\[\left. \left. - \sum_{n \geq 0} (n+1) \overline{\rho}_n(x, \phi, \theta)\overline{\rho}_n(y, \tau, \tau) \right\} \right\} \quad (78) \]

In the fourth equality, we used the fact that \((\phi_i \tau_j + \theta_i \tau_j)^3 = 0\). Note also that the term in \((\phi_i \tau_j + \theta_i \tau_j)^2\) only appears if \(n \geq 2\) in the penultimate expression. Now, using Theorem 33 of [9], we can write

\[
\exp \left\{ \sum_{n \geq 1} \frac{p_n(x)p_n(y)}{n} + \sum_{n \geq 0} \left( \overline{\rho}_n(x, \phi)\overline{\rho}_n(y, \tau) + \overline{p}_n(x, \theta)\overline{p}_n(y, \tau) \right. \right. \]

\[\left. \left. - \sum_{n \geq 0} (n+1) \overline{\rho}_n(x, \phi, \theta)\overline{\rho}_n(y, \tau, \tau) \right\} \right\} \quad (79) \]

where Par and ParD stand respectively for the set of partitions and the set of partitions with distinct parts. We can thus concentrate on the remaining term:

\[
\prod_{n \geq 0} \exp \left\{ -(n+1) \overline{\rho}_n(x, \phi, \theta)\overline{\rho}_n(y, \tau, \tau) \right\} \]

\[= \prod_{n \geq 0} \sum_{k \geq 0} \frac{1}{k!} \left[ -(n+1) \overline{\rho}_n(x, \phi, \theta)\overline{\rho}_n(y, \tau, \tau) \right]^k \]

\[= \prod_{n \geq 0} \sum_{k \geq 0} \frac{(-1)^k (n+1)^k}{k!} \left. \left[ \overline{\rho}_n(x, \phi, \theta)\overline{\rho}_n(y, \tau, \tau) \right]^k \right\} \]

\[= \sum_{\rho \in \text{Par}_0} (-1)^{\ell(\rho)} \zeta^{n+1} \overline{\rho}_n(x, \phi, \theta)\overline{\rho}(y, \tau, \tau) \quad (80) \]

where Par0 is the set of ordinary partitions for which we keep track of the number of zeros (we distinguish for instance the partitions \(1\), \((1,0)\) and \((1,0,0)\), and we also include \((0)\), \((0,0)\), etc.) and where we recall
that
\[ \zeta_\lambda = \prod_{k \geq 0} \frac{n_\lambda(k)!}{(k+1)^{n_\lambda(k)}}. \] (81)

Observing that
\[ p_\mu(y, \phi)p_\nu(x, \theta) = (-1)^{\ell(\mu)\ell(\nu)}p_\nu(x, \theta)p_\mu(y, \phi), \] (82)
we combine these results to get
\[ K(x, y, \phi, \theta, \tau, \bar{\tau}) = \sum_{\Lambda \in \text{SPar}} (-1)^{\ell(2\Lambda)+\ell(2\Lambda)+1}z_\Lambda^{-1}\zeta_\Lambda^{-1}p_\Lambda(x, \phi, \theta)p_\Lambda(y, \tau, \bar{\tau}). \] (83)

Using the relation \( \ell(\Lambda) + \ell(\Lambda) = m + m - 2\ell(\Lambda) \) we can obtain a more elegant form for the sign. Denoting \( \ell(\Lambda) \) as \( \ell \) for convenience, we have
\[ \ell(2\Lambda) + \ell(2\Lambda) = \begin{cases} \frac{m + m - 2\ell(2\Lambda) + 2m - 2\ell(\Lambda) + 1}{2} & \text{mod } 2 \\ \ell(2m + 2m - 1) + \ell \end{cases} \] (84)
so that
\[ K(x, y, \phi, \theta, \tau, \bar{\tau}) = \sum_{\Lambda \in \text{SPar}} (-1)^{\ell(m+m)}z_\Lambda^{-1}\zeta_\Lambda^{-1}p_\Lambda(x, \phi, \theta)p_\Lambda(y, \tau, \bar{\tau}), \] (85)
which completes the proof. \( \square \)

**Corollary 3.1.** \( K(x, y, \phi, \theta, \tau, \bar{\tau}) \) is a reproducing kernel in the space of symmetric superfunctions:
\[ \langle K^\top(x, y, \phi, \theta, \tau, \bar{\tau}) | f(x, \phi, \theta) \rangle = f(y, \tau, \bar{\tau}), \forall f \in \mathcal{P}^\infty \] (86)
where \( \top \) acts only on the variables \( \phi, \theta \).

**Proof.** If \( f \in \mathcal{P}^\infty \) then there exist unique coefficients \( f_\Lambda \) such that \( f = \sum_\Lambda f_\Lambda p_\Lambda \). Hence,
\[ \langle K^\top(x, y, \phi, \theta, \tau, \bar{\tau}) | f(x, \phi, \theta) \rangle = \sum_{\Lambda, \Omega} z_\Omega^{-1}\zeta_\Omega^{-1}f_\Lambda \langle p_\Lambda(x, \phi, \theta) | p_\Omega(y, \phi, \theta) \rangle p_\Omega(y, \tau, \bar{\tau}) \]
\[ = \sum_\Lambda f_\Lambda p_\Lambda(y, \tau, \bar{\tau}) = f(y, \tau, \bar{\tau}). \] (87)

\( \square \)

**Proposition 3.4.** Let \( u_\Lambda \) and \( v_\Lambda \) be two bases of \( \mathcal{P}^\infty_{(m,m,m)} \). We then have
\[ K(x, y, \phi, \theta, \tau, \bar{\tau}) = \sum_{\text{SPar}} (-1)^{\ell(m+m)}u_\Lambda(x, \phi, \theta)v_\Lambda(y, \tau, \bar{\tau}) \iff \langle u_\Lambda^\top | v_\Omega \rangle = \delta_{\Omega \Lambda}. \] (88)

**Proof.** The proof is similar to that of the cases \( \mathcal{N} = 0 \) and \( \mathcal{N} = 1 \) (see [9,17]) and will thus be omitted. \( \square \)
Proposition 3.5. The monomial and the homogeneous symmetric functions are dual bases, that is,

\[ K(x, y, \phi, \tau, \theta, \varsigma) = \sum_{SP\alpha} (-1)^{(|\alpha|-m)} m_\Lambda(x, \phi, \theta) h_\Lambda(y, \tau, \varsigma), \]

(89)

or, equivalently,

\[ \langle m_\Lambda^T | h_\Omega \rangle = \delta_{\Omega\Lambda}. \]

(90)

Proof.

\[ K(x, y, \phi, \tau, \theta, \varsigma) = \prod_i \frac{1}{1-x_i y_i - \phi_i \tau_i - \theta_i \varsigma_i} = \prod_i H(x_i, \theta_i, \phi_i) \]

= \prod_i \sum_n x_i^n (h_n + \theta_i \overline{h}_n + \phi_i \overline{\overline{h}}_n - \phi_i \theta_i \overline{\overline{\overline{h}}}_n) \]

= \sum_\alpha (-1)^{(|\alpha|-m)} [\phi; \theta]_\alpha x^\alpha h_\alpha \]

= \sum_\Lambda \in \text{SPar} \sum_\alpha (-1)^{(|\alpha|-m)} m_\Lambda(x, \phi, \theta) h_\Lambda(y, \tau, \varsigma), \]

(91)

with \(x^\alpha\) defined as in (31) and where \(\alpha\) runs over all sequences of marked nonnegative integers (that is, either overlined, underlined, bilined or ordinary integers) with a finite number of non-zero entries (considering that \(\overline{0}\) is not a zero entry for instance). The sign is understood in the following way. Each \(h_\alpha\) (we use the obvious notation \(h_n\) for \(\overline{h}_n\), \(h_n\) for \(\overline{\overline{h}}_n\), and \(h_n\) for \(\overline{\overline{\overline{h}}}_n\)) needs to commute with \([\phi; \theta]_{(\alpha_1, \alpha_2, \ldots)}\) thus producing, when considering all \(i\)'s, a sign of \((-1)^{|\alpha|\overline{m} + \overline{m}}\). Taking into account the extra \((-1)^{\overline{m}}\) coming from the terms of the type \(-\phi_i \theta_i \overline{\overline{\overline{h}}}_n\), we get a total sign of \((-1)^{|\alpha|\overline{m} + \overline{m} + \overline{m}}\) which, as we have seen in (54), is equal to \((-1)^{|\alpha|\overline{m}}\).

□

We complete this section by taking advantage of the notation introduced in the definition of the scalar product in order to present concise expressions for the complete and elementary symmetric functions in terms of power sums.

Proposition 3.6. The relations between \(h\) and \(p\) (resp. \(e\) and \(p\)) in Table 2 can be rewritten compactly as

\[ h_n = \sum_{\Lambda^+(n|0,0)} z_\Lambda^{-1} p_\Lambda, \]

(92)

\[ e_n = \sum_{\Lambda^+(n|0,0)} z_\Lambda^{-1} \omega p_\Lambda, \]

\[ \overline{h}_n = \sum_{\Lambda^+(n|1,0)} z_\Lambda^{-1} p_\Lambda, \]

(93)

\[ \overline{e}_n = \sum_{\Lambda^+(n|1,0)} z_\Lambda^{-1} \omega p_\Lambda, \]

\[ \overline{\overline{h}}_n = \sum_{\Lambda^+(n|1,1)} \zeta_\Lambda^{-1} z_\Lambda^{-1} p_\Lambda, \]

(94)

\[ \overline{\overline{e}}_n = \sum_{\Lambda^+(n|1,1)} \zeta_\Lambda^{-1} z_\Lambda^{-1} \omega p_\Lambda. \]

Note that the equations on the second line also hold with overlines replaced by underlines and \((n|1,0)\) replaced by \((n|0,1)\).

Proof. Clearly, it suffices to prove the relations in the first column since the other ones can be obtained by applying \(\hat{\omega}\). Even though (93) is proven in [9, Corollary 36], we provide here a new and more direct proof whose ideas will be useful in the demonstration of (94).
We know from (17) that \( h_n = \sum_{\lambda} z^{-1}_\lambda p_\lambda \). Acting on both sides with \( \bar{d} \), we get

\[
\bar{h}_{n-1} = [\bar{d}h_n] = \left[ \sum_{\lambda} z^{-1}_\lambda \bar{d} p_\lambda \right].
\]  

(95)

We calculate the action of the exterior derivative on the power sum

\[
[\bar{d}p_\lambda] = \sum_{i} \lambda_i p_{(\lambda_1, \ldots, \lambda_{i-1}, \ldots)} = \sum_{i} \lambda_i n_\lambda(\lambda_i) p_{(\lambda_1, \ldots, \lambda_{i-1}, \ldots)},
\]

(96)

where the prime indicates that the sum is restricted to parts of \( \lambda \) associated to rows ending with a removable corner and where, as usual, \( n_\lambda(\lambda_i) \) is the number of occurrence of \( \lambda_i \) in \( \lambda \). Therefore

\[
\bar{h}_{n-1} = \sum_{\lambda} z^{-1}_\lambda \sum' i \lambda_i n_\lambda(\lambda_i) p_{(\lambda_1, \ldots, \lambda_{i-1}, \ldots)}.
\]

(97)

It is easy to check that

\[
\frac{\lambda_i n_\lambda(\lambda_i)}{z_\lambda} = z^{-1}_\lambda, \quad \text{with} \ \lambda' = \lambda - n_\lambda(\lambda_i) - 1.
\]

(98)

Hence, we obtain

\[
\bar{h}_{n-1} = \sum_{\lambda} \sum' i z^{-1}_\lambda \lambda_i p_{(\lambda_1, \ldots, \lambda_{i-1}, \ldots)} = \sum_{\Lambda^{(n-1,1,0)}} \sum' i \lambda_i p_\lambda \bar{p}_{(\lambda_1, \ldots, \Lambda_{i-1}, \ldots)} = \sum_{\Lambda^{(n-1,1,0)}} z^{-1}_\lambda p_\lambda,
\]

(99)

which completes the proof of the first relation in (93). We can then obtain the first relation in (94) by acting on \( h_n \) with \( \bar{d} \):

\[
\bar{h}_{n-1} = [\bar{d}h_n] = \left[ \sum_{\Lambda^{(n,1,0)}} z^{-1}_\lambda \bar{d} p_\lambda \right] = \sum_{\Lambda^{(n-1,1,0)}} z^{-1}_\lambda \sum' \lambda_i p_{\lambda_i} \bar{p}_{(\lambda_1, \ldots, \Lambda_{i-1}, \ldots)} + \Lambda_i p_{\lambda_i} p_{(\Lambda_1, \ldots, \Lambda_{i-1}, \ldots)},
\]

(100)

where \( k \) is the position of the overlined entry in \( \lambda \). As in the first part of the proof, we have

\[
\sum_{\Lambda^{(n-1,1,0)}} z^{-1}_\lambda \sum' \lambda_i p_{\lambda_i} p_{(\Lambda_1, \ldots, \Lambda_{i-1}, \ldots)} = \sum_{\Omega} z^{-1}_\Omega p_{\Omega} = \sum_{\Omega} \zeta^{-1}_\Omega z^{-1}_\Omega p_{\Omega},
\]

(101)

where the sum is over all \( \Omega \)'s of degree \( n-1 \) with exactly one overlined entry and one underlined entry, and where the last equality holds since there is no bilined entry in those \( \Omega \)'s.

Now, it is immediate that in (100) we have

\[
z_{(\Lambda_1, \ldots, \Lambda_{k-1}, \ldots)} = z_\Lambda \quad \text{and} \quad \zeta_{(\Lambda_1, \ldots, \Lambda_{k-1}, \ldots)} = \frac{1!}{(\Lambda_k - 1 + 1)!} = \Lambda_k^{-1},
\]

(102)

which finally gives from (101) that

\[
\bar{h}_{n-1} = \sum_{\Lambda^{(n-1,1,1)}} \zeta^{-1}_\Lambda z^{-1}_\Lambda p_\lambda.
\]

(103)
4 Generalisation to arbitrary $N$

In this final section, we extend the previous $N = 2$ results to an arbitrary value of $N$. This requires the introduction of $N$ types of anticommuting variables:

$$\theta^{(t)}_j, \text{ with } t = 1, \ldots, N, \text{ and } j = 1, \ldots, N,$$

(104)

where the upper index $t$ distinguishes the different types of variables (replacing the $\theta$ and $\phi$ variables in the $N = 2$ case). An arbitrary coordinate in this generic superspace is denoted

$$(x, \theta) = (x_1, \ldots, x_N, \theta^{(1)}_1, \ldots, \theta^{(N)}_1),$$

(105)

The symmetric superpolynomials in the ring of polynomials in these variables are defined to be those polynomials which are invariant under the simultaneous exchange of all type of variables, i.e., under the interchange

$$(x_i, \theta^{(1)}_i, \ldots, \theta^{(N)}_i) \leftrightarrow (x_j, \theta^{(1)}_j, \ldots, \theta^{(N)}_j).$$

(106)

4.1 Superpartition

The generalization of the concept of superpartition to an arbitrary $N$ is straightforward. We will still denote by $\Lambda$ a generic $N$-superpartition

$$\Lambda = (\Lambda_1, \Lambda_2, \ldots, \Lambda_t).$$

(107)

We now have $\sum_{t \geq 0} \binom{N}{t} = 2^N$ different types of parts in the superpartition. An arbitrary part will be denoted by $\Lambda_k = a^{|\{T\}|}$, where $\{T\}$ is a subset of $\{1, \ldots, N\}$ and $a$ is a nonnegative integer. We will use the notation $|\Lambda_k|$ for the size $a$ of the part. We will refer to $m$ as the fermionic degree of the part and make it explicit by writing $m(\Lambda_k)$. Likewise $T(\Lambda_k)$ denotes the fermionic content of the part $\Lambda_k$. For example, if $\Lambda_k$ is a part of numerical value 4 and of fermionic content $\{5, 2, 1\}$ then

$$\Lambda_k = 4^{(5,2,1)}, \ m(\Lambda_k) = 3, \ T(\Lambda_k) = \{5, 2, 1\}.$$

(108)

Parts with a given fermionic content can be grouped together to form a partition:

$$\Lambda_j \in \Lambda^{\{T\}} \text{ iff } \Lambda_j = |\Lambda_j|^{\{T\}}.$$

(109)

By direct analogy with the $N = 2$ case, we will refer to these partitions as the constituent partitions (these are the analogues of $\sum_{T} X, \ X$ and $\Lambda^0$). The constituent partitions are naturally separated into two families according to the parity of $m$. The parity entails the following restrictions on the parts of the constituent partitions

$$\forall \Lambda_j, \Lambda_k \in \Lambda^{\{T_m\}}$$

(110)

$$m \text{ even : } \Lambda_j \geq \Lambda_k \geq 0 \ \forall \ j > k$$

(111)

$$m \text{ odd : } \Lambda_j > \Lambda_k \geq 0 \ \forall \ j > k.$$

(112)

where $T_m$ stands for an arbitrary fermionic content but of fixed fermionic degree $m$.

These restrictions on constituent partitions directly yield the following generating function of super-partitions:

$$\sum_{n \geq 0} \sum_{M = (m_1, \ldots, m_N)} p(n, M) q^{n_1} u^{m_1} \cdots u^{m_N} = \prod_{n = 0}^{\infty} \frac{1}{(1 - q^{n+1})} \prod_{t \in T_{odd}} \frac{1 + u^{(t)} q^n}{1 - u^{(t)} q^n} \prod_{t \in T_{even}} \frac{1}{1 - u^{(t)} q^n},$$

(113)
where $T_{\text{even}}$ and $T_{\text{odd}}$ denote the sets $T_m$ for $m$ even and odd respectively. Also, given $\{t\} = \{t_1, t_2, \ldots, t_k\}$, $u_{\{t\}}$ stands for $u_{t_1} u_{t_2} \cdots u_{t_k}$.

We now specify the ordering of the parts of a superpartition we will use. Let $\xi$ and $\zeta$ denote arbitrary parts in some generic superpartition. Then

$$
\xi \text{ appears before } \zeta \\
\text{if } |\xi| > |\zeta|, \\
\text{or if } |\xi| = |\zeta| \text{ and } m(\xi) > m(\zeta), \\
\text{or if } |\xi| = |\zeta| \text{ and } T_i(\xi) > T_i(\zeta)
$$

with $i$ being the smallest value for which $T_k(\xi) \neq T_k(\zeta)$.

The bosonic and total fermionic degrees of a partition are respectively,

$$
|\Lambda| = \sum_{i=1}^{\ell(\Lambda)} |\Lambda_i|, \\
M(\Lambda) = \sum_{i=1}^{\ell(\Lambda)} m(\Lambda_i),
$$

where, as before, $\ell(\Lambda)$ refers to the length of the superpartition $\Lambda$. As an example, consider the following superpartition

$$
\Lambda = (5^{2,1}, 4^{3,4,1}, 3^{4,1}, 2^{6,4,1}, 2^{6,3,2}, 2^{1,4,3,2,1}, 1^{4,3,2,1}, 1^{1}, 0^{5,2,1}, 0^{6,1}),
$$

$$
|\Lambda| = 24, \\
M(\Lambda) = 27.
$$

This example also illustrates the rule for the ordering of the parts in $\Lambda$.

### 4.2 Symmetric monomial superfunctions

We now introduce the monomial symmetric function $m_\Lambda$ for generic $N$. Its definition is expressed in terms of the following compact notation:

$$
\theta_i^{\{T(\Lambda_i)\}} = \theta_i^{\{t_1, t_2, \ldots, t_m(\Lambda_i)\}} = \theta_i^{\{t_1\}} \cdots \theta_i^{\{t_m(\Lambda_i)\}}.
$$

**Definition 4.1.** To every $\Lambda \in \text{SPar}_N$, we associate the monomial symmetric function

$$
m_\Lambda = \sum_{\omega \in S_N} K_\omega \prod_{i=1}^{\ell(\Lambda)} \theta_i^{\{T(\Lambda_i)\}} x_i^{|\Lambda_i|},
$$

where $K_\omega$ permutes the indices of the variables and the prime indicates that the summation is restricted to distinct permutations.

**Example 4.1.** Consider the following superpartition $(5^{6,2,1}, 3^{1}, 1^{5,3}, 1, 0^{6,5})$. The associated monomial is

$$
m_{(5^{6,2,1}, 3^{1}, 1^{5,3}, 1, 0^{6,5})} = \sum_{\omega \in S_N} K_\omega \theta_1^{(6,2,1)} \theta_1^{(1)} \theta_3^{(5,3)} \theta_5^{(6,5)} x_1^5 x_2^3 x_3 x_4
$$

$$
= \sum_{\omega \in S_N} K_\omega \theta_1^{(6)} \theta_1^{(2)} \theta_1^{(1)} \theta_3^{(3)} \theta_5^{(6)} \theta_5^{(5)} x_1^5 x_2^3 x_3 x_4.
$$
4.3 Multiplicative bases

Denote as before a generic multiplicative basis by \( f_\Lambda(z, \theta) \), so that

\[
f_\Lambda = \tilde{f}_{\Lambda_1} \cdots \tilde{f}_{\Lambda_\ell}
\]

where

\[
\tilde{f}_{\Lambda_i} = f^{\{T_m\}}_{n_i}, \text{ for } \Lambda_i = n^{\{T_m\}},
\]

(122)

where \( m \) is the fermionic degree of the part (or equivalently the length of \( T_m \)) and \( f^{\{\emptyset\}}_n := f_n \). Each of those components are defined as

\[
f^{\{T_m\}}_n \propto \frac{1}{Largellbracket} d^{(T_m)} p_n + \frac{1}{Largerrbracket} d^{(T_m)} h_n + \frac{1}{Largerrbracket} d^{(T_m)} e_n.
\]

(123)

(124)

The normalization chosen for the power sums is dictated by the naturalness of the resulting scalar product induced by the reproducing kernel, to which we now turn.

4.4 Scalar product and reproducing kernel

**Definition 4.2.** For \( \Lambda, \Omega \in \text{SPar}_\mathcal{N} \), we define the following scalar product :

\[
\langle p_\Lambda^\top | p_\omega \rangle = z_\Lambda \delta_{\Lambda, \Omega},
\]

(128)

where

\[
z_\Lambda := \prod_{i=0}^{2^\mathcal{N}-1} z^{(m(\Lambda^{(i)}))}_{\Lambda^{(i)}},
\]

\[
z^{(m)}_\lambda := \prod_{k \geq 0} (n_\lambda(k))! \left( \frac{k!}{(k + m - 1)!} \right)^{n_\lambda(k)},
\]

(129)

(130)

\[
p_\Lambda^\top = (-1)^{\left(\frac{M(\Lambda)}{2}\right)} p_\Lambda,
\]

(131)

and where we recall that the \( \Lambda^{(i)} \)'s stand for the constituent partitions and that \( n_\lambda(k) \) is the multiplicity of the part \( k \) in the partition \( \lambda \).
Theorem 4.1. Let $K(x, y, \theta, \phi)$ be the bi-symmetric formal power series given by

$$K(x, y, \phi, \theta) = \prod_{ij} \frac{1}{1 - x_i y_j - \sum_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)}}.$$  \hspace{1cm} (132)

We then have the following power-sum expansion

$$K(x, y, \phi, \theta) = \sum_{\Lambda \in \text{SP}_{\Lambda,N}} z_{\Lambda}^{-1} (-1)^{\left(\frac{M(\Lambda)}{2}\right)} p_{\Lambda}(x, \theta) p_{\Lambda}(y, \phi).$$ \hspace{1cm} (133)

Proof. Writing $K := K(x, y, \phi, \theta)$, we have

$$K = \prod_{ij} \frac{1}{1 - x_i y_j - \sum_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)}}$$

$$= \exp \left( \sum_{i,j} \ln \left[ 1 - x_i y_j - \sum_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)} \right] \right)^{-1}$$

$$= \exp \left( \sum_{i,j} \sum_{n \geq 1} \frac{1}{n} \left( x_i y_j + \sum_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)} \right)^n \right)$$

$$= \exp \left( \sum_{i,j} \frac{(x_i y_j)^n}{n} + \sum_{i,j} \sum_{m=1}^{n} \left( \frac{n}{m} \right) \left( x_i y_j \right)^{n-m} \left[ \sum_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)} \right]^m \right).$$ \hspace{1cm} (134)

Let us concentrate on the exponent of the sum on Grassmannian variables. Using the multinomial theorem, we get

$$\left[ \sum_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)} \right]^m = \sum_{k_1+k_2+\cdots+k_N=m} \frac{m!}{k_1! k_2! \cdots k_N!} \prod_{t=1}^{N} \theta_i^{(t)} \phi_j^{(t)} k_t$$

$$= m! \sum_{\epsilon_1 + \epsilon_2 + \cdots + \epsilon_N = m} \prod_{t=1}^{N} \left( \theta_i^{(t)} \phi_j^{(t)} \right)^{\epsilon_t}. \hspace{1cm} (135)$$

In the second expression, we have changed $k_t$ to $\epsilon_t$ to stress the fact that it can only take the values 0 and 1, which implies that $\epsilon_j! = 1$ for all $j$. Bringing this result back into (134), we see that in the exponent, the term that multiplies $\sum_{\epsilon_j} \prod_{t} (\theta_i^{(t)} \phi_j^{(t)})^{\epsilon_t}$ can be manipulated as follows,

$$\sum_{\sum_{n \geq 1} \frac{n!m!}{(n-m)!m!} (x_i y_j)^{n-m} = \sum_{\sum_{n \geq 1} \frac{(n-1)!}{(n-m)!} (x_i y_j)^{n-m} = \sum_{\sum_{n \geq 0} \frac{(n+m-1)!}{(n)!} (x_i y_j)^n. \hspace{1cm} (136)$$

Reorganizing the variables we get

$$\sum_{n \geq 0} \frac{(n+m-1)!}{(n)!} (-1)^{\left(\frac{m}{2}\right)} \sum_{N \geq t_1 > \cdots > t_m \geq 1} \left( \theta_i^{(t_1)} \theta_i^{(t_2)} \cdots \theta_i^{(t_m)} x_i \right) \left( \phi_j^{(t_1)} \phi_j^{(t_2)} \cdots \phi_j^{(t_m)} y_j \right)^n. \hspace{1cm} (137)$$
The above expression unveils the power-sum constituents with the terms in the last two parentheses. Now we can introduce the power-sum notation and incorporate the value \( m = 0 \) which refers to the case where there are no Grassmannian variables. Recall that \( \{T_m\} \) stands for the multi-index \( T_m = \{t_1, t_2, \ldots, t_m\} \) with \( N \geq t_1 > \cdots > t_m \geq 1 \). The summation over \( T_m \) with \( m \) fixed followed by a sum over \( m \) amounts to summing over every possible combination of the \( t_j \)'s (and note that \( T_0 = \{\emptyset\} \) and \( p_n^{\{\emptyset\}} \) is just the usual power sum). Getting the exponential back and developing the Taylor series we have,

\[
\prod_{\substack{i,j \geq 0 \\text{mod } 2 \\text{if } m \equiv 1 \mod 2 \\text{is odd and no sign otherwise. Both parities are thus taken into account by writing the sign as } (-1)^{\ell(\Lambda)} t_m^m. The above expression becomes then

\[
(-1)^{\ell(\Lambda)} (-1)^m t_m^m (-1)^{\ell(\Lambda)} p_{\Lambda T_m}^{T_m} (x, \theta) p_{\Lambda T_m}^{T_m} (y, \phi).
\]

Before we pursue, we modify once again our notation to make it a little more handy. Here the \( T^{(j)} \)'s stand for the different fermionic contents irrespectively of their fermionic degree. Therefore, the index \( j \) runs from 0 to \( 2^N - 1 \). Now, we know that the fermionic degree of a superpartition is the sum of the fermionic degrees of its parts. So in the case where we are dealing with a constituent partition \( \Lambda^{(j)} \) we know that all parts share the same fermionic content and hence are of the same fermionic degree. This means that the fermionic degree of the partition \( \Lambda^{(j)} \) is just its length times the fermionic degree \( (m_j) \) of its parts. As a further step towards alleviating the notation, let us denote \( \Lambda^{T^{(j)}} \) as \( \Lambda^{(j)} \), which amounts to express a generic superpartition as \( \Lambda = (\Lambda^{T^{(1)}}); \cdots; \Lambda^{(j)}; \cdots; \Lambda^{(0)} \). Therefore, writing \( \ell_j \) for \( \ell(\Lambda^{(j)}) \) for short, the fermionic degree of the constituent partition \( \Lambda^{(j)} \) is:

\[
M_j := \ell_j m_j.
\]

Given this, we can craft a better expression for the exponent of \(-1\). We note that

\[
\frac{1}{2} \ell_j m_j (m_j - 1) + \frac{1}{2} m_j \ell_j (\ell_j - 1) = \frac{1}{2} M_j (M_j - 1) \mod 2.
\]

Indeed, the difference between the terms on the two sides of the previous expression is

\[
\frac{1}{2} \ell_j (\ell_j - 1) m_j (m_j - 1) = 0 \mod 2
\]
since the product of two consecutive integers is necessarily even.

We are now in a position to reintroduce the full expression of the kernel

\[ K = \sum_{\Lambda} z_\Lambda^{-1}(-1)^{\sum_{i=0}^{N-1} \binom{M_i}{2}} \prod_{i=0}^{N-1} p_{\Lambda_i}^{(T_i)}(x,\theta)p_{\Lambda_i}^{(T_i)}(y,\phi), \]  

(144)

where \( z_\Lambda \) is defined in (129). A final step of reorganization consists in bringing all the power sums in the variables \((y,\phi)\) to the right. This introduces a further sign: \((-1)\sum_{i>j} M_i M_j\). Combining the two sign factors, we get

\[ \frac{1}{2} \sum_i M_i(M_i - 1) + \sum_{i>j} M_i M_j = \frac{1}{2} \left( \sum_i M_i(M_i - 1) + \frac{1}{2} \left( \sum_{i,j} M_i M_j - \sum_i M_i^2 \right) \right) = \frac{M(M-1)}{2}, \]  

(145)

where

\[ M = \sum_i M_i \]  

(146)

is the total fermionic degree of the superpartition \( \Lambda \). Hence, we finally obtain

\[ K = \sum_{\Lambda \vdash \text{SPar}_N} z_\Lambda^{-1}(-1)^{\binom{M(\Lambda)}{2}} p_\Lambda(x,\theta)p_\Lambda(y,\phi). \]  

(147)

We conclude this section with the presentation of three propositions whose proofs are omitted since they parallel closely their \( N = 2 \) analogues.

**Proposition 4.1.** \( K(x,y,\theta,\phi) \) is a reproducing kernel in the space of symmetric superfunctions:

\[ \langle K^\top(x,y,\theta,\phi)|f(x,\theta)\rangle = f(y,\phi), \quad \forall f \in \mathcal{P}_\infty^S \]  

(148)

where \( ^\top \) acts only on the variables \( \theta \).

**Proposition 4.2.** Let \( u_\Lambda \) and \( v_\Lambda \) be two bases of \( \mathcal{P}_{(n,M)}^S \) (using a self-explanatory notation). Then we have

\[ K(x,y,\theta,\phi) = \sum_{\text{SPar}_N} u_\Lambda^\top(x,\theta)v_\Lambda(y,\phi) \quad \iff \quad \langle u_\Lambda^\top|v_\Omega \rangle = \delta_{\Omega\Lambda}. \]  

(149)

**Proposition 4.3.** The monomial and the complete symmetric functions are dual, that is

\[ K(x,y,\theta,\phi) = \sum_{\text{SPar}_N} m_\Lambda^\top(x,\theta)h_\Lambda(y,\phi), \]  

(150)

or equivalently

\[ \langle m_\Lambda^\top|h_\Omega \rangle = \delta_{\Omega\Lambda}. \]  

(151)

5 Concluding remarks

5.1 A further line of generalization: deformation of the scalar product

It is interesting to point out that the scalar product (72) can be deformed by the introduction of a free parameter \( \alpha \) as follows:

\[ \langle p_\Lambda^\top|p_\Omega \rangle_\alpha = \alpha^{I(\Lambda)} z_\Lambda \zeta_\Lambda \delta_{\Lambda\Omega}, \]  

(152)
where \( z_\Lambda \) and \( \zeta_\Lambda \) are defined in (73) and (74) respectively. This particular form is actually motivated by the following expression of the reproducing kernel

\[
K(x, y, \phi, \theta, \tau; \alpha) = \prod_{i,j} \frac{1}{(1 - x_i y_j - \phi_i \tau_j - \theta_i \bar{\tau}_j)^{1/\alpha}}
\]

(153)

which can be decomposed in the form

\[
K(x, y, \phi, \theta, \tau; \alpha) = \sum_{\Lambda \in \mathbb{S}_{\mathbb{P}a\mathbb{r}}} \alpha^{-\ell(\Lambda)}(-1)^{i(\bar{\Lambda})} z_\Lambda^{-1} \zeta_\Lambda^{-1} p_\Lambda(x, \phi, \theta) p_\Lambda(y, \tau, \bar{\tau}).
\]

(154)

The correctness of this expression for the kernel is justified \textit{a priori} by the naturalness of the extension from \( \bar{\mathcal{N}} = 1 \) to \( \bar{\mathcal{N}} = 2 \) and \textit{a fortiori} by the duality between the bases \( m_\Lambda \) and \( g^{(\alpha)}_\Lambda \), where the latter is the \( \alpha \)-deformation of \( h_\Omega \) which is also the \( \bar{\mathcal{N}} = 2 \) extension of \( g^{(\alpha)}_\lambda \) defined as

\[
g^{(\alpha)}_\lambda = \prod_i g^{(\alpha)}_{\lambda_i}(x)
\]

(155)

In the \( \bar{\mathcal{N}} = 2 \) case, the generating function becomes

\[
\tilde{G}(x, \phi, \theta, t, \tau, \bar{\tau}; \alpha) = [\mathbb{O}G(x, t; \alpha)] = \prod_i \frac{1}{(1 - t x_i - \phi_i \tau_i - \theta_i \bar{\tau}_i)^{1/\alpha}}
\]

\[
= \sum_{n \geq 0} t^n \left( g^{(\alpha)}_n + \phi \bar{g}^{(\alpha)}_n + \theta \bar{g}^{(\alpha)}_n - \phi \bar{\theta} \bar{g}^{(\alpha)}_n \right).
\]

(156)

On the other hand, we have

\[
K(x, y, \phi, \theta, \tau, \bar{\tau}; \alpha) = \prod_i \left( \sum_{n \geq 0} x_i^n \left( g^{(\alpha)}_n + \phi \bar{g}^{(\alpha)}_n + \theta \bar{g}^{(\alpha)}_n - \phi \bar{\theta} \bar{g}^{(\alpha)}_n \right) \right).
\]

(157)

Following the proof of Proposition 3.5 we have immediately that

\[
K(x, y, \phi, \theta, \tau, \bar{\tau}; \alpha) = \sum_{\Lambda} (-1)^{i(\bar{\Lambda})} m_\Lambda(x, \phi, \theta) g^{(\alpha)}_\Lambda(y, \tau, \bar{\tau})
\]

(158)

which implies that the basis \( g^{(\alpha)}_\Lambda \) is dual to the monomial basis:

\[
\langle m_\Omega | g^{(\alpha)}_\Lambda \rangle_\alpha = \delta_{\Lambda, \Omega}.
\]

(159)

One can go a step further and introduce the \( \alpha \)-deformation of the homomorphism \( h^{(\alpha)}_\lambda \) defined by

\[
\tilde{\omega}_\alpha : (p_n, \bar{p}_n, \bar{\lambda}_i, \bar{\bar{\lambda}}_i) \longrightarrow (-1)^{n-1} \alpha (p_n, -\bar{p}_n, -\lambda_i, \bar{\lambda}_i)
\]

(160)

resulting into

\[
\tilde{\omega}_\alpha(p_\Lambda) = \omega^{(\alpha)}_\Lambda p_\Lambda, \quad \omega^{(\alpha)}_\Lambda \equiv (-\alpha)^{i(\Lambda)}(-\alpha)^{i(\bar{\Lambda})}(-\alpha)^{i(\bar{\bar{\Lambda}})}.
\]

(161)

It is then a simple matter to verify that

\[
\tilde{\omega}_\alpha(g^{(\alpha)}_\Lambda) = e_\Lambda,
\]

(162)

which is a further confirmation that this new basis deforms naturally the homogeneous one.
5.2 Toward the $\mathcal{N}=2$ Jack superpolynomials

As mentioned in the introduction, the end objective of this work is the construction of the $\mathcal{N}=2$ Jack superpolynomials. These would be tentatively defined as in the $\mathcal{N}=0,1$ cases, via the following two conditions: triangularity in the monomial basis and orthogonality. The orthogonality condition would be defined with respect to the scalar product (152). Moreover, the three partners of $g^{(\alpha)}_n$ are candidates for the particular $\mathcal{N}=2$ Jack superpolynomials that are indexed by a superpartition represented by a single row diagram:

$$P^{(\alpha)}_n \propto g^{(\alpha)}_n, \quad P^{(\alpha)}_n \propto \overline{g}^{(\alpha)}_n, \quad \text{and} \quad P^{(\alpha)}_n \propto \overline{\overline{g}}^{(\alpha)}_n.$$  \hspace{1cm} (163)

The non-trivial duality relation (162) is another piece of evidence of an underlying Jack-like structure.

Unfortunately, at least for any ordering of the superpartitions that we deem natural, the direct construction of generic $\mathcal{N}=2$ Jack superpolynomials failed. The difficulty could be related to a technical missing aspect in the $\mathcal{N}=2$ formalism: the definition of a conjugate superpartition. Indeed, the diagrammatical representation of the superpartitions does not entail an immediate definition of the conjugation operation which, in the $\mathcal{N}=0,1$ case, amounts to interchanging rows and columns. In the present case, there is a built in row-column asymmetry in that at most one vh-circle is allowed in a row but an arbitrary number of them can be piled up in a column. On the other hand, it could be that some restrictions have to be imposed on the superpartitions and/or some symmetry requirements need to be enforced on the bases. Exploratory computations show that by restricting the anticommuting variables with the extra requirement $\theta_i \phi_i = 0$ (no sum over $i$) provides a well-defined extension of Jack polynomials which we intend to study.
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\section{Action of the master operator for generic $\mathcal{N}$}

We present the details of the proof of the identity (58) but in a generic version applicable to arbitrary $\mathcal{N}$.

We first introduce $\mathcal{N}$ distinct exterior derivatives $d^{(q)}$ and generalize the differential operators $\overline{D}$ and $\overline{D}$ as follows

$$D^{(q)} f := d^{(q)} t \wedge d^{(q)} f, \quad q = 1, \ldots, \mathcal{N}.$$  \hspace{1cm} (164)

The master operator becomes

$$\mathcal{O}_{\mathcal{N}} := \prod_{q=1}^{\mathcal{N}} \left( 1 + D^{(q)} \right).$$  \hspace{1cm} (165)

We also extend the meaning of the $\llbracket \rrbracket$ operation in a natural way:

$$\llbracket F(x_i, d^{(1)} x_i, \ldots, d^{(\mathcal{N})} x_i, d^{(1)} t, \ldots, d^{(\mathcal{N})} t) \rrbracket :=$$

$$\llbracket F(x_i, d^{(1)} x_i, \ldots, d^{(\mathcal{N})} x_i, d^{(1)} t, \ldots, d^{(\mathcal{N})} t) \rrbracket_{d^{(p)} x_i \rightarrow \tau^{(p)}}, \quad t_{d^{(p)} t \rightarrow \tau^{(p)}}.$$  \hspace{1cm} (166)

where $\tau^{(p)}$ are distinct anticommuting but constant parameters. The general version of the identity we want to prove is

$$\llbracket \mathcal{O}_{\mathcal{N}} F(x t) \rrbracket = F \left( x t + \sum_p \tau^{(p)} \theta^{(p)} \right).$$  \hspace{1cm} (167)
Consider first the series expansion of $F \left( xt + \sum_p \tau^{(p)} g^{(p)} \right)$ around the points $\xi_i = x_i t + \sum_{p \neq q} \tau^{(p)} g^{(p)}$:

$$F \left( xt + \sum_p \tau^{(p)} g^{(p)} \right) = F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right) + \sum_{i=1}^N \tau^{(q)} g^{(q)}_i \partial_{\xi_i} F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right). \quad (168)$$

Note that the series truncates after the second term since $(\tau^{(q)})^2 = 0$.

On the other hand, for the left-hand side of (167), we proceed recursively. Suppose that we have:

$$\prod_{p \neq q} (1 + D^{(p)}) F(x) = F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right). \quad (169)$$

We then evaluate the action of the operator $(1 + D^{(q)})$ on this expression:

$$(1 + D^{(q)}) F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right) = F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right) + (d^{(q)} t \wedge d^{(q)}) F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right) + \sum_{i=1}^N (d^{(q)} t \wedge d^{(q)} x_i) \partial_{i} F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right), \quad (170)$$

so that

$$\prod_{p} (1 + D^{(p)}) F(x) = F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right) + \sum_{i=1}^N \tau^{(q)} g^{(q)}_i \partial_{i} F \left( xt + \sum_{p \neq q} \tau^{(p)} g^{(p)} \right) = F \left( xt + \sum_p \tau^{(p)} g^{(p)} \right), \quad (171)$$

where we used eq. (168) in the last step. Letting now $p$ run from 1 to $\mathcal{N}$ completes the proof of (167).

## B Monomial Product Algorithm

We present here a simple algorithm to compute the monomial-basis expansion of the product of two monomial superfunctions in terms of monomial superfunctions. In particular, this algorithm can be used to provide an efficient method to convert power sums into monomials when using a symbolic computation software. In the present context, it has an immediate application, being the starting point of the proof that our multiplicative “bases” are genuine bases, which is the subject of the following appendix. In order to introduce the algorithm, we first have to introduce the operation of addition of superpartitions.

### B.1 Addition of superpartitions

The addition of the two superpartitions $\Lambda$ and $\Omega$ is

$$\Lambda + \Omega = (\Lambda_1 + \Omega_1, \Lambda_2 + \Omega_2, \ldots, \Lambda_\ell + \Omega_\ell), \quad \text{where} \quad \ell = \max \left( \ell(\Lambda), \ell(\Omega) \right). \quad (172)$$

If the lengths of the superpartitions are not equal, we add the appropriate number of zeros to the shortest superpartition. Now, we must specify the rule for partwise addition. The rule is most easily understood from the diagrammatic representation. When adding two parts, we simply concatenate the symbols
representing the parts and reorder them according to our diagrammatical conventions. The various cases are illustrated as follows:

\[
\begin{align*}
\begin{array}{c}
\Box \Box + \Box \Box = \Box \Box \Box \\
\Box \Box \Box + \Box \Box = \Box \Box \Box \Box \\
\Box \Box \Box + \Box \Box = \Box \Box \Box \Box \\
\Box \Box \Box + \Box \Box = \Box \Box \Box \Box \\
\Box \Box \Box + \Box \Box = \Box \Box \Box \Box .
\end{array}
\end{align*}
\] (173)

Whenever a part obtained by juxtaposing the symbols does not meet the restrictions reflecting the constraints on superpartitions, the diagram is annihilated. For example, two circles of the same type cannot be juxtaposed.

**Example B.1.** Let \( \Lambda = (3, 2, 1, 1, 0) \) and \( \Omega = (1, 1, 1, 0) = (1, 1, 1, 0, 0) \) and let the zeros be represented on the diagram as \( \emptyset \), then

\[
\Lambda + \Omega = \begin{array}{c}
\begin{array}{c}
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box \\
\Box \Box \Box
\end{array}
\end{array} .
\] (174)

As another example let \( \Lambda = (1, 0) \) and \( \Omega = (1, 0) \) then

\[
\begin{array}{c}
\Box \Box \Box \\
\Box \Box \Box
\end{array} + \begin{array}{c}
\Box \Box \Box \\
\Box \Box \Box
\end{array} = 0,
\] (175)

since \( \Box \Box \Box \) is not allowed.

**B.2 The algorithm**

Given two monomial symmetric functions \( m_\Lambda \) and \( m_\Omega \), one has

\[
m_\Lambda m_\Omega = \sum_{\Gamma \in \mathcal{P}} \epsilon_{\Lambda \Omega} N_{\Lambda \Omega}^{\Gamma} m_\Gamma .
\] (176)

where \( N_{\Lambda \Omega}^{\Gamma} \) is a certain positive number, \( \epsilon_{\Lambda \Omega}^{\Gamma} \) is either \( +1 \) or \( -1 \) and \( \mathcal{P} \) is the set composed of every superpartition corresponding to a filled diagram obtained with the algorithm that follows.

Given two arbitrary superpartitions \( \Lambda \) and \( \Omega \) of length \( \ell(\Lambda) \) and \( \ell(\Omega) \) respectively, the resulting sum of monomials is given by the following procedure:

1. We add zeros at the end of each superpartition in such a way that they each have length \( \ell(\Lambda) + \ell(\Omega) \), that is \( \Lambda \mapsto \tilde{\Lambda} = (\Lambda, 0^{\ell(\Omega)}) \) and \( \Omega \mapsto \tilde{\Omega} = (\Omega, 0^{\ell(\Lambda)}) \).

2. The boxes of the diagram \( \tilde{\Lambda} \) are filled with the letter \( a \) and its circles are transformed as follow:

\[
\begin{align*}
\Box & \rightarrow \Box_{a} \quad (177) \\
\Box & \rightarrow \Box_{x} \quad (178) \\
\Box & \rightarrow \Box_{y} \quad (179)
\end{align*}
\]

where the subscript starts at 1 for the highest circle in the diagram and increases downward.
3. The previous step is also applied to the $\tilde{\Omega}$ diagram with $a$ replaced by $b$.

4. We then permute the rows (including the $\emptyset$ rows) of the filled $\tilde{\Omega}$ diagram in every distinct way. The resulting diagrams are then added to the $a$-filled $\tilde{\Lambda}$ diagram. For each resulting diagram, we rearrange the rows so that every diagram becomes that of a bona fide filled superpartition. The boxes containing $a$’s are to be placed to the left of those containing $b$’s. When two types of circles are next to each other, the one with an overlined letter is placed to the left of the one marked by an underlined letter, irrespectively of the $a$ vs $b$ order.

5. In the resulting set of filled diagrams, we keep only distinct ones.

6. For a given filled diagram in that set, associated to let’s say a superpartition $\Gamma$, the number $N^\Gamma_{\Lambda\Omega}$ is the number of distinguishable (filling-wise) ways of permuting rows so that the superpartition ordering on parts is still respected.

7. The sign $\epsilon^\Gamma_{\Lambda\Omega}$ is given by the following procedure: reading the diagram $\Gamma$ from top to bottom and left to right, we write the corresponding sequence of $a_i$’s and $b_j$’s. We then determine the minimal number of elementary permutations needed to reorder that sequence so that all $a$’s appear first with increasing subscripts, followed by the $b$’s, also with increasing subscripts. Denote this number by $r$; then $\epsilon^\Gamma_{\Lambda\Omega} = (-1)^r$.

8. Repeating the last three steps for each filled diagram yields the complete monomial decomposition.

B.3 An illustrative example

We clarify the procedure with the following example: find the monomial expansion of the product $m \emptyset m \emptyset$. Taking $\Lambda = \emptyset$ and $\Omega = \emptyset$, we apply the algorithm step by step.

1. Adding zeros

2.,3. $a$ filling and $b$ filling

4., 5. Permutations and addition

\[ \text{Permutations} \left\{ \right. \]

\[ \text{\{ } \right\} \]
The elements of that set are then added to the $a$-filled diagram of $\tilde{\Lambda}$. The rows of the resulting diagrams are rearranged in proper order such that they can potentially be associated to a superpartition. Among the resulting diagrams, those that violate the conditions on superpartitions are rejected. In the remaining set of rearranged diagrams, we only keep the distinct ones. The resulting set is

$$P = \begin{cases} \begin{array}{c} a \ b \ b_1 \ a_2 \\ a \ a_1 \\ b_2 \ a_2 \end{array}, & \begin{array}{c} a \ b \ b_1 \ a_2 \\ a \ a_1 \\ b_2 \ a_2 \end{array}, & \begin{array}{c} b \ b_1 \ a_2 \\ a \ a_1 \\ b_2 \end{array}, & \begin{array}{c} b \ b_1 \ a_3 \\ a \ a_1 \\ a_2 \end{array} \end{cases} \quad (183)$$

6. Multiplicity of the monomial
The first three diagrams of $P$ do not have any part that is repeated (i.e., parts with the same number of boxes and same fermionic content). We thus have

$$N_{\tilde{\Lambda} \tilde{\Lambda}^T} = N_{\tilde{\Lambda} \tilde{\Lambda}^T} = N_{\tilde{\Lambda} \tilde{\Lambda}^T} = 1. \quad (184)$$

In the fourth diagram, the first and the second parts have the same number of boxes and same fermionic content, so that

$$N_{\tilde{\Lambda} \tilde{\Lambda}^T} = 2. \quad (185)$$

7. Sign of the permutation
Reading the content of the circles from left to right and top to bottom, we note the sequence of indexed symbols. We enumerate the sequences in the same order as they appear in $P$:

$$\begin{align*}
(b_1, a_2, a_1, b_2, a_3) \xrightarrow{\text{odd permutation}} & (a_1, a_2, a_3, b_1, b_2) \\
(b_1, a_3, b_2, a_2, a_1) \xrightarrow{\text{odd permutation}} & (a_1, a_2, a_3, b_1, b_2) \\
(b_1, a_3, a_1, a_2, b_2) \xrightarrow{\text{odd permutation}} & (a_1, a_2, a_3, b_1, b_2) \\
(b_1, a_3, b_2, a_2, a_1) \xrightarrow{\text{even permutation}} & (a_1, a_2, a_3, b_1, b_2).
\end{align*}$$

We finally have that

$$m \begin{array}{c} m \ p_1 \ p_2 \ + \ m \ p_3 \ p_4 \ + \ 2m \ p_1 \ p_2 \ p_3 \ p_4. \end{array} \quad (186)$$

C Completeness of the multiplicative bases
Given that the monomials form a basis, the standard strategy (cf. [17]) for demonstrating that the elementary symmetric functions also form a basis goes through the demonstration that $e_{\lambda'}$ is lower triangular in its monomial expansion (i.e., it is expressed in terms of the $m_{\mu}$ for $\mu \leq \lambda$). It then readily follows, from the involution $\omega$, that the $h_\lambda$ also form a basis. Finally, Newton’s formulas, which allows to express the $h$’s in terms of $p$’s, ensure that the power sums also form a basis.

But this route is blocked from the beginning in our case, simply because there is no triangularity between the monomials and the $e_{\lambda'}$’s in the $N = 2$ case. We thus have to follow a different path. We will first prove that the power sums $p_\Lambda$ form a basis and then use the standard argument (albeit in inverse order) to deduce that the $h_\Lambda$ and $e_\Lambda$ do also form a basis. For the first step, we proceed by induction: we suppose that the monomial decomposition of $p_\Lambda$ is upper triangular. The inductive step relies on
the multiplicative character of the power sums: the power sum with the superpartition \( \Lambda^+ \) which is \( \Lambda \) augmented by an extra part \( \Lambda_{L+1} \) (with \( L = \ell(\Lambda) \)), that is \( \Lambda^+ = \Lambda \cup \Lambda_{L+1} \), is obtained by multiplying \( p_\Lambda \) by \( p_{\Lambda_{L+1}} \).

Then, we use the fact that \( p_{\Lambda_{L+1}} = m_{\Lambda_{L+1}} \) to transform the product of \( p_{\Lambda_{L+1}} \) times the monomial upper-triangular sum by means of the product rule for monomials described in Appendix B.

The limitation of this procedure is that we cannot demonstrate that the elementary and homogeneous functions form \( \mathbb{Z} \) bases but only the weaker statement that they are \( \mathbb{Q} \) bases. But this is a rather minor detail in the present context.

### C.1 Weight ordering on superpartitions

We now introduce a partial order on superpartitions which will allow us to prove that the transition matrix between the monomial and power sum bases is triangular. The order relies on the assignment of a weight to the various types of parts in a superpartition according to

\[
\begin{align*}
w(a) &= a, & \text{for } a &
\end{align*}
\]

Note that this is compatible with the ordering \( \succ \) introduced in (9): the parts in a superpartition are ordered by non-increasing value of their weight, i.e.,

\[
\Lambda = (\Lambda_1, \Lambda_2, \cdots, \Lambda_\ell) : \quad w(\Lambda_i) \geq w(\Lambda_{i+1}),
\]

with the sole difference that in the \( \succ \) ordering, we prioritize vertical circles.

**Definition C.1 (Weight Ordering).** In terms of the weight assignment (187), we define the following ordering on superpartitions:

\[
\Lambda \succ \Omega \iff \sum_{i=1}^{n} w(\Lambda_i) \geq \sum_{i=1}^{n} w(\Omega_i) \forall n \quad \text{and} \quad \exists n \text{ such that } \sum_{i=1}^{n} w(\Lambda_i) > \sum_{i=1}^{n} w(\Omega_i).
\]

**Example C.1.** Let us illustrate the ordering with the following example:

\[
\begin{array}{cccccccc}
\begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} & \succ & \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} \succ & \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} \succ & \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} \succ & \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} \succ & \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} \succ \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} \succ \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array}.
\end{array}
\]

Note that two superpartitions \( \Lambda \) and \( \Omega \) can be distinct even though

\[
\sum_{i=1}^{n} w(\Lambda_i) = \sum_{i=1}^{n} w(\Omega_i),
\]

in which case they are not comparable. For instance,

\[
\begin{array}{cccccccc}
\begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array} & \text{and} & \begin{array}{c}
\begin{picture}(30,30)
\put(10,10){\circle*{10}}
\end{picture}
\end{array}.
\end{array}
\]

Observe that the weight ordering, which was only chosen for its simplicity, does not reduce to the usual dominance ordering for \( \mathcal{N} = 1 \) superpartitions when \( m \) or \( m' \) vanishes. For instance, the superpartition \( (4, 2, 2, 2, 1) \) is larger than the superpartition \( (3, 3, 3, 1, 1, 0) \) in the weight ordering while the two superpartitions are not comparable in the dominance ordering.

The total weight of a superpartition is defined in the obvious way as

\[
w(\Lambda) = \sum_{i=1}^{\ell(\Lambda)} w(\Lambda_i).
\]
Diagrammatically, the above weight assignments amounts to weighting boxes and circles as follows

\[ w(\square) = 1, \quad w(\circ) = w(\Theta) = \frac{1}{2}, \quad w(\Theta) = 1. \]  

(194)

In terms of the data \((n, \overline{m}, \underline{m})\), the total weight of a superpartition reads

\[ w(\Lambda) = n + \frac{1}{\overline{m}} + \frac{1}{\underline{m}} \quad \forall \Lambda \in \text{SPar}(n|\overline{m}, \underline{m}). \]  

(195)

Finally, note that if the diagram of \(\Lambda\) can be obtained from that of \(\Gamma\) by lowering any symbol, then \(\Gamma > \Lambda\).

**Example C.2.** This last point is illustrated by the following series of diagrams where every diagram is obtained by the previous one by lowering one symbol (we consider \(\Theta\) as two symbols):

\[
\begin{array}{cccc}
\begin{array}{c}
\text{Diagram 1} \quad > \quad \text{Diagram 2} \quad > \quad \text{Diagram 3} \quad > \quad \text{Diagram 4}
\end{array}
\end{array}
\]  

(196)

### C.2 Multiplicative bases

**Proposition C.1.** Let \(\Gamma\) and \(\Lambda \in \text{SPar}(n, \overline{m}, \underline{m})\) be such that \(\Gamma > \Lambda\). If the same part \(\Lambda_{L+1}\), such that \(\Lambda_{L+1} \leq \Lambda_L\), is added to both superpartitions then \(\Gamma^+ > \Lambda^+\), where

\[
\begin{align*}
\Lambda^+ & := \Lambda \cup (\Lambda_{L+1}) = (\Lambda_1, \Lambda_2, \cdots, \Lambda_{L+1}) \\
\Gamma^+ & := \Gamma \cup (\Lambda_{L+1}) = (\Gamma_1, \cdots, \Gamma_{k-1}, \Lambda_{L+1}, \Gamma_k, \cdots, \Gamma_{\ell(\Gamma)}),
\end{align*}
\]  

(197)

(198)

with the further specification that, if such \(\Gamma_k\) exists,

\[ w(\Lambda_{L+1}) > w(\Gamma_k), \]  

(199)

meaning that if the part \(\Lambda_{L+1}\) is repeated in \(\Gamma^+\), the added part is placed in the rightmost position.

**Proof.** Suppose first that \(k - 1 = \ell(\Gamma)\), that is, that \(\Lambda_{L+1}\) is also the last entry of \(\Gamma^+\). Using \(\Gamma > \Lambda\), which implies \(\ell(\Gamma) \leq \ell(\Lambda) = L\), we have

\[
\sum_{i=1}^{n} w(\Gamma_i^+) = \sum_{i=1}^{n} w(\Gamma_i) \geq \sum_{i=1}^{n} w(\Lambda_i) = \sum_{i=1}^{n} w(\Lambda_i^+) \quad \forall n \leq \ell(\Gamma),
\]  

(200)

with at least one partial sum being strictly larger. This immediately implies \(\Gamma^+ > \Lambda^+\) since the only remaining partial sum is also such that

\[
\sum_{i=1}^{\ell(\Gamma)+1} w(\Gamma_i^+) = w(\Gamma^+) = w(\Lambda^+) \geq \sum_{i=1}^{\ell(\Gamma)+1} w(\Lambda_i^+).\]  

(201)

Now, suppose that \(k - 1 < \ell(\Gamma)\). Since \(\Gamma > \Lambda\), we have

\[
\sum_{i=1}^{n} w(\Gamma_i^+) = \sum_{i=1}^{n} w(\Gamma_i) \geq \sum_{i=1}^{n} w(\Lambda_i) = \sum_{i=1}^{n} w(\Lambda_i^+) \quad \forall n \leq k - 1
\]  

(202)

given that \(k \leq \ell(\Gamma) \leq \ell(\Lambda) = L\). Adding \(\sum_{i=1}^{k-1} w(\Gamma_i)\) on each side of \(\ref{eq:201}\) also results in

\[
\sum_{i=1}^{k-1} w(\Gamma_i) + w(\Lambda_{L+1}) > \sum_{i=1}^{k} w(\Gamma_i) \quad \Rightarrow \quad \sum_{i=1}^{k} w(\Gamma_i^+) > \sum_{i=1}^{k} w(\Gamma_i) \geq \sum_{i=1}^{k} w(\Lambda_i) = \sum_{i=1}^{k} w(\Lambda_i^+).\]  

(203)
The ordering on the entries of superpartitions implies that $\Gamma_i^+ \geq \Gamma_i$ for all $i > k$, so we obtain

\[
\sum_{i=1}^{n} w(\Gamma_i^+) > \sum_{i=1}^{n} w(\Gamma_i) \geq \sum_{i=1}^{n} w(\Lambda_i) = w(\Lambda_i^+) \quad \text{whenever } k \leq n \leq \ell(\Gamma),
\]

where in the last step we used $\Gamma > \Lambda$ and $\ell(\Gamma) \leq L$. As before, we also have

\[
\sum_{i=1}^{\ell(\Gamma)+1} w(\Gamma_i^+) = w(\Gamma^+) = w(\Lambda^+) \geq \sum_{i=1}^{\ell(\Gamma)+1} w(\Lambda_i^+) \quad \text{(205)}
\]

which implies

\[
\sum_{i=1}^{n} w(\Gamma_i^+) \geq \sum_{i=1}^{n} w(\Lambda_i^+) \quad \forall n, \quad \text{(206)}
\]

Since, as we have seen, the inequality is strict when $n = k$, we have that $\Gamma^+ > \Lambda^+$. \(\square\)

**Example C.3.** Let us illustrate the previous proposition with an example. Let $\Gamma = (\underline{4}, 2)$ and $\Lambda = (\underline{3}, 3)$. We see that $\Gamma > \Lambda$. Now let $\Lambda^+ = (\underline{3}, 3, 2)$. So we have

\[
\Gamma^+ = (\underline{4}, 2) \cup (2) = \begin{array}{ccc}
1 & 2 & \hline
3 & 4 & \hline
5 & 6 & \hline
7 & 8 & \hline
\end{array}, \quad \Lambda^+ = (\underline{3}, 3) \cup (2) = \begin{array}{ccc}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9 \\
10 & 11 & 12
\end{array}.
\]

We see that $\Gamma^+$ is still larger than $\Lambda^+$ in the weight ordering.

**Proposition C.2.** The expansion of the power sums basis in the monomial basis is upper triangular. To be more precise,

\[
p_{\Lambda} = a_{\Lambda} m_{\Lambda} + \sum_{\Gamma \succ \Lambda} a_{\Lambda,\Gamma} m_{\Gamma}, \quad \text{with} \quad a_{\Lambda} = \prod_{i=1}^{L} n_{\Lambda}(\Lambda_i)!,
\]

where $n_{\Lambda}(\Lambda_i)$ is the number of occurrences of $\Lambda_i$ in the superpartition $\Lambda$.

**Proof.** Let us define the superpartitions $\Lambda, \Lambda^+, \Gamma$ and $\Gamma^+$ as in (197). We proceed by induction. Suppose the correctness of (208) and consider

\[
p_{\Lambda} = p_{\Lambda} p_{\Lambda L+1} = a_{\Lambda} m_{\Lambda} m_{\Lambda L+1} + \sum_{\Gamma \succ \Lambda} a_{\Lambda,\Gamma} m_{\Gamma} m_{\Lambda L+1}, \quad \text{(209)}
\]

Let us first focus on the $a_{\Lambda} m_{\Lambda} m_{\Lambda L+1}$ term. Given the rules of the product of monomials presented in Appendix B we know that this product of monomials will result in an expression of the form (where $P$ is defined by the algorithm described there)

\[
m_{\Lambda} m_{\Lambda L+1} = N_{\Lambda L+1}^{\Lambda^+} m_{\Lambda^+} + \sum_{\Omega \in P | \Omega \neq \Lambda^+} \epsilon_{\Lambda L+1}^{\Omega} N_{\Lambda L+1}^{\Omega} m_{\Omega}, \quad \text{(210)}
\]

Now the second term is a sum over every possible ways of adding (with the + operation described in (173)) the part $\Lambda L+1$ to every other part of $\Lambda$. This means that we can obtain $\Lambda^+$ from such a superpartition, say $\Omega$, by lowering a number of symbols in the diagrammatic representation of the latter. This amounts to say (see last comment of Subsection C.1) that all these superpartitions $\Omega$ are higher in the weight ordering than $\Lambda^+$. This means that

\[
m_{\Lambda} m_{\Lambda L+1} = N_{\Lambda L+1}^{\Lambda^+} m_{\Lambda^+} + \text{higher terms}, \quad \text{(211)}
\]

\[
\text{where in the last step we used } \Gamma > \Lambda \text{ and } \ell(\Gamma) \leq L. \text{ As before, we also have (205)}
\]

(206)
Moreover, from the monomial product rules, we know that
\[ N_{\Lambda\Lambda}^+ = n_{\Lambda^+}(\Lambda_{L+1}). \]  
Now, let us focus on the sum in (209). The product of monomials that is summed upon is
\[ m_\Gamma m_{\Lambda_{L+1}} \quad \text{with} \quad \Gamma > \Lambda. \]  
From the previous argument, we know that the result of the product will contain the monomial of superpartition \( \Gamma \) to which we adjoin (with the \( \cup \) operation) \( \Lambda_{L+1} \) as a new part (giving \( \Gamma^+ \) defined in (197)) followed by a sum of terms higher in the weight ordering. This means that we have
\[ m_\Gamma m_{\Lambda_{L+1}} \propto m_\Gamma^+ + \text{higher terms}. \]  
From proposition C.1 we know that if \( \Gamma > \Lambda \), then \( \Gamma^+ > \Lambda^+ \). Equation (209) can thus be written as
\[ p_{\Lambda^+} = n_{\Lambda^+}(\Lambda_{L+1}) \prod_{\Lambda_i \neq \Lambda_{L+1}}^L n_{\Lambda_i}(\Lambda_i)! m_{\Lambda^+} + \text{higher terms} \]  
which completes the proof of the inductive step. The proof of (208) is completed by noticing that the result is obviously true for a single-part superpartition: \( p_{\Lambda^+} = m_{\Lambda^+} \).

**Example C.4.** Let us illustrate the proof with an example. Let \( \Lambda = (\overline{2}, \overline{1}) \) and \( \Lambda^+ = (\overline{2}, \overline{1}, \overline{1}) \). We have
\[ p_{\overline{2}\overline{1}} = m_{\overline{2}\overline{1}} + m_{\overline{1}\overline{1}}. \]  
Then, we have
\[ p_{\overline{2}\overline{1}} = p_{\overline{2}} p_{\overline{1}} = m_{\overline{2}} m_{\overline{1}} + m_{\overline{1} \overline{1}} m_{\overline{1}} \]  
\[ = (m_{\overline{2}} + m_{\overline{1}} + m_{\overline{1} \overline{1}}) + (m_{\overline{1} \overline{1}} + m_{\overline{1} \overline{1}}), \]  
which completes the proof of the inductive step. The proof of (208) is completed by noticing that the result is obviously true for a single-part superpartition: \( p_{\Lambda^+} = m_{\Lambda^+} \).

**Proposition C.3.** The power sums \( p_\Lambda \), for \( \Lambda \in SPar \), form a basis of \( S^{\infty}(\mathbb{Q}) \).

**Proof.** From proposition C.2, we know that the transition matrix \( M(p, m)_{\Lambda, \Gamma} \) (which describes the monomial expansion of the power sums) is upper triangular, that is
\[ M(p, m)_{\Lambda, \Gamma} \neq 0 \quad \forall \Lambda \quad \text{and} \quad M(p, m)_{\Lambda, \Gamma} = 0 \quad \forall \Gamma \leq \Lambda. \]  
The triangular nature of the transition matrix and the absence of zero entries on its diagonal ensure its invertibility over \( \mathbb{Q} \), i.e., that \( M(m, p) \) is well defined. This implies that any monomial symmetric function can be expressed as a linear combination over \( \mathbb{Q} \) of the power sums. Since the monomials form a basis of the ring of symmetric superfunctions over \( \mathbb{Q} \) (given that they do over \( \mathbb{Z} \)), so do the power sums. \( \square \)

**Proposition C.4.** The homogeneous symmetric functions \( h_\Lambda \), for \( \Lambda \in SPar \), form a basis of \( S^{\infty}(\mathbb{Q}) \).

**Proof.** The relation \( h_n \) vs \( p_n \) in Table 2 ensures that the \( h \)'s can be written in terms of the \( p \)'s and vice versa. Since, as we have seen, the \( p \)'s form a multiplicative basis of \( S^{\infty}(\mathbb{Q}) \), any element of \( S^{\infty}(\mathbb{Q}) \) can be written in terms of \( h \)'s. Given that the \( h \)'s are indexed by superpartitions (as are the \( p \)'s) and that the homogeneous degree of \( h_\Lambda \) is the same as that of \( p_\Lambda \), the \( h \)'s also form a basis of \( S^{\infty}(\mathbb{Q}) \). \( \square \)

**Proposition C.5.** The elementary symmetric functions \( e_\Lambda \), for \( \Lambda \in SPar \), form a basis of \( S^{\infty}(\mathbb{Q}) \).

**Proof.** The proposition is an immediate consequence of the homomorphism \( \hat{\omega} \) defined in (66) and Proposition C.4. \( \square \)
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It should be pointed out that symmetric functions in several sets of commuting variables invariant under a diagonal action of the symmetric group have been considered long ago by MacMahon (see for instance [18]) whose results are briefly reviewed in [14] and exemplified in the case of two sets of variables. In particular, possible generalizations of the classical bases (the monomial, elementary, power-sum and complete bases) are presented. Even in the case of two sets of variables, these generalizations do not correspond to those obtained by removing the anticommuting variables in the $\mathcal{N} = 1$ classical bases (see for instance [5]). This is in part because the symmetrization process underlying our construction is more intricate than the MacMahon one due to the nilpotent character of the anticommuting variables. One might also wonder whether the anticommutativity of the $\theta$ and $\phi$ variables (i.e., the minus sign in (3)) does play a key role in the present context. It turns out not to be crucial at the level of the classical bases considered here. However, it is dictated by physical considerations and will be relevant for the applications mentioned in the concluding remarks.