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1 Introduction

In this paper we study tropical superelliptic curves and tropicalizations of superelliptic covers. Let $K$ be a field of characteristic 0 that is complete with respect to a non-Archimedean discrete valuation. Let $R$ be the valuation ring of $K$ with maximal ideal $m$, let $k := R/m$ be the residue field, and let $π$ be a uniformizer for $K$.

A superelliptic curve over $K$ is a curve $X$ which admits a Galois covering $φ : X → \mathbb{P}^1$ such that the Galois group is cyclic of order $n$. We assume that the characteristic of the residue field $k$ is relatively prime to $n$. Assuming that $K$ contains $n$ distinct primitive $n$-th roots of unity, Kummer theory [24, Proposition 3.2] tells us that the covering comes as $y^n = f(x)$, where $f(x)$ is some rational function in $K(x)$. This normal form allows us to directly relate ramification data of the corresponding covering $(x, y) \mapsto x$ to the rational function $f$. We can in fact assume $f(x)$ to be a polynomial by the following transformation. For $f(x)$ of the form $f(x) = g(x)/h(x)$, we multiply both sides of $y^n = f(x)$ by $h(x)^n$ and make a change of coordinates $\tilde{y} = h(x) · y$ to obtain the integral equation $(\tilde{y})^n = g(x)h(x)^n$.

Finding the Berkovich skeleton of a curve $X$ over $K$ given defining equations of $X$ is a difficult problem. There are some theoretical procedures for carrying this out, and these usually involve finding the finite extension of $K$ needed for semistable reduction and calculating a regular model by normalization and blowing up singular points, see [19, Theorem 3.44, Chapter 9]. Then, the dual graph of the special fiber is the Berkovich skeleton. Instead of this approach, we study this problem using divisors on trees to directly construct the Berkovich skeleton. The problem of computing the Berkovich skeleton for genus 2 curves was first studied in [18] in terms of semistable models. This was done systematically by studying the ramification data in [26] and using Igusa invariants in [16]. In the case of hyperelliptic curves, this problem was studied in [12] and later solved in [7] using ramification data and admissible covers. In [17], Helminck presents criteria to reconstruct Berkovich skeleta using Laplacians on metric graphs. In this paper, we apply these techniques to the superelliptic case.

The paper is structured as follows. In Section 2 we define Galois covers of trees and provide a definition for superelliptic coverings of metric graphs. In Section 3, we consider the algebraic side and prove that certain inertia groups are preserved under reduction. We furthermore prove that algebraic Galois covers yield Galois covers of metric graphs. In Section 4 we present the algorithm (Theorem 4.6) for computing the Berkovich skeleton of a superelliptic curve, taking as input the factored equation $y^n = \prod (x - a_i)$. We apply this algorithm to compute the Berkovich skeleta of the genus 3 and genus 4 Shimura–Teichmüller curves, and provide an
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example of a superelliptic curve which tropicalizes to the complete bipartite graph $K_{3, 3}$. In Section 5 we show the following realizability theorem for tropical superelliptic coverings.

**Theorem 1.1** (Realizability). Let $p$ be a prime number. A covering of metric graphs $q_\Sigma : \Sigma \to T$ is a superelliptic covering of degree $p$ of weighted metric graphs with rational edge lengths if and only if there exists a superelliptic covering $q : X \to \mathbb{P}^1$ of degree $p$ tropicalizing to it.

Lastly, in Section 6 we study the locus of tropical superelliptic curves inside the moduli space $M^t_{g, n}$, providing computations when possible of the number of maximal dimensional cones in this stacky polyhedral fan.

## 2 Galois covers of trees

We first give the groundwork for discussing morphisms of metric graphs, and define superelliptic coverings of metric graphs. For the material on harmonic morphisms, we follow [12; 11]. For a thorough introduction to divisors on graphs and metric graphs, we recommend [4]. Let $H$ be a connected graph and let $l : E(H) \to \mathbb{R}_{>0} \cup \{\infty\}$ be a length function on the edges of $H$. Then a **metric graph** is a connected metric space $\Sigma$ obtained by viewing edges $e$ in $H$ as line segments of length $l(e)$. We require that if $l(e) = \infty$, then one of the vertices of $e$ has degree one in $H$. The pair $(H, l)$ is called a **model** for $\Sigma$. A **weighted metric graph** is a metric graph $\Sigma$ together with a weight function on its points $w : \Sigma \to \mathbb{Z}_{>0}$ with finite support. We call edges of infinite length **infinite leaves**, and these only meet the rest of the graph in one endpoint. We denote by $b_1(\Sigma)$ the first Betti number of $\Sigma$, and we define the **genus** of a weighted metric graph $(\Sigma, w)$ to be $\sum_{v \in \Sigma} w(v) + b_1(\Sigma)$. A genus 0 weighted metric graph is a **tree**.

**Example 2.1.** Consider the graph in the top part of Figure 1. This is a model for a metric graph with $l(e_i) = 1$ for $i \in \{1, 2, 3, 4\}$ and otherwise $l(e_i) = \infty$. We assign weight 0 to every vertex except the vertex labeled $v$, and here we declare $w(v) = 2$. The genus of this weighted metric graph is 4.

If $(H, l)$ and $(H', l')$ are loopless models for metric graphs $\Sigma$ and $\Sigma'$, then a **nondegenerate morphism of loopless models** $\theta : (H, l) \to (H', l')$ consists of two maps $V(H) \to V(H')$ and $E(H) \to E(H')$ and a positive integer $s_e$ called the **scaling factor** for each edge $e \in E(H)$ such that

1. If $\theta(e) = e'$, then the vertices of $e$ must map to vertices of $e'$.
2. If $\theta(e) = e'$ where $l(e') \neq \infty$, then $l'(e')/l(e) = s_e$.

We will sometimes simply refer to this as a morphism of metric graphs $\Sigma \to \Sigma'$. Let $v \in V(H)$ and $e' \in E(H')$. Define the **local degree** to be

$$d_{v, e'} = \sum_{e \in \partial_v \atop \theta(e) = e'} s_e.$$ 

We say $\theta$ is **harmonic** if for every $v \in V(H)$ and $e', e'' \in E(H')$ with $\theta(v) \in e'$, $e''$ we have $d_{v, e'} = d_{v, e''}$. In this case we will always abbreviate the local degree by $d_v$, since it does not depend on the choice of edge $e'$. The **degree** of a harmonic morphism is defined as

$$\sum_{e \in E(H), \atop \theta(e) = e'} s_e.$$ 

As in [11], we say that $\theta$ satisfies the **local Riemann–Hurwitz condition** at $v$ if

$$2 - 2w(v) = d_v(2 - 2w'(\theta(v))) - \sum_{e \in \partial_v}(s_e - 1).$$ 

**Example 2.2.** Here, we study both graphs from Figure 1. We make a harmonic morphism $\theta$ from the graph on the top to the graph on the bottom by assigning $\theta(e_i) = f_i$, $s_{e_i} = 1$ for $i \in \{1, 2, 3\}$ and otherwise $\theta(e_i) = f_i$ and $s_{e_i} = 3$. All local degrees are 3 and the degree of $\theta$ is also 3. One can check that the local Riemann–Hurwitz conditions hold everywhere. For example, at $v$ we find $2 - 2 \cdot 2 = 3 \cdot (2 - 2 \cdot 0) - 4 \cdot (3 - 1)$. 


Definition 2.3. If \((H, l)\) is a model for \(Σ\), then an automorphism of \((H, l)\) is a harmonic morphism \(θ : (H, l) \to (H, l)\) of degree 1. Given a finite subgroup \(G \subseteq \text{Aut}(H, l)\), the quotient graph \(Σ/G\) has a model \((H/G, l_G)\) whose vertices are the \(G\)-orbits of \(V(H)\) and whose edges are the \(G\)-orbits of edges defined by vertices lying in distinct \(G\)-orbits. For any edge \(e \in H\), its \(G\)-orbit is denoted by \(Ge\). For edges \(e \in H\), we set \(s_e = |\text{Stab}(e)|\) and \(l_G(Ge) = s_e l(e)\). This is independent of the representative \(e\), because the stabilizer of any other edge \(g(e)\) in the orbit of \(e\) is given by \(g(\text{Stab}(e))g^{-1}\), which has the same order as \(\text{Stab}(e)\). Then, the quotient map \((H, l) \to (H/G, l_G)\) sending a vertex to its orbit and an edge to the edge between the orbits of its vertices is a nondegenerate harmonic morphism as long as the vertices of every edge lie in distinct \(G\) orbits.

For any finite subgroup \(G \subseteq \text{Aut}(H, l)\), we call a nondegenerate harmonic morphism \(Σ \to Σ/G\) a Galois covering of metric graphs if it satisfies the local Riemann–Hurwitz conditions at every \(v\). The group \(G\) is the Galois group of the covering.

Definition 2.4. A nondegenerate harmonic morphism \(θ : Σ \to T\) is a superelliptic covering of metric graphs if \(θ\) is a Galois covering of metric graphs with Galois group \(G := \mathbb{Z}/n\mathbb{Z}\) and the target \(T\) is a tree.

Example 2.5. The morphism described in Example 2.2 and depicted in Figure 1 is a superelliptic covering of metric graphs. The action of \(G = \mathbb{Z}/3\mathbb{Z}\) on the graph permutes the edges \(e_1, e_2, e_3\).

A divisor on \(Σ\) is a map \(Σ \to \mathbb{Z}\) with finite support. A rational function on a metric graph \(Σ\) is a continuous, piecewise linear function \(ψ : Σ \to \mathbb{R}\) which has integer slopes. Given a rational function \(ψ : Σ \to \mathbb{R}\) and a point \(P \in Σ\), let \(σ_P(ψ)\) be the sum of the slopes of \(ψ\) in all outgoing directions at \(P\). Then the principal divisor corresponding to \(ψ\) is the function \(Δ(ψ) : Σ \to \mathbb{Z}\), where \(P \mapsto −σ_P(ψ)\).

Lemma 2.6. Let \(T\) be a metric tree (genus 0 metric graph), \(v_0\) a point in \(T\), and \(Δ(ψ)\) be a principal divisor on \(T\). If \(e\) is an interval in \(T\) with endpoints \(\{v_0, v_1\}\), and \(e^0 = e \setminus \{v_0, v_1\}\) is deleted from \(T\), let \(T_e\) denote the connected components of \(T\) not containing \(v_0\). Then the magnitude of the slope of the rational function \(ψ\) along \(e\) is equal to \(\sum_{x \in T_e} Δ(ψ)(x)\).

Proof. Let \(x\) and \(y\) be the vertices of \(e\) and suppose first that \(x \neq v_0\) is a leaf. Let \(ψ_e\) be the slope of \(ψ\) along the edge \(e\). Then \(Δ(ψ)(x) = −σ_x(ψ) = ψ_e\). We proceed by induction on the number of edges in the tree \(T\). Suppose that \(y\) is on the path from \(x\) to \(v_0\). We have \(Δ(ψ)(x) = −\sum_{x \in e} ψ_{e'}\). Isolating \(ψ_e\), we find

\[-ψ_e = Δ(ψ)(x) + \sum_{e' \neq e, e' \ni x} ψ_{e'}\]

Using the inductive assumption, we can solve for the \(ψ_{e'}\) and arrive at the result. □
3 Galois coverings of semistable models and inertia groups

In this section, we show that disjointly branched morphisms of semistable models yield Galois coverings of metric graphs. Furthermore, we discuss inertia groups and prove that they are preserved on reduction to the special fiber (Proposition 3.16), allowing us to relate ramification degrees on a two-dimensional scheme (that is, a model \( \mathcal{X} \) for \( X \)) to those on a one-dimensional scheme (a component in the special fiber \( x_s \)). We use this equality in Section 4 to reconstruct the Berkovich skeleton for superelliptic covers.

3.1 Disjointly branched morphisms and inertia groups

Let \( \varphi : X \to Y \) be a finite morphism of smooth, projective, geometrically connected curves over \( K \). We say \( \varphi \) is Galois if the corresponding morphism on function fields \( K(Y) \to K(X) \) is Galois. That is, it is normal and separable. By a model \( \mathcal{Y} \) for a curve \( Y \), we mean an integral normal projective scheme \( \mathcal{Y} \) of dimension 2 with a flat morphism \( \mathcal{Y} \to \text{Spec}(R) \), and an isomorphism \( \mathcal{Y}_\eta \to Y \) of the generic fibers. Let \( \mathcal{X} \) be a model for \( X \) and \( \mathcal{Y} \) be a model for \( Y \). A finite morphism of models for \( \varphi \) is a finite morphism \( \mathcal{X} \to \mathcal{Y} \) such that the base change to \( \text{Spec}(K) \) gives \( \varphi : X \to Y \).

**Definition 3.1.** Let \( \varphi : X \to Y \) be a finite, Galois morphism of curves over \( K \) with Galois group \( G \). Let \( \varphi_X : \mathcal{X} \to \mathcal{Y} \) be a finite morphism of models for \( \varphi \). We say \( \varphi_X \) is disjointly branched if the following hold:

1. The closure of the branch locus in \( \mathcal{Y} \) consists of disjoint, smooth sections over \( \text{Spec}(R) \).
2. The induced morphism \( \mathcal{O}_{\mathcal{Y}, \varphi(y)} \to \mathcal{O}_{\mathcal{X}, y} \) is étale for every \( y \) that is a generic point of an irreducible component in the special fiber of \( X \).
3. The model \( \mathcal{Y} \) is strongly semistable, meaning that \( \mathcal{Y} \) is semistable and that the components in the special fiber are all smooth.

By theorem by Liu and Lorenzini [20, Theorem 2.3], if \( \varphi_X \) is disjointly branched then \( \mathcal{X} \) is actually also semistable, and [17, Proposition 4.1.1] shows that \( \mathcal{X} \) is also strongly semistable.

The intersection graph \( \Sigma(\mathcal{X}) \) of \( \mathcal{X} \) has vertices corresponding to the irreducible components of the special fiber and edges corresponding to intersection points of two components in the special fiber. We weight each vertex with the genus of the corresponding component. We now study the action of \( G \) on \( \Sigma(\mathcal{X}) \).

**Theorem 3.2.** [17, Theorem 4.6.1] Let \( \varphi_X : \mathcal{X} \to \mathcal{Y} \) be a disjointly branched morphism of models for a finite Galois morphism \( \varphi : X \to Y \) of curves, with Galois group \( G \). There is a natural action of \( G \) on the intersection graph \( \Sigma(\mathcal{X}) \) and the induced morphism of graphs \( \Sigma(\mathcal{X}) \to \Sigma(\mathcal{Y}) \) coincides with the quotient map \( \Sigma(\mathcal{X}) \to \Sigma(\mathcal{Y})/G \).

For now, this is a statement about graphs; we give the result for metric graphs in Section 3.4.

**Definition 3.3.** Let \( G \) be a finite group acting on a scheme \( Z \). For any point \( z \) of \( Z \), we define the decomposition group \( D_{z,Z} \) to be \( \{ \sigma \in G : \sigma(z) = z \} \), the stabilizer of \( z \). Every element \( \sigma \in D_{z,Z} \) naturally acts on the structure sheaf \( \mathcal{O}_{Z,z} \) and the residue field \( k(z) \). We define the inertia group \( I_{z,Z} \) of \( z \) to be the set of elements of \( D_{z,Z} \) reducing to the identity on \( k(z) \). In other words, \( \sigma \in I_{z,Z} \) if and only if for every \( f \in \mathcal{O}_{Z,z} \) we have \( \sigma f = f \mod m_z \), where \( m_z \) is the unique maximal ideal of \( \mathcal{O}_{Z,z} \). When context is clear, we omit the \( Z \) in \( I_{z,Z} \) and \( D_{z,Z} \).

Suppose we have a normal integral scheme \( W \) with function field \( K(W) \) and a finite Galois extension \( L \) of \( K(W) \) with Galois group \( G = \text{Gal}(L/K(W)) \). We take the normalization \( W' \) of \( Y \) in \( L \) (which we now write as \( K(W') \)) to obtain a morphism of normal integral schemes \( W' \to W \). In fact, we have \( W = W'/G \), see [17, Proposition 4.2.4.]. We now study this quotient locally.

**Definition 3.4.** Let \( A \) be a normal domain with fraction field \( K \), let \( L \) be a finite separable extension of \( K \) and let \( B \) be the integral closure of \( A \) in \( L \). We say that \( B \) is an integrally closed extension of \( A \). If additionally \( L \) is a Galois extension of \( K \), we say that \( B \) is an integrally closed Galois extension of \( A \).
Lemma 3.5. Let $B \supset A$ be an integrally closed extension as in Definition 3.4. Then $B$ is normal.

Proof. See [2, Corollary 5.5].

Let $B \supset A$ be an integrally closed Galois extension. For every $x$ in $B$ satisfying an integral relation over $A$, we find that $\sigma(x)$ satisfies the same integral relation. This implies that there is a natural homomorphism $G \to \text{Aut}_A(B)$. For any subgroup $H \subseteq G$, we then denote the ring of invariants by

$$B^H = \{ x \in B : \sigma(x) = x \text{ for every } \sigma \in H \}.$$ 

Lemma 3.6. Let $B \supset A$ be an integrally closed Galois extension with Galois group $G$. Then the following hold.

1. For any subgroup $H \subseteq G$, the ring $B^H$ is normal.
2. The ring $B^H$ is the integral closure of $A$ in the field of fractions of $B^H$.
3. $B^G = A$.

Proof. Let $L^H$ be the field of fractions of $B^H$. An easy verification then shows that $L^H \cap B = B^H$. Let $x \in L^H$ be integral over $B^H$. Viewing $x$ as an element of $L$, we find that $x \in B$ by Lemma 3.5. But then $x \in L^H \cap B = B^H$, as desired.

For the second part, let $C$ be the integral closure of $A$ in $L^H$ and let $x \in C$. Then $x \in B \cap L^H = B^H$, so $C \subseteq B^H$. Let $x \in B^H$. Then $x \in B$, so $x$ is integral over $A$. Thus $x \in C$.

For the last part, first note that $B^G$ contains $A$. Furthermore, let $x \in B^G$. Since $x \in B$ is integral over $A$ and $x \in K = L^G$, we find that $x \in A$ by normality of $A$. This finishes the proof.

Remark 3.7. If we suppose that $A$ is Noetherian, then any integrally closed extension $B \supset A$ as in Definition 3.4 is finite as an $A$-module by [19, Chapter 4, Proposition 1.25].

Let $A \subseteq B$ be an integrally closed Galois extension. By the anti-equivalence of commutative rings and affine schemes, we obtain a morphism $\text{Spec}(B) \to \text{Spec}(A)$. Moreover, the action of the Galois group $G$ on $B$ naturally extends to a group action of $G$ on $\text{Spec}(B)$ such that $\text{Spec}(B)/G = \text{Spec}(A)$, see [14, Proposition 1.1, Page 88]. For any prime $q \in \text{Spec}(B)$, we can thus consider its decomposition and inertia groups, as introduced in Definition 3.3. We write $I_q$ and $D_q$ for the inertia and decomposition groups of $q$ and $k(q)$ for its residue field. We now have the following result.

Lemma 3.8. Let $B \supset A$ be an integrally closed Galois extension with Galois group $G$. If $q \in \text{Spec}(B)$ is a prime lying over $p \subset A$, then $k(q)/k(p)$ is an algebraic normal extension and the following sequence is exact:

$$1 \to I_q \to D_q \to \text{Aut}(k(q)/k(p)) \to 1,$$

where $I_q$ is the inertia group of $q$ and $D_q$ is the decomposition group of $q$ (see Definition 3.3).

Proof. This is [28, Tag 0BRK]. The group $I_q$ is the kernel of the surjective morphism described there.

In our case, as in Definition 3.1, the extension of residue fields is always Galois; our assumption that the degree of the Galois extension is relatively prime to the characteristic of the residue field implies separability.

We now show that inertia groups directly measure and control ramification. This is the content of Proposition 3.12 which we will use to relate inertia groups on $X$ to inertia groups on the special fiber. We start by studying the inertia group $I_q$ and the invariant ring $B^{I_q}$ a bit closer. By Lemma 3.6, $B^{I_q}$ is normal. If we furthermore assume that $A$ is Noetherian, then $B^{I_q}$ is also finite as an $A$-module, see Remark 3.7.

Lemma 3.9. Let $B \supset A$ be an integrally closed Galois extension and let $q \in \text{Spec}(B)$ be any prime ideal. Let $j : B^{I_q} \to B$ be the natural inclusion map and let $j^* : \text{Spec}(B) \to \text{Spec}(B^{I_q})$ be the corresponding map on the spectra. Then $(j^*)^{-1}(j^*(q)) = \{ q \}$.

Proof. The morphism $j^*$ coincides with the quotient map $\text{Spec}(B) \to \text{Spec}(B)/I_q$, see [14, Exposé V, Proposition 1.1, page 88]. This means any other prime mapping to $q \cap B^{I_q}$ is of the form $q$ for some $q$ in $I_q$. But for those $q$, we have $q(q) = q$. This concludes the proof.
Lemma 3.10. Let $B \supset A$ be an integrally closed Galois extension with Galois group $G$ and let $q \in \text{Spec}(B)$ be any prime ideal. Let $B \supset B^q$ be the natural inclusion, and let $k(q)^{\text{sep}}$ be the separable closure of $k(q \cap A)$ in $k(q)$. Then $(k(q))^{\text{sep}} = k(q \cap B^q)$.

Proof. Consider the extension $L \supset L^q$ with Galois group $I_q$. We find $I_q = D_q$ and so the automorphism group $\text{Aut}(k(q)/k(q \cap B^q))$ is trivial by Lemma 3.8. This automorphism group is isomorphic to the Galois group of the separable closure of $k(q \cap B^q)$ in $k(q)$. By Galois theory, $k(q \cap B^q)$ is separably closed inside $k(q)$. By [14, Proposition 2.2, page 92], the extension $B^q \supset A$ is étale at $q \cap B^q$, so the residue field extension $k(q \cap B^q) \supset k(q \cap A)$ is separable by [28, Tag 00U3] and the fact that étale morphisms are stable under base change. Thus $k(q \cap B^q) \subseteq (k(q))^{\text{sep}}$, and every element of $k(q)$ that is separable over $k(q \cap A)$ is also separable over the field $k(q \cap B^q)$. We thus find $(k(q))^{\text{sep}} = k(q \cap B^q)$, as desired. □

Corollary 3.11. Let $B \supset A$ be an integrally closed Galois extension and let $q \in \text{Spec}(B)$ be any prime ideal. Suppose that $\text{char}(k(q)) \nmid |G|$. Then $k(q) = k(q \cap B^q)$.

We study inertia groups because they measure ramification. This is the content of the next proposition.

Proposition 3.12. Let $B \supset A$ be an integrally closed Galois extension with Galois group $G$ as in Definition 3.4 and let $q \in \text{Spec}(B)$ be any prime ideal. We assume furthermore that $A$ is Noetherian, so that $B$ is a finite $A$-module by Remark 3.7.

1. Consider the subring $B \supset B^q \supset A = B^G$. Then $B^q \supset A$ is étale at $q \cap B^q$.

2. More generally, consider any subgroup $H$ of $G$. Then $B^H \supset A$ is étale at $q \cap B^H$ if and only if $H \supset I_q$.

Proof. The fact that if $H \supset I_q$, then $B^H \supset A$ is étale at $q \cap B^H$ is [14, Proposition 2.2, page 92]. Taking $H = I_q$ also proves the first statement. So let us prove that $H \supset I_q$ if $B^H \supset A$ is étale at $q \cap B^H$. Since $B^H \supset A$ is finite étale, the base change $B^H \cdot B^q$ is finite étale over $B^q$. Let $q_1 := q \cap B^q$, and $L^q_1 := \text{Quot}(B^q)$. Since $B^q \cdot B^H$ is étale over $q_1$, it is also flat there by definition. This implies that the $B^q$ module $B^H \cdot B^q$ is locally free of some finite rank $m$. This rank $m$ in fact has to be equal to $[L^q_1 : L^q]$ by the identity $\text{Frac}(C_1 \cdot C_2) = \text{Frac}(C_1) \cdot \text{Frac}(C_2)$ for domains $C_1$ and $C_2$. Taking the base change to the residue field $k(q_1)$, we find that the $(k(q_1))\text{-algebra } S := (B^q \cdot B^H) \otimes k(q_1)$ is étale of dimension $m$ over $k(q_1)$. It is a product of separable field extensions of $k(q_1)$, and it is local by Lemma 3.9. Since the residue field is separable over $k(q_1)$, it must be the same as $k(q_1)$ by Lemma 3.10, so $m = 1$. We thus have $L^H \subseteq L^q_1 \cdot L^q = L^q$ and by Galois theory we have $H \supset I_q$, as desired. □

For any subfield $K \subseteq K' \subseteq L$, we can write $K' = L^H$ for some subgroup $H$ of $G$ by Galois theory. By Proposition 3.12, $B^H \supset B^G = A$ is ramified at some point $x'$ if and only if the inertia group $I_x$ of some point $x$ lying above is not contained in $H$. In other words, we can describe ramification in terms of Galois theory. This criterion turns out to be very useful in relating different inertia groups $I_x$ and $I_y$ for points $x$ and $y$ in $\text{Spec}(B)$. For instance, if $B^{I_x} \supset A$ is étale at the image of $y$ in $B^{I_x}$, and $B^{I_y}$ is étale at the image of $x$ in $B^{I_y}$, then $I_y = I_x$. We use this in Section 3.3. We make two further assumptions on the morphism $\varphi_X : X \rightarrow Y$ of models over $\text{Spec}(R)$. We assume that the ramification points of $\varphi : X \rightarrow Y$ are rational over $K$. We assume that the residue field $k$ is large enough so that for every intersection point $x \in X$, we have $D_x = I_x$.

Example 3.13. Let us find out what these decomposition and inertia groups are for a disjointly branched morphism $\varphi_X : X \rightarrow Y$ of semistable models.

1. Let $x \in X$ be an intersection point. That is, it is a point such that $\hat{O}_{X,x} = \mathcal{R}[[u,v]]/(uv - \pi^n)$ for some positive integer $n$. By our second assumption in Definition 3.1 we have $D_x = I_x$. Since the action of $G$ is transitive on the edges lying above $\varphi_X(x)$, there are $|G|/|I_x|$ edges lying above $\varphi_X(x)$.

2. Let $y$ be the generic point of an irreducible component $\Gamma_y$ in the special fiber $\mathcal{X}_s$. Let $y$ and $\Gamma_y$ be their respective images in $Y_s$. By our second assumption for disjointly branched morphisms, the inertia group $I_y$ is trivial. Thus, the decomposition group can be identified with the automorphisms of the function field $k(x)$ of the component $\Gamma_y$ fixing the function field $k(y)$ of the component $\Gamma_y$, by Lemma 3.8. This implies $\Gamma_x/D_x = \Gamma_y$ as curves over the residue field, since morphisms of smooth curves are determined by their corresponding inclusions of function fields, $\Gamma_x$ and $\Gamma_y$ are smooth, since $\mathcal{X}$ and $\mathcal{Y}$ are strongly semistable.
3. Let \( x \in X \) be a generic ramification point. Then \(|I_x|\) is just the usual ramification degree. This follows from the fact that \( x \) is totally ramified in the extension \( L \supset L^2 \), which has degree \(|I_x|\).

We study an example where the decomposition group \( D_x \) for a generic branch point is bigger than \( I_x \). Take the Galois covering \((x, y) \mapsto x \) for the curve \( X \) defined by \( y^4 = x^2 \cdot (x + 2) \) over \( \mathbb{Q}(i) \). This is Galois with Galois group \( G = \mathbb{Z}/4\mathbb{Z} \), where the action on fields comes from multiplication by \( i \) on \( y \) and the identity on \( x \). Let us find the normalization of the algebra \( A := \mathbb{Q}(i)[x, y]/(y^4 - x^2 \cdot (x + 2)) \). The integral element \( z = y^2/x \) satisfies \( z^2 = x + 2 \). The maximal ideal \( m = (x, y, z^2 - 2) \) is then locally principal with generator \( y \), as we can write \( z^2 - 2 = x = y^2/z \) in the localization of \( A' := A[z]/(z^2 - x - 2) \) at \( m \). Since \( A \) was already normal at the other primes (by the Jacobi criterion for instance), \( A' \) is the normalization. Here we use that a domain is normal if and only if it is normal at all its localizations.

The Galois group \( \mathbb{Z}/4\mathbb{Z} \) fixes \( m \), so \( D_m = G \). By inspecting the action on the residue field, we have \(|I_m| = 2\). Indeed, the automorphism defined by \( \sigma(y) = iy \) sends \( z \) to \( -z \), which is nontrivial on the residue field. In this case the decomposition group is strictly larger than the inertia group.

If we consider the curve over the field \( \mathbb{Q}(i)(\sqrt{2}) \), the situation changes. The above equations still define the normalization, but \( m = (x, y, z^2 - 2) \) is no longer maximal. There are now two maximal ideals lying above \( m_0 = (x) \), namely \( m_1 = (x, y, z \pm \sqrt{2}) \). We have \(|I_{m_1}| = |D_{m_1}| = 2\). For disjointly branched morphisms, we assume that extensions of this form have already been made.

### 3.2 Specializing divisors

In this section, we define the specialization map \( \rho : \text{Div}(X) \to \text{Div}(\Sigma(X)) \) for divisors on a curve \( X \) and a strongly semistable regular model \( \Sigma(X) \) for \( X \). This then gives a divisor on the weighted metric graph associated to \( \Sigma(X) \). This specialization map will be used to explicitly calculate the Laplacian of an element \( f \in K(X) \). We first define divisors and Laplacians on \( \Sigma(X) \) in this discrete case. These definitions necessarily are similar to the definitions given in Section 2 and we invite the reader to compare the discrete and continuous variants.

Let \( \Sigma(X) \) be a strongly semistable regular model for \( X \) with intersection graph \( \Sigma(X) \). Let \( \text{Div}(\Sigma(X)) \) be the group of Cartier divisors on \( \Sigma(X) \) and let \( \text{Div}_0(\Sigma(X)) \) be the subgroup of Cartier divisors with support on the special fiber \( X_s \). Let \( \{\Sigma, \ldots, \Sigma_r\} \) be the set of irreducible components in \( X_s \). For any vertex \( v \in \Sigma(X) \), we let \( \Sigma_v \) be the associated irreducible component.

We define \( \text{Div}(\Sigma(X)) \) to be the free abelian group on the vertices \( V(\Sigma(X)) \) of \( \Sigma(X) \). Writing \( D \in \text{Div}(\Sigma(X)) \) as \( D = \sum_{v \in V(\Sigma(X))} c_v(v) \), we define the degree map as \( \text{deg}(D) = \sum_{v \in V(\Sigma(X))} c_v \). We let \( \text{Div}_0(\Sigma(X)) \) be the group of divisors of degree zero on \( \Sigma(X) \).

Let \( M(\Sigma(X)) \) be the group of \( \mathbb{Z} \)-valued functions on \( V(\Sigma(X)) \). Define the Laplacian operator \( \Delta : M(\Sigma(X)) \to \text{Div}_0^2(\Sigma(X)) \) by

\[
\Delta(\varphi) = \sum_{v \in V(\Sigma(X))} \sum_{e=vw \in E(\Sigma(X))} (\varphi(v) - \varphi(w))(v).
\]

The fact that the image of \( \Delta \) is in \( \text{Div}_0^2(\Sigma(X)) \) is contained in [5, Corollary 1], where it is found as a consequence of the self-adjointness of the Laplacian operator. It also follows in this case by a direct computation. We then define the group of principal divisors to be the image of the Laplacian operator:

\[
\text{Prin}(\Sigma(X)) := \Delta(M(\Sigma(X))).
\]

We now transport algebraic divisors in \( \text{Div}(X) \) to divisors on the graph \( \Sigma(X) \). To do this, we use the intersection pairing on \( \Sigma(X) \). This is a bilinear pairing

\[
\text{Div}(\Sigma(X)) \times \text{Div}(\Sigma(X)) \to \mathbb{Z},
\]

which we denote (see [19, Chapter 9, Theorem 1.12]) by \( (D_1 \cdot D_2) \in \mathbb{Z} \). This then gives rise to the specialization homomorphism \( \rho : \text{Div}(X) \to \text{Div}(\Sigma(X)) \) defined by

\[
\rho(D) = \sum_{v \in \Sigma(X)} (D \cdot \Sigma_v)(v),
\]

see [4, Section 2] and [17, Section 2.2.1].
For any \( D \in \text{Div}(X) \), the closure inside \( X \) defines a Cartier divisor which we denote by \( \overline{D} \). This gives a homomorphism \( \text{Div}(X) \to \text{Div}(\overline{X}) \). Composing it with the specialization homomorphism, we obtain a homomorphism \( \text{Div}(X) \to \text{Div}(\overline{\Sigma}(X)) \) which we again denote by \( \rho \). We then have

**Lemma 3.14.** Let \( X \) be a strongly semistable model over \( R \) for a smooth, proper, geometrically connected curve \( X \), let \( \Sigma(X) \) be its intersection graph and let \( \rho : \text{Div}(X) \to \text{Div}(\Sigma(X)) \) be the specialization map from Equation 1. Then \( \rho(\text{Prin}(X)) \subset \text{Prin}(\Sigma(X)) \).

**Proof.** For \( f \in K(X)^* \), let \( \nu(f) \) be the induced divisor on \( X \) and let \( \text{div}(f) \) be the induced divisor on \( X \). Write \( D \in \text{Prin}(X) \) as \( D = \nu(f) \) for some \( f \in K(X)^* \). Then \( \text{div}(f) = \text{div}(\nu(f)) + V_f \), where \( V_f \) is the vertical divisor associated to \( f \). By [17, Chapter 9, Theorem 1.2.1] we have that \( \rho(\text{div}(f)) = 0 \). By [17, Lemma 3.1] we then have that \( \rho(\Gamma) \in \text{Prin}(\Sigma(X)) \) for every \( \Gamma \in \Sigma(X) \), so \( \rho(V_f) \in \text{Prin}(\Sigma(X)) \). This then gives \( \rho(\text{div}(f)) \in \text{Prin}(\Sigma(X)) \).

In other words, for every \( f \in K(X)^* \), there is a \( \varphi \) such that \( \rho(\text{div}(f)) = \Delta(\varphi) \). We consider this specialization homomorphism for \( \Gamma \)-rational points \( P \in X(K) \). By [19, Chapter 9, Corollary 1.32], we find that \( \rho(P) = (v_f) \) for a unique irreducible component \( \Gamma \subset X_0 \). Such a component need not exist for nonregular models.

**Example 3.15.** Let \( X := \text{Proj}(R[X, T, W]/(XT - \pi^2W^2)) \) where \( R[X, T, W]/(XT - \pi^2W^2) \) has the usual grading. Let \( U := \text{Spec}(R[x, t]/(xt - \pi^2)) \) be the affine open of \( X \) given by \( D_v(W) \). Note that \( X \) is not regular at the point \((x, t, n)\). Let \( P = (x - \pi, t - \pi) \) be a \( \Gamma \)-rational point of \( X \). The closure of \( P \) is then given by \( \{P, \mathcal{P}\} \), where \( \mathcal{P} = (x - \pi, t - \pi) \). Note that \( \mathcal{P} \) lies on both irreducible components of the special fiber. We thus do not directly have an associated divisor on the intersection graph of \( X \).

The intersection graph \( \Sigma(X) \) consists of two vertices \( \{v_1, v_2\} \) with an edge \( e \) of length two. Taking a desingularization above this edge, we obtain a regular model \( \lambda' \) with intersection graph consisting of three vertices \( \{v_1, v', v_2\} \) and two edges \( \{e_1, e_2\} \). Here \( v_1 \) and \( v' \) are connected by \( e_1 \), and \( v' \) and \( v_2 \) are connected by \( e_2 \). The original edge \( e \) has been subdivided into two edges \( \{e_1, e_2\} \) and the vertex \( v' \) in this new intersection graph \( \Sigma(X') \). The point \( P \) now specializes to the vertex \( v' \) in the middle. For explicit equations defining this model \( \lambda' \) see [19, Chapter 8, Example 3.53].

### 3.3 Comparing inertia groups

Consider a disjointly branched morphism \( \varphi_X : \mathcal{X} \to \mathcal{Y} \). Let \( \Gamma \subset \mathcal{X}_0 \) be any irreducible component in the special fiber. There is a natural Galois morphism of smooth curves \( \varphi_F : \Gamma \to \Gamma' \) where \( \Gamma' \) is an irreducible component in the special fiber \( \mathcal{Y}_0 \). This uses the condition on the characteristic of \( k \). To see this, one can use [17, Section 4.5] or Lemma 3.8 and Corollary 3.11. The morphism \( \varphi_F \) is induced by the natural Galois morphism of function fields \( k(\Gamma') \to k(\Gamma) \), which is obtained from the natural map of discrete valuation rings \( O_{Y,Y'} \to O_{X,Y} \). Here \( Y \) and \( Y' \) are the generic points of the irreducible components \( \Gamma \) and \( \Gamma' \).

We recall the definition of the natural reduction maps associated to \( \mathcal{X} \) and \( \mathcal{Y} \). Let us describe this map \( r_X \) for \( X \). Let \( X^0 \) be the set of closed points of the generic fiber \( X \) of \( X \). For every closed point \( x \), we can consider its closure \( \overline{x} \) inside \( X \). This closure is then an irreducible scheme, finite over \( \text{Spec}(R) \). Since \( R \) is Henselian, \( [X] \) is local, giving a unique closed point. We let \( r_X(x) \) be this closed point. We now also extend this map to closed points of \( X \) for convenience. Let \( x \in X \) be a closed point, considered as an \( R \)-scheme. We can take the base change \( \{x\} \times_{\text{Spec}(R)} \text{Spec}(k) \). There is a closed immersion of this scheme into the special fiber \( \mathcal{X}_0 \) and we define its image in \( \mathcal{X}_0 \) to be \( r_X(x) \). In other words, we consider this closed point as a point on the special fiber. Note that intersection points also naturally define closed points in \( X \). Here an intersection point is a point \( x \in X \) such that \( \hat{\mathcal{O}}_{X,x} \simeq R[u, v]/(uv - \pi^k) \) for some \( k \in \mathbb{Z}_{\geq 0} \).

**Proposition 3.16.** Let \( \varphi_X : \mathcal{X} \to \mathcal{Y} \) be a disjointly branched morphism as in Definition 3.1 and let \( x \in \mathcal{X} \) be a closed point of the generic fiber or an intersection point. Let \( \Gamma \) be any irreducible component in the special fiber \( \mathcal{X}_0 \) containing \( r_X(x) \) (as described in the preceding paragraph). Then

\[
I_{x,\mathcal{X}} = I_{r_X(x),\Gamma}
\]

where the second inertia group is an inertia group of the Galois covering \( \Gamma \to \Gamma' \) on the special fiber.
Proof. We first let \( z \in \mathcal{X} \) be any closed point and \( y \) the generic point of \( \Gamma \). We then have a natural injection \( D_{z,\mathcal{X}} \rightarrow D_{y,\mathcal{X}} \). For \( z \) smooth this follows directly from the fact that \( y \) is the unique generic point under \( z \). For \( z \) an intersection point, this follows from [17, Proposition 5.2.1]. By Lemma 3.8, \( D_{y,\mathcal{X}} \) can be identified with the Galois group of the function field extension \( k(\mathcal{I}) \supset k(\mathcal{I}^e) \). The image of \( D_{y,\mathcal{X}} \) in this Galois group is then in fact equal to \( D_{r(\mathcal{I},\mathcal{I}^e)} \). We thus see that \( D_{z,\mathcal{X}} = D_{r(\mathcal{I},\mathcal{I}^e)} \) for any closed point \( x \). By our assumption on the residue field, these decomposition groups are equal to their respective inertia groups and we have \( I_{x,\mathcal{X}} = I_{r(\mathcal{I},\mathcal{I}^e)} \).

Using this identification, the case where \( z \) is an intersection point immediately follows. We are thus left with the case of a generic ramification point \( x \) of the morphism \( \varphi : \mathcal{X} \rightarrow Y \). Let \( z := r(\mathcal{I})(x) \). For any subgroup \( H \) of \( G \), we let \( z_H \) be the image of \( z \) under the natural map \( \mathcal{X} \rightarrow \mathcal{X}/H \). We show that \( I_{x,\mathcal{X}} = I_{z,\mathcal{X}} \). By our earlier considerations, we then see \( I_{x,\mathcal{X}} = I_{z,\mathcal{X}} \).

If \( \sigma \in I_{x,\mathcal{X}} \), then \( \sigma \in D_{x,\mathcal{X}} \). Then \( \sigma \) must fix \( z \) as well, because otherwise there would be at least two points in the closure of \( x \) lying above the special fiber. So \( \sigma \in D_{z,\mathcal{X}} \). But by our earlier assumption on the residue field \( k = \mathcal{X} \rightarrow \mathcal{X}/H \). Indeed, purity of the branch locus, a point of codimension 1 is in the branch locus and this cannot be a vertical divisor by our second assumption for disjointly branched morphisms. We have \( P = x_G \) because the branch locus is disjoint. This contradicts the fact that the morphism \( \mathcal{X}/I_k \rightarrow \mathcal{Y} \) is unramified above \( x_G \). In other words, we have \( I_{x,\mathcal{X}} = I_{z,\mathcal{X}} \), as desired.

We use this result in the tropicalization algorithm to relate the inertia groups on the two-dimensional scheme \( \mathcal{X} \) to inertia groups on the special fiber. This allows us to calculate inertia groups without calculating any normalizations. This in turn tells us how many edges and vertices there are in the pre-image of any edge \( e \) or vertex \( v \) in the dual graph of the special fiber of \( \mathcal{Y} \).

### 3.4 From algebraic geometry to metric graphs

In this section, we study the transition from the algebraic Galois coverings (as in Subsection 3.1) to Galois coverings of metric graphs (as in Section 2). To do this, we modify our graphs to reflect the geometry further by assigning lengths to the edges, adding weights to the vertices to account for genera, and adding leaves to account for the ramification coming from generic ramification points.

We start with the quotient map of graphs \( \Sigma(\mathcal{X}) \rightarrow \Sigma(\mathcal{Y}) \) coming from a disjointly branched morphism. We assign lengths to these edges by studying their local algebraic structure. The edges in \( \Sigma \) correspond to ordinary double points on \( \mathcal{X} \) and \( \mathcal{Y} \). For any such point \( x \) in \( \mathcal{Y} \),

\[
\overline{D}_{\mathcal{X},x} = O_K[[u, v]]/(uv - \pi^n),
\]

where the completion is with respect to the maximal ideal \( m_x \) of the local ring \( O_{Y,x} \). We define the length of the edge \( l(e) \) corresponding to \( x \) to be \( l(e) := a \). Each vertex \( v \in \Sigma \) corresponds to an irreducible component \( \Gamma_v \) of genus \( g(\Gamma_v) \) in the special fiber. We weight the vertices \( v \in \Sigma \) by \( w(v) := g(\Gamma_v) \).

We now add infinite leaf edges to the graphs \( \Sigma(\mathcal{X}) \) and \( \Sigma(\mathcal{Y}) \). We first perform a base change to make all the ramification points rational over \( K \). Consider the morphism of smooth curves \( \varphi : \mathcal{X} \rightarrow Y \). Let \( P \in \mathcal{X}(K) \) be a ramification point and let \( Q = \varphi(P) \in \mathcal{Y}(K) \) be the corresponding branch point. The points \( P \) and \( Q \) reduce to exactly one component on \( \mathcal{X} \) and \( \mathcal{Y} \) respectively. We add a leaf edge \( E_P \) to the vertex \( V_P \) that \( P \) reduces to and a leaf edge \( E_Q \) to the vertex \( V_Q \) that \( Q \) reduces to. Doing this for every ramification point gives two loopless
models \( \Sigma(X) \) and \( \Sigma(Y) \). There is a natural map between the two, which is induced by the map \( \Sigma(X) \to \Sigma(Y) \) and sends leaf edges \( E_P \to E_Q \). The integer \( I'(E_Q)/l(E_P) \) we assign to these edges is \( |I_P| \). There is a natural action of \( G \) on this loopless model, given as follows. On \( \Sigma(X) \), this is the usual action. For leaf edges \( E_P \), we define an action by \( \sigma(E_P) = E_{\sigma(P)} \). This in accordance with the algebraic data, since \( \sigma(P) \) reduces to \( \sigma(V_P) \).

**Lemma 3.17.** Let \( X \to Y \) be a disjointly branched morphism as in Definition 3.1 and let \( \Sigma(X) \to \Sigma(Y) \) be the induced covering of intersection graphs from Theorem 3.2. For every edge \( e \in \Sigma(X) \) (as defined above) corresponding to a point \( x \in X \), we have \( s_e = |I_e| \).

**Proof.** For edges corresponding to generic ramification points, this is by definition. For edges corresponding to intersection points, this follows from [19, Chapter 10, Proposition 3.4.8, page 526].

**Proposition 3.18.** Let \( X \to Y \) be a disjointly branched morphism as in Definition 3.1. The natural quotient map \( \Sigma(X) \to \Sigma(Y) = \Sigma(X)/G \) from Theorem 3.2 then yields a Galois covering of metric graphs \( \Sigma(X) \to \Sigma(Y) \).

**Proof.** By construction every edge \( e \) in \( \Sigma(X) \) corresponds to either a generic (geometric) ramification point or an intersection point. For every point \( x \in X \), the Orbit-Stabilizer Theorem from group theory yields \( |G| = |D_P| \cdot \#\{\sigma(P) : \sigma \in G\} \). For generic ramification points and intersection points, we have \( I_P = D_P \), by our assumptions in Section 3.1. Thus the degree is just \( |G| \) everywhere, so in particular it is independent of the edge \( e \).

We now have to check the local Riemann–Hurwitz conditions at every vertex \( v \) mapping to a vertex \( w \). By Lemma 3.17, the quantities \( s_e \) are just the ramification indices of the generic points reducing to \( v \) and the indices of the edges. But these indices correspond with the indices on the special fiber by Proposition 3.16. Furthermore, the ramification points of the morphism on the special fiber \( \Gamma \to \Gamma' \) (corresponding to \( v \mapsto w \)) all arise from either the closure of a generic ramification point (using purity of the branch locus as before) or as an intersection point of \( X \). These are all accounted for, so the Riemann–Hurwitz conditions must be satisfied. This proves the proposition.

**Remark 3.19.** The notion of a disjointly branched morphism can be linked to that of an admissible covering, see [11], as follows. First, we note that the notion introduced in [11, Definition 8] should be a relative notion. Let \( X/\text{Spec}(R) \) and \( Y/\text{Spec}(R) \) be proper \( n \)-pointed semistable curves over the discrete valuation ring \( R \), as defined in [30, Definition 1.6.1]. We then define a relative admissible covering \( \varphi : X \to Y \) to be a finite morphism over \( \text{Spec}(R) \) such that the four conditions of [11, Definition 8] hold.

Suppose now that \( \varphi : X \to Y \) is a disjointly branched morphism. We mark these curves by the closures of the ramification and branch points respectively. By Proposition 3.16 and the second condition of a disjointly branched morphism, one sees that \( \varphi \) is étale outside the marked points and the singular points. We then immediately see that the first three conditions in [11, Definition 8] hold. For the last condition, one uses [17, Lemma 5.5.5] to see that the inertia groups are cyclic, after which the desired form in the fourth condition follows by a simple calculation on normalizations of local rings. We thus conclude that \( \varphi \) is a relatively admissible covering over \( \text{Spec}(R) \).

The reason we chose to work with disjointly branched morphisms is as follows. This notion gives a concrete way of going from (Galois) covers of algebraic curves over a field to covers of strongly semistable models over a discrete valuation ring. Indeed, let \( X \to Y \) be such a covering and let \( Y \to Y' \) be any strongly semistable model. By a sequence of blow-ups, one then obtains a strongly semistable \( Y' \) in which the closure of the branch locus consists of smooth, disjoint sections over \( R \). The normalization of \( Y' \) in the function field \( K(X) \) might then be ramified at the codimension one primes in the special fiber. After a finite totally ramified extension \( K \subset K' \) of the base field, this ramification disappears and the normalization of \( Y' \times \text{Spec}(R') \) in the function field \( K'(X) \) is then strongly semistable. Furthermore, the corresponding induced morphism \( X' \to Y' \times \text{Spec}(R') \) is a disjointly branched morphism.

As such, we see that disjointly branched morphisms give a way of moving from tame algebraic coverings of curves over a field to tame coverings of (strongly) semistable models and thus to admissible coverings. In general, this step of moving from algebraic coverings to coverings of semistable models is quite hard due to issues of wild ramification. Understanding the combinatorics behind this for superelliptic coverings would be interesting material for future research.
4 Tropicalization algorithm

In this section, we provide the algorithm producing the Berkovich skeleton for a superelliptic curve \( X \rightarrow \mathbb{P}^1 \). To do this, we first provide a semistable model \( \mathcal{Y} \) of \( \mathbb{P}^1 \) separating the branch locus over \( K \). The idea is to use Proposition 3.16 to reduce all the calculations to one dimensional schemes.

4.1 A separating semistable model

We describe a semistable model \( \mathcal{Y} \) of \( \mathbb{P}^1 \) separating the branch locus \( B \) of \( \varphi : X \rightarrow \mathbb{P}^1 \). We start with the model \( \mathcal{Y}_0 := \text{Proj} \ R[X, Y] \) where \( R[x, y] \) has the usual grading. The reader can think of this as being obtained from gluing together the rings \( R[x] \) and \( R[1/x] \). We now have a canonical reduction map \( r_{y_0} \), which takes a closed point \( P \in \mathbb{P}^1_K \) and sends it to the unique point in the closure of \( P \) lying over the special fiber \( (\mathcal{Y}_0)_s = \mathbb{P}^1_\mathbb{F} \) as in [19, Section 10.1.3, page 467] or Section 3.3. Informally, this map is given as reducing modulo the maximal ideal of \( \mathcal{Y}_0 \). This reduction map depends on the choice of the model \( \mathcal{Y}_0 \).

We now use this reduction map on the branch points \( B \) to obtain a collection of points in the special fiber. We group together all points having the same reduction under this reduction map. This provides a subdivision of \( B \) into subsets \( B_i \). We consider the subsets with \( |B_i| > 1 \). For these subsets with their corresponding reduced points \( p_i \) we now blow-up the model \( \mathcal{Y}_0 \) in the points \( p_i \). This gives a new model \( \mathcal{Y}_1 \). On this new model \( \mathcal{Y}_1 \), we again have a canonical reduction map \( r_{y_1} \) and similarly consider the image of every subset \( B_j \) under this reduction map to obtain a new subdivision \( B_{i,j} \). Two points \( P_1 \) and \( P_2 \) in \( B \) are in the same \( B_{i,j} \) if and only if their reductions in \( \mathcal{Y}_1 \) are the same. This gives a new set of points \( p_{i,j} \) (the reduction of the points in \( B_{i,j} \)) in the special fiber of \( \mathcal{Y}_1 \). We consider the points \( p_{i,j} \) such that \( |B_{i,j}| > 1 \). Blowing up these points \( p_{i,j} \) gives a new model \( \mathcal{Y}_2 \).

This process terminates: at some point all the \( B_{i_0,i_1,\ldots,i_k} \) have cardinality 1, since the coordinates of the points on the special fiber of the blow-up are exactly the coefficients of the \( \pi \)-adic expansions of those points. The \( \pi \)-adic expansions of distinct \( P_i \) and \( P_j \) are different after a certain height \( k \), giving different coordinates on the corresponding blow-up. The last semistable model \( \mathcal{Y}_k \) before the process above terminates is our separating semistable model. We simply call this model \( \mathcal{Y} \).

4.2 Ramification indices for superelliptic coverings

Let \( A \) be a discrete valuation ring with maximal ideal \( m_A = (\pi_A) \), valuation \( \nu_A \), field of fractions \( K(A) \) and residue field \( k(m_A) \). Here we assume that \( n \) is coprime to the characteristic of the residue field and that \( A \) contains a primitive \( n \)-th root of unity. The discrete valuation rings that we encounter in this section are the local rings of closed points on a curve and generic points of irreducible components of some semistable model \( \mathcal{Y} \).

**Example 4.1.** Let \( X \rightarrow \mathbb{P}^1 \) be a superelliptic covering of degree \( n \) over \( K \) given by \( (x, y) \mapsto x \) for the curve \( X \) defined by \( y^n = f(x) \), where we can assume that \( f(x) \) is a polynomial in \( K[x] \). For every nongeneric point \( P_a \in \mathbb{P}^1 \), the local ring \( \mathcal{O}_{\mathbb{P}^1, P_a} \) is a discrete valuation ring in the function field \( K(x) \) and we write \( \nu_a \) for the corresponding valuation. If \( P_a \) is a \( K \)-rational point not equal to infinity, then this valuation can be calculated as follows. The point \( P_a \) corresponds to a maximal ideal of the form \( (x - a) \) for some \( a \in K \). Every \( h \in K(x) \) can then be written as

\[
    h = (x - a)^k \frac{g_1}{g_2},
\]

where \( k \in \mathbb{Z} \) and the \( g_i \) are polynomials in \( K[x] \) such that \((x - a) \nmid g_i \). We then have \( \nu_a(h) = k \).

If \( P_a = \infty \), we proceed as follows: write any \( f \) as a quotient \( f = g_1/g_2 \) of two polynomials \( g_1, g_2 \). Then

\[
    \nu_a(f) = \deg(g_2) - \deg(g_1).
\]

See [29] for more background on these valuations of function fields.
We now consider an abelian extension $L$ of $K(A)$ of degree $n$. By Kummer theory, this extension can be represented as

$$L = K(A)[y]/(y^n - f)$$

for some $f \in K(A)$. We now give a criterion that allows us to calculate the orders of the inertia and decomposition groups for these extensions. We will use this criterion in Algorithm 4.5 to determine the decomposition groups of the edges and vertices.

**Lemma 4.2.** Let $A$ be a discrete valuation ring with maximal ideal $m_A = (\pi_A)$, field of fractions $K(A)$, valuation $v_A$ and residue field $K(m_A)$. Assume that $n$ is coprime to the characteristic of the residue field and that $A$ contains a primitive $n$-th root of unity. Let $L := K(A)[y]/(y^n - f)$ be a finite abelian extension of $K(A)$ of degree $n$ with $f \in K(A)$. Then the following are true.

1. The integral closure $B$ of $A$ in $L$ is finite as an $A$-module.
2. Let $m_B$ be a maximal ideal lying above $m_A$ and let $k := v_A(f)$. Then
   $$|I_{m_B}| = \frac{n}{\gcd(n, k)}.$$
3. Write $f = \pi^k \cdot u$ for some unit $u$. Let $r$ be the largest divisor of $n$ such that $u = s^r$ for some $s \in K(m_A)$. Then
   $$|D_{m_B}| = \frac{n}{r}.$$

**Proof.** The first part will follow from the computations below. Write $f$ as $f = \pi_A^k u$, where $k = v_A(f)$ and $v_A(u) = 0$. Let $d := \gcd(k, n)$. We first show that the subextension of degree $d$ over $K(A)$ is unramified. Write $d_1 = n/d$ and $d_2 = k/d$. Then the element $y^{d_1} \pi_A^{-d_2}$ is integral over $A$, as the computation

$$y^{d_1} \pi_A^{-d_2} = y^n x^{-k} = u$$

shows. Since $\gcd(n, \text{char}(k)) = 1$ and $v_A(u) = 0$, the extension of degree $d$ is unramified over $A$.

We now show that $L$ is completely ramified over $K(A)(y^{d_1} \pi_A^{-d_1})$. Let $z = y^{d_1} \pi_A^{-d_1}$. Since $\gcd(d_1, d_2) = 1$, we can find integers $r_1$ and $r_2$ such that $r_1 d_1 + 1 = r_2 d_2$. We claim that $w = y^{r_2} \pi_A^{-r_1}$ is integral over $A' := A[z]$. Indeed, $(y^{d_1} z)^{r_2} = z^{r_2} \cdot \pi_A^{r_2 d_2} = z^{r_2} \cdot \pi_A^{r_2 r_1 d_1}$, which implies that

$$w^{d_1} = \pi_A \cdot z^{r_2}.$$ (3)

Let $A'_p$ be the localization of $A'$ at a prime $p$ lying above $p$. This is again a discrete valuation ring with uniformizer $\pi$. We claim that the ring $A'_p[w]$ is also a discrete valuation ring. Note first that $z$ is a unit in $A'_p$, by Equation 2, so we can write

$$\pi_A = w^{d_1} z^{r_2}.$$ (4)

We thus see that $A'_p[w]$ is local with principal maximal ideal $m_w = (\pi_A, w) = (w)$. We conclude that $A'_p[w]$ is a regular local ring of dimension 1 and thus a discrete valuation ring by [13, Proposition 11.1], as desired. We then also have that $A'_p[w]$ is integrally closed in $L$, because unique factorization domains are always integrally closed. By looking at the degrees of the field extensions, we conclude using Proposition 3.12 that $|I_{m_B}| = n/\gcd(n, k)$, as desired.

Now for the third part. Consider the equation $z^d = u$ describing the maximal unramified extension, as shown in the previous part. We now have to find the maximal split subextension of this extension. For any divisor $d'$ of $d$, the subextension defined by

$$z^{d'} = u$$ (4)

(which describes the integral closure) is split if and only if $u = t^{d'}$ for some $t \in K(m_A)$. Indeed, if Equation 4 defines a split extension then its roots in $K(m_A)$ satisfy $t^{d'} = u$. Conversely, if $u = t^{d'}$ for some $t \in K(m_A)$, then there are exactly $d'$ roots $\alpha_i$ in $K(m_A)$ satisfying $\alpha_i^{d'} = u$, given by $\alpha_i = t \cdot \zeta_{d'}$. Here $\zeta_{d'}$ is a primitive $d'$-th root of unity. We conclude that the subextension of degree $r$ over $K(A)$ is the largest subextension in which $m_A$ splits. By [3, Proposition 4.36(i)], which is the analogue of Proposition 3.12 for decomposition groups, we see that $|D_{m_B}| = r$, as desired. \hfill $\square$
Remark 4.3. We note that the integral closure $B$ of a discrete valuation ring $A$ in a finite extension $L$ of $K(A)$ is not necessarily finite as an $A$-module, see [19, Chapter 8, Example 2.31]. If the characteristic of $A$ is zero then $B$ is a finite $A$-module, since $A$ is then Nagata. See [19, Chapter 8, Example 2.28] for more details.

Let $\varphi : X \to \mathbb{P}^1$ be a superelliptic covering and consider the canonical model $\mathcal{Y}$ constructed in Section 4.1. We do not need to write the equations for this model, and we may instead work with the intersection graph, which is the tropical separating tree of these points minus the leaves at the end. For this canonical model $\mathcal{Y}$, we take the corresponding disjointly branched morphism $\mathcal{X} \to \mathcal{Y}$ obtained by normalization after a finite extension. That is, we take a finite extension of $K$ to eliminate the ramification on the components of the special fiber of $\mathcal{Y}$ and then we take the normalization $\mathcal{X}$ of $\mathcal{Y}$ inside the function field $K(X)$ of $X$. By [20, Theorem 2.3] and [17, Proposition 4.1.1], the morphism $\varphi_{\mathcal{X}} : \mathcal{X} \to \mathcal{Y}$ is then disjointly branched, as defined in Definition 3.1.

We use this disjointly branched morphism $\varphi_{\mathcal{X}}$ throughout this section.

Proposition 4.4. Let $P_a \in \mathbb{P}^1(K)$ be a (generic) branch point of the superelliptic covering $\varphi : X \to \mathbb{P}^1$ given by the equation $y^n = f(x)$ with a corresponding superelliptic morphism of metric graphs $\varphi_{\Sigma} : X_{\Sigma} \to T$ induced from disjointly branched morphism $\mathcal{X} \to \mathcal{Y}$. Let $c_a = v_a(f(x))$, where $v_a$ is the valuation associated to $P_a$ in the function field $K(x)$. For any point $x \in \mathcal{X}$, let $I_x$ and $D_x$ be the inertia group and decomposition group of $x$, as defined in Section 3.

1. Let $Q_a$ be any point in the preimage of $P_a$, and let $Q_a := r_{\mathcal{X}}(Q_a)$. Then
   \[ |I_{Q_a}| = n/\gcd(c_a, n) = |I_{Q_a}|. \]

2. Let $\psi$ be a rational function on $T$ satisfying $\Delta(\psi) = \rho(\text{div}(f))$. Let $\psi_e$ be the slope of $\psi$ along the edge $e$ of $T$. Let $e'$ be any edge lying above $e$. For any edge $e'$ lying above $e$,
   \[ |I_{e'}| = n/\gcd(\psi_e, n). \]

   In other words, there are $\gcd(\psi_e, n)$ edges lying above $e$.

3. Let $g_v$ be the number of vertices in $\Sigma$ lying above $v \in T$ and let $m_v = \gcd(\psi_e, n)$. Then
   \[ g_v = \gcd(m_v) = \ellcm(n/m_v), \]
   where the least common multiple and greatest common divisor are taken over all edges $e$ adjacent to $v$.

Proof. 1. We have $|I_{Q_a}| = n/\gcd(c_a, n)$ by applying the second part of Lemma 4.2 to the extension $\mathcal{O}_{\mathcal{P}^1, P_a} \to \mathcal{O}_{X, Q_a}$ of discrete valuation rings arising from $X \to \mathbb{P}^1$. Using Proposition 3.16, we conclude that $|I_{Q_a}| = |I_{Q_a}|$.

2. For the second statement, pick any vertex $v$ with corresponding irreducible component $\Gamma$ containing the edge $e$. We consider the $\Gamma$-modified form of $f$, defined as follows. The component $\Gamma$ has a generic point $y$ with discrete valuation ring $\mathcal{O}_{y, \mathcal{Y}}$, valuation $v_{\Gamma}$, and uniformizer $\pi$. We set $k := \mathcal{O}_{T, (f)}$ and define the $\Gamma$-modified form to be the element $f^\Gamma := f \pi^{-k}$. The corresponding morphism of components is described by $(y')^n - f^\Gamma$, where $y' = y \pi^{-k/n}$. On the special fiber, the intersection point corresponds to a smooth point of $\Gamma$. By the Poincaré-Lelong formula, as presented in [17, Theorem 3.3.2.], the valuation of $f^\Gamma$ at this smooth point is exactly the slope of the function $\psi$ on $e$. As in the previous statement, the ramification index on the special fiber is $n/\gcd(\psi_e, n)$. By Proposition 3.16, this is the order of the inertia group at $e'$, as desired.

3. For the third statement, we will apply Lemma 4.2, Part (iii) to the extension of discrete valuation rings
   \[ \mathcal{O}_{y, y_{v'}} \to \mathcal{O}_{X_{\Sigma}, y_{v'}}, \tag{5} \]
   where $y_v$ and $y_{v'}$ are the generic points corresponding to the vertices $v$ and $v'$ respectively. Note that the $\Gamma$-modified form defined in the previous part is exactly the unit $u$ studied in Lemma 4.2. We thus have to find the largest $r$ such that $f^\Gamma = s^r$ for some $s \in k(y_v) = k(\mathbb{P}^1_\mathbb{K})$. Here we identified the residue field of $y_v$ with the function field of the projective line over $k$. Since $\mathbb{P}^1_\mathbb{K}$ has trivial Picard group, a rational function $h$ is a $j$-th power of some other rational function if and only if the valuations of $h$ at all points of $\mathbb{P}^1$ are divisible by $j$. We thus have to find the greatest common divisor of the valuations of $f^\Gamma$ at $v$. The points that nontrivially contribute to the valuations of $f^\Gamma$ correspond exactly to the edges adjacent to $v$. Since these valuations are equal to the slope $\psi_e$ of $\psi$ along $e$, we see that we obtain the statement of the proposition. \[ \square \]
4.3 The algorithm

We now give an algorithm producing the Berkovich skeleton of a curve $X$ defined by an equation $y^n = f(x)$ for some $n \geq 2$ and $f(x) \in K(x)$. This algorithm generalizes the known algorithm for finding the Berkovich skeleton of hyperelliptic curves from [7, Section 2]. We take as input to the algorithm a polynomial $f(x) \in K[x]$, which we may do because for $f(x)$ of the form $f(x) = g(x)/h(x)$, we may multiply both sides of $y^n = f(x)$ by $h(x)^n$ and make a change of coordinates $\tilde{y} = h(x) \cdot y$ to obtain the integral equation $(\tilde{y})^n = g(x)h(x)^{n-1}$.

Algorithm 4.5 (Tropicalization Algorithm).

**Input:** A curve $X$ defined by the equation $y^n = f(x)$ over a field with a valuation $v$.

**Output:** The Berkovich skeleton $X_{\Sigma}$ of $X$.

1. **Compute finite expansions of the roots of $f$.** Using the Newton–Puiseux Method [31], one can make a finite expansion for the roots of the polynomial $f$. An explicit upper bound for the needed height of this expansion is given by $v(\Delta(f))$, where $\Delta(f)$ is the discriminant of $f$. Typically, this method is offered as a proof that the field of Puiseux series is algebraically closed, but it can also be used to actually find the roots of univariate polynomials over the Puiseux series. This method has been implemented in Maple [23, algcurves] and Magma [9].

2. **Compute the tree $T$.** This is the abstract tropicalization of $\mathbb{P}^1$ together with the marked ramification points $Q_1, \ldots, Q_s$. This is done in the following way; see [21, Section 4.3].
   (a) Let $M$ be the $2 \times s$ matrix whose columns are the branch points $Q_1, \ldots, Q_s$. Let $m_{ij}$ be the $(i, j)$-th minor of this matrix.
   (b) Let $d_{ij} = N - 2v(m_{ij})$, where $v$ is the valuation on $K$ and $N$ is an integer such that $d_{ij} \geq 0$.
   (c) The number $d_{ij}$ is the distance between leaf $i$ and leaf $j$ in the tree $T$. These distances uniquely specify the tree $T$, and one can use the Neighbor Joining Algorithm [25, Algorithm 2.41] to reconstruct the tree $T$ from these distances.

3. **Compute the slopes $\psi_e$ along each edge of $T$.** The divisor $\rho(\text{div}(f))$ is a principal divisor on $T$, and so there exists a rational function $\psi$ on $T$ with $\Delta(\psi) = \rho(\text{div}(f))$, as defined in [4, page 4]. One can compute $\rho(\text{div}(f))$ by observing where the zeros and poles of $f$ specialize. Use this to compute the slopes $\psi_e$ of $\psi$ along edges $e$ of $T$ using Lemma 2.6.

4. **Compute the intersection graph of $X_{\Sigma}$.**
   (a) **Edges.** The number of preimages of each edge is $\gcd(\psi_e, n)$ by Proposition 4.4.2.
   (b) **Vertices.** The number of preimages of each vertex $v$ is $\gcd(n, \psi_e) \cdot \nu(v)$ by Proposition 4.4.3.

5. **Determine the edge lengths and vertex weights to find $X_{\Sigma}$.**
   (a) **Edges.** If an edge $e$ in $T$ has length $l(e)$, then the length of each of its preimages in $X_{\Sigma}$ is $l(e) \cdot \gcd(\psi_e, n)/n$, by Proposition 4.4 and [19, Chapter 10, Proposition 348, page 526]. Remove any infinite leaf edges.
   (b) **Vertices.** The weight on each vertex $v$ is determined by the local Riemann–Hurwitz formula. The degree $d$ at $v$ is $n/g_v$, where $g_v$ is the number of vertices above $v$. Here we use the fact that the order of the decomposition group of the generic point corresponding to a vertex lying above $v$ is equal to the degree. The weight of $v$ is determined by
   $$2w(v) - 2 = -2 \cdot d + \sum_{e \ni v} \left( \frac{n}{\gcd(n, \psi_e)} - 1 \right).$$

Theorem 4.6 (Tropicalization Algorithm). The Tropicalization Algorithm 4.5 terminates and is correct.

**Proof.** The tree $T$ created in the algorithm is the tree obtained from the canonical semistable model in Section 4.1 with the leaves attached. The formulas for the number of preimages of the edges and the vertices are given by Proposition 4.4, Parts 2 and 3 respectively. There is only one graph up to a labeling of the vertices satisfying the covering data found in the algorithm. Indeed, the covering data naturally give a 2-cocycle (in terms of Čech cohomology) on $T$, which must be trivial. We thus obtain the intersection graph of the semistable model $\mathcal{C}$. Contracting any leaf edges yields the Berkovich skeleton. \(\Box\)
Example 4.7. We compute the abstract tropicalization of the curve defined by the equation
\[ y^3 = x^3(x - 1)(x - 2)(x - 2 - \pi). \]

1. The matrix \( M \) is
\[
M = \begin{bmatrix}
0 & \pi & 1 & 1 + \pi & 2 & 2 + \pi \\
1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix},
\]
so the vector \( m \) (organized lexicographically) is
\[
m = (-\pi, -1, -1 - \pi, -2, -2 - \pi, -2 - \pi, -2, -\pi, -2, -\pi, -1 - \pi, -1 + \pi, -1, -\pi). \]

Taking \( N = 2 \), we have \( m = (0, 2, 2, 2, 2, 2, 2, 2, 0, 2, 2, 2, 0) \). Therefore, the tree is as displayed in Figure 2.

2. We have \( \text{div}(f) = 2(0) + (\pi) + 2(1) + (\pi + 1) + 2(2) + (2 + \pi) - 9(\infty) \). Then \( \rho(\text{div}(f)) = 3v_{12} + 3v_{34} + 3v_{56} - 9v \) and \( \psi_{e_{12}} = \psi_{e_{34}} = \psi_{e_{56}} = 3 \). On all leaf edges \( \psi_e \) is 1 or 2.

3. Each of the edges \( e_{12}, e_{34}, e_{56} \) has 3 preimages, and all leaves have 1 preimage. We can contract these in the tropical curve, so we do not draw them in the graph, but we mention them here because they are necessary for bookkeeping the ramification in the formulas. The middle vertex \( v \) has 3 preimages, and the other vertices have 1 preimage. So, the graph is \( K_{3,3} \).

4. The lengths of all interior edges in the tree \( T \) were 1. These lengths are preserved in \( K_{3,3} \) because all edges were unramified. The weights on all vertices are 0. For example, \( w(v_{12}) = -3 + 1 + (3(3/3 - 1) + 2(3/1) - 1)/2 = 0 \). So, the abstract tropicalization of our curve is the metric graph in Figure 3. Each vertex is labeled with its image in the tree \( T \).

\[ \text{Figure 2: The tree } T \text{ in Example 4.7.} \]

\[ \text{Figure 3: Tropicalization of the curve in Example 4.7.} \]

Example 4.8. Möller [22] shows that there is a unique Shimura–Teichmüller curve of genus three, \( X_3 \), defined by the equation \( y^4 = x(x - 1)(x - \pi) \), and there is a unique Shimura–Teichmüller curve of genus four, \( X_4 \), defined by the equation \( y^6 = x(x - 1)(x - \pi) \). In [15, Section 2], the authors compute the period matrix of \( X_4 \). We now use the Tropicalization Algorithm to compute their Berkovich skeleta.

1. In both cases, the ramification points are 0, 1, \( \pi \), and \( \infty \). The corresponding tree is in Figure 4, where the interior edge has length 1. We call the interior vertices \( v_1 \) and \( v_2 \).

2. The divisor of \( f := x(x - 1)(x + \pi) \) is \( \text{div}(f) = (0) + (\pi) + (-1 - 3(\infty)) \). The divisor specializes to \( \rho(\text{div}(f)) = 2v_0 - 2v_1 \). The corresponding rational function \( \psi \) has slope 2 on the only edge in the tree.

3. We have \( \gcd(\psi_e, n) = 2 \) in both cases. Therefore the edge has 2 preimages. Both vertices on the tree have leaves, so both \( v_0 \) and \( v_1 \) each have one preimage each in the graphs \( X_{3,\Sigma} \) and \( X_{4,\Sigma} \).

4. The length of the interior edge in the tree is 1, so in \( X_3 \) there are two edges of length 1/2 and in \( X_4 \) there are two edges of length 1/3. For the genera of the vertices, we apply the Riemann–Hurwitz formula to obtain the complete picture of the graphs; \( X_{3,\Sigma} \) is in Figure 5 and \( X_{4,\Sigma} \) is in Figure 6.

\[ \text{Figure 4: The tree for the Shimura–Teichmüller curves.} \]

\[ \text{Figure 5: The tropical genus 3 Shimura–Teichmüller curve.} \]

\[ \text{Figure 6: The tropical genus 4 Shimura–Teichmüller curve.} \]
5 Realizability

In this section, we study realizability for superelliptic covers. We show that every superelliptic cover of prime degree of metric graphs comes from an algebraic superelliptic cover. A similar result was proved for degree \( d \) admissible coverings in [11, Theorem 1] using techniques from [1]: for every degree \( d \) admissible covering of metric graphs \( X_S \to T \), there exists an admissible covering \( X \to T \) over \( R \) tropicalizing to \( X_S \to T \) (see Remark 3.19). The proof uses a tame Berkovich-theoretic semistable lifting theorem [1, Theorem 7.4]. A careful examination of the proof then also shows that any Galois covering of metric graphs lifts to an admissible Galois covering of curves. In this sense, the realizability theorem we prove in this section can be considered as a special case of [1, Theorem 7.4] and [11, Theorem 1]. The main difference here is that the techniques used in [1] are purely analytic and a priori only give coverings of analytic spaces. Using a GAGA-type result for Berkovich spaces, one then obtains a covering of algebraic curves. This generally makes it hard to write down the explicit equations for the curves, let alone the corresponding coverings.

Example 5.1. Consider the multiplicative group \( G := \mathbb{K}^*/\langle q \rangle \), where \( q \in \mathbb{K}^* \) with \( v(q) > 0 \). There is then a canonical way to associate an analytic space \( X^\mathrm{an}/\mathbb{K} \) (in the Berkovich sense) to \( G \) such that the type-1 points of \( X^\mathrm{an} \) are given by \( G \), see [8, Section 9.2] for the rigid-analytic construction. This curve \( X^\mathrm{an} \) is also known as a Tate curve. This defines a proper, reduced, smooth, one-dimensional analytic space, which therefore must come from a unique proper, reduced, smooth algebraic curve \( X/\mathbb{K} \) by [6, Corollary 3.4.14]. This curve is an elliptic curve and an explicit equation for \( X \) is given in [27, Page 410, Theorem 1.1] using the \( a_3(q) \) and \( a_6(q) \) modular invariants.

Unlike in [1] and [11], our approach is constructive; the proof of our realizability theorem presents a method for finding the defining equation of a curve \( X \). That is, we give a polynomial \( f \in \mathbb{K}[x] \) such that the covering \( X \to \mathbb{P}^1 \) given by the function field extension \( K(x) < K(x)[y]/(y^d - f(x)) \) tropicalizes to the desired superelliptic covering of metric graphs.

We first recall the setup. Given a superelliptic covering of curves \( X \to \mathbb{P}^1 \), we obtain a superelliptic covering of metric graphs \( \psi : \Sigma \to T \) by computing the tree \( T \) with model \( T_M \) and the divisor \( \rho(\text{div}(f)) = \sum a_iP_i \) on \( T \) (we recall from before that this is the specialization of the divisor \( \text{div}(f) \) to the tree \( T_M \)). The main difficulty in reversing this process is finding \( a_i \) which give the graph \( \Sigma \). We show inductively that there are enough ways of assigning values to the \( a_i \) such that the desired tropicalization is obtained. To get acquainted with the sort of problem we are dealing with here, we treat an illustrative example.

Example 5.2. Let \( T \) be the metric tree arising from the loopless model \( T_M \) as in Figure 1. Here we assume that the edges \( f_1 \) and \( f_5 \) have length 1. Let \( S \) be a fixed set of 6 points in \( \mathbb{P}^1(K) \) whose associated tropical tree is \( T \) and let \( \Sigma \to T \) be a superelliptic covering of \( T \). We would like to find all algebraic superelliptic coverings \( X \to \mathbb{P}^1 \) such that the induced covering from Proposition 3.18 is \( \Sigma \to T \). Here we use the separating semistable model \( \overline{\Sigma} \) as described in Section 4.1 in Proposition 3.18.

The degree 3 superelliptic coverings of \( \mathbb{P}^1 \) that are ramified only above points in \( S \) are given by rational functions \( f \in K(x) \) such that \( v_P(f) \not\equiv 0 \mod 3 \) only for \( P \in S \). Indeed, any such \( f \) gives an extension of function fields

\[
K(x) \to K(x)[y]/(y^3 - f)
\]

with a superelliptic covering of smooth curves \( X \to \mathbb{P}^1 \) that is only ramified above points in \( P \). Conversely, any degree 3 superelliptic covering \( X \to \mathbb{P}^1 \) arises from a function field extension \( K(x) \to K(x)[y]/(y^3 - f) \) for some \( f \in K(x) \) by Kummer theory. It then follows from Lemma 4.2 that \( v_P(f) \not\equiv 0 \mod 3 \) if and only if the covering is ramified above \( P \).

We now classify the coverings \( \Sigma \to T \) arising from these \( f \) in terms of the valuations \( v_P(f) \) of \( f \) at points \( P \in S \). Let \( S = (P_5, P_6, P_7, P_8, P_9, P_{10}) \) be a set of 6 points such that the induced tropical tree from Section 4.1 is equal to \( T \). Here the point \( P_1 \) corresponds to the leaf \( f_1 \). For instance, we can take the projective points

\[
\{P_5, P_6, P_7, P_8, P_9, P_{10}\} = \{[\pi^2 : 1], [2\pi^2 : 1], [\pi : 1], [1 : 1], [2 : 1], [1 : 0]\}.
\]
For any choice of integers \((c_5, c_6, c_7, c_8, c_9, c_{10})\) with \(c_5 + c_6 + c_7 + c_8 + c_9 + c_{10} = 0\), we canonically obtain an \(f \in K(x)\) with \(v_P(f) = c_i\). For example, if we do this for the points defined above and the list \((1, 2, 1, -1, 2, -5)\), we obtain the rational function \(f = (x - \pi^2)(x - 2\pi)^2(x - \pi)(x - 1)^{-1}(x - 2)^2\).

Consider the curve defined by \(y^3 = f\) for any \(f\) defined by a sequence \((c_5, c_6, c_7, c_8, c_9, c_{10})\) as above. By normalizing, we assume that \(v_P(f) = 0\) for \(P\) not in \(S\). We also assume that \(v_P(f) \neq 0 \mod 3\) for every \(P \in S\).

By Lemma 2.6, the slope of the piecewise linear function \(\psi_f\) corresponding to \(f\) (see Section 3.2) on \(f_1\) is equal to \(c_5 + c_6\). By Proposition 4.4, the induced morphism of metric graphs from Proposition 3.18 is split above \(f_1\) if and only if \(c_5 + c_6 \equiv 0 \mod 3\). The pairs \((c_5, c_6)\) (where the bar denotes the residue class in \(\mathbb{F}_3\)) that correspond to coverings that are split above \(f_1\) are consequently given by \((\overline{1}, \overline{2})\) and \((\overline{2}, \overline{1})\). The pairs \((c_5, c_6)\) that correspond to coverings that are not split above \(f_1\) are given by \((\overline{1}, \overline{1})\) and \((\overline{2}, \overline{2})\).

We now similarly consider the slope of the piecewise linear function \(\psi_f\) on the edge \(f_4\). Again by Lemma 2.6, we see that the induced morphism is split above \(f_4\) if and only if \(c_5 + c_6 + c_7 \equiv 0 \mod 3\). We can now express \(\Sigma\) in terms of triples \((c_5, c_6, c_7)\). The triples that correspond to coverings that are split on \(f_1\) and nonsplit on \(f_4\) are given by

\[
\{(\overline{2}, \overline{1}, \overline{1}), (\overline{2}, \overline{1}, \overline{2}), (\overline{1}, \overline{2}, \overline{1}), (\overline{1}, \overline{2}, \overline{2})\}.
\]

The triples that correspond to coverings that are nonsplit on \(f_1\) and split on \(f_4\) are \((\overline{1}, \overline{1}, \overline{1}), (\overline{1}, \overline{2}, \overline{2}), (\overline{2}, \overline{2}, \overline{2}), (\overline{2}, \overline{2}, \overline{2})\), and the triples that correspond to coverings that are nonsplit on both edges are \((\overline{1}, \overline{1}, \overline{1}), (\overline{1}, \overline{2}, \overline{2}), (\overline{2}, \overline{2}, \overline{2}), (\overline{2}, \overline{2}, \overline{2})\). Note that the covering \(\Sigma \to T\) is independent of the valuations \(c_5, c_6\) and \(c_{10}\) as soon as the others are determined.

Let us now find a rational function \(f \in K(x)\) that gives rise to the superelliptic covering in Figure 1. The covering is split on \(f_1\) and nonsplit on \(f_4\). We thus see that any of the four triples in the set (6) gives rise to the desired superelliptic covering. To be explicit, take \(f = (x - \pi^2)^3(x - 2\pi)^2(x - \pi)(x - 1)(x - 2)\). The covering given by \((x, y) \mapsto x\) for \(y^3 = f\) then gives rise to a covering of metric graphs as in Figure 1.

Let \(T\) be a metric tree with rational edge lengths. By redefining the valuation and subdividing the edges, we can find a finite model \(T_M\) for \(T\) with vertex set \(V(T_M)\), edge set \(E(T_M)\) and edges having length one.

**Remark 5.3.** For the remainder of the section, we use only this particular model of \(T\), so we write \(T = T_M\) for both the loopless model and the corresponding metric graph.

Let \(R(E(T), \mathbb{F}_p)\) be the ring of functions \(J : E(T) \to \mathbb{F}_p\). Here addition and multiplication are induced from the ring structure on \(\mathbb{F}_p\). One then easily checks that the units of this ring are the functions \(u : E(T) \to \mathbb{F}_p^*\).

We would like to associate a superelliptic covering of metric graphs to \(T\) and \(J(\cdot)\). Imposing a condition on \(J(\cdot)\) which reflects the Riemann–Hurwitz equation allows us to do this. To that end, recall that for any superelliptic covering \(X_k \to \mathbb{P}_k^1\) of degree \(p\) with branch locus \(B\), we have that

\[
g(X_k) = \frac{2(1 - p) + (p - 1)|B|}{2}.
\]

We use this to define admissible coverings. For every vertex \(v\), let \(|B_v|\) be the number of edges adjacent to \(v\) with \(J(e) \neq 0 \mod p\).

**Definition 5.4.** Let \(T\) be a model of a metric tree with rational edge lengths, let \(E(T)\) be its edge set and let \(V(T)\) be its vertex set. A function \(J : E(T) \to \mathbb{F}_p\) is called Riemann–Hurwitz admissible (or *admissible*) if the following two conditions are satisfied:

1. For every vertex \(v \in V(T)\), the number

\[
r_v := \frac{2(1 - p) + (p - 1)|B_v|}{2}
\]

is an integer greater than or equal to zero.

2. For every leaf edge \(e\) in \(T\), we have \(J(e) \neq 0 \mod p\).

The first condition allows us to construct a vertex \(v'\) above \(v\) with genus as predicted from the Riemann–Hurwitz formula. The second condition is added to ensure that the leaves have some nontrivial contribution to the vertex they are attached to.
Lemma 5.5. Let $J : E(T) \to \mathbb{F}_p$ be a Riemann–Hurwitz admissible function for a model $T$, as in Definition 5.4. Then there exists a superelliptic covering $\psi : \Sigma \to T$ with the following properties:

1. There are $p$ edges lying above $e \in T$ if and only if $J(e) = 0 \mod p$.
2. There are $p$ vertices lying above a vertex $v \in T$ if and only if $|B_v| = 0$.
3. Let $v' \in \Sigma$. Then $g(v') = r_v$, as in Equation 7.

Conversely, we can construct an admissible function $J : E(T) \to \mathbb{F}_p$ for any superelliptic covering $\Sigma \to T$ as follows. We define

$$J(e) = 1 \mod p$$

if and only if there is only one edge lying above $e$, and

$$J(e) = 0 \mod p$$

if and only if there are $p$ edges lying above $e$.

Proof. We construct $\Sigma$ as follows. For every $v \in T$ with $|B_v| \neq 0$, construct one vertex $v'$ with $g(v') = r_v$. For every edge $e \in T$ connecting to this $v$, construct $p$ edges with length one if $J(e) = 0$ and 1 edge with length $1/p$ if $J(e) \neq 0$. For every vertex $v \in T$ with $|B_v| = 0$, construct $p$ vertices $v_i$ with $g(v_i) = 0$ and for every adjacent edge $e$, construct $p$ edges $e_i$. Connecting these vertices and edges then yields the metric graph $\Sigma$, which has a natural action of $G := \mathbb{Z}/p\mathbb{Z}$ such that $\Sigma/G = T$. The function $J$ constructed in the lemma is admissible by the local Riemann–Hurwitz conditions. $\square$

Remark 5.6. We note that an admissible $J(\cdot)$ only fixes the superelliptic covering (in the sense of Lemma 5.5) up to a twisting of the edges, see Figure 7. Furthermore, multiplying $J$ by any unit $u \in (R(E(T), \mathbb{F}_p))^*$ yields a function $u \cdot J$ that induces the same covering in the sense of Lemma 5.5.

![Figure 7: Two $\mathbb{Z}/2\mathbb{Z}$-coverings whose associated admissible functions $J : E(T) \to \mathbb{F}_p$ from Lemma 5.5 are the same. The edges are "twisted", i.e. these coverings differ by an automorphism of order two. The leaf edges have been surpressed here.](image)

Let $\varphi : \Sigma \to T$ be a superelliptic covering of metric graphs with rational edge lengths and let $J(\cdot)$ be as in Lemma 5.5. Let $L(T)$ be the set of leaf edges in $T$ and let $R_\varphi = |L(T)|$ be the number of leaf edges $e \in T$. This will also be referred to as the number of branch points of the covering. To show that there exists an algebraic covering tropicalizing to the given covering, we construct $R_\varphi$ points in $\mathbb{P}^1(K)$, labeled $P_i$, and coefficients $a_i \in \mathbb{Z}$ such that the following are satisfied:

1. The divisor $D := \sum a_i(P_i)$ has degree 0.
2. Every point $P_i$ specializes to a unique leaf vertex $v(P_i) \in V(T)$ under the specialization map $\rho : \text{Div}(\Sigma) \to \text{Div}(\Sigma(\Sigma))$ for some strongly semistable model $\Sigma$ for $\mathbb{P}^1$ with intersection graph $\Sigma(\Sigma) = T$.
3. There exists a unit $u \in (R(E(T), \mathbb{F}_p))^*$ such that the slope $\psi_e$ of the piecewise linear function $\psi$ corresponding to $\rho(D) = \Delta(\psi)$ satisfies

$$\psi_e \mod p = u(e) \cdot J(e).$$

Since $D$ has degree zero, we can find an $f \in K(x)$ such that $\text{div}(f) = D$. The third condition then ensures that the covering given by $(x, y) \mapsto x$ for $y^p = f$ tropicalizes to $\varphi$. This can be seen using Proposition 4.4. The existence of the strongly semistable model $\Sigma$ follows from the considerations in Section 4.1.
Remark 5.7. Throughout this section, we consider piecewise linear functions $\psi$ on $T$ as functions from $V(T)$ to $\mathbb{Z}$. In the terminology of Section 3.2, they are elements of $\mathcal{N}(T)$. This allows us to consider the base change of the space of piecewise linear functions to $\mathbb{F}_p$, see the morphisms (9) and (10).

We first formalize the problem in terms of principal divisors on the tree $T$. We assume that we have already found $P_i \in \mathbb{P}^1(K)$ that uniquely specialize to the leaf vertices of $T$. The explicit construction of the $P_i$ and the strongly semistable model $\mathfrak{X}$ will be given in Theorem 5.13. Let $M = \mathbb{Z}^{[L(T) \to]}$ and consider the $\mathbb{Z}$-submodule

$$N = \left\{(x_i) \in \mathbb{Z}^{[L(T) \to]} : \sum_{i=1}^{[L(T) \to]} x_i = 0\right\}. \quad (8)$$

There are then natural maps $j : N \to \text{Div}^0(\mathbb{P}^1)$ and $j_{\mathbb{Z}} : N \to \text{Div}^0(T)$ given by

$$j : (x_i) \mapsto \sum_{i=1}^{[L(T) \to]} x_i \cdot (P_i) \quad \text{and} \quad j_{T} : (x_i) \mapsto \sum_{i=1}^{[L(T) \to]} x_i \cdot \rho(P_i).$$

Together with the specialization map $\rho : \text{Div}^0(\mathbb{P}^1) \to \text{Div}^0(T)$, these fit into the commutative diagram

$$\begin{array}{ccc}
N & \xrightarrow{j} & \text{Div}^0(\mathbb{P}^1) \\
\downarrow j_T & & \downarrow \rho \\
\text{Div}^0(T). & &
\end{array}$$

Since $T$ is a tree, we have $\text{Div}^0(T) = \text{Prin}(T)$ and we can thus write any degree zero divisor as $\Delta(\psi)$ for some piecewise linear function $\psi$. For any $a = (a_i) \in N$, we write $\psi_a$ for a piecewise linear function on $T$ corresponding to the degree zero divisor $j_{T}(a_i) = \sum_i a_i \cdot \rho(P_i)$. By base changing $j$ and $j_T$ over $\mathbb{F}_p$, we obtain the morphisms

$$\tilde{j} : N \otimes_{\mathbb{Z}} \mathbb{F}_p \to \text{Prin}(\mathbb{P}^1)/\mathbb{F}_p \cdot \text{Prin}(\mathbb{P}^1) \quad (9)$$

and

$$\tilde{j}_T : N \otimes_{\mathbb{Z}} \mathbb{F}_p \to \text{Prin}(T)/\mathbb{F}_p \cdot \text{Prin}(T). \quad (10)$$

We will now show that two degree zero divisors $j(a)$ and $j(a')$ in $\text{Div}^0(\mathbb{P}^1)$ that are equivalent under these specialization maps give rise to equivalent admissible functions $J(\cdot)$ and $j(f)$ for a degree zero divisor $j(a)$ is obtained as follows. We write $j((a_i)) = \text{div}(f)$ for some $f$ and then consider the algebraic covering $\Sigma_a \to \mathbb{P}^1$ induced by the extension of function fields

$$K(x) \to K(x)[z]/(z^p - f).$$

This algebraic covering then gives rise to a superelliptic covering of metric graphs $\Sigma_a \to T$ by Proposition 3.18. By Lemma 5.5, we obtain the desired admissible function $J(\cdot)$.

Lemma 5.8. Let $a, a' \in N$ be such that

$$\tilde{j}_T(a) = \tilde{j}_T(a'),$$

where $\overline{a}$ (respectively $\overline{a}'$) denotes the image of $a$ (respectively $a'$) in $N \otimes_{\mathbb{Z}} \mathbb{F}_p$. Then the superelliptic coverings of metric graphs $\varphi_a : \Sigma_a \to T$ and $\varphi_{a'} : \Sigma_{a'} \to T$ corresponding to the degree zero divisors $j(a)$ and $j(a')$ are the same in the sense of Lemma 5.5.

Proof. The values of the piecewise linear functions $\psi_a$ and $\psi_{a'}$ corresponding to $j_T(a)$ and $j_T(a')$ differ at every vertex by a multiple of $p$. The slopes on every edge then also differ by a multiple of $p$. Using Proposition 4.4, we then see that the number of vertices and edges lying above every vertex and edge of $T$ is the same for both $\varphi_a : \Sigma_a \to T$ and $\varphi_{a'} : \Sigma_{a'} \to T$. We thus see that the coverings yield the same admissible function $J : E(T) \to \mathbb{F}_p$, as desired.

For another proof, note that any divisor of the form $pD \in \text{Div}^0(T)$ on the tree corresponds to the divisor of a function $g(x)^p$ for some $g(x) \in K(x)$. If $j(a) = pD + j(a')$, then the algebraic curves $z^p = f_a(x)$ and $z^p = f_{a'}(x) \cdot g(x)^p$ are isomorphic by the transformation $(x, z) \mapsto (x, z \cdot g)$. The corresponding metric graphs are then also isomorphic, as desired. \qed
For the remainder of the section, we fix a target vertex $v_0$ with at least two branch points, say $P_{0,1}$ and $P_{0,2}$. We want to construct a divisor $j((a_i)) = \sum_{e \in E} a_i(P_i)$ that gives rise to the covering $\varphi$. We will first assign values to the $a_i$ without assuming that the vector $(a_i)$ belongs to the degree zero submodule $N$, as introduced in Equation 8. Let $a_{0,1}$ and $a_{0,2}$ be the coefficients corresponding to $P_{0,1}$ and $P_{0,2}$. In the argument that follows, we will not assign any values to these coefficients until the very end. These coefficients $a_{0,1}$ and $a_{0,2}$ are then used to ensure that $(a_i) \in N$. For any edge $e$ in $T$, consider the connected component $T_e$ of $T \setminus \{e\}$ not containing $v_0$ as in Lemma 2.6. The slope of a rational function giving this divisor along an edge $e$ is now given by the formula in Lemma 2.6:

$$\sum_{x \in T_e} (\psi)(x) = \sum_{P \in T_e} a_i,$$

**Definition 5.9.** Let $s_e$ be the number of $P_i$ reducing to the connected component $T_e$. The total Laplacian on the component $T_e$ is a function $\Delta_e(\psi): (\mathbb{F}_p)^{s_e} \to \mathbb{F}_p$, sending $(a_i) \mapsto \sum_{P \in T_e} a_i$. We consider these as elements of $\mathbb{F}_p$ because we are only interested in the value of the slopes and the exponents mod $p$, see Lemma 5.8.

This definition allows us to view the formula for the slope of the Laplacian on $e$ as a function of the $a_i$ laying on the connected component $T_e$. The Laplacian $\psi$ corresponding to the covering $\varphi$ must satisfy the total Laplacian equations for every $e \in E(\Sigma)$:

$$\Delta_e(\psi)(a(e)) = u(e) \cdot J(e),$$

where $u(e) \in \mathbb{F}_p^*$ and $a(e)$ is the vector of coefficients $(a_i)$ corresponding to points $P_i$ reducing to leaves of $T_e$.

We adopt the following notation for the rest of this section. Here, we use the symbols $\overline{0}$ and $\overline{1}$ for the residue classes of 0 and 1 in $\mathbb{F}_p$.

1. We write $\Delta_e(\psi) = 1$ if there exist $a_i$ such that $\Delta_e(\psi)(a(e)) \in \mathbb{F}_p^*$.
2. Similarly, we write $\Delta_e(\psi) = 0$ if there exist $a_i$ such that $\Delta_e(\psi)(a(e)) = \overline{0}$.
3. Given a set of edges $E := \{e_i\}$, we write $\Delta_e(\psi) = \delta_{e_i}$ for $\delta_{e_i} \in \{0, 1\}$ if there exist $a_i$ such that all conditions $\Delta_e(\psi) = \delta_{e_i}$ are met simultaneously for this set of $\{a_i\}$.
4. Given an edge $e$ with connected component $T_e$ and numbers $\delta_{e_i} \in \{0, 1\}$ for $e_i \in T_e$, we write $\Delta_{T_e}(\psi) = c$ for a $c \in \mathbb{F}_p$ if there exist $a_i$ such that $\Delta_e(\psi) = \delta_{e_i}$ for every $e_i$ in $T_e$ and such that $\Delta_p(\psi)(a_e) = c$.

With this notation, the covering $\varphi: \Sigma \to T$ naturally gives us a set of $\{\delta_{e_i}\}$ with $\delta_{e_i} \in \{0, 1\}$: we set $\delta_{e_i} = 0$ if $\delta_{e_i} = \overline{0}$ and $\delta_{e_i} = 1$ if $\delta_{e_i} = \overline{1}$, where $\delta_{e_i}$ is as given by Lemma 5.5.

**Example 5.10.** Let $P_i \in \mathbb{P}^1(K)$ for $i \in \{5, 6, 7, 8, 9, 10\}$ with tropical tree $T$ be as in Example 5.2. The fixed vertex for this example will be the image of $v \in T$ in $T$. We will be more general here and take a prime number $p$ not equal to 2. The submodule $N$ as introduced in Equation 8 is given here by

$$N = \{(c_5, c_6, c_7, c_8, c_9, c_{10}) : c_5 + c_6 + c_7 + c_8 + c_9 + c_{10} = 0\}.$$

The total Laplacian $\Delta_{f_1}(\psi): (\mathbb{F}_p)^2 \to \mathbb{F}_p$ for $f_1 \in T$ is then given by $(\overline{c_5}, \overline{c_6}) \mapsto \overline{c_5 + c_6}$. By choosing suitable $c_5$ and $c_6$, we see that $\Delta_{f_1}(\psi) = 0$ and $\Delta_{f_1}(\psi) = 1$. Indeed, take $(\overline{c_5}, \overline{c_6}) = (\overline{1}, \overline{p - 1})$ and $(\overline{c_5}, \overline{c_6}) = (\overline{1}, \overline{p - 2})$ respectively. The assumption $p \neq 2$ is crucial here: if $p = 2$, then we cannot obtain $\Delta_{f_1}(\psi) = 1$, as the slope is automatically equal to 0 mod 2 by our assumption $c_5, c_6 \equiv 1 \pmod{2}$ (see Definition 5.4).

For $f_2$, the total Laplacian $\Delta_{f_2}(\psi): (\mathbb{F}_p)^3 \to \mathbb{F}_p$ is given by $(\overline{c_5}, \overline{c_6}, \overline{c_7}) \mapsto \overline{c_5 + c_6 + c_7}$. Suppose we are given $\delta_{f_1} = 0$ or $\delta_{f_1} = 1$. We now claim that $\Delta_{f_1}(\psi) = c$ for any $c \in \mathbb{F}_p^*$. Indeed, suppose that $\delta_{f_1} = 0$. Then $\overline{c_5 + c_6} = \overline{0}$ and we take $\overline{c_7} = c \in (\mathbb{F}_p)^*$. Suppose that $\delta_{f_1} = 1$. If $c \neq \overline{0}$, then we take the vector $(\overline{c_5}, \overline{c_6}, \overline{c_7}) = (\overline{1}, \overline{1}, \overline{1})$. If $c = \overline{0}$, then we take the vector $(\overline{c_5}, \overline{c_6}, \overline{c_7}) = (\overline{1}, \overline{0}, \overline{1})$. This shows that $\Delta_{f_1}(\psi) = c$ for any $c \in \mathbb{F}_p^*$ and any choice of $\delta_{f_1} \in \{0, 1\}$.

**Lemma 5.11.** Let $\Sigma \to T$ be a superelliptic covering of metric graphs with rational edge lengths, and let $e \in T$ be an edge.

1. If $e$ is ramified, then $\Delta_{T_e}(\psi) = c$ for any $c \in \mathbb{F}_p^*$.
2. If $e$ is unramified, then $\Delta_{T_e}(\psi) = \overline{0}$. 
Proof. We prove the lemma by induction on \(|E(T_e)|\). The inductive hypothesis is

\[ I_n: \text{For every } e \text{ such that } |E(T_e)| \leq n, \text{ we have } \Delta_{T_e}(\psi) = 0 \text{ if } e \text{ is unramified and } \Delta_{T_e}(\psi) = c \text{ for every } c \in \mathbb{F}_p^* \text{ if } e \text{ is ramified.} \]

For \( n = 0 \), \( T_e \) consists of a single vertex \( v \). In other words, \( e \) is a leaf edge with only one point \( P_e \) associated to it. For \( D = \sum_{e \in \mathcal{L}(T)} c_e(P_e) \), we then have that \( \delta_e(\psi) = c_e \), which we can choose freely. Thus \( \Delta_{T_e}(\psi) = c \) for any \( c \in \mathbb{F}_p^* \).

Now suppose \( I_n \) is true. Let \( e \) be an edge such that \(|E(T_e)| = n + 1\). Let \( v \) be the vertex in \( T_e \) connected to \( e \). Then for every other edge connecting to \( v \), we have \(|E(T_e)| < n \), so by the induction hypothesis we know the statement is true for \( T_e \). Suppose \( e \) is ramified (that is, \( J(e) = 1 \mod p \)). Then \( v \) is connected to another edge \( e' \) that is ramified (which can be a leaf edge, coming from a branch point \( P_e \) or another edge with \( J(e) = 1 \mod p \)). Indeed, otherwise the covering at \( v \) would only be ramified at one point, which is impossible by the Riemann–Hurwitz conditions. If it is the only ramified edge, we are done because \( \Delta_{T_e}(\psi) = \Delta_{T_{e'}}(\psi) \).

Otherwise, there are at least two ramified edges connected to \( v \). For \( p \neq 2 \), we can adjust these two values freely to obtain any value \( c \in \mathbb{F}_p^* \). In other words, \( \Delta_{T_e}(\psi) = c \) for any \( c \in \mathbb{F}_p^* \). If \( p = 2 \), then there must be at least three other ramified edges connected to \( v \), because otherwise the covering would be unramified at \( e \). We then again easily obtain \( \Delta_{T_e}(\psi) = \mathbb{T} \in (\mathbb{F}_2)^* \), as desired.

Suppose that \( e \) is unramified and let \( v \) again be the vertex in \( T_e \) that is connected to \( e \). The proof in this case is similar. If every other edge connecting to \( v \) is unramified, then \( \Delta_{T_e}(\psi) = 0 \). Otherwise, there are at least two edges that are ramified. Using the induction hypothesis on these edges and Lemma 2.6, we obtain \( \Delta_{T_e}(\psi) = 0 \), as desired. \( \square \)

We apply Lemma 5.11 for the only nonleaf edge connected to the vertex \( v_0 \) to obtain an assignment for all \( a_i \) except the ones corresponding to the two remaining leaf edges. We then use these last coefficients to make the degree of the divisor zero. This gives us the following corollary.

Corollary 5.12. Given any superelliptic covering \( \Sigma \to T \) with covering data \( \delta_e \) for every edge, we have \( \Delta_E(\psi) = \delta_e \) for \( E = E(T) \). The divisor \( D = \sum a_i(P_i) \) corresponding to this solution can be chosen to satisfy \( \deg(D) = 0 \).

Theorem 5.13. Let \( p \) be a prime number. A covering \( \varphi_E : \Sigma \to T \) is a superelliptic covering of degree \( p \) of weighted metric graphs with rational edge lengths if and only if there exists a superelliptic covering \( \varphi : X \to \mathbb{P}^1 \) of degree \( p \) tropicalizing to it.

Proof. Suppose we have a superelliptic admissible covering of graphs \( \varphi_E : \Sigma \to T \) of degree \( p \). We present a construction of a polynomial \( f \) such that the covering from the curve \( y^p = f(x) \) defined by \( (x, y) \mapsto x \) tropicalizes to \( \varphi_E : \Sigma \to T \).

1. On each vertex \( v_i \in T \), use the local Riemann–Hurwitz condition to determine the number of leaf edges \( r(v_i) \) needed on each vertex.
2. Each vertex \( v_i \in T \) corresponds to a collection of points \( P_{i,1}, \ldots, P_{i,r(v_i)} \in \mathbb{P}^1(K) \), each corresponding to the leaf edges attached at \( v_i \). We assume that these points are contained in the affine \( \mathbb{P}^1 \setminus \{\infty\} \). The equation for \( f \) is then \( f(x) = \prod_{v_i \in T} \prod_{j=1}^{r(v_i)} (x - P_{i,j})^{a_{i,j}} \).
3. Find the \( a_{i,j} \) as follows. Select a target vertex \( v_0 \) with at least two leaf edges. For every edge in the graph, we solve the corresponding total Laplacian equation with respect to \( v_0 \). The fact that there is a solution follows from Corollary 5.12. Pick a solution to these equations. Consider the branch points \( P_{v_0,1}, \ldots, P_{v_0,s} \) reducing to \( v_0 \). The valuations at these points satisfy

\[
\sum_{i=1}^s a_{v_0,i} = \sum_{\text{\( p \) not reducing to \( v_0 \)}} -a_p,
\]

Picking values for the \( a_{v_0,i} \) that satisfy this equation concludes the algorithm for finding the \( a_{i,j} \).
4. To obtain the desired points \( P_i \), we view these trees as describing \( \pi \)-adic expansions of elements in \( K \). To be explicit, let \( S \) be a set of representatives for the residue field \( k \). Let \( v_0 \) be an endpoint of \( T \), and let \( v_1 \) be the vertex connected to \( v_0 \). For every leaf edge \( e \) (with end vertex not equal to \( v_0 \)) attached to \( v_1 \), construct a point \( P_e = c_e \pi \), with the \( c_e \in S \) distinct. This might require a finite extension of the residue field \( k \).
which corresponds to a finite (unramified) extension of $K$. For every nonleaf edge $e_i$, take an element $c_i \in S$ that is not equal to the $c_e$. For such an edge $e_i$, consider the connecting vertex $v_{1,i}$. For every leaf edge $e$ attached to $v_{1,i}$, find distinct $c_{i,e} \in S$ and construct $P_e = c_i + c_{i,e}e^2$. For every nonleaf edge $e_{i,j}$ connected to $v_{1,i}$, repeat the procedure and construct elements $c_{i,j} \in S$ distinct from the $c_{i,e}$, where $e$ is a leaf edge. We do one more step of the inductive procedure. Let $v_{1,i,j}$ be the other vertex connected to $e_{i,j}$. For every leaf edge $e$ attached to $v_{1,i,j}$, find distinct $c_{i,j,e}$ and construct $P_e = c_i + c_{i,j,e}e^3$.

At some point, we reach vertices that only have leaf edges as neighboring edges. At this point, we stop the construction and find a set of points $\{P_e\}$. The tree corresponding to this set of points is $T$. On the algebraic side, we can take the canonical semistable $\gamma$ corresponding to this set (see Section 4.1) and its intersection graph $\Sigma_\gamma$ is $T$ minus the leaf edges.

This concludes the realizability part of the theorem. The backwards direction is obtained by combining [17, Theorem 4.6.1.] and [19, Chapter 10, Proposition 3.48, page 526] for the edge lengths.

A natural question following from this is whether the same result holds for non-prime integers $n$. We conjecture that this is indeed the case and that a similar proof could be used.

### 6 Moduli spaces

The moduli space $M_{g}^{tr}$ of weighted metric graphs of genus $g$ was defined in [10], and has the structure of a $(3g - 3)$-dimensional stacky fan. The cones in $M_{g}^{tr}$ of dimension $d$ correspond to combinatorial types, which are pairs consisting of a graph $H$ with $d$ edges and a weight function $w$ on its vertices. A constrained type is a triple $(H, w, r)$, where $r$ is an equivalence relation on the edges of $H$. In a metric graph $\Sigma$ corresponding to the constrained type $(H, w, r)$, the equivalence relation $r$ requires that edges in the same equivalence class have the same length. One can contract edges of a constrained type to arrive at a new constrained type. The operation of contraction is discussed in detail in [12, Section 4.1] and depicted in Figure 8.

**Figure 8:** The combinatorial types of weighted metric graphs corresponding to maximal cones in $S_{4,3}^{tr}$. The graphs which are also inside $Sp_{4,3}^{tr}$ are purple. The arrows between them correspond to contractions of edges.

**Definition 6.1.** The moduli space of tropical superelliptic curves $S_{g,n}^{tr}$ is the set of weighted metric graphs of genus $g$ which have a degree $n$ superelliptic covering to a tree. Let $Sp_{g,n}^{tr} \subset S_{g,n}^{tr}$ denote the image under tropicalization of superelliptic curves defined by equations of the form $y^n = f(x)$ with distinct roots.
The set $S^\text{tr}_{g,n,\text{rat}}$ is the subset of $S^\text{tr}_{g,n}$ consisting of those weighted metric graphs that have rational edge lengths. We similarly define $Sp^\text{tr}_{g,n,\text{rat}}$.

By Theorem 5.13, when $n$ is prime then $S^\text{tr}_{g,n,\text{rat}} \subset M^\text{tr}_g$ is equal to the image under tropicalization of the locus of superelliptic curves (defined over a finite extension of $K$) inside $M_g$, the moduli space of genus $g$ curves. We remark that $Sp^\text{tr}_{g,n} \neq S^\text{tr}_{g,n}$ when $n > 2$. See Figure 8 for the combinatorial types of weighted metric graphs corresponding to cones inside $S^\text{tr}_{4,3}$ and $Sp^\text{tr}_{4,3}$.

**Proposition 6.2.** The locus $S^\text{tr}_{g,n}$ of weighted metric graphs of genus $g$ which have a degree $n$ superelliptic covering to a tree has the structure of a stacky polyhedral fan.

**Proof.** In [12, Section 4.1], Chan proves that given a collection $S$ of constrained types which are closed under contraction, the space $M_S$ they define is a stacky fan with cells in correspondence with the constrained types. We can obtain a constrained type from a combinatorial type of genus $g$ graph with a degree $n$ superelliptic covering to a tree by making the relation $r$ to equate any edges which have the same image under the covering map. Let $(H, w, r)$ be such a type, admitting a degree $n$ superelliptic covering $\theta$ to the tree $T$ which gives the relation $r$. If $(H', w', r')$ is a contraction of $(H, w, r)$ along the equivalence class of edges $[e]$, and $T'$ is the contraction of $T$ along the edge $\theta([e])$, the local Riemann–Hurwitz equations imply that $(H', w', r')$ admits a degree $n$ superelliptic covering to the tree $T'$.

Using the Riemann–Hurwitz equation, we can compute the genus of a graph in the case when $p$ is prime and the map has $r$ ramification points. To that end, let $g(p, r) := (p - 1)(r/2 - 1)$.

**Theorem 6.3.** Let $r \geq 4$ be an integer number of ramification points. Given two odd primes $p$ and $p'$, the stacky polyhedral fan $S^\text{top}_{g(p, r), p}$ is the same as $S^\text{top}_{g(p', r), p'}$.

**Proof.** Define a new stacky polyhedral fan $Ts(r)$ for $r \geq 4$ whose cones correspond to pairs $(T, s)$, where $T$ is a tree on $r$ leaves and $s$ is any subset of the edges of $T$ which we call a signature. Each cone has dimension equal to the number of interior edges of $T$. We glue the cone $(T, s)$ to the cone $(T', s')$ when $(T', s')$ is a pair in which an edge $e \in T$ has been contracted, and $s' = s \setminus \{e\}$.

Given a tree $T$ with $r$ leaves and $m$ interior edges, one can compute all superelliptic graphs with a degree $p$ map to $T$ in the following way. A choice of signature on $T$ corresponds to deciding which interior edges have $p$ preimages or one preimage in a superelliptic graph mapping to $T$. This yields $2^m$ signatures, but some signatures do not yield admissible covers. On each interior vertex $v$, compute the weight using the local Riemann–Hurwitz equation. If the vertex has no leaves and all edges adjacent to it have multiple preimages, then the vertex has $p$ preimages and weight 0. Otherwise $w(v) = (p - 1)(r_v - 2)/2$, where $r_v$ is the number of leaves at $v$ plus the number of ramified edges. The graph is superelliptic if and only if this number is a positive integer for all vertices of the tree. Since $p$ is odd, this is always an integer. Then, we need that $r_v \geq 2$ at each vertex. Any signature on a tree satisfying this yields a superelliptic graph. In other words, the graphs admitting a degree $p$ superelliptic cover of $T$ are in bijection with the good choices of signatures on $T$. The space $S^\text{tr}_{g(p, r), p}$ naturally sits inside $Ts(r)$; each cone corresponding to a superelliptic curve $\Sigma \to T$ is mapped to the cone $(T, s)$ where $T$ is the tree corresponding to that curve and $s$ is the set of ramified edges in the covering. Whether or not a signature is admissible does not depend on $p$, so for any odd primes $p$ and $p'$, the images $S^\text{tr}_{g(p, r), p} \subset Ts(r)$ and $S^\text{tr}_{g(p', r), p'} \subset Ts(r)$ are the same.

**Theorem 6.4.** For primes $p \leq 17$ and number of ramification points $r \leq 14$, the number of maximal cones in $S^\text{tr}_{g(p, r), p}$ and $Sp^\text{tr}_{g(p, r), p}$ is given in Table 1 below.

**Proof.** This was done by direct computation in Mathematica, as we describe below. We restrict to the case of prime $n = p$ to simplify the computation. First, we precompute all trivalent trees on $r$ leaves.

For the computations for $S^\text{tr}_{g(p, r), p}$, we create all graphs arising from assigning on each interior edge of the tree which ones are ramified and which are unramified (this gives $2^{r-3}$ possibilities). We check which of the resulting graphs have an assignment of non-negative integer weights on the vertices satisfying the local Riemann–Hurwitz condition. Then we remove the isomorphic duplicates. For the case of fourteen leaves, this took 2.6 days to compute.
For the computations for $Sp_{g,p,r,n,p}^{tr}$, the possible metric graphs arising from a fixed tree $T$ depend only on the choice of where $\infty$ specializes. This is because the metric graph is determined by the divisor of $f$, and in the case with distinct roots, this is completely determined by where $\infty$ specializes on $T$. So, we make all possible choices and compute the resulting metric graphs. Then we remove the isomorphic duplicates. The computations with twenty leaves took 16 hours each to compute.

| $r$ | $p = 2$ | $Sp_{g,p}^{tr}$ | $Sp_{g,p,r,n,p}^{tr}$ | $S$ | $S_{g,p,n,p}^{tr}$ |
|-----|---------|----------------|----------------------|-----|----------------|
| 4   | 1       | 1              | 1                    | 1   | 1              |
| 5   | 0       | 2              | 2                    | 1   | 1              |
| 6   | 2       | 7              | 2                    | 0   | 2              |
| 7   | 0       | 11             | 0                    | 5   | 2              |
| 8   | 4       | 34             | 11                   | 7   | 0              |
| 9   | 0       | 80             | 6                    | 12  | 17             |
| 10  | 11      | 242            | 0                    | 11  | 22             |
| 11  | 0       | 682            | 92                   | 0   | 40             |
| 12  | 37      | 2146           | 37                   | 160 | 70             |
| 13  | 0       | 6624           | 0                    | 227 | 132            |
| 14  | 135     | 21447          | 916                  | 457 | 135            |
| 15  | 0       | -              | 265                  | 265 | 0              |
| 16  | 552     | -              | 0                    | 3167| 1173           |
| 17  | 0       | -              | 10069                | 8011| 4323           |
| 18  | 2410    | -              | 2410                 | 12029| 8913       |
| 19  | 0       | -              | 0                    | 24979| 16398      |
| 20  | 11020   | -              | 117746               | 11020| 34511      |

Table 1: The number of maximal cones in $Sp_{g,p,r,n,p}^{tr}$ and $S_{g,p,n,p}^{tr}$. The column labeled $p = 2$ displays the number of maximal cones in $Sp_{g,2,r,n,2}^{tr}$ and $S_{g,2,r,n,2}^{tr}$.
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