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**Abstract.** In this paper, we propose a geometric generation model for the shape estimation of 3D human body. The model decouples the two processes: (1) Encoding/decoding process maps the samples between the image space $X$ and the latent (feature) space $Z$. This step achieves the dimension deduction. (2) The process of the Probability measure transformation transforms a fixed distribution $\zeta \in \mathcal{P}(Z)$ to any given distribution $\mu \in \mathcal{P}(Z)$. Before the shape estimation, U-V transform is done with Densepose, in order to transform the 2D human body image to 3D shape pose image.
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1. **Introduction**

The original purpose of computer vision is to restore three-dimensional geometry from two-dimensional images. In the production and life of human society, humans are usually the leading role in multimedia. Realizing their shape and gesture is very important to express the message that human beings want to convey and to interact with the world. Recent methods [1] have shown rapid progress in estimating 2D major body joints, hand joints and facial features. At the same time, recent work can also estimate the joints and rough shape of the human body from a single image. But if we want to understand human behavior, we can’t just reconstruct the joints of the human body, we also need to know more specific details of the three-dimensional human body, including the complete 3D surface of the human body composition.

First of all, we need a 3D model that can represent body composition and body gesture. Secondly, we need a method to extract this model from a single image. The development of deep learning and manually labeled image data sets has led to the rapid development of two-dimensional “pose” estimation. The term “posture” usually refers to the line shape of the human body. This is not enough to understand the information contained in human posture. OpenPose extends it to include 2D hand joints and 2D facial features [1]. Although this captures more communication intentions, it does not support reasoning about surfaces and human interaction with the 3D world [1]. To assess precision, the data we require includes the overall image of the person and the relevant 3D image of the real object on the ground. We use a scanning system to capture 3D body shapes. We find that the performance of our method is obviously better than that of the related and weak models, and the real and appropriate results are obtained.

The work of ours is an important work for extracting a three-dimensional model of the various components of the body from a single two-dimensional image. Although many researchers bear on restoring postures and harsh human body shapes from a picture [2], less people focus on restoring...
specific shapes. Recently, there are several ways to restore posture from monocular video in real-time [3, 4]. Yet those methods need constant templates for each topic that are captured in advance. Other recent works [5, 6] have repaired the human body and clothes as a substitute for the SMPL mannequin [7], or use stereo pixels to represent [8, 9]. The V-Oxel-based method [9] often produces errors in the limbs of the body and requires the installation of the model after the event [9].

we estimate 3D human shape by using the following geometric generative model [10], which is the geometric description and contains two steps instructed in Section 3.2.

![Figure 1. Geometric generative model [10].](image)

The empirical probability distribution of the original space X is shown in figure 1. V is a submanifold belonging to space X. The process of transforming the original manifold probability distribution space X to the feature space Z is the process of encoding mapping. The function of f is to transform the original empirical distribution into hidden space μ.

2. The Shape Estimation of 3D Object Based on the Geometric Generation Model

We propose an image conversion method that could convert a human body photo to complete and specific body shape. Input a two-dimensional image, and then finally show the human body in the image with a real posture through our method. Our method is mainly focus on transforming the shape regression problem to a coherent picture conversion problem. A large number of experimental results show that the method is universal and robust. The problem of automatic reconstruction of human body details from a single image is studied in this paper [11]. Human shape reconstruction is widely used in virtual reality, augmented reality, scene analysis, virtual fitting and other fields [11]. In most cases, access needs to be fast and convenient, and it should look authentic. Human shape reconstruction is an extensive research field, which is usually combined with posture reconstruction. Clothes played a key role in the reconstruction of particulars. So we gave a detailed description of the reconstruction of clothing.

Figure 2 shows the processing the shape estimation based on U-V transform and geometric generative model:

![Figure 2. The shape estimation based on U-V transform and geometric generative model.](image)
2.1. U-V Transform
The first step of system of figure 2 is U-V transform which can be described as follows:

The surface algorithm visible in the lighting algorithm uses Lambert's formula \( i = s(L \cdot N) \) to get the light intensity. Among them, \( i \) refers to the light intensity, \( s \) refers to the surface shadow, \( L \) refers to the direction vector of the light, \( N \) refers to the surface normal vector, and "\( \cdot \)" refers to the inner product of the directivity.

\[
i = s(L \cdot N) ** n, \text{ for } n > 1
\]  

The formula is shown above, and the variable \( i \) is used to give the impression of a shiny surface. However, the adjustable range of this function is limited, and physical adjustments cannot be made. For the first time, BuiTuong Phong did research on more real lighting models. His reflection model is about producing highlights on a certain part of the surface of an object. Among them, the normal on this surface falls between the direction of the light source and the direction of the person's viewing angle. This is because actual surfaces tend to reflect more light in directions that form the same incident angle and reflection angle as the face normal [12]. This operation is achieved by simulating a virtual light source between the light source and the direction of the human eye, by increasing the energy of the light source to make the highlights more clear and eye-catching:

\[
i = s(L \cdot N) + g(L' \cdot N) ** n
\]  

In the above formula, \( L' \) is the direction of the virtual light source, and \( g \) is the glossiness of the surface of the object, ranging from 0 to 1. This method works well on smooth surfaces, but lacks authenticity on highly polished surfaces. This is mainly due to the fact that surrounding objects and distributed light sources have no real reflections [12, 13]. The simulation of the reflection in the curved surface requires accurate modeling of the characteristics of the surface, and it is necessary to obtain an accurate normal vector at all points on the surface.

However, the subdivision algorithm can give the appropriate appearance normal for each pixel. This is the first algorithm to provide proper information for simulating curved mirrors. Combine the vector from the object to the spotter and the vector from the appearance to the normal. These vectors belong to the images. This method is used to decide which parts of the circumstance are reflexed by the surface. For the surface normal vector \((X_n, Y_n, Z_n)\), observation point \((1, 0, 0)\) and reflection direction \((X_r, Y_r, Z_r)\), the relationship between the three is \(X_r = 2 * X_n * Z_n\), \(Y_r = 2 * Y_n * Z_n\), \(Z_r = 2 * Z_n * Z_n - 1\). And it determines the direction of reflection into the eyes. We also need to find out which part of the environment produced this ray. Therefore, an environment model is needed to simulate the neighbouring light. Obviously, the results obtained from different angles on the surface are different. However, if the environment is made up of nearby neighbors and light rays, the environment can be modeled as a stereo projection around two target objects. In other words, if you think of the environment as a spherical space, then the object is at its center, and a picture of the environment has been drawn inside the sphere. These simplifications allow the environment to be modeled as a 2D intensity map, which is indexed by the polar angle of the reflected rays \((X_r, Y_r, Z_r)\).

2.2. Geometric Generation Model [10]
we estimate 3D human shape by using the geometric generative model [10], which contains two steps shown in figure 1.

The first step is to map the samples from the image space \(X\) to the feature space \(Z\) by using the deep neural networks. We can analyze the dimension through this way.

The second step is to transform the probability measure. We all know that the information contained in image obey a certain distribution. And we’d like to switch the original distribution to a given distribution by mapping. We will achieve this step by geometric methods.

2.2.1. Pose and Shape Reconstruction. In the early work, the 2D pose was generated by full or partial manual clicks [14], and later this process was automatically generated by 2D landmark detection from
the depth neural network [15]. Recently, the SMPL [7] model has become part of the network framework [2]. This further realizes the automation and robustness of the process. Clothes and hair can be obtained through optimization-based methods [6, 11, 16]. Another recent study estimates poses and shapes in the form of stereo pixels [8, 17, 18], and this method increases the level of detail of the clothes while reducing details. In [19], the author mitigates this drawback by using the predicted normal map to enhance the visible part.

2.2.2. Face Reconstruction. Some recent facial reconstruction methods use shadow-based thinning methods for geometric enhancement. For example, in fitting [20] or refinement by composite analysis, or in a trained neural network [21, 22]. Recent work is also related to our method, which embeds a differential face renderer in the neural network to evaluate the geometry and albedo correction relative to the basic model example [23]. Or learn the basics of distinguishing geometry and albedo from the faint details in the video [13].

2.2.3. Clothing Reconstruction and Styling. According to 3D scanning and RGB-D [24], the body shape under the clothing has been estimated by combining a separate clothing layer [25] without [26]. The method in [27] can fit clothes details to nude offsets. Reference [28] introduces a model that encodes shapes, clothing sketches and clothing models in a potential coding form, which makes interactive clothing design possible. CNN is used in UV space or data-driven optimization method is used to predict high-frequency wrinkles directly in 3D space. All of these methods [27, 29, 30] are realistic animations for clothing, and can only predict clothing in isolation [29, 30]. Normal and depth recovery based on learning [31] or grid [32] has been demonstrated, but it is also applicable to individual clothing. Instead, by mapping from image, our method rebuilds the detailed shape of the whole body from a single image.

2.2.4. Human Body Pose Estimation Implementation Scheme. The generative network $G$ in the generative confrontation network can be equivalent to the optimal transmission mapping in the optimal batch transmission (OMT). The transformation parameter $g_\theta$ from the image space to the feature space generated by generative network corresponds to the most optimal batch transmission (OMT). Optimal transmission mapping, the mapping contains coding $g_\theta : Z \rightarrow X$ and a uniform transformation of the probability distribution $T : Z \rightarrow Z'$, $T\#\zeta = \mu$, where $Z$ is the image manifold and $Z'$ is the image of the uniformized sum of the discrete sampling probability distribution and Data manifold. $X$ is the dimensionality reduction parameter manifold, $\zeta$ is the probability distribution of $Z'$, $\mu$ is the distribution after the probability distribution is homogenized, $\#$ is the probability distribution transformation under a certain mapping (such as $T$) and a certain distribution (such as $\zeta$).

Twindom DBA 3D human body data set will be used to do the experiments on U-V mapping tests with Densepose and the shape estimation of 3D human body in future work.

3. Conclusion
This paper mainly studies the 3D shape reconstruction of the human body. A method of geometrically generating models is proposed to reconstruct the shape of three-dimensional human body. The geometric model includes the encoding and decoding process of the image space and the conversion process of the probability measure of the image distribution. The conversion process from image space to feature space is accomplished by using deep neural networks. Our method focuses on transforming the shape regression problem into a coherent picture conversion problem. The expected effect is to convert the input two-dimensional image into a complete and specific body shape, and show the human body in the image in a real posture. The experiment in this article is to be completed and will be carried out in the follow-up project research work. The main research direction of the subsequent work is to convert the branch fragments of the human body after U-V mapping into three-dimensional space through probability measurement.
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