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1 Introduction

The Heisenberg quantum spin chain is a one-dimensional array of $N$ quantum spin-1/2 spins with nearest-neighbor isotropic interactions and periodic boundary conditions. The Hamiltonian is given by

$$H = \frac{1}{4} \sum_{n=1}^{N} (\vec{\sigma}_n \cdot \vec{\sigma}_{n+1} - 1), \quad \vec{\sigma}_{N+1} \equiv \vec{\sigma}_1,$$

(1.1)

where $\vec{\sigma} = (\sigma^x, \sigma^y, \sigma^z)$ are the usual 2 $\times$ 2 Pauli spin matrices, and $\vec{\sigma}_n$ denotes the spin operators at site $n$. The vector space describing this system has dimension $2^N$, so the Hamiltonian is a $2^N \times 2^N$ matrix. The basic problem is to determine the eigenvectors and eigenvalues of this matrix, which grows in size exponentially with $N$.

The Heisenberg spin chain is of fundamental importance in theoretical physics. It is a model of (anti)ferromagnetism, which is realized experimentally (e.g., KCuF$_3$ and Sr$_2$CuO$_3$) [1]. It has many other applications and connections, including conformal field theory [2, 3], $\mathcal{N} = 4$ supersymmetric Yang-Mills theory and string theory [4]. Moreover, it is the prototype of so-called quantum integrable models: one-dimensional many-body quantum systems that have many conserved quantities, and that therefore admit exact solutions [5, 6, 7, 8].

An exact solution of the Heisenberg model was discovered in 1931 by Hans Bethe [9]. In particular, the eigenvalues of the Hamiltonian (1.1) are given by

$$E = -\frac{1}{2} \sum_{k=1}^{M} \frac{1}{\lambda_k^2 + \frac{1}{4}},$$

(1.2)

where $\{\lambda_1, \ldots, \lambda_M\}$ satisfy Bethe’s celebrated equations

$$\left( \lambda_k + \frac{i}{2} \right)^N \prod_{j \neq k}^{M} (\lambda_k - \lambda_j - i) = \left( \lambda_k - \frac{i}{2} \right)^N \prod_{j \neq k}^{M} (\lambda_k - \lambda_j + i),$$

$$k = 1, 2, \ldots, M, \quad M = 0, 1, \ldots, \frac{N}{2}. \quad (1.3)$$

It is therefore customary to refer to the $\lambda_k$’s as “Bethe roots”. The solutions of other quantum integrable models entail generalizations of these equations.

For given values of $N$ and $M$, the Bethe equations have various sets of solutions. Roughly speaking, for each such solution $\{\lambda_1, \ldots, \lambda_M\}$, there is a corresponding energy level (1.2) and eigenvector (the construction of which will be sketched in Section 2) of the Hamiltonian. However, ever since the time of Bethe’s remarkable discovery, the nagging question of “completeness” has persisted: namely, whether the Bethe equations have too many, too few, or just the right number of solutions to account for all $2^N$ eigenstates of the Hamiltonian.$^1$

$^1$Various completeness proofs have been proposed for the case $N \to \infty$ [7, 9, 10, 11]. However, these proofs rely on the so-called string hypothesis, which itself has not been proved. See also e.g. [12, 13, 14, 15, 16].
The existence of so-called singular (or exceptional) solutions of the Bethe equations makes the completeness problem particularly confusing. A related question is whether the set of Bethe roots characterizing any given state must be pairwise distinct, i.e., obey the “Pauli principle”. Although it is generally believed that the answer to this question is ‘yes’, there is no proof (to our knowledge) of this assertion.

We formulate here a precise conjecture for the number of solutions with pairwise distinct roots of the Bethe equations, in terms of numbers of singular solutions. (See Eq. (2.12) below.) Its meaning is that the Bethe equations generally have “too many” solutions with pairwise distinct roots; but after appropriate culling, there remain exactly the right number of solutions to account for all $2^N$ eigenstates of the Hamiltonian.

In order to check this conjecture, it is necessary to find all solutions with pairwise distinct roots of the Bethe equations. For certain energy levels, in particular for the ground state which has $N/2$ real Bethe roots, it is straightforward to compute numerically the Bethe roots for large values of $N$ ($\sim 10^3$) (see e.g. [2]), and to compute analytically the energy in the $N \to \infty$ limit [7]. However, finding all solutions of the Bethe equations is unfortunately a difficult problem even for modest values of $N$ ($\sim 10$) – certainly much more difficult than directly diagonalizing the Hamiltonian. For example, on a desktop computer, the direct solution of (1.3) is not feasible for $N = 8$ beyond $M = 3$.

We discuss two approaches for tackling this problem. Using homotopy continuation methods, which heretofore had not been applied to the Bethe equations, we find all solutions with pairwise distinct roots up to $N = 14, M = 7$. We also discuss an indirect method of finding solutions of the Bethe equations by solving the Baxter T-Q equation.

Our results, summarized in Table 2, are in precise agreement with the conjecture. These results also suggest that the naive prediction (2.8) for the number of solutions of the Bethe equations is incorrect not only for small values of $N$, but also for $N \to \infty$, in contradiction with several computations based on the string hypothesis.

The conjecture may also be of interest to mathematicians. Indeed, the Bethe equations are evidently a system of polynomial equations, and therefore belong to the realm of algebraic geometry. These equations have a finite number of solutions; i.e., the algebraic variety of the solutions has dimension 0. Nevertheless, the number of such solutions should be calculable a priori. (See also [12, 16, 26] and references therein.)

The outline of this paper is as follows. In Section 2 we formulate our conjecture for the number of solutions with pairwise distinct roots of the Bethe equations, in terms of numbers of singular solutions. In Section 3 we briefly describe the homotopy continuation method with references to some surveys on the method, and how we use it to solve the Bethe equations. In Section 4 we discuss an indirect way of finding the Bethe roots by solving instead the T-Q
2 The completeness/Pauli-principle conjecture

For given values of \( N \) and \( M \), let us denote by \( \mathcal{N}(N,M) \) the number of solutions of the Bethe equations (1.3) with pairwise distinct Bethe roots (i.e., \( \lambda_j \neq \lambda_k \) for \( j \neq k \)). We always count solutions up to permutations of the Bethe roots: if \{\( \lambda_1, \ldots, \lambda_M \)\} is a solution, then any permutation of these \( \lambda_k \)'s is not counted as a separate solution.

We would like to formulate a conjecture for \( \mathcal{N}(N,M) \). To this end, it is necessary to review in a little more detail the solution of the model. Instead of following Bethe’s original approach (which is now referred to as the coordinate Bethe ansatz), we find it easier to use the algebraic Bethe ansatz approach \[6, 7, 8\]. The main point is that the state with all spins up, which is called the “reference” state and which we denote by \( |0\rangle \), is an eigenstate of the Hamiltonian (with eigenvalue 0); and additional eigenstates, called “Bethe states”, can be constructed by acting with certain creation operators \( B(\lambda) \) on the reference state:

\[
|\lambda_1, \ldots, \lambda_M\rangle = B(\lambda_1) \cdots B(\lambda_M)|0\rangle,
\]

where \( \{\lambda_1, \ldots, \lambda_M\} \) are (by assumption) pairwise distinct, and are solutions of the Bethe equations. Since the creation operators commute \([B(\lambda), B(\lambda')] = 0\), any permutation of the Bethe roots \( \{\lambda_1, \ldots, \lambda_M\} \) evidently does not affect the state (2.1). The corresponding energy eigenvalue is given by (1.2).

The Hamiltonian (1.1) commutes with the total spin \( \vec{S} \),

\[
\left[ H, \vec{S} \right] = 0, \quad \vec{S} = \frac{1}{2} \sum_{n=1}^{N} \vec{\sigma}_n.
\]

Hence, \( H, \vec{S}^2 \) and \( S^z \) can all be simultaneously diagonalized,

\[
H|E, s, m\rangle = E|E, s, m\rangle, \\
\vec{S}^2|E, s, m\rangle = s(s + 1)|E, s, m\rangle, \\
S^z|E, s, m\rangle = m|E, s, m\rangle.
\]

It can be further shown that the Bethe states (2.1) are highest-weight states,

\[
S^+|\lambda_1, \ldots, \lambda_M\rangle = 0, \quad S^\pm = S^x \pm iS^y,
\]

so the spin quantum numbers are given by

\[
s = m = \frac{N}{2} - M.
\]

Although the Bethe ansatz can give only highest-weight \((m = s)\) eigenstates of the Hamiltonian, the eigenstates with \( m < s \) can easily be obtained by repeatedly acting with the spin-lowering operator \( S^- \) on the Bethe states.
It is now not difficult to determine, for a given value of \( N \), the possible values of spin \( s \) (and hence the possible values of \( M \)), and their degeneracies (which naively should be the number of solutions of the Bethe equations with \( M \) Bethe roots). Indeed, the Clebsch-Gordan theorem implies that the \( N \)-fold tensor product of spin-1/2 representations decomposes into a direct sum of (irreducible) spin-\( s \) representations,

\[
\frac{1}{2} \otimes \cdots \otimes \frac{1}{2} = \bigoplus_{s=0}^{\frac{N}{2}} n_s s,
\]

where \( n_s \), the number of representations with spin-\( s \), is given by

\[
n_s = \left( \frac{N}{\frac{N}{2} - s} \right) - \left( \frac{N}{\frac{N}{2} - s - 1} \right).
\]

Note from (2.6) that the values of \( s \) range from 0 to \( \frac{N}{2} \); hence, according to (2.5), the values of \( M \) also range from 0 to \( \frac{N}{2} \), as already anticipated in (1.3).

It follows from (2.5) and (2.7) that \( \mathcal{N}(N, M) \), the number of solutions of the Bethe equations with \( M \) pairwise distinct roots, should naively be given by

\[
\mathcal{N}(N, M) \equiv \left( \begin{array}{c} N \\ M \end{array} \right) - \left( \begin{array}{c} N \\ M - 1 \end{array} \right).
\]

However, this is not correct. The flaw in the argument can be traced back to the incorrect assumption that every solution of the Bethe equations with pairwise distinct roots produces, via (2.11), an eigenstate of the Hamiltonian. Indeed, the Bethe equations admit so-called singular (or exceptional) solutions, one of whose roots is \( i/2 \) and another of which is \( -i/2 \); and only a subset of those solutions produces eigenstates of the Hamiltonian. Those singular solutions that produce eigenstates of the Hamiltonian we call “physical”, and those singular solutions that do not produce eigenstates of the Hamiltonian we call “unphysical”.

Fortunately, there exists a simple criterion for determining whether a given singular solution is physical or unphysical. Consider a general singular solution of the Bethe equations

\[
\left\{ \frac{i}{2}, -\frac{i}{2}, \lambda_3, \ldots, \lambda_M \right\},
\]

where \( \lambda_3, \ldots, \lambda_M \) are pairwise distinct and are not equal to \( \pm i/2 \). The Bethe equations (1.3) imply that the last \( M - 2 \) roots \( \{\lambda_3, \ldots, \lambda_M\} \) obey

\[
\left( \frac{\lambda_k + \frac{i}{2}}{\lambda_k - \frac{i}{2}} \right)^{N-1} \left( \frac{\lambda_k - \frac{3i}{2}}{\lambda_k + \frac{3i}{2}} \right) = \prod_{j \neq k}^{M} \frac{\lambda_k - \lambda_j + i}{\lambda_k - \lambda_j - i}, \quad k = 3, \ldots, M.
\]

This singular solution is physical if \( \{\lambda_3, \ldots, \lambda_M\} \) also obey

\[
\left[ -\prod_{k=3}^{M} \left( \frac{\lambda_k + \frac{i}{2}}{\lambda_k - \frac{i}{2}} \right) \right]^N = 1.
\]
We are finally ready to formulate a precise conjecture for \( N(N, M) \) in terms of numbers of singular solutions. Let \( N_s(N, M) \) denote the number of solutions of the Bethe equations (1.3) that are singular (i.e., that have the form (2.9)); and let \( N_{sp}(N, M) \) denote the number of such singular solutions that satisfy (2.11) and hence are physical. We conjecture that

\[
N(N, M) - N_s(N, M) + N_{sp}(N, M) = \binom{N}{M} - \binom{N}{M-1}.
\]  

(2.12)

The physical meaning of this conjecture is that the Bethe equations generally have “too many” solutions with pairwise distinct roots; but after discarding the singular solutions that do not satisfy (2.11), there remain exactly the right number of solutions to account for all \( \binom{N}{M} - \binom{N}{M-1} \) highest-weight eigenstates (and therefore all \( 2^N \) eigenstates) of the Hamiltonian. Hence, (2.12) expresses the completeness – after appropriate culling – of the solutions of the Bethe equations with pairwise distinct roots. It is therefore natural to call it the “completeness/Pauli-principle conjecture” \footnote{We could generalize (2.12) to allow for violations of the Pauli principle by adding an extra term:}.

Unfortunately, we do not have conjectures for \( N, N_s, N_{sp} \) separately for general values of \( N \) and \( M \), but only for the combination \( N - N_s + N_{sp} \).

We emphasize the two-way nature of this conjecture:

(i) for every highest-weight eigenstate of the Hamiltonian, there is a solution of the Bethe equations with pairwise distinct roots; and

(ii) for every solution of the Bethe equations with pairwise distinct roots that (if it is singular) also satisfies (2.11), there is a highest-weight eigenstate of the Hamiltonian.

To our knowledge, previous studies of completeness have focused only on point (i), and therefore have not addressed the many unphysical singular solutions of the Bethe equations. A case in point is [23], which reports solutions of the Bethe equations for \( N = 8 \) and \( N = 10 \), but the only singular solutions that are included are the physical ones.

In order to check the conjecture, it is necessary to find all the solutions with pairwise distinct roots of the Bethe equations. It is to this task that we now turn.

3 Homotopy continuation

Homotopy continuation (often called continuation) is the main numerical approach to find isolated roots of polynomial systems without regard to the dimension of the ambient space, restrictions on the systems, or the bounds on the size of the domain in Euclidean space where

\[
N(N, M) - N_s(N, M) + N_{sp}(N, M) + N_{\text{strange}}(N, M) = \binom{N}{M} - \binom{N}{M-1} + N_{\text{strange}}(N, M),
\]
the solutions are sought. In this section we outline the method and its main features, and mention the main software packages.

Some surveys of this material are [27, 28, 29, 30]. The classic [31] is a good reference for many software implementation details. The methods apply more generally than systems of polynomials, but without many of the features we need, e.g., guarantees for finding solutions and accurate computation of singular solutions. The classic reference for continuation methods in this general situation (putting the case of polynomial systems in context) is [32].

Polynomial system solving has a long history of applications to widely diverse areas, e.g., kinematics, chemical reaction systems, game theory, mathematical biology, systems of nonlinear differential equations, and physics. Applications to theoretical kinematics go back to the 19th century. It is fair to say that the main application areas presented in [31, 28] lie in kinematics and robotics; for more details, see the references in those books and the survey article [30]. Chemical reactions systems are treated in [31]; for more details, see the references there and in the articles [33, 34, 28, 35]. Game theory applications and some references may be found in [28]. Polynomial systems arise naturally in the discretization of systems of nonlinear differential equations; for more details see the early articles [36, 37], some more recent articles, [38, 39], and the references contain in them. For applications to a variety of models from from mathematical biology, see [40, 41, 42]. For recent applications to physics, see e.g. [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53] and the references contained in these articles.

The continuation method to find the solutions of a polynomial system $f$ starts with a polynomial system $g$ (called the start system) and a set $S_g$ of nonsingular solutions of $g$, which are called start points. The method proceeds to deform the system $g$ and $S_g$ to the system $f$ and a set of solutions $S_f$ of $f$. We make this precise below. The references listed above detail many different possible choices of $g$ for which homotopy continuation is guaranteed to find a set of solutions of $f$, which contain all isolated solutions of $f$. We use the total degree homotopy (explained below), which is the first homotopy that was shown to find all solutions of a polynomial system.

For Bethe’s equations (1.3), we begin by introducing the polynomials $f_k$ in the variables $\lambda_1, \ldots, \lambda_M$, which we regard as specifying a variable point in $\mathbb{C}^M$.

\[ f_k(\vec{\lambda}) = \left(\lambda_k + \frac{i}{2}\right)^N \prod_{j \neq k}^{M} (\lambda_k - \lambda_j - i) - \left(\lambda_k - \frac{i}{2}\right)^N \prod_{j \neq k}^{M} (\lambda_k - \lambda_j + i), \quad (3.1) \]

where $\vec{\lambda} = (\lambda_1, \lambda_2, \ldots, \lambda_M)^T$. Notice that the degrees the polynomials $f_k$ are $N + M - 2$ after simplifying (since the top degree terms of the LHS and the RHS of Eq. (1.3) are equal).

We then define the following homotopy function

\[ \vec{H}(\vec{\lambda}, t) = (1 - t)\vec{f}(\vec{\lambda}) + \gamma t \vec{g}(\vec{\lambda}), \quad (3.2) \]

where $\vec{f} = (f_1, \ldots, f_M)^T$, $\vec{g} = (g_1, \ldots, g_M)^T$, $g_k = \lambda_k^{N+M-2} - 1$. Moreover, $t \in [0, 1]$ is a homotopy parameter, and $\gamma$ is a random complex number. When $t = 1$, we have known
solutions to $\vec{g}(\vec{\lambda}) = 0$, or equivalently, $\vec{H}(\vec{\lambda}, 1) = 0$. Specifically, the solutions of $g_k = 0$ are

$$\lambda_k = \omega j_k, \quad \omega = e^{2\pi i/(N+M-2)}, \quad j_k = 0, 1, \ldots, N + M - 3. \quad (3.3)$$

The solutions of $\vec{g}(\vec{\lambda}) = 0$ therefore yield values for each $\lambda_k$. The known solutions are called start points, and the system $\vec{H}(\vec{\lambda}, 1) = 0$ is called the start system. Such a start system with the degree $d_k$ of $g_k$ equal to the degree of $f_k$ for all $k$ and with the number of solutions of $\vec{H}(\vec{\lambda}, 1) = 0$ equal to $\prod_{k=1}^{n} d_k$ is called a total degree start system. (The number of isolated solution of a system of $n$ polynomial equations $f_k$ in $n$ variables is always less than or equal to $\prod_{i=k}^{n} \deg f_k$.) Choosing a total degree start system and a random complex number $\gamma$, which is called the $\gamma$-trick, was introduced in [54]. A good discussion of a more general version of this trick is given in [28, Lemma 7.1.3].

However, as previously explained, we are interested in solutions $(\lambda_1, \ldots, \lambda_M)$ up to permuting the coordinates, and with no two $\lambda$'s equal. Hence, we may restrict $j_k$ in (3.3) to run over all $M$-tuples of integers

$$0 \leq j_1 < j_2 < j_3 < \cdots < j_M \leq N + M - 3. \quad (3.4)$$

To see this, note that the equations $H_1, \ldots, H_M$ of the homotopy $\vec{H}(\vec{\lambda}, t)$ are permuted by the symmetric group on the variables $\lambda_1, \ldots, \lambda_M$. Indeed under a permutation $\sigma$ taking $\lambda_j$ to $\lambda_k$, $H_j$ is taken to $H_k$. This has strong consequences for the homotopy [55]: we explain the consequence we need. The paths in $\lambda, t$ space over the interval $(0, 1]$, are permuted by the action of the symmetric group. A start point has pairwise disjoint entries if and only if the orbit in the set of start points under the symmetric group consists of exactly $M!$ points. Since there is one path for each of the start points, we see that the number of paths a given path over $(0, 1]$ is taken to under the symmetric group is $M!$ if and only if the start point has pairwise disjoint entries. The orbit of a root of $\vec{H}(\vec{\lambda}, 0) = 0$, which is a limit of a path $p$, equals the set of limits as $t \to 0$ of the paths in the orbit of the path $p$ under the symmetric group action. From this we see that a root of $\vec{H}(\vec{\lambda}, 0) = 0$ can have pairwise disjoint entries only if it is the limit of some path with a start point having pairwise disjoint entries. Note that this does not preclude a path with start point having pairwise disjoint coordinates ending at a root of $\vec{H}(\vec{\lambda}, 0) = 0$ without pairwise disjoint coordinates. Note also that the number of start points is only $\binom{N+M-2}{M}$ since it equals the number of $M$-tuples of integers (3.4).

At $t = 0$, we evidently recover the Bethe equations. The problem of finding the solutions of the Bethe equations now reduces to tracking solutions of $\vec{H}(\vec{\lambda}, t) = 0$ from $t = 1$ where we know solutions to $t = 0$. The numerical method used in path tracking from $t = 1$ to $t = 0$ arises from solving the Davidenko differential equation:

$$\frac{d\vec{H}(\vec{\lambda}(t), t)}{dt} = \frac{\partial \vec{H}(\vec{\lambda}(t), t)}{\partial \vec{\lambda}} \frac{d\vec{\lambda}(t)}{dt} + \frac{\partial \vec{H}(\vec{\lambda}(t), t)}{\partial t} = 0. \quad (3.5)$$

In particular, path tracking reduces to solving initial value problems numerically with the start points being the initial conditions. Since we also have an equation which vanishes along
the path, namely $\vec{H}(\vec{\lambda}, t) = 0$, predictor/corrector methods, e.g., rkf45 as a predictor with the Newton-Raphson’s method as a corrector, are used to solve these initial value problems.

Continuation methods parallelize naturally, by sending different paths to different processors to track. Predictor/corrector methods combined with adaptive stepsize and adaptive precision algorithms [56, 57] provide reliability without giving up efficiency. A major concerns for implementing a numerical path-tracking algorithm are to decide the number of digits used to provide reliable computation, which predictor/corrector method to employ and the stepsize $\Delta t$. See [57, 28] for more details regarding the construction and implementation of a path tracking algorithm.

We mention that for polynomial systems, there are special path-tracking algorithms [58, 59, 60], often called endgames, to compute singular solutions. When the endpoint of a solution path is singular, there are several approaches that give highly accurate estimates of the endpoint. These methods use the fact that the homotopy continuation path $\vec{\lambda}(t)$ approaching a solution of $\vec{H}(\vec{\lambda}, t) = 0$ as $t \to 0$ lies on an complex analytic curve, which may be locally uniformized near $(\vec{\lambda}, 0)$, by an analytic disk. Many of these endgames are implemented in several sophisticated numerical packages such as Bertini [29], PHCpack [61], and HOMPACK [62]. Their binaries are all available as freeware from their respective research groups. We note also HOM4PS-2.0 [63], the leading homotopy continuation software using polyhedral methods: this software is not useful for us in this article because it does not allow the user to specify a homotopy and a set of start points.

We employed Bertini [29] with adaptive precision tracking [56, 57]: {due to the high degree of Bethe’s equations, a precision of 2000 bits (roughly 600 digits)} is needed to solve the system. We ran Bertini on a 64-bit Linux cluster with 13 dual Xeon 5410 nodes (each with 8 GB RAM and 8 cores) and 9 dual Xeon E5520 nodes (each with 12 GB RAM and 8 cores). One node acted as manager with up to 22 computing nodes giving a total of 176 cores.

The results for $N = 2, \ldots, 12$ are presented in a set of supplemental tables [64], an example of which is Table 1. To give some perspective in computational effort, the case of $(N, M) = (14, 7)$ took 4413.5 seconds of computation while the case of $(N, M) = (12, 6)$ took 168.8 seconds of computation.

4 Solving the T-Q equation

There is also a powerful indirect way of determining the Bethe roots based on the Baxter T-Q equation. By virtue of the model’s integrability, one can construct the so-called transfer matrix $t(\lambda)$, a $2^N \times 2^N$ matrix that is a function of an arbitrary parameter $\lambda$, which commutes with itself for different values of this parameter as well as with the Hamiltonian [1, 1, 5, 6, 7, 8]:

$$[t(\lambda), t(\lambda')] = 0, \quad [t(\lambda), H] = 0.$$  \hspace{0.5cm} (4.1)
Table 1: Solutions with distinct roots of the Bethe equations for $N = 8, M = 4$. Singular solutions that are unphysical are labeled by *, and singular solutions that are physical are labeled by **.

Furthermore, it can be shown that the eigenvalues of the transfer matrix, which we denote here by $T(\lambda)$, are polynomials in $\lambda$ of degree $N$,

$$T(\lambda) = \sum_{j=0}^{N} T_j \lambda^j,$$

(4.2)

where the coefficients $T_j$ are independent of $\lambda$. Moreover, the transfer matrix eigenvalues satisfy the celebrated T-Q equation [5, 6, 7, 8]

$$T(\lambda) Q(\lambda) = (\lambda + i \frac{n}{2})^N Q(\lambda - i) + (\lambda - i \frac{n}{2})^N Q(\lambda + i),$$

(4.3)

where $Q(\lambda)$ is a polynomial in $\lambda$ of degree $M$, whose zeros are the sought-after solutions of the Bethe equations (4.3).

Interestingly, it is possible to solve the T-Q equation (4.3) numerically for both $T(\lambda)$ and $Q(\lambda)$; and then, by finding the zeros of $Q(\lambda)$, determine all the solutions of the Bethe equations. (4.3)
The basic idea is to substitute (4.2) and (4.4) into the T-Q equation (4.3), and then equate coefficients with equal powers of $\lambda$. In other words, (4.2) and (4.4) imply that

$$T(\lambda)Q(\lambda) - \left[ \left( \lambda + \frac{i}{2} \right)^N Q(\lambda - i) + \left( \lambda - \frac{i}{2} \right)^N Q(\lambda + i) \right] = \sum_{j=0}^{N+M} c_j \lambda^j,$$

where the coefficients $c_j$ are independent of $\lambda$; and the T-Q equation implies that $c_j = 0$, $j = 0, 1, \ldots, N + M$.

Note that $c_{M+1}, \ldots, c_{M+N}$ are independent of $T_0$ and are linear in $T_1, \ldots, T_N$. Therefore, Eqs. (4.6) with $j = M + 1, \ldots, M + N$ can be solved uniquely for $T_1, \ldots, T_N$ in terms of $Q_0, \ldots, Q_{M-1}$. Substituting this solution into the remaining coefficients $c_0, \ldots, c_M$, we arrive at a system of $M + 1$ nonlinear equations

$$c_j = 0, \quad j = 0, 1, \ldots, M$$

for the $M + 1$ unknowns $Q_0, \ldots, Q_{M-1}, T_0$. This system of equations is somewhat simpler than the corresponding $M$ Bethe equations (4.5). Indeed, the above procedure can easily be implemented on a desktop computer, which can perform the case $N = 9$ in a few minutes, but cannot manage higher values of $N$. The results agree with the corresponding results (up to $N = 9$) obtained in Section 3. We have not attempted to implement this procedure on better hardware.

A variation of the above procedure is to first determine the eigenvalues $T(\lambda)$ by explicitly diagonalizing the transfer matrix $t(\lambda)$ and then solving the T-Q equation (4.3) for $Q(\lambda)$. This approach has the advantage that solving the T-Q equation for only $Q$ is a linear (albeit, overdetermined) problem; however, it has the disadvantage of requiring the diagonalization of a large matrix. This procedure can also be easily implemented on a desktop computer, which can again perform the case $N = 9$ in a few minutes, but cannot manage higher values of $N$. Unlike the former approach where one solves the T-Q equation for both $T$ and $Q$, the only singular solutions that this method can generate are the physical ones. Hence, this method can check only point (i) of the two points listed below (2.12).

5 Summary and Discussion

Our results are summarized in Table 2. For each set of values $(N, M)$, we report a set of four integers:

$$(N, N_s, N_sp; N - N_s + N_sp),$$

5This very nice approach does not seem to be widely known. To our knowledge, it was first published by Baxter [15], and it has recently been rediscovered in the context of Richardson-Gaudin models [65, 66].

6Since $c_0, \ldots, c_M$ are linear in $T_0$, it is also possible to eliminate $T_0$ in terms of $Q_0, \ldots, Q_{M-1}$, and thereby arrive at a system of $M$ nonlinear equations for $M$ unknowns.

7In practice, one first computes the eigenvectors of the numerical matrix $t(\lambda_0)$ (where $\lambda_0$ is some generic numerical value), and then one acts with $t(\lambda)$ on these eigenvectors to obtain the corresponding eigenvalues $T(\lambda)$ as polynomials in $\lambda$.

8This approach for determining Bethe roots has been used many times in the past, e.g. [14] [67] [68].
where \( \mathcal{N} \) is the number of solutions with pairwise distinct roots of the Bethe equations; \( \mathcal{N}_s \) is the number of singular solutions; and \( \mathcal{N}_{sp} \) is the number of singular solutions that are physical. (See Section 2 for further details.) These quantities can easily be read off from Table 1 and the supplemental tables [64] as follows: \( \mathcal{N} \) is the number of solutions listed in a given table; \( \mathcal{N}_s \) is the number of those solutions labeled with either a single * or double ** star; and \( \mathcal{N}_{sp} \) is the number of those solutions labeled with a double star.

Table 2: The values \((\mathcal{N}, \mathcal{N}_s, \mathcal{N}_{sp} ; \mathcal{N} - \mathcal{N}_s + \mathcal{N}_{sp})\) for given values of \(N\) and \(M\), where \( \mathcal{N} \) is the number of solutions with pairwise distinct roots of the Bethe equations; \( \mathcal{N}_s \) is the number of singular solutions; and \( \mathcal{N}_{sp} \) is the number of singular solutions that are physical.

Remarkably, the quantities \( \mathcal{N} - \mathcal{N}_s + \mathcal{N}_{sp} \) in all the entries of Table 2 coincide with \( \binom{N}{M} - \binom{N}{M-1} \), in perfect agreement with the conjecture (2.12). Although this conjecture was motivated from consideration of a physical model (1.1), it can be viewed solely as a statement about the solutions of the polynomial equations (1.3) and (2.11), which begs for a proof.

It is easy to see that the number of solutions for \( M = 1 \) is \( \mathcal{N} = N - 1 \),

\[
\mathcal{N}(N,1) = N - 1 .
\] (5.1)

Moreover, for \( M = 2 \), we observe

\[
\mathcal{N}(N,2) = \frac{1}{2} \left(N^2 + 3N + 1 + (-1)^N\right) .
\] (5.2)

It would be interesting to formulate conjectures (not to mention proofs) for \( \mathcal{N}(N,M) \) for \( M \geq 3 \).

Several remarks about the singular solutions are in order:

(i) Inspection of Table 1 and the supplemental tables [64] shows that many (but not all) of the unphysical singular solutions (i.e., those solutions labeled by a single star *) are not self-conjugate. This does not violate any theorems, since only solutions corresponding to eigenstates of the Hamiltonian are required to be invariant under complex conjugation [69]. Such solutions definitely do not obey the string hypothesis, since string configurations are (by definition) self-conjugate.

(ii) For odd values of \( N \), it appears from Table 2 that most singular solutions are unphysical; i.e., \( \mathcal{N}_{sp}(N,M) = 0 \) for most values of \( M \) if \( N \) is odd. An exception is the case \( N = 9, M = 3 \), for which \( \mathcal{N}_{sp}(9,3) = 2 \); and this repeats with a periodicity of 6: \( \mathcal{N}_{sp}(15,3) = 2 \), etc. We expect that similar exceptions occur for higher values of \( M \).
(iii) It appears from Table 2 that, among the singular solutions, relatively few are physical (i.e., generally $N_s \gg N_{sp}$), with $N_{sp} \sim M$.

(iv) For $M \sim N/2$ and most values of $N$, it appears from Table 2 that the number of unphysical singular solutions $N_s - N_{sp}$ is comparable to the number of highest-weight states of the Hamiltonian. This suggests that the naive formula (2.8) for the number of solutions of the Bethe equations is incorrect not only for small values of $N$, but also for $N \to \infty$. This, in turn, suggests that the computations claiming to prove this naive formula for $N \to \infty$ [7, 9, 10, 11] are also incorrect. These computations nevertheless manage to obtain the correct number of highest-weight states, perhaps because the assumption of the string hypothesis (which all of these computations make) effectively projects out sufficiently many of these unphysical singular solutions (many of which, as noted above, do not obey the string hypothesis) in the thermodynamic limit. It would be interesting to understand this point better, given that the criterion for selecting the physical singular solutions is not that they obey the string hypothesis, but instead (2.11).

We have seen that, using appropriate computer resources, numerical homotopy methods are effective for solving the Bethe equations directly. It would be interesting to also implement the indirect approach based on the T-Q equation using similar computer resources, and compare the effectiveness of these approaches.

As noted in the Introduction, the model that we have studied here is the prototype of an entire zoo of quantum integrable models, which have generalizations of the Bethe equations. We expect that the methods used here can also be used to study completeness in some of these other models.
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