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Chapter 1

Introduction

The class of exact solutions of Einstein–Maxwell equations which describes non–expanding gravitational waves is the Kundt class of spacetimes [1, 2]. It is characterized by the property that it admits a geodesics, shear–free, twist–free and non–expanding null congruence \( k \). The class includes special subclasses such as the well–known pp–waves, plane–wave spacetimes, generalized pp–waves, Kundt waves, VSI or CSI\(^1\) spacetimes and gyratons.

The Kundt spacetimes are algebraically special, i.e. are of Petrov type II, D, III or N (or conformally flat) with \( k \) being a repeated principal null direction of the Weyl tensor. Any Einstein–Maxwell and pure radiation fields are also aligned, i.e. \( k \) is the common eigendirection of the Weyl and Ricci tensor. The null congruence \( k \) is not in general covariantly constant, therefore the rays of the corresponding non–expanding waves are not necessarily parallel, as in the case of pp–waves, and the wave fronts need not to be planar.

Recently, there has been a growing interest in the investigation of gyraton spacetimes because they have an interesting physical interpretation. The solutions represent the gravitational field of a localized source with an intrinsic rotation, moving at the speed of light. Such an idealized ultrarelativistic source, which can be modeled as a pulse of a spinning radiation beam, is accompanied by a sandwich or impulsive gravitational wave.

Historically, the gravitational fields generated by (nonrotating) light pulses and beams were already studied by Tolman [3] in 1934, who obtained the corresponding solution in the linear approximation of the Einstein theory. Exact solutions of the Einstein–Maxwell equations for such “pencils of light” were found and analyzed by Peres [4] and Bonnor [5, 6, 7]. These solutions belong to a general family of pp–waves [1, 2].

The gyraton solution in the Minkowski spacetime reduces to the well-known Aichelburg–Sexl metric [8] in the impulsive limit (i.e. for an infinitely small cross–section of the beam, and for the delta-type distribution of the light-pulse in time) which describes the field of a point-like null particle. The Aichelburg–Sexl metric

---

\(^1\)These are abbreviations for Vanishing Scalar Invariants and Constant Scalar Invariants
can be obtained by boosting the Schwarzschild metric to the speed of light, with the mass tending to zero so that the total energy is kept finite, i.e. in the Penrose limit. More general impulsive waves were subsequently obtained by boosting other black hole spacetimes with rotation, charge and a cosmological constant \cite{1, 6, 8, 9, 10, 11} (for recent reviews, see \cite{17, 18}).

Gyraton solutions are special sandwich or impulsive waves of the Kundt class (which generalize the \textit{pp}-waves) such that the corresponding beam of radiation carries not only energy but also an additional angular momentum. Such spacetimes were first considered by Bonnor in \cite{15}, who studied the gravitational field created by a spinning null fluid. He called the corresponding particle made out of this continuum a “spinning nullcon”. In some cases, this may be interpreted as a massless neutrino field \cite{19}.

These solutions are locally isometric to standard \textit{pp}-waves in the exterior vacuum region outside the source. The interior region contains a nonexpanding null matter which has an intrinsic spin. Gyratons are generally obtained by keeping these nondiagonal terms \( g_{ui} \) in the Kundt form of the metric, where \( u \) is the null coordinate and \( x^i \) are coordinates on the transversal space. The corresponding energy-momentum tensor thus also contains an extra nondiagonal term \( T_{ui} = j_i \). In four dimensional Minkowski spacetime, the terms \( g_{ui} \) can be set to zero \textit{locally}, using a suitable gauge transformation.

In the section (1.1) of this introduction we briefly review the known gyraton solutions, namely in subsection (1.1.1) the gyraton propagating in the Minkowski spacetime is presented, in (1.1.2) the gyraton in the asymptotically anti–de Sitter spacetime is reviewed, in (1.1.3) we discuss the gyratons which were subsequently derived in other theories. Finally, in the sections (1.2) and (1.3) we describe the main goals and the overall layout of the theses.

1.1 The gyraton solutions

The gyraton solutions were until recently known only on the Minkowski spacetime \cite{20, 21, 22} and in the asymptotically anti–de Sitter spacetime \cite{23} in higher dimensions. The solutions have many similar properties: The Einstein–Maxwell equations reduce to the set of linear equations on \((D - 2)\)-dimensional subspace, the scalar polynomial invariants are vanishing (Minkowski case) or are constant (anti–de Sitter). These solutions belong to the higher dimensional Kundt class of spacetimes which was recently presented in \cite{24}.

In the following we will review briefly the basic properties of these solutions.

1.1.1 The gyratons on Minkowski background

The gyratons were investigated in a higher dimensional flat space in linear approximation in \cite{20}. These gyratons represent a pulse of circularly polarized radiation or a modulated beam of ultrarelativistic particles with spin or other
sources, which have finite energy $E$ and finite total angular momentum $J$. The gyraton itself is characterized by two arbitrary profile functions of $u$ which determine the energy density and angular momentum. The authors investigated the limit in which the source becomes infinitesimally small (with a negligible radius of the cross-section) and the profile functions are independent. They also studied the geodesic motion of test particles in the field of gyraton and demonstrated that, when the gyraton passes through the center of the ring of test particles, the particles start to rotate. In fact, the gyraton’s angular momentum effectively creates a force which is similar to the usual centrifugal repulsive force, while the gyraton energy produces the attractive “Newtonian” force.

In [21] they further investigated the exact gyraton solutions propagating in an asymptotically flat D-dimensional spacetime and proved that the Einstein’s equations for gyratons reduce to a set of linear equations in the Euclidean $(D - 2)$-dimensional space. They also showed that the gyraton metrics belong to a class of vanishing scalar curvature invariants (VSI) spacetimes for which all polynomial scalar invariants, constructed from the curvature and its covariant derivatives, vanish identically [25]. Subsequently, their charged version in arbitrary dimension was presented in [22].

Now, let us briefly review the basic properties of the gyratons in the Minkowski spacetime in D-dimensional spacetime explicitly. The general ansatz for the gyraton metric in the D-dimensional Minkowski spacetime. The general ansatz is in fact the null D-dimensional Brinkmann metric [26]

$$ds^2 = -2 du dv + d\mathbf{x}^2 + \phi(u, x) du^2 + 2 a_i dx^i du,$$

where we denote the flat transversal metric space $d\mathbf{x}^2 = \sum_{i=3}^{D}(dx^i)^2$, and the functions $\phi$ (gravitoelectric potential) and $a_i$ (gravitomagnetic potential) can be considered as a scalar and a vector field in the $(D - 2)$-dimensional Euclidean space with Cartesian coordinates $x^i$. They depend also on an external parameter $u$ but not on $v$. The metric (1.1.1) reduces to Minkowski metric for $a_i = \phi = 0$ and it has vanishing scalar polynomial invariants [25].

The null Killing vector is $k = k^\mu \partial_\mu = \partial_v$. In the null hypersurfaces $u = \text{const}$ we use as the coordinates the affine parameter $v$ and the spatial coordinates $x^i (i = 3, \ldots, D)$. Instead of $u, v$ we also use coordinates $t, \xi$ given by $u = (t - \xi)/\sqrt{2}$, $v = (t + \xi)/\sqrt{2}$. The metric (1.1.1) then describes an object moving with the speed of light in the $\xi$ direction. The coordinates $(x^3, \ldots, x^D)$ are coordinates of an $D - 2$-dimensional space which is transverse to the direction of motion. We denote covariant derivatives with respect to the flat spatial metric in the transverse space by semicolon, e.g. ($)_{;\alpha}$.

The null Killing vector $k$ is covariantly constant, i.e.

$$k_{\mu;\nu} = 0.$$

We introduce the antisymmetric tensor in the $(D - 2)$-transversal plane,

$$f_{ij} = \partial_i a_j - \partial_j a_i.$$
1.1.2 The gyratons on anti–de Sitter background

The Einstein equations reduce to two sets of equations in \((D-2)\)-dimensional flat space

\[
\begin{align*}
\delta_{ij} & = j_i, \\
\Delta \phi & = -j + \frac{1}{2} f_{ij} f^{ij} + 2 \partial_a \text{div} a,
\end{align*}
\]

(1.1.4)

(1.1.5)

where \(j\) and \(j_i\) are the gyraton sources.

The first set of equations (1.1.4) formally coincides with the Euclidean Maxwell equations in \((D-2)\) dimensions where \(j_i\) plays the role of the current. We need to find the static magnetic potential \(a_i\) created by the gyraton source. The second equation (1.1.5) is similar to the equation for the electric potential \(\phi\) with the important difference that in addition to the charge distribution \(j\) it contains an extra source proportional to \(f_{ij} f^{ij}\).

The source terms \(j\) and \(j_i\) vanish outside the source of the gyraton.

In order to obtain a solution describing the total spacetime one needs to obtain a solution inside source of the gyraton. The specific gyraton models are discussed in [27]. But if we obtain a general solution for the vacuum metric outside a gyraton source, it is guaranteed that for any gyraton model there exists a corresponding solution. Thus it is possible to find an exact solution of Einstein equations for an arbitrary finite size source. Therefore it is reasonable to consider first point like source distributions in the transverse space. But the solutions may be only formal and may not have well-defined sense because \(f_{ij}\) would have a singularity at \(x = 0\), see [21].

1.1.2 The gyratons on anti–de Sitter background

In [23], Frolov and Zelnikov took a cosmological constant into account and they explicitly found exact solution for gyratons in the asymptotically anti–de Sitter spacetime. Namely, they obtained Siklos gyratons which generalize the Siklos family of nonexpanding waves [28, 29].

In this case, all polynomial scalar invariants are independent of the arbitrary metric functions which characterize the gyraton and have the same values as the corresponding invariants of pure anti–de Sitter background. The AdS gyratons [23] thus belong to the class of spacetimes with constant scalar invariants (CSI) [30, 31, 32, 33, 34]. In string theory it has been demonstrated that generalized \(pp\)-wave spacetimes do not get any quantum and \(\alpha'\) corrections and hence are perturbatively exact. One may expect a similar property to be valid also for the gyratons, but more careful analysis is required since even if all of the local counterterms in the effective action are trivial constants for CSI spacetimes, their metric variations can be nontrivial functions. Still, one can try to generalize the property of relatively simple quantum corrections to the case of semiumiversal metrics [31] when the Ricci tensor has a block-diagonal structure.

Let us consider a gyraton propagating in the \(D\)--dimensional asymptotically AdS background.
1.1. The gyraton solutions

It is well-known that a pure AdS spacetime is conformal to the Minkowski spacetime, as

$$ds^2_{\text{AdS}} = \Omega^2 ds^2_{\text{Min}}$$  (1.1.6)

where $\Omega$ is a specific conformal factor. Using the conformal factor $\Omega = \frac{L^2}{z^2}$ with $z \equiv x^3$, the conformally related spacetime (AdS) remains homogeneous and isotropic, but instead of the Poincare group its isometry group is $SO(D - 1, 2)$. The points $z = 0$ correspond to the spatial infinity and $z = \infty$ is the horizon defined for the set of observers at the rest at constant $z$.

We multiply the metric (1.1.1) in flat spacetime by conformal factor $\Omega = \frac{L^2}{z^2}$. The ansatz for the gyraton metric in AdS then has the following form

$$ds^2 = \frac{L^2}{z^2} (-2 du dv + dx^2 + \phi(u, x) du^2 + 2 a_i dx^i du).$$  (1.1.7)

where $z \equiv x^3$ and the constant $L = \sqrt{-2\Lambda/(D - 1)(D - 2)}$ is the radius of the curvature of AdS, $\Lambda$ being negative cosmological constant. The metric (1.1.7) reduces to the pure AdS metric in absence of the gyraton $\phi = a_i = 0$. This property is preserved asymptotically if we assume that both functions $\phi$ and $a_i$ vanish at the infinity of the transverse space.

An important property of the gyraton solutions in AdS is that all curvature invariants that can be built from the metric are independent of the arbitrary functions in the metric ($\phi$ and $a_i$) that characterize the geometry, and acquire the same value as for the pure AdS spacetime. The gyratons in AdS are free of curvature singularities and are regular everywhere. So this implies these solutions do not get any $\alpha'$ corrections and are perturbatively exact in string theory.

By substituting the metric (1.1.7) into Einstein equations with cosmological constant we get two non-trivial equations

$$f_{ij}^{ij} - \frac{D - 2}{z} f_{iz} = j_i,$$  (1.1.8)

$$\Delta \phi - \frac{1}{2} f_{ij} f^{ij} - 2 \partial_u \text{div} a - \frac{D - 2}{z} (\partial_z \phi - 2 \partial_u a_z) = -j.$$  (1.1.9)

The above solutions can be found explicitly using the Green functions for the AdS background spacetime. First, we look for the solution of the equation (1.1.8) and then we are able to solve the second equation (1.1.9) and find the function $\phi$. For explicit solutions, namely in four and five dimensions, see [23].

1.1.3 Other gyraton solutions – applications

The previously presented gyraton solutions have been applied to other theories. Supersymmetric gyraton solutions were obtained for a minimal five–dimensional gauged supergravity theory in [35], where they showed under which conditions the solution preserves part of the supersymmetry. The configuration represents
a generalization of the Siklos waves with a nonzero angular momentum in anti–de Sitter space and possess a Siklos–Virasoro reparametrization invariance.

The generalization of electrically charged gyratons to the theory of supergravity was found in [36].

The gravitational field generated by gyratons may be interesting for studies of production of mini black holes in colliders or in cosmic ray experiments. The problem of mini black hole formation in high energy particle collisions is an important issue of TeV gravity scenarios. The theory of such collisions, developed in [37, 38, 39, 40, 41], was applied to gyraton models in [27]. The last paper studies head-on collisions of two gyratons and black hole formations in these processes. For simplification, several gyraton models were introduced, with special profiles of energy and spin density distribution. In the gyraton models the metric outside the source satisfies the vacuum Einstein equations and the gravitational field is distributed in the plane transverse to the direction of motion. It was demonstrated that it is sufficient to study the apparent horizon formation on the future edge of spacetime before interaction because the existence of an apparent horizon is a sufficient condition for the black hole formation. The apparent horizon forms only if the energy duration and the spin are smaller than some critical values.

1.2 Our contribution

The main motivation for the study was to find new gyraton solutions on different backgrounds and give them proper interpretation because there are only few solutions of type II which are explicitly known in the Kundt class of spacetimes.

In our first paper [42] we have found and analyzed new exact gyraton solutions of algebraic type II on backgrounds which are a direct-product of two 2-spaces of constant curvature. This family of (electro)vacuum background spacetimes contains the Nariai, anti–Nariai and Plebański–Hacyan universes of type D, or conformally flat Bertotti–Robinson and Minkowski spaces.

These gyraton solutions are given in a simple Kundt metric form and belong to the recently discussed class of spacetimes with constant scalar invariants (CSI) of the curvature tensor. We have also shown that the Einstein equations reduce to a set of linear equations on the transverse 2-space which can be explicitly solved using the Green functions. In general, they have all basic characteristics as the previous gyraton solutions.

We were able to define the gyraton only on phenomenological level, i.e. by its stress-energy tensor which is assumed to be given. Then the aim was to determine the gyrotatic influence on the metric and the electromagnetic field of the background solutions. The gyrotatic matter is again null, non–expanding with internal rotation, i.e. it has an intrinsic spin.

In addition to the previous gyraton solutions we have investigated the gyratons in Newman–Penrose formalism and we have demonstrated explicitly that the gyraton solutions on direct product spacetimes belong to the Kundt class of
1.3. In this thesis

spacetimes and are of Petrov type II. Also this result is valid for the gyratons in the Minkowski spacetime since it is a special subcase of gyratons on direct product spacetimes.

Furthermore, we have found the gyraton solutions on Melvin universe \cite{43} of type II in four dimensions which is counterpart to our investigation of gyraton on direct–product spacetimes. This work has been accepted for publication to Physical Review D. We also found gyraton solutions on generalized Melvin spacetime with non–vanishing cosmological constant \cite{44}.

Next we investigate the higher dimensional generalization of the gyraton on direct–product spacetimes where we discuss the possibility of general transversal spacetime.

The last goal of the thesis was to find gyraton also in de Sitter spacetime and to find more gyraton solutions of type III in Kundt class, following the discussion of the paper \cite{45}.

In our investigation we have found several new exact gyraton solutions of type II or III with similar and gradually more complicated properties within the Kundt class of spacetimes (four and higher dimensional). Our results would help in the further understanding of these interesting solutions. For example, the fact that the invariants have the same values for the background spacetime itself and for the full gyratonic metric is very interesting. This property will be very useful when gyratons would be assumed in string theory. Other application is the better understanding of the particle collisions on different backgrounds.

1.3 In this thesis

The thesis is organized as follows:

In section 2 we present the large class of gyraton solutions of type II on backgrounds which are formed by direct–product of two 2–spac es of constant curvature \cite{42}. In fact, we have found all possible backgrounds of type D which are included in the considered Kundt class of solutions. We include the paper which appeared in Physical Review D, let us note that the extended version can be found in the \texttt{arXiv:0905.2476}.

In section 3 we present the gyraton solutions on Melvin background spacetime \cite{43}. We include the extended version of the paper which can be found in the \texttt{arXiv:1006.1794v1}, this work has been accepted for publication to Physical Review D.

In section 4 we present the gyraton solutions on generalized Melvin background spacetime which includes also possible cosmological constant. In fact, this generalization contain the previous two solutions as a subcases. This work is new and it will be soon prepared for publication \cite{44}.

In section 5 we investigate the gyraton solutions of algebraical type III in the Kundt class of spacetimes in four dimensions. First, we review the basic theory about the Kundt solutions of type III, then we derive various gyratons on
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conformally flat spacetimes (Minkowski, anti-de Sitter and de Sitter spacetimes) for different choices of $\tau$. We also derive the Einstein equations for general $\tau$. This section contains review of results from [45] and some new results specific for the gyratonic matter. It presents the work in progress.

In section 6 we analyze the higher dimensional generalization of the gyraton solutions on direct product spacetimes. We introduce and discuss the higher dimensional form of the metric from subclass of the Kundt family and we derive field equations. It is the work in progress [46].
Chapter 2

The gyraton solutions on direct product spacetimes

In this chapter we present the paper about the gyraton solutions on backgrounds which are formed by direct product of 2–spaces of constant curvature. In general, the solutions are of algebraic type II and the backgrounds are type D.

We investigate the Einstein–Maxwell equations which reduce to 2–dimensional transverse space and we discuss how to solve them. The metrics are also studied in the Newman–Penrose formalism which enabled us to determine the algebraic type of those solutions and we have found all possible backgrounds of type D within the considered class of solutions.

2.1 Introduction

Recently, there has been a growing interest in investigation of gyraton spacetimes. They represent the gravitational field of a localized source with an intrinsic rotation, moving at the speed of light. Such an idealized ultrarelativistic source, which can be modeled as a pulse of a spinning radiation beam, is accompanied by a sandwich or impulsive gravitational wave.

In fact, gravitational fields generated by (nonrotating) light pulses and beams were already studied by Tolman [3] in 1934, who obtained the corresponding solution in the linear approximation of the Einstein theory. Exact solutions of the Einstein–Maxwell equations for such “pencils of light” were found and analyzed by Peres [4] and Bonnor [5, 6, 7]. These solutions belong to a general family of $pp$-waves [1, 2].

In the impulsive limit (i.e. for an infinitely small cross-section of the beam, and for the delta-type distribution of the light-pulse in time), the simplest of these solutions reduces to the well-known Aichelburg–Sexl metric [8] which describes the field of a point-like null particle. It can be obtained by boosting the Schwarzschild metric to the speed of light, with the mass tending to zero so that the total energy is kept finite. More general impulsive waves were subsequently
obtained by boosting other black hole spacetimes with rotation, charge and a cosmological constant \[9, 10, 11, 12, 13, 14, 15\] (for recent reviews, see \[16, 17\]).

Gyraton solutions are special sandwich or impulsive waves of the Kundt class (which generalize the \(pp\)-waves) such that the corresponding beam of radiation carries not only energy but also an additional angular momentum. Such spacetimes were first considered by Bonnor in \[18\], who studied the gravitational field created by a spinning null fluid. He called the corresponding particle made out of this continuum a “spinning nullicon”. In some cases, this may be interpreted as a massless neutrino field \[19\].

In the exterior vacuum region outside the source, these solutions are locally isometric to standard \(pp\)-waves. The interior region contains a nonexpanding null matter which has an intrinsic spin. In general, these solutions are obtained by keeping the nondiagonal terms \(g_{ui}\) in the Brinkmann form \[26\] of the \(pp\)-wave solution, where \(u\) is the null coordinate and \(x^i\) are orthogonal spatial coordinates. The corresponding energy-momentum tensor thus also contains an extra nondiagonal term \(T_{ui} = j_i\). In four dimensions, the terms \(g_{ui}\) can be set to zero locally, using a suitable gauge transformation. However, they cannot be globally removed because the gauge invariant contour integral \[\oint g_{ui}(u, x^j) \, d x^i\] around the position of the gyraton is proportional to the nonzero angular momentum density \(j_i\), which is nonvanishing.

Similar gyratons in a higher dimensional flat space were investigated (in the linear approximation) by Frolov and Fursaev \[20\]. Such gyratons represent a pulse of circularly polarized radiation or a modulated beam of ultrarelativistic particles with spin or other sources, which have finite energy \(E\) and finite total angular momentum \(J\). The gyraton itself is characterized by two arbitrary profile functions of \(u\) which determine the energy density and angular momentum. The authors investigated the limit in which the source becomes infinitesimally small (with a negligible radius of the cross-section) and the profile functions are independent. They also studied the geodesic motion of test particles in the field of gyraton and demonstrated that, when the gyraton passes through the center of the ring of test particles, the particles start to rotate. In fact, the gyraton’s angular momentum effectively creates a force which is similar to the usual centrifugal repulsive force, while the gyraton energy produces the attractive “Newtonian” force.

Frolov, Israel, and Zelnikov \[21\] further investigated the exact gyraton solutions propagating in an asymptotically flat \(D\)-dimensional spacetime and proved that the Einstein’s equations for gyratons reduce to a set of linear equations in the Euclidean \((D - 2)\)-dimensional space. They also showed that the gyraton metrics belong to a class of vanishing scalar curvature invariants (VSI) spacetimes for which all polynomial scalar invariants, constructed from the curvature and its covariant derivatives, vanish identically \[25\]. (For the discussion of spacetimes with nonvanishing but nonpolynomial scalar invariants of curvature, see \[47\].) Subsequently, charged gyratons in Minkowski space in any dimension were
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presented in [22].

In [23], Frolov and Zelnikov took a cosmological constant into account, and exact solution for gyratons in the asymptotically anti-de Sitter spacetime were presented. Namely, they obtained Siklos gyratons which generalize the Siklos family of nonexpanding waves [28] (investigated further in [29]).

In this case, all polynomial scalar invariants are independent of the arbitrary metric functions which characterize the gyraton and have the same values as the corresponding invariants of pure anti-de Sitter background. The AdS gyratons [23] thus belong to the class of spacetimes with constant scalar invariants (CSI) [30, 31, 32, 33]. In string theory it has been demonstrated that generalized pp-wave spacetimes do not get any quantum and $\alpha'$ corrections and hence are perturbatively exact. One may expect a similar property to be valid also for the gyratons, but more careful analysis is required since even if all of the local counterterms in the effective action are trivial constants for CSI spacetimes, their metric variations can be nontrivial functions. Still, one can try to generalize the property of relatively simple quantum corrections to the case of semiuniversal metrics [31] when the Ricci tensor has a block-diagonal structure.

Let us also mention that string gyratons in supergravity were recently found in [36]. Supersymmetric gyraton solutions were also obtained for a minimal gauged theory in five dimensions in [35], where the configuration represents a generalization of the Siklos waves with a nonzero angular momentum in anti-de Sitter space.

The gravitational field generated by gyratons may be interesting for studies of production of mini black holes in colliders (such as the LHC) or in cosmic ray experiments. The problem of mini black hole formation in high energy particle collisions is an important issue of TeV gravity. The theory of such collisions, developed in [37, 38, 39, 40, 41], was applied to gyraton models in [27].

The purpose of our contribution is to further extend the family of gyratonic solutions, which are only known in Minkowski or anti-de Sitter background spaces. In particular, we present a new large class of gyratons of algebraic type II, propagating in less trivial universes which are a direct product of two 2-spaces of constant curvature. This family of vacuum and electrovacuum background spacetimes contains the Nariai [48], anti-Nariai, and Plebański–Hacyan universes [49] of type D, or conformally flat Bertotti–Robinson [50, 51] and Minkowski spaces. These direct-product spacetimes with six isometries (see [1, 2] for more details) recently attracted new interest because they can be recovered as specific extreme limits of various black hole spacetimes in four or more dimensions [52, 53, 54, 55].

Impulsive gravitational and pure radiation waves in the (anti-)Nariai, Bertotti–Robinson, and Plebański–Hacyan universes were presented and analyzed by Ortaggio and Podolský [56, 57]. They showed, and subsequently analyzed in more detail in [58], that these solutions are straightforward impulsive limits of a more general class of Kundt spacetimes of type II with an arbitrary profile function, which can be interpreted as gravitational waves propagating on specific type D or O back-
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grounds, including those which are a direct product of two 2-spaces. In fact, the gyration
spacetimes investigated in this paper are generalizations of such Kundt
waves when their ultrarelativistic source is made of a "spinning matter".

The paper is organized as follows. In Section 2.2 we present the ansatz for
the metric and fields. After a short review of the transverse space geometry
we derive field equations and simplify them introducing the potentials. Next,
we discuss the gauge freedom and suitable gauge fixings. The overview of the
gyration solutions is summarized in Section 2.2.6.

In Section 2.3 we give a survey of important special subclasses of our gyra-
ton solution. They include direct-product spacetimes, all type D vacuum back-
grounds, and general Kundt waves on these backgrounds. In Section 2.4 we
concentrate on the interpretation and description of the gyratons. We discuss ge-
ometric properties of the principal null congruence, the Newman–Penrose (NP)
quantities with respect to natural tetrads, and properties of the electromagnetic
field.

The final Section 2.5 describes the Green functions required to solve the field
equations. The main results of the paper are summarized in concluding Section
2.6.

Some technical results needed to derive the field equations and NP quantities
are left to Appendices 2.A and 2.B In Appendix 2.C we derive all electro-vacuum
solutions of type D, and Appendix 2.D discusses further details concerning the
Green functions.

2.2 Gyratons on direct product spacetimes

2.2.1 The ansatz for the metric and matter

The aim of this paper is to derive and analyze the family of gyration solutions
describing a gyration matter which propagates, together with a related gravita-
tional wave, through a direct-product spacetime filled with a "uniform" electro-
magnetic field.

We assume that such spacetimes belong to the Kundt class. It is character-
ized by a geometrical property that it admits a nonexpanding, nonwisting, and
shear-free null congruence [1, 2]. This congruence represents the null direction of
propagation of the gyration and of the accompanying gravitational wave.

In terms of canonical (real) coordinates \( \{r, u, x, y\} \), such a metric reads

\[
ds^2 = \frac{1}{P^2} (dx^2 + dy^2) - 2 du dr - 2H du^2 \\
+ 2a_x dx du + 2a_y dy du,
\]

(2.2.1)

where \( H(r, u, x, y) \) can depend on all coordinates, but the functions \( a_x(u, x, y) \),
\( a_y(u, x, y) \), and \( P(u, x, y) \) are \( r \)-independent. The restriction \( \partial_r P = 0 \) follows
from our assumption of vanishing expansion of the Kundt geometry, while the
condition \( \partial_i a_i = 0 \), where \( i = x, y \), is necessary here to obtain a gyraton which propagates on a direct-product spacetime background. In fact, this condition is a consequence of the Maxwell equations in the case when the electromagnetic field is present. In the absence of the electromagnetic field, the vacuum Einstein equations admit that functions \( a_i \) can be linear in \( r \). However, geometrical properties of such solutions are substantially different from those of the direct-product spacetimes. Therefore, in the following we will always assume that

\[
\partial_r a_x = 0, \quad \partial_r a_y = 0.
\] (2.2.2)

This assumption thus implies that such solutions belong to the special subclass of Kundt solutions (see section 2.4.2 for more details).

The metric should satisfy the Einstein equations with a stress-energy tensor generated by the electromagnetic field and the gyraton:

\[
G_{\mu\nu} + \Lambda g_{\mu\nu} = \kappa (T_{\mu\nu}^{\text{EM}} + T_{\mu\nu}^{\text{gyr}}).
\] (2.2.3)

Here, \( \Lambda \) and \( \kappa = 8\pi G \) are the cosmological and gravitational constants, respectively.

The spacetime can be filled with the background electromagnetic field, which is modified by a gravitational influence of the gyraton. We assume

\[
F = E \, dr \wedge du + B \frac{1}{p^2} \, dx \wedge dy + \sigma_x \, du \wedge dx + \sigma_y \, du \wedge dy,
\] (2.2.4)

where \( E \) and \( B \) are constants, so that the corresponding stress-energy tensor \( T_{\mu\nu}^{\text{EM}} \) has the form (2.2.3). This ansatz for the Maxwell tensor has been inspired by the electromagnetic field known in the Bertotti–Robinson [50, 51] and Plebański–Hacyan spacetimes [49], to which we have added new terms proportional to functions \( \sigma_i(r, u, x, y) \). In fact, terms with such a structure are generated if we demand a gauge symmetry of the electromagnetic field under gauge transformation discussed in 2.2.5.

Finally, we must characterize the gyratonic matter by specifying the structure of its stress-energy tensor. It is a generalization of a standard null fluid such that we additionally allow terms corresponding to ‘internal spatial rotation’ of the gyraton source

\[
\kappa T_{\mu\nu}^{\text{gyr}} = j_u \, du^2 + 2j_x \, du \, dx + 2j_y \, du \, dy.
\] (2.2.5)

We admit a general coordinate dependence of the source functions \( j_u(r, u, x, y) \) and \( j_i(r, u, x, y) \). However, it will be shown below that the field equations enforce a rather trivial \( r \)-dependence of these functions. Let us note that previous

\[\text{In all tensorial expressions for the metric and other symmetric tensors, we understand by, for example, } du \, dx \text{ the symmetric tensor product } \frac{1}{2}(du \otimes dx + dx \otimes du).\]
papers on gyratons, namely [21], [23], [22], assumed that the gyron source is \( r \)-independent.

The gyron source is thus described only on a phenomenological level, by its stress-energy tensor \( T_{\mu\nu} \). We do not discuss a possible internal structure of the gyronic matter, and we do not specify its own field equations. The gyron stress-energy tensor is assumed to be given, and our aim here is to determine its influence on the metric and the electromagnetic field. However, we have to consider that the gyron stress-energy tensor is locally conserved. It means that the functions \( j_u \) and \( j_i \) must satisfy the constraint given by

\[
T_{\mu\nu}^\text{gyr} = 0 .
\] (2.2.6)

Of course, if we had considered a specific internal structure of the gyronic matter, the local energy-momentum conservation would have been a consequence of field equations for the gyron. Without that, we have to require (2.2.6) explicitly.

To summarize, the fields are characterized by functions \( P, H, a_i, \) and \( \sigma_i \) which must be determined by the field equations, provided the gyron sources \( j_u \) and \( j_i \) and the constants \( E \) and \( B \) of the background electromagnetic field are prescribed.

As we will discuss in 2.3.1, pure background solutions are obtained when both gyronts and the gravitational waves are absent, namely for \( T_{\mu\nu}^\text{gyr} = 0, a_i = 0 \) and \( H \propto r^2 \). For the Minkowski and (anti-)Nariai backgrounds, \( T_{\mu\nu}^\text{EM} \) also vanishes, while it is nonzero for the Bertotti–Robinson and Plebański–Hacyan spacetimes.

Finally, for later convenience, we introduce a constant \( \rho \), given by the parameters \( E \) and \( B \) of the electromagnetic field,

\[
\rho = \frac{\kappa \varepsilon_o}{2} (E^2 + B^2) ,
\] (2.2.7)

(with \( \kappa \) and \( \varepsilon_o \) being gravitational and electromagnetic interaction constants\(^\text{2}\) respectively) and the constants \( \Lambda_+ \) and \( \Lambda_- \), defined as

\[
\Lambda_{\pm} = \Lambda \pm \rho .
\] (2.2.8)

2.2.2 Geometry of the transverse space

The geometrical structure of the Kundt metric (2.2.1) identifies the null geodesic congruence generated by \( \partial_r \) and parametrized by an affine time \( r \), the family of null hypersurfaces \( u = \text{constant} \), and two-dimensional transverse spaces \( r, u = \text{constant} \). It will be convenient to restrict various equations to these transverse spaces. For example, \( a_i \) and \( \sigma_i \) can be understood as components of \( u \)-dependent 1-forms on these two-dimensional spaces. Therefore, we now briefly

\(^\text{2}\)There are two natural choices of geometrical units: the Gaussian with \( \kappa = 8\pi \), and \( \varepsilon_o = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_o = 1 \).
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review some formulas and definitions valid in such two-dimensional transverse geometry.

The transverse space is covered by two spatial coordinates \(x^i\), and we use the Latin indices \(i, j, \ldots\) to label the corresponding tensor components. The restriction of the metric (2.2.1) to the transverse space is

\[
 ds^2 = g_{\perp ij} \, dx^i dx^j = \frac{1}{P^2} \left( dx^2 + dy^2 \right) .
\]  

(2.2.9)

Here we made a useful choice of coordinates \(x^i = \{x, y\}\) in which \(ds^2_{\perp}\) has a conformally flat form.\(^3\)

The transverse curvature is fully characterized by the scalar curvature \(R_{\perp}\), which in terms of conformally flat coordinates reads (cf. the definition (2.2.18) below)

\[
 \frac{1}{2} R_{\perp} \equiv \Delta \log P = P \left( P_{,xx} + P_{,yy} \right) - \left( P^2_{,x} + P^2_{,y} \right) .
\]  

(2.2.10)

Inspecting the \(ru\) component of the Einstein equations (2.2.3), we find that the transverse scalar curvature has to be constant,

\[
 \frac{1}{2} R_{\perp} = \Delta \log P = \Lambda_+ ,
\]  

(2.2.11)

cf. the first lines in equations (2.A.3) and (2.A.4), together with (2.2.8). The transverse spaces are thus the constant curvature 2-spaces, all with the same curvature. Thanks to this property we can further simplify the choice of the transverse coordinates \(\{x, y\}\) in such a way that the conformal factor \(P^{-2}\) in (2.2.9) is \(u\)-independent. Therefore, in the following we may assume

\[
 \partial_r P = 0 , \quad \partial_u P = 0 .
\]  

(2.2.12)

Moreover, using a freedom in the choice of the transverse coordinates, we can also put the conformal factor \(P\) to a canonical form. There are two standard choices solving (2.2.11), namely,

\[
 P = 1 + \frac{1}{4} \Lambda_+ (x^2 + y^2) ,
\]  

(2.2.13)

and, for a negative \(\Lambda_+\),

\[
 P = \sqrt{\Lambda_+} \, x .
\]  

(2.2.14)

However, in the following, we do not need a particular form of \(P\). It must just satisfy Eq. (2.2.11).

With the transverse metric (2.2.9) we may associate the Levi-Civita tensor \(\epsilon_{ij}\) (with \(\epsilon_{xy} = P^{-2}\)) and the covariant derivative denoted by a colon (e.g., \(a_{ij}\)). We raise and lower the Latin indices using \(g_{\perp ij}\), and we use a shorthand

\(^3\)The conformally flat coordinates are not essential, but they simplify some expressions. In a two-dimensional space, a choice of such coordinates is always possible.
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\[ a^2 \equiv a^i a_i = P^2 (a_x^2 + a_y^2) \] for a square of the norm of a 1-form \( a_i \). In two dimensions, the Hodge duals of 0-,1- and 2-forms \( \varphi, a_i, \) and \( f_{ij} \) read

\[
(*\varphi)_{ij} = \varphi \epsilon_{ij}, \quad (*a)_i = a_j \epsilon^j_i, \quad *f = \frac{1}{2} f_{ij} \epsilon^{ij} = P^2 f_{xy}.
\] (2.2.15)

For convenience, we also introduce an explicit notation for two-dimensional divergence and rotation of a transverse 1-form \( a_i \),

\[
\text{div} \ a \equiv a_i^i = P^2 (a_{x,x} + a_{y,y}),
\]

(2.2.16)

\[
\text{rot} \ a \equiv \ast da = \epsilon^{ij} a_{j,i} = P^2 (a_{y,x} - a_{x,y}),
\]

(2.2.17)

and for the Laplace operator of a function \( \psi \),

\[
\Delta \psi = \psi_i^i = P^2 (\psi_{xx} + \psi_{yy}).
\]

(2.2.18)

Note that the divergence and rotation are related as \( \text{div} \ a = \text{rot} *a \).

Finally, we will generally assume that the transverse space is topologically simple in the sense that the space of harmonics is trivial. However, sometimes it will be physically relevant to consider also nontrivial solutions of the Laplace equation if we relax the boundary and asymptotical conditions in the noncompact case. For example, a solution of the Laplace equation around a localized source satisfies the homogeneous Laplace equation on the space with the source removed. Such a space is, however, noncompact and the solution is not vanishing on the boundary.

2.2.3 The field equations

After specifying the ansatz for our fields and reviewing the transverse geometry we can now derive the equations for the gyraton. We have to consider the Einstein equations (2.2.3) together with the Maxwell equations and the condition (2.2.6) for the gyraton source.

We start with the cyclic Maxwell equation. Assuming (2.2.4) and (2.2.12) it reads

\[
0 = dF = (\partial_r \sigma_i) \ dr \wedge du \wedge dx^i - \ast \sigma \ du \wedge \epsilon,
\]

(2.2.19)

where \( \epsilon = P^{-2} dx \wedge dy \). We immediately infer that the 1-form \( \sigma_i \) is \( r \)-independent, \( \partial_r \sigma_i = 0 \), and rotation-free,

\[
\text{rot} \ \sigma = 0.
\]

(2.2.20)

The second Maxwell equation \( F_{\mu \nu} = 0 \) has only the \( u \) component nonvanishing,\(^4\) which gives

\[
\text{div} \ \sigma - E \ \text{div} \ a + B \ \text{rot} \ a = 0.
\]

(2.2.21)

\(^4\)Here we used that \( a_i \) and \( \sigma_i \) are \( r \)-independent. If the condition (2.2.2) was not assumed before, it would follow from the transverse components of this Maxwell equation.
We call (2.2.20) and (2.2.21) the potential equations since they guarantee the existence of potentials which will be discussed in detail in Section 2.2.4. For this reason, it is useful to note that these equations imply the conditions

\[ \text{div} \left[ E (\sigma - E a) + B * (\sigma - E a) \right] = 0, \]
\[ \text{rot} \left[ E (\sigma - B * a) + B * (\sigma - B * a) \right] = 0, \]

(2.2.22)

cf. equations (2.2.39) below.

The Einstein equations can be derived from the Einstein tensor and the electromagnetic stress-energy tensor, which are given in Appendix 3.A. We have already discussed the \( ru \) component which leads to the condition (2.2.11). The transverse diagonal components \( xx \) and \( yy \) give

\[ \partial_+^2 H = -\Lambda - r^2. \]

(2.2.23)

We thus obtain the explicit \( r \) dependence of the metric function \( H \) as

\[ H = -\frac{1}{2} \Lambda - r^2 + g r + h. \]

(2.2.24)

where we have introduced \( r \)-independent functions \( g(u, x^j) \) and \( h(u, x^j) \).

Finally, the remaining nontrivial components of the Einstein equations are those involving the gyraton source (2.2.5). The \( ui \) components give an equation related to \( j_i \), which we call the first source equation,

\[ j_i = \frac{1}{2} f_{ij}^{\prime} j + g_{i} - \Lambda a_{i} \]
\[ + \varepsilon_{ij} \left[ E (\sigma_i - E a_i) + B (\sigma_j - B a_j) \epsilon^j_i \right] \]
\[ = \frac{1}{2} f_{ij}^{\prime} j + g_{i} - \Lambda a_{i} \]
\[ + \varepsilon_{ij} \left[ E (\sigma_i - B a_j \epsilon^j_i) + B (\sigma_j - B a_k \epsilon^k_j) \epsilon^j_i \right], \]

(2.2.25)

where we have introduced the external derivative \( f_{ij} \) of the 1-form \( a_i \) as

\[ f_{ij} = a_{i,j} - a_{j,i} = (\ast \text{rot } a)_{ij}. \]

(2.2.26)

For convenience, we have written the equation (2.2.25) in two equivalent forms. In the square brackets, they explicitly contain the terms which were already encountered in the equation (2.2.22). We can thus easily split the first source equation into divergence and rotation parts:

\[ -\text{div} j = -\Delta g + \Lambda - \text{div } a, \]
\[ -\text{rot} j = \frac{1}{2} \Delta b + \Lambda b, \]

(2.2.27)

(2.2.28)

where the function \( b(u, x^j) \) is the Hodge dual of \( f_{ij} \),

\[ b \equiv \ast f = \text{rot } a. \]

(2.2.29)
Equations (2.2.27) and (2.2.28) carry essentially the same information as the original source equation (2.2.25).

Next, we examine the condition (2.2.6) for the gyraton source. It gives

$$-(\partial r j_i) \, dx^i + (-\partial r j_u + \text{div} \, j + a^i \partial r j_i) \, du = 0,$$  

(2.2.30)

so that the source functions $j_i$ must be $r$-independent and $j_u$ has to have the structure

$$j_u = r \, \text{div} \, j + \iota.$$  

(2.2.31)

The gyraton source (2.2.5) is thus fully determined by three $r$-independent functions $\iota(u, x^j)$ and $j_i(u, x^j)$.

Finally, from the $uu$-component of the Einstein equation we obtain

$$j_u = (\Delta g - \Lambda - \text{div} \, a) \, r$$

$$+ \Delta h + \frac{1}{2} b^2 - \Lambda a^2 + 2a^i g, i$$

$$+ \partial u (\text{div} \, a) + g \, \text{div} \, a$$

$$- \kappa \epsilon_o (\sigma - E a)^2.$$  

(2.2.32)

Comparing the coefficient in front of $r$ with (2.2.27), we find that it consistently reproduces the structure (2.2.31). The nontrivial $r$-independent part of (2.2.32) gives the second source equation which can be understood as the equation for the metric function $h$,

$$\Delta h = \iota - \frac{1}{2} b^2 + \Lambda a^2 - 2a^i g, i$$

$$+ \kappa \epsilon_o (\sigma - E a)^2 - \partial u (\text{div} \, a) - g \, \text{div} \, a.$$  

(2.2.33)

2.2.4 Potentials

We have thus found that the Maxwell and Einstein equations reduce to two potential equations (2.2.20), (2.2.21), and two source equations (2.2.25), (2.2.32). These equations can further be considerably simplified by introducing potentials for the 1-forms $\sigma_i$, $a_i$, and for the source $j_i$.

Indeed, the first potential equation (2.2.20) gives immediately that $\sigma_i$ has a potential $\varphi(u, x^j)$ such that

$$\sigma_i = \varphi_i.$$  

(2.2.34)

Using the Hodge decomposition we can express the 1-form $a_i$ using two scalar potentials $\kappa(u, x^j)$ and $\lambda(u, x^j)$:

$$a_i = \kappa_i + \epsilon_i^j \lambda_j.$$  

(2.2.35)

5They are equivalent to (2.2.25) if we ignore the possibility of harmonic 1-forms which can exist in topologically nontrivial spaces.
These potentials control the divergence and the rotation of $a_i$ via

$$\text{div } a = \Delta \kappa, \quad \text{rot } a = -\Delta \lambda. \quad (2.2.36)$$

Equation (2.2.21) imposes a constraint among these three potentials $\varphi, \kappa,$ and $\lambda$:

$$\Delta \varphi = \Delta (E\kappa + B\lambda). \quad (2.2.37)$$

If the transverse space is compact (or if it is noncompact but sufficiently strong asymptotic conditions are imposed) the solution of the Laplace equation is trivial and we immediately obtain

$$\varphi = E\kappa + B\lambda. \quad (2.2.38)$$

By using this constraint, it is possible to show that the potentials $\kappa$ and $\lambda$ solve the conditions (2.2.22)

$$E (\sigma_i - Ea_i) + B (\sigma_j - Ea_j) \epsilon^i_j = (E^2 + B^2) \lambda_j \epsilon^j_i, \quad (2.2.39)$$

In terms of the potentials, the first source equation (2.2.25) can be written as

$$j_i = \frac{1}{2} f_{ij}^{\ j} + \Lambda_+ \kappa_j \epsilon^j_i - \Lambda_- \kappa_i + g_i. \quad (2.2.40)$$

Its rotation part is the equation (3.2.16) for $b$, the solution of which can be used as a source for the equation for the potential $\lambda$,

$$\Delta \lambda = -b. \quad (2.2.41)$$

The divergence part of (2.2.40) can be written as a relation between the functions $g$, $\kappa$ and source $\text{div } j$,

$$\Delta (g - \Lambda_- \kappa) = \text{div } j. \quad (2.2.42)$$

The problem further simplifies if we introduce scalar potentials $p(u, x^j)$ and $q(u, x^j)$ for the gyraton source $j_i$,

$$j_i = p_i + \epsilon_i^j q_j, \quad (2.2.43)$$

so that

$$\text{rot } j = -\Delta q, \quad \text{div } j = \Delta p. \quad (2.2.44)$$

Substituting this to the field equation (2.2.40) and splitting it into the gradient part and the rotation part (i.e., using the Hodge decomposition), we obtain

$$g - \Lambda_- \kappa = p, \quad (2.2.45)$$

and

$$\frac{1}{2} \Delta \lambda + \Lambda_+ \lambda = -q. \quad (2.2.46)$$
Let us note that all of the potentials are defined up to an additive constant
(which, however, can be \( u \)-dependent). In the derivation of (2.2.45) and (2.2.46),
we have absorbed the integration constants into this nonuniqueness of potentials.
In view of (2.2.41), function \( b \) is then given by
\[
b = 2(\Lambda + \lambda + q). \tag{2.2.47}
\]

We have thus reduced the field equations to simple algebraical relations (2.2.38),
(2.2.45) between the potentials, to the Helmholtz–Poisson equation (2.2.46) for \( \lambda \),
and the Poisson equation (2.2.33) for \( h \). The last one can be also rewritten using
the potentials as
\[
\Delta \hat{h} = \iota + q \Delta \lambda - p \Delta \kappa - 2a^i p_{,i}, \tag{2.2.48}
\]
with \( \hat{h} \) closely related to \( h \):
\[
\hat{h} = h + \partial_u \kappa + \frac{1}{2} \Lambda_\gamma \kappa^2 - \frac{1}{2} \Lambda_+ \lambda^2. \tag{2.2.49}
\]

### 2.2.5 Gauge transformation and the field equations in suitable gauges

#### Shift of the \( r \) coordinate

To find the gyraton solution explicitly, we need to determine the functions \( h \),
\( g \), \( a_i \), and \( \sigma_i \), provided the gyraton sources \( j_i \) and \( \iota \) are prescribed. In terms of
the potentials \( \kappa \), \( \lambda \), and \( \varphi \), replacing the transverse 1-forms \( a_i \) and \( \sigma_i \), we have
obtained equation (2.2.46) for \( \lambda \), (2.2.38) for \( \varphi \), and (2.2.33) for \( h \). However, we
have only one equation (2.2.42) for \( \kappa \) and \( g \).

This deficiency of equations corresponds to the fact that our ansatz (2.2.1),
(2.2.4), (2.2.5) admits a gauge freedom. Indeed, the coordinate transformation
\( \tilde{r} \to r = \tilde{r} - \psi(u, x^j) \), accompanied by the following redefinition of the metric
functions and fields:
\[
\begin{align*}
r &= \tilde{r} - \psi, \\
g &= \tilde{g} - \Lambda_\gamma \psi, \\
h &= \tilde{h} - \frac{1}{2} \Lambda_\gamma \psi^2 + \tilde{g} \psi + \partial_u \psi, \\
a_i &= \tilde{a}_i - \psi_{,i}, \\
\sigma_i &= \tilde{\sigma}_i - E \psi_{,i}, \\
\kappa &= \tilde{\kappa} - \psi, \\
\lambda &= \tilde{\lambda}, \\
\varphi &= \tilde{\varphi} - E \psi, \\
\iota &= \tilde{\iota} + \psi \text{ div } \tilde{j},
\end{align*}
\tag{2.2.50}
\]
leaves the metric, the Maxwell tensor, and the gyraton stress-energy tensor in
the same form. Consequently, all of the field equations remain the same. Such a
transformation is a pure gauge transformation and we can use it to simplify the
solution of the equations.

This gauge transformation has a geometrical meaning of shifting the origin of
the affine parameter \( r \) of the null congruence \( \partial_r \).
Inspecting this gauge transformation, we find that the combination \( g - \Lambda - \kappa \) is gauge invariant. This combination enters the field equation (2.2.42), and only this combination is thus invariantly determined by the sources, namely, it is equal to \( p \), cf. (2.2.45). The particular splitting into \( g \) and \( \kappa \) parts is just a question of the gauge choice.

Indeed, it follows from (2.2.50) that it is possible to modify one of the functions \( g, \kappa, \) or \( \varphi \) to an arbitrary value or even to cancel it out from all the equations. Moreover, the freedom to choose one of these functions covers the gauge freedom fully. Therefore, we use them to control the gauge freedom: we may fix the gauge by setting \( g, \kappa, \) or \( \varphi \) to be an arbitrarily chosen function. Any of these gauge conditions leads to the same family of solutions, only with a different parametrization of the gauge freedom.

**Gauge fixing of \( g \)**

Let us start with the gauge condition that the function \( g \) is an arbitrary function. Then the equation (2.2.42) should be understood as the Poisson equation for \( \kappa \). In terms of the source potentials we have even the explicit solution given by (2.2.45). The potential \( \lambda \) is determined by the equation (2.2.50), and \( \varphi \) by (2.2.38). Finally, substituting these results into the second source equation (2.2.33) we obtain the Poisson equation for \( h \).

In fact, the gauge fixing of \( g \) can be used to eliminate the metric function \( g \) completely. Setting

\[
g = 0 \tag{2.2.51}
\]

the field equation for \( \kappa \) reduces to

\[
\Delta \kappa = -\frac{1}{\Lambda_-} \text{div} \, j \tag{2.2.52}
\]

with the solution

\[
\kappa = -\frac{1}{\Lambda_-} p \tag{2.2.53}
\]

The equation for \( h \) reads

\[
\Delta h = \iota - 2(\Lambda_+ \lambda + q)^2 + \Lambda_+ \lambda_i \lambda_j g^{ij} + 2 \lambda_i p_j \epsilon^{ij} + p_i p_j g^{ij} + \partial_u \Delta p \tag{2.2.54}
\]

and the metric function \( H \) has only trivial quadratic dependence on \( r \),

\[
H(r, u, x^j) = \frac{1}{2} \Lambda_- r^2 + h(u, x^j) \tag{2.2.55}
\]
2.2.5. Gauge transformation and the field equations in suitable gauges

Gauge fixing of $\kappa$

Alternatively, we can fix the potential $\kappa$, which is equivalent to the prescription of a value of $\text{div} \, a$. Equation (2.2.42) is then the Poisson equation for $g$, otherwise

the solution of the field equations proceed in the same way as above.

The special choice

$$\kappa = 0 \ , \quad \text{i.e.} \quad \text{div} \, a = 0 \ , \quad (2.2.56)$$

implies simple relations for $g$:

$$\Delta g = \text{div} \, j \ , \quad (2.2.57)$$

$$g = p \ , \quad (2.2.58)$$

and between the 1-forms $a_i$ and $\sigma_i$ (or their potentials):

$$\varphi = B \lambda \ , \quad (2.2.59)$$

$$\sigma_i = B * a_i \ . \quad (2.2.60)$$

The equation for $h$ now takes the form

$$\Delta h = \iota - 2 \left( \Lambda_+ \lambda + q \right)^2 + \Lambda_+ \lambda_i \lambda_j g^{ij} + 2 \lambda_i \lambda_j \epsilon^{ij} \ . \quad (2.2.61)$$

Gauge fixing of $\varphi$

The last natural gauge condition is a fixing of the potential $\varphi$. In this case, one first finds the potential $\lambda$ by solving the equation (2.2.46). The relation (2.2.38) then gives the potential $\kappa$. Plugging this into (2.2.42), the equation for $g$ is obtained:

$$\Delta g = \text{div} \, j + \frac{\Lambda_-}{E} \Delta \varphi - \frac{\Lambda_- B}{E} \Delta \lambda \ , \quad (2.2.62)$$

i.e.,

$$g = p + \frac{\Lambda_-}{E} \varphi - \frac{\Lambda_- B}{E} \lambda \ . \quad (2.2.63)$$

The 1-form $a_i$ can be written in terms of $\sigma_i$ and $\lambda$ as

$$E a_i = \sigma_i - B \lambda_i - E \lambda_j \epsilon^j_i \ . \quad (2.2.64)$$

Particularly, for

$$\varphi = 0 \ , \quad \text{i.e.} \quad \sigma_i = 0 \ , \quad (2.2.65)$$

we obtain

$$\kappa = - \frac{B}{E} \lambda \ , \quad (2.2.66)$$

$$g = p - \frac{\Lambda_- B}{E} \lambda \ , \quad (2.2.67)$$

$$E a_i = - B \lambda_i - E \lambda_j \epsilon^j_i \ . \quad (2.2.68)$$

The choice $\varphi = 0$ simplifies the Maxwell tensor (2.2.4) to

$$F = E \, dr \wedge du + B \frac{1}{P^2} \, dx \wedge dy \ . \quad (2.2.69)$$
2.2. Gyratons on direct product spacetimes

Reparametrization of the $u$ coordinate

After the above discussion of the gauge freedom corresponding to the transverse-dependent shift of the $r$ coordinate, we should also mention the remaining gauge freedom. The metric (2.2.1), the electromagnetic field (2.2.4), and the gyraton stress-energy tensor (2.2.5) keep the same form under a general reparametrization of the $u$ coordinate $\tilde{u} \rightarrow u = f(\tilde{u})$, accompanied by the rescaling $\tilde{r} \rightarrow r = \tilde{r} / f'(\tilde{u})$ of the $r$ coordinate. The metric functions and matter fields must be redefined as

$$u = f(\tilde{u}), \quad r = \frac{\tilde{r}}{f'(\tilde{u})},$$
$$g = \frac{\tilde{g}}{f'(\tilde{u})} + \frac{f''(\tilde{u})}{f'(\tilde{u})^2}, \quad h = \frac{\tilde{h}}{f'(\tilde{u})^2},$$
$$a_i = \frac{\tilde{a}_i}{f'(\tilde{u})}, \quad \sigma_i = \frac{\tilde{\sigma}_i}{f'(\tilde{u})},$$
$$\kappa = \frac{\tilde{\kappa}}{f'(\tilde{u})}, \quad \lambda = \frac{\tilde{\lambda}}{f'(\tilde{u})}, \quad \varphi = \frac{\tilde{\varphi}}{f'(\tilde{u})},$$
$$j_u = \frac{\tilde{j}_u}{f'(\tilde{u})^2}, \quad \iota = \frac{\tilde{\iota}}{f'(\tilde{u})^2}, \quad j_i = \frac{\tilde{j}_i}{f'(\tilde{u})}.$$ (2.2.70)

It is worth to emphasize here that this reparametrization is independent of the transverse spatial coordinates. This gauge transformation is thus ‘global’ from the point of view of the transverse space, and it does not influence the field equations (which we formulated as differential equations on the transverse space) in any significant way.

2.2.6 Summary of the gyraton solutions

Let us now summarize the main equations of the gyratons on direct-product backgrounds. These are spacetimes with the metric of the form

$$ds^2 = \frac{1}{P^2} (dx^2 + dy^2) - 2 \, du \, dr - 2H \, du^2 + 2a_i \, dx^i du, \quad (2.2.71)$$

filled with the electromagnetic field

$$F = E \, dr \wedge du + B \frac{1}{P^2} dx \wedge dy + du \wedge \sigma_i \, dx^i, \quad (2.2.72)$$

and the gyratonic matter

$$\kappa T^{sr} = j_u \, du^2 + 2j_i \, dx^i du. \quad (2.2.73)$$

The metric function $H(r, u, x^i)$ is quadratic in $r$,

$$H = -\frac{1}{2} \Lambda_+ \, r^2 + g \, r + h, \quad (2.2.74)$$
2.3. Important special subclasses

The large family of solutions of Einstein–Maxwell equations discussed above belongs to the Kundt class (2.2.1) of nonexpanding, shear-free and twist-free spacetimes \[59, 60, 1\], namely to its subclass characterized by the condition (2.2.2). As we have seen in Section 2.2.1 and will be discuss more in Section 2.4 the gyratonic matter (2.2.5) is the “rotating” generalization of a null fluid. As special cases, this family of solutions contains some previously known spacetimes from the Kundt family which correspond to electro-vacuum or pure (null) radiation. In this section we will shortly discuss such important subcases.
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Table 2.1: Some of possible background spacetimes which are the direct product of two 2-spaces of constant curvature. Here $\Lambda$ is a cosmological constant, and $\rho$ is a constant energy density of the electromagnetic field.

| $\Lambda_+$ | $\Lambda_-$ | geometry | spacetime | $\Lambda$ | $\rho$ |
|------------|------------|----------|----------|---------|------|
| 0          | $\Lambda$  | $E^2 \times M_2$ | Minkowski | 0       | 0    |
| $\Lambda$  | $\Lambda$  | $S^2 \times dS_2$ | Nariai    | >0      | 0    |
| $\Lambda$  | $\Lambda$  | $H^2 \times AdS_2$ | anti-Nariai | <0     | 0    |
| $\rho$     | $-\rho$    | $S^2 \times AdS_2$ | Bertotti–Robinson | 0       | >0   |
| 2$\Lambda$ | 0          | $S^2 \times M_2$ | Plebański–Hacyan | >0    | $|\Lambda|$ |
| 0          | 2$\Lambda$ | $E^2 \times AdS_2$ | Plebański–Hacyan | <0       | 0    |

2.3.1 Direct-product background spacetimes

It is natural to start with the simplest case of highly symmetric spacetimes. Considering the metric function $H$ of the form (2.2.24), setting $a_i = 0$, and $g = 0 = h$, and choosing the expression (2.2.13) for $P$, the metric (2.2.1) reduces to

$$ds^2 = \frac{dx^2 + dy^2}{[1 + \frac{1}{4}\Lambda_+ (x^2 + y^2)]^2} - 2du dr + \Lambda_- r^2 du^2 .$$  (2.3.1)

It describes backgrounds on which the gyratons propagate. By performing the transformation $r = v(1 - \frac{1}{2}\Lambda_- uv)^{-1}$ with $u = (t - z)/\sqrt{2}$, and $v = (t + z)/\sqrt{2}$, the metric becomes

$$ds^2 = \frac{dx^2 + dy^2}{[1 + \frac{1}{4}\Lambda_+ (x^2 + y^2)]^2} + \frac{dz^2 - dt^2}{[1 + \frac{1}{4}\Lambda_- (z^2 - t^2)]^2} .$$  (2.3.2)

The background spacetimes thus have geometry of a direct product of two 2-spaces of constant curvature $\Lambda_+$ and $\Lambda_-$, respectively. The first is the space spanned by two spatial coordinates so that it is flat Euclidean space $E^2$, 2-sphere $S^2$, or 2-hyperboloid $H^2$, according to the sign of the constant $\Lambda_+$. The second is the (1+1)-dimensional spacetime spanned by a timelike coordinate and one spatial coordinate. According to the sign of the constant $\Lambda_-$, it is Minkowski 2-space $M_2$, de Sitter space $dS_2$, or anti-de Sitter space $AdS_2$.

Therefore, there are nine theoretically possible distinct subclasses given by the choice of $\Lambda_+$ and $\Lambda_-$, but only six of them are physically relevant because the energy density $\rho$ must be non-negative, which eliminates three cases. The most important of such background spacetimes are summarized in Table 2.1. In addition, there are more general Bertotti–Robinson direct product space-times for which the constants $\Lambda_+$ and $\Lambda_-$ are independent and nontrivial; i.e., the cosmological constant $\Lambda$ and the energy density $\rho > 0$ of the electromagnetic field can be chosen arbitrarily.

In a natural null tetrad, the only nonvanishing NP Weyl and curvature scalars are (see Section 2.4.3)

$$\Psi_2 = -\frac{1}{3}\Lambda, \quad R = 4\Lambda, \quad \Phi_{11} = \frac{1}{2}\rho ,$$  (2.3.3)
where \( \Lambda = \frac{1}{2}(\Lambda_+ + \Lambda_-) \) and \( \rho = \frac{1}{2}(\Lambda_+ - \Lambda_-) \), together with \( \Phi_1 = \frac{1}{2}(E + iB) \). These electro-vacuum solutions are thus of algebraic type D, unless \( \Lambda = 0 \) which applies to a conformally flat Bertotti–Robinson universe and flat Minkowski space. Vacuum direct product spacetimes (with \( \rho = 0 \)) are Minkowski and (anti-)Nariai spaces. For the two Plebański–Hacyan spacetimes, one and only one of the 2-spaces is flat. Therefore, \( \Phi_{11} = \frac{1}{2}|\Lambda| \), so that the condition \( 2\Phi_{11} \pm 3\Psi_2 = 0 \) is satisfied.

More details about some of these background spacetimes can be found in the original works \([48, 50, 51, 49]\), reviews \([1, 2]\) or, e.g., in \([56, 57, 61]\).

### 2.3.2 Type D background spacetimes

As will be seen in Section 2.4.3, the gyraton spacetimes are in general of algebraic type II. However, they contain a wider subclass of electro-vacuum solutions of type D, which can also be naturally regarded as possible background geometries.

Type D electro-vacuum solutions of Einstein’s equations are known \([1, 2, 62, 63, 64, 49]\). However, their forms are usually different from the parametrization of the geometry used here. For this reason we will write those type D spacetimes, which belong to our subclass of the Kundt family, explicitly. All such spacetimes are derived in Appendix 2.C; here we only summarize the results.

Although these spacetimes have the same curvature scalars as in (2.3.3), they are not, in general, direct-product spaces. In particular, they have a lower symmetry than the highly symmetric backgrounds discussed above.

#### The \( \Lambda_+ = 0 \) case

(\textbf{exceptional Plebański–Hacyan spacetime})

As shown in Appendix 2.C all type D solutions naturally split into two cases. For \( \Lambda_+ = 0 \) (i.e., \( \Lambda = -\rho < 0, \Lambda_- = 2\Lambda \)) we find a generalization of the exceptional Plebański–Hacyan type D electro-vacuum spacetime \([49, 57, 58]\). The metric reads

\[
\begin{align*}
\text{ds}^2 &= \text{dx}^2 + \text{dy}^2 + 2(\Lambda r^2 - L_x x - L_y y)\text{du}^2 \\
&\quad - 2\text{dudr} + 2(a_x\text{dx} + a_y\text{dy})\text{du},
\end{align*}
\]

where \( L_i(u) \) and \( a_i(u) \), \( i = x, y \), are arbitrary functions of the coordinate \( u \) only (i.e., constants on each transverse space). This corresponds to the metric (2.2.1) with \( P = 1, g = 0, h \) linear in \( x, y \), and \( a_i \) independent of \( x, y \).

For \( a_i = 0 \) it reduces to the exceptional Plebański–Hacyan spacetime. It further reduces to the direct product spacetime (2.3.1) when also both \( L_i \) vanish. Although the functions \( L_i \neq 0 \) do not enter the curvature scalars (2.3.3), the geometry of this spacetime is different from that of the direct-product spacetimes (for example, it contains another shear-free but non-geodesic null direction).

Nontrivial coefficients \( a_i \) can be gauged away using the transformation (2.2.50). However, such a transformation generates a nonvanishing metric function \( g \) and
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a quadratic dependence of $h$ on $x,y$. It thus seems that the case $a_i \neq 0$ is indeed a nontrivial generalization of the exceptional Plebański–Hacyan spacetime.

**The $\Lambda_+ \neq 0$ case**

In the case when the transverse space has a nonvanishing curvature $\Lambda_+$, the metric of type D electro-vacuum solutions is given by the metric functions

$$
\lambda = \frac{Q}{P}, \quad \kappa = 0, \quad (2.3.5)
$$

$$
h = \frac{1}{2} \Lambda_+ \lambda^2, \quad g = 0. \quad (2.3.6)
$$

Here the functions $P$ and $Q$ can be written as

$$
P = 1 + \frac{1}{4} \Lambda_+ (x^2 + y^2),
$$

$$
Q = q_0 (1 - \frac{1}{4} \Lambda_+ (x^2 + y^2)) + q_x x + q_y y, \quad (2.3.7)
$$

respectively, where $q_0(u), q_x(u)$ and $q_y(u)$ are constant on the transverse space.

In the case $\Lambda_+ > 0$, when the transverse space is a sphere, the solution for $\lambda$ can also be rewritten as

$$
\lambda = C \left[ \cos \theta \cos \theta' + \sin \theta \sin \theta' \cos(\phi - \phi') \right], \quad (2.3.8)
$$

where $\theta$ and $\phi$ are standard spherical coordinates, cf. (2.5.16), and $C$, $\theta'$, and $\phi'$ are (possibly $u$-dependent) transverse constants equivalent to $q_0$, $q_x$ and $q_y$.

A slightly more general parametrization of these spacetimes can be found in Appendix 2.C.

**2.3.3 Kundt waves without gyratons ($j_i = 0$)**

**Kundt waves on direct product spacetimes**

Now we briefly describe more general Kundt spacetimes of the form (2.2.1) which, however, still do not contain a gyratonic matter. In such a case, the source functions $j_i$ vanish, i.e., $p, q = 0$, and the field equation (2.2.46) reduces to

$$
\Delta \lambda + 2 \Lambda_+ \lambda = 0. \quad (2.3.9)
$$

Let us first consider the trivial solution $\lambda = 0$; the general case is discussed below.

Since $p = 0$, it is possible to use the gauge transformation (2.2.50) to eliminate both $\kappa$ and $g$, cf. (2.2.45). Consequently, we obtain $a_i = 0$ everywhere, and the metric simplifies to

$$
ds^2 = ds_{bg}^2 - 2 h(u, x, y) du^2, \quad (2.3.10)
$$
where $ds^2_{bg}$ is the metric of direct product spacetimes (some of which are listed in Table 2.1) given by (2.3.1). For nontrivial profile functions $h$, this class of solutions can be interpreted as specific exact Kundt gravitational waves which propagate in flat, (anti-)Nariai, Bertotti–Robinson, or Plebański–Hacyan universes (see [58], and, for the limit of impulsive waves, [56, 57]).

Indeed, from the corresponding NP scalars (2.4.17), (2.4.21) (cf. Section 2.4.3), by using (2.4.7) it follows that (2.3.3) remains unchanged, and, in addition, there is

$$\Psi_4 = (P^2 h, \zeta), \quad \Phi_{22} = P^2 h, \bar{\zeta},$$

(2.3.11)

where $\zeta = (x + iy)/\sqrt{2}$. When $\Psi_4 \neq 0$, such spacetimes are thus of types II or N, and in general, contain a null radiation field characterized by $\Phi_{22}$. In particular, pure vacuum gravitational waves of this type (which propagate on a vacuum or electrovacuum background space) are given by the condition $\Phi_{22} = 0$, so that their profile functions $h$ must be of the form

$$h = \mathcal{F}(u, \zeta) + \bar{\mathcal{F}}(u, \bar{\zeta}),$$

(2.3.12)

where $\mathcal{F}(u, \zeta)$ is any function, holomorphic in $\zeta$.

Kundt waves on type D backgrounds

Similarly, we can also describe gravitational waves propagating on general type D backgrounds discussed above. Indeed, the field equations for $\lambda$, $\kappa$, and $g$ are linear, and the equation for $h$ is linear in $h$ (with nonlinear terms with $\lambda$ and $\kappa$ as a 'source'). We can thus easily superpose a pure gravitational-wave contribution of the form (2.3.12) on top of any background metric function $h$, keeping the values of $\lambda$, $\kappa$, and $g$ unchanged. In particular, considering the exceptional Plebański–Hacyan type D background (2.3.4), the family of gravitational waves described by [65] is obtained.

More general Kundt waves

The equation (2.3.3) is the special Helmholtz equation on the transverse space such that the coefficient of the ‘mass’ term is exactly given by the curvature of the transverse space. Its general solution can thus be parametrized by a single function $\mathcal{L}(u, \zeta)$, holomorphic in $\zeta$, as

$$\lambda = \mathcal{L}_\zeta + \bar{\mathcal{L}}_{\bar{\zeta}} - 2\mathcal{L} \log P \zeta - 2\bar{\mathcal{L}} \log P \bar{\zeta}.$$  

(2.3.13)

Again, the functions $\kappa$ and $g$ can be gauged away, $\kappa = g = 0$, and the electrovacuum condition $\iota = p = q = 0$ implies $\Delta \hat{h} = 0$, see (2.2.48). However, now we have an additional contribution to $h$ thanks to a nontrivial $\lambda$, cf. (2.2.49):

$$h = \mathcal{F}(u, \zeta) + \bar{\mathcal{F}}(u, \bar{\zeta}) + \frac{1}{2} \Lambda \zeta \lambda^2.$$  

(2.3.14)
We have thus obtained an explicit form of a general Kundt electro-vacuum spacetime \(2.2.1\). Apart from nontrivial \(H\), these most general gravitational waves within our class also have nontrivial metric functions \(a_i\), given as \(a_\zeta = -i\Lambda_+ P^{-2}(\mathcal{L} + \mathcal{\tilde{L}})\). We are not aware of a discussion of such waves in the literature.

It should, however, be mentioned that some of these solutions have unphysical behavior of the metric functions—typical solutions of \(2.3.13\) and \(2.3.14\) have singularities or diverge in transverse directions. They thus cannot be interpreted as globally well-behaved gravitational waves. Nevertheless, some of them can be interpreted as external vacuum solutions around a localized matter source, e.g., around a beam of null radiation or gyratonic matter. Such solutions will be discussed in the next section. Here we only note that they can be constructed from given matter sources using the Green functions. They are regular and satisfy vacuum equations outside the sources.

Since the ‘mass’ term in \(2.3.9\) has a special value, this equation also admits \textit{globally regular} solutions. Regular solutions for \(\lambda\) are exactly those discussed for the type D backgrounds, namely, given by \(2.3.5\), \(2.3.7\) (or \(2.3.8\)). The solution for \(h\) which leads to the regular geometry is given by \(2.3.14\) with sufficiently smooth \(F\), e.g., when it is quadratic in \(\zeta\).

2.3.4 Gyratons on the flat background

Our class of solutions also contains, as a subcase, the original gyraton on a flat background [18]. Indeed, for a vanishing cosmological constant and electromagnetic field absent, the background is Minkowski space. If we admit only an \(r\) independent gyraton source (i.e., if we assume \(\text{div } j = 0, \ j_u = i\)) and if we employ the gauge \(g = 0\), we immediately obtain the solution discussed in [21, 20].

2.4 Properties of the gyraton solutions

2.4.1 Character of the gyratons

Now we concentrate on nontrivial gyratons contained in the above class. A characteristic feature of the gyratonic matter is a nonvanishing source \(j_i\) in \(2.2.5\) or, equivalently, its two potentials \(p\) and \(q\), cf. \(2.2.43\). The gyratonic matter moves with the speed of light, as can be identified by inspecting the dependence of the metric function on the coordinate \(u\). From the form of the metric \(2.2.1\) we infer that \(u\) is a null coordinate, with null generators given by the principal null congruence \(\frac{\partial}{\partial u}\). All of the metric functions can depend on this coordinate, and this dependence is not restricted by the field equations. It means that the profile of the gyraton in the \(u\) direction can be prescribed arbitrarily. Thanks to a trivial \(r\) dependence of the fields, such a profile remains essentially unaltered.
2.4.2 Geometrical properties of the principal null congruence

Let us now briefly discuss geometrical properties of the gyraton solutions. The additional property (2.2.2), $\partial_r a_i = 0$, characteristic for the subclass of spacetimes discussed here, has a consequence that the null vector $k$ is recurrent, $[25, 1]$, (except for the “cooling effect” discussed below). This can be understood as a motion of the gyraton in the direction of the null congruence $\partial_r$.

The characteristic spatial components of the gyraton stress-energy tensor represent a possibility of an internal energy flow of otherwise null radiation. It can be naturally split into two components.

The divergence-free component, controlled by the source potential $q$, corresponds to a “rotational” part of the energy flow. However, since the gyratonic matter is null, the nature of the “rotation” must be internal—it describes a spin of the null fluid. This kind of the source was discussed in the context of the gyratons in flat spacetime $[21, 20]$ and in anti-de Sitter space $[23]$. From the field equation (2.2.46) we observe that this “rotational” part of the source gives rise to the component of the metric function $a_i$ determined by the potential $\lambda$ via (2.2.35). This component is independent of the gauge, so the presence of the “rotational” part of the gyration source necessarily leads to the nondiagonal component $a_i$ in the metric (2.2.1).

The rotation-free component of the gyration source, controlled by the potential $p$, has a different character. As can be read out from the conservation law (2.2.31), the source with a nontrivial divergence $\text{div} \, j$ describes an internal flow of the energy in the gyration beam which changes its internal energy $j_u$ with $r$. We could thus understand the $p$ component of the source as some kind of “cooling” which steadily decreases the energy density of the gyration beam. Such a kind of the energy transfer is not very plausible physically, mainly because the cooling should occur in matter moving with the speed of light. It inevitably leads to an unnatural causal behavior of the source.

Indeed, it is easy to check that the gyration stress-energy tensor (2.2.3) (composed by either a $p$ or a $q$ component) does not satisfy neither a null, weak, strong nor dominant energy condition. However, for a spinning matter it is not so surprising—bad causal behavior is typical for spinning relativistic objects when they are idealized excessively.

From the equation (2.2.15) we also observe that the $p$ part of the source controls the combination $g - \Lambda - \kappa$ of the metric functions. Splitting its influence between $g$ and $\kappa$ is just a matter of a gauge choice. We have already discussed that it is possible to eliminate either of them but not simultaneously. A gyration source composed just from the rotation-free component ($p \neq 0, q = 0$) thus does not necessary lead to a nondiagonal component $a_i$ in the metric—its influence can be gauged away entirely into the metric function $g$, and vice versa.
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\[ k_{\alpha\beta} = (-\partial_\gamma H) k_\alpha k_\beta. \] (2.4.1)

The null character of \( k \) and the condition (2.4.1) also imply that the null congruence with tangent vector \( k \) is geodesic, expansion-free, sheer-free, and twist-free and thus belongs to the Kundt class.

The condition (2.2.2) and the condition (2.2.24) (the function \( H \) is at most quadratic in \( r \), with a constant coefficient in front of \( r^2 \)) guarantee that these Kundt metrics are of the CSI type \([30]\). For these metrics it was also shown that there exists a \((u\)-dependent) diffeomorphism \( \tilde{x}^i = \tilde{x}'(u, x^k) \) such that the transverse metric (2.2.9) can be made \( u \)-independent. We have already used this property at the very beginning when we applied the conditions (2.2.12). Moreover, the transverse space is locally homogeneous.

For the complete four-dimensional gyraton spacetime, it was demonstrated in \([31]\) that there always exists a related locally homogeneous spacetime which has invariants that are identical to those of the Kundt CSI metric. This “background” metric can be obtained by setting \( a_i = g = h = 0 \),

\[ ds_{bg}^2 = ds_{\perp}^2 - 2 du \, dr + \Lambda - r^2 du^2, \] (2.4.2)

which is exactly the metric for direct-product background spacetimes (2.3.1).

The condition (2.2.2) is also equivalent to the fact that the 2-spaces orthogonal to the transverse spaces are surface-forming.

It is a general property of the Kundt family that the vector \( k \) is the principal null direction of the spacetime. By determining its degeneracy we can thus identify the algebraic type. To proceed, it will be convenient to introduce an aligned complex null tetrad \( \{ k, l, m, \overline{m} \} \). There exists a standard choice of such a tetrad in the context of the Kundt family of spacetimes \([1]\), namely

\[
\begin{align*}
k &= \partial_r, \\
l &= \partial_u - P^2 (a_x \partial_x + a_y \partial_y) - \left( H + \frac{1}{2}a^2 \right) \partial_r, \\
m &= \frac{P}{\sqrt{2}} (\partial_x + i \partial_y), \\
\overline{m} &= \frac{P}{\sqrt{2}} (\partial_x - i \partial_y).
\end{align*}
\] (2.4.3)

The spacelike complex vectors \( m^a \) and \( \overline{m}^a \) are tangent to the transverse space. Clearly, \([k, l] = -(\partial_r H) k\), so the space spanned on \( k \) and \( l \) is indeed surface-forming. The dual frame in the space of 1-forms reads

\[
\begin{align*}
\Theta^{(k)} &= dr + \left( H + \frac{1}{2}a^2 \right) du, \\
\Theta^{(l)} &= du, \\
\Theta^{(m)} &= \frac{1}{\sqrt{2P}} (dx - idy) + \frac{P}{\sqrt{2}} (a_x - ia_y) \, du, \\
\Theta^{(\overline{m})} &= \frac{1}{\sqrt{2P}} (dx + idy) + \frac{P}{\sqrt{2}} (a_x + ia_y) \, du.
\end{align*}
\] (2.4.4)
Calculating the Newman–Penrose spin coefficients with respect to this tetrad (see the following section for the nontrivial ones), we recover again the general properties that the congruence is nonexpanding and nontwisting ($\rho_{NP} = 0$), sheer-free ($\sigma_{NP} = 0$), geodesic and affinely parametrized ($\kappa_{NP} = \varepsilon_{NP} = 0$). In addition, from $\kappa_{NP} = \pi_{NP} = \varepsilon_{NP} = 0$, it follows that the tetrad (2.4.3) is parallelly transported along the null congruence. Moreover, the condition (2.2.2) is directly related to the vanishing coefficient $\tau_{NP} = 0$.

**2.4.3 NP formalism in complex coordinates**

It turns out to be more convenient (and common in the literature on Kundt spacetimes) to introduce complex coordinates in the transverse space. Instead of conformally flat real coordinates $x$ and $y$ we will now use the complex coordinates $\zeta$ and $\bar{\zeta}$ such that

\[ \zeta = \frac{1}{\sqrt{2}}(x + iy). \]

(2.4.5)

The coordinate 1-forms and vector fields transform as

\[
\begin{align*}
\text{d}\zeta &= \frac{1}{\sqrt{2}}(\text{d}x + i\text{d}y), \\
\partial_\zeta &= \frac{1}{\sqrt{2}}(\partial_x - i\partial_y), \\
\text{d}\bar{\zeta} &= \frac{1}{\sqrt{2}}(\text{d}x - i\text{d}y), \\
\partial_{\bar{\zeta}} &= \frac{1}{\sqrt{2}}(\partial_x + i\partial_y),
\end{align*}
\]

(2.4.6)

and the transverse Laplace operator (2.2.18) on any scalar $\psi$ becomes

\[ \triangle \psi = 2P^2\psi_{,\zeta\bar{\zeta}}. \]

(2.4.7)

Instead of the real 1-form components $a_i$ it is customary to introduce a complex function $W(u, \zeta, \bar{\zeta})$ by

\[ W = -a_\zeta = -\frac{1}{\sqrt{2}}(a_x - ia_y), \quad \bar{W} = -a_{\bar{\zeta}}. \]

(2.4.8)

Substituting for $a_i$ the potentials via (2.2.35) and using $\epsilon^\zeta_\zeta = -\epsilon^\zeta_{\bar{\zeta}} = -i$, $\epsilon^\zeta_{\bar{\zeta}} = \epsilon^\zeta_\zeta = 0$, we find that

\[ W = -(\kappa + i\lambda)_\zeta, \quad \bar{W} = -(\kappa - i\lambda)_{\bar{\zeta}}. \]

(2.4.9)

We also obtain

\[ a^2 = 2P^2W\bar{W}, \]

\[ \triangle \kappa = \text{div} a = -P^2(\bar{W}_\zeta + W_{\bar{\zeta}}), \]

\[ \triangle \lambda = -\text{rot} a = -b = iP^2f_{\zeta\bar{\zeta}} = iP^2(W_{\bar{\zeta}} - \bar{W}_\zeta). \]

(2.4.10)

The metric (2.2.1) in complex coordinates then reads

\[ ds^2 = \frac{2}{P^2}\text{d}\zeta\text{d}\bar{\zeta} - 2\text{d}u\text{d}r - 2H\text{d}u^2 - 2(W\text{d}\zeta + \bar{W}\text{d}\bar{\zeta})\text{d}u, \]

(2.4.11)
the canonical form (2.2.13) of \( P \) is
\[
P = 1 + \frac{1}{2} \Lambda + \zeta \bar{\zeta},
\]
and the Maxwell tensor (2.2.4) takes form
\[
F = E \, dr \wedge du + B \frac{i}{P^2} d\zeta \wedge d\bar{\zeta} + \sigma_\zeta \, du \wedge d\zeta + \sigma_{\bar{\zeta}} \, du \wedge d\bar{\zeta},
\]
where \( \sigma_\zeta = (\sigma_x - i\sigma_y) / \sqrt{2} \).

The tetrads (2.4.3) and (2.4.4) are closely related to the introduced complex coordinates:
\[
k = \partial_r,
\]
\[
l = \partial_u + P^2 (W \partial_\zeta + \bar{W} \partial_{\bar{\zeta}}) - (H + P^2 W \bar{W}) \partial_r,
\]
\[
m = P \partial_{\bar{\zeta}},
\]
\[
\bar{m} = P \partial_\zeta,
\]
and
\[
\Theta^{(k)} = dr + (H + P^2 W \bar{W}) du,
\]
\[
\Theta^{(l)} = du,
\]
\[
\Theta^{(m)} = \frac{1}{P} d\bar{\zeta} - PW du,
\]
\[
\Theta^{(\bar{m})} = \frac{1}{P} d\zeta - P\bar{W} du.
\]

The list of nontrivial NP coefficients is then
\[
\lambda_{NP} = (P^2 W)_{,\zeta},
\]
\[
\mu_{NP} = \frac{1}{2} P^2 (W_{,\zeta} + \bar{W}_{,\bar{\zeta}}),
\]
\[
\nu_{NP} = P (H + P^2 W \bar{W})_{,\zeta},
\]
\[
\gamma_{NP} = \frac{1}{2} \left[ \partial_r H + \frac{1}{2} \left( (P^2 \bar{W})_{,\zeta} - (P^2 W)_{,\bar{\zeta}} \right) \right],
\]
\[
\alpha_{NP} = \frac{1}{2} P_{,\zeta},
\]
\[
\beta_{NP} = -\frac{i}{2} P_{,\bar{\zeta}}.
\]

The source equations can be recovered in the Newman–Penrose formalism by comparing the components of the Ricci tensor with the corresponding components of the electromagnetic and gyraton stress-energy tensor. The general form of nonvanishing Ricci scalars for the metric (2.4.11) is listed in Appendix 2.B in
2.4.3. NP formalism in complex coordinates

In terms of potentials these have a form

\[
\begin{align*}
\Phi_{11} & = \frac{1}{2} \rho , \\
\Phi_{12} & = \frac{P}{2} \left[ -2 \rho \kappa + (g - \Lambda - \kappa) + i \left( \frac{1}{2} \Delta \lambda + \Lambda_{\pm} \right) \right] \zeta, \\
\Phi_{22} & = \frac{1}{2} \left[ r \Delta (g - \Lambda - \kappa) + iP^2 (a_{\zeta} b_{\bar{\zeta}} - a_{\bar{\zeta}} b_{\zeta}) \\
& \quad + \Delta h + \frac{1}{2} b^2 + \Lambda_{+} a^2 + g \Delta \kappa + \partial_{u} \Delta \kappa \right],
\end{align*}
\]

(2.4.17)

\[
R = 24 \Lambda_{NP} = 4 \Lambda.
\]

The constants \( \Lambda \) and \( \rho \) have entered these expressions via combinations \( \Lambda = \frac{1}{2} (\Lambda_{+} + \Lambda_{-}) \) and \( \rho = \frac{1}{2} (\Lambda_{+} - \Lambda_{-}) \) of the constants \( \Lambda_{\pm} \) which parametrize the metric (2.4.11) through (2.2.24) and (2.2.11). Their relation to the cosmological constant \( \Lambda \) and the electromagnetic energy density \( \rho \) is established by comparing these components to the cosmological term and to the corresponding components of the stress-energy tensors. For the electromagnetic field, the nonvanishing components are

\[
\begin{align*}
\Phi_{11}^{EM} & = \frac{1}{2} \rho , \\
\Phi_{12}^{EM} & = -P \rho \kappa \zeta, \\
\Phi_{22}^{EM} & = 2P^2 \rho \kappa \zeta \bar{\zeta},
\end{align*}
\]

(2.4.18)

with \( \rho \) given by (2.2.7). Similarly, for the gyratonic matter we obtain

\[
\begin{align*}
\Phi_{11}^{gyr} & = 0 , \\
\Phi_{12}^{gyr} & = \frac{P}{2} j_{\zeta}, \\
\Phi_{22}^{gyr} & = \frac{1}{2} j_{u} - P^2 (a_{\zeta} j_{\bar{\zeta}} + a_{\bar{\zeta}} j_{\zeta}).
\end{align*}
\]

(2.4.19)

The first and second source equations (2.2.42) and (2.2.48) are obtained from the above components \( \Phi_{12} \) and \( \Phi_{22} \), respectively, by realizing that

\[
\begin{align*}
j_{\zeta} &= (p + iq)_{\zeta}, \\
j_{\bar{\zeta}} &= (p - iq)_{\bar{\zeta}}.
\end{align*}
\]

(2.4.20)

Finally, in Appendix 2.B we also present the Weyl scalars (2.B.3) in the form which follows directly from the metric (2.4.11) without using the field equations. If we introduce the potentials and employ the field equations, the nontrivial
2.4. Properties of the gyraton solutions

Scalars reduce to

\[
\Psi_2 = -\frac{1}{3}\Lambda ,
\]

\[
\Psi_3 = P\Lambda \kappa \zeta + \frac{P}{2}(p - iq)\zeta , \tag{2.4.21}
\]

\[
\Psi_4 = r\left(P^2(p - i\Lambda - \lambda)\zeta\right) + \left(P^2\hat{h}\zeta\right) \zeta
+ \left[\Lambda + \lambda + i\Lambda - \kappa + ip + i\partial u\right]\left(P^2\lambda \zeta\right) \zeta
+ 2iP^2q(\kappa + i\lambda)\zeta + p\left(P^2\kappa \zeta\right) \zeta
- 2\Lambda P^2(\kappa \zeta)^2 ,
\]

where \(\hat{h}\) is given by (2.2.49).

Since \(\Psi_0 = \Psi_1 = 0\) and, for a nonvanishing cosmological constant, \(\Psi_2 \neq 0\), we conclude that the vector \(k\) is the double degenerate principal null direction and the gyraton spacetime is of the algebraical type II. The conditions for further algebraic degeneracy to the type D are, in the vacuum case, discussed in Section 2.3.2 and in Appendix 2.C. In the nonvacuum case these conditions are rather strong: for example, there are no nontrivial type D gyratons with \(p = 0\).

For the vanishing cosmological constant \(\Lambda = 0\), the presence of a nontrivial rotational gyratonic matter (given by the potential \(q\); terms with \(\kappa\) and \(p\) are not significant, as they can be cancelled by a suitable gauge) guarantees that the spacetime is of type III. The spacetime reduces to type N only for \(\Lambda = 0\) and \(q = 0\).

Comparing (2.4.17) with (2.4.21), or directly (2.B.2) with (2.B.3), we find that \(\Phi_{12}\) and \(\Psi_3\) are closely related, namely

\[
\Phi_{12} + \Psi_3 = Pg\zeta . \tag{2.4.22}
\]

The radiative characteristic of the gravitational field \(\Psi_3\) is thus determined by the matter component \(\Phi_{12}\), up to the term which can be controlled by the gauge. In the gauge \(g = 0\), we have directly \(\Psi_3 = -\Phi_{12}\).

2.4.4 NP components in the gauge invariant tetrad

The tetrad (2.4.3) introduced in Section 2.4.2 is parallelly transported and transverse-surface forming, however it is not gauge invariant under the transformation (2.2.50). Consequently, the spin coefficients and curvature scalars can have rather nontrivial dependence on the gauge transformation. It is possible to choose another tetrad which is gauge independent. Actually, it is a tetrad which is also well known in the context of the Kundt family of solutions [1]. This is related to the tetrad (2.4.3) by a null rotation with the vector \(k\) fixed, i.e., it is also aligned with the principal null congruence. Explicitly, this null rotation is

\[
k' = k ,
\]

\[
m' = m + Kk , \tag{2.4.23}
\]

\[
l' = l + K\overline{m} + \overline{K}m + K\overline{K}k ,
\]
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with the complex parameter $K = -P \bar{W}$. Thus, the gauge invariant tetrad of null vectors is

\begin{align*}
 k' &= \partial_r, \quad l' = \partial_u - H \partial_r, \\
 m' &= P(\partial_\zeta - \bar{W} \partial_r), \quad \bar{m}' = P(\partial_\zeta - W \partial_r),
\end{align*}

(2.4.24)

and for the dual frame of 1-forms we obtain

\begin{align*}
 \Theta^{(k)'} &= dr + W d\zeta + \bar{W} d\bar{\zeta} + H du, \\
 \Theta^{(m)'} &= \frac{1}{P} d\bar{\zeta}, \quad \Theta^{(\bar{m})'} = \frac{1}{P} d\zeta.
\end{align*}

(2.4.25)

The corresponding nontrivial spin coefficients are

\begin{align*}
 \lambda_{NP}' &= 0, \\
 \mu_{NP}' &= -\frac{i}{2} b, \\
 \nu_{NP}' &= P(\partial_r H - \partial_u W), \\
 \gamma_{NP}' &= \frac{1}{2} \left( \partial_r H - \frac{1}{2} i b \right), \\
 \alpha_{NP}' &= \frac{1}{2} P, \zeta, \\
 \beta_{NP}' &= -\frac{1}{2} P, \bar{\zeta},
\end{align*}

(2.4.26)

and the nonvanishing Ricci scalars are

\begin{align*}
 \Phi_{11} &= \frac{1}{2} \rho, \\
 \Phi_{12} &= \frac{P}{2} \left[ -2i \rho \lambda + (g - \Lambda_- \kappa) + i \left( \frac{1}{2} \Delta \lambda + \Lambda_+ \lambda \right) \right], \\
 \Phi_{22} &= \frac{1}{2} \left[ r \ \Delta (g - \Lambda_- \kappa) + 2 P^2 (a_\zeta g_\zeta + a_\zeta g_{\bar{\zeta}}) + \frac{1}{2} b^2 + \Delta h - \Lambda_- a^2 + g \Delta \kappa + \partial_u \Delta \kappa \right].
\end{align*}

(2.4.27)

For the electromagnetic field, the nonvanishing components are

\begin{align*}
 \Phi_{EM_{11}} &= \frac{1}{2} \rho, \\
 \Phi_{EM_{12}} &= -i P \rho \lambda, \\
 \Phi_{EM_{22}} &= 2 P^2 \rho \lambda, \kappa, \\bar{\zeta}.
\end{align*}

(2.4.28)

Similarly, for the gyratonic matter we obtain

\begin{align*}
 \Phi_{gyr_{11}} &= 0, \\
 \Phi_{gyr_{12}} &= \frac{P}{2} j_\zeta, \\
 \Phi_{gyr_{22}} &= \frac{1}{2} j_u.
\end{align*}

(2.4.29)
2.4. Properties of the gyraton solutions

The nonvanishing Weyl scalars read
\[ \Psi_2 = -\frac{1}{3} \Lambda , \]
\[ \Psi_3 = -i P \Lambda \lambda_\zeta + \frac{P}{2} (p - iq)_\zeta , \]
\[ \Psi_4 = r \left( P^2 (p - i \Lambda_\lambda _\zeta ) + (P^2 \dot{h}_\zeta )_\zeta + \right. \]
\[ \left. \left[ \Lambda_\lambda + i \Lambda_\kappa + ip + i \partial_u \right] (P^2 \lambda_\zeta )_\zeta + 2 P^2 p_\zeta (\kappa + i \lambda)_\zeta + p (P^2 \kappa_\zeta )_\zeta + 2 \Lambda_\lambda P^2 (\lambda_\zeta )^2 . \right. \] (2.4.30)

2.4.5 Electromagnetic field

In our ansatz made in Section 2.2.1 we allowed the spacetime to be filled with the electromagnetic field (2.2.4). This field does not have its own dynamical degrees of freedom—it is specified just by two constants \( E \) and \( B \). In the presence of a gyraton, this electromagnetic field is modified through the \( du \wedge \sigma_i dx^i \) terms. However, the transverse 1-form \( \sigma_i \) is uniquely determined by the gyraton, see equations (2.2.34), (2.2.38).

The Maxwell tensor (2.2.4) can be split into two parts
\[ F = E (dr \wedge du + du \wedge d\kappa) + B (P^{-2} dx \wedge dy + du \wedge d\lambda) . \] (2.4.31)

It is interesting to observe that the 2-form proportional to the constant \( B \) is the four-dimensional Hodge dual of the 2-form proportional to \( E \). Thus, the Maxwell tensor has a familiar structure of a linear combination of dual ‘electric’ and ‘magnetic’ parts. Moreover, after substituting (2.2.38) for \( \varphi \), the field equations depend only on the ‘weights’ \( E \) and \( B \) of the electric and magnetic parts through the constant \( \rho = \frac{\varphi_0}{2}(E^2 + B^2) \) (via the constants \( \Lambda_\pm = \Lambda \pm \rho \)). The geometry of the spacetimes thus does not depend on a particular splitting of the electromagnetic field.

To inspect the algebraic structure of the electromagnetic field, we need the tetrad components \( \Phi_A \) of the Maxwell tensor. With respect to the parallelly transported tetrad (2.4.14), we obtain
\[ \Phi_0 = 0 , \]
\[ \Phi_1 = \frac{1}{2} (E + iB) , \]
\[ \Phi_2 = -P (E + iB) \kappa_\zeta , \] (2.4.32)

while with respect to the gauge invariant tetrad (2.4.24) we get
\[ \Phi_0 = 0 , \]
\[ \Phi_1 = \frac{1}{2} (E + iB) , \]
\[ \Phi_2 = iP (E + iB) \lambda_\zeta . \] (2.4.33)
It follows that the electromagnetic field is aligned with the principal null direction $k$ of the gravitation field, but this vector is not a double degenerate vector of the field.

The corresponding tetrad components of the electromagnetic stress-energy tensor $\Phi^\text{EM}_{AB} = \varepsilon_0 \Phi_A \Phi_B$ have been listed in (2.4.18) and (2.4.28). Notice that the $\Phi^\text{EM}_{12}$ and $\Phi^\text{EM}_{22}$ components of (2.4.18) can be simultaneously canceled by the gauge choice $\kappa = 0$. This choice also cancels the component $\Phi_{2}$ in (2.4.32).

### 2.5 Green functions

In Section 2.2 we demonstrated that for our ansatz the Einstein–Maxwell equations effectively reduce to the Poisson equations

$$\Delta \psi = -s, \quad (2.5.1)$$

(e.g., equations (2.2.41), (2.2.48) for $\lambda$ and $\hat{h}$), and to the Helmholtz–Poisson equations

$$\Delta \psi + R_{\perp} \psi = -s, \quad (2.5.2)$$

(equations (2.2.46) and (2.2.28) for $\lambda$ or $b$). These equations on the two-dimensional transverse space can be solved using the Green functions $G_{(0)}$ and $G_{(1)}$, respectively. Such functions satisfy

$$\Delta G_{(0)}(x, x') = -\delta(x, x'), \quad (2.5.3)$$

$$[\Delta + R_{\perp}]G_{(1)}(x, x') = -\delta(x, x'), \quad (2.5.4)$$

where $x$ and $x'$ are points in the transverse space. The solutions are then given by the integral over the corresponding sources

$$\psi(x) = \int G_{(0)}(x, x') s(x') \sqrt{g_{\perp}} \, d^2x'. \quad (2.5.5)$$

In particular,

$$\lambda(u, x) = 2 \int G_{(1)}(x, x') q(u, x') \sqrt{g_{\perp}} \, d^2x', \quad (2.5.6)$$

$$\hat{h}(u, x) = 2 \int G_{(1)}(x, x') \chi(u, x') \sqrt{g_{\perp}} \, d^2x', \quad (2.5.7)$$

with the source

$$\chi = -i - q \Delta \lambda + p \Delta \kappa + 2a^4 p^4,$$

and

$$\lambda(u, x) = 2 \int G_{(1)}(x, x') q(u, x') \sqrt{g_{\perp}} \, d^2x', \quad (2.5.8)$$

$$b(u, x) = 2 \int G_{(1)}(x, x') \text{rot} j(u, x') \sqrt{g_{\perp}} \, d^2x'. \quad (2.5.9)$$

6In the case when there exist normalizable zero modes, one has to subtract a projector to the space of these modes from the delta function on the right-hand side. See a discussion in Appendix 2.D.
2.5. Green functions

It follows from the Einstein equations that the two-dimensional transverse space is a maximally symmetric space of constant curvature $R_\perp = 2\Lambda_+$, i.e., a plane $E^2$ for $\Lambda_+ = 0$, a sphere $S^2$ for $\Lambda_+ > 0$, and a hyperboloid $H^2$ (Lobachevsky plane) for $\Lambda_+ < 0$. The corresponding Green functions are known explicitly (see, e.g., [66]) and they are discussed in more detail in Appendix 2.D. Here we present only those results which are important for solution of our problem.

2.5.1 Green functions for 2-plane $E^2$

For $\Lambda_+ = 0$ the transverse space is the flat plane. Both the Green functions coincide and they have the form

$$G_{(\nu)}(x, x') = -\frac{1}{2\pi} \log \ell(x, x'). \quad (2.5.9)$$

Here $\ell(x, x')$ is the distance between the points $x$ and $x'$.

2.5.2 Green functions for 2-hyperboloid $H^2$

For $\Lambda_+ = -1/L^2 < 0$ the transverse space (2.2.9) is hyperboloid of a constant negative curvature, $L$ being the curvature radius. It can be parametrized by different useful coordinate systems. Here, we list some of them which are frequently used in the literature, namely, hyperspherical, Poincaré, Lobachevsky, and projective coordinates, respectively:

$$ds^2_\perp = L^2 \left( d\rho^2 + \sinh^2 \rho \, d\phi^2 \right) = L^2 \left( dt^2 + dz^2 \right) = L^2 \left( d\mu^2 + \cosh^2 \mu \, d\tau^2 \right) = \frac{1}{(1+\frac{1}{4}\Lambda_+(x^2+y^2))^2} \left( dx^2 + dy^2 \right). \quad (2.5.10)$$

Relations of the coordinates to the projective ones are

$$x = 2L \tanh \frac{\rho}{2} \cos \phi, \quad y = 2L \tanh \frac{\rho}{2} \sin \phi,$$

$$x = \frac{4t}{t^2 + (1 + z)^2}, \quad y = L \frac{t^2 + z^2 - 1}{t^2 + (1 + z)^2}, \quad (2.5.11)$$

$$x = \frac{2L \cosh \mu \sinh \tau}{\cosh \mu \cosh \tau + 1}, \quad y = \frac{2L \sinh \mu}{\cosh \mu \cosh \tau + 1}.$$

Clearly, the conformally flat coordinates used in the text correspond to the projective coordinates with the choice (2.2.13) and to the Poincaré coordinates with the choice (2.2.14).
Because of the maximal symmetry of the space, the Green functions can be expressed only in terms of the geodesic distance between the points $\ell(x, x')$ or, more conveniently, of its function

$$
\eta(x, x') = \cosh\left(\sqrt{-\Lambda_+ \ell(x, x')}\right).
$$

(2.5.12)

The function $\eta$ in an explicit form reads

$$
\eta = \cosh \rho \cosh \rho' - \sinh \rho \sinh \rho' \cos(\phi - \phi')
= 1 + (t - t')^2 + \frac{(z - z')^2}{2zz'}
= \cosh \mu \cosh \mu' \cosh(\tau - \tau') - \sinh \mu \sinh \mu'
= \left(1 - \frac{\Lambda_+(x'^2+y'^2)}{4}\right)\left(1 - \frac{\Lambda_+((x^2+y^2)}{4}\right) + \Lambda_+(xx'+yy')
\left(1+\frac{\Lambda_+(x'^2+y'^2)}{4}\right)\left(1+\frac{\Lambda_+(x^2+y^2)}{4}\right).
$$

(2.5.13)

Clearly, $\eta \in [1, \infty)$, with $\eta = 1$ corresponding to coincident points, and $\eta \to \infty$ to an infinite distance. Using these quantities, the Green functions in question are

$$
G_{(0)}(x, x') = -\frac{1}{4\pi} \log \left(\frac{\eta - 1}{\eta} + 1\right),
$$

$$
G_{(1)}(x, x') = -\frac{1}{4\pi} \left(\eta \log \left(\frac{\eta - 1}{\eta} + 1\right) + 2\right).
$$

(2.5.14)

When $\eta \to \infty$, the Green functions tend to zero.

### 2.5.3 Green functions for 2-sphere $S^2$

When $\Lambda_+ = 1/L^2 > 0$ the metric (2.2.9) describes a sphere

$$
\begin{align*}
\text{d}s_+^2 &= L^2 (\text{d}\theta^2 + \sin^2 \theta \text{d}\phi^2) = \frac{\text{d}x^2 + \text{d}y^2}{(1 + \frac{1}{4} \Lambda_+ (x^2 + y^2))^2}.
\end{align*}
$$

(2.5.15)

Spherical coordinates $(\theta, \phi)$ are related to the projective coordinates $(x, y)$, used in (2.2.1) with $P$ given by (2.2.13), via the coordinate transformation

$$
x = 2L \tan \frac{\theta}{2} \cos \phi, \quad y = 2L \tan \frac{\theta}{2} \sin \phi.
$$

(2.5.16)

Then the Green functions are functions of

$$
\eta(x, x') = \cos\left(\sqrt{\Lambda_+ \ell(x, x')}\right).
$$

(2.5.17)

Here $\eta$ varies in the interval $[-1, 1]$ and has the form

$$
\begin{align*}
\eta &= \cos \theta \cos \theta' + \sin \theta \sin \theta' \cos(\phi - \phi')
= \left(1 - \frac{\Lambda_+(x'^2+y'^2)}{4}\right)\left(1 - \frac{\Lambda_+(x^2+y^2)}{4}\right) + \Lambda_+(xx'+yy')
\left(1+\frac{\Lambda_+(x^2+y^2)}{4}\right)\left(1+\frac{\Lambda_+(x'^2+y'^2)}{4}\right).
\end{align*}
$$

(2.5.18)
2.6 Conclusion

The generic solution for the Green functions on a sphere is a linear combination of the Legendre functions $Q_\nu(\eta)$ and $P_\nu(\eta)$. However, the requirement of regularity at the antipodal point $\eta = -1$ singles out their particular combination. Also, one has to be cautious since both equations (2.5.1) and (2.5.2) on the compact sphere have normalizable zero modes—see Appendix 2.D for more details. Eventually, the Green functions read

$$G(0)(x,x') = -\frac{1}{4\pi} \log (1 - \eta),$$

$$G(1)(x,x') = -\frac{1}{4\pi} \left( \eta \log (1 - \eta) + 1 \right). \quad (2.5.19)$$

Moreover, the left-hand side of (2.2.48) is the Laplacian defined on a compact sphere. The integral of the Laplacian over the sphere has to be zero. This property imposes an integral condition on physically acceptable distributions of the stress-energy tensor, namely

$$\int_{S^2} \chi \sqrt{g_\perp} \, d^2x = 0. \quad (2.5.20)$$

Similarly, for the equation (2.2.28) we also get an integral constraint

$$\int_{S^2} \cos \theta \, \text{rot} \, j \sqrt{g_\perp} \, d^2x = 0. \quad (2.5.21)$$

Because of this property the zero modes do not contribute to the components $a_i$ of the metric. The constraints (2.5.20) and (2.5.21) appear only because $S^2$ is compact and are analogous to the property that closed worlds must have zero total energy, charge, or angular momentum [67, 68].

2.6 Conclusion

We presented a new class of gyraton solutions on electro-vacuum background spacetimes which are formed by a direct product of two constant-curvature 2-spaces. These involve the (anti-)Nariai, Bertotti–Robinson, and Plebański–Hacyan spacetimes in four dimensions. The background geometries are solutions of the Einstein–Maxwell equations corresponding to the uniform background electric and magnetic fields. The gyraton solutions are of Petrov type II and belong to the Kundt family of shear-free and twist-free nonexpanding spacetimes.

Gyratons describe the gravitational field created by a stress-energy tensor of a spinning (circularly polarized) high-frequency beam of electromagnetic radiation, neutrino, or any other massless fields. They also provide a good approximation for the gravitational field of a beam of ultrarelativistic particles with a spin. The gyratons generalize standard pp-waves or Kundt waves by admitting a nonzero angular momentum of the source. This leads to other nontrivial components.
of the Einstein equations, namely $G_{ui} + \Lambda g_{ui} = \kappa T_{ui}$, in addition to the pure radiation $uu$-component which appears for $pp$-waves or Kundt waves.

We have shown that all of the Einstein–Maxwell equations can be solved exactly for any distribution of the matter sources (see Section 2.2.6 for a summary), and the problem has been reduced to finding the scalar Green functions on a two-dimensional sphere, plane or hyperboloid. These Green functions have been presented in detail in Section 2.5. Special cases of these gyraton solutions and their properties are discussed in Sections 2.3 and 2.4.

We have also studied the gyraton solutions using the Newman–Penrose formalism. The characteristic term $a_i$, describing the rotational part of the gyraton, generates the nontrivial Ricci $\Phi_{12}$ and Weyl $\Psi_3$ scalars, in addition to the case of pure $pp$ and Kundt waves. Curiously, there exists a very simple relation (2.4.22) between them.

To complete our investigation, we have also studied gyratons on more general type-D backgrounds (including the exceptional Plebański–Hacyan spacetime) which are not direct-product spaces. In addition, in Section 2.3.3 we have identified a special subclass of the gyraton solutions—general vacuum Kundt waves which also contain cases previously not discussed in the literature.

A natural next step would be the study of gyratons in a full family of Kundt spacetimes, especially on conformally flat backgrounds, including the (anti-)de Sitter universe. Another generalization could be their extension to higher dimensions, where, however, one has to deal with a richer possible structure of the transverse geometries.
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2.A The Einstein equations

Here we present geometric quantities which appear in the Einstein field equations, namely the Einstein tensor of the general metric (2.2.1) and the electromagnetic stress-energy tensor corresponding to the field (2.2.4).
2.A. The Einstein equations

The inverse to the metric (2.2.1) is

\[
g_{\mu\nu} \partial_\mu \partial_\nu = P^2(\partial_x \partial_x + \partial_y \partial_y) - 2\partial_u \partial_r + 2P^2(a_x \partial_x + a_y P^2 \partial_y) \partial_r + 2(H + \frac{1}{2}a^2) \partial_t \partial_r.\tag{2.A.1}
\]

The stress-energy tensor of the electromagnetic field \(T_{\text{EM}}\), according to the definition

\[
T_{\mu\nu}^{\text{EM}} = \varepsilon_0 \left( F_{\mu\kappa} F_{\nu\lambda} g^{\kappa\lambda} - \frac{1}{4} g_{\mu\nu} F_{\kappa\lambda} F^{\kappa\lambda} \right),
\]

(2.A.2)

has nonzero components

\[
\begin{align*}
T_{ur}^{\text{EM}} &= \rho, \\
T_{uu}^{\text{EM}} &= \frac{1}{2} b^2 + \partial_r H \partial_u H, \\
T_{ux}^{\text{EM}} &= \varepsilon_0 \left( \frac{1}{2}(E^2 - B^2) a_x - EB a_y - E\sigma_x + B\sigma_y \right), \\
T_{uy}^{\text{EM}} &= \varepsilon_0 \left( \frac{1}{2}(E^2 - B^2) a_y + EB a_x - E\sigma_y - B\sigma_x \right), \\
T_{xx}^{\text{EM}} &= \frac{\rho}{P^2}, \\
T_{yy}^{\text{EM}} &= \frac{\rho}{P^2},
\end{align*}
\]

(2.A.3)

where the density \(\rho = \frac{\varepsilon_0}{2}(E^2 + B^2)\) was defined in (2.2.7).

The Einstein tensor for the metric (2.2.1) reads

\[
\begin{align*}
G_{ur} &= \triangle \log P, \\
G_{uu} &= \frac{1}{2} b^2 + \triangle H + (\partial_r^2 H)a^2 + 2a^i \partial_i H, \\
&\quad + (\partial_r H) \div a + \partial_u \div a + 2H \triangle \log P, \\
G_{ux} &= \frac{1}{2} b_y - a_x (\triangle \log P - \partial_r^2 H) + \partial_r H, \\
G_{uy} &= -\frac{1}{2} b_x - a_y (\triangle \log P - \partial_r^2 H) + \partial_r H, \\
G_{xx} &= \frac{1}{P^2} \partial_r^2 H, \\
G_{yy} &= \frac{1}{P^2} \partial_r^2 H,
\end{align*}
\]

(2.A.4)

where

\[
\triangle \log P = P \left( P_{xx} + P_{yy} \right) - \left( P_x^2 + P_y^2 \right),
\]

(2.A.5)

cf. (2.2.10). Here we have used only the metric (2.2.1), without assuming any other information about the metric functions. In particular, we have not used the field equations. To be more precise, in the components \(G_{ui}\) and \(G_{ij}\) we employed the fact that \(P\) is \(u\)-independent; cf. relation (2.2.12). However, as we already mentioned in section 2.2.2, such a choice is always possible provided that the transverse spaces have the same homogeneous geometry—which can be derived just from the component \(G_{ur}\).
2.B Newman–Penrose quantities

In this appendix we present the Ricci and Weyl curvature scalars corresponding to our subclass of the Kundt family given by the metric (2.4.11),

\[ ds^2 = \frac{2}{P^2} d\zeta d\bar{\zeta} - 2dudr - 2Hdu^2 - 2(Wd\zeta + \bar{W}d\bar{\zeta})du , \tag{2.B.1} \]

with functions \( W(u, \zeta, \bar{\zeta}) \) and \( P(\zeta, \bar{\zeta}) \) independent of \( r \), or \( r \) and \( u \), respectively. The expressions below have not employed any field equations.

The standard tetrad

With respect to the tetrad (2.4.14) the only nonvanishing Ricci scalars are

\[
\begin{align*}
\Phi_{11} &= \frac{1}{4}(\partial_r^2 H + \Delta \log P) , \\
\Phi_{12} &= \frac{P}{2} \left[ \partial_r H_{,\zeta} + (\Delta \log P)\bar{W} - \frac{1}{2}ib_{,\bar{\zeta}} \right] , \\
\Phi_{22} &= \frac{P^2}{2} \left[ \frac{b^2}{2P^2} + 2H_{,\zeta\zeta} - i(Wb_{,\zeta} - \bar{W}b_{,\bar{\zeta}}) ight. \\
&\quad \left. + 2(\Delta \log P)\bar{W} - (\partial_r H + \partial_u)(\bar{W}_{,\zeta} + W_{,\bar{\zeta}}) \right] , \\
R &= 24\Lambda_{NP} = 2(-\partial_r^2 H + \Delta \log P) ,
\end{align*}
\tag{2.B.2} \]

and nonvanishing Weyl scalars read

\[
\begin{align*}
\Psi_2 &= \frac{1}{6}(\partial_r^2 H - \Delta \log P) , \\
\Psi_3 &= \frac{P}{2} \left[ \partial_r H_{,\zeta} + (\Delta \log P)W - \frac{1}{2}ib_{,\zeta} \right] , \\
\Psi_4 &= -iP^2Wb_{,\zeta} - (\Delta \log P)P^2W^2 - (P^2\partial_u W)_{,\zeta} \\
&\quad + (P^2H_{,\zeta})_{,\zeta} - (\partial_r H)(P^2W)_{,\zeta} . \tag{2.B.3}
\end{align*}
\]

Here, \( \Delta \log P \) is given in (2.A.5), and \( b = iP^2(\bar{W}_{,\zeta} - W_{,\bar{\zeta}}) \) as in (2.4.10). The components of the electromagnetic field are

\[
\begin{align*}
\Phi_0 &= 0 , \\
\Phi_1 &= \frac{1}{2}(E + iB) , \tag{2.B.4} \\
\Phi_2 &= P(-\sigma_{,\zeta} + iBW) ,
\end{align*}
\]

where \( \sigma_{,\zeta} = \frac{1}{\sqrt{2}}(\sigma_x - i\sigma_y) . \)
The gauge invariant tetrad

With respect to the gauge invariant tetrad (2.4.24) we obtain that the only non-vanishing Ricci scalars are

\[ \Phi_{11} = \frac{1}{4} (\partial_r^2 H + \triangle \log P), \]
\[ \Phi_{12} = \frac{P}{2} \left[ -\mathcal{W}(\partial_r^2 H) + \partial_r H,\zeta - \frac{1}{2} i b,\zeta \right], \]
\[ \Phi_{22} = \frac{P^2}{2} \left[ \frac{b^2}{2P^2} + 2 H,\zeta \zeta - 2(\mathcal{W} \partial_r H,\zeta + W \partial_r H,\zeta) 
+ 2(\partial_r^2 H)W\mathcal{W} - (\partial_r H + \partial_u)(\mathcal{W} \zeta + W \zeta) \right], \]

the nonvanishing Weyl scalars read

\[ \Psi_2 = \frac{1}{6} (\partial_r^2 H - \triangle \log P), \]
\[ \Psi_3 = \frac{P}{2} \left[ -\mathcal{W}(\partial_r^2 H) + \partial_r H,\zeta - \frac{1}{2} i b,\zeta \right], \]
\[ \Psi_4 = P^2 W^2 (\partial_r^2 H) - (P^2 \partial_u W),\zeta + (P^2 H,\zeta) \zeta 
- P^2 W (\partial_r H),\zeta - (P^2 W \partial_r H),\zeta, \]

and, finally, the scalars for electromagnetic field are

\[ \Phi_0 = 0, \]
\[ \Phi_1 = \frac{1}{2} (E + i B), \]
\[ \Phi_2 = -P (E W + \sigma), \]

2.C All spacetimes of type D

The purpose of this appendix is to derive all electro-vacuum solutions of the algebraic type D within the class considered. Inspecting the field equations (2.2.81)–(2.2.83) without the gyratonic matter, \( \iota = p = q = 0 \), we find

\[ g = \Lambda, \kappa, \]
\[ P^2 \lambda,\zeta = \Lambda,\lambda = 0, \]
\[ P^2 \hat{h},\zeta = 0, \]

with \( \hat{h} \) given by (2.2.84). Using the gauge transformation (2.2.50), we could eliminate both \( \kappa \) and \( g \), but this is not necessary in the following.
From (2.4.21) we infer that the vector \( k = \partial_r \) is a double degenerate principal null direction. When \( \Psi_2 \neq 0 \), i.e., for a nonvanishing cosmological constant, the condition that there exists another degenerate null direction is

\[
3\Psi_4 \Psi_2 = 2\Psi_3^2 ,
\]

(2.C.4)

cf. [1]. This reduces to the relation

\[
0 = ir\Lambda_- (P^2\lambda_\zeta)_\zeta \\
+ (P^2\hat{h}_\zeta)_\zeta + [\Lambda_+\lambda + \Lambda_-\kappa + i\partial_u] (P^2\lambda_\zeta)_\zeta .
\]

(2.C.5)

Taking into account the \( r \) dependence, we obtain the following two conditions:

\[
(P^2\lambda_\zeta)_\zeta = 0 ,
\]

(2.C.6)

\[
(P^2\hat{h}_\zeta)_\zeta = 0 .
\]

(2.C.7)

These equations must be accompanied by the condition (2.2.11) for the metric function \( P \), namely,

\[
P^2 (\log P^2)_\zeta\bar{\zeta} = \Lambda_+ .
\]

(2.C.8)

**The case \( \Lambda_+ \neq 0 \)**

Integrating (2.C.2), we obtain

\[
\lambda_\zeta = \frac{\bar{L}}{P^2} ,
\]

(2.C.9)

where the arbitrary function \( \bar{L}(u, \bar{\zeta}) \) can depend only on \( \bar{\zeta} \) and \( u \). First assuming \( \Lambda_+ \neq 0 \), we can substitute the \( \bar{\zeta} \) derivative of (2.C.9) into (2.C.2), which leads to

\[
\lambda = \frac{\bar{L} P^2 \bar{\zeta} - \bar{L}_\bar{\zeta} P^2}{\Lambda_+ P^2} .
\]

(2.C.10)

Now we have to check the consistency of this general solution for \( \lambda \) with (2.C.9) (since we have used the equation (2.C.2) to obtain \( \lambda \)). It turns out that the solution is consistent only thanks to the fact that the constants \( \Lambda_+ \) which appears in (2.C.2) and (2.C.8) are the same.

However, the function \( \bar{L} \) in (2.C.10) is not arbitrary. The last condition which must be satisfied is that \( \bar{\lambda} \) is real. It is not straightforward to find the consequences for \( \bar{L} \) explicitly in a general case. But we can use the freedom in transverse diffeomorphism to transform the solution of (2.C.8) into a particular form. It will be useful to use such transverse coordinates for which \( P \) is linear both in \( \zeta \) and \( \bar{\zeta} \):

\[
P_{\bar{\zeta}\zeta} = 0 .
\]

(2.C.11)

---

7The case \( \Lambda_- = 0 \) can be easily discussed separately.
Explicitly,
\[ P = p_0 + p_1 \z + \bar{p}_1 \bar{\z} + p_2 \bar{\z} \bar{\z} , \quad (2.C.12) \]
with \( p_0 \) and \( p_2 \) real constants, and \( p_1 \in \mathbb{C} \), satisfying (as a consequence of (2.C.8)) the relation
\[ p_0 p_2 - p_1 \bar{p}_1 = \frac{1}{2} \Lambda_+ . \quad (2.C.13) \]
The solutions (2.2.13) and (2.2.14) are particular examples of such a choice.

Assuming (2.C.11), we can now easily find the reality condition for \( \lambda \) given by (2.C.10). Since \( P \) is real, it requires that \( Q \equiv P \lambda = (2 \bar{L} P_\z - L_\z P) / \Lambda_+ \) is also real. Taking the derivative \( Q, \z \bar{\z} \), we find that it vanishes, and \( Q \) is thus linear in both \( \z \) and \( \bar{\z} \):
\[ Q = q_0 + q_1 \z + \bar{q}_1 \bar{\z} + q_2 \bar{\z} \bar{\z} . \quad (2.C.14) \]
Here \( q_0 \) and \( q_2 \) must be real and \( q_1 \) complex transverse constants, but they can by \( u \)-dependent. The field equation (2.C.2) now gives the restriction
\[ p_0 q_2 + p_2 q_0 = p_1 \bar{q}_1 + \bar{p}_1 q_1 . \quad (2.C.15) \]
Substituting in (2.C.9), we find
\[ \bar{L} = (p_0 q_1 - q_0 p_1) + (\bar{p}_1 q_2 - p_2 \bar{q}_1) \z^2 \]
\[ + (p_0 q_2 - p_2 q_0 - p_1 \bar{q}_1 + \bar{p}_1 q_1) \bar{\z} . \quad (2.C.16) \]
In particular, for \( P \) given by (2.2.13) we get
\[ P = 1 + \frac{1}{2} \Lambda_+ \z \bar{\z} , \quad (2.C.17) \]
\[ Q = q_0 (1 - \frac{1}{2} \Lambda_+ \z \bar{\z}) + q_1 \z + \bar{q}_1 \bar{\z} , \quad (2.C.18) \]
which is equivalent to (2.3.7) in real coordinates \( x \) and \( y \). For \( P = \sqrt{-\Lambda_-} x \), which is a generic example of the choice (2.2.14), we have \( Q = c \sqrt{-\Lambda_-} y \) and
\[ \lambda = -i c \frac{\z - \bar{\z}}{\z + \bar{\z}} = c \frac{y}{x} . \quad (2.C.19) \]

Finally, we should solve the equations (2.C.3) and (2.C.7) for \( \hat{h} \). As for \( \lambda \), we find that \( \hat{h}_\z = P^{-2} \hat{H} \), with \( \hat{H}_\z = 0 \). By substituting into (2.C.3), this leads to
\[ 0 = P^2 \hat{h}_{\z \bar{\z}} = \hat{H}_\z - \hat{H} (\log P^2)_\z . \quad (2.C.20) \]
Taking the derivative with respect to \( \z \) and using (2.C.8), we find
\[ 0 = \hat{H} (\log P^2)_{\z \bar{\z}} = \frac{\Lambda_+ \hat{H}}{P^2} . \quad (2.C.21) \]
For \( \Lambda_+ \neq 0 \) we thus obtain that the conditions (2.C.3) and (2.C.7) admit only the trivial solution \( \hat{H} = 0 \). Thanks to (2.2.49), for \( h \) we obtain
\[ h = \frac{1}{2} \Lambda_+ \lambda^2 - \frac{1}{2} \Lambda_- \kappa^2 - \partial_u \kappa , \quad (2.C.22) \]
in which \( \kappa \) can be set to zero by a proper gauge.
The case $\Lambda_+ = 0$

If the transverse space is flat, i.e. $\Lambda_+ = 0$, we naturally chose Cartesian transverse coordinates for which $P = 1$. We thus immediately get the conditions

$$\lambda, \zeta = 0, \quad \lambda, \bar{\zeta} = 0,$$

which imply $\lambda, \zeta = q_1$ and

$$\lambda = q_0 + q_1 \zeta + \bar{q}_1 \bar{\zeta} = q_0 + q_x x + q_y y,$$

where $q_0(u), q_x(u)$ and $q_y(u)$ are real and $q_1(u)$ complex functions of $u$ only. The metric 1-form $a_i$ is then

$$a_i = (\kappa + q_y x - q_x y),$$

(2.C.24)

Thanks to such a very special form (2.C.24), it is a gradient, and therefore it could be transformed away by a suitable choice of $\kappa$ using the gauge transformation. However, it would generate a nontrivial function $g$ and contributions to the equation for $\hat{h}$. Therefore, such a gauge fixing may not be the best choice.

Since in this case $\hat{h}$ satisfies the same equation as $\lambda$, we can write

$$\hat{h} = L_0 + L_1 \zeta + \bar{L}_1 \bar{\zeta} = L_0 + L_x x + L_y y,$$

(2.C.26)

with $L_0(u), L_x(u)$ and $L_y(u)$ real and $L_1(u)$ complex transverse constants. With the gauge $\kappa = g = 0$, the relation (2.2.49) gives

$$h = L_x x + L_y y,$$

(2.C.27)

where the constant $L_0$ has been eliminated by rescaling the coordinate $u$, i.e., incorporating the gauge transformation (2.2.70). We have thus obtained the metric (2.3.4) which is the $a_i \neq 0$ generalization of the exceptional Plebański–Hacyan spacetime.

### 2.D Scalar Green functions on constant curvature spaces

The Green functions for the Poisson and Helmholtz-Poisson equations (2.5.1) and (2.5.2) discussed in Section 2.5 are special cases of the Green function satisfying

$$[\Delta - \xi R_\perp] G(x, x') = -\delta(x, x'),$$

(2.D.1)

with $\xi = 0$ and $\xi = -1$, respectively. In our case, the scalar curvature $R_\perp = 2\Lambda_+$ is constant, and the manifold is either a 2-plane, a 2-sphere or a 2-hyperboloid, depending on the sign of $\Lambda_+$. Because of the symmetry of these spaces the Green function $G(x, x')$ is only the function of the geodesic distance $\ell(x, x')$ between the
points $x$ and $x'$. In this appendix we present the Green functions for an arbitrary parameter $\xi$.

Since the case of flat plane is trivial, we will discuss only the cases of a hyperboloid and a sphere. Let us note that on a sphere, for particular values $\xi = -\frac{1}{2}l(l+1)$ with integer $l \geq 0$ the equation (2.D.1) has to be modified in order to take into account normalizable zero modes. Namely, it is necessary to subtract from the $\delta$-function a projector to the space of zero modes.

2-hyperboloid $H^2$

For $\Lambda_+ < 0$, the Green functions can be expressed in terms of the Legendre functions $Q_\nu$ (see, e.g., [66])

$$G(\nu)(x, x') = \frac{1}{2\pi} Q_\nu(\eta) ,$$  \hspace{1cm} (2.D.2)

where

$$\nu = -\frac{1}{2} + \sqrt{\frac{1}{4} - 2\xi} ,$$  \hspace{1cm} (2.D.3)

and $\eta(x, x')$ is given by the equations (2.5.12), (2.5.13). When the separation between the two points increases, $\eta \to \infty$ and the Green function (2.D.2) tends to zero. This is a proper boundary condition for Green functions on hyperbolic spaces. In our paper only the $\nu = 0, 1$ cases are important, and the corresponding Green functions can be expressed in terms of elementary functions:

$$G(0)(x, x') = \frac{1}{2\pi} Q_0(\eta) = -\frac{1}{4\pi} \log \left( \frac{\eta - 1}{\eta + 1} \right) ,$$  \hspace{1cm} (2.D.4)

$$G(1)(x, x') = \frac{1}{2\pi} Q_1(\eta) = -\frac{1}{4\pi} \left( \eta \log \left( \frac{\eta - 1}{\eta + 1} \right) + 2 \right) .$$  \hspace{1cm} (2.D.5)

2-sphere $S^2$

When $\Lambda_+ > 0$, the Green function (2.D.1) for arbitrary $\xi$ can be expressed in terms of the Legendre function $P_\nu$:

$$G(\nu)(x, x') = \frac{1}{4\sin \pi \nu} P_\nu(-\eta)$$

$$= \frac{1}{2\pi} Q_\nu(\eta) - \frac{1}{4} \cot(\pi \nu) P_\nu(\eta) ,$$  \hspace{1cm} (2.D.6)

see [66], with $\nu$ given by (2.D.3) and $\eta(x, x')$ by the equations (2.5.17) and (2.5.18). The Legendre functions $P_\nu$, $Q_\nu$ are defined on the interval $[-1, 1]$ and are related to the Legendre functions $P_\nu$, $Q_\nu$ on the complex plane as $P_\nu(\eta) = \frac{1}{2}[P_\nu(\eta+i0) + P_\nu(\eta-i0)]$, and similarly for $Q$s [69]. When $0 < \eta < 1$
2.D. Scalar Green functions on constant curvature spaces

we can observe from the second line of (2.D.6) that there is the required singularity at \( \eta = 1 \), when both points coincide. For \(-1 < \eta < 0\), the first line gives the regularity of the Green function at \( \eta = -1 \) corresponding to antipodal points.

If \( \nu \) is an integer number, one has to be cautious because of a contribution of normalizable zero modes. The zero modes must be removed from the spectrum. This case thus must be treated separately.

When \( \nu = 0 \), the corresponding Green function then satisfies the equation

\[
\Box G(0)(x,x') = -\delta(x,x') + \frac{A_+}{4\pi},
\]

(2.D.7)

where \( \frac{4\pi}{A_+} = \int_{S^2} \sqrt{g_\perp} d^2x \) is the total area of the compact transverse space (2.2.9). The term subtracted from the delta function is exactly the projector on the zero mode, which for \( \nu = 0 \) is constant.

The solution of this problem, which is regular at antipodal points (\( \eta = -1 \)) reads

\[
G(0)(x,x') = -\frac{1}{4\pi} \log (1 - \eta),
\]

(2.D.8)

with \( \eta \) given again by (2.5.17), (2.5.18). One can shift this Green function by a constant to satisfy different boundary conditions at the antipodal points, but this constant is unimportant since it will drop out of the equation (3.2.18) anyway due to the constraint (2.5.20).

In the case of the equation (3.2.16) we have \( \nu = 1 \). In this case the projector on zero modes is proportional to \( P_1(\eta(x,x')) = \eta(x,x') \) and the equation for the Green function reads

\[
[\Box + 2A_+] G(1)(x,x') = -\delta(x,x') + \frac{3A_+}{4\pi} \eta(x,x').
\]

(2.D.9)

The solution can be found explicitly as

\[
G(1)(x,x') = -\frac{1}{4\pi} \left( \eta \log (1 - \eta) + 1 \right).
\]

(2.D.10)

Similarly to the \( \nu = 0 \) case, one can add to the Green function the projector to the zero modes with an arbitrary coefficient to match different boundary conditions at the antipodal point. But the component \( T^{\text{gyr}}_{\mu\nu} = j_i = \epsilon_{ijk} q_{jk} \) of the stress-energy tensor of the gyraton has to satisfy the integral constraint similar to (2.5.20), namely

\[
\int_{S^2} \cos \theta \ q \sqrt{g_\perp} \ d^2x = 0.
\]

(2.D.11)

Because of this property, zero modes do not contribute to the components \( a_i \) of the metric. Constraints (2.5.20), (2.5.21) appear only because \( S^2 \) is a compact manifold.
Let us finally note that in the case of a general integer $\nu = l$ the modified Green function equation is

$$[\triangle + l(l+1)\Lambda_+] G_{(l)}(x, x') = -\delta(x, x') + \Lambda_+ \frac{2l+1}{4\pi} P_l(\eta(x, x')).$$

(2.D.12)

Its solution can be written as

$$G_{(l)}(x, x') = -\frac{1}{4\pi} \left( P_l(\eta) \log (1 - \eta) + U_l(\eta) \right),$$

(2.D.13)

with $U_l(\eta)$ being a specific polynomial in $\eta$ of the $(l-1)$-th order. In particular, $U_0 = 0$, $U_1 = 1$, $U_2 = \frac{3}{2} \eta + \frac{1}{3}$, $U_3 = \frac{5}{2} \eta^2 + \frac{3}{5} \eta - \frac{2}{3}$, etc.
Chapter 3

The gyratons on the Melvin spacetime

3.1 The gyratons on the Melvin spacetime

3.1.1 Introduction

Gyraton solutions represent the gravitational field of a localized matter source with an intrinsic rotation which is moving at the speed of light. Such an idealized ultrarelativistic source can describe a pulse of a spinning radiation beam and it is accompanied by a sandwich or impulsive gravitational wave.

The gravitational fields generated by (nonrotating) light pulses and beams were already studied by Tolman [3] in 1934, who obtained the corresponding solution in the linear approximation of the Einstein theory. Exact solutions of the Einstein–Maxwell equations for such ‘pencils of light’ were found and analyzed by Peres [4] and Bonnor [5, 6, 7]. These solutions belong to a general family of \( pp \)-waves [1, 2].

In the impulsive limit (i.e., for an infinitely thin beam, and for the delta-type distribution of the light-pulse in time), the simplest of these solutions represents the well-known Aichelburg–Sexl metric [8] which describes the field of a pointlike null particle. Subsequently, more general impulsive waves were found [9, 10, 11, 12, 13, 14, 15] (for recent reviews see [16, 17]).

The gyraton solutions are generalization of \( pp \)-waves which belong to the Kundt class for which the source—the beam of radiation—carries not only energy, but also an additional angular momentum. Such spacetimes were first considered by Bonnor in [18], who studied the gravitational field created by a spinning null fluid. In some cases, this may be interpreted as a massless neutrino field [19].

Gyratons on Minkowski background are locally isometric to standard \( pp \)-waves in the exterior vacuum region, outside the source. The interior region contains a nonexpanding null matter which possesses an intrinsic spin. In general, these solutions are obtained by keeping nondiagonal terms \( g_{ui} \) in the Brinkmann
form \[26\] of the \( pp \)-wave solution, where \( u \) is the null coordinate and \( x^i \) are orthogonal spatial coordinates. The corresponding energy-momentum tensor thus also contains an extra nondiagonal term \( T_{ui} = j_i \). In four dimensions, the terms \( g_{ui} \) can be set to zero \textit{locally}, using a suitable gauge transformation. However, they can not be \textit{globally} removed because the gauge invariant contour integral \( \oint g_{ui}(u, x^j) \, dx^i \) around the position of the gyraton is proportional to the nonzero angular momentum density \( j_i \), which is nonvanishing.

These gyratons were investigated (in the linear approximation) in \[20\] in higher dimensional flat space, the exact gyraton solutions propagating in an asymptotically flat \( D \)-dimensional spacetime were further investigated in \[21\]. They proved that the Einstein’s equations for gyratons reduce to a set of linear equations in the Euclidean \((D – 2)\)-dimensional space and showed that the gyraton metrics belong to a class of so called \textit{VSI spacetimes} for which all polynomial scalar invariants, constructed from the curvature and its covariant derivatives, vanish identically \[25\]. (For the discussion of spacetimes with nonvanishing but nonpolynomial scalar invariants of curvature, see \[47\].) Subsequently, charged gyratons in Minkowski space in any dimension were presented in \[22\].

In \[23\], the exact gyraton solutions in the asymptotically anti-de Sitter spacetime were found. Namely, they obtained Siklos gyratons which generalize the Siklos family of nonexpanding waves \[28\] (investigated further in \[29\]) which belong to the class of spacetimes with constant scalar invariants \( (CSI \text{ spacetimes}) \) \[30, 31, 32, 33\].

Recently, the large class of gyratons on the direct-product spacetimes was found in \[42\], where we showed that this class of gyratons has similar properties as the previous gyratonic solutions: the Einstein’s equations reduce to a set of linear equations in transversal 2-space and these spacetimes belong to the CSI class of spacetimes.

Let us also mention that string gyratons in supergravity were recently found in \[36\]. Supersymmetric gyraton solutions were also obtained in minimal gauged theory in five dimensions in \[35\], where the configuration represents a generalization of the Siklos waves with a nonzero angular momentum in anti-de Sitter space.

The gyratons are important in studies of production of mini black holes or in cosmic ray experiments. The theory of high energy particle collisions was developed in \[40, 41\] and was applied to gyraton models in \[27\].

The main purpose of this paper is to further extend the family of gyratonic solutions. In particular, we present new gyraton solutions of algebraic type II, propagating in the Melvin universe.

The Melvin universe \[70, 71\] is a nonsingular electro-vacuum solution with physical properties which are interesting both from a classical and a quantum point of view. The spacetime represents a parallel bundle of magnetic (or electric) flux held together by its own gravitational attraction. The transverse space orthogonal to the direction of the flux has a nontrivial spatial geometry. It
was represented in [72] by a suitable embedding diagram which resembles a tall narrow-necked vase. Also in [72, 73] it was shown that no motion can get too far from the axis of symmetry. This aspect is analogous to the attractive effect of a negative cosmological constant in the anti-de Sitter universe.

The Melvin universe was considered as an important model in astrophysical processes related to gravitational collapse because of its stability. It was shown in [71, 72] that the spacetime is surprisingly stable against small radial perturbations and also against large perturbations which are concentrated in a finite region about the axis of symmetry. The asymmetries are radiated away in gravitational and electromagnetic waves [74, 75].

The Melvin universe also appears as a limit in more complicated solutions, in [76] it is obtained as a specific limit of a charged C-metric. The Melvin universe has been generalized to Kaluza-Klein and dilaton theories [77], to nonlinear electrodynamics [78], and has important applications in the study of quantum black hole pair creation in a background electromagnetic field [79, 80, 81, 82, 83, 84, 85].

The Melvin universe recently attracted a new interest because it is possible to find gravitational waves in the Melvin universe [74] by an ultrarelativistic boost of the Schwarzschild–Melvin black hole metric [75]. It was shown that these wave solutions are straightforward impulsive limits of a more general class of Kundt spacetimes of type II with an arbitrary profile function, which can be interpreted as gravitational waves propagating on the Melvin spacetime. The gyraton spacetimes investigated in this paper are generalizations of such Kundt waves when their ultrarelativistic source is made of a ‘spinning matter’.

The paper is organized as follows. In Section 3.1 we review basic information about the Melvin universe which will be useful in the paper. We derive the ansatz for the gyraton metric by a direct transformation from the Kundt form of the metric to Melvin’s coordinates. We also review the transverse space geometry of the wave front.

In Section 3.2 we derive the field equations and we simplify them introducing potentials. We discuss the structure of the equations and the gauge freedom of the solutions.

Next, in Section 3.3 we solve the Einstein–Maxwell equations in the special case of the φ-independent spacetimes, especially with a thin matter source localized on the axis of symmetry.

In Section 3.4 we concentrate on the interpretation of the gyraton solutions. We discuss the properties of the scalar polynomial invariants and the geometric properties of the principal null congruence. We evaluate the curvature tensor in an appropriate tetrad, discuss the Petrov type, the matter content of the spacetime, and properties of the electromagnetic field.

The main results of the paper are summarized in concluding Section 3.5. Some technical results needed to derive the field equations, spin coefficients and invariants are left to Appendices 3.A, 3.B and 3.C.
3.1.2 The Melvin universe

In this section we briefly review basic properties of the Melvin spacetime \([70, 71, 75]\) which will be useful throughout the paper. The Melvin universe describes an axial electromagnetic field concentrating under influence of its self-gravity. The strength of the electromagnetic field is determined by the parameters \(E\) and \(B\).

In cylindrical coordinates \((t, z, \rho, \phi)\), the metric and the Maxwell tensor read

\[
ds^2 = \Sigma^2(-dt^2 + dz^2 + d\rho^2) + \Sigma^{-2}\rho^2 d\phi^2, \tag{3.1.1}
\]
\[
F = E\, dz \wedge dt + B\Sigma^{-2}\rho\, d\rho \wedge d\phi, \tag{3.1.2}
\]

where

\[
\Sigma = 1 + \frac{1}{4}\varrho_{\text{EM}}\rho^2. \tag{3.1.3}
\]

The constant \(\varrho_{\text{EM}}\) is given by the parameters \(E, B\) as

\[
\varrho_{\text{EM}} = \frac{\kappa\varepsilon_o}{2}(E^2 + B^2). \tag{3.1.4}
\]

Introducing double null coordinates,

\[
u = \frac{1}{\sqrt{2}}(t - z), \quad \nu = \frac{1}{\sqrt{2}}(t + z), \tag{3.1.5}
\]

we obtain an alternative expression for metric (3.1.1) and the Maxwell tensor (3.1.2):

\[
ds^2 = \Sigma^2(-2\, d\nu\, d\nu + d\rho^2) + \Sigma^{-2}\rho^2 d\phi^2, \tag{3.1.6}
\]
\[
F = E\, d\nu \wedge d\nu + B\Sigma^{-2}\rho\, d\rho \wedge d\phi. \tag{3.1.7}
\]

The electromagnetic field can be rewritten also in the complex self-dual form:

\[
\mathcal{F} = \mathcal{B} \left( d\nu \wedge d\nu - i\Sigma^{-2}\rho\, d\rho \wedge d\phi \right). \tag{3.1.8}
\]

with the complex constant \(\mathcal{B}\) defined as

\[
\mathcal{B} = E + iB. \tag{3.1.9}
\]

The metric (3.1.1) resembles a vacuum solution of the Levi-Civita family \([1]\) for a large value of \(\rho\). For \(\varrho_{\text{EM}} = 0\) (\(E, B = 0\)) spacetime reduces to the Minkowski

---

1. \(\kappa = 8\pi G\) and \(\varepsilon_o\) are gravitational and electromagnetic constants. There are two standard choices of geometrical units: the Gaussian with \(\kappa = 8\pi\) and \(\varepsilon_o = 1/4\pi\), and SI like with \(\kappa = \varepsilon_o = 1\).

2. We follow the notation of \([1]\), namely, \(\mathcal{F} \equiv F + i\star F\) is a complex self-dual Maxwell tensor, where the 4-dimensional Hodge dual is \(\star F_{\mu\rho} = \frac{1}{4}\varepsilon_{\mu \rho \sigma \tau} F^{\sigma \tau}\). The self-dual condition reads \(\star F = -iF\). The orientation of the 4-dimensional Levi-Civita tensor is fixed by the sign of the component \(\varepsilon_{\nu \mu \rho \phi} = \rho \Sigma^2\). The energy-momentum tensor of the electromagnetic field is given by \(T_{\mu \nu} = \frac{\varepsilon_o}{2\kappa}\mathcal{F}_\mu F^\nu_{\mu \nu}\).
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The spacetime in cylindrical coordinates. For \(E \neq 0, B = 0\) the Maxwell tensor describes an electric field pointing along the \(z\)-direction, whereas for \(E = 0, B \neq 0\) we get a purely magnetic field oriented along the \(z\)-direction.

The metric admits the four Killing vectors

\[
\partial_t, \quad \partial_z, \quad \partial_\phi, \quad z\partial_t + t\partial_z = v\partial_v - u\partial_u ,
\]

which correspond to staticity, cylindrical symmetry, and invariance under a boost transformation.

Using the adapted null tetrad \(k = \partial_v, l = \Sigma^{-2}\partial_u\), and \(m = \frac{1}{\sqrt{2}}(\Sigma^{-1}\partial_\rho - i\Sigma\rho^{-1}\partial_\phi)\), the only non–vanishing components of Weyl and Ricci tensors are

\[
\Psi_2 = \frac{1}{2} \varrho_{\text{EM}} (\Sigma^{-1} + 1) \Sigma^{-4},
\]

\[
\Phi_{11} = \frac{1}{2} \varrho_{\text{EM}} \Sigma^{-4}.
\]

This demonstrates that the Melvin universe is a non–vacuum solution of the Petrov type D, except at points satisfying \(\rho = 2/\sqrt{\varrho_{\text{EM}}}\), where the Weyl tensor vanishes. It is interesting to note that the scalar curvature vanishes, \(R = 0\).

To conclude, the Melvin spacetime belongs to the family of non-expanding, non-twisting type D electrovacuum solutions investigated by Plebański [86]. As a consequence, it also belongs to the general Kundt class [1, 2] which will be important in the following text.

### 3.1.3 The ansatz for the gyratons on Melvin universe

Gyratons are generalized gravitational waves corresponding to null sources with intrinsic rotation. In general, the gyraton solutions are obtained by adding non-diagonal terms to the metric of the standard gravitational wave solutions, or in other words, by keeping the non-diagonal terms \(g_{ui}\) in the standard Kundt metric [1]. Therefore, we derive the ansatz for the gyraton on Melvin spacetime by adding such new terms to the Kundt form of the Melvin metric. It can be explicitly obtained from (3.1.6) by transformation

\[
v = \Sigma^{-2}r ,
\]

which leads to

\[
ds^2 = -2du \, dr + ds^2_\tau + 2rW_i \, du \, dx^i .
\]

Here we introduced a 2-dimensional metric

\[
ds^2_\tau = \Sigma^2 d\rho^2 + \Sigma^{-2} \rho^2 d\phi^2
\]

and \(r\)-independent 1-form \(W = W_i dx^i\),

\[
W = 2 \frac{\Sigma \rho}{\Sigma} d\rho .
\]
These tensors can be understood as tensors on space spanned by two coordinates \( \rho, \phi \). This space can be covered by other suitable spatial coordinates \( x^i \), and we will use the Latin indices \( i, j \ldots \) to label the corresponding tensor components.

By an appropriate transformation of coordinates \([75, 2]\), the 2-dimensional metric \( ds_2^2 \) can be transformed into a conformally flat form, which in the standard complex null coordinates \( \zeta, \bar{\zeta} \) reads

\[
d s_2^2 = \frac{2}{p^2} d\zeta d\bar{\zeta} . \tag{3.1.16}
\]

Such a transformation brings the metric \((3.1.13)\) into the Kundt form.

The gyraton generalization of \((3.1.13)\) then reads

\[
d s^2 = -2\Sigma^2 H du^2 - 2dudr + ds_1^2 + 2(rW_i - \Sigma^2 a_i) du dx^i . \tag{3.1.17}
\]

We have added the term \(-2\Sigma^2 H du^2\) which represents a gravitational wave on the Melvin universe \([74, 75]\) with an arbitrary profile function \( H \), and the non-diagonal terms \(-2\Sigma^2 a_i du dx^i\) characteristic for gyratons. It will be shown in the following that these terms can be generated by specific gyratonic matter.

Transforming back to the Melvin coordinate \( v \) and cylindrical coordinates \( \rho, \phi \), we obtain the ansatz for the metric describing the gyraton on Melvin space-time:\[^{3}\]

\[
d s^2 = -2\Sigma^2 H du^2 - 2\Sigma^2 du dv + (\Sigma^2 d\rho^2 + \Sigma^{-2} \rho^2 d\phi^2) + 2 \Sigma^2 (a_\rho du d\rho + a_\phi du d\phi) . \tag{3.1.18}
\]

The function \( H(u, v, \rho, \phi) \) can depend on all coordinates, but we assume that the functions \( a_i(u, \rho, \phi) \) are \( v \) independent (it actually follows from the Maxwell equations as will be shown below). Let us note that the previously cited works assumed also the function \( H \) \( v \) independent.

### 3.1.4 The ansatz for the matter

The metric should satisfy the Einstein equations with a stress-energy tensor generated by the electromagnetic field and the gyratonic source,

\[
G_{\mu\nu} = \kappa (T^{EM}_{\mu\nu} + T^{gyr}_{\mu\nu}) . \tag{3.1.19}
\]

We assume that the electromagnetic field \((3.1.7)\) modified by the gyraton is given by

\[
F = E dv \wedge du + B\Sigma^{-2} \rho d\rho \wedge d\phi + \sigma_j du \wedge dx^j . \tag{3.1.20}
\]

Similar to \([42]\), we have added the term \( \sigma_j du \wedge dx^j \).

[^3]: Here we use notation different from \([74, 75]\), we use \(-2H du^2\) instead of \(-H du^2\) to match our notation in \([42]\).
To evaluate Maxwell equations, it is useful to write down the self-dual form of the Maxwell tensor $F$. The Hodge dual of (3.1.20) reads

$$\star F = B \, dv \wedge du - E \Sigma^{-2} \rho \, d \rho \wedge d \phi + (\star \sigma + Ba - E \star a) \, du \wedge dx^j, \quad (3.1.21)$$

where the star $\star$ means the 2-dimensional Hodge dual defined on the transversal space, see the next section (3.1.5). For the self-dual Maxwell tensor $F$ we thus obtain

$$F = B \left( dv \wedge du - i \Sigma^{-2} \rho \, d \rho \wedge d \phi + (\mathcal{S} - i \star a) \, du \wedge dx^j \right). \quad (3.1.22)$$

where we introduced a complex transverse 1-form $\mathcal{S}_j$,

$$BS_j = (\sigma + i \sigma) \, j + iB(a + i a) \, j. \quad (3.1.23)$$

This form is self-dual with respect to the Hodge duality $\star$ on the transversal space,

$$\star \mathcal{S}_j = -i \mathcal{S}_j, \quad (3.1.24)$$

and therefore it can be written using a real 1-form $s_j$:

$$\mathcal{S}_j = (s + i s) \, j. \quad (3.1.25)$$

The original 1-form $\sigma_i$ can be expressed in terms of $s_j$ as

$$\sigma_j = E s_j - B \star (s - a) \, j. \quad (3.1.26)$$

In the following we use $s_j(v, u, \rho, \phi)$ as a basic variable for the electromagnetic field.

The stress-energy tensor $T_{\mu \nu}^{\text{EM}}$ corresponding to the field (3.1.22) is given in (2.A.3).

Finally, we must define the gyratonic matter by specifying the structure of its stress-energy tensor. It is obtained from the standard stress-energy tensor of a null fluid by adding terms corresponding to ‘internal spatial rotation’ of the fluid:

$$\kappa T^{\text{gyr}} = j_u \, dv^2 + 2j_\rho \, du \, d \rho + 2j_\phi \, du \, d \phi. \quad (3.1.27)$$

We admit a general coordinate dependence of the source functions $j_u(v, u, \rho, \phi)$ and $j_j(v, u, \rho, \phi)$. However, it will be shown below that the field equations enforce a trivial $v$ dependence.

The gyraton source is described only on a phenomenological level, by its stress-energy tensor (3.1.27), which is assumed to be given, and our aim is to determine its influence on the metric and the electromagnetic field. However, we have to
consider that the gyraton stress-energy tensor is locally conserved. It means that
the functions \( j_u \) and \( j_i \) must satisfy the constraint given by
\[
T_{\mu\nu}^{\text{gyr}} = 0 .
\] (3.1.28)

Of course, if we had considered a specific internal structure of the gyratonic
matter, the local energy-momentum conservation would have been a consequence
of field equations for the gyraton. Without that, we have to require (3.1.28)
explicitly.

To conclude, the fields are characterized by functions \( \Sigma, H, a_j, \) and \( s_j \), which
must be determined by the field equations provided the gyraton sources \( j_u \) and
\( j_j \) and the constants \( E \) and \( B \) are given.

### 3.1.5 The geometry of the transverse space

The geometry (3.1.18) identifies the null geodesic congruence generated by \( \partial_v \)
which is parametrized by an affine parameter \( v \), the family of null hypersurfaces
\( u = \) constant, and 2-dimensional transverse spaces \( u, v = \) constant.

The gravitational wave moves along the null direction \( \partial_v \), i.e., it propagates
with the speed of light along the \( z \)-direction, which is the direction of the elec-
tromagnetic field. The hypersurface \( u = \) constant corresponds to the surface of
the constant ‘phase’, and the transverse spaces \( u, v = \) constant are spatial wave
fronts of the wave.

Physical quantities do not depend on the affine parameter \( v \), or this depen-
dence is trivial and it will be explicitly found. Specifically, the geometry of the
transverse space is \( v \) independent.

It turns out to be convenient to restrict various quantities to the transverse
space. For example, we can interpret \( a_i \) and \( s_i \) as components of \( u \)-dependent
1-forms on the transverse space. Our goal is to formulate all equations for physical
quantities on the transverse spaces. For that we need to review some properties
of the transverse geometry. It was studied in detail in [75], and on a general level
in [42], nevertheless it will be useful to mention some of the properties explicitly.

The transverse metric is obtained by restriction of the full metric (3.1.18) to
the transverse space and it is given by the expression (3.1.14),
\[
ds^2 = g_{\tau\tau}dx^\tau dx^\tau = \Sigma^2 d\rho^2 + \Sigma^{-2} \rho^2 d\phi^2
\] (3.1.29)

The associated Gauss curvature is given by the scalar curvature \( R_\tau \),
\[
K = \frac{1}{2} R_\tau = \frac{\varrho_{\text{EM}}}{\Sigma^4} \left( 2 - \frac{1}{4} \varrho_{\text{EM}} \rho^2 \right) .
\] (3.1.30)

It is obvious that only the electromagnetic field is responsible for the non-flatness
of the transversal space—it is insensitive to the presence of the gyraton. For
\( \varrho_{\text{EM}} = 0 \) the curvature vanishes and we get the flat plane.
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In general, the curvature is not constant and it is finite everywhere. The Gauss curvature $K$ has maximum on the axis $\rho = 0$ where it is equal to $2\dot{\rho}_{EM}$; it is positive for $0 \leq \rho < 2\sqrt{2}/\sqrt{\dot{\rho}_{EM}}$, and vanishes on the circle at $\rho = 2\sqrt{2}/\sqrt{\dot{\rho}_{EM}}$. For $\rho > 2\sqrt{2}/\sqrt{\dot{\rho}_{EM}}$, it goes to negative values and it has its minimum $K = -\dot{\rho}_{EM}^2$ at $\rho = 2\sqrt{3}/\sqrt{\dot{\rho}_{EM}}$. Then it grows again, and as $\rho \to +\infty$ the curvature vanishes, $K \to 0$.

The circumference of a circle of constant radius $\rho$ is vanishing when $\rho \to +\infty$. Therefore, we measure a much shorter circumference for larger $\rho$—as if we would move “along the stem of the wine-glass toward the narrowing end,” [71, 72, 75].

The 2-dimensional Levi-Civita tensor $\epsilon_{ij}$ associated with the metric (3.1.29) is $\epsilon_{ij} = \rho d\rho \wedge d\phi$. The covariant derivative will be denoted by a colon, e.g., $a_i^j$. We raise and lower the Latin indices using $g^{ij}$, which differs from lowering indices using $g_{\alpha\beta}$ thanks to non-vanishing terms $g_{ui}$. We use a shorthand for a transverse square of the norm of a 1-form $a_i$ as

$$ a^2 \equiv a^i a_i = \Sigma^{-2} a^2_\rho + \rho^{-2} \Sigma^2 a^2_\phi . $$

(3.1.31)

In two dimensions, the Hodge duals of 0, 1 and 2-forms $\varphi$, $a_i$, and $f_{ij}$, respectively, read

$$ (*\varphi)_{ij} = \varphi \epsilon_{ij} , \quad (*a)_i = a_j \epsilon^j_i , \quad *f = \frac{1}{2} f_{ij} \epsilon^{ij} = \frac{1}{\rho} f_{\rho \phi} . $$

(3.1.32)

For convenience, we also introduce an explicit notation for 2-dimensional divergence and rotation of a transverse 1-form $a_i$,

$$ \text{div} \; a \equiv a_i^i = \frac{1}{\Sigma^2} a^2_\rho + \frac{\Sigma^2}{\rho^2} a^2_\phi + \frac{1}{\rho \Sigma^2} a_\rho - \frac{\Sigma^2}{\Sigma^4} a_\rho , $$

$$ \text{rot} \; a \equiv \epsilon^{ij} a_{j,i} = \frac{1}{\rho} (a_{\phi,\rho} - a_{\rho,\phi}) . $$

(3.1.33)

For 2-form $f_{ij}$ we get

$$ \text{div} \; f \equiv f_{ij}^j = \frac{1}{\Sigma^2} (f_{\phi,\rho} - \frac{1}{\rho} f_{\phi \rho}) d\phi + \frac{\Sigma^2}{\rho^2} f_{\rho \phi,\rho} d\rho , $$

(3.1.34)

and rot $f = 0$. We can generalize the action of divergence and rotation also on a scalar function $f$ as $\text{div} \; f = 0$ and $\text{rot} \; f = -*df$. Note that the divergence and rotation are related as div $a = \text{rot} \; *a$, and the relation to the transverse exterior derivative is $da = *\text{rot} \; a$. Clearly, $\text{div} \; \circ \text{div} \; a = 0$, $\text{div} \; \text{rot} \; a = 0$, and $\text{rot} \; da = 0$.

The Laplace operator of a function $\psi$ reads

$$ \Delta \psi = \psi_i^i = \frac{1}{\Sigma^2} \psi_{,\rho \rho} + \frac{\Sigma^2}{\rho^2} \psi_{,\phi \phi} + \frac{1}{\rho \Sigma^2} \psi_{,\rho} - \frac{\Sigma^2}{\Sigma^4} \psi_{,\rho} , $$

(3.1.35)

and for a transverse 1-form $\eta$ it is defined as $\Delta \eta \equiv \text{div} \; \eta - \text{rot} \; \text{rot} \; \eta$. 
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Finally, the transverse space is topologically trivial since it has topology of a plane. We can thus assume that the Poincare lemma \((d\omega = 0 \Rightarrow \omega = d\sigma)\) holds, which in terms of rotation and divergence means that \(\text{div} \omega = 0\) implies \(\omega = \text{rot} \sigma\). However, since the transverse space is non-compact and we do not know a priori boundary conditions for various quantities at infinity \(\rho \to \infty\), we have to admit non-trivial harmonics. Therefore, we cannot assume a uniqueness of the Hodge decomposition. Moreover, in some cases it can be physically relevant to consider also topologically nontrivial harmonics which are singular, e.g., at the origin \(\rho = 0\). Such solutions would correspond to fields around singular sources localized on the axis. However, we will ignore these cases in a general discussion.

### 3.2 The field equations

#### 3.2.1 The field equations for matter

Now, we will investigate the equations for matter, i.e., the Maxwell equations for electromagnetic field and the condition (3.1.28) for the gyraton source.

Both Maxwell equations for real Maxwell tensor are equivalent to the cyclic Maxwell equation for the self-dual Maxwell tensor (3.1.22),

\[
d F = B \left[ \partial_v \left( s + i (s - a) \right)_j \, dv \wedge du \wedge dx^j \right. \\
\left. - \left( \text{rot} s + i \text{div}(s - a) \right) \, du \wedge \epsilon \right] = 0 .
\]

From the real part we immediately get that the 1-form \(s_i\) is \(v\) independent, \(\partial_v s_i = 0\), and rotation-free,

\[
\text{rot} s = 0 .
\]

From the imaginary part it follows that the 1-form \(a_i\) is also \(v\) independent (as we have already mentioned above) and it satisfies

\[
\text{div}(s - a) = 0 .
\]

Equations (3.2.2) and (3.2.3) guarantee the existence and determine the structure of potentials which will be discussed in detail in Section 2.2.4.

Next, we analyze the condition (3.1.28) for the gyraton source. When translated to the transverse space, it gives

\[
- \partial_v j_i \, dx^i + \left( - \partial_v j_u + \text{div}(\Sigma^2 j) + \Sigma^2 a^i \partial_v j_i \right) \, du = 0 .
\]

The source functions \(j_i\) must be thus \(v\) independent and \(j_u\) has to have the structure

\[
j_u = v \, \text{div}(\Sigma^2 j) + \iota ,
\]

where \(\iota(u, x^i)\) is a \(v\) independent function. The gyraton source (3.1.27) is therefore fully determined by three \(v\)-independent functions \(\iota(u, x^j)\) and \(j_i(u, x^j)\).
3.2. The field equations

Equation (3.2.5) gives us also an insight into interpretation of the gyratonic terms $j_i$. They are composed from two contributions: one is related to a kind of ‘heat flow’ which changes energy $j_u$ of the fluid, and the other which is related to intrinsic rotation of the fluid. The source representing ‘heat flow’ has thus non-vanishing divergence $\text{div}(\Sigma^2 j)$ and we require a vanishing rotational part $\text{rot} (\Sigma^2 j)$. In opposite, the source representing intrinsic rotation has vanishing heat flow, i.e., it satisfies

$$\text{div}(\Sigma^2 j) = 0 .$$

Such a source can be written in terms of a rotational potential $\nu$ as $j = -\Sigma^{-2} \text{rot} \nu$. In components it means

$$j_\rho = -\frac{1}{\rho} \nu, \quad j_\phi = \frac{\rho}{\Sigma^2} \nu, \rho .$$

Physically more relevant is the rotational part of the source, since it can describe the spin of the null fluid, or, in a specific limit, of the polarized beam of light. Terms related to heating flow have bad causal behavior and therefore typically do not satisfy various energy conditions and they are thus rather unphysical. Interpretation of the gyraton source was discussed previously also in [21, 20, 23, 42].

3.2.2 The Einstein equations

The Einstein gravitational law (3.1.19) needs the Einstein tensor and the electromagnetic and gyraton stress-energy tensors. These quantities can be found in the Appendix A. We can combine them and inspect various components of the Einstein equations.

The $vu$-component determines the function $\Sigma$, namely it gives the condition

$$-\rho(\Sigma, \rho)^2 + 2\Sigma \Sigma, \rho = g_{\text{EM}} \rho .$$

It is straightforward to check that it is satisfied again by $\Sigma$ in the Melvin form (3.1.3).

The transverse diagonal components $\rho \rho$ and $\phi \phi$ require

$$\partial^2_v H = 0 ,$$

thus we obtain the explicit $v$ dependence of the metric function $H$ as

$$H = g v + h ,$$

where we have introduced $v$-independent functions $g(u, x^j)$ and $h(u, x^j)$.

The remaining nontrivial components of the Einstein equations are those involving the gyraton source (3.1.27). The $ui$-components give the equation related to $j_i$,

$$j_i = \frac{1}{2} \Sigma^2 f_{ij} - (\Sigma^2)_, k g^{kj} f_{ji} + g, i + \frac{2g_{\text{EM}}}{\Sigma^2} (s_i - a_i) ,$$

...
3.2.3 Introducing potentials

where we introduce the exterior derivative \( f_{ij} \) of the transverse 1-form \( a_i \) and its Hodge dual \( b(u, x^j) \),

\[
f_{ij} \equiv a_{j,i} - a_{i,j} = (\ast b)_{ij}, \quad (3.2.12)
\]

\[
b \equiv \ast f = \text{rot } a. \quad (3.2.13)
\]

In terms of \( b \), equation (3.2.11) can be rewritten as

\[
\Sigma^2 j = \frac{1}{2} \text{rot } (\Sigma^4 b) + \Sigma^2 \text{dg} + 2\theta_{\text{EM}} (s - a). \quad (3.2.14)
\]

Here and in the following \( \text{dg} \) represents just the transverse gradient \( \text{dg} = g_{,i} \text{d}x^i \), and for simplicity we skipped the transverse indices.

It is useful to split the equation into divergence and rotation parts by applying \( \text{div} \) and \( \text{rot} \) :

\[
\text{div } (\Sigma^2 j) = \text{div } (\Sigma^2 \text{dg}), \quad (3.2.15)
\]

\[
\text{rot } (\Sigma^2 j) = -\frac{1}{2} \Delta (\Sigma^4 b) + \text{rot } (\Sigma^2 \text{dg}) - 2\theta_{\text{EM}} b. \quad (3.2.16)
\]

Here we have used the relations (3.2.2) and (3.2.13). The formula (3.2.15) is the equation for \( g \), (3.2.16) is the equation for \( b \) and together with (3.2.13) it determines \( a_i \). In the next section we will return to these equations introducing suitable potentials which allow us to escape the necessity of taking an additional derivative of (3.2.14) when deriving the equation for \( a_i \).

Finally, from the \( uu \)-component of the Einstein equation we obtain

\[
 j_u = \text{div } (\Sigma^2 \text{dg}) \cdot v + \Sigma^2 (\Delta h - (\Sigma^{-2})_{,\rho} h_{,\rho}) \\
+ \frac{1}{2} \Sigma^4 b^2 + 2\Sigma^2 a^i g_{,i} + \partial_u \text{div } (\Sigma^2 a) + g \text{div } (\Sigma^2 a) \\
- 2\theta_{\text{EM}} (s - a)^2. \quad (3.2.17)
\]

When we compare the coefficient in front of \( v \) with (3.2.15) we find that it has structure consistent with (3.2.5). The nontrivial \( v \)-independent part of (3.2.17) gives the equation for the metric function \( h \),

\[
\Sigma^2 (\Delta h - (\Sigma^{-2})_{,\rho} h_{,\rho}) = v - \frac{1}{2} \Sigma^4 b^2 - 2\Sigma^2 a_{,i} g_{,i} \\
- \partial_u \text{div } (\Sigma^2 a) - g \text{div } (\Sigma^2 a) + 2\theta_{\text{EM}} (s - a)^2. \quad (3.2.18)
\]

3.2.3 Introducing potentials

In the previous section we have found that the Maxwell and Einstein equations reduce to two potential equations (3.2.2), (3.2.3), and two source equations (3.2.11), (3.2.17).
3.2. The field equations

According to the two dimensional Hodge decomposition we can express the 1-form $a_i$ using two scalar potentials $\kappa(u, x^j)$ and $\lambda(u, x^j)$,

$$a = d\kappa + \text{rot } \lambda.$$  \hspace{1cm} (3.2.19)

These potentials control the divergence and the rotation of $a_i$ as

$$\text{div } a = \triangle \kappa, \quad \text{rot } a = -\triangle \lambda.$$  \hspace{1cm} (3.2.20)

Comparing with (3.2.13) we thus obtain the equation for $\lambda$ in terms of $b$,

$$\triangle \lambda = -b.$$  \hspace{1cm} (3.2.21)

The first potential equation (3.2.2) gives immediately that $s_i$ has a potential $\phi(u, x^j)$,

$$s = d\phi.$$  \hspace{1cm} (3.2.22)

Equation (3.2.3) implies that there exists a potential $\psi(u, x^j)$ satisfying

$$s - a = -\text{rot } \psi.$$  \hspace{1cm} (3.2.23)

In terms of these potentials the 1-form (3.1.26) from the real Maxwell tensor (3.1.7) reads

$$\sigma = E d\phi + B d\psi.$$  \hspace{1cm} (3.2.24)

The potential $\phi$ and $\psi$ are not, however, independent. Substituting (3.2.19) and (3.2.22) into (3.2.23) we obtain the key relation among the potentials:

$$d(\phi - \kappa) + \text{rot } (\psi - \lambda) = 0.$$  \hspace{1cm} (3.2.25)

If the Hodge decomposition was unique, the gradient and rotational parts would be vanishing separately, i.e., we would get $\phi = \kappa$ and $\psi = \lambda$ (up to unimportant constants). The non-uniqueness of the Hodge decomposition is linked to the possible existence of a non-trivial harmonic 1-form $\eta_i(u, x^j)$,

$$\triangle \eta = 0,$$  \hspace{1cm} (3.2.26)

in terms of which the gradient and rotation parts of (3.2.25) can be expressed as

$$\phi - \kappa = \text{div } \eta,$$  \hspace{1cm} (3.2.27)

$$\psi - \lambda = -\text{rot } \eta.$$  \hspace{1cm} (3.2.28)

These are equations for electromagnetic potentials $\phi$ (or $\psi$, respectively) in terms of the metric potentials $\kappa$ and $\lambda$. The 1-form $\eta$ encodes an extra freedom, which allows a nontrivial electromagnetic field not uniquely determined by the metric. (Such contributions would allow one to take into account, for example, an additional electromagnetic charge localized at the origin of the transverse space, cf. the discussion of particular cases in section 3.3.) However, sufficiently
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restrictive conditions at the infinity and the smoothness on the whole transverse space for the potentials would eliminate this freedom, so the case \( \eta = 0 \) is a rather representative choice.

After eliminating the electromagnetic potentials, we need to formulate the equations for \( \kappa \) and \( \lambda \). We start with the divergence part of (3.2.14) which can be rewritten using the modified Laplace operator acting on the metric function \( g \):

\[
\Sigma^2 \left( \Delta g - (\Sigma^{-2})_{\rho \sigma} g_{\rho \sigma} \right) = \text{div} \left( \Sigma^2 j \right).
\]  

(3.2.29)

However, for \( g \) solving this equation, (3.2.14) is also the integrability condition for the quantity \( \Sigma^2 (dg - j) \). It can thus be written in terms of a potential \( \omega \),

\[
\Sigma^2 (dg - j) = \text{rot} \, \omega,
\]

(3.2.30)
or, more explicitly,

\[
d \omega = -\Sigma^2 (\text{rot} \, g + *j).
\]

(3.2.31)

For the source (3.2.7) without intrinsic ‘heating’, the right-hand side of (3.2.29) is zero and the function \( \omega \) has an additive contribution from the rotational potential \( \nu \), namely it has to satisfy

\[
d(\omega - \nu) = -\Sigma^2 \text{rot} \, g.
\]

(3.2.32)

The function \( \omega \) contains information from the source \( j \) and from the metric function \( g \) relevant for the rotational part of equation (3.2.14). Indeed, substituting the potentials and \( \text{rot} \, \omega \) into (3.2.14) we obtain

\[
\text{rot} \left( \frac{1}{2} \Sigma^4 b - 2 \theta_{\text{EM}} \psi + \omega \right) = 0.
\]

(3.2.33)

Substituting (3.2.21), (3.2.28), and integrating (absorbing an integration constant to \( \omega \)), we derive the equation for the potential \( \lambda \)

\[
\frac{1}{2} \Sigma^4 \Delta \lambda + 2 \theta_{\text{EM}} \lambda = \omega + 2 \theta_{\text{EM}} \text{rot} \, \eta.
\]

(3.2.34)

Taking into account relations (3.2.28) and (3.2.26), we obtain the alternative equation for \( \psi \)

\[
\frac{1}{2} \Sigma^4 \Delta \psi + 2 \theta_{\text{EM}} \psi = \omega.
\]

(3.2.35)

The other metric potential \( \kappa \) remains unrestricted. This non-uniqueness is related to the gauge freedom discussed in detail in section 3.2.5. This coordinate freedom allows us to set the potential \( \kappa \) to an arbitrary convenient form, e.g., to eliminate it completely.
3.2.4 Discussion of the field equations

We have thus formulated all field equations as equations on the transverse space. They are written in a separated form, i.e., they can be solved one after the other: First, one has to find harmonic 1-form $\eta$ satisfying equation (3.2.26) and metric function $g$ satisfying (3.2.15). It allows one to integrate the function $\omega$ which together with rot $\eta$ appears as a source in equation (3.2.34) for the potential $\lambda$. Using the gauge freedom one can choose the other potential $\kappa$. Equations (3.2.27) and (3.2.28) determine electromagnetic potentials and through equation (3.1.26) the electromagnetic field. Finally, the remaining metric function $h$ is determined by equation (3.2.18), in which the previously computed quantities contribute to the source on the right-hand side.

The most complicated field equations—(3.2.29), (3.2.18), and (3.2.34)—are partial differential equations on the 2-dimensional space, which are solvable, at least in principle. They all contain a modified Laplace operator, equations (3.2.29) and (3.2.18) for $g$ and $h$ the same one, namely

$$\Sigma^2 (\Delta f - (\Sigma^{-2})_{,\rho} f_{,\rho}) \equiv \text{div} (\Sigma^2 d f) .$$

(3.2.36)

Solutions for particular cases (assuming rotational symmetry) will be discussed in section 3.3.

It is important to observe that, except equation (3.2.18) for $h$, the field equations are linear. We can thus superpose two solutions simply by adding the fields together. Only in the last step, when computing the source for equation (3.2.18), one has to include total superposition of the fields $g$, $a_i$, and $\sigma_i$ since the expression for the source is non-linear.

Finally, we have not paid much attention to the $u$ dependence of the studied quantities. All metric functions, matter fields and sources can depend on the coordinate $u$ and this dependence does not enter the field equations except in one term on the right-hand side of equation (3.2.18). The profile of the gyraton in the $u$ direction can thus be specified arbitrarily. It corresponds to the fact that both matter and gravitational field move with the speed of light and information on different hypersurfaces $u = \text{constant}$ evolves rather independently.

Also the dependence of the metric and fields on the coordinate $v$ is very simple and it was found for all quantities explicitly.
3.2.5 The gauge transformation

The coordinate transformation \( \tilde{v} \rightarrow v = \tilde{v} - \chi(u, x^j) \) accompanied by the following redefinition of the metric functions and matter fields:

\[
\begin{align*}
v &= \tilde{v} - \chi, \\
g &= \tilde{g}, \\
h &= \tilde{h} + \tilde{g}\chi + \partial_u \chi, \\
a_i &= \tilde{a}_i - \chi_{,i}, \\
s_i &= \tilde{s}_i - \chi_{,i}, \\
s &= \tilde{s} - E \chi_{,i}, \\
\kappa &= \tilde{\kappa} - \chi, \\
\lambda &= \tilde{\lambda}, \\
\varphi &= \tilde{\varphi} - \chi, \\
\psi &= \tilde{\psi}, \\
\omega &= \tilde{\omega}, \\
\eta &= \tilde{\eta}, \\
j_i &= \tilde{j}_i, \\
\iota &= \tilde{\iota} + \chi \text{ div } j,
\end{align*}
\]

(3.2.37)

leaves the metric, the Maxwell tensor, and the gyration stress-energy tensor in the same form. Therefore, all the field equations remain the same. This transformation is thus a pure gauge transformation and we can use it to simplify the solution of the equations.

There are two natural choices of gauge: we can eliminate either the metric potential \( \kappa \) or the electromagnetic potential \( \varphi \). In the first case \( a = \text{rot} \lambda \) and \( \varphi = \text{div} \eta \). In the latter case \( s = 0 \), \( \sigma = B \text{ d} \psi \), \( \kappa = - \text{ div} \eta \), and \( a = \text{rot} \psi \).

Let us mention that in [42] an analogous gauge transformation allowed us to choose also the metric function \( g \). For the gyration on the Melvin universe the metric function \( g \) decouples from \( \kappa \) and it is gauge independent.

The discussed gauge transformation has a clear geometrical meaning: it corresponds to a shift of the origin of the affine parameter \( v \) of the null congruence \( \partial_v \). Note that such a change redefines transverse spaces.

3.3 Special cases

In this section we will study the special solutions of the field equations. Namely, we restrict to the axially symmetric situation, i.e., to the case when the geometry and the fields are invariant under action generated by the rotational vector \( \partial_\phi \). Further, we concentrate on the gyration generated by a thin beam of matter concentrated at the origin of the transverse space which means on the axis of symmetry.

Thank to linearity mentioned at the end of section 3.2.4, we can discuss various special cases separately. However, the geometry of the spacetime with gyration is not merely a superposition of the individual contribution since the nonlinear coupling in the metric function \( h \).

We do not discuss in detail the \( u \) dependence of the fields. It does not enter the field equations, except in the source term of equation (3.2.18) for \( h \). The \( u \) dependence of the gyration sources and corresponding dependence of other fields can thus be chosen arbitrarily.
3.3. Special cases

The symmetry assumption enforces that quantities $a_i$, $g$, $h$, $\sigma$, $j_i$, and $\iota$ are $\phi$-independent. It can induce a slightly weaker condition on the potentials: typically, they have a linear dependence on $\phi$.

The thin beam approximation requires that gyratonic matter is concentrated at the origin $o$ of the transverse space given by $\rho = 0$, i.e., $j_i$ and $\iota$ should be distributions with the support at the origin. However, we relax this condition slightly in the case of gyratonic ‘heat flow’ discussed in section 3.3.2.

In all discussed cases we use a natural gauge

$$\kappa = 0, \quad \text{i.e.,} \quad a = \text{rot} \lambda . \quad (3.3.1)$$

Together with the symmetry assumptions it implies $\lambda,\phi = \text{constant}$.

### 3.3.1 Pure gravitational gyraton

We start with the simplest vacuum case: we set $j_i = 0$ and $\iota = 0$ and we assume no pure electromagnetic contribution, i.e., $\eta = 0$. The equation for $g$ has only a trivial solution $g = g_o = \text{constant}$, the function $\omega$ is also a trivial constant and we obtain equation (3.2.34) with vanishing right-hand side. Taking into account that $\lambda,\phi = \text{constant}$ we obtain that $\lambda$ must be $\phi$ independent (a $\phi$-linear term in $\lambda$ would require an analogous term in the source) and we obtain an ordinary differential equation

$$\frac{1}{\rho} \left( \rho \frac{\lambda}{\Sigma^2} \right)_{,\rho} + \frac{4 \vartheta_{\text{EM}}}{\Sigma^4} \lambda = 0 . \quad (3.3.2)$$

Substituting (3.1.3) for $\Sigma$, it is possible to obtain two independent solutions, one regular at the origin,

$$\lambda = -\gamma \Sigma^{-1} \left( 1 - \frac{3}{4} \vartheta_{\text{EM}} \rho^2 \right) , \quad (3.3.3)$$

and the other behaving as log $\rho$ near the origin, which corresponds to a delta source at the origin and it will be discussed in section 3.3.4.

The metric 1-form $a = \text{rot} \lambda$ has thus components

$$a_\rho = 0 , \quad a_\phi = -\frac{\rho}{\Sigma^2} \lambda,\rho = -\gamma \frac{2 \vartheta_{\text{EM}}}{\Sigma^4} \rho^2 , \quad (3.3.4)$$

and its ‘strength’ $b = \text{rot} a$ is then

$$b = -\gamma \frac{4 \vartheta_{\text{EM}}}{\Sigma^3} \left( 1 - \frac{3}{4} \vartheta_{\text{EM}} \rho^2 \right) . \quad (3.3.5)$$

These can be plugged into (3.2.18) which turns out to be

$$\frac{1}{\rho} (\rho h_{,\rho})_{,\rho} = -\gamma \frac{8 \vartheta_{\text{EM}}^2}{\Sigma^6} \left( 1 - \frac{3}{4} \vartheta_{\text{EM}} \rho^2 \right) \left( 1 - \frac{9}{4} \vartheta_{\text{EM}} \rho^2 \right) . \quad (3.3.6)$$

It can be integrated explicitly; however, the result is rather long, so we skip it.
3.3.2 Non-spinning beam with ‘heat’ flow

As we discussed in section 3.2.1, the gyraton source can have two contributions: one, which changes gyratonic energy density $j_u$ and the other corresponding to intrinsic rotation. Let us investigate the case when the gyratonic energy is concentrated at the origin (a thin beam) but there is axially symmetric energy flow in the $\partial_\rho$ direction which accumulates energy at the beam (a ‘heating’ process). Namely, we assume that $\partial_\rho j_u = \text{div}(\Sigma^2 j)$ is nonzero only at the origin, so elsewhere the transverse flow $j_i$ must satisfy equation (3.2.6). Such $j_i$ has the form

$$j_\rho = \frac{\alpha}{2\pi \rho}, \quad j_\phi = 0,$$

(3.3.7)

and the increasing energy of the gyraton is given by

$$j_u = \alpha v \delta_\circ .$$

(3.3.8)

Here, $\delta_\circ$ stands for the transverse delta function localized at the origin $\circ$, normalized to the standard metric volume element on the transverse space.

Since the ‘heating’ is localized only at the origin, the gyraton source (3.3.7) can be locally written using the source potential $\nu$, cf. (3.2.7), as

$$\nu = -\frac{\alpha}{2\pi} \phi .$$

(3.3.9)

Note however, that the potential cannot be defined globally and it is not well behaved at the origin.

We again assume no pure electromagnetic contribution, i.e., $\eta = 0$. The requirement of the axial symmetry enforces that the difference $\Sigma^{-2} \text{rot} \omega$ between $dg$ and $j$, cf. (3.2.30), must be zero, i.e., $\omega = 0$. The $\phi$-independent metric function $g$ must thus satisfy $g_\rho = j_\rho$ which gives

$$g = \frac{\alpha}{2\pi} \log \rho + g_\circ .$$

(3.3.10)

The equation for $\lambda$ has again the form (3.3.2) and in this case we choose the trivial solution $\lambda = 0$. With the gauge $\kappa = 0$ we thus obtain the only nontrivial field to be the metric function $g$, otherwise $a_i = 0$ and $\sigma_i = 0$. The source for equation (3.2.18) is also trivial, given only by $\iota$, and we will study it in the next case.

3.3.3 Non-spinning light beam

A particular example of the gyraton source is standard null fluid. The thin non-spinning beam localized at the origin is described by the source

$$\iota = \varepsilon \delta_\circ, \quad j_i = 0 .$$

(3.3.11)
3.3. Special cases

We can set all the fields except $h$ to be zero: $g = 0$, $a_i = 0$, and $\sigma_i = 0$. The equation for $h$ outside the origin is $\rho^{-1}(\rho h_\rho)_\rho = 0$ which (with proper fixing of the source constant) gives

$$h = \frac{\varepsilon}{2\pi} \log \rho.$$  \hfill (3.3.12)

3.3.4 Thin gyraton—spinning light beam

Finally we proceed with the most characteristic representant of the gyratonic matter. It is a simple null beam of energy localized at the origin with no $h$ eating, which, however, contains an intrinsic energy rotation. Since we have a point-like source at the transverse space, we can speak about inner spin instead of a global rotational energy flow.

The gyraton source has a form:

$$\iota = \varepsilon \delta_o,$$  \hfill (3.3.13)

$$j = -\Sigma^{-2} \operatorname{rot} \nu, \quad \text{with} \quad \nu = \beta \delta_o.$$  \hfill (3.3.14)

The symmetry assumptions together with the no-heating requirement implies $g = \text{constant}$, which we choose to be zero in this case. Equation (3.2.30) also implies that $\omega = \nu$. Ignoring again the electromagnetic contribution, $\eta = 0$, we obtain the equation for $\lambda$

$$\frac{1}{\rho} \left( \frac{\rho}{\Sigma^2} \lambda_\rho \right)_\rho + \frac{4\varrho_{\text{EM}}}{\Sigma^4} \lambda = \Sigma^{-4} \nu.$$  \hfill (3.3.15)

The solution of the homogeneous equation with a singular behavior $\sim \log \rho$ corresponding to the delta function (3.3.14) at the origin reads

$$\lambda = \frac{-\beta}{2\pi} \Sigma^{-1} \left( 1 + \frac{1}{3} \varrho_{\text{EM}} \rho^2 \right) - \frac{3}{64} \varrho_{\text{EM}}^2 \rho^4 - \frac{1}{16} \varrho_{\text{EM}}^3 \rho^6$$

$$+ \frac{1}{4} \left( 1 - \frac{3}{4} \varrho_{\text{EM}} \rho^2 \right) \log \left( \frac{1}{4} \varrho_{\text{EM}} \rho^2 \right).$$  \hfill (3.3.16)

The multiplicative constant in the argument of the logarithm can be chosen arbitrary since it generates only an additional homogeneous contribution of the form $\Sigma^4$.

The metric 1-form $a_i$ and its rotation $b$ are

$$a_\rho = 0,$$

$$a_\phi = \frac{-\beta}{2\pi} \Sigma^{-4} \left( 1 - \frac{3}{8} \varrho_{\text{EM}}^2 \rho^4 - \frac{1}{32} \varrho_{\text{EM}}^3 \rho^6 - \frac{1}{16} \varrho_{\text{EM}}^4 \rho^8 \right.$$  \hfill (3.3.17)

$$- \varrho_{\text{EM}}^2 \rho^2 \log \left( \frac{1}{4} \varrho_{\text{EM}} \rho^2 \right) \right),$$

\footnotetext[4]{The exact structure of the singular source $j_i$ at the origin can be read out from the singular solution (3.3.10) of equation (3.2.34) for $\lambda$ below.}
and
\[ b = 2 \frac{\beta}{2\pi} \varepsilon_{\text{EM}} \Sigma^{-5} \left( (1 - \frac{3}{4} \varepsilon_{\text{EM}} \rho^2) \log \left( \frac{1}{4} \varepsilon_{\text{EM}} \rho^2 \right) \right. \]
\[ + 2 + \varepsilon_{\text{EM}} \rho^2 - \frac{3}{32} \varepsilon_{\text{EM}}^2 \rho^4 - \frac{1}{16} \varepsilon_{\text{EM}}^3 \rho^6 \right). \]

(3.3.18)

The source for equation (3.2.18) becomes cumbersome and lengthy, but treatable, in principle.

### 3.3.5 Electromagnetic wave

In the previous examples we have ignored the possibility of a nontrivial electromagnetic field. Namely, we have assumed that the electromagnetic field is given by the metric potentials via relations \( \varphi = \kappa \) and \( \psi = \lambda \). However, we have already observed that equation (3.2.25) admits also other solutions which we have parametrized using a harmonic 1-form \( \eta \). To include such solutions we should classify all 1-form harmonics on the transverse space. But if we restrict to the axially symmetric fields we can solve the potential equation (3.2.25) directly, without referring to \( \eta \) explicitly.

Let us study a pure electromagnetic contribution to the matter, i.e., we assume \( \iota = 0 \), \( j_i = 0 \) here. We can thus take a trivial vanishing solution for \( g \) which implies \( \omega = 0 \).

The symmetry assumptions tell us that 1-forms \( s \), \( \sigma \), and \( a \) are \( \phi \) independent, which implies that all potentials including \( \varphi - \kappa \) and \( \psi - \lambda \) can be at most linear in \( \phi \):
\[ \varphi - \kappa = \hat{\varphi}(\rho) + \varphi_\phi \phi, \quad \psi - \lambda = \hat{\psi}(\rho) + \psi_\phi \phi, \]  

(3.3.19)

\( \varphi_\phi, \psi_\phi \) being constants and \( \hat{\varphi} \) and \( \hat{\psi} \) functions of \( \rho \) only. Substituting into (3.2.25) we get
\[ \left( \hat{\varphi},_\rho - \frac{\Sigma^2}{\rho} \psi_\phi \right) d\rho + \left( \varphi_\phi + \frac{\rho}{\Sigma^2} \hat{\psi},_\rho \right) d\phi = 0, \]  

(3.3.20)

which implies
\[ \hat{\varphi},_\rho = \frac{\Sigma^2}{\rho} \psi_\phi, \quad \hat{\psi},_\rho = -\frac{\Sigma^2}{\rho} \varphi_\phi. \]  

(3.3.21)

Taking into account (3.1.3), it can be easily integrated and substituting back to (3.3.19) we obtain
\[ \varphi = \kappa + \psi_\phi \left( \log \rho + \frac{1}{8} \varepsilon_{\text{EM}} \rho^2 \right) + \varphi_\phi \phi, \]  

\[ \psi = \lambda - \varphi_\phi \left( \log \rho + \frac{1}{8} \varepsilon_{\text{EM}} \rho^2 \right) + \psi_\phi \phi. \]  

(3.3.22)

At this moment it is easier to solve equation (3.2.35) for \( \psi \) with vanishing right-hand side instead of equation (3.2.34) for \( \lambda \). It has solutions in the form (3.3.3) and (3.3.16). The metric potential \( \lambda \) is then given by the second of the equations (3.3.19). The metric potential \( \kappa \) is vanishing thanks to our gauge.
After choosing the solution for $\psi$, we can thus compute all quantities $a$, $b$, $s$, and $\sigma$ and substitute them to equation (3.2.18) for $h$.

Let us mention that solution (3.3.19) is singular at the origin. A careful distributional calculation would show that equations for the potentials (3.2.22) and (3.2.23) may not be satisfied at the origin. Tracing this singular term back to Maxwell equations, it could lead to non-vanishing electric charges localized at the origin. However, since we have not written down the Maxwell equations with sources, we do not discuss these terms in more detail.

### 3.4 Properties of the gyraton spacetimes

#### 3.4.1 Gravitational field

In this section we discuss some of the geometrical properties of the gyratonic solutions.

One of the important characteristics of spacetimes are the scalar polynomial invariants which are constructed only from the curvature and its covariant derivatives. It was shown that gyratons in the Minkowski spacetime [21] have all the scalar polynomial invariants vanishing (VSI spacetimes) [25], the gyratons in the anti-de Sitter [23] and direct product spacetimes [42] have all invariants constant (CSI spacetimes) [30].

In these cases, the invariants are independent of all metric functions which characterize the gyraton, and have the same values as the corresponding invariants of the background spacetime. We observe that similar property is valid also for the gyraton on Melvin spacetime, however, in this case the invariants are generally non-constant, namely, they depend on the coordinate $\rho$. This property is a consequence of the general theorem holding for the relevant subclass of the Kundt solution, see Theorem II.7 in [87].

Values of some of the scalar curvature invariants can be found in Appendix 3.C.

The metric (3.1.18) admits the null vector $k = \partial_{\nu}$. It is a Killing vector for $g = 0$ and $\text{div}(\Sigma^2 j) = 0$, i.e., for the no ‘heating’ part in the gyratonic source. The covariant derivative of $k$ is given by

$$k_{\alpha;\beta} = -\Sigma^{-2}(\partial_{\nu} H)k_{\alpha}k_{\beta} + \Sigma^{-2}k_{[\alpha}\nabla_{\beta]}\Sigma^2.$$  \hspace{1cm} (3.4.1)

We observe that the congruence is not even recurrent [1] as in the case of a gyraton on direct product spacetimes [42]. For $\partial_{\nu} H = 0$ we recover the formula in Garfinkle and Melvin [74]. In general, the non-recurrency of the congruence is related to the non-vanishing spin coefficient $\tau_{NP} = -\frac{1}{\sqrt{2}}\Sigma_{\rho}^2\Sigma_{\rho}$, cf. [25], calculated in Appendix 2.B.

The null character of $k$ and the condition (3.4.1) imply that the null congruence with tangent vector $k$ is geodesic, expansion-free, sheer-free and twist-free, and the spacetime thus belongs to the Kundt class.
Next we calculate components of the curvature tensors with respect to the following adapted null tetrad \( \{ k, l, m, \overline{m} \} \) [1]

\[
\begin{align*}
k &= \partial_v, \\
l &= \frac{1}{\Sigma^2} (\partial_u - H \partial_v) , \\
m &= \frac{1}{\sqrt{2} \Sigma} \left( a_m \partial_v + \partial_\rho - i \frac{\Sigma^2}{\rho} \partial_\phi \right) .
\end{align*}
\] (3.4.2)

Here, we have introduced the projection of a transverse 1-form \( a \) on the vector \( m \)

\[
a_m = m^i a_i = a_\rho - i \frac{\Sigma^2}{\rho} a_\phi = (a + i * a)_\rho ,
\] (3.4.3)

and we will use an analogous notation also for components of the transverse gradient of a real function \( f \)

\[
f_m = m^i f_i = f_\rho - i \frac{\Sigma^2}{\rho} f_\phi , \quad f_{\overline{m}} = \overline{f_m} .
\] (3.4.4)

The dual tetrad of 1-forms \( \{ \Theta^{(k)}, \Theta^{(l)}, \Theta^{(m)}, \Theta^{(\overline{m})} \} \) has a simple form

\[
\begin{align*}
\Theta^{(k)} &= dv + H du - a , \\
\Theta^{(l)} &= \Sigma^2 du , \\
\Theta^{(m)} &= \Sigma \sqrt{2} (d\rho - i * d\rho) , \\
\Theta^{(\overline{m})} &= \Sigma \sqrt{2} (d\rho + i * d\rho) .
\end{align*}
\] (3.4.5)

With respect to this tetrad, we have found that the non-vanishing curvature components are given by four new components and by those which are the same for the Melvin universe (3.1.6). The non-vanishing Ricci scalars are

\[
\begin{align*}
\Phi_{12} &= \frac{1}{4 \sqrt{2} \Sigma^3} \left( \Sigma^2 i b_{,m} + 2ib(\Sigma^2),_\rho + 2g_{,m} \right) , \\
\Phi_{22} &= \frac{1}{2 \Sigma^2} \left( \triangle H - (\Sigma^{-2}),_\rho H,_{\rho} + \frac{i}{2} \Sigma^2 b^2 \\
&\quad + 2a^i g_i + \Sigma^{-2}(g + \partial_u) \text{ div}(\Sigma^2 a) \right) .
\end{align*}
\] (3.4.6)

and the non-vanishing Weyl scalars read

\[
\begin{align*}
\Psi_3 &= \frac{1}{4 \sqrt{2} \Sigma^3} \left( \Sigma^2 i b_{,m} + ib(\Sigma^2),_\rho + 2g_{,m} \right) , \\
\Psi_4 &= \frac{1}{2 \Sigma^5} \left[ 2 \Sigma a_{m\overline{m}} g_{,\overline{m}} + \Sigma \left( H_{,\rho\rho} - \frac{\Sigma^4}{\rho^2} H,_{\phi\phi} + 2i \frac{\Sigma^2}{\rho} H,_{\phi} \right) \\
&\quad + \Sigma (g + \partial_u) \left( a_{,\rho\rho} - \frac{\Sigma^4}{\rho^2} a_{,\phi\phi} + i \frac{\Sigma^2}{\rho} (a_{,\rho\phi} + a_{,\phi\rho}) \right) \\
&\quad + \left( 2\Sigma_{,\rho} - \frac{\Sigma}{\rho} \right) \left( H_{,\rho} + \partial_u a_{,\rho} + ga_{,\rho} \\
&\quad + 2i \frac{\Sigma^2}{\rho} (H_{,\phi} + \partial_u a_{,\phi} + ga_{,\phi}) \right) \right] .
\end{align*}
\] (3.4.7)
In particular, there exists a relation between $\Psi_3$ and $\Phi_{12}$:

$$\Phi_{12} + \Psi_3 = \frac{1}{4\sqrt{2}} \frac{1}{\Sigma^3} \left[ -i(\Sigma^2)_{,b} + 4g,\pi \right].$$

(3.4.8)

Therefore, the metric (3.1.18) describes the transversal gravitational wave ($\Psi_4$ term) in the $k$ direction with a longitudinal wave component ($\Psi_3$ term). The gravitational wave is accompanied by an aligned pure radiation field ($\Phi_{22}$ term) with non-null component ($\Phi_{12}$ term) propagating in the Melvin universe. In fact, the scalars $\Psi_3$ and $\Phi_{12}$ are generated by the gyratonic functions $a_i$ and the function $g$. In general the spacetime (3.1.18) is of Petrov type $II$.

Let us now investigate the subcases of our solutions. When we set the gyratonic functions $a_i = 0$, the Ricci scalars become

$$\Phi_{12} = \frac{1}{2\sqrt{2}} \frac{1}{\Sigma^3} g,\pi,$$

$$\Phi_{22} = \frac{1}{2\Sigma^4 \rho^2} \left[ \rho(\rho H,\rho),\rho + \Sigma^4 H,\phi,\phi \right]$$

and the Weyl scalars then read

$$\Psi_3 = \frac{1}{2\sqrt{2}} \frac{1}{\Sigma^3} g,\pi,$$

$$\Psi_4 = \frac{1}{2\Sigma^5 \rho} \left[ \Sigma \rho H,\rho + (2\rho \Sigma,\rho - \Sigma) H,\rho \right] - \frac{1}{2\rho^2} H,\phi,\phi + i \frac{1}{2\Sigma^3 \rho^2} \left[ 2\partial_\rho(\Sigma g H) - 3\Sigma H \right],\phi.$$

(3.4.9)

(3.4.10)

We again obtain the spacetime with similar characteristics as for the full gyratonic metric (3.1.18). However, the scalars $\Psi_3$ and $\Phi_{12}$, which now depend only on function $g$, are now related by an even simpler relation:

$$\Phi_{12} = \Psi_3.$$

(3.4.11)

If we assume additionally $H$ to be $v$-independent (i.e., $g = 0$) we obtain the only non-vanishing scalars $\Phi_{22}$ and $\Psi_4$ in the same form as in (3.4.9) and (3.4.10). This case and its subcases were thoroughly discussed in [75].

Finally, let us mention that for $\varrho_{EM} = 0$ the background reduces to Minkowski spacetime and we thus recover the gyraton moving on the Minkowski background as an important subcase of our solutions.

\footnote{The terms $\Phi_{22}$ and $\Psi_4$ have a little different form which is caused by the slightly different choice of null tetrad in our paper.}
3.4.2 Electromagnetic field

The gyraton propagates in a non-null electromagnetic field (3.1.22), the influence of which on the geometry is characterized by its density \( \rho_{EM} \) (3.1.4). The electromagnetic field is modified by the gyraton through the \( \sigma_i d u \wedge d x^i \) terms. The electromagnetic field can be rewritten in terms of potentials using (3.2.24) as

\[
F = E (dv \wedge du + du \wedge d\varphi) + B (\Sigma^{-2} \rho d\rho \wedge d\phi + du \wedge d\psi).
\] (3.4.12)

It describes a superposition of electric and magnetic fields, both pointing along the \( z \) direction, which are modified by the gravitation field of the gyraton. The additional term does not have a simple structure of electric or magnetic field, however both are of the form \( du \wedge df \) with \( f \) being the proper potential.

The electromagnetic field projected on the null tetrad (3.4.2) is characterized by three scalars \( \Phi_i \),

\[
\Phi_0 = 0, \quad \Phi_1 = \frac{B}{2 \Sigma^2}, \quad \Phi_2 = \frac{B}{\sqrt{2} \Sigma^3} \left[ \alpha_m - \overline{\mathcal{S}}_p \right].
\] (3.4.13)

It follows that the non-null electromagnetic field is aligned with the principal null direction \( k \) of the gravitation field, but this vector is not a double degenerate vector of the field.

3.5 Conclusion

We have derived and analyzed new gyraton solutions moving with the speed of light on electro-vacuum Melvin background spacetime in four dimensions. This solution extends the gyraton solutions previously known on the Nariai, anti-Nariai, and Plebański–Hacyan universes of type D, and on conformally flat Bertotti–Robinson and Minkowski space.

The gyraton solutions describe a gravitational field created by a stress-energy tensor of a spinning (circularly polarized) high-frequency beam of electromagnetic radiation, neutrino, or any other massless fields. The gyratons generalize standard gravitational pp-waves or Kundt waves by admitting a non-zero angular momentum of the source. The interpretation is that the null matter in the interior of the gyratonic source possesses an intrinsic spin (or non-zero angular momentum). This leads to other nontrivial components of the Einstein equations, namely, \( G_{ui} \) in addition to the pure radiation uu-component which appears for pp-waves or Kundt waves.

We have shown that it is possible to define the gyraton by adding the gyratonic terms \( a_i \) to the gravitational wave on the Melvin spacetime in cylindrical coordinates in a similar way as we have defined them in the general Kundt class. We were able to find an ansatz for the gyraton metric on the Melvin spacetime by direct transformation from the Kundt class of metrics (3.1.3).
3.5. Conclusion

We have further demonstrated that the Einstein–Maxwell equations reduce to the set of linear equations on the 2-dimensional transverse spacetime which has a non-trivial geometry given by the transverse metric. These equations can be solved exactly for any distribution of the matter sources. In general, the problem has been thus reduced to a construction of scalar Green functions for certain differential operators on the transverse space.

We have solved and analyzed the field equations for particular examples with the axial symmetry. In these cases the equations reduce to ordinary differential equations.

We have analyzed geometric properties of the principal null congruence and we have found that it is not recurrent contrary to the case of gyratons on direct product spacetimes. We have explicitly calculated the curvature tensor and determined that the gyratons on Melvin spacetime are of Petrov type II and belong to the Kundt family of shear-free and twist-free nonexpanding spacetimes. The gyratonic term $a_i$ generates the non-trivial Ricci $\Phi_{12}$ and Weyl $\Psi_3$ scalars, in addition to the gravitational waves investigated in [75]. We found also a very simple relation (3.4.8) between these components. By studying particular subclasses we have shown that our solutions are generalizations of those from [75].

The scalar polynomial invariants of the metric (3.1.18) are in general non-constant (although, some of them are zero)—they depend on the coordinate $\rho$. The invariants are not affected by the presence of the gyratons, they are the same as for the Melvin background. The same property was proved for gyratons on backgrounds belonging to VSI or CSI families of spacetimes.

It would be interesting to investigate a generalization of our ansatz for more complicated spacetimes which could allow, e.g., an inclusion of a cosmological constant.
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3.A The Einstein equations

Here we present quantities needed for evaluation of the Einstein equations.

The inverse to the metric (3.1.18) is

$$g^{\mu\nu} \partial_\mu \partial_\nu = \frac{1}{\Sigma^2} \partial_\rho \partial_\rho + \frac{\Sigma^2}{\rho^2} \partial_\phi \partial_\phi - \frac{2}{\Sigma^2} \partial_\sigma \partial_\sigma$$

$$+ 2 \left( a_\rho \frac{1}{\Sigma^2} \partial_\rho + a_\phi \frac{\Sigma^2}{\rho^2} \partial_\phi \right) \partial_\sigma + \left( 2 \frac{H}{\Sigma^2} + a^2 \right) \partial_\sigma \partial_\sigma.$$  (3.A.1)

The stress-energy tensor $T_{EM}^{\mu\nu}$ of the electromagnetic field (3.1.22) can be defined as

$$T_{EM}^{\mu\nu} = \frac{\varepsilon_0}{2} F_\rho F_\nu$$  (3.A.2)

where $F \equiv F + i \star F$ is the complex self-dual Maxwell tensor. The 4-dimensional Hodge dual is defined by $\star F_\mu = \frac{1}{2} \varepsilon_{\mu\rho\sigma\tau} F^{\rho\sigma}$ and the Maxwell tensor $F_{\mu\nu}$ satisfies the self-duality condition $\star F = -i F$.

The non-vanishing components of the stress-energy tensor (3.1.2) are

$$\kappa T_{EMu^u} = \frac{\rho_{EM}}{\Sigma^2},$$

$$\kappa T_{EMu^u} = 2 \rho_{EM} \left( \frac{H}{\Sigma^2} + (s - a)^2 \right),$$

$$\kappa T_{EMu^\rho} = \frac{\rho_{EM}}{\Sigma^2} (a_\rho - 2s_\rho),$$

$$\kappa T_{EMu^\phi} = \frac{\rho_{EM}}{\Sigma^2} (a_\phi - 2s_\phi),$$

$$\kappa T_{EM_{\rho\rho}} = \frac{\rho_{EM}}{\Sigma^4} g_{\rho\rho},$$

$$\kappa T_{EM_{\phi\phi}} = \frac{\rho_{EM} \rho^2}{\Sigma^3} = \frac{\rho_{EM}}{\Sigma^4} g_{\phi\phi},$$  (3.A.3)

where the density $\rho_{EM}$ was defined in (3.1.4).

The non-vanishing components of the stress-energy tensor (3.1.27) of the gyrotatic matter are

$$\kappa T_{EM_{\rho\rho}} = j_\rho = \nu \text{ div}(\Sigma^2 j) + \iota,$$

$$\kappa T_{EM_{\phi\phi}} = j_\iota.$$  (3.A.4)
The Einstein tensor for the metric (3.1.18) reads
\[
G_{uv} = \frac{1}{\Sigma^2 \rho} (-\rho(\Sigma, \rho)^2 + 2\Sigma(\Sigma, \rho)) ,
\]
\[
G_{uu} = \frac{1}{2}\Sigma^4 b^2 + \Sigma^2 (\Delta H + \frac{(\Sigma^2, \rho)}{\Sigma^4} H_{,\rho}) + \Sigma^2 (\partial^2_v H)^2 a^2
+ 2\Sigma^2 a^i \partial_v H_{,i} + (\partial_v H + \partial_u) \text{div}(\Sigma^2 a)
+ 2H G_{uv} ,
\]
\[
G_{up} = \frac{1}{2}\Sigma^4 \rho b_{,\phi} - a_{,\rho}(G_{uv} - \partial^2_v H) + \partial_v H_{,\rho} ,
\]
\[
G_{u\phi} = -\frac{1}{2}\rho b_{,\phi} + 4\Sigma \rho a_{,\phi} - a_{,\rho}(G_{uv} - \partial^2_v H) + \partial_v H_{,\phi} ,
\]
\[
G_{\rho\rho} = G_{uv} + \partial^2_v H ,
\]
\[
G_{\phi\phi} = \frac{1}{\Sigma^4} (G_{uv} + \partial^2_v H) .
\]
Here we have used only the metric (3.1.18), without any usage of the field equations.

3.B The NP formalism

Calculating the Newman–Penrose spin coefficients with respect to the tetrad (3.4.2), we recover again that the congruence \(k\) is nonexpanding and nontwisting (\(\rho_{NP} = 0\)), sheer-free (\(\sigma_{NP} = 0\)), geodesic and affine parameterized (\(\kappa_{NP} = \varepsilon_{NP} = 0\)). In addition, the tetrad is gauge invariant and it is not parallelly transported along the null congruence because it does not satisfy \(\kappa_{NP} = \pi_{NP} = \varepsilon_{NP} = 0\).

The remaining spin coefficients are
\[
\lambda_{NP} = 0 , \quad \mu_{NP} = \frac{i}{2} b ,
\]
\[
\gamma_{NP} = \frac{1}{4}\Sigma^2 \left( 2g + i\Sigma^2 b \right) ,
\]
\[
\nu_{NP} = \frac{1}{\sqrt{2}\Sigma^2} \left( (g + \partial_u) a_{,m} + g_{,m} \right) ,
\]
\[
\tau_{NP} = -\frac{1}{\sqrt{2}\Sigma^2} \Sigma_{,\rho} , \quad \pi_{NP} = +\frac{1}{\sqrt{2}\Sigma^2} \Sigma_{,\rho} ,
\]
\[
\alpha_{NP} = \frac{1}{2\sqrt{2}\Sigma^2 \rho} (2\rho \Sigma_{,\rho} - \Sigma) , \quad \beta_{NP} = -\frac{1}{2\sqrt{2}\Sigma^2 \rho} .
\]

3.C Scalar polynomial curvature invariants

As we have already mentioned, the scalar curvature invariants are independent of all metric functions which characterize the gyraton, and have the same values as
3.C. Scalar polynomial curvature invariants

the corresponding invariants of the Melvin universe (cf. [87]). Let us stress here, however, that the invariants are generally non-constant, namely, they depend on the coordinate $\rho$. In this appendix we list some of the curvature invariants.

The scalar curvature for the whole gyraton metric (3.1.18) is zero, $R = 0$. Next, we define the following scalar polynomial invariants constructed from the Riemann tensor:

\[
\begin{align*}
R^{(2)} &= R^{ab}_{\ cd}R^{cd}_{\ \ ab}, \\
R^{(3)} &= R^{ab}_{\ cd}R^{cd}_{\ \ ef}R^{ef}_{\ \ ab}, \\
R^{(4)} &= R^{ab}_{\ cd}R^{cd}_{\ \ ef}R^{ef}_{\ \ pq}R^{pq}_{\ \ ab}, \\
R^{(5)} &= R^{ab}_{\ cd}R^{cd}_{\ \ ef}R^{ef}_{\ \ pq}R^{pq}_{\ \ rs}R^{rs}_{\ \ ab}.
\end{align*}
\]

(3.C.1)

Using the GRtensor package in Maple, we get the explicit expressions:

\[
\begin{align*}
R^{(2)} &= \frac{2g^2_{\ EM}}{\Sigma^8} \left( \frac{3}{8} g^2_{\ EM} \rho^4 - 3g^3_{\ EM} \rho^2 + 10 \right), \\
R^{(3)} &= -\frac{3g^3_{\ EM}}{\Sigma^{12}} \left( \frac{1}{16} g^3_{\ EM} \rho^6 - \frac{3}{4} g^2_{\ EM} \rho^4 + 7g^2_{\ EM} \rho^2 - 20 \right), \\
R^{(4)} &= \frac{4g^4_{\ EM}}{\Sigma^{16}} \left( \frac{9}{256} g^4_{\ EM} \rho^8 - \frac{9}{16} g^3_{\ EM} \rho^6 \\
&\quad + \frac{51}{8} g^2_{\ EM} \rho^4 - 33g_{\ EM} \rho^2 + 65 \right), \\
R^{(5)} &= -\frac{5g^5_{\ EM}}{\Sigma^{20}} \left( \frac{3}{256} g^5_{\ EM} \rho^{10} - \frac{15}{64} g^4_{\ EM} \rho^8 + \frac{31}{8} g^3_{\ EM} \rho^6 \\
&\quad - \frac{63}{2} g^2_{\ EM} \rho^4 + 64 \cdot 127 g_{\ EM} \rho^2 - 204 \right).
\end{align*}
\]

(3.C.2)

We explicitly observe that these invariants do not depend on any of the metric functions $a$, $g$, and $h$ which characterize the gyraton.

The invariants (3.C.2) mimic the behavior of the Gauss curvature of the transverse space discussed in detail in (3.1.5). They have their maximum on the axis $\rho = 0$ and they are vanishing as “the neck of the vase closes off asymptotically” as $\rho$ tends to infinity. For $g_{\ EM} = 0$ we get the identically vanishing invariants, i.e., the invariants for the gyratons on Minkowski background (VSI).

In Maple tensor package GRtensor there is defined a set of curvature invariants
CMinvars. For completeness, we present the explicit expressions for them:

\[ R = R_2 = W1I = W2I = 0, \]
\[ R_1 = \frac{\rho_{EM}^2}{\Sigma_8}, \quad W1R = \frac{3\rho_{EM}^2}{2^5\Sigma_8}(\rho_{EM}\rho^2 - 4)^2, \]
\[ R_3 = \frac{\rho_{EM}^4}{4\Sigma_{16}}, \quad W2R = \frac{3\rho_{EM}^4}{2^8\Sigma_{12}}(\rho_{EM}\rho^2 - 4)^3, \]

\[ M1I = M2I = M4 = M5I = 0, \]
\[ M1R = \frac{\rho_{EM}^3}{2^6\Sigma_{12}}(\rho_{EM}\rho^2 - 4), \]
\[ M2R = M3 = \frac{\rho_{EM}^4}{2^4\Sigma_{16}}(\rho_{EM}\rho^2 - 4)^2, \]
\[ M5R = \frac{\rho_{EM}^5}{2^6\Sigma_{20}}(\rho_{EM}\rho^2 - 4)^3. \]
Chapter 4

The gyraton solutions on generalized Melvin universe with cosmological constant

4.1 Introduction

In this chapter we present and analyze new exact gyraton solutions of algebraic type II on generalized Melvin universe of type D which admit non–vanishing cosmological constant Λ. We show that it generalizes both, gyraton solutions on Melvin and on direct product spacetimes. When we set Λ = 0 we get solutions on Melvin spacetime and for Σ = 1 we obtain solutions on direct product spacetimes. We demonstrate that the solutions are member of the Kundt family of spacetimes as its subcases. We show that the Einstein equations reduce to a set of equations on the transverse 2-space. We also discuss the polynomial scalar invariants which are non–constant in general but constant for sub–solutions on direct product spacetimes. The contents of this chapter is work in progress [44].

The chapter is organized as follows. In Section 4.2 we present our ansatz for the gyraton metric on generalized Melvin universe and the generalized electromagnetic tensor. In Section 4.3 we briefly review the derivation of the Einstein–Maxwell equations. The source–free Einstein equations determine the functions Σ and S, in particular, there exists a relation between them. Next we derive the non–trivial source equations. The Einstein–Maxwell equations do decouple for the gyraton metric on generalized Melvin universe as for its subcase solutions on Melvin and on direct product spacetimes. In Section 4.4 we concentrate on the interpretation of our solutions. Especially, we discuss the geometry of the transverse metric of the generalized Melvin universe in detail for different values of the cosmological constant. We show explicitly that the Melvin universe and direct product spacetimes are special cases of our solutions. In Section 4.5 we discuss the properties of the scalar polynomial invariants which are functions of ρ but for subcase solutions on direct product spacetimes (Σ = 1) the invariants
4.2. The ansatz for the gyratons on generalized Melvin universe

The ansatz for the gyraton metric on the generalized Melvin spacetime is the following,
\[ g = -2\Sigma^2 H du^2 - \Sigma^2 dv \vee dv + q + \Sigma^2 du \vee a, \]
where we have introduced the 2-dimensional transversal metric \( q \) on transverse spaces \( u, v = \text{constant} \) as
\[ q = \Sigma^2 d\rho^2 + \frac{S(\rho)^2}{\Sigma^2} d\phi^2. \]

We have assumed that the metric (4.2.1) belongs to the Kundt class of spacetimes and that the transversal metric \( q \) has one Killing vector
\[ \mathcal{L}_a q = 0. \]

The metric (4.2.1) represents gyraton propagating on the background which is formed by generalized Melvin spacetime. The metric (4.2.1) generalizes only the transversal metric therefore the algebraical type is II as for the gyraton on the Melvin spacetime [43], the NP quantities are listed in Appendix 4.C.

We have generalized the transversal metric for the Melvin universe by assuming general function \( S = S(\rho) \) instead of the simple coordinate \( \rho \) in front of the term \( d\phi^2 \), see [43]. We will show that these general functions \( \Sigma(\rho) \) and \( S(\rho) \) are determined by the Einstein–Maxwell equations and have proper interpretation. The presence of cosmological constant \( \Lambda \) is not allowed for the solution on pure Melvin background [43].

The transverse space is covered by two spatial coordinates \( x^i (i = \rho, \phi) \) and it is convenient to introduce suitable notation on it. Because this chapter is generalization of two previous papers [42, 43] we will skip many technical details and therefore we have added the notation to the Appendix 4.A. The function \( H(u, v, x) \) in the metric (4.2.1) can depend on all coordinates, but the functions \( a(u, x) \) are \( v \)-independent.

The derivation of the Einstein–Maxwell equations is almost identical with the previous paper [43] and the changes regarding the new function \( S \) influence only the notation on the transversal spacetime in Appendix 4.A. Therefore we will describe the derivation of Einstein–Maxwell equations very briefly.
4.2. The ansatz for the gyratons on generalized Melvin universe

The metric should satisfy the Einstein equations with cosmological constant \( \Lambda \) and with a stress-energy tensor generated by the electromagnetic field of the background Melvin spacetime \( T_{\text{EM}} \) and the gyratonic source \( T_{\text{gyr}} \) as

\[
G + \Lambda \, g = \kappa (T_{\text{EM}} + T_{\text{gyr}}). \tag{4.2.4}
\]

We assume the electromagnetic field is given by

\[
F = E dv \wedge du + \frac{B}{\Sigma^2} \epsilon + du \wedge (Es - B^* (s - a)), \tag{4.2.5}
\]

where \( E \) and \( B \) are parameters of electromagnetic field. The self–dual complex form of the Maxwell tensor is

\[
\mathcal{F} = \mathcal{B}(dv \wedge du - \frac{i}{\Sigma^2} \epsilon + du \wedge [s + i^* (s - a)]), \tag{4.2.6}
\]

for details see [43].

We have denoted the complex constant

\[
\mathcal{B} = E + iB, \tag{4.2.7}
\]

and we have introduced a constant \( \theta_{\text{EM}} \),

\[
\theta_{\text{EM}} = \frac{\kappa \varepsilon_0}{2} (E^2 + B^2). \tag{4.2.8}
\]

We define the gyratonic matter only on a phenomenological level as

\[
\kappa \, T_{\text{gyr}} = j_d \, dv^2 + du \wedge j, \tag{4.2.9}
\]

where the source functions \( j_d(v, u, x) \) and \( j(v, u, x) \). We assume that the gyraton stress-energy tensor is locally conserved,

\[
\nabla \cdot T_{\text{gyr}} = 0. \tag{4.2.10}
\]

To conclude, the fields are characterized by functions \( \Sigma, S, H, a, \) and \( s \) which must be determined by the field equations and the gyraton sources \( j_d \) and \( j \) and the constants \( E \) and \( B \) of the background electromagnetic field are prescribed.

---

\( \kappa = 8\pi G \) and \( \varepsilon_0 \) are gravitational and electromagnetic constants. There are two general choices of geometrical units: the gaussian with \( \kappa = 8\pi \) and \( \varepsilon_0 = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_0 = 1 \).

\( \varepsilon_0 \) are gravitational and electromagnetic constants. There are two general choices of geometrical units: the gaussian with \( \kappa = 8\pi \) and \( \varepsilon_0 = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_0 = 1 \).

\( \varepsilon_0 \) are gravitational and electromagnetic constants. There are two general choices of geometrical units: the gaussian with \( \kappa = 8\pi \) and \( \varepsilon_0 = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_0 = 1 \).

\( \varepsilon_0 \) are gravitational and electromagnetic constants. There are two general choices of geometrical units: the gaussian with \( \kappa = 8\pi \) and \( \varepsilon_0 = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_0 = 1 \).

\( \varepsilon_0 \) are gravitational and electromagnetic constants. There are two general choices of geometrical units: the gaussian with \( \kappa = 8\pi \) and \( \varepsilon_0 = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_0 = 1 \).

\( \varepsilon_0 \) are gravitational and electromagnetic constants. There are two general choices of geometrical units: the gaussian with \( \kappa = 8\pi \) and \( \varepsilon_0 = 1/4\pi \), and SI-like with \( \kappa = \varepsilon_0 = 1 \).
4.3 The Einstein–Maxwell field equations

First, we will start to solve the Maxwell equations, it is sufficient to calculate the cyclic Maxwell equation for the self–dual Maxwell tensor (4.2.6)

$$0 = dF = B \{ \partial_v (s + i*(s - a)) dv \wedge du \wedge dx$$

$$- [\text{rot} s + i \text{div}(s - a)] du \wedge \epsilon \}.$$

(4.3.1)

From the real part we immediately get that the 1-forms $s$ is $\nu$-independent, and rotation free

$$\text{rot} s = 0.$$  (4.3.2)

From imaginary part it follows that the 1–form $a$ is also independent and it satisfies

$$\text{div}(s - a) = 0.$$  (4.3.3)

4.3.1 The trivial Einstein–Maxwell equations–determining the function $\Sigma$ and $S$

Next we will derive the Einstein–Maxwell equations from the Einstein tensor and the electromagnetic stress-energy tensor, which are listed in Appendix 4.B.

First we will solve the equations which are source free and we will be able to determine the analytic formula for the functions $\Sigma$ and $S$.

The first equation we obtain from the $vu$-component,

$$- \frac{(\Sigma_\rho)^2}{\Sigma} + 2 \frac{\Sigma_\rho}{\Sigma} \frac{S_\rho}{S} - \frac{S_{\rho\rho}}{S^2} = \Lambda \Sigma^2 + \frac{\rho_{\text{EM}}}{\Sigma^2},$$

(4.3.4)

the next two equations we get from the transverse diagonal components $\rho\rho$ and $\phi\phi$,

$$- \frac{(\Sigma_\rho)^2}{\Sigma} + 2 \frac{\Sigma_\rho}{\Sigma} \frac{S_\rho}{S} + \partial_\rho^2 H = - \Lambda \Sigma^2 + \frac{\rho_{\text{EM}}}{\Sigma^2},$$

(4.3.5)

$$- \frac{(\Sigma_\rho)^2}{\Sigma^2} + 2 \frac{\Sigma_{\rho\rho}}{\Sigma} + \partial_\rho^2 H = - \Lambda \Sigma^2 + \frac{\rho_{\text{EM}}}{\Sigma^2}. $$

(4.3.6)

When we compare the equation (4.3.5) and (4.3.6) we immediately get the relation between the functions $\Sigma$ and $S$,

$$\Sigma_\rho \frac{S_\rho}{S} = \Sigma_{\rho\rho},$$

(4.3.7)

and thus we are able to determine their explicit relation ($\Sigma_\rho \neq 0$) as

$$\Sigma_\rho = \gamma S,$$

(4.3.8)

where $\gamma$ is an integration constant.
4.3.1. The trivial Einstein–Maxwell equations–determining the function $\Sigma$ and $S$

After substituting the relation (4.3.8) into equation (4.3.4) then we get equation

$$-rac{(\Sigma,\rho)^2}{\Sigma^2} + 2 \frac{\Sigma,\rho\rho}{\Sigma} + \frac{\Sigma,\rho\rho\rho}{\Sigma,\rho} = \Lambda \Sigma^2 + \frac{\rho_{EM}}{\Sigma^2},$$

(4.3.9)

which will be useful later.

To determine the function $H$ it is useful to substitute (4.3.8) into the equation (4.3.6) and then multiply it by $\frac{1}{2} \Sigma,\rho$, we get

$$\frac{1}{2} (\partial_{\rho}^2 H,\rho) \Sigma,\rho - 2 \frac{\Sigma,\rho\rho}{\Sigma} + \frac{(\Sigma,\rho)^2}{\Sigma^2} + \frac{\Sigma,\rho\rho\rho}{\Sigma,\rho} = -\Lambda \Sigma^2 - \frac{\rho_{EM}}{\Sigma^2}.$$  

(4.3.10)

Now, we add the equation (4.3.4) to (4.3.10) and obtain,

$$\frac{1}{2} (\partial_{\rho}^2 H,\rho) \Sigma,\rho = 0,$$

(4.3.11)

then for $\Sigma,\rho \neq 0$ we can write that

$$\partial_{\rho}^2 H = -\alpha,$$

(4.3.12)

where $\alpha$ is a constant.

Thus the metric function $H$ has a structure

$$H = -\frac{1}{2} \alpha v^2 + g v + h,$$

(4.3.13)

where we have introduced $v$-independent functions $g(u,x)$ and $h(u,x)$.

In the following we want to determine an analytical expression for $\Sigma$, in order to do that we substitute the result (4.3.12) into (4.3.6),

$$2 \frac{\Sigma,\rho\rho}{\Sigma} - \frac{(\Sigma,\rho)^2}{\Sigma^2} = -\Lambda \Sigma^2 + \frac{\rho_{EM}}{\Sigma^2} + \alpha.$$  

(4.3.14)

When we add the expression (4.3.9) to (4.3.14), we obtain that

$$\Sigma,\rho\rho = -2\Lambda \Sigma^2 \Sigma,\rho + \alpha \Sigma,\rho.$$  

(4.3.15)

We can rewrite the previous equation as $\Sigma,\rho\rho = -\frac{2}{3} \Lambda (\Sigma^3),\rho + \alpha \Sigma,\rho$ to be able to integrate it again as

$$\Sigma,\rho = -\frac{2}{3} \Lambda \Sigma^3 + \alpha \Sigma + \frac{1}{2} \beta,$$

(4.3.16)

which we can rewrite as

$$\frac{1}{2} [(\Sigma,\rho)^2],\rho = -\frac{1}{6} \Lambda (\Sigma^4),\rho + \alpha (\Sigma^2),\rho + \frac{1}{2} \beta \Sigma,\rho.$$  

(4.3.17)

After another integration we get the final formula for the derivative of the function $\Sigma$,

$$(\Sigma,\rho)^2 = -\frac{1}{3} \Lambda \Sigma^4 + \alpha \Sigma^2 + \beta \Sigma + c,$$

(4.3.18)
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and it can be rewritten using (4.3.8) as

\[ \gamma S = \left[ -\frac{1}{3} \Lambda \Sigma^4 + \alpha \Sigma^2 + \beta \Sigma + c \right]^{1/2}, \]  \hspace{1cm} (4.3.19)

where \( \alpha, \beta \) and \( c \) are integration constants which should be determined.

Furthermore, we are able to determine the constant \( c \) explicitly. When we substitute the result (4.3.18) and (4.3.16) into (4.3.14) we immediately obtain that

\[ c = -\theta_{\text{EM}}. \]  \hspace{1cm} (4.3.20)

The constants \( \alpha \) and \( \beta \) will be determined in the section 3.4.

4.3.2 The Einstein–Maxwell equations for the sources

The remaining nontrivial components of the Einstein equations are those involving the gyraton source (4.2.9). To write the source equation we have to evaluate the component \( G_{uv} \) using the expressions for derivatives of \( \Sigma \). Then the component \( G_{uv} \) has the explicit form

\[ G_{uv} = \Lambda \Sigma^2 + \frac{\theta_{\text{EM}}}{\Sigma^2}. \]  \hspace{1cm} (4.3.21)

The \( ui \)-components give equations related to \( j \),

\[ \Sigma^2 j = \frac{1}{2} \text{rot} (\Sigma^4 b) + \Sigma^2 d\Sigma - \alpha \Sigma^2 a + 2 \theta_{\text{EM}}(s - a), \]  \hspace{1cm} (4.3.22)

where

\[ b = \text{rot} a. \]  \hspace{1cm} (4.3.23)

It is useful to split the source equation into divergence and rotation parts:

\[ \text{div} (\Sigma^2 j) = \text{div} \Sigma^2 (d\Sigma - \alpha a), \]  \hspace{1cm} (4.3.24)

\[ \text{rot} (\Sigma^2 j) = -\frac{1}{2} \triangle (\Sigma^4 b) + \text{rot} (\Sigma^2 d\Sigma) \]
\[ \quad - \alpha \text{rot} (\Sigma^2 a) - 2 \theta_{\text{EM}} b. \]  \hspace{1cm} (4.3.25)

These are coupled equations for \( g \) and \( a \). We will return to them below.

The condition (4.2.10) for the gyraton source gives, that the sources \( j \) must be \( v \)-independent and \( j_u \) has the structure

\[ j_u = v \text{div}(\Sigma^2 j) + \iota, \]  \hspace{1cm} (4.3.26)

where \( \iota(u, x) \) is \( v \)-independent function, see [43] Eq. 2.51. The gyraton source (4.2.9) is therefore determined by three \( v \)-independent functions \( \iota(u, x) \) and \( j(u, x) \).
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The \( uu \)-component of the Einstein equation gives

\[
  j_u = v \left[ \text{div} (\Sigma^2 d\gamma) - \alpha \text{div}(\Sigma^2 a) \right] + \Sigma^2 (\Delta h - (\Sigma^{-2})_{,\rho} h_{,\rho}) \\
  + \frac{1}{2} \Sigma^4 b^2 + 2 \Sigma^2 a \cdot d\gamma + (\partial_u + g) \text{div}(\Sigma^2 a) \\
  - \alpha \Sigma^2 a^2 - 2 \varrho_{\text{EM}} (s - a)^2 .
\]  

(4.3.27)

Then we can compare the coefficient in front of \( v \) with (4.3.24) and we get consistent structure with (4.3.26). The nontrivial \( v \)-independent part of (4.3.27) gives the equation for the metric function \( h \),

\[
  \Sigma^2 (\Delta h - (\Sigma^{-2})_{,\rho} h_{,\rho}) = v - \frac{1}{2} \Sigma^4 b^2 - 2 \Sigma^2 a \cdot d\gamma \\
  - (\partial_u + g) \text{div}(\Sigma^2 a) + \alpha \Sigma^2 a^2 + 2 \varrho_{\text{EM}} (s - a)^2 .
\]  

(4.3.28)

Now, let us return to solution of equations (4.3.24) and (4.3.25). The first equation simplifies if we use gauge condition

\[
  \text{div}(\Sigma^2 a) = 0 .
\]  

(4.3.29)

It can be satisfied due to gauge freedom \( v \rightarrow v - \chi, a \rightarrow a - d\chi \), cf. the discussion in [43]. Such a condition implies the existence of a potential \( \tilde{\lambda} \),

\[
  \Sigma^2 a = \text{rot} \, \tilde{\lambda} .
\]  

(4.3.30)

The equation (4.3.24) now reduces to

\[
  \text{div}(\Sigma^2 d\gamma - \Sigma^2 j) = 0 .
\]  

(4.3.31)

It guarantees the existence of a scalar \( \omega \) such that

\[
  d\gamma = j + \Sigma^{-2} \text{rot} \, \omega .
\]  

(4.3.32)

However, we have to enforce the integrability conditions

\[
  \text{rot} \, d\gamma = 0 ,
\]  

(4.3.33)

which turns out to be the equation for \( \omega \):

\[
  \text{div}(\Sigma^{-2} d\omega) = \text{rot} \, j .
\]  

(4.3.34)

We thus obtained the decoupled equations (4.3.32) and (4.3.34) which determine the metric function \( g \).

Substituting (4.3.30) and (4.3.32) to (4.3.25), and using identity

\[
  b = \text{rot} \left( \Sigma^{-2} \text{rot} \, \tilde{\lambda} \right) ,
\]  

(4.3.35)
we get the decoupled equation for $\tilde{\lambda}$:

$$\frac{1}{2} \Delta \left( \Sigma^4 \text{rot} \left( \Sigma^{-2} \text{rot} \tilde{\lambda} \right) \right) + 2 \varrho_{\text{EM}} \text{rot} \left( \Sigma^{-2} \text{rot} \tilde{\lambda} \right) - \alpha \Delta \tilde{\lambda} = -\Delta \omega . \tag{4.3.36}$$

It is a complicated equation of the forth order. It can be simplified to an ordinary differential equation if we assume the additional symmetry properties of the fields, e.g., the rotational symmetry around the axis. The potential $\tilde{\lambda}$ then determines the metric 1-form $a$ through (4.3.30).

After finding $a$, one can solve the field equations for $s$. The potential equations (4.3.2) give immediately that

$$s = d\varphi . \tag{4.3.37}$$

Substituting to the condition (4.3.3), we get the Poisson equation for $\varphi$:

$$\Delta \varphi = \text{div} \ a . \tag{4.3.38}$$

Finally, the remaining metric function $h$ is determined by the equation (4.3.28).

### 4.4 The interpretation of the solutions

#### 4.4.1 The geometries of the transversal spacetime

In this section, we will investigate the geometry of the transversal metric $q$ (the wave fronts) (4.2.2) and we will determine the constants $\alpha$, $\beta$ in the final equation (4.3.18). Subsequently, we will discuss the various geometries of $q$ in proper parametrization and we will determine the meaning of the parameter $\gamma$.

We impose conditions to the derivatives of $\Sigma$ (i.e., $S$) (4.3.18), (4.3.16) and (4.3.15) while using the relation (4.3.8) between $\Sigma, \varrho$ and $S$ to determine $\alpha$ and $\beta$.

First, we impose conditions at the axis $\rho = 0$. We assume that $S$ and $\Sigma, \rho$ vanish at the axis $\rho = 0$,

$$S = 0, \quad \Sigma, \rho = 0, \tag{4.4.1}$$

second, we can always rescale the metric (4.2.2) to get

$$\Sigma|_{\rho=0} = 1, \tag{4.4.2}$$

third, we want no conical singularities there, therefore we assume

$$\Sigma, \rho|_{\rho=0} = \gamma, \tag{4.4.3}$$

which we can be justified by computation of the ratio of the circumference $o$ divided by $2\pi$ times radius in limit $\rho \to 0$,

$$\frac{o}{2\pi r} = \frac{2\pi S}{2\pi \int \Sigma d\rho} = \frac{1}{\Sigma} \left( \frac{S}{\Sigma} \right)_{\rho} = \frac{1}{\gamma} \frac{\Sigma, \rho - (\Sigma, \rho)^2}{\Sigma^3} = 1. \tag{4.4.4}$$
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Applying the conditions (4.4.1), (4.4.2) and (4.4.3), we obtain
\[ -\frac{1}{3}\Lambda + \alpha + \beta - \varrho_{\text{EM}} = 0, \]
\[ -\frac{2}{3}\Lambda + \alpha + \frac{1}{2}\beta = \gamma. \]  
(4.4.5)

We can then determine the constants \(\alpha\) and \(\beta\) explicitly in terms of the cosmological constant \(\Lambda\), the density of electromagnetic field \(\varrho_{\text{EM}}\) and the parameter \(\gamma\),
\[ \alpha = \Lambda - \varrho_{\text{EM}} + 2\gamma, \]
\[ \beta = -\frac{2}{3}\Lambda + 2\varrho_{\text{EM}} - 2\gamma. \]  
(4.4.6)

We can conveniently rewrite (4.3.8),
\[ (\gamma S)^2 = (\Sigma, \rho)^2 = \]
\[ = \left[ -\frac{1}{3}\Lambda (\Sigma^2 - 2)\Sigma - \frac{\varrho_{\text{EM}}}{\gamma^2} (\Sigma - 1) + \frac{2}{\gamma} \Sigma \right] (\Sigma - 1). \]  
(4.4.7)

Now we know explicitly the constants in the derivative of \(\Sigma\) and we can investigate the interpretation of the generalized Melvin spacetime. It is convenient to introduce new coordinate \(x\) as
\[ \Sigma = 1 + \gamma x, \]  
(4.4.8)
then we can write that
\[ S = x, \quad \Sigma, \rho = \gamma x, \rho. \]  
(4.4.9)

The transversal metric \(q\) (4.2.2) then can be rewritten as
\[ q = \left( \frac{\Sigma}{S} \right)^2 dx^2 + \left( \frac{S}{\Sigma} \right)^2 d\phi^2 = \frac{1}{G} dx^2 + G d\phi^2, \]  
(4.4.10)
where we can express the new function \(G\) as
\[ G = \left( \frac{S}{\Sigma} \right)^2 = -\frac{1}{3}\frac{\Lambda}{\gamma^2} \Sigma^2 + \frac{\alpha}{\gamma^2} + \frac{\beta}{\gamma^2} \frac{1}{\Sigma} - \frac{\varrho_{\text{EM}}}{\gamma^2} \frac{1}{\Sigma^2}, \]  
(4.4.11)
and
\[ S^2 = \mp \ell^2 \gamma^2 x^4 \mp \ell^2 \gamma x^3 + (\mp 3\ell^2 - \varrho_{\text{EM}} + 2\gamma)x^2 + 2x, \]  
(4.4.12)
where we denoted
\[ \mp \ell^2 = \frac{\Lambda}{3}, \quad \pm = \text{sign } \Lambda. \]  
(4.4.13)

Before we will discuss the possible geometries given by the transversal metric \(q\) (4.2.2) and interpret them accordingly we introduce important characteristics for the generalized Melvin spacetime.
4.4. The interpretation of the solutions

The radial radius is then defined as

$$ r = \int_{0}^{x} \frac{1}{\sqrt{G}} dx, $$  \hspace{1cm} (4.4.14)

the circumference radius is simply given by the function $G$,

$$ R = \sqrt{G}. $$  \hspace{1cm} (4.4.15)

Interestingly, the ratio of the radii is then determined by the derivative of $G$,

$$ \frac{dR}{dr} = \sqrt{G} \frac{d\sqrt{G}}{dx} = \frac{1}{2} G_{,x}. $$  \hspace{1cm} (4.4.16)

The scalar curvature of $q$ which can be calculated also from (4.5.4), is given by

$$ R = -G_{,xx} = -\frac{2}{\Sigma^4} \left[ 3 \Sigma_{,\rho} + \frac{2}{3} \Lambda \Sigma^4 - 3 \alpha \Sigma^2 - 2 \beta \Sigma \right]. $$  \hspace{1cm} (4.4.17)

The geometries of the transversal spacetime $q$ can be illustrated by investigating the function $G$ and its roots when we consider different values of $\Lambda$, $\varrho_{EM}$ and of the parameter $\gamma$.

First, we consider positive cosmological constant $\Lambda > 0$ for any $\varrho_{EM}$ and $\gamma$ we obtain closed space where $\rho \in (0, \rho_*)$ and $\rho_*$ represents the first positive root of $G$ where in fact the spacetime closes itself. The other characteristics are: the radial radius tends to a finite value $r \to r_*$ at the $\rho_*$ and the circumference radius vanishes $R \to 0$ when $\rho \to \rho_*$. This special case is visualized in the graph [4.1]

![Graph](image_url)

\textit{Figure 4.1: The case when $\Lambda > 0$ which represents closed spacetime. The function $G$ is visualized for any value of $\varrho_{EM}$ and $\gamma$. The coordinate $\rho$ ranges $\rho \in (0, \rho_*)$ where the $\rho_*$ is the first root of $G$ where the spacetime closes.}

For the vanishing cosmological constant $\Lambda = 0$ we obtain three possible spacetimes according to the values of $\varrho_{EM}$ and $\gamma$.  
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When $\rho_{EM} > 2\gamma$ then we get closed space where the range of the coordinate $\rho$ goes again as $\rho \in (0, \rho_*)$ and $\rho_*$ is then the root of $G$ and it is the closing point of the universe. The radii are then $r \rightarrow r_*$ and $R \rightarrow 0$ when $\rho \rightarrow \rho_*$, see the graph 4.2.

![Figure 4.2](image-url)  
*Figure 4.2: The case when $\Lambda = 0$ and $\rho_{EM} > 2\gamma$ represents the closed spacetime. The function $G$ is visualized for $\rho_{EM} > 2\gamma$ and the coordinate $\rho$ ranges $\rho \in (0, \rho_*)$ where the $\rho_*$ is the root of $G$ where the spacetime closes.*

When $\rho_{EM} = 2\gamma$ then we obtain closed space with and infinite peak for $\rho \rightarrow \infty$. Therefore, when $\rho \rightarrow \infty$ the radial radius tends to infinity $r \rightarrow \infty$ and the circumference radius goes to zero $R \rightarrow 0$, see the graph 4.3. This case represents the pure Melvin spacetime [70, 71] which we discussed in [43].

![Figure 4.3](image-url)  
*Figure 4.3: The case when $\Lambda = 0$ and $\rho_{EM} = 2\gamma$ then represents the closed spacetime with an infinite peak. The function $G$ is visualized for $\rho_{EM} = 2\gamma$ and the coordinate $\rho$ ranges $\rho \rightarrow \infty$.*

When $\rho_{EM} < 2\gamma$ then we obtain an open space for $\rho \in (0, \infty)$. When $\rho \rightarrow \infty$, the radial radius tends to infinity $r \rightarrow \infty$; however, the circumference radius goes to a finite value, $R \rightarrow R_\infty$, see the graph 4.4.
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Figure 4.4: The case when $\Lambda = 0$ and $\varrho_{\text{EM}} < 2\gamma$ then represents the open spacetime. The function $G$ is visualized for $\varrho_{\text{EM}} < 2\gamma$ and the coordinate $\rho$ ranges $\rho \to \infty$.

When we consider the negative cosmological constant $\Lambda < 0$ we obtain three possible spacetimes according to the values of $\gamma$. For $\gamma$ smaller than certain critical value $\gamma_{\text{cr}}$ (which depends on $\Lambda$ and $\varrho_{\text{EM}}$), we get closed space where the range of the coordinate $\rho$ goes again as $\rho \in (0, \rho_*)$ and $\rho_*$ is then the root of $G$ and the closing point of the universe. The radii are then $r \to r_*$ and $R \to 0$ when $\rho \to \rho_*$, see the graph 4.5.

Figure 4.5: The case when $\Lambda < 0$ and $\gamma < \gamma_{\text{cr}}$ represents the closed spacetime. The coordinate $\rho$ ranges $\rho \in (0, \rho_*)$ where the $\rho_*$ is the root of $G$ where the spacetime closes.

When $\gamma = \gamma_{\text{cr}}$, we obtain closed space with and infinite peak where the range of the coordinate $\rho$ goes as $\rho \in (0, \rho_*)$ and $\rho_*$ is the root of $G$. The radii are then $r \to \infty$ and $R \to 0$ when $\rho \to \rho_*$, see the graph 4.6.

When $\gamma > \gamma_{\text{cr}}$, we obtain open space for $\rho \in (0, \infty)$. For $\rho \to \infty$, $r \to \infty$, and $R \to R_\infty$, see the graph 4.7.

We have summarized our resulting geometries arising from the generalized Melvin universe in a Table 4.1.
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Figure 4.6: The case when $\Lambda < 0$ and $\gamma = \gamma_{cr}$ represents the asymptotically closed spacetime. The coordinate $\rho$ ranges $\rho \in (0, \rho_*)$ where the $\rho_*$ is the root of $G$. The radial distance tends to infinity and the circumference shrinks to zero.

Figure 4.7: The case when $\Lambda < 0$ and $\gamma > \gamma_{cr}$ represents the open spacetime. The coordinate $\rho$ takes positive real values. For $\rho \to \infty$, $r \to \infty$, and $R \to R_\infty$, see the graph.

Table 4.1: Possible geometries of the transversal spacetime $q$. Here $\Lambda$ is a cosmological constant, $\varrho_{EM}$ is energy density of the electromagnetic field and $\gamma$ is the parameter of ‘Melvinization’ of the spacetime. Critical value $\gamma_{cr}(\Lambda, \varrho_{EM})$ is determined by the condition that the function $G$ has degenerated root at $\rho_*$.  

| $\Lambda$ | $\varrho_{EM}, \gamma$ | transversal spacetime | $\rho$ | $r|_{\rho=\rho_*}$ | $R|_{\rho=\rho_*}$ |
|-----------|------------------------|----------------------|-------|-----------------|-----------------|
| $\Lambda > 0$ | any | closed space | $(0, \rho_*)$ | $r_*$ | $0$ |
| $\Lambda = 0$ | $\gamma < \varrho_{EM}/2$ | closed space | $(0, \rho_*)$ | $r_*$ | $0$ |
| | $\gamma = \varrho_{EM}/2$ | Melvin universe | $\mathbb{R}^+$ | $\infty$ | $0$ |
| | $\gamma > \varrho_{EM}/2$ | open space | $\mathbb{R}^+$ | $\infty$ | $R_\infty$ |
| $\Lambda < 0$ | $\gamma < \gamma_{cr}$ | closed space | $(0, \rho_*)$ | $r_*$ | $0$ |
| | $\gamma = \gamma_{cr}$ | closed with $\infty$ peak | $(0, \rho_*)$ | $\infty$ | $0$ |
| | $\gamma > \gamma_{cr}$ | open space | $\mathbb{R}^+$ | $\infty$ | $\infty$ |
To conclude this section, we have investigated the transversal spacetime of the generalized Melvin universe. We have identified the constants $\alpha$ and $\beta$, interpreted them in terms of the cosmological constant $\Lambda$, $\varrho_{\text{EM}}$ and $\gamma$. After suitable parametrization of the transversal spacetime we have discussed all possible cases of universes which are contained in the generalized Melvin universe. The Melvin universe occurs as a special case. We have visualized these cases in graphs and summarized them in the Table 4.1.

The parameter $\gamma$ changes the character of the influence of the electromagnetic field on the geometry. With larger $\gamma$ the influence is stronger and for $\Lambda \leq 0$ it can even change the global structure of the spacetime, what exactly happens for the critical value $\gamma_{cr}$ (for $\Lambda = 0$, $\gamma_{cr} = \varrho_{\text{EM}}/2$).

### 4.4.2 The backgrounds for our solutions

The background spacetimes are defined as a limit when $h = g = 0$ and $a = 0$, then the metric (4.2.1) reduces to

$$g = q - \Sigma^2 du \land dv + \alpha v^2 \Sigma^2 du^2. \quad (4.4.18)$$

The metric (4.4.18) admits one killing vector

$$\partial_\phi \quad (4.4.19)$$

which correspond to cylindrical symmetry.

Using the adapted null tetrad $k = \partial_v$, $l = \Sigma^{-2}(\partial_u + \frac{1}{2}\alpha v^2 \partial_v)$, $m = \frac{1}{\sqrt{2}}(\Sigma^{-1} \partial_\rho - i \Sigma S^{-1} \partial_\phi)$, the only non–vanishing components of Weyl and Ricci tensors are,

$$\Psi_2 = \frac{1}{2\Sigma^4} (\beta \Sigma - 2 \varrho_{\text{EM}}),$$

$$\Phi_{11} = \frac{1}{2\Sigma^4} \varrho_{\text{EM}}. \quad (4.4.20)$$

This demonstrates that the generalized Melvin universe is a non–vacuum solution of type D, except the points where $\Psi_2 = 0$.

The background metric (4.4.18) contains several sub–solutions. For $\Lambda = 0$ and $\varrho_{\text{EM}} = 2\gamma$ we obtain the Melvin universe which serves as a background in [43] and the the only non–vanishing Weyl and curvature scalars are

$$\Phi_2 = -\frac{\varrho_{\text{EM}}}{2\Sigma^4} (2 - \Sigma) = \frac{1}{2\Sigma^4} (\varrho_{\text{EM}} (-1 + \frac{1}{4} \varrho_{\text{EM}} \rho^2),$$

$$\Psi_{11} = \frac{1}{2\Sigma^4} \varrho_{\text{EM}}, \quad (4.4.21)$$

where we have used the $\Sigma = 1 + \frac{1}{4} \varrho_{\text{EM}} \rho^2$ which specifies the Melvin spacetime. The scalar curvature of the transversal spacetime $q$ (4.4.17) then becomes

$$\mathcal{R} = 0, \quad (4.4.22)$$
Table 4.2: Some of possible background spacetimes in the case $\gamma = 0$ which represents the direct product of two 2-spaces of constant curvature. The parameter $\Lambda_+ = \Lambda + \varrho_{\text{EM}}$ gives the geometry of the wave front and $\Lambda_- = \Lambda - \varrho_{\text{EM}}$ determines the conformal structure of the background.

| $\Lambda_+$ | $\Lambda_-$ | geometry | background | $\Lambda$ | $\varrho_{\text{EM}}$ |
|------------|------------|----------|------------|-----------|-----------------|
| 0 0        | $E^2 \times M_2$ | Minkowski | $= 0$     | $= 0$     |
| $\Lambda$ | $\Lambda$ | $S^2 \times dS_2$ | Nariai     | $> 0$     | $= 0$          |
| $\Lambda$ | $\Lambda$ | $H^2 \times AdS_2$ | anti-Nariai | $< 0$     | $= 0$          |
| $\varrho_{\text{EM}}$ | $- \varrho_{\text{EM}}$ | $S^2 \times AdS_2$ | Bertotti–Robinson | $= 0$ | $> 0$          |
| $2\Lambda$ | 0 | $S^2 \times M_2$ | Plebański–Hacyan | $> 0$ | $= \Lambda$ |
| 0 $2\Lambda$ | $E^2 \times AdS_2$ | Plebański–Hacyan | $< 0$ | $= |\Lambda|$ |

which agrees with [13].

For $\Sigma = 1$ we get the direct product background spacetimes, the metric (4.4.18) reduces to

$$g = q - du \vee dv + \alpha v^2 du^2,$$

(4.4.23)

the only non-vanishing Weyl and curvature scalars then are

$$\Psi_2 = \frac{1}{2} (\beta - 2 \varrho_{\text{EM}}) = -\frac{\Lambda}{3}, \quad \Phi_{11} = \frac{1}{2} \varrho_{\text{EM}}.$$  

(4.4.24)

The scalar curvature of the transversal spacetime $q$ (4.4.17) then becomes

$$\mathcal{R} = 2(\Lambda + \varrho_{\text{EM}}),$$

(4.4.25)

which agrees with [42].

We can visualize the gyraton solutions on the most important direct product background spacetimes which we have summarize them in the table [4.2] [42]. The parameter $\Lambda_+ = \Lambda + \varrho_{\text{EM}}$ defines the geometry of the wave front and $\Lambda_- = \Lambda - \varrho_{\text{EM}}$ determines the conformal structure of the background.

The gyratons can be visualized in three dimensions as propagating curved wave fronts with matter which contains an intrinsic spin and with the direction of motion. The conformal background can not be visualized therefore we have only mentioned them for completeness. The shape of the wave front does not change in time propagation and its boundary stays the same because the solutions are non-expanding. The gyratons can be summarized according to the geometry of the wave front as can be observed from the table [4.2].

The gyratons with flat $E^2$ geometry of the wave front are visualized in graph [4.8]. The gyratons with 2-sphere $S^2$ geometry of the wave front are visualized in graph [4.9]. The gyraton with 2-hyperboloid $H^2$ geometry of the wave front occurs only in the case of the gyraton on anti-Nariai spacetime which propagates in conformally de-Sitter background geometry. The hyperbolic geometry is not easy to visualize therefore we do not present it here.

96
4.4. The interpretation of the solutions

Figure 4.8: The gyratons with flat $\mathbb{R}^2$ geometry of the wave front. The gyraton on Minkowski spacetime propagates also in the Minkowski background geometry and gyraton on Plebanski–Hacyan ($\Lambda < 0$) spacetime propagates in conformally anti–de Sitter $AdS_2$ background. The 1–forms $a$, $s$ and the sources $j$ are defined on the dashed transversal spacetime.

Figure 4.9: The gyratons with 2–sphere $S^2$ geometry of the wave front. The gyraton on Narai spacetime propagates in conformally de–Sitter background geometry, gyraton on Bertotti–Robinson spacetime propagates in conformally anti–de Sitter $AdS_2$ background and the gyraton on Plebanski–Hacyan ($\Lambda > 0$) propagates in the Minkowski flat background. The 1–forms $a$, $s$ and the sources $j$ are defined on the dashed transversal spacetime.
4.5 The scalar polynomial invariants

In this section we will investigate the scalar polynomial invariants which are constructed only from curvature and its covariant derivatives. The scalar invariants are important characteristics of gyraton spacetimes. The gyratons in the Minkowski spacetime \([21]\) have vanishing invariants (VSI) \([25]\), the gyratons in the AdS \([23]\) and direct product spacetimes \([42]\) have all invariants constant (CSI) \([30]\). The invariants are independent of all metric functions \(a_i\) which characterize the gyraton, and have the same values as the corresponding invariants of the background spacetime. We have shown that similar property is valid also for the gyraton on Melvin spacetime \([43]\), but the invariants are functions of the coordinate \(\rho\) and depend on the constant density \(\varrho_{EM}\).

In these cases, the invariants are independent of all metric functions which characterize the gyraton, and have the same values as the corresponding invariants of the background spacetime. We observed that similar property is valid also for the gyraton on Melvin spacetime and it is valid also for its generalization with \(\Lambda\), however, in this case the invariants are generally non-constant, namely, they depend on the coordinate \(\rho\). This property is a consequence of general theorem holding for the relevant subclass of Kundt solution, see Theorem II.7 in \([87]\).

Nevertheless, we will present here the 0th order invariants explicitly, according to \([87]\) the property about invariants is valid also for invariants of higher orders.

In next text we investigate the invariants for the gyratons on generalized Melvin spacetime, they generalize the invariants for the gyratons on Melvin spacetime and the direct product spacetime.

We present the set of invariants \(\text{CMinvars}\) in package \(\text{GRtensor}\) in Maple, the other invariants defined and presented in \([43]\) are too complicated therefore we don’t present them here. The scalar curvatures for the background spacetimes \((4.4.18)\) and the full gyraton metric \((4.2.1)\) are equal and constant,

\[
R_{bg} = R_c = 4\Lambda, \tag{4.5.1}
\]

where the curvatures are identical to those in direct product case \([42]\).

The following relations occur in the invariants and they reduce to simple expressions after we have used \((4.3.18)\), \((4.3.16)\) and \((4.3.15)\),

\[
2\alpha\Sigma^2 - 8\Sigma_{,\rho}\Sigma + 4(\Sigma_{,\rho})^2 + 2\Sigma^2\frac{\Sigma_{,\rho\rho\rho}}{\Sigma_{,\rho}} = -4\varrho_{EM},
\]

\[
-2\alpha\Sigma^2 + 12(\Sigma_{,\rho})^2 - 12\Sigma_{,\rho}\Sigma + 2\Sigma^2\frac{\Sigma_{,\rho\rho\rho}}{\Sigma_{,\rho}} = 6(\beta\Sigma - 2\varrho_{EM}), \tag{4.5.2}
\]
4.5. The scalar polynomial invariants

thanks to them we have simplified the expressions for invariants to

\[ R = R_c; \quad R_2 = W1I = W2I = 0, \]

\[ R_1 = \frac{1}{\Sigma^2} \varphi_{EM}^2; \quad W1R = \frac{3}{2\Sigma^8} (\beta \Sigma - 2 \varphi_{EM})^2, \]

\[ R_3 = \frac{1}{2^{2\Sigma}16} \varphi_{EM}^4; \quad W2R = \frac{3}{2^{2\Sigma}12} (\beta \Sigma - 2 \varphi_{EM})^3. \]

(4.5.3)

The other invariants are

\[ M1I = M2I = M4 = M5I = 0, \]

\[ M1R = \frac{1}{\Sigma^2} (\beta \Sigma - 2 \varphi_{EM}) \varphi_{EM}^2 \]

\[ M2R = M3 = \frac{1}{\Sigma^2} (\beta \Sigma - 2 \varphi_{EM})^2 \varphi_{EM}^2, \]

\[ M5R = \frac{1}{\Sigma^2} (\beta \Sigma - 2 \varphi_{EM})^3 \varphi_{EM}^2. \]

(4.5.4)

We observe that the invariants for the full gyraton metric and the background metric are again identical.

For \( \Lambda = 0 \) and \( \varphi_{EM} = 2 \gamma \) we will get the invariants for the gyratons on Melvin universe \([43]\) when we assume the particular form of \( \Sigma = 1 + \frac{1}{4} \varphi_{EM} \rho^2 \) which identifies the Melvin solution and the following relation reduces to

\[ \beta \Sigma - 2 \varphi_{EM} = \varphi_{EM}(\Sigma - 2) = \frac{1}{4} \varphi_{EM}(\varphi_{EM} \rho^2 - 4). \]

(4.5.5)

For \( \Sigma = 1 (\gamma = 0) \) we get the constant invariants for the gyratons on direct product spacetime, some of them are zero and the non-trivial depend only on the cosmological constant \( \Lambda \) and the density \( \varphi_{EM} \).

The relation (4.5.5) then becomes

\[ \beta \Sigma - 2 \varphi_{EM} = -\frac{2}{3} \Lambda, \]

(4.5.6)

and the invariants are then

\[ R = R_c; \quad R_2 = W1I = W2I = 0, \]

\[ R_1 = \varphi_{EM}^2; \quad W1R = \frac{2}{3} \Lambda^2, \]

\[ R_3 = \frac{1}{2} \varphi_{EM}^4; \quad W2R = -\frac{2}{3} \Lambda^3, \]

(4.5.7)

the other invariants are

\[ M1I = M2I = M4 = M5I = 0, \]

\[ M1R = -\frac{2}{3} \Lambda \varphi_{EM}^2 \]

\[ M2R = M3 = \frac{2}{3} \Lambda^2 \varphi_{EM}^2, \]

\[ M5R = -\frac{2}{3} \Lambda^3 \varphi_{EM}^2. \]

(4.5.8)
4.6. Conclusion

We observe that the invariants for the gyratons on direct spacetimes [42] are truly constant. We can rewrite the invariants in terms of constants \( \Lambda_+ \) and \( \Lambda_- \) which we have used in [42], see Appendix 4.D.

To conclude this section we have shown that the invariants for the background spacetimes and the full gyraton metric are the same which is the common property of known gyraton solutions. In general, the scalar polynomial curvature invariants are functions of the coordinate \( \rho \) and depend on the constants \( \Lambda \) and the electromagnetic density \( \varrho_{\text{EM}} \) (direct product density) and \( \gamma \) (Melvin parameter).

4.6 Conclusion

Our work generalizes the studies of the gyraton on the Melvin universe [43]. Namely we have generalized the transversal background metric for the pure Melvin universe where instead of the coordinate \( \rho \) we have assumed general function \( S \) dependent only on the coordinate \( \rho \). This change enabled us to find new solutions with possible non–zero cosmological constant. This is not allowed for the pure Melvin background spacetime. We were able to derive relation between metric functions \( \Sigma \) and \( S \) from the source free Einstein–Maxwell equations. The derivative of the function \( \Sigma_\rho \) is then polynomial in the function \( \Sigma \) itself and contains four parameters. We have showed that these parameters can be expressed using constants \( \Lambda \), \( \varrho_{\text{EM}} \) and \( \gamma \).

The Einstein–Maxwell equations reduce again to the set of linear equations on the 2–dimensional transverse spacetime which has non–trivial geometry given by the generalized Melvin spacetime (4.2.2). Fortunately, these equations do decouple and they can be solved least in principle for any distribution of the matter sources.

In detail, we have studied the transversal geometries of generalized Melvin spacetime (4.2.2). We have discussed the various possible values of constants \( \Lambda \), \( \varrho_{\text{EM}} \) and \( \gamma \). It occurs that for \( \Lambda > 0 \) the transversal geometry represents only one type of space, the case \( \Lambda = 0 \) includes three different spaces, one of them corresponds to the Melvin spacetime as a special case. The case \( \Lambda < 0 \) also describes three types of spaces. We have visualized them in several graphs in Section 4.4 and summarized them in the Table 4.1. Thanks to this discussion we were able to interpret the parameter \( \gamma \) as the parameter which makes the electromagnetic field of the direct product spacetimes stronger.

We have investigated the polynomial scalar invariants. In this generalized case, the invariants are again not constant and they are functions of the metric function \( \Sigma \) and the full gyratonic metric has the same invariants as the background metric.

It would be interesting to investigate even more general ansatz for the transversal metric.
4.A The notation on transversal space $q$

The inverse metric to (4.2.1) is the following

$$g^{-1} = (\frac{H}{\Sigma^2} + a^2) \partial_v \partial_v - \frac{1}{\Sigma^2} \partial_u \vee \partial_v + q^{-1} + \partial_v \vee \bar{a},$$  \hspace{1cm} (4.A.1)

where the inverse transversal space $q^{-1}$ reads,

$$q^{-1} = \frac{1}{\Sigma^2} \partial_\rho \partial_\rho + \Sigma^2 \partial_\phi \partial_\phi$$  \hspace{1cm} (4.A.2)

and

$$\bar{a} = q^{-1} \cdot a.$$  \hspace{1cm} (4.A.3)

With the transverse metric (4.2.2) we may associate the Levi-Civita tensor $\mathbf{\varepsilon} = S d\rho \wedge d\phi$. We will denote raising the indices as "$\dagger$" and lowering as "$\flat$" using $q$, which differs from lowering indices using $g$ thanks to non–vanishing term $g_{uv}$, and we use a shorthand for a square of the norm of a 1-form $a$ as

$$a^2 \equiv a \cdot q^{-1} \cdot a = a^2 \frac{1}{\Sigma^2} + a^2 \Sigma^2 \frac{1}{\Sigma^2}.$$  \hspace{1cm} (4.A.4)

In two dimensions, the Hodge duals of 0,1 and 2-forms $\varphi$, $a$, and $f$ read

$$(* \varphi) = \varphi \mathbf{\varepsilon}, \quad (*a = \bar{a} \cdot \mathbf{\varepsilon}, \quad (*f = \frac{1}{2} f \cdot \mathbf{\varepsilon} = \frac{1}{S} f_{\rho\phi}. \hspace{1cm} (4.A.5)$$

For convenience, we also introduce an explicit notation for 2-dimensional divergence and rotation of a transverse 1-form $a$,

$$\text{div } a \equiv \nabla \cdot a = \frac{1}{\Sigma^2} a_{\rho,\rho} + \frac{\Sigma^2}{\Sigma^2} a_{\phi,\phi} + \frac{S_{\rho}}{S\Sigma^2} a_{\rho} - \frac{\Sigma^2}{\Sigma^2 \sqrt{\Sigma^2}} a_{\rho} ,$$

$$\text{rot } a \equiv da \cdot \dagger \mathbf{\varepsilon} = \frac{1}{S} (a_{\phi,\rho} - a_{\rho,\phi}).$$  \hspace{1cm} (4.A.6)

For 2-form $f$, we get

$$\text{div } f \equiv \nabla \cdot f = \frac{1}{\Sigma^2} (f_{\phi,\rho} - \frac{S_{\rho}}{S} f_{\phi}) d\phi + \frac{\Sigma^2}{\Sigma^2} f_{\rho,\phi,\rho} d\rho.$$  \hspace{1cm} (4.A.7)

and $\text{rot } f = 0$. We can generalize action of divergence and rotation also on a scalar function $f$ as $\text{div } f = 0$ and $\text{rot } f = -* df$. Note that the divergence and rotation are related as $\text{div } a = \text{rot } * a$ and the relation to the transverse exterior derivative is $da = * \text{rot } a$. Obviously, $\text{div } \text{div } a = \text{div } \text{rot } a = 0$, and $\text{rot } \text{df} = 0$.

The Laplace operator of the function $\psi$ reads,

$$\Delta \psi = \frac{1}{\Sigma^2} \psi_{,\rho,\rho} + \frac{\Sigma^2}{\Sigma^2} \psi_{,\phi,\phi} + \frac{S_{\rho}}{S\Sigma^2} \psi_{,\rho} - \frac{\Sigma^2}{\Sigma^2 \sqrt{\Sigma^2}} \psi_{,\rho} .$$  \hspace{1cm} (4.A.8)
and for a transverse 1–form $\eta$ it is defined as $\Delta \eta \equiv d \text{div} \eta - \text{rot rot} \eta$.

Another useful expressions are

1. $\text{div}(\Sigma^2 a) = \Sigma^2 \text{div} a + \frac{\Sigma^2}{\Sigma^2} a_\rho,$ \hspace{1cm} (4.A.9)
2. $\text{rot}(\Sigma^2 a) = \Sigma^2 \text{rot} a + \frac{\Sigma^2}{\Sigma^2} a_\phi,$ \hspace{1cm} (4.A.10)
3. $\text{div}(\Sigma^4 f) = \Sigma^4 \text{div} f + 2(\Sigma^2)_\rho f_\rho,$ \hspace{1cm} (4.A.11)

which are used in simplifying the Einstein equations.

### 4.B The Einstein equations

Here we present the Einstein tensor of the metric (4.2.1) and the electromagnetic stress-energy tensor corresponding to the field (4.2.6).

The non–vanishing components of the stress–energy tensor $T^{EM}$ are

1. $\kappa T^{EM}_{uu} = \frac{\varrho_{EM}}{\Sigma^2},$
2. $\kappa T^{EM}_{uu} = 2 \varrho_{EM} \left( \frac{H}{\Sigma^2} + (s - a)^2 \right),$
3. $\kappa T^{EM}_{ux} = \varrho_{EM} (a - 2s),$ \hspace{1cm} (4.B.1)
4. $\kappa T^{EM}_\rho\rho = \varrho_{EM} \frac{S^2}{\Sigma^2} g_{\rho\rho},$
5. $\kappa T^{EM}_{\phi\phi} = \varrho_{EM} \frac{S^2}{\Sigma^6} g_{\phi\phi},$

where the density $\varrho_{EM}$ was defined in (4.2.8).

The non–vanishing components of the stress–energy tensor (4.2.6) of the gyratonic matter are

1. $\kappa T^{gyr}_{uu} = j_u = v \text{div}(\Sigma^2 j) + \iota,$ \hspace{1cm} (4.B.2)
2. $\kappa T^{gyr}_{ux} = j.$
4.C. The gyraton solutions on generalized Melvin background as type II solutions of the Kundt class

The Einstein tensor for the metric (4.2.1) reads

$$G_{uv} = \frac{1}{\Sigma^2 S} \left[ -S(\Sigma,\rho)^2 + 2(\Sigma,\rho)(S,\rho)\Sigma - \Sigma^2(\partial^2_{\rho} S) \right] ,$$

$$G_{uu} = \frac{1}{2} \Sigma^4 b^2 + \Sigma^2 (\Delta H - (\Sigma^{-2}),\rho) H, + \Sigma^2 (\partial^2_{\rho} H) a^2 + 2 \Sigma^2 a^2 \partial_t H_i + (\partial_t H + \partial_\rho) \div(S^2 a) + 2 H G_{uv} ,$$

$$G_{u\rho} = \frac{1}{2} \Sigma^4 b,\phi - a_\rho (G_{uv} - \partial^2_{\rho} H) + \partial_t H,\rho ,$$

$$G_{u\phi} = \frac{1}{2} S(b,\rho + \frac{4\Sigma^3 b}{\Sigma}) - a_\rho (G_{uv} - \partial^2_{\rho} H) + \partial_t H,\phi ,$$

$$G_{\rho\rho} = \frac{1}{S} \left[ SG_{uv} + \partial^2_{\rho} S + S(\partial^2_{\rho} H) \right] ,$$

$$G_{\phi\phi} = \frac{1}{\Sigma} \left[ \Sigma^2 (SG_{uv} + \partial^2_{\rho} S) + \Sigma^2 S(\partial^2_{\rho} H) + 2 \Sigma[S(\partial^2_{\rho} \Sigma) - \Sigma_{\rho} S,\rho] \right] .$$

The scalar curvature $R$ for the transversal spacetime $q$ is given by

$$R = -\frac{2}{\Sigma^2} \left[ 3S(\Sigma,\rho)^2 - 3\Sigma \Sigma_{\rho} S,\rho - \Sigma S(\partial^2_{\rho} \Sigma) + \Sigma^2 (\partial^2_{\rho} S) \right] ,$$

and the scalar curvature for the background metric (4.4.18) is then

$$R_{bg} = -\frac{2}{\Sigma^2} \left[ S(\partial^2_{\rho} H) + S(\partial_{\rho}^2 \Sigma) - \Sigma_{\rho} S,\rho + \Sigma(\partial^2_{\rho} S) \right] .$$

and the scalar curvature for the whole gyratonic metric (4.2.1),

$$R_c = -\frac{2}{\Sigma^2} \left[ S(\partial^2_{\rho} H) + S(\partial^2_{\rho} \Sigma) - \Sigma_{\rho} S,\rho + \Sigma(\partial^2_{\rho} S) \right] .$$

Here we have used only the metric (4.2.1), without any usage of the field equations.

4.C. The gyraton solutions on generalized Melvin background as type II solutions of the Kundt class

In this section we will review geometrical properties of the gyraton solutions on generalized Melvin spacetime.

The covariant derivative of $k$ is non–recurrent and given by

$$k_{\alpha;\beta} = -\Sigma^{-2}(\partial_{\nu} H)k_{\alpha} k_{\beta} + \Sigma^{-2} k_{[\alpha} \nabla_{\beta]} \Sigma^2 ,$$
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which is identical result as for the gyraton on the Melvin universe.

In the following we calculate the curvature tensor associated to (4.2.1) while using the adapted null tetrad

\[ k = \partial_v, \]
\[ l = \frac{1}{\Sigma^2}(\partial_u - H\partial_v), \]
\[ m = \frac{1}{\sqrt{2 \Sigma}} \left\{ a_m \partial_v + \partial_\rho - i \frac{\Sigma^2}{S} \partial_\phi \right\}. \]  

(4.C.2)

Here we have introduced the projection of a transverse 1–form \( a \) on vector \( m \) as

\[ a_m = m^i a_i = a_\rho - i \frac{\Sigma^2}{S} a_\phi = (a + i*a)_\rho, \]

(4.C.3)

and we used also analogous notation for components of the transverse gradient of a real function \( f \)

\[ f_{,m} = m^i f_{,i} = f_{,\rho} - i \frac{\Sigma^2}{S} f_{,\phi}, \quad f_{,m} = \overline{f_{,m}}. \]

(4.C.4)

The non–vanishing spin coefficients are

\[ \mu_{NP} = \frac{i}{2} b, \quad \gamma_{NP} = \frac{1}{4 \Sigma^2} \left( 2H_{,v} + i \Sigma^2 b \right), \]
\[ \nu_{NP} = \frac{1}{\sqrt{2 \Sigma^3}} \left\{ (H_{,v} + \partial_u) a_{,m} + H_{,m} \right\}, \]
\[ \tau_{NP} = -\frac{1}{\sqrt{2 \Sigma^2}} \Sigma_{,\rho}, \quad \pi_{NP} = + \frac{1}{\sqrt{2 \Sigma^2}} \Sigma_{,\rho}, \]
\[ \alpha_{NP} = \frac{1}{2 \sqrt{2 \Sigma^2} S} (2 S \Sigma_{,\rho} - S_{,\rho} \Sigma), \quad \beta_{NP} = \frac{1}{2 \sqrt{2 \Sigma^2} S} S_{,\rho}. \]

(4.C.5)

We found that the only non–vanishing components are the same as for the background universe (4.4.18), plus four other terms. The nonvanishing Ricci scalars are,

\[ \Phi_{12} = \frac{1}{4 \sqrt{2} \Sigma^3} \left[ \Sigma^2 i b_{,m} + 2i b(\Sigma^2)_{,\rho} + 2g_{,m} - 2\alpha a_m \right], \]
\[ \Phi_{22} = \frac{1}{2 \Sigma^2} \left( \triangle H - (\Sigma^{-2})_{,\rho} H_{,\rho} + \frac{1}{2} \Sigma^2 b^2 + 2a^i g_{,i} \right) - \alpha a^2 + \frac{1}{\Sigma^2} (g + \partial_u) \text{div}(\Sigma^2 a) \]  

(4.C.6)

and the nonvanishing Weyl scalars read,

\[ \Psi_3 = \frac{1}{4 \sqrt{2} \Sigma^3} \left[ \Sigma^2 i b_{,m} + i b(\Sigma^2)_{,\rho} + 2g_{,m} - 2\alpha a_m \right], \]

(4.C.7)
and
\[
\Psi_4 = \frac{1}{2} \Sigma^5 \left[ 2 \Sigma a_m g_{,m} - \alpha \Sigma^2 a^2 \right] + \Sigma (H_{,\rho \rho} - \frac{\Sigma^4}{S^2} H_{,\phi \phi} + 2i \frac{\Sigma^2}{S} H_{,\phi \phi}) \\
+ \Sigma (\partial_v H + \partial_u) \left( a_{,\rho \rho} - \frac{\Sigma^4}{S^2} a_{,\phi \phi} + i \frac{\Sigma^2}{S} (a_{,\rho \phi} + a_{,\phi \rho}) \right) \\
+ \left( 2 \Sigma a_{,\rho} - \Sigma \frac{S a_{,\rho}}{S} \right) \times \\
\times \left( H_{,\rho} + \partial_u a_{,\rho} + (\partial_v H) a_{,\rho} + 2i \frac{\Sigma^2}{S} (H_{,\phi} + \partial_u a_{,\phi} + (\partial_v H) a_{,\phi}) \right) \right].
\]

\[
(4.C.8)
\]

In particular, there exists a relation between \(\Psi_3\) and \(\Phi_{12}\) as
\[
\Phi_{12} + \Psi_3 = \frac{1}{4\sqrt{2} \Sigma^5} \left[ -i (\Sigma^2)_{,\rho} b + 4g_{,m} - 4\alpha a_{,m} \right].
\]

\[
(4.C.9)
\]

This solution is of Petrov type II and then describes the gravitational wave \(\Psi_4\) with component \(\Psi_3\) with an aligned pure radiation \(\Phi_{22}\) and component \(\Phi_{12}\) which propagates on the generalized Melvin spacetime of Petrov type D.

### 4.D The invariants for gyraton on direct product spacetimes

Here, we present the rewritten form of invariants (4.5.7) and (4.5.8) where we used the constants \(\Lambda_+ = \Lambda + \varrho_{\text{EM}}\) and \(\Lambda_- = \Lambda - \varrho_{\text{EM}}\) to match our previous work [42].

The invariants have the form
\[
R = 2(\Lambda_+ + \Lambda_-), \quad R_2 = W1I = W2I = 0,
\]
\[
R_1 = \frac{1}{2^2} (\Lambda_- - \Lambda_+)^2, \quad W1R = \frac{1}{6} (\Lambda_- + \Lambda_+)^2,
\]
\[
R_3 = \frac{1}{2^6} (\Lambda_- - \Lambda_+)^4, \quad W2R = -\frac{1}{6^2} (\Lambda_- + \Lambda_+)^3,
\]

\[
(4.D.1)
\]

the other invariants are
\[
M1I = M2I = M4 = M5I = 0,
\]
\[
M1R = -\frac{1}{12} (\Lambda_- - \Lambda_+)^2 (\Lambda_- + \Lambda_+),
\]
\[
M2R = M3 = \frac{1}{6^2} (\Lambda_- - \Lambda_+)^2 (\Lambda_- + \Lambda_+)^2,
\]
\[
M5R = -\frac{1}{108} (\Lambda_- - \Lambda_+)^2 (\Lambda_- + \Lambda_+)^3.
\]

\[
(4.D.2)
\]
We obtain again the invariants (4.5.7) and (4.5.8) when we use the relations

\[ \Lambda_+ + \Lambda_- = 2\Lambda, \quad \Lambda_- - \Lambda_+ = -2\varphi_{\text{EM}}, \]  

(4.D.3)
as a substitution.
Chapter 5

The gyraton solutions of algebraic type III in the Kundt class of spacetimes

In this chapter we mainly review the general theory of the Kundt solutions of type III and N with possible non–vanishing cosmological constant according to [45]. We present results of the paper [45] in real notation which we want to use in our work (the real notation is useful either due to possible generalization in higher dimensions). We want to look for new gyratonic solutions of type III in the Kundt class which is the work in progress. We present here only the source equations in Section 5.3 for illustration.

Originally, the main aim of the investigation was to find the gyratons on de Sitter spacetime.

5.1 The Kundt solutions of type III

The general line element of Kundt class of spacetimes [1, 2] which admits a geodesics, shear–free, twist–free and non–expanding null congruence can be expressed in the form in real coordinates $(r,u,x,y)$,

$$ds^2 = \frac{1}{P^2}(dx^2 + dy^2) - 2du(dr + Hdu - axdx - aydy), \quad (5.1.1)$$

where $P(u,x,y)$, $H(r,u,x,y)$ and $a_i(r,u,x,y)$ are real functions, which are to be determined by the field equations. The coordinate $u$ labels the null surfaces, $r$ is an affine parameter along the repeated principal null congruence $k = \partial_r$ and $x$ and $y$ are coordinates which span the transverse spatial 2–space. For any line element of the form (5.1.1), the wave surfaces given by constant $u$ (at any $r$) are spacelike with the metric $ds^2 = \frac{1}{P}(dx^2 + dy^2)$. The Gaussian curvature $K(u,x,y)$ of such wave surfaces is given by $K = \Delta \log P$. It is independent of $r$ which demonstrates explicitly the non–expanding character of the Kundt spacetimes.
A complete class of type III, type N, and conformally flat Kundt spacetimes with possibly non-vanishing cosmological constant $\Lambda$ and pure radiation is characterized by the vanishing Weyl scalars $\Psi_1 = \Psi_2 = 0$ which are calculated in the natural null tetrad $k = \partial_r, l = \partial_u - H \partial_r, m = \frac{P}{\sqrt{2}}(\partial_x + i \partial_y) + \frac{P}{\sqrt{2}}(a_x + ia_y)\partial_r$ adapted to the repeated null congruence.

Namely, the components of field equations $r_i$ imply that the functions $a_i$ should be at most linear in $r$, i.e. the $a_i$ have the structure \([45, 2]\),

\[
a_i = -\frac{2\tau_i}{r} + a_i^0,
\]

where $a_i^0$ and $\tau_i$ are independent of $r$. It turns out that $\tau_i$ is one of the spin coefficients. The field equations imply that the function $P$ should satisfy the equation

\[
R_\perp = \frac{1}{2} \Delta \log P = \frac{\Lambda}{6},
\]

which says that the Gaussian curvature of the wave surfaces is constant $K = 2R_\perp = \frac{4}{3}$; the $R_\perp$ is the curvature of the transverse space. Therefore we can use coordinate freedom to put $P$ into the canonical form,

\[
P = 1 + \Lambda \frac{1}{12}(x^2 + y^2).
\]

When $\Lambda = 0$ the wave surfaces are planes, for $\Lambda > 0$ they are 2–spheres while for $\Lambda < 0$ the surfaces have constant negative curvature, i.e. hyperboloidal Lobachevsky planes. The field equations also determine the structure of function $H$,

\[
H = - \left(\frac{1}{2}(\tau_x^2 + \tau_y^2) + \frac{\Lambda}{6}\right)r^2 + 2gr + h,
\]

where the functions $g$ and $h$ are independent of $r$.

With the choice \([5.1.4]\) the field equations lead to the following general form of the spin coefficient $\tau$

\[
\tau_i = P(\log \frac{P}{Q})_i.
\]

where the function $Q$ has a form,

\[
Q = a(1 - \frac{\Lambda}{12}(x^2 + y^2)) + bx + by.
\]

Here $a(u)$ and $b_i(u)$ are arbitrary real functions of $u$. The components of $\tau_i$ have the explicit form

\[
\tau_x = -\frac{bx + \frac{\Lambda}{3}ax + \frac{\Lambda}{12}(b_x(x^2 - y^2) + 2xyb_y)}{a + bx + by - a\frac{\Lambda}{12}(x^2 + y^2)},
\]

\[
\tau_y = -\frac{by + \frac{\Lambda}{3}ay + \frac{\Lambda}{12}(b_y(y^2 - x^2) + 2xyb_y)}{a + bx + by - a\frac{\Lambda}{12}(x^2 + y^2)}.
\]
5.1. The Kundt solutions of type III

The spin coefficient $\tau$ can be interpreted as a measure of the rotation of the principal null congruence about a spacelike direction, [45].

There also exists another solution of the equation for $P$,

$$P = \sqrt{-\frac{A}{\Lambda}} x,$$  

(5.1.9)

which is valid only for a negative cosmological constant. The above form of $P$ is connected with the $P$ (5.1.4) by a simple transformation. Solutions with this expression for $P$ (5.1.9) lead to Siklos solutions, [28]. It means that the solutions have conformal factor which multiplies the standard $pp$–wave solution. The Siklos gyratons were found in [23].

It is convenient to introduce the expression

$$k = \frac{\Lambda}{6} a^2 + \frac{1}{2} (b_x^2 + b_y^2),$$  

(5.1.10)

which has been identified as a quantity whose sign is invariant [88]. Therefore it was used in classification of Kundt’s family of solutions. For each subfamily which is defined by the sign of $k$, the function $\tau$ can be expressed in a canonical form, [2, 45]. The two choices of $\tau$ are the following:

For $b = 0$ we obtain $\tau$ as a case 1,

$$\tau_x = \frac{A}{1 - \frac{\Lambda}{12} (x^2 + y^2)} x, \quad \tau_y = \frac{A}{1 - \frac{\Lambda}{12} (x^2 + y^2)} y.$$  

(5.1.11)

Similarly, if $a = 0$ then we get case 2,

$$\tau_x = -\frac{1}{2} \frac{(b_x^2 + b_y^2)}{x}, \quad \tau_y = \frac{\Lambda}{6} y.$$  

(5.1.12)

These expressions reduce to the two standard cases which are well known when $\Lambda = 0$.

When $\Lambda = 0$ then $k = \frac{1}{2} (b_x^2 + b_y^2)$. There are two geometrically distinct types of solutions, namely cases $k = 0$ and $k > 0$ which correspond to vanishing and non–vanishing $\tau$. Using the remaining coordinate freedom, these subclasses can be put into the canonical forms with $a = 1$, $b = 0$ and $a = 0$, $b = 1$, respectively. This identifies two types of solutions:

- $k = 0$: generalized $pp$–waves $\tau = 0$

- $k > 0$: generalized Kundt waves $\tau_x = -\frac{1}{x}$, $\tau_y = 0$.

The subclass $k = 0$ gives exactly the $pp$–waves (type N solutions) while the case $k > 0$ represents the Kundt waves for which the principal null vector $k$ is not covariantly constant.

When $\Lambda > 0$, it is only possible for $k$ to be positive and there exists just one canonical case. In other words, it is possible to use a coordinate transformation
to put either \( a = 1, b = 0 \) or \( a = 0, b = 1 \). Therefore the function \( \tau \) can always be transformed to either of the following two canonical forms which are completely equivalent:

- \( k > 0 \): generalized pp–waves or Kundt waves case 1 or case 2.

These forms of \( \tau \) reduce to the above two cases when \( \Lambda = 0 \). This family of solutions may be considered as a generalization of either the pp–waves or the Kundt waves in the sense that they reduce to either of these forms for the type N solutions in the appropriate limit which depends also on the used coordinate system.

When \( \Lambda < 0 \), there exists three distinct possibilities which are identified by the sign \( k \). If \( k < 0 \), it is always possible to put \( a = 1, b = 0 \) to obtain generalized pp–waves. Alternatively, if \( k > 0 \), it is possible to put \( a = 0, b = 1 \) and hence to obtain generalized Kundt waves. Another interesting case arises here when \( k = 0 \). Due to the expression for \( k \) (5.1.10), this occurs when \( b = \sqrt{-\frac{\Lambda}{6}}a e^{i\theta} \) for an arbitrary function \( \theta(u) \). Such solutions generalize the type N spacetimes that have been described in detail by Siklos [28] using a different coordinate system. It can be concluded that for \( \Lambda < 0 \) there exist three canonical subfamilies of vacuum Kundt’s solutions:

- \( k < 0 \): generalized pp–waves case 1,
- \( k > 0 \): generalized Kundt waves case 2,
- \( k = 0 \): generalized Siklos waves case 3,

where by case 3 we mean the \( \tau \) in the form (we present here the complex form of \( \tau \) which is more useful in calculations),

\[
\tau = -\sqrt{-\frac{\Lambda}{6}} e^{i\theta} \left( \frac{1 + \sqrt{-\frac{\Lambda}{6}} e^{-i\theta} \zeta}{1 + \sqrt{-\frac{\Lambda}{6}} e^{i\theta} \bar{\zeta}} \right),
\]

(5.1.13)

where it is clearly possible to remove the phase \( e^{i\theta} \), so the canonical form of \( \tau \) is

\[
\tau = -\sqrt{-\frac{\Lambda}{6}} \left( \frac{1 + \sqrt{-\frac{\Lambda}{6}} \zeta}{1 + \sqrt{-\frac{\Lambda}{6}} \bar{\zeta}} \right),
\]

(5.1.14)

Let us mention that since \( a(u) \) and \( b(u) \) in (5.1.8) are arbitrary functions, it is possible to construct composite spacetimes in which these functions are non–zero for different ranges of \( u \). When we study the cases for the other function \( P \) (5.1.9) we again obtain just those equivalent three distinct canonical types mentioned above for \( P \) (5.1.4), see [45]. The case investigated by Siklos is then equivalent to the case 3 and the other solutions on anti–de Sitter spacetime cannot be related to each other.
5.2. The gyratons on conformally flat spacetimes

5.1.1 The transformation from real to complex coordinates

It is more convenient for us to work in real coordinates, but in general the complex coordinates are mainly used in literature about Kundt class.

The transformation between the complex coordinates $\zeta, \bar{\zeta}$ and real coordinates $x, y$ is the following

$$
\zeta = \frac{1}{\sqrt{2}}(x + iy), \quad \bar{\zeta} = \frac{1}{\sqrt{2}}(x - iy). \tag{5.1.15}
$$

The functions $W$ and $a_i$ are connected as

$$
W = -a_\zeta = -\frac{1}{\sqrt{2}}(a_x - ia_y), \quad \bar{W} = -a_{\bar{\zeta}} = -\frac{1}{\sqrt{2}}(a_x + ia_y), \tag{5.1.16}
$$

and the functions $H, k$ and $\tau$ are then redefined as

$$
H = -(\tau\bar{\tau} + \frac{\Lambda}{6})r^2 + 2gr + h, \quad k = \frac{\Lambda}{6}a^2 + b\bar{b}, \quad \tau = P(\log \frac{P}{Q})\bar{\zeta} \tag{5.1.17}
$$

and the relation between real and complex expressions is,

$$
\tau = \frac{1}{\sqrt{2}}(\tau_x + i\tau_y), \quad \bar{\tau} = \frac{1}{\sqrt{2}}(\tau_x - i\tau_y),
\quad b = \frac{1}{\sqrt{2}}(b_x + ib_y), \quad \bar{b} = \frac{1}{\sqrt{2}}(b_x - ib_y). \tag{5.1.18}
$$

The functions $P$ and $Q$ in complex coordinates read

$$
P = 1 + \frac{\Lambda}{6}\zeta\bar{\zeta}, \quad Q = (1 - \frac{\Lambda}{6}\zeta\bar{\zeta})a(u) + b\bar{b} + \bar{b}\zeta. \tag{5.1.19}
$$

5.2 The gyratons on conformally flat spacetimes

The solutions introduced in the first section are radiative spacetimes in which the rays are non–expanding, but their wave surfaces have constant curvature proportional to the cosmological constant. The non–zero $\tau$ indicates that subsequent wave surfaces are locally rotated relative to each other. As in [45], we will consider first backgrounds for which the functions $H$ and $a_0^i$ are taken to be zero.

In this limit the spacetime is conformally flat and is Minkowski, de Sitter and anti–de Sitter according to the cosmological constant, i.e. $\Lambda = 0, \Lambda > 0$ and $\Lambda < 0$. The background metric is then given by (5.1.11) with

$$
H = -\left(\frac{1}{2}(\tau_x^2 + \tau_y^2) + \frac{\Lambda}{6}\right)r^2, \quad a_i = -\frac{2\tau_i}{P}r. \tag{5.2.1}
$$
for different values of \( \Lambda \) and differing expressions for \( P \) and \( \tau \). In these background spacetimes it is possible to explicitly investigate the geometry of the wave surfaces and the way in which they foliate the spacetime as it was done in [45].

In the following we will derive the solutions on these background spacetimes. Before we will do so let us mention that the function \( g \) is not arbitrary for our solutions, it was shown also in [45] that the function \( g \) has a structure

\[
g = \frac{P}{2}(\tau_x a_x^0 + \tau_y a_y^0) - \frac{\Lambda}{6} \sqrt{2} f_x,
\]

where \( f = \frac{1}{\sqrt{2}}(f_x + i f_y) \) and \( f_i = f_i(u, x, y) \) is an arbitrary function satisfying the Laplace equation.

### 5.2.1 The solutions on the Minkowski background

We first consider the case in which \( \Lambda = 0 \). The case 1 \((\tau = 0)\), represents the solution on Minkowski spacetime presented in [20, 21]. The metric has compact form \((P = 1, H = 2gr + h)\)

\[
ds^2 = dx^2 + dy^2 - 2du(dr + (2gr + h)du - a_i^0(dx^i)).
\]

(5.2.3)

This solution is generalization of the \( pp \)-waves which have plane wave surfaces and parallel rays. The solution is well known and therefore we will pay attention to the other case 2, for which \( \tau \) has a form \( \tau_x = -\frac{1}{x}, \tau_y = 0 \) and \( k > 0 \). The solution has a form

\[
ds^2 = dx^2 + dy^2 - 2du(dr + (-\frac{r^2}{2x^2} + 2gr + h)du - \frac{2}{x} rd x^i - a_i^0(dx^i)).
\]

(5.2.4)

Hence \( \tau \) is non–zero, the wave surfaces \( u \) rotate locally in the background Minkowski spacetime which was explicitly demonstrated in [45]. The solution itself is time–symmetric therefore the envelope of wave surfaces is a cylinder whose radius decreases to zero at the speed of light and then increases. The complete family of wave surfaces has to be taken as the family of half–planes for which \( x \geq 0 \). The singularity at \( x = 0 \) on the expanding cylinder can be interpreted as the caustic formed by the envelope of the family of wave surfaces, rotated one with respect to the other along the cylinder. No wave surfaces pass through points that are inside the expanding cylinder. The coordinates used in (5.2.4) do not cover this part of spacetime, however this is not necessary because in the general Kundt curved spacetime the expanding cylinder is curvature envelope singularity through which the spacetime cannot be physically extended, [2].
5.2.2 The solutions on de Sitter and anti–de Sitter backgrounds for the case 2

Now we will consider the case 2 solutions in which $\Lambda \neq 0$ and $\tau$ has the canonical form (5.1.14). In this case, the metric (5.1.1) takes the form

$$ds^2 = -2du \left( dr + \left( -\frac{1}{2} \frac{P^2}{x^2} r^2 + 2gr + h \right) du - \left( 2\left( 1 - \frac{\Lambda}{12} (x^2 - y^2) \right) \right) \frac{r}{P_x} + a^0_x \right) dx$$

$$- \left( -\frac{\Lambda}{P} r + a^0_y \right) dy + \frac{1}{P^2} (dx^2 + dy^2),$$

then it is convenient to put $r = Q^2 v$ with $Q = \sqrt{2} x$, that the solutions on the backgrounds (de Sitter and anti–de Sitter) can be expressed as

$$ds^2 = -\frac{4x^2}{P^2} \left( du \left( dv + \left( -v^2 + 2gv + \frac{P^2}{2x^2} h \right) du^2 \right) + 2a^0_v du dx + \frac{1}{P^2} (dx^2 + dy^2) \right),$$

where the function $g$ has the form (5.2.2). Again while the $\tau$ is non–zero the wave surfaces will rotate.

The expanding cylinder described above in Minkowski spacetime become an expanding torus in the closed de Sitter spacetime. The wave surfaces are a family of spheres with constant area $4\pi a^2$. They are tangent to the expanding torus so that the singularity can again be interpreted as a caustic formed from the envelope of wave surfaces. Since two spheres pass through each point within the region covered by these coordinates it is appropriate to restrict the family of wave surfaces to the hemispheres on which $x \geq 0$ whose boundary is located on the expanding torus.

For the anti–de Sitter spacetime the wave surfaces are hyperboloidal. They are tangent to the singularity which is an expanding hyperboloid that can be interpreted as an envelope of wave surfaces. Since it is only possible for one wave surface to pass through any point, it is appropriate to take the wave surfaces as the family of semi–infinite hyperboloids on which $x \geq 0$, which is obvious generalization of the half–planes of the Minkowski case. Finally, as for the case 2 in the Minkowski background the above wave surfaces in de Sitter and anti–de Sitter backgrounds are outside the expanding torus or hyperboloid, respectively. For more details see [45].

5.2.3 The solutions on de Sitter and anti–de Sitter backgrounds for the case 1

In this section we will consider the case 1 solutions in which $\Lambda \neq 0$ and $\tau$ has canonical form (5.1.8). In this case, after we have used $r = \left( \frac{Q^2}{P^2} \right) v$ and $Q = \sqrt{2} x$.
1 − \frac{\Lambda}{16}(x^2 + y^2), the metric has the form
\begin{equation}
ds^2 = -2\frac{Q^2}{P^2} \left( du dv + \left( -\frac{\Lambda}{6} v^2 + 2gv + \frac{P^2}{Q^2} h \right) du^2 \right) + 2a_i^0 dudx^i + \frac{1}{P^2} (dx^2 + dy^2),
\end{equation}
(5.2.7)
again with the function \( g \) in the form (5.2.2).

The wave surfaces for \( \Lambda > 0 \) are identical to those for the case 2 with \( \Lambda > 0 \). This is consistent because the cases 1 and 2 are equivalent for a positive cosmological constant. For \( \Lambda < 0 \) the background universe is open and the analogues of the plane wave surfaces are hyperboloids which foliate the entire universe. For detailed analysis see [45].

### 5.2.4 The solutions on anti–de Sitter background for the case 3

Finally, let us consider the case 3 solutions in which \( \Lambda \) is necessarily negative, \( k = 0 \) and \( \tau \) has the canonical form (5.1.14) which we have left in complex form because it is more convenient in this case. The metric then has a form in real coordinates, (the coefficient in front of \( r^2 \) vanishes in function \( H \)),
\begin{equation}
ds^2 = -2\frac{Q^2}{P^2} \left( du dv + \left( 2gv + \frac{P^2}{Q^2} h \right) du^2 \right) + 2a_i^0 dudx^i + \frac{1}{P^2} (dx^2 + dy^2),
\end{equation}
(5.2.8)
where we used \( r = (\frac{Q}{P})v \) and \( Q = (1 + \sqrt{\frac{\Lambda}{8} \zeta})(1 + \sqrt{\frac{-\Lambda}{8} \bar{\zeta}}) \), and again with the function \( g \) in the form (5.2.2). The waves surfaces are hyperboloidal and foliate the entire background spacetime. The type N cases of these solutions have been described in detail by Siklos [28] and Podolsky [29] in different coordinate systems. The gyraton on AdS presented in [23] are representatives of the case 3 solutions but in different coordinate system.

### 5.3 The derivation of the Einstein equations for the gyratons of type III

In this section we will derive the Einstein equations. First, we will present the Einstein tensor for the general metric (5.1.1) with the metric function \( P \) (5.1.4) and \( H \) (5.1.9) with general expressions for \( \tau \) (5.1.6).

Then we will derive the Einstein equations with cosmological constant and the gyraton:
\begin{equation}
G_{\mu\nu} + \Lambda g_{\mu\nu} = \kappa T_{\text{gyr}}^{\mu\nu}.
\end{equation}
(5.3.1)
Here, \( \Lambda \) and \( \kappa = 8\pi G \) are the cosmological and gravitational constants, respectively.
The gyraton is specified by its stress-energy tensor defined as

\[ \mathcal{\sigma} T^{\text{st}} = j_u du^2 + 2j_x du dx + 2j_y du dy \]  

(5.3.2)

and it must satisfy the conservation law

\[ T^{\text{st} \mu \nu} \varepsilon^\nu = 0 \]  

(5.3.3)

The fields are characterized by functions \( P, H, a_i^0 \) which must be determined by the field equations, provided the gyraton sources \( j_u \) and \( j_i \) are prescribed. In fact, we know how the functions \( P \) and \( H \) look like but we will be able to derive them again from source free components of Einstein equations.

### 5.3.1 The Einstein tensor

The non–zero components of the Einstein tensor for the metric (5.1.1) are:

\[ G_{xy} = -\frac{1}{2} P (\partial_r a_x)(\partial_r a_y) + P(\partial_y \partial_r a_x) + P(\partial_x \partial_r a_y) + 2(\partial_r a_x)(\partial_y P) + 2(\partial_r a_y)(\partial_x P), \]

\[ G_{ux} = \frac{1}{4} P^2 (\partial_r a_x)^2 - \frac{1}{4} P^2 (\partial_r a_y)^2 - \frac{1}{2} P^2 (\partial_y \partial_r a_x) - \frac{1}{2} P^2 (\partial_y \partial_r a_y) + \Delta \log P, \]

\[ G_{xx} = \frac{1}{4} P^2 (\partial_r a_x)^2 - 4P(\partial_r a_x)(\partial_r P) + 4P(\partial_r a_y)(\partial_y P) + 4\partial_r^2 H + 3P^2 (\partial_r a_y)^2 \]

\[ + 4P^2 (\partial_r \partial_r a_x), \]

\[ G_{yy} = \frac{1}{4} P^2 (\partial_r a_y)^2 + 4P(\partial_r a_x)(\partial_r P) - 4P(\partial_r a_y)(\partial_y P) + 4\partial_r^2 H + 3P^2 (\partial_r a_x)^2 \]

\[ + 4P^2 (\partial_r \partial_r a_y), \]

\[ G_{ux} = \frac{1}{2} b_y - a_x (\Delta \log P - \partial_r^2 H) + \partial_r H_x + \frac{1}{2} \partial_u \partial_r a_x + \frac{1}{4} P^2 a_x \left[(\partial_r a_x)^2 + 3(\partial_r a_y)^2\right] \]

\[ + \frac{1}{2} P^2 \left[a_x (\partial_r \partial_r a_x) + a_y (\partial_r \partial_r a_y) + \frac{1}{2} P^2 (\partial_r a_y)(\partial_x a_x) + a_x \right] \left[P^2 \partial_r \partial_r a_y + \frac{1}{2} \partial_y a_y (P^2)^2\right] \]

\[ - a_y \left[P^2 \partial_r \partial_x a_x + \frac{1}{2} \partial_r a_y (P^2)^2\right] - \frac{1}{2} P^2 (\partial_r a_x)[a_y \partial_x a_x + \partial_y a_y], \]

\[ G_{uy} = -\frac{1}{2} b_x - a_y (\Delta \log P - \partial_r^2 H) + \partial_r H_y + \frac{1}{2} \partial_u \partial_r a_y + \frac{1}{4} P^2 a_y \left[(\partial_r a_y)^2 + 3(\partial_r a_x)^2\right] \]

\[ + \frac{1}{2} P^2 \left[a_x (\partial_r \partial_r a_x) + a_y (\partial_r \partial_r a_y) + \frac{1}{2} P^2 (\partial_r a_x)(\partial_y a_y) + a_y \right] \left[P^2 \partial_r \partial_r a_x + \frac{1}{2} \partial_x a_x (P^2)^2\right] \]

\[ - a_x \left[P^2 \partial_r \partial_y a_y + \frac{1}{2} \partial_r a_y (P^2)^2\right] - \frac{1}{2} P^2 (\partial_r a_y)[a_x \partial_y a_y + \partial_x a_x], \]

\[ G_{uu} = \frac{1}{2} b^2 + \Delta H + (\partial_r^2 H) a^2 + 2a^2 \partial_r H, + (\partial_r H) \text{ div } a + \partial_a \text{ div } a + 2H \Delta \log P, \]

\[ - 2H(\partial_r a^i), + a^i \partial_r \partial_r a + P^2 b(a_x \partial_x a_y - a_y \partial_x a_x) - \partial_r a^i H, \]

\[ + \frac{1}{2} P^2 ((\partial_r a_x)a_y - (\partial_r a_y)a_x)^2 - \frac{1}{2} P^2 H \left[(\partial_r a_x)^2 + (\partial_r a_y)^2\right], \]

(5.3.4)
where
\[
\triangle \log P = P(P_{xx} + P_{yy}) - (P^2_x + P^2_y)
\]
(5.3.5)
and the scalar curvature is given by
\[
R = -2(\partial^2_r H) - \frac{3}{2} P^2 [(\partial_r a_x)^2 + (\partial_r a_y)^2] - 2P^2 \partial_x \partial_r a_x - 2P^2 \partial_y \partial_r a_y - 2 \triangle \log P.
\]
(5.3.6)

In the above components of the Einstein tensor and scalar curvature we have only used the fact that the functions \(a_i\) are at most linear in \(r\). Therefore expressions simplify a little bit, otherwise everything is in full generality. Let us recall that the transversal space is identical with the transversal space for the ansatz for the gyratons on direct product spacetimes and we use the geometry defined there, i.e. [42].

### 5.3.2 The source free components of Einstein equations

It is also important to show that the source–free components of the Einstein equations are really vanishing, i.e. that the solutions we present here are solutions of these Einstein equations.

First we start with the component \(xy\) which vanishes only due to fact that \(Q_{xy} = 0\) and \(P_{xy} = 0\). But the expression \(G_{xy} = 0\) is valuable from computational point of view. The component of the Einstein equations \(ur\) is zero due to the structure of \(P\) and the relation, [45],
\[
P^2 \left[ \left( \frac{\tau_x}{P} \right)_x + \left( \frac{\tau_y}{P} \right)_y \right] = \tau^2_x + \tau^2_y + \frac{2}{3} \Lambda.
\]
(5.3.7)

From components \(xx\) and \(yy\) we can derive the structure of \(H\) and then we will be able to determine explicit value of the scalar curvature. When we sum up the \(xx\) and \(yy\) components of the Einstein equations we will get the expression for the function \(H\),
\[
2(\partial^2_r H) = -2\Lambda - P^2(\partial_r a_x)^2 - P^2(\partial_r a_y)^2 - P^2 \partial_x \partial_r a_x - P^2 \partial_y \partial_r a_y,
\]
(5.3.8)
which gives the function \(H\) in the form
\[
\partial^2_r H = -\frac{P^2}{Q^2} \left( a^2 \Lambda + b_x^2 + b_y^2 \right),
\]
(5.3.9)
which is exactly the function \(H\) (5.1.9) when we use the relation
\[
\frac{1}{2}(\tau^2_x + \tau^2_y) + \frac{\Lambda}{6} = \frac{P^2}{Q^2} \left( a^2 \Lambda + \frac{1}{2} (b_x^2 + b_y^2) \right).
\]
(5.3.10)
Then the scalar curvature \(R\) (5.3.6) is exactly
\[
R = 4\Lambda.
\]
(5.3.11)
5.3.3 The source Einstein equations

Now, we will derive the source field equations. The condition (5.3.3) for the gyraton source gives

\[-(\partial_r j_i) \, dx^i + (-\partial_r j_u + \text{div} \, j + a^i \partial_r j_i) \, du = 0, \quad (5.3.12)\]

so that the source functions \( j_i \) must be \( r \)-independent and \( j_u \) has to have the structure

\[ j_u = r \, \text{div} \, j + \iota, \quad (5.3.13)\]

the gyraton source (5.3.2) is fully determined by three \( r \)-independent functions \( \iota(u,x^j) \) and \( j_i(u,x^j) \).

Finally, the remaining nontrivial components of the Einstein equations are those involving the gyraton source (5.3.2). The \( u^i \)-components give equations for the components with \( j_i \) as,

\[
\begin{align*}
    j_x &= \frac{1}{2} f_{xy}^y + \partial_x H_y - a_x \left( \frac{\Lambda}{3} - 2\tau_y^2 + P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{xy} + 2P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{yx} + \left( \tau_x \frac{\tau_y}{P} \right) (P^2)_{xy} \right) \\
    &\quad - a_y \left( 2\tau_x \tau_y + P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{xy} + 2P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{yx} + \left( \tau_x \frac{\tau_y}{P} \right) (P^2)_{xy} \right) \\
    &\quad - P \left( \tau_y \partial_x a_x - \tau_x \partial_y a_y \right) - \frac{1}{P} \partial_u \tau_x \\
    &= \frac{1}{2} f_{xy}^y + \partial_x H_y - a_x \left( \frac{\Lambda}{3} - 2\tau_y^2 + P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{xy} + 2P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{yx} + \left( \tau_x \frac{\tau_y}{P} \right) (P^2)_{xy} \right) \\
    &\quad - a_y \left( 2\tau_x \tau_y + P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{xy} + 2P^2 \left( \tau_x \frac{\tau_y}{P} \right)_{yx} + \left( \tau_x \frac{\tau_y}{P} \right) (P^2)_{xy} \right) \\
    &\quad - P \left( \tau_y \partial_x a_x - \tau_x \partial_y a_y \right) - \frac{1}{P} \partial_u \tau_x,
\end{align*}
\]

(5.3.14)

and

\[
\begin{align*}
    j_y &= \frac{1}{2} f_{yx}^x + \partial_y H_x - a_y \left( \frac{\Lambda}{3} - 2\tau_x^2 + P^2 \left( \tau_x \frac{\tau_x}{P} \right)_{xy} + 2P^2 \left( \tau_x \frac{\tau_x}{P} \right)_{yx} + \left( \tau_x \frac{\tau_x}{P} \right) (P^2)_{xy} \right) \\
    &\quad - a_x \left( 2\tau_x \tau_y + P^2 \left( \tau_x \frac{\tau_x}{P} \right)_{xy} + 2P^2 \left( \tau_x \frac{\tau_x}{P} \right)_{yx} + \left( \tau_x \frac{\tau_x}{P} \right) (P^2)_{xy} \right) \\
    &\quad - P \left( \tau_x \partial_y a_x - \tau_y \partial_x a_y \right) - \frac{1}{P} \partial_u \tau_y,
\end{align*}
\]

(5.3.15)

where we have introduced the external derivative \( f_{ij} \) of the 1-form \( a_i \) as

\[ f_{ij} = a_{j,i} - a_{i,j} = (\ast \text{rot} \, a)_{ij}. \quad (5.3.16)\]

We denote the \( f_{ij}^0 = a_{j,i}^0 - a_{i,j}^0 \) as the 2-form \( f_{ij}^0 \) made from the pure gyratonic terms \( a_i^0 \). We can show explicitly that \( f_{ij} = f_{ij}^0 \) because

\[ f_{xy} = 2r \left[ \left( \tau_x \frac{\tau_y}{P} \right)_{yx} - \left( \tau_y \frac{\tau_x}{P} \right)_{xy} \right] + f_{xy}^0, \quad (5.3.17)\]

where the expression in brackets is zero.

The expressions (5.3.14) and (5.3.15) are linear in \( r \) with \( r \)-dependence hidden in \( a_i \) and \( H \). The \( r \)-dependent part is trivial consequence of the field equations.
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The $r$–independent part gives the equations for components of $a_i^0$

$$j_x = \frac{1}{2} f_{xy}^x + g_{x} - a_x^0 \left( \frac{\Lambda}{3} - 2\tau_y^2 + P^2 \left( \frac{\tau_y}{P} \right)_x \right) + 2P^2 \left( \frac{\tau_y}{P} \right)_y + g_{x} - a_x^0 \left( 2\tau_x \tau_y + P^2 \left( \frac{\tau_y}{P} \right)_x \right) + 2P^2 \left( \frac{\tau_y}{P} \right)_x + \left( \frac{\tau_x}{P} \right)_y (P^2)_x$$

$$- P \left( \tau_y \partial_x a_y^0 - \tau_x \partial_y a_y^0 \right) - \frac{1}{P} \partial_x \tau_x$$

(5.3.18)

and

$$j_y = \frac{1}{2} f_{yx}^y + g_{y} - a_y^0 \left( \frac{\Lambda}{3} - 2\tau_x^2 + P^2 \left( \frac{\tau_x}{P} \right)_y \right) + 2P^2 \left( \frac{\tau_x}{P} \right)_y + \left( \frac{\tau_y}{P} \right)_x (P^2)_y$$

$$- a_y^0 \left( 2\tau_x \tau_y + P^2 \left( \frac{\tau_y}{P} \right)_y + \left( \frac{\tau_x}{P} \right)_y \right) + \left( \frac{\tau_y}{P} \right)_x (P^2)_y$$

$$- P \left( \tau_x \partial_y a_x^0 - \tau_y \partial_x a_x^0 \right) - \frac{1}{P} \partial_y \tau_y.$$

(5.3.19)

Finally, the $uu$-component leads to the expression which is quadratic in $r$. But one can show that this quadratic term is trivial. The linear term gives,

$$\text{div} \ j = 2\Delta g - (\tau_x^2 + \tau_y^2 + \frac{\Lambda}{3})(\text{div} a^0 - \frac{4}{P} \tau^i a_i^0) - \frac{4}{P}\tau^i g_{,i} - 2(a^0)_i (\tau_x^2 + \tau_y^2)_i$$

$$+ \frac{4}{P^2} \tau^i \partial_i \tau_i - 2P^2 \partial_u \left( \frac{\tau_x}{P} \right)_x + \left( \frac{\tau_y}{P} \right)_y \right) + 8g \left[ \frac{\tau_x^2}{2} + \frac{\tau_y^2}{2} + \frac{5}{3} \Lambda \right],$$

(5.3.20)

which is a consequence of (5.3.13), (5.3.18) and (5.3.19). The remaining $r$–independent part of the $uu$ component of the Einstein equations gives the equation for $h$,

$$\Delta h + 2h \left( \frac{2\Lambda}{3} + \tau_x^2 + \tau_y^2 \right) + \frac{2}{P} \tau^i h_{,i} + (\tau_x^2 + \tau_y^2 + \frac{\Lambda}{6})(a^0)_i^2 = \nu - \frac{1}{2} b^2 - 4(a^0)_i g_{,i}$$

$$- (2\partial_u + g) \text{div} a + \frac{2}{P}(a^0)_i^2 \partial_i \tau_i - 2(\tau_x a_y^0 - \tau_y a_x^0)_i^2.$$

(5.3.21)

The equations apparently do not decouple and more investigation is needed to discuss the solvability and separability of those equations, i.e. discuss particular examples.

5.4 Final remarks

The main issue of our investigation was originally to look for the gyration on de Sitter spacetime since there was known a gyration on anti–de Sitter spacetime [23].
5.4. Final remarks

in the Siklos form. The work presented in this chapter is mainly review of the theory of the Kundt class solutions of type III in real notation. New results are only the gyratonic source field equations which are presented in completely general form. However further discussion is needed. In the future we want to investigate the geodesic motion of the gyraton in the AdS/dS background spacetimes.
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Chapter 6

Higher dimensional gyratons on direct product spacetimes

6.1 Introduction

Higher dimensional gravity is now very active research area. It is caused mainly by the fact that the gravity in $D > 4$ behaves in many ways differently and has some unexpected properties. The investigation of exact solutions of Einstein’s equations in higher dimensions might help to understand to physical properties and to general features of the theory.

The Kundt family of solutions in higher-dimensions was recently studied in [24] though several important subclasses of Kundt’s family in higher dimensions have already been studied in detail. Namely, the well–known pp–waves which admit a covariantly constant null vector field were studied thoroughly in [89, 90, 91, 92, 93]. Also the VSI and CSI spacetimes [25, 92, 93, 94] for which all polynomial scalar invariants constructed from the Riemann tensor and its derivatives vanish and are constant, respectively, and of course the gyraton solutions which we mentioned in the introduction.

In this chapter we would like to investigate a subclass of $D$-dimensional Kundt family of spacetimes in the presence of a special aligned electromagnetic field and gyratonic matter, as a subcases it would contain higher–dimensional Kundt waves and gyratons. The main aim of our investigation was to find higher dimensional generalization of the gyratons on direct product spacetimes. They would appear as a special subcase as we will see in the following text. In the first section, we will introduce the notation, the general ansatz for the metric, the gauge freedoms and ansatz for the electromagnetic field and gyratonic matter. In the second section, we will formulate the geometry on transversal space and calculate the Ricci tensor. In the third section, we present the Maxwell and Einstein equations in the presence of gyratonic matter and aligned electromagnetic field which is the main result of our investigation. This work is in progress and it is a result of collaboration with Pavel Krtoń, Andrei Zelnikov, Jiří Podolský.
6.2 The ansatz for the metric and matter

Kundt family consists of spacetimes which contain nonexpanding nontwisting shear-free null congruence $k$. Such spacetimes admit foliation by null hypersurfaces $\Sigma$, which are generated by the null congruence $k$. We additionally assume that there exists a foliation by timelike 2-planes $T$ which are preserved by the congruence $k$ and which are orthogonal to the transverse spaces as will be specified below.

It is not surprising that causally behaving physical systems develop rather trivially along $k$ direction because of the character of the null congruence. Also, dynamics on different null hypersurfaces $\Sigma$ is highly independent. Therefore it is reasonable to expect that it is possible to reduce the field equations to $d = D - 2$-dimensional space of orbits of $k$ independently for each hypersurface $\Sigma$. Such a space will be called transverse space and our aim is to reduce all field equations to this space which will reflect the situation in other higher dimensional gyration solutions.

6.2.1 Notation and some geometrical properties of the transverse spaces

First, we will introduce the notation which we will be used throughout of this higher dimensional chapter.

To distinguish the spacetime quantities from the transverse space quantities we use a label ‘$D$’ on the left of spacetime objects to indicate the dimension. Since we will work mainly on the transverse space, we skip a similar label for the transverse objects. We use Greek letters for spacetime indices and Latin letters for transverse indices. However, we try to escape to use indices as much as possible. For this reason ‘$\cdot$’ denotes the contraction, ‘d’ the spacetime gradient and external derivative, and ‘$\nabla$’ the spacetime covariant derivative associated with the metric $g$. For example, $k \cdot u = k^\mu d_\mu u = k^\mu u_{,\mu}$, $(k \cdot D \nabla k)\mu = k^\nu \nabla_\nu k^\mu = k^\nu k^\mu_{,\nu}$.

Also the sharp ‘$\sharp$’, and similarly the flat ‘$\flat$’, indicates raising (or lowering) of the tensor indices using the spacetime metric $g$. Since we will use also transverse metric $q$ and raising and lowering of indices using these two metric is not, in general, identical, we always write down the spacetime operation explicitly.

We introduce the null coordinates $u$, $r$ and the coordinates on the transversal plane $x^i$ as it is done in other higher dimensional gyration solutions.

Let us mention briefly that to define the transverse space in a more technical language we should introduce the coordinates $u$ and $r$ more precisely. The coordinate $u$ is adjusted to the null foliation $\Sigma$. We call $\Sigma$ the hypersurface given by the value $u$ and $\Sigma_x$ the hypersurface containing the spacetime point $x$.

\[1\] The particular space is selected by changing the placeholder ‘$\cdot$’ to a unique characterization of the space. E.g., $F_x$ is the space containing the spacetime point $x$. 
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The intersections of hypersurfaces $r = \text{const.}$ and $\Sigma_u$ form a foliation of the spacetime by $d$-dimensional transverse spaces $N_{u,r}$. Therefore, it is natural to identify all spaces $N_{u,r}$ with one typical transverse space $N$. To find such typical transverse space $N$ we have to identify points in transverse spaces $N_{u,r}$ with different values of $u$ and $r$. For given $u$ and different values of $r$ it is natural to identify points along orbits of the congruence $k$. For different values of $u$ one has to introduce a flow in $u$ direction which conserves the transverse foliation $N$, and also commutes with the flow along the null congruence $k$. It can be given by a vector field $w$ tangent to $r = \text{const.}$ which satisfies $w \cdot \delta r = 0$, $w \cdot \delta u = 1$, $[k, w] = 0$.

The vector fields $k$ and $w$ thus span a 2-dimensional temporal surfaces which form the foliation $T$. These surfaces intersect each of the transverse spaces exactly in one point and we can thus identify points of different transverse spaces using these temporal surfaces.

The simplest way how to distinguish the different transverse spaces is to choose the remaining $d$ coordinates $x^i$ to be constant along temporal planes, which may thus be denoted as $T_{x^i}$. With such a choice of the adjusted coordinates the vector fields $k$ and $w$ become coordinate fields

$$ k = \partial_r , \quad w = \partial_u . \quad (6.2.1) $$

Nevertheless, a particular choice of the transverse coordinates is not necessary. The key ingredients of the above geometrical construction is a choice of the transverse spaces $N$, using the coordinate $r$ and the identification of the different transverse spaces using the flow $w$.

Finally, we introduce temporal derivatives along $k$ and $w$

$$ \dot{X} = \mathcal{L}_k X , \quad \dot{X} = \mathcal{L}_w X , \quad (6.2.2) $$

which, when restricting to the typical transverse space $N$, turn to be just parametric derivatives with respect of $r$ and $u$, respectively.

In the following we will mostly work on the transversal spaces and we will use the coordinate fields (6.2.1). The more technical definition of the transversal space would be useful in defining the tensors on $2 + d$ spacetime in one of the next section. We will also refer to it throughout of the discussion of several gauges.

### 6.2.2 The form of the metric

It is known in four dimensions [1, 2] and in higher dimensions [95] that such choice of transversal spaces and coordinates leads to the spacetime metric $g$ in
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The form
\[ g = -2H \delta u \delta u - \delta u \vee \delta r + \delta u \vee a + q, \]  
(6.2.3)

and the inverse spacetime metric
\[ g^{-1} = (2H + a^2) \partial_r \partial_r - \partial_r \vee \partial_u + \partial_r \vee \vec{a} + q^{-1}, \]  
(6.2.4)

where \( H \) is a scalar function, \( a \) is a transverse 1-form, \( q \) is the metric on the transverse space, and \( q^{-1} \) is the inverse transverse metric. Here and in the following we employ \( \vec{\cdot} \) to indicate raising tensor index of transverse 1-forms using the transverse metric \( q \). All squares of 1-forms and vectors are transverse squares, i.e., performed using the metric \( q \).

The spacetime metric \( g \) is thus split into transverse objects \( H, a, \) and \( q \) and we assume
\[ \dot{q} = 0, \quad \dot{a} = 0, \]
(6.2.5)

which is in fact result of our geometrical construction. Thus, \( q \) and \( a \) are \( r \)-independent, however, both can be \( u \)-dependent. The metric function \( H \) can depend on all coordinates.

### 6.2.3 Various gauge freedoms

The construction of the transverse spaces and splitting of the metric in the form (6.2.3) is not unique. It contains three partially ambiguous choices—gauge. The choice of the coordinate \( u \) (\( u \)-gauge), the choice of the coordinate \( r \) (\( r \)-gauge), and the choice of the flow \( w \) (\( w \)-gauge).

The foliation of null hypersurfaces \( \Sigma \) defines the coordinate \( u \) up to reparametrization

\[ u \to \tilde{u} = f(u), \]
(6.2.6)

with one-to-one function \( f \) of one variable. The reparametrization has to be accompanied by rescaling of \( k \) and \( r \), however, the transverse foliation \( N \) and the temporal surfaces \( T \) are unchanged. Different quantities transform as follows,

\[ \begin{align*}
\tilde{u} &= f, \quad \tilde{r} = \frac{1}{f'} r, \\
\tilde{k} &= f' k, \quad \tilde{w} = \frac{1}{f'} \left( w + \frac{f''}{f'} r k \right), \\
\tilde{H} &= \frac{1}{f'^2} \left( H + \frac{f''}{f'} r k \right), \quad \tilde{a} = \frac{1}{f'} a, \quad \tilde{q} = q.
\end{align*} \]  
(6.2.7)

Clearly, \( u \)-gauge changes both derivatives along \( k \) and \( w \).

---

2In tensorial expressions, we skip the tensor product, e.g., \( \delta u \delta u = \delta u \otimes \delta u \), and \( \vee \) denotes the symmetrical tensor product, for example, \( \delta u \vee a = \delta u a + a \delta u \). For convenience of the reader, the equivalent expressions for nontrivial metric components are: \( g_{uu} = -2H, \) \( g_{ur} = -1, \) \( g_{ua} = a_u, \) \( g_{ij} = q_{ij}. \) The components \( g^{\mu \nu} \) of the inverse metric are \( g^{rr} = 2H + a^2, \) \( g^{ur} = -1, \) \( g^{uu} = a^2, \) \( g^{ij} = q^{ij}. \)
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$r$-gauge freedom is related to the fact that the affine parameter of the geodesic is defined up to a constant. The coordinate function $r$ is thus defined up to $r$-independent shift:

$$r \to \tilde{r} = r + \psi , \quad \dot{\psi} = 0 . \quad (6.2.8)$$

If we additionally require that the temporal foliation $T_s$ remains unchanged we find that change of $r$ has to be accompanied by,

$$\tilde{u} = u , \quad \tilde{r} = r + \psi , \quad \tilde{k} = k , \quad \tilde{w} = w - \dot{\psi} k , \quad (6.2.9)$$

$$\tilde{H} = H - \dot{\psi} , \quad \tilde{a} = a + d\psi , \quad \tilde{q} = q ,$$

where $d\psi$ represents the gradient on the transverse space, i.e., only transverse components of the spacetime gradient $\partial d\psi$. We also see that $r$-gauge changes just the derivative along $w$.

Finally, $w$-gauge leaves the transverse spaces $N_s$ but changes the identification of them for different values of the coordinate $u$. When restricted to the typical transverse space $N$, it can be viewed as $u$-dependent (and $r$-independent) family of diffeomorphisms of $N$. Generator of this family of diffeomorphisms is exactly the vector field $\vec{\xi}$ by which the $w$-gauge modifies the flow $w$ [95],

$$w \to w + \vec{\xi} , \quad \dot{\vec{\xi}} = 0 . \quad (6.2.10)$$

The corresponding changes of the metric quantities are

$$\tilde{u} = u , \quad \tilde{r} = r , \quad \tilde{k} = k , \quad \tilde{w} = w + \vec{\xi} , \quad \tilde{H} = H - a : \vec{\xi} - \frac{1}{2} \vec{\xi}^2 , \quad \tilde{a} = a + \vec{\xi} , \quad \tilde{q}^{-1} = q^{-1} . \quad (6.2.11)$$

Here, $\vec{\xi}^2 = \vec{\xi} : q : \vec{\xi}$ is the transverse square of $\vec{\xi}$. As for $r$-gauge, only $u$ derivative is modified.

6.2.4 The electromagnetic field

We want to study gravitational field generated by null fluid and gyratonic matter in the presence of an aligned homogeneous electromagnetic field.

The alignment condition we impose is that the congruence $k$ is eigenvector of the Maxwell tensor $F$,

$$F \cdot k = E \cdot k . \quad (6.2.12)$$

As a consequence, the Maxwell 2-form $F$ has form

$$F = E^0 dr \wedge \partial du + \partial du \wedge s + B , \quad (6.2.13)$$
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where \( s \) is a transverse 1-form and \( B \) a transverse 2-form. We identify the first term as an electric part of the field and \( B \) as a (transverse) magnetic part, although the interpretation is not straightforward due to two-dimensional character of the temporal planes and \( d=2D-2 \)-dimensional character of the transverse spaces.

The stress-energy tensor has the structure

\[
\kappa T^{\text{EM}} = \left(2H\rho + \kappa \varepsilon_0 (Ea - s)^2\right) \partial^u \partial^u + \rho \partial^u \partial^r + \partial^r \partial^u + \kappa \varepsilon_0 \left(2E^2 q + \kappa T^u\right),
\]

(6.2.14)

where, e.g., \( \bar{s} \cdot B \) is a transverse 1-form with components \( s^\nu B_{\nu\mu} \). Here \( \kappa \) is Einstein’s gravitational constant and \( \varepsilon_0 \) permittivity of vacuum. The usual choices are gaussian one, \( \kappa = 8\pi \), \( \varepsilon_0 = \frac{1}{4\pi} \), or SI-like, \( \kappa = 1 \), \( \varepsilon_0 = 1 \), respectively. We also conveniently introduced scalar quantities \( \rho \) and \( \tau \) quadratic in \( E \) and \( B \),

\[
\rho = \frac{\kappa \varepsilon_0}{2} \left(E^2 + B^2\right), \quad \tau = \frac{\kappa \varepsilon_0}{2} \left(E^2 - B^2\right),
\]

(6.2.15)

where the square \( B^2 \) of the transverse magnetic 2-form includes the factor \( 1/2 \)

\[
B^2 = \frac{1}{2} B_{\mu\nu} B_{\nu\lambda} g^{\mu\nu} g^{\kappa\lambda} = \frac{1}{2} B_{ik} B_{jl} q^{ij} q^{kl}.
\]

(6.2.16)

Finally, the magnetic part \( T^u \) of the transverse stress-energy tensor is constructed just from \( B \),

\[
\frac{1}{\varepsilon_0} T^u_{\mu\nu} = B_{\mu\nu} B_{\nu\lambda} g^{\kappa\lambda} - \frac{1}{2} B^2 q_{\mu\nu},
\]

(6.2.17)

In a generic dimension, the stress-energy tensor is not tracefree. The trace is characterized by the quantity \( \tau \),

\[
\kappa T^{\text{EM}}_{\mu\nu} g^{\mu\nu} = (D - 4) \tau.
\]

(6.2.18)

6.2.5 The gyratonic matter

As a source of gravitational field, we admit a generic gyratonic matter aligned with the congruence \( k \). The gyratonic matter is a generalization of a null fluid allowing also inner spin. It is described phenomenologically by the stress-energy tensor

\[
\kappa T^{\text{gyr}} = j_u \partial^u \partial^u + \partial^r \partial^u + j, \quad (6.2.19)
\]

with scalar energy density \( j_u \) and the spinning part given by the transverse 1-form \( j \). Clearly, for \( j = 0 \) we obtain standard null fluid flying in the direction \( k \).

\(^3\text{In components we have} \quad \kappa T^{\text{EM}}_{uu} = 2H\rho + \kappa \varepsilon_0 (Ea - s)^2, \quad \kappa T^{\text{EM}}_{ur} = \rho, \quad \kappa T^{\text{EM}}_{ui} = \tau a_i + \kappa \varepsilon_0 (E a^j B_{ji} - Es_i - s^j B_{ji}), \text{and} \quad \kappa T^{\text{EM}}_{ij} = \frac{1}{2} E^2 q_{ij} + \kappa T^u_{ij}. \)
We do not specify the field equation for this matter except that we assume local stress-energy conservation:

\[ \mathcal{D} \text{div} T^{\nu\gamma} = 0 \, . \] (6.2.20)

### 6.3 The $2 + d$ splitting of spacetime

We would like to formulate the field equations in terms of quantities on the transverse space $N$. First step is a restriction of spacetime tensor quantities to their transverse components.

#### 6.3.1 The transverse tensors

Transverse tensors can be viewed in two closely related ways. They are quantities from tangent space of the typical transverse space $N$ which can additionally depend on two parameters $u$ and $r$. In such a picture we use the Latin tensor indices.

Alternatively, they can be understood as spacetime tensors which are tangent to the foliation $N$. In this view, to grasp the notion of transverse tensors the space of all spacetime tensors have to be decomposed into a direct sum of tensors tangent to the transverse spaces $N$ and tensors tangent to the temporal surfaces $T$. Then we can write down the projector $p$ to the transverse space

\[ p = \mathcal{D} \delta - k \mathcal{D} dr - w \mathcal{D} du \] (6.3.1)

($\mathcal{D}$ being the identity spacetime tensor with components $\delta^{\mu}_{\nu}$). It annihilates vectors $k$ and $w$ and 1-forms $\mathcal{D} du$ and $\mathcal{D} dr$. In adjusted coordinates $\{u, r, x^i\}$ this projection just cancels $u$ and $r$ components and leaves the transverse components untouched.

In the spacetime picture we use the Greek tensor indices even for transverse tensors.

Let us note that spaces of tensors tangent to the foliation $N$ depend, in general, on a choice of the gauge, in contrast with the tangent space of the transverse manifold $N$ which is independent of the gauge. However, the identification of these two pictures is gauge dependent. This dichotomy is reason why to keep both views of the transverse objects.

Let us stress that the transverse projection $p$ is not, in general, orthogonal. As a consequence, we have non-diagonal components of the metric $a_{\mu} = g_{\mu\nu} p^{\nu}_{\mu}$. However, our assumption guarantees that it can be made orthogonal just using gauge transformation. Indeed, $a$ is $r$-independent, cf. (6.2.5), and therefore it can be eliminated using the $w$-gauge (6.2.11).

---

\[^{4}\text{In indices, } g^{\mu\nu} \mathcal{D}_\mu T^{\nu\gamma} = 0, \text{ cf. definition (6.3.17).} \]
6.3.2 The transverse derivatives

Next, we study a relation between spacetime and transverse space derivatives. We already introduced temporal derivatives (6.2.2) along \( k \) and \( w \). In spacetime they correspond to Lie derivatives, in the transverse space they are just parametric derivatives with respect to \( r \) and \( u \). The spacetime gradient of a scalar function \( f \) can thus be split into temporal and transverse parts

\[
\partial_{\mu} f = \dot{f} \partial_{\mu} r + \dot{\dot{f}} \partial_{\mu} u + \partial_{\mu} f .
\]

As a consequence, the transverse space gradient \( \partial_{\mu} f \) is the \( p \)-projection of the spacetime gradient

\[
\partial_{\mu} f = p \cdot \partial_{\mu} f .
\]

Moreover, under condition \( \dot{q} = 0 \), the transverse space covariant derivative \( \nabla_{\mu} A \) of a transverse tensor \( A \) is also given by \( p \)-projection of the spacetime derivative \( \partial_{\mu} A \),

\[
\nabla A = p \nabla_{\tau} A_{\tau...}^{\tau...} ,
\]

as can be checked in adjusted coordinates inspecting Christoffel symbols [24, 95].

To be able to split a general spacetime covariant derivative of a spacetime tensor we write this tensor as a sum of its temporal and transverse parts. Employing Leibniz rule the spacetime covariant derivative leads to sum of terms with covariant derivatives of the temporal frame and transverse tensors. As an example, for a vector field \( v \) we get

\[
\partial_{\mu} v = \partial_{\mu} (v^r k + v^u w + v^T)
= v^r \partial_{\mu} k + v^u \partial_{\mu} w + \partial_{\mu} v^T ,
\]

with \( v^T = v^r = p \cdot v \). Next we have to calculate all temporal and transverse projections of these terms.

For that, it is necessary to calculate derivatives of vectors \( k \), \( w \) and 1-forms \( \partial_{\mu} u \), \( \partial_{\mu} r \). General expressions can be found in [95], employing the assumptions (6.2.5) they give

\[
\partial_{\mu} k^{\nu} = \ddot{H} \partial_{\mu} u \ k^{\nu} ,
\]

\[
\partial_{\mu} w^{\nu} = \ddot{H} \partial_{\mu} r \ k^{\nu} - \dot{H} \partial_{\mu} u \ w^{\nu} + \left( (2H + a^2) \ddot{H} + \dot{H} + \dot{a}w + \dot{a}w_{\dot{a}} + \dot{a}k \right) \partial_{\mu} u \ k^{\nu} + \frac{1}{2} \partial_{\mu} a_{\dot{a}} + \frac{1}{2} \partial_{\mu} q_{\dot{a}a} ,
\]

\[
\partial_{\mu} u \left( \dot{H} a_{\dot{a}} + \dot{a}k + \dot{a}H \right) q^{\nu} + \frac{1}{2} \partial_{\mu} a_{\dot{a}} + \frac{1}{2} \partial_{\mu} q_{\dot{a}a} ,
\]

5We introduced symbol \( \vec{v} \) for the transverse projection \( v^T \) since in the term \( \partial_{\mu} \vec{v} \) the transverse projection is performed before the covariant derivative. The expression \( \partial_{\mu} \vec{v} \) is reserved for the transverse projection of the upper index of the covariant derivative \( \partial_{\mu} v \), as, e.g., in equation (6.3.4).
6.3. The $2 + d$ splitting of spacetime

and

\[ \partial \nabla_{\mu} ^{D} d_{\nu} u = \dot{H} d_{\mu} u \partial_{\nu} u, \tag{6.3.8} \]
\[ \partial \nabla_{\mu} ^{D} d_{\nu} r = -2 \dot{H} \partial_{(\mu} u ^{D} d_{\nu)} r \]
\[ - \left( (2H + a^2) \dot{H} + \dot{H} + \dot{a} \alpha a_{\kappa} + \dot{a} \alpha d_{\kappa} H \right) \partial_{\mu} u \partial_{\nu} r \]
\[ - \left( 2d_{(\mu} H - \dot{a} \alpha d_{\kappa} a_{(\mu} + \dot{a} \alpha \dot{q}_{(\mu)} \right) \partial_{\nu) u \partial_{\nu} r \right) \right) \]
\[ - \frac{1}{2} \ddot{a} + \nabla_{(\mu} a_{\nu)} \right). \tag{6.3.9} \]

It is straightforward to read out different temporal and transverse projections of these covariant derivatives. All these projections are already expressed using only transverse quantities.

Finally, we have to deal with projections of spacetime covariant derivatives of the transverse tensors (i.e., of the terms as $\partial \nabla \vec{v}$ in the example above). The full transverse projections of such terms reduces to the transverse covariant derivatives according to \((6.3.4)\) above. Most of the temporal projections can be reduced to projections of the terms \((6.3.6)-(6.3.9)\), e.g.,

\[ (\partial \nabla \vec{v}) \cdot \partial_{\nu} r = - \left( \partial \nabla ^{D} d_{\nu} \right) \vec{v}, \tag{6.3.10} \]

since $\vec{v} \cdot \partial_{\nu} r = 0$. Only remaining terms are of type $k \cdot \partial \nabla \vec{v}$ and $w \cdot \partial \nabla \vec{v}$. They can be reduced to Lie derivative along $k$ and $w$, i.e., into temporal derivatives with respect to $r$ and $u$, respectively. For tensors with more indices we would have a term with $\partial \nabla w$ for each upper index and with $-\partial \nabla w$ for each lower index.

The resulting splitting even of the simplest case of the covariant derivatives of just a vector or a 1-form leads to lengthy expressions which are not useful in full generality. We employ the described procedure in splitting the field equations into their transverse equivalent which, fortunately, usually gives reasonable results thanks to a special structure of the field quantities and of the field equations.

### 6.3.3 The Ricci tensor

To express the Einstein equations on the transverse space we need to know the projections of the spacetime Ricci tensor $\partial \nabla \vec{v}$. For general Kundt class, they have been calculated in components in \([24]\) and expressed in the covariant form in \([95]\). Assuming \((6.2.5)\), the projections restricted on the transverse space $N$
have the form

\[ ^\rho \text{Ric}_{rr} = 0 , \]
\[ ^\rho \text{Ric}_{ri} = 0 , \]
\[ ^\rho \text{Ric}_{ru} = \dddot{H} , \]  
(6.3.11)
\[ ^\rho \text{Ric}_{uu} = \nabla^2 H + (da) \bullet (da) + 2 \dddot{H} \left( H + \frac{1}{2} a^2 \right) + \text{div} \dot{a} + \dot{H} \text{div} a + 2a \cdot dH - \dot{q} \bullet \dot{q} - \dddot{H} \theta_u - \dot{\theta}_u , \]
\[ ^\rho \text{Ric}_{ur} = -\frac{1}{2} \text{div} da + d\dddot{H} + \frac{1}{2} \text{div} \dot{q} - d\theta_u , \]
\[ ^\rho \text{Ric}_{rr} = \text{Ric} , \]

where \( \text{Ric} \) is the Ricci tensor of the transverse metric \( q \). \( \theta_u \) is an expansion of the congruence \( w \),

\[ \theta_u = \frac{1}{2} q^{ij} \dot{q}_{ij} = q^{-\frac{1}{2}} (q^\frac{1}{2})^\ast . \]  
(6.3.12)

Clearly, it characterizes the rate of \( u \)-change of the transverse volume element \( q^\frac{1}{2} = (\text{Det} \ q)^\frac{1}{2} \). The transverse Laplace-Beltrami operator \( \nabla^2 \), the transverse divergence \( \text{div} \), and the form product \( \bullet \) will be discussed in detail in the following section.

The spacetime scalar curvature \( ^\nu \text{R} \) can be expressed in terms of the transverse scalar curvature \( \mathcal{R} \) as

\[ ^\nu \text{R} = -2 \dddot{H} + \mathcal{R} . \]  
(6.3.13)

### 6.3.4 The geometry on transverse space

To fix a notation and sign conventions we shortly review some definitions regarding the Hodge theory on transverse space.

The transverse space is \( d \)-dimensional Riemannian space with the metric \( q \). We use this metric to lower and raise Latin indices. As we already mentioned, we use a tiny arrow above or below a symbol to emphasize a vector or 1-form character of the transverse object in the index-free notation.

Metric \( q \) and a chosen orientation fixes the Levi-Civita tensor \( \varepsilon \) which allows to define the Hodge dual of an antisymmetric \( p \)-form:

\[ (^\ast \omega)_{a_{p+1}...a_d} = \frac{1}{p!} \omega^{a_1...a_p} \varepsilon_{a_1...a_d} . \]  
(6.3.14)

It satisfies

\[ ^\ast ^\ast \omega = (-1)^p (d-p) \omega , \]  
(6.3.15)

where we assumed the positive definiteness of \( q \).

The inner product on antisymmetric \( p \)-forms is defined

\[ \omega \bullet \sigma = \frac{1}{p!} \omega_{a_1...a_p} \sigma_{b_1...b_p} q^{a_1b_1} \ldots q^{a_pb_p} , \]  
(6.3.16)
which satisfies $\omega \wedge (*\sigma) = \sigma \wedge (*\omega) = (\omega \bullet \sigma) \epsilon$. We will use the definition \ref{eq:6.3.16} also for symmetric $p$-forms.

We define the transverse divergence of a general $p$-form

$$\left( \text{div} \omega \right)_{a_1...a_{p-1}} = \nabla_i \omega_{a_1...a_{p-1}}.$$ \hspace{1cm} (6.3.17)

For antisymmetric $p$-forms the divergence is, up to a sign, the standard codervative $\delta$:

$$\text{div} \omega = - \delta \omega = - (-1)^p s^{-1} d * \omega .$$ \hspace{1cm} (6.3.18)

We define Laplace–de Rham operator on the antisymmetric forms as:

$$\Delta = d \text{div} + \text{div} d .$$ \hspace{1cm} (6.3.19)

which is related to the Laplace–Beltrami operator

$$\nabla^2 = g^{ij} \nabla_i \nabla_j$$ \hspace{1cm} (6.3.20)

through the Weitzenböck–Bochner identity

$$\Delta \omega_{a_1...a_p} = \nabla^2 \omega_{a_1...a_p} - p \text{Ric}_{[a_1} \omega^n_{a_2...a_p]} + \frac{p(p-1)}{2} R_{mn[a_1} \omega_{a_2}^{mn} a_3...a_p] .$$ \hspace{1cm} (6.3.21)

\subsection*{6.4 The Einstein–Maxwell equations}

In this section we derive gradually the divergence of the gyratonic source, the Maxwell and Einstein equations and we discuss the possible decoupling of our equations.

\subsection*{6.4.1 The gyraton stress-energy conservation}

The divergence of the stress-energy tensor \ref{eq:6.2.19} can be written in the form

$$\nabla^a \text{div} T^{a\nu} = \left( (-j_u + j \cdot a) \gamma + \text{div} j \right)^a du - (j)^a .$$ \hspace{1cm} (6.4.1)

The condition \ref{eq:6.2.20} can thus be solved by setting

$$j_u = r \text{div} j + \iota ,$$ \hspace{1cm} (6.4.2)

with

$$(\iota)^\prime = 0 , \quad (j)^\prime = 0 .$$ \hspace{1cm} (6.4.3)

\footnote{In our convention $\Delta$ is negative definite operator and it has the same sign as the Laplace–Beltrami operator, cf. eq. \ref{eq:6.3.21}.}
6.4.2 The Maxwell equations

The transverse projections of components of the Maxwell equations have a form,

\[ \partial_t dF = 0, \]  
\[ \partial_t \text{div} F = 0. \]  

(6.4.4)  
(6.4.5)

From the first Maxwell equation (6.4.4) we get the following restrictions on the electromagnetic field,

\[ \dot{B} = 0, \quad dB = 0, \]  
\[ \dot{s} = -dE, \quad ds = \dot{B}, \]  

(6.4.6)

then the second Maxwell equation (6.4.5) gives another additional conditions

\[ \dot{E} = 0, \]  
\[ (Ea + \vec{a} \cdot B - s)^t = -\text{div} B, \]  
\[ \text{div}(Ea + \vec{a} \cdot B - s) = \dot{E} + \theta E. \]  

(6.4.7)

We observe that it is possible to solve the \( r \) dependence of \( s \) by setting

\[ s = -r dE + \sigma, \quad \dot{\sigma} = 0. \]  

(6.4.8)

The Maxwell equations are then equivalent to following expressions

\[ \dot{E} = 0, \quad \dot{B} = 0, \quad \dot{\sigma} = 0, \]  
\[ B = d\sigma, \quad dB = 0, \]  
\[ dE + \text{div} B = 0, \]  
\[ \text{div}(Ea + \vec{a} \cdot B - \sigma) = \dot{E} + \theta E, \]  

(6.4.9a)  
(6.4.9b)  
(6.4.9c)  
(6.4.9d)

where we used that \( \text{div} (\text{div} B) = 0 \).

Let us note that as a consequence of the Maxwell equation we also get splitting of the 1-form \( d_i E q^{ij} B_{ja} \) into its gradient and divergence part:

\[ dE \cdot q^{-1} \cdot B = \text{div}(EB) + \frac{1}{2} d(E^2). \]  

(6.4.10)

6.4.3 The Einstein equations

Finally, we will derive the Einstein equations,

\[ \partial_t \text{Ric} - \frac{1}{2} \partial_t \mathcal{R} + \Lambda g = \mathcal{T}^{\text{tot}}, \]  

(6.4.11)

where we assume the total stress-energy tensor in the form

\[ \mathcal{T}^{\text{tot}} = \rho \text{dr} \lor \partial_t^dr + j^\text{tot}_a \partial_a \rho \text{dr} + \partial_t \text{du} \lor j^\text{tot} + \mathcal{T}^r. \]  

(6.4.12)
with the sources $j_u$, $j$ and $T^\tau$ defined as

$$
j^\text{tot}_u = 2H \rho + \kappa \varepsilon_o (Ea - s)^2 + r \text{ div } j + i,
$$
$$
j^\text{tot} = -\rho a - \kappa \varepsilon_o (\vec{s} - E\vec{a}) \cdot (E q + B) + j,
$$
$$
T^\tau = \frac{\varepsilon_o}{2} E^2 q + T^u. \hspace{1cm} (6.4.13)
$$

when the aligned electromagnetic field and gyrotomic matter is present ($\rho$ is given by (6.2.15)).

Since the gyrotomic stress-energy tensor is trace-free, we have

$$
(D - 4) \tau = \kappa T^\text{tot}_{\mu} \mu. \hspace{1cm} (6.4.14)
$$

Trace and trace-free part of the total transverse stress-energy tensor are

$$
\kappa T^\text{T}_i = 2\rho + (D - 4) \tau,
$$
$$
\frac{1}{\varepsilon_o} T^\text{T}_{ij} = B_{ik} B_{jl} q^{kl} - \frac{2}{D} B^2 q_{ij}. \hspace{1cm} (6.4.15)
$$

Substituting (6.3.11) and (6.4.12) into (6.4.11), we easily check that the components $rr$ and $r\tau$ of the Einstein equations trivially vanishes. The $ru$ components gives

$$
\frac{1}{2} \mathcal{R} = \rho + \Lambda. \hspace{1cm} (6.4.16)
$$

The trace of the Einstein equations implies

$$
\frac{1}{2} \mathcal{R} - \ddot{H} = -\frac{D - 4}{D - 2} \tau + \frac{D}{D - 2} \Lambda. \hspace{1cm} (6.4.17)
$$

Eliminating the transverse scalar curvature from the last two equations we obtain the equation for $\ddot{H}$,

$$
\ddot{H} = \rho + \frac{D - 4}{D - 2} \tau - \frac{2}{D - 2} \Lambda. \hspace{1cm} (6.4.18)
$$

Taking into account the first two of the equations (6.4.19) we find that $H$ can be written as

$$
H = \frac{1}{2} \left( \rho + \frac{D - 4}{D - 2} \tau - \frac{2}{D - 2} \Lambda \right) r^2 + g r + h, \hspace{1cm} (6.4.19)
$$

where the functions $g$ and $h$ are possibly $u$-dependent scalar functions on the transverse space.

The trace of the transverse part of the Einstein equations is linear combination of equations (6.4.16) and (6.4.17). The trace-free part together with equation (6.4.16) gives the equation for the transverse metric,

$$
\text{Ric} = \frac{2}{D - 2} (\rho + \Lambda) q + \kappa T^\tau_{u}. \hspace{1cm} (6.4.20)
$$

\footnote{Here we use $g$ to denote the $r$-linear term of $H$—the same letter as for the spacetime metric $g$. Since the discussion of the field equations will be done on the transverse space a threat of the confusion is minimal.}
As a consequence of a vanishing divergence of the Einstein tensor one obtains

$$\text{div}(EB) = \frac{1}{d}d\tau . \quad (6.4.21)$$

The $u\tau$ component gives equations in the form,

$$- \frac{1}{2} \text{div} f + \dot{H}a + \kappa \varepsilon_o (\vec{s} - E\vec{a}) \cdot (Eq + B) + d\dot{H}$$

$$= d\theta_u - \frac{1}{2} \text{div} \dot{q} + j , \quad (6.4.22)$$

with 2-form $f$ being just a shorthand for $da$

$$f = da . \quad (6.4.23)$$

This expression is linear in $r$ (with $r$-dependence hidden just in $H \tau$ and $\vec{s}$). Using $\text{(6.4.21)}$ it can be shown that $r$ term is a consequence of the already known field equations. The $r$ independent part gives the equation for $a$,

$$- \frac{1}{2} \text{div} f + \dot{H}a + \kappa \varepsilon_o (\vec{s} - E\vec{a}) \cdot (Eq + B) + d\dot{H}$$

$$= d\theta_u - \frac{1}{2} \text{div} \dot{q} + j . \quad (6.4.24)$$

Finally, the $uu$ component leads to an expression quadratic in $r$. Using $\text{(6.4.10), (6.4.21)}$, and the fact that $E$ is harmonic (which is a consequence of $\text{(6.4.9c)}$) one can show that the quadratic term is trivial. The linear term gives,

$$\triangle g + 2\vec{a} \cdot d\dot{H} + (\text{div} a - \theta_u) \dot{H}$$

$$+ 2\kappa \varepsilon_o (\vec{s} - E\vec{a}) \cdot dE = \text{div} j . \quad (6.4.25)$$

It turns out that this equation is equivalent to divergence of $\text{(6.4.24)}$. Their difference leads to an expression equivalent to the trace of the $u\tau$-derivative of $\text{(6.4.20)}$. To show that, it is useful to write down the geometrical relation

$$\text{Ric}_{ij} q^{ij} = -2 \triangle \theta_u + \frac{1}{2} \nabla^i \nabla^j \dot{q}_{ij} . \quad (6.4.26)$$

which is a consequence of the fact that, thanks to relation $\nabla q = 0$, the transverse covariant derivative can be $u$-dependent.

The remaining $r$-independent part of the $uu$ component of the Einstein equations gives the equation for $h$,

$$\triangle h + 2\vec{a} \cdot dg + \dot{H}a^2 + (\text{div} a - \theta_u) g$$

$$- \kappa \varepsilon_o (\vec{s} - E\vec{a})^2 + \frac{1}{2} f^2 = \frac{1}{2} \dot{q}^2 + \text{div} a + \dot{\theta}_u + \tau . \quad (6.4.27)$$
6.4.4 Decoupling the equations

First, let us note that the equation for the transverse metric (6.4.20) and for the electromagnetic field (6.4.9) are coupled, they cannot be solved one after another. It significantly complicates finding the solution. However, we can restrict the generality of the electromagnetic field in such a way that we obtain a solvable system describing development of a gyratonic matter accompanied by the gravitational wave in a non-dynamical electromagnetic field.

Namely, we will restrict to the cases, when the right-hand side of (6.4.20) is given just by tensors obtained in an algebraic way from the transverse metric \( q \), possibly assuming some special topological or geometrical structure of the transverse space.

The initial motivation of this investigation was to find higher dimensional generalization of the gyratons on direct product spacetimes where the electromagnetic field is characterized by two constants \( E \) and \( B \). So we will discuss the situation when the electric field is taken to be constant, \( E = \text{const} \). In the first case, we assume that the magnetic part is missing, \( B = 0 \). In the second case we assume that the geometry of the transverse space is given by a product of two-dimensional spaces and the magnetic field is given by a linear combination of canonical 2-forms on these two-dimensional components.

In both these cases the right-hand-side of (6.4.20) depends only on a finite number constants characterizing the electromagnetic field and the preselected form of the transverse geometry. Choosing the electromagnetic constants we can find the transverse geometry and on this background solve other equations.

The restriction imposed on the electromagnetic field is not actually excessively strong. Taking gradient or divergence of the third of the equations (6.4.9) we find that both \( E \) and \( B \) must be harmonic 0-form and 2-form, respectively,

\[
\triangle E = 0, \quad \triangle B = 0.
\]

(6.4.28)

Imposing a finiteness of the fields in infinity of the transverse space or restricting to compact transverse space guarantees that \( E \) is constant and \( B \) nontrivial only for some topologically special spaces. If we additionally assume that both \( \rho \) and \( \tau \) are constants (which simplifies the structure of the function \( H \), cf. eq. (6.4.18)), we obtain the condition \( B^2 = \text{const} \). Nontrivial harmonic 2-forms \( B \) with a constant square can exist only in very special spaces of which the direct-product spaces are significant representatives.

6.5 Final remarks

To conclude this chapter let us note that this work is new and still in progress [46]. The remaining problems of the presented work are the discussion of the decoupling of the Einstein–Maxwell equations as it is mentioned in the section (6.4.4) and the discussion of these equations in different gauges. It would be
interesting to study special gyratonic cases to understand more to the physical interpretation of the higher dimensional gyratonic spacetimes.
Chapter 7

Conclusions and future prospects

We have found and investigated gyraton solutions on various backgrounds. Namely, we have found the gyratons on direct product spacetimes \[42\], the gyratons on Melvin universe \[43\] and its generalization with possible non-trivial cosmological constant \[44\]. These solutions are of Petrov type II and their backgrounds are generally of type D.

The solutions have similar but more complicated properties as the reviewed solutions in the introduction: The Einstein–Maxwell equations reduce to a set of equations on the 2-dimensional transverse space, in the Newman–Penrose formalism the new gyratonic terms \(a_i\) generate the \(\Psi_3\) and \(\Phi_{12}\) components of the Weyl and Ricci scalars (apart from the terms from the function \(H\)), the property that the scalar polynomial invariants are the same for the full gyratonic metric and for the background itself is also valid for the gyratons we have found.

We understand better the interpretation of gyratonic solutions. From the Einstein–Maxwell equations we observed that the gyratonic terms \(a_i\) are the consequence of the gyratonic sources with internal rotation (spin). This internal rotation was discussed in Minkowski spacetime \[20, 21\] and either in anti-de Sitter \[23\]. More interesting and new is character of the source \(j_u\) which must be conserved. The non-trivial divergence of \(j\) describes an internal flow of the energy in the gyraton beam which changes its internal energy \(j_u\) with \(r\). We call this effect as some cooling which steadily decreases the energy density of the gyraton beam. This is not plausible physically and it leads to unnatural causal behaviour of the source.

We have also studied the type III Kundt spacetimes in four dimensions to find gyraton solutions on de Sitter spacetime. We have investigated the Einstein equations for these gyratonic spacetimes. This work is still in progress \[96\].

Another direction mentioned in the thesis was generalization of gyratons on direct product spacetimes to higher dimensions where we had to deal with more complicated structure of the transversal space.

The work in progress and our future perspectives involve: (i) include the electromagnetic field to the Kundt type III spacetimes, (ii) discussion of the
character of dS and AdS gyratons, (iii) extension of the gyraton solution to the Robinson–Trautman expanding class of spacetimes, (iv) looking for more general gyratonic solutions of type II and III in the Kundt class of spacetimes, (v) find the higher dimensional generalization to known solutions in four dimensions, (vi) study the geodesics motion in the newly found gyraton solutions which is completely an open problem.
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