Fast object detection based on binary deep convolution neural networks
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Abstract: In this study, a fast object detection algorithm based on binary deep convolution neural networks (CNNs) is proposed. Convolution kernels of different sizes are used to predict classes and bounding boxes of multi-scale objects directly in the last feature map of a deep CNN. In this way, rapid object detection with acceptable precision loss is achieved. In addition, binary quantisation for weight values and input data of each layer is used to squeeze the networks for faster object detection. Compared to full-precision convolution, the proposed binary deep CNNs for object detection results in 62 times faster convolutional operations and 32 times memory saving in theory, which’s more, the proposed method is easy to be implemented in embedded computing systems because of the binary operation for convolution and low memory requirement. Experimental results on Pascal VOC2007 validate the effectiveness of the authors’ proposed method.

1 Introduction

Visual object detection is one of the important problems in computer vision, and it is widely used in vision-based tasks such as video surveillance \cite{1, 2}, visual navigation \cite{3, 4}, human–computer interaction \cite{5–8}. Shallow learning based on handcrafts features \cite{9–15} and deep learning \cite{16–22} are two main ways for visual object detection. Many vision-based tasks implemented on embedded computing systems adopt handcrafts features and shallow learning to achieve object detection and obtain real-time performance and low energy consumption.

Kyrkou et al. \cite{9} proposed a dedicated hardware architecture that provides an efficient platform for generic real-time object detection. The depth and edge processing mechanisms and support vector machine classification are implemented on a field-programmable gate array (FPGA) platform, which results in significant speed-ups and improved detection accuracy. Jiang et al. \cite{11} introduced a high-speed all-hardware scale-invariant feature transform (SIFT) architecture with parallel and pipeline technology for real-time extraction of image features for object detection. The overall time of the proposed system to extract SIFT features for an image having 512×512 pixels is only 6.55 ms, which was sufficient for real-time applications. Farrugia et al. \cite{12} presented a parallel architecture for fast and robust face detection implemented on FPGA hardware. The system used the convolutional face finder (CFF) algorithm, which achieved both real-time requirements in an embedded context and face detection robustness within complex backgrounds. Ma et al. \cite{13} proposed a full-image evaluation methodology to explore the FPGA implementation of HOG using reduced bit width. The improved HOG algorithm of image detection was implemented on FPGA, which can reach real-time processing with no loss of accuracy. Hiromoto et al. \cite{15} introduced a kind of hardware architecture for object detection based on an AdaBoost learning algorithm with Haar-like features as weak classifiers. The system was implemented on a Virtex-5 FPGA, which achieves real-time object detection at 30 fps on VGA video and improves the total processing speed. Most vision algorithms implemented on embedded computing systems adopted handcrafts features and shallow learning methods which have low accuracy in complex scenes.

Recently, the method based on deep convolution neural networks (CNNs) is widely and successfully used in object detection \cite{16–22} and achieves high accuracy, compared to the methods based on handcrafts features and shallow learning.

Most of current state-of-the-art object detection methods are based on region CNNs, which usually adopt separate steps such as proposals prediction \cite{23, 24}, resampling pixels or features for each box, applying a high-quality classifier \cite{25–28} and so on to achieve object detection. Girshick et al. \cite{16, 17} proposed a region-based CNN (R-CNN) for object detection. R-CNN method extracts around 2000 region proposals and computes features for each proposal using a deep CNN and then classifies each proposal using class-specific linear support vector machines. He et al. \cite{19} proposed spatial pyramid pooling (SPP) on the basis of R-CNN, and SPP can use a deep CNN to extract the fixed length feature of an image whose size does not need to be constant. The SPP network (SPPNet) is 24× to 102× faster than the R-CNN for the target detection task. Girshick \cite{18} proposed a fast R-CNN network (Fast R-CNN) based on the SPPNet and R-CNN, which improves the speed of object detection. Ren et al. \cite{20} proposed a faster R-CNN detection method which introduces a region proposal network (RPN) that shares full-image convolutional features with the detection network and further improves the accuracy and speed of object detection.

The separation of proposals prediction and classification limits the speed of R-CNN-based detection methods. Recently, some unified networks are proposed for object detection. Redmon et al. \cite{21} proposed a unified network named YOLO, which uses one deep CNN to predict bounding boxes and class probabilities directly from input images. Liu et al. \cite{22} proposed a single shot detector (SSD) for multiple categories which uses small convolutional filters applied to feature map of different scales to predict category scores and box offsets for a fixed set of default bounding boxes. Though unified-network-based detection methods improve the detection speed, large amounts of memory and computational power are still needed since deep full-precision CNNs are used.

Several famous full-precision CNNs are usually used in CNN-based object detection methods. Krizhevsky et al. \cite{29} proposed a deep CNN called AlexNet for classification and
achieved better results compared to the previous state-of-the-art methods.

AlexNet has <60 million parameters (249 MB of memory) and performs <1.5 billion high precision operations to classify one image. Simonyan and Zisserman [30] proposed VGGNet which increases the depth of CNN to 16–19 weight layers using the architecture with very small \((3 \times 3)\) convolution filters. VGGNet further improves classification precision, but it has more 138 million parameters (573 MB of memory). He et al. [31] proposed a residual learning framework called ResNet, which explicitly reformulates the layers as learning residual functions with reference to the layer inputs. ResNet ensures that deeper CNNs including more than one hundred layers can be trained effectively and achieve higher precision.

However, deeper CNNs need more memory and computational power. These full-precision CNNs quickly overtax the limited storage \([\text{memory}]\). These full-precision CNNs can be quantised as binary numbers \([\text{binary number}]\) and achieve higher precision. In order to reduce the time cost and space complexity of the network effectively, the parameters and the input data of each layer of full-precision CNNs can be quantised as binary numbers accordingly.

### 2 Principle of binary deep CNNs

In order to reduce the time cost and space complexity of the network effectively, the parameters and the input data of each layer of full-precision CNNs can be quantised as binary numbers accordingly.

#### 2.1 Binary weight network

A binary filter \(B \in \{+1, -1\}^{c \times w \times h}\) and a scaling factor \(\alpha \in R^+\) are used to approximate real-value weights \(W \simeq aB\). Thus, the convolution operation of the network can be approximated as

\[
I * W \simeq (I \oplus B)\alpha
\]

where \(\oplus\) indicates a convolution without any multiplication. Only the relevant addition and subtraction operations are needed to complete the convolution operation using (1).

In order to solve the approximation problem of \(W \simeq \alpha B\), we use the minimisation of the mean square error to solve the optimal solutions \(a^\alpha, B^\alpha\) as shown in the following equation:

\[
\begin{align*}
a^\alpha, B^\alpha &= \arg\min_{a, B} J(B, a) \\
&= \alpha^\alpha B^\alpha B - 2aW^T B + W^T W
\end{align*}
\]

where

\[
J(B, a) = \| W - \alpha B \|^2
\]

By expanding (3), we have

\[
J(B, a) = \alpha^2 B^2 B - 2aW^T B + W^T W
\]

Since \(B \in \{+1, -1\}^{c \times w \times h}\), \(B^2 B\) is a constant. Because \(W\) represents the network weights, \(W^T W\) is also a constant. The optimal problem can be solved by maximising the following constrained optimisation:

\[
B^* = \arg\max (W^T B)
\]

The analytical method as shown in [33] is used to solve the optimal problem (3).

Through the processing of optimisation, the estimation of a binary weight filter can be express as

\[
B^* = \text{sign}(W)
\]

The optimal factor \(\alpha^*\) can be expressed as

\[
\alpha^* = \frac{1}{n} \| W \|_1
\]

where \(\| \cdot \|_1\) is 1-norm.

Thus, the optimal estimation of a binary weight filter can be simply achieved by taking the sign of weight value and the optimal scaling factor is the average of absolute weight values.

#### 2.2 Binary weight and binary input data network (BWBBDN)

According to a principle of binary weight network (BWN), we introduce BWBBDN [33], whose weights and input data of each layer are both quantised as binary numbers.
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We can use (8) to approximate dot product between the input data \( X \in \mathbb{R}^p \) and the weights \( W \in \mathbb{R}^q \).

\[
X^T W \approx \beta H^T a B
\]  
(8)

where \( H, B \in \{+1, -1\}^n \) and \( \alpha, \beta \in \mathbb{R}^p \). The minimisation of the mean square error is also used to solve the optimal solutions \( \alpha^*, \beta^*, H^* \) as shown in the following equation:

\[
\alpha^*, \beta^*, H^* = \arg\min_{\alpha, \beta, H} \|X^T W - \beta a H^T B\|
\]  
(9)

Let \( Y = XW, C = HB \) and \( y = \alpha \beta \), where \( Y \in \mathbb{R}^n, C \in \{+1, -1\}^n \) and \( y \in \mathbb{R}^p \). From (9) can be written as

\[
y^*, C^* = \arg\min_{\gamma C} \| I^T Y - \gamma I^T C \|
\]  
(10)

where \( I \) is an \( n \)-dimensional vector where all of its entries are 1.

The analytical method as shown in [33] is used to solve the optimal problem (10), and the analytic solution \( \gamma^*, C^* \) can be expressed as

\[
\gamma^* = \sum_{n} \frac{|\gamma_i|}{n} = \frac{\sum_{n} |\gamma_i||W_i|}{n} \approx \left( \frac{1}{n} \|X\|_1 \right) \left( \frac{1}{n} \|W\|_1 \right)
\]

\[
C^* = \text{sign}(Y) = \text{sign}(X^T) \text{sign}(W) = H^T B^*
\]

(11)

3 Object detection based on binary CNNs

We unify the processes of proposals prediction and object classification and propose a fast unified network for object detection. Unlike Faster R-CNN [20], our fast unified detection network does not need to extract proposals.

3.1 Architecture of unified detection networks

VGG-16 [30] is used as the base CNN in our proposed unified detection network, as shown in Fig. 2. In the last convolution layer Conv5_3 of VGG-16, another seven convolution layers (Conv6_1, Conv6_2, Conv6_3, Conv7_1, Conv7_2, Conv7_3, Conv8) are added. After the last layer, convolution kernels of different sizes are used to get the layer Conv9 which includes predicted bounding boxes and classes. Conv9 includes a set feature map of different sizes and each feature map consists of 25 channels which include 21 class channels (20 object classes and 1 background class) and four position channels. The different sizes of convolution kernels are set from \( 1 \times 1 \) to \( kw \times kh \), so there are \( kw \times kh \) convolution kernels of different sizes in Conv9.

3.2 Training of our proposed unified detection network

When one image is input into the network, we will get feature maps, which are used to predict multiple bounding boxes and corresponding classes due to the different sizes of convolution kernels following Conv8 layer. Every position in feature maps of Conv9 is corresponding to a default box in the original input image. The corresponding process is as follows.

Let the width and height of an input image be \( w_a \) and \( h_a \), respectively, and let the width and height of the feature maps in Conv8 layer be \( w_i \) and \( h_i \) respectively. The scale factors \( w_i \) and \( h_i \) between conv8 and the input image can be calculated using the following equation:

\[
W_i = \frac{w_a}{w_i}, \quad H_i = \frac{h_a}{h_i}
\]

(12)

Since the size of convolution kernels in Conv9 is \( k_i \times k_i \), \( i = 1, 2, 3, \ldots, w \) and \( j = 1, 2, 3, \ldots, h \), the size of each feature map in Conv9 can be calculated as

\[
\begin{cases}
H_i = H_i - (k_i - 1), & j = 1, 2, 3, \ldots, h \\
W_i = W_i - (k_i - 1), & i = 1, 2, 3, \ldots, w
\end{cases}
\]

(13)

There are \( \sum_{i=1}^{w} \sum_{j=1}^{h} \) \( W_i \times H_i \) default boxes whose feature maps of Conv9 are corresponding to the original input image and coordinates of each default box are calculated using the following equation:

\[
A_{x_{\min}} = (m - 1) \times W_i, \quad m = 1, 2, 3, \ldots, W_i, \quad i = 1, 2, 3, \ldots, w \\
A_{x_{\max}} = (m + k_i - 1) \times W_i, \quad m = 1, 2, 3, \ldots, W_i, \quad i = 1, 2, 3, \ldots, w \\
A_{y_{\min}} = (n - 1) \times H_i, \quad n = 1, 2, 3, \ldots, H_i, \quad j = 1, 2, 3, \ldots, h \\
A_{y_{\max}} = (n + k_i - 1) \times H_i, \quad n = 1, 2, 3, \ldots, H_i, \quad j = 1, 2, 3, \ldots, h
\]

(14)

The key difference between training our fast unified detection network and training a typical detector with region proposals is that ground truth information needs to be assigned to specific outputs in the fixed set of detector outputs. Let \( x_{ij} \in \{0, 1\} \) be an indicator for matching the \( ij \)th default box to the \( ij \)th ground truth box of category \( p \), and we can have \( \sum_{ij} x_{ij} \geq 1 \).

Because different sizes of convolution kernels following the last convolution layers are used to predict class probabilities and positional regression simultaneously, the overall objective loss function is defined as follows:

\[
L(x, c, l, g) = \sum_{ij} \left( L_{\text{conf}}(x_{ij}, c) + \alpha L_{\text{loc}}(x_{ij}, l, g) \right)
\]

(15)

where \( k_w \times k_h \) is the number of convolution kernels.
In the testing phase, each default bounding box is classified as positive or negative based on the proportion of positive and negative samples selected at 1:3. The negative samples are sorted using the highest confidence scores, and the top ones are picked. The hard negative mining method is adopted to select negative samples if their values of intersection over union with all ground truth are greater than or equal to 0.5, and they are dropped. The localisation loss is the mean squared error between the predicted box \( \hat{x}_c \) and the ground truth box \( x_c \):

\[
L_{\text{loc}}(x, y, w, h) = \sum_{i=0}^{N_c} \sum_{j=1}^{N_x} \alpha_{ij} \left( \frac{1}{w_i} \left( x_{ij} - \hat{x}_{ij} \right)^2 + \frac{1}{h_i} \left( y_{ij} - \hat{y}_{ij} \right)^2 + \frac{1}{w_i} \left( w_{ij} - \hat{w}_{ij} \right)^2 + \frac{1}{h_i} \left( h_{ij} - \hat{h}_{ij} \right)^2 \right)
\]

where \( \alpha_{ij} \) is a variable for controlling the number of negative samples.

In the training phase, these default bounding boxes are divided into positive samples or negative samples by calculating the intersection between the candidate boxes and the ground truth. Positive samples are those whose intersection with any ground truth box is greater than or equal to 0.5, and they are kept. The others are discarded.

In practice, most of the bounding boxes are negative samples, so the hard negative mining method is adopted to select negative samples. Negative samples are sorted using the highest confidence loss in descending order and the top ones are picked. The proportion of positive and negative samples selected is kept at 1:3. The others are discarded.

In the testing phase, each default bounding box is classified as different categories, including objects and non-object, and the position of every object default bounding box is regressed to a rectified position by our proposed network. The processing of bounding boxes is shown in Fig. 3. The default bounding boxes of an input image are shown in Fig. 3a, bounding boxes output by our network are shown in Fig. 3b. Fig. 3c shows the final object bounding boxes by using non-maximum suppression step.

### 3.3 Binary unified detection network

As shown in Section 2, binary operations for CNNs can effectively relieve the limitation of large amounts of memory and computational power. The convolution layers in the proposed unified detection network, as shown in Fig. 2, are converted into binary convolution layers, which are represented as BinConv. Similar to [33], the implementation of BinConv is as follows in order: batch normalisation, binary activation layer, binary convolution, and pooling operations. The architecture of binary unified detection network is shown in Fig. 4.

Another seven convolution layers (Conv6_1, Conv6_2, Conv6_3, Conv7_1, Conv7_2, Conv7_3, Conv8) are binarised. Because VGG-16 [30] is used as the base CNNs in our proposed unified detection network, and in order to save training time, it is not necessary to train the base network. In addition, Conv9 cannot be binarised because we predict classes and bounding boxes of multi-scale objects directly in the Conv9 feature map of a deep CNN. The probability of each class and the positions of bounding boxes in the Conv9 are real float parameters.

The similar strategies in [33] are used to train our proposed binary unified detection network. Weights are binarised during the forward pass and back propagation. In the parameter update process, the full-precision weights are still used. The parameters are updated by using the SGD update with momentum or ADAM [35].

### 3.4 Complexity analysis

The proposed network is analysed in terms of both data storage space and speed, which is shown in Sections 3.4.1 and 3.4.2.

(i) **Memory:** In terms of memory, because the weight parameters and the input data are binary, 32x the memory storages are saved compared to the real weight parameters and the input data. (ii) **Speed:** In terms of speed, the total number of operations is \( cN_wN_f \) in the standard convolution, where \( c \) is the number of channels, \( N_w \) is the size of convolution kernels and \( N_f \) is the size of input data. According to XNOR-Net [33], our proposed binary unified detection network obtains equivalent speed improvements. The speedup can be computed by

\[
S = \frac{cN_wN_f}{(1/64)cN_wN_f + N_f} = \frac{64cN_w}{cN_w + 64}
\]

### Fig. 3 Processing of bounding boxes

- **a** Default bounding boxes
- **b** Bounding boxes output by our unified network
- **c** Object bounding boxes

### Fig. 4 Binary network detection
According to (18), the proposed binary deep CNN for object detection results in about $62 \times$ faster convolutional operations compared to the full-precision convolution in theory in the case that $c = 512$, $N_W = 3$.

4 Experimental results

The object detection was performed on the PASCAL VOC2007 dataset [36] and the proposed drogue dataset.

PASCAL VOC2007 dataset has 10,022 train images and 4952 test images and includes 20 categories. On this dataset, we compared our non-binary and BWN and BWBDN using our method. We also compared our method with Fast R-CNN [18] and Faster R-CNN [20].

The proposed drogue dataset including 24,654 images is used to train and evaluate our proposed network. The resolution of images is $1280 \times 960$ pixels. All the images in the data set are collected in the ground simulation environment and the drogue is made according to the real 3D model of drogue for autonomous aerial refuelling, the experiment platform is shown in Fig. 5. The ground-truth bounding boxes for images are obtained by manual. There are pose variety (in the plane or out of plane), illumination changes, scale changes, occlusion, and cluttered background in the drogue dataset.

In every iteration of training, images were resized to 256 pixels at their smaller dimension without changing their aspect ratios. Because our network had not full connection layers, which is a full convolution network, it is not necessary to fix the size of the image, which is different with Fast RCNN [18] and Faster RCNN [20]. There is no deformation of the object. The training algorithm was run for 50 epochs or more. In each epoch, 1000 images were randomly selected for training. ADAM [35] was run for 50 epochs or more. In each epoch, 1000 images were stochastically selected for training. ADAM [35] and based on Alexnet achieve 89.5 mAP, which is the main evaluation standard on object detection.

Table 1 evaluates the detection results of our non-binary network based on VGG and based on Alexnet, respectively. We primarily evaluate detection mean Average Precision (mAP), which is the main evaluation standard on object detection. We compared with Faster R-CNN [20], the accuracy of our non-binary network based on VGG-16 had only 1% loss, but the speed of our non-binary network based on VGG-16 is faster 10 times than Faster R-CNN [20], which is shown in Table 1. Our method has a frame rate of 20 fps (frames per second). Our unified network and Faster R-CNN [20] were tested on Titan X GPU with Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40 GHz. For comparison fairly, Faster R-CNN [20] was implemented in Torch.

From Table 3, we can see that our proposed binary deep CNNs for object detection achieves acceptable accuracy compared with the non-binary network. What’s more, compared to non-binary network, the proposed binary deep CNNs for object detection results in $62 \times$ faster convolutional operations and $32 \times$ memory saving in theory with an acceptable loss of accuracy.

The required memory for binary, float and double precision weights in two different architectures (AlexNet, VGG-16) are

| Category | VGG/BWBDN | VGG | Based on Alexnet | Faster RCNN | Faster RCNN |
|----------|-----------|-----|------------------|-------------|-------------|
| person   | 64.9/69.9 | 64.9 | 68.9/70.5    | 62.5/62.2   | 62.5/62.2   |
| car      | 61.2/67.1 | 61.2 | 68.9/70.5    | 62.5/62.2   | 62.5/62.2   |
| bike     | 90.0/96.1 | 90.0 | 96.9/98.5    | 85.9/85.9   | 85.9/85.9   |
| bus      | 67.9/67.2 | 67.9 | 65.9/65.5    | 64.9/65.5   | 64.9/65.5   |

Table 3 Results of VGG-based BWN and BWBDN on PASCAL VOC2007 (mAP, %)

| Method | Based on VGG/BWN VGG/BWBDN VGG | Based on Alexnet/BWN Alexnet/BWBDN Alexnet |
|--------|---------------------------------|------------------------------------------|
| mAP, % | 69.9/70.5    | 68.9/70.5    | 62.5/62.2 |
| fps    | 20               | 20             | 20         |
| input resolution | 300 × 300        | 300 × 300        | 300 × 300 |
A fast object detection algorithm based on binary deep CNN is proposed. Convolution kernels of different sizes are used to predict classes and bounding boxes of multi-scale objects directly in the last feature map of a deep CNN. In this way, rapid object detection with acceptable precision loss is achieved.

In addition, the binary quantisation for weight and input data of each layer is adopted to squeeze the networks for faster object detection. The proposed binary unified detection network effectively relieves the limitation of memory storages and computing power in a CNN-based detection method. Experimental results on Pascal VOC2007 validate the effectiveness of our proposed methods.

In the future, hardware acceleration techniques such as acceleration on FPGA, dedicated hardware and so on will be used to implement our proposed fast object detection method. The proposed method can be implemented in embedded computing systems efficiently because the binary operation for convolution makes a large number of the multiplications can be replaced by bit operations, and the proposed binary detection network has fewer network parameters.

## 5 Conclusion

Table 4 Drogue dataset detection results for different methods (mAP, %)

| Class      | Method       | VGG   | Faster RCNN | BWBDN VGG |
|------------|--------------|-------|-------------|-----------|
| drogue     | Based on VGG | 81.6  | 60.9        | 80.3      |

Table 5 Drogue dataset detection results for binarised layers (mAP, %)

| Class      | Method                     | VGG conv6 | VGG conv7 | VGG conv6 and conv7 | VGG conv6, conv7 and conv8 |
|------------|----------------------------|-----------|-----------|---------------------|---------------------------|
| drogue     | Based on VGG               | 81.6      | 54.4      | 62.8                | 80.3                      |

Table 6 VOC2007 dataset detection results for binarised layers (mAP, %)

| Class      | Method                               | Based on VGG | Binarised conv6 and conv7 | Binarised conv6, conv7 and conv8 |
|------------|--------------------------------------|---------------|---------------------------|----------------------------------|
| VOC2007    |                                      | 88.9          | 45.6                      | 44.3                             |

shown in Fig. 6. Compared to full-precision convolution, our binary-precision convolution can save 32% memory in theory. As shown in Fig. 6, e.g. the double precision convolution base on VGG needs 1106 MB memory, but the binary precision only requires 17.28 MB memory in theory.

In order to verify the generalisation and practical application of the proposed network on the other dataset, a drogue dataset for autonomous aerial refuelling of unmanned aerial vehicles based on the probe-and-drogue refuelling system is proposed in this paper. The detection results for the proposed network on the proposed drogue dataset are shown in Table 4.

The results, as shown in Table 4, show that the accuracy of our non-binary network based on VGG-16 and our BDBWM network achieve 81.6 and 80.3% mAP on the proposed drogue dataset, respectively. The proposed non-binary network is effective on the drogue dataset with higher accuracy, which is much higher than Faster RCNN. We can further see that our proposed binary deep CNNs for object detection also achieves acceptable accuracy compared with the non-binary network on the drogue dataset. The value of the mAP based on BWBDN VGG with 80.3% is even higher than Faster RCNN with only 60.9%. These experimental results show the generalisation of the proposed non-binary network.

In order to verify the effectiveness of different binarised layers in our network, some different layers are binarised. For example, ‘conv6’ is binarised, ‘conv6’ and ‘conv7’ are binarised and ‘conv6’, ‘conv7’ and ‘conv8’ are all binarised same as BWBDN. According to the different binarised layers, the detection results on the proposed drogue dataset are shown in Table 5.

From Table 5, we can see that our proposed binary deep CNNs with binarised ‘conv6’, ‘conv7’ and ‘conv8’ has the best result among these different binary layers methods. The value of mAP based on binarised ‘conv6’, ‘conv7’ and ‘conv8’ (same as BWBDN) is slightly lower than non-binary network and the parameters of BWBDN are minimal. The performance of the proposed network with only binary ‘conv6’ is worst. The reason may be that the layers of the proposed network are all non-binary layers except for ‘conv6’. The gradient propagation for only one binary layer ‘conv6’ is discontinuous for its input and output. The result of the network with binarised ‘conv6’ and ‘conv7’ further confirmed this view. With two continuous binary layers, the gradient propagation did not change quickly. The network with binarised ‘conv6’, ‘conv7’ and ‘conv8’ is adopted in our network named as BWBDN.

We also compared the different binarised layers on VOC2007, and the corresponding results are shown in Table 6. The value of the mAP is worse and worse with the increase in the number of binarisation layers on the VOC2007. The value of mAP based on binarised ‘conv6’, ‘conv7’ and ‘conv8’ (same as BWBDN) decreases 24.6% compared with the non-binary work, and it is also lower than the value of mAP based on binarised ‘conv6’ and ‘conv7’.
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