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Abstract. On a (pseudo-)Riemannian manifold \((M, g)\), some fields of endomorphisms i.e. sections of \(\text{End}(TM)\) may be parallel for \(g\). They form an associative algebra \(\mathfrak{e}\), which is also the commutant of the holonomy group of \(g\). As any associative algebra, \(\mathfrak{e}\) is the sum of its radical and of a semi-simple algebra \(\mathfrak{s}\). Here we study \(\mathfrak{s}\): it may be of eight different types, including the generic type \(\mathfrak{s} = \mathbb{R}\text{Id}\), and the Kähler and hyperkähler types \(\mathfrak{s} \simeq \mathbb{C}\) and \(\mathfrak{s} \simeq \mathbb{H}\). This is a result on real, semi-simple algebras with involution. For each type, the corresponding set of germs of metrics is non-empty; we parametrise it. We give the constraints imposed to the Ricci curvature by parallel endomorphism fields.
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We classify here the germs of (pseudo-)Riemannian metric, after the semi-simple part of their algebra of parallel endomorphism fields. Our motivation is the following.

Motivation. A Kähler metric \(g\) on some manifold \(M\) may be defined as a Riemannian metric admitting an almost complex structure \(J\) which is parallel: \(DJ = 0\) with \(D\) the Levi-Civita connection of \(g\). A natural question is to ask whether other fields of endomorphisms, i.e. sections of \(\text{End}(T M)\), may be parallel for a Riemannian metric. The answer is nearly immediate. First, one restricts the study to metrics that do not split into a non trivial Riemannian product, called here “indecomposable”. Otherwise, any parallel endomorphism field is the direct sum of parallel such fields on each factor (considering as a unique factor the possible flat factor). Then a brief reasoning ensures that only three cases occur: \(g\) may be generic i.e. admit only the homotheties as parallel endomorphisms, be Kähler, or be hyperkähler i.e. admit two (hence three) anticommuting parallel complex structures. The brevity of this list is due to a simple fact: the action of the holonomy group \(H\) of an indecomposable Riemannian metric is irreducible i.e. does not stabilise any proper subspace. In particular, this compels any parallel endomorphism field to be of the form \(\lambda\text{Id} + \mu J\) with \(J\) some parallel, skew adjoint almost complex structure. Now, such irreducibility fails in general for an indecomposable pseudo-Riemannian metric, so that a miscellany of other parallel endomorphism fields may appear. This gives rise to the question tackled here:

Which (algebra of) parallel endomorphism fields may a pseudo-Riemannian metric admit?

The interest of this question lies also in the following. When studying the holonomy of indecomposable pseudo-Riemannian metrics, the irreducible case may be exhaustively treated: the full list of possible groups, together with the corresponding spaces of germs of metrics (and possibly compact examples) may be provided. After a long story that we do not recall here, this has been done, even for germs of arbitrary torsion free affine connections, see e.g. the surveys [7,16]. Yet, in general, the representation of \(H\) may be non-semi-simple
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and such an exhaustive answer is out of reach, except perhaps in very low dimension, see e.g. the already long list of possible groups in dimension four in [11,12]. Thus, intermediate questions are needed: not aiming at the full classification, but still significant; see e.g. [10] for a survey of such works. Investigating the commutant End($T_m \mathcal{M}$)$^H$ of $H$ at some point $m$ of $\mathcal{M}$, instead of $H$ itself — that is to say studying the algebra of parallel endomorphisms — is such a question. One may also notice that determining all the parallel tensors, not only the endomorphisms, would mean determining the algebraic closure of the holonomy group $H$. So this work is a step towards this.

Now, as any associative algebra, End($T_m \mathcal{M}$)$^H$ classically splits into a sum $\mathfrak{s} \oplus \mathfrak{n}$ with $\mathfrak{s}$ a semi-simple subalgebra — in general not canonical, but its isomorphism class is — and $\mathfrak{n} := \text{Rad(End}(T_m \mathcal{M})^H)$ a nilpotent ideal, its radical. The study of $\mathfrak{s}$ and $\mathfrak{n}$ involve very different methods, and each of them is a work in itself. This article is devoted to $\mathfrak{s}$; we deal with $\mathfrak{n}$ in [2] and other future works. The interest of this article is that:

We deal with indecomposable metrics the holonomy group of which is never supposed to be irreducible or totally reducible.

As it is classical in holonomy problems, the question is twofold: (i) Which algebras $\mathfrak{s}$ are possible? (ii) By which sets of metrics are they produced? We will handle both, restraining ourselves, for point (ii), to the first natural step i.e. to germs of metrics.

**Contents and structure of the article.** Let $(\mathcal{M},g)$ be a (pseudo-)Riemannian manifold of dimension $d$, $H$ its holonomy group, $H^0$ the neutral component of $H$ and $m \in \mathcal{M}$.

In Part 1, we introduce the decomposition $\text{End}(T_m \mathcal{M})^H = \mathfrak{s} \oplus \mathfrak{n}$ in [1,11] and some natural objects associated with a reducible holonomy representation in §1.2, together with a simple but remarkable commutation property in $\text{End}(T_m \mathcal{M})^H$, Proposition 1.8. In §1.3 we give our main theorem: $\mathfrak{s}$ may be of eight different types, including the generic, Kähler and hyperkähler types $\mathfrak{s} = \mathbb{R} \text{Id}$, $\mathfrak{s} \cong \mathbb{C}$ and $\mathfrak{s} \cong \mathbb{H}$. See Theorem 1.10 p. 3 and Tables 1 and 2 for details. In the five non-Riemannian cases, the metric has necessarily a “neutral” signature $\left(\frac{d_1}{2}, \frac{d_2}{2}\right)$ and $\mathfrak{s}$ contains a “parakähler” structure $L$ i.e. a $g$-skew adjoint automorphism such that $T \mathcal{M} = \text{ker}(N-\text{Id}) \oplus \text{ker}(N+\text{Id})$. (Such a structure is also called a “bi-Lagrangian” structure, see Terminology 1.11.) That is linear algebra: the classification of some semi-simple, $g$-self adjoint subalgebras of $\text{gl}(\mathbb{R}^d)$, see Remark 1.13. We also give two corollaries.

In Part 2, to show that each type given by Theorem 1.10 occurs, we do a little more: we parametrise the set of germs of metrics in each of them (explicitly, or via Cartan-Kähler theory). Here we adapt a classical proof the line of which is given by R. Bryant in [7] — in particular, in the Riemannian case, this provides an explicit writing of this proof.

In Part 3, we give the consequences of the existence of any type of parallel endomorphisms on the Ricci curvature. They are quite simple, hence very remarkable.

**General setting and some general notation.** Here $\mathcal{M}$ is a simply connected manifold of dimension $d$ and $g$ a Riemannian or pseudo-Riemannian metric on it, whose holonomy representation does not stabilise any nondegenerate subspace, that is to say does not split in an orthogonal sum of subrepresentations. In particular, $g$ does not split into a Riemannian product. We set $H \subset \text{SO}^0(T_m \mathcal{M},g_m)$ the holonomy group of $g$ at $m$ and $\mathfrak{h}$ its Lie algebra. As $\mathcal{M}$ is supposed to be simply connected, we deal everywhere with $\mathfrak{h}$, forgetting $H$. Let $\mathfrak{e}$ be the algebra $\text{End}(T_m \mathcal{M})^0$ of the parallel endomorphisms of $g$ — to commute with $\mathfrak{h}$ amounts to extend as a parallel field —; it is isomorphic to some subalgebra of $\text{M}_d(\mathbb{R})^0$. Notice that
\( \mathfrak{e} \) is stable by \( g \)-adjunction, which we denote by \( \sigma : a \mapsto a^* \). If \( A \) is an algebra and \( B \subset A \), we denote by \( (B), (B), \) and \( A^B \) the algebra, respectively the ideal, spanned by \( B \), and the commutant of \( B \) in \( A \). When lower case letters: \( x_i, y_i \) etc. stand for local coordinates, the corresponding upper case letters: \( X_i, Y_i \) etc. stand for the corresponding coordinate vector fields. Viewing vector fields \( X \) as derivations, we denote Lie derivatives \( \mathcal{L}_X u \) also by \( X(u) \).

The decomposition \( \mathfrak{e} = \operatorname{End}(TM)^H \) and its semi-simple part \( \mathfrak{s} \)

1.1 The decomposition \( \mathfrak{e} = \mathfrak{s} \oplus \mathfrak{n} \) of \( \mathfrak{e} \) in a semi-simple part and its radical

First we need to recall some facts and set some notation. All the results invoked are classical for finite dimensional associative algebras; we state them for a unital real algebra \( A \).

**1.1 Notation** If \( A \) is a subset of an algebra, \( A^* \subset A \) denotes here the subset of its invertible elements. If \( \sigma \) is an involutive anti-morphism of \( A \), then \( A^{\pm} = \{ U \in A; \sigma(A) = \pm A \} \) denotes the subspace of its self adjoint or skew adjoint elements.

**1.2 Reminder** An algebra \( A \) is said to be nilpotent if \( A^k \), the algebra spanned by the products of \( k \) elements of \( A \), is \( \{ 0 \} \) for some \( k \). In particular, the elements of a nilpotent subalgebra of \( M_n(\mathbb{R}) \) are simultaneously strictly upper triangular in some well-chosen basis.

**1.3 Definition** (See [12] §25 or [13]) The radical \( \operatorname{Rad} A \) of \( A \) is the intersection of its maximal ideals. It is a nilpotent ideal. Equivalently, it is the sum of the nilpotent ideals of \( A \). The algebra \( A \) is said to be simple if its only proper ideal is \( \{ 0 \} \), and semi-simple if its radical is \( \{ 0 \} \) — so a simple algebra is semi-simple, and \( A/\operatorname{Rad}(A) \) is semi-simple.

The decomposition \( \mathfrak{e} = \mathfrak{s} \oplus \mathfrak{n} \) is provided by the following classical result. The last assertion is a refinement due to Taft [17] [18]. I thank P. Baumann for this reference.

**1.4 Theorem [Wedderburn – Malčev]** (see [12] §72) Let \( A \) be a finite dimensional \( \mathbb{R} \)-algebra. Then there exists a semi-simple algebra \( A_S \) in \( A \) such that \( A = A_S \oplus \operatorname{Rad}(A) \). If moreover \( A \) is endowed with an involutive anti-morphism \( \sigma \), then \( A_S \) may be chosen \( \sigma \)-stable.

**1.5 Notation** We set \( \mathfrak{n} = \operatorname{Rad} \mathfrak{e} \). Being the unique maximal nilpotent ideal of \( \mathfrak{e} \), \( \mathfrak{n} \) is self adjoint i.e. stable by \( g \)-adjunction. We take \( \mathfrak{s} \cong \mathfrak{e}/\mathfrak{n} \) some self adjoint semi-simple subalgebra of \( \mathfrak{e} \) provided by Theorem [1.4].
1.2 Some natural objects associated with a reducible holonomy representation; a “quasi-commutation” property

1.6 Remark/Notation We denote by $E_0 = \cap_{W \in \mathfrak{g}} \ker W$ the (possibly trivial) maximal subspace of $T_m\mathcal{M}$ on which the holonomy group $H$ acts trivially. As $T_m\mathcal{M}$ is $H$-orthogonally indecomposable, $E_0$ is totally isotropic. We set $\mathfrak{n}_0 = \{N \in \mathfrak{e} ; \Im N \subset E_0\}$; as the actions of $H$ and $\mathfrak{e}$ on $T_m\mathcal{M}$ commute, $\mathfrak{n}_0$ is an ideal of $\mathfrak{e}$, moreover self adjoint. So, for any $x, y \in T_m\mathcal{M}$, and any $N, N' \in \mathfrak{n}_0$, $g(N'Nx, y) = g(Nx, N'y) \in g(E_0, E_0) = \{0\}$, so $N'N = 0$ i.e. $\mathfrak{n}_0^2 = \{0\}$.

1.7 Remark/Notation The algebra $\mathfrak{e}$ is naturally endowed with the bilinear symmetric form $\langle U, V \rangle = \frac{1}{2} \operatorname{tr}(U^*V)$. By Reminder 1.2, $\mathfrak{n} \subset \ker((\cdot, \cdot))$. If moreover $\mathfrak{e}$ admits some self adjoint complex structure $J$, and denoting by $\mathfrak{e}_J$ the $J$-complex algebra $\{U \in \mathfrak{e} ; UJ = JU\}$, then $\mathfrak{e}_J$ is endowed with the complex form $\langle U, V \rangle_J = \frac{1}{2}(\operatorname{tr}(U^*V) - i \operatorname{tr}(U^*JV))$.

The following proposition is the key of most steps of the classification 1.10. As it is also worth to be noticed by itself, we state it apart, here.

1.8 Proposition Let $U, V$ be in $\mathfrak{e}$ and $m$ be any point of $\mathcal{M}$. If $U$ is self adjoint, then for any $x, y \in T_m\mathcal{M}$, $R(x, y)(UV - VU) = 0$. Consequently, $UV - VU \in \mathfrak{n}_0$. In particular, in case $E_0 = \cap_{W \in \mathfrak{g}} \ker W$ is reduced to $\{0\}$, all self adjoint elements of $\mathfrak{e}$ are central in $\mathfrak{e}$.

Proposition 1.8 rests on the following remark.

1.9 Reminder/Remark Classically, the Bianchi identity implies that, at all point $m \in \mathcal{M}$:

$$\forall x, y, z, t \in T_m\mathcal{M}, \ g(R(x, y)z, t) = g(R(z, t)x, y). \quad (1)$$

This holds also if we replace $g$ by any bilinear form parallel with respect to the Levi Civita connection of $g$, degenerate or not. The proof does not need nondegeneracy, see e.g. Lemma 9.3 in [14]. A consequence is that, if $U$ is a parallel self adjoint endomorphism:

$$\forall x, y, z \in T_m\mathcal{M}, \ R(Ux, y)z = R(x, Uy)z = R(x, y)Uz.$$  

The first equality is classical. For the second one, take $t$ any fourth vector and denote by $g_U$ the bilinear form $g(\cdot, U \cdot)$, which is parallel, as $U$ is, and symmetric, as $U^* = U$. Then:

$\begin{align*}
  g(R(x, y)z, t) &= g(R(z, t)x, Uy) \quad \text{applying (1) to } g, \\
  &= g_U(R(z, t)x, y) \\
  &= g_U(R(x, y)z, t) \quad \text{applying (1) to } g_U, \\
  &= g(R(x, y)Uz, t) \quad \text{as } U^* = U, \text{ being parallel, commutes with } R(x, y). \quad \square
\end{align*}$

Proof of Proposition 1.8. Take $U, V \in \mathfrak{e}$ with $U^* = U$ and $x, y, z, t \in T_m\mathcal{M}$. The bilinear form $g_U := g(\cdot, U \cdot)$ is parallel, as $U$ is.

$\begin{align*}
  g(R(x, y)z, VUt) &= g(R(x, y)V^*z, Ut) \quad \text{as, } V^*, \text{ parallel, commutes with } R(x, y), \\
  &= g(R(x, Uy)V^*z, t) \quad \text{by Remark 1.9, applied to } U, \\
  &= g(R(x, y)V^*z, t) \quad \text{as, } V^* \text{ commutes with } R(x, y), \\
  &= g(R(x, y)z, UVT) \quad \text{again by Remark 1.9, so the result.} \quad \square
\end{align*}$
1.3 The eight possible forms of $\mathfrak{s}$

The types given by Theorem 1.10 are known, but not in full generality for type $(3')$ i.e. with the corresponding set of germs of metrics clearly stated, and except $(3^C)$ which I never encountered explicitly. So Theorem 1.10 closes the list, may the action of $H$ be totally reducible or not. The proof rests on the classical Wedderburn-Artin and Skolem Noether theorems, and then is elementary. Remark 1.16 below gives the generic holonomy group corresponding to each case of the theorem.

1.10 Theorem The algebra $\mathfrak{s}$ is of one of the following types, where $J$, $J$, and $L$ denote respectively self adjoint complex structures and skew adjo int complex and paracomplex structures. Each case is precisely described in Tables 1 p. 7 and 2 p. 8, which are part of the theorem.

(1) generic, $\mathfrak{s} = \text{vect}(\text{Id})$.

$(1^C)$ “complex Riemannian”, $\mathfrak{s} = \text{vect}(\text{Id}, J)$. Here $d \geq 4$ is even, $\text{sign}(g) = (\frac{4}{2}, \frac{4}{2})$, $(\mathcal{M}, J, g(\cdot, \cdot) - ig(\cdot, \mathcal{J}))$ is complex Riemannian for a unique complex structure in $\mathfrak{s}$, up to sign.

(2) (pseudo-)Kähler, $\mathfrak{s} = \text{vect}(\text{Id}, J)$. Here $d$ is even and $(\mathcal{M}, J, g)$ is (pseudo-)Kähler, for a unique complex structure in $\mathfrak{s}$, up to sign.

$(2')$ parakähler, $\mathfrak{s} = \text{vect}(\text{Id}, L)$. Here $d$ is even, $\text{sign}(g) = (\frac{4}{2}, \frac{4}{2})$, $(\mathcal{M}, L, g)$ is parakähler, for a unique paracomplex structure in $\mathfrak{s}$, up to sign.

$(2^C)$ “complex Kähler”, $\mathfrak{s} = \text{vect}(\text{Id}, J, L, J)$. Here $d \in 4\mathbb{N}^*$, $\text{sign}(g) = (\frac{4}{2}, \frac{4}{2})$ and $(\mathcal{M}, J, L, g)$ is at once complex Riemannian, pseudo-Kähler, and parakähler, on a unique way in $\mathfrak{s}$, up to sign of each structure.

(3) (pseudo-)hyperkähler, $\mathfrak{s} = \text{vect}(\text{Id}, J_1, J_2, J_3)$. Here $d \in 4\mathbb{N}^*$, $(\mathcal{M}, J_1, J_2, g)$ is (pseudo-)hyperkähler, the set of Kähler structures in $\mathfrak{s}$ being a 2-dimensional submanifold.

$(3')$ “para-hyperkähler”, $\mathfrak{s} = \text{vect}(\text{Id}, J, L_1, L_2)$. Here $d \in 4\mathbb{N}^*$, $\text{sign}(g) = (\frac{4}{2}, \frac{4}{2})$ and $(\mathcal{M}, J, L_1, L_2, g)$ is at once pseudo-Kähler and parakähler, the set of complex and of paracomplex structures in $\mathfrak{s}$ being each a 2-dimensional submanifold.

$(3^C)$ “complex hyperkähler”, $\mathfrak{s} = \text{vect}(\text{Id}, J, J_1, L_1, L_1, J_1, L_1, L_2, L_2)$ Here $d \in 8\mathbb{N}^*$, $\text{sign}(g) = (\frac{4}{2}, \frac{4}{2})$ and $(\mathcal{M}, g)$ is at once complex Riemannian (on a unique way up to sign in $\mathfrak{s}$), and pseudo-Kähler and parakähler. The sets of pseudo- or parakähler structures are 2-dimensional $J$-complex submanifolds of $\mathfrak{s}$.

Each type is produced by a non-empty set of germs of metrics. On a dense open subset of them, for the $C^2$ topology, the holonomy group of the metric is the commutant $\text{SO}^0(g)^\mathfrak{s}$ of $\mathfrak{s}$ in $\text{SO}^0(g)$. Cases $(3)$, $(3')$, and $(3^C)$ are Ricci-flat, see Theorem 3.1 p. 17

1.11 Terminology A pseudo-riemannian metric $g$ with a parakähler structure $L$ amounts to the data of a symplectic form $\omega$, of two distinguished transverse Lagrangian distributions $E^\pm$ and of a torsion free connection $D$ with respect to which $\omega$, $E^+$ and $E^-$ are parallel: set $\omega := g(\cdot, L \cdot)$, $E^\pm = \ker(L \pm \text{Id})$ and take for $D$ the Levi-Civita connection of $g$. Such a structure is also known as a “bi-Lagrangian” structure; this terminology has been introduced by R. Bryant in [8], §5.2. I thank the referee for this remark.

1.12 Remark The fact that the set of germs of metrics in each case is non-empty is well-known, except perhaps for types $(3')$ and $(3^C)$. In all cases, §2 gives their parametrisation.
1.13 Remark In fact, we proved the following result in plain linear algebra. If \( g \) is a (pseudo-)Euclidean product on \( \mathbb{R}^d \) and \( A \) a semi-simple, \( g \)-self adjoint subalgebra of \( \mathfrak{g}(\mathbb{R}^d) \), whose action on \( \mathbb{R}^d \) is indecomposable (in an orthogonal sum), then \( A \) is one of the eight algebras of Theorem 1.10 or the algebra \( A \simeq \mathbb{H} \oplus \mathbb{H} \) of Remark 1.22.

1.14 Notation If \( G \) is a subgroup of \( \text{GL}_d(\mathbb{K}) \), we denote here by \( \mathbf{V} \) its standard representation in \( \mathbb{K}^d \). We denote then by \( \mathbf{V}^* : g \mapsto (\lambda \mapsto \lambda \circ g^{-1}) \) its contragredient representation in \( (\mathbb{K}^d)^* \) and, if \( \mathbb{K} = \mathbb{C} \), by \( \overline{\mathbf{V}}^* \) the complex conjugate of it.

1.15 Remark In cases \((2'), (2^C), (3') \) and \((3^C)\), the existence of a paracomplex structure \( L \) splits \( TM = \ker(L - \text{Id}) \oplus \ker(L + \text{Id}) = V \oplus V' \) into a sum of two totally isotropic factors, and the morphism \( \mathfrak{h} \) given by the metric identifies \( V' \) with \( V^* \). Then, \( H \) is isomorphic to a subgroup \([H]\) of \( \text{GL}_{d/2}(\mathbb{K}) \), the holonomy representation being \( \mathbf{V} \oplus \mathbf{V}^* \), if \( \mathbb{K} = \mathbb{R} \), or \( \mathbf{V} \oplus \overline{\mathbf{V}}^* \), if \( \mathbb{K} = \mathbb{C} \), on \( \ker(L - \text{Id}) \oplus \ker(L + \text{Id}) \). Matricially:

\[
H := \left\{ \begin{pmatrix} U & 0 \\ 0 & U^{-1} \end{pmatrix} \middle| U \in [H] \right\};
\]

so if \( \mathbb{K} = \mathbb{R} \), \( H \subset \text{SO}^0(\frac{d}{2}, \frac{d}{2}) \) and if \( \mathbb{K} = \mathbb{C} \), \( H \subset \text{U}(\frac{d}{2}, \frac{d}{2}) \).

1.16 Remark For \( \mathfrak{s} \) of each type, we sum up here: the possible signature(s) of \( g \), the group in which \( H \) (possibly identified with \([H]\), see Rem. 1.15) is included, and to which it is generically equal (proof in \[22]\), and the representation of \( H \) or \([H]\). Notice that each time, this group is also the commutant of \( \mathfrak{s} \) in \( \text{SO}^0(g) \). See Notation 1.14 for \( \mathbf{V} \).

|   | \((1)\) | \((1^C)\) | \((2)\) | \((2')\) | \((2^C)\) | \((3)\) | \((3')\) | \((3^C)\) |
|---|---|---|---|---|---|---|---|---|
| \(p, q\) | \(p, p\) | \(2p, 2q\) | \(p, p\) | \(2p, 2p\) | \(4p, 4q\) | \(2p, 2p\) | \(4p, 4p\) |
| \(\text{SO}^0(p, q)\) | \(\text{SO}(p, \mathbb{C})\) | \(\text{U}(p, q)\) | \(\text{GL}^0(p, \mathbb{R})\) | \(\text{GL}(p, \mathbb{C})\) | \(\text{Sp}(p, q)\) | \(\text{Sp}(2p, \mathbb{R})\) | \(\text{Sp}(2p, \mathbb{C})\) |
| \(\mathbf{V}\) | \(\mathbf{V}\) | \(\mathbf{V}\) | \(\mathbf{V} \oplus \mathbf{V}^*\) | \(\mathbf{V} \oplus \overline{\mathbf{V}}^*\) | \(\mathbf{V} \oplus \mathbf{V}^*\) | \(\mathbf{V} \oplus \overline{\mathbf{V}}^*\) |

1.17 Remark In Theorem 1.10, the new cases with respect to the Riemannian framework occur only for metrics \( g \) of signature \((\frac{d}{2}, \frac{d}{2})\).

1.18 Remark [Justification of the labels in Theorem 1.10] The generic holonomy groups corresponding to \( \mathfrak{s} \) of types \((1^C)\), \((2^C)\) and \((3^C)\) are complexification of those corresponding to \( \mathfrak{s} \) of respective types \((1)\), \((2)\) or \((2')\), and \((3)\) or \((3')\). Besides, if you consider the different types in a comprehensive sense, type \((2)\) e.g. meaning only “\( H \subset \text{U}(p, q) \)”, and so on, you obtain the following inclusion diagram:
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where the strokes denote the inclusion of the set of metrics below into the one above.

This justifies our notation. Another point of view is the following. Suppose that \( g \) is a real analytic germ of metric at \( m \). Then \( \mathfrak{h} \) is generated by \( \{D^k R(u_1, \ldots, u_{k+2}), (u_i)_{i=1}^{k+2} \in T_m M\} \), the curvature tensors at \( m \) and their covariant derivatives at all orders. So the
complexification $g^C$ of the germ $g$ has $\mathfrak{h} \otimes \mathbb{C}$ as holonomy algebra. Thus here, if $g$ is “of type (1)”, respectively ((2) or (2’)), or ((3) or (3’)), its complexification is “of type (1C)”, respectively (2C) and (3C).

| $s$ = | (1) | (1C) | (2) | (2’) | (2C) |
|---|---|---|---|---|---|
| $\mathfrak{s} \simeq$ | $\mathbb{R}$ | $\mathbb{C}$ | $\mathbb{C}$ | $\mathbb{R} \oplus \mathbb{R}$ | $\mathbb{C} \oplus \mathbb{C}$ |
| through the morphism $\varphi$ given by: | $\text{Id} \mapsto 1$ | $J \mapsto i$ | $J \mapsto i$ | $L \mapsto (1, -1)$ | $(J, L, J) \mapsto ((i, i), (1, -1), (i, -i))$ |
| $\varphi(\mathfrak{s}^+)$ = | $\mathbb{R}$ | $\mathbb{C}$ | $\mathbb{R}$ | $\mathbb{R}(1, 1)$ | $\mathbb{C}(1, 1)$ |
| $\varphi(\mathfrak{s}^+)^{(1)} \subset \varphi(\mathfrak{s})$ | $\mathbb{R}^{1, 0} \subset \mathbb{R}^{1, 0}$ | $\mathbb{R}^{1, 1} \subset \mathbb{R}^{1, 1}$ | $\mathbb{R}^{1, 0} \subset \mathbb{R}^{2, 0}$ | $\mathbb{R}^{1, 0} \subset \mathbb{R}^{1, 1}$ | $\mathbb{R}^{1, 1} \subset \mathbb{R}^{2, 2}$ |

In case (2), viewed as a $J$-complex algebra, $\mathfrak{s} = (L)$ is given as in (2’).

| $\mathfrak{s} =$ | (3) | (3’) | (3”) |
|---|---|---|---|
| $\mathfrak{s} \simeq$ | $\mathbb{H}$ | $M_2(\mathbb{R})$ | $M_2(\mathbb{C})$ |
| through the morphism $\varphi$ given by: | the canonical $J_0 = J_1$ | $J_0 = J_1$ | $J_0 = J_1$ |
| quaternionic conjugation $z \mapsto \overline{z}$ | i.e. transpose of the comatrix | idem |
| $\varphi(\mathfrak{s}^+)$ = | $\mathbb{R}$ | $\mathbb{R} \cdot I_2$ | $\mathbb{C} \cdot I_2$ |
| $\varphi(\mathfrak{s}^+)^{(3)} \subset \varphi(\mathfrak{s})$ | $\mathbb{R}^{1, 0} \subset \mathbb{R}^{4, 0}$ | $\mathbb{R}^{1, 0} \subset \mathbb{R}^{2, 2}$ | $\mathbb{R}^{1, 1} \subset \mathbb{R}^{4, 4}$ |

In case (3”), viewed as a $J$-complex algebra, $\mathfrak{s} = (L_1, L_2, L_3, L_{[i]} | L_{[i+1]} = L_{[i+2]} | L_{[i]} L_{[i]} = -L_{[i]} L_{[i]}$.

<sup>[1]</sup> given as (pseudo-)euclidean spaces for $\langle \cdot, \cdot \rangle$ introduced in Remark 1.7. $\mathbb{R}^{a,b}$ means $(\mathbb{R}^{a+b}, \langle \cdot, \cdot \rangle)$ with $\text{sign}(\langle \cdot, \cdot \rangle) = (a, b)$.

Table 1: Theorem 1.17 summed up in a table. The first line gives $\mathfrak{s}$ as a unital $\mathbb{R}$-algebra generated by $\langle \cdot, \cdot \rangle$-orthogonal complex and paracomplex structures. All letters $J$ denote complex structures, and $L$ paracomplex ones. All are $g$-skew adjoint, except the $g$-self adjoint underlined $\underline{J}$. Bracketed indices $[i]$ denote indices modulo 3; $\mathfrak{s}^+$ stands for the subspace of self adjoint elements of $\mathfrak{s}$.

1.19 Lemma Take $U \in \mathfrak{e}$ and $N \in \mathfrak{n}$, $\mu$ the minimal polynomial of $U$ and $\mu'$ that of $U + N$. Then any irreducible factor of $\mu$ is also in $\mu'$, and vice versa.
In a well-chosen basis, with $p$ and $q$ the integers given above:

| Condition on $\dim \mathcal{M}$ | (1) | (1') | (2) | (2') | (2'') | (3) | (3') | (3'') |
|----------------------------------|-----|------|-----|------|------|-----|------|------|
| value                            | any | even | even | even | divisible | divisible | divisible | divisible |
| Possible value of $g$            | any | with | with | with | with | with | with | with |
| sign($g$)                        | any | $p \in \mathbb{N}^*$ | $q \in \mathbb{N}^*$ | $p \in \mathbb{N}^*$ | $p \in \mathbb{N}^*$ | $p, q \in \mathbb{N}^*$ | $p \in \mathbb{N}^*$ |

(OF course, if $\text{sign}(g) = (r, s)$ then $r + s = \dim \mathcal{M}$.)

| $\text{Mat}(g) = I_{p,q}$ | $\text{Mat}(g) = I_{p,p}$, $\text{Mat}(J) = J_p$ |
| $\text{Mat}(g) = \text{diag}(I_{p,q}, I_{p,q})$, $\text{Mat}(J) = J_{d/2}$ |
| $\text{Mat}(g) = I_{p,p}$, $\text{Mat}(L) = L_p$ or e.g.: $\text{Mat}(g) = L_p$, $\text{Mat}(L) = I_{p,p}$ |
| $\text{Mat}(g) = L_{2p}$, $\text{Mat}(L) = I_{2p,2p}$, $\text{Mat}(J) = \text{diag}(J_p, -J_p)$ |
| $\text{Mat}(g) = \text{diag}(I_{p,q}, I_{p,q}, I_{p,q}, I_{p,q})$, $\text{Mat}(J_2) = J_{d/2}$, $\text{Mat}(J_1) = \text{diag}(-J_{d/2}, J_{d/2})$, $\text{Mat}(J_3) = \left( \begin{array}{cc} 0 & J_{d/4} \\ J_{d/4} & 0 \end{array} \right)$ |
| $\text{Mat}(g) = I_{p,2p,2p}$, $\text{Mat}(L_1) = L_{2p}$ |
| $\text{Mat}(J) = \text{diag}(-J_p, J_p)$ [1], $\text{Mat}(L_2) = \left( \begin{array}{cc} 0 & -J_p \\ J_p & 0 \end{array} \right)$ |
| $\text{Mat}(g) = \text{diag}(I_{2p,2p}, -I_{2p,2p})$, $\text{Mat}(J) = \text{diag}(J_{2p}, J_{2p})$, $\text{Mat}(J) = \text{diag}(J_p, J_p, -J_p, -J_p)$, $\text{Mat}(L_1) = L_{4p}$ |
| $\text{Mat}(L_2) = \left( \begin{array}{cccc} 0 & \text{diag}(J_p, J_p) & & \\ & & & \\ & & & \\ & & & \end{array} \right)$ |

Table 2: The \textbf{[1,10]} in a matricial form, with the sets of all (para)complex structures.

---

**Proof.** $\mu(U + N) = \mu(U) + NV = NV$ with $V$ some polynomial in $U$ and $N$. As $n$ is an ideal, $NV \in n$ and by Proposition \textbf{[1,2]} $NV$ is nilpotent. So for some $k \in \mathbb{N}$, $(\mu^k)(U + N) = 0$ i.e. $\mu^k | \mu^n$. Symmetrically, $\exists l \in \mathbb{N}^* : \mu^l | \mu^n$, so the result. 

**Proof of Theorem \textbf{[1,10]}**. We denote $T_m \mathcal{M}$ by $E$ in this proof. We first state the announced classical results in associative algebra.
1.20 Theorem [Wedderburn – Artin] (see [12] §3, p. 40). Let $A$ be a finite dimensional semi-simple $R$-algebra. Then $A$ is isomorphic to a direct sum of matrix algebras:

$$A \simeq \bigoplus_{i=1}^{k} M_{d_i}(K_i)$$

with for each $i$, $d_i \in \mathbb{N}^*$ and $K_i \in \{R, C, H\}$.

1.21 Theorem [corollary of a theorem of Skolem – Noether] (see [12] §10, no. 1). Let $\theta$ be an automorphism of a finite dimensional semi-simple $R$-algebra $A$. If $\theta$ acts trivially on the center of $A$, $\theta$ is interior.

As $g$ is orthogonally indecomposable, then if it is flat, $\dim M = 1$ and $s = e = R Id$ is of type (1). We now suppose that $\theta$ is not flat. The list \[1.10\] follows from the orthogonal indecomposability of the action of $h$, through the claim below. The elimination of only one possible form for $s$ will also require, through Proposition \[1.8\] the fact that $h$ is a holonomy algebra i.e. from the Bianchi identity satisfied by the curvature tensor.

Claim 1. If $p \in e$ is self adjoint, its minimal polynomial $\mu_p(X)$ is of the form $Q^\alpha$ with $Q$ irreducible — so if $p$ is not invertible, it is nilpotent.

Proof. The minimal polynomial reads $\mu_p(X) = \prod_{i=1}^{N} Q_i^{\alpha_i}$ with irreducible $Q_i$’s. As $p$ is self adjoint, the direct sum $E = \bigoplus_{i=1}^{N} \ker Q_i^{\alpha_i}(p)$ is $g$-orthogonal. As $p \in \text{End}(E)^B$, each $\ker Q_i^{\alpha_i}(p)$ is $h$-stable. Now $E$ is indecomposable, so $N = 1$ and the claim.

By \[1.4\] $e = s \oplus n$ where $n = \text{Rad}(e)$ and $s$ is a semi-simple, self adjoin subalgebra of $e$. As $n$ is the intersection of the maximal ideals of $e$ and as the adjunction $\sigma$ is an anti-isomorphism, $n$ is also self adjoint. So \[1.20\] gives an isomorphism $\varphi : s \overset{\cong}{\to} A$ with $A = \bigoplus_{i=1}^{k} I_i$ and $I_i = M_{d_i}(K_i)$, $K_i \in \{R, C, H\}$. By a slight abuse, we also denote by $\sigma$ the conjugate action $\varphi \circ \sigma \circ \varphi^{-1}$ of $\sigma$ on $A$.

Claim 2. $k \leq 2$. If $k = 2$, then $\sigma(I_1) = I_2$. We then denote the $\delta_i$ by $\delta$ and the $K_i$ by $K$.

Proof. Let us denote by $1$ the unit matrix of any factor of $A$. As an (anti) automorphism of $A$, $\sigma$ acts on the factors $I_i$ of $A$, permuting them. Take $p = (1, 0, \ldots, 0) \in A$. As $p^2 = p$, $\varphi^{-1}(p)$ is a (non zero) projection, so by Claim \[1\] either $\varphi^{-1}(p) = 1_1$ and thus $k = 1$, or $\sigma(p) \neq p$. In the latter case, $\sigma(I_1) \neq I_1$. Take $p' = p + \sigma(p)$. It is self adjoint by construction, and $p'^2 = p'^2 + \sigma(p)^2 = p + \sigma(p'^2) = p'$ so it is a (non zero) projection. By Claim \[1\] $\varphi^{-1}(p') = 1_1$ so $A = I_1 \oplus \sigma(I_1)$ and then $k = 2$.

Claim 3. If $k = 2$, then $\delta = 1$ and $K = R$ or $K = C$.

Proof. Suppose $k = 2$. Take $p = (\text{diag}(1, 0, \ldots, 0), 0) \in A$ and $p' = p + \sigma(p)$. By the same reasoning as above, $\varphi^{-1}(p')$ is a non zero self adjoint projection so $p' = 1_A$ by Claim \[1\]. As the $I_1$-component of $\sigma(p)$ is zero, then in fact $p = (1, 0)$ and $\sigma(p) = (0, 1)$; in particular $\text{diag}(1, 0, \ldots, 0) = 1_{I_1}$ i.e. $\delta = 1$. Now Proposition \[1.8\] implies $K \neq H$. Indeed, suppose that $K = H$, denote by $i$ and $j$ two of the three canonical roots of $-1$ in $H$, take $m \in \mathcal{M}$ and $x, y \in T_m \mathcal{M}$. Set $I = \varphi^{-1}(i, 0)$ and $J = \varphi^{-1}(j, 0)$ in $e = \varphi^{-1}(H \oplus H)$. Notice that the $I_1$ component of $\sigma((i, 0))$ is zero, so $I*J = 0$, similarly $IJ^* = 0$. By construction, $I + I^*$ is self
adjoint, so:

\[ R(x,y)(I + I^*)(J + J^*) = R(x,y)(J + J^*)(I + I^*) \text{ by Proposition 1.8} \]
\[ = R(x,y)(JI + J^*I^*) \]
\[ = -R(x,y)(IJ + I^*J^*) \text{ as in } \mathbb{H}, \ ji = -ij, \]
\[ = -(x,y)(I + I^*)(J + J^*). \]

So \( R(x,y)(I + I^*)(J + J^*) = 0.\) Now \((I + I^*)(J + J^*) = IJ + (IJ)^* = \varphi^{-1}(((ij,0) + \sigma((ij,0)))\)

is invertible, so for any \(m \in M\) and any \(x, y \in T_mM, R(x,y) = 0\) i.e. \((M, g)\) is flat, in contradiction with \(g \simeq \mathbb{H} \oplus \mathbb{H}.\)

Let us suppose \(k = 1\) and finish the proof. Let \(\tau\) be the transposition \(u \mapsto t^* u\) in \(A \simeq M_\delta(K),\) and \(\Phi\) its composition \(u \mapsto \tilde{u}\) with the conjugation, in case \(K \in \{\mathbb{R}, \mathbb{C}\}.\) Then for \(K \in \{\mathbb{R}, \mathbb{C}\},\) respectively \(K \in \{\mathbb{C}, \mathbb{H}\},\) respectively \(\Phi,\) and \(\Phi\) is anti-morphism (of \(\mathbb{R}\)-algebra) of \(A.\) So either \(\tau \circ \sigma\) or \(\Phi \circ \sigma\) is an automorphism of \(A\) and, for \(K \in \{\mathbb{R}, \mathbb{H}\},\) it acts trivially on the center \(Z(A)\) as \(Z(A) = K.I_\delta.\) If \(K = \mathbb{C},\) either \(\tau \circ \sigma\) or \(\Phi \circ \sigma\) acts trivially on the center \(Z(A) = 0.\)

Then Theorem 11 gives a \(v \in A\) such that \(\sigma: u \mapsto v^t u w^t\) with \(\tilde{v} = v^t \tilde{w}\) if \(K = \mathbb{R},\) \(\tilde{v} = \tilde{w}\) if \(K = \mathbb{H}\) and \(\tilde{u} = u\) or \(\tilde{u} = \tilde{w}\) if \(K = \mathbb{C}.\) As \(\sigma^2 = 1, v^t \tilde{w}^{-1} \in Z(A)\) i.e. \(\tilde{v} = \lambda v\) with \(\lambda \in \mathbb{R}\) if \(K \in \{\mathbb{R}, \mathbb{H}\}\) and \(\lambda \in \mathbb{C}\) if \(K = \mathbb{C}.\) Applying \(\Phi\) on both sides, we get that \(\lambda = \pm 1\) (in the case \(K = \mathbb{C}\) and \(\tilde{u} = \tilde{w},\) we get only \(|\lambda| = 1,\) but replacing \(v\) by an adequate element of \(\mathbb{C}v\) achieves even \(\lambda = 1).\)

If we replace \(\varphi\) by \(c_w \circ \varphi\) with \(c_w: u \mapsto w^{-1}u w,\) then \(v\) is replaced by \(w v^t \tilde{w}\) i.e. \(v\) undergoes a basis change like the matrix of a bilinear or \(\tilde{v}-\text{sesquilinear}\) form. So using a suitable \(c_w,\) and recalling that \(v^t \tilde{v} = \lambda v\) with \(\lambda = \pm 1,\) we may suppose:

- in case \(\lambda = 1,\) that \(v = \text{diag}(I_{\delta'}, -I_{\delta''})\) with \(\delta' + \delta'' = \delta\) if \(K = \mathbb{R}\) or \(\{K \in \{\mathbb{C}, \mathbb{H}\}\}\) and \(\tilde{u} = u,\) and that \(v = I_\delta\) if \(\{K = \mathbb{C}\} \text{ and } \tilde{u} = u,\) and that \(v = I_\delta i\) if \(K = \mathbb{H}.\)

Now all cases where \(v\) is diagonal imply \(\delta = 1.\) Indeed, if \(v = \text{diag}(I_{\delta'}, -I_{\delta''})\) or \(v = I_\delta,\)

set \(p = \text{diag}(1,0,\ldots,0),\) and if \(K = \mathbb{H}\) and \(v = I_\delta i,\) set \(p = \text{diag}(j,0,\ldots,0).\) Then \(p\) is self adjoint, non nilpotent, so \(p = 1_A\) or \(p = 1_A j\) by Claim 11 i.e. \(\delta = 1.\) So if \(\delta > 2,\) then \(K \in \{\mathbb{R}, \mathbb{C}\},\) \(\lambda = -1, \tilde{u} = u,\) \(\delta\) is even and \(v = \left(\begin{array}{cc} 0 & -I_{\delta/2} \\ I_{\delta/2} & 0 \end{array}\right)\) if \(\{K \in \{\mathbb{R}, \mathbb{C}\}\} \text{ and } \tilde{u} = u,\) and that \(v = I_\delta i\) if \(K = \mathbb{H}.\)

The remaining informations given in Tables 1 and 2 follow from standard calculations. We give only the following details.
In Table 1 the given generators are a (pseudo-)orthogonal family of \((s, \langle \cdot, \cdot \rangle)\), indeed 
\(\frac{1}{d} \text{tr}(L^*L) = \frac{1}{d} \text{tr}(-L^2) = \frac{1}{d} \text{tr}(-\text{Id}) = -1\) or, in case \((2C)\), \(\frac{1}{d} \text{tr}(L^*J) = \frac{1}{d} \text{tr}(-J\text{Id}) = 0\) as \(J\) is a complex structure.

For the three last columns of Table 2 we must check that the different \((\text{para})\)complex structures \(U\) announced are indeed the only ones. Notice that if \(U \in \mathfrak{s}^-, \ U^2 = \pm \text{Id} \Leftrightarrow U^*U = \mp \text{Id} \Rightarrow \langle U, U \rangle = \mp 1\).

In cases (3), \((3')\), and \((3C)\), after Proposition 2.4 and Remark 2.11 the (pseudo-)Kähler manifold \((\mathcal{M}, g, J)\) admits a non zero complex volume form so is Ricci flat. See also another brief proof in Theorem 3.1.

Finally, in \(\S 2\) are built the (non-empty) sets of germs of metrics inducing each case, and Proposition 2.4 and Remark 2.11 show Remark 1.16 above and hence the last assertion of the theorem. □

1.22 Remark In Claim 3 above, the use of the Bianchi identity, through Proposition 1.8 is necessary. Consider the case \(E = \mathbb{R}^{2p} \cong \mathbb{H}^p \oplus \mathbb{H}^p\) and \(\mathcal{H}' := \{u \in \text{GL}_p(\mathbb{H})^2 : u = (u_1, u_2)\} \subset \text{GL}_{2p}(\mathbb{R})\). Then \(\mathcal{H}'\) preserves the non degenerate real quadratic form \((x_1, x_2) \mapsto x_1^tI x_2\) on \(E\), and its action is orthogonally indecomposable. Now \(\frak{gl}(E)^{\mathcal{H}'} = (\text{Id}_{\mathbb{H}^p}, \mathbb{H})^2 \subset \text{GL}_p(\mathbb{H})^2 \subset \text{GL}_{2p}(\mathbb{R})\) and thus \(\frak{gl}(E)^{\mathcal{H}'} \cong \mathbb{H} \oplus \mathbb{H}\).

The following corollary of Theorem 1.10 may be noticed.

1.23 Corollary A metric \(g\) admits parallel self adjoint complex structures exactly in cases \((1C)\), \((2C)\) and \((3C)\), and they are: \(\{\pm J + N; N \in \mathfrak{n}_0\text{ and } N J = -J N\}\).

Proof. Suppose that some \(J_0 \in \mathfrak{e}^+\) satisfies \(J_0^2 = -\text{Id}\). Take the decomposition \(J_0 = S + N\) with \(S \in \mathfrak{s}^+\) and \(N \in \mathfrak{n}^+\). By Lemma 1.19 and as the minimal polynomial of \(J_0\) is \(X^2 + 1\), irreducible, \(S^2 = -\text{Id}\) so we are in case \((1C)\), \((2C)\) or \((3C)\) and \(S = \pm J\). Now \(-\text{Id} = J_0^2 = (J + N)^2 = -\text{Id} + JN + NJ + N^2\). By Proposition 1.8 \((J^2 + N^2)(J - N) = JN - NJ \in \mathfrak{n}_0\), \(N(2J + N) = JN + NJ + N^2 = (JN - NJ) \in \mathfrak{n}_0\). By Lemma 1.19 \((2J + N)^k = 0\) for some \(k\), so \(2J + N\) is invertible, so \(N \in \mathfrak{n}_0\), and as then \(N^2 = 0\), \(N \in \{U \in \mathfrak{n}_0; JU = -UJ\}\). □

Finally, it may be useful to list the different possible parallel tensors.

1.24 Proposition In each case of Theorem 1.10 the metric admits the nondegenerate parallel multi- or sesquilinear forms of Table 3 p. 12.

Proof. Some lines of Table 3 require a brief checking.

(1) Any \(U \in \mathfrak{e}^+ \setminus \mathfrak{n}^+\) is nondegenerate. Indeed, any \(U \in \mathfrak{s}^+ \setminus \{0\}\) is (see Table 1) so its minimal polynomial \(\mu\) is not divisible by \(X\); by Lemma 1.19 neither is the minimal polynomial of \(U + N\) for any \(N \in \mathfrak{n}\).

(2) If some nondegenerate alternate form is parallel for a torsion-free connection, it is closed, thus symplectic. Then proceed as in (1) above.

(3) If \(J\) is a parallel complex structure (self- or skew-adjoint), nondegenerate complex bilinear forms are the \(g(\cdot, \cdot) - ig(\cdot, \cdot)\cdot V\cdot\) such that \(\ker U \cap \ker V = \{0\}\), \(V = UJ\), \(U^* = U\) and \(V^* = V\). By Proposition 1.2 the first condition implies that \(U \notin \mathfrak{n}\) or \(V \notin \mathfrak{n}\), so by Lemma 1.19 and the reasoning of (1), that \(U\) or \(V\) is nondegenerate, hence both. Now if \(J^* = -J\), the relations give that \(UJ = -JU\) and \(VJ = -JV\). As \(U^* = U\), by Proposition 1.8 everywhere, \(R(\cdot, \cdot)(UJ - JU) = 0\). As \(UJ - JU = 2UJ\) is nondegenerate, \(\mathcal{M}\) would be flat. So \(J^* = J\), we denote it by \(J\). This time \(UJ = JU\). After Table 4 and Lemma...
Table 3: The real and complex parallel tensors existing in the different cases. In cases (3), (3') and (3^C), (s^-)^* is the complement of the isotropic cone in s^-. The real part of h_U is a (pseudo-)Riemannian metric, its imaginary part is a 2-form of type (1,1).

| parallel tensor/exists in cases | parametrised by | given as |
|---------------------------------|-----------------|----------|
| Pseudo-Riemannian metric/all cases | U \in \mathbb{C}^+ \setminus \mathbb{C}^- | g(\cdot, U\cdot) |
| Symplectic form/all except (1) and (1^C) | U = V + N, V \in (\mathfrak{s}^-)^*, N \in \mathfrak{n}^- | g(\cdot, U\cdot) |
| “Complex Riemannian” metric/(1^C), (2^C), (3^C) | U \in \mathbb{C}^+ \setminus \mathbb{C}^- such that \( UJ = JU \) | UJ = JU |
| Hermitian (pseudo-)Kähler metric w. r. to some J \in \mathfrak{s}^- (2), (2^C), (3), (3^C) | U = V + N, V \in (\mathfrak{s}^-)^*, N \in \mathfrak{n}^- such that \( NJ = JN \) | \( \omega_U = g(\cdot, U\cdot) + ig(\cdot, JU\cdot) \) |
| J-complex symplectic form (2^C), (3^C) | U = V + N, \( V \in (\mathfrak{s}^-)^*, N \in \mathfrak{n}^- \) | \( \omega_U = g(\cdot, U\cdot) + ig(\cdot, JU\cdot) \) |
| J-complex symplectic form (3), (3'), (3^C) | U = V + N, \( V \in (\mathfrak{s}^-)^*, N \in \mathfrak{n}^- \) such that \( UJ = -JU \) | \( \omega_U = g(\cdot, U\cdot) + ig(\cdot, JU\cdot) \) |
| Non null J-complex volume form/(1^C), (2^C), (3^C) | associated with \( g_J \) above | \( \omega_U^{(d/4)} \) with \( \omega_U \) as above |
| Non null J-complex volume form/(3), (3'), (3^C) | equal to \( \omega_U^{(d/4)} \) with \( \omega_U \) as above | \( \omega_U^{(d/4)} \) with \( \omega_U \) as above |

The existence of such a \( J \) leads to the announced form of \( \mathfrak{s}^+ \). Conclude by the same reasoning as in (1); (4)-(6) are entirely similar.

(7) If some parallel \( J \) exists, so some complex Riemannian metric \( g_J \) as on line 3 of Table 3 take \( (e_i)_{i=1}^{d/2} \) some \( g^- \)-orthonormal complex frame field, and \( \nu = e_1^1 \wedge \ldots \wedge e_{d/2}^d \). As \( g_J \) is parallel, so is \( \nu \). □

2 The space of germs of metrics realising each form of \( \mathfrak{s} \)

2.1 Reminder Metrics with \( \mathfrak{s} \) of type (1^C) are the real parts of complex Riemannian metrics \( i.e. \) of holomorphic, non-degenerate \( \mathbb{C} \)-bilinear forms on complex manifolds \( (\mathcal{M}, J) \). It is well known and easy to check.

As it is also well known, germs of (pseudo-)Kähler metrics (type (2)) are parametrised by a Kähler potential \( u \), which is a real function:

\[
g \left( \frac{\partial}{\partial z_i}, \frac{\partial}{\partial \overline{z}_j} \right) = \frac{\partial^2 u}{\partial z_i \partial \overline{z}_j}. \tag{a}
\]

Similarly, germs of para Kähler metrics (type (2')) are parametrised by a para Kähler potential (see \( e.g. \) §2 of [1]). The supplementary distributions \( \ker(L \pm \text{Id}) \) are integrable. Take \( ((x_i)_{i=1}^{d/2}, (y_i)_{i=1}^{d/2}) \) coordinates adapted to the corresponding pair of integral \( (g\text{-isotropic}) \) foliations. Then the metrics of type (2') depend on a real potential \( u \) through:
\[ g \left( \frac{\partial}{\partial x_i}, \frac{\partial}{\partial y_j} \right) = \frac{\partial^2 u}{\partial x_i \partial y_j}. \]  

(b)

A metric of type \((2^C)\) is given by the complexification of \((a)\) or \((b)\), indifferently: take \(u\) complex and replace the real and imaginary parts of the \(z_i\), in case \((a)\), or \((x_i)_i\) and \((y_i)_i\), case \((b)\), by complex variables.

2.2 Remark Be careful however that a manifold \((\mathcal{M}, g)\) of type \((2)\) or \((2^C)\) has to be complex, hence in particular real analytic, whereas one of type \((2')\) may be only smooth.

2.3 Remark We recall also that the “complex Riemannian” metrics defined in Table 3 in cases \((1^C), (2^C)\) and \((3^C)\) are holomorphic with respect to the self adjoint complex structure \(J\). Check that, if \(z_j = x_j + iy_j\) are complex coordinates, \(\frac{\partial}{\partial y_j} g_{k,l} = i \frac{\partial}{\partial x_l} g_{k,l}\) for all \(k,l\).

2.4 Proposition A generic metric of type \((1), (2), (2'), (1^C)\) or \((2^C)\) has the holonomy algebra given in Remark 1.16. More precisely, if the 2-jet at the origin of some metric of the wished type satisfies some dense open condition among such 2-jets, then its holonomy algebra is as in Remark 1.16. In particular, those holonomy groups are obtained on a dense open subset, for the \(C^2\) topology, of the corresponding metrics.

Proof. It is standard, but we did not find any really explicit reference in the literature, and we need such a reference, as we will generalise it in our work on \(n\). Besides it is short, and makes this paper self-contained. So we recall it. At the origin, take normal coordinate vectors \((X_i)_i\), moreover such that \(X_i = JX_i\) or \(X_i = JX_i\) for \(i\) odd, in case \((2)\) or \((2')\). So for any coordinate vectors \(U, V, D_U V = 0\) at 0. For any coordinate vectors \(A, B, U, V\) at the origin, \(g(R(A, B)U, V)\) is equal to (check it):

\[
\frac{1}{2} (A.U. (g(B, V)) - B.U. (g(A, V)) - A.V. (g(B, U)) + B.V. (g(A, U))).
\]

In case \((1)\), \(g(R(X_i, X_j)|_{0}, \cdot, \cdot)\) is the alternate part of the bilinear form:

\[ \beta_{i,j} : (U, V) \mapsto X_i.U.g(X_j, V) - X_j.U.g(X_i, V). \]

The \(\beta_{i,j}\) depend on the second derivatives of the coefficients of \(g\) at 0, which are free in normal coordinates. So, on a dense open subset of the 2-jets of metrics, their alternate parts are linearly independent and span a \(\frac{d(d-1)}{2}\)-dimensional space in \(\text{dim} \mathfrak{g}_d(\mathbb{R})\) i.e. \(\mathfrak{g}_d(\mathbb{R})\) itself.

In case \((2)\) we set, for \(j\) odd, \(Z_{j+1} = X_j - iX_{j+1}\) and \(\overline{Z}_{j+1} = X_j + iX_{j+1}\) in \(T^2 \mathcal{M}\). The \(R(Z_i, Z_j)\) and \(R(\overline{Z}_i, \overline{Z}_j)\) vanish, and the \(R(Z_i, \overline{Z}_j)\) vanish when evaluated on \(\Lambda^2 T^{1,0} \mathcal{M}\) or \(\Lambda^2 T^{0,1} \mathcal{M}\). So \(R\) is determined at 0 by the \(\beta_{i,j} : (Z_k, \overline{Z}_j) \mapsto g(R(Z_i, \overline{Z}_j), Z_k, \overline{Z}_j)\). As:

\[ g(R(Z_i, \overline{Z}_j), Z_k, \overline{Z}_j) = \frac{1}{2} (-\overline{Z}_j.Z_k.g(Z_i, \overline{Z}_j)) - Z_i.\overline{Z}_j.g(Z_i, Z_k)), \]

\(R|_0\) is given by the fourth derivatives of the Kähler potential \(u\). Those are free in normal coordinates, so on a dense open subset of the 2-jets of metrics, the \(\beta_{i,j}\) depend on the fourth derivatives of the coefficients of \(g\) at 0, which are free in normal coordinates. In particular, those holonomy groups are obtained on a dense open subset, for the \(C^2\) topology, of the corresponding metrics. □

Now we describe the space of germs of metrics of type \((3), (3')\) and \((3^C)\). It is classical for type \((3)\) (hyperkähler), the other cases are an adaptation of the argument.
2.5 Notation Take $\varepsilon \in \{−1, 1\}$ and $\delta \in \mathbb{N}^*$. We denote by $G_\varepsilon$ the set of germs at 0 of triples $(g, J, U)$ with $g$ a (pseudo-)Riemannian metric on $R^d = R^{4\delta}$ and $J$ and $U$ two $g$-skew adjoint parallel endomorphisms fields such that $\varepsilon U^2 = −J^2 = \text{Id}$, and $JU = −UJ$. We define $G_\varepsilon$ similarly, with $g$ a complex Riemannian metric on $C^{2\delta}$ and similar $J$ and $U$ (with $e.g.$ $\varepsilon = −1$, but this makes no difference on $C$).

Using Cartan-Kähler theory (see [9, 12]), we parametrise $G_\varepsilon$ and $G'_\varepsilon$ in the real analytic category. We proceed as R. Bryant did in [7] §2.5 pp. 122–126 for hyperkähler metrics $i.e.$ for $\varepsilon = −1$, detailing the calculations to show that the case $\varepsilon = 1$ works alike, and to allow another generalisation of this construction in our work on $n$. The complex case $G'_\varepsilon$ follows.

This provides in particular an explicit writing of R. Bryant’s line of proof given in [7]; we did not find this in the literature.

2.6 Remark/Notation Let $\omega_0$ be some complex symplectic form on some open set $O$ of $C^{2\delta}$. Then any 2-form $\omega$ of type $(1,1)$, real, may be written as $\omega = 3(\omega_0 (\cdot, U_\omega \cdot))$, with $U_\omega$ an $\omega_0$-self adjoint complex symplectic form on $C^{2\delta}$ and similar $J$ and $U$ (with $d\omega = 0$).

As $DJ = DU = 0$, immediately $d\omega_0 = d\omega = 0$.

- Let $(\omega_0, \omega)$ be given. Then on $(R^{4\delta}, J) := (C^{2\delta}, i)$ set:

$$
\omega_0 := g(\cdot, U \cdot) + ig(\cdot, JU \cdot) \quad \text{and} \quad \omega := \varepsilon g(\cdot, J \cdot) = 3(\omega_0 (\cdot, U \cdot)).
$$

As $DJ = DU = 0$, immediately $d\omega_0 = d\omega = 0$.

- Let $(\omega_0, \omega)$ be given. Then on $(R^{4\delta}, J) := (C^{2\delta}, i)$ set:

$$
g := −\varepsilon \omega(\cdot, i \cdot) \quad \text{and} \quad U := U_\omega.
$$

As $d\omega_0 = d\omega = 0$, $DJ = DU = 0$. This is standard, see $e.g.$ [15] §11.2.

In this new point of view, up to a biholomorphism of $C^{2\delta}$, $\omega_0$ may be considered, by the Darboux theorem, as the canonical symplectic form:

$$
\omega_0 = \sum_{j=1}^{\delta} d\zeta_j \wedge d\zeta_{j+i} = \frac{1}{2} t(d \zeta_0 \wedge \Omega_0 \wedge d\zeta) \quad \text{with} \quad \Omega_0 = \begin{pmatrix} 0 & I_\delta \\ −I_\delta & 0 \end{pmatrix},
$$

d\zeta$ denoting the column $(d\zeta_i)_{i=1}^{2\delta}$. From now on, we consider that $\omega_0$ is this canonical form.

Then the elements of $G_\varepsilon$, seen up to diffeomorphism of $R^{4\delta}$, are in bijection with those of $G'_\varepsilon$, seen up to symplectomorphism of $(C^{2\delta}, \omega_0)$. Now we use Cartan-Kähler theory to describe $G'_\varepsilon$.

2.7 Remark The set $G_\varepsilon$ is in bijection with the set $G'_\varepsilon$ of germs of couples $(\omega_0, \omega)$, with $\omega_0$ a complex symplectic form on $C^{2\delta}$ and $\omega$ a closed 2-form of type $(1,1)$, real, such that $U^2_\omega = \varepsilon \text{Id}$, through the following.

- Let $(g, J, U)$ be given. Then on $C^{2\delta} := (R^{4\delta}, J)$ set:

$$
\omega_0 := g(\cdot, U \cdot) + ig(\cdot, JU \cdot) \quad \text{and} \quad \omega := \varepsilon g(\cdot, J \cdot) = 3(\omega_0 (\cdot, U \cdot)).
$$

As $DJ = DU = 0$, immediately $d\omega_0 = d\omega = 0$.

- Let $(\omega_0, \omega)$ be given. Then on $(R^{4\delta}, J) := (C^{2\delta}, i)$ set:

$$
g := −\varepsilon \omega(\cdot, i \cdot) \quad \text{and} \quad U := U_\omega:
$$

As $d\omega_0 = d\omega = 0$, $DJ = DU = 0$. This is standard, see $e.g.$ [15] §11.2.

In this new point of view, up to a biholomorphism of $C^{2\delta}$, $\omega_0$ may be considered, by the Darboux theorem, as the canonical symplectic form:

$$
\omega_0 = \sum_{j=1}^{\delta} d\zeta_j \wedge d\zeta_{j+i} = \frac{1}{2} t(d \zeta_0 \wedge \Omega_0 \wedge d\zeta) \quad \text{with} \quad \Omega_0 = \begin{pmatrix} 0 & I_\delta \\ −I_\delta & 0 \end{pmatrix},
$$

d\zeta$ denoting the column $(d\zeta_i)_{i=1}^{2\delta}$. From now on, we consider that $\omega_0$ is this canonical form.

Then the elements of $G_\varepsilon$, seen up to diffeomorphism of $R^{4\delta}$, are in bijection with those of $G'_\varepsilon$, seen up to symplectomorphism of $(C^{2\delta}, \omega_0)$. Now we use Cartan-Kähler theory to describe $G'_\varepsilon$.

2.8 Notation Set $V := \text{Mat}(U)$, $U$ is an antimorphism so $U(z) = V.z$. As $\omega_0(U \cdot, \cdot) = −\omega_0(\cdot, U \cdot)$, we get $\Omega_0 V = −t(V) \Omega_0$. A 2-form $\omega$ is in $G'_\varepsilon$ if and only if if it is closed and:

$$
\omega = 3(\omega_0 (\cdot, U \cdot)) = \frac{1}{2} t(d \zeta_0 \wedge \Omega_0 V \wedge d\zeta) \quad \text{with} \quad V^\nabla = \varepsilon \text{Id}
$$

i.e., setting $H := −\Omega_0 V$, if and only if:

$$
\omega = \frac{i}{2} t(d \zeta \wedge H \wedge d\zeta) \quad \text{with} \quad tH = \overline{H} \quad \text{and} \quad \Omega_0 H = −\varepsilon \Omega_0.
$$
Let $\mathcal{H}_c \subset M_{2\delta}(\mathbb{C})$ be the space of such matrices $H$. The $(1,1)$-forms $\omega$ such that $U^\omega_\delta = \varepsilon \text{Id}$ are exactly given by the functions $H : \mathbb{C}^{2\delta} \to \mathcal{H}_c$, through: $\omega_H := \frac{1}{2} dz \wedge H(z) \wedge d\overline{z}$. Denoting by $(z, H)$ the points in $\mathbb{C}^{2\delta} \times \mathcal{H}_c$, such an $\omega_H$ is closed if and only if the 3-form $\lambda := dz \wedge dH \wedge d\overline{z}$ vanishes along the graph $\mathcal{S}$ of $H$. So we are looking for the integral manifolds $\mathcal{S}$ of the exterior differential system $I = (\lambda)$ on $\mathbb{C}^{2\delta} \times \mathcal{H}_c$, with the independence condition that $dz_1 \wedge \ldots \wedge dz_{2\delta}$ never vanishes (i.e. $\mathcal{S}$ is the graph of some $H : \mathbb{C}^{2\delta} \to \mathcal{H}_c$).

Then the Cartan-Kähler theorem parametrises $\mathcal{G}^c_\delta$, hence $\mathcal{G}_c$, providing:

2.9 Proposition The elements of $\mathcal{G}_c$, considered up to diffeomorphism, are parametrised by $\frac{2}{4} = 2\delta$ real analytic functions of $2\delta + 1$ real variables. Those of $\mathcal{G}_c$, up to biholomorphism, are parametrised by $\frac{4}{4} = 2\delta$ holomorphic functions of $2\delta + 1$ complex variables.

2.10 Remark The generality of the elements of $\mathcal{G}_c$ and $\mathcal{G}_c$ ensures that their corresponding algebra $s$ is indeed, generically, in cases $(3)$, $(3')$ or $(3\mathbb{C})$ (and e.g. not the full $\text{End}(T\mathcal{M})$). In fact, their holonomy group itself is generically that of Remark 2.10, see Remark 2.11.

Proof. The writing of $I$ in $\mathbb{C}^{2\delta} \times \mathcal{H}_c$ does not depend on $z$, so we have only to perform Cartan’s test on some arbitrary fibre $\{z_0\} \times H$, say with $z_0 = 0$. Moreover, over that point $z_0$, the symplectic group $\text{Sp}(2\delta, \mathbb{C})$ acts transitively on $\{\frac{1}{2} dz \wedge H \wedge d\overline{z} : H \in \mathcal{H}_c\}$, preserving $I$, so we have only to perform Cartan’s test at some specific element $H_0 \in \mathcal{H}_c$, say:

- if $\varepsilon = -1$, $H_0 = I_{p,q,p,q} = \text{diag}(I_p, -I_q, I_p, -I_q)$ with $p + q = n$,
- if $\varepsilon = 1$, $H_0 = i_{p,n}$.

Remark. As it appears in $[7]$, the connected component $\mathcal{H}_{p,q}^{p,q}$ of $I_{p,q,p,q}$ in $\mathcal{H}_{-1} = \bigcup_{p+q=n} \mathcal{H}_{p,q}^{p,q}$ is canonically isomorphic to $\text{Sp}(n,\mathbb{C})/\text{Sp}(p,q)$. So choosing some function $H : \mathbb{C}^{2\delta} \to \mathcal{H}_{p,q}^{p,q}$ amounts to choosing a reduction to $\text{Sp}(p,q)$, which is a real form of $\text{Sp}(n,\mathbb{C})$, of the principal bundle $\text{Sp}(n,\mathbb{C}) \times \mathbb{C}^{2\delta}$. Similarly here, $\mathcal{H}_1 \simeq \text{Sp}(n,\mathbb{C})/\text{Sp}(n,\mathbb{R})$ so choosing some $H : \mathbb{C}^{2\delta} \to \mathcal{H}_1$ is choosing a reduction of it to $\text{Sp}(n,\mathbb{R})$, which is another real form of $\text{Sp}(n,\mathbb{C})$.

Let us set $\partial z_j = \partial x_j + i \partial y_j$. If a subspace $E$ of $T_{m_0} \mathcal{M}$ is horizontal i.e. tangent to the factor $\mathbb{C}^{2\delta}$, $\lambda_{IE} = 0$ so $E$ is an integral element of $I$. Let us define $(E_k)_{k=0}^{4\delta}$ by:

$$E_k = \text{span} \left( (e_j)_{j=1}^{k} \right) \quad \text{with, for } 1 \leq j \leq \delta: \quad e_j = (\partial x_j, 0) \quad \text{and} \quad e_{\delta+j} = \left( \partial x_{\delta+j} + \frac{j-1}{\delta} \partial y_{\delta+j}, 0 \right), \quad \text{and for } 1 \leq j \leq 2\delta: \quad e_{2\delta+j} = (\partial y_j, 0).$$

Each $E_k$ is horizontal so $(E_k)_{k=0}^{4\delta}$ is an integral flag of $I$ at $m_0$. We classically set $H(E_k) := \{v; \text{span}(v, E_k) \text{ is an integral element of } I\}$, and $s_k := \text{codim}_{H(E_{k-1})} H(E_k)$ the $k$th character of $I$ (indeed this flag is ordinary, as we will see). We will check:

(1) for all $k$, $s_k = k - 1$, and $s_k = 0$ for $k > 2\delta + 1$,

(2) $\dim V_{4\delta}(I) \geq 2C_{2\delta+2}^3$, with $V_{4\delta}(I)$ the variety of integral elements of $I$ in the grassmannian $G_{4\delta}(T(\mathbb{C}^{2\delta} \times \mathcal{H}_c))$.

After Cartan’s criterion, $\dim V_{4\delta}(I) \leq \sum_{k=1}^{4\delta} ks_k$, and if equality holds then $E_{4\delta}$ is ordinary. So here:

$$\dim V_{4\delta}(I) \leq \sum_{k=1}^{4\delta} ks_k = \sum_{k=1}^{2\delta+1} k(k-1) = \frac{8}{3}\delta^3 + 4\delta^2 + \frac{4}{3}\delta = 2C_{2\delta+2}^3.$$
As $2C^3_{2\delta + 2} \leq \dim V_{4\delta}(\mathcal{I})$, equality holds, hence $E_{4\delta}$ is ordinary and after the Cartan-Kähler theorem, $\mathcal{I}$ admits an integral manifold $\mathcal{S}$ through $(0, H_0)$ with $TS = E_{4\delta}$, and the space of germ of integral manifolds passing by $z_0$ depends on $s_k$ functions of $k$ variables, with $s_k$ the last non vanishing character, so here $2\delta$ functions of $2\delta + 1$ variables. This parametrisation of the set $G_{\varepsilon}$ is done up to the choice of complex Darboux coordinates for $\omega_0$, and such coordinates depend on one symplectic generating function of $2\delta$ variables. As $2\delta < 2\delta + 1$, this does not interfere and $G_{\varepsilon}$ itself is parametrised by $2\delta$ functions of $2\delta + 1$ variables, the proposition. We are left with showing (1) and (2).

We introduce $W_{\varepsilon} := T_{H_0} H_{\varepsilon}$, then:

$$W_1 = \left\{ \left( \begin{array}{cc} a & b \\ \overline{\tau} & \overline{\sigma} \end{array} \right); a, b \in M_{\delta}(\mathbb{C}), \overline{t}a = \overline{\sigma}, \overline{t}b = b \right\}$$

and:

$$W_{-1} = \left\{ \left( \begin{array}{cc} a & b \\ \overline{I}_{p,q} \overline{\pi}_{I,p,q} & -I_{p,q} \overline{\pi}_{I,p,q} \end{array} \right); a, b \in M_n(\mathbb{C}), \overline{t}a = \overline{\sigma}, \overline{t}b = b \right\}.$$ 

Then $T_{m_0} M_{\varepsilon} = T_0 C^{2\delta} \oplus W_{\varepsilon} \simeq C^{2\delta} \oplus W_{\varepsilon}$ and the subset of the Grassmannian $G_{4\delta}(T_{m_0} M)$ on which the independence condition holds is canonically identified with $(C^{2\delta})* \otimes W_{\varepsilon}$.

(1) follows from the fact that for $k > 2\delta$, $H(E_k) = C^{2\delta} \oplus \{0\}$, and for $1 \leq k \leq \delta$:

$$- H(E_k) = C^{2\delta} \oplus \{ \exists a_{i,j} = 0 \text{ for } 1 \leq i < j \leq k \} \subset C^{2\delta} \oplus W_{\varepsilon}, \text{ so codim}_{H(E_{k-1})} H(E_k) = k - 1,$$

$$- H(E_{n+k}) = C^{2\delta} \oplus \{ \Re a_{i,j} = \Re b_{i,j} = 0 \text{ for } 1 \leq i < j \leq k \text{ and } \Im b_{k,j} + \frac{k-1}{\delta} \Re b_{k,j} = 0 \text{ for } k \leq j \leq \delta \} \subset C^{2\delta} \oplus W_{\varepsilon}, \text{ so codim}_{H(E_{\delta+k-1})} H(E_{\delta+k}) = \delta - k + 1.$$ 

To check (2), we introduce some notation. We denote the basis vectors $(\partial x_i)^{2\delta}_{i=1}$ of $C^{2\delta}$ by $((u_i)^{k}_{i=1}, (u_i')^{k}_{i=1})$ (the $u_i$ and $u_i'$ are $\omega_0$-dual), then $(\partial y_i)^{2\delta}_{i=1} = ((J u_i)^{k}_{i=1}, (J u_i')^{k}_{i=1})$. We denote by $H^{(1)}$ a generic element of $(C^{2\delta})* \otimes W_{\varepsilon}$. If a function $H : C^{2\delta} \rightarrow \mathcal{H}_\varepsilon$ with $H(0) = H_0$ is such that $dH|_0 = H^{(1)}$, then, at $0$, $d\omega_H$ is determined by $d\omega_H = \lambda_{m_0}(H^{(1)}, \ldots, H^{(1)}, \ldots)$, that we denote by $\lambda_{H^{(1)}}$. In concrete terms, for the calculations below, $\lambda_{H^{(1)}}(u, v, w)$ is equal to:

$$\omega_0(u, H^{(1)}(v), \overline{w}) + \omega_0(v, H^{(1)}(w), \overline{w}) + \omega_0(w, H^{(1)}(u), \overline{w}).$$

At $(0, H_0)$, $V_{4\delta}(\mathcal{I})$ is the set of the 1-jets of closed 2-forms $\omega_H$ as wanted. An $H^{(1)}$ is in $V_{4\delta}(\mathcal{I})$ if and only if $\lambda_{H^{(1)}} = 0$, which may be written as the two following conditions:

(a) for any three $\{u, v, w\} \subset \{u_i, J u_i\}^{k}_{i=1}$, $\lambda_{H^{(1)}}(u, v, w) = 0$,

(b) for any two $\{u, v\} \subset \{u_i, J u_i\}^{k}_{i=1}$, $\lambda_{H^{(1)}}(u, v) = 0$.

The parenthesised primes enable to denote several equations at once, so (a) consists of $8C^3_{2\delta}$ equations and (b) of $4C^3_{2\delta}$. Now the equations of (a) are redundant. Indeed the reader may check the following. Take any $H^{(1)}$ and any $\{i, j, k\} \subset [1, \delta]$ and $\{\alpha, \beta, \gamma\} \subset \{0, 1\}$ such that $\sharp\{J^\alpha u_i, J^\beta u_j, J^\gamma u_k\} = 3$ (so, $C^3_{2\delta}$ possibilities). Set $(u, v, w) := (J^\alpha u_i, J^\beta u_j, J^\gamma u_k)$ and, in case $\varepsilon = 1$, $\eta_1 := (-1)^{\gamma - \beta}$, $\eta_2 := (-1)^{\alpha - \gamma}$ and $\eta_3 := (-1)^{\beta - \alpha}$, and in case $\varepsilon = -1$, $\eta_1 := (-1)^{\gamma - \beta}(-1)^{\chi_{i \leq p}} + \chi_{j \leq p}$, $\eta_2 := (-1)^{\alpha - \gamma}(-1)^{\chi_{i \leq p}} + \chi_{j \leq p}$, $\eta_3 := (-1)^{\beta - \alpha}(-1)^{\chi_{i \leq p}} + \chi_{j \leq p}$. We denote by $\chi_P$ the characteristic function of the set $P$, equal to $1$ on $P$ and null elsewhere. Explicitly, $\chi_{i \leq p} + \chi_{j \leq p}$ is even if and only if $(i, j) \subset [1, p]^2 \cup [p + 1, \delta]^2$. Then
the following sets of relations (say respectively (i), (ii), (iii) and (iv)) hold.

\[
\begin{align*}
\eta_1 \lambda_{H^{(1)}}(u', v, w) + \eta_2 \lambda_{H^{(1)}}(u, v', w) \\
+ \eta_3 \lambda_{H^{(1)}}(u, v, w') + \varepsilon \lambda_{H^{(1)}}(u', v', w') &= 0 \\
\eta_1 \lambda_{H^{(1)}}(Ju', v, w) + \eta_2 \lambda_{H^{(1)}}(u, Jv', w) \\
+ \eta_3 \lambda_{H^{(1)}}(u, v, Jw') + \varepsilon \lambda_{H^{(1)}}(Ju', Jv', Jw') &= 0 \\
\eta_1 \lambda_{H^{(1)}}(u, v', w') + \eta_2 \lambda_{H^{(1)}}(u', v, w') \\
+ \eta_3 \lambda_{H^{(1)}}(u', v', w) + \varepsilon \lambda_{H^{(1)}}(u, v, w) &= 0 \\
\eta_1 \lambda_{H^{(1)}}(u, Jv', Jw') + \eta_2 \lambda_{H^{(1)}}(Ju', v, Jw') \\
+ \eta_3 \lambda_{H^{(1)}}(Ju', Jv', Jw) + \varepsilon \lambda_{H^{(1)}}(u, v, w) &= 0.
\end{align*}
\]

So the \(8C_{2\delta}^3\) linear forms of the type \(H^{(1)} \mapsto \lambda_{H^{(1)}}((J)u^{(l)}, (J)v^{(l)}, (J)w^{(l)})\) are linearly dependent, through the \(4C_{2\delta}^3\) equations above. In turn, those equations are linearly independent.

Counting the number of primes appearing in them, one sees that equations of types (i)–(ii) on the one hand, and types (iii)–(iv) on the other hand, span subspaces in direct sum. Now any dependence relation would involve some fixed triple \((i, j, k)\). For such a triple, equations of type (i) may be seen as expressing the forms \(H^{(1)} \mapsto \lambda_{H^{(1)}}((J)u^{i}_l, (J)u^{j}_l, (J)v^{k}_l)\) as combination of the other ones, and then equations of type (i)–(ii), doing the same with the forms \(H^{(1)} \mapsto \lambda_{H^{(1)}}((J)u^{i}_l, (J)v^{i}_l, (J)w^{k}_l)\). Equations of types (iii)–(iv) are similar, so all the \(4C_{2\delta}^3\) equations are independent, and the \(8C_{2\delta}^3\) forms span a space of dimension \(\leq 8C_{2\delta}^3-4C_{2\delta}^3 = 4C_{2\delta}^3\). So (a) and (b) consist of not more than \(4C_{2\delta}^3+4C_{2\delta}^3 = 4C_{2\delta}^3+4C_{2\delta}^3\) independent equations, so \(\dim V_{4\delta}(I) \geq \dim[C^{2\delta} \otimes W_{\varepsilon} - 4C_{2\delta}^3] = (4\delta)(2\delta^2+\delta) - 4C_{2\delta}^3+1 = 2C_{2\delta}^3+2\). This is (2).

We finally treat \(G_C\). In all that precedes, see all complex variables \(x+iy\) as real matrices \(\begin{pmatrix} x & y
\end{pmatrix} \begin{pmatrix} x & -y \\
- y & x \end{pmatrix}\). Then, complexifying everything i.e. replacing the real entries \(x, y\) by complex numbers amounts to parametrise \(G_C\); so the same reasoning gives the proposition for \(G_C\). □

2.11 Important Remark Among real analytic germs of metrics with holonomy \(H\) included in \(H_0 = \text{Sp}(p, q)\), \(H_0 = \text{Sp}(2\delta, \mathbb{R})\) or \(H_0 = \text{Sp}(2\delta, \mathbb{C})\), corresponding to cases (3), (3') and (3C), a dense open subset of the \(C^2\) topology has its holonomy equal to \(H_0\). Indeed, the first prolongation \(I^{(1)}\) of the ideal \(I\) satisfies also Cartan’s criterion; this enables to show that any 2-jet of metric, integrable at the order 1 and such that \{\(R(X, Y); X, Y \in T_0M\}\) \(\subset \mathfrak{h}_0\), is the 2-jet of a metric with holonomy included in \(H_0\). The reasoning is presented, in the case \(H = G_2\), in Proposition 3 p. 556 of [5]. It may be adapted here, as indicated in [7] §2.5 p. 126. So as, among such 2-jets, those satisfying \{\(R(X, Y); X, Y \in T_0M\)\} = \(\mathfrak{h}_0\) are generic, we get the result.

3 Parallel endomorphisms and Ricci curvature

The Ricci form \(\text{ric}(\cdot, J\cdot)\) has remarkable properties on Kähler manifolds. Let us determine the properties of the corresponding form \(\text{ric}(\cdot, U\cdot)\) when \(g\) admits some other parallel endomorphism field \(U\) than a Kähler structure.

3.1 Theorem Suppose that \(U\) is a parallel endomorphism field for a pseudo-Riemanian metric \(g\); in the following \((a, b)\) denote any two tangent vectors at some point.

(i) In case \(U\) is self adjoint, the following properties hold:

(a) \(\text{ric}(a, Ub) = \text{ric}(Ua, b) = \text{tr}(U(R(a, \cdot)b))\) and \(U\) and \(R(a, \cdot)b\) commute,
(b) if $U = J$ is a complex structure, then $g$ is the real part of the $J$-complex metric $g_C := g(\cdot, \cdot) - ig(\cdot, J\cdot)$, and the Ricci curvature of $g_C$ is $\text{ric}_C = \text{ric}(\cdot, \cdot) - i\text{ric}(\cdot, J\cdot)$,

(c) if $U = N \neq 0$ is nilpotent, $\text{ric}$ is degenerate and $\text{Im} N \subset \ker \text{ric}$.

(ii) In case $U$ is skew-adjoint, the three following properties hold:

(a) $\text{ric}(a, U b) = -\text{ric}(U a, b) = \frac{1}{2} \text{tr}(U \circ R(a, b))$,

(b) if $U = N \neq 0$ is nilpotent, $\text{ric}$ is degenerate and $\text{Im} N \subset \ker \text{ric}$,

(c) if $V$ is another skew-symmetric parallel endomorphism, $\text{Im}(UV - VU) \subset \ker \text{ric}$. In particular, if moreover $U$ and $V$ are invertible and anti-commute, $\text{ric} = 0$. It follows that cases (3), (3'), (3^C) of Theorem 1.10 are Ricci-flat.

3.2 Remark Point (i)(b) is a standard result and we will not prove it. The Ricci flatness of cases (3), (3'), (3^C) is also standard and classically proven by other means, we show here that it can be deduced elementarily from (ii)(a).

3.3 Remark The space $\mathfrak{e}^-$ of parallel skew-adjoint endomorphism fields is the Lie algebra $\mathfrak{o}(g) \cap \mathfrak{e}$. Point (ii)(c) means that $[\mathfrak{e}^-, \mathfrak{e}^-] \subset \ker \text{ric}$.

Proof. Take $U$ self-adjoint, then the whole of (a) follows from Remark 1.9. For (c), after (a), $\text{ric}(a, N b) = \text{tr}(N R(a, \cdot) b)$, and as $N$ and $R(a, \cdot) b$ commute, their product is also nilpotent, so trace free. Now take $U$ skew-adjoint.

$$\text{ric}(a, U b) = \text{tr}(R(a, \cdot) U b) = \text{tr}(U (R(a, \cdot) b)) \quad \text{as } U \text{ parallel},$$

$$= \text{tr}(R(a, U \cdot) b) \quad \text{as } \text{tr}(U V) = \text{tr}(V U),$$

$$= -\text{tr}(R(U a, \cdot) b).$$

For the last line, take any $u$, $v$, $w$: $g(R(Ua, u)v, w) = g(R(v, w)Ua, u) = g(U R(v, w)a, u) = -g(R(v, w)a, U u) = -g(R(a, U a)v, w)$. So finally, $\text{ric}(a, U b) = -\text{ric}(U a, b)$. Besides:

$$\text{ric}(U a, b) = \text{ric}(b, U a)$$

by the first equality of (a),

$$= \text{tr}(U (R(b, \cdot) a))$$

by definition of $\text{ric}$,

$$= -\text{tr}(U (R(\cdot, a) b)) - \text{tr}(U (R(a, b) \cdot))$$

by the Bianchi identity,

$$= \text{tr}(R(a, \cdot) U b) - \text{tr}(U \circ R(a, b))$$

as $U$ commutes with $R(a, \cdot) = -R(\cdot, a)$,

$$= \text{ric}(a, U b) - \text{tr}(U \circ R(a, b)).$$

As $\text{ric}(U a, b) = -\text{ric}(a, U b)$, we get (a). Point (b) follows: $\text{ric}(a, N b) = \frac{1}{2} \text{tr}(N \circ R(a, b)) = 0$ as $N \circ R(a, b) = R(a, b) \circ N$ is nilpotent. We are left with proving the first assertion of (c) i.e. that $\text{ric}(a, UV b) = \text{ric}(a, V U b)$.

$$\text{ric}(a, UV b) = -\text{ric}(Ua, V b)$$

by (a) applied to $U$,

$$= -\frac{1}{2} \text{tr}(V \circ R(Ua, b))$$

by (a) applied to $V$,

$$= \frac{1}{2} \text{tr}(V \circ R(a, U b))$$

as $U^* = -U$,

$$= \text{ric}(a, V U b)$$

by (a) applied to $V$.  

3.4 Corollary Let $\text{Ric}$ be the endomorphism such that $\text{ric} = g(\cdot, \cdot, \text{Ric} \cdot \cdot)$. If the metric is indecomposable (in a local Riemannian product) and such that $\text{ric}$ is parallel, then $\text{Ric}$ is either semi-simple or 2-step nilpotent.
**Proof.** As \( g \) is indecomposable, the minimal polynomial of \( \text{Ric} \) is of the form \( P^\alpha \) with \( P \) irreductible, see Claim 1 p. 9 in the proof of Theorem 1.10. So \( \text{Ric} \) is either invertible or nilpotent. Apply Theorem 3.1 to the nilpotent part \( N_{\text{Ric}} \) of \( \text{Ric} \): if \( \text{Ric} \) is invertible, \( \ker \text{ric} = \{0\} \) so \( N_{\text{Ric}} = 0 \), else \( \text{Ric}^2 = N_{\text{Ric}}^2 = 0 \). We re-find here the result of [3]. □
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