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Gesture recognition using a depth camera for human robot collaboration on assembly line
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Abstract

We present a framework and preliminary experimental results for technical gestures recognition using a RGB-D camera. We have studied a collaborative task between a robot and an operator: the assembly of a motor hoses. The goal is to enable the robot to understand which task has just been executed by a human operator in order to anticipate on his actions, to adapt his speed and react properly if an unusual event occurs. The depth camera is placed above the operator, to minimize the possible occlusion on an assembly line, and we track the head and the hands of the operator using the geodesic distance between the head and the pixels of his torso. To describe his movements we used the shape of the shortest routes joining the head and the hands. We then used a discreet HMM to learn and recognize five gestures performed during the motor hoses assembly. By using gesture from the same operator for the learning and the recognition, we reach a good recognition rate of 93%. These results are encouraging and ongoing work will lead us to experiment our set up on a larger pool of operators and recognize the gesture in real time.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Nowadays, the use of collaborative robots on assembly line is an option which is increasingly explored. These robots would allow an industrial automation of the factories and would improve the productivity in the industrial production plants. On certain workstations, sharing activities between an operator and a robot may be made by
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letting the low added value tasks or the tasks source of musculoskeletal disorders to the robot. Also, to enable operators to work in confidence and in a safe environment we must equip robots with intelligence so that they understand the events that occur around them, including the actions carried out by the operator.

We are therefore interested by the recognition of technical gestures performed by the operator to enable the robot to understand which task has just been executed in order to anticipate on his actions, to adapt his speed and react properly if an unusual event occurs. These abilities should be sufficient to ensure the safety of the operator nearby.

For his purpose, we used a depth camera, a Kinect\(^1\), and worked with the depth maps. The camera is positioned high filming with a view from above the operator. In this configuration we minimize the occlusions due to the flow of parts on the assembly line and the camera is not obstructing the operator while he is working. Recordings were performed in experimental cells at PSA.

To recognize the gesture, our first work has been to track the hands and the head of the operator. To do this we calculate the geodesic distances of each point of the operator torso to the head center using the Dijkstra algorithm.

For the learning and the recognition we use a combination of K-Means and HMM.

We studied a case where a dual arm robot and an operator cooperate to assemble a motor hoses. We tested our method on offline recognition of 5 gestures and we have 93% of good recognition. The data used for the learning and the recognition are gestures performed by the same operator.

2. Related work

2.1. Human-robot collaboration

With the increasing apparition of robot in our everyday life, the research on human-robot collaboration and interaction has been very active these past years.

Social robots have found numerous applications in human-robot interaction. These robot are used to interact with elderly people [1], or to guide visitors in museum [2] for example. On other cases, the robot and the human are working together on a collaborative task: for example, in [3] the robot helps patient in walk training, and in [4] the robot and the human are carrying the same object for an industrial application.

In the industrial context, the collaboration between a robot and an operator represents a problem on security aspect [5] and on the operator acceptability to work with a new partner [6]. To comply with those needs, new industrial robots are designed to be safer and to provide complementary skill to human co-workers like the Kuka LWR [7] and the Universal Robot UR5 [8].

2.2. Human pose estimation

Human pose estimation using vision is a field which has been well studied these past years due to the large apparition of cameras, and more recently the RGB-D cameras, on numerous supports: laptop, video surveillance, smartphone... Many applications use human poses estimation, like gaming or detecting a mass stampede.

To determine the human pose, we can separate the methods in two classes: using learning or without prior knowledge.

The first class enables systems to be very reliable with a computation time very low after the learning. But they are limited to a number of learning poses. Sun et al. [9] use 3D voxel to recover a body pose, while in [10] the skeleton is reconstructed with a depth map and randomized decision forests. Migniot et al. in [11] use particular filtering with a top view depth camera to determine the position of a top human body.

The second class depends strongly of the image used to estimate the pose, and the computation time is longer than for the first class, but there is no limitation on poses. Schwarz et al. in [12] extract a skeleton with the geodesic
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\(^1\) http://www.microsoft.com/en-us/kinectforwindows/
distances, but only with the user facing a RGB-D camera. In [13] multi-cameras are set up and reconstruct 3D poses estimation.

2.3. Gesture recognition

Many methods using vision manage recognition of gestures without estimation of the human pose. For example cloud of space-time interest points can be used for features [14]. The authors in [15] extended to 3D the 2D Harris features [16]. The authors of [17] used Gabor filters to extract features from a video.

The use of a pose estimation is widely used when the goal is to recognize a hand gesture, like in [18] to recognize signs language, and also in [19].

For the recognition of gestures from the whole human body, the Kinect SDK who gives the skeleton of the user, is often used: see for example [20], [21] and [22]. But this SDK works only for poses where the user is facing the camera.

Various approaches have been proposed to handle dynamic gesture recognition. The most known are the HMM (Hidden Markov Model) [23] used for example in [24] and [25]. In [25], a discrete HMM is used to recognize gestures using their velocity. SVM (Support Vector Machine) are also becoming a popular way for visual spatio-temporal pattern recognition as in [26]. Another approach relies on matching with temporal templates, as in [27]. Finally, in [22] the authors use a DBMM (Dynamic Bayesian Mixture Model) to combine multiple classifier likelihoods.

3. Methodology

In this section we present our use case and we explain our methodology to recognize gestures using a depth camera with a top view. We divided our methodology in three steps: the hands tracking, the features extraction and finally the recognition.

3.1. Presentation of the use case

Our use case presents an example of human-robot collaboration in an industrial context. It is inspired by a concrete task, the preparation of motor hoses. These motor hoses are composed of three subparts.

In our set up, the operator is facing a robot, a preparation table is separating them, see Fig. 1(a). First, the robot gives to the operator the two first components (gestures 1 and 2), the operator joins these parts (gesture 3) and screws them together (gesture 4). Then, the robot gives the last component, the operator joins this new part with the first two already assembled and screws a second time. Finally, the operator places the motor horses in a box next to him (gesture 5). To capture the motion of the operator, we use a RGB-D camera, placed above the scene to have a top view, see Fig. 1(b-d). A top view allows minimizing occultation due to all the engines present on an assembly line around this working area.

![Fig. 1. (a) set up of our use case, (b) position of the depth camera, (c) RGB image, (d) depth map obtained.](image-url)
3.2. Hands tracking

To extract the hands location, we used the geodesic distance from the head. We made the assumption that, with a top view, the hands are the visible body parts most remote from the head. An overview of this method is illustrated on Fig. 3.

First, we isolated the torso of the worker by a thresholding of the depth map. Then, we determine the head location by a second thresholding.

All the points that belong to the torso are subsampled by a factor of two to decrease the calculation time. We calculated the geodesic distance using the Dijkstra algorithm [28].

To do this, we connect each point of the subsampled torso with his 8 neighbors, if these neighbors belong also to the subsampled torso. For each of these connections \( (I_{x,y'}, I_{x',y'}) \), with \( I \) the depth map and \( I_{x,y} \) the pixel at the location \( (x, y) \), we associate a weight equal to the absolute depth difference of the two pixels. The depth is equal to the value of the pixel in the depth map, so \( W_{x,y} = |I_{x,y} - I_{x',y'}| \). To avoid the connection between body parts which are not relevant, for example the head with an arm, which are very often side by side with a top view image, we do not connect two pixels with a weight value above a threshold. We chose a threshold of 50 because it is equal to the half depth difference between the top of the head and the shoulders.

The Dijkstra algorithm calculates, for each point of the subsampled torso, the shortest route between the point and the head. The shortest route between a point \( A \) and a point \( B \) corresponds at the route which minimizes the sum of the weights associated to connection used to connect the point \( A \) to the point \( B \). To improve the calculation time, the shortest route is calculated iteratively, see Fig. 2.

The geodesic distance associated to the point of the torso is finally the sum of the connection weights of the shortest route between the head and the point.

We localize the hand by thresholding the 10% farthest points from the head. If there are more than two blobs, the keep the ones closest to the previous hands location. If there is no previous hand location, we keep the two blobs with the bigger areas.

![Fig. 2. (a) Weights between neighbour pixels, (b) Calculation of the shortest route between two pixels. The geodesic distance between these two pixels is 70.](image-url)
Fig. 3. Overview of the methodology to determine the hand position.

On Fig. 3 we can see in the top left the initial depth map (a). After thresholding, we extract the torso and the head location (b). The next step is the calculation of the geodesic distance between the head and the point of the torso. We can see on the corresponding image (c) that the hands are the most remote parts of the body (red) from the head. We select the ten percent pixels which have the highest geodesic distance (d). We then deduct the hands positions and the shortest routes between these two points and the head (e).

3.3. Features extraction

To describe the gestures done by the operator, we need to have features characterizing these gestures. Since the camera does not move, we do not have to develop a feature that is invariant to rotation and to scale change. We decided to use the shortest route between the hands and the head. These shortest routes evolve with the posture of the operator and can be seen as an approximation of the arms skeletons. We subsampled these routes in 6 samples each, see Fig. 4. We then calculate the 3D vectors between the head and these samples, (1). For each sample, we then have the vector following:

\[
V_{head, sample} = \left( \frac{x_{sample} - x_{head}}{y_{sample} - y_{head}} I_{sample} - I_{head} \right)
\]

With \((x_i, y_i)\) the position of the pixel \(i\) and \(I_i\) the value of the pixel \(I\) in the depth map.

We then concatenate all the vectors in a 36 dimensions vector.

On the Fig. 4 we can see the 12 subsampled points of the shortest routes, 6 for each route. They are represented by 12 red dots. The 3 dimensional vectors are represented by the green arrows.
3.4. Learning and recognition

To do the learning and the recognition we used a discreet HMM. We chose to use a HMM because this learning method is suitable to represent temporal phenomenon. In a first step we discretize the features from the learning dataset in K clusters using the K-Means algorithm. The clusterization of the features decreases the calculation time when we are doing the recognition. Indeed, we need to perform real-time recognition in order to obtain a smooth collaboration between the operator and the robot. If we choose a small number of clusters, we lose a lot of information about the gestures. But when we increase the number of cluster, we also increase the calculation time. We set K = 20 which is enough to represent a wide range of postures to discriminate the gestures and enables a real time recognition. Each cluster corresponds to an average position. We then train the HMM with successions of these average positions, see Fig. 5 for an overview.

The learning and recognition were implemented using the GRT (Gesture Recognition Toolkit)\(^2\) library

4. Results

We tested our method to recognize technical gestures. The database for the learning and the recognition consists in gestures performed by the same operator.

We studied five gestures:

- G1 : to take a component in the right claw
- G2 : to take a component in the left claw
- G3 : to join two components

\(^2\) http://www.nickgillian.com/software/grt
To assemble a motor hoses, the gestures 1, 3 and 4 are performed two times each. The gestures 2 and 5 are performed only one time each. This is why we don’t have the same number of each gesture in the test database.

The duration of each gesture is between one and two seconds, which is quite short. The recognition has been done off line. We can see the results in the Table 1.

| Input Gesture | G1 | G2 | G3 | G4 | G5 | Recall |
|---------------|----|----|----|----|----|--------|
| G1            | 66 |    |    |    |    | 99%    |
| G2            |  1 | 24 |  1 |  3 |  3 | 77%    |
| G3            |  2 |  4 |  9 |  2 |  8 | 88%    |
| G4            |  2 |  7 |  8 |  4 | 10| 100%   |
| G5            |  3 |  3 |  2 |  2 | 32| 91%    |

Table 1. Result on gesture recognition with a mono-operator database

The gestures are well recognized with 93% of good recognition. We can see that the gesture 3 (to join two components) is often mistaken with the gestures 2 (to take a component in the left claw), the gestures 4 (to screw) and the gesture 5 (to put the final motor hoses in a box). This can be explain by the fact that the gesture 3 has less distinguishing features than the other gestures, indeed the operator is more static when he is doing this gesture that when he is doing the other gestures. We can also observe that the gesture 2 is mistaken with the gestures 4 and 5. This is because while the operator is doing these three gestures, he turns on the left side which can be confusing.

5. Conclusion

We have shown a method to recognize technical gestures with a top view by a depth camera. We explained how to extract features using geodesic distance with this set up and we tested our recognition method with success with 93% of the gestures recognized.

But, to make this method suitable to an industrial environment we need to make it work with a large range of operators. We recorded gestures from a larger pool of operators and we are working on gestures recognition with datasets from different persons for the learning and the recognition. After that, we will work on real-time recognition. We also plan to add inertial sensors on operator gloves or on the tools used during the assembly task to discriminate gesture if the vision is not reliable enough.
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