ABSTRACT

This paper introduces the project Social Assistive Robotics for Autistic Children aimed at using robotic therapy for autism. The goal of the project is testing autistic children’s interactions with the social robot NAO. In particular the robot will support the operators (psychologists, educators, speech therapists etc.) in their work. The innovative aspect of the project is that the children-robot interaction will consider the children’s emotions and specific features and the robot will adapt its behavior accordingly.
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1 INTRODUCTION AND RELATED WORK

Autism Spectrum Disorders (ASD) are a group of neurodevelopmental disorders primarily characterized by deficits in social communication and interaction and by the presence of restricted and repetitive patterns of behaviors, interests or activities [1], [15]. Since the beginning of the 2000s, many researches have been carried out in order to better understand the potential use of social robots as a tool to promote interaction and communication in ASD. These studies have highlighted the potential benefits of social robotics to increase social and communicative behaviors in ASD, particularly in children and adolescents [16] [10][11].

Robotic therapy for autism has been explored as one of the first application domains in the context of socially assistive robotics (SAR), which aims to develop robots that help people with special needs through social interaction [16]. Previous studies ([3], [6], [12], [18]) showed the effects of social robots in improving emotional recognition and reciprocity, joint attention and triadic interaction [5], visual contact and social gaze [2] in ASD children.

Ribu [14] assumes that ASD students are attracted to computer science because computers are logical and consistent. Unlike social interactions that are often difficult to manage, interacting with robots and even programming are tasks that produce a set of expected outputs. ASD students prefer this type of problem-solving, in which their ability to organize large amounts of data and build reliable structures is useful and produces predictable results.
The NAO robot\(^1\) has already been tested in clinical contexts with autistic children [20], [19]. The Aldebaran company (that formerly created NAO) supplied a set of API to use at best NAO in the therapy with autistic children\(^2\), however, this project has been recently dismissed.

In the following, we will describe the project Social Assistive Robotics for Autistic Children concerning the use of robotic therapy for autism. The goal of the project is testing autistic children's interactions with the robot NAO. The robot will support the operators (psychologists, educators, speech therapists etc.) in their work. The innovative aspect is that the interaction with the robot considers the children's emotions and features and the robot will adapt its behavior accordingly. Recognizing emotions refers to the ability to identify and recognize the different types of emotions and the ways they are expressed through (i.e., expressed by face or body or voice). This ability is essential for interpersonal relations and is an important element for empathy, communication and social skills. Several studies have shown that the ability to recognize emotion is compromised in individuals with ASD [9].

![Figure 1: NAO in an emotion detection session.](image)

### 2 THE MAIN GOAL OF THE PROJECT

The aim of this research project is to test the exchanges and interactions of ASD children with social robots. Specifically, the robot is intended to be an extra clinical tool for the operators (psychologists, educators, speech therapists etc.). At the same time, robots may help operators in diagnosing and understanding autism. Indeed diagnosis may be improved through the use of both passive social cue measurement and interactions with a social robot to provide quantitative, objective measurements of social response [16]. One of the most innovative aspects of this research is the use of NAO improved with an emotion recognition software component aimed at recognizing the emotion in autistic children. This will allow us to recognize, through the robot, feedback from the children in addition to those from the clinical scales. Moreover, we will enrich the intelligent behavior of NAO with a user modeling component [4], which will maintain a user model for every child considering his/her preferential choices [21]. The user model will be initialized manually with the help of the operators, and will be dynamically updated according to the perceived emotions and behavior of the child. Thus NAO will be able to express a more sociable and intelligent behavior: it will be able to recognize the user, remember the past interactions, remember the past perceived emotion in its user, and at runtime it will be able to adapt its behavior on the current user mood.

This last point is linked to the adaptive [4] and persuasive mechanisms [22] with which the NAO behavior will be extended. We will enrich the robot intelligence with reasoning skills and knowledge base, which will allow the robot to adapt to user specific needs and features and it will customize its interaction and behavior accordingly. Therefore, the robot will become adaptive with respect to the user, thus able to adapt its behavior according to the different and evolving user needs, but it will be also adaptable (see [4]) since we will also provide operators a simplified end-user programming environment that will allow them to manually chose and eventually adapt the current script (e.g. a social story) to be performed by the robot during the therapy session. The same tool will record and analyze every therapy session and will be designed tighter with the operators in order to be a further help for their work.

In the following we listed the main phases and steps of the project:

**Phase 1 - Basic emotions recognized by the robot**
- Integration in the NAO robot with external software for the recognition of basic emotions
- User testing (Note: at this stage, minor subjects and/or those with autism problems will not be involved)
- Redesign and tuning based on test results

**Phase 2 - Basic emotions recognized by the robot**
- Study and analysis of emotion recognition software in autistic children
- Integration in the NAO robot of external software for the recognition of the emotions of autistic children
- Experimental activities will be defined with the collaboration of the ethics committee of the University of Turin

**Phase 3 - Implementation of adaptive behavior in the robot.**
This phase will depend strongly from the results obtained in
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1. [https://www.softbankrobotics.com/en/en/nao](https://www.softbankrobotics.com/en/en/nao)
2. [http://doc.aldebaran.com/2-1/asknao/index_asknao.html](http://doc.aldebaran.com/2-1/asknao/index_asknao.html)
the course of Phase 2. Therefore, the adaptive behavior of the robot can be more or less sophisticated according to the trend of the results recorded in Phase 1 and 2.

- Study and analysis of a user model for target subjects (autistic children) and its implementation
- Study and analysis of knowledge bases, of the reasoning and learning mechanisms of the robot
- Study, analysis and implementation of an end-user environment that will allow the operator to configure and manually adapt the performance and behavior of the robot
- Study, analysis and implementation of script and story to be performed by the robot
- Integration of the main software components
- Definition of an experimental protocol
- Final testing

Our idea is to store all the main software components on the cloud, and use the robot as client sending request and receiving response for adapting its behavior.

In all the experimental activities listed above we will involve a specialized structure in the diagnosis and treatment of patients with autism spectrum disorders: Fondazione Paideia.

3 INITIAL STEPS

As a first step, in order to familiarize with the use of the emotion recognition software and their integration into NAO, we started working with external software that recognize the basic emotions in neurotypical subjects and then we integrated it in NAO.

We are now in the middle of Phase 1. We have integrated in the NAO robot two software components: one for the recognition of basic emotions by Facial Expression Recognition (FER) approaches, and another one performing sentiment analysis of the sentences spoken by the users to the robot.

For the first component, we decided to use two existing FERs: PrimEmo, a FER developed by the Computer Science Department of the University of Bari able to recognize the six basic emotions from Ekman (happiness, sadness, surprise, fear, anger, disgust [7]) and the face-detect API from Microsoft Azure platform. In order to have to NAO robot contacting the two external services we used we used a Raspberry PI serving as middleware.

The final architecture of the resulting RES system consists of five phases:

1. The Raspberry PI sends the script that contacts the PrimEmo or Microsoft Azure service running and waits to receive responses;

2. Nao captures the image, sends it via socket to the software running on the Raspberry PI and waits for a response;

3. The software on Raspberry PI receives the image and sends it to the preset service for analysis;

4. The software on Raspberry PI receives a JSON with confidence intervals related to the emotions encountered, adds an extra field to the JSON specifying the type of service used for detecting the emotion (PrimEmo or Azure) and sends the JSON to the robot via socket. If the service has not been able to detect a face, a JSON is sent containing a message error;

5. The robot receives the message, calculates the maximum between the values of the emotions received, and based on the predominant emotion performs a different animation. If the received JSON contains the value message error, the robot will say that it failed to recognize the emotion of the user and it will ask the user will try to repeat the task (please notice that in this phase we are testing the emotion recognition with neurotypical user and demonstration tasks).

At the moment we are in contact with the University of Bari to try to improve the current version of PrimEmo software, so as to better adapt it to the needs of future users. Furthermore, in the future, numerous interaction scenarios could be developed between the user and NAO robot that exploit the recognition of emotions, both in the therapeutic and in the care fields.

For the second component (sentiment analysis of the spoken sentences) we created a service for the robot being able to transform the sentences spoken by the user into text, analyze it, understand its sentiment and choose the most suitable answer at that moment.

As for the previous component, we decided to use a Raspberry PI as a bridge between the robot and the external cognitive services platform. This allowed the decoupling of the robot specific characteristics from the peculiarity of the integrated AI services, avoiding also performance problem due to limited computational capacity of the robot. The Azure Cognitive Services suite from Microsoft was chosen for the sentiment analysis and speech-to-text service. While Python was chosen as the programming language, being the language with greater compatibility with the robot along with C#.

The Microsoft Azure Cognitive Service uses machine learning based algorithm for sentiment analysis classification. From this process it outputs a value between 0 and 1: the higher the value, the more positive the sentiment will be, conversely, the more this value approaches zero and the more it will be negative. To perform this analysis, various techniques are used.
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3 https://www.fondazionepaideia.it/

4 https://azure.microsoft.com/en-us/services/cognitive-services/face/

5 https://docs.microsoft.com/en-us/azure/cognitive-services/welcome
that are combined with each other, including: the association of words, the analysis of parts of the speech and the text processing.

Concerning our implementation, as soon as the user begins to speak, the robot creates multiple recordings interspersed with speech pauses, which will be first transformed into text and then analyzed. In order to that, four Python scripts have been implemented:

- **rms.py**: executed by the robot, it connects to rec.py as client using a socket and calculate the RMS (Root Mean Square) every 0.1 seconds to understand if a user is speaking with the robot. When this happens, it sends a message to rec.py which will act accordingly;
- **rec.py**: executed by the robot, it connects to out.py as client and accepts connections, thus performing also the role of a server, from rms.py. It waits for messages from rms.py, to whom it communicates to start or stop a recording or to finish the execution. Once registration is complete, the script saves, fragments and sends the registration to out.py;
- **out.py**: executed on a hardware external to the robot (Raspberry PI), it connects as client to the Python script running on NAO and waits for rec.py making a connection request. It takes care of receiving the recordings, reassembling them and requesting the speech-to-text service. When it receives the end message, it requests the sentiment analysis output and sends everything to the Python script running on NAO;
- **Python script running on NAO**: executed by the robot, it establishes a connection with out.py and it expects to receive a string containing the words spoken by the user and the output of the sentiment analysis. He will then respond with a sentence related to the calculated sentiment.

The advantage of having multiple communicating programs is the parallel execution. This makes the robot’s response much faster than running a single program that should translate a single larger recording at the end of the dialogue.

4 CONCLUSION

The project has just started. The examples reported above witnesses our first implementation steps. In the following, we will integrated the 2 components in order to jointly perform the two related analyses and outputs. We are also organizing testing with neurotypical users in order to evaluate the performance of the described software components. Then, we will move towards the integration of a specific FER software for ASD children. Following a review of the literature, we will integrate existing software, evaluate them, and we will also implement our specific and tailored FER solution in order to compare the results.
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