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Coordinated multi-point transmission for relaxation of self-backhauling bottlenecks in heterogeneous networks

Beneyam B. Haile*, Edward Mutafungwa and Jyri Hämäläinen

Abstract

The heterogeneous deployment of high-power macro cells and low-power nodes (LPNs) is now widely acknowledged as an essential requirement towards meeting the continued demand for mobile data capacity. The selection of the optimum backhaul solution for the LPNs obliges operators to consider not only the capacity of the backhaul but also other key factors so as to fully leverage the benefits provided by LPNs: the cost of the backhauling may limit the density of LPN deployments and the backhaul configuration requirements impact on the flexibility of LPN deployment. To that end, self-backhauling of LPNs via the existing macro radio access network (RAN) provides an attractive solution, particularly for deployment scenarios that are very cost-sensitive and/or require high flexibility. However, use of self-backhauling usually makes backhaul as a bottleneck due to the a) limited bandwidth allocated for legacy macro RAN, b) the need to share resources with macro user equipment (UE), and c) the high-intercell interference particularly in the macro cell edge. In this paper, we provide an overview of self-backhauled LPNs and investigate possible performance enhancements through the use of coordinated multi-point (CoMP) transmission to relax the downlink backhaul capacity bottleneck for self-backhauled LPNs. To that end, we carry out analytical studies for a practical limited-feedback CoMP technique and numerically verify the derived capacity outage expressions. Furthermore, we implement a simulation study for an exemplary heterogeneous network deployment in a realistic radio propagation environment. The results of the studies demonstrate that significant spectral efficiency and throughput gains for the LPN backhaul are achievable through the use of selected CoMP technique under realizable feedback overhead, even under feedback bit error. The achieved relaxation in the backhaul bottleneck is observed providing improved performance for the UEs served by the LPNs. Furthermore, more resources will be available for macro UEs leading to overall performance gains compared to the case without CoMP.
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1 Introduction

1.1 Background

Mobile network operators face the challenge of upgrading their networks to handle increased mobile data traffic from certain locations (hot spots or hot zones) and meet user expectations for cellular coverage in every location [1]. While the approach of scaling network capacity by increasing available spectrum and improving spectral efficiency provides considerable scaling in network capacity, even more substantial growth is possible by reusing spectrum through network densification [1-3]. The commonly considered network densification approach is through the heterogeneous deployment of low-power nodes (typically 10 W or lower) to complement traditional high-power (20 W or higher) macro sites [1-5]. The term low-power node (LPN) is adopted in this paper to draw a distinction between the added complementary LPNs and the legacy macro sites in a heterogeneous network (HetNet) environment.

A diverse range of LPNs exist depending on various practical considerations. These include drivers for LPN deployment (need to improve coverage, capacity, or both) and attributes of the coverage area, such as area size and
location (indoor or outdoor). The LPNs include small cells and extensions to macro cells, such as relays, remote radio heads (RRHs), and distributed antenna systems (DAS). Small cells is itself an umbrella term for compact base stations deployed to enhance coverage and capacity in homes, enterprise environments, under-served areas, and indoor or outdoor public spaces [2]. Operator deployed small cells include metrocells, microcells, picocells, and open access femtocells. On the other hand, indoor closed-access femtocells are deployed and operated by end users in their place of residence, analogous to traditional WiFi access points.

1.2 LPN backhauling options

The reduced size and weight of LPNs allows them to be deployed rapidly, cost-effectively, and on a relatively wider range of locations compared to traditional macro sites [6]. Typical LPN deployment locations include street furniture (e.g., lamp posts or utility poles), on the side of buildings below rooftop level, on vehicle rooftops, and so on. However, while benefiting from this added deployment flexibility, the operator has still to carefully consider LPN site selection to ensure accessibility for LPN site maintenance while simultaneously securing the LPN site assets from malicious intruders. Furthermore, reliable operation of LPNs requires assured access to uninterrupted power sources and high-capacity backhaul links [5-8].

In this paper, we focus on the LPN backhauling challenge. A number of LPN backhauling solutions are possible depending on the LPN deployment scenario [6,7]. Indoor-deployed LPNs (e.g., enterprise femtos) can be backhauled using existing in-building wireline infrastructure, such as copper twisted-pair digital subscriber lines (DSL), fiber, and coaxial cables (for cable television). Outdoor-deployed LPNs in most cases do not have access to legacy cabling and the cost of targeted roll-out of cables to each LPN would be prohibitive [6]. Therefore, wireless backhauling solutions, such as microwave radio links (<7 GHz, 6 to 50 GHz), millimeter wave and E-band radio links (57 to 66 GHz, 71 to 95 GHz), and free-space optics and satellite, are usually considered for outdoor LPNs [6-8]. The differentiating attributes for the different wireless backhaul solutions include the following:

- **Deployment topology**: Configuration between LPNs and backhaul hub point. Common configurations are point-to-point (P2P), point-to-multipoint (P2MP), tree, and mesh topologies.
- **Line-of-sight (LOS) requirements**: The LOS requirements vary from demand for strict LOS to near LOS (nLOS) and non-LOS (NLOS) links.
- **Operating spectrum band**: Diffs depending on spectrum licensing arrangements (licensed or unlicensed bands). Differences may also be in spectrum allocation between LPN backhaul and access links, whereby utilized spectrum bands are either overlapping (inband) or orthogonal (outband) between the access and backhaul links.
- **Capacity**: Typical capacity (bits per second) available over the backhaul link.

These aforementioned attributes strongly influence the selection of wireless backhaul solution for a particular deployment scenario. Typically, LPN operators have to consider the trade-offs among factors, such as required performance, operating costs, and feasibility or ease of deployment [6-8]. In this study, we focus on wireless backhauling solutions for LPNs that are strongly constrained by cost and demand high flexibility in terms of deployment. The highly flexible backhaul is desirable since it usually implies rapid unplanned deployment of the LPN network expansion with no intervention from the operator. Example scenarios that demand such cost-sensitive and highly flexible backhauling include the following: densely populated areas [9]; semi-permanent networks (e.g., for open air festivals) [9]; and spontaneous or rapid network deployment scenarios (e.g., public safety communications) [9-11].

1.3 Self-backhauled LPN

1.3.1 Description and benefits

Self-backhauled of LPNs via the existing macro radio access network (RAN) is an attractive backhauling solution for certain LPN deployment scenarios. In Figure 1, we provide a simple illustration to describe the difference between conventional fixed-wireless backhauling and self-backhauling for LPNs. Conventional wireless backhauling for LPNs relies on dedicated P2P or P2MP fixed-wireless technologies (e.g., millimeter wave radios) with stringent LOS requirements between the LPN and the wireless hub which may be collocated with a macro site (see Figure 1a). The LOS requirements for fixed-wireless backhauling links can be relaxed through use of multi-hop mesh or tree topologies to route the fixed-wireless links around shadowing objects (e.g., tall buildings) [6].

By contrast, in Figure 1b, self-backhauling is provided via the macro RAN for LPNs deployed within the coverage area of a particular macrocell, with the macrocell resources being shared by other LPNs and/or macro user equipment (UE) located within the same coverage area. The LPN self-backhauling approach provides a number of benefits compared to conventional fixed-wireless backhauling. These include the following:

- **Cost savings** by leveraging existing macrocell site infrastructure (e.g., radio towers, standby batteries) for small cell backhauling;
• Further cost saving through possible reuse of spectrum bands licensed to the macro network operator and resource sharing over a number of LPNs (as opposed to having dedicated backhaul links to each LPN);
• Wireless backhaul in NLOS conditions using legacy cellular spectrum bands (typically below 3.5 GHz) and emerging lightly licensed bands (e.g., TV white space) with good RF propagation properties; and
• Possible joint radio resource management (RRM) implementation for the LPN backhaul and access links [12].

These self-backhauling benefits have motivated the development of the relaying concept introduced in Long Term Evolution (LTE)-Advanced. Relaying is a LPN solution, whereby, compact relay nodes (RNs) are wirelessly self-backhauled via a standardized LTE relay link (Un interface) towards a macro donor eNode B (DeNB) [13]. The relay access links towards the UEs are then based on the conventional LTE Uu air interface.

However, the self-backhauling approach can be extended to include all types of LPNs (beyond relays). This is based on the possible flexibility in selection of radio access technologies (RATs) and operating spectrum band strategies between the LPN backhaul (in this case, macro access) and LPN access links. The viability of this approach has been recognized in both research community and industry. For instance, Qualcomm proposes the use of so-called ‘Velcro relays’, whereby, macro LTE provides backhauling for evolved 3G small cells (HSPA+/EV-DO) in places with low-penetration user LTE [14]. The architectural arrangement of having a ‘hub base station’ as a concentration point of self-backhauled small cells has also been investigated in a recently completed project (FP7 BuNGee [15]). Notably, there have also been recent standardization activities for specification of the use of WiMAX air interface for small cell backhauling (IEEE 802.16r [16]).

1.3.2 Backhaul capacity bottleneck

The self-backhauling of Figure 1b, with use of macro resources in the backhaul, is key factor while utilizing the benefits of cost-effectiveness and flexibility in LPN deployment. However, the reuse of the macro resources usually results in a backhaul capacity bottleneck, whereby the aggregate served capacity of LPN access exceeds the achievable wireless backhaul capacity. This self-backhauling capacity bottleneck will consequently limit peak achievable throughputs for the UE served by the LPN.

Self-backhaul link capacity enhancements have been considered previously particularly for relay deployments. Proposals include strategies that optimize DeNB selection and placement of RN to provide signal-to-interference-and-noise ratio (SINR) gain for the relay backhaul link, particularly at the cell edge [17-19]. Unfortunately, these SINR gains may be difficult to achieve in practical deployments, due to the challenge of site acquisition that often limits the available set of good candidate locations. Additional capacity enhancements of self-backhauled links are being considered by increasing spectral-efficiency through higher-order modulations (256 QAM or higher) and complex multiple-input and multiple-output (MIMO) configurations [16]. However, these spectral-efficiency enhancements require proximity to macrocell center (to guarantee high SINR for the backhaul link) and rich scattering environments (for backhaul channel capacity to scale linearly with number of antennas) in order to achieve their full potential.

Other self-backhauling capacity enhancement approaches considered include the backhaul resource allocation among a group of small cells based on the relative load (number of served UEs) of each small cell [20]. The capacity gains (scheduling gains) from this approach are dependent on the differential loading among the scheduled small cells and are still constrained by the overall level of resources allocated for small cell backhaul. Additional joint optimization of resource distribution for
simulation results, we observe that the CoMP method provides considerable backhaul throughput gain and narrows down the capacity gap between backhaul and access. Furthermore, we demonstrate the achieved gain either directly improving relay UE throughput or throughput of all UEs (including macro UEs) by impacting applied scheduling method. The CoMP gain results in improved throughput fairness among the whole UE population. Moreover, these benefits of CoMP at relay backhaul is sustained under feedback error although considerable reduction is observed for large (≥10%) bit error probability.

The rest of the paper is structured as follows. In Section 2, we present the system model, the limited-feedback CoMP method, and an overview of the possible resource allocation strategies. In Section 3, we derive expression for the capacity outage probability and provide respective performance evaluation. In Section 4, we present the simulation study on CoMP applied at the backhaul of LTE-Advanced relays highlighting throughput results and observations. Finally, conclusions and suggestions for future work are given in Section 5.

2 System model, CoMP scheme, and resource allocation

2.1 System model

Figure 2 depicts a HetNet deployment scenario where macrocell resources are employed to self-backhaul LPN and to enhance coverage and/or capacity. In the non-CoMP case, the LPN backhaul is provided by the serving macrocell only, while the signals of the adjacent macrocells appear as interference. Moreover, in the CoMP case, the self-backhauling of the small cell is provided jointly by all the coordinating macrocells.

We consider flat and block-fading channel model. Thus, channel gains remain constant during each frame/block of transmitted signals and gains from different blocks are independent. We assume Rayleigh fading channel for all links between macro base stations and the LPNs except the donor cell which we assume to have a LOS connection to the LPN with the channel experiencing Rician fading. Thus, channel gains 

\[ h_j = \sqrt{\xi_j} e^{j\phi_j}, j \neq 1 \]

are Rayleigh random variables where the channel power 

\[ \xi_j = \mathbb{E}\{\xi_j\} \]

is Rician random variable with mean channel power 

\[ \xi_1 = \mathbb{E}\{\xi_1\} \]

and Rician factor 

\[ K \].

We note that the Rician model is mostly feasible for well-planned outdoor and rooftop LPNs, but the model can also hold for other deployment scenarios with proper selection of \( K \). We also assume that channels are non-identical (i.e., \( \tilde{\xi}_i \neq \tilde{\xi}_j, i \neq j \)) taking into account the distributed nature of LPN deployment and/or different main lobe directivity among antennas.
In the absence of coordination, the received signal in the self-backhauled LPN at a given arbitrary time instant is given by:

\[ r = h_1 s_1 + \sum_{j \neq 1} h_j s_j + n, \]  

where \( s_j \) is the transmitted information symbol from the \( j \)-th macrocell such that \( E[|s_j|^2] = P_t \), \( h_j \) is the channel from the \( j \)-th macrocell, and \( n \) is zero-mean complex additive Gaussian noise with power \( P_N \). Note that index 1 refers to the donor cell to which the LPN is associated.

When we consider coordination over the backhaul links, we apply JT from macrocells in a given CoMP set. The set comprises the donor cell and other selected macrocells based on the LPN average received signal power. We recall here that JT is one major CoMP subcategory defined in 3GPP, whereby, coordinating cells simultaneously serve a given CoMP node [22]. With JT CoMP, the received signal at the LPN becomes:

\[ r = \sum_{j \in C} h_j \hat{w}_j s_1 + \sum_{j \notin C} h_j s_j + n, \]

where \( C \) denotes the CoMP set and \( \hat{w}_j \) is selected precoding weight at the \( j \)-th coordinating cell based on a given precoding method.

We consider a quantized feedback method that can be realized in FDD system due to limited feedback capacity requirement. The LPN estimates channels and selects appropriate weights based on the estimated channels and a given code book known at the coordinating cells and the LPN. The LPN then sends feedback bits identifying selected weights to the coordinating macrocells using error-free and delay-free feedback channel so that the macrocells apply selected weights in transmission. We note here that erroneous feedback will be considered later in the paper (Section 4.3) to analyze its impact on achieved results. As the same symbol \( s_1 \) is transmitted from coordinating cells, we assume that the information symbol is available among macrocells in \( C \). Here, the assumption is that macrocells admit an ideal backhaul although they are located in different geographical locations.

### 2.2 Quantized co-phasing CoMP scheme

There are various precoding methods for coordination among cells under JT category with different performance and implementation requirements [22,25-28]. The JT CoMP method we consider in this work is based on short-term quantized phase information and relative phase-shifting operation referred to as quantized co-phasing (QCP) [29-31].

In QCP CoMP method, the LPN considers the channel from donor macrocell \( h_1 \) as a reference channel and set
the corresponding weight \( \hat{w}_1 = 1/\sqrt{b} \) where \( b \) is a parameter that determines transmit power of macrocells in \( C \). It is set to 1 when we assume full transmission power from each cell whereas it is set to the number of macrocells in \( C \) when power is normalized. Then, for each of remaining cells in \( C \), the LPN selects weights \( \hat{w}_j \) based on:

\[
\hat{w}_j = \arg \max_{w_n \in \mathbf{W}_j} |h_1 + h_j w_n|,
\]

where the code book \( \mathbf{W}_j \) is given as:

\[
\mathbf{W}_j = \left\{ w_n = \frac{1}{\sqrt{b}} e^{j\phi_n} : \phi_n = \pi n/2^{N_j-1}, n = 0, \ldots, 2^{N_j} - 1 \right\}.
\]

The code book \( \mathbf{W}_j \) is known by the LPN and respective coordinating macrocells, and its size depends on value of \( N_j \) which is number of bits used to report selected codeword to the macrocell.

This QCP method is suboptimal while it can be implemented in FDD systems with realizable feedback capacity requirement. If \( N = 2 \) and only two cells coordinate, then the method resembles closed-loop transmit diversity that is applied in HSDPA and LTE [32,33].

### 2.3 Resource allocation

The co-deployment of macrocells providing umbrella coverage over LPN hot spots is the commonly considered two-tier heterogeneous network deployment approach [1-5]. The implementation of self-backhauling in these two-tier networks presents a number of strategic options for RAN resource allocation (time resources, frequency resources, etc.) across three layers, namely macro access, LPN backhaul, and LPN access (see Figure 3). The orthogonal resource allocation (see Figure 3a) eliminates cross-layer co-channel interference but is inefficient due to lack of resource reuse. On the other hand, full sharing (see Figure 3f) achieves the high resource utilization at the cost of excessive cross-layer interference.

The alternative for co-channel deployment of macro access with resources shared between either LPN access or backhaul (see Figure 3b),(c) provides a trade-off between interference reduction and resource reuse efficiency. However, the reuse of the macro resources in both cases results in a backhaul capacity bottleneck, whereby the aggregate served capacity of LPN access exceeds the achievable LPN backhaul capacity. This will consequently limit peak achievable throughputs for the UE served by the LPN. The backhaul capacity bottleneck

---

![Figure 3 Possible resource allocation strategies in heterogeneous networks with self-backhauled LPNs.](image-url)
is attributed to radio resource contention between LPN backhaul and existing macro UE (for resource allocation scheme of Figure 3(b)) or limits on RAN resource that can be exclusively dedicated for LPN backhauling (Figure 3(c)). Further backhaul capacity limitations occur due to inter-cell interference between adjacent macrocells which reduces SINR, particularly for self-backhauled LPNs deployed in the macrocell edge. Partial sharing of macro access resources (see Figure 3(d),(e)) may provide opportunities for reduced inter-cell interference but with the consequence of decreased resource utilization efficiency.

In this work, we assume that macro access share time resource with LPN access as shown in Figure 3(c) while frequency resource is fully reused in all layers. This provides best interference scenario for the backhaul link that it is not interfered by both the macro and the LPN accesses. This assumption is consistent with the resource-sharing strategy adopted in 3GPP for LTE-Advanced type I relays. However, we note here that even with these interference mitigation measures and relatively large resource allocation, the backhaul link could create a bottleneck as discussed in further detail later in Section 4.

3 Outage capacity analysis

In this section, we present analysis for the CoMP method performance gain in terms of outage capacity. For a required capacity \( C_r = \log_2(1 + Z_r) \) in the backhaul, the outage probability is defined as:

\[
P_o = P(Z < Z_r),
\]

where \( Z \) is instantaneous SINR at the LPN and \( Z_r \) is the required SINR to meet the targeted capacity.

3.1 Outage probability analysis

In the absence of CoMP, all macrocell transmissions except transmission from donor cell are interfering the LPN backhaul link; hence the instantaneous SINR denoted by \( Z_{nc} \) attains the form:

\[
Z_{nc} = \frac{\gamma_1}{\sum_{j \neq 1} \gamma_j + P_n},
\]

where received powers are \( \gamma_j = P_j \xi_j \). We note here that \( \gamma_1 \) is power of Rician channel with mean value \( \bar{\gamma}_1 = P_1 \xi_1 \) and \( \gamma_j, j \neq 1 \) follows exponential distribution with mean \( \bar{\gamma}_j = P_j \xi_j \). If we assume network is interference limited, then Equation 6 becomes Rician/Rayleigh scenario, whereby the closed-form expression for outage probability is presented in [34]. Accordingly, we find that for non-CoMP case, an outage probability expression of the form:

\[
P_o^{\text{nc}} = 1 - \sum_{j \neq 1} D_j \left[ 1 - \frac{\bar{\gamma}_j (K + 1) Z_r}{\gamma_1 + \bar{\gamma}_j (K + 1) Z_r} \cdot \exp \left( \frac{-K \bar{\gamma}_1}{\gamma_1 + \bar{\gamma}_j (K + 1) Z_r} \right) \right],
\]

(7)

where \( D_j = \prod_{i \neq j} \bar{\gamma}_j / (\bar{\gamma}_j - \bar{\gamma}_i) \). When we apply QCP CoMP, some previously interfering links are now exploited to enhance the backhaul link; and the SINR denoted by \( Z_c \) takes the form:

\[
Z_c = \frac{\sum_{j \in C} \sqrt{\gamma_j e^{\theta_j} \hat{w}_j}^2}{\sum_{j \notin C} \gamma_j + P_n}.
\]

(8)

Without loss of generality, we focus on the case where the number of macrocells in the CoMP set is limited to 3 although analysis for more than three macrocells is doable but long and impractical. In well-planned mobile network, strong signals are usually received only from two or three base stations while signals from other base stations are weaker. Let coordination takes place among donor cell and two other selected cells (indexed by 2 and 3) to serve the LPN. Then, utilizing weights \( \tilde{w}_j \) determined from Equation 3, we write the tight lower-bound outage probability \( P_o^{\text{c}} \) in the form:

\[
P_o^{\text{c}} = P \left( \hat{Z}_c < Z_r \right),
\]

(9)

where:

\[
\hat{Z}_c = \frac{\sqrt{\gamma_1} + \sqrt{\gamma_2} e^{\theta_2} + \sqrt{\gamma_3} e^{\theta_3}}{b \sum_{j \in C} \gamma_j}.
\]

(10)

We note that \( \theta_j = \phi_j - \phi_1 + \phi_n \) is uniformly distributed on the range \((-\pi/2, \pi/2)\). As the channels are independent, we can write the outage probability in the form:

\[
P_o^{\text{c}} = 1 - \int_0^\infty F_{\eta_2} \left( \hat{Z}_c / Z_r / f_{\eta_1}(z) dz \right)
\]

(11)

where \( F_{\eta_2}(\cdot) \) is the cumulative distribution function (CDF) of \( \eta_2 = b \sum_{j \in C} \gamma_j \) and \( f_{\eta_1}(\cdot) \) is the probability distribution function (PDF) of \( \eta_1 = |\sqrt{\gamma_1} + \sqrt{\gamma_2} e^{\theta_2} + \sqrt{\gamma_3} e^{\theta_3}|^2 \). The CDF of \( \eta_2 \) is well-known that [35]:

\[
F_{\eta_2}(z) = \sum_{j \in C} D_j \left( 1 - e^{-\bar{\gamma}_j} \right),
\]

(12)

where \( D_j = \prod_{i \neq j \in C} \bar{\gamma}_j / (\bar{\gamma}_j - \bar{\gamma}_i) \). We then substitute Equation 12 into Equation 11 and obtain:

\[
P_o^{\text{c}} = 1 - \sum_{j \in C} D_j \left( 1 - \int_0^\infty e^{-\bar{\gamma}_j} f_{\eta_1}(z) dz \right).
\]

(13)

To solve the integral in Equation 13, we approximate PDF of \( \eta_1 \) using error corrected chi-squared distribution with 6
degrees of freedom (see Appendix A in [36]). The approximation is based on the fact that \( \eta_1 \) follows chi-squared distribution when \( K = 0 \), and full CSI is available at the coordinating macrocells. Thus:

\[
f_{\eta_1}(z) = \frac{m^3 e^{-mz}}{2} \sum_{i=1}^{3} a_i z^{i+1},
\]

(14)

where \( m = 3/E[\eta_1] \), \( a_3 = 2m^2 (m^2 E[\eta_1^3]/48 - 0.25) \), \( a_2 = -8a_3/m \), and \( a_1 = -E[\eta_1](a_2)/2 + 1 \). Let expand \( \bar{\eta}_1 \) as:

\[
\bar{\eta}_1 = \gamma_1 + \gamma_2 + \gamma_3 + 2\sqrt{\gamma_1}\sqrt{\gamma_2}\cos\theta_2 + 2\sqrt{\gamma_1}\sqrt{\gamma_3}\cos\theta_3 + 2\sqrt{\gamma_2}\sqrt{\gamma_3}\sin\theta_2\sin\theta_3,
\]

(15)

and from Equation 15 and its square, we compute first and second moments of \( \eta_1 \) based on expected values of \( \gamma_n \) (\( n = 1, 2, 3 \), \( \delta = 1/2, 1, 3/2 \)), \( \cos^i\theta_i \) and \( \sin^i\theta_i \) (\( i, i = 2, 3 \)). Accordingly, we find:

\[
E[\eta_1] = \bar{\gamma}_1 + \bar{\gamma}_2 + \bar{\gamma}_3 + \frac{\sqrt{\gamma_2}}{2\sqrt{\gamma_2}C_2 + \sqrt{\gamma_3}C_3} + \frac{\sqrt{\gamma_2}\gamma_3 C_2 C_3}{2},
\]

(16)

where \( M(a, b, z) \) is the confluent hypergeometric function defined in ([37], [13.2.1]), and \( C_j = E[\cos\theta_j] = \sin(\pi/N_j) \). For simplicity, we do not present the attained expression for \( E[\eta_1^2] \) as it has a longer form. Finally, we substitute Equation 14 into Equation 13 and solve the integral to find an outage probability expression of the form:

\[
P_o = 1 - \sum_{\bar{\eta} \not\in C} D_{\bar{\eta}} \times \left( 1 - \frac{m^3}{2} \sum_{i=1}^{3} a_i (i+1)! \left( \frac{b\bar{\gamma}_r Z_{\bar{\gamma}_r}}{1 + mb\bar{\gamma}_r Z_{\bar{\gamma}_r}} \right)^{i+2} \right).
\]

(17)

### 3.2 Validation of outage capacity analysis

Figure 4 illustrates outage probability as a function of targeted capacity. Solid curves refer to analytical results and markers refer to numerical results. For benchmarking purposes, we also present numerical results for the ideal maximum ratio transmission that requires full CSI at coordinating cells, depicted with dashed and dash-dotted curves in Figure 4. All results are obtained for LPN1 shown in Figure 5 that depicts an irregular but realistic HetNet deployment scenario. The scenario will be explained further in Section 4, but for now, we note here that average channel powers computed based on a dominant path loss model. Furthermore, the Rician factor \( K \) is set to 3 dB; and the number of feedback bits \( N_1 \) and \( N_2 \) are both set to 3.

We can see from Figure 4 that the outage probability analysis and approximation presented in Subsection 3.1 are well validated. The QCP CoMP technique significantly improves the outage probability performance of the LPN relative to the non-CoMP case. For instance, 4.37- and

---

**Figure 4** Outage probability as a function of required capacity. Solid curves refer to analytical results, markers refer to numerical results, and dashed and dash-dotted curves refer to full CSI case.
2.83-b/s/Hz capacity increments are seen at 50th percentile when $b = 1$ and $b = 3$, respectively. Furthermore, it can be seen that QCP CoMP with a few number of feedback bits (that is, $N_2 = N_3 = 3$) achieves performance close to MRT that assumes full CSI.

4 Simulation case study

Although Section 3 presents analytical expressions to quantify the spectral efficiency gain that can be achieved by applying QCP CoMP at the backhaul of a given LPN, it does not illustrate the trade-off between the CoMP capacity gain and resource scheduling. In this section, we present a simulation case study that presents the overall throughput gains of CoMP when applied at the backhaul of LTE-Advanced relays deployed in a realistic exemplary deployment scenario.

4.1 Simulation scenario and parameters

The simulation case study focuses on the performance investigation of CoMP-enhanced self-backhauling in a densely populated area. The densely populated area scenario is particularly interesting for low-income underserved urban areas in most emerging markets which will eventually constitute the majority in emerging countries due to rapid urbanization [38]. In these informal settlements, the fixed line-penetration has remained virtually flat over the last few decades [39]. Therefore, mobile network operators in those regions are rapidly upgrading or rolling-out mobile broadband networks, as these provide the only economically feasible means for universal broadband connectivity [39]. In addition to RAT upgrades, operators are obliged to consider network densification with outdoor LPN deployment to meet capacity demands in these fast-expanding urban settlements. However, the low-revenue potential and limited supporting infrastructure means that the cost of operating the LPN (including cost of backhauling the LPNs) has to be minimized and therefore innovative end user-deployed shared-access models should be considered [40].

For the simulation study, we assume that three tri-sector macro eNBs and three cell-edge RNs are deployed in a selected simulation area as illustrated in Figure 5. The label SxCy in Figure 5 is used to refer to cell (or sector) y of tri-sectored macro site x. We note that the LPN in Figure 5 hereafter refers to an LTE-Advanced RN. Furthermore, we deliberately increase the number of macrocell coordination scenarios by placing the 3 RNs at the edges of three adjacent cells, such that each RN is served by a unique cell of a different site from the other two. To be specific using Figure 5, the deployment is such that S1C1 is donor cell for LPN1 (RN1); S2C1 is donor cell for LPN2 (RN2); and S3C1 is donor cell for LPN3 (RN3). The radio coverage estimations behind the deployment are based on realistic three-dimensional (3D) building
vectors and topographical data for a densely settled area (Hanna Nassif in Tanzania) [30]. The radio link loss is evaluated using the dominant path model implemented in the WinProp ray tracing tool [41]. Static system-level simulations are performed to investigate network performance for CoMP and non-CoMP scenarios on the relay link, with UEs being dropped at random locations. In this case, we refer to UEs attached to RNs and macrocells as RUEs and MUEs, respectively. The downlink CoMP simulation parameters and assumptions follow commonly used 3GPP guidelines [22], and key values are listed in Table 1.

### 4.2 Scheduling and throughput formula

In typical FDD LTE-Advanced type 1 inband relay scenarios, the MUE, RN, and RUE are served on a common frequency band [13]. Time-domain half-duplexing is used to isolate backhaul and access link transmissions, with the RN continuously switching between the relay and access links to avoid self-interference, as illustrated in Figure 6. Note that parameter $\tau_r$ denotes time ratio allocated to the backhaul link.

Optimal resource utilization on average is achieved at each RN when $\tau_r$ is semi-statically selected by DeNBs such as

| Parameters | Values/assumptions |
|------------|--------------------|
| **Air interface** | LTE FDD |
| **Carrier frequency/bandwidth** | 2,110/10 MHz |
| **Simulation** | Radio propagation modeling (WinProp) | Static system level simulation (Matlab) |
| **CoMP** | 5-m resolution | 1.5-m UE and 5-m RN prediction height |
| **Throughput** | Downlink JP CoMP | QCP with $b = 1$ and $N = 3$ feedback bits |
| **Macro (DeNB/eNB) parameters** | $b_{eff} = 0.62, Z_{eff} = 1.8, Z_{min} = -10 \text{ dB}, S_{max} = 4.4 \text{ b/s/Hz}$ |

| Macro sites | Site 1 Site 2 Site 3 |
|-------------|------------------|
| **Transmit power per antenna** | 46 dBm |
| **Antenna height** | 18 m 20 m 25 m |
| **Antenna patterns** | Kathrein 741984 |
| **Sector azimuths** | 20, 140, 260 0, 120, 240 10, 130, 250 |
| **Inter-site distance** | Approximately 500 m |

| RN parameters | 30 dBm/5 dB/5 dB |
|---------------|------------------|
| **Deployment height** | 5 m |
| **RN locations** | 250 m from DeNB, 140 m inter-RN distance |
| **Antenna configuration** | $1 \times 2$ |

| UE (RUE and MUE) parameters | 9 dB |
|-------------------------------|-------|
| **Noise figure** | $1 \times 2$ |
| **Antenna configuration** | 15 UE per macrocell |
| **Mean UE number** | Mobility off |
| **UE mobility** | 50% UEs dropped randomly in whole area |
| **Buildings and fading characteristics** | 50% UEs cluster-dropped in 40-m radius of RNs |

| Buildings | Building of variable dimensions, height 3 to 6 m |
|-----------|--------------------------------------------------|
| **Fading** | Building penetration loss: 10 dB |
| **Shadow fading** | Fast fading: Rician fading (RN-DeNB, $K = 3 \text{ dB}$) |
| **Fast fading** | and Rayleigh fading (other links) |
that \( \tau_{r}\bar{R}_{r} = (1 - \tau_{r})\bar{R}_{a} \), where \( \bar{R}_{r} \) is the average rate at the backhaul and \( \bar{R}_{a} \) is the aggregate rate at the access, both assuming transmission in whole time frame. Accordingly, optimal \( \tau_{r} \) and corresponding end-to-end rate can be given as:

\[
\hat{\tau}_{r} = \frac{\bar{R}_{a}}{(\bar{R}_{r} + \bar{R}_{a})}, \quad \hat{\tau}_{e2e} = \frac{\bar{R}_{r}\bar{R}_{d}}{(\bar{R}_{r} + \bar{R}_{d})}
\]  

(18)

We note here that selection of \( \tau_{r} \) semi-statically is attractive as it requires less capacity to feedback long-term feedback information than dynamic selection that requires short-term feedback information although the latter potentially delivers better resource utilization with more overhead. In practice, downlink backhaul radio resources are achieved by allocating RNs up to six multicast-broadcast single frequency network (MBSFN) subframes (frame numbers 0, 1, 2, 3, 6, 7, 8) out of the ten subframes (each of 1 ms duration) specified in the 3GPP Release 8 LTE frame structure [42]. Thus, \( \tau_{r} \) can take granular values such that \( \tau_{r} \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6\} \).

We have three ranges to which values of \( \hat{\tau}_{r} \), computed according to Equation 18, can lie: \( \hat{\tau}_{r} > 0.6, 0.1 < \hat{\tau}_{r} < 0.6, \) and \( \hat{\tau}_{r} < 0.1 \). If \( \hat{\tau}_{r} > 0.6, \) then backhaul is a bottleneck. If \( 0.1 < \hat{\tau}_{r} < 0.6, \) then we can balance the backhaul and access. Moreover, \( \hat{\tau}_{r} < 0.1 \) means access is a bottleneck. In conventional relay deployment scenarios including this case study, the former is the most likely case. Therefore, we select values of \( \tau_{r} \) statically in our simulation. Note here that the higher values of selected \( \tau_{r} \), the better the backhaul capacity but the worst MUE (allocated \( 1 - \tau_{r} \) fraction of time resources) throughput. We will revise the discussion on \( \tau_{r} \) selection and performance trade-off in Subsection 4.3 based on the simulation results.

In the relay access, the RN performs scheduling decision in each subframe or transmission time interval (TTI), whereby, RUEs are allocated a fraction of the total physical resource blocks (PRBs) available in the subframe. It should be noted that no RUEs are scheduled during the backhaul subframes when the RN will have reverted to relay link operation in the half-duplex configuration. The actual scheduler implementation (round robin (RR), proportional fair, etc.) for RN access resources is vendor specific as in the case of eNBs [42]. We initially apply here RR scheduling to divide the resources equally among RUEs so that we can observe throughput gap between backhaul and access. In the case that the backhaul presents a capacity bottleneck \( (R_{r} < R_{a}) \), the initially allocated resources using RR scheduling are redistributed among the RUEs using max-min fair scheduling which priorities RUEs with lower throughputs [43]. Otherwise, if backhaul is not a bottleneck \( (R_{r} \geq R_{a}) \), the resource allocation for the RUEs from RR scheduling is retained.

During coordination among cells in CoMP set for joint relay link transmissions in each backhaul sub-frame, orthogonal frequency resource allocation is applied among the set of served RNs. We apply here basic RR resource partitioning strategy where relay link resources (subcarriers) are partitioned equally among relay link transmissions. Note that advanced CSI-based scheduling methods, such as proportional fair, can be applied to achieve better performance. Throughput (TP) in both the backhaul and access links is computed through mapping SINRs results using a modified Shannon formula [44]:

\[
TP = \tau N_{PRB} B_{PRB} \times \begin{cases} 
\min\{B_{eff} \log_{2} (1 + \frac{Z_{eff}}{Z_{\text{min}}}), S_{\text{max}}\}, & Z \geq Z_{\text{min}} \\
0, & Z < Z_{\text{min}} 
\end{cases}
\]  

(19)

where \( \tau \) reflects the amount of time resource allocated for the transmission, \( N_{PRB} \) is the number of PRBs, and \( B_{PRB} \) is the bandwidth per PRB. Note also that \( S_{\text{max}} \) is the maximum spectral efficiency, \( Z_{\text{min}} \) is the minimum required SINR, \( B_{eff} \) adjusts the system bandwidth efficiency to fit with LTE, and \( Z_{eff} \) adjusts for the SINR implementation efficiency. We recall that \( \tau = \tau_{r} \) for backhaul links and \( \tau = 1 - \tau_{r} \) for access links. Parameters \( B_{eff}, Z_{eff}, S_{\text{max}}, \) and \( Z_{\text{min}} \) are obtained from link-level simulations and curve fitting. We consider a \( 1 \times 2 \) MIMO configuration for the simulation and values of the parameters computed for the configuration are listed in Table 1 [45].

### 4.3 Simulation results and performance evaluation

The CDF of the backhaul and access throughput considering all relays is illustrated in Figure 7. The value of \( \tau_{r} \) is set to the maximum 0.6 for both CoMP and non-CoMP cases.

We can clearly see from Figure 7 that QCP-CoMP significantly improves the backhaul throughput (end-to-end throughput) and diminishes the gap between the backhaul and access. It reduces the 219.12%, 112.43%, and 52.62% relative throughput gap for no-CoMP case at 10-ile, 50%-ile and 90%-ile to 5.67%, 8.00%, and 22.81% relative throughput gap, respectively.
We illustrate contribution of CoMP-enhanced backhaul on the RUE throughput using a bar plot depicted in Figure 8. The plot shows CoMP gains over non-CoMP scenario when \( \tau_r = 0.6 \) and \( \tau_r = 0.3 \). We see that the applied CoMP scheme for both \( \tau_r = 0.6 \) and \( \tau_r = 0.3 \) significantly improves all the 10%-ile, 50%-ile, and 90%-ile RUE throughputs. Unlike \( \tau_r = 0.6 \) case, the scheme helps more the 10%-ile and 50%-ile when \( \tau_r = 0.3 \). Furthermore, the plot in Figure 8 shows throughput gains of CoMP when \( \tau_r = 0.3 \) over non-CoMP case when \( \tau_r = 0.6 \). We see that there are still gains at 10%-ile and 50%-ile although loss is experienced at 90%-ile. Note that the reduction in \( \tau_r \) allows for more time resources to be allocated for MUEs thus enhancing MUE throughput performance.
Performance impact of the CoMP technique in all UEs (both RUEs and MUEs) is illustrated in Figure 9. We see that CoMP delivers 10%-ile, 50%-ile, and 90%-ile percentage gains of 85.96%, 56.98%, and 0.15% when \( \tau_r = 0.3 \), respectively. The percentage gain values are 8.48%, 43.83%, and 33.59% when \( \tau_r = 0.6 \). Note that CoMP improvements are more for the lower percentile throughput when \( \tau_r = 0.3 \) unlike the case when \( \tau_r = 0.6 \) where improvements are more for the higher percentile throughputs. If we compare CoMP with \( \tau_r = 0.3 \) and non-CoMP with \( \tau_r = 0.6 \), we see that CoMP with \( \tau_r = 0.3 \) provides 81.89%, 26.38%, and 24.07% gains at 10%-ile, 50%-ile, and 90%-ile, respectively, relative to the case of non-CoMP with \( \tau_r = 0.6 \).

In order to show the impact of CoMP on the consistency of UE throughput experience, we also present in Figure 10 the CDF of fairness index defined as [46]:

\[
FI = \frac{\left( \sum_{i=1}^{N_{ue}} TP_i \right)^2}{N_{ue} \sum_{i=1}^{N_{ue}} TP_i^2},
\]

(20)

where \( N_{ue} \) is total number of UEs. The figure clearly shows that CoMP provides more consistent user experiences for both \( \tau_r = 0.3 \) and \( \tau_r = 0.6 \).

### 4.4 Performance evaluation under feedback error

Figure 11 depicts the CDF of the backhaul throughput considering errors in CoMP phase feedback bits when \( \tau_r = 0.6 \). The throughput CDF of the non-CoMP case is presented as a benchmark considering a similar value \( \tau_r = 0.6 \). Solid curve refers to results for non-CoMP backhaul while dashed, dotted, and dash-dotted curves refer to results for CoMP backhaul under 0%, 10%, and 20% bit error probability, respectively. We assume 3-bit Gray coding and uniformly distributed errors in the simulation. We observe from Figure 11 that large feedback bit-error probability can considerably diminish the CoMP benefit of narrowing the capacity gap between backhaul and access. For instance, the 92.19% gap reduction obtained at 10%-ile in the absence of feedback error is reduced to 72.42% and 51.64% for 10% and 20% feedback bit-error probability, respectively. As a result, the feedback error negatively impacts the CoMP throughput gain of RUEs as illustrated in Figure 12. The gain reduction at 10%-ile RUE throughput due to feedback bit error is considerably higher when \( \tau_r = 0.3 \). On the other hand, the reduction due to feedback error when \( \tau_r = 0.3 \) and \( \tau_r = 0.6 \) is almost the same at 50%-ile.

### 5 Conclusions

In this paper, we discussed some of the key operator considerations in the selection of LPN backhauling solutions. The use of self-backhauling for LPNs by exploiting the existing macro RAN was highlighted as a promising method both in terms of cost-effectiveness of backhaul implementation and flexibility of LPN deployment. The backhaul capacity bottleneck which limits the LPN capacity was underlined as the primary limitation for the self-backhauling approach. To that end, we investigated the use of CoMP transmission for relaxing the downlink backhaul capacity bottleneck for self-backhauled LPNs. We approached this work from two
ways. First, an analytical study was conducted to find an analytical expression for capacity outage probability for a practical limited-feedback CoMP technique. In this context, CoMP was considered for relaxing backhaul capacity bottlenecks in general self-backhauled LPNs. Secondly, we carried out an extensive simulation campaign for an exemplary HetNet deployment in a realistic dense settlement scenario, whereby the aforementioned CoMP technique was used for relaxing downlink backhaul capacity bottlenecks for LTE-Advanced type 1 relays.

Figure 10 Cumulative distribution function of fairness index. Solid and dashed curves refer to results for non-CoMP and CoMP cases, respectively, when $\tau_r = 0.3$ whereas dotted and dash-dotted curves refer to results for non-CoMP and CoMP cases, respectively, when $\tau_r = 0.6$.

Figure 11 Cumulative distribution function of backhaul and access throughput under feedback bit error. Solid curves refer to results for non-CoMP backhaul and access, whereas dashed, dotted, and dash-dotted curves refer to results for CoMP backhaul assuming 0%, 10%, and 20% bit error probability, respectively, when $\tau_r = 0.6$. 
Analytical results show that we can considerably increase expected capacity for a certain outage probability by the CoMP method. For instance, a capacity increase by 4.37 b/s/Hz was noted at the 50%-ile when each cell in the CoMP set transmits with full power, and the LPN applies a feedback word of 3 bits for each cell in the CoMP set (except for the donor cell). Furthermore, the CoMP method performs close to the ideal maximum ratio transmission even with the 3-bit feedback word.

Throughput results obtained from the simulation campaign assert that the CoMP scheme significantly improves the capacity gap between backhaul and access. For instance, the gap is reduced by 86.00% at the 50%-ile when we allocate 60% of the LTE subframes for the backhaul. The enhancement is accompanied by an approximately 80% RUE throughput gain at 50%-ile. When 30% of the subframes are allocated for the backhaul, we note a relatively higher RUE throughput gain at the 10%-ile and 50%-ile (compared to the case with 60% of subframes allocated for the backhaul). Besides, we can use the CoMP gain at the backhaul to increase the percentage of subframes for MUE (decrease subframes for backhaul) so that throughput is improved not only for RUEs but also for MUEs. We observe that CoMP with 30% backhaul subframes provides 26.38% throughput gain for all UEs at 50%-ile relative to the case of non-CoMP with 60% backhaul subframes. Furthermore, the fairness index shows that the use of CoMP for LPN backhaul provides more even throughput distribution among UEs in both 60% and 30% subframe configurations for the backhaul. Although these CoMP performance gains are sustained under feedback error, it was also noted that considerable reduction in the gains are observed for large bit-error probability (≥ 10%) .

Possible future work includes computation of analytical expressions for multi-antenna scenarios and performance measures (such as average capacity) that were not considered herein, and comparative analysis of various CoMP techniques with different requirements (amount of overhead, shared information, implementation requirements, and so on). Also of interest would be the consideration of various clustering methods (static, dynamic, or hybrid) to define the CoMP set. Furthermore, we could consider semi-static resource allocation (backhaul subframe selection) to balance backhaul and access capacity. The overall research question that needs to be addressed is how to use CoMP efficiently and adaptively for the right LPN and at the right moment.
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