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Abstract

We present details of our effective computational methods based on the real-space finite-difference formalism to elucidate electronic and magnetic properties of the two-dimensional (2D) materials within the framework of the density functional theory. The real-space finite-difference formalism enables us to treat truly 2D computational models by imposing individual boundary condition on each direction. The formulae for practical computations under the boundary conditions specific to the 2D materials are derived and the electronic band structures of 2D materials are demonstrated using the proposed method. Additionally, we introduce other first-principles works on the MoS$_2$ monolayer focusing on the modulation of electronic and magnetic properties originating from lattice defects.
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I. INTRODUCTION

Atomically thick two-dimensional (2D) materials have been increasingly attracting interest from the perspective of fundamental science and advanced engineering because their electronic, magnetic, optical, and chemical properties are significantly different from those of 3D bulk materials. The most widely studied 2D material since the successful exfoliation using the micromechanical cleavage method in 2004 is graphene, because of its rich physics and high electron mobility. However, pristine graphene is a gapless semiconductor, and thus, cannot obtain an effective current on/off ratio, which hinders its application to semiconductor fields such as field-effect transistors (FETs). Although various techniques have been investigated to expand the band gap of bilayer graphene systems for developing graphene-based FETs, it is still challenging to obtain the band gap large enough for the industrial applications. Recently, graphene-like 2D materials, e.g., silicene, germanene, and phosphorene, and transition metal dichalcogenide (TMD) monolayer have also attracted much interest due to their easily tunable or intrinsic band gaps and potential applications in next-generation electronics, spintronics and optical devices. However, in order to apply them in the development of new devices, there remain many open questions to be answered regarding their electronic and magnetic characteristics. To resolve the questions, theoretical approaches using first-principles calculations are indispensable as well as experimental investigations.

Conventional first-principles calculation methods are based on basis-set expansion techniques using such as atomic orbitals or plane waves. In these methods, however, we should always pay attention to whether the basis function used satisfies the required calculation accuracy and to the fact that the boundary condition does not correspond to that of the actual experiments. On the other hand, the real-space finite-difference method enable us to avoid the above problems, since the wave function and potential on real-space grids are directly calculated without using basis functions. For instance, the calculation accuracy can be simply improved by narrowing the grid spacing. Moreover, by imposing individual boundary condition on each direction, i.e., a periodic boundary condition in the film direction of the 2D materials and an isolated boundary condition in the direction perpendicular to the film plane, one can treat more strictly 2D computational models.

In this review paper, we present details of numerical procedures based on the real-space
finite-difference formalism within the framework of the density functional theory\textsuperscript{17} to estimate electronic and magnetic properties of 2D materials. The formulae for practical computations under the boundary conditions specific to the 2D materials are derived and the electronic band structures of 2D materials are demonstrated using the proposed method.

First, we present a derivation of the discretized Kohn–Sham equation based on the real-space finite-difference formalism. Then, using multipole expansion and Ewald summation techniques,\textsuperscript{13,14,18} efficient procedures to compute the Hartree potential for 2D materials by solving the Poisson equation are described. Furthermore, we derive the Kohn–Sham equation and the Poisson equation in the Laue representation\textsuperscript{19,20} which is well-known as an effective and suitable technique to treat 2D periodic materials and expresses physical quantities using the two-dimensional plane wave expansion and a one-dimensional real-space grid. Additionally, we demonstrate the band structure calculations for graphene-like 2D materials (graphene, silicene, and germanene) using the proposed method and introduce other first-principles works on electronic and magnetic properties of a MoS\textsubscript{2} monolayer.

In the following five sections, our computational formalism is described in detail. In Sect. VII the electronic band structure calculations for the several 2D materials are demonstrated by means of our formalism. Section VIII introduces other first-principles studies on the MoS\textsubscript{2} monolayer. The summary and outlook for the theoretical study on the 2D materials is presented in Sect. IX.

II. DENSITY FUNCTIONAL THEORY AND KOHN-SHAM EQUATION

We would better start this article from brief introduction of two essential background theorems on first-principles calculations, on which the theoretical approach to be stated in this article is based. One is the density functional theory, which has been built up by Hohenberg and Kohn in 1964.\textsuperscript{17} The density functional theory states that the charge density distribution at the ground state of a system minimizes the total energy functional under the constraint of particle number conservation, and determines all the properties of the system, such as eigenvalues and eigenfunctions. The total energy functional is, however, in an universal form, and difficult to be evaluated in numerical calculations. Therefore, the density functional theory had to include promising approximations of the universal functional, which are adoptable in practical computations.
In 1965, Kohn and Sham has introduced an approximation with non-interacting electrons, which enables us to reproduce the ground-state charge density distributions of complicated many-electron systems only by solving inexpensive single-particle Schrödinger-like equation, namely Kohn-Sham equation:

\[-\frac{1}{2}\nabla^2 \psi(r) + v_{\text{eff}}(r)\psi(r) = \varepsilon\psi(r),\]

where \(v_{\text{eff}}(r)\) represents the Kohn-Sham effective potential and reads

\[v_{\text{eff}}(r) = \sum_s v_{\text{ion}}^s(r) + v_f(r) + v_H(r) + v_{\text{xc}}(r).\]

Here, the first, second, third, and forth terms in the right-hand side denote ionic core potential, external potential such as electric field, Hartree potential, and exchange-correlation potential, respectively. To determine the electronic structure at the ground state, the Kohn-Sham equation is, in general, solved as an eigenvalue problem for a certain number of eigenpairs, i.e., eigenenergy \(\varepsilon_i\) and wave function \(\psi_i(r)\) for \(i = 1, 2, \ldots\). According to the density functional theory, the Hartree potential and the exchange-correlation potential depend on the electron density,

\[\rho(r) = \sum_i n_i |\psi_i(r)|^2,\]

where \(n_i\) denotes the occupation number of the \(i\)th Kohn-Sham orbital. The electron density \(\rho(r)\) obviously depends on the wave functions \(\psi_i(r)\), which are determined by solving the Kohn-Sham equation. Because of the dependency on each other, this series of equations needs to be solved in a self-consistent manner.

We notice that throughout this article we use the Hartree atomic unit, i.e., \(|e| = m = h/2\pi = 1\), where \(e\), \(m\), and \(h\) are the electron charge, electron mass, and Planck’s constant, respectively.

### III. REAL-SPACE FINITE-DIFFERENCE FORMALISM

The real-space finite-difference formalism, to be stated in this section, is one of the methods to solve the Kohn-Sham equation within the framework of the density functional theory, and has been at first proposed by Chelikowsky et al. in 1994. As shown in Fig. 1(a), the real-space finite-difference formalism represents the three-dimensional (3D)
continuous real space as a 3D discrete space filled with equidistant grid points, i.e., each
direction in the 3D real space is sampled with a constant grid spacing $h_i$ ($i = x$, $y$, and $z$). Therefore, physical quantities being continuous in real space, such as effective potential, electron wave function, and electron density distribution, are also discretized, and the values are defined only on the discretized grid points as shown in Fig. 1(b). Consequently, we can directly treat the physical quantities by solving the Kohn-Sham equation (1) for the values on the grid points. This is contrastive to the conventional methods using basis function sets such as atomic orbitals or plane waves, which expand the physical quantities using the basis functions and solve the problems for the expansion coefficients.

In this section, we show how to transcribe the Kohn-Sham equation (1) into the real-space finite-difference formalism so that one can solve the differential equation in practical numerical computation. In the conventional methods using basis function sets, the second derivative with respect to three real-space directions, as seen in the left-hand side of (1), can be managed by differentiating the basis functions. In contrast, the real-space finite-difference formalism does not adopt any basis function sets, and thus, the second derivative is approximated by finite-difference formulae.

A. Finite-difference approximation

In the real-space finite-difference formalism, the wave function $\psi(\mathbf{r})$ in (1) is discretized and the set of the values on the grid points are treated as a vector. Accordingly, the operators at the left-hand side in (1) acting on the wave function $\psi(\mathbf{r})$ need to be discretized and defined in a matrix form. The effective potential $v_{\text{eff}}(\mathbf{r})$ is now assumed to be a local operator, and therefore, is simply expressed as a diagonal matrix. On the other hand, the kinetic energy operator in the form of the Laplacian $\nabla^2$, i.e., the second derivative with respect to the three real-space directions, is approximately represented by a semi-local matrix form. This is called finite-difference approximation.

The representation of the second derivative operator in a matrix form is derived by using the Taylor expansion of a continuous function $f(x)$. Let us consider the Taylor expansion of the one-dimensional (1D) function $f(x)$ with respect to a grid point $x_i$, and express the function values at the neighboring grid points $x_{i\pm1} = x_i \pm h_x$ up to the second order of the
Taylor expansion.

\[ f_{i-1} = f(x_{i-1}) = f(x_i) - h_x f'(x_i) + \frac{1}{2} h_x^2 f''(x_i) + \mathcal{O}(h_x^3) \]  
\[ f_i = f(x_i) \]  
\[ f_{i+1} = f(x_{i+1}) = f(x_i) + h_x f'(x_i) + \frac{1}{2} h_x^2 f''(x_i) + \mathcal{O}(h_x^3) \]  

This set of the equations can be rewritten in the matrix form

\[
\begin{bmatrix}
  f_{i-1} \\
  f_i \\
  f_{i+1}
\end{bmatrix} = 
\begin{bmatrix}
  1 & -1 & \frac{1}{2} \\
  0 & 1 & 0 \\
  \frac{1}{2} & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  f(x_i) \\
  h_x f'(x_i) \\
  h_x^2 f''(x_i)
\end{bmatrix}.
\]  

(7)

Operating the inverse of the \(3 \times 3\) matrix in the right-hand side on the equation above from the left and exchanging the sides, one can have the approximate expressions of the zeroth, first, and second derivatives of the function \(f(x)\) at the grid point \(x_i\) as the weighted summations of the function values \(f_{i-1}, f_i,\) and \(f_{i+1}\).

\[
\begin{bmatrix}
  f_i \\
  h_x f'(x_i) \\
  h_x^2 f''(x_i)
\end{bmatrix} = 
\begin{bmatrix}
  0 & 1 & 0 \\
  -\frac{1}{2} & 0 & \frac{1}{2} \\
  1 & -2 & 1
\end{bmatrix}
\begin{bmatrix}
  f_{i-1} \\
  f_i \\
  f_{i+1}
\end{bmatrix}.
\]  

(8)

The third row just shows the finite-difference approximation of the second derivative using up to the first nearest function values, i.e., approximation order of \(N_f = 1\).

\[ f''(x_i) = \frac{1}{h_x^2} (f_{i-1} - 2f_i + f_{i+1}) \]  

(9)

Thus, the quotients to the respective function values for the approximation order \(N_f = 1\) are found to be 1, \(-2, 1\) for \(f_{i-1}, f_i,\) and \(f_{i+1},\) respectively. This scheme can be expanded to higher-order derivatives and more neighboring grid points. For the generalized case that considers the Taylor expansion up to \(2N_f\)th order and \(N_f\) neighboring grid points at each side of the grid point \(x_i\), the function values \(f(x_{i+j})\) for \(j = -N_f, \ldots, N_f\) are expressed as

\[ f(x_{i+j}) = f_{i+j} = \sum_{k=0}^{2N_f} \frac{(jh_x)^k}{k!} \left. \frac{d^k f(x)}{dx^k} \right|_{x=x_i} + \mathcal{O}(h_x^{2N_f+1}). \]  

(10)

Thus, the \(jk\) element of the Taylor coefficient matrix as in (7) is \(t_{jk} = j^k/k!\). By taking the procedure for changing the equation as from (7) to (8), the \(m\)th derivative of the function
$f(x)$ at the grid point $x_i$ is expressed as

$$f^{(m)}(x_i) = \frac{1}{h_x^m} \sum_{l=-N_f}^{+N_f} \{ [t_{jk}]^{-1} \}_{ml} f_{i+l}. \quad (11)$$

Table II exhibits the real-space finite-difference coefficients of the second derivative for the approximation orders of $N_f = 1, \cdots, 8$. Using the sets of the coefficients $c_l$, the second derivative of the function $f(x)$ at the $i$th grid point $x_i$ is expressed as

$$\left. \frac{d^2}{dx^2} f(x) \right|_{x=x_i} = \frac{1}{h_x^2} \sum_{l=-N_f}^{+N_f} c_l f_{i+l}. \quad (12)$$

We notice that since the finite-difference approximation of the second derivative relates the grid points $x_i$ and $x_j$ only for all $|i - j| \leq N_f$, the Laplacian operator in the matrix form is not local any more, but the non-zero elements appears only within a diagonal band of the matrix. Consequently, the Laplacian operator matrix is sparse in the real-space finite-difference representation. The sparseness is advantageous to perform matrix-vector multiplications in numerical computation.

At the end of this subsection, we mention the accuracy of the finite-difference approximation. Figure 2 draws the energy dispersion relations of a plane wave $\exp(i k_x x)$, which are evaluated by using the finite-difference formula (12) with the approximation orders of $N_f = 1, \cdots, 8$ and at a constant grid spacing $h_x = 1 \ a_B$ ($a_B$ is the unit of length in the Hartree atomic unit, i.e., $1 \ a_B = 0.529 \ \text{Å}$). These energy dispersion relations are compared to that obtained by the analytic solution $\frac{1}{2} k_x^2$. It is clearly seen that the finite-difference approximation deviates more from the analytical solution for lower order and for higher wave number. Although increasing the approximation order $N_f$ of the finite-difference formula (12) is the most effective way to improve the accuracy, this simultaneously deteriorates the sparseness of the kinetic energy operator matrix, and thus, leads increase in computational cost. For a while, we treat only the case of the central finite-difference approximation, i.e., the approximation order of $N_f = 1$, for simplicity.

**B. Real-space representation of Kohn-Sham equation**

In the preceding subsection, we have discretized the second derivative operator as well as physical quantities, i.e., wave function $\psi(x)$ and effective potential $v_{\text{eff}}(x)$, and thus, the
1D Kohn-Sham equation is ready to be transcribed into a matrix equation form. When a real-space calculation domain is uniformly divided into \( N \) grid points and an isolated boundary condition \( (\psi_i = 0 \text{ for } i < 1 \text{ or } N < i) \) is imposed, the product of the Kohn-Sham Hamiltonian \(-\frac{1}{2} \frac{d^2}{dx^2} + v_{\text{eff}}(x)\) and the wave function \( \psi(x) \), like as the left-hand side of (1), is written as the matrix–vector product

\[
\begin{bmatrix}
-\frac{1}{2} \frac{d^2}{dx^2} + v_{\text{eff}}(x) \\
\end{bmatrix}
\begin{bmatrix}
\psi(1) \\
\psi(2) \\
\cdot \\
\cdot \\
\psi(N) \\
\end{bmatrix}
\approx
\begin{bmatrix}
\beta & 0 & \cdots & 0 \\
\beta & \alpha_2 & \cdots & \vdots \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \beta \\
0 & \cdots & 0 & \beta & \alpha_N \\
\end{bmatrix}
\begin{bmatrix}
\psi_1 \\
\psi_2 \\
\vdots \\
\vdots \\
\psi_N \\
\end{bmatrix},
\tag{13}
\]

where \( \alpha_i = \frac{\partial}{\partial x} + v_{\text{eff}}(x_i) \) and \( \beta = \frac{\partial}{\partial x} \). Here, one can confirm that the operator matrix is band diagonal. In the case of imposing a periodic boundary condition, wave functions have finite values even outside the calculation domain, i.e., supercell, and thus, the nonlocal kinetic energy operator matrix refers to the wave function values in the neighboring supercells \( (i < 1 \text{ and } N < i) \). According to the Bloch’s theorem, the wave function values in the neighboring supercells are determined using the Bloch condition \( \psi_{i \pm N} = \exp(\pm ik_x L_x)\psi_i \), where \( k_x \) and \( L_x \) are the wave number and supercell length in the \( x \) direction, respectively. Therefore, the product of the Kohn-Sham Hamiltonian \(-\frac{1}{2} \frac{d^2}{dx^2} + v_{\text{eff}}(x)\) and the wave function \( \psi(x) \), like as the left-hand side of (1) is written as the matrix–vector product

\[
\begin{bmatrix}
-\frac{1}{2} \frac{d^2}{dx^2} + v_{\text{eff}}(x) \\
\end{bmatrix}
\begin{bmatrix}
\psi(1) \\
\psi(2) \\
\cdot \\
\cdot \\
\psi(N) \\
\end{bmatrix}
\approx
\begin{bmatrix}
\alpha_1 & \beta & 0 & \cdots & \beta^{(-)} \\
\beta & \alpha_2 & \cdots & \vdots \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \beta \\
\beta^{(+)} & \cdots & 0 & \beta & \alpha_N \\
\end{bmatrix}
\begin{bmatrix}
\psi_1 \\
\psi_2 \\
\vdots \\
\vdots \\
\psi_N \\
\end{bmatrix},
\tag{14}
\]

where \( \beta^{(\pm)} = \exp(\pm ik_x L_x)\beta \), and \( \exp(\pm ik_x L_x) \) is called phase factor.

So far, we have stated the real-space finite-difference representation of Kohn-Sham equation (1) based on the 1D central finite-difference formula. This argument is able to be extended straightforwardly to the case of 3D Kohn-Sham equation with higher order of the finite-difference approximation. Substituting the finite-difference formula (12) into the Kohn-Sham equation (1), the discretized Kohn-Sham matrix equation in the real-space rep-
representation consequently reads
\[
-\frac{1}{2} \sum_{l=-N_l}^{+N_l} \left[ \frac{e_l}{\hbar^2_x} \psi_{i+l,j,k} + \frac{e_l}{\hbar^2_y} \psi_{i,j+l,k} + \frac{e_l}{\hbar^2_z} \psi_{i,j,k+l} \right] + v_{\text{eff},i,j,k} \psi_{i,j,k} = \varepsilon \psi_{i,j,k}. \tag{15}
\]

The subscript \(i, j,\) and \(k\) of the wave function and effective potential stand for the real-space grid indexes in the \(x, y,\) and \(z\) directions, respectively.

Throughout this section, we have treated the Kohn-sham equation under the assumption of local effective potential. Even in the case of nonlocal effective potential, which is introduced by adopting sophisticated pseudopotential methods, the discretized Kohn-Sham matrix equation including nonlocal effective potential can be derived within the framework of the real-space finite-difference formalism in the similar manner.

\section*{IV. HARTREE POTENTIAL FOR 2D PERIODIC BOUNDARY CONDITION}

Considering two-dimensional (2D) materials, such as graphene, MoS\(_2\) monolayer, and Bi bilayer, one can easily see that the 2D materials have periodicity only in the directions of their geometrical extension, which are hereafter referred to as \(x\) and \(y\) directions. In the \(z\) direction perpendicular to the film plane, no periodicity exists and rather they are isolated, as illustrated in Fig. 3. The Hartree potential in the Kohn-Sham equation (1), which is the Coulomb interaction of electrons, should be carefully treated under the periodic boundary condition because the integration of Coulomb interactions diverges if the integrations are executed infinitely. The Hartree potential is commonly evaluated by solving the Poisson equation.

\[
\nabla^2 v_{\text{H}}(\mathbf{r}) = -4\pi \rho(\mathbf{r}) \tag{16}
\]

Equation (16) is usually solved using conjugate-gradient or steepest-decent method. In the case of the systems including the isolated boundary condition, the boundary values of Hartree potential just outside of the calculation domain are required to solve the Poisson equation. In this section, we introduce an efficient procedure to determine the boundary values of Hartree potential.

The numerical summation over the grids is the most direct procedure to compute the Hartree potential. However, the numerical summation is time-consuming for large systems because the computational cost for the direct summation is proportioned to the \(5/3\) power
of system size. The procedure using a multipole expansion of the electron density around an arbitrary point \( r^0 \) is proposed by Chelikowsky et al.\(^{13,14}\)

\[
v_H(r) = \int \frac{\rho(r')}{|r-r'|} dr' = \sum_{l=0}^{\infty} \int \frac{\rho(r')}{|r-r^0|} \left( \frac{|r'-r^0|}{|r-r^0|} \right)^l P_l(\cos \theta') dr'
\]

\[
= \int \frac{\rho(r')}{|r-r^0|} + \sum_\mu \frac{p_\mu}{|r-r^0|^3} \cdot (r_\mu - r^0_\mu) \left( \frac{1}{|r-r^0|^2} \right) + \sum_{\mu, \nu} q_{\mu\nu} \cdot \frac{3 (r_\mu - r^0_\mu)(r_\nu - r^0_\nu) - \delta_{\mu\nu}|r-r^0|^2}{|r-r^0|^5} + \cdots
\]

(17)

with \( \mu \) and \( \nu \) being \( x, y \) and \( z \). Here, the functions \( P_l(\cos \theta') \) \( (l = 0, 1, 2, \cdots) \) are the Legendre polynomials and \( \cos \theta' \) is described as

\[
\cos \theta' = \frac{(r-r^0) \cdot (r'-r^0)}{|r-r^0| \cdot |r'-r^0|}.
\]

(18)

In addition, \( p_\mu \) and \( q_{\mu\nu} \) are the dipole moment

\[
p_\mu = \int (r_\mu' - r^0_\mu) \rho(r') dr'
\]

(19)

and quadrupole moment

\[
q_{\mu\nu} = \int \frac{1}{2} (r_\mu' - r^0_\mu)(r_\nu' - r^0_\nu) \rho(r') dr',
\]

(20)

respectively. Although the computational cost is proportioned to system size in this scheme, the accuracy of the solution largely depends on the choice of the position \( r^0 \).

To avoid the problem in accuracy, the positions of atoms are chosen as the centers of the multipole expansion. This method is called the fuzzy cell decomposition and multipole expansion.\(^{26}\) A weighting function \( \omega_s(r) \) for the multiple-center system centered at the \( s \)th nucleus is introduced to decompose the electron density.

\[
\rho_s(r) = \rho(r) \omega_s(r),
\]

(21)

where

\[
\rho(r) = \sum_s \rho_s(r).
\]

(22)
ωₕ(r) is the defining function of so-called Voronoi polyhedra $Ωₕ$ which provides Wigner-Seitz cells and is set to satisfy the following equations.

$$\sum_s \omega_s(r) = 1,$$

(23)

where

$$\omega_s(r) = \begin{cases} 1 & \text{in } \Omega_s \\ 0 & \text{otherwise} \end{cases}.$$  

(24)

The multipole expansion for each $ρₕ(r)$ centered around the position of each nucleus $Rₕ$ gives the Hartree potential

$$v_H(r) = \sum_s \left( \int \frac{ρₕ(r')dr'}{|r - Rₕ|} + \sum_μ pₕ^μ \cdot \frac{r_μ - Rₕ^μ}{|r - Rₕ|^3} \right. \left. + \sum_{μ,ν} qₕ^μν \cdot \frac{3(r_μ - Rₕ^μ)(r_ν - Rₕ^ν) - δₘₙ|r - Rₕ|^2}{|r - Rₕ|^5} + \cdots \right),$$

(25)

with $μ$ and $ν$ being $x$, $y$ and $z$. Here, $pₕ^μ$ and $qₕ^μν$ are

$$pₕ^μ = \int (r'_μ - Rₕ^μ)ρₕ(r')dr'$$

(26)

and

$$qₕ^μν = \int \frac{1}{2}(r'_μ - Rₕ^μ)(r'_ν - Rₕ^ν)ρₕ(r')dr'.$$

(27)

If $ω_s(r)$ is in the manner of a step function at the boundary of $Ωₕ$, the expansion of (25) requires many terms. For rapid convergence of the expansion with respect to the number of the terms in (25), the behavior of $ω_s(r)$ near the boundary should be made as smooth as possible using the fuzzy cell technique in which the section of the boundary of (24) is fuzzy. The multipole expansion up to the quadrupole is sufficient to obtain an accurate solution when the fuzzy cell is employed.

For later convenience, we define the following quantities.

$$V_{H,1,s}^1(r) = \frac{1}{|r - Rₕ|},$$

(28)

$$V_{H,2,s}^2(r) = \frac{r_μ - Rₕ^μ}{|r - Rₕ|^3},$$

(29)

and

$$V_{H,3,μν}^3(r) = \frac{3(r_μ - Rₕ^μ)(r_ν - Rₕ^ν) - δₘₙ|r - Rₕ|^2}{|r - Rₕ|^5}.$$

(30)
Thus, (25) is written as

\[
v_H(r) = \sum_s \left( \int \rho_s(r') dr' \cdot V_{H,1,s}^1(r) + \sum_{\mu=x,y,z} p_{s,\mu} \cdot V_{H,\mu}^{2,s}(r) \right.
\]
\[
+ \sum_{\mu,\nu=x,y,z} q_{s,\mu\nu} \cdot V_{H,\mu\nu}^{3,s}(r) + \cdots \right).
\]

(31)

It is noteworthy that the computations of the terms attributed to \(V_{H,1,s}(r), V_{H,\mu}^{2,s}(r)\), and \(V_{H,\mu\nu}^{3,s}(r)\) in (31) are time-consuming when the periodic boundary condition is used. We will introduce an efficient method to compute these terms in Sect. VI.

V. LAUE REPRESENTATION

For 2D periodic materials as shown in Fig. 3, it is well-known that the Laue representation is effective and suitable for describing the systems and their physical quantities. In this section, we state the transformations of the 3D real-space equations, i.e., the Kohn-Sham equation for wave functions (1) and the Poisson equation for Hartree potential (16), into the Laue representation, which describes physical quantities in wave number space along the \(x\) and \(y\) directions and in real space along the \(z\) direction.

A. Kohn-Sham equation in Laue representation

Let us start from the continuous 3D Kohn-Sham equation

\[
-\frac{1}{2} \left[ \frac{d^2}{dx^2} + \frac{d^2}{dy^2} + \frac{d^2}{dz^2} \right] \psi(x, y, z) + v_{\text{eff}}(x, y, z) \psi(x, y, z) = \varepsilon \psi(x, y, z),
\]

(32)
in which three real-space directions \(x\), \(y\), and \(z\) are explicitly described. Because of the periodicity in the \(x\) and \(y\) directions, the Bloch’s theorem can be applied to the wave function \(\psi(x, y, z)\) only for the directions of the periodicity,

\[
\psi(x, y, z) = \exp(i k || \cdot r ||) u(x, y, z).
\]

(33)
The Bloch’s wave factor \(\exp(i k || \cdot r ||)\) is determined by the 2D wave number vector \(k || = (k_x, k_y)\) and 2D position vector \(r || = (x, y)\). Here, \(u(x, y, z)\) is a Bloch function with a periodicity in the \(x\) and \(y\) directions, which is the same periodicity as the supercell. It is
easily seen that the periodic function \( u(x, y, z) \) can be expanded as a Fourier series only in the \( x \) and \( y \) directions. Equation (33) is thus rewritten as

\[
\psi(x, y, z) = \exp(i k \parallel \cdot r \parallel) \sum_i \tilde{\psi}_i(z) \exp(i G_{\parallel}^{(i)} \cdot r \parallel),
\]

where \( \tilde{\psi}_i(z) \) represents the expansion coefficient for \( i \)th plane wave component and is a continuous function of the \( z \) direction. Here, \( G_{\parallel}^{(i)} \) denotes the \( i \)th 2D reciprocal vector, and is defined as

\[
G_{\parallel}^{(i)} = \left( \frac{2\pi}{L_x} i_x, \frac{2\pi}{L_y} i_y \right) \quad \text{for} \quad i_x, i_y = 0, \pm 1, \pm 2, \cdots.
\]

The effective potential \( v_{\text{eff}}(x, y, z) \) in (32) has the periodicity in the \( x \) and \( y \) directions as well as the system geometry, and thus, is also able to be expanded as a Fourier series in the direction of the periodicity, as

\[
v_{\text{eff}}(x, y, z) = \sum_i \tilde{v}_{\text{eff}}^{(i)}(z) \exp(i G_{\parallel}^{(i)} \cdot r \parallel),
\]

where \( \tilde{v}_{\text{eff}}^{(i)}(z) \) represents the expansion coefficient for \( i \)th plane wave component and is also a continuous function of the \( z \) direction.

Substituting (34) and (36) into the Kohn-Sham equation (32), one can obtain the Kohn-Sham equation in the Laue representation,

\[
\sum_i \left[ \frac{1}{2} (k \parallel + G_{\parallel}^{(i)})^2 - \frac{d^2}{2 \, dz^2} + \sum_j \tilde{v}_{\text{eff}}^{(j)}(z) \exp(i G_{\parallel}^{(j)} \cdot r \parallel) \right] \tilde{\psi}_i(z) \exp(i G_{\parallel}^{(i)} \cdot r \parallel) = \varepsilon \sum_i \tilde{\psi}_i(z) \exp(i G_{\parallel}^{(i)} \cdot r \parallel). \quad (37)
\]

By variable transformation, the product of the effective potential and the wave function at the third term in the left-hand side can be further simplified as

\[
\sum_{ij} \tilde{v}_{\text{eff}}^{(i)}(z) \exp(i G_{\parallel}^{(i)} \cdot r \parallel) \tilde{\psi}_i(z) \exp(i G_{\parallel}^{(j)} \cdot r \parallel) = \sum_{i'j'} \tilde{v}_{\text{eff}}^{(i'-j')}(z) \tilde{\psi}_{j'}(z) \exp(i G_{\parallel}^{(i')} \cdot r \parallel) \quad (38)
\]

Since the 2D plane wave set \( \{ \exp(i G_{\parallel}^{(i)} \cdot r \parallel) \} \) forms a complete system, the coefficients to each plane wave component at both sides are equivalent for each \( i \). Therefore, the wave function expansion coefficient \( \tilde{\psi}_i(z) \) satisfies the differential equations

\[
\frac{1}{2} \left[ (k \parallel + G_{\parallel}^{(i)})^2 - \frac{d^2}{dz^2} \right] \tilde{\psi}_i(z) + \sum_j \tilde{v}_{\text{eff}}^{(i-j)}(z) \tilde{\psi}_j(z) = \varepsilon \tilde{\psi}_i(z) \quad (39)
\]
for all $i$. In practical numerical computation, the expansion coefficients $\tilde{\psi}_i(z)$ and $\tilde{v}_{\text{eff}}^{(i-j)}(z)$, which are both the functions of the $z$ direction, have to be discretized. For this purpose, we apply the finite-difference approximation \cite{12} to the second derivative of the expansion coefficient function $\tilde{\psi}_i(z)$ with respect to the $z$ direction in \cite{39}. Consequently, the Kohn-Sham equation for the wave function coefficient, which is treated in practical numerical computation, is expressed as the linear equations

$$
\frac{1}{2} \left( k_{||} + G^{(i)}_{||} \right)^2 \tilde{\psi}_{i,k} - \frac{1}{2} \sum_{l=-N_l}^{+N_l} \frac{c_l}{h^2 z} \tilde{\psi}_{i,k+l} + \sum_{j} \tilde{v}_{\text{eff}}^{(i-j,k)} \tilde{\psi}_{j,k} = \varepsilon \tilde{\psi}_{i,k}
$$

(40)

for all $i$ and $k$. As already mentioned above, the 2D materials, on which this article is now focusing, have isolated boundary conditions in the $z$ direction, and hence, the Kohn-Sham Hamiltonian matrix is sparse and band diagonal like as that in the right-hand side of \cite{13}.

**B. Hartree potential in Laue representation**

As already stated in Sect. II, the potential terms have to be determined for constructing Kohn-Sham Hamiltonian and for determining the ground-state electron density. Here, we introduce the derivation of the equation for the Hartree potential in the Laue representation, because the Hartree potential is also periodic in the $x$ and $y$ directions and isolated in the $z$ direction. The Hartree potential in the real-space representation $v_H(x, y, z)$ is defined as

$$
v_H(x, y, z) = \int \frac{\rho(x', y', z')}{|r - r'|} dr',
$$

(41)

where $r = (x, y, z)$ and $r' = (x', y', z')$. It is well known that the Hartree potential $v_H(x, y, z)$ satisfies the Poisson equation \cite{10}. Because of the geometrical periodicity of the 2D materials, the Hartree potential $v_H(x, y, z)$ and the electron density $\rho(x, y, z)$ are both expressed as Fourier series in the $x$ and $y$ directions, in analogous to the effective potential $v_{\text{eff}}(x, y, z)$ mentioned in the preceding subsection.

$$
v_H(r) = \sum_i \tilde{v}_{H}^{(i)}(z) \exp(i G^{(i)}_{||} \cdot r_{||}) \quad \text{and} \quad \rho(r) = \sum_i \tilde{\rho}_i(z) \exp(i G^{(i)}_{||} \cdot r_{||})
$$

(42)

Here, $\tilde{v}_{H}^{(i)}(z)$ and $\tilde{\rho}_i(z)$ represent the expansion coefficient functions for the $i$th wave component of the Hartree potential and electron density, respectively. Substituting \cite{12} into the Poisson equation \cite{10}, one can obtain the Poisson equation for the Hartree potential in the
Laue representation, as
\[
\frac{d^2}{dz^2} - |G_{||}|^2 \tilde{v}^{(i)}(z) = -4\pi \tilde{\rho}_i(z)
\]  
(43)
for all \(i\). To discretize the expansion coefficient functions \(\tilde{v}^{(i)}_H(z)\) in the \(z\) direction, the finite-difference approximation is applied to the second derivative of the expansion coefficient function \(\tilde{v}^{(i)}_H(z)\) with respect to the \(z\) direction. Consequently, the Poisson equation for the Hartree potential expansion coefficients, which is treated in practical numerical computation, is expressed as the linear equations
\[
\sum_{l=-N_f}^{+N_f} \frac{c_l}{h_z^2} \tilde{v}^{(i,j+l)}_H - |G_{||}|^2 \tilde{v}^{(i,j)}_H = -4\pi \tilde{\rho}_{i,j}
\]  
(44)
for all \(i\) and \(j\). Now one can see that the matrix operating on the Hartree potential coefficient vector \(\tilde{v}^{(i,j)}_H\) is band diagonal as well as the Kohn-Sham Hamiltonian matrix in the Laue representation as seen in (40).

To solve (44), the boundary value of Hartree potential is required. The details for calculating the boundary value of Hartree potential for 2D materials in practical computations are described in Sect. IV.

VI. EWALD SUMMATION FOR 2D PERIODIC BOUNDARY CONDITION

In the case of periodic systems, computations of Coulomb potentials and energies in infinite systems require much computational cost and involve numerical difficulties because the potential of \(1/|r|\) slowly vanishes at the limit of \(|r| \to \infty\). Ewald proposed an efficient method for treating the integrations of Coulomb potentials and energies. This method was originally introduced for bulks, in which the periodic boundary condition is imposed on all the directions. In this section, we introduce the extension to the systems in which the periodic boundary condition is imposed in the \(x\) and \(y\) directions and the isolated boundary condition in the \(z\) direction.

The ionic pseudopotential under the periodic boundary conditions is expressed as
\[
v^s_{ion}(r) = \sum_{P} \tilde{v}^s_{ion}(P + r - R^s),
\]  
(45)
where the sum is performed over real-space lattice vectors \(P\) of \((n_xL_x, n_yL_y, n_zL_z)\), and \(L_x\), \(L_y\), and \(L_z\) are the lengths of unit cell in the \(x\), \(y\), and \(z\) directions, respectively. Although we
assume the use of the pseudopotential proposed by Bachelet et al.\textsuperscript{31,32} here, this method is applicable to other types of pseudopotentials, e.g., norm conserving pseudopotential\textsuperscript{23} ultra-
soft pseudopotential\textsuperscript{24} and projector augmented-wave (PAW) method\textsuperscript{25}. Local components for sth atom is given by
\begin{equation}
\bar{v}_{\text{ion}}^{s}(\mathbf{r}) = -\frac{Z_{s}}{|\mathbf{r}|} \sum_{i=1,2} C_{s,i} \text{erf}(\sqrt{\alpha_{s,i}} |\mathbf{r}|),
\end{equation}
where \(C_{s,i} (C_{s,1} + C_{s,2} = 1)\) and \(\alpha_{s,i}\) are the parameters of the pseudopotential and \(\text{erf}(x)\) is the error function defined by
\begin{equation}
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-t^2)dt.
\end{equation}
Substituting (46) into (45), we have
\begin{equation}
\begin{align*}
\bar{v}_{\text{ion}}^{s}(\mathbf{r}) &= -Z_{s} \sum_{\mathbf{G}} \frac{2\pi}{\Omega} \exp[i\mathbf{G} \cdot (\mathbf{r} - \mathbf{R}^{s})] \int_{0}^{\eta} \exp\left(-\frac{|\mathbf{G}|^2}{4t^2}\right) \frac{1}{t^3} dt \\
&\quad -Z_{s} \sum_{\mathbf{P}} \frac{2}{\sqrt{\pi}} \sum_{i=1,2} C_{s,i} \int_{\eta} \exp(-|\mathbf{P} + \mathbf{r} - \mathbf{R}^{s}|^2 t^2) dt,
\end{align*}
\end{equation}
where \(\mathbf{G}\) are 3D reciprocal vectors of \(2\pi(\frac{\xi}{L_{x}}, \frac{\eta}{L_{y}}, \frac{\zeta}{L_{z}})\) and \(\Omega\) is the volume of unit cell \(L_{x} \times L_{y} \times L_{z}\). The Coulomb interactions are divided into a long-range contribution computed in reciprocal space and a short-range sum treated in real space. In typical case for bulks, \(\eta\) is chosen to be \(0.2 - 0.7\) and the amount of the sums in (48) is only \(7^3 - 11^3\) operations. However, in practical calculations for 2D materials, \(\eta\) is chosen so that the potentials and energies rapidly converge with the small numbers of the sums in (48) because vacuum is included in the \(z\) direction.

A. Ionic pseudopotential

By using the identity,
\begin{equation}
\int_{0}^{1} \frac{1}{t^2} \exp\left(-a^2 t^2 - \frac{b^2}{4t^2}\right) dt = \frac{\sqrt{\pi}}{2b} \left[ \exp(-ab) \text{erfc}\left(\frac{b-2a}{2}\right) + \exp(ab) \text{erfc}\left(\frac{b+2a}{2}\right) \right] \quad (b > 0),
\end{equation}
\[\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp(-t^2)dt.\]
the ionic pseudopotential is given by

\[ v_{\text{ion}}^s(r) = -\frac{\pi}{S} Z_s \sum_{|G| \neq 0} \frac{1}{|G|} \cos [G \cdot (r - R^s)] f^+(G, r) \]

\[ + \frac{2\sqrt{\pi}}{S} Z_s \left[ \frac{1}{\eta} \exp(-|z - R^s_z|^2\eta^2) + \sqrt{\pi} |z - R^s_z| \text{erf}(|z - R^s_z|/\eta) \right] \]

\[ + Z_s \sum_{P} \frac{1}{|\zeta^s|} \left[ \text{erf}(\eta |\zeta^s|) - \sum_{i=1,2} C_{s,i} \text{erf}(\sqrt{\alpha_{s,i}} |\zeta^s|) \right], \tag{50} \]

where \( G = 2\pi \left( \frac{j_x}{L_x}, \frac{j_y}{L_y}, 0 \right) \), \( P = (n_x L_x, n_y L_y, 0) \), \( S = L_x \times L_y \), \( \zeta^s = P + r - R^s \), and

\[ f^\pm(G, r) = \exp[-|G| (z - R^s_z)] \text{erfc} \left( \frac{|G| - 2\eta^2(z - R^s_z)}{2\eta} \right) \]

\[ \pm \exp[|G| (z - R^s_z)] \text{erfc} \left( \frac{|G| + 2\eta^2(z - R^s_z)}{2\eta} \right). \tag{51} \]

Here, \( \text{erfc}(x) \) is the complementary error function

\[ \text{erfc}(x) = 1 - \text{erf}(x). \tag{52} \]

B. Hartree potential

To determine the boundary values of Hartree potential for the Poisson equation by (31), one needs to compute \( V_{1+s}^H(r) \), \( V_{2+s}^{H,\mu}(r) \), and \( V_{3+s}^{H,\mu\nu}(r) \). It is easily recognized that

\[ V_{1+s}^H(r) = -\lim_{\alpha_{s,i} \to \infty} \frac{v_{\text{ion}}^s(r)}{Z_s}, \tag{53} \]

and therefore,

\[ V_{1+s}^H(r) = \frac{\pi}{S} \sum_{|G| \neq 0} \frac{1}{|G|} \cos [G \cdot (r - R^s)] f^+(G, r) \]

\[ - \frac{2\sqrt{\pi}}{S} \left[ \frac{1}{\eta} \exp(-|z - R^s_z|^2\eta^2) + \sqrt{\pi} |z - R^s_z| \text{erf}(|z - R^s_z|/\eta) \right] \]

\[ + \sum_{P} \frac{1}{|\zeta^s|} \text{erfc}(\eta |\zeta^s|). \tag{54} \]

\( V_{2+s}^{H,\mu}(r) \) is obtained by the following relations.

\[ V_{1+s}^H(r) \equiv \sum_{P} \frac{1}{|\zeta^s|}, \tag{55} \]
and

\[ V_{H,\mu}^{2,s}(r) \equiv \sum_{P} \frac{\zeta_{\mu}^s}{|\zeta^s|^3} = \frac{\partial}{\partial R_{\mu}^s} V_{H}^{1,s}(r). \]  

(56)

In the case of \( \mu = x, y \),

\[ V_{H,\mu}^{2,s}(r) = \frac{\pi}{S} \sum_{|G| \neq 0} \frac{G_{\mu}}{|G|} \sin[G \cdot (r - R^s)] f^+(G, r) \]

\[ + \sum_{P} \left[ \frac{2\eta \exp(-\eta^2 |\zeta^s|^2)}{\sqrt{\pi} |\zeta^s|} + \frac{\text{erfc}(\eta |\zeta^s|)}{|\zeta^s|^2} \right] \zeta_{\mu}^s |\zeta^s|^3. \]  

(57)

and in the case of \( \mu = z \),

\[ V_{H,\mu}^{2,s}(r) = \frac{\pi}{S} \sum_{|G| \neq 0} \cos[G \cdot (r - R^s)] f^-(G, r) + \frac{2\pi}{S} \text{erf}(|z - R^s_z| \eta) \frac{(z - R^s_z)}{|z - R^s_z|} \]

\[ + \sum_{P} \left[ \frac{2\eta \exp(-\eta^2 |\zeta^s|^2)}{\sqrt{\pi} |\zeta^s|} + \frac{\text{erfc}(\eta |\zeta^s|)}{|\zeta^s|^2} \right] \zeta_{\mu}^s |\zeta^s|^3. \]  

(58)

There is a similar relation for \( V_{H,\mu\nu}^{3,s}(r) \).

\[ V_{H,\mu\nu}^{3,s}(r) \equiv \sum_{P} \frac{3 \zeta_{\mu}^s \zeta_{\nu}^s - \delta_{\mu\nu} |\zeta^s|^2}{|\zeta^s|^3} = \frac{\partial}{\partial R_{\mu}^s} \frac{\partial}{\partial R_{\nu}^s} V_{H}^{1,s}(r) \]  

(59)

Thus, in the case of \( \mu = x, y \) and \( \nu = x, y \),

\[ V_{H,\mu\nu}^{3,s}(r) = -\frac{\pi}{S} \sum_{|G| \neq 0} G_{\mu} G_{\nu} \cos[G \cdot (r - R^s)] f^+(G, r) \]

\[ + \sum_{P} \left[ \left\{ \frac{4\eta \exp(-\eta^2 |\zeta^s|^2)}{\sqrt{\pi} |\zeta^s|} \left( \eta^2 + |\zeta^s|^2 \right) + \frac{2 \text{erfc}(\eta |\zeta^s|)}{|\zeta^s|^3} \right\} \right] \zeta_{\mu\nu}^s |\zeta^s|^3 \]

\[ + \left\{ \frac{2\eta \exp(-\eta^2 |\zeta^s|^2)}{\sqrt{\pi} |\zeta^s|} + \frac{\text{erfc}(\eta |\zeta^s|)}{|\zeta^s|^2} \right\} \zeta_{\mu\nu}^s |\zeta^s|^3 - \delta_{\mu\nu} |\zeta^s|^2 \]  

(60)

in the case of \( \mu = x, y \) and \( \nu = z \),

\[ V_{H,\mu\nu}^{3,s}(r) = \frac{\pi}{S} \sum_{|G| \neq 0} G_{\mu} \sin[G \cdot (r - R^s)] f^-(G, r) \]

\[ + \sum_{P} \left[ \left\{ \frac{4\eta \exp(-\eta^2 |\zeta^s|^2)}{\sqrt{\pi} |\zeta^s|} \left( \eta^2 + |\zeta^s|^2 \right) + \frac{2 \text{erfc}(\eta |\zeta^s|)}{|\zeta^s|^3} \right\} \right] \zeta_{\mu\nu}^s |\zeta^s|^3 \]

\[ + \left\{ \frac{2\eta \exp(-\eta^2 |\zeta^s|^2)}{\sqrt{\pi} |\zeta^s|} + \frac{\text{erfc}(\eta |\zeta^s|)}{|\zeta^s|^2} \right\} \zeta_{\mu\nu}^s |\zeta^s|^3 - \delta_{\mu\nu} |\zeta^s|^2 \]  

(61)
and in the case of \( \mu = \nu = z \),

\[
V_{3,\mu\nu}^{3,s}(r) = \frac{\pi}{S} \sum_{|G| \neq 0} \cos[G \cdot (r - R^s)] \\
\times \left[ |G| f^+(G, r) - \frac{4\eta}{\sqrt{\pi}} \exp \left\{ -\frac{|G|^2 + 4(z - R^s)^2\eta^4}{4\eta^2} \right\} \right] \\
- \frac{4\sqrt{\pi}\eta}{S} \exp(-|z - R^s|^2\eta^2) \\
+ \sum_P \left\{ \frac{4\eta \exp(-\eta^2|\xi|)}{\sqrt{\pi}} \left( \eta^2 + |\xi|^{-2} \right) + \frac{2\text{erfc}(\eta|\xi|)}{|\xi|^3} \right\} \frac{\xi_{\mu}^s \xi_{\nu}^s}{|\xi|^2} \\
+ \left\{ \frac{2\eta \exp(-\eta^2|\xi|^2)}{\sqrt{\pi} |\xi|^2} + \frac{\text{erfc}(\eta|\xi|)}{|\xi|^2} \right\} \frac{\xi_{\mu}^s \xi_{\nu}^s - \delta_{\mu\nu}|\xi|^2}{|\xi|^3} \right].
\]  
(62)

C. Coulomb energy among the nuclei

Coulomb energy among the nuclei is

\[
\gamma_E = \frac{\pi}{2S} \sum_{s,s'} Z_s Z_{s'} \sum_{|G| \neq 0} \frac{1}{|G|} \cos[G \cdot (R^{s'} - R^s)] f^+(G, R^{s'}) \\
- \frac{\sqrt{\pi}}{S} \sum_{s,s'} Z_s Z_{s'} \left[ \frac{\eta}{\eta^2} \exp(-|R_z^{s'} - R_z^s|^2\eta^2) + \sqrt{\pi} |R_z^{s'} - R_z^s| \text{erf}(|R_z^{s'} - R_z^s|\eta) \right] \\
- \sum_{s,s'} Z_s Z_{s'} \eta \frac{\eta}{\sqrt{\pi}} + \frac{1}{2} \sum_{P,s,s'} Z_s Z_{s'} \frac{\text{erfc}(\eta|\xi|)}{|\xi|^2},
\]  
(63)

where \( \xi_{s,s'} = P + R^{s'} - R^s \).

A nucleus does not interact with its own Coulomb charge, so that the \( P = 0 \) term must be omitted from the real-space summation when \( s = s' \). The prime in the last summation in (63) means that \( |\xi_{s,s'}| = 0 \) is omitted.

VII. ELECTRONIC BAND STRUCTURE FOR 2D MATERIALS

In order to ensure the efficiency of the real-space finite-difference method, we have calculated the electronic band structure of the several 2D materials, graphene, silicene, and germanene. These systems are usually treated with the plane-wave basis set using slab models. However, we can treat truly 2D model by virtue of the advantage of the real-space finite-difference method. The computational conditions are as follows: the coarse-grid spacings \( h_i \) (\( i = x, y, \) and \( z \)) are set at \( \sim 0.30 \ a_B, \sim 0.40 \ a_B, \) and \( \sim 0.40 \ a_B, \) for graphene, silicene, and
germanene, respectively. The dense-grid spacing of the double-grid method\textsuperscript{26,33,34} is fixed at $h_i/2$. The $k$-space integrations are performed with 142 $k$ points in the irreducible Brillouin zone. The nine-point finite-difference formula ($N_f = 4$) and the local density approximation (LDA)\textsuperscript{35} are employed. The PAW method\textsuperscript{25} is used for interaction between electrons and nuclei. Coulomb potentials and energies in infinite systems are computed using the formulae given in Sect. \textsuperscript{VI}. After the structural optimization, we found that silicene and germanene are slightly buckled while graphene is planar. Figure 4 shows the electronic band structures. Although the bands attributed to $\sigma$ orbitals approach to the Fermi level as the atomic number increases, the particular feature of $sp^3$ bonding network is observed at the Fermi level. Thus, silicene and germanene are also promising 2D materials as well as graphene.

VIII. FIRST-PRINCIPLES STUDIES ON MOS\textsubscript{2} MONOLAYER

Recently, considerable interest has been focused on TMD compounds due to their great potential as a complementary material to graphene. TMD compounds have the chemical formula TX\textsubscript{2}, where T represents a transition metal from group IV, V, or VI, and X represents a chalcogen (S, Se, or Te). The most remarkable feature of TX\textsubscript{2} compounds is their highly anisotropic layered structure. While TX\textsubscript{2} layers are linked to each other by weak van-der-Waals-type forces, each TX\textsubscript{2} layer is composed of covalently bonded X-T-X sandwiches. In other words, in each layer, a transition-metal plane is enclosed within two chalcogen planes with a trigonal prismatic configuration to form a hexagonal crystal structure. Furthermore, all TX\textsubscript{2} compounds are indirect band gap semiconductors.\textsuperscript{6–9} Owing to the weak interlayer interactions, an isolated TX\textsubscript{2} monolayer can readily be extracted mechanically using an adhesive tape,\textsuperscript{36} chemically by lithium-based intercalation,\textsuperscript{37} or by employing other techniques\textsuperscript{38} analogous to the exfoliation of graphene. In this case, the exposed TX\textsubscript{2} surfaces are relatively inert without any intrinsic dangling bonds since no covalent bonds are broken during the exfoliation process.

MoS\textsubscript{2} (molybdenum disulfide) is a typical example of a several-layered TMD compound (Fig. 5). For the last several decades, bulk MoS\textsubscript{2} has been extensively investigated and attracted attention due to its unique electronic, optical, and catalytic properties\textsuperscript{7,8,39–41} as well as its importance for dry lubrication.\textsuperscript{42} Furthermore, the intriguing properties of the MoS\textsubscript{2} monolayer, which are expected to be distinct from those of bulk MoS\textsubscript{2}, are considered to
have broad application prospects in next-generation nanodevices, and thus, have been arous-
ing tremendous interest recently. In particular, the MoS$_2$ monolayer has an intrinsic direct
band gap$^{43-53}$ that differs from that of bulk MoS$_2$, which is an indirect gap semiconductor$^8,54$.
Therefore, the 2D MoS$_2$ monolayer is more attractive than graphene from the viewpoint of
the applications to nano-electronic devices such as high-speed and low-power-consumption
FETs, where a high on/off current ratio is required. Simultaneously, this material has shown
to be promising for applications in optoelectronics, energy storage, and energy harvesting
fields$^{44,55-58}$ In the development of such novel electronic devices, the unique characteristics
of the MoS$_2$ monolayer have motivated many researchers to eagerly seek techniques to tune
its outstanding electronic, chemical, and physical properties in a controllable manner by ei-
ther introducing lattice defects (e.g., introducing vacancies, or substituting and/or adsorbing
impurities)$^{52,59-68}$ or imposing external forces (e.g., mechanical strain, or electronic and/or
magnetic fields)$^{64,67,69,70}$ A few layered structures$^{71-74}$ are also attractive, which include
hetero-layered structures with a MoS$_2$ monolayer adsorbed on metals$^{75,76}$ semiconductor
oxide surfaces$^{77-79}$ and other 2D materials$^{77,80,81}$.

In this section, we introduce recent theoretical works to elucidate and control the promi-
nent properties of the MoS$_2$ monolayer using first-principles calculations within the frame-
work of the density functional theory. Here we focus on the modulation of the electronic
and magnetic properties of the MoS$_2$ monolayer by the lattice defects mentioned above.

To investigate the electronic properties of the bulk MoS$_2$, many studies on the electronic
band structure have been performed using experimental$^{8,45,51,82,83}$ and theoretical$^{50,71,83-85}$
methods. In these studies, the 3D bulk MoS$_2$ crystal is reported to be an indirect semicon-
ductor with an indirect band gap of $\sim 1.3$ eV and a direct band gap of $\sim 1.8$ eV. Those
arise from the presence of two minima in the conduction band (CB) at different $k$-points
in the hexagonal first-Brillouin zone. Here, one minimum with a higher energy is directly
above the valence band (VB) maximum at the K point and the other with a lower energy
is located between the K and $\Gamma$ points. As the thickness of the MoS$_2$ crystal is decreased
to a few atomic layers, the indirect band gap becomes wider while the direct band gap is
insensitive to the number of layers. Finally, experimental studies find an indirect-to-direct
band gap transition in the pristine 2D monolayer form, which has a direct band gap of
$\sim 1.9$ eV$^{44,46,51}$. 
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A. Electronic band structure of pristine MoS$_2$ monolayer

To reveal the electronic band structure and band gap of the MoS$_2$ monolayer, several first-principles studies have also been performed.\cite{43,47-50,52,59-62,65,71,77,78,84,86-91} Figure 6 represents the electronic band structure of the MoS$_2$ monolayer. The electronic band structure is calculated based on the real-space finite-difference formalism using the nine-point finite-difference formula ($N_f = 4$), the coarse-grid spacings of 0.33 $a_B$, a 144 mesh for the $k$-space integration in the first-Brillouin zone, the PAW method,\cite{25} and the Perdew-Burke-Ernzerhof generalized gradient approximation.\cite{92} The atomic configurations are set to be $a = 6.00$ $a_B$ and $c = 5.93$ $a_B$ in Fig. 5. As the result, the direct band gap of 1.73 eV is obtained in our calculation. However, the value of the band gap varies greatly according to the lattice constant of the models and the procedures employed to treat the exchange-correlation potential and the ionic pseudopotential. For instance, the computed band gap is sensitive to the exchange-correlation functional adopted in the Kohn-Sham equation. While the computed band gap is $1.60 - 1.90$ eV\cite{43,47,48,50,59-62,65,77,78,84,86,89,90,91} using the LDA\cite{35} and the generalized gradient approximation,\cite{92,93} the gap is $2.05 - 2.30$ eV\cite{48,60,71,87} when estimated by employing the functional of Heyd, Scuseria, and Ernzerhof,\cite{94,95} and $2.41 - 2.97$ eV\cite{43,48,50,84,87,89,90} when estimated by the GW approximation,\cite{96} respectively. Moreover, the band splitting of $\sim 150$ meV has been reported to be induced by the strong spin-orbit coupling around the K point due to broken inversion symmetry.\cite{48,50,78,84,97-99} This characteristic makes MoS$_2$ interesting for spin-physics exploration.

B. Vacancy defect

During the experimental fabrication of single-layered MoS$_2$ using epitaxial growth, chemical vapor deposition,\cite{100} or mechanical exfoliation techniques,\cite{36,101} vacancy defects are observed due to the imperfection of the growth or exfoliation process. Thus, several dangling bonds appear in the MoS$_2$ monolayer and largely affect the electronic band structure around the band gap, where the VB (CB) edge is mainly constituted from the hybridization of Mo 4$d$ and S 3$p$ orbitals (Mo 4$d$ orbitals). In order to examine possible defect structures, first-principles calculations were performed\cite{91} using computational models including mono-S vacancy (V$_S$), di-S vacancy (V$_{S_2}$), tri-S vacancy (V$_{S_3}$), and mono-Mo vacancy (V$_{Mo}$) as
shown in Fig. 7. When $V_S$ is introduced into the MoS$_2$ monolayer, a defect state close to the CB edge exists, which arises from the dangling bond of Mo 4$d$ orbitals. In addition, the reduction of the hybridization between Mo 4$d$ and S 3$sp$ orbitals induce a shallow state change close to the VB maximum. These defect states are localized around Mo atoms adjacent to $V_S$. While it is energetically difficult to form $V_{S_2}$, $V_{S_3}$, or $V_{Mo}$, once they are formed, the defect states are populated in the upper half of the band gap and are extended up to the mid-gap region. This means that it is very important to establish schemes to suppress the forming of vacancy defects and to terminate the dangling bonds.

On the other hand, vacancy defects can be utilized to induce the magnetic properties in the MoS$_2$ monolayer. Zheng et al.\textsuperscript{64} investigated the MoS$_2$ monolayer including four types of vacancies in a supercell consisting of $6 \times 6$ 2D unit cells: $V_S$, $V_{S_2}$, the vacancy complex of Mo atom and three nearby S atoms ($V_{MoS_3}$), and the vacancy complex of Mo atom and nearby three top-and-bottom S atom pairs ($V_{MoS_6}$) (Fig. 7). In the case of non-relaxed configurations, the dangling bonds are found to induce magnetic moment in the MoS$_2$ monolayers. On the other hand, in the fully relaxed configurations, $V_{S}$-, $V_{S_2}$-, and $V_{MoS_3}$-doped systems do not exhibit any magnetic properties because the unsaturated spin electrons in the S and Mo atoms around these vacancy defects are paired, owing to variations in the bonding circumstances of S–Mo covalent bonds and Mo–Mo metallic bonds. On the contrary, there remain several localized non-bonding 4$d$ orbitals of the six Mo atoms around the $V_{MoS_6}$ defect, which induce a large magnetic moment of $6.0\ \mu_B$ per $6 \times 6$ unit cells.

In addition, an effective scheme to control the magnetic properties involves the application of a mechanical strain to induce geometrical distortion. It was reported that the tensile strain can induce the transitions in the magnetic properties of the MoS$_2$ monolayer from non-magnetic to ferromagnetic (FM).\textsuperscript{64} Such strain engineering is also a useful approach for modulating the electronic and mechanical properties of the MoS$_2$ monolayer. The magnetic properties of the vacancy-doped MoS$_2$ monolayer under the application of strain have also been examined. Equibiaxial tensile strains larger than $\epsilon_{\text{biax}} = 9\ %$ can lead to the formation of a magnetic moment of $2.0\ (5.5)\ \mu_B$ per $6 \times 6$ unit cells for a $V_{S}$- ($V_{S_2}$-) doped system, where $\epsilon_{\text{biax}} = (\ell - \ell_0)/\ell_0$ with the constrained and unstrained lattice constants being $\ell$ and $\ell_0$, respectively. This is caused by the breaking of the Mo–Mo bonds under the relatively large strain, which results in the formation of localized non-bonding 4$d$ electrons of Mo atoms around the vacancies. Similarly, for a $V_{MoS_3}$-doped system, strains larger than $\epsilon_{\text{biax}} = 10\ %$
give rise to the formation of such 4d orbitals. On the other hand, under the compressive strain corresponding to $\epsilon_{\text{biax}} < 0$, the magnetic moment decreases because the Mo–Mo metallic bond is strong and leads to a decrease in the non-bonding 4d electrons. Thus, the magnetic moment for a $\text{V}_{\text{MoS}_6}$-doped system can be tuned between 0.0 and 12.0 $\mu_B$ by varying the strain $\epsilon_{\text{biax}}$ from $-12\%$ to 9%. Consequently, $\text{V}_{\text{S}}^-$, $\text{V}_{\text{S}_2}^-$, and $\text{V}_{\text{MoS}_3}$-doped systems exhibit magnetic properties by imposing the tensile strain and the magnetic moment for $\text{V}_{\text{MoS}_6}$-doped systems can be tuned by the strain.

C. Adsorption of atom and molecule

In order to modulate the electronic band structures, the adsorption of atoms on the MoS$_2$ monolayer surface is an effectual approach, which is analogous to the strategy for graphene. Metallic, semi-metallic, or semiconducting behavior will occur depending on the adatom type.$^{59-61,65}$ Moreover, the magnetic properties can be introduced by adatoms as well as vacancy defects,$^{64}$ and thus, a scheme to control the magnetism is highly desirable. For example, Huang et al.$^{61}$ investigated the modulation of the electronic and magnetic properties of a Fe atom adsorbed on the MoS$_2$ monolayer composed of $4 \times 4$ unit cells. On the MoS$_2$ surface, there are four-type adsorption sites as represented in Fig. 8: an on-top site above a S atom, an on-top site above a Mo atom, a bridge site between S and Mo atoms, and a hollow site located at the center of a hexagonal ring consisting of three S and Mo atoms. According to the total energy calculations, for the Fe adatom, the on-top site above the Mo atom is the most favorable. In this case, the Fe adatom is covalently bonded to three neighboring S atoms with a charge transfer of 0.82 electrons from the Fe adatom to the S atoms. As the result, the local magnetic moment of the Fe adatom is reduced to 1.9 $\mu_B$ from 4.0 $\mu_B$ being the magnetic moment of a free-standing Fe atom. When the free Fe atom adsorbs on the MoS$_2$ surface, electrons transfer from the Fe 4s orbital to not only the MoS$_2$ but also the Fe 3d and 4p orbitals. Therefore, the number of unpaired electrons of the 3d orbitals decreases and the local magnetic moment is reduced to 1.9 $\mu_B$. In addition, the adsorption of the Fe atom induces impurity states within the band gap of the pristine MoS$_2$ monolayer, which are formed from minority-spin electronic states, and thus the band gap becomes smaller than that of the pristine system.

The effects of other adatoms on the electronic and magnetic properties of the MoS$_2$
monolayer have been extensively investigated. He et al.,\textsuperscript{59} Dolui et al.,\textsuperscript{60} Sen et al.,\textsuperscript{63} Chang et al.,\textsuperscript{65} and Li et al.\textsuperscript{68} have reported systematic studies on MoS\textsubscript{2} monolayers with several adatom. In the adsorption energy calculations for non-metal adatoms, energetically favorable absorption sites differ according to the species of adatom. For example, H, N, O, and F adatoms favor adsorption on the on-top site above the S atom, while the on-top site of the Mo atom is the most stable for B and C adatoms.\textsuperscript{59} The hollow site is one of the favorable adsorption sites for the graphene system. However, the size of the hexagonal ring is so large that the hollow site on the MoS\textsubscript{2} surface is not energetically stable, with the exception of some transition-metal adatoms (Sc, Ti, Mn, and Ag).\textsuperscript{65} Similar to the MoS\textsubscript{2} monolayer with vacancy defects, the spin-polarized state is observed. More specifically, magnetic moments of 1.0, 1.0, 2.0, 1.0, and 1.0 \(\mu_B\) are obtained per single adatom in 4 \(\times\) 4 unit cells for the H-, B-, C-, N-, and F-absorbed MoS\textsubscript{2} systems, respectively.\textsuperscript{59} Although the magnetic properties can be induced by these impurities, the contributions of the adatoms to the total magnetic moments are not very large. In addition, the spin polarizations of the S 3\(p\) and Mo 4\(d\) electrons around the adatoms are induced by the localized and spin-polarized 2\(p\) orbitals (1\(s\) of H atom) of the adatoms.\textsuperscript{59} In contrast, the O-absorbed system is non-magnetic with zero total magnetic moment. Here, the 2\(p\) orbitals of O overlap with the 3\(p\) orbitals of S atom to form a strong bond, and the charge transfer occurs only between the O adatom and the neighboring S atom, where the S atom donates electrons to O and becomes positively charged and none of the other atoms is significantly affected.\textsuperscript{63}

It is also seen from the density of states that the spin-polarized impurity state in the H- (N-) absorbed system is located near the CB minimum (VB maximum) and the system is treated as an \(n\)-type (\(p\)-type) semiconductor. On the other hand, in the case of the B-, C-, and F-adsorbed systems, the impurity states are found in the mid-gap and the magnetic moments of the system originate according to the number of electrons occupied in these states. Moreover, the impurity states caused by hybridization of the 2\(p\) states of adatoms (1\(s\) of H atom) and the valence states of the host species at the neighboring position give rise to the reduction of the band gap. In particular, for the H- (F-) adsorbed system, a large spatial extension of the spin density is observed since the H 1\(s\) (F 2\(p\)) state additionally overlaps with the second-nearest S 3\(s\) states and the third-nearest Mo 4\(d\) states, and weak anti-FM coupling is observed.\textsuperscript{59}

When alkali-metal atoms absorb on the on-top site above the Mo atom with ionic bonding,
the MoS\textsubscript{2} monolayer possesses the characteristics of an \textit{n}-type semiconductor since the Fermi level is shifted into the CB while there are no crucial modulations in the band gap and the electronic band structures near the band edge\textsuperscript{65,68}. On the other hand, halogen adatoms and transition-metal adatoms are effective dopants for the MoS\textsubscript{2} monolayer with the exception of Sc and Pd adatoms, where the states created near the band edges might serve as donor- and acceptor-like states, respectively, in a highly dielectric environment\textsuperscript{65}.

In contrast to the adatom-chemisorbed systems, the studies on the physisorption of the chemical compounds on the MoS\textsubscript{2} surface have also been performed by Mehmood and Pachter\textsuperscript{66} where non-empirical van-der-Waals corrections are included. In the studies, the charge transfer upon the adsorption of chemical compounds is examined using the Bader charge analysis\textsuperscript{102}. The adsorption energy of molecules on the MoS\textsubscript{2} surface is comparable to that on the graphene surface. However, accumulation and depletion of electrons for almost all adsorbates are observed due to the charge transfer between the molecules and the free-standing MoS\textsubscript{2} monolayer or that with the SiO\textsubscript{2} substrate, which is slightly larger than that between molecules and the graphene surface. This result indicates the intrinsic potential of the MoS\textsubscript{2} monolayer for a chemical-sensing application.

\subsection*{D. Substitutional doping}

Dolui et al.\textsuperscript{60} also examined the substitutional doping at the Mo and S sites. Such substitutional doping is an alternative scheme to modulate the electronic and magnetic properties. Qi et al.\textsuperscript{67} Lin et al.\textsuperscript{62} and Ramasubramaniam et al.\textsuperscript{48} examined MoS\textsubscript{2} monolayers with Mn, Fe, Co, and Zn atoms substituting for a Mo atom, and observed that they exhibit magnetic properties. For the system with \textit{n}-type (halogen atoms) and \textit{p}-type (group V elements) doping at a S site, most dopants form localized and spin-polarized states within the band gap of the MoS\textsubscript{2} monolayer. The dopants exhibit the ground state with a magnetic moment of 1.0 \(\mu_B\), while I- and As-doped systems display non-magnetic behavior. On the other hand, when a Mo atom is substituted by other transition-metal elements with a different number of 4\textit{d} electrons, the dopants with more \( \text{d} \) electrons than the Mo atom tend to create the donor states deep inside the band gap and give rise to large magnetic moments. In contrast, Nb, Zr, and Y with less 4\textit{d} electrons as dopants form the defect state near the VB maximum and do not induce the magnetic moment\textsuperscript{60}. Such systematic investigations are remarkably useful.
to understand the fundamental properties and to explore the possibilities for applications in several fields.

As mentioned above, mechanical strain is utilized to tune the magnetic properties of the MoS$_2$ monolayer with adatoms and vacancy defects. This strategy can also be an effective approach to control the magnetic properties of the substitutional doping system. Qi et al. researched the controllability of the magnetic properties in a Mn-doped MoS$_2$ monolayer by a biaxial strain. In the unstrained Mn-doped MoS$_2$ monolayer, where one Mo atom is replaced by a Mn atom, the overall magnetic moment per $4 \times 4$ unit cells is 1.0 $\mu_B$ corresponding to the single excess $d$ electron provided by the Mn atom. As the tensile strain is larger, the interatomic distance between Mn and S atoms increases gradually, and thus, the covalent bonding between the atoms becomes weaker and a metastable state with a magnetic moment of 3.0 $\mu_B$ is observed. In this case, the local atomic magnetic moments slowly increase around the doped Mn atoms up to 4.3 $\mu_B$, while the surrounding Mo and S atoms display total magnetic moments of $-0.5 \mu_B$ and $-0.8 \mu_B$, respectively. Then, the energy difference between the state with 3.0 $\mu_B$ and 1.0 $\mu_B$ decreases gradually. Finally, the state with 3.0 $\mu_B$ becomes the magnetic ground state at strains larger than 4.5%. Furthermore, the energy difference between the FM state and anti-FM state is examined, and it is found that the FM state is much more stable and the stability is insensitive to the strain. Lin et al. reported that the electronic and magnetic properties of the MoS$_2$ monolayer substitutionally doped with Mn, Fe, and Co can be tuned depending on their possible charge states.

**IX. SUMMARY AND OUTLOOK**

In this review, we have presented the theoretical procedures based on the real-space finite-difference formalism to compute the electronic and magnetic properties of 2D materials with a high accuracy and efficiency. The practical formulae to obtain the Kohn–Sham effective potential and solve the Kohn–Sham equation were derived under the 2D periodic boundary condition. To demonstrate the performance of the proposed procedures, we calculated the energy band structures of graphene, silicene, and germanene. Silicene and germanene have the particular feature of $sp^3$ bonding network at the Fermi level, and thus, they are promising 2D materials as well as graphene. Moreover, the real-space finite-difference formalism is
suitable for massively parallel computers consisting of thousands of cores. Therefore, the
proposed procedures are remarkably powerful tools for designing next-generation electronic
devices by employing large scale 2D models.

The band-gap engineering and induction of magnetic properties using lattice vacancies,
adatoms, substitutional defects and mechanical strain are important techniques for the de-
sign and development of new semiconductor materials and high-performance devices based
on 2D materials. As introduced in this article, most of the intensive investigations on 2D
MoS$_2$ thin films have been performed in this half decade, and more investigations are still in
progress and are expected to provide fruitful results for MoS$_2$ and other 2D materials. If the
techniques to easily control and tune the electronic and magnetic properties of 2D materials
according to the requirements for each application field can be successfully established, they
will lead to innovation and a great impact for both fundamental physics and engineering ap-
plications to the electronics, spintronics and optical device fields. Our theoretical procedures
can facilitate the studies on 2D materials.

Acknowledgments

The authors are grateful to Professor Dr. S. Blügel of Forschungszentrum Jülich for
valuable counsels. This research was partially supported by the Computational Materials
Science Initiative (CMSI) from the Ministry of Education, Culture, Sports, Science and
Technology, Japan. The numerical calculation was carried out using the computer facilities of
the Institute for Solid State Physics at the University of Tokyo and Center for Computational
Sciences at University of Tsukuba.
K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva, and A. A. Firsov, *Science* 306, 666 (2004).

E. McCann and V. I. Fal’ko, *Phys. Rev. Lett.* 96, 086805 (2006).

E. McCann, *Phys. Rev. B* 74, 161403(R) (2006).

T. Ohta, A. Bostwick, T. Seyller, K. Horn, and E. Rotenberg, *Science* 313, 951 (2006).

E. V. Castro, K. S. Novoselov, S. V. Morozov, N. M. R. Peres, J. M. B. Lopes dos Santos, J. Nilsson, F. Guinea, A. K. Geim, and A. H. Castro Neto, *Phys. Rev. Lett.* 99, 216802 (2007).

W. Y. Liang, in *Intercalation in Layered Materials*, Edited M. S. Dresselhaus, Plenum Press, New York (1986), pp.31-73.

A. Aruchamy, Editor, *Photoelectrochemistry and Photovoltaics of Layered Semiconductors*, Kluwer Academic Publishers, Dordrecht (1992).

Th. Böker, R. Severin, A. Müller, C. Janowitz, R. Manzke, D. Vob, P. Krüger, A. Mazur, and J. Pollmann, *Phys. Rev. B* 64, 235305 (2001).

A. Klein, S. Tiefenbacher, V. Eyert, C. Pettenkofer, and W. Jaegermann, *Phys. Rev. B* 64, 205416 (2001).

M. Houssa, E. Scalise, K. Sankaran, G. Pourtois, V. V. Afanas’ev, and A. Stesmans, *Appl. Phys. Lett.* 98, 223107 (2011).

Z. Ni, Q. Liu, K. Tang, J. Zheng, J. Zhou, R. Qin, Z. Gao, D. Yu, and J. Lu, *Nano Lett.* 12, 113 (2012).

H. Liu, A. T. Neal, Z. Zhu, Z. Luo, X. Xu, D. Tománek, and P. D. Ye, *ACS Nano* 8, 4033 (2014).

J. R. Chelikowsky, N. Troullier, and Y. Saad, *Phys. Rev. Lett.* 72, 1240 (1994).

J. R. Chelikowsky, N. Troullier, K. Wu, and Y. Saad, *Phys. Rev. B* 50, 11355 (1994).

X. Jing, N. Troullier, D. Dean, N. Binggeli, J. R. Chelikowsky, K. Wu, and Y. Saad, *Phys. Rev. B* 50, 12234 (1994).

J. R. Chelikowsky, X. Jing, K. Wu, and Y. Saad, *Phys. Rev. B* 53, 12071 (1996).

P. Hohenberg and W. Kohn, *Phys. Rev.* 136, B864 (1964).

P. P. Ewald, *Ann. Phys.* 64, 253 (1921).

E. E. Krasovskii and W. Schattke, *Phys. Rev. B* 59, R15609 (1999).
20 E. E. Krasovskii and W. Schattke, Phys. Rev. B 56, 12874 (1997).
21 W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
22 G. B. Bachelet, D. R. Hamann, and M. Schlüter, Phys. Rev. B 26, 4199 (1982).
23 N. Troullier and J. L. Martins, Phys. Rev. B 43, 1993 (1991).
24 D. Vanderbilt, Phys. Rev. B 41, 7892 (1990).
25 P. E. Blöchl, Phys. Rev. B 50, 17953 (1994).
26 T. Ono and K. Hirose, Phys. Rev. B 72, 085115 (2005).
27 K. Hirose, T. Ono, Y. Fujimoto, and S. Tsukamoto, First-Principles Calculations in Real-Space Formalism, Imperial College Press, London (2005).
28 N. N. Medvedev, J. Comput. Phys. 67, 223 (1986).
29 A. D. Becke, J. Chem. Phys. 88, 2547 (1988).
30 T. Ono and K. Hirose, Phys. Rev. B 72, 085105 (2005).
31 D. R. Hamann, M. Schlüter, and C. Chiang, Phys. Rev. Lett. 43, 1494 (1979).
32 G. B. Bachelet, D. R. Hamann, and M. Schlüter, Phys. Rev. B 26, 4199 (1982).
33 T. Ono and K. Hirose, Phys. Rev. Lett. 82, 5016 (1999).
34 T. Ono, M. Heide, N. Atodiresei, P. Baumeister, S. Tsukamoto, and S. Blügel, Phys. Rev. B 82, 205115 (2010).
35 J. P. Perdew and A. Zunger, Phys. Rev. B 23, 5048 (1981).
36 R. F. Frindt, J. Appl. Phys. 37, 1928 (1966).
37 P. Joensen, R. F. Frindt, and S. R. Morrison, Mater.Res. Bull. 21, 457 (1986).
38 V. Nicolosi, M. Chhowalla, M. G. Kanatzidis, and M. S. Strano, and J. N. Coleman, Science 340, 1420 (2013).
39 G. Kline, K. Kam, R. Ziegler, and B. Parkinson, Solar Energy Mater. 6, 337 (1982).
40 J. D. Fuhr, J. O. Sofo, and A. Saúl, Phys. Rev. B 60, 8343 (1999).
41 Z.-H. Chi, X.-M. Zhao, H. Zhang, A. F. Goncharov, S. S. Lobanov, T. Kagayama, M. Sakata, and X.-J. Chen, Phys. Rev. Lett. 113, 036802 (2014).
42 L. Rapoport, Y. Bilik, Y. Feldman, M. Homyonfer, S. Cohen, and R. Tenne, Nature 387, 791 (1997).
43 S. Lebègue and O. Eriksson, Phys. Rev. B 79, 115409 (2009).
44 A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C.-Y. Chim, G. Galli, and F. Wang, Nano Lett. 10, 1271 (2010).
45 K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz, *Phys. Rev. Lett.* 105, 136805 (2010).
46 T. Korn, S. Heydrich, M. Hirmer, J. Schmuzler, and C. Schüller, *Appl. Phys. Lett.* 99, 102109 (2011).
47 A. Kuc, N. Zibouche, and T. Heine, *Phys. Rev. B* 83, 245213 (2011).
48 A. Ramasubramaniam, *Phys. Rev. B* 86, 115409 (2012).
49 D. Xiao, G.-B. Liu, W. Feng, X. Xu, and W. Yao, *Phys. Rev. Lett.* 108, 196802 (2012).
50 A. Molina-Sánchez, D. Sangalli, K. Hummer, A. Marini, and L. Wirtz, *Phys. Rev. B* 88, 045412 (2013).
51 W. Jin, P.-C. Yeh, N. Zaki, D. Zhang, J. T. Sadowski, A. Al-Mahboob, A. M. van der Zande, D. A. Chenet, J. I. Dadap, I. P. Herman, P. Sutter, J. Hone, and R. M. Osgood Jr., *Phys. Rev. Lett.* 111, 106801 (2013).
52 D. Liu, Y. Guo, L. Fang, and J. Robertson, *Appl. Phys. Lett.* 103, 183113 (2013).
53 M. Calandra, *Phys. Rev. B* 88, 245428 (2013).
54 K. K. Kam and B. A. Parkinson, *J. Phys. Chem.* 86, 463 (1982).
55 J. Xiao, D. Choi, L. Cosimbescu, P. Koech, J. Liu, and J. P. Lemmon, *Chem. Mater.* 22, 4522 (2010).
56 B. Radisavljevic, A. Radenovic, J. Brivio, V. Giacometti, and A. Kis, *Nature Nanotechnol.* 6, 147 (2011).
57 K. F. Mak, K. He, J. Shan, and T. F. Heinz, *Nature Nanotechnol.* 7, 494 (2012).
58 W. J. Yu, Y. Liu, H. Zhou, A. Yin, Z. Li, Y. Huang, and X. Duan, *Nature Nanotechnol.* 8, 952 (2013).
59 J. He, K. Wu, R. Sa, Q. Li, and Y. Wei, *Appl. Phys. Lett.* 96, 082504 (2010).
60 K. Dolui, I. Rungger, C. D. Pemmaraju, and S. Sanvito, *Phys. Rev. B* 88, 075420 (2013).
61 Z. Huang, G. Hao, C. He, H. Yang, L. Xue, X. Qi, X. Peng, and J. Zhong, *J. Appl. Phys.* 114, 083706 (2013).
62 X. Lin and J. Ni, *J. Appl. Phys.* 116, 044311 (2014).
63 H. S. Sen, H. Sahin, F. M. Peeters, and E. Durgun, *J. Appl. Phys.* 116, 083508 (2014).
64 H. Zheng, B. Yang, D. Wang, R. Han, X. Du, and Y. Yan, *Appl. Phys. Lett.* 104, 132403 (2014).
65 J. Chang, S. Larentis, E. Tutuc, L. F. Register, and S. K. Banerjee, *Appl. Phys. Lett.* 104, 141603 (2014).
F. Mehmood and R. Pachter, J. Appl. Phys. 115, 164302 (2014).

J. Qi, X. Li, X. Chen, and K. Hu, J. Phys.: Condens. Matter 26, 256003 (2014).

X. D. Li, Y. M. Fang, S. Q. Wu, and Z. Z. Zhu, AIP Advances 5, 057143 (2015).

S. M. Tabatabaei, M. Noei, K. Khalijii, M. Pourfath, and M. Fathipour, J. Appl. Phys. 113, 163708 (2013).

J. Qi, X. Li, X. Qian, and J. Feng, Appl. Phys. Lett. 102, 173112 (2013).

J. K. Ellis, M. J. Lucero, and G. E. Scuseria, Appl. Phys. Lett. 99, 261908 (2011).

N. T. Cuong, M. Otani, and S. Okada, J. Phys.: Condens. Matter 26, 135001 (2014).

H. Peelaers and C. G. Van de Walle, J. Phys.: Condens. Matter 26, 305502 (2014).

S. Bhattacharyya, T. Pandey, and A. K. Singh, Nanotech. 25, 465701 (2014).

I. Popov, G. Seifert, and D. Tománek, Phys. Rev. Lett. 108, 156802 (2012).

W. A. Saidi, J. Chem. Phys. 141, 094707 (2014).

S. W. Han, H. Kwon, S. K. Kim, S. Ryu, W. S. Yun, D. H. Kim, J. H. Hwang, J.-S. Kang, J. Baik, H. J. Shin, and S. C. Hong, Phys. Rev. B 84, 045409 (2011).

H.-J. Sung, D.-H. Choe, and K. J. Chang, New J. Phys. 16, 113055 (2014).

W. L. Scopel, R. H. Miwa, T. M. Schmidt, and P. Venezuela, J. Appl. Phys. 117, 194303 (2015).

E. Scalise, M. Houssa, E. Cinquanta, C. Grazianetti, B. van den Broek, G. Pourtois, A. Steensmans, M. Fanciulli, and A. Molle, 2D Materials 1, 011010 (2014).

R. Gillen, J. Robertson, and J. Maultzsch, Phys. Rev. B 90, 075437 (2014).

T. Komesu, D. Le, Q. Ma, E. F. Schwier, Y. Kojima, M. Zheng, H. Iwasawa, K. Shimada, M. Taniguchi, L. Bartels, T. S. Rahman, and P. A. Dowben, J. Phys.: Condens. Matter 26, 455501 (2014).

S. K. Mahatha, K. D. Patel, and K. S. R. Menon, J. Phys.: Condens. Matter 24, 475504 (2014).

T. Cheiwchanchamnangij and W. R. L. Lambrecht, Phys. Rev. B 85, 205302 (2012).

B. Hu, Semicond. Sci. Technol. 30, 055013 (2015).

T. Li and G. Galli, J. Phys. Chem. C 111, 16192 (2007).

C. Ataca and S. Ciraci, J. Phys. Chem. C 115, 13303 (2011).

A. Kumar and P. K. Ahluwalia, Eur. Phys. J. B 85, 186 (2012).

H.-P. Komsa and A. V. Krasheninnikov, Phys. Rev. B 86, 241201(R) (2012).
90. D. Y. Qiu, F. H. da Jornada, and S. G. Louie, *Phys. Rev. Lett.* 111, 216805 (2013).

91. S. KC, R. C. Longo, R. Addou, R. M. Wallace, and K. Cho, *Nanotech.* 25, 375703 (2014).

92. J. P. Perdew, K. Burke, and M. Ernzerhof, *Phys. Rev. Lett.* 77, 3865 (1996).

93. J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jackson, M. R. Pederson, D. J. Singh, and C. Fiolhais, *Phys. Rev. B* 46, 6671 (1992).

94. J. Heyd, G. E. Scuseria, and M. Ernzerhof, *J. Chem. Phys.* 118, 8207 (2003).

95. J. Heyd, G. E. Scuseria, and M. Ernzerhof, *J. Chem. Phys.* 124, 219906 (2006).

96. L. Hedin, *Phys. Rev.* 139, A796 (1965).

97. Z. Y. Zhu, Y. C. Cheng, and U. Schwingenschlögl, *Phys. Rev. B* 84, 153402 (2011).

98. A. Kormányos, V. Zólyomi, N. D. Drummond, P. Rakyta, G. Burkard, and V. I. Fal’ko, *Phys. Rev. B* 88, 045416 (2013).

99. J. He, K. Hummer, and C. Franchini, *Phys. Rev. B* 89, 075409 (2014).

100. W. Li, A. G. Birdwell, M. Amani, R. A. Burke, X. Ling, Y.-H. Lee, X. Liang, L. Peng, C. A. Richter, J. Kong, D. J. Gundlach, and N. V. Nguyen, *Phys. Rev. B* 90, 195434 (2014).

101. K. S. Novoselov, D. Jiang, F. Schedin, T. J. Booth, V. V. Khotkevich, S. V. Morozov, and A. K. Geim, *Proc. Natl. Acad. Sci. USA* 102, 10451 (2005).

102. R. F. W. Bader, *Atoms in Molecules: A Quantum Theory*, Oxford University Press, New York (1990).
TABLE I: Real-space finite-difference coefficients of the second derivative \( c_l \) for approximation orders of \( N_f = 1, \ldots, 8 \).

| \( N_f \) | \( c_0 \) | \( c_{\pm 1} \) | \( c_{\pm 2} \) | \( c_{\pm 3} \) | \( c_{\pm 4} \) | \( c_{\pm 5} \) | \( c_{\pm 6} \) | \( c_{\pm 7} \) | \( c_{\pm 8} \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1     | -2    | 1     |       |       |       |       |       |       |       |
| 2     | -5/2  | 4/3   | 1/12  |       |       |       |       |       |       |
| 3     | 49/18 | 3/2   | 3/20  | 1/90  |       |       |       |       |       |
| 4     | 205/72| 8/5   | 1/315 | 1/560 |       |       |       |       |       |
| 5     | 5269/1800 | 5/3 | 5/21 | 5/126 | 5/1008 | 1/3150 |       |       |       |
| 6     | 5369/1800 | 12/7 | 15/56 | 10/189 | 1/1925 | 2/16632 |       |       |       |
| 7     | 266681/88200 | 7/4 | 24/108 | 7/528 | 7/3300 | 7/30888 | 1/84084 |       |       |
| 8     | 1077749/352800 | 16/9 | 14/45 | 112/1485 | 7/396 | 112/32175 | -2/3861 | 2/315315 | 1/411840 |

FIG. 1: Schematic representations of the real-space finite-difference formalism. (a) illustrates the discretization of the 3D real-space domain containing a C\(_{60}\) molecule. The cross points of the black lines represent the grid points. (b) draws the sampling of wave function \( \psi(x) \) and effective potential \( v_{\text{eff}}(x) \) on the discretized grid points \( x_i \) along the \( x \) direction.
FIG. 2: Error estimation of the finite-difference approximation for the kinetic energy. The solid curves show the energy dispersion relations of a plane wave $\exp(ik_x x)$ evaluated by using the finite-difference formula \((12)\) with the approximation orders of $N_f = 1, \ldots, 8$ and the grid spacing $h_x = 1a_B$. The dashed curve shows the analytical energy dispersion relation of $\frac{1}{2}k_x^2$.

FIG. 3: Schematic representation of MoS$_2$ monolayer, one of the functional 2D materials. Large and small spheres represent Mo and S atoms, respectively. In the $x$ and $y$ directions parallel to the film periodicity exists, while in the $z$ direction perpendicular to the film the system is isolated.
FIG. 4: Band structures for (a) graphene, (b) silicene, and (c) germanene. The zero of energy is chosen to be the Fermi level.

FIG. 5: Schematic view of 2D MoS$_2$ monolayer. Black and light gray spheres represent Mo and S atoms, respectively. (a) is the top view and the parallelogram drawn with broken lines represents a unit cell. (b) and (c) are the side views of the monolayer.
FIG. 6: Electronic band structure of 2D MoS$_2$ monolayer. The top of the VB is set to be zero. In the inset, the computational model is shown and the rectangular supercell is drawn by broken lines. The key to the symbols in the inset is the same as in Fig. 5.

FIG. 7: Schematic view of vacancy-defect introduced 2D MoS$_2$ monolayer. (a) V$_S$, (b) V$_{S_2}$, (c) V$_{S_3}$, (d) V$_{Mo}$, (e) V$_{MoS_3}$, and (f) V$_{MoS_6}$. The key to the symbols is the same as in Fig. 5 and dark gray spheres represent bottom-side S atoms.
FIG. 8: Schematic view of adsorption sites on surface of 2D MoS$_2$ monolayer. The sites are indicated by T$_S$ (an on-top site above a S atom), T$_{Mo}$ (an on-top site above a Mo atom), H (a hollow site), and B (a bridge site). The key to the symbols is the same as in Fig. 5.