Spin-dependent Andreev reflection in spin-orbit coupled systems by breaking time-reversal symmetry
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We study theoretically the differential conductance at a junction between a time reversal symmetry broken spin orbit coupled system with a tunable band gap and a superconductor. We look for spin-dependent Andreev reflection (i.e, sub-gap transport) and show that when various mass terms compete in energy, there is substantial difference of Andreev reflection probability depending on the spin of the incident electron. We further analyze the origin of such spin-dependence and show how the incident angle of the electrons controls the spin-dependence of the transport.

I. INTRODUCTION

Andreev reflection (AR) is a process that occurs at the interface of a normal metal and a superconductor (SC), where an incoming electron from the metallic side is reflected back as a hole. This results in Cooper pair diffusion in the metal and is responsible for a number of observable phenomena, such as proximity induced superconductivity and Josephson current through Andreev bound states, which are formed due to multiple AR processes. As long as the superconductor is of the s-wave type, Andreev reflection is suppressed if the metal is ferromagnetic and, in turn, such a suppression of AR is a signature of ferromagnetic exchange in a system.

Haldane model is an important model introduced in 1988 to demonstrate quantum-Hall effect in absence of any magnetic field. In Haldane model, time-reversal symmetry (TRS) is broken in 2D systems by introducing complex next-nearest-neighbor (NNN) hopping, which acts like a pseudo spin-orbit (SO) coupling in the orbital space. Although no solid-state realization of such a exists till date, in cold-atomic setup, such a system is, interestingly, realized through periodic drive and also in photonic systems through mechanism that is often called Floquet manipulation of band-structures. In this work we consider a similar system with such pseudo SO coupling, along with real SO coupling, which give rise to spin-momentum locking. Representative systems are a number of 2D systems (like silicene, germanene, stanene), typically in a honeycomb lattice, with a small time-reversal (TR) invariant spin-orbit coupling and optionally a sub-lattice staggered potential. Andreev reflection, among other transport phenomena, has been studied extensively in these systems, without any pseudo SO coupling. As the spin-symmetry is typically not broken, AR is not suppressed as long as the band gap remains smaller than the superconducting gap. In presence of pseudo SO coupling in the orbital space, the spin-symmetry can now be broken in the band-structure and we look for possibilities of spin-dependent Andreev reflection.

The setup we consider is shown in Fig. 1 where a part of the system has proximity induced superconductivity (the S region) and the other part (the N region) has broken TRS due to complex NNN hopping, representing a system with spin-orbit as well as pseudo spin-orbit coupling. The effective Hamiltonian of the system, in presence of TRS breaking, would include an additional mass term. In this work we explore how the competition between the spin-orbit coupling and the TR breaking mass term can give rise to spin dependent AR reflection probability in certain parameter regimes.

In the case of generating the NNN coupling by periodically driving the system, the N region in Fig. 1 is irradiated with circularly polarized light with frequency much larger than any other energy scale of the system (such as the natural band-width). Apart from the driving amplitude and the frequency of the drive, it is also possible to control this probability by collimation of the incident angle of the electrons. Further, as the spin-orbit coupling in the relevant system is typically of the order of only a few millielectron-volt, the required driving amplitude for the spin polarised conductance to show up is also relatively small.
II. PSEUDO SPIN-ORBIT COUPLED SYSTEM

A two dimensional honeycomb lattice with spin-orbit coupling is represented by the low-energy Hamiltonian

$$H^0_{\eta,\sigma} = \begin{pmatrix} H^0_{+,\sigma} & 0 \\ 0 & H^0_{-,\sigma} \end{pmatrix}$$  \hspace{1cm} (1)$$

where

$$H^0_{\eta,\sigma} = \frac{3t_0a_0}{2}(\eta k_x \tau_x + k_y \tau_y) + (lE_z + \eta \sigma \lambda) \tau_z - \mu \mathbb{I}. \hspace{1cm} (2)$$

The nearest neighbour hopping, $t_0$, is independent of the spins. $a_0$ is the lattice spacing, $\sigma = \pm$ refers to the up/down spin and $\tau_i$ are Pauli matrices in the sublattice basis. In a buckled structure, the atoms of the sublattices are separated in the direction perpendicular to the plane of the lattice. $2l$ is the separation between the $a$ and $b$ sublattices and $E_z$ is the applied electric field. The energy separation $lE_z$ acts as a staggered potential between the sublattices. The term $\lambda$ controls the strength of the spin-orbit coupling and $\mu$ is the chemical potential. We note that $\lambda$ only describes the time-reversal (TR) invariant spin-orbit interaction and not the Bychkov-Rashba effect, since we expect the latter to be small for such systems.\(\uparrow\)\(\uparrow\)\(\uparrow\)\(\uparrow\) This description can apply to a variety of topical models such as graphene, silicene, germanene and stanene in honeycomb lattice. The above low-energy Hamiltonian can be derived by expanding the lattice Hamiltonian $H_{\text{LEC}}$ of such systems near the two inequivalent Dirac points (marked by $\eta = \pm$) in the Brillouin zone.

When complex NNN hopping is introduced, the Hamiltonian gets modified\(\uparrow\):

$$H^N_{\text{IBC},\eta,\sigma} = \frac{3t_0a_0}{2}(\eta k_x \tau_x + k_y \tau_y) + (lE_z + 3\sqrt{3} \Xi_\sigma) \tau_z - \mu \mathbb{I}. \hspace{1cm} (3)$$

Here,

$$\Xi_\sigma = \frac{\sigma \lambda}{3\sqrt{3}} - t_2 \sin(\theta), \hspace{1cm} (4)$$

where $t_2$ is the NNN hopping amplitude and $+(-)\theta$ is phase associated with the hopping from $A$ to $A$ ($B$ to $B$) sublattices. The Hamiltonian results in a similar band structure

$$\epsilon_{\eta,\sigma}(k) = -\mu \pm \sqrt{t_0^2(k_x^2 + k_y^2) + D_{\eta,\sigma}^2}, \hspace{1cm} (5)$$

with $D_{\eta,\sigma} = lE_z + 3\sqrt{3} \Xi_\sigma$ is the gap introduced by the TRS breaking. Fig. 2 describes the band structure before and after the time reversal symmetry is broken by introducing the NNN hopping term.

In Fig. 1 the $N$ region, $x > 0$, is described by the Eq. (3). On the other hand, the region $S$ is modeled by the system along with proximity induced s-wave superconductivity. For $x < 0$ (region $S$) we take the Hamiltonian Eq. (2) and set $lE_z = 0$ for simplicity. Further we
need to take a large doping $U_0$ for the mean-field description of the superconducting part to remain valid. The pair potential $\Delta$ (which we consider to be real) couples the time-reversed electron and hole states in the superconductor. Hence, we arrive at the low-energy Hamiltonian of the $S$ side:

$$H_{\sigma,\eta}^{\text{SC}} = \begin{pmatrix} H_{0,\sigma}^{\eta} & \sigma \Delta \tau_z \\ \sigma \Delta \tau_z & -H_{0,\sigma}^{\eta} \end{pmatrix},$$  \hspace{1cm} (6)$$

where $H_{0,\sigma}^{\eta}$ is the Hamiltonian of the static system in Eq. (2). For our numerical simulations we have used $U_0 = 2t_0$.

Either $\theta$ or $t_2$ can be varied to control $\mathcal{D}_{\eta,\sigma}$. This gap will compete with the real spin-orbit coupling energy scale $\lambda$ and in suitable situation spin-dependent Andreev reflection might be observed.

### III. TIME REVERSAL SYMMETRY BREAKING BY PERIODIC DRIVE

As a physical realization of the model discussed in the previous section, we next turn our attention to a similar two dimensional systems with spin orbit coupling. Time reversal symmetry in this system is now broken when circularly polarized light of frequency $\omega$ is irradiated on it. This high frequency drive is represented by a time dependent vector potential $A(t) = A_0 (\cos \omega t, \sin \omega t, 0)$.

The irradiation can be treated in the perturbative high-frequency approximation where $\omega$ is the largest energy scale of the system. In the presence of the radiation, the hopping elements of the honeycomb lattice Hamiltonian of Eq. (2), $H^{\text{hc}}$, are modified by Peierls substitution, making the Hamiltonian $H^{\text{hc}}(t)$ time periodic with the $n$th Fourier component being $H^{\text{hc}}(n)$.

In the high-frequency limit, the effective Hamiltonian that controls the dynamics of the system is given by

$$H_{\text{eff}}^{\text{hc}} \approx H^{\text{hc}}(0) + \sum_{n \neq 0} H^{\text{hc}}(-n) H^{\text{hc}}(n)/n \omega.$$  \hspace{1cm} (7)$$

Expanding this effective Hamiltonian near the Dirac points provides us with a low-energy Hamiltonian for the $N'$ region:

$$H_{N'}^{\Delta} = \begin{pmatrix} H_{+\sigma}^{\Delta} & 0 \\ 0 & H_{-\sigma}^{\Delta} \end{pmatrix},$$

where

$$H_{\eta,\sigma}^{\Delta} = H_{\eta,\sigma}^{\text{hc}} - \frac{3t_\sigma a_0}{2} \left( n(k_x \tau_x + k_y \tau_y) + (IE_z + 3\sqrt{3} \eta \Lambda_\sigma^0) \tau_z - \mu \tau_3 \right) + \sum_{n \neq 0} J_n(\alpha) J_n(\alpha \sqrt{3}) \frac{\lambda}{\sqrt{3n}} \times \left( 2 \sin \frac{n \pi}{6} + \sin \frac{n \pi}{6} \left( 1 + \frac{1}{2}(-1)^n \right) \right), \hspace{1cm} (9)$$

$$\Lambda_\sigma^0 = \frac{\sigma \lambda}{3\sqrt{3}} - \sum_{n \neq 0} \frac{\tau^2_\sigma \tau^2_n(\alpha)}{\omega n} \sin \frac{2n \pi}{3},$$

where $\alpha = a_0 A_0$ characterizes the strength of the drive and $J_n$ is the Bessel function of order $n$. We have $t_\sigma \sim t_0$ for small $\alpha$ and large $\omega$. It is important to note that the spin symmetry of the static system (i.e., the energy-dispersion of Eq. (2) remaining the same under transformation $\sigma, \eta \rightarrow -\sigma, -\eta$) is now broken in the presence of the periodic driving. The polarization of the time dependent field breaks the TR symmetry of the Hamiltonian.
The energy spectrum is thus given by
\[ \epsilon_{\eta,\sigma}(k) = -\mu \pm \sqrt{\frac{k^2}{\xi_{\eta,\sigma}} + \delta_{\eta\sigma}}, \]
with the redefined mass term \( \delta_{\eta\sigma} = lE_z + 3\sqrt{3}A_y \).

From this it is evident that in the region \( N \) we have a tunable gap between the conduction and valence band given by \( \delta_{\eta\sigma} = 2|\delta_{\eta\sigma}| \). The presence of three energy scales: the spin-orbit coupling, the staggered potential and the TR breaking mass from the driving gives rise to a rich topological phase diagram, where one can have trivial insulating, Chern insulating as well as spin hall insulating states, with topological phase transitions separating one phase from another. In Fig. 3 we briefly summarize these points. It is also known that in this situation it is possible to achieve purely spin polarized low-energy band-structures, that would result in the suppression of AR.

### IV. SCATTERING MATRIX FORMALISM

The quantum states can be found in both \( N \) and \( S \) region by solving the BdG equations in the respective regions. To compute the probability of Andreev reflection we match the wavefunctions for regions \( N \) and \( S \) at the boundary \( x = 0 \) in familiar fashion \[31\]
\[
\Psi^{e-} + r \Psi^{e+} + r_A \Psi^{h+} = b \Psi^{h+} + d \Psi^{S-}
\]
where \( \Psi^{e-} \) and \( \Psi^{e+} \) are the wave functions of the incident and reflected electron (in band \( \eta,\sigma \)). \( \Psi^{h+} \) is the wavefunction of the reflected hole (in band \( -\eta,-\sigma \)):
\[
\Psi^{h+} = \frac{e^{i(k_0 x + k_y y)}}{\sqrt{\cos \phi_i}} \left( \frac{\xi_{\eta,\sigma} + i \eta \sigma \xi_{\eta,\sigma}}{\theta_{\eta,\sigma}} \right)^T \left( \cos \phi_i e^{i \eta \sigma}, \eta \sigma e^{i \eta \sigma}, 0, 0 \right),
\]
\[
\Psi^{e+} = \frac{e^{i(k_0 x + k_y y)}}{\sqrt{\cos \phi_i}} \left( 0, 0, -\frac{\theta_{\eta,\sigma} e^{-i \eta \sigma}}{\xi_{\eta,\sigma}} + \eta \sigma e^{-i \eta \sigma}, \frac{\eta \sigma e^{-i \eta \sigma}}{\xi_{\eta,\sigma}} \right)^T,
\]
where
\[
\xi_{\eta,\sigma} = \epsilon_{\eta,\sigma} + \delta_{\eta\sigma}, \quad \theta_{\eta,\sigma} = \epsilon_{\eta,\sigma} - \delta_{\eta\sigma}.
\]

\( \phi_i \) is the angle of incidence of the electron and \( \phi' \) is the angle of the reflected hole given by
\[
\cos \phi_i = \frac{t_\sigma k_y}{\sqrt{\xi_{\eta,\sigma} \theta_{\eta,\sigma}}}, \quad \tan \phi_i = \eta k_y / k_x,
\]
\[
\cos \phi' = \frac{t_{\sigma} k_y}{\sqrt{\xi_{-\eta,-\sigma} \theta_{-\eta,-\sigma}}}, \quad \tan \phi' = \eta k_y / k_x.
\]
Here we have set \( \mu = 0 \). The incident angle \( \phi_i \) has an upper limit for Andreev reflection to take place. This critical angle is given by
\[
\phi_c = \sin^{-1} \frac{t_\sigma \sqrt{\xi_{-\eta,-\sigma} \theta_{-\eta,-\sigma}}}{t_{\sigma} \sqrt{\xi_{\eta,\sigma} \theta_{\eta,\sigma}}}.
\]

In the \( S \) region, the relevant wavefunctions are
\[
\Psi^{S\pm} = e^{i((-\eta t_0 + \nu \xi_{\eta,\sigma}) + \nu \xi_{\eta,\sigma})} \frac{\epsilon^{i \beta}}{\pm \eta r_{\nu} e^{i \eta \sigma}} \frac{1}{\pm \eta r_{\nu} e^{i \eta \sigma}}
\]
with
\[
\sin \frac{\eta \sigma}{\nu} = \frac{1}{3/2 a_0 \eta_0 k_y}, \quad r_{\eta \sigma} = \sqrt{\frac{-\eta \sigma \lambda - U_0 + iQ}{\eta \sigma \lambda - U_0 + iQ}}, \quad Q = \sqrt{\Delta^2 - \xi_{\eta,\sigma}\xi_{\eta,\sigma}},
\]
\[
k_0 = \frac{2 \sqrt{M}}{3 a_0 \eta_0}, \quad \kappa = \frac{2 U_0 Q}{3 a_0 \eta_0 \sqrt{M}}, \quad M = U_0^2 - Q^2 - (\eta \sigma \lambda)^2 - \left( \frac{3 a_0 \eta_0 k_y}{2} \right)^2.
\]

FIG. 5. The amplitude of the difference in conductances \( \Sigma_\eta (G_{\eta=}-G_{\eta=0}) \) plotted against \( E/\Delta \). As \( \alpha \) increases the system develops a gap at the \( K \) and \( K' \) points and consequently with larger \( \alpha \), the sub-gap conductance vanishes, giving rise to zero spin-dependent value. For the choice of our parameters: \( lE_z = 0.25 \Delta, \lambda = 0.5 \Delta \) and \( \Delta = 0.1 t_0 \), the critical value of \( \alpha \) is 0.64. The value of the driving frequency is chosen to be \( \omega = 10 t_0 \). Surprisingly, the maximum value of the spin-dependent conductance, as a function of \( E/\Delta \) (\( E \) being the incident energy) remains partly constant with \( \alpha \), shown in the second figure.
\( \beta \) is the phase associated with Andreev reflection and 
\( \beta = \cos^{-1}(\epsilon/|\Delta|) \) for \( \epsilon < \Delta \) and 
\( \beta = -i \cosh^{-1}(\epsilon/|\Delta|) \) for \( \epsilon > \Delta \). The solved parameters \( r \) and \( r_A \), for each of the band, are elements of the scattering matrix of the 
system, where the probability of reflection and Andreev 
reflection are, respectively, \( |r|^2 \) and \( |r_A|^2 \). Finally, the 
differential conductance at the NS junction is given by the 
Blonder-Tinkham-Klapwijk formula

\[
G_{\eta,\sigma} = \int_0^{\pi/2} f_{\eta,\sigma}(\phi_i) \cos \phi_i \, d\phi_i, \quad (14)
\]

where \( f_{\eta,\sigma}(\phi_i) = (1 - |r|^2 + |r_A|^2) \) for each incident channel. For sub-gap conductance, as in our case, one can equivalently write \( f_{\eta,\sigma}(\phi_i) = 2|r_A|^2 \), as \( |r|^2 + |r_A|^2 = 1 \) for each channel. Also, we note that \( G \) is measured with 
respect to the ballistic conductance of the system in 
absence of the superconductor.

Lastly, we would like to point out that under redefinition 
of parameters, the two Hamiltonians given in Eq. (3) and 
Eq. (5) are the same. So, the formalism of this section 
can be easily used to study the differential conductance 
in the geometries described in both Sec (I) and (III).

**V. SPIN-DEPENDENT ANDREEV REFLECTION**

For \( \mu = 0 \), in order for Andreev reflection to occur, 
the excitation gap in region \( \mathcal{N} \) must be smaller than the 
superconducting gap \( \Delta \). Thus, at \( \alpha = 0 \) and for a large-enough \( IE_z \sim O(\Delta) \), it is enough to consider only one
pair of bands \( (\eta \sigma = -1) \) to participate in Andreev process. 
And for incident energy larger than the gap of this pair of bands one expects AR to occur. Such a simplification is not possible for finite \( \alpha \) as the degeneracy among the bands is now lifted. An electron coming in the band of \( \eta, \sigma \) Andreev reflects to the band with indies \( -\eta, -\sigma \). This provides us with a condition that the 
AR is allowed only when

\[
\Delta \geq E \geq \max\{\delta\epsilon_{\eta \eta}, \delta\epsilon_{\sigma -\sigma -\eta}\}. \quad (15)
\]

As an example, for the case considered in Fig. 3 for \( \alpha = 0.4 \), although the band \( \sigma = -1, \eta = +1 \) is gapless (i.e., \( \delta\epsilon_{++} = 0 \)), the AR takes place only when \( E \geq \delta\epsilon_{-\tau} \).

This simply implies that in a purely spin-polarized band-
structure AR is prohibited (i.e., in a range of energy from 
\( \min\{\delta\epsilon_{\eta \eta}, \delta\epsilon_{-\sigma -\eta}\} \) to \( \max\{\delta\epsilon_{\eta \eta}, \delta\epsilon_{-\sigma -\eta}\} \)). Any occurrence of spin-dependent AR is still not evident yet. However, this does not prohibit the probabilities of the AR 
in various channels to differ from each other as long as \( E \) satisfies Eq. (15).

Before we discuss the Haldane model, we first study the case of the driven system. We start by briefly summarizing the results of the static system in the upper panel of Fig. 4. Introduction of the spin-orbit coupling term \( \lambda \) breaks the four-fold degeneracy of the Dirac points, but keeps the band-structure symmetric with respect to \( \eta, \sigma \rightarrow -\eta, -\sigma \). Further, due to the presence of the sub-lattice staggered potential \( IE_z \), the two branches \( \eta \sigma = \pm 1 \) are now separated by a gap. Consequently, for
lE_z ~ \lambda, it becomes sufficient to consider only one of the \(\eta\sigma\) branches for low-energy transport. The \(\lambda\) term in Eq. (3) does not break the TR symmetry and for \(lE_z < \lambda\), the system is a spin-hall insulator with opposite Chern numbers for up and down-spin valence bands. For \(lE_z > \lambda\) the system becomes a trivial insulator. As the spin-valley symmetry remains intact, the AR probability remains independent of spin. One can compare these results with that of Ref.\(^{35}\).

Breaking the TR symmetry by introducing the driving (characterized by the amplitude \(\alpha\)) has dramatic consequence in Andreev reflection. We summarize the results depicting spin-dependent AR probabilities in the lower panel of Fig. 4 and in Fig. 5. In the presence of \(\alpha \neq 0\), the four bands \((\sigma = \pm 1, \eta = \pm 1)\) are now split and there exists a range of energy that does not satisfy Eq. (15). When the energy \(E\) is larger than this forbidden energy, each of the previously equivalent spin channels labeled by the value of \(\eta\sigma\) acquires different probabilities of Andreev reflection. Consequently the conductance \(G\) becomes spin-dependent. Even for \(lE_z = 0\), the four channels \(\eta = \pm 1, \sigma = \pm 1\) are now split and a significant spin-conductance can be observed. With increasing \(lE_z\), only two channels, given by \(\eta\sigma = -1\) remain relevant in the subgap regime, which continue to carry large spin conductance. For our numerical results, we keep \(\omega = 10t_0\), which is almost double of the band-width of the system. This is well within the regime where the high-frequency approximation is expected to be valid.

Our results show spin-dependent conductance even for a comparatively small value of \(\alpha/t_0\). This is because a finite spin-dependent AR appears due to the competition between the two terms in Eq. (10) (see the discussion below). The second term appearing in \(\Lambda_\sigma\) (see Eq. (10)) needs to be of the order \(\lambda\) (the spin-orbit coupling strength) for this spin dependence to show up. In our simulation we have taken \(\lambda = 0.05t_0\). In typical systems, \(\lambda\) is quite small, for example, the value of \(\lambda\) in silicene is only 3.9 meV whereas \(t_0 \approx 1.6\) eV\(^{34}\), giving a value \(\lambda/t_0 \approx 2.5 \times 10^{-3}\). We expect the relevant value of \(\alpha/t_0\) to be of the same order for such a system.

With increasing \(\alpha\), the system eventually develops a gap (a topological insulator with Chern number = \(\pm 2\), see Fig. 3) bigger than \(\Delta\) and consequently the sub-gap conductance vanishes. Interestingly, the maximum spin-conductance observed depends only weakly on \(\alpha\). These results are summarized in Fig. 4.

Now we turn to further analysis of the origin of spin-dependent AR in our system. For that, we study how the angle dependent differential conductance \(f_{n,\sigma}(\phi_i)\) behaves as a function of the incident angle \(\phi_i\). As shown in Fig. 6, a finite value of \(\alpha\) and \(\lambda\) is achieved via two different intermediate states. The action of a finite \(\lambda\) prefers two channels \((\eta\sigma = -1\) for this case\) out of four. Whereas, a finite \(\alpha\) results in a critical angle \(\phi_c < \pi/2\) for channels belonging to one of the valley \((\eta = 1)\), giving rise to net conductance dominated by channels of the other valley \((\eta = -1)\). Now, in the \(\eta\sigma = -1\) channel consisting \(\eta = 1, \sigma = -1\) and \(\eta = -1, \sigma = 1\), the effect of driving, for the parameter range presented in Fig. 6, is a finite critical angle of the \(\eta = 1, \sigma = -1\) channel, making the net conductance spin-dependent. Thus, when both
the effects are present, it becomes clear that the sub-gap conductance has spin-dependence. The angle resolved conductance study also hints at achieving a purely spin polarized sub-gap transport at a range of collimation angle of the incident electron. The angle-resolved sub-gap conductance in the parameter range of Fig. 4 is presented in Fig. 7 for a sample value of the incident energy.

In case of generating the mass in a periodically driven setup, we neglect any other degrees of freedom present in the system (such as phonon and the effect of the substrate), which may limit our prediction for a realistic setup. The heating, when driving with frequency larger than the band width is likely to be negligible, but may require appropriate cooling of the substrate. Despite the advantage of periodic drive in terms of the tunability of the time-reversal broken mass term, the time dependent drive has significant limitation in solid state systems, where a periodic drive, in presence of interaction, can heat the system eventually.

Lastly, the same study is repeated for the Haldane model introduced in Sec. VI. The results are summarized in Fig. 8. As expected, the spin asymmetry due to the next-nearest-neighbor hopping, results in spin-dependent Andreev reflection amplitudes which can be tuned by \( t_2 \) and \( \theta \).

VI. SUMMARY

To summarize, we consider a simple Dirac system in the presence of a number of mass terms that may compete with one another. In such a system the Andreev reflection probability, hence the sub-gap conductance, at the interface with a superconductor becomes spin-dependent. It is possible to achieve, as we see in Fig. 6, sub-gap spin dependent transport. If we consider the case where the time-reversal broken mass term is introduced by circularly polarized light, it is possible to control the spin-dependence, by controlling the amplitude of drive \( \alpha \), frequency \( \omega \) and the handedness of the radiation. Our work is a proof of concept how spin-dependent AR can be achieved and has direct implication in practical systems like silicene, germanene and stanene, as well as in cold-atomic setup.
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