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Abstract

We consider a multi-agent consensus optimization problem over a server-client (federated) network, where all clients are connected to a central server. Current distributed algorithms fail to capture the heterogeneity in clients’ local computation capacities. Motivated by the generalized Method of Multipliers in centralized optimization, we derive an approximate Newton-type primal-dual method with a practical distributed implementation by utilizing the server-client topology. Then we propose a new primal-dual algorithm framework FedHybrid that allows different clients to perform various types of updates. Specifically, each client can choose to perform either gradient-type or Newton-type updates. We propose a novel analysis framework for primal-dual methods and obtain a linear convergence rate of FedHybrid for strongly convex functions, regardless of clients’ choices of gradient-type or Newton-type updates. Numerical studies are provided to demonstrate the efficacy of our method in practice. To the best of our knowledge, this is the first hybrid algorithmic framework allowing heterogeneous local updates for distributed consensus optimization with a provable convergence and rate guarantee.

1 Introduction

The problem of optimizing an objective function by employing a distributed procedure over a network where both data collection and model training is pushed to massive edge clients has gained significant attention recently. This is motivated by the large-scale nature of many modern big-data problems such as multi-vehicle and multi-robot networks [7, 37], machine learning [11, 29], and especially federated learning [13]. In such problems, a set of $n$ clients are connected to a central node (server), where each client has access only to its local data. We refer to such a model as a server-client (federated) network. The goal is to learn a shared model over all the data in the network without exchanging local data due to privacy issues or communication limitations [13]. Formally, if we define $f_i : \mathbb{R}^d \rightarrow \mathbb{R}$ as the local objective function corresponding to client $i$, the system-wide problem can be represented as

$$\min_{\omega \in \mathbb{R}^d} \sum_{i=1}^{n} f_i(\omega). \tag{1.1}$$

For instance, in a supervised learning setting, consider an empirical risk minimization problem, the local objective function $f_i$ represents expected loss over the local data distribution of client $i$. 
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To develop a distributed computation method where each client only has access to local information and can only communicate with the central server, we first decouple the computation of individual client by introducing local copies of the decision variable. We index the central server as the $i^{th}$ node and denote by $x_0, x_i \in \mathbb{R}^d$ the local copies of $\omega$ kept at the central server and each client $i \in [n]$, respectively. Problem 1.1 is reformulated as the following consensus optimization problem [4, 20],

$$\min_{\tilde{x}} \tilde{f}(\tilde{x}) = \sum_{i=1}^{n} f_i(x_i) \quad \text{s.t.} \ W\tilde{x} = 0,$$

where $x = (x_1^T, \ldots, x_n^T)^T \in \mathbb{R}^{nd}$ and $\tilde{x} = (x_0^T, x_1^T)^T \in \mathbb{R}^{(n+1)d}$ are concatenations of local variables, $\tilde{f} : \mathbb{R}^{(n+1)d} \to \mathbb{R}$ is the aggregate function and $W = (I_n, -I_n) \otimes I_d \in \mathbb{R}^{nd \times (n+1)d}$ is the adjacency matrix of the server-client network, where the $i^{th}$ row of $W\tilde{x} = 0$ represents the consensus constraint $x_0 = x_i$ and enforces the equivalence of the two problem. For notational simplicity, we define $f : \mathbb{R}^{nd} \to \mathbb{R}, f(x) = \tilde{f}(\tilde{x})$. Also, throughout the paper, we differentiate whether a variable includes the server’s decision or clients’ only by using a tilde.

While there is a proliferating literature on developing distributed optimization methods to solve the above problem, most existing works are either gradient-type methods [12, 20, 25] or Newton-type methods [9, 24, 32, 36], where the clients have no flexibility to choose the types of updates. In stark comparison, due to the drastically varying capabilities of storage, computation, and communication among clients caused by hardware, network connectivity, and battery power, distributed systems in practice may involve severely heterogeneous clients [8, 15]. The desire to provide hybrid methods for networks involving heterogeneous clients is even more pronounced in the federated learning setting [13–15]. As a result, it is imperative to provide a flexible and efficient hybrid algorithm framework to tolerate heterogeneous clients and utilize the heterogeneous structure. To the best of our knowledge, however, algorithms with heterogeneous clients setting have not been considered before.

To incorporate heterogeneous clients, we propose a hybrid primal-dual algorithm framework named FedHybrid, which is a distributed method for server-client (federated) network allowing some clients to do first-order updates while others use second-order information. Specifically, motivated by the generalized Method of Multipliers (MM) in centralized optimization [3, 28], we first introduce a gradient-type primal-dual approximation of MM with a practical distributed implementation. Second, for a speedup, we propose a Newton-type approximation of MM, where we derive a distributed approximated dual Hessian utilizing the server-client network. Then we propose FedHybrid as a combination of gradient-type and Newton-type primal-dual methods. In specific, those clients with higher computational capabilities and/or cheaper cost to perform computation can implement Newton-type updates locally, while other clients can adopt much simpler gradient-type updates. Finally, we propose a novel analysis framework for primal-dual algorithms and obtain a last iterate linear (Q-linear) convergence rate of FedHybrid for strongly convex objective functions. Numerical experiments on both synthetic data and real-life data are conducted to demonstrate the efficacy of our method.

Contributions. Our contribution is threefold. First, we propose a Newton-type primal-dual method with a practical distributed implementation by approximating primal and dual Hessian utilizing the server-client network. Second, we propose FedHybrid as a primal-dual method combining both gradient-type and Newton-type updates for heterogeneous clients. Finally, we propose a novel analysis framework and obtain a last iterate linear convergence rate of FedHybrid for strongly convex objective functions. Numerical experiments are provided to demonstrate the efficacy of FedHybrid in practice. To the best of our knowledge, this is the first hybrid algorithmic framework allowing heterogeneous local updates for distributed consensus optimization with a provable convergence guarantee.

Related Work. Our work is closely related to the growing literature on distributed algorithms for solving Problem 1.2. We outline various lines of researches as follows. We start by reviewing the literature studying general network topology. Primal iterative methods, including distributed (sub)-gradient descent (DGD) and related methods [20, 25], have updates in the form of some linear combinations of a gradient descent step with respect to its local objective function and a weighted average with local neighbors. A related work is [27], where the authors derive a DGD based method with the inclusion of first and second order update in continuous time setting, which cannot be directly translated to a discrete time update. While they provide an asymptotic convergence guarantee, their...
work lacks convergence rate analysis. There are second-order methods including Network Newton [18] and Distributed Newton method [30]. Also, dual decomposition based methods include ADMM [6, 33], ESOM [19], and CoCoA [26]. While none of these works consider a mixture of first and second order updates, ESOM with an approximated primal-dual framework is closely related to our work. The main difference there is ESOM uses only gradient-type update for the dual variables. Since we utilize the server-client topology, FedHybrid allows dual updates to also mimic a Newton step.

Another line of research focuses on the server-client network or the federated learning setting. Existing works include primal first-order methods like FedAvg [16, 17], FedProx [14] and FedAC [34]. There are also primal-dual methods like FedPD [35] that utilizing first-order updates in both primal and dual space. Such methods suffer from slow convergence due to their first-order nature. Some second-order methods have been proposed. Examples include DANE [24], DISCO [36], GIANT [32], and DINGO [9]. However, most of these methods require the assumption that each client has access to IID local data, which is not realistic in practice, especially in federated learning settings. With the primal-dual framework, FedHybrid can handle non-IID data distributions among clients and enjoy the speedup brought by second-order updates.

Notations. For any integer $m$, we denote by $[m] = \{1, \cdots, m\}$, $I_m \in \mathbb{R}^{m \times m}$ the identity matrix, and $I_m = (1, \cdots, 1)^T \in \mathbb{R}^m$. Also, we denote by $\otimes$ the Kronecker product.

2 Preliminaries

In this section, we review the generalized Method of Multipliers (MM) in centralized optimization that is derived by formulating a dual problem based on augmented Lagrangian [3]. The MM method helps to motivate our derivation of FedHybrid. Before presenting the methods, we first introduce a standard condition on local objective functions that we will assume to hold throughout the paper.

Assumption 2.1. For all $i \in [n]$, the local function $f_i(\cdot)$ is twice continuously differentiable and the eigenvalues of the Hessian $\nabla^2 f_i(\cdot)$ are bounded by constants $0 < m_i \leq \ell_i < \infty$, that is, $m_iI \leq \nabla^2 f_i(\cdot) \leq \ell_iI$.

For all $i \in [n]$, the above upper bound on the Hessian implies that the gradient $\nabla f_i$ is $\ell_i$-Lipschitz continuous and the lower bound implies that the function $f_i$ is $m_i$-strongly convex. For notational convenience, we denote by $m = \min_{i \in [n]} \{m_i\}$ and $\ell = \max_{i \in [n]} \{\ell_i\}$.

Dual Problem. Now we introduce a dual problem of Problem 1.2 based on augmented Lagrangian. To do so, we introduce dual variables $\lambda = (\lambda^1, \cdots, \lambda^n)^T \in \mathbb{R}^{nd}$ with $\lambda_i \in \mathbb{R}^d$ associated with the $i$th constraint $x_0 = x_i$ and define the augmented Lagrangian function $\tilde{L}(x, \lambda)$ of Problem 1.2 as

$$\tilde{L}(x, \lambda) = \tilde{f}(x) + \lambda^T W x + \frac{\mu}{2} x^T W^T W x,$$

where $\mu > 0$ is a constant. We remark that the matrix $W^T W$ is the graph Laplacian of the server-client network. The augmentation term $\mu x^T W^T W x/2$ is zero if $x$ is feasible to Problem 1.2; otherwise, it is positive and serves as a penalty for the violation of the consensus constraint. Then the dual problem is defined as follows,

$$\max_{\lambda \in \mathbb{R}^{nd}} g(\lambda), \quad \text{where} \quad g(\lambda) = \min_{\bar{x} \in \mathbb{R}^{(n+1)d}} \tilde{L}(\bar{x}, \lambda).$$

We will refer to $g : \mathbb{R}^{nd} \to \mathbb{R}$ as the dual function. For any $\lambda \in \mathbb{R}^{nd}$, we define $\bar{x}^*(\lambda) = \arg \min_{\bar{x}} \tilde{L}(\bar{x}, \lambda)$ as the optimal point of the inner problem in Problem 2.2. Following from Assumption 2.1 and Slater’s condition, the strong duality holds [5]. Thus, $\bar{x}^*(\lambda^*)$ is the optimal solution of Problem 1.2, where $\lambda^*$ is an optimal solution of Problem 2.2.

Generalized MM. We introduce the generalized MM [3, 28] that uses the augmented Lagrangian function $\tilde{L}$ defined in (2.1) to solve Problem 1.2 as follows. At each iteration $k$,

$$\bar{x}^*(\lambda^k) = \arg \min_{\bar{x}} \tilde{L}(\bar{x}, \lambda^k), \quad \lambda^{k+1} = U(\bar{x}^*(\lambda^k), \lambda^k),$$

where $U : \mathbb{R}^{(n+1)d \times nd} \to \mathbb{R}$ is a general dual update formula with the property that $\lambda^* = U(\bar{x}^*(\lambda^*), \lambda^*)$. We give some popular choices for $U$ as follows,

$$U_1(\bar{x}^*(\lambda^k), \lambda^k) = \lambda^k + \beta_1 \nabla g(\lambda^k),$$

$$U_2(\bar{x}^*(\lambda^k), \lambda^k) = \lambda^k - \beta_2 (\nabla^2 g(\lambda^k))^{-1} \nabla g(\lambda^k),$$

where $\beta_i \geq 0$.
where \( \beta_1, \beta_2 > 0 \) are stepsizes. We remark that (2.4) and (2.5) correspond to gradient ascent method and Newton’s method with respect to the dual function defined in 2.2, respectively.

The following lemma gives the explicit forms of \( \nabla g(\lambda) \) and \( \nabla^2 g(\lambda) \) used in (2.4) and (2.5).

**Lemma 2.2** ([28, 30]). Under Assumption 2.1, the gradient and the Hessian of the dual function defined in Problem (2.2) are given by the following formulas, respectively.

\[
\nabla g(\lambda) = W \bar{x}^*(\lambda), \quad \nabla^2 g(\lambda) = -W \left( \nabla^2_{\bar{x}^2} \bar{L}(\bar{x}^*(\lambda), \lambda) \right)^{-1} W^T.
\]

We remark that the primal update in (2.3) is computationally expensive due to the requirement of an exact solution to the inner minimization problem and it cannot be readily implemented in a distributed manner due to the nonseparable augmentation term \( \mu \bar{x}^T W^T W \bar{x} / 2 \).

### 3 Algorithm

In this section, to reduce the computational complexity and obtain an update in a distributed manner, we first derive a gradient-type approximation of MM, which recovers the Arrow-Hurwicz-Uzawa method [1]. This is a special case of FedHybrid when all clients perform gradient-type updates. Then for a speedup, we propose a Newton-type approximation of MM utilizing the server-client topology, which leads to another special case of FedHybrid with all clients performing Newton-type updates. Finally, we combine the gradient-type and Newton-type updates to provide our FedHybrid method, which allows a mixture of first and second order updates by various clients and hence is able to provide flexibility to handle heterogeneity in the network.

#### 3.1 Gradient-type Approximation of MM

To develop a first-order method based on the dual gradient ascent update in (2.4), we need to compute \( \nabla g(\lambda^k) = W \bar{x}^*(\lambda) \) by Lemma 2.2. However, the computation of an exact minimizer \( \bar{x}^*(\lambda^k) \) can be computationally expensive. Thus, we approximate it by taking a primal gradient descent step on the primal variable and use the obtained \( \bar{x}^k \) as an approximation. This leads to the following gradient-type primal-dual algorithm. At each iteration \( k \),

\[
\bar{x}^{k+1} = \bar{x}^k - \alpha_1 \nabla_{\bar{x}} \bar{L}(\bar{x}^k, \lambda^k), \quad \lambda^{k+1} = \lambda^k + \beta_1 W \bar{x}^k,
\]

where \( \alpha_1, \beta_1 > 0 \) are primal and dual stepsizes, respectively. This recovers the Arrow-Hurwicz-Uzawa method [1], which is a special case of FedHybrid when all clients perform gradient-type updates. While this gradient-type approximation lead to simple distributed implementation, it suffers from slow convergence due to its first-order nature. This motivates us to consider Newton’s method for a speedup.

#### 3.2 Newton-type Approximation of MM

We now derive a Newton-type approximation of the generalized MM under the server-client topology.

**Primal Update.** We consider a Newton’s step as an approximation of the primal update in (2.3).

Note that the primal Hessian \( \nabla^2_{\bar{x}^2} \bar{L}(\bar{x}^k, \lambda^k) = \nabla^2 f(\bar{x}^k) + \mu W^T W \) is nonseparable due to the graph Laplacian \( W^T W \), which makes the computation of the exact Hessian intractable in a decentralized setting. Thus, we approximate the graph Laplacian \( W^T W \) by its block diagonal part \( E = \text{diag}(n I_d, I_d, \ldots, I_d) \in \mathbb{R}^{(n+1) d \times (n+1) d} \). By using \( \bar{H} = \nabla^2 f(\bar{x}) + \mu E \) to approximate the primal Hessian \( \nabla^2_{\bar{x}^2} \bar{L}(\bar{x}, \lambda) \), we obtain the following Newton-type primal update. At each iteration \( k \),

\[
\bar{x}^{k+1} = \bar{x}^k \left( \bar{H}^k \right)^{-1} \nabla_{\bar{x}} \bar{L}(\bar{x}^k, \lambda^k),
\]

where \( \bar{H}^k = \nabla^2 f(\bar{x}^k) + \mu E \). In particular, the server update takes the following form,

\[
x_0^{k+1} = \frac{1}{n} \sum_{i \in [n]} x_i^k - \frac{1}{\mu n} \sum_{i \in [n]} \lambda_i^k.
\]

We remark that \( x_0^{k+1} \) can also be viewed as a penalized average of the primal decision variables \( \{ x_i^k \}_{i \in [n]} \), where the second term in (3.3) serves as the penalty.
Dual Update. We define the exact dual Newton update as $\Delta \lambda^k$, that is, $\Delta \lambda^k$ satisfies the Newton update formula $\nabla^2 g(\lambda^k) \Delta \lambda^k = \nabla g(\lambda^k)$. Note that the explicit form of the Hessian $\nabla^2 g(\lambda^k)$ given in Lemma 2.2 is nonseparable, making it difficult to compute $\Delta \lambda^k$ in a distributed manner. Thus, to obtain a Newton-type dual update in the form of (2.5) in a distributed scheme, we will provide an approximation of $\Delta \lambda^k$. We first define $\tilde{\nabla} g(\lambda^k)$ and $\tilde{\nabla}^2 g(\lambda^k)$ as estimators of $\nabla g(\lambda^k)$ and $\nabla^2 g(\lambda^k)$ defined in Lemma 2.2, respectively, as follows

$$\tilde{\nabla} g(\lambda^k) = W \tilde{x}^k, \quad \tilde{\nabla}^2 g(\lambda^k) = -W \left( \nabla^2 \tilde{L}(\tilde{x}^k, \lambda^k) \right)^{-1} W^T,$$

(3.4)

where we substitute $\tilde{x}^k$ as an approximation of $\tilde{x}^*(\lambda^k)$. Following from (3.4), we introduce the following lemma to provide an approximation $\tilde{\Delta} \lambda^k$ of $\Delta \lambda^k$, where $\tilde{\Delta} \lambda^k$ satisfies the approximated dual Newton update $\tilde{\nabla}^2 g(\lambda^k) \tilde{\Delta} \lambda^k = \tilde{\nabla} g(\lambda^k)$. The proof is deferred to Section A.1.

Lemma 3.1. Under Assumption 2.1, the approximation of dual Newton update $\tilde{\Delta} \lambda^k$ defined as above satisfies

$$W^T \tilde{\Delta} \lambda^k = \nabla^2 \tilde{L}(\tilde{x}^k, \lambda^k)(I_{n+1} \otimes y^k - \tilde{x}^k),$$

where $y^k = \left( \sum_{i \in [n]} \nabla^2 f_i(x_i^k) \right)^{-1} \sum_{i \in [n]} \nabla^2 f_i(x_i^k) x_i^k$ is the Hessian weighted average of the primal decision variables.

If we further substitute $x_0^{k+1}$ defined in (3.3) and $\tilde{H}^k$ defined above as approximations of $y^k$ and $\nabla^2 \tilde{L}(\tilde{x}^k, \lambda^k)$, respectively, we obtain an approximation $\Delta \tilde{\lambda}^k$ of $\Delta \lambda^k$ satisfying $W^T \Delta \tilde{\lambda}^k = \tilde{H}^k((I_{n+1} \otimes x_0^{k+1} - \tilde{x}^k)$. Then following from the structure of the adjacency matrix $W$, we have

$$\Delta \tilde{\lambda}^k = -H^k W \tilde{x}^k,$$

(3.5)

where $H^k = \nabla^2 f(x^k) + \mu I_{nd} \in \mathbb{R}^{nd \times nd}$, which is a submatrix of $\tilde{H}^k$, corresponding to the components related to the clients. Thus, using the dual Newton’s formula in (2.5) with the approximation in (3.5), we obtain a Newton-type dual update

$$\lambda^{k+1} = \lambda^k + \beta_2 H^k W \tilde{x}^k.$$

(3.6)

Now, by combining (3.2) and (3.6), we obtain our Newton-type approximation of MM as follows. At each iteration $k$, we have

$$\tilde{x}^{k+1} = \tilde{x}^k - (H^k)^{-1} \nabla \tilde{L}(\tilde{x}^k, \lambda^k), \quad \lambda^{k+1} = \lambda^k + \beta_2 H^k W \tilde{x}^k,$$

(3.7)

where $H^k = \nabla^2 f(x^k) + \mu I_{nd}$ and $\tilde{H}^k = \text{diag}(\mu n I_d, H^k)$.

3.3 FedHybrid to Handle System Heterogeneity

Since different clients in the network have different computation capacities, we consider combining gradient-type method in (3.1) and Newton-type method in (3.7) to provide a hybrid update framework. Specifically, all clients in the network can choose to perform gradient-type or Newton-type updates based on their computation capacities. For notational convenience, we denote by $J_1 = \{i \in [n]: \text{client } i \text{ performs gradient-type updates}\}$ and $J_2 = \{i \in [n]: \text{client } i \text{ performs Newton-type updates}\}$. Based on such choices of different update types, we propose our hybrid updates as follow. At each iteration $k$, we have

$$\tilde{x}^{k+1} = \tilde{x}^k - \tilde{A}(\tilde{D}^k)^{-1} \nabla \tilde{L}(\tilde{x}^k, \lambda^k), \quad \lambda^{k+1} = \lambda^k + B D^k W \tilde{x}^k,$$

(3.8)

where stepsize matrices $\tilde{A} = \text{diag}(a_0, a_1, \ldots, a_n) \otimes I_d \in \mathbb{R}^{(n+1)d \times (n+1)d}$ and $B = \text{diag}(b_1, \ldots, b_n) \otimes I_d \in \mathbb{R}^{nd \times nd}$ with personalized stepsizes $a_i, b_i > 0$, and update matrices $\tilde{D}^k = \text{diag}(D_1^k, \ldots, D_n^k)$ and $D^k = \text{diag}(D_1^k, \ldots, D_n^k) \in \mathbb{R}^{nd \times nd}$. Here $D_1^k = I$ if $i \in J_1$, while $D_i^k = \nabla^2 f_i(x_i) + \mu I$ if $i \in J_2$. We remark that the updates in (3.8) generalize the updates in both (3.1) and (3.7). On the one extreme, if $J_1 = [n]$ and $J_2 = \emptyset$, the updates in (3.8) recovers the gradient-type updates in (3.1); on the other extreme, if $J_1 = \emptyset$ and $J_2 = [n]$, the updates in (3.8) recovers the Newton-type updates in (3.7). Based on (3.8), we propose our FedHybrid method with a distributed scheme in Algorithm 1.
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Our FedHybrid in Algorithm 1 consists of three steps: gradient-type updates, Newton-type updates, and consensus update. Specifically, gradient-type (Lines 4–7) and Newton-type updates (Lines 8–11) follow from (3.8) by extracting the corresponding block. In the consensus update (Line 12), we choose the stepsize $a_0 = 1/(\mu n)$ in $\tilde{A}$ of (3.8) and replace the primal and dual decision variables $x^k$ and $\lambda^k$ by their updated counterpart $x^{k+1}$ and $\lambda^{k+1}$. Then, by substitution, we obtain that

$$x_0^{k+1} = \frac{1}{n} \sum_{i \in [n]} x_i^{k+1} - \frac{1}{\mu n} \sum_{i \in [n]} \lambda_i^{k+1},$$

which corresponds to the consensus update in Line 12.

### 4 Convergence Analysis

This section presents the convergence results for FedHybrid in Algorithm 1, regardless of clients’ choices of gradient-type or Newton-type updates. In Section 4.1, we show that FedHybrid converges to the optimal solution at a linear rate if the local objective $f_i(\cdot)$ is strongly convex for all $i \in [n]$. In Section 4.2, we provide the proof sketch of the theorem. Before presenting the results, we first introduce our performance metric and a reformulation of the augmented Lagrangian function $\bar{L}$.

**Performance Metric.** We define the primal tracking error and the dual optimality gap as follows,

$$\Delta_x^k = \bar{L}(\bar{x}^k, \lambda^k) - \bar{L}(\bar{x}^*(\lambda^k), \lambda^k), \quad \Delta_{\lambda}^k = g(\lambda^*) - g(\lambda^k),$$

where $\lambda^*$ is the optimal solution to the dual problem in (2.2). Here $\Delta_{\lambda}^k$ quantifies how close the augmented Lagrangian function at $\bar{x}^k$ is from the optimal value of the inner problem given $\lambda^k$. In Section 4.2, we will present a novel proof framework to show the convergence of both $\Delta_x^k$ and $\Delta_{\lambda}^k$. We remark that under Assumption 2.1, the convergence of $\Delta_{\lambda}^k$ ensures that the dual variable sequence $\{\lambda^k\}_{k \in [K]}$ converges to the optimal solution $\lambda^*$ and the convergence of $\Delta_x^k$ ensures that the primal variable sequence $\{x^k\}_{k \in [K]}$ converges to $\bar{x}^*(\lambda^*)$, where $\bar{x}^*(\lambda^*)$ is the optimal solution of the original problem in (1.2) due to the strong duality.

**Reformulation of $\bar{L}$ Based on Consensus Update.** With slight abuse of notations, the consensus update (3.9) in Algorithm 1 can be written as $x_0^k = x_0(x^k, \lambda^k)$, where $x_0 : \mathbb{R}^{nd} \times \mathbb{R}^{nd} \rightarrow \mathbb{R}$ such that $x_0(x, \lambda) = (\mathbb{I}_n \otimes I_d)(x/n - \lambda/(\mu n))$ for any $x, \lambda \in \mathbb{R}^{nd}$. By substituting $x_0 = x_0(x, \lambda)$ in the augmented Lagrangian function $\bar{L}$ defined in (2.1), we have $\bar{L}(x, \lambda) = \bar{L}(x_0(x, \lambda), x, \lambda)$. Motivated by this, we define $L : \mathbb{R}^{nd} \times \mathbb{R}^{nd} \rightarrow \mathbb{R}$ such that $L(x, \lambda) = \bar{L}(x_0(x, \lambda), x, \lambda)$, which can be shown to be equivalent. See Section A.2 for details. For convenience, we use $L$ in the convergence analysis.
4.1 Convergence of FedHybrid for Strongly Convex Function

In this section, we show that FedHybrid converges to the optimal solution at a linear rate under Assumption 2.1. The following theorem states the results.

**Theorem 4.1.** For any given $\mu > 0$, under Assumption 2.1, we suppose that the stepsizes $\{a_i, b_i\}_{i \in [n]}$ satisfy the following condition,

\[
\begin{align*}
    a_i &\leq 1/((2\mu/9 + 2\ell), & b_i &\leq \min\{\mu/9, \alpha m^2/21\}, \quad \text{for } i \in J_1, \\
    a_i &\leq (m_i + \mu)/(2\mu/9 + 2\ell), & b_i &\leq \min\{\mu/9, \alpha m^2/21\}/(\ell_i + \mu), \quad \text{for } i \in J_2,
\end{align*}
\]

where $\alpha = \min\{\min_{i \in J_1} \{a_i\}, \min_{i \in J_2} \{a_i/(\ell_i + \mu)\}\}$. Then for all $k = 0, 1, \cdots, K-1$, the iterates from FedHybrid satisfy

\[
\Delta^{k+1} \leq (1 - \rho) \Delta^k,
\]

where $\rho = \min\{3\beta/(13m + 13\mu), m\alpha/2\}$ with $\beta = \min\{\min_{i \in J_1} \{b_i\}, \min_{i \in J_2} \{b_i(m_i + \mu)\}\}$, and $\Delta^k = 13\Delta^k_k + \Delta^k_s$. Here $\Delta^k_k$ and $\Delta^k_s$ are defined in (4.1).

**Remark 4.2.** Theorem 4.1 provides a last iterate linear (Q-linear) rate of convergence of the error term $\Delta^k$, which combines the dual optimality gap $\Delta^k_k$ and the primal tracking error $\Delta^k_s$. This ensures that FedHybrid converges linearly to the optimal solution, regardless of clients’ choices of gradient-type or Newton-type updates. Also, in FedHybrid, each client can choose not only the type of updates based on their computation capacities, but also personalized stepsizes related to the properties of their local objective functions, which provides flexibility to handle heterogeneity in practice.

4.2 Proof Sketch

In this section, we provide a novel proof framework for analyzing primal-dual algorithms. We apply such analysis to FedHybrid and obtain the convergence results in above theorems.

Due to the coupled nature of primal and dual updates in the algorithm, our main idea for analyzing primal-dual methods is to upper bound the dual optimality gap $\Delta^k_k$ and the primal tracking error $\Delta^k_s$ through coupled inequalities. We remark that the dual function $g(\cdot)$ is $m_g$-strongly concave with $\ell_g$-Lipschitz continuous gradient and the primal function $L(\cdot, \lambda)$ is $m$-concave with $\ell_L$-Lipschitz continuous partial gradient $\nabla_x L(x, \lambda)$ for any fixed $\lambda$. See Section A.3 for details. We decompose our proof framework into the following three steps.

**Step 1.** We derive a bound of dual optimality gap $\Delta^k_{\lambda}$ with an alternative primal tracking error $\|\nabla_x L(x^k, \lambda^k)\|^2$ in the following lemma. This quantifies how close $\lambda^k$ is from the dual optimal $\lambda^*$.

**Lemma 4.3.** Under Assumption 2.1, given a constant $\mu > 0$, we suppose that the stepsizes satisfy (4.2). It holds for all $k = 0, 1, \cdots, K - 1$ that

\[
\Delta^k_{\lambda} \leq \Delta^k - \left(\frac{1}{2} - \beta \ell_g\right) \|\nabla g(\lambda^k)\|_{B_{D^*}}^2 + \beta \ell_g \frac{\beta}{m^2} \|\nabla_x L(x^k, \lambda^k)\|^2,
\]

where $\beta = \max\{\max_{i \in J_1} \{b_i\}, \max_{i \in J_2} \{b_i(\ell_i + \mu)\}\}$ and $\ell_g$ is the Lipschitz constant of $g(\cdot)$. We remark that the derivation of Lemma 4.3 relies on the Lipschitz gradient property of the dual function $g(\cdot)$. See Section A.4 for a detailed proof of Lemma 4.3.

**Step 2.** We provide an upper bound of $\Delta^{k+1}_s$ involving the dual optimality gap $\Delta^k_{\lambda}$ as follows. We remark that the primal tracking error at iteration $k + 1$ consists of the following three parts.

\[
\Delta^{k+1}_s = L(x^{k+1}, \lambda^{k+1}) - L(x^k, \lambda^k) + L(x^{k+1}, \lambda^k) - L(x^*(\lambda^k), \lambda^k) + L(x^*(\lambda^k), \lambda^k) - L(x^*(\lambda^{k+1}), \lambda^{k+1})
\]

We can upper bound the updated primal tracking error by $\Delta^k_s$ using the Lipschitz property of $\nabla_x L(x, \lambda)$ with respect to $x$ and upper bound the other two parts using dual information. As a result, we obtain the following lemma, whose proof is deferred to Section A.4.
Lemma 4.4. Under Assumption 2.1, given a constant \( \mu > 0 \), we suppose that the stepsizes satisfy (4.2). It holds for all \( k = 0, 1, \ldots, K - 1 \) that
\[
\Delta x^{k+1} \leq \Delta x_k + \kappa \left\| \nabla g(\lambda^k) \right\|_{BD^k}^2 - \left\| \nabla_x L(x^k, \lambda^k) \right\|_p^2 + \Delta \lambda \Delta x^{k+1},
\]
where \( \kappa = 3 + 2\beta^2/\mu^2 + \beta/\mu \) and \( D^k = A(D^k)^{-1} - (\beta + \epsilon L/2) A^2(D^k)^{-2} - \beta \kappa/m^2 I \). \( \beta \) is defined in Lemma 4.3 and \( \epsilon L \) is the Lipschitz constant of \( \nabla_x L(x, \lambda) \) with respect to \( x \).

**Step 3.** We combine the above coupled inequalities to provide convergence results in Theorem 4.1. Using a weighted sum of the two inequalities in Lemmas 4.3 and 4.4, and combining the strong-convexity of \( L(\cdot, \lambda) \) and the strong-concavity of \( g(\cdot) \), we conclude the proof of Theorem 4.1. See Section B for a detailed proof of the theorems.

5 Numerical Experiments

In this section, we present experimental results for FedHybrid on some convex distributed optimization problems. In particular, we consider least squares problems and binary classification problems in a server-client network, both over synthetic and real-life datasets.

**Experimental Setup.** We evaluate all algorithms on four setups with non-IID data partitioning, where in each setup, there are \( n \) clients with \( d \)-dimensional decision variables: (1) Linear regression on a synthetic dataset: \( n = 20, d = 30 \). (2) Linear regression on non-IID partitioned Boston housing prices dataset: \( n = 8, d = 14 \). (3) Regularized logistic regression on a synthetic dataset: \( n = 20, d = 30 \). (4) Regularized logistic regression on non-IID partitioned mushroom dataset: \( n = 8, d = 99 \).

For synthetic datasets, we generate data following different distributions across each client. For real datasets, we distribute the data to each client according to the values of the responses. In all setups, the local dataset sizes are randomly sampled. See Section C.1 for a detailed description of the setup.

**Compared Methods.** We focus on comparing the following algorithms designed for the server-client network: Federated Averaging (FedAvg) [17], Distributed Self-Concordant Optimization (DiSCO) [36], and FedHybrid with number of \( K \) clients performing Newton-type updates while all others doing gradient-type updates (FedH-K). We remark that for FedH-K, we have \( |J_2| = K \). In particular, FedH-G and FedH-N are short for FedHybrid with all clients performing gradient-type and Newton-type updates, respectively.

We remark that FedAvg is the baseline of first-order method for the server-client network. For a fair comparison, we consider the non-stochastic version of FedAvg, that is, at each iteration, all agents in the network take a full gradient descent step. Among second-order methods, DiSCO is an inexact damped Newton method that performs well in practice. We choose DiSCO instead of DANE [24], AIDE [23] or GIANT [32] as a baseline second-order method since the other methods require the assumption that each client has access to IID sampled data points, which is generally not realistic in practice. For each method, we tune parameters using grid search in the range \([10^{-4}, 10]\) and stepsizes in the range \([10^{-4}, 1]\) and choose the best one that minimizes the optimality gap.

**Experimental Results.** As shown in Figure 1, with some clients in the network performing Newton-type updates, FedHybrid improves the overall training speed a lot and outperforms the baseline method FedAvg consistently. See Section C.2 for more results.

In traditional distributed optimization algorithms, all clients are performing the same updates. The complexity of the method is determined by the client equipped with the worst computation hardware. While in our proposed FedHybrid framework, since for some parts of the clients, efficient Newton-type updates are involved, the overall system enjoys a faster convergence speed compared to systems running gradient-type methods only. Thus we can maximally leverage the parallel heterogeneous computation capabilities in this setting.

In particular, if all clients in the network perform Newton-type updates, our second-order FedH-N method achieves a comparable convergence performance or outperforms DiSCO. The reason is that DiSCO uses a preconditioning matrix, which performs the best only when the clients’ data are IID.

**Relation between convergence rate and the number of Newton-type clients.** As shown in Figure 2, as the number of clients that perform Newton-type updates increases, the convergence rate of FedHybrid becomes faster. This suggests that those clients with higher computational capabilities.
and/or cheaper cost to perform computation can choose to implement Newton-type updates locally to help speedup the overall training speed of the system.

Figure 1: Comparison of convergence of different algorithms

(a) Least squares on synthetic dataset (setup (1)). (b) Logistic regression on Mushroom dataset (setup (4)).

(b) Logistic regression on synthetic dataset (setup (3)).

Figure 2: Comparison of convergence rate with different number of Newton-type clients.

6 Conclusion

This paper proposes FedHybrid, a distributed hybrid primal-dual algorithm framework that allows clients to perform either gradient-type or Newton-type updates based on their computation capacities. We provide a novel analysis framework for primal-dual algorithms and obtain a linear convergence result of FedHybrid for strongly convex objective functions. Numerical studies are also provided to demonstrate the efficacy of FedHybrid in practice. We remark that while experiments show that FedHybrid can achieve a better performance with more clients performing Newton-type updates in the network, our theoretical convergence bounds are independent of the number of clients performing Newton-type updates.

We highlight a few interesting directions for future work on FedHybrid and federated optimization. First, we could consider stochastic FedHybrid methods. For instance, each client in the network could perform stochastic gradient-type or subsampled Newton-type methods on its local dataset. Moreover, in federated applications, at each communication round, it’s possible that only a small subset of the clients are active. Thus, we could consider asynchronous updates in FedHybrid, where only a randomly selected subset of the clients perform updates at each iteration. Also, we expect FedHybrid could be generalized to broader settings, such as time-varying graphs and/or systems with non-convex objective functions.
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A Proof of Lemmas

In this section, we provide some lemmas with analysis. These results will help us to build a better understanding of the problem and will be used to prove the convergence theorems in the next section.

A.1 Proof of Lemma 3.1

This section provides the proof of Lemma 3.1.

Proof. Following from the approximated dual Newton update formula \( \tilde{\nabla}^2 g(\lambda^k) \Delta \tilde{\lambda}^k = \tilde{\nabla} g(\lambda^k) \) and the explicit form of the dual gradient \( \tilde{\nabla} g(\lambda^k) \) and the dual Hessian \( \tilde{\nabla}^2 g(\lambda^k) \) given in (3.4), we have

\[
-W \left( \nabla^2_{x,x} \tilde{L}(x^k, \lambda^k) \right)^{-1} W^T \Delta \tilde{\lambda}^k = Wx^k.
\]

We note that the null space of matrix \( W = (I_n - I_n) \otimes I_d \) is \( \text{Null}(W) = \{ I_{n+1} \otimes y : y \in \mathbb{R}^d \} \).

Thus, there exists \( y^k \in \mathbb{R}^d \) such that

\[
\left( \nabla^2_{x,x} \tilde{L}(x^k, \lambda^k) \right)^{-1} W^T \Delta \tilde{\lambda}^k + \tilde{x}^k = I_{n+1} \otimes y^k.
\]

(A.1)

Rearranging terms in A.1, we have

\[
W^T \Delta \tilde{\lambda}^k = \nabla^2_{x,x} \tilde{L}(x^k, \lambda^k) \left( I_{n+1} \otimes y^k - \tilde{x}^k \right)
= \left( \nabla^2 \tilde{f}(x^k) + \mu W^T W \right) \left( I_{n+1} \otimes y^k - \tilde{x}^k \right),
\]

(A.2)

where the last equality follows by substituting the definition of \( \nabla^2_{x,x} \tilde{L}(x^k, \lambda^k) \). Since \( (I_{n+1} \otimes I_d)W^T = 0 \), multiplying \( I_{n+1} \otimes I_d \) on both sides of A.2, we have

\[
0 = \nabla^2 \tilde{f}(x^k) \left( I_{n+1} \otimes y^k - \tilde{x}^k \right).
\]

Then, we have \( (\sum_{i \in [n]} \nabla^2 f_i(x^k_i))y^k = \sum_{i \in [n]} \nabla^2 f_i(x^k_i)x_i^k \). Therefore, we have

\[
y^k = \left( \sum_{i \in [n]} \nabla^2 f_i(x^k_i) \right)^{-1} \sum_{i \in [n]} \nabla^2 f_i(x^k_i)x_i^k.
\]

(A.3)

Substituting A.3 into A.2, we have

\[
W^T \Delta \tilde{\lambda}^k = \nabla^2_{x,x} \tilde{L}(x^k, \lambda^k) \left( I_{n+1} \otimes y^k - \tilde{x}^k \right),
\]

(A.4)

where \( y^k = (\sum_{i \in [n]} \nabla^2 f_i(x^k_i))^{-1} \sum_{i \in [n]} \nabla^2 f_i(x^k_i)x_i^k \). This concludes the proof of Lemma 3.1. \( \square \)

A.2 Reformulation Based on Consensus Update

In this section, we reformulate the augmented Lagrangian function \( \tilde{L} \) defined in (2.1) based on the consensus update (3.9) in Algorithm 1 and obtain a function \( L \). We show equivalence of functions \( \tilde{L} \) and \( L \) used in the analysis of FedHybrid. For convenience, we will use \( L \) in the subsequent analysis.

With slight abuse of notations, we note that the consensus update (3.9) in Algorithm 1 can be written as \( x_0^k = x_0(x^k, \lambda^k) \), where \( x_0 : \mathbb{R}^{nd} \times \mathbb{R}^{nd} \rightarrow \mathbb{R} \) such that for any \( x, \lambda \in \mathbb{R}^{nd} \),

\[
x_0(x, \lambda) = \left( I_{n+1} \otimes I_d \right) \left( x/n - \lambda/(\mu n) \right).
\]

(A.5)

By substituting \( x_0 = x_0(x, \lambda) \) in the consensus update defined in 1.2, we have

\[
W \tilde{x} = I_n \otimes x_0(x, \lambda) = x = -Mx - Z\lambda/\mu,
\]

(A.6)

where matrices \( Z = I_n \otimes I_d/n \in \mathbb{R}^{nd \times nd} \) and \( M = I_{nd} - Z \in \mathbb{R}^{nd \times nd} \). It’s easy to show that \( Z^2 = Z \) and \( M^2 = M \), which implies that \( 0 \preceq Z \preceq I_{nd} \) and \( 0 \preceq M \preceq I_{nd} \). Moreover, by substituting \( x_0 = x_0(x, \lambda) \) in the augmented Lagrangian function \( \tilde{L} \) defined in (2.1), we have
\( \bar{L}(\bar{x}, \lambda) = \bar{L}(x_0(x, \lambda), x, \lambda) \). Motivated by this, we define \( L : \mathbb{R}^{nd} \times \mathbb{R}^{nd} \to \mathbb{R} \) such that \( L(x, \lambda) = \bar{L}(x_0(x, \lambda), x, \lambda) \), we have
\[
L(x, \lambda) = f(x) - \lambda^T M x + \frac{\mu}{2} x^T M x - \frac{1}{2\mu} \lambda^T Z \lambda. \tag{A.7}
\]

We provide the following two lemmas to show some pivotal properties with the reformulation formula defined in (A.5) to be used in the analysis of FedHybrid. The following lemma shows the equivalence of partial gradients of functions \( \bar{L} \) and \( L \) with respect to \( x \).

**Lemma A.1.** Under Assumption 2.1, consider the augmented Lagrangian function \( \bar{L}(x_0, x, \lambda) \) defined in (2.1) and the function \( L(x, \lambda) \) defined in (A.7), with the consensus update \( x_0 = x_0(x, \lambda) \), it holds that, for any \( x, \lambda \in \mathbb{R}^{nd} \),
\[
\nabla_x L(x, \lambda) = \nabla_x \bar{L}(x_0(x, \lambda), x, \lambda).
\]

**Proof.** Taking partial gradient with respect to \( x_0 \) in (2.1), we have
\[
\nabla_{x_0} \bar{L}(x_0, x, \lambda) = (\mathbb{I}_n \otimes I_d)^T (\lambda + \mu (\mathbb{I}_n \otimes x_0 - x))
= \mu n [x_0 - x_0(x, \lambda)]
= 0,
\]
where the second equality follows from the definition of \( x_0(x, \lambda) \) and the last equality follows from the consensus update \( x_0 = x_0(x, \lambda) \). Then taking partial gradient with respect to \( x \) in (2.1), we have
\[
\nabla_x \bar{L}(x_0, x, \lambda) = \nabla f(x) - \lambda + \mu (x - \mathbb{I}_n \otimes x_0)
= \nabla f(x) - \lambda + \mu (x - \mathbb{I}_n \otimes x_0(x, \lambda))
= \nabla f(x) - \lambda + \mu (x - (Z x - Z \lambda/\mu))
= \nabla f(x) - M \lambda + \mu M x,
\]
where the second equality follows from the consensus update \( x_0 = x_0(x, \lambda) \) and the last equality follows from the definition of \( x_0(x, \lambda) \) in (A.5). By taking partial gradient with respect to \( x \) in (A.7) and using the above equation, we have
\[
\nabla_x L(x, \lambda) = \nabla f(x) - M \lambda + \mu M x = \nabla_x \bar{L}(x_0(x, \lambda).
\]

Thus, by the chain rule in calculus, we have
\[
\nabla_x \bar{L}(x_0(x, \lambda), x, \lambda) = \nabla_x x_0(x, \lambda) \nabla_{x_0} \bar{L}(x_0, x, \lambda) + \nabla_x \bar{L}(x_0, x, \lambda)
= \nabla_x \bar{L}(x_0, x, \lambda)
= \nabla_x L(x, \lambda),
\]
where the second equality follows from (A.8) and the last equality follows from (A.9). This concludes the proof of the lemma. \( \square \)

We remark that using Lemma A.1, Algorithm 1 can be rewritten in the compact form as follows. At each iteration \( k \), FedHybrid takes the following steps,
\[
x^{k+1} = x^k - A(D^k)^{-1} \nabla_x L(x^k, \lambda^k),
\lambda^{k+1} = \lambda^k + B D^k W \bar{z}^k,
x_0^{k+1} = x_0(x^{k+1}, \lambda^{k+1}). \tag{A.10}
\]

The equivalent compact form in (A.10) of FedHybrid will be used in the subsequent analysis.

The following lemma shows a pivotal property of the primal optimal value \( \bar{x}^*(\lambda^k) \) for the inner problem in Problem 2.2 with \( \lambda = \lambda^k \).

**Lemma A.2.** We consider the primal optimal value \( \bar{x}^*(\lambda^k) = (x_0^*(\lambda)^T, x^*(\lambda)^T)^T \) for the inner problem in Problem 2.2. It holds for \( \lambda \in \mathbb{R}^{nd} \) that,
\[
x_0^*(\lambda) = x_0(x^*(\lambda), \lambda),
\]
where the function \( x_0 \) is defined in (A.5).
We remark that \( \Delta \) where the second equality follows from Lemma A.2, and the last equality follows from the first-order
where \( \Delta \) is the primal tracking error defined in (4.1). For convenience, we will use \( \Delta \) in the
proof of the lemma.

We remark that \( L(x^*(\lambda), x^k) = \tilde{L}(x_0(x^*(\lambda), x^k), x^*(\lambda), x^k) = \tilde{L}(\tilde{x}^*(\lambda), \lambda)^k \). Then since \( L(x^k, \lambda^k) = \tilde{L}(x_0(x^k, \lambda^k), x^k, \lambda^k) = \tilde{L}(\tilde{x}^k, \lambda^k) \), let \( \Delta_k = L(x^k, \lambda^k) - L(x^*(\lambda), \lambda)^k \), we have
\[
\Delta_k = \Delta_k^x,
\]
where \( \Delta_k^x \) is the primal tracking error defined in (4.1). For convenience, we will use \( \Delta_k^x \) in the
subsequent analysis.

The following lemma highlights the optimality condition of the inner problem in Problem 2.2.

**Lemma A.3.** We consider the primal optimal value corresponding to clients, \( x^*(\lambda) \), for the inner
problem in Problem 2.2. It holds for any \( \lambda \in \mathbb{R}^{nd} \) that,
\[
\nabla_x L(x^*(\lambda), \lambda) = 0.
\]

**Proof.** Following from Lemma A.2, we have
\[
\nabla_x L(x^*(\lambda), \lambda) = \nabla_x L(x_0(x^*(\lambda), \lambda), x^*(\lambda), \lambda)
\]
\[
= \nabla_x L(x_0(x^*(\lambda), \lambda), x^*(\lambda), \lambda)
\]
\[
= \nabla_x L(\tilde{x}^*(\lambda), \lambda)
\]
\[
= 0,
\]
where the second equality follows from Lemma A.2, and the last equality follows from the first-order
optimality condition of the inner problem in Problem 2.2. \( \square \)

### A.3 Properties of the Dual and the Primal Functions

In this section, we provide lemmas showing some pivotal properties of the dual function \( g(\cdot) \) and the
primal function \( L(\cdot, \lambda) \) for any fixed \( \lambda \in \mathbb{R}^{nd} \), respectively.

**Lemma A.4.** Under Assumption 2.1, the dual function \( g(\cdot) \) defined in (2.2) is \( m_g \)-strongly concave
with \( m_g = 1/(\mu + \ell) \) and the gradient of the dual function \( \nabla g(\lambda) \) is \( \ell_g \)-Lipschitz continuous with
\( \ell_g = 1/\mu \).

**Proof.** Following from Lemma 2.2, the Hessian of the dual function \( g(\cdot) \) is given by:
\[
\nabla^2 g(\lambda) = -W \left( \nabla^2 \tilde{f}(\tilde{x}^*(\lambda)) + \mu W^TW \right)^{-1} W^T.
\]

Now we will prove Lemma A.4 by providing lower and upper bounds of the dual Hessian \( \nabla^2 g(\cdot) \).

Following from Assumption 2.1, we have \( (H + \mu W^TW)^{-1} \preceq (\nabla^2 \tilde{f}(\tilde{x}^*(\lambda)) + \mu W^TW)^{-1} \preceq (H + \mu W^TW)^{-1} \), where \( H = \text{diag}(0, m, \ldots, m) \otimes I_d \) and \( \tilde{H} = \text{diag}(0, \ell, \ldots, \ell) \otimes I_d \in \mathbb{R}^{(n+1)d \times (n+1)d} \) with \( m = \min_{i \in [n]} \{m_i\} \) and \( \ell = \max_{i \in [n]} \{\ell_i\} \).

For any \( s > 0 \), let \( S = \text{diag}(0, s, \ldots, s) \otimes I_d \in \mathbb{R}^{(n+1)d \times (n+1)d} \). By the inverse of a block matrix
using Schur complement [5], we have
\[
(S + \mu W^TW)^{-1} = \left( \begin{array}{cc} \mu I_d & -\mu I_d \otimes I_d \\ -\mu I_d \otimes I_d & (\mu + s)I_{nd} \end{array} \right)^{-1} = \left( \begin{array}{cc} \frac{\mu^2 + s}{\mu^2} I_d & \frac{1}{\mu^2} I_n \otimes I_d \\ \frac{1}{\mu^2} I_n \otimes I_d & \frac{1}{\mu^2} I_{nd} + \frac{\mu}{s+\ell} Z \end{array} \right).
\]
Moreover, by matrix multiplication, we have
\[ W (S + \mu W^T W)^{-1} W^T = \frac{1}{\mu + s} I_{nd} + \frac{s}{\mu(\mu + s)} Z. \]

Also note that for any matrix \( S \in \mathbb{R}^{(n+1)d \times (n+1)d} \), if \( S \preceq S \preceq S \), we have \( W S W^T \preceq W S W^T \preceq W S W^T \). Thus, using the fact that \( 0 \preceq Z \preceq I \), we have
\[ \frac{1}{\mu + s} I_{nd} \preceq W (S + \mu W^T W)^{-1} W^T \preceq \frac{1}{\mu} I_{nd}. \]

Thus, we obtain the following lower and upper bounds on the dual Hessian,
\[ \frac{1}{\mu + \ell} I_{nd} \preceq W (H + \mu W^T W)^{-1} W^T \preceq -\nabla^2 g(\lambda) \preceq W (H + \mu W^T W)^{-1} W^T \preceq \frac{1}{\mu} I_{nd}. \]

Therefore, we conclude that the dual function \( g(\cdot) \) is \( m_g \)-strongly concave with \( m_g = 1/(\mu + \ell) \) and \( \nabla g(\cdot) \) is \( \ell_g \)-Lipschitz continuous with \( \ell_g = 1/\mu \).

We remark that there are existing literature \([2, 21, 31]\) studying dual problems and showing the strong concavity and Lipschitz gradients of the dual function \( g(\cdot) \). While here we provide tighter bounds with constants \( m_g \) and \( \ell_g \) defined in Lemma A.4 utilizing the structure of the server-client topology.

**Lemma A.5.** Under Assumption 2.1, for any fixed \( \lambda \in \mathbb{R}^{nd} \), the function \( L(x, \lambda) \) is convex with respect to \( x \) and its partial gradient \( \nabla_x L(x, \lambda) \) is \( \ell_L \)-Lipschitz continuous with constant \( \ell_L = \ell + \mu \).

**Proof.** Taking partial Hessian with respect to \( x \) of the function \( L \) defined in (A.7), we have
\[ \nabla^2_{xx} L(x, \lambda) = \nabla^2 f(x) + \mu M. \]

Then under Assumption 2.1 and using the fact that \( 0 \preceq M \preceq I_{nd} \), we have
\[ mI_{nd} \preceq \nabla^2_{xx} L(x, \lambda) \preceq (\ell + \mu) I_{nd}. \]

Thus, we conclude that for any fixed \( \lambda \in \mathbb{R}^{nd} \), the function \( L(x, \lambda) \) is convex with respect to \( x \) and its partial gradient \( \nabla_x L(x, \lambda) \) is \( \ell_L \)-Lipschitz continuous with constants \( \ell_L = \ell + \mu \).

**A.4 Analysis of Lemmas 4.3 and 4.4**

In this section, we provide proofs of Lemmas 4.3 and 4.4. Before that, we first introduce the following lemma, which will be used frequently in the subsequent proofs.

**Lemma A.6.** Under Assumption 2.1, it holds for all \( k = 0, 1, \ldots, K - 1 \) that,
\[ \| W \bar{x}^k - W \bar{x}^*(\lambda^k) \|^2_{BD^k} \leq \frac{1}{m^2} \| \nabla_x L(x^k, \lambda^k) \|^2, \]

where constants \( \beta = \max\{ \max_{i \in J_1} \{ b_i \}, \max_{i \in J_2} \{ b_i (\ell_i + \mu) \} \} \) and \( \mu \) is the penalty term in \( L \) defined in (A.7).

**Proof.** By (A.6) and Lemma A.2, we have
\[ \| W \bar{x}^k - W \bar{x}^*(\lambda^k) \|^2_{BD^k} = \left\| -M (x^k - x^*(\lambda^k)) - \frac{1}{\mu} Z (\lambda^k - \lambda^k) \right\|^2_{BD^k} \]
\[ = \left\| M (x^k - x^*(\lambda^k)) \right\|^2_{BD^k} \]
\[ \leq \beta \left\| M (x^k - x^*(\lambda^k)) \right\|^2 \]
\[ \leq \beta \| x^k - x^*(\lambda^k) \|^2, \tag{A.12} \]

where the first inequality follows from the fact that \( \| BD^k \| \leq \beta \) and the last inequality follows from the fact that \( \| M \| = 1 \).
Now, we aim to upper bound the RHS of (A.12) using \( \| \nabla_x L(x^k, \lambda^k) \|^2 \). Using Lemma A.3, we have
\[
\nabla_x L(x^k, \lambda^k) = \nabla_x L(x^k, \lambda^k) - \nabla_x L(x^*(\lambda^k), \lambda^k) \\
= \nabla f(x^k) - \nabla f(x^*(\lambda^k)) + \mu M (x^k - x^*(\lambda^k)) \\
= (\nabla^2 f(z) + \mu M) (x^k - x^*(\lambda^k)), \tag{A.13}
\]
where \( z = \gamma x^k + (1 - \gamma)x^*(\lambda^k) \) with some \( 0 \leq \gamma \leq 1 \) and the last equality follows from the mean value theorem. Under Assumption 2.1, using the fact that \( 0 \leq M \leq I_{nd} \), we have
\[
\| \nabla^2 f(z) + \mu M \| \geq mI_{nd}. \tag{A.14}
\]
Combining (A.13) and (A.14), we have
\[
\| \nabla_x L(x^k, \lambda^k) \|^2 = \| (\nabla^2 f(z) + \mu M) (x^k - x^*(\lambda^k)) \|^2 \\
\geq m^2 \| x^k - x^*(\lambda^k) \|^2. \tag{A.15}
\]
Thus, combing (A.12) and (A.15), we have
\[
\| W_{\tilde{x}^k} - W_{\tilde{x}^*}(\lambda^k) \|^2 \leq \frac{\beta}{m^2} \| \nabla_x L(x^k, \lambda^k) \|^2.
\]
This concludes the proof of the lemma.

Now we provide the proof of Lemma 4.3.

Proof of Lemma 4.3. Using the \( \ell_p \)-Lipschitz continuity of \( \nabla g(\cdot) \) in Lemma A.4, we have
\[
g(\lambda^{k+1}) \geq g(\lambda^k) + \langle \nabla g(\lambda^k), \lambda^{k+1} - \lambda^k \rangle - \frac{\ell_g}{2} \| \lambda^{k+1} - \lambda^k \|^2 \\
= g(\lambda^k) + \left( \langle \nabla g(\lambda^k), BD^k W_{\tilde{x}^k} \rangle - \frac{\ell_g}{2} \| \lambda^{k+1} - \lambda^k \|^2 \right) \text{ term (i)} \\
- \left( \langle \nabla g(\lambda^k), BD^k W_{\tilde{x}^*}(\lambda^k) \rangle - \frac{\ell_g}{2} \| \lambda^{k+1} - \lambda^k \|^2 \right) \text{ term (ii)}, \tag{A.16}
\]
where the inequality follows from the equivalence of Lipschitz continuity of \( g(\cdot) \) [22] and the equality follows from the dual update of \( \lambda^k \) in (A.10).

In the sequel, we will provide bounds on terms (i) and (ii), respectively.

Term (i). Adding and subtracting a term \( \langle \nabla g(\lambda^k), BD^k \nabla g(\lambda^k) \rangle \) in term (i), we have
\[
\langle \nabla g(\lambda^k), BD^k W_{\tilde{x}^k} \rangle = \langle \nabla g(\lambda^k), BD^k W_{\tilde{x}^k} - BD^k \nabla g(\lambda^k) \rangle + \langle \nabla g(\lambda^k), BD^k \nabla g(\lambda^k) \rangle \\
\geq -\frac{1}{2} \| \nabla g(\lambda^k) \|^2_{BD^k} - \frac{1}{2} \| W_{\tilde{x}^k} - \nabla g(\lambda^k) \|^2_{BD^k} + \| \nabla g(\lambda^k) \|^2_{BD^k} \\
= \frac{1}{2} \| \nabla g(\lambda^k) \|^2_{BD^k} - \frac{1}{2} \| W_{\tilde{x}^k} - W_{\tilde{x}^*}(\lambda^k) \|^2_{BD^k}, \tag{A.17}
\]
where the inequality follows from Cauchy-Schwarz inequality and the last equality follows from Lemma 2.2.

Term (ii). Consider the dual update in (A.10), we have
\[
\| \lambda^{k+1} - \lambda^k \|^2 = \| BD^k W_{\tilde{x}^*}(\lambda^k) \|^2 \\
\leq 2 \| BD^k W_{\tilde{x}^*}(\lambda^k) - BD^k W_{\tilde{x}^*}(\lambda^k) \|^2 + 2 \| BD^k W_{\tilde{x}^*}(\lambda^k) \|^2 \\
= 2 \| BD^k W_{\tilde{x}^k} - BD^k W_{\tilde{x}^*}(\lambda^k) \|^2 + 2 \| BD^k \nabla g(\lambda^k) \|^2 \\
\leq 2 \beta \| W_{\tilde{x}^k} - W_{\tilde{x}^*}(\lambda^k) \|^2_{BD^k} + 2 \beta \| \nabla g(\lambda^k) \|^2_{BD^k}, \tag{A.18}
\]
where \( \beta = \max\{ \max_{i \in I_1} \{ b_i \} \}, \max_{i \in I_2} \{ b_i (\ell_i + \mu) \} \}, \) the first inequality follows from Cauchy-Schwarz inequality, and the last equality follows from Lemma 2.2 and the fact that \( \| BD^k \| = \max_{i \in [n]} \{ b_i \| D^k_i \| \} \leq \beta. \)
Substituting (A.17) and (A.18) into (A.16), we have
\[
g(\lambda^{k+1}) \geq g(\lambda^k) + \left( \frac{1}{2} - \beta \ell_g \right) \| \nabla g(\lambda^k) \|_{BD^k}^2 - \left( \frac{1}{2} + \beta \ell_g \right) \| W \bar{x}^k - W \bar{x}^*(\lambda^k) \|_{BD^k}^2. \tag{A.19}\]

Next, we use Lemma A.6 to upper bound the last term in (A.19) with an alternative primal tracking error \( \| \nabla_x L(x^k, \lambda^k) \|_{BD^k}^2 \). Following from Lemma A.6, subtracting the dual optimal value \( g(\lambda^*) \) and taking a negative sign on both sides of (A.19), we have
\[
\Delta_{\lambda}^{k+1} \leq \Delta_{\lambda} - \left( \frac{1}{2} - \beta \ell_g \right) \| \nabla g(\lambda^k) \|_{BD^k}^2 + \left( \frac{1}{2} + \beta \ell_g \right) \frac{\beta}{m^2} \| \nabla_x L(x^k, \lambda^k) \|_{BD^k}^2,
\]
where \( \Delta_{\lambda} \) is defined in (4.1). This concludes the proof of the lemma.

Next, we provide the proof of Lemma 4.4.

**Proof of Lemma 4.4.** Consider the tracking error of the primal updates \( \Delta_{x^k} \) defined in (4.1), we have
\[
\Delta_{x}^{k+1} = L(x^{k+1}, \lambda^{k+1}) - L(x^*(\lambda^{k+1}), \lambda^{k+1}) = L(x^{k+1}, \lambda^{k+1}) - L(x^*(\lambda^{k+1}), \lambda^{k}) + L(x^*(\lambda^{k}), \lambda^{k}) - L(x^*(\lambda^{k}), \lambda^{k})\tag{A.20}
\]

For Term (A), consider the function \( L \) defined in (A.7), we have
\[
L(x^{k+1}, \lambda^{k+1}) - L(x^*(\lambda^{k+1}), \lambda^{k}) = (\lambda^{k+1} - \lambda^{k})^T (-M x^{k+1}) + \frac{1}{2 \mu} (\lambda^{k+1})^T Z \lambda^{k+1} + \frac{1}{2 \mu} (\lambda^{k+1} - \lambda^{k})^T Z \lambda^{k+1} + \frac{1}{2 \mu} (\lambda^{k+1} - \lambda^{k})^T Z \lambda^k \tag{A.21}
\]

where the last equality follows from (A.6). Next, we will bound terms (A.1) and (A.2), respectively.

**Term (A.1).** Based on the dual updates in Algorithm 1, we have
\[
(\lambda^{k+1} - \lambda^{k})^T W \bar{x}^{k+1} = (BD^k W \bar{x}^k) \times W \bar{x}^{k+1} = \| W \bar{x}^k \|_{BD^k}^2 + (W \bar{x}^k)^T BD^k (W \bar{x}^{k+1} - W \bar{x}^k) \leq \| W \bar{x}^k \|_{BD^k}^2 + \frac{1}{2} \| W \bar{x}^{k+1} - W \bar{x}^k \|_{BD^k}^2 \tag{A.22}
\]

where the inequality follows from Cauchy-Schwarz inequality. Now we bound upper terms (A.1.1) and (A.1.2), respectively.
Term (A.1.1). Using Cauchy-Schwarz inequality, we have

\[
\|W\tilde{x}^k\|_{BD^k}^2 \leq 2 \|W\tilde{x}^k - W\tilde{x}^*(\lambda^k)\|_{BD^k}^2 + 2 \|W\tilde{x}^*(\lambda^k)\|_{BD^k}^2 \\
= 2 \|W\tilde{x}^k - W\tilde{x}^*(\lambda^k)\|_{BD^k}^2 + 2 \|\nabla g(\lambda^k)\|_{BD^k}^2.
\]

(A.23)

By using Lemma A.6 and following from (A.23), we have

\[
\|W\tilde{x}^k\|_{BD^k}^2 \leq \frac{2\beta}{m^2} \|\nabla x L(x^k, \lambda^k)\|_{BD^k}^2 + 2 \|\nabla g(\lambda^k)\|_{BD^k}^2.
\]

(A.24)

Term (A.1.2). Based on (A.6), we have

\[
\|W\tilde{x}^{k+1} - W\tilde{x}^k\|_{BD^k}^2 = \left\| -M(x^{k+1} - x^k) - \frac{1}{\mu} Z (\lambda^{k+1} - \lambda^k) \right\|_{BD^k}^2 \\
\leq 2 \|M(x^{k+1} - x^k)\|_{BD^k}^2 + 2 \left\| \frac{1}{\mu} Z (\lambda^{k+1} - \lambda^k) \right\|_{BD^k}^2 \\
\leq 2 \|x^{k+1} - x^k\|_{BD^k}^2 + \frac{2\beta}{\mu^2} \|\lambda^{k+1} - \lambda^k\|_{BD^k}^2,
\]

(A.25)

where the first inequality follows from Cauchy-Schwarz inequality and the last inequality follows from the fact that \(\|M\| = \|Z\| = 1\).

Based on the fact that \(\|BD^k\| \leq \beta\) and the primal update in (A.10), we have

\[
\|x^{k+1} - x^k\|_{BD^k}^2 \leq \beta \|x^{k+1} - x^k\|^2 = \beta \|A(D^k)^{-1}\nabla x L(\tilde{x}^k, \lambda^k)\|^2.
\]

(A.26)

By combining (A.18) and Lemma A.6, we have

\[
\|\lambda^{k+1} - \lambda^k\|_{BD^k}^2 \leq \beta \|\lambda^{k+1} - \lambda^k\|^2 \\
\leq \frac{2\beta^2}{m^2} \|\nabla x L(x^k, \lambda^k)\|^2 + 2\beta^2 \|\nabla g(\lambda^k)\|_{BD^k}^2.
\]

(A.27)

Thus, substituting (A.26) and (A.27) into (A.25), we have

\[
\|W\tilde{x}^{k+1} - W\tilde{x}^k\|_{BD^k}^2 \leq 2\beta \|A(D^k)^{-1}\nabla x L(\tilde{x}^k, \lambda^k)\|^2 + \frac{4\beta^2}{m^2\mu^2} \|\nabla x L(x^k, \lambda^k)\|^2 + \frac{4\beta^2}{\mu^2} \|\nabla g(\lambda^k)\|_{BD^k}^2.
\]

(A.28)

Thus, substituting (A.24) and (A.28) into (A.22), we have

\[
(\lambda^{k+1} - \lambda^k)^T W\tilde{x}^{k+1} \leq \frac{\beta (3\mu^2 + 2\beta^2)}{m^2\mu^2} \|\nabla x L(x^k, \lambda^k)\|^2 + (3 + \frac{2\beta^2}{\mu^2}) \|\nabla g(\lambda^k)\|_{BD^k}^2 + \beta \|A(D^k)^{-1}\nabla x L(x^k, \lambda^k)\|^2.
\]

(A.29)

Term (A.2). Using the fact that \(\|Z\| = 1\) and combining (A.18) and Lemma A.6, we have

\[
(\lambda^{k+1} - \lambda^k)^T Z (\lambda^{k+1} - \lambda^k) \leq \|Z\| \|\lambda^{k+1} - \lambda^k\|^2 \\
\leq \frac{2\beta^2}{m^2} \|\nabla x L(x^k, \lambda^k)\|^2 + 2\beta \|\nabla g(\lambda^k)\|_{BD^k}^2.
\]

(A.30)

Therefore, substituting (A.29) and (A.30) into (A.21), we have

\[
L(x^{k+1}, \lambda^{k+1}) - L(x^{k+1}, \lambda^k) \\
\leq \frac{\beta (3\mu^2 + 2\beta^2) + \beta\mu}{m^2\mu^2} \|\nabla x L(x^k, \lambda^k)\|^2 + \left(3 + \frac{2\beta^2}{\mu^2} + \frac{\beta\mu}{\mu} \right) \|\nabla g(\lambda^k)\|_{BD^k}^2 + \beta \|A(D^k)^{-1}\nabla x L(\tilde{x}^k, \lambda^k)\|^2.
\]

(A.31)

This provides an upper bound on term (A).
Term (B). Using the $\ell_L$-Lipschitz continuity of $\nabla_x L(x, \lambda^k)$ from Lemma A.1, we have

$$L(x^{k+1}, \lambda^k) \leq L(x^k, \lambda^k) + \nabla_x L(x^k, \lambda^k)^\top (x^{k+1} - x^k) + \frac{\ell_L}{2} \|x^{k+1} - x^k\|^2$$  \hspace{1cm} (A.32)

where the equality follows from the primal updates in Algorithm A.10. Subtracting $L(x^*(\lambda^k), \lambda^k)$ on both sides of (A.32), we have the following upper bound on term (B):

$$L(x^{k+1}, \lambda^k) - L(x^*(\lambda^k), \lambda^k) \leq \Delta_x^k - \|\nabla_x L(x^k, \lambda^k)\|^2_{A(D^k)^{-1}} + \frac{\ell_L}{2} \|A(D^k)^{-1}\nabla_x L(x^k, \lambda^k)\|^2.$$  \hspace{1cm} (A.33)

Term (C). Using the dual function $g(\lambda^k)$ defined in Problem 2.2 and the dual optimality gap $\Delta^k_\lambda$ defined in (4.1), we have

$$L(x^*(\lambda^k), \lambda^k) - L(x^*(\lambda^{k+1}), \lambda^{k+1}) = g(\lambda^k) - g(\lambda^{k+1}) = \Delta^k_\lambda - \Delta^{k+1}_\lambda.$$  \hspace{1cm} (A.34)

Substituting (A.31), (A.33), and (A.34) into (A.20), we have

$$\Delta^{k+1}_\lambda \leq \Delta^k_\lambda + \left(3 + \frac{2\beta^2}{\mu^2} + \frac{\beta}{\mu}\right) \|\nabla g(\lambda^k)\|^2_{BD^k} + \Delta^k_\lambda - \Delta^{k+1}_\lambda$$  \hspace{1cm} (A.35)

$$- \nabla_x L(x^k, \lambda^k)^\top \left(A(D^k)^{-1} - \left(\beta + \frac{\ell_L}{2}\right) A^2(D^k)^{-2} - \frac{\beta (3\mu^2 + 2\beta^2 + \beta \mu)}{m^2 \mu^2} I\right) \nabla_x L(x^k, \lambda^k).$$

Finally, using (A.11), we conclude the proof of the lemma.

\[\Box\]

B Proof of Theorems

In this section, we provide the proof of Theorem 4.1. Before that, we first introduce the following lemma with some pivotal results derived from condition of stepsizes (4.2). For convenience, for any symmetric matrix $X$, we denote by $\theta_{\min}(X)$ its smallest eigenvalue.

Lemma B.1. Under Assumption 2.1, we suppose that the stepsizes satisfy (4.2). It holds that

$$\beta \leq \min \left\{ \frac{\mu}{9}, \frac{\alpha m^2}{21} \right\}, \quad \|A(D^k)^{-1}\| \leq \frac{1}{2(2\beta + \ell_L)}.$$  \hspace{1cm}

Moreover, consider constants $\alpha$ and $\beta$ defined in 4.1, we have,

$$\alpha \leq \theta_{\min}(A(D^k)^{-1}), \quad \beta \leq \theta_{\min}(BD^k).$$

Proof. First note that when dual stepsizes satisfy (4.2), we have

$$\beta = \max \left\{ \max_{i \in J_1} b_i, \max_{i \in J_2} b_i(\ell_i + \mu) \right\} \leq \min \left\{ \frac{\mu}{9}, \frac{\alpha m^2}{21} \right\}.$$  \hspace{1cm}

If primal stepsizes satisfy (4.2), using $\beta \leq \mu/9$ and $\ell_L = \mu + \ell$ defined in Lemma A.5, we have

$$\|A(D^k)^{-1}\| = \max_{i \in [n]} \|A_i\| \leq \frac{a_i}{m_i + \mu} \leq \frac{1}{2(\frac{\mu}{9} + \ell)} \leq \frac{1}{2(2\beta + \ell_L)}.$$  \hspace{1cm}

Moreover, by the definition of $\alpha$ and $\beta$ in Theorem 4.1, we have

$$\alpha = \min \left\{ \min_{i \in J_1} a_i, \min_{i \in J_2} a_i(\ell_i + \mu) \right\} \leq \min_{i \in [n]} a_i \theta_{\min}(D^k)^{-1} = \theta_{\min}(A(D^k)^{-1}),$$  \hspace{1cm}

$$\beta = \min \left\{ \min_{i \in J_1} b_i, \min_{i \in J_2} b_i(m_i + \mu) \right\} \leq \min_{i \in [n]} b_i \theta_{\min}(D^k) = \theta_{\min}(BD^k).$$

\[\Box\]

Next, we provide some bounds on a constant and a matrix related to $\kappa$ and $P^k$ defined in Lemma 4.4, respectively. They will be used in the subsequent analysis.
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Lemma B.2. Under Assumption 2.1, we suppose that the stepsizes satisfy (4.2). It holds that
\[ \kappa + 12\ell g \beta \leq \frac{9}{2}, \quad \theta_{\min}(Q^k) \geq \frac{\alpha}{4}, \]
where the matrix \( Q^k = P^k - (6 + 12\ell g)\beta/m^2I \), the constant \( \kappa \) and the matrix \( P^k \) are defined in Lemma 4.4, the Lipschitz constant \( \ell g \) is defined in Lemma A.4, and \( \alpha \) is defined in Theorem 4.1.

Proof. By direct calculation, when \( \beta \leq \mu/9 \) as assumed in (4.2), with \( \ell g = 1/\mu \), we have
\[ \kappa + 12\ell g \beta = 3 + 2\beta^2/\mu^2 + 13\beta/\mu \leq 9/2. \] (B.1)
Then consider the matrix \( Q^k = P^k - (6 + 12\ell g)\beta/m^2I \), we have
\[
Q^k = A(Dk)^{-1} - \left( \beta + \frac{\ell g}{2} \right) A^2(Dk)^{-2} - \frac{(\kappa + 12\ell g \beta + 6)\beta}{m^2} I \\
\geq A(Dk)^{-1} - \left( \beta + \frac{\ell g}{2} \right) A^2(Dk)^{-2} - \frac{21\beta}{2m^2} I \\
\geq \frac{1}{2} A(Dk)^{-1} - \left( \beta + \frac{\ell g}{2} \right) A^2(Dk)^{-2} \\
= \frac{1}{2} A^{1/2}(Dk)^{-1/2} \left[ I - (2\beta + \ell g) A(Dk)^{-1} \right] A^{1/2}(Dk)^{-1/2},
\] (B.2)
where the first inequality follows from the condition that \( \beta \leq \mu/9 \) and (B.1) and the last inequality follows from the condition that \( \beta \leq \alpha m^2/21 \) and Lemma B.1.

Thus, consider the smallest eigenvalue to the matrix \( Q^k \), following from (B.2), we have
\[
\theta_{\min}(Q^k) \geq \frac{1}{2} \theta_{\min} \left( A^{1/2}(Dk)^{-1/2} \left[ I - (2\beta + \ell g) A(Dk)^{-1} \right] A^{1/2}(Dk)^{-1/2} \right) \\
\geq \frac{1}{2} [1 - (2\beta + \ell g)] \| A(Dk)^{-1} \| \theta_{\min}(A(Dk)^{-1}) \\
\geq \frac{1}{4} \theta_{\min}(A(Dk)^{-1}) \\
\geq \frac{\alpha}{4},
\]
where the third inequality follows from Lemma B.1 and the condition that \( \beta \leq \mu/9 \) and the last inequality follows from Lemma B.1. \qed

Now we provide the proof of Theorem 4.1.

B.1 Proof of Theorem 4.1

Proof. By multiplying Lemma 4.3 by 12 and adding Lemma 4.4, we have
\[ 13\Delta_{\lambda}^{k+1} + \Delta_{\lambda}^{k+1} \leq 13\Delta_{\lambda}^{k} - (6 - 12\ell g \beta - \kappa) \left\| \nabla g(\lambda^k) \right\|^2_{B_{D^k}} + \Delta_{\lambda}^k + \left\| \nabla_x (x^k, \lambda^k) \right\|^2_{Q^k}, \] (B.3)
where the matrix \( Q^k = P^k - (6 + 12\ell g)\beta/m^2I \).

Following from the \( m_g \)-strong concavity of \( g(\lambda) \) in Lemma A.4 with \( m_g = 1/(\mu + \ell) \), we have
\[ \left\| \nabla g(\lambda^k) \right\|^2 \geq 2 m_g \left( g(\lambda^*) - g(\lambda^k) \right) = \frac{2}{\mu + \ell} \Delta_{\lambda}^k. \] (B.4)

Thus, when taking \( \beta \leq \mu/9 \), following from Lemma B.2, we have
\[
(6 - 12\ell g \beta - \kappa) \left\| \nabla g(\lambda^k) \right\|^2_{B_{D^k}} \geq \frac{3}{2} \left\| \nabla g(\lambda^k) \right\|^2_{B_{D^k}} \\
\geq \frac{3}{2} \theta_{\min}(B D^k) \left\| \nabla g(\lambda^k) \right\|^2 \geq \frac{3\beta}{(\mu + \ell)} \Delta_{\lambda}^k,
\] (B.5)
where the last inequality follows from Lemma B.1 and (B.4).

Similarly, following from the m-strong convexity of \( L(\cdot, \lambda^k) \) in Lemma A.5, we have

\[
\| \nabla_x L(x^k, \lambda^k) \|^2 \geq 2m \left( L(x^k, \lambda^k) - L(x^*(\lambda^k), \lambda^k) \right) = 2m \Delta_x^k. \tag{B.6}
\]

Thus, when taking \( \beta \leq \mu/9 \), we have

\[
\frac{\alpha}{4} \| \nabla_x L(x^k, \lambda^k) \|^2 \geq \frac{\alpha}{4} \| \nabla_x L(x^k, \lambda^k) \|^2 \\
\geq \frac{\alpha}{2} m \Delta_x^k,
\]

where the second inequality follows from Lemma B.2 and the last inequality follows from (B.6).

Finally, substituting (B.5) and (B.7) into (B.3), we have

\[
13\Delta_{\lambda}^{k+1} + \Delta_x^{k+1} \leq 13\Delta_{\lambda}^k - \frac{3\beta}{\mu + \ell} \Delta_{\lambda}^k + \left( 1 - \frac{m\alpha}{2} \right) \Delta_x^k \\
\leq 13 \left( 1 - \frac{3\beta}{13(\mu + \ell)} \right) \Delta_{\lambda}^k + \left( 1 - \frac{m\alpha}{2} \right) \Delta_x^k \\
\leq (1 - \rho) \left( 13\Delta_{\lambda}^k + \Delta_x^k \right),
\]

where \( \rho = \min\left\{ \frac{3\beta}{13(\mu + \ell)}, \frac{m\alpha}{2} \right\} \). Thus, let \( \Delta^k = 13\Delta_{\lambda}^k + \Delta_x^k \), following from (A.11), we have

\[
\Delta^{k+1} \leq (1 - \rho) \Delta^k.
\]

This concludes the proof of our theorem. \( \square \)

### C Details for Numerical Experiments

In this section, we present more details on experimental results for FedHybrid method. In particular, we consider least squares problems and binary classification problems in a server-client network, both over synthetic and real-life datasets. All the experiments are conducted on 3.30GHz Intel Core i9 CPUs, Ubuntu 20.04.2, in Python 3.8.5.

#### C.1 Experimental Setup

We evaluate all algorithms on four setups with non-IID data partitioning: (1) Linear regression on a synthetic dataset. (2) Linear regression on a non-IID partitioned Boston housing prices dataset. (3) Regularized logistic regression on a synthetic dataset. (4) Regularized logistic regression on a non-IID partitioned mushroom dataset. We introduce the four setups as follows.

As an initial study, we consider the regularized linear regression problem in the following form,

\[
\min_{\omega \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} \frac{1}{N_i} \| A_i \omega - b_i \|^2 + \frac{\rho}{2} \| \omega \|^2,
\]

(C.1)

where \( n \) is the number of clients in the network, \( d \) is the dimension of the decision variable, \( N_i \) is the size of local dataset, \( A_{ki} \in \mathbb{R}^{N_i \times d} \) is the design matrix at client \( i \), \( b_{ki} \in \mathbb{R}^{N_i} \) is the response vector at client \( i \), and \( \rho \geq 0 \) is the penalty parameter. For the regularized linear regression model defined in (C.1), we consider the following two setups with non-IID data partitioning.

(1) Linear regression on a synthetic dataset. We set \( n = 20 \), \( d = 30 \) and local dataset sizes \( N_i \sim \text{lognormal}(4, 2) + 50 \). To obtain a non-IID data distribution among clients, at each client \( i \), we generate a scaling value \( \eta_i \sim \mathcal{N}(0, \gamma) \) with variance \( \gamma = 1 \) and set \( A_i = \eta_i \hat{A}_i \), where \( \hat{A}_i \in \mathbb{R}^{|\mathcal{D}_i| \times d} \) is a matrix with each element following a uniform distribution over \( (0, 1) \). We also generate an unknown parameter vector \( x_0 \in \mathbb{R}^d \), \( x_0 \sim \mathcal{N}(0, I_d) \). Given the design matrix \( A_i \) and a parameter \( x_0 \), the response vector \( b_i \in \mathbb{R}^{N_i} \) is generated as \( b_i = A_i x_0 + \nu_i \), where the noise vector \( \nu_i \in \mathbb{R}^{N_i} \) is generated as \( \nu_i \sim \mathcal{N}(0, \sigma^2 I_{N_i}) \) for \( \sigma = 0.5 \).
(2) Linear regression on a non-IID partitioned Boston housing prices dataset. We use the Boston housing prices dataset from UCI [10]. For data preprocessing, we add an additional vector of all ones in the design matrix and normalize it. Thus, we have $d = 14$. We set $n = 8$ and local dataset sizes $N_i$ following a uniform distribution. To obtain a non-IID data partitioned among clients, we sort the response in an ascending order and then distribute data points to each client by turns according to $N_i$.

Next, we explore the behavior of algorithms for solving binary classification problems. In this setting, we use the following logistic regression model,

$$
\min_{\omega \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} \frac{1}{N_i} \sum_{j=1}^{N_i} [-y_i \log h_i - (1 - y_i) \log(1 - h_i)] + \frac{\rho}{2} \|\omega\|^2,
$$

(C.2)

where $h_i = 1/(1 + \exp(-\omega^T x_i))$, $n$ is the number of clients in the network, $d$ is the dimension of the decision variable, $N_i$ is the size of local dataset, $x_i \in \mathbb{R}^{d \times N_i}$ is the feature matrix at client $i$, $y_i \in \mathbb{R}^{N_i}$ is the label of local data at client $i$, and $\rho$ is the penalty parameter. For the regularized logistic regression model in (C.2), we consider the following two setups with non-IID data partitioning.

(3) Regularized logistic regression on a synthetic dataset. The dataset Synthetic(0.5, 0.5) is originally introduced in [14]. We set $n = 20$, $d = 30$ and local dataset sizes $N_i \sim \lognormal(4, 2) + 50$. To obtain a non-IID data distribution among clients, we set eleven and eight clients to only have data points with label 0 and 1, respectively, and one client to have data points with both labels.

(4) Regularized logistic regression on non-IID partitioned a mushroom dataset. We use the Mushroom dataset from UCI [10]. For data preprocessing, we encode categorical features, add an additional vector of all ones and normalize the design matrix. In this way, we have $d = 99$. We set $n = 20$ and local dataset sizes $N_i$ following a uniform distribution. To obtain a non-IID data partitioned among clients, we set four and three clients to only have data points with label 0 and 1, respectively, and one client to have data points with both labels.

C.2 Supplementary Experimental Results

![Figure 3: Comparison of convergence of different algorithms](image)

(a) Least squares on synthetic dataset (setup (1))  (b) Logistic regression on synthetic dataset (setup (3))

In Figure 3, we provide more results on the comparison of methods FedAvg, DiSCO, and FedHybrid. We remark that with some clients in the network performing Newton-type updates, FedHybrid improves the overall training speed a lot and outperforms the baseline method FedAvg consistently.

In particular, if all clients in the network perform Newton-type updates, our second-order FedH-N method achieves a comparable convergence performance compared with DiSCO.

In Figure 4, we provide more results on the comparison of convergence rate with different number of Newton-type clients. We remark that as the number of clients that run Newton-type updates increases, the convergence rate of FedHybrid method becomes faster.
Figure 4: Comparison of convergence rate with different number of Newton-type clients.

(a) Least squares on synthetic dataset (setup (1)).
(b) Least squares on synthetic dataset (setup (1)).
(c) Least squares on Boston dataset (setup (2)).
(d) Logistic regression on Mushroom dataset (setup (4)).