Abstract

Let $S_T(k)$ denote the set of distinct substrings of length $k$ in a string $T$, then the $k$-th substring complexity is defined by its cardinality $|S_T(k)|$. Recently, $\delta = \max\{|S_T(k)|/k : k \geq 1\}$ is shown to be a good compressibility measure of highly-repetitive strings. In this paper, given $T$ of length $n$ in the run-length compressed form of size $r$, we show that $\delta$ can be computed in $C_{sort}(r,n)$ time and $O(r)$ space, where $C_{sort}(r,n) = O(\min(r \lg r, r \lg \lg r))$ is the time complexity for sorting $r \lg n$-bit integers in $O(r)$ space in the Word-RAM model with word size $\Omega(\lg n)$.

1 Introduction

Data compression has been one of the central topics in computer science and recently becomes much more important as data continues growing faster than ever before. One data category that is rapidly increasing is highly-repetitive strings, which have many long common substrings. Typical examples of highly-repetitive strings are genomic sequences collected from similar species and versioned documents. It is known that highly-repetitive strings can be compressed much smaller than entropy-based compressors by utilizing repetitive-aware data compressions such as LZ76 [14], bidirectional macro scheme [21], grammar compression [12], collage system [11], and run-length compression of Burrows-Wheeler Transform [4]. Moreover, many efforts have been devoted for efficient algorithms to conduct useful operations on compressed data (without explicitly decompressing it) such as random access and string pattern matching. We refer readers to the comprehensive survey [16, 17] for recent developments in this area.

Since the compressibility of highly-repetitive strings is not captured by the information entropy, how to measure compressibility for highly-repetitive strings is a long standing question. Addressing this problem, Kempa and Prezza [10] proposed a new concept of string attractors; a set of positions $\Gamma$ is called an attractor of a string $T$ iff any substring of $T$ has at least one occurrence intersecting with a position in $\Gamma$. They showed that there is a string attractor behind...
existing repetitive-aware data compressions and the size $\gamma$ of the smallest attractor lower bounds and well approximates the size of them. In addition, this and subsequent studies revealed that it is possible to design “universal” compressed data structures built upon any string attractor $\Gamma$ to support operations such as random access and string pattern matching [11, 19, 18]. A drawback of string attractors is that computing the size $\gamma$ of the smallest string attractors is NP-hard [10]. As a substitution of $\gamma$, Christiansen et al. [5] proposed another repetitive-aware compressibility measure $\delta$ defined as the maximum of normalized substring complexities $\max\{|S_T(k)|/k : k \geq 1\}$, where $S_T(k)$ denotes the set of substrings of length $k$ in $T$. They showed that $\delta \leq \gamma$ always holds and there is an $O(\delta \lg(n/\delta))$-size data structure for supporting efficient random access and string pattern matching.

Although substring complexities were used in [20] to approximate the number of LZ76 phrases in sublinear time, it is very recent that $\delta$ gains an attention as a gold standard of repetitive-aware compressibility measures [5]. Recent studies have shown that $\delta$ possesses desirable properties as a compressibility measure. One of the properties is the robustness. For example, we would hope for a compressibility measure to monotonically increase while appending/prepending characters to a string. It was shown that $\delta$ has this monotonicity [13] while $\gamma$ is not [15]. Akagi et al. [1] studied the sensitivity of repetitive measures to edit operations and the results confirmed the robustness of $\delta$.

From algorithmic aspects, for a string of length $n$, $\delta$ can be computed in $O(n)$ time and space [5]. This contrasts with $\gamma$ and the smallest compression size in some compression schemes like bidirectional macro scheme, grammar compression and collage system, which are known to be NP-hard to compute. Exploring time-space tradeoffs, Bernardini et al. [3] presented an algorithm to compute $\delta$ with sublinear additional working space. Efficient computation of $\delta$ has a practical importance for the $O(\delta \lg(n/\delta))$-size data structure of [5] as once we know $\delta$, we can build the data structure while reading $T O(\lg(n/\gamma))$ expected times in a streaming manner with main-memory space bounded in terms of $\delta$.

In this paper, we show that $\delta$ can be computed in $C_{\text{sort}}(r,n)$ time and $O(r)$ space, where $C_{\text{sort}}(r,n)$ is the time complexity for sorting $r O(\lg n)$-bit integers in $O(r)$ space in the Word-RAM model with word size $\Omega(\lg n)$. We can easily obtain $C_{\text{sort}}(r,n) = O(r \lg r)$ by comparison sort and $C_{\text{sort}}(r,n) = O(r \lg n)$ by radix sort that uses $\Theta(r)$-size buckets. Plugging in more advanced sorting algorithms for word-RAM model, $C_{\text{sort}}(r,n) = O(r \lg \lg r)$ [6]. In randomized setting, $C_{\text{sort}}(r,n) = O(r)$ if $\lg n = \Omega((\lg^{2+\epsilon}) r)$ for some fixed $\epsilon > 0$ [2], and otherwise $C_{\text{sort}}(r,n) = O(r \sqrt{\lg \lg r})$ [2].

## 2 Preliminaries

Let $\Sigma$ be a finite alphabet. An element of $\Sigma^*$ is called a string over $\Sigma$. The length of a string $w$ is denoted by $|w|$. The empty string $\varepsilon$ is the string of length 0, that is, $|\varepsilon| = 0$. Let $\Sigma^+ = \Sigma^* - \{\varepsilon\}$. The concatenation of two strings $x$ and $y$ is denoted by $x \cdot y$ or simply $xy$. When a string $w$ is represented by the concatenation of strings $x$, $y$ and $z$ (i.e. $w = xyz$), then $x$, $y$ and $z$ are called a prefix, substring, and suffix of $w$, respectively. The $i$-th character of a string $w$ is denoted by $w[i]$ for $1 \leq i \leq |w|$, and the substring of a string $w$ that begins at position $i$ and ends at position $j$ is denoted by $w[i..j]$ for $1 \leq i \leq j \leq |w|$,
A substring \( w[i..j] \) is called a run of \( w \) if it is a maximal repeat of a single character, i.e., \( w[i - 1] \neq w[i] = w[i + 1] = \cdots = w[j - 1] = w[j] \neq w[j + 1] \) (the inequations for \( w[i - 1] \) and/or \( w[j + 1] \) are ignored if they are out of boundaries). We obtain the run-length encoding of a string by representing each run by a pair \( (w, q) \) consisting of a single character \( w \) and the number of repeats \( q \). For example, a string \( \text{aabbbbaabb} \) has four runs \( \text{a}, \text{bbb}, \text{aa} \) and \( \text{bb} \), and its run-length encoding is \( (\text{a}, 2), (\text{b}, 3), (\text{a}, 2), (\text{b}, 2) \) or we just write as \( \text{a}^2\text{b}^3\text{a}^2\text{b}^2 \).

Throughout this paper, we refer to \( T \) as a string over \( \Sigma \) of length \( n \) with \( r \) runs and \( \delta = \max\{|S_T(k)|/k : k \geq 1\} \). Our assumption on computational model is the Word-RAM model with word size \( \Omega(\log n) \). We assume that \( \Sigma \) is interpreted as an integer with \( O(1) \) words or \( O(\log n) \) bits, and the order of two characters in \( \Sigma \) can be determined in constant time.

Let \( T \) denote the trie representing the suffixes of \( T \) that start with the run’s boundaries in \( T \), which we call the \textit{r-suffix trie} of \( T \). Note that \( T \) has at most \( r \) leaves and at most \( r \) branching internal nodes, and thus, \( T \) can be represented in \( O(r) \) space by compacting non-branching internal nodes and representing edge labels by the pointers to the corresponding fragments in the run-length encoded string of \( T \). We call the compacted r-suffix trie the \textit{r-suffix tree}. In order to work in \( O(r) \) space, our algorithm actually works on the r-suffix tree of \( T \), but our conceptual description will be made on the r-suffix trie considering that non-branching internal nodes remain. A node is called \textit{explicit} when we want to emphasize that the node is present in the r-suffix tree, too.

Let \( V \) denote the set of nodes of \( T \). For any \( v \in V \), let \( \text{str}(v) \) be the string obtained by concatenating the edge labels from the root to \( v \), and \( d(v) = |\text{str}(v)| \). We say that \( v \) represents the string \( \text{str}(v) \) and sometimes identify \( v \) by \( \text{str}(v) \) if it is clear from the context. For any \( v \in V \) and \( 1 \leq k \leq d(v) \), let \( \text{str}_k(v) \) be the suffix of \( \text{str}(v) \) of length \( k \). Let \( \hat{V} \) denote the set of nodes that do not have a child whose string consists of a single character. Figure 1 shows an example of \( T \) for \( T = \text{aabbbbaabb} \).

### 3 Connection between \( S_T(k) \) and the r-suffix trie

We first recall a basic connection between \( S_T(k) \) and the nodes of the suffix trie of \( T \) that is the trie representing “all” the suffixes of \( T \) \cite{22} \cite{7}. Since a \( k \)-length substring \( w \) in \( T \) is a \( k \)-length prefix of some suffix of \( T \), \( w \) can be uniquely associated with the node \( v \) representing \( w \) by the path from the root to \( v \). Thus, the set \( S_T(k) \) of substrings of length \( k \) is captured by the nodes of depth \( k \). This connection is the basis of the algorithm presented in \cite{5} Lemma 5.7 to compute \( \delta \) in \( O(n) \) time and space.

We want to establish a similar connection between \( S_T(k) \) and the nodes of the r-suffix trie \( T \) of \( T \). Since only the suffixes that start with run’s boundaries are present in \( T \), there could be a substring \( w \) of \( T \) that is not represented by a path from the root to some node. Still, we can find an occurrence of any non-empty substring \( w \) in a path starting from a node in \( V - \hat{V} \): Suppose that \( w = T[i..j] \) is an occurrence of \( w \) in \( T \) and \( i' \leq i \) is the starting position of
Figure 1: An example of r-suffix trie $T$ for $T = \text{aabbbaabbaaa}$. The nodes in black $\{\varepsilon, a, aa, b, bb\}$ are the nodes in $V - \hat{V}$. With the notations introduced in Section 3, the nodes in gray $bba$ and $bbaa$ cannot be deepest matching nodes due to $bbba$ and $bbbaa$, respectively. The other nodes belong to $D$ and two integers in node $v \in D$ represent $d(v)$ (upper integer) and $|t(v)|$ (lower integer), where $t(v)$ is defined in Section 3.

the run containing $i$, then there is a node $v$ such that $\text{str}(v) = T[i'..j]$ and $\text{str}_{|w|}(v) = w$. Formally, we say that node $v$ is a matching node for a string $w$ iff $\text{str}(v) = w[1]w$ for some integer $e \geq 0$. Note that there could be more than one matching nodes for a string $w$, but the deepest matching node for $w$ is unique because two distinct matching nodes must have different values of $e$. The following lemma summarizes the above discussion.

**Lemma 1.** For any substring $w$ of $T$, there is a unique deepest matching node in $T$.

The next lemma implies that a deepest matching node for some string is in $\hat{V}$.

**Lemma 2.** A node $v \notin \hat{V}$ cannot be a deepest matching node for any string.

*Proof.** Since $v \notin \hat{V}$, there exists a child $v'$ of $v$ such that $\text{str}(v') = c^e$ for some character $c$ and integer $e > 0$. It also implies that $\text{str}(v) = c^{e-1}$. Thus, $v'$ is always a deeper matching node for any suffix of $\text{str}(v)$ and the claim of the lemma follows. $\square$

Let $D \subseteq \hat{V}$ denote the set of deepest matching nodes for some strings, and $D_k \subseteq D$ denote the set of deepest matching nodes for some strings of length $k$. For fixed $k$, it is obvious that a node $v$ in $D_k$ is the deepest matching node for a unique substring of length $k$, which is $\text{str}_k(v)$. Together with Lemma 2 there is a bijection between $S_T(k)$ and $D_k$, which leads to the following lemma.
Lemma 3. For any $1 \leq k \leq n$, $|S_T(k)| = |D_k|$. 

By Lemma[3], $\delta$ can be computed by max$\{|D_k|/k : k \geq 1\}$.

Next we study some properties on $D$, which is used to compute $\delta$ efficiently. For any $v \in \hat{V}$, let $s(v)$ denote the string that can be obtained by removing one character from the first run of $\text{str}(v)$, and let $t(v)$ be the string such that $\text{str}(v) = s(v) \cdot t(v)$. In other words, $t(v)$ is the shortest string for which $v$ is a matching node. For example, if $\text{str}(v) = \text{aabba}$ then $s(v) = \text{a}$ and $t(v) = \text{abba}$.

Lemma 4. For any $v \in \hat{V}$, $\{k : v \in D_k\}$ is $[|t(v)|..d(v)]$ or $\emptyset$.

Proof. First of all, by definition it is clear that $v$ cannot be a matching node for a string of length shorter than $|t(v)|$ or longer than $d(v)$. Hence, only the integers in $[|t(v)|..d(v)]$ can be in $\{k : v \in D_k\}$, and the claim of the lemma says that $\{k : v \in D_k\}$ either takes them all or nothing.

We prove the lemma by showing that if $v$ is not the deepest matching node for some suffix $w$ of $\text{str}(v)$ with $|t(v)| \leq |w| \leq d(v)$, then $v$ is not the deepest matching node for any string. The assumption implies that there is a deeper matching node $v'$ for $w$. Let $c = t(v)[1]$, then $\text{str}(v) = c' t(v)$ with $c = |s(v)|$. Note that $w$ is obtained by prepending zero or more $c$’s to $t(v)$, and hence, $\text{str}(v')$ is written as $c'^w$ for some $e' > e$. Therefore, $v$ and $v'$ are matching nodes for any suffix of $\text{str}(v)$ of length in $[|t(v)|..d(v)]$. Since $v'$ is deeper than $v$, the claim holds.

Lemma 5. For any $u \in D$, any child $v$ of $u$ is in $D$.

Proof. We show a contraposition, i.e., $u \notin D$ if $v \notin D$. Let $c = t(v)[1]$, then $\text{str}(v) = c' t(v)$ with $c = |s(v)|$. Note that, by Lemma[4], $v \in D$ iff $v$ is the deepest matching node for $t(v)$. We assume that $u \in \hat{V}$ since otherwise $u \notin D$ is clear.
Then, it holds that \( u \in D \) iff \( u \) is the deepest matching node for \( t(v)[1..|t(v)|−1] \). The assumption of \( v \notin D \) then implies that there is a deeper matching node \( v' \) for \( t(v) \) such that \( \text{str}(v') = e' \text{str}(v) \) with \( e' > e \). Since the parent \( u' \) of \( v' \) is deeper than \( u \) and a matching node for \( t(v)[1..|t(v)|−1] \), we conclude that \( u \notin D \). □

By Lemma 5 we can identify some deepest matching node \( v \) such that all the ancestors of \( v \) are not in \( D \) and all the descendants of \( v \) are in \( D \). We call such a node \( v \) a DMN-root, and let \( D_{\text{root}} \) denote the set of DMN-roots. We will later in Section 4 show how to compute \( D_{\text{root}} \) in \( C_{\text{sort}}(r,n) \) time and \( O(r) \) space.

Figure 6 shows how \( D_{\text{root}} \) changes when we increase \( k \).

Now, we focus on the difference \( \alpha_k = |D_k| - |D_{k-1}| \) between \( |D_k| \) and \( |D_{k-1}| \), and show that we can partition \([1..n]\) into \( O(r) \) intervals so that \( \alpha_k \) does not change in each interval.

**Lemma 6.** \(|\{k : \alpha_{k+1} \neq \alpha_k \}\}| = O(r).

**Proof.** We prove the lemma by showing that \(|\{k : |D_{k+1} - D_k| \neq |D_k - D_{k-1}|\}| = O(r) \) and \(|\{k : |D_k - D_{k+1}| \neq |D_{k-1} - D_k|\}| = O(r) \).

It follows from Lemma 4 that a node \( v \) in \((D_{k+1} - D_k)\) satisfies \( k+1 = |t(v)| \). If the parent \( u \) of \( v \) is in \( D \), then \( u \in (D_k - D_{k-1}) \) since \( k = |t(u)| \). In the opposite direction, any child of \( u \in (D_k - D_{k-1}) \) is in \((D_{k+1} - D_k)\) by Lemma 5. Therefore \( |D_{k+1} - D_k| \) and \( |D_k - D_{k-1}| \) can differ only if one of the following conditions holds:

1. There is a node \( v \in (D_{k+1} - D_k) \) whose parent is not in \( D \), which means that \( v \in D_{\text{root}} \);

2. There is a node \( u \in (D_k - D_{k-1}) \) that has no child or more than one children, which means that \( u \) is an explicit node.

Note that each node \( v \) in \( D_{\text{root}} \) contributes to the first case when \( k+1 = |t(v)| \) and each explicit node \( u \) can contribute to the second case when \( k = |t(u)| \). Hence \(|\{k : |D_{k+1} - D_k| \neq |D_k - D_{k-1}|\}| = O(r) \).

It follows from Lemma 4 that a node \( v \) in \((D_k - D_{k+1})\) satisfies \( k = d(v) \). If the parent \( u \) of \( v \) is in \( D \), then \( u \in (D_{k-1} - D_k) \) since \( k-1 = d(u) \). In the opposite direction, any child of \( u \in (D_{k-1} - D_k) \) is in \((D_k - D_{k+1})\) by Lemmas 5 and 4. Therefore \( |D_k - D_{k+1}| \) and \( |D_{k-1} - D_k| \) can differ only if one of the following conditions holds:

1. There is a node \( v \in (D_k - D_{k+1}) \) whose parent is not in \( D \), which means that \( v \in D_{\text{root}} \);

2. There is a node \( u \in (D_{k-1} - D_k) \) that has no child or more than one children, which means that \( u \) is an explicit node.

Note that each node \( v \) in \( D_{\text{root}} \) contributes to the first case when \( k = d(v) \) and each explicit node \( u \) can contribute to the second case when \( k-1 = d(u) \). Hence \(|\{k : |D_k - D_{k+1}| \neq |D_{k-1} - D_k|\}| = O(r) \).

Putting all together, \(|\{k : \alpha_{k+1} \neq \alpha_k \}| = O(r) \). □

The next lemma will be used in our algorithm presented in Section 4.

**Lemma 7.** Assume that \( \alpha_k = \alpha \) for any \( k \in (k'..k'') \). Then, \(|S_r(k)|/k\), in the range \( k \in [k'..k''] \), is maximized at \( k' \) or \( k'' \).
Proof. For any $k \in [k'.k'']$ with $k = k' + x$, $|S_T(k)/k$ can be represented by

$$f(x) = \frac{|S_T(k')| + \alpha x}{(k' + x)}.$$ 

By differentiating $f(x)$ with respect to $x$, we get

$$f'(x) = \frac{\alpha(k' + x) - (|S_T(k')| + \alpha)k'}{(k' + x)^2} = \frac{\alpha x - |S_T(k')|k'}{(k' + x)^2}.$$ 

Assessing signs of $f'(x)$, it turns out that $f(x)$ monotonically decreases for $x \leq |S_T(k')|k'/\alpha$ and increases for $x \geq |S_T(k')|/k'$, and hence, $|S_T(k)/k$, in the range $[k'.k'']$, is maximized at $k'$ or $k''$. 

4 Algorithm

Based on the properties of $D$ established in Section 3, we present an algorithm, given $r$-size run-length compressed string $T$, to compute $\delta$ in $C_{\text{sort}}(r, n)$ time and $O(r)$ space.

We first build the $r$-suffix tree of $T$.

Lemma 8. Given a string $T$ in run-length compressed form of size $r$, the $r$-suffix tree of $T$ of size $O(r)$ can be computed in $C_{\text{sort}}(r, n)$ time and $O(r)$ space.

Proof. Let $w$ be a string of length $r$ that is obtained by replacing each run of $T$ with a meta-character in $[1..r]$, where the meta-character of a run $c^e$ is determined by the rank of the run sorted over all runs in $T$ using the sorting key of the pair $(c, e)$ represented in $O(lg n)$ bits. Since $(c, e)$ is represented in $O(lg n)$ bits, we can compute $w$ in $C_{\text{sort}}(r, n)$ time and $O(r)$ space. Then we build the suffix tree of $w$ in $O(r)$ time and space using any existing linear-time algorithm for building suffix trees over integer alphabets (use e.g. [6]). Since runs with the same character but different exponents have different meta-characters, we may need to merge some prefixes of edges outgoing from a node. Fixing this in $O(r)$ time, we get the $r$-suffix tree of $T$. 

Note that we can reduce $O(lg n)$-bit characters to $O(lg r)$-bit characters during the process of sorting in the proof of Lemma 8. From now on we assume that a character is represented by an integer in $[1..r]$. In particular, pointers to some data structures associated with for each character can be easily maintained in $O(r)$ space.

We augment the $r$-suffix tree in $O(r)$ time and space so that we can support longest common prefix queries that compute lcp value for any pair of suffixes starting with run’s boundary in constant time. We can implement this with a standard technique that employs lowest common ancestor queries over suffix trees (see e.g. [7], namely, we just compute the string depth of the lowest common ancestor of two leaves corresponding to the suffixes.

Using this augmented $r$-suffix tree, we can compute the set $D_{\text{root}}$ of DMN-roots in $O(r)$ time.

Lemma 9. $D_{\text{root}}$ can be computed in $O(r)$ time.
Algorithm 1: How to compute |b(·)| for the leaves in $L_c$.

**Input:** Doubly linked list $L_c$ of the leaves starting with character $c$ and sorted in the lexicographic order of $\text{rem}(·)$.

**Output:** $|b(·)|$ for the leaves in $L_c$.

1. $L \leftarrow L_c$; /* initialize tentative list $L$ by $L_c$ */
2. foreach $l$ in $L_c$ in increasing order of the exponents of their first runs do
3. if $l$ is removed from $L$ then continue;
4. $e \leftarrow$ the exponent of the first run of $l$;
5. compute predecessor $p$ of $l$ (in $\text{rem}(·)$ lex. order) that has longer first run than $e$;
6. compute successor $s$ of $l$ (in $\text{rem}(·)$ lex. order) that has longer first run than $e$;
7. foreach $l'$ existing in between $p$ and $s$ in $L$ do
8. output $|b(l')| = e + \max(\text{lcp}(rem(l'), \text{rem}(p)), \text{lcp}(\text{rem}(l'), \text{rem}(s)))$ for $l'$;
9. remove $l'$ from $L$;

**Proof.** For each leaf $l$, we compute, in the root-to-leaf path, the deepest node $b(l)$ satisfying that there exists $v$ such that $t(b(l)) = t(v)$ and $s(b(l))$ is a proper prefix of $s(v)$. If $b(l)$ is not a leaf, the child of $b(l)$ (along the path) is the DMN-root on the path. Since $\text{str}(b(l))$ and $\text{str}(v)$ are same if we remove their first run, we can compute the longest one by using lcp queries on the pair of leaves having the same character in the previous run. Let $\text{rem}(l)$ denote the string that can be obtained by removing the first run from $\text{str}(l)$.

For any character $c$, let $L_c$ be the doubly linked list of the leaves starting with the same character $c$ and sorted in the lexicographic order of $\text{rem}(·)$ (remark that it is not lex. order of $\text{str}(·)$). Such lists for “all” characters $c$ can be computed in a batch in $O(r)$ time by scanning all leaves in the lexicographic order and appending a leaf $l$ to $L_c$ if the previous character of the suffix $\text{str}(l)$ is $c$.

Now we focus on the leaves that start with the same character $c$. Given $L_c$, Algorithm 1 computes $|b(·)|$’s in increasing order of the exponents of their first runs. When we process a leaf $l$, every leaf with a shorter first run than $l$ is removed from the list so that we can efficiently find two lexicographically closest leaves (in terms of $\text{rem}(·)$ lex. order) with longer first runs. Let $e$ be the exponent of the first run of $\text{str}(l)$. By a linear search to lex. smaller (resp. larger) direction from $l$ in the current list, we can find lex. predecessor $p$ (resp. lex. successor $s$) that have longer first run than $e$ (just ignore it if such a leaf does not exist or set sentinels at the both ends of the list). Note that the exponent of the first run of $l'$ is $e$ for any leaf $l'$ in between $p$ and $s$. Then, we compute $|b(l')| = e + \max(\text{lcp}(\text{rem}(l'), \text{rem}(p)), \text{lcp}(\text{rem}(l'), \text{rem}(s)))$ and remove $l'$ from the list. We can process all the leaves in $L_c$ in linear time since any leaf $l$ in $L_c$ is visited once and removed from the list after we compute $|b(l)|$ by two lcp queries.

After computing $|b(·)|$ for all leaves in $O(r)$ total time, it is easy to locate the nodes of $D_{\text{root}}$ by traversing the $r$-suffix tree in $O(r)$ time.

We finally come to our main contribution of this paper.
Theorem 10. Given r-size run-length compressed string \( T \) of length \( n \), we can compute \( \delta \) in \( C_{\text{sort}}(r, n) \) time and \( O(r) \) space.

Proof. Thanks to Lemma 7, in order to compute \( \delta \) it suffices to take the maximum of \( |S_T(k)|/k \) for \( k \) at which \( \alpha_k \) and \( \alpha_{k+1} \) differ. According to the proof of Lemma 6, we obtain \( \{ k : \alpha_{k+1} \neq \alpha_k \} \) by computing the nodes contributing the changes of \( \alpha_k \), which are the DMN-roots and explicit nodes. As shown in Lemmas 8 and 9, DMN-roots can be computed in \( C_{\text{sort}}(r, n) \) time and \( O(r) \) space. Note that the contributions of \( v \in D_{\text{root}} \) to \( \alpha_{k+1} - \alpha_k \) are \( 1 \) at \( k = |t(v)| - 1 \) and \( -1 \) at \( k = d(v) \), and the contributions of an explicit node \( u \) in \( D \) to \( \alpha_{k+1} - \alpha_k \) are \( h - 1 \) at \( k = |t(u)| \) and \( 1 - h \) at \( k = d(u) + 1 \), where \( h \) is the number of children of \( u \). We list the information by the pairs \( (|t(v)| - 1, 1), (d(v), -1), (|t(u)|, h - 1), (d(u) + 1, 1 - h) \) and sort them in increasing order of the first element in \( C_{\text{sort}}(r, n) \) time. We obtain \( \{ k : \alpha_{k+1} \neq \alpha_k \} \) by the set of the first elements, and we can compute \( \alpha_{k+1} - \alpha_k \) by summing up the second elements for fixed \( k \). By going through the sorted list, we can keep track of \( |S_T(k')|/k' \) for \( k' \in \{ k : \alpha_{k+1} \neq \alpha_k \} \), and thus, compute \( \delta = \max \{ |S_T(k')|/k' : k' \in \{ k : \alpha_{k+1} \neq \alpha_k \} \} \) in \( O(r) \) time and space.

Acknowledgements. This work was supported by JSPS KAKENHI Grant Number 22K11907.
Figure 3: Displaying the nodes in $D_k$ for $k = 1, 2, \ldots, 8$ in orange filled color. Two integers in node $v \in D$ represent $d(v)$ (upper integer) and $|t(v)|$ (lower integer). By Lemma 4, node $v \in D$ belongs to $D_k$ for any $k \in [\lfloor t(v) \rfloor, d(v)]$. 
References

[1] Tooru Akagi, Mitsuru Funakoshi, and Shunsuke Inenaga. Sensitivity of string compressors and repetitiveness measures, 2021. arXiv:2107.08615.

[2] Arne Andersson, Torben Hagerup, Stefan Nilsson, and Rajeev Raman. Sorting in linear time? J. Comput. Syst. Sci., 57(1):74–93, 1998.

[3] Giulia Bernardini, Gabriele Fici, Pawel Gawrychowski, and Solon P. Pissis. Substring complexity in sublinear space, 2020. arXiv:2007.08357.

[4] Michael Burrows and David J Wheeler. A block-sorting lossless data compression algorithm. Technical report, HP Labs, 1994.

[5] Anders Roy Christiansen, Mikko Berggren Ettienne, Tomasz Kociumaka, Gonzalo Navarro, and Nicola Prezza. Optimal-time dictionary-compressed indexes. ACM Trans. Algorithms, 17(1):8:1–8:39, 2021. doi:10.1145/3426473.

[6] Martin Farach. Optimal suffix tree construction with large alphabets. In 38th Annual Symposium on Foundations of Computer Science, FOCS ’97, Miami Beach, Florida, USA, October 19-22, 1997, pages 137–143, 1997.

[7] Dan Gusfield. Algorithms on Strings, Trees, and Sequences. Cambridge University Press, New York, 1997.

[8] Yijie Han. Deterministic sorting in $o(n \log\log n)$ time and linear space. J. Algorithms, 50(1):96–105, 2004.

[9] Yijie Han and Mikkel Thorup. Integer sorting in $0(n \sqrt{\log \log n})$ expected time and linear space. In Proc. 43rd Symposium on Foundations of Computer Science (FOCS) 2002, pages 135–144. IEEE Computer Society, 2002.

[10] Dominik Kempa and Nicola Prezza. At the roots of dictionary compression: string attractors. In Proc. the 50th Annual ACM SIGACT Symposium on Theory of Computing (STOC) 2018, pages 827–840, 2018.

[11] Takuya Kida, Tetsuya Matsumoto, Yusuke Shibata, Masayuki Takeda, Ayumi Shinohara, and Setsuo Arikawa. Collage system: a unifying framework for compressed pattern matching. Theor. Comput. Sci., 1(298):253–272, 2003.

[12] John C. Kieffer and En-Hui Yang. Grammar-based codes: A new class of universal lossless source codes. IEEE Trans. Information Theory, 46(3):737–754, 2000.

[13] Tomasz Kociumaka, Gonzalo Navarro, and Nicola Prezza. Towards a definitive measure of repetitiveness. In Proc. 14th Latin American Symposium on Theoretical Informatics (LATIN) 2020, volume 12118 of Lecture Notes in Computer Science, pages 207–219. Springer, 2020.

[14] Abraham Lempel and Jacob Ziv. On the complexity of finite sequences. IEEE Trans. Information Theory, 22(1):75–81, 1976.
[15] Sabrina Mantaci, Antonio Restivo, Giuseppe Romana, Giovanna Rosone, and Marinella Sciortino. A combinatorial view on string attractors. *Theor. Comput. Sci.*, 850:236–248, 2021.

[16] Gonzalo Navarro. Indexing highly repetitive string collections, part I: repetitiveness measures. *ACM Comput. Surv.*, 54(2):29:1–29:31, 2021.

[17] Gonzalo Navarro. Indexing highly repetitive string collections, part II: compressed indexes. *ACM Comput. Surv.*, 54(2):26:1–26:32, 2021.

[18] Gonzalo Navarro and Nicola Prezza. Universal compressed text indexing. *Theor. Comput. Sci.*, 762:41–50, 2019.

[19] Nicola Prezza. Optimal rank and select queries on dictionary-compressed text. In Nadia Pisanti and Solon P. Pissis, editors, *Proc. 30th Annual Symposium on Combinatorial Pattern Matching (CPM) 2019*, volume 128 of *LIPIcs*, pages 4:1–4:12. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2019.

[20] Sofya Raskhodnikova, Dana Ron, Ronitt Rubinfeld, and Adam D. Smith. Sublinear algorithms for approximating string compressibility. *Algorithmica*, 65(3):685–709, 2013.

[21] James A. Storer and Thomas G. Szymanski. Data compression via textural substitution. *J. ACM*, 29(4):928–951, 1982.

[22] Peter Weiner. Linear pattern-matching algorithms. In *Proc. 14th IEEE Ann. Symp. on Switching and Automata Theory*, pages 1–11, 1973.