Estimating Phase Aberration from Noisy Radiofrequency Data of a single frame of Synthetic Aperture Ultrasound Image
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Abstract—Phase aberration is one of the main contributors to image degradation in ultrasound imaging. Normalized-Cross-Correlation (NCC) is one of the most extensively studied techniques to estimate the arrival delay error and the aberration profile. However, the performance of NCC can be compromised when the data have a poor signal-to-noise-ratio. Here we propose an iterative filtered NCC (f-NCC) method to estimate phase aberration in speckle regions from the noisy radio-frequency data of a single frame of synthetic transmit aperture (STA) image. First, two-dimensional filters were applied in the aperture and temporal domains to suppress noise and off-axis signals in the transmit beamformed data from an arbitrary speckle region. Second, an iterative method that included the phase aberration in both the transmission and receiving process was used to estimate the phase aberration. Third, the estimation were improved by correcting the edge effect with an iterative zero-padding technique. Last, in the experimental study, we proposed and validated a formula to estimate the arrival time error caused by a sound speed error. The results from both the numerical simulations and experimental studies confirm that the proposed filtered NCC method can estimate the phase aberration profile correctly from noisy STA RF data in a speckle region. Image quality in terms of contrast, resolution and image signal-to-noise-ratio was improved. Potential applications of the proposed method to map local speed of samples are also discussed.

Index Terms—Phase Aberration, Cross-Correlation, Transmit Beamformed Data, Two-Dimensional Filter, Aperture and Temporal Domain

I. INTRODUCTION

Phase aberration can compromise the performance of both ultrasound imaging and ultrasound therapy. Recent studies have shown that phase aberration due to sound speed heterogeneity is the dominant cause of image degradation resulted from poor beam-focusing quality [1]–[5]. In the presence of speed heterogeneity, delay calculations solely based on the geometric analysis are incorrect. These errors will cause poor focusing, reduce contrast and worsen lateral resolution. With fatty tissue having a different sound-speed compared to other organs, phase aberration is a major problem in ultrasound imaging of breast and obese patients.

Phase aberration should be compensated to align the wavefront during beamforming. Many approaches have been developed to correct the phase aberration. Some of these methods are: normalized cross-correlation (NCC) [6]–[10], maximization of speckle brightness [11], time reversal of ultrasound field [12] and minimization of the sum of absolute differences between signals at adjacent elements [13]. Aperture domain model image reconstruction (ADMIRE) has been proven effective to reduce the acoustic clutter by decomposing the aperture domain data to differentiate between clutter and main beam [14].

NCC is a widely studied delay estimation algorithm in ultrasound imaging and therapy. O’Donnell and Flax have demonstrated that normalized and non-normalized cross-correlation techniques can be used to obtain accurate estimations of delay compensation in B-mode imaging [6] [10]. Generally, a segment of radiofrequency (RF) data in a reference received signal was compared with a segment of RF data in a delayed received signal. A pattern-matching function was utilized to find the delay that maximized the resemblance of the two segments [15]. Regarding commonly used algorithms, normalized and non-normalized NCC gave reasonable results in terms of precision and computational time [16]. Many papers have used the NCC aberration profiles information to estimate an average speed of the medium or a local speed map [17]–[19].

Efficacy of NCC studies highly depends on the Signal-to-Noise-Ratio (SNR) of the data. This requirement introduces a major shortcoming in in vivo studies. In hard-to-image patients due to the extra intermediate fat layer, organs and anatomical features are located at a larger depth. With the additional layer of fat attenuating the signal, RF signals from organs of interest have inherently lower SNR. Slack et al. have indicated prevalence of obesity in US as 30.8 %. This Study reported a possible projection of 42 % by 2030 [20]. In clinical abdominal ultrasound, over-weightness is the biggest limitation to produce optimal quality images [21]. The requirement for high SNR signals, introduces a major obstacle to expand the clutter suppression methods into clinic. With the rising rates of obesity, the need for a successful phase aberration correction method for low $RF_{SNR}$ in ultrasound visualisation is increasing.
Various methods with the goal to correct the dilemma of phase aberration correction method in presence of noise has been developed. Many aperture domain filters have been investigated to reduce the off-axis signals and noise [22], [23]. Shin et al. have proposed a method with the focus on phase aberration correction for RF in presence of noise [24]. Other methods include spatial compounding to suppress phase aberration and noise clutters together [25].

Most phase aberration methods were discussed for B-mode imaging. In this paper, we focus on synthetic transmit aperture (STA) ultrasound imaging since it does not require to estimate the phase aberration [13] in Synthetic Transmit Aperture (STA) ultrasound imaging. A three-dimensional STA data set can be acquired to reconstruct a high-resolution image. STA imaging can achieve the optimum transmission and receiving focus across the whole image. In addition, STA data set has more information than that of B-mode imaging [26].

However, it is known that STA RF data exhibits a smaller $RF_{SNR}$ due to smaller transmission energy than the conventional B-mode data. In this paper, we propose a solution to improve the NCC method for noisy RF signals by filtering the RF data in the aperture-temporal domain. A low-pass aperture-temporal domain filter was designed to pass the main beam signals and filter out the acoustic clutter and noise. Previous research indicated off-axis scattering can be reduced by a aperture-domain filter to improve the phase aberration estimations in B-mode imaging [22], [23]. Here, f-NCC method was developed for areas with speckles in STA imaging where $RF_{SNR}$ is significantly lower than B-mode.

In the method section, we will introduce the low-pass aperture-temporal domain filter that applies gradual cut-offs in aperture and temporal frequency domains. The efficacy of this filter to minimize the clutter and off-axis scattering in the transmit-beamformed (TFB) signals will be investigated. In the results section, the f-NCC algorithm will be studied in simulation and experimental level. Alternative potential of f-NCC methodology and future work will be explained in the discussion section. Finally the results and conclusions will be summarized in the conclusion section. The appendices include an introduction to NCC, zero-padding to alleviate the edge effect, and the derivation of the phase aberration profile in a average speed error scenario.

II. METHOD

A. Iterative estimation of phase aberration in STA

In this study, we utilized an NCC-based iterative method to estimate the phase aberration [13] in Synthetic Transmit Aperture (STA) ultrasound imaging since it does not require multiple rounds of data acquisition. Let us first define a complete set of STA RF data: $P_{ij}(t)$, which was the signal at time $t$ from the $i_{th}$ ($i = 1 : N$) receive element upon the activation of the $j_{th}$ ($j = 1 : M$) transmission element. We used $g_{i,j}(x_f, z_f)$ to represent the focusing or geometrical delay corresponding to the focal point at $x_f$ and $z_f$. The geometrical delay was defined as the travel time from transmit element $j$ to the focal point and back to the receive element $i$. We used $s_i(t)$ to represent the transmission beamformed (TFB) RF signals. This represents the RF signals received by the $i_{th}$ ($i = 1 : N$) receive element when the transmitted beam was focused at the focal point ($x_f, z_f$).

TFB signal $s_i(t)$ was obtained by applying the Delay-and-Sum (DAS) algorithm: summing over all transmit elements of the RF signals from the $i_{th}$ receive element (Eq. 1) after applying the geometrical delay $g_{i,j}$ and the estimated phase aberration $\{t_1\}$ to the STA RF signals,

$$s_i(t) = \sum_{j=1}^{128} P_{ij}(t - g_{i,j}(x_f, z_f) + t_i + t_j). \quad (1)$$

Notice that the phase aberration correction was applied to both $j_{th}$ transmit element and $i_{th}$ receive element. We assumed that each element has experienced the same phase aberration in both the transmission and receiving process.

A plot of $s_i(t)$ was shown in Fig. 1(a). The focal point was at $x_f = 0.96\text{cm}$ and $z_f = 1.63\text{cm}$ as signified by the red square in Fig. 1(b). $s_i$ was the signal received at the $i_{th}$ receiving elements after considering the geometrical delay when a beam focused at $x_f$ and $z_f$ was transmitted. In this paper depth and time were used interchangeably. Additionally, we defined the echoes due to the scattering at the $x_f$ and $z_f$ as wavefronts. For example, we considered the signals within a window centered around the depth of 1.63 cm at Fig. 1(a) as wavefronts. When there is no phase aberration, the echoes from the scattering at $x_f$ and $z_f$ will make a straight line (see Fig. 1(a) for an example). In reality, there is always phase aberration, so the wavefront will be distorted like Fig. 7(a). Our goal was to find the proper delay error that could resolve this distortion. Here, we introduced a method to estimate the phase aberration iteratively [13] as follows. We started with an initial guess of phase aberration $\{t_0^k\}$ equal to zero, then obtain the TBF RF data based on the current $t_j$.

$$s^k_i(t) = \sum_{j=1}^{128} P_{ij}(t - g_{i,j}(x_f, z_f) + t_i^{k-1} + t_j^{k-1}) \quad (2)$$

Here, $s^k_i(t)$ represented the corrected TBF RF data at the $k_{th}$ iteration. $t_i^{k-1}$ was the accumulated phase aberration estimated in the previous $(k - 1)$ iterations for the $i_{th}$ receive element. Next, NCC or f-NCC were applied to $s^k_i(t)$ to obtain the residual phase aberration $\{r^k_i\}$ in the $k_{th}$ iteration. See details of finding the residual phase aberration $\{r^k_i\}$ in the appendix A. Then the $\{r^k_i\}$ was updated as: $t_i^k = t_i^{k-1} + r_i^k$. After that the updated $\{r^k_i\}$ was applied to Eq. 2 for the next iteration until $\{r^k_i\}$ converged to zero.
B. Filtered NCC

One of the major shortcomings of NCC techniques is the inadequacy of conventional NCC method for RF signals with low SNR. As explained in the introduction section, this requirement can introduce a major problem in STA data in experimental and in-vivo studies. Therefore it is worthwhile to investigate a solution.

In addition to the electronic noise, off-axis scattering can interfere with the wavefront of interest. For example, the oblique wavefront in Fig. 1(a) was due to the scattering of the off-axis beams (side-lobes or grating lobes) from the hyper-echoic lesion on the left side of the speckle at $x = 0.98 \text{ cm}$ and $z = 1.63 \text{ cm}$ in Fig. 1(b). This off-axis clutter interfered with the estimation of phase aberration. The inaccurate estimates by NCC illustrated in Fig. 4 are due to this interference. The goal of this study was to develop a phase aberration estimator in STA imaging in the presence of noise and clutter in RF data. We investigated solutions that would reduce noise and off-axis signal while preserving the shape of the wavefront. The aim is to consequently increase the SNR and Signal-clutter-ratio (SCR) of TBF RF signal, $s_i(t)$. A successful filtering method should not change the temporal wavefront distortion caused by phase aberration.

In this research, a 2D Fourier Transform (FT) in the aperture and temporal domain was applied to the 2D TBF RF data, $s_i(t)$. This yielded a Fourier spectrum data (Fig. 2b):

$$s_i(t) \rightarrow 2DFT \rightarrow S_k(f)$$  \hspace{1cm} (3)

In this formulation, $k$ represents the aperture frequency corresponding to the aperture dimension, and $f$ is the temporal frequency. $S_k(f)$ is the 2D Fourier transform of $s_i(t)$. It should be noted that after transmit beamforming, and even in presence of phase aberration, the wavefront should exhibit a somewhat horizontal pattern and with only minor distortions.

In the spectrum illustrated in Fig. 2b, horizontal patterns of the aligned wavefronts correspond to the low frequency components along the aperture dimension, such as the bright points around the $k = 0 \text{ cm}^{-1}$ axis. Off-axis clutter (oblique lines in Fig. 3a) correspond to higher frequency components away from $k = 0 \text{ cm}^{-1}$ axis. Similarly, noise that lacks the horizontal pattern (Fig. 2a) had higher frequency components across the Fourier spectrum (Fig. 2b). Hence wavefront and noise/clutter can be differentiated by the differences in their aperture frequencies. By applying a low-pass filter in the aperture frequency direction $M_k$, clutter and noise will be reduced significantly. In addition, we found that applying a low-pass filter along the temporal frequency dimension, $N(f)$, could also improve the quality of TBF signals by reducing the noise in the RF signals. Therefore, we constructed a two-dimensional oval-shaped filter (shown in Fig. 2c) by multiplying the temporal filter $N(f)$ with the aperture filter $M_k$. The filtered spectrum is:

$$S'_k(f) = S_k(f).M_k.N(f).$$  \hspace{1cm} (4)

$M_k$ and $N(f)$ were constructed from Blackman filters to guarantee a gradual cutoff in both the aperture and the temporal frequency directions. An example of the filtered beamformed spectrum is shown in Fig. 2d. Finally the filtered TBF signal spectrum $S'_k(f)$ would undergo an inverse Fourier transform along both the temporal and aperture frequency dimensions. As depicted in the Fig. 2e upon filtering the noise was reduced significantly in the filtered TBF signals.

To demonstrate the effect of the filter on removing the off-axis clutter signals, we applied the filter to the TBF signals in Fig. 1b. The oblique lines in Fig. 1a were artifacts generated by the hyper-echoic region that was in the vicinity of the focal point (Fig. 1b)). It can be seen in Fig. 3 that upon filtration the unwanted oblique lines were significantly reduced. It was shown in Figs. 2 and 3 that the oval filter was capable of removing the off-axis scattering and noise artifacts in the TBF RF data since they lack a horizontal pattern. In summary, the oval filters has successfully preserved the shape of the aberrated wavefront while significantly reducing both the noise and clutter in RF signals. NCC will be applied to the filtered TBF RF data that has an improved SNR and SCR (2e)) to estimate the phase aberration in the following results section.

III. Results

A. Simulation Study

Filed II ultrasound simulation [27] software was utilized to generate synthetic aperture RF signals. A homogeneous medium with a speed of sound of 1540 m/s was simulated. Transmit and receive events were simulated with a 128-element transducer having a pitch of 0.15 mm. The simulation and image reconstruction was performed in Matlab (The MathWorks Inc., Natick, Ma). To mimic a phase aberration scenario, the phase aberration delay profile (truth delay) was created by following the recommendation reported by Dahl et al. [28] by convolving a set of Gaussian random numbers with a Gaussian function. Phase aberration was applied to both the transmit and receive process of the STA to simulate the two-way phase aberration in ultrasound propagation in tissues. In the simulations, this ground truth of the phase aberration profile was compared with that estimated from the TBF RF signals. To estimate the aberration delay, NCC algorithm was used, as described by Eq. 6 to 11 in Appendix A. To generate noisy data, the STA RF signals were degraded by applying a random noise to individual channels of data to create $R_F^{SNR}$ of -10dB. Noise was filtered to match the bandwidth of the ultrasound signals.

In the simulation study, in the absence of noise, the filtered-NCC method was evaluated and compared to NCC as illustrated Fig. 4. In the NCC method a threshold value ($d_{\text{threshold}}$) of $\lambda_0/4$ was used. This threshold value is small enough to avoid unwanted large differences between the adjacent error values. Fig. 4 shows that the results from NCC (red line) deviates strongly from the ground truth (blue line) for the elements with an index smaller than 80 (on the left side of the delay profile) while the results of f-NCC (the yellow line) agrees well with the ground truth. It is noticed that the off-axis
clutter signals (the oblique lines) in Fig. 1(b) intersect with the wavefront of interest (around the focal depth of 1.63 cm) mainly at elements with index smaller than 80. Therefore, we believe that the clutter signals caused the deviation of the results (Fig. 4) (red line) from the ground truth (blue line). As illustrated in Fig. 3, the Oval filter in F-NCC has eliminated the oblique lines. Therefore, f-NCC has estimated the delay profile accurately.

Later on, the iterative method was applied to the noisy RF signals when focal point was located at the same depth ($z = 1.63$ cm) over a speckle area. Fig. 5 shows that NCC estimation of phase aberration delays are different from the truth as noise was introduced to the RF signal. Ideally, the difference between the adjacent elements in delay error should be small and the delay profile should have a smooth pattern. However, in the presence of noise, NCC fails and can result in a large difference between the adjacent elements in delay errors. To improve NCC, threshold values of $\lambda_0$ and $\lambda_0/4$ were applied to the adjacent element delay errors as explained in Eq. 9 in appendix A. Fig. 5 illustrates that the NCC along with two different values of threshold could not estimate the error delays accurately. As shown in Fig. 2, oval filter has removed the superposed noise from the TBF RF data. Consequently, f-NCC (shown by red line in Fig. 5) were able to estimate the aberration delay profile accurately. In Fig. 5 a comparison between truth, NCC with two threshold values and f-NCC delays profiles proves the success of this filtering method to resolve the limitation of NCC.

The sizes of the oval filter, especially the cutoff frequency in the aperture direction, are important factors. Various window sizes for the aperture and temporal filter were tested. Filters with excessively small cutoff frequencies would over-flatten and alter the overall shape of the wavefront. This is caused by the removal of the desirable frequencies in the Fourier domains around $k = 0$ cm$^{-1}$ and $f = 0$ MHz. On the other hand, for large cutoff windows, filter would allow passage of unwanted frequencies and therefore the noise and off-axis scattering reduction would not be successful. In this case, estimated delay profile would be distorted. A decision for the cutoff frequency was a trade-off between the smoothness of the profile and preserving the shape of the wavefront. In this study cut-off frequencies of 18 cm$^{-1}$ and 12 MHz for oval filters were used.

Due to the periodic nature of Fourier transform, the edge effect was present in the delay profile estimation, as shown in Fig. 10 in appendix B. To correct the distortions in the edges of the delay profile an iterative padding technique was used. See details in appendix B.

Next, Fig. 6 compares the performance of NCC and f-NCC algorithms in TBF data of RF signals without noise and when $RF_{SNR} = -10$ dB. Fig. 7 shows their corresponding STA images. Fig. 6(a) shows the noiseless, aberrated TBF RF data. Fig. 6(b) illustrates that NCC has improved the alignment of wavefront by correcting the phase aberration. Even though in Fig. 4 NCC delay profile is different from the truth, especially on the left side of the graph, there is a general agreement in the rest of the graph. Consequently, NCC delay error compensation has resulted in an improved wavefront in Fig. 6(b). This observation is compatible with the reconstructed images in Fig. 7(a) and b. In Fig. 7(a) the smearing of the hyper-echoic lesion, fill-ins into the hypo-echoic area, and the out-of-focus point reflector at the depth of 2.5 cm are indications of phase aberration. Even though a misalignment can be seen in Fig. 6(b), NCC has reduced the phase aberration effect significantly for a noiseless RF in Fig. 7(b). In this image the lesions and point reflectors are sharper and has better delineation.

Later on, NCC was investigated for a noisy RF ($RF_{SNR} = -10$ dB). The TBF data from the noisy and aberrated data was plotted in Fig. 6(c). The corrected RF data were presented in Fig. 6(d), showing the poor performance of NCC for noisy RF data. As illustrated in Fig. 5, NCC is not capable of estimating a correct phase aberration delay for noisy RF and wavefront is more apparent. The f-NCC delay profile was estimated from this TBF RF data and as illustrated in Fig. 5 it is compatible with the truth profile. A comparison between Fig. 6(d) and Fig. 6(f) indicates the advantage of f-NCC versus NCC methods to flatten the wavefront. After f-NCC delay compensation, the aberrated wavefront shown in Fig. 6(e) was successfully aligned as illustrated in Fig. 6(f). It should be noted that the corrected TBF RF data plots was achieved after 2 iterations. The corrected image with f-NCC is plotted in Fig. 7(c). Fig. 7(c), (d) and (e) shows that f-NCC was successful in correcting the phase aberration effects from the images: 1) image 7(e) has better contrast and delineates the lesions better. 2) Fig. 7(c) and (d) show blurring in speckles whereas this issue is significantly improved after f-NCC correction in image (e). Additionally, the effect of phase aberration correction on the images was quantitatively compared by measuring the peak signal-to-noise ratio (PSNR) of the point reflector and the contrast-to-noise-ratio (CNR) values of the hyper-echoic region. As shown in Table I values of PSNR and CNR have supported the above claims. After the f-NCC corrections, CNR hyper and PSNR have been improved by 24 and 51%, respectively.

B. Experimental Study

1) Experiment Setup/Method: The proposed method was investigated on a tissue-mimicking phantom, CIRS calibrated phantom (Multi-purpose multi-tissue ultrasound phantom Model 040 GSE) with nominal sound-speed of 1540 ± 20 m/s. A segment with a width of 2.95 cm was scanned. To
create a noisy RF data, CIRS phantom was topped with a 3.5-cm thick slab of beef, which had a speed of sound of about 1540-1560 m/s [29]. This calculated speed is similar to the value for the calibrated phantom. Therefore it was reasonable to assume the phase aberration caused by the beef is minor. The area of study within the CIRS phantom contained 3 point reflectors(Fig.9(a)). Additionally, three hypo-echoic regions, which are signified with the red arrows, are present within the beef area. Synthetic aperture raw RF data was acquired with Verasonics Vantage scanner and a P6-4 phased array probe with a central frequency of 3.47 MHz. Sampling frequency was four times the central frequency. Later on, the RF signals were up-sampled to 55.5 MHz in software. The probe was fixated by an articulated arm and placed directly on top of the phantom. The speckle focal point was located in the CIRS phantom (under the beef), at the imaging depth of 4.1 cm. The ground truth of the sound speed $c_i$ was assumed to be 1540 m/s.

Unlike the simulation study, it is challenging to know the true phase aberration of an experimental tissue-mimicking phantom. Therefore, in the experimental study the proposed phase aberration estimation methodology was studied under a speed error scenario, in which a wrong sound speed of 1640 m/s was intentionally used to reconstruct the STA images. In the formulation, we assumed that the phase aberration other than that caused by the speed error can be neglected. The advantage of a speed error scenario is that the phase aberration delay profile can be formulated to quantitatively compare NCC and f-NCC methods. Additionally, in the speed error scenario phase aberration is a function of depth, as shown in Eq. [5]

This makes an ideal case to investigate the f-NCC method for STA data. Since NCC can only estimate the relative shifting between elements, the phase aberration of the $i_{th}$ element was derived relative to (by subtracting) that of the element right above the focal point (point $C$ in Fig.11 of the appendix). The true delay error is formulated as below:

$$\delta t_i = \delta t_c \cdot (1 + \cos \theta_i)$$

$$\delta t_c = l_i \cdot (1 - \cos \theta_i) \cdot \left[ \frac{1}{c_r} - \frac{1}{c_i} \right]$$

where $i$ represents the receive element index, $\delta t_i$ is the phase aberration error of the $i_{th}$ element relative to that of the element right above the focal point, $l_i$ is the travel distance between the focal point and receive element $i$, and $\theta_i$ is the angle between the travelled path to the receive element $i$ and the norm to the probe, as shown in Fig.11 of the appendix. $c_i$ represents the true average speed of sound and $c_r$ is the reconstruction sound speed. $\delta t_c$ represents the part of the $i_{th}$ element phase aberration (relative to the element right above the focal point) caused directly by the sound speed error.

The $\cos \theta_i$ term in Eq. [5] is an unexpected term. The $\cos \theta_i$ term is due to the vertical shift of the focal point caused by the speed error in the image reconstruction. Considering that $\theta_i$ usually small, the $\cos \theta_i$ term is close to 1. The derivation of the formulation will be explained in appendix C. The above formula was validated with Field II simulations and there was a good agreement between the theory and simulations.

Oval filter with the window size of $11cm^{-1}$ in aperture frequency domain and $17MHz$ in temporal frequency domain was found as the optimum windows in this experimental study. Ultimately, the experimental RF was corrected over transmit and receive.

Fig.8 shows the importance of the filtration to achieve a proper delay profile estimation. Signals were originated from a speckle area at the depth of 4.1cm. In this Fig. $c_i$ was assumed to be 1540 m/s. The NCC method was coupled with two values of threshold. The delay profile corresponding to the threshold value of $\lambda_0/4$ exhibits undesirable jumps in the profile. Nevertheless, it still shows a somewhat similar trend to the true delay errors in the second half of the delay profile (orange line) indicated by the green arrow. This suggests the possibility that a smaller threshold value could fix the problem. However NCC coupled with a smaller threshold ($\lambda_0/8$) shows a substantial difference from the theory. This plots proves the success of f-NCC estimation when compared to the theory profile (Eq. [5]) with 1540 m/s as the true speed. The small differences between the theory and f-NCC estimation might be due to the existence of the spatial speed heterogeneity within the beef layer. These sound speed variations contribute to the overall phase aberration delay. As indicated earlier, Eq. [5] only formulates the phase aberration due to the average speed error and not the spatial speed variation within the beef. To verify this claim, we collected RF data of the CIRS phantom in the absence of beef layer and estimated the phase aberration for a speed error scenario. The f-NCC estimated delay profile agreed well with the theory.

First, a phase aberration-free image (Fig.9(a)) was reconstructed with the correct speed of 1540 m/s. Second, the aberrated image with sound speed error is illustrated in Fig.9(b). A comparison between Fig.9(a) and b shows that phase aberration degradation is present in the STA image with speed error as: 1) the point reflectors within the phantom are unfocused and 2) the three dark areas within the beef at around depth of 3cm have fill-ins. The dark areas are shown by red arrows on Fig.9(a). Images corrected by f-NCC and NCC With the focal point at 4.1cm deep are shown in Fig.9(c) and (d), respectively.

The comparison between these images of Fig. 9 are in agreement with the delay profiles in Fig.8 F-NCC was more effective than NCC in improving image quality because in Fig. 9: 1) image (c) exhibits a more improved spatial resolution, specially for phantom point reflectors at approximately 4 cm and 5 cm; 2)image (c), beef structural features at around 3cm (shown by red arrows in image (a) has better contrast and delineation; 3) the interface between beef and the CIRS phantom in image (c) is sharper while it has a broken structure in Fig.9(d). 4) speckles in image c has a more uniform and sharper structure than Fig.9(d), where speckles have a smaller scale and broken pattern. This conclusion has been confirmed by image quality metrics. F-NCC corrections has improved the PSNR by 24% whereas this improvement is 5% after NCC
correction.

It should be pointed out that the phase aberration induced by sound speed error depends on the position of the focal point or pixel of interest. In the above correction, we chose the focal point to be a speckle at \( x = 1.1 \text{ cm} \) and \( z = 4.1 \text{ cm} \). Therefore, among the three point reflectors the sharpness of the nearby point reflector at position (2, 4.1) cm was improved the most. Alternatively, if we find the phase aberration by focusing on speckles around other point reflectors, the sharpness of the corresponding reflectors will be improved the most. In practice, it is more efficient to correct the phase aberration caused by the speed error by adjusting the average speed in the image reconstruction, rather than by finding the phase aberration point by point. Here we use the speed error model to demonstrate the ability of the proposed method to correct phase aberration pixel by pixel in the image.

IV. DISCUSSION

In the simulation and experimental study we proved the feasibility of f-NCC to estimate and correct the phase aberration error. A potential application of this filtering technique is to de-clutter the TBF RF data in B-mode imaging, prior to receive beamforming. Consequently, phase aberration in B-mode can be estimated after TBF RF data is de-cluttered. It should be noted that, f-NCC can determine phase aberration most accurately around the focal point of the transmission beam. For speckles that is away from the focal point, the performance of NCC will be compromised. This is due to the decrease of the correlation between the TBF RF signals from different elements, which is caused by the large beam width outside the focal zone \([19]\). In contrast, STA imaging will not suffer this limitation because every pixel in STA image is optimally focused. Nevertheless, the designed filter has the potential to be used in conjunction with other algorithms that require noise/clutter reduction as a prior step in B-mode imaging.

Another potential application of Eq. \([5]\) that is under study is to develop an algorithm to estimate the average speed of a medium. With f-NCC proven to be an effective estimator of the delay profile \( t \), this equation can be rearranged to solve for the scalar value \( c_s \). This problem can easily be solved and with a low computational load.

Another potential application of the f-NCC algorithm is to develop an algorithm to map the local speed of a medium. This can be done based on the fact that, at any speckle point, the phase aberration corresponding to the array elements is the result of the travel time change that the signal has experienced along the travelled path. This path is the line connecting the pixel/speckle and the array elements. The final delay error at every speckle can be represented as the integration of the sound speed error over the path \([19]\). Once we estimate the phase aberration delay of many speckles in an ultrasound image, we can write down a linear equation set that express the phase aberration in terms of the local speed error. After that, the standard methods in solving inverse problems can be applied to obtain the local speed. We are developing a method along this approach to map the local speed of tissues with STA.

V. CONCLUSION

We demonstrated the efficacy and robustness of an iterative f-NCC method in STA to estimate the phase aberration at speckle area from single-frame noisy RF signals in both simulation and experimental study. The 2D filtration of the TBF data was performed in the aperture and temporal domains to partially remove off-axis signals and noise. An iterative zero-padding technique was developed to correct the edge effect caused by filtering. A new formula of the phase aberration profile was derived and validated when a wrong average sound speed was used in the image reconstruction. The proposed method can improve the image quality of STA images with phase aberration. Alternative potential applications of the method include average speed estimation and local speed mapping with STA.

APPENDIX A

USING NORMALIZED-CROSS-CORRELATION TO ESTIMATE THE RESIDUAL PHASE ABERRATION \( r_i \)

Normalized-Cross-correlation is a window matching function that quantifies the relative shift between two similar signals \( s_i \) \& \( s_{i+p} \) \([8]\):

\[
NCC(\tau) = \frac{\sum_{t=w_2}^{w_1} s_i(t)s_{i+p}(t+\tau)}{\sqrt{\sum_{t=w_1}^{w_1} s_i^2(t)\sum_{t=t_1}^{t_2} s_{i+p}^2(t+\tau)}} \tag{6}
\]

Here \( w_2 \) \& \( w_1 \) represent the starting and ending point of the window in the signals \( s_i \) \& \( s_{i+p} \), over which cross correlation is measured. Additionally, \( \tau \) is the time shift between the two signals. Parameter \( p \) is the receive element lag between the cross-correlated signals (e.g., \( p = 1 \) indicates the neighboring elements). The shift \( \hat{d}_{i+p} \), between the receive elements with lag \( p \) is at the peak of the cross-correlation function:

\[
\hat{d}_{i+p} = \arg \max_{\tau} (NCC(\tau)) \tag{7}
\]

In this implementation, signals were up-sampled to 80 MHz and sub-sampling accuracy in NCC algorithm was achieved with cosine curve fitting. NCC was performed between a pair of receive elements with lag 1 (adjacent elements) \& lag 2. In theory, we have

\[
\hat{d}_{i+1} = r_{i+1} - r_i, \tag{8}
\]

where \( r_i \) and \( r_{i+1} \) are the residual delay errors corresponding to the \( i_{th} \) and \( (i+1)_{th} \) receive elements.

In this paper, we assume that the residual phase aberration profile \( r_i \) is a smooth function of \( i \). Therefore, we expect \( \hat{d} \) to be small value compared to the wavelength according to Eq. \([8]\). However, the noise in the RF signals would cause a drastic increase in some adjacent delay error calculations and jeopardize an ideally smooth delay profile. A straightforward solution was to define a threshold for \( \hat{d} \):
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The true arrival time error was estimated by taking the pseudo-inverse of the above equation:

\[ \hat{r} = (M^T M)^{-1} M^T d \] (11)

The estimation can be improved if M includes both lag 1 and lag 2 shift. That can be achieved when the corresponding matrices of M and d for both lags are stacked.

In summary, Eq. [6] was first used to yield the shift between a pair of receive elements \( d_{i,i+p} \) with the desired lag \( p \). The threshold value was applied according to equation [9]. Then the delay error for each receive element can be computed by solving Eq. [11]. After that, the estimated delay was compensated to the raw RF data for both the transmit and receive process to approximately correct the phase aberration. Lastly, the above process was iterated several times for further improvement. This technique takes approximately 2-3 iterations to reach convergence and proper correction of the phase aberration error.

APPENDIX B

PADDING

In the estimation of the delay profile, a much larger error can be found at the edge in f-NCC method, as shown by the black arrows at the elements 1-10 and 118-128 in Fig.[10] This is caused by the periodic assumption of signals when applying Fourier transform. Based on the periodic assumption, signal from channel 128 will be wrapped round to be adjacent to the signal from channel 1. Since the signals from these two channels are quite different, there is a discontinuity in the 2D TBF RF signals. After going through the low-pass filters, the locations with discontinuity will result in larger distortion compared to other parts. To accommodate such problems, we used an approach borrowed from the zero-padding technique in signal processing field [31]. An iterative padding scheme was proposed. In our implementation of the filtering process, the 2D TBF RF signals were stored in a matrix \( S_i(t) \), each column represented the signal from one channel. In the first iteration, TBF signal matrix was padded by replicating several times, the signal of the first channel on the left side of the matrix and the signal of the 128th channel on the right side of the matrix. Then this expanded matrix was filtered as described in the Section II A. After that, f-NCC was applied to calculate the delay profile. In further iterations, signals were extrapolated on both sides with delays that have the same slope on the delay profile as these of the first and last 10 elements. Fig.[10] illustrates that this iterative padding technique has minimized the edge effect.

APPENDIX C

FORMULATION OF DELAY PROFILE UNDER A SPEED ERROR SCENARIO

To validate the f-NCC methodology, the true phase aberration delay was derived for a scenario when image was reconstructed with a wrong average speed. The speed error will result in travel time error in two ways: first, it will affect the travel time by the wrong speed directly. Second, it will shift the target vertically in the image, which in turn will cause an additional travel time error. Initially, for the focal point A (Fig.[11]), the travel time relative to the element right above the focal point was calculated. Later on, \( l_{AC} \) was subtracted so element right above the focal pixel has no delay:

\[ t_c = \frac{l_{AC} - l_{AD}}{c} = \frac{l_i}{c} \ast (1 - \cos \theta_i) \] (12)

For the simplicity in this formulation, the path with respect to point A was shown by \( l_i \). In the above equation, \( \theta_i \) is the angle between travel path with respect to receive element \( i \) and norm to the path. The goal of this calculation was to find the delay error time corresponding to element \( i \) located at point \( D \). Under a speed error condition, the delay error is:

\[ \delta t_c = l_i \ast (1 - \cos \theta_i) \ast \left[ \frac{1}{c_r} - \frac{1}{c_t} \right] \] (13)

\( c_r \) represents the reconstruction speed and \( c_t \) is the true speed. Additionally, in presence of speed error the focal point A is shifted by \( l_{AB} \) or \( \delta l \):

\[ \delta l = l_{AB} = (l_i - \frac{l_i}{c_t} \ast c_r) \ast \cos \theta_i = l_i \ast c_r \ast \left[ \frac{1}{c_r} - \frac{1}{c_t} \right] \ast \cos \theta_i \] (14)

Time error due to the vertical shift will be:

\[ \delta t_d = \frac{l_{DB} - l_{BC}}{c_r} - \frac{l_{AD} - l_{AC}}{c_r} \] (15)

This equation was rearranged as below:

\[ \delta t_d = \frac{l_{DB} - l_{AD}}{c_r} - \frac{l_{BC} - l_{AC}}{c_r} \] (16)

By substituting for the position shift \( \delta l \) this equation was obtained:

\[ \delta t_d = -\frac{\delta l \cos(\theta_i)}{c_r} + \delta l = \delta l \left[ 1 - \cos(\theta_i) \right] \] (17)

\[ \frac{1}{c_r} - \frac{1}{c_t} = \delta t_c \ast \cos \theta_i \]

To find the total delay error, speed error \( \delta t_c \) and position shift \( \delta t_d \) delays were added:

\[ \delta t_i = \delta t_d + \delta t_c = \delta t_c \ast (1 + \cos \theta_i) \] (18)
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Fig. 1: (a) plot of $s_i(t)$, transmit beamformed RF signals, corresponding to the speckle inside the red box in (b). (b) the reconstructed image in the absence of noise and aberration. Focal depth was at 1.63 cm.

### TABLE I: Quantitative comparison of aberrated and NCC and f-NCC corrected images of simulated phantom

|                  | PSNR [dB] | CNR hyper [dB] |
|------------------|-----------|----------------|
| Aberrated        | 5.4       | 1.54           |
| NCC              | 5.8       | 1.2            |
| f-NCC            | 8.2       | 1.92           |
Fig. 2: aperture domain filtering: (a) transmit beamformed signal with a focal point at speckle point at z=1.63cm. beamforming was performed by all the 128 elements. (b) 2D Fourier transform of the transmit beamformed RF signals. (c) Low-pass filter along aperture and temporal frequency domains. (d) Filtered RF in Fourier domain (e) The final result of filtration with the improved and de-cluttered transmit beamformed data.
Fig. 3: Transmit beamformed plots after filtration. The off-axis scattering is significantly reduced.

Fig. 4: A comparison between the truth, NCC and f-NCC delay estimation in absence of noise. In the NCC method threshold was equal to $\lambda_0/4$. Focal point was at speckle area at 1.63cm depth. Focal point was in vicinity of a hyper-echoic region.
Fig. 5: A comparison between the truth, NCC, and f-NCC delay estimation. Independent noise was added to the ultrasound signal to achieve a $SNR$ of -10 dB. NCC method was coupled with thresholds values of $\lambda_0$ and $\lambda_0/4$ for adjacent element values. Focal point was on a speckle region at the depth of 1.63 cm.

Fig. 6: Plots of Transmit beamformed aberrated RF signals (a) with no noise, (c) with added noise of -10dB SNR and (e) after filtration of the noisy signals in (c). (b, d) and (f) show their corresponding plots after phase aberration correction with NCC. Focal point was at a speckle point at $z=1.63$ cm.
Fig. 7: STA images reconstructed from: (a) the noiseless aberrated data, (b) the NCC-corrected noiseless data, (c) noisy RF signals with aberration, (d) the NCC-corrected noisy data, and (e) the f-NCC-corrected noisy data. Focal point was located at speckle point at \( z = 1.63 \) cm.

Fig. 8: A comparison between the theory and the estimated phase aberration. NCC coupled with thresholds of \( \lambda_0/4 \) and \( \lambda_0/8 \) and f-NCC were included. Theory delay profile was calculated using Eq. 5b with respect to focal point at 4.1 cm.
Fig. 9: Experimental STA images reconstructed from RF signals with (a) a correct speed of 1540 m/s and (b) a wrong speed of 1650 m/s. STA images reconstructed from the RF signals corrected with (c) f-NCC and (d) NCC methods. A beef top layer was added to create a noisy RF data. The focal point to estimate the phase aberration (signified by the red square) was at 4.1 cm.

Fig. 10: A comparison between the truth and estimated delay profiles to show the effectiveness of padding to correct the edge effect. In this graph blue line represents the Truth delay profile. Red and yellow lines compare the corrected profiles with oval filter with and without padding.
Fig. 11: The illustration of truth travel delay calculation. Points D shows the transducer element and point A is the focal point position. C is the transducer element right about the focal point A.