The electronic state of vortices in YBa$_2$Cu$_3$O$_y$ investigated by complex surface impedance measurement
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The electromagnetic response to microwaves in the mixed state of YBa$_2$Cu$_3$O$_y$(YBCO) was measured in order to investigate the electronic state inside and outside the vortex core. The magnetic-field dependence of the complex surface impedance at low temperatures was in good agreement with a general vortex dynamics description assuming that the field-independent viscous damping force and the linear restoring force were acting on the vortices. In other words, both real and imaginary parts of the complex resistivity, $\rho_1$ and $\rho_2$, were linear in $B$. This is explained by theories for $d$-wave superconductors. Using analysis based on the Coffey-Clem description of the complex penetration depth, we estimated that the vortex viscosity $\eta$ at 10 K was $(4\sim 5) \times 10^{-7}$ Ns/m$^2$. This value corresponds to $\omega_0 \tau \sim 0.3 - 0.5$, where $\omega_0$ and $\tau$ are the minimal gap frequency and the quasiparticle lifetime in the vortex core, respectively. These results suggest that the vortex core in YBCO is not in the deeply superclean regime but in the moderately clean regime. Investigation of the moderately clean vortex core in high-temperature superconductors is significant because physically new effects may be expected due to $d$-wave characteristics and to the quantum nature of cuprate superconductors. The behavior of $Z_r$, as a function of $B$ across the first order transition (FOT) of the vortex lattice was also investigated. Unlike Bi$_2$Sr$_2$CaCu$_2$O$_y$ (BSCCO), no distinct anomaly was observed around the FOT in YBCO. Our results suggest that the rapid increase of $X_s$ due to the change of superfluid density at the FOT would be observed only in highly anisotropic two-dimensional vortex systems like BSCCO. We discuss these results in terms of the difference of the interlayer coupling and the energy scale between the two materials.

I. INTRODUCTION

The properties of high-$T_c$ superconductors (HTSC) in an applied magnetic field have revealed a rich variety of fascinating phenomena. In particular, investigations of the electronic structure in the mixed state of HTSC have been key experiments in recent condensed matter physics. In conventional superconductors (CSC) with $s$-wave gap symmetry, there are bound states of quasiparticles (QPs) localized in the vortex core. The level separation between the bound states, $\Delta E$, is

$$\Delta E \equiv \hbar \omega_0 \sim \Delta_0/k_F \xi,$$  

(1)

where $\Delta_0$ is the bulk gap energy and $k_F$ and $\xi$ are the Fermi wavenumber and the GL coherence length, respectively. Here, $\omega_0$ is regarded as the minimal gap frequency inside the core.

In CSC, $T_c$ is below 10 K and $\xi \sim 100$ Å, which lead to $\Delta E \leq 0.1$ K. This could not be resolved by available experimental techniques. Indeed, in the scanning tunneling spectroscopy (STM) experiments in CSC \cite{2,3}, the local density of states inside the core was shown as a zero energy peak anomaly, which was interpreted as a smearing of the discrete levels in the core \cite{4,5}.

When describing the dynamics of QPs in the mixed state, the key parameter is the width of the level in the core, $\delta E$, which is connected with the scattering time, $\tau$, of the QPs in the vortex core. The relationship between $\delta E$ and $\tau$ was expressed as

$$\delta E \sim \frac{\hbar}{\tau}.$$  

(2)

Since $\delta E \gg \Delta E$ in CSC, the vortices in CSC can be regarded as tubes with a normal metal of radius $\xi$. In such a case, the vortex motion was well described with the Bardeen - Stephen (B-S) model \cite{5}.

In HTSC, such a simple description of the vortex core is incorrect for several reasons. First, the energy gap has $d$-wave symmetry in HTSC \cite{6}. Since the amplitude of the gap at the node is zero, QPs are not localized in the vortex core but extended along the node direction \cite{7,8,9}. A theoretical calculation suggested that there were no truly localized states in the vortex core in pure $d_{x^2-y^2}$ superconductors \cite{10}. On the other hand, recent STM results in HTSC showed that the peak at zero energy

\cite{11,12}.
vanished and that the density of states at a finite energy below the gap $\Delta_0$ was enhanced near the center of the vortex core \[2,3,4\]. Therefore, the presence or the absence of localized states in the vortex core of HTSC is one of the central basic questions.

The second different feature of the vortex core in HTSC is the semi-quantum nature of the core. Since $\Delta_0 \sim 20$ meV for HTSC, that means $\xi \sim 20$ Å. This gives $k_F\xi \sim 20$, which is quite different from the case of CSC (for which $k_F\xi \sim 200$, typically). Indeed, if the peak observed in the STM experiment mentioned above corresponds to the quantum levels in the core, it gives $k_F\xi \sim 2$. The physics of such a quantum core has been undeveloped up to now.

Such anomalous aspects of the electronic structure around the core in HTSC should affect the dynamic response of the vortices. If the vortex motion is described phenomenologically, the dissipation can be discussed in terms of the frictional force,

$$F_v = \eta v + \alpha_H v \times \dot{z},$$

which is proportional to the velocity of vortices, $v_L$. Here $\eta$ and $\alpha_H$ are the viscous drag and the Hall coefficients, respectively, and $\dot{z}$ is the unit vector parallel to an applied magnetic field. The dissipation mechanism is, in turn, closely related to the characteristic scattering time of QPs in the vortex core, $\tau$. The vortex viscosity $\eta$, and Hall constant $\alpha_H$ were calculated \[13,16\] for arbitrary values of $\omega_0\tau$, and it was found that

$$\eta = \pi\hbar n \frac{\omega_0\tau}{1 + (\omega_0\tau)^2},$$

$$\alpha_H = \pi\hbar n \frac{\omega_0\tau}{1 + (\omega_0\tau)^2},$$

where $n$ is the QP concentration. The ratio of the level spacing $\Delta E$ to the level width $\delta E$,

$$\frac{\Delta E}{\delta E} = \omega_0\tau,$$

is used as an index of the cleaness in the vortex core. In the dirty limit ($\omega_0\tau \ll 1$), the Hall effect (Eq. (3)) is negligible, and Eq. (4) was expressed as $\eta = \pi\hbar \omega_0\tau = B_{c2}\Phi_0/\rho_n$, where $\rho_n = m^*/ne^2\tau$, and $B_{c2}$ is the upper critical field. This is the B-S expression of the viscosity, $\eta$ \[3\]. In the opposite limit, $\omega_0\tau \gg 1$ (the superclean limit), the Hall effect is dominant and $\eta$ is expressed as $\eta \approx \pi\hbar n/\omega_0\tau$. According to \[7\], the diagonal component of the vortex resistivity under constant transport current, $J$, was expressed as

$$\rho_v = \frac{B\phi_0}{\eta + \alpha_H^2/\eta} = \frac{B\phi_0}{\eta_{\text{eff}}},$$

where the effective viscosity $\eta_{\text{eff}}$ was defined as

$$\eta_{\text{eff}} = \eta + \alpha_H^2/\eta.$$
expected from the usual flux-flow theory. However, they reported only the frequency dependence of the complex resistivity \( \bar{\rho}(\omega) \) at a fixed field 6 T, and detailed field dependence data were unavailable. To discuss the deviation from the conventional vortex dynamics description, the magnetic-field dependence of \( \bar{\rho} \) should be investigated.

Considering the state of previous high-frequency measurements of \( \eta \)-values, there is a large ambiguity. To resolve such confusion, complex surface impedance measurements as functions of magnetic field, frequency, and temperature should be performed up to higher magnetic fields.

In addition, it should be emphasized again that in HTSC, the vortex core is likely to be close to the quantum limit since \( k_F \xi \) is small and the major component of the condensate wave function has \( d \)-wave symmetry. In such a highly anomalous situation, to the best of our knowledge, there have been no rigorous calculations of the dynamic properties of vortices. So the appearance of some new effect may be expected.

Another problem we focus on in this study is the relationship between the electronic structure and the vortex structure in the mixed state. Previously, we found that in \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_y \), a rapid increase of surface reactance, \( X_s \), took place at the first order transition (FOT) of the vortex lattice \[2\]. Since \( X_s \) is proportional to the real part of the effective penetration depth, it was proposed that this increase may be ascribed to the decrease in the superfluid density rather than to the loss of pinning. This suggested that the change in the structure of the vortex lattice largely affected the electronic structure of the vortex. If this phenomenon were observed in other cuprates, where the FOT occurred, it would be a universal new effect found in HTSC associated with the FOT of the vortex lattice. Thus, we have investigated how universal the phenomenon is in materials with different values of anisotropy.

Furthermore, quite recently, the existence of a collective mode in the microwave frequency range was predicted in unconventional superconductors with mixed symmetry order parameters \[28\]. Such a mode might be expected to show up as a resonance in the surface impedance.

To study the fascinating problems described above, in this paper, we present complex surface impedance measurements on untwinned YBCO single crystal as functions of temperature and magnetic field. These measurements have been made in the wide region of the mixed state (10 K < \( T < T_c \), 0 < \( H < 15 \) T) at several frequencies, and provide information on electronic structure in the mixed state. In the following section, details of the experimental technique to measure \( Z_s \) in an applied magnetic field together with the analysis based on vortex dynamics will be described. In Sec. III, the results of the \( Z_s \) measurements will be shown. Both the real and imaginary parts of the complex resistivity show the \( B \)-linear behavior at low temperatures below 60 K. Through comparison with a theoretical calculation by Coffey and Clem \[24\], we estimate the pinning frequency, vortex viscosity and pinning constant. Estimated values of \( \eta \) at 10 K are \( \sim 4 - 5 \times 10^{-7} \) Ns/m². These values correspond to \( \omega_0 \tau \sim 0.3 - 0.5 \), which suggests that the vortex core of YBCO is not in the deeply superclean regime but in the moderately clean regime. In the data from the high temperature region above 60 K, we cannot find any obvious anomaly around the FOT in both \( R_s \) and \( X_s \). This is in contrast to the results observed in BSCCO. In Sec. IV, the observed \( B \)-linear behavior is explained in terms of a theoretical consideration for \( d \)-wave superconductors. The significance of the moderately clean vortex core realized in YBCO will be discussed together with the relationship between the \( Z_s \) and the FOT in YBCO, and the difference between YBCO and BSCCO. Moreover, we will briefly comment on the possibility of the existence of the collective mode predicted by Balatsky et al. Sec. V is dedicated to our conclusions.

II. EXPERIMENTAL

A. Apparatus

\( \text{YBa}_2\text{Cu}_3\text{O}_y \) single crystals were grown by a self-flux method using \( \text{Y}_2\text{O}_3 \) crucibles and were annealed at 450°C. The sample described in this study was a naturally untwinned, slightly overdoped single crystal with dimensions of \( 0.6 \times 0.6 \times 0.05 \) mm³. It showed a superconducting transition at \( T_c = 91.2 \) K, which was determined from the magnetization measurement using a commercial SQUID magnetometer (Quantum Design).

The microwave surface impedance \( Z_s \equiv R_s + iX_s \), where \( R_s \) and \( X_s \) are the surface resistance and surface reactance, respectively, was measured by the cavity perturbation technique with cylindrical cavities operated in the \( \text{TE}_{011} \) mode. Since a superconducting cavity with high sensitivity \[28\] could not be used in an applied magnetic field, we used copper cavities tuned to 19.1, 31.7, and 40.8 GHz. The \( Q \)-values of each cavity at 10 K were \( \sim 6.5 \times 10^4 \) at 19.1 GHz, \( \sim 2.8 \times 10^4 \) at 31.7 GHz, and \( \sim 2.7 \times 10^4 \) at 40.8 GHz. The sample was located at the center of each cavity, at the antinode of the microwave magnetic field \( H_d \) being parallel to the \( c \)-axis of the sample. Thus, the microwave currents flowed in the \( ab \) plane (\( \text{CuO}_2 \) plane). Details will be described in a separate publication. \( R_s \) and \( X_s \) for the sample in zero field could be simultaneously obtained from the shift in the quality factor of the cavity, \( \Delta (1/Q) \), and the shift in the resonance frequency, \( \Delta f \). According to cavity perturbation theory \[24\], in the skin depth regime where the microwave skin depth is significantly shorter than the dimensions of the sample, \( R_s \) and \( X_s \) may be expressed as

\[
R_s = G \left( \frac{1}{2Q_s} - \frac{1}{2Q_b} \right) \equiv G\Delta \left( \frac{1}{2Q} \right) 
\]

\[
X_s = G \left( -f_s f_b - f_b \right) + C \equiv G \left( -\frac{\Delta f}{f_b} \right) + C, \quad (11)
\]
where $Q_s$ and $f_s$ are the quality factor and the resonant frequency of the cavity including the sample, and $Q_b$ and $f_b$ are those of the empty cavity without the sample. $G$ is a geometrical factor that depends only on the shape of the sample and the cavity, and $C$ is a metallic shift constant, which represents the shift of the resonance frequency of the cavity with a perfect conductor with the same dimensions as the sample. In zero field, $X_s$ is proportional to the London penetration depth, $\lambda_L$, as $X_s = \mu_0 \omega \lambda_L$, where $\mu$ is the vacuum permeability and $\omega$ is the angular frequency.

However, in Eq. (11), the effects of thermal expansion should be taken into account at high temperatures, as was pointed out in [34]. Therefore, Eq. (11) were corrected to the following expressions,

$$X_s = G \left( \left( -\frac{\Delta f}{f_b} \right) \alpha(T) \right) + C,$$

where $\alpha(T)$ is the temperature-dependent factor related to the relative difference of thermal expansivities between the cavity and the sample. In order to determine the absolute values of $R_s$ and $X_s$, we should fix the two parameters, $G$, and $C$, and estimate $\alpha(T)$ in Eqs. (11) and (12).

We determined $G$, $C$, and $\alpha(T)$, as follows. First, in the normal state, the relationship, $R_s = (\mu_0 \rho_n/2)^{1/2}$ is appropriate. $\rho_n$ of the sample at 100 K is $6.4 \times 10^{-7}$ Ω m, which gives $R_s = 0.28 \Omega$ at 31.7 GHz. Substitution of the value into Eq. (10) gives the value of $G$. Second, $\alpha(T)$ was estimated from the difference of the thermal expansivities between Cu [31] and YBCO [32]. Finally, the value of $C$ was determined by assuming that the London penetration depth at $T = 0$ K is $1400$ Å [33]. The corrected $X_s$ data satisfied that (1) the Hagen-Rubens relation ($R_s = X_s$) was held in the normal state above $T_c$, and (2) at $T \to 0$, $X_s/\mu \omega$ was extrapolated to $\lambda_L(0)$. After this correction, the temperature dependence of $\lambda_L$ in zero field was consistent with the data reported in [34]. $R_s$ and $X_s$ in an applied magnetic field were subsequently determined by using the values of $G$, $C$, and $\alpha(T)$ in zero field. We confirmed that the magnetic field dependence of $Z_s$ was not affected by the corrections mentioned above. Surface impedance measurements were performed both with swept $H$ after zero-field cooled conditions and with swept $T$ under field-cooled conditions. In all measurements, the static applied magnetic field $H_{dc}$ was parallel to the c-axis.

**B. Method of the Analysis**

In this subsection, we will explain the procedure used in this study to determine the vortex dynamics parameters. The complex surface impedance $Z_s$ is related to the complex penetration depth, $\lambda$, as

$$Z_s = i \mu_0 \lambda,$$

(13)

The complex resistivity $\rho = \rho_1 + i \rho_2$ is expressed as

$$\rho = Z_s^2 / i \mu_0 = i \mu_0 \lambda^2.$$

(14)

The general behavior of $\lambda$ in the mixed state of type-II superconductors was calculated by Coffey and Clem (C-C) [32]. In this model, a rigid, massless vortex lattice with linear restoring force and viscous damping force was assumed. The basic equation of motion of vortex was described as

$$\eta \ddot{u} + \kappa u = \phi_0 J \times \dot{z} + f(t)$$

(15)

where $u$ is the displacement of vortices, $\eta$ is the viscosity in the absence of flux creep, $\kappa$ is the pinning constant, $J$ is the transport current density, $\phi_0$ is flux quantum and $\dot{z}$ is the unit vector parallel to $H_{dc}$. $f(t)$ is the stochastic force, which corresponds to the effects of creep, and the Hall effect was neglected. Based on a self-consistent treatment of vortex dynamics including the influence of the normal component in the two-fluid sense, they derived an expression for the complex penetration depth $\lambda$ as a function of temperature, magnetic-field, and frequency,

$$\frac{\dot{\lambda}^2}{\lambda^2} = \left( \frac{1}{1 + s^2} + \frac{(1-\epsilon)r-s(\epsilon+r^2)b}{(1+s^2)(1+r^2)} \right) - i \left( \frac{s}{1+s^2} + \frac{(\epsilon+r^2)+s(1-\epsilon)r}{(1+s^2)(1+r^2)} \right).$$

(16)

Here, $s = 2\lambda_L^2 / \delta_n b^2$, where $\lambda_L$ is the London penetration depth and $\delta_n$ is the normal fluid skin depth ($\delta_n = 2\rho_n/\mu_0$). The normalized field $b$, and normalized frequency $r$ were expressed as,

$$b = \phi_0 B / \mu_0 \lambda_L^2 \eta = B / B_0,$$

(17)

$$r = \omega / \omega_p,$$

(18)

where $\omega_p = (\kappa_p / \eta) (I_1(\nu)I_0(\nu)) / (I_0(\nu) - 1), \nu = U / k_B T$, $U$ is an activation energy of the pinning potential, $\epsilon = 1 / I_0(\nu)$, and $I_n$ is a modified Bessel function of the first kind of the order $n$.

At low temperatures, $(T \leq 60 \text{ K})$, which corresponds to $s \to 0$ and $\nu \to \infty$, i.e., $\epsilon \to 0$, effects of both the flux creep and the thermally activated normal fluid can be neglected, and the equation (16) becomes a rather simple expression,

$$\frac{\dot{\lambda}^2}{\lambda^2} = \left( 1 + \frac{r}{1+r^2} b \right) - i \left( \frac{r^2}{1+r^2} b \right).$$

(19)

$R_s$ and $X_s$ normalized by $\mu_0 \lambda_L$ are deduced from Eq. (19), and expressed as

$$\frac{R_s}{\mu_0 \lambda_L} = \frac{1}{2} \left( \sqrt{1 + 2r} + \frac{r^2}{1 + r^2 b^2} \right)^{1/2} - \frac{1}{2} \left( \sqrt{1 + 2r} + \frac{r^2}{1 + r^2 b^2} - \frac{r^2}{1 + r^2 b} \right)^{1/2},$$

(20)
\[
\frac{X_s}{\mu_0 \lambda_L} = \frac{1}{2} \left( \sqrt{1 + \frac{2r}{1 + r^2} b + \frac{r^2}{1 + r^2} b^2} + \frac{r^2}{1 + r^2} b \right) \cdot \frac{1}{2} \left( \sqrt{1 + \frac{2r}{1 + r^2} b + \frac{r^2}{1 + r^2} b^2} - \frac{r^2}{1 + r^2} b \right) \tag{21}
\]

Note that Eqs. (19), (20), (21) contain only two parameters, \( r \) and \( b \). Variability of parameters \( r \) and \( b \) is limited within the range where C-C model is valid \((B_{c1} \ll B \ll B_{c2})\), where \( B_{c1} \) and \( B_{c2} \) are lower and upper critical field, respectively, and \( \hbar \omega < \Delta_0 \). Therefore, ranges of \( r \) and \( b \) are \( 0 \ll r \ll \infty \), and \( B_{c1}/B_{c2}(\sim 0) \ll b \ll B_{c2}/B_{c1}(\sim \infty) \), respectively.

Here we introduce “the impedance-plane plot”, where the horizontal axis is \( X_s/\mu_0 \lambda_L \) and the vertical axis is \( X_s/\mu_0 \lambda_L \), as is shown in Fig. 1. \( R_s/\mu_0 \lambda_L \) and \( X_s/\mu_0 \lambda_L \) of Eq. (20), and (21) were plotted through the parameter \( b \) with fixed \( r \)’s. In the figure any curves in this plane show a concave upward curvature. Therefore, provided that the experimental data obeys the behavior in Fig. 1, we can estimate the depinning frequency \( \omega_p \), uniquely by comparing the measured \( Z_s(B) \) data with the curves in Fig. 1. After that we can determine \( \eta \) through Eqs. (20), and (21). To sum up the procedure, first, we try to fit the data with the curve in Fig. 1 for a fixed \( r \) value. Substituting the \( r \) value into Eqs. (21) and (21) enables us to determine another parameter \( b \). Finally, the comparison between \( b \) and experimental \( B \) gives the \( \eta \) value.

III. EXPERIMENTAL RESULTS

Figure 2 shows \( Z_s \) as a function of magnetic field up to 15 T at several different temperatures. Here, the longitudinal axis of the lower panel in Fig. 3 (\( \Delta R_s \)) means the change from the zero-field value, defined as \( \Delta R \equiv R_s(B) - R_s(0) \). Continuous lines and discrete open marks represent the results from swept magnetic-field measurements and swept temperature measurements, respectively.

In Fig. 2, the magnetic field dependence of \( R_s \) and \( X_s \) is roughly proportional to \( B^{1/2} \) over the whole range, which is expected in the high field region of the C-C formula. To see this more clearly, we plot the data in terms of the complex resistivity, \( \Delta P_1 \equiv \rho_1(B) - \rho_1(0) \), and \( \Delta \rho_2 \equiv \rho_2(B) - \rho_2(0) \). In Fig. 3, we plot the magnetic field dependence of \( \Delta P_1 \) and \( \Delta \rho_2 \) at several fixed temperatures. If \( R_s(0) \ll R_s(B) \), \( \Delta P_1 \), \( \Delta \rho_2 \) were expressed as \( \Delta P_1 \approx 2 \Delta R_s X_s/\mu_0 \omega \), and \( \Delta \rho_2 \approx (\Delta (X_s^2) - \Delta R_s^2)/\mu_0 \omega \), respectively. According to Eqs. (14) and (19), within the low temperature approximation, both \( \Delta P_1 \) and \( \Delta \rho_2 \) were proportional to a magnetic field, \( B \). As shown in the lower two panels of Fig. 3 ((c), and (d)), both \( \Delta P_1 \) and \( \Delta \rho_2 \) change linearly as a function of \( B \) at low temperatures below 60 K. These behaviors suggested that the C-C model was appropriate to describe the vortex dynamics.
in YBCO. However, at higher temperatures above 70 K, as was clearly seen in $\Delta \rho_1$ (Fig. 3 (a)), there is a clear deviation from the $B$-linear behavior. This deviation became more prominent with increasing temperature. In the high temperature region, thermal effects on the vortices cannot be neglected, and the low temperature approximation will no longer accurate. To obtain precise values for the vortex parameters in this regime, analysis including flux creep, and/or the $B$-dependent behavior of the vortex dynamics parameters is needed.

In Fig. 3 (a), we plot the magnetic-field dependence of $Z_s$, shown in Fig. 2 in the impedance plane. Results from the measurements at 19.1 GHz up to 5 T, and those at 40.8 GHz up to 7 T are also shown in Fig. 3 (b), and (c). All data show a clear concave upward behavior, which suggests that we can analyze the data in terms of the vortex dynamics. The fitted curve based on Eqs. (20) and (21), together with the resulting $r$ value, are also shown in Fig. 3. Indeed, the result of the fit is very good in agreement. Thus, we can determine $\omega_p$ and $\eta$, by the method described in the previous section.

In Fig. 3 we show the temperature dependence of the viscosity, $\eta$ and the pinning frequency, $\omega_p$. $\eta$ decreases with increasing temperature. The observed temperature dependence of $\eta$ was found to scale with that of the upper critical field, $B_{c2}$. In fact, if we assume that the temperature dependence of $B_{c2}$ as $B_{c2} = B_{c2}(0)(1-t^2)/(1+t^2)$, where $t = T/T_c$, and $B_{c2}(0) = 80$ T and $\rho_n \sim 3 \times 10^{-7}$ $\Omega$m, the solid curve in Fig. 3 (a) was obtained. The data are almost in agreement with this approximate curve. Deviations might be caused by the temperature dependence of the normal state resistivity, $\rho_n$, and/or an ambiguity in the high temperature region that will be discussed later. The pinning frequency $\omega_p$ decreased with increasing temperature due to thermal effects. Such behavior in the temperature dependence of $\eta$ and $\omega_p$ is almost consistent with the previous reports [18, 19, 22, 23]. As was already mentioned, Eqs. (20) and (21) are approximate expressions in the low temperature region, and in fact, the fit was not so good above 70 K. Therefore, the absolute values of these parameters at high temperature (above 70 K) might have some ambiguity. However, in the low temperature region, on which we mainly focus in this study, these parameters can be well defined within this approximation.

It was surprising that the obtained values of $\eta$ and $\omega_p$ from the measurements at different frequencies are almost the same. This fact indicates that the frequency
dependence of $Z_s$ was also in good agreement with the vortex dynamics description with frequency-independent values for $\eta$ and $\omega_p$. The viscosity $\eta$ and the depinning frequency $\omega_p$, at 10 K were found to be $\sim 4 - 5 \times 10^{-7}$ Ns/m$^2$, and $\sim 40 - 50$ GHz, respectively. Since we kept $\mathbf{J} = \text{const.}$ in our experiments (where $\mathbf{J}$ is the amplitude of the microwave current), the viscosity obtained from the data corresponds to $\eta_{\text{eff}}$ in Eq. (8). In YBCO, the carrier concentration $n$ was proposed to be $n = 0.25$ per CuO$_2$ plane. By using Eq. (9), we estimate that $\omega_p\tau$ is $\sim 0.3 - 0.5$. Since the $\omega_p$ was found to be 40 - 50 GHz, even in the measurements in the microwave and millimeterwave regions, we cannot conclude that the pinning is negligible. In that sense, the analysis in Ref. [20], leading to the conclusion of the superclean core, was incorrect. Our results confirmed that the measurement of both the real part and the imaginary part is essential for HTSC.

Next, let us move to the behavior of $Z_s$ around the FOT in the vortex lattice. Figure 5 shows the magnetic-field dependence of $Z_s$, $\Delta \rho_1$, and $\Delta \rho_2$ up to 15 T at 80 K, and 85 K. The dashed lines in each panel show the field corresponding to the FOT, which was determined by the resistivity data of a sample with the same doping level. We could not find any obvious anomaly at the FOT in YBCO within our experimental resolution. This result is in contrast to what was observed in BSCCO with the most remarkable being the anisotropy. One possible reason for the absence is that the change of London penetration depth, $\lambda_L$, is too small to be detected. In YBCO, the anisotropy parameter $\gamma$ is smaller than that of BSCCO and the phase transition occurs at rather higher fields, which are the order of several tesla. In such high fields, the density of vortices is so large that the contribution of moving vortices to $Z_s$ may hide the subtle change of the superfluid density. However, if the anomaly is supposed to be as the same magnitude as in BSCCO, it should be $\Delta X_s/X_s \sim 4 - 5\%$, which is well above the measurement noise level ($\leq 1\text{m}\Omega$, $\sim 1\%$). We will discuss the reasons for this difference later.

### IV. Discussion

We found that the change in the resistivity was linear in $B$. We also clarified that the flux-flow in YBCO was well described in terms of the Coffey-Clem unified theory of vortex motion with $B$-independent, and frequency-independent vortex dynamics parameters, and essentially not different from that in CSC. As will be seen below, this...
is consistent with theoretical considerations for d-wave superconductors [37, 38].

Theoretically, flux-flow was first discussed by Bardeen and Stephen [1]. They calculated the flux flow resistivity in the dirty limit, $\delta E \sim h/\tau > \Delta_0$ for s-wave superconductors. After that, Larkin and Ovchinikov [39] showed results for the case of a moderately clean core with s-wave gap symmetry, and Kopnin and Kravtsov [10] calculated the conductivity and the Hall angle taking the Hall effects into account. Recently, Kopnin and Volovik [37], and Makhlin [38] described the flux flow in the clean, d-wave case. They showed that, in the moderately clean limit, the QPs outside the core did not make an important contribution to the flux-flow conductivity. The expression for the flux-flow conductivity in a d-wave superconductor was similar to that for an s-wave superconductor in the moderately clean regime. This means that the dissipative process mainly occurs at the boundary of the core, and is independent of the details of the electronic structure inside the core in the clean regime. Again, our results suggest that the flux-flow resistivity of YBCO was $B$-linear, which is not so much different from that in a conventional s-wave superconductor. This result is quite consistent with the theoretical description of the flux-flow in a d-wave superconductor.

Next, we found that the vortex viscosity $\eta$ was $4 - 5 \times 10^{-7}$ Ns/m$^2$ at 10 K, which means that the vortex core of YBCO is in the moderately clean regime. As was described earlier, the electronic structure of vortices in HTSC is unusual because of (1) the d-wave symmetry of the energy gap, and (2) the quantum nature of the levels in the core. However, most of the existing theories took the quasiclassical approach to calculate the electronic structure of the core. In HTSC, as $k_F\xi$ is $\sim 10$ and $h\omega_0$ is $\sim 10$ K, the vortex core is likely to approach the quantum limit ($k_F\xi \sim 1$). In the quantum limit, since the minimal gap $h\omega_0$ is nearly equal to the energy gap $\Delta_0$, the distinction between QPs inside and outside the core becomes meaningless. Larkin and Ovchinikov [41], and Koulatkov and Larkin [11] calculated the I-V characteristics and microwave absorption in the quantum, clean, s-wave cases, respectively. However, to our knowledge, there was no theoretical prediction on the flux flow state in the quantum, moderately clean, d-wave case. All of these estimations mean that the vortex core in HTSC is in the marginal region from the different points of view discussed above.

Next, we will discuss the absence of any anomaly in the microwave response in YBCO at the FOT. In BSCCO, the rapid increase of $X_s$ at the FOT was observed in both optimally- and over-doped samples [12]. Note that no obvious anomaly was observed in $R_s$ at the FOT. This provides strong evidence that the origin of the anomaly could be considered as arising from the change of the superfluid density.

One possibility for the absence of the anomaly is that the mechanism of the FOT is different between BSCCO and YBCO. A key difference between YBCO and BSCCO is anisotropy. According to [43], the characteristic field, $B_{cr}$, which separates the regions of three-dimensional and two-dimensional vortex behavior, was expressed as $B_{cr} \sim \phi_0/\gamma^2 d^2$, where $\gamma^2 \equiv m_e/m_{ab}$ ($m_{ab}$ and $m_e$ are the anisotropic effective mass in the $ab$ plane and along the $c$ axis, respectively), is the anisotropy parameter and $d$ is the distance between adjacent CuO$_2$ layers. Typical values for $\gamma^2$ are 50 and $\sim 20,000$ in YBCO and BSCCO, respectively. While the vortices in BSCCO have a 2D-like character, the vortex lattice in YBCO is rather 3D-like. From this point of view, our results suggest that the rapid increase of $X_s$ due to the change of superfluid density at FOT would be observed only in a highly anisotropic two-dimensional vortex system like BSCCO. In BSCCO, it has been established that the interlayer coupling changes dramatically at the FOT [11]. This change of interlayer coupling can cause a change in the current distribution in the sample on a macroscopic scale, which possibly produces the change in the in-plane properties such as $R_s$ and $X_s$. However, if it is the case for the anomaly we have discussed, a similar anomaly should appear also in $R_s$, which is quite different from what we observed. Thus, we do not believe that such a change is responsible for the anomaly.

Another possibility is the difference of energy between the two materials. In YBCO, the complex resistivity as a function of magnetic field was measured through the FOT line up to 50 MHz [10]. They reported definite changes in both real and imaginary parts of the complex resistivity, and interpreted the results as an abrupt change of the viscosity and the collapse of the shear modulus due to the melting of the vortex lattice. However, in the microwave response, no sign of the FOT was observed. We speculate that the signal due to the change of the electronic state, may exist in another frequency window, lower or higher than the microwave range.

Finally, we briefly mention the attempt to detect the new resonance. Quite recently, Balatsky et al. [24] predicted the existence of a new collective mode whose frequency is tunable by magnetic field. According to [20], $\omega_{c1} \sim 72 \times H/H_{c2}$ GHz. Assuming that $H_{c2} \sim 100$ T, $\omega_{c1}$ at 15 T is $\sim 11$ GHz, which is lower than our measurement frequencies. If $H_{c2}$ shows a usual BCS-like $T$ dependence, the resonance originating from this mode would exist in a rather high $T$ region below 15 T. However, we could not observe such as a resonance structure in our measurements of $Z_s(B)$, and $Z_s(T)$. If the lifetime of this mode were strongly influenced by thermal smearing, this mode would be observed in the rather low temperature region.

In order to investigate the behavior around the FOT and find the possible collective excitation in HTSC, a measurement at several GHz under high magnetic field is now in progress.
V. CONCLUSION

The microwave electromagnetic response in the mixed state of YBa$_2$Cu$_3$O$_y$ (YBCO) was measured in order to investigate the electronic state around the vortex core. The magnetic-field dependence of the complex surface impedance at low temperature was in good agreement with a general vortex dynamics description assuming that the field-independent viscous damping force and the linear restoring force acted on vortices. In other words, both the real and imaginary parts of the complex resistivity, $\rho_1$, and $\rho_2$ were linear in $B$. This is explained by theories for $d$-wave superconductors. From analysis based on the Coffey-Clem description of the complex penetration depth, we estimated that the vortex viscosity $\eta$ at 10 K was $4 \times 5 \times 10^{-7}$ Ns/m$^2$. This value corresponds to $\omega_0 \tau \sim 0.3$ - 0.5, where $\omega_0$ and $\tau$ are the minimal gap frequency and the quasiparticle lifetime in the vortex core, respectively. These results definitely show that the core of YBCO is in the moderately clean regime. Investigation of the moderately clean core of HTSC is significant because physically new effects are expected from the characteristic $d$-wave and quantum nature of cuprate superconductors. The behavior of $Z_s$ as a function of $B$ across the FOT was also investigated. Unlike in Bi$_2$Sr$_2$CaCu$_2$O$_y$ (BSCCO), a distinct anomaly was not observed around the FOT in YBCO. Our results suggest that the rapid increase of $X_s$ due to the change of superfluid density at the FOT would be observed only in a highly anisotropic two-dimensional vortex system like BSCCO.
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