Asymptotic fluctuations of geometric $q$-TASEP, geometric $q$-PushTASEP and $q$-PushASEP
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Abstract

We investigate the asymptotic fluctuation of three interacting particle systems: the geometric $q$-TASEP, the geometric $q$-PushTASEP and the $q$-PushASEP. We prove that the rescaled particle position converges to the GUE Tracy–Widom distribution in the homogeneous case. If the jump rates of the first finitely many particles are perturbed in the first two models, we obtain that the limiting fluctuations are governed by the Baik–Ben Arous–Péché distribution and that of the top eigenvalue of finite GUE matrices.

1 Introduction

The totally asymmetric simple exclusion process (TASEP) introduced in [Spi70] is the most well studied integrable model which can be mapped into a surface growth model in the Kardar–Parisi–Zhang (KPZ) universality class. The TASEP is an interacting particle system on the one-dimensional integer lattice $\mathbb{Z}$ where particles with vacant right neighbour jump to the right by one either according to independent Poisson clocks in continuous time or independently with a certain probability in discrete time. By using the underlying determinantal structure, the current fluctuations in TASEP are governed by the Airy processes [Joh03, Sas05, BFPS07].

The PushTASEP is a long-range version of TASEP introduced in [Lig80] where the exclusion constraint preventing some particle jumps to happen is replaced by the pushing mechanism which enforces an immediate jump of the particle at the target position further to the right if the target was occupied. A two-dimensional stochastic particle system was introduced in [BF14] whose two different one-dimensional (marginally Markovian) projections are TASEP and PushTASEP.

The $q$-TASEP is a one-parameter family of deformed TASEP models. It was first introduced in [BC14] as a Markovian subsystem of the $q$-Whittaker 2d growth model which is an interacting particle system in two space dimensions on Gelfand–Tsetlin patterns. The parameter of $q$-TASEP is $q \in [0, 1)$ and particles on $\mathbb{Z}$ jump to the right by one independently at rate $1 - q^{\text{gap}}$ where the gap is the number of consecutive vacant sites next to the particle on its right. Due to the connection to the $q$-Whittaker process, a Fredholm determinant formula was obtained in [BCF14] for the $q$-Laplace transform of the particle position in $q$-TASEP with step initial condition. The asymptotic fluctuations of $q$-TASEP with step initial condition were shown to follow the GUE Tracy–Widom
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distribution in the homogeneous case [FV15] using the formula in [BCF14] which confirms the KPZ universality and scaling theory conjectures [Spo14]. A technical limitation of [FV15] was removed in [Bar15] and in the presence of finitely many slower particles a Baik–Ben Arous–Péché transition is proved, that is, the limiting fluctuations are BBP or the largest eigenvalue distribution of finite GUE matrices.

Two natural discrete time versions of \(q\)-TASEP were introduced in [BC15], the geometric and Bernoulli discrete time \(q\)-TASEP and Fredholm deterministic expressions were proved for the \(q\)-Laplace transform of the particle positions in both systems. These systems are expected to have the same scaling and asymptotic behaviour as \(q\)-TASEP, but no rigorous asymptotic analysis was performed so far.

The \(q\)-Whittaker 2d growth model has another Markovian projection which is the \(q\)-PushTASEP introduced and studied in [BP16]. Its generalization with two-sided jumps is the \(q\)-PushASEP [CP15] which interpolates between \(q\)-TASEP and \(q\)-PushTASEP and it is the \(q\)-deformed version of the PushASEP [BF08]. Contour integral formulas for relevant observables are proved and a Fredholm determinant formula for the \(q\)-Laplace transform of the particle position variable in \(q\)-PushASEP is conjectured in [CP15]. The conjectural formula was proved in [MP17] in the framework of a new two-dimensional discrete time dynamics along with Fredholm determinantal expressions for the Bernoulli and geometric \(q\)-PushTASEP. In the special case of one-sided jumps the \(q\)-PushTASEP and geometric \(q\)-PushTASEP formulas of [MP17] are proved to the one given in [BCFV15].

As an exactly solvable stochastic vertex model TASEP also has a three-parameter generalization to the \(q\)-Hahn TASEP [Pov13, Cor14, Vet15]. The analogous extension of PushTASEP outside the Macdonald hierarchy is the \(q\)-Hahn PushTASEP and it was introduced in [CMP19]. The pushing system of the \(q\)-Hahn PushTASEP was proved to have a Markov duality similar to the continuous time \(q\)-PushTASEP [CP15]. The four-parameter family of stochastic higher spin vertex models [CP16] further generalizes the \(q\)-Hahn TASEP. Another related model is the \(q\)-Hahn asymmetric exclusion process for which the discontinuity of the particle density and Tracy–Widom fluctuations of particle positions involving the position of the first particle are known for a certain choice of parameters [BC16].

We investigate the rigorous asymptotic analysis of the geometric \(q\)-TASEP, geometric \(q\)-PushTASEP and \(q\)-PushASEP in the present paper. We prove GUE Tracy–Widom fluctuations for the particle position in the homogeneous case, see the first statements in Theorems 2.1, 2.2 and 2.3. If the jump rates of the first finitely many particles in the geometric \(q\)-TASEP and geometric \(q\)-PushTASEP are perturbed, we obtain that the limiting fluctuations are Baik–Ben Arous–Péché and the top eigenvalue distribution of finite GUE matrices in Theorems 2.2 and 2.3.

Our asymptotic analysis uses the following Fredholm determinant formulas for the \(q\)-Laplace transform of particle positions in the three interacting particle systems. The finite time formula for geometric \(q\)-TASEP is available in [BC15]. Theorem 3.3 in [BCFV15] has two applications in the present paper. As a result of [MP17] this theorem provides our starting formula for the geometric \(q\)-PushTASEP. On the other hand by a different choice of specializations Theorem 3.3 in [BCFV15] gives a continuous time \(q\)-PushTASEP formula which is generalized in [MP17] to the finite time formula for the \(q\)-PushASEP (where two-sided jumps are allowed) which we use.

The asymptotic results in this paper are formally similar to those in [FV15, Bar15, Vet15, BC16], but their arguments are not directly applicable for the models studied in this paper. The \(q\)-Hahn TASEP specializes to the geometric \(q\)-TASEP by setting the
parameter $\nu = 0$, but this case is not covered by the analysis in [Vet15]. The main technical challenge in our models is the right choice of the integration contours and the proof of their steep descent property. In particular compared to the analysis in [Vet15] it is not enough here to write the derivative of relevant functions along their steep descent contours in terms of the function $h(b, s)$ given in (6.2) for the geometric $q$-PushTASEP and $q$-PushASEP. Instead we work with a description using the function $e(b, s)$ given in (6.3) which captures the behaviour of the derivatives along the contours around the points antipodal to the double critical point. Furthermore we prove certain inequalities between various terms which appear in the derivative along the integration contours by applying a new stochastic dominance argument which is formulated in Lemma 6.5. The technical conditions imposed in our theorems mostly come from the restriction that certain poles of the integrand have to be avoided while deforming the original integration contours to the steep descent ones.

Based on the correspondence to certain random partitions under the half-space $q$-Whittaker measure explicit $q$-Laplace transform formulas were obtained in [BBC20] for the particle position in the new interacting particle systems: the geometric $q$-TASEP with activation and the geometric $q$-PushTASEP with particle creation. These formulas are not Fredholm determinants however they resemble some Fredholm determinant expansions. It turns out that the functions which govern the main contribution in the exponent of the integrals in these formulas are exactly the same ones as in their full-space counterpart models which are studied in the present paper. Hence the steep descent properties proved here about these functions along certain contours heuristically imply the same limiting fluctuations also for the half-space models. In order to make this argument rigorous, a dominated convergence argument is needed which involves bounding the cross terms in a summable way along certain contours. Proving this domination might use ideas from [Dim20], but it does not seem to be straightforward.

The Baik–Ben Arous–Péché limits proved in the present paper can possibly have a primary importance in showing convergence to the KPZ fixed point. The KPZ fixed point is the expected space-time limit process for a wide family of models in the KPZ universality class. It was constructed in [MQR21] and it was proved that the rescaled height function of TASEP converges to the KPZ fixed point. It turned out that in certain models the question of convergence to the KPZ fixed point can be reduced to proving the convergence to the BBP distribution [Vir20]. It is not obvious how the result of [Vir20] can be applied to the models of the present paper, but the convergence to the BBP distribution in these models is certainly relevant for this reason as well.

Further parts of the paper are organized as follows. We define geometric $q$-TASEP, geometric $q$-PushTASEP and $q$-PushASEP in Section 2 and we state our main theorems about the asymptotic fluctuations in these models. We prove the limit theorem for geometric $q$-TASEP in Section 3, that for geometric $q$-PushTASEP in Section 4 and the one for $q$-PushASEP in Section 5. The proofs of the steep descent properties of certain integration contours along with further technical statements are postponed to Section 6.
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2 Models and main results

In order to introduce our models we define the $q$-Pochhammer symbol as

\[(a;q)_n = \prod_{i=0}^{n-1} (1 - aq^i), \quad (a;q)_\infty = \prod_{i=0}^{\infty} (1 - aq^i).\]  

(2.1)

Let $p_{m,\alpha}(j)$ denote the $q$-deformation of the truncated geometric distribution for $m = 0, 1, 2, \ldots$ and $\alpha \in (0, 1)$, namely let

\[p_{m,\alpha}(j) = \alpha^j (\alpha; q)_{m-j} \frac{(q; q)_m}{(q; q)_{m-j}(q; q)_j} \quad \text{for} \quad j = 0, 1, \ldots, m\] 

(2.2)

and let

\[p_{\infty,\alpha}(j) = \alpha^j (\alpha; q)_{\infty} \frac{1}{(q; q)_j} \quad \text{for} \quad j = 0, 1, 2, \ldots.\] 

(2.3)

These non-negative weights define probability distributions, i.e. sum to 1 by Lemma 1.3 of [BC15].

2.1 Geometric $q$-TASEP

The discrete time geometric $q$-TASEP was introduced in [BC15] as follows. The particles are ordered as

\[\infty = x_0^\ell(t) > x_1^\ell(t) > x_2^\ell(t) > \cdots > x_n^\ell(t) > \cdots\]  

(2.4)

for all $t = 0, 1, 2, \ldots$ and we define the gap between consecutive particles as $\text{gap}_i^\ell(t) = x_{i-1}^\ell(t) - x_i^\ell(t) - 1$ with $\text{gap}_1^\ell(t) = \infty$ for all time $t$. The initial configuration is the step initial condition, that is, $x_i^\ell(0) = -i$ for $i = 1, 2, \ldots$.

The jump dynamics of the geometric $q$-TASEP is the following. Let $a_1, a_2, \ldots > 0$ be particle rate parameters and let $a_1, a_2, \ldots \in (0, 1)$ be time dependent jump parameters so that they satisfy the condition $a_i a_j < 1$ for all $i, j \geq 1$. Then the system of particles evolves from its state at time $t$ according to the parallel update rule

\[P\left(x_i^\ell(t+1) = x_i^\ell(t) + j \mid \text{gap}_i^\ell(t)\right) = p_{\text{gap}_i^\ell(t), a_i, a_{i+1}}(j)\] 

(2.5)

where the steps of updates are independent for all $i$ and $t$. Notice that by the definition of the truncated $q$-geometric distribution (2.2), the ordering of particles (2.4) is preserved by the dynamics (2.5).

The parameters in the geometric $q$-TASEP are chosen as follows. We fix $a \in (0, 1)$ and we consider the time-homogeneous model, that is, we set the time dependent jump rates $a_1 = a_2 = \cdots = a$. For a fixed $m$, the first $m$ particle rates $a_1, \ldots, a_m \in (0, a^{-1})$ are arbitrary and the remaining ones are all equal to $a$, that is, $a_{m+1} = a_{m+2} = \cdots = a$. Let $a_{\min} = \min\{a_1, \ldots, a_m\}$ denote the lowest rate among the first $m$ particles. In order to avoid further technicalities, we may assume that the first $m$ rates are at most $a$. If some of these rates exceed $a$ then the corresponding particles either escape to infinity at a larger speed than the bulk or they follow a slower particle in front of them. Hence the limiting rescaled positions of particles at late times which we consider are ultimately influenced from the source of the National Research, Development and Innovation Fund.
by the bulk rate $a$ and by the lowest rate $a_{\text{min}}$. Choosing the $a_i$ and $a_j$ parameters to be equal in the homogeneous case is natural in the point of view of the corresponding half-space model, the geometric $q$-TASEP with activation of [BBC20] where there is only one family of parameters.

The large scale behaviour of the geometric $q$-TASEP is described below. We define

$$
\kappa_g = \kappa_g(\theta) = \frac{\Psi_q'(\theta - \log_q a)}{\Psi_q'(\theta + \log_q a)}
$$

for some $\theta \in (\log_q a, \infty)$ where $\Psi_q(z)$ is the $q$-digamma function. The $q$-digamma function is given by $\Psi_q(z) = \frac{\partial}{\partial z} \ln \Gamma_q(z)$ where

$$
\Gamma_q(z) = \frac{(q; q)_\infty}{(q^z; q)_\infty} (1 - q)^{1-z}
$$

is the $q$-gamma function. We consider the position of the $n$th particle after time $t = \kappa_g n$. We keep $\theta$ and hence $\kappa_g$ fixed and we let $n \to \infty$. The large scale behaviour of this particle position depends on $a_{\text{min}}$, namely the law of large numbers

$$
\frac{x_g^g(\kappa_g n)}{n} \to \begin{cases} f_g & \text{if } \theta \geq \log_q a_{\text{min}}, \\ g_g & \text{if } \theta \in (\log_q a, \log_q a_{\text{min}}) \end{cases}
$$

holds as $n \to \infty$ where

$$
f_g = \frac{\kappa_g(\Psi_q(\theta + \log_q a) + \log(1-q)) - (\Psi_q(\theta - \log_q a) + \log(1-q))}{\log q} - 1,
$$

$$
g_g = \frac{\kappa_g(\Psi_q(\log_q a_{\text{min}} + \log_q a) + \log(1-q)) - (\Psi_q(\log_q a_{\text{min}} - \log_q a) + \log(1-q))}{\log q} - 1.
$$

The macroscopic shape of the particle positions is shown in Figure 1.

The right end of the rarefaction fan, that is, the location of the first particles in the system corresponds to the limit $\theta \to \log_q a$ when $\kappa_g \to \infty$. In this limit,

$$
\lim_{\theta \to \log_q a} \frac{f_g}{\kappa_g} = \frac{\Psi_q(2 \log_q a + \log(1-q))}{\log q}, \quad \lim_{\theta \to \log_q a} \frac{g_g}{\kappa_g} = \frac{\Psi_q(\log_q a_{\text{min}} + \log_q a) + \log(1-q)}{\log q}.
$$

The first limit above is the speed of the first particle in the case when all particles have the same rate parameter $a$. The second limit in (2.11) is the asymptotic speed of the first particle with rate $a_{\text{min}}$. These speeds can also be verified by computing the expected value of one jump of the first particle (2.3) and with the $q$-binomial theorem

$$
\sum_{k=0}^\infty z^k \frac{(b; q)_k}{(q; q)_k} = \frac{(bz; q)_\infty}{(z; q)_\infty}.
$$

We do not prove the law of large numbers (2.8) directly since they follow from the main results below. We consider the rescaled particle positions

$$
\xi_n^g = \frac{x_n^g(\kappa_g n) - f_g n}{\chi^g \log q^{-1/3} n^{1/3}}, \quad \eta_n^g = \frac{x_n^g(\kappa_g n) - g_g n}{\sigma^g \log q^{-1/2} n^{1/2}}
$$
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Figure 1: The macroscopic shape of the particle positions in the three particle systems. The vertical coordinate corresponds to particle label and the horizontal coordinate to the macroscopic position compared to the initial location. The macroscopic position of the first particles is the intersection of the curves with the horizontal axis. Top left: geometric $q$-TASEP, the parametric curve $((f_g + 1)/\kappa_g, 1/\kappa_g)$ for $q = 0.2, a = 0.5$ in blue (first particles at $(\Psi_q(2 \log_q a) + \log(1 - q))/\log q \simeq 0.399)$ and the curve $((g_g + 1)/\kappa_g, 1/\kappa_g)$ for $q = 0.2, a = 0.5, a_{\text{min}} = 0.25$ in orange (first particles at $(\Psi_q(\log_q a + \log_q a_{\text{min}}) + \log(1 - q))/\log q \simeq 0.175$). Top right: geometric $q$-PushTASEP, the parametric curve $((-f_p + 1)/\kappa_p, 1/\kappa_p)$ for $q = 0.1, a = 0.2$ in blue (first particles at $-(\Psi_q(2 \log_q a) + \log(1 - q))/\log q \simeq -0.046$) and the curve $((g_p + 1)/\kappa_p, 1/\kappa_p)$ for $q = 0.1, a = 0.2, a_{\text{max}} = 0.5$ in orange (first particles at $-\Psi_q(\log_q a + \log_q a_{\text{max}}) + \log(1 - q))/\log q \simeq -0.122$). Bottom: $q$-PushASEP, the parametric curve $((f_a + 1)/\kappa_a, 1/\kappa_a)$ for $q = 0.2, R = 1, L = 0.5$ (first particles at $R - L = 0.5$).

where

$$\chi_g = \frac{1}{2} \left( \kappa_g \Psi_q''(\theta + \log_q a) - \Psi_q''(\theta - \log_q a) \right),$$

$$\sigma_g = \kappa_g \Psi_q'(\log_q a_{\text{min}} + \log_q a) - \Psi_q'(\log_q a_{\text{min}} - \log_q a)$$

are positive coefficients by Lemma 6.4.

In accordance with the limit in the law of large numbers (2.8), there are three natural regimes depending on the relation of $\theta$ compared to $\log_q a_{\text{min}}$ which we address in the three parts of Theorem 2.1. If $\theta > \log_q a_{\text{min}}$, then the rescaled position $\xi_n^g$ converges to the Tracy–Widom distribution. In the critical case $\theta = \log_q a_{\text{min}} + O(n^{-1/3})$, the Baik–Ben Arous–Péché distribution is the limit of $\xi_n^g$. If $\theta \in (\log_q a, \log_q a_{\text{min}})$, then $\eta_n^g$ converges to the top eigenvalue distribution of a finite GUE random matrix. Note also that the scaling of $\xi_n^g$ is $n^{1/3}$ whereas that of $\eta_n^g$ is $n^{1/2}$. 
Theorem 2.1. Let \( q \in (0, 1) \) be fixed and choose
\[
a^2 \in \left[ q, 1 - \frac{q}{(1-q)^2} \right]. \tag{2.15}
\]
Let \( \theta \) be such that
\[
0 < \theta - \log_q a < \log_q \left( \frac{2q}{1+q} \right). \tag{2.16}
\]
Then the following limits hold for the rescaled particle positions in the geometric \( q \)-TASEP.

1. If \( \theta > \log_q a_{\text{min}} \), then
\[
\mathbf{P}(\xi_n^q < x) \to F_{\text{GUE}}(x)
\]
as \( n \to \infty \) for all \( x \in \mathbb{R} \) where \( F_{\text{GUE}} \) is the GUE Tracy–Widom distribution function, see [TW94].

2. If the particle jump parameters of the first \( m \) particles depend on \( n \) as
\[
a_i = q^{\theta+i}b_i x_i^{-1/3}n^{-1/3}
\]
for \( i = 1, \ldots, m \), then
\[
\mathbf{P}(\xi_n^q < x) \to F_{\text{BBP},b}(x)
\]
as \( n \to \infty \) for all \( x \in \mathbb{R} \) where \( F_{\text{BBP},b} \) is the Baik–Ben Arous–Péché distribution function with parameter \( b = (b_1, \ldots, b_m) \), see [BBP06].

3. Let \( q, a \in (0,1) \) be chosen so that (2.15) holds. Suppose that \( a_{\text{min}} \) is such that the condition (2.16) with \( \theta \) replaced by \( \log_q a_{\text{min}} \), that is,
\[
\frac{2q}{1+q} < \frac{a_{\text{min}}}{a} < 1
\]
is satisfied. Let \( k \) denote the multiplicity of \( a_{\text{min}} \) in the set \( \{a_1, a_2, \ldots\} \). Then there is an \( \varepsilon > 0 \) so that for any \( \theta \in (\log_q a_{\text{min}} - \varepsilon, \log_q a_{\text{min}}) \)
\[
\mathbf{P}(\eta_n^q < x) \to G_k(x)
\]
as \( n \to \infty \) for all \( x \in \mathbb{R} \) where \( G_k \) is the distribution of the largest eigenvalue of a \( k \times k \) GUE random matrix.

The Baik–Ben Arous–Péché distribution was first introduced in [BBP06] and its distribution function is given by the Fredholm determinant expression
\[
F_{\text{BBP},b}(x) = \det(1 - K_{\text{BBP},b})_{L^2((x,\infty))}
\]
with the kernel
\[
K_{\text{BBP},b}(u,v) = \frac{1}{(2\pi i)^2} \int_{e^{-2\pi i/3}}^{e^{2\pi i/3}} dw \int_{e^{-3\pi i/3}}^{e^{3\pi i/3}} dz \frac{e^{\frac{3}{2}z-wv}}{e^{\frac{3}{2}z-wu}w} \prod_{i=1}^{m} \frac{z-b_i}{w-b_i} \tag{2.22}
\]
where the contour for \( w \) crosses the real line to the right of all the \( b_i \)s and the contours for \( w \) and for \( z \) do not intersect. The distribution \( G_k \) has a Fredholm determinant expression as \( G_k(x) = \det(1 - H_k)_{L^2((x,\infty))} \) with the kernel
\[
H_k(u,v) = \frac{1}{(2\pi i)^2} \int_{e^{-3\pi i/6}}^{e^{3\pi i/6}} dw \int_{e^{-\pi i/3}}^{e^{\pi i/3}} dz \frac{e^{\frac{2}{3}z-wv}}{e^{\frac{2}{3}z-wu}w} \prod_{i=1}^{m} \frac{z-b_i}{w-b_i} \tag{2.23}
\]
where the integration contours cross the real axis to the right of 0 and they do not intersect each other, see e.g. [BH97, BK05].
Remarks. 1. The conditions (2.15) and (2.16) are technical. The upper bound in (2.16) is the analogue of (2.16) in [Vet15] and it comes from the fact that the poles of the sine function in the denominator of the kernel $K^\xi_k$ in (3.2) have to be avoided by the integration contour for which the steep descent property is verified.

2. By the presence of the $q$-Pochhammer symbols $(w/a_i; q)_\infty$ in the denominator of the kernel $K^\xi_k$ in (3.2), there are poles at $w = a_i q^{-k}$ for $k = 1, 2, \ldots$ which have to remain outside of the integration contour. Since $a_i \in [a_{\min}, a] \subseteq [q^\theta, a]$ for $i = 1, \ldots, m$, these poles are outside of $C_\theta$ if $2a - q^\theta < q^{\theta-1}$ which is equivalent to (2.16).

3. The origin of (2.15) is less intuitive, but it is needed for our method to work in the proof of Proposition 3.3 for the steep descent property of the integration contours. The interval for $a$ in (2.15) is non-empty only if $0 < q \leq q^* \simeq 0.318$ where $q^*$ is the unique solution of the equation $q = 1 - q/(1 - q)^2$ within $(0, 1)$. With these possible values of $q$, the upper bound in (2.16) is between $\log_q (2q^*/(1 + q^*)) \simeq 0.636$ and 1.

4. The $b_i = 0$ for $i = 1, \ldots, m$ case in the second part of Theorem 2.1 corresponds to choosing exactly $\theta = \log_q a_{\min}$. The $b_i \to -\infty$ limit means that we set the $i$th particle quicker than what could influence the limiting behaviour, hence we get the Tracy–Widom fluctuations as in the first part of Theorem 2.1. The convergence of the BBP distribution to the GUE Tracy–Widom distribution can also be seen directly from their kernels. The extra factors $(z - b_i)/(w - b_i) \to 1$ for all $w$ and $z$ pointwise as $b_i \to -\infty$. By writing $(z - b_i)/(w - b_i) = (1 - z/b_i)/(1 - w/b_i)$ one can upper bound the integrand of the kernel in a way that the Gaussian decay in the variables $w$ and $z$ along their respective contours and the Airy type decay $C e^{-2/(u^{3/2} + v^{3/2})}$ in $u$ and $v$ are enough to argue by dominated convergence. This verifies the interchange of the limits $n \to \infty$ and $b_i \to -\infty$.

5. Similarly to the case of $q$-TASEP [FV15] and to that of the $q$-Hahn TASEP [Vet15], one can vary the time parameter in the definition of the rescaled particle position $x_i^n$ on the scale $n^{2/3}$, that is, one can consider the particle position at time $\kappa_g n + cn^{2/3}$ for a new parameter $c \in \mathbb{R}$. The Tracy–Widom limit remains unchanged as stated in Theorem 2.1 after modifying the macroscopic position $f_g n$ of the $n$th particle on the $n^{2/3}$ scale. The effect on the Baik–Ben Arous–Péché limit is that the coordinates $b_i$ of the parameter vector of the distribution on the right-hand side of (2.19) are replaced by $b_i - c\phi$ with some explicit $\phi > 0$. One expects by universality that in the homogeneous case the particles are non-trivially correlated on the scale $n^{2/3}$ with a limit being the Airy$_2$ process in the variable $c$.

2.2 Geometric $q$-PushTASEP

The discrete time geometric $q$-PushTASEP first appears in [MP17]. It is related to the $q$-PushTASEP [BP16] and the $q$-PushASEP [CP15] which were already introduced earlier as continuous time particle systems that can be obtained as the limit of the discrete time geometric $q$-PushTASEP when the jump rates are let to 0 and time is accelerated.

For any time $t = 0, 1, 2, \ldots$, the particles in the geometric $q$-PushTASEP are located at

$$0 = x_0^p(t) > x_1^p(t) > x_2^p(t) > \cdots > x_m^p(t) > \ldots$$

(2.24)
and their configuration evolves in discrete time steps. We define $\text{gap}_i^n(t) = x_{i+1}^n(t) - x_i^n(t)$ for $i = 1, 2, \ldots$ and we assume that at time $t = 0$, the system starts from the step initial condition $x_i(0) = -i$ for all $i = 1, 2, \ldots$.

The dynamics of the geometric $q$-PushTASEP runs as follows. Let $a_1, a_2, \ldots > 0$ be particle specific rate parameters and let $\alpha_1, \alpha_2, \ldots$ be time dependent jump parameters such that $\alpha_i \alpha_j < 1$ for all $i, j \geq 1$. Then positions of particles $x_i^n(t)$ from time $t$ to $t+1$ are sequentially updated for $n = 1, 2, \ldots$ as follows. The particle $x_i^n(t)$ jumps to the left to the new location $x_i^n(t+1) = x_i^n(t) - V_n(t) - W_n(t)$ (2.25) where $P(V_n(t) = k) = p_{\infty,\alpha_1}(k)$ defined in (2.3) and

$$P(W_n(t) = k) = (q^{\text{gap}_i^n(t) + k} - q^{-1})_{\infty} \left(\frac{q^{-1}; q^{-1}}{q^{-1}; q^{-1}}_{c_{n-1}^{-1}(t)}\right)_{k}$$

with $c_{n-1}(t) = x_{n-1}^n(t) - x_n^n(t+1)$ being the absolute size of the jump of particle $n-1$ in the same step from time $t$ to time $t+1$. Note that the distribution of $W_n(t)$ is concentrated on the integers that are at least $c_{n-1}(t)$, hence the order of particles is preserved by the dynamics. We remark that the probability on the right-hand side of (2.26) can formally be written as $p_{\n, q^{\text{gap}_i^n(t)}}(k)$ defined in (2.2) with $q$ replaced by $q^{-1}$.

The relevant choice of the parameters for the geometric $q$-PushTASEP is the following. We consider the time-homogeneous model, that is, we let $\alpha_1 = \alpha_2 = \ldots = a$ for some fixed $a \in (0, 1)$. We let the first $m$ particle rates $a_1, \ldots, a_m \in (0, a^{-1})$ to be arbitrary and $a_{m+1} = a_{m+2} = \ldots = a$. In the homogeneous case the rescaled particle positions have Tracy–Widom fluctuations, but the Baik–Ben Arous–Péché distribution and the top eigenvalue distribution of finite GUE matrices appear if the first few particles have larger jump rate parameters which push further particles stronger to the right. Therefore we assume that the first $m$ rates are at least $a$ and we denote by $a_{\max} = \max\{a_1, \ldots, a_m\}$ the highest rate. This choice of parameters can also be followed for the geometric $q$-PushTASEP with particle creation in [BBC20] which is the half-space analogue of geometric $q$-PushTASEP.

We define

$$\kappa_p = \kappa_p(\theta) = \frac{\Psi_q'(\log_q a - \theta)}{\Psi_q'(\log_q a + \theta)}$$

for all $\theta \in (-\log_q a, \log_q a)$. Then the law of large numbers

$$\frac{x_i^n(\kappa_p n)}{n} \to \begin{cases} -f_p & \text{if } \theta \in (-\log_q a, \log_q a_{\max}] \\ -g_p & \text{if } \theta \in (\log_q a_{\max}, \log_q a) \end{cases}$$

holds as $n \to \infty$ where

$$f_p = \frac{\kappa_p(\Psi_q(\log_q a + \theta) + \log(1 - q)) + \Psi_q(\log_q a - \theta) + \log(1 - q)}{\log q} + 1,$$

$$g_p = \frac{\kappa_p(\Psi_q(\log_q a + \log_q a_{\max} + \log(1 - q)) + \Psi_q(\log_q a - \log_q a_{\max}) + \log(1 - q)}{\log q} + 1.$$ 

(2.29) (2.30)

See Figure 1 for the curve of the macroscopic particle positions in $q$-PushTASEP.

Next we consider the rescaled particle positions

$$\xi_n^p = \frac{x_i^n(\kappa_p n) + f_p n}{\chi_p^{1/3}(\log q)^{-1/3} n^{1/3}}, \quad \eta_n^p = \frac{x_i^n(\kappa_p n) + g_p n}{\sigma_p^{1/2}(\log q)^{-1/2} n^{1/2}}$$

(2.31)
where
\[
\chi_p = -\frac{1}{2} \left( \kappa_p \Psi'_q(\log_q a + \theta) + \Psi''_q(\log_q a - \theta) \right),
\]
\[
\sigma_p = \kappa_p \Psi'_q(\log_q a + \log_q a_{\text{max}}) - \Psi'_q(\log_q a - \log_q a_{\text{max}})
\]
are positive coefficients by Lemma 6.4.

**Theorem 2.2.** Let \(q, a \in (0, 1)\) be fixed. Let \(\theta \in (-\log_q a, \log_q a)\) be such that
\[
\theta > \log_q \left( \frac{2a}{1 + q} \right)
\]
and
\[
\frac{2q \left(a^2(1-q)^2 + (q^a - a)^2\right)}{(2a - q^a - aq)^4} \leq f_p
\]
hold.

1. If \(\theta < \log_q a_{\text{max}}\), then for all \(x \in \mathbb{R}\)
\[
\lim_{n \to \infty} \mathbb{P}(\xi_n^p < x) = F_{\text{GUE}}(x).
\]

2. If the particle jump parameters depend of the first \(m\) particles depend on \(n\) as
\[
a_i = q^{\theta + b} \chi_p^{1/3} n^{-1/3}
\]
for \(i = 1, \ldots, m\), then for all \(x \in \mathbb{R}\)
\[
\lim_{n \to \infty} \mathbb{P}(\xi_n^p < x) = F_{\text{BBP}, b}(x).
\]

3. Let \(q, a, a_{\text{max}} \in (0, 1)\) be chosen so that the condition (2.33) with \(\theta\) replaced by \(\log_q a_{\text{max}}\), that is,
\[
a_{\text{max}} > \frac{2}{a} \frac{1}{1 + q}
\]
is satisfied. Let \(k\) denote the multiplicity of \(a_{\text{max}}\) in the set \(\{a_1, a_2, \ldots\}\). Then there is an \(\varepsilon > 0\) so that for any \(\theta \in (\log_q a_{\text{max}}, \log_q a_{\text{max}} + \varepsilon)\) and for all \(x \in \mathbb{R}\)
\[
\lim_{n \to \infty} \mathbb{P}(\eta_n^p < x) = G_k(x).
\]

**Remark.** The condition (2.33) is essential for the steep descent contour to avoid the poles coming from the sine function in the denominator of the integrand. We believe however that the second condition (2.34) is technical which can be checked numerically for any given choice of parameters. Furthermore for any \(q, a \in (0, 1)\) fixed there is a \(\theta^* < \log_q a\) such that (2.34) holds for all \(\theta \in (\theta^*, \log_q a)\). This is because for fixed \(q, a \in (0, 1)\) the left-hand side of (2.34) converges to \(2q/(1 - q)^2\) as \(\theta \to \log_q a\) whereas \(f_p \to \infty\) as a function of \(\theta\).
2.3 $q$-PushASEP

The $q$-PushASEP is a continuous time particle system which was introduced in [CP15] as the $q$-deformation of the PushASEP of [BF08]. We define the homogeneous model where the particle dependent jump rates are all chosen to be equal to one. For any time $t \geq 0$, the particle positions are ordered

$$\infty = x_0^a(t) > x_1^a(t) > x_2^a(t) > \cdots > x_n^a(t) > \ldots \quad (2.40)$$

and they evolve in continuous time. We define $\text{gap}_i^a(t) = x_{i-1}^a(t) - x_i^a(t) - 1$ for $i = 1, 2, \ldots$ and we assume that at time $t = 0$, the system starts from the step initial condition $x_i(0) = -i$ for all $i = 1, 2, \ldots$.

The dynamics of the $q$-PushASEP consists of jumps in two directions. There are two fixed non-negative parameters $R, L$ which are not simultaneously zero. Each particle at $x_a^i(t)$ for $i = 1, 2, \ldots$ jumps to the right by one at rate $R(1 - q^{\text{gap}_i^a(t)})$ independently of other particles. This rate vanishes when $\text{gap}_i^a(t) = 0$ preventing jumps to positions already occupied.

Particles at $x_a^i(t)$ for $i = 1, 2, \ldots$ jump to the left by one at rate $L$ independently of other particles. If any particle $x_a^j(t)$ jumps to the left, then it instantaneously pushes its left neighbour $x_a^{j+1}(t)$ to the left by one with probability $q^{\text{gap}_{j+1}^a(t)}$. If particle $x_a^{j+1}(t)$ is pushed then it can also push particle $x_a^{j+2}(t)$ to the left by one with probability $q^{\text{gap}_{j+2}^a(t)}$ and so on. If $\text{gap}_{j+1}^a(t) = 0$, then the push to the left happens with probability one, that is particles moving to the left always push their immediate left neighbours further.

To describe the long time behaviour of $q$-PushASEP, we define

$$\kappa_a = \kappa_a(\theta) = \frac{\Psi_q'(\theta)}{(\log q)^2(Rq^\theta + Lq^{-\theta})} \quad (2.41)$$

for all $\theta > 0$. Then the law of large numbers

$$\frac{x_n^a(\kappa_a n)}{n} \to f_a \quad (2.42)$$

holds as $n \to \infty$ where

$$f_a = -\frac{\Psi_q(\theta) + \log(1 - q)}{\log q} + \kappa_a(Rq^\theta - Lq^{-\theta}) - 1. \quad (2.43)$$

The curve of the macroscopic particle positions is shown in Figure 1. Next we consider the rescaled particle positions

$$\xi_n^a = \frac{x_n^a(\kappa_a n) - f_a n}{\chi_n^{1/3} (\log q)^{-1} n^{1/3}} \quad (2.44)$$

where

$$\chi_a = \frac{1}{2} \left( \kappa_a (\log q)^3(Rq^\theta - Lq^{-\theta}) - \Psi_q''(\theta) \right) \quad (2.45)$$

is a positive coefficient by Lemma 6.4.

**Theorem 2.3.** Let $q \in (0, 1)$ be fixed and let $R, L \geq 0$ so that they are not simultaneously zero. Then there is a $\theta^* > 0$ such that for all $\theta \in (0, \theta^*)$ we have for all $x \in \mathbb{R}$ that

$$\lim_{n \to \infty} P(\xi_n^a < x) = F_{\text{GUE}}(x). \quad (2.46)$$
Remark. We expect that the inhomogeneous \(q\)-PushASEP admits a \(q\)-Laplace transform formula similar to the one in Theorem 5.1 with the factor \((w;q)_\infty\) replaced by \(\prod_{i=1}^n (w/a_i; q)_\infty\) in the function \(h(w)\). Based on such a formula, the BBP transition can be similarly deduced as for the other two models in this paper without extra further work in the BBP case since the same steep descent contours can be used. To the best of our knowledge the inhomogeneous \(q\)-Laplace transform formula does not appear explicitly in the literature because the conjecture was stated in [CP15] and proved in [MP17] in the homogeneous case for simplicity. However it is natural to expect the inhomogeneous formula to hold as it appeared in [BC14] and [BCS14] in the \(L = 0\) case corresponding to \(q\)-TASEP and in Theorem 3.3 of [BCFV15] with different contours in the \(R = 0\) case.

3 Asymptotics for the geometric \(q\)-TASEP

This section is devoted to the proof of Theorem 2.1 for the geometric \(q\)-TASEP. The \(q\)-Laplace transform formula below for the geometric \(q\)-TASEP follows from Theorem 2.4 and Remark 2.5 in [BC15].

**Theorem 3.1** ([BC15]). For all \(z \in \mathbb{C} \setminus \mathbb{R}_+\),

\[
E \left( \frac{1}{(z q^n(t)+n; q)_\infty} \right) = \det (1 - K_{x_n}^z)_{L^2(C_{a_1, \ldots, a_n})}
\]  

where the kernel \(K_{x_n}^z\) in the Fredholm determinant above is given by

\[
K_{x_n}^z(w, w') = \frac{1}{2\pi i} \int_{1/2+i\mathbb{R}} \frac{\pi}{\sin(-\pi s)} \frac{h(q^s w)}{h(w)} \frac{1}{q^s w - w'} ds
\]

with

\[
h(w) = \frac{\prod_{i=1}^n (w/a_i; q)_\infty}{\prod_{j=1}^n (\alpha_j w; q)_\infty}.
\]

The integration contour \(C_{a_1, \ldots, a_n}\) in (3.1) is a positively oriented curve which contains \(a_1, \ldots, a_n\) and no other poles of the kernel.

The integration contours in Theorem 3.1 are to be deformed in a way that Laplace’s method of steepest descent can be applied. We define the contours to be used as

\[
C_\theta = \{ W(s) = \log_q (a - (a - q^\theta) e^{is}), s \in (-\pi, \pi) \}, \quad D_\beta = \{ Z(t) = \beta + \frac{t}{\log q}, t \in \mathbb{R} \}
\]

for any \(\beta \in \mathbb{R}\). The contour \(C_\theta\) is the image of the circle around \(a\) that passes through \(q^\theta\) under the map \(\log_q\). The contour \(D_\beta\) is a vertical line with real part \(\beta\).

3.1 GUE Tracy–Widom limit

We prove the first part of Theorem 2.1 for the geometric \(q\)-TASEP in this subsection.

**Lemma 3.2.** Let

\[
z_{x_n}^z = -q^{-(f_\theta+1)n - \frac{1}{3\log q} x_n^{1/3}}.
\]

Then for the left-hand side of (3.1) on the time scale \(t = \kappa_n n\)

\[
\lim_{n \to \infty} E \left( \frac{1}{(z_{x_n}^z q^{\kappa_n n(t)+n}, q)_\infty} \right) = \lim_{n \to \infty} P(z_{x_n}^\kappa < x).
\]
Proof. By the definition of $\xi_n^g$ in (2.13) and using (3.5), we can write
\[
\mathbb{E}\left(\frac{1}{z^g_q q^{\xi_n^g(e_n)+n}; q}\right) = \mathbb{E}\left(\frac{1}{(-q^{1/3}q^{-1}(\xi_n^g - x)^{1/3}; q)}\right).
\] (3.7)
Since $\chi_g > 0$ (see Lemma 6.4), the $q$-Laplace transform above has the same limit as the right-hand side of (3.6) using the argument in Section 5 of [FV15].

We have to show that under the conditions of Theorem 2.1 and with the scaling (3.5),
\[
\lim_{n \to \infty} \det(1 - K_{x_2}^g)_{L^2(c_{a_1}, \ldots, a_n)} = F_{\text{GUE}}(x).
\] (3.8)
Lemma 3.2 and (3.8) imply the Tracy–Widom limit for the geometric $q$-TASEP in Theorem 2.1. The limit (3.8) follows from Propositions 3.4 and 3.5 as it is explained here.

First we apply our choice of parameters $\alpha_1 = \alpha_2 = \cdots = a$ and $a_{m+1} = a_{m+2} = \cdots = a$. Then we perform the change of variables $w = q^W, w' = q^{W'}, s = Z - W$ in the Fredholm determinant on the right-hand side of (3.1). The Fredholm determinant on the right-hand side of (3.1) for the choice (3.5) is equal to the Fredholm determinant of the rescaled kernel
\[
q^W \log q K_{x_2}^g(q^W, q^{W'}) = \frac{q^W \log q}{2\pi i} \int_{\theta+\mathbb{R}} \frac{dZ}{q^Z - q^{W'}} \frac{\pi}{\sin(\pi(Z - W))} e^{nf_s^g(W) + n^{1/3}f_s^g(W)} \Phi_s(W) \Phi_s(Z)
\] (3.9)
where
\[
f_s^g(W) = \kappa_s \log(aq^W; q) - \log(q^W/a; q) + (f_s^g + 1) \log q W,
\] (3.10)
\[
f_s^g(W) = \chi_s^{1/3} x W
\] (3.11)
and
\[
\Phi_s(W) = \frac{(q^W/a; q)^m}{\prod_{i=1}^m (q^W/a_i; q)^m}.
\] (3.12)
The integration contour for the kernel in (3.9) for $W$ has to encircle $\log q, a$ and $\log a_i$ for all $i = 1, \ldots, m$ but no other singularities of the kernel. We will choose the contour for $W$ to be $C_\theta$ and the contour for $Z$ to be $D_\theta$ defined in (3.4). This can be achieved by continuous deformation without crossing any poles of the integrand which is checked in Step 1 in the proof of Proposition 3.4.

Taylor expansion around $\theta$ yields that
\[
f_0^g(W) = f_0^g(\theta) - \frac{\chi_g}{3} (W - \theta)^3 + O((W - \theta)^4).
\] (3.13)

The following steep descent properties for the contours $C_\theta$ and $D_\theta$ are the key for the asymptotics of the geometric $q$-TASEP.

Proposition 3.3. Assume that the conditions of Theorem 2.1 hold.

1. The contour $C_\theta$ is of steep descent for the function $\Re(f_0^g)$ in the sense that the function attains its maximum $q^g$ which corresponds to $s = 0$, it increases for $s \in (-\pi, 0)$ and it decreases for $s \in (0, \pi)$. 
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2. The function $-\text{Re}(f^\theta_s)$ is periodic along $D_\theta$ with period $2\pi|\log q|$. The period symmetric about the real axis which corresponds to $t \in [-\pi|\log q|, \pi|\log q|]$ is of steep descent for the function $-\text{Re}(f^\theta_s)$ in the following sense. The function attains its maximum at $q^\theta$ which corresponds to $t = 0$, it increases for $t \in (-\pi|\log q|, 0)$ and it decreases for $t \in (0, \pi|\log q|)$.

Proposition 3.3 is proved in Subsection 6.1. The rest of the argument can be done very similarly to Propositions 5.1–5.4 of [Vet15].

We introduce the V-shaped contour

$$V^\delta_{\beta,\varphi} = \{\beta + e^{i\varphi \text{sgn}(t)}|t|, t \in [-\delta, \delta]\}$$

(3.14)

where $\beta \in \mathbb{R}$ is the tip of the V, $\varphi \in (0, \pi)$ is its half-angle and $\delta \in \mathbb{R}_+$. Let

$$K^{\xi}_{x,\delta}(W, W') = \frac{q^W \log q}{2\pi i} \int_{V^\delta_{\beta,\varphi}} \frac{dZ}{q^Z - q^{W'} \sin(\pi(Z - W))} \frac{e^{n f^\xi_0(W) + n^{1/3} f^\xi_3(W)}}{e^{n f^\xi_3(Z) + n^{1/3} f^\xi_3(Z)}} \Phi^\xi(Z)$$

(3.15)

where $W, W' \in V^\delta_{\beta,\varphi - \varphi}$.

**Proposition 3.4.** Fix $x \in \mathbb{R}$. For any fixed $\varepsilon > 0$ small enough, there are $\delta > 0$, $\varphi \in (\pi/6, \pi/2)$ and $n_0$ such that for all $n > n_0$

$$\left|\det(1 - K^{\xi}_{x,\delta})_{L^2(C_{a_1}, \ldots, a_n)} - \det(1 - K^{\xi}_{x,\delta})_{L^2(V^\delta_{\beta,\varphi - \varphi})}\right| < \varepsilon.$$ 

(3.16)

**Proof of Proposition 3.4.** We proceed in three steps as in the proof of Proposition 5.1 in [Vet15].

**Step 1: Contour deformation.** We apply the Cauchy theorem to change the integration contours for (3.9) to $W \in C_\theta$ and $Z \in D_\theta$. What we have to check is that, under the conditions of Theorem 2.1, no singularity of the integrand is crossed during the deformation. The poles coming from the sine in the denominator are avoided if (2.16) holds, because $\text{Re}(W) \in [\log_q(2a - q^\theta), \theta]$ and $\text{Re}(Z) = \theta$ along $W \in C_\theta$ and $Z \in D_\theta$, hence $\sin(\pi(Z - W))$ does not have a 0 if $\theta - 1 < \log_q(2a - q^\theta)$ which is the upper bound in (2.16).

On the other hand there are poles coming from the $q$-Pochhammer symbols in the denominator at $Z = 0, -1, -2, \ldots$ which are certainly avoided. Further poles are at $W = \log_q a_i, \log_q a_i - 1, \log_q a_i - 2, \ldots$ for $i = 1, 2, \ldots$. The first ones at $\log_q a_i$ are encircled by $C_\theta$ since it was assumed that $\log_q a_i$ all lie in the interval $[\log_q a, \log_q a_{\min}]$. The remaining poles at $\log_q a_i - 1, \log_q a_i - 2, \ldots$ are avoided since $\log_q a_i - 1 < \log_q(2a - q^\theta)$ which holds by (2.16) and by $\log_q a_i < \theta$.

**Step 2: Localization to short contours.** Once the integration contours are changed to $W \in C_\theta$ and $Z \in D_\theta$, the integrand is bounded uniformly as we are away from the critical point $\theta$. The factor $\Phi^\xi(W)/\Phi^\xi(Z)$ coming from the different jump parameters for the first $m$ particles is also bounded and it converges to 1 as long as the minimal jump parameter $a_{\min} > q^\theta$ is away from the critical point. Due to the factor $\pi/\sin(\pi(Z - W))$, the kernel $K^{\xi}_{x,\delta}$ has a logarithmic divergence in the neighbourhood of $s = 0$ using the parametrization of $C_\theta$, but this is also integrable. By Proposition 3.3 the contours $C_\theta$ and $D_\theta$ are of steep descent. Hence the contour $W \in C_\theta$ can be localized to $W \in V^\delta_{\theta,\varphi - \varphi}$ for some $\varphi \in (\pi/6, \pi/2)$ and $\delta > 0$ and the integration over $Z \in D_\theta$ can be changed to $Z \in V^\delta_{\theta,\varphi - \varphi}$ by making an error of order $O(\exp(-c\delta^3 n))$ in the same way as in the proof of Proposition 5.1 in [Vet15].
Step 3: Deformation of short contours. The contour $Z \in V_{\theta, \pi/2}$ can be changed to $Z \in V_{\theta, \varphi}$ for some $\varphi \in (\pi/6, \pi/2)$ with and error of order $O(\exp(-c\delta^3n))$ if $\delta$ is small enough. This is because the main contribution for the $Z$ integral is coming from the factor $e^{-n f_{\varphi}^g(Z)}$ and the local behaviour of $f_0^g$ around $\theta$ is governed by the Taylor expansion (3.13). See the proof of Proposition 5.1 in [Vet15] for further details.

Proposition 3.5. For any $x \in \mathbb{R}$, $\delta > 0$ and $\varphi \in (\pi/6, \pi/2)$ we have that

$$
\det(1 - K_{x, \delta}^g)_{L^2(V_{\theta, \varphi})} \rightarrow F_{\text{GUE}}(x)
$$

(3.17)
as $n \rightarrow \infty$.

Proof of Proposition 3.5. The convergence (3.17) follows as in the proofs of Propositions 5.2–5.4 in [Vet15]. In particular, after the change of variables $W = \theta + wn^{-1/3}$, $W' = \theta + wn^{-1/3}$, $Z = \theta + zn^{-1/3}$ and by using the Taylor approximation (3.13), the Fredholm determinant $\det(1 - K_{x, \delta}^g)$ differs by an error of order $O(n^{-1/3})$ from $\det(1 - AB)$ where

$$
A(w, \lambda) = e^{-\chi_{g}w^3/3 + (\chi_{g}^{1/3}x + \lambda)w}, \quad B(\lambda, w) = \frac{1}{2\pi i} \int \frac{dz}{z - w} e^{\chi_{g}z^3/3 - (\chi_{g}^{1/3}x + \lambda)z}.
$$

(3.18)
The factor $\Phi^g(W)/\Phi^g(Z) \rightarrow 1$ and it does not appear in the limit because $a_{\min}$ is away from $q^g$. Using the identity $\det(1 - AB) = \det(1 - BA)$ and by rescaling by $\chi_{g}^{1/3}$ yields (3.17).

3.2 Baik–Ben Arous–Péché limit

We prove the second part of Theorem 2.1 about the Baik–Ben Arous–Péché limit for the rescaled position $\xi^n_k$ in the geometric $q$-TASEP. We proceed in almost the same way as in the proof of the Tracy–Widom limit, the only difference is the behaviour of the $\Phi^g(W)/\Phi^g(Z)$ factor in the kernel $K_{x, \delta}^g$ in Proposition 3.5. Hence the contour deformation and localization steps in Proposition 3.4 can be done identically.

After the change of variables $W = \theta + wn^{-1/3}$, $W' = \theta + wn^{-1/3}$, $Z = \theta + zn^{-1/3}$ which corresponds to the first step in the proof of Proposition 3.5, we have $|wn^{-1/3} - \theta| < \delta$ and $|zn^{-1/3} - \theta| < \delta$ for some small $\delta > 0$. With the scaling of parameters (2.18) in the relevant factor of $\Phi^g(W)$ in (3.12) and with the change of variables above, we can write

$$
(q^W/a_i; q)_{\infty} = \left(1 - q^{(w - b_i\chi_{g}^{1/3})n^{-1/3}}\right) \prod_{k=1}^{\infty} \left(1 - q^{k + (w - b_i\chi_{g}^{1/3})n^{-1/3}}\right).
$$

(3.19)
The infinite product on the right-hand side above is bounded on the integration contour cut off by the bound $|wn^{-1/3} - \theta| < \delta$ and it converges to the constant $(q; q)_{\infty}$ for any fixed $w$ along the localized contour as $n \rightarrow \infty$. The first factor on the right-hand side of (3.19) is asymptotically equal to $- \log q(w - b_i\chi_{g}^{1/3})n^{-1/3}$ as $n \rightarrow \infty$. Multiplying (3.19) for all $i$ and for $W$ and $Z$ results in

$$
\frac{\Phi^g(W)}{\Phi^g(Z)} \sim \prod_{i=1}^{m} \frac{- \log q(z - b_i\chi_{g}^{1/3})n^{-1/3}}{- \log q(w - b_i\chi_{g}^{1/3})n^{-1/3}} \frac{q_{\infty}}{q_{\infty}} = \prod_{i=1}^{m} \frac{z - b_i\chi_{g}^{1/3}}{w - b_i\chi_{g}^{1/3}}
$$

(3.20)
where the ratio $\Phi^g(W)/\Phi^g(Z)$ remains bounded on their contours $|wn^{-1/3} - \theta| < \delta$ and $|zn^{-1/3} - \theta| < \delta$. The right-hand side of (3.20) after the rescaling of the variables $w$
and \( z \) by \( \lambda^{1/3}_g \) simplifies exactly to the extra factor in the kernel \( K_{\text{BBP}, b} \) of the Baik–Ben Arous–Péché distribution in \((2.22)\) compared to the Airy kernel. Since there is an \( e^{-c(w^{1/3} + z^{1/3})} \) decay in the \( w \) and \( z \) variables along their respective integration contours, it remains integrable also with the extra factor in \((3.20)\). Therefore, the rest of the proof of Proposition 3.5 applies for this case and it yields the convergence \((2.19)\) for the geometric \( q \)-TASEP.

### 3.3 Finite GUE limit

The main step in the proof of the finite GUE limit in the third part of Theorem 2.1 is the analogue of Proposition 3.3 about the steep decent property of the integration contours. We first set

\[
\tilde{z}_x^w = -q^{-(g_s+1)n - \frac{\pi^2}{2 \log q} w^{1/2}}
\]

and we define

\[
g_0^\xi(W) = \kappa_s \log(\alpha q^W; q)_\infty - \log(q^W/a; q)_\infty + (g_s + 1) \log q W, \tag{3.22}
\]

\[
g_1^\xi(W) = \sigma_s^{1/2} x W. \tag{3.23}
\]

Then the rescaled kernel can be written as

\[
q^W \log q K_{\tilde{z}_x^w}(q^W, q^{W'}) = \frac{q^W \log q}{2\pi i} \int_{\log q a_{\min} + i \mathbb{R}} dZ \frac{\pi}{q^Z - q^{W'}} \sin(\pi(Z - W)) \frac{e^{\eta_0^\xi(W) + n^{1/2} \Phi^\xi(W)}}{e^{\eta_0^\xi(Z) + n^{1/2} \Phi^\xi(Z)}}. \tag{3.24}
\]

The function \( g_0^\xi \) has a critical point at \( \log q a_{\min} \) and its Taylor expansion around the critical point is

\[
g_0^\xi(W) = g_0^\xi(\log q a_{\min}) - \frac{\sigma_s}{2} (W - \log q a_{\min})^2 - \frac{\xi_s}{3} (W - \log q a_{\min})^3 + O((W - \log q a_{\min})^4) \tag{3.25}
\]

where

\[
\xi_s = \frac{1}{2} \left( \kappa_s \Psi_q''(\log q a_{\min} + \log q a) - \Psi_q''(\log q a_{\min} - \log q a) \right). \tag{3.26}
\]

For \( \delta > 0 \) small enough, we define a new integration contour

\[
C^{\log q a_{\min}, \delta}_{\theta} = V_{\log q a_{\min}, 19\pi/24} \cup \{ W(s) = \log q (a - (a - q^\theta) e^{i s}), s \in (-\pi + \delta', \pi - \delta') \} \tag{3.27}
\]

for the variables \( W, W' \) where \( \delta' > 0 \) is chosen in a way that the endpoints of the two parts of the contour above coincide. We do not give the explicit connection between \( \delta \) and \( \delta' \), but we remark that they have the property that \( \delta' \to 0 \) as \( \delta \to 0 \). The circular part of the contour \( C^{\log q a_{\min}, \delta}_{\theta} \) coincides with \( C_{\theta} \). The angle \( 19\pi/24 \) is chosen to be in \((3\pi/4, 5\pi/6)\). The contour \( C^{\log q a_{\min}, \delta}_{\theta} \) is shown in Figure 2.

**Proposition 3.6.** Assume that the conditions of Theorem 2.1 hold.

1. For given \( q, a, a_{\min} \) satisfying the assumptions of Theorem 2.1 there is an \( \varepsilon > 0 \) with the following property. For all \( \theta \in (\log q a_{\min} - \varepsilon, \log q a_{\min}) \) the contour \( C^{\log q a_{\min}, \delta}_{\theta} \) is of steep descent for the function \( \text{Re}(g_0^\xi) \) in the sense that the function attains its maximum at \( a_{\min} \) and it decreases away from this point.
2. The function $-\text{Re}(g_\theta^a)$ is periodic along $D_{\log q a_{\min}}$ with period length $2\pi|\log q|$. The period symmetric about the real axis of the contour $D_{\log q a_{\min}}$ which corresponds to $t \in (-\pi|\log q|, \pi|\log q|)$ is of steep descent for the function $-\text{Re}(g_\theta^a)$ in the following sense. The function attains its maximum at $a_{\min}$ which corresponds to $t = 0$, it increases for $t \in (-\pi|\log q|, 0)$ and it decreases for $t \in (0, \pi|\log q|)$.

Proposition 3.6 is proved in Subsection 6.1. Now we are ready to prove the third part of Theorem 2.1 for the geometric $q$-TASEP. Similarly to Lemma 3.2, the left-hand side of (3.1) has the same limit as

$$
\lim_{n \to \infty} E \left( \frac{1}{\langle q^a \rangle^{\langle \log q a_{\min} + n; q \rangle_{\infty}}} \right) = \lim_{n \to \infty} P(\eta_n^x < x).
$$

The convergence of the right-hand side of (3.1) proceeds via the same steps as in the proof of the Tracy–Widom limit. Furthermore, a similar convergence result for $q$-TASEP with finite GUE limit is proved in Subsection 2.3 of [Bar15]. Hence we only indicate the main steps in the present proof.

We deform the integration paths in (3.1) to the steep descent contours $W \in C_{\log q a_{\min}, \delta}$ and $Z \in D_{\log q a_{\min}}$ in the same way as in Step 1 in the proof of Proposition 3.4. The assumptions of Theorem 2.1 ensure that no poles are crossed during the deformation. More precisely, there is a pole at $W = \log q a_{\min}$ which has to be encircled by the $W$ contour, hence the $W$ contour should locally be modified on the scale $n^{-1/2}$ in the neighbourhood of $\log q a_{\min}$ so that it avoids this pole and it crosses the real axis to the right of the pole. The poles at $W = \log q a_1 - 1, \log q a_1 - 2, \ldots$ all remain outside of $C_{\log q a_{\min}, \delta}$ if the condition

$$
\log q (2a - q^\theta) > \log q a_{\min} - 1
$$

holds since $\log q a_i \in [\log q a, \log q a_{\min}]$. The left-hand side of (3.29) is the point where the contour $C_{\log q a_{\min}, \delta}$ crosses the real axis which can be lower bounded by $\log q (2a - a_{\min})$. Hence we do not cross any pole if $\log q (2a - a_{\min}) > \log q a_{\min} - 1$ which is condition (2.20).

The $Z$ contour cannot cross the $W$ contour, furthermore the condition $\text{Re}(Z - W) > 0$ should hold along the chosen contours in order to use the formula

$$
\frac{1}{Z - W} = \int_{R^+} d\lambda e^{-\lambda (Z - W)}
$$

later in this proof. The final choice for the $Z$ contour can be $D_{\log q a_{\min} + n^{-1/2}}$. This contour does not necessarily have the steep descent property for $-\text{Re}(g_\theta^a)$ but it is still true that
along the contour the function $-\text{Re}(g_0^k)$ is maximal at the intersection with the real line for $n$ large enough which can be seen as follows. Locally around $\log_q a_{\min}$, the contour $D_{\log_q a_{\min} + n^{-1/2}}$ is of steep descent by the Taylor expansion (3.25). By the continuity of the function $g_0^k$ away from its poles, the values of $-\text{Re}(g_0^k)$ along the rest of $D_{\log_q a_{\min} + n^{-1/2}}$ are smaller than in a neighbourhood of $\log_q a_{\min}$ for $n$ large enough.

Next we can localize the integrals to the neighbourhood of $\log_q a_{\min}$ similarly to Step 2 in the proof of Proposition 3.4. Step 3 in the proof of Proposition 3.4 is not necessary here, we can work with the vertical short contour $Z \in V_{\log_q a_{\min} + n^{-1/2}, \pi/2}$. The overall error caused by the localization is of order $O(\exp(-c\delta^2 n))$. This proves an analogue of Proposition 3.4.

What remains to show is that the Fredholm determinant on the short contours converges to $G_k(x)$ on the right-hand side of (2.21). This is done in the following steps. First, we apply the change of variables $W = \log_q a_{\min} + wn^{-1/2}$, $W' = \log_q a_{\min} + wn^{-1/2}$, $Z = \log_q a_{\min} + zn^{-1/2}$ and use Taylor approximation of $g_0^k$ and $g_1^k$ around $\log_q a_{\min}$. Similarly to the BBP regime, the $\Phi^k(W)/\Phi^k(Z)$ factor remains bounded when the distance of $Z$ from the pole at $\log_q a_{\min}$ is at most a constant. By a calculation similar to (3.19)–(3.20), the behaviour around $\log_q a_{\min}$ is

$$\frac{\Phi^k(W)}{\Phi^k(Z)} \sim \left(\frac{z}{w}\right)^k$$

where $k$ is the multiplicity of $a_{\min}$ within \{a_1, a_2, \ldots\}. Hence by using the integral representation (3.30) in the rescaled variables for the factor coming from the sine function in the denominator, we obtain that the Fredholm determinant on the short contours differs by at most $O(n^{-1/2})$ from $\det(1 - AB)$ where

$$A(w, \lambda) = e^{-\sigma \kappa w^2/2 + (\sigma \kappa /2+\lambda)w} \frac{1}{w^k}, \quad B(\lambda, w) = \frac{1}{2\pi i} \int \frac{dz}{z - w} e^{\sigma \kappa z^2/2 - (\sigma \kappa /2+\lambda)z^2}.$$  

Here $\lambda \in \mathbb{R}_+$ and the previous short contours are blown up by $n^{1/2}$ to get the contours for $w$ and $z$, that is the contour for $w$ is the local modification of $V_{\delta n^{1/2}}^{0, 19n^{1/2}}$, that for $z$ is the modification of $V_{\delta n^{1/2}}^{1, 19n^{1/2}}$. After the change of variables, the $w$ and $z$ contours remain at least a constant distance apart from each other and from the pole at 0 and they cross the real axis to the right of 0. Finally the angle of the contours can be adjusted to coincide with the choice in (2.23). After rescaling by $\sigma^{1/2}$, we get that $\det(1 - BA) = \det(1 - H_k) \mathcal{L}^2(\mathbb{R}_+) \mathcal{L}^2(\mathbb{R}_+)$, proving (2.21) for the geometric $q$-TASEP.

## 4 Asymptotics for the geometric $q$-PushTASEP

The following $q$-Laplace transform formula holds for the particle positions in the geometric $q$-PushTASEP with particle specific rates $a_i$ and time dependent parameters $\alpha_j$.

**Theorem 4.1.** For any $z \in \mathbb{C} \setminus \mathbb{R}_+$, 

$$E\left(\frac{1}{(zq^{-p}(t)+n; q)_{\infty}}\right) = \det \left(1 + K^p_z\right)_{L^2(\mathbb{C} - \{a_1, \ldots, a_n\})}$$

where 

$$K^p_z(w, w') = \frac{1}{2\pi i} \int_{1/2+i\mathbb{R}} \frac{\pi}{\sin(-\pi s)} (-z)^s \frac{h(q^s w)}{h(w)} \frac{1}{q^s w - w'} ds$$
with
\[ h(w) = \frac{\prod_{i=1}^{n}(a_i w; q)_\infty}{\prod_{j=1}^{n}(x_j/w; q)_\infty}. \] (4.3)

The integration contour \( C_{a_1^{-1}, \ldots, a_n^{-1}} \) in (4.1) is positively oriented and it contains the poles at \( a_1^{-1}, \ldots, a_n^{-1} \) and no other singularities of the kernel.

**Proof.** The equality in distribution
\[ x_n^p(t) = -\lambda_1^{(n)}(t) - n \] (4.4)
holds for all \( n \geq 1 \) and \( t \geq 0 \) where \( \lambda_1^{(n)}(t) \) is a marginal of the \( q \)-Whittaker 2d-growth model under the \( q \)-Whittaker measure with a pure alpha specialization. By subsection 7.4 in [MP17], Theorem 3.3 in [BCFV15] provides an infinite contour Fredholm determinant formula for the \( q \)-Laplace transform of the particle positions in the geometric \( q \)-PushTASEP. Theorem 4.1 states the corresponding finite contour formula which is proved implicitly in [BCFV15] as follows. Theorem 3.3 in [BCFV15] is deduced from the \( q \)-moment formulas of \( \lambda_1^{(n)} \) given in Proposition 3.6 of [BCFV15]. It follows from the proof of the proposition that the integration contours in these moment formulas can be replaced by small circles around the poles at \( a_i^{-1} \), hence the final Fredholm expression in Theorem 3.3 in [BCFV15] can also be written using finite contours. We omit further details. We mention that in the homogeneous case the finite contour formula for the geometric \( q \)-PushTASEP can be found explicitly in the literature. It is the \( \nu = 0 \) special case of the one in Conjecture 3.11 in [CMP19] about the more general \( q \)-Hahn PushTASEP, see the discussion before the statement of the conjecture. The parameter \( \mu \) in [CMP19] corresponds to \( \alpha a \) and (4.1) can be obtained by replacing the variable \( w \) by \( w/a \). \( \square \)

The proof of Theorem 2.2 is now formally very similar to that of Theorem 2.1, hence we only indicate the differences below. First, the analogue of Lemma 3.2 can be proven in the same way.

**Lemma 4.2.** Let
\[ z_x^p = -q^p_{(f_0-1)n} \frac{\lambda^{1/3}_{\infty}/x^{n1/3}}{\prod_{m=1}^{q} a_{m}^{1/3}/x^{n1/3}}. \] (4.5)
Then for the left-hand side of (4.1) on the time scale \( t = \kappa_p n \)
\[ \lim_{n \to \infty} E \left( \frac{1}{(z_x^p q^{x_n(np+n)/q})_\infty} \right) = \lim_{n \to \infty} P(\xi_n^p < x). \] (4.6)

After substituting \( \alpha_1 = \alpha_2 = \cdots = a \) and \( a_{m+1} = a_{m+2} = \cdots = a \), we perform the change of variables \( w = q^{-W}, w' = q^{-W'}, s = W - Z \) in the Fredholm determinant on the right-hand side of (4.1). This Fredholm determinant for the choice (4.5) is equal to the Fredholm determinant of the rescaled kernel
\[ -q^{-W} \log q R_{z_x^p}(q^{-W}, q^{-W'}) \]
\[ = -\frac{q^{-W} \log q}{2\pi i} \int_{\theta+iR} \frac{dZ}{q^{-Z} - q^{-W'} \sin(\pi(W - Z))} e^{nf_p(W) + n^{1/3}/f_p(W)} \Phi_p(W) \] (4.7)
where
\[ f_p(W) = \kappa_p \log(aq^W; q)_\infty - \log(aq^{-W}; q)_\infty + (f_p - 1) \log q W, \] (4.8)
\[ f_p'(W) = -\chi_p^{1/3} x W \] (4.9)
and
\[
\Phi^p(W) = \frac{(aq^{-W}; q)_\infty^m}{\prod_{i=1}^m (a_i q^{-W}; q)_\infty}.
\] (4.10)

The integration contour for the kernel in (4.7) for \( W \) has to encircle \( \log_q a \) and \( \log_q a_i \) for all \( i = 1, \ldots, m \) but no other singularities of the kernel. We define the integration contour
\[
\tilde{C}_\theta = \{ \tilde{W}(s) = \log_q (a + (q^\theta - a) e^{is}), s \in (-\pi, \pi) \}.
\] (4.11)

The contour \( \tilde{C}_\theta \) is the image of the circle around \( a \) that passes through \( q^\theta \) under the map \( \log_q \). We will choose the contour for \( W \) to be \( \tilde{C}_\theta \) and the contour for \( Z \) to be \( D_\theta \) defined in (3.4) which is a vertical line. We verify in the proof of Proposition 4.4 that no singularities of the integrand are crossed during the deformation.

Taylor expansion around \( \theta \) yields that
\[
f^p_0(W) = f^p_0(\theta) + \frac{\chi}{3} (W - \theta)^3 + O((W - \theta)^4).
\] (4.12)

The following steep descent properties for the contours \( \tilde{C}_\theta \) and \( D_\theta \) are the key for the asymptotics of geometric \( q \)-PushTASEP.

**Proposition 4.3.** Assume that the conditions of Theorem 2.2 hold.

1. The contour \( \tilde{C}_\theta \) is of steep descent for the function \( \Re(f^p_0) \) in the sense that the function attains its maximum \( q^\theta \) which corresponds to \( s = 0 \), it increases for \( s \in (-\pi, 0) \) and it decreases for \( s \in (0, \pi) \).

2. The function \( -\Re(f^p_0) \) is periodic along \( D_\theta \) with period length \( 2\pi|\log q| \). The periodic symmetric about the real axis of the contour \( D_\theta \) which corresponds to \( t \in (-\pi|\log q|, \pi|\log q|) \) is of steep descent for the function \( -\Re(f^p_0) \) in the following sense. The function attains its maximum at \( q^\theta \) which corresponds to \( t = 0 \), it increases for \( t \in (-\pi|\log q|, 0) \) and it decreases for \( t \in (0, \pi|\log q|) \).

We define
\[
K^p_{x,\delta}(W, W') = \frac{q^{-W} \log q}{2\pi i} \int_{V^\delta_{-\pi-\varphi}} \frac{dz}{q^z q^{-W} \sin(\pi(W - Z))} \frac{e^{n f^p_0(W) + n^{1/3} f^3_0(W)}}{e^{n f^p_0(Z) + n^{1/3} f^3_0(Z)} \Phi^p(Z)} \Phi^p(W)
\] (4.13)

where \( W, W' \in V^\delta_{\theta, \varphi} \) with the contour defined in (3.14).

**Proposition 4.4.** For any fixed \( \varepsilon > 0 \) small enough, there are \( \delta > 0, \varphi \in (\pi/6, \pi/2) \) and \( n_0 \) such that for all \( n > n_0 \)
\[
\left| \det(1 + K^p_{x,\delta})_{L^2(C_{-1}^{-1}, a_{-1}^{-1})} - \det(1 - K^p_{x,\delta})_{L^2(V^\delta_{\theta, \varphi})} \right| < \varepsilon.
\] (4.14)

**Proof of Proposition 4.4.** The proof is completely analogous to that of Proposition 3.4. We give the detailed description of the first step below about the contour deformation.

We deform the integration contours in (4.7) to \( W \in \tilde{C}_\theta \) and \( Z \in D_\theta \) without crossing any singularity of the integrand. Along the new contours \( W \in \tilde{C}_\theta \) and \( Z \in D_\theta \), we have that \( \Re(W) \in [0, \log_q (2a - q^\theta)] \) and \( \Re(Z) = \theta \). Hence in the denominator \( \sin(\pi(W - Z)) \neq 0 \) if \( \theta + 1 > \log_q (2a - q^\theta) \) which is equivalent to (2.33). The poles at \( Z = -\log_q a, -\log_q a - 1, -\log_q a - 2, \ldots \) coming from one of the \( q \)-Pochhammer symbols in the
denominator are negative hence they are certainly not crossed. The other \( q \)-Pochhammer symbol results in the poles at \( W = \log_q a_i, \log_q a_i + 1, \log_q a_i + 2, \ldots \) for \( i = 1, \ldots, m \). The poles at \( \log_q a_i \) are all contained in the interval \([\log_q a_{\text{max}}, \log_q a]\) by assumption in the first case of Theorem 2.2 which are encircled. To guarantee that the remaining ones at \( \log_q a_i + 1, \log_q a_i + 2, \ldots \) are avoided the condition \( \theta + 1 > \log_q (2a - q^\theta) \) is enough which is the same as above and it is equivalent to (2.33).

The remaining two steps of the proof about the localization to the short contours and about the deformation of short contours are identical. The steep descent properties of Proposition 4.3 justify the localization step. The only difference in the rest of the proof compared to that of Proposition 3.4 is the replacement of \( \varphi \) by \( \pi - \varphi \). That is, the short contour for \( W \) is going to be \( V_{\theta, \varphi}^\delta \) and that for \( Z \) is chosen to be \( V_{0, \pi - \varphi}^\delta \). Further details are omitted here. \( \square \)

Finally, the convergence \( \det(1 - K_{x, \theta})_{L^2(V_{\theta, \varphi}^\delta)} \to F_{\text{GUE}}(x) \) follows exactly in the same way as in the proof of Proposition 3.5. The only difference is the sign of the cubic term in the Taylor expansion (4.13) of \( f_0^p \) compared to (4.12) that of \( f_0^q \). The sign difference is the reason for the opposite choice of the integration contours for the variables \( W \) and \( Z \). This proves the Tracy–Widom limit for the geometric \( q \)-PushTASEP. The proof of the Baik–Ben Arous–Péché limit follows exactly the same step as for the geometric \( q \)-TASEP.

For the finite GUE limit, we first set

\[
\tilde{z}_x^p = -q^{(g_p - 1)n} e^{\frac{1}{2} \pi i} n^{1/2} \tag{4.15}
\]

and we define

\[
g_0^p(W) = \kappa_p \log(aq^W; q) - \log(aq^{-W}; q) + (g_p - 1) \log q W, \tag{4.16}
\]

\[
g_0^p(W) = -\sigma_p^{1/2} xW. \tag{4.17}
\]

Then the rescaled kernel can be written as

\[
- q^{-W} \log q K_{x, \theta}^p(q^{-W}, q^{W'}) = - q^{-W} \log q \int_{\log_q a_{\text{max}} + i\mathbb{R}} \frac{dZ}{2\pi i} q^{-Z} - q^{-W'} \sin(\pi(W - Z)) \frac{\pi}{e^{n g_0^p(W) + n^{1/2} g_1^p(W)} \Phi^p(W)} e^{n g_0^p(Z) + n^{1/2} g_1^p(Z)} \Phi^p(Z). \tag{4.18}
\]

The function \( g_0^p \) has a critical point at \( \log_q a_{\text{max}} \) and its Taylor expansion around the critical point is

\[
g_0^p(W) = g_0^p(\log_q a_{\text{max}}) - \frac{\sigma_p}{2} (W - \log_q a_{\text{max}})^2 + \frac{\xi_p}{3} (W - \log_q a_{\text{max}})^3 + \mathcal{O}((W - \log_q a_{\text{max}})^4) \tag{4.19}
\]

where

\[
\xi_p = -\frac{1}{2} \left( \kappa_p \Psi_0^q(\log_q a + \log_q a_{\text{max}}) + \Psi_q^p(\log_q a - \log_q a_{\text{max}}) \right). \tag{4.20}
\]

For \( \delta > 0 \) small enough, we define the contour

\[
\tilde{C}_\theta^{\log_q a_{\text{max}}, \delta} = V_{\log_q a_{\text{max}}, 5\pi/24}^\delta \cup \{ W(s) = \log_q (a + (q^\theta - a)e^{is}), s \in (-\pi + \delta', \pi - \delta') \} \tag{4.21}
\]

for the variables \( W, W' \) where \( \delta' > 0 \) is such that the endpoints of the two parts of the contour above coincide. The angle \( 5\pi/24 \) is chosen to be in \((\pi/6, \pi/4)\). The circular part of the contour \( \tilde{C}_\theta^{\log_q a_{\text{max}}, \delta} \) coincides with \( \tilde{C}_\theta \), see Figure 2.
Proposition 4.5. Assume that the conditions of Theorem 2.2 hold.

1. For given $q$, $a$, $a_{\text{max}}$ satisfying the assumptions of Theorem 2.2 there is an $\varepsilon > 0$ with the following property. For all $\theta \in (\log_q a_{\text{max}}, \log_q a_{\text{max}} + \varepsilon)$ the contour $\tilde{C}_\theta^{\log_q a_{\text{max}}, \delta}$ is of steep descent for the function $\Re(g_0^q)$ in the sense that the function attains its maximum at $a_{\text{max}}$ and it increases away from this point.

2. The function $-\Re(g_0^q)$ is periodic along $D_{\log_q a_{\text{max}}}$ with period length $2\pi |\log q|$. The period symmetric about the real axis of the contour $D_{\log_q a_{\text{max}}}$ which corresponds to $t \in (-\pi |\log q|, \pi |\log q|)$ is of steep descent for the function $-\Re(g_0^q)$ in the following sense. The function attains its maximum at $a_{\text{max}}$ which corresponds to $t = 0$, it increases for $t \in (-\pi |\log q|, 0)$ and it decreases for $t \in (0, \pi |\log q|)$.

Again we have the convergence of the left-hand side of (4.1)

$$\lim_{n \to \infty} \mathbb{E} \left( \frac{1}{(\frac{\pi}{2} q^{\frac{1}{2}} (n^2 + n; q)_{\infty})} \right) = \lim_{n \to \infty} \mathbb{P}(n^p < x). \quad (4.22)$$

For the convergence of the right-hand side, we deform the integration paths in (4.1) as follows. For the variable $W$, we choose the steep descent contour $\tilde{C}_\theta^{\log_q a_{\text{max}}, \delta}$ locally modified in the $n^{-1/2}$ neighbourhood of the pole at $W = \log_q a_{\text{max}}$ in a way that it crosses the real axis to the left of the pole. The poles at $W = \log_q a_i + 1, \log_q a_i + 2, \ldots$ remain outside of $\tilde{C}_\theta^{\log_q a_{\text{max}}, \delta}$ if

$$\log_q (2a - q^\theta) < \log_q a_{\text{max}} + 1 \quad (4.23)$$

holds because $\log_q a_i \in [\log_q a_{\text{max}}, \log_q a]$. The contour $\tilde{C}_\theta^{\log_q a_{\text{max}}, \delta}$ crosses the real axis at $\log_q (2a - q^\theta)$ which is upper bounded by $\log_q (2a - a_{\text{max}})$. Hence (4.23) holds if $\log_q (2a - a_{\text{max}}) < \log_q a_{\text{max}} + 1$ which is equivalent to (2.38).

The contour for $Z$ is chosen to be $D_{\log_q a_{\text{max}} - n^{-1/2}}$ so that it does not intersect the $W$ contour and the condition $\Re(W - Z) > 0$ remains valid along the contours. Similarly to the finite GUE limit for the geometric $q$-TASEP, the contour $D_{\log_q a_{\text{max}} - n^{-1/2}}$ only locally enjoys the steep descent property, but the value of the function $-\Re(g_0^q)$ along of the contour is smaller than in an $n^{-1/2}$ neighbourhood of $\log_q a_{\text{max}}$ if $n$ is large enough.

The rest of the argument for the proof of the third part of Theorem 2.2 is the same as for the geometric $q$-TASEP. In particular by using (3.30) with the role of $W$ and $Z$ exchanged, we get that the Fredholm determinant with the localized contours differs by at most $O(n^{-1/2})$ from $\det(1 - AB)$ where

$$A(w, \lambda) = e^{-(\sigma_0 w^2/2 - \sigma_0^{1/2} x + \lambda)w} \frac{1}{w^k}, \quad B(\lambda, w) = \frac{1}{2\pi i} \int \frac{dz}{z - w} e^{\sigma_0 z^2/2 + \sigma_0^{1/2} x + \lambda} z^{-k} \quad (4.24)$$

with $\lambda \in \mathbb{R}_+$ and where the contour for $w$ is the local modification of $V_{\delta_{0, 5\pi/24}}^{\delta_n^{1/2}}$ and that for $z$ is the modification of $V_{-1, \pi/2}^{\delta_0^{1/2}}$. Finally the contours in (2.23) for the kernel $H_k$ can be obtained by a change of variables $w \to -w$ and $z \to -z$.

5 Asymptotics for the $q$-PushASEP

We prove Theorem 2.3 in this section. The following Fredholm determinant formula for the $q$-Laplace transform of the particle position in $q$-PushASEP first appears in [CP15] as Conjecture 1.4 and it is proved as Theorem 7.10 in [MP17].
Theorem 5.1. For any \( z \in \mathbb{C} \setminus \mathbb{R}_+ \),
\[
E \left( \frac{1}{(zq^{x_n}(t)+n;q)_\infty} \right) = \det (1 + K_z^a)_{L^2(C_1)}
\]  
where \( K_z^a (w, w') = \frac{1}{2\pi i} \int_{1/2+i\mathbb{R}} \frac{\pi}{\sin(-\pi s)} (-z)^s \frac{h(q^s w)}{h(w)} \frac{1}{q^s w - w'} \, ds \) \hspace{1cm} (5.2)

with \( h(w) = (w; q)_\infty e^{tLw-Lw^{-1}}. \) \hspace{1cm} (5.3)

The integration contour \( C_1 \) is positively oriented small circle around 1 which does not contain any other singularity of the kernel.

Let us define the integration contour
\[
\overline{C}_\theta = \{ W(s) = \log_q (1 - (1 - q^\theta) e^{as}), s \in (-\pi, \pi) \}. \]  
Then we choose \( z^a_x = -q^{-((f_a+1)n-\frac{1}{3})x^n} \) \hspace{1cm} (5.4)

for which
\[
\lim_{n \to \infty} E \left( \frac{1}{(z^a_x q^{x_n(n+1)}; q)_\infty} \right) = \lim_{n \to \infty} P(\xi_n^a < x) \]  
holds using that \( \chi_a > 0 \) by Lemma 6.4. Then we apply the change of variables \( w = q^W, \) \( w' = q^{W'}, s = Z - W \) to get the rescaled kernel
\[
q^W \log q K_{z^a_x} (q^W, q^{W'}) = q^W \log q \frac{1}{2\pi i} \int_{\theta+i\mathbb{R}} \frac{\pi}{q^Z - q^{W'}} \frac{e^{nf_0(Z)+n^{1/3}f_2(Z)}}{\sin(\pi(Z-W))} \frac{e^{nf_0(W)+n^{1/3}f_2(W)}}{e^{nf_0(W)+n^{1/3}f_2(W)}} dZ \]  
where
\[
f_0^a(W) = \log(q^W; q)_\infty + R\kappa_a q^W + L\kappa_a q^{-\theta} - (f_a + 1) \log q \, W, \]  
\[
f_2^a(W) = -\chi_a^{1/3} xW. \]  

The integration contour for \( W \) has to encircle 0 and no other singularity, but by the fact that \( \theta \) is chosen to be small one can avoid crossing any pole during the deformation of the contour to \( \overline{C}_\theta. \) For the variable \( Z, \) the poles coming from the sine in the denominator are not approached if we deform its contour to \( D_\theta. \) By Taylor expansion we have that
\[
f_0^a(W) = f_0^a(\theta) + \frac{\chi_a}{3} (W - \theta)^3 + \mathcal{O}((W - \theta)^4) \]  

as \( W \to \theta. \) The crucial part of the asymptotics is the following steep descent property along the chosen contours.

Proposition 5.2. Let \( q \in (0,1) \) and \( R, L \geq 0 \) be chosen as in Theorem 2.3.

1. There is a \( \theta^* > 0 \) such that for all \( \theta \in (0, \theta^*) \) the contour \( \overline{C}_\theta \) is of steep descent for the function \( -\text{Re}(f_0^a) \) in the sense that the function attains its maximum \( q^\theta \) which corresponds to \( s = 0, \) it increases for \( s \in (-\pi, 0) \) and it decreases for \( s \in (0, \pi). \)
2. The function $\text{Re}(f_b^q)$ is periodic along $D_\theta$ with period $2\pi|\log q|$. The period symmetric about the real axis which corresponds to $t \in [-\pi|\log q|, \pi|\log q|]$ is of steep descent for the function $-\text{Re}(f_b^q)$ in the following sense. The function attains its maximum at $q^\theta$ which corresponds to $t = 0$, it increases for $t \in (-\pi|\log q|, 0)$ and it decreases for $t \in (0, \pi|\log q|)$.

Then the asymptotic analysis follows exactly the same steps as in the case of geometric $q$-TASEP: localization of the integration to the neighbourhood of the double critical point of $f_b^q$ at $\theta$, Taylor expansion and reformulation of the kernel using the identity $\det(\mathbb{1} - AB) = \det(\mathbb{1} - BA)$. We omit further details here and conclude Theorem 2.3.

6 Steep descent contours

This section contains the proofs of all steep descent property statements in this paper. We define the function

$$g(b, s) = \frac{b \sin s}{1 + b^2 - 2b \cos s}$$

as in [Vet15] which will appear frequently in derivatives below. The function has the $g(1/b, s) = g(b, s)$ symmetry in the first variable. It has a certain monotonicity property in the first variable. To state it, let

$$h(b, s) = \frac{(1 - b)^2}{b} g(b, s) = \frac{(1 - b) \sin s}{1 + b^2 - 2b \cos s}$$

be the rescaled version of $g(b, s)$ by its derivative $\frac{d}{ds} g(b, s)|_{s=0} = \frac{b}{(1-b)^2}$. The right-hand side of (6.2) is defined for $b = 0$ as well. Note that the $b \leftrightarrow 1/b$ symmetry in the first variable is inherited to $h$, that is, $h(1/b, s) = h(b, s)$.

**Lemma 6.1** (Lemma 6.5 in [Vet15]). The function $b \mapsto h(b, s)$ is non-increasing for $b \in [-1, 1]$ and $0 \leq s \leq \pi$, that is, if $-1 \leq b \leq c \leq 1$ and $0 \leq s \leq \pi$, then $h(b, s) \geq h(c, s)$.

The function $h(b, s)$ is defined in a way to give sharp bounds around $s = 0$ on the derivative of the function $\text{Re}(f_b^q)$ which appear in the geometric $q$-TASEP. To show the required steep descent property in Proposition 3.3, the use of $h(b, s)$ suffices. In the case of the geometric $q$-PushTASEP these bounds are not enough to prove Proposition 4.3 about $\text{Re}(f_b^q)$, hence we introduce and use the following function which describes the behaviour of the derivative around $s = \pi$. Let

$$e(b, s) = \frac{(1 + b)^2}{1 + b^2 - 2b \cos s}$$

with which one can write

$$h(b, s) = \left(1 - \frac{2b(1 - \cos s)}{(1 + b)^2} e(b, s)\right) \sin s.$$  (6.4)

**Lemma 6.2.** The function $b \mapsto e(b, s)$ is non-decreasing for $b \in [-1, 1]$. Further for all $s \in \mathbb{R}$, $((1 + b)/(1 - b))^2 \leq e(b, s) \leq 1$ holds for $b \leq 0$ and $1 \leq e(b, s) \leq ((1 + b)/(1 - b))^2$ for $b \geq 0$. 
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Proof. The monotonicity follows by computing the derivative

\[
\frac{d}{db} c(b, s) = \frac{2(1 - b^2)(1 + \cos s)}{(1 + b^2 - 2b \cos s)^2}
\]  

which is non-negative for \( b \in [-1, 1] \). If \( b \leq 0 \), then we can upper and lower bound the denominator in (6.3) as \( 1 + b^2 + 2b \leq 1 + b^2 - 2b \cos s \leq 1 + b^2 - 2b \) which yields the desired bounds. For \( b \geq 0 \), the role of the upper and lower bounds is exchanged. \( \square \)

In order to determine the derivative of the function \( \text{Re}(f_0^b) \) along the contours in Proposition 3.3, we compute the following derivatives.

**Lemma 6.3.** Let \( c, r, \gamma \in \mathbb{R} \) be arbitrary. Then

\[
\text{Re} \frac{d}{ds} \log \left( c + re^{is} \right) = g(\frac{r}{c}, s),
\]  

(6.6)

\[
\text{Re} \frac{d}{ds} \log \left( \gamma(c + re^{is}); q \right) = \sum_{k=0}^{\infty} g \left( \frac{\gamma r q^k}{1 - \gamma cq^k}, s \right).
\]  

(6.7)

Proof of Lemma 6.3. By elementary computations

\[
\frac{d}{ds} \log \left( c + re^{is} \right) = \frac{irce^{is} + ir^2}{(c + r \cos s)^2 + (r \sin s)^2} = \frac{-\frac{r}{c} \sin s + \frac{i r^2}{c} \cos s + \frac{i r^2}{c^2}}{1 + \frac{r^2}{c^2} + 2 \frac{r}{c} \cos s}
\]  

(6.8)

where taking real parts gives (6.6). By the definition of the \( q \)-Pochhammer symbol (2.1)

\[
\text{Re} \frac{d}{ds} \log \left( \gamma(c + re^{is}); q \right) = \text{Re} \frac{d}{ds} \sum_{k=0}^{\infty} \log \left( 1 - \gamma cq^k - \gamma_rq^k e^{is} \right)
\]  

(6.9)

which yields (6.7) by applying (6.6) with \( c \) replaced by \( 1 - \gamma cq^k \) and \( r \) by \( -\gamma rq^k \). \( \square \)

We give the following series expansion of the \( q \)-digamma function and that of its derivative which appears in the scaling constants of our models:

\[
\Psi_q(z) = - \log(1 - q) + \log q \sum_{k=0}^{\infty} \frac{q^{z+k}}{1 - q^{z+k}},
\]  

(6.10)

\[
\Psi_q'(z) = (\log q)^2 \sum_{k=0}^{\infty} \frac{q^{z+k}}{(1 - q^{z+k})^2}.
\]  

(6.11)

**Lemma 6.4.** 1. The function \( z \mapsto \Psi_q''(z)/\Psi_q'(z) \) is increasing for positive \( z \).

2. The function \( \theta \mapsto \kappa_g(\theta) \) in (2.6) is decreasing whereas \( \theta \mapsto \kappa_p(\theta) \) in (2.27) is increasing.

3. For the coefficients in (2.14) and in (2.32), we have that \( \chi_g, \chi_p, \chi_a > 0 \) and \( \sigma_g > 0 \) for \( \theta < \log_q a_{\text{min}} \) and \( \sigma_p > 0 \) for \( \theta > \log_q a_{\text{max}} \).

Proof of Lemma 6.4. 1. We can essentially repeat a part of the proof of Lemma 4.3 in [BC16]. Formula (9) in [BC16] is the following series representation for the derivatives of the \( q \)-digamma function:

\[
\Psi_q^{(k)}(z) = (\log q)^{k+1} \sum_{n=1}^{\infty} \frac{n^k q^{nz}}{1 - q^n}.
\]  

(6.12)
The monotonicity of \( z \mapsto \Psi''_q(z)/\Psi'_q(z) \), by checking the derivative, is equivalent to the inequality

\[
\Psi''_q(z)\Psi'_q(z) > \left( \Psi'_q(z) \right)^2
\]
which, by using the series expansion (6.12), can be written as

\[
\sum_{n,m \geq 1} \frac{n^2 q^{nz} m q^{mz}}{1 - q^n 1 - q^m} > \sum_{n,m \geq 1} \frac{n^2 q^{nz} m^2 q^{mz}}{1 - q^n 1 - q^m}.
\]

If one regards both sides as a power series in \( q^z \), then the above inequality certainly holds if the following inequality is true for the right-hand side of (6.14)

\[
Rq^\theta - Lq^{-\theta} > Rq^\theta + Lq^{-\theta}
\]

which is obtained by symmetrization on the left-hand side. Since (6.15) holds with strict inequality for \( k \geq 3 \), we also have (6.13) which yields the monotonicity for the \( q \)-polygamma ratio.

2. For the derivative

\[
\frac{d}{d\theta} \kappa_p = \frac{\Psi''_q(\theta - \log_q a)\Psi'_q(\theta) - \Psi'_q(\theta - \log_q a)\Psi''_q(\theta)}{(\Psi'_q(\theta))^2} < 0
\]
holds if and only if

\[
\frac{\Psi''_q(\theta - \log_q a)}{\Psi'_q(\theta - \log_q a)} < \frac{\Psi''_q(\theta)}{\Psi'_q(\theta)}.
\]

This however follows from the first statement of this lemma. Since

\[
\frac{d}{d\theta} \kappa_p = -\frac{\Psi''_q(\log_q a - \theta)\Psi'_q(\log_q a + \theta) - \Psi'_q(\log_q a - \theta)\Psi''_q(\log_q a + \theta)}{(\Psi'_q(\log_q a + \theta))^2}
\]

for the monotonicity of \( \theta \mapsto \kappa_p(\theta) \) it is enough to use the information about the sign of the \( q \)-polygamma functions: \( \Psi'_q(z) > 0 \) and \( \Psi''_q(z) < 0 \) for any \( z > 0 \) and \( q \in (0, 1) \).

3. The positivity of \( \chi_a \) follows by comparing the increasing function \( \Psi''_q(z)/\Psi'_q(z) \) at \( z = \theta - \log_q a \) and at \( z = \theta + \log_q a \). For that of \( \chi_p \) we can use that \( \Psi''_q(z) < 0 \) for \( z > 0 \) and \( q \in (0, 1) \).

The positivity of \( \chi_a \) can be written equivalently as

\[
\log q \frac{Rq^\theta - Lq^{-\theta}}{Rq^\theta + Lq^{-\theta}} > \frac{\Psi''_q(\theta)}{\Psi'_q(\theta)}.
\]

The ratio on the left-hand side \((Rq^\theta - Lq^{-\theta})/(Rq^\theta + Lq^{-\theta})\) is between \(-1\) and \(1\) for any value of \( R, L, \theta \geq 0 \). Hence the left-hand side of (6.19) is at least \( \log q \). The right-hand side of (6.19) is however an increasing function of \( \theta \) growing to the limit \( \lim_{\theta \to \infty} \Psi''_q(\theta)/\Psi'_q(\theta) = \log q \). This proves (6.19) and that \( \chi_a > 0 \).

The positivity of \( \sigma_a \) is equivalent to \( \kappa_a(\theta) > \kappa_a(\log_q a_{\text{min}}) \) which follows from the monotonicity of \( \theta \mapsto \kappa_a(\theta) \). Similarly, \( \sigma_p > 0 \) if and only if \( \kappa_p(\theta) > \kappa_p(\log_q a_{\text{max}}) \) which is the consequence of the monotonicity of \( \theta \mapsto \kappa_p(\theta) \). 

\[\square\]
Lemma 6.5. Let \( p_0, p_1, p_2, \ldots \) and \( q_0, q_1, q_2, \ldots \) be positive probabilities, i.e. we assume that \( \sum_{k=0}^{\infty} p_k = \sum_{k=0}^{\infty} q_k = 1 \). Suppose further that the inequalities
\[
\frac{p_{k+1}}{p_k} \geq \frac{q_{k+1}}{q_k}
\]  
hold for all \( k = 0, 1, 2, \ldots \). Then the distribution \( (p_k) \) stochastically dominates \( (q_k) \), that is, for all \( j = 0, 1, 2, \ldots \), we have the inequality of tails
\[
\sum_{k=j}^{\infty} p_k \geq \sum_{k=j}^{\infty} q_k.
\]  
As a consequence, if \( 0 \leq f_0 \leq f_1 \leq f_2 \leq \ldots \) is a non-negative increasing function, then for the expectations
\[
\sum_{k=0}^{\infty} f_k p_k \geq \sum_{k=0}^{\infty} f_k q_k
\]  
follows.

Proof of Lemma 6.5. We proceed by induction. The inequality (6.21) trivially holds for \( j = 0 \). Assume that it is true for \( j \), we show it for \( j + 1 \). By (6.20), we have
\[
\frac{\sum_{k=j}^{\infty} p_k}{p_j} = 1 + \frac{p_{j+1}}{p_j} + \frac{p_{j+2}}{p_{j+1}} \frac{p_{j+1}}{p_j} + \cdots \geq 1 + \frac{q_{j+1}}{q_j} + \frac{q_{j+2}}{q_{j+1}} \frac{q_{j+1}}{q_j} + \cdots = \frac{\sum_{k=j}^{\infty} q_k}{q_j}.
\]  
By applying the increasing map \( x \mapsto 1 - 1/x \) to both sides, we arrive at the inequality
\[
\frac{\sum_{k=j}^{\infty} p_k}{\sum_{k=j}^{\infty} p_k} \geq \frac{\sum_{k=j+1}^{\infty} q_k}{\sum_{k=j}^{\infty} q_k}.
\]  
The left-hand side of (6.24) is upper bounded by \( \sum_{k=j+1}^{\infty} p_k / \sum_{k=j}^{\infty} q_k \) by using the induction hypothesis in the denominator. The upper bound compared to the right-hand side of (6.24) immediately yields the dominance (6.21) for \( j + 1 \).

To prove (6.22), we use the telescopic decomposition \( f_k = f_0 + \sum_{j=1}^{k} (f_j - f_{j-1}) \) and we write
\[
\sum_{k=0}^{\infty} f_k p_k = \sum_{k=0}^{\infty} \left( f_0 + \sum_{j=1}^{k} (f_j - f_{j-1}) \right) p_k = \sum_{k=0}^{\infty} p_k + \sum_{j=1}^{\infty} \sum_{k=j}^{\infty} (f_j - f_{j-1}) p_k \geq \sum_{k=0}^{\infty} q_k + \sum_{j=1}^{\infty} \sum_{k=j}^{\infty} (f_j - f_{j-1}) q_k = \sum_{k=0}^{\infty} f_k q_k
\]  
where we exchanged the order of summations in the second equality and we used (6.21) in the inequality in the third line. \( \square \)
6.1 Steep descent properties for geometric $q$-TASEP

Proof of Proposition 3.3. 1. By applying Lemma 6.3 with $c = a$, $r = - (a - q^\theta)$ and $\gamma = a$ or $1/a$, we have

$$\text{Re} \frac{d}{ds} f_0^g \left( \log_q (a - (a - q^\theta)e^{is}) \right)$$

$$= \kappa_g \sum_{k=0}^\infty g \left( \frac{-a(a-q^\theta)q^k}{1-a^2q^k}, s \right) - \sum_{k=1}^\infty g \left( \frac{(a-q^\theta)q^k}{a(1-q^k)}, s \right) + (f_g + 1)g \left( \frac{a-q^\theta}{a}, s \right)$$

(6.26)

where the $k = 0$ term in the second sum on the right-hand side could be removed as it is $g(\infty, s) = 0$. By the fact that $f_0^g$ has a double critical point at $\theta$, the $s$ derivative of (6.26) must be 0 at $s = 0$. Since $\frac{d}{ds} g(b, s)|_{s=0} = \frac{b}{(1-b)^2}$, we conclude that

$$- \kappa_g \sum_{k=0}^\infty A_k + \sum_{k=1}^\infty B_k + (f_g + 1)C = 0$$

(6.27)

where

$$A_k = \frac{a(a-q^\theta)q^k}{1-a^2q^k}, \quad B_k = \frac{(a-q^\theta)q^k}{a(1-q^k)}, \quad C = \frac{a-q^\theta}{a}$$

are positive coefficients.

The notation above allows us to rewrite the derivative in (6.26) using the function $h$ as

$$\text{Re} \frac{d}{ds} f_0^g \left( \log_q (a - (a - q^\theta)e^{is}) \right) = -\kappa_g \sum_{k=0}^\infty A_k h \left( \frac{-a(a-q^\theta)q^k}{1-a^2q^k}, s \right)$$

$$+ \sum_{k=1}^\infty B_k h \left( \frac{(a-q^\theta)q^k}{a(1-q^k)}, s \right) + (f_g + 1)Ch \left( \frac{a-q^\theta}{a}, s \right).$$

(6.29)

In order to show that the derivative in (6.26) or in (6.29) is non-positive for $s \in (0, \pi)$, one has to see that the first sum on the right-hand side of (6.29) which is non-positive for $s \in (0, \pi)$ compensates the second sum and the third term which are non-negative. The idea is that the second sum is completely compensated by the $k = 0$ term of the first sum and the third term is compensated by the rest of the first sum.

Since $k \mapsto q^k/(1-q^k)$ is decreasing, the sequence of first arguments of $h$ in absolute value in the second sum on the right-hand side of (6.29) is also decreasing in $k$. We will see that this argument in the $k = 1$ and hence in all terms are less than 1 in absolute value. The condition for this to hold is $(a - q^\theta)q/(a(1-q)) < 1$ and it can also be written equivalently as $2a - q^\theta < aq^{-1}$ which is exactly the condition for the poles at $W = \log_q a - 1, \log_q a - 2, \ldots$ coming from the factor $(q^W/a; q)_\infty$ in the kernel $K^g_2$ in (3.2) to remain outside of $C_\theta$. This follows from (2.16), see also Step 1 in the proof of Proposition 3.4.
For the $k = 0$ term in the first sum on the right-hand side of (6.29) to compensate alone the second sum using Lemma 6.1, the following conditions have to be satisfied. Since $g(1/b, s) = g(b, s)$, if both

$$\frac{a(a - q^0)}{1 - a^2} \geq \frac{(a - q^0)q}{a(1 - q)},$$  

(6.30)

$$\frac{1 - a^2}{a(a - q^0)} \geq \frac{(a - q^0)q}{a(1 - q)}$$  

(6.31)

hold, then

$$h\left(-\frac{a(a - q^0)}{1 - a^2}, s\right) \geq h\left(\frac{(a - q^0)q}{a(1 - q)}, s\right) \geq \cdots \geq h\left(\frac{(a - q^0)q^k}{a(1 - q^k)}, s\right) \geq \cdots$$  

(6.32)

follows by Lemma 6.1 for $s \in [0, \pi]$. Hence

$$\kappa g A_0 \geq \sum_{k=1}^{\infty} B_k$$  

(6.36)

holds. Then a combination of (6.35) is the inequality

$$\kappa g A_0 - \sum_{k=1}^{\infty} B_k h\left(-\frac{a(a - q^0)}{1 - a^2}, s\right) - \kappa g \sum_{k=1}^{\infty} A_k h\left(-\frac{a(a - q^0)q^k}{1 - a^2 q^k}, s\right)$$

$$+ \left(\kappa g \sum_{k=0}^{\infty} A_k - \sum_{k=1}^{\infty} B_k\right) h\left(\frac{a - q^0}{a}, s\right) \leq 0$$  

(6.37)

for $s \in (0, \pi)$. It follows from (6.27) that the coefficient of $h$ in the last term on the left-hand side of (6.37) is exactly $f_k + 1$. By this observation, adding the inequalities
(6.33) and (6.37) implies that (6.29) is non-positive for $s \in (0, \pi)$ which is the steep descent property in the first part of the proposition.

We are left with proving the inequality (6.36). It can be written by the definitions (6.28) and after simplification as

$$
\kappa g \frac{1 - a^2}{(1 - a q^o)^2} \geq \sum_{k=1}^{\infty} \frac{(1 - q^k)q^k}{(a - q^{\theta+k})^2}.
$$

(6.38)

Since $\kappa g$ and $1/(1 - cq^o)$ are both decreasing functions of $\theta$ for any $c > 0$ (see Lemma 6.4), both sides of (6.38) are decreasing in $\theta$. Hence we compare the $\theta \to \infty$ limit of the left-hand side of (6.38) with the $\theta = \log a$ value of the right-hand side. By the series expansion (6.11), one can see that $\kappa g \to 1/a^2$ as $\theta \to \infty$, and the left-hand side of (6.38) goes to $(1 - a^2)/a^2$ as $\theta \to \infty$. The right-hand side of (6.38) at $\theta = \log a$ is equal to

$$
\frac{1}{a^2} \sum_{k=1}^{\infty} \frac{q^k}{1 - q^k} \leq \frac{1}{a^2(1 - q)} \sum_{k=1}^{\infty} q^k = \frac{q}{a^2(1 - q)^2}.
$$

(6.39)

Hence we get that if

$$
\frac{1 - a^2}{a^2} \geq \frac{q}{a^2(1 - q)^2},
$$

(6.40)

then (6.38) and (6.36) hold. But (6.40) is equivalent to the upper bound in (2.15), hence the first part of the proposition is proved.

2. We apply Lemma 6.3 with $c = 0$, $\gamma = 1$ and $r = q^o$ or $q^o/a$ to get that

$$
- \text{Re} \frac{d}{dt} \int_0^\theta (\theta + i \frac{t}{\log q}) = -\kappa g \sum_{k=0}^{\infty} g(a q^{\theta+k}, t) + \sum_{k=0}^{\infty} g(\frac{q^{\theta+k}}{a}, t).
$$

(6.41)

For the proof in this part, we have to see that the derivative above is non-positive for $t \in (0, \pi)$. Rewriting the function $g$ in terms of $h$ by (6.2), $\kappa g$ according to its definition (2.6) and the series expansion (6.11) yields that we have to show the inequality

$$
\sum_{k=0}^{\infty} \frac{aq^{\theta+k}}{(1 - a q^{\theta+k})^2} h(a q^{\theta+k}, t) \geq \sum_{k=0}^{\infty} \frac{q^{\theta+k}/a}{(1 - q^{\theta+k}/a)^2} h(q^{\theta+k}/a, t)
$$

(6.42)

for $t \in (0, \pi)$.

We use Lemma 6.5 with

$$
p_k = \frac{aq^{\theta+k}}{\sum_{j=0}^{\infty} \frac{aq^{\theta+j}}{(1 - a q^{\theta+j})^2}}, \quad q_k = \frac{q^{\theta+k}/a}{\sum_{j=0}^{\infty} \frac{q^{\theta+j}/a}{(1 - q^{\theta+j}/a)^2}}
$$

(6.43)

which are clearly probability distributions, i.e. they sum up to 1. The ratio of two consecutive weights is

$$
p_{k+1}/p_k = q \frac{(1 - a q^{\theta+k})^2}{(1 - a q^{\theta+k+1})^2}, \quad q_{k+1}/q_k = q \frac{(1 - q^{\theta+k}/a)^2}{(1 - q^{\theta+k+1}/a)^2}
$$

(6.44)
Next we show that the coefficient of \( W_0 \) holds along \( V \). For the V-shaped part of the contour, we consider the Taylor expansion of steep descent for \( \Re(f) \) on the right-hand side of (6.42). The derivative of the difference \( \Re(g_0^k - f_0^k) \) along \( C_\theta \) is

\[
\Re \frac{d}{ds} (g_0^k - f_0^k) \left( \log_q (a - (a - q^\theta) e^{i\theta}) \right) = \left[ \kappa_g \left( \Psi_q(\log_q a_{\min} + \log_q a) - \Psi_q(\theta + \log_q a) \right) - \Psi_q(\log_q a_{\min} - \log_q a) + \Psi_q(\theta - \log_q a) \right] \frac{1}{\log_q g} \left( \frac{a - q^\theta}{a}, s \right)
\]

by (6.46) and Lemma 6.3. The function \( g \left( \frac{a - q^\theta}{a}, s \right) \) is positive for \( s \in (0, \pi) \), but its coefficient is negative due to the \( 1/\log_q a \) factor. This proves the steep descent property along the circular part of \( C_\theta^{\log_q a_{\min}, \delta} \).

For the V-shaped part of the contour, we consider the Taylor expansion (3.25) of \( g_0^k \) around \( \log_q a_{\min} \) and we choose \( \delta > 0 \) so small that the steep descent property holds along \( V_\delta^{\log_q a_{\min}, 19\pi/24} \). The angle \( \pm \frac{19\pi}{24} \) of \( W - \log_q a_{\min} \) is chosen so that for the two sequences. The derivative of the function \( x \mapsto (1 - Dx)/(1 - Ex)^2 \) and it is negative for \( D = q^{\theta+k} \) and \( E = q^{\theta+k+1} \). The function \( x \mapsto (1 - q^{\theta+k}x)/(1 - e^{\theta+k+1}x) \) is decreasing, hence (6.20) holds for (6.44). By the fact that for \( t \in (0, \pi) \) the function \( k \mapsto h(aq^{\theta+k}, t) \) is increasing (see Lemma 6.1), we conclude by (6.22) of Lemma 6.5 that

\[
\sum_{k=0}^{\infty} p_k h(aq^{\theta+k}, t) \geq \sum_{k=0}^{\infty} q_k h(aq^{\theta+k}, t) \geq \sum_{k=0}^{\infty} q_k h(q^{\theta+k}/a, t)
\]

where the last inequality follows because \( h(aq^{\theta+k}, t) \geq h(q^{\theta+k}/a, t) \) for all \( k = 0, 1, 2, \ldots \) which proves (6.42) and the proposition.

\[\square\]

**Proof of Proposition 3.6.** 1. First we show that the circular part of \( C_\theta^{\log_q a_{\min}, \delta} \), that is \( C_\theta \) is of steep descent for the function \( \Re(g_0^k) \). By Proposition 3.3, the contour \( C_\theta \) is of steep descent for \( \Re(f_0^k) \). Comparing the functions \( g_0^k \) and \( f_0^k \) gives that

\[
g_0^k(W) - f_0^k(W) = (g_k - f_k) \log q W = \left[ \kappa_g \left( \Psi_q(\log_q a_{\min} + \log_q a) - \Psi_q(\theta + \log_q a) \right) - \Psi_q(\log_q a_{\min} - \log_q a) + \Psi_q(\theta - \log_q a) \right] W.
\]

Next we show that the coefficient of \( W \) on the right-hand side of (6.46) is positive. By the increasing property of \( z \mapsto \Psi_q(z) \) for \( z > 0 \), we have that \( \Psi_q(\log_q a_{\min} + \log_q a) - \Psi_q(\theta + \log_q a) > 0 \), hence the positivity of the coefficient of \( W \) on the right-hand side of (6.46) can be written equivalently as

\[
\kappa_g > \frac{\Psi_q(\log_q a_{\min} - \log_q a) - \Psi_q(\theta - \log_q a)}{\Psi_q(\log_q a_{\min} + \log_q a) - \Psi_q(\theta + \log_q a)} = \frac{\Psi_q(x - \log_q a)}{\Psi_q(x + \log_q a)}
\]

for some \( x \in (\theta, \log_q a_{\min}) \) where the equality above follows by Cauchy’s mean value theorem. By the definition (2.6), one then recognizes \( \kappa_g \) with \( \theta \) replaced by \( x \) on the right-hand side of (6.47). Hence the inequality in (6.47) follows by the decreasing property of \( \kappa_g \) proved in Lemma 6.4.

The derivative of the difference \( \Re(g_0^k - f_0^k) \) along \( C_\theta \) is

\[
\Re \frac{d}{ds} (g_0^k - f_0^k) \left( \log_q (a - (a - q^\theta) e^{i\theta}) \right) = \left[ \kappa_g \left( \Psi_q(\log_q a_{\min} + \log_q a) - \Psi_q(\theta + \log_q a) \right) - \Psi_q(\log_q a_{\min} - \log_q a) + \Psi_q(\theta - \log_q a) \right] \frac{1}{\log_q g} \left( \frac{a - q^\theta}{a}, s \right)
\]

by (6.46) and Lemma 6.3. The function \( g \left( \frac{a - q^\theta}{a}, s \right) \) is positive for \( s \in (0, \pi) \), but its coefficient is negative due to the \( 1/\log_q a \) factor. This proves the steep descent property along the circular part of \( C_\theta^{\log_q a_{\min}, \delta} \).
\[ \frac{3\pi}{4} < \frac{19\pi}{24} < \frac{5\pi}{6}, \text{ hence both } \text{Re}((W - \log_q a_{\text{min}})^2) \text{ and } \text{Re}((W - \log_q a_{\text{min}})^3) \text{ are positive.} \]

The coefficient of the quadratic term in the expansion \((3.25)\) is \(-\sigma_q/2\) which is negative by Lemma 6.4, but it goes to 0 as \(\theta \to \log_q a_{\text{min}}\) hence we cannot use it to compensate the error term of the Taylor approximation. The coefficient of the cubic term is \(-\xi_q/3\) which is a continuous function of \(\theta\), it coincides with \(-\chi_q/3\) for \(\theta = \log_q a_{\text{min}}\) hence it is negative for \(\theta = \log_q a_{\text{min}}\) by Lemma 6.4. As a consequence the coefficient \(-\xi_q/3\) is negative also in a neighbourhood of \(\theta = \log_q a_{\text{min}}\).

The error of the Taylor approximation in \((3.25)\) can be upper bounded by \(M|W - \log_q a_{\text{min}}|^{3/4}/4!\) with \(M\) being the absolute supremum of the fourth derivative of \(g^q_0(x)\) in the neighbourhood of \(\log_q a_{\text{min}}\) in which we consider the expansion. Since 

\[ (g^q_0)^{(4)}(\theta) = -\kappa_q\Psi''(\theta + \log_q a) + \Psi''(\theta - \log_q a) \]

which is a continuous function of \(\theta\), its supremum is finite in a neighbourhood of \(\theta = \log_q a_{\text{min}}\). Hence the cubic term in the approximation compensates the error if the neighbourhood is chosen to be small enough. This determines the choice of \(\delta\) depending on \(q, a, a_{\text{min}}\) for which the contour \(V^\delta_{\log_q a_{\text{min}}, 19\pi/24}\) has the steep descent property for \(\text{Re}(g^q_0)\). Given \(\delta > 0\), let \(\varepsilon\) be the determined by the property that for \(\theta = \log_q a_{\text{min}} - \varepsilon\) the contour \(C_\theta\) passes through the two endpoints of \(V^\delta_{\log_q a_{\text{min}}, 19\pi/24}\).

2. By Proposition 3.3 for \(\theta\) replaced by \(\log_q a_{\text{min}}\), the contour \(C_{\log_q a_{\text{min}}}\) is of steep descent for the function \(-\text{Re}(\tilde{f}^q_0)\) where

\[ \tilde{f}^q_0(W) = \kappa_q(\log_q a_{\text{min}}) \log(q^W; q)_\infty - \log(q^W/a; q)_\infty + (f_\theta(\log_q a_{\text{min}}) + 1) \log q W \]

with \(\kappa_q(\log_q a_{\text{min}})\) and \(f_\theta(\log_q a_{\text{min}})\) being the constants defined in \((2.6)\) and \((2.9)\) with \(\theta\) replaced by \(\log_q a_{\text{min}}\). Comparing the functions \(g^q_0\) and \(\tilde{f}^q_0\) gives that

\[ g^q_0(W) - \tilde{f}^q_0(W) = \left(\kappa_q(\theta) - \kappa_q(\log_q a_{\text{min}})\right) \times \left[\log(q^W; q)_\infty + (\Psi(q, a_{\text{min}} + \log q))W\right] \]

where \(\kappa_q(\theta) - \kappa_q(\log_q a_{\text{min}}) > 0\) by Lemma 6.4. By taking the derivative of the difference in \((6.50)\) along \(C_{\log_q a_{\text{min}}}\) we find that

\[ - \frac{1}{\kappa_q(\theta) - \kappa_q(\log_q a_{\text{min}})} \text{Re} \frac{d}{ds} \left(g^q_0 - \tilde{f}^q_0\right) \left(\log_q a_{\text{min}} + \frac{t}{\log q}\right) = - \sum_{k=0}^\infty g(aa_{\text{min}} q^k, t) \]

which is negative for \(t \in (0, \pi)\). 

\[ \square \]

### 6.2 Steep descent properties for geometric-q-PushTASEP

**Proof of Proposition 4.3.** 1. First we rewrite the second \(q\)-Pochhammer symbol in \(f_0^p\) in \((4.8)\) along \(W \in \tilde{C}_\theta\), that is for \(W(s) = \log_q(a + (q^s - a)e^{is})\) as

\[ \log(aq^{-W}; q)_\infty = \sum_{k=0}^\infty \left(\log(a(1 - q^k) + (q^s - a)e^{is}) - \log(a + (q^s - a)e^{is})\right). \]

(6.52)
Then Lemma 6.3 yields

\[
\text{Re} \frac{df_0}{ds} (\log_q (a + (q^\theta - a)e^{is})) = \kappa_p \sum_{k=0}^{\infty} g \left( \frac{a(q^\theta - a)q^k}{1 - a^2 q^k}, s \right) \\
- \sum_{k=0}^{\infty} \left( g \left( -\frac{q^\theta - a}{a(1-q^k)} , s \right) - g \left( -\frac{q^\theta - a}{a}, s \right) \right) + (f_p - 1)g \left( -\frac{q^\theta - a}{a}, s \right). 
\]  

(6.53)

By the fact that \( f_0^p \) has a double critical point and by comparing the \( s \) derivatives on the right-hand side of (6.53), we have

\[
\kappa_p \sum_{k=0}^{\infty} A_k + \sum_{k=1}^{\infty} (B_k - C) - f_p C = 0 
\]  

(6.54)

where

\[
A_k = \frac{a(q^\theta - a)q^k}{1 - a^2 q^k} \left( 1 - \frac{a(q^\theta - a)q^k}{1 - a^2 q^k} \right)^2, \quad B_k = \frac{q^\theta - a}{a(1-q^k)} \left( 1 + \frac{q^\theta - a}{a(1-q^k)} \right)^2, \quad C = \frac{a(q^\theta - a)}{a} \left( 1 + \frac{q^\theta - a}{a} \right)^2
\]  

(6.55)

are positive coefficients different from the ones defined in (6.28) in the case of the geometric \( q \)-TASEP. We also used the fact that \( g(\infty, s) = 0 \) appears in the \( k = 0 \) in the second sum on the right-hand side of (6.53).

For the \( k = 1, 2, \ldots \) terms in the second sum on the right-hand side of (6.53), we use an idea similar to the proof of Lemma 6.5 in [Vet15]. We apply Cauchy’s mean value theorem on the interval \([b_k, c]\) with \( b_k = -(q^\theta - a)/(a(1 - q^k)) \) and \( c = -(q^\theta - a)/a \) to get that

\[
g(c, s) - g(b_k, s) = \frac{d}{ds} g(b, s) |_{b = x} \left( h(x, s) \right)^2 \frac{1}{\sin s}
\]  

(6.56)

with some \( x \in (b_k, c) \) where the last equality in (6.56) follows by direct computation. Note that \( b_1 < b_2 < \cdots < c \) and that the condition (2.33) is equivalent to \(-1 \leq (q^\theta - a)/(a(1 - q^k)) = b_1). Hence all the \( b_k \)s for \( k = 1, 2, \ldots \) and \( c \) lie in the interval \([-1, 0]\). One can check that the functions \( b \mapsto g(b, s) \) for \( s \in (0, \pi) \) and \( b \mapsto b/(1-b)^2 \) are both increasing on \( b \in [-1, 0] \). As a consequence, both the numerator and the denominator on the left-hand side of (6.56) are positive. By Lemma 6.1, we can upper bound the right-hand side of (6.56) by using the inequality \( h(x, s) \leq h(b_1, s) \) for \( s \in (0, \pi) \) because \( b_1 = \inf \{ (b_k, c), k \geq 1 \} \). After multiplying by the denominator \( c/(1-c^2) - b_k/(1-b_k)^2 = B_k - C > 0 \) on the left-hand side of (6.56), we get that

\[
g \left( -\frac{q^\theta - a}{a}, s \right) - g \left( -\frac{q^\theta - a}{a(1-q^k)}, s \right) \leq (B_k - C) \left( -\frac{q^\theta - a}{a(1-q^k)}, s \right)^2 \frac{1}{\sin s}
\]  

(6.57)

for \( s \in (0, \pi) \).

On the other hand, by the monotonicity of \( h \) in the first variable (see Lemma 6.1) and by the property \( h(1/b, s) = h(b, s) \), we have the inequality

\[
h \left( \frac{a(q^\theta - a)q^k}{1 - a^2 q^k}, s \right) \leq h(0, s) = \sin s
\]  

(6.58)
for \( k = 0, 1, 2, \ldots \) for \( s \in (0, \pi) \). By rewriting the right-hand side of (6.53) and then using (6.57) and (6.58), we get that

\[
\text{Re} \frac{d}{ds} f_0^p \left( \log_q (a + (q^\theta - a)e^{is}) \right) \\
\leq \kappa_p \sum_{k=0}^\infty A_k \sin s + \sum_{k=1}^\infty (B_k - C) h \left( -\frac{q^\theta - a}{a(1 - q)}, s \right)^2 \frac{1}{\sin s} - f_p Ch \left( -\frac{q^\theta - a}{a}, s \right).
\]

(6.59)

By recalling the notation \( b_1 = -(q^\theta - a)/(a(1 - q)) \) and \( c = -(q^\theta - a)/a \), we can rewrite two terms containing the function \( h \) on the right-hand side of (6.59) using (6.4) as

\[
h(b_1, s)^2 = \left( 1 - \frac{4b_1 (1 - \cos s)}{(1 + b_1)^2} e(b_1, s) + \frac{4b_1^2 (1 - \cos s)^2}{(1 + b_1)^4} e(b_1, s)^2 \right) \sin s, \quad (6.60)
\]

\[
h(c, s) = \left( 1 - \frac{2c (1 - \cos s)}{(1 + c)^2} e(c, s) \right) \sin s. \quad (6.61)
\]

Next we substitute (6.60)–(6.61) on the right-hand side of (6.59) and we separate the terms containing \( \sin s \) only and those containing the function \( e \). The sum of the coefficients of the terms containing only \( \sin s \) is 0 by (6.54). Hence for the non-negativity of the derivative in (6.59) for \( s \in (0, \pi) \) it suffices to show that

\[
\sum_{k=1}^\infty (B_k - C) \left( \frac{-4b_1}{(1 + b_1)^2} e(b_1, s) + \frac{4b_1^2 (1 - \cos s)^2}{(1 + b_1)^4} e(b_1, s)^2 \right) \leq f_p C \frac{-2c}{(1 + c)^2} e(c, s)
\]

(6.62)

after simplifying by a factor \((1 - \cos s)\).

In order to show (6.62), we upper bound its left-hand side and lower bound its right-hand side. First we deal with \( B_k - C \) defined in (6.55) for which direct computations yield that

\[
B_k - C = \frac{aq^k(q^\theta - a)(q^{2\theta} - 2aq^\theta + a^2 q^k)}{q^{2\theta}(q^\theta - a)^2} \leq \frac{a(q^\theta - a)}{q^{2\theta}} q^k \frac{q^{2\theta} - 2aq^\theta + a^2}{(q^\theta - a)^2}
\]

(6.63)

where the inequality above follows from applying \( q^k \leq 1 \) twice, hence

\[
\sum_{k=1}^\infty (B_k - C) \leq \sum_{k=1}^\infty \frac{a(q^\theta - a)}{q^{2\theta}} q^k = \frac{aq(q^\theta - a)}{q^{2\theta}(1 - q)}.
\]

(6.64)

To bound the other factor on the left-hand side of (6.62), we use that \( e(b_1, s)^2 \leq e(b_1, s) \leq e(c, s) \) by Lemma 6.2 and the inequality \( 1 - \cos s \leq 2 \). We get that

\[
\frac{-4b_1}{(1 + b_1)^2} e(b_1, s) + \frac{4b_1^2 (1 - \cos s)^2}{(1 + b_1)^4} e(b_1, s)^2
\]

\[
\leq \left( \frac{-4b_1}{(1 + b_1)^2} + \frac{8b_1^2}{(1 + b_1)^4} \right) e(c, s)
\]

\[
= \frac{4a(1 - q)(q^\theta - a)(a^2(1 - q)^2 + (q^\theta - a)^2)}{(2a - q^\theta - aq)^4} e(c, s).
\]

(6.65)
On the right-hand side of (6.62), we have

\[
C = \frac{a(q^\theta - a)}{q^{2a}}, \quad \frac{-2c}{(1+c)^2} = \frac{2a(q^\theta - a)}{(2a - q^\theta)^2}.
\]

(6.66)

Putting together the bounds (6.64) and (6.65) and the equalities in (6.66), we obtain that after simplifications the inequality (6.62) is implied by the condition (2.34). This yields the required steep descent property.

2. Lemma 6.3 with \( c = 0, \gamma = 1 \) and \( r = aq^\theta \) and the \( \text{Re}(f_0^p(\Omega)) = \text{Re}(f_0^p(w)) \) symmetry implies that

\[
-\text{Re} \frac{d}{dt} f_0^p \left( \theta + i \frac{t}{\log q} \right) = -\kappa_p \sum_{k=0}^{\infty} g(a^{\theta+k}, t) + \sum_{k=0}^{\infty} g(a^{-\theta+k}, t).
\]

(6.67)

As in the proof of Proposition 3.3, the non-positivity of the derivative above for \( t \in (0, \pi) \) is equivalent to

\[
\sum_{k=0}^{\infty} \frac{a^{\theta+k}}{(1-qa^{\theta+k})^2} h(a^{\theta+k}, t) \geq \sum_{k=0}^{\infty} \frac{a^{-\theta+k}}{(1-aq^{-\theta+k})^2} h(a^{-\theta+k}, t)
\]

(6.68)

for \( t \in (0, \pi) \) which has the same proof as (6.42).

</p>

Proof of Proposition 4.5. 1. First we consider the circular part of \( \tilde{C}_\theta^{\log, a_{\max}, \delta} \). By Proposition 4.3, \( \tilde{C}_\theta \) is of steep descent for \( \text{Re}(f_0^p) \). Comparing the functions \( g_0^p \) and \( f_0^p \) yields

\[
g_0^p(W) - f_0^p(W) = (g_p - f_p) \log q W = \left[ \kappa_p \left( \Psi_q(\log_q a + \log_q a_{\max}) - \Psi_q(\log_q a + \theta) \right) \right.
\]

\[
+ \left. \Psi_q(\log_q a - \log_q a_{\max}) - \Psi_q(\log_q a - \theta) \right] W.
\]

(6.69)

By the increasing property of \( z \mapsto \Psi_q(z) \) for \( z > 0 \), \( \Psi_q(\log_q a + \log_q a_{\max}) - \Psi_q(\log_q a + \theta) < 0 \), hence the negativity of the coefficient of \( W \) on the right-hand side of (6.69) is equivalent to

\[
\kappa_p > \frac{-\Psi_q(\log_q a - \log_q a_{\max}) + \Psi_q(\log_q a + \theta)}{\Psi_q(\log_q a + \log_q a_{\max}) - \Psi_q(\log_q a + \theta)} = \frac{\Psi_q' \log_q a - x}{\Psi_q' \log_q a + x}
\]

(6.70)

for some \( x \in (\log_q a_{\max}, \theta) \) by Cauchy’s mean value theorem. By (2.27), the right-hand side of (6.70) is equal to \( \kappa_p \) with \( \theta \) replaced by \( x \) and (6.70) follows by the increasing property of \( \kappa_p \), see Lemma 6.4.

The derivative of the difference \( \text{Re}(g_0^p - f_0^p) \) along \( \tilde{C}_\theta \) is

\[
\text{Re} \frac{d}{ds} (g_0^p - f_0^p) \left( \log_q (a + (q^\theta - a)e^{is}) \right)
\]

\[
= \left[ \kappa_p \left( \Psi_q(\log_q a + \log_q a_{\max}) - \Psi_q(\log_q a + \theta) \right) \right.
\]

\[
+ \left. \Psi_q(\log_q a - \log_q a_{\max}) - \Psi_q(\log_q a - \theta) \right]\frac{1}{\log q} \left( \frac{q^\theta - a}{a} \right) s
\]

(6.71)
by (6.69) and Lemma 6.3. The function \( g \left( -\frac{\theta}{a}, s \right) \) is negative for \( s \in (0, \pi) \), hence the steep descent property along the circular part of \( \tilde{C}_{\theta}^{\log q a_{\max}, \delta} \) follows.

On the V-shaped part \( \text{Re}((W - \log q a_{\max})^2) > 0 \) and \( \text{Re}((W - \log q a_{\max})^3) < 0 \) in the Taylor expansion (4.19). The coefficient of the quadratic term \(-\sigma_p/2\) is negative by Lemma 6.4. That of the cubic term \( \xi_p/3 \) is positive in a neighbourhood of \( \theta = \log q a_{\max} \) as a continuous function of \( \theta \) which coincides with \( \chi_p/3 > 0 \) for \( \theta = \log q a_{\max} \). The error term of the Taylor approximation is bounded by the cubic term in a neighbourhood of \( \log q a_{\max} \) in the same way as in the proof of Proposition 3.6. This yields that \( V_{5 \log q a_{\max}, 5\pi/24} \delta \log q a_{\max} \) has the steep descent property for \( \text{Re}(g_0^p) \) with some small enough \( \delta > 0 \) and \( \varepsilon \) is such that the endpoints of the V-shaped contour lie on \( \tilde{C}_\theta \) for \( \theta = \log q a_{\max} + \varepsilon \).

2. By Proposition 3.3, \( D_{\log q a_{\max}} \) is a steep descent contour for the function \(-\text{Re}(\tilde{f}_0^p)\) with
\[
\tilde{f}_0^p(W) = \kappa_p(\log q a_{\max}) \log(aq^W; q_\infty) - \log(aq^{-W}; q_\infty) + (f_p(\log q a_{\max}) - 1) \log q W.
\]
Comparing \( g_0^p \) and \( \tilde{f}_0^p \) yields
\[
g_0^p(W) - \tilde{f}_0^p(W) = \left( \kappa_p(\theta) - \kappa_p(\log q a_{\max}) \right) \times \left[ \log(aq^W; q_\infty) + (\Psi_q(\log_q a + \log_q a_{\max}) + \log(1 - q))W \right] \tag{6.73}
\]
with \( \kappa_p(\theta) - \kappa_p(\log q a_{\max}) > 0 \) by Lemma 6.4. For its derivative along \( D_{\log q a_{\max}} \) we have
\[
- \frac{1}{\kappa_p(\theta) - \kappa_p(\log q a_{\max})} \text{Re} \frac{d}{ds} \left( g_0^p - \tilde{f}_0^p \right) \left( \log q a_{\max} + i \frac{t}{\log q} \right) = - \sum_{k=0}^{\infty} g(\alpha a_{\max} q^k, t) \tag{6.74}
\]
which is negative for \( t \in (0, \pi) \).

\[\square\]

6.3 Steep descent properties for \( q \)-PushASEP

Proof of Proposition 5.2. 1. A direct computation yields that
\[
\text{Re} \frac{d}{ds} q^{-\log q(1-\cos s)} = - \frac{r(1 - r^2) \sin s}{(1 + r^2 - 2r \cos s)^2} \tag{6.75}
\]
which is the derivative of the third term of \( \text{Re}(f_0^a) \) along \( \overline{C}_\theta \) with \( r = 1 - q^\theta \). Using Lemma 6.3 and (6.75) and the fact that \( g(\infty, s) = 0 \) we have

\[
- \text{Re} \frac{d}{ds} f_0^a (\log_q (1 - (1 - q^\theta) e^{i s}))
\]

\[
= - \sum_{k=1}^{\infty} g \left( \frac{(1 - q^\theta)q^k}{1 - q^k}, s \right) - \kappa_a R(1 - q^\theta) \sin s
\]

\[
+ \kappa_a L \frac{(1 - q^\theta)(1 - (1 - q^\theta)^2) \sin s}{(1 + (1 - q^\theta)^2 - 2(1 - q^\theta) \cos s)^2} + (f_a + 1)g(1 - q^\theta, s)
\]

\[
= \sum_{k=1}^{\infty} A_k h \left( \frac{(1 - q^\theta)q^k}{1 - q^k}, s \right) - \kappa_a R(1 - q^\theta) h(0, s)
\]

\[
+ \kappa_a L \frac{(1 - q^\theta)(1 - (1 - q^\theta)^2) h(1 - q^\theta, s)^2}{\sin s} + (f_a + 1) \frac{1 - q^\theta}{q^{2\theta}} h(1 - q^\theta, s)
\]

(6.76)

where the last equality follows by writing all terms using the function \( h \) defined in (6.2) and

\[
A_k = \frac{(1 - q^\theta)q^k}{1 - q^k} \left( \frac{1 - q^\theta}{1 - q^{\theta+k}} \right)^2 = \frac{(1 - q^\theta)q^k(1 - q^k)}{(1 - q^{\theta+k})^2}.
\]

(6.77)

As in the proof of Proposition 4.3, we rewrite all the terms on the right-hand side of (6.76) using (6.3) as

\[
h \left( \frac{(1 - q^\theta)q^k}{1 - q^k}, s \right)
\]

\[
= \left( 1 + \frac{2(1 - q^\theta)q^k(1 - q^k)(1 - \cos s)}{(1 - 2q^k + q^{\theta+k})^2} \right) e \left( \frac{(1 - q^\theta)q^k}{1 - q^k}, s \right) \sin s
\]

(6.78)

and

\[
h(1 - q^\theta, s) = \left( 1 - \frac{2(1 - q^\theta)(1 - \cos s)}{(2 - q^\theta)^2} \right) e(1 - q^\theta, s) \sin s.
\]

(6.79)

Next we use the fact that the function \( f_0^a \) has a double critical point at \( \theta \). Since the derivative of \( h(b, s) \) at \( s = 0 \) is equal to 1 for all \( b \) it implies that the sum of the coefficients on the right-hand side of (6.76) in front of the \( h \) functions is zero. As a consequence after substituting (6.78)–(6.79) to the right-hand side of (6.76) the main terms not containing the function \( e \) exactly cancel. After removing the terms that cancel and simplifying, we are left with

\[
- \frac{1}{(1 - \cos s) \sin s} \text{Re} \frac{d}{ds} f_0^a (\log_q (1 - (1 - q^\theta) e^{i s}))
\]

\[
= \sum_{k=1}^{\infty} \frac{2(1 - q^\theta)^2 q^{2k}(1 - q^k)^2}{(1 - q^{\theta+k})^2(1 - 2q^k + q^{\theta+k})^2} e \left( \frac{(1 - q^\theta)q^k}{1 - q^k}, s \right)
\]

\[
- \kappa_a L \frac{4(1 - q^\theta)^2}{q^{3\theta}(2 - q^\theta)} \left[ 1 - \frac{(1 - q^\theta)(1 - \cos s)}{(2 - q^\theta)^2} e(1 - q^\theta, s) \right] e(1 - q^\theta, s)
\]

\[
- (f_a + 1) \frac{2(1 - q^\theta)^2}{q^{2\theta}(2 - q^\theta)^2} e(1 - q^\theta, s).
\]

(6.80)
In order to complete the argument for the steep descent property, we take the asymptotic behaviour of the right-hand side of (6.80) as $\theta \to 0$ for $q, R, L$ fixed. The first term on the right-hand side of (6.80) containing the infinite sum behaves like a constant multiple of $(1 - q^\theta)^2 \sim (\log q)^2 \theta^2$. Here we used that the first argument of the $e$ function is negative, hence by Lemma 6.2, the function is bounded by 1. As we will see, this first term is negligible compared to the other terms.

In the second term on the right-hand side of (6.80) first we claim that the difference in the parenthesis converges to 1 uniformly in $s$. This is because $e(1 - q^\theta, s) \leq (2 - q^\theta)^2 q^{-2\theta} \to 1$ by Lemma 6.2, hence the $(1 - q^\theta) \to 0$ factor in the second term of the parenthesis makes this term negligible. For the main factor, we claim that

$$\kappa_a \sim \frac{1}{R + L} \frac{1}{(\log q)^2 \theta^2}$$

(6.81)

as $\theta \to 0$ which can be seen by definition (2.41) and using (6.11). Hence the coefficient of the $e(1 - q^\theta, s)$ function in the second term on the right-hand side of (6.80) converges to $-4L/(R + L)$ as $\theta \to 0$.

The asymptotics of the last term on the right-hand side of (6.80) can be found similarly. By (2.43), (6.81) and (6.10), we have that

$$f_a + 1 \sim \frac{R - L}{R + L} \frac{1}{(\log q)^2 \theta^2}$$

(6.82)

as $\theta \to 0$. Therefore, the coefficient of $e(1 - q^\theta, s)$ in the third term on the right-hand side of (6.80) goes to $2(L - R)/(R + L)$ as $\theta \to 0$.

To summarize we see that the derivative in (6.80) as $\theta \to 0$ is asymptotically equal to $-2e(1 - q^\theta, s) \leq -2$ by Lemma 6.2 uniformly in $s$, hence the steep descent property follows for $\theta$ close enough to 0.

2. Lemma 6.3 with $c = 0$, $\gamma = 1$ and $r = q^\theta$ and by direct computation we get that

$$\text{Re} \frac{d}{dt} f_0^\theta \left( \theta + i \frac{t}{\log q} \right) = \sum_{k=0}^{\infty} g \left( q^{\theta + k}, t \right) - \kappa_a R q^\theta \sin t - \kappa_a L q^{-\theta} \sin t$$

$$= \sum_{k=0}^{\infty} \frac{q^{\theta + k}}{(1 - q^{\theta + k})^2} h(q^{\theta + k}, t) - \kappa_a (R q^\theta + L q^{-\theta}) h(0, t)$$

(6.83)

by writing the derivative in terms of the function $h$ using (6.2). By Lemma 6.1, $h(q^{\theta + k}, t) \leq h(0, t)$ for all $t \in (0, \pi)$ which can be used to upper bound the first sum on the right-hand side of (6.83). By the fact that $\theta$ is a double critical point for the function $f_0^\theta$, the sum of the coefficients on the right-hand side of (6.83) is zero which can also be seen directly by (2.41) and (6.11). Hence the bound $h(q^{\theta + k}, t) \leq h(0, t)$ implies that the derivative (6.83) is non-positive for $t \in (0, \pi)$ which yields the steep descent property.

\[ \square \]
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