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Abstract

We present a general statistical methodology for analysing a Laguerre tessellation data set viewed as a realization of a marked point process model. In the first step, for the point, we use a nested sequence of multiscale processes which constitute a flexible parametric class of pairwise interaction point process models. In the second step, for the marks/radii conditioned on the points, we consider various exponential family models where the canonical sufficient statistic is based on tessellation characteristics. For each step, parameter estimation based on maximum pseudolikelihood methods is tractable. For model selection, we consider maximized log pseudolikelihood functions for models of the radii conditioned on the points. Model checking is performed using global envelopes and corresponding tests in both steps and moreover by comparing observed and simulated tessellation characteristics in the second step. We apply our methodology for a 3D Laguerre tessellation data set representing the microstructure of a polycrystalline metallic material, where simulations under a fitted model may substitute expensive laboratory experiments.
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1. Introduction

This paper develops new statistical methodology for analysing Laguerre tessellation data sets, where we illustrate how the methodology applies for an example of a 3D Laguerre tessellation data set representing a polycrystalline material.
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1.1. Some background and motivation

In brief, a 3D Laguerre tessellation (also called a power diagram or a generalised Voronoi tessellation) is a flexible way of modelling a subdivision of 3D space (see Section 2 for the details). In practice the tessellation is described by a data set \((x_n, r_n)\) where \(x_n = \{x_1, \ldots, x_n\} \subset R^3\) is a finite point pattern and \(r_n = (r_1, \ldots, r_n) \in (0, \infty)^n\) is an associated vector of positive numbers called marks, and we identify \((x_n, r_n)\) by the marked point pattern \(\{(x_1, r_1), \ldots, (x_n, r_n)\}\) (see again Section 2 for the details). Such data sets appear in various contexts of material science. For example, in 3D X-ray diffraction microscopy of polycrystalline materials the volumes and centroids of grains are obtained, and representation of such measurements by a 3D Laguerre tessellation can be produced by various optimization methods (Lyckegaard et al., 2011; Spettl et al., 2016; Quey and Renversade, 2018; Kuhn et al., 2020). It is then useful to develop stochastic models for the tessellation since simulations can to some extent substitute expensive laboratory experiments. However, only a few papers (including Spettl et al., 2015; Seitl et al., 2021) have been dealing with statistical methodology in the context of polycrystalline materials.

Inference for statistical models of Laguerre tessellation data sets is a difficult task unless \((x_n, r_n)\) follows a simple model such as a (marked) Poisson process which in practice is rarely a reasonable assumption. Often the points in \(x_n\) exhibit regularity and different marked point process models for \((x_n, r_n)\) have been suggested: simple random models for packings of hard balls (Chiu et al., 2013) obtained by iterative procedures such as random sequential adsorption (Lautensack, 2008, with applications to foam structures) or variants of collective-rearrangement algorithms (Spettl et al., 2015, with application to a polycrystalline microstructure); and inspired by the work in Dereudre and Lavancier (2011) on Gibbsian models for 2D Voronoi tessellations, Seitl et al. (2021) introduced Gibbsian models for random 3D Laguerre tessellations. These Gibbs models were first thought to be tempting to use because they may incorporate properties of the Laguerre tessellation and interaction between its cells. However, the models are complicated to use for statistical inference and they are time-consuming to simulate.

1.2. Our contribution

In this paper we introduce hierarchical statistical models consisting of first a parametric Gibbs point process model for \(x_n\) and second a parametric model for \(r_n\) conditioned on \(x_n\). Specifically, we use in the first case a nested sequence of flexible pairwise interaction points processes called multiscale processes (Penttinen, 1984) and in the second case various exponential family models where the canonical sufficient statistic is based on tessellation characteristics such as surface area or volume of cells or absolute difference in volumes of neighbouring cells. Apart from reducing the dimension from 4 (when viewing \((x_n, r_n)\) as a 4-dimensional point pattern) to 3 (when considering \(x_n\)), an advantage is that we specify two much simpler cases of models with parameters which do not depend on each other. Hence we can separate between how to simulate and
estimate unknown parameters for $x_n$ and $r_n \mid x_n$, respectively. The parameters are simply estimated by maximum pseudolikelihood methods and well-known MCMC algorithms are used for simulations. Thereby estimation and simulation become much faster than in Seidl et al. (2021) when fitting specific models given in Section 4 and used for analysing the data from Section 3 in Section 5.

A further advantage is that the model construction makes it possible to develop a rather straightforward model selection procedure: For $x_n$, the procedure starts with the simplest case of a Poisson process and continues with constructing more and more complex multiscale processes until a satisfactory fit is obtained when considering global envelopes and tests (Myllymäki et al., 2017) based on various functional summary statistics. For $r_n$ conditioned on $x_n$, more and more complex exponential models are developed, where we demonstrate how to compare fitted models of the same dimension by considering maximized log pseudolikelihood functions. Further, we evaluate selected fitted models by comparing moment properties of tessellation characteristics under simulations from the model with empirical moments, by considering plots of global envelopes, and by evaluating values of global envelope tests. This comparison is not only done by looking at those tessellation characteristics used for specifying the canonical sufficient statistic of the exponential model but also for various other tessellation characteristics. To the best of our knowledge, this is the first time that such a model selection procedure has been used when analysing polycrystalline materials, cf. Sedivy et al. (2018) and the references therein.

For the computations of Laguerre tessellations, we use the C++ library Voro++ (Rycroft, 2009). This open source library enables computation of single Laguerre cells which is an advantage for the estimation and MCMC simulation procedures we use. For the calculation of functional summary statistics (specifically $\hat{L}$, $\hat{F}$ and $\hat{G}$), we use the R-package spatstat (Baddeley et al., 2015), and for global envelopes and corresponding p-values we use the R-package GET (Myllymäki and Mrkvička, 2019). We implemented a code for pseudolikelihood estimation and the MCMC algorithms used for simulation of the point process models and the models for the radii given the points. This code is available at https://github.com/VigoFierry/Lag_mod.

The paper is organised as follows. Section 2 provides details on Laguerre tessellation data sets. Section 3 describes a particular data set which in later sections is used to illustrate our statistical methodology. Section 4 specifies our hierarchical model construction and discusses how we used maximum pseudolikelihood estimation and simulated under fitted models for $x_n$ and $r_n \mid x_n$. Section 5 details our model selection procedure and applies it on the Laguerre tessellation data set from Section 3. Finally, Section 6 contains concluding remarks. The paper is accompanied by supplementary material available in appendices A-E in this preprint.

2. Laguerre tessellation data sets

A Laguerre tessellation is defined as follows. Consider a marked point pattern $\{(x_j, r_j); j \in J\} \subset \mathbb{R}^3 \times (0, \infty)$ where each $x_j \in \mathbb{R}^3$ is a spatial location with
an associated mark $r_j > 0$ and the index set $J$ is finite or countable. Define the corresponding point configuration $x = \{x_j; j \in J\}$ and the associated (possibly infinite) vector of marks $r = (r_j; j \in J)$ (using some arbitrary ordering of $J$). Interpret $(x_j, r_j)$ as a closed ball with center $x_j$ and radius $r_j$, and define the power distance from a point $y \in \mathbb{R}^3$ to this ball by

$$\rho(y, (x_j, r_j)) = \|y - x_j\|^2 - r_j^2$$

where $\|\cdot\|$ denotes Euclidean distance. Assuming that $\min_{j \in J} \rho(y, (x_j, r_j))$ exists for every $y \in \mathbb{R}^3$, the Laguerre cell with generator $(x_j, r_j)$ is

$$C(x_j, r_j \mid x, r) = \bigcap_{k \in J} \{y \in \mathbb{R}^3 \mid \rho(y, (x_j, r_j)) \leq \rho(y, (x_k, r_k))\}$$

and the Laguerre tessellation generated by $(x, r)$ is the collection of all non-empty cells $C(x_j, r_j \mid x, r)$.

Notice that $\{(x_j, r_j); j \in J\}$ and $(x, r)$ are in one-to-one correspondence. We use this identification without any mentioning in the following. But it should be kept in mind when we abuse terminology by calling $(x, r)$ a marked point pattern, and when we abuse notation and write e.g. $((x, y, z), r) \in (x, r)$ (which means that $(x, y, z, r) = (x_j, r_j)$ for some $j \in J$).

We refer to Lautensack and Zuyev (2008) and the references therein for detailed studies of deterministic and random Laguerre tessellations. The reason why Laguerre tessellations are so useful for modelling purposes may be explained by a fundamental result due to Aurenhammer (1987) and extended by Lautensack and Zuyev (2008) to infinite cases: any 3D (or higher-dimensional) normal tessellation with convex cells is a Laguerre tessellation.

In Section 3 and later sections we consider the following setting. Let $W = [0, a] \times [0, b] \times [0, c]$ be a rectangular parallelepiped and $(x, r)$ a finite marked point pattern such that $x \subset W$. Define a periodic extension of $(x, r)$ which is in accordance to $W$, i.e., the infinite marked point pattern

$$(x^*, r^*) = \bigcup_{(x, y, z) \in (x, r)} \bigcup_{(i, j, k) \in \mathbb{Z}^3} \{(ia + x, jb + y, kc + z), r\}$$

(1)

where $\mathbb{Z}^3$ is the 3D integer lattice. Note that $x = x^* \cap W$. Then we consider the Laguerre tessellation generated by $(x^*, r^*)$ and keep only those Laguerre cells $C(x_j, r_j \mid x^*, r^*)$ which are non-empty and have $x_j \in x$. Let $n$ be the number of such cells and $(x_n, r_n) \subseteq (x, r)$ be the marked point pattern specifying the generators of these cells. Then $(x_n, r_n)$ is the Laguerre tessellation data set used for our statistical analysis.

This construction of $(x_n, r_n)$ is one way of how Laguerre tessellation data sets may be produced, and we will consider $(x_n, r_n)$ as a realisation of a finite marked point process (for background material on marked point processes, see e.g. Chiu et al., 2013). Note that the statistical methodology introduced in this paper can immediately be extended to other settings with a finite marked point pattern data set representing a Laguerre tessellation.
3. Application example

The Laguerre tessellation data set used throughout the text to illustrate our statistical methodology is related to a study in Sedmák et al. (2016) of a polycrystalline microstructure of a nickel titanium alloy. Using a notation as in Section 2, we deal with a finite marked point pattern \((x, r)\) extracted from a larger data set collected in Petrich et al. (2019) by the so-called cross-entropy method applied to 3D X-ray diffraction measurements. Specifically, \(x\) consists of the 2009 points which are contained in a 3D rectangular observation window \(W\) of size \(40 \times 40 \times 85\) (the units being micrometers), where \(W\) is a cut-off from the entire material specimen. Some of the cells in the Laguerre tessellation generated by \((x, r)\) are unbounded and hence not contained in the material specimen. To account for this and for computational reasons (i.e., the use of \texttt{Voro++}), we choose to apply a periodic extension thereby obtaining our Laguerre tessellation data set \((x_n, r_n)\), cf. Section 2. Here \(n = 1965\), so by applying the periodic extension at most 44 cells are ‘lost’.

The left panel in Figure 1 below depicts \(x_n\) together with \(W\) and Appendix A and Appendix B show images of the observed Laguerre tessellation together with plots of the projections of \(x_n\) onto the \(xy\), \(xz\) and \(yz\) planes, respectively. None of these indicate spatial inhomogeneity of \(x_n\). So considering the periodic extension \(x_\ast_n\) (defined as in (1) but with \((x, r)\) replaced by \((x_n, r_n)\)), we find it reasonable to assume that the distribution underlying \(x_\ast\) is invariant under translations in 3D space. Equivalently, we assume that the distribution underlying \(x_n\) is invariant under shifts when \(W\) is wrapped on a 3D torus. The right panel in Figure 1 shows the balls defined by \((x_n, r_n)\). This indicates that the distribution underlying the radii \(r_n\) conditioned on \(x_n\) can be assumed to be homogeneous, i.e., we have invariance in this conditional distribution when making shifts of \(x_n\) on the torus. This assumption is further supported by plots in Appendix B showing the radii distributions corresponding to a subdivision of \(W\) into sets of equal size and shape. Moreover, Figure 2 below shows a histogram of the radii together with a kernel density estimate and the density of a beta distribution fitted by maximum pseudolikelihood estimation as discussed later in Sections 4 and 5.

Figure 3 shows estimated/empirical functional summary statistics \(\hat{L}(t) - t\), \(\hat{F}(t)\) and \(\hat{G}(t)\) for the point pattern \(x_n\) where we used the \texttt{R}-package \texttt{spatstat} (Baddeley et al., 2015) for the calculations. For definitions and interpretations of these empirical functions using edge correction factors, see e.g. Baddeley et al. (2015) (for \(\hat{L}\) we used Ripley’s isotropic edge correction factor and for \(\hat{F}\) and \(\hat{G}\) we used Kaplan-Meier edge correction factors). Figure 3 also shows a concatenated 95%-global envelope/confidence region (the grey region) under a homogeneous Poisson process (with the intensity estimated by \(n\) divided by the volume of \(W\)), meaning that under this Poisson process all three empirical functions are expected to be within the envelope with probability 0.95. The envelopes were obtained using the \texttt{R}-package \texttt{GET} (Myllymäki and Mrkvička, 2019) with 1999 simulations of the Poisson process (increasing this to 9999 simulations did not change the results). The plots show that the empirical
Figure 1: The observation window $W$ and the point pattern $x_n$ (left panel) and the balls defined by $(x_n, r_n)$ (right panel).

Figure 2: Histogram of the radii together with a kernel density estimate (solid line) and a fitted density of a beta distribution (dashed line) obtained by maximum pseudolikelihood estimation.
functions are often outside the envelope, and the corresponding p-value obtained by the global area rank envelope test (Myllymäki et al., 2017) is below 0.1% (there are several possible choices of making an envelope test, but the area rank envelope test is recommended in Myllymäki and Mrkvička, 2020). The way the functions based on the data differ from the envelope indicates regularity in the point pattern $x_n$.

Figure 3: From left to right, empirical functional summary statistics $\hat{L}(t) - t$, $\hat{F}(t)$ and $\hat{G}(t)$ (solid lines) and simulated 95%-global envelope (grey regions) obtained under a fitted homogeneous Poisson process. Dashed lines are averages of the simulated functional summary statistics and the dots indicate when the empirical functions are outside the envelope.

Figure 4 depicts histograms of some cell characteristics: volume of a cell (abbreviated as ‘vol’); number of faces in a cell (‘nof’); sphericity of a cell (‘spher’) as defined by

$$spher = \frac{\pi^{1/3} (6 \cdot vol)^{2/3}}{surf}$$

where ‘surf’ means surface area of a cell; and absolute difference in volume ‘dvol’ for two neighbouring cells (i.e., they share a face). Note that $0 < spher \leq 1$ with the value 1 corresponding to a sphere. Figure 4 shows that many cells are small, the distribution of nof is rather symmetric and ranges from 4 (the smallest possible value) to 35, many cells are rather spherical and many pairs of neighbouring cells have a range of differences in cell sizes in the same order as the cell size itself.

The upper right triangle in Table 1 shows the empirical correlations for the cell characteristics vol, surf, nof and spher together with a new cell characteristic, namely total edge length in a cell (‘tel’). The lower left triangle in the table shows the empirical correlations for dvol and three other face characteristics: area of a face (‘farea’), perimeter of a face (‘fper’) and number of edges in a face (‘fnoe’). We see that all correlations are high except for dvol which is nearly uncorrelated to any other face characteristic. In particular vol, surf and tel are highly correlated, and farea and fper are highly correlated (correlations $> 0.9$).

To see if there is dependence between $x_n$ and $r_n$, we follow Stoyan et al. (2021) and consider the empirical mark correlation function. We perform a
Figure 4: From left to right, histograms of cell volume, number of faces, sphericity and the absolute difference in volumes for neighbouring cells. The unit for volume and difference in volume is $\mu m^3$.

Table 1: Correlations of tessellation characteristics as defined in the text.

|      | vol  | farea | surf | vol  | farea | surf |
|------|------|-------|------|------|-------|------|
| 0.971| 0.974| 0.941 | 0.938| 0.841| 0.874 | 0.737|
| 0.923| 0.751| 0.096 | 0.751| 0.025| 0.062 | 0.025|

permutation test based on the global area rank envelope test, permuting 1000 times the marks/radii when $x_n$ is fixed and calculating the empirical mark correlation function each time. Figure 5 shows the function based on the data: it falls outside the 95%-global envelope on two intervals, and the corresponding $p$-value obtained by the global area rank envelope test is 1.4%, so we reject the null hypothesis of independence between $x_n$ and $r_n$.

Figure 5: The empirical mark correlation function (the solid line) and a 95%-global envelope (the grey region) obtained by permuting the radii when fixing the points. The dashed line is the average of the simulated mark correlation functions and the dots indicate when the empirical function is outside the envelope.

4. Hierarchical model

This section details the two steps of our hierarchical model construction which was briefly discussed in Section 1. To avoid confusion, we reserve the
notation \((x_n, r_n)\) for the data and use the notation \((y_m, t_m)\) when we consider arguments of densities where \(y_m = \{y_1, \ldots, y_m\} \subset W\) is a finite point configuration and \(t_m = (t_1, \ldots, t_m) \in (0, \infty)^m\) are associated marks (if \(m = 0\) then \(y_0\) is the empty point configuration and \(t_0\) can be ignored).

### 4.1. Point process models for \(x_n\)

When modelling the point pattern data set \(x_n\) as a realization of a spatial point process \(X\) on \(W\), we refer to [Møller and Waagepetersen (2004)] for background material on spatial point process models. In accordance to our observations in Section 3, we assume that the distribution of \(X\) is invariant under shifts when wrapping \(W\) on a 3D torus, and a model for \(X\) should exhibit regularity. Pairwise interaction point processes constitute a flexible class model for regularity. Recall that \(X\) is a pairwise interaction point process on \(W\) with homogeneous interaction functions (with respect to shifts on \(W\) wrapped on a 3D torus) if its distribution is given by a density with respect to the unit rate Poisson process on \(W\), where the density is of the form

\[
p(y_m) = \frac{1}{Z} \beta^m \prod_{i<j} \phi(||y_i - y_j||_W)
\]

for \(m = 0, 1, \ldots\) and every point configuration \(y_m = \{y_1, \ldots, y_m\} \subset W\). Here \(\beta > 0\) is a parameter, \(\|\cdot\|_W\) denotes shortest distance on \(W\) wrapped on a 3D torus, \(\phi \geq 0\) is a so-called interaction function and \(Z\) is a normalising constant which depends on \(\beta\) and \(\phi\). In order to obtain a well-defined density, a further condition on the interaction function is needed; it suffices to assume that \(0 \leq \phi \leq 1\) in which case \(0 < Z < \infty\).

As a parametric approximation of such a pairwise interaction point process we consider a multiscale process [Penttinen (1984)]: for \(d = 1, 2, \ldots\), let \(\mathcal{M}_d\) denote the model class given by densities of the form

\[
p(y_m) \propto \beta^m \prod_{i=1}^{d-1} \gamma_i \sum_{j<k} I_{[\delta_{i-1} < \|y_j - y_k\|_W \leq \delta_i]} \]

where \(\beta > 0\), \(0 \leq \gamma_1 \leq 1, \ldots, 0 \leq \gamma_d-1 \leq 1\) and \(0 < \delta_1 < \ldots < \delta_{d-1}\) are unknown parameters. Here we have omitted the normalising constant (which depends on all parameters), \(I_{[\cdot]}\) denotes the indicator function and we set \(\delta_0 = 0\) and \(\delta^0 = 1\). If \(d = 1\) we interpret the right hand side in (2) as \(\beta^m\). Note that \(\mathcal{M}_1\) is just a homogeneous Poisson process on \(W\) with intensity \(\beta\) and \(\mathcal{M}_2\) is just a Strauss process.

Simulation under the Poisson model \(\mathcal{M}_1\) is well-known (see e.g. [Møller and Waagepetersen (2004)]) and for simulation of the models \(\mathcal{M}_d, d \geq 2\), we used the birth-death-move Metropolis-Hastings algorithm [Geyer and Møller (1994), Møller and Waagepetersen (2004)].

### 4.2. Exponential tessellation models for \(r_n\) given \(x_n\)

When modelling the observed radii \(r_n\) as a realisation of an \(n\)-dimensional vector, we condition on \(X = x_n\) and consider a conditional probability density
The idea is to let each $H_q$ and $\max r_i$ steps and the results will not depend on each other. Furthermore, in order to work with a well-defined conditional pdf in (3) below we assume a mark space $\mathbb{M} = [0,6]$ so that $p(t_m | y_m) = 0$ if $t_m \notin \mathbb{M}^m$; this is in accordance to our data, where $\min r_n \approx 1.00$ and $\max r_n \approx 5.15$.

We now give a general exponential family form of the conditional pdf where $q \in \{1,2,\ldots\}$ is the dimension, $\theta = (\theta_1, \ldots, \theta_q)$ denotes the canonical parameter and $H = (H_1, \ldots, H_q)$ the canonical sufficient statistic: for $t_m \in \mathbb{M}^m$,

$$p(t_m | y_m) \propto I_{C(y_j,t_j | y_m^*,t_m^*)\neq\emptyset,j=1,\ldots,m} \exp \left( \sum_{i=1}^q \theta_i H_i(y_m,t_m) \right). \quad (3)$$

The idea is to let each $H_i(y_m,t_m)$ depend on either the radii, or tessellation characteristics of the cells $C(y_j,t_j | y_m^*,t_m^*)$ with $j = 1, \ldots, m$ or interactions between these cells (here $y_m$ is defined in a similar way as $x^*$, i.e., in the right hand side of (1) $(x,r)$ is replaced by $(y_m,t_m)$). Specifically, in Section 5 we consider the following cases (a)–(e), using similar abbreviations as in Section 3 for short writing $H_i$ for $H_i(y_m,t_m)$ and considering in (b)–(d) a sum over the cells $C(y_j,t_j | y_m^*,t_m^*), \ j = 1, \ldots, m$, and in (e) a sum over all unordered pairs of cells sharing a face:

(a) including both $H_i = \sum_{j=1}^m \log \frac{t_j^i}{6}$ and $H_{i'} = \sum_{j=1}^m \log \left( 1 - \frac{t_j^i}{6} \right)$ (with $i \neq i'$) somehow corresponds to a scaled beta distribution for the radii if no other terms are included in (3) – ‘somehow’ because it is not exactly a beta distribution since $p(t_m | y_m) = 0$ if $C(y_j,t_j | y_m^*,t_m^*) = \emptyset$ for some $j \in \{1,\ldots,m\}$;

(b) $H_i = \sum \text{surf}$ is twice the total number of faces;

(c) $H_i = \sum \text{vol}$ is the sum of squared volumes of cells;

(d) $H_i = \sum \text{vol}^2$ is the sum of squared volumes of two cells which share a face.

The density in (3) is then well-defined for all $\theta \in \mathbb{R}^q$ provided in case of (a) we have $\theta_i > -1$ and $\theta_{i'} > -1$; this follows since the mark space is bounded. Moreover, for simulation under (3) we use a Metropolis within Gibbs algorithm where we alternate between updating from the conditional densities

$$p(t_j | t_k, k \neq j, y_1, \ldots, y_m) \propto p(t_1, \ldots, t_m | y_1, \ldots, y_m), \ j = 1, \ldots, m, \quad (4)$$

using a Metropolis algorithm with a normal proposal.

4.3. Estimation

We assume that the unknown parameter $(\theta_1, \ldots, \theta_q)$ in (3) varies independently of the parameters in (2). Then parameter estimation can be done in two steps and the results will not depend on each other.
To avoid calculating the intractable normalising constants appearing in (2) and (3), we use maximum pseudolikelihood methods (Besag, 1974, 1977; Besag et al., 1982) in both cases where a few remarks are in order: For the definition of pseudolikelihood function in connection to (2), we refer to Jensen and Møller (1991); see also Appendix D. For fixed \((\delta_1, \ldots, \delta_d)\), (2) is an exponential family model with canonical parameter \(\vartheta = (\log \beta, \log \gamma_1, \ldots, \log \gamma_d)\) and so the log pseudolikelihood function is a concave function of \(\vartheta\) (Jensen and Møller, 1991) and we can find a partial maximum pseudolikelihood estimate (MPLE) of \(\vartheta\) using the Newton-Raphson algorithm. Hence we obtain a profile log pseudolikelihood which is maximized with respect to \((\delta_1, \ldots, \delta_d)\) defined over a \(d\)-dimensional grid, thereby providing the final MPLE. Furthermore, when considering (3) the pseudolikelihood for \(\theta\) is defined by the product of the conditional densities of each \(r_j\) given the \(r_k\) with \(k \neq j\), cf. (4). Since (3) is also an exponential family, the log pseudolikelihood is concave and then again Newton-Raphson can be used for finding the MPLE. Finally, we calculate various integrals which appear in the pseudolikelihoods (in case of (2), see Jensen and Møller, 1991; in case of (3), we consider the integral of the right hand side of (4) with respect to \(t_j\)) by numerical methods.

5. Model selection and final joint model

This section details the model selection procedure briefly described in Section 1.2 and which leads to our final joint model for \(x_n\) and \(r_n\). The classical goodness of fit procedures are based on measures given by maximizing likelihood functions and accounting for model complexity by including a penalty in terms of the number of parameters (e.g. AIC and BIC criteria). In Šedivý et al. (2018) the Vapnik-Chervonenkis theory is used instead and a criterion based on residual sum of squares is developed for partially ordered sets of deterministic tessellation models. Since we deal with stochastic tessellation models but our likelihood functions are intractable to maximize, we present another approach that corresponds to modern trends in spatial statistics. It is based on how well geometrical tessellation characteristics are described when comparing fitted models, where we account for mutual correlations among the characteristics and we consider the maximum of pseudolikelihood functions when comparing models with the same number of parameters.

5.1. The fitted model for \(x_n\)

For the point pattern \(x_n\) and \(d = 1, 2, \ldots\), we select the first model \(M_d\) which provides a satisfactory fit when considering global envelopes and global area rank envelope test in the same way as in Section 3. As noticed in Section 3 the Poisson model \(M_1\) is not providing a satisfactory fit and as discussed in Appendix C this is also the case for the Strauss model \(M_2\). The first model which is not significant at level 5% is \(M_4\): Figure 6 shows that the empirical functional summary statistics are within the 95%-global envelope produced in a similar way as in Figure 3 but using simulations under the fitted multiscale
process with $d = 3$. The corresponding $p$-value obtained by the global area rank envelope test is 18.8%, and the maximum pseudolikelihood estimates (see Section 4.3) are $\hat{\beta} = 0.0168$, $\hat{\gamma}_1 = 0.5328$, $\hat{\gamma}_2 = 0.8432$, $\hat{\delta}_1 = 1.25$ and $\hat{\delta}_2 = 2.25$.

Figure 6: From left to right, empirical functional summary statistics $\hat{L}(t) - t$, $\hat{F}(t)$ and $\hat{G}(t)$ (solid lines) and simulated 95%-global envelope (grey regions) obtained under a fitted multiscale process with $d = 3$. Dashed lines are averages of the simulated functional summary statistics.

5.2. The fitted model for $r_n$ conditioned on $x_n$

Now, having fitted the model $M_3$ for $x_n$ it remains to obtain a model for $r_n$ conditioned on $x_n$ where we use a model selection procedure as follows. We consider a list of tessellation characteristics $L = \{\text{nof, vol, surf, tel, spher, dvol}\}$ (5) when creating and evaluating more and more complex models as given by (3) and (a)–(e) in Section 4.2. When comparing fitted models of the same dimension $q$, we select the one with the highest value of the maximized log pseudolikelihood function. The selected model is then evaluated by a global area rank envelope test based on kernel smoothed densities of the empirical distributions for the six tessellation characteristics in $L$, using 499 simulations of the joint model for $x_n$ and $r_n$. Here we concatenate the six densities and use the R-package GET (Myllymäki and Mrkvička, 2019), and we simulate from the joint model rather than from the conditional model of $r_n$ given $x_n$, since our aim is to replace expensive laboratory experiments with simulations from the joint model. Therefore, in Table 2 we also evaluate our fitted models by comparing empirical (column ‘data’) and simulated means and standard deviations of the tessellation characteristics in $L$, using 100 simulations of first $y_m$ and second under the different fitted models of $t_m$ conditioned on $y_m$. The table also shows the (signed) difference between the empirical and the simulated values divided by the empirical values (the values given in percentages) – we refer to such a value as a deviation.
First, we consider the empirical distribution of the radii: As the histogram in Figure 2 looks like a beta distribution, we first propose in (3) only to include the terms in (a) so that $q = 2$, $H_1 = \sum_{j=1}^{m} \log t_j^6$ and $H_2 = \sum_{j=1}^{m} \log \left(1 - t_j^6\right)$ — we refer to this model as ‘beta’. The column ‘beta’ in Table 2 shows that except for dvol the means match the data well, and the deviations of standard deviations vary by 12 to 24 percent. However, the fitted ‘beta’ model was highly significant when evaluated by the global area rank envelope test.

Second, we expand the model by including one of the terms $H_3 = \sum \text{vol}^2$, $\sum \text{nof}$, $\sum \text{surf}$ or $\sum \text{dvol}$ so that $q = 3$. Here, we do not include $\sum \text{vol}$, since this is a constant; or $\sum \text{tel}$, since the correlation coefficient between vol and tel for each cell is close to 1; or $\sum \text{spher}$, since by definition spher is given by vol and surf for each cell. Table 3 shows that the model with $H_3 = \sum \text{dvol}$ has the largest maximized log pseudolikelihood function. For this model, the $p$-value based on global area rank envelope test is 9.8%.

Third, we investigate the effect of expanding the model ‘beta’ with any two of the four terms $\sum \text{vol}^2$, $\sum \text{nof}$, $\sum \text{surf}$ and $\sum \text{dvol}$ so that $q = 4$. Table 4 shows that ‘beta+nof+dvol’ provides the best fit according to the maximized log pseudolikelihood function. For this model, the $p$-value based on global area rank envelope test is 10.6% which is slightly larger than the $p$-value of 9.8% for the model ‘beta+dvol’. Table 2 shows an improvement for both the mean values

| models    | beta | beta + dvol | beta + nof + dvol | data  |
|-----------|------|-------------|------------------|-------|
| nof mean  | 14.82| 14.87       | 14.95            | 14.98 |
| -1%       |      | -1%         | <-1%             |       |
| sd        | 5.58 | 5.38        | 5.20             | 4.92  |
| vol mean  | 70.65| 70.65       | 70.65            | 69.21 |
| +2%       | +2%  | +2%         | +2%              |       |
| sd        | 65.65| 63.42       | 62.01            | 58.89 |
| surf mean | 91.14| 91.53       | 93.58            | 92.46 |
| -1%       | -1%  | +1%         |                 |       |
| sd        | 57.26| 54.07       | 51.50            | 47.86 |
| +20%      | +13% | +8%         |                 |       |
| tel mean  | 66.16| 66.12       | 67.69            | 67.92 |
| -3%       | -3%  | <1%         |                 |       |
| sd        | 31.99| 30.86       | 29.52            | 27.38 |
| spher mean| 0.76 | 0.76        | 0.77             | 0.78  |
| -3%       | -3%  | -1%         |                 |       |
| sd        | 0.11 | 0.10        | 0.10             | 0.087 |
| dvol mean | 79.87| 73.72       | 69.82            | 68.89 |
| +16%      | +7%  | +1%         |                 |       |
| sd        | 72.75| 68.57       | 62.78            | 65.04 |
| +12%      | +5%  | -4%         |                 |       |

Table 2: Means and standard deviations of the tessellation characteristics given in (3) and as obtained by simulations under various joint models and from the data. Deviations are given in percentages. See the text for details.
and the standard deviations when comparing ‘beta+nof+dvol’ with ‘beta+dvol’. Figure 7 shows empirical kernel estimates of the densities for the six characteristics in \(L\) together with a 95%-global envelope obtained when concatenating all six empirical densities. The empirical functions are completely covered by the envelope. Moreover, the maximum pseudolikelihood estimates are \(\hat{\theta}_1 = 4.709\), \(\hat{\theta}_2 = 5.982\), \(\hat{\theta}_3 = -2.376 \times 10^{-1}\) and \(\hat{\theta}_4 = 3.021 \times 10^{-2}\). Thus under this fitted model realisations become more likely as the total number of faces decreases or the sum of differences in volumes between neighbouring cells increases (when all other terms \(H_i\) in (3) are fixed).

In a similar way, we also tried fitting models without including the terms in (a), thereby obtaining ‘nof+surf+dvol’ as the final model for \(q = 3\) and where the \(p\)-value is 7.7%. A plot similar to Figure 7 but for the fitted ‘nof+surf+dvol’ model is given in Appendix E.

| model                | logPL(\(\hat{\theta}\)) |
|----------------------|-------------------------|
| beta                 | -2532.45                |
| beta + vol\(^2\)     | -2866.39                |
| beta + nof           | -2594.72                |
| beta + surf          | -2483.98                |
| beta + dvol          | -2468.76                |
| beta + vol\(^2\) + nof | -2513.89               |
| beta + vol\(^2\) + surf | -2823.71             |
| beta + vol\(^2\) + dvol | -2714.10               |
| beta + nof + surf    | -2498.58                |
| beta + nof + dvol    | -2465.12                |
| beta + surf + dvol   | -2477.63                |

Table 3: Maximised log pseudolikelihood functions for radii models conditioned on the points. The value for the ‘beta’ model is given as a reference.

6. Concluding remarks

Our hierarchical model construction for Laguerre tessellation data sets, using a Gibbs model for the points and a conditional model for the radii given the points, may be useful in several other contexts, including 2D cases. As compared to the use of Gibbs models in Dereudre and Lavancier (2011) and Seitl et al. (2021), our hierarchical approach is less time demanding: To simulate a vast number of standard point process models is a routine task which is not too much time demanding. The more exhaustive part is to simulate the radii since Laguerre cells have to be recomputed, but still in comparison with Seitl et al. (2021) it becomes faster in our case since we condition on the points.

For the Gibbs point process model, we considered multiscale models which approximate the class of pairwise interaction point processes and lead to a natural model selection procedure by considering an increasing number of interaction parameters. We might consider point process models with higher order interactions such as Geyer’s triplet interaction process (Geyer 1999) or the area inter-
action process involving interactions of all orders (Baddeley and Van Lieshout, 1995). However, the computational complexity increases with more complex models.

For the conditional distribution of radii given points, we have demonstrated the usefulness of exponential family models with a canonical sufficient statistic based on tessellation characteristics. As there are several possibilities for selecting tessellation characteristics and there is no natural ordering (as there is in the case of the multiscale model), a model selection procedure is less straightforward. However, we demonstrated how to compare fitted models of the same dimension by considering maximized log pseudolikelihood functions and how to evaluate selected fitted models by partly comparing moment properties of tessellation characteristics under simulations from the model with empirical moments and partly by considering plots of global envelopes and by evaluating their corresponding p-values.
When calculating pseudolikelihood functions, various integrals have to be evaluated, cf. Section 4.3. We used simple grid-based approximation methods for both the pseudolikelihood based on the points and that based on the radii given the points. A small simulation study indicated that this may cause some bias in the MPLEs (also for MPLEs of the Gibbs models in Dereudre and Lavancier (2011) and Seidl et al. (2021) some bias appeared). Baddeley and Turner (2014) noticed that bias of MPLEs for spatial point process models usually does not reflect weaknesses of the MPLE method, but is probably due to the effects of discretization of the observation window. For 2D spatial point process models, efficient numerical methods have been developed (Baddeley and Turner 2014; Baddeley et al. 2014) and spatstat provides useful software, but to the best of our knowledge it remains to make progress for in general 3D point processes and for the special case of our model. We leave this important and huge task for future research.
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Appendix A. Visualization of the observed Laguerre tessellation

In order to visualize the Laguerre tessellation data set described in Section 3, Figure A.8 shows four equidistant slices perpendicular to the z axis.

Figure A.8: Four slices in xy plane of the observed Laguerre tessellation.

Appendix B. Homogeneity of points and radii

The key assumption of homogeneity of \( x_n \) and \( r_n \) conditioned on \( x_n \) is investigated in this section. Figure B.9 depicts \( x_n \) together with the observation window and the projections of \( x_n \) onto \( xy \), \( xz \) and \( yz \) planes. The figure indicates spatial homogeneity of \( x_n \). In Figure B.10 the left panel shows a kernel density estimate of the radii distribution and, for comparison purposes, the right
The panel shows eight kernel density estimates of the radii distributions corresponding to a subdivision of $W$ into the $2^3 = 8$ subsets obtained by dividing the three sides of the rectangular region $W$ into half sides. For the number of points per subset, the mean is 232, the minimum is 219 and the maximum is 270. The similarity of the eight density estimates is in accordance with the assumption that the distribution of $r_n$ conditioned on $x_n$ is homogeneous.

Figure B.9: The spatial point pattern $x_n$ of the generators of the Laguerre tessellation after applying a periodical boundary condition together with its projections onto the $xy$, $xz$ and $yz$ planes.

Appendix  C. Strauss process

Figure C.11 shows three empirical functional summary statistics together with 95%-global envelopes obtained by simulations under the Strauss process model $\mathcal{M}_2$ (the multiscale process with $d = 2$) fitted by maximum pseudolikelihood. The corresponding $p$-value obtained by the global area rank envelope test is 4.4%.
Figure B.10: A kernel density estimate based on the radii $r_n$ (left panel) and eight kernel density estimates based on the radii associated to the points in the eight sets for the subdivision of $W$ obtained by dividing its sides into half parts (right panel).

Figure C.11: From left to right, empirical functional summary statistics $\hat{L}(t) - t$, $F(t)$ and $\hat{G}(t)$ (solid lines) and simulated 95%-global envelope (grey region) obtained under a fitted Strauss process. Dashed lines are averages of the simulated functional summary statistics.

Appendix D. Pseudolikelihood functions

Appendix D.1. Pseudolikelihood for the points

As in the paper, consider a point process with a given realization $y_m$ in the observation window $W$ and modelled by a parametric density $p_\theta$ (with respect to the unit rate Poisson process) where $\theta$ is an unknown real parameter vector. Assume $p_\theta$ is hereditary, i.e., for $u \in W \setminus y_m$ we have $p(\{u\} \cup y_m) > 0$ whenever $p(y_m) > 0$. Then the pseudolikelihood function for the points is

$$\mathcal{PL}(\theta) = \exp \left( |W| - \int_W \lambda_\theta^*(u, y_m) \, du \right) \prod_{y_j \in y_m} \lambda_\theta^*(y_j, y_m \setminus y_j)$$

where $\lambda_\theta^*(u, y_m) = p_\theta(u \cup y_m)/p_\theta(y_m)$ is the Papangelou conditional intensity (setting $0/0 = 0$). Denoting the natural logarithm by log, the log pseudolike-
likelihood function in the case of the multiscale process $M_d$ (see (2) with $d > 1$) becomes

$$
\log \mathcal{P} \mathcal{L}(\beta, \gamma) = |W| - \int_W \beta \prod_{i=1}^{d-1} \gamma_i \gamma_{i+1}^{t_{i,u}(y_m)} d \nu
+ m \log \beta + 2 \sum_{i=1}^{d-1} \left( S_{\delta_i}(y_m) - S_{\delta_{i-1}}(y_m) \right) \log \gamma_i,
$$

where $t_\delta(u, y_m) = \sum_{y_j \in y_m} I\{0 < \|u, y_j\| \leq \delta\}$ and $S_\delta(y_m) = \sum_{u \in y_m} t_\delta(u, y_m)/2$.

Appendix D.2. Pseudolikelihood for the radii given the points

Denoting the conditional density (3) by $p_\theta$, the pseudolikelihood function for the radii $t_m$ given the points $y_m$ is

$$
\mathcal{P} \mathcal{L}(\theta) = \prod_{j=1}^n \int_0^6 h_\theta(t_m \mid y_m) \, dt_j
$$

where $p_\theta(y_m, t_m) \propto h_\theta(t_m \mid y_m)$. Assume that $(y_m, t_m)$ is feasible, i.e., all Laguerre cells $C(y_j, t_j \mid y_m, t_m)$ are nonempty; we denote this property by $(y_m, t_m) \in \mathcal{L}(\emptyset)$. Then the log pseudolikelihood function for the radii distribution given the points is

$$
\log \mathcal{P} \mathcal{L}(\theta) = n \sum_{i=1}^q \theta_i H_i(y_m, t_m)
- m \sum_{j=1}^m \log \int_0^6 I\{(y_m, t_m \mid y_m) \in \mathcal{L}(\emptyset)\} \exp \left( \sum_{i=1}^q \theta_i H_i(y_m, t_{m, u}^j) \right) \, dt_j
$$

where $t_{m,u}^j = (t_1, \ldots, t_{j-1}, u, t_{j+1}, \ldots, t_m)$.

Appendix E. A model for the radii given the points where the ‘beta’ term does not appear

In order to see the effect of omitting the ‘beta’ term in the density (3) for the radii conditioned on the points, we fitted the model ‘nof+surf+dvol’ corresponding to $H = (\sum \text{nof}, \sum \text{surf}, \sum \text{dvol})$ in (3). Since this is a three-dimensional model, we compare with the results for the fitted three-dimensional model ‘beta+dvol’ in the paper.

Figure E.12 shows empirical kernel estimates of the densities for the six characteristics in $\mathcal{L}$ (see (5)) together with a 95%-global envelope obtained when concatenating all six empirical densities and using the R-package GET with 499 simulations of the fitted joint model for $x_n$ and $r_n$. The plots show that the functions based on the data are completely covered by the envelope. Moreover, the corresponding $p$-value obtained by the global area rank envelope test is
7.7%, which is less than the $p$-value 9.8% obtained for the fitted ‘beta+dvol’ model. Finally, the maximum pseudolikelihood estimates are $\hat{\theta}_1 = 3.209 \times 10^{-2}$, $\hat{\theta}_2 = -2.993 \times 10^{-2}$ and $\hat{\theta}_3 = 2.049 \times 10^{-4}$, and the value of the maximized log pseudolikelihood function is $-2470.12$, which is smaller than the corresponding value of $-2468.76$ for the fitted ‘beta+dvol’ model.

![Figure E.12: Estimated densities of tessellation characteristics, namely nof (a), vol (b), surf (c), tel (d), spher (e) and dvol (f). The solid lines are the functions based on the data $(x_n, r_n)$ and the grey regions are 95%-global envelopes under the fitted model ‘nof+surf+dvol’. Dashed lines are averages of the simulated densities.](image)
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