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Motion polynomials (polynomials over the dual quaternions with nonzero real norm) describe rational motions. We present a necessary and sufficient condition for reduced bounded motion polynomials to admit factorizations into monic linear factors, and we give an algorithm to compute them. We can use those linear factors to construct mechanisms because the factorization corresponds to the decomposition of the rational motion into simple rotations or translations. Bounded motion polynomials always admit a factorization into linear factors after multiplying with a suitable real or quaternion polynomial. Our criterion for factorizability allows us to improve on earlier algorithms to compute a suitable real or quaternion polynomial co-factor.

1 Introduction

The factorization theory of polynomials over division rings was developed a century ago in \(^8\), \(^25\), \(^26\). It gained new attention recently because relations to mechanism theory were unveiled \(^5\), \(^6\), \(^9\), \(^12\), \(^16\), \(^17\), \(^19\), \(^20\), \(^22\), \(^28\), \(^30\). Quaternion polynomials parameterize rational spherical motions, that is, motions in SO(3) with only rational trajectories. For describing motions in SE(2) or SE(3), one can use dual quaternion polynomials whose coefficients are subject to a quadratic condition (the “Study condition” that the norm polynomial is real and nonzero; cf. Definition \(^1\)). The factorization theory of these so-called motion polynomials turned out to be more complicated and, arguably, more interesting as well \(^9\), \(^21\), \(^22\).

The first publication on motion polynomial factorization is \(^9\). There, the authors showed that a “generic” monic motion polynomial could be written in finitely many ways as a product of monic linear motion polynomials. They also related these factorizations to a decomposition of rational motions into coupled rotations and converted them into the construction of mechanical linkages. For instance, using different factorizations of a cubic motion polynomial, the authors in \(^9\) found a new family of paradoxically mobile closed-loop linkages with six revolute axes. Notice that the family contained the well-known Bricard Octahedra of type three \(^6\) as a sub-class. Computational design issues were the topic of \(^10\). In \(^6\), \(^20\), the factorization of bounded motion polynomials was used for the construction of rational Kempe linkages. The potential for applications in architectural design is studied in \(^13\). Moreover, in \(^24\), it was used to synthesize single-loop variable-degree-of-freedom mechanisms.

It is easy to give examples of “non-generic” motion polynomials that admit infinitely many or no factorization. In \(^22\), the authors showed that for any bounded motion polynomial \(M\) (cf. Definition \(^2\))
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below; the name refers to the bounded trajectories of the underlying rational motion), there exists a real polynomial $S$ such that $MS$ admits a factorization. From the viewpoint of kinematics, this is an attractive property as $M$ and $MS$ describe the same rational motion. A variant of this theme can be found in [20] where the factorizability of $MT$ with a quaternion polynomial $T$ is studied to construct linkages to mechanically “draw” a prescribed curve.

The authors of [20, 22] provide algorithms for computing the co-factors $S$ and $T$ but fail to characterize all cases where $S = T = 1$ is sufficient, that is, a direct factorization of $M$ is possible. While their algorithms will return $S = 1$ or $T = 1$ for many motion polynomials, a return value different from 1 does not imply the non-existence of a factorization (cf. the example in Section 5.5). In this article, we fill this gap for bounded motion polynomials by proving the following theorem.

**Theorem 1.** Consider a bounded monic motion polynomial $M = cQ + \varepsilon D \in \mathbb{H}[t]$ with $c \in \mathbb{R}[t]$, $Q \in \mathbb{H}[t]$, $D \in \mathbb{H}[t]$ such that both $M$ and $Q$ have only constant real polynomial factors. Define $g$ to be the greatest common real polynomial divisor of the quaternion polynomials $c$, $Q^*D$, and $DQ^*$. The polynomial $M$ admits a factorization with monic linear motion polynomial factors if and only if $cg$ divides $DD^*$.

We present two proofs of the theorem, both relying on the preliminaries in Section 2. The first proof is given in Section 3. The necessity of the factorization condition is Proposition 7 and the sufficiency is Proposition 8 there. The proof of the latter is divided into two major steps. First, we decompose the motion polynomial into a product of particular motion polynomials. They are not necessarily linear, but their norm polynomials are primary, that is, powers of an irreducible (over $\mathbb{R}$) real polynomial. Subsequently, we demonstrate that the factors of primary norms can be written as products of linear motion polynomials. This proof structure is also reflected in the structure of the paper and our algorithmic interpretation. After treating some aspects of the simple unbounded case in Section 3.1, we decompose an arbitrary bounded motion polynomial into factors of a primary norm in Section 3.3. We consider the case of a primary norm in Section 3.4. The central results are Propositions 4, 5. The transition from the primary norm case to the general case is done in Section 3.5. The algorithm for computing factors with primary norm is Algorithm 3, and the algorithm for decomposing polynomials with primary norm into linear factors is Algorithm 4. The combination of these algorithms yields a general method for factorizing bounded motion polynomials into linear factors, provided such a factorization exists.

An alternative proof by induction is presented in Section 4. The second proof has the advantage of being simpler, but the first proof reveals more about the structure of the problem and also allows to extract a statement on factorizability with not-necessarily linear factors (Proposition 9). These also have a kinematic relevance [31].

2 Preliminaries

The real associative algebra $\mathbb{H}$ of quaternions is commonly used to parameterize the special orthogonal group $SO(3)$. For a given quaternion $q = q_0 + q_1i + q_2j + q_3k$, we denote by $q^* := q_0 - q_1i - q_2j - q_3k$ its conjugate and by $\nu(q) := qq^* = q_0^2 + q_1^2 + q_2^2 + q_3^2 \in \mathbb{R}$ its norm (this is a convenient terminology in algebra; beware that in the other literature, $\sqrt{\nu(q)}$ is often called the norm of $q$). We say a quaternion $q$ is vectorial if $q_0 = 0$, and in this case we have $q^* = -q$. Embed vector space $\mathbb{R}^3$ into $\mathbb{H}$ via $(x_1, x_2, x_3) \mapsto x := x_1i + x_2j + x_3k$. Then the map

$$x \mapsto y = \frac{q x q^*}{\nu(q)}$$

is the rotation of $x$ about $q_1i + q_2j + q_3k$ through the angle $\varphi = 2\arccos(q_0/\sqrt{\nu(q)})$, degenerating to the identity map for $q \in \mathbb{R}$. This assumes, of course, that $q \neq 0$. Note that nonzero scalar
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$$1 + \varepsilon x \mapsto 1 + \varepsilon y = \frac{h_x(1 + \varepsilon x)h^*}{hh^*}$$

(2)
describes an element of $SE(3)$ and gives an isomorphism

$$\{ h \in \mathbb{D}H \mid hh^* \in \mathbb{R} \setminus \{0\} \} / \mathbb{R}^x \to SE(3),$$

(3)
cf. [11].

We now consider the algebra $\mathbb{D}H[t]$ of polynomials in the indeterminate $t$ with coefficients in $\mathbb{D}H$ and the sub-algebra $\mathbb{H}[t]$ with quaternion coefficients. Multiplication is defined by the requirement that $t$ commutes with all dual quaternions. This is only one possibility among many [20]. It is appropriate in kinematics because we think of $t$ as a real motion parameter and $\mathbb{R}$ is in the center of $\mathbb{D}H$. For $M \in \mathbb{D}H[t]$ we denote by $M^*$ and $M_0$ the polynomials obtained by conjugating or $\varepsilon$-conjugating its coefficients, respectively, and by $\nu(M) := MM^* \in \mathbb{D}[t]$ its norm polynomial. There exist unique polynomials $P, D \in \mathbb{H}[t]$ such that $M = P + \varepsilon D$. They are called the primal and the dual part of $M$, respectively.

**Definition 1.** A polynomial $M \in \mathbb{D}H[t]$ is called a motion polynomial, if $MM^* \in \mathbb{R}[t] \setminus \{0\}$.

The motivation for this definition is [3] and the possibility for a parametric version of map (2):

$$1 + \varepsilon x \mapsto \frac{M_x(1 + \varepsilon x)M^*}{MM^*} = 1 + \varepsilon \frac{P_xP^* + PD^* - DP^*}{PP^*}.$$ 

(4)
The right-hand side of [4] is a rational parametric curve. Any rigid body motion with the property of having exclusively rational trajectories can be described by a suitable motion polynomial which is unique up to multiplication with real polynomials [12].

The main contribution of this article is a simple necessary and sufficient condition for a motion polynomial $M$ of degree $n$ to have a decomposition into monic linear motion polynomial factors, i.e.,

$$M = m_n(t - h_1)(t - h_2) \cdots (t - h_n)$$

(5)
with the leading coefficient $m_n \in \mathbb{D}H$ and linear motion polynomials $t - h_i, i \in \{1, 2, \ldots, n\}$. A linear motion polynomial $t - h$ parametrizes a rotation or translation. The rotation axis or the translation direction are defined by $h$ [9]. It is no loss of generality, possibly after a rational re-parametrization, to assume that the leading coefficient $m_n$ is invertible [18]. Since multiplying with $m_n^{-1}$ does not change relevant kinematic or algebraic properties, we will only consider monic motion polynomials in the following. Factorizations of form (5) are interesting as they correspond to decompositions of rational motion [11] into coupled rotations around fixed axes or, in exceptional cases, translations along fixed lines. This is the algebraic foundation for the linkage constructions of [3, 10, 12, 20, 24].

We denote by $\text{mrpf}(A, B)$ the greatest common real monic polynomial divisor of $A$ and $B$. In addition, we define $\text{mrpf}(M) := \text{mrpf}(M, M)$ and $\text{mrpf}(0) := 1$. In case of $\text{mrpf}(M) = 1$, we say that $M$ is reduced.
Definition 2. A monic reduced motion polynomial \( M = P + \varepsilon D \) is generic if \( \text{mrpf}(P) = 1 \). It is called bounded if \( \text{mrpf}(P) \) has no real zero, and unbounded otherwise.

From (11) we see that the trajectories of a bounded motion polynomial are bounded rational curves while they are unbounded otherwise.

We also see that a criterion for the factor \( t - h_i \) in (5) to describe a translation is the reality of its primal part. Linear factors of this type exist only for unbounded \( M \). More generally, a motion polynomial \( M = P + \varepsilon D \) is called translational if \( P \in \mathbb{R}[t] \).

The usual division in \( \mathbb{D}\mathbb{H}[t] \) with remainders is possible if the divisor has an invertible leading coefficient [21, Theorem 1]. More precisely, given \( A, B \in \mathbb{D}\mathbb{H}[t] \) with the leading coefficient of \( B \) being invertible, there exist unique polynomials \( Q_l, Q_r, R_l, \) and \( R_r \) such that

\[
A = Q_l B + R_l, \quad A = B Q_r + R_r, \quad \text{and} \quad \deg R_l, \deg R_r < \deg B.
\]

They are called left/right quotient and left/right remainder, respectively. We denote them by \( \text{lquo}(A, B) := Q_l \), \( \text{rquo}(A, B) := Q_r \), \( \text{lrem}(A, B) := R_l \), and \( \text{rrem}(A, B) := R_r \). Moreover, if \( R_l = 0 \) \( (R_r = 0) \), we say that \( Q_l \) \( (Q_r) \) is a left (right) factor, or divisor, of \( A \). For nonzero quaternion polynomials \( A \) and \( B \), the leading coefficient is always invertible; the unique monic left/right common divisor of the maximal degree for \( A \) and \( B \) is denoted by \( \text{lgcd}(A, B) \) and \( \text{rgcd}(A, B) \), respectively. It is a quaternion polynomial and can be computed by a non-commutative version of the Euclidean algorithm; see [18, 26] for more details. We say that a real polynomial \( F \in \mathbb{R}[t] \) divides a motion polynomial \( M \in \mathbb{D}\mathbb{H}[t] \) and write \( F|M \) if \( F \) is a factor of \( M \).

We are going to use the following two folklore results which are related to references but are stated differently; cf. [4, Lemma 2.2], [2, Proposition 2.1], [22, Lemma 5], and [23, Lemma 1]. It is worth pointing out that the statement on quaternion polynomials is related to the one on complex quaternions if one replaces the parameter \( t \) by the complex imaginary unit and takes the quadratic polynomial \( N = t^2 + 1 \), w.l.o.g.

Lemma 1 (ABC-lemma). If a quadratic irreducible polynomial \( N \in \mathbb{R}[t] \) divides the product \( ABC \) of polynomials \( A, B, C \in \mathbb{H}[t] \) and \( N \) divides \( BB^* \), then \( N \) divides \( AB \) or \( BC \).

Proof. Assume that \( N \) does not divide \( B \); otherwise, there is nothing to prove. Using division with remainders, we find \( A_1, B_1, B_2, C_1 \in \mathbb{H}[t] \) and \( A_2, C_2 \in \mathbb{H} \) such that \( B = B_1 N + B_2, \quad A = A_1 B_2^* + A_2, \quad C = B_2^* C_1 + C_2, \) and \( B_2 \neq 0 \). Since \( N \) divides \( BB^* \), it divides \( B_2 B_2^* \) as well. Since \( N \) divides \( ABC \), it divides \( A_2 B_2 C_2 \) as well. The latter polynomial has a degree at most 1, hence it vanishes. Since \( B_2 \neq 0 \), it follows that \( A_2 = 0 \) or \( C_2 = 0 \), hence \( N \) divides \( AB \) or \( BC \).

Lemma 2 (AB-Lemma). If a monic polynomial \( F \in \mathbb{R}[t] \) divides the product \( AB \) of polynomials \( A, B \in \mathbb{H}[t] \) but \( \text{mrpf}(F, A) = \text{mrpf}(F, B) = 1 \), then \( \text{rgcd}(F, A) = \text{lgcd}(F, B)^* \) and \( F = \text{rgcd}(F, A) \text{lgcd}(F, B) \).

Proof. The polynomial \( F \) has no real roots, otherwise, it would have a common real root with \( A \) or \( B \), contradicting \( \text{mrpf}(F, A) = \text{mrpf}(F, B) = 1 \). Let \( N \) be a real irreducible quadratic factor of \( F \). Since \( N | F | AB \), it follows that \( N | AA^* BB^* \), hence \( N | AA^* \) or \( N | BB^* \). Assume that \( N | AA^* \) without loss of generality. Using division with remainders, we find \( Q, R, B_1 \in \mathbb{H}[t] \) and \( r \in \mathbb{H} \) such that \( A = Q N + R \) and \( B = B_1 + r \). Here \( R \neq 0 \) because \( \text{mrpf}(F, A) = 1 \). Since \( N | AA^* \), it follows that \( RR^* = pN \) for some nonzero \( p \in \mathbb{R} \). Since \( N | AB \), it follows that \( N | Rr \), hence \( r = 0 \). The polynomials \( A_1 := AR^{-1} = QR^*/p + 1, B_1 = (R^*)^{-1} B, \) and \( F_1 := F/N \) still satisfy the assumptions of the lemma. Applying the same construction inductively, we get \( A_n, B_n, R_n \in \mathbb{H}[t] \) such that \( A = A_n R_n, B = B_n + r_n, F = R_n, \) and \( R_n \) is monic.

It remains to show that \( R_n = \text{rgcd}(F, A) \) and \( R_n^* = \text{lgcd}(F, B) \) (cf. [18, Lemma 3]). Indeed, by the extended Euclidean algorithm, \( \text{rgcd}(F, A) = XD + YF \) for some \( X, Y \in \mathbb{H}[t] \). Hence \( \text{rgcd}(F, A) = \)
SR_n for some monic \( S \in \mathbb{H}[t] \). Since \( F = R_n^* R_n \) and \( A = A_n R_n \) are right-divisible by \( \text{rgcd}(F, A) = SR_n \), it follows that \( R_n^* \) and \( A_n \) are right-divisible by \( S \). Then \( R_n \) is left-divisible by \( S^* \), hence \( F \) and \( A \) are divisible by \( SS^* \). Since \( \text{mrpf}(F, A) = 1 \), it follows that \( S = 1 \) and \( R_n = \text{rgcd}(F, A) \).

Analogously, \( R_n^* = \text{lgcd}(F, B) \).

Let us conclude this section with a definition of the product symbol. We set \( \prod_{i=1}^n r(i) = r(l)r(l+1) \ldots r(u) \) for \( l \leq u \) and \( \prod_{i=1}^n r(i) = 1 \) when \( l > u \), where \( r(i) \) is a function in \( i \).

### 3 Conditions for Existence of Factorizations with Linear Factors

#### 3.1 Factorizations of Unbounded Motion Polynomials

For an unbounded motion polynomial \( M \), the existence of a factorization is not guaranteed, not even after multiplication with a real polynomial \( S \in \mathbb{R}[t] \) or a quaternion polynomial \( T \in \mathbb{H}[t] \) \cite{21}. However, there is a dense set of unbounded motions polynomials that admit a factorization:

**Theorem 2** \cite{21} (Theorem 7). For any unbounded motion polynomial \( M = P + \varepsilon D \in \mathbb{H}[t] \) with \( P, D \in \mathbb{H}[t] \) such that \( P \) has no linear real factors of multiplicity two or greater, there exists \( S \in \mathbb{R}[t] \) such that \( MS \) admits a factorization into linear motion polynomials.

We complement Theorem 2 by the following result.

**Proposition 1.** If a reduced unbounded motion polynomial \( M = P + \varepsilon D \in \mathbb{H}[t] \) with \( P, D \in \mathbb{H}[t] \) admits a factorization into linear motion polynomials, then \( P \) has no linear real factors of multiplicity two.

**Proof.** Assume \( \text{mrpf}(P) \) has a linear real factor \( p \) of multiplicity two. We can factor \( M \) into \( M_1 M_2 \), where \( M_1 = pP_1 + \varepsilon D_1 \) and \( M_2 = pP_2 + \varepsilon D_2 \) by expanding the product of linear factors into two parts. But the product \( M_1 M_2 = p^2 P_1 P_2 + \varepsilon p(D_1 P_2 + P_1 D_2) \) is not reduced. We have a contradiction.

In what follows, we consider only bounded motion polynomials \( M = P + \varepsilon D \), where \( P = cQ \) with monic \( c \in \mathbb{R}[t] \) and \( Q \in \mathbb{H}[t] \) such that \( \text{mrpf}(Q) = 1 \) and \( c \) has no real zeros.

#### 3.2 Factorizations of Generic Motion Polynomials

For a generic motion polynomial, the factorization exists and there is a simple algorithm to construct it:

**Theorem 3** \cite{4} (Theorem 1). For a generic monic motion polynomial \( M \in \mathbb{H}[t] \) of degree \( n \), Algorithm 4 outputs a list \([L_1, L_2, \ldots, L_n]\) of monic linear motion polynomials such that \( M = L_1 L_2 \cdots L_n \).

Algorithm 4 shows the algorithm of \( \Box \) for the factorization of a generic motion polynomial \( M \). Let us explain the notation there. If \( F \in \mathbb{R}[t] \) is an irreducible quadratic factor of the norm polynomial \( \nu(M) \), the remainder \( R = r_1 t + r_0 \) when dividing \( M \) by \( F \) has, in general, a unique right zero \( h = -r_1^{-1} r_0 \). More precisely, the zero is unique if and only if the leading coefficient \( r_1 \) is invertible. In this case, we denote it by \( \text{czero}(M, F) := h \). A necessary and sufficient condition for \( r_1 \) to be invertible is that \( F \) does not divide the primal part \( Pr \) of \( M \), i.e., \( \text{realgcd}(P, F) = 1 \). Because \( M \) is generic, this condition is always fulfilled and the computation of \( h \) in Step 5 of Algorithm 4 will always work. In Step 7, two lists are concatenated and the procedure is called recursively. Non-uniqueness of the factorization comes from the possibility of selecting the quadratic factor \( F \) in Step 4.

We complement Theorem 3 by the following result.
Algorithm 1 $\text{GFactor}$: Factorization algorithm for generic motion polynomials

Input: A generic monic motion polynomial $M \in \mathbb{D}[t]$ of degree $n$.

Output: A list $[L_1, \ldots, L_n]$ of monic linear motion polynomials such that $M = L_1 \cdots L_n$.

1: If $\deg M = 0$ Then
2: Return $\text{\textvisiblespace}$ \hspace{1cm} $\triangleright$ Empty list.
3: End If
4: $F \leftarrow$ a quadratic real factor $F$ of the norm polynomial $\nu(M) \in \mathbb{R}[t]$
5: $h \leftarrow \text{czero}(M, F)$
6: $M \leftarrow \text{lquo}(M, t - h)$
7: Return $[\text{GFactor}(M), t - h]$

Corollary 1. Let $M = P + \varepsilon D \in \mathbb{D}[t]$ be a monic motion polynomial, $G \in \mathbb{R}[t]$ be a monic polynomial such that $G|\nu(M)$ and $\text{mrpf}(G, P) = 1$. Then there is a motion polynomial $M_2$ that admits a factorization into monic linear factors such that $G = M_2 M_2^*$ and $M = M_1 M_2$ for some motion polynomial $M_1$.

Proof. The polynomial $G$ has no real roots because $G|\nu(P)$ and $\text{mrpf}(G, P) = 1$. The linear factors are obtained using Algorithm 1 by the recursive procedure where each quadratic real factor of $G$ gives a linear factor.

Beware that if a non-generic motion polynomial $M$ has a decomposition into monic linear motion polynomial factors, $M_1$ need not have one.

3.3 Decomposition of Bounded Motion Polynomials into Factors with Primary Norm

For a non-generic motion polynomial $M$, the recent results from [20, 22] ensure the existence of factorizations after multiplying $M$ with a suitable real or quaternion polynomial:

Theorem 4 ([20, 22]). For any bounded monic motion polynomial $M = P + \varepsilon D \in \mathbb{D}[t]$ with $P, D \in \mathbb{H}[t]$:

- There exists a polynomial $S \in \mathbb{R}[t]$ of degree $\deg S \leq \deg \text{mrpf}(P)$ such that $MS$ admits a factorization with linear motion polynomial factors.
- If $\text{realgcd}(P, \nu(D)) = 1$ then there exists $T \in \mathbb{H}[t]$ of degree $\deg T = \frac{1}{2} \deg \text{realgcd}(P)$ such that $MT$ admits a factorization with linear motion polynomial factors.

The algorithm of [22] for computing the co-factor $S$ is too complicated to be discussed here. We confine ourselves to a simple example.

Example 1. Consider the polynomial $M = t^2 + 1 + \varepsilon i$. It admits no factorization with monic linear motion polynomial factors (this follows from Theorem 1 and can also be checked by a direct computation [22, Example 1]). But with $S = t^2 + 1$ and $T = t - k$, we have

$$MS = (t + \frac{3}{5}j - \frac{4}{5}k)(t - \frac{3}{5}j + \frac{4}{5}k + \varepsilon(\frac{2}{5}j + \frac{3}{10}k))(t - \frac{3}{5}j + \frac{4}{5}k - \varepsilon(\frac{2}{5}j + \frac{3}{10}k))(t + \frac{3}{5}j - \frac{4}{5}k),$$

$$MT = (t + k)(t - k - \frac{1}{2}\varepsilon j)(t - k + \frac{1}{2}\varepsilon j).$$

The above results state that a factorization of a bounded motion polynomial into linear factors can be guaranteed but it might be necessary to multiply it with a real polynomial (which does not change the underlying motion) or with a quaternion polynomial (which does not change the trajectory of the origin). One can use the factorization of motion polynomials to construct linkages with a prescribed
bounded rational trajectory as \( [6, 20] \). However, the number of joints will increase with the degree of \( S \) or \( T \). Therefore, it is desirable to have co-factors \( S \) or \( T \) of low degree, possibly even of degree zero. This paper focuses on precisely this situation. We characterize bounded motion polynomials that admit a factorization with monic linear factors without requiring prior multiplication with a real or quaternion polynomial.

Our approach has two major steps. In the first step, we provide a factorization \( M = M_1 \cdots M_r \) into not necessarily linear factors \( M_i \) of primary norm, i.e., \( \nu(M_i) = N_1^{n_1} \), where \( N_i \in \mathbb{R}[t] \) is an irreducible quadratic polynomial and \( n_i \) is a positive integer. In the second step, we obtain factorizations of each polynomial \( M_i \) of primary norm into monic linear factors.

Recall that a motion polynomial is \textit{translational} if its primal part is a real polynomial.

**Proposition 2.** For any monic translational motion polynomial \( M = f_1 f_2 + \varepsilon D \in \mathbb{H}[t] \) such that \( D \in \mathbb{H}[t] \) and \( f_1, f_2 \in \mathbb{R}[t] \) are two coprime monic real polynomials, Algorithm\( \text{ } \)outputs translational motion polynomials \( M_1 = f_1 + \varepsilon D_1, M_2 = f_2 + \varepsilon D_2 \) such that \( M = M_1 M_2 \).

**Proof.** Let \( d_1 \) and \( d_2 \) be two real polynomials such that \( f_1 d_1 + f_2 d_2 = 1 \), for example, those given by the extended Euclidean algorithm. Then multiplying both side by \( D \) yields \( D = f_1 d_1 D + f_2 d_2 D \). We divide \( d_1 D \) and \( d_2 D \) by \( f_2 \) and \( f_1 \), respectively, and obtain the quotients \( H_1, H_2 \), and the remainders \( D_1, D_2 \in \mathbb{H}[t] \) such that \( d_1 D = f_2 H_2 + D_2 \) and \( d_2 D = f_1 H_1 + D_1 \) whence

\[
D = f_1(f_2 H_2 + D_2) + f_2(f_1 H_1 + D_1) = f_1 f_2(H_1 + H_2) + f_1 D_2 + f_2 D_1.
\]

Comparing coefficients on both sides we conclude that \( H_1 + H_2 = 0 \) by monicity of \( M \), i.e., \( \deg(D) < \deg(f_1 f_2) \). Therefore \( D = f_1 D_2 + f_2 D_1 \). With this we have

\[
(f_1 + \varepsilon D_1)(f_2 + \varepsilon D_2) = f_1 f_2 + \varepsilon(f_1 D_2 + f_2 D_1) = f_1 f_2 + \varepsilon D = M.
\]

Since \( D, H_1, \) and \( H_2 \) are vectorial, and \( \deg(D_i) < \deg(f_i) \) for \( i = 1, 2 \) by the definition of polynomial division, it follows that \( f_1 + \varepsilon D_1 \) and \( f_2 + \varepsilon D_2 \) are monic motion polynomials.

Notice that \( M \) needs not be reduced or bounded.

**Algorithm 2** Factorization algorithm for translational motion polynomials

**Input:** A monic translational motion polynomial \( M = f_1 f_2 + \varepsilon D \in \mathbb{H}[t] \) with \( f_1, f_2 \in \mathbb{R}[t] \) and \( \text{realgcd}(f_1, f_2) = 1 \).

**Output:** Two motion polynomials \( M_1 = f_1 + \varepsilon D_1, M_2 = f_2 + \varepsilon D_2 \) such that \( M = M_1 M_2 \).

1. Find real polynomials \( d_1, d_2 \) with \( f_1 d_1 + f_2 d_2 = 1 \) by the extended Euclidean algorithm.
2. \( D_1 \leftarrow \text{rrem}(d_1 D, f_2), D_2 \leftarrow \text{rrem}(d_2 D, f_1) \)
3. \( M_1 \leftarrow f_1 + \varepsilon D_1 \)
4. \( M_2 \leftarrow f_2 + \varepsilon D_2 \)
5. Return \( M_1, M_2 \)

Now we compute \( M_1, M_2, \ldots, M_r \) for non-translational polynomials \( M \).

**Proposition 3.** For a bounded monic reduced motion polynomial \( M \in \mathbb{H}[t] \), Algorithm\( \text{ } \)outputs a list \( [M_1, M_2, \ldots, M_r] \) of monic motion polynomials such that \( M = M_1 M_2 \cdots M_r \) and \( \nu(M_1) = N_1^{n_1}, \ldots, \nu(M_r) = N_r^{n_r} \) for some pairwise coprime real irreducible quadratic polynomials \( N_1, N_2, \ldots, N_r \) and positive integers \( n_1, n_2, \ldots, n_r \).

**Proof.** Let \( \nu(M) = N_1^{n_1} N_2^{n_2} \cdots N_r^{n_r} \) be a decomposition into monic real irreducible factors. We perform induction on \( r \). If \( r = 0 \), then the algorithm outputs the empty list and stops. Assume that for an integer \( r - 1 \), the algorithm outputs a list of \( r - 1 \) elements as needed.
Algorithm 3 MGFactor: Algorithm for decomposing motion polynomials into factors of primary norm

**Input:** A bounded monic reduced motion polynomial $M = P + \varepsilon D \in \mathbb{H}[t]$.

**Output:** A list $[M_1, M_2, \ldots, M_r]$ of monic motion polynomials such that $M = M_1M_2 \cdots M_r$ and $\nu(M_1) = N_1^{n_1}, \ldots, \nu(M_r) = N_r^{n_r}$ for some pairwise coprime real irreducible quadratic polynomials $N_1, N_2, \ldots, N_r$ and positive integers $n_1, n_2, \ldots, n_r$.

1. If $\deg M = 0$ Then
2. Return [] \(\triangleright\) Empty list.
3. End If
4. $N \leftarrow$ quadratic, real factor of $\nu(M) \in \mathbb{R}[t]$ of multiplicity $n$
5. $Q \leftarrow \frac{P}{\text{mpf}(\nu(M))}$, $c_2 \leftarrow \text{realgcd}(P, N^n)$, and $c_1 \leftarrow \text{mpf}(P)/c_2$
6. $Q_2 \leftarrow \text{rgcd}(N^n/c_2^2, Q)$ and $Q_1 \leftarrow \text{lquo}(Q, Q_2)$
7. $M_1 \leftarrow c_1c_2\nu(Q_1)\nu(Q_2) + \varepsilon Q_1^*DQ_2^*$
8. compute the factorization $M_1 = (c_1\nu(Q_1) + \varepsilon D_1)(c_2\nu(Q_2) + \varepsilon D_2)$ \(\triangleright\) Using Algorithm 2
9. $M' \leftarrow c_1Q_1 + \varepsilon \frac{D_1Q_1}{\nu(Q_1)}$, $M_r \leftarrow c_2Q_2 + \varepsilon \frac{D_2Q_2}{\nu(Q_2)}$
10. Return $\text{MGFactor}(M', M_r)$

In Step 4, let $N = N_r$ without loss of generality. Using the definitions in Steps 5–6 and applying Lemma 2 to $A := Q$, $B := Q^*$, and $F := N^n/c_2^2$, we get

$$P = c_1Q_1c_2Q_2, \quad \nu(c_1Q_1) = \prod_{i=1}^{r-1} N_i^{n_i}, \quad \nu(c_2Q_2) = N_r^{n_r}$$

and

$$M = \frac{\nu(Q_1)}{\nu(Q_1)} \frac{\nu(Q_2)}{\nu(Q_2)} = \frac{Q_1}{\nu(Q_1)} Q_1^*(c_1c_2Q_2 + \varepsilon D) Q_2^* \frac{Q_2}{\nu(Q_2)} = \frac{Q_1}{\nu(Q_1)} (c_1\nu(Q_1)c_2\nu(Q_2) + \varepsilon Q_1^*DQ_2^*) \frac{Q_2}{\nu(Q_2)}$$

The condition $\text{realgcd}(c_1\nu(Q_1), c_2\nu(Q_2)) = 1$ allows us to apply Proposition 2 to the middle factor, and we obtain vectorial quaternion polynomials $D_1, D_2 \in \mathbb{H}[t]$ such that

$$M = \frac{Q_1}{\nu(Q_1)} (c_1\nu(Q_1) + \varepsilon D_1)(c_2\nu(Q_2) + \varepsilon D_2) \frac{Q_2}{\nu(Q_2)} = \left( \frac{c_1Q_1 + \varepsilon \frac{Q_1D_1}{\nu(Q_1)}}{M'} \right) \left( \frac{c_2Q_2 + \varepsilon \frac{D_2Q_2}{\nu(Q_2)}}{M_r} \right)$$

By Proposition 2, we have

$$D_1 = d_3Q_1^*DQ_2^* - H_1c_1\nu(Q_1) = Q_1^*DQ_2^*d_2 - Q_1^*Q_1H_1c_1,$$

$$D_2 = d_1Q_1^*DQ_2^* - H_2c_2\nu(Q_2) = d_1Q_1^*DQ_2^* - H_2c_2Q_2Q_2^*$$

for suitable $H_1, H_2 \in \mathbb{H}[t]$ and $d_1, d_2 \in \mathbb{R}[t]$. The polynomial $Q_1^*$ is a left factor of $D_1$, and $Q_2^*$ is a right factor of $D_2$. Hence, $Q_1D_1$ is divisible by $\nu(Q_1)$ and $D_2Q_2$ is divisible by $\nu(Q_2)$. Therefore, both $M'$ and $M_r$ are polynomials. Obviously, they are monic and bounded. The motion polynomial property is derived by

$$\nu(M') = \left( c_1Q_1 + \varepsilon \frac{Q_1D_1}{\nu(Q_1)} \right)^* \left( c_1Q_1 + \varepsilon \frac{Q_1D_1}{\nu(Q_1)} \right) = c_1^2 \nu(Q_1) + \varepsilon c_1 (D_1 + D_1^*) = \prod_{i=1}^{r-1} N_i^{n_i},$$

$$\nu(M_r) = \left( c_2Q_2 + \varepsilon \frac{D_2Q_2}{\nu(Q_2)} \right)^* \left( c_2Q_2 + \varepsilon \frac{D_2Q_2}{\nu(Q_2)} \right) = c_2^2 \nu(Q_2) + \varepsilon c_2 (D_2 + D_2^*) = N_r^{n_r},$$
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since $D_1$ and $D_2$ are vectorial polynomials. A recursive application of above procedure on $M'$ finishes the proof.

3.4 Factorizations of Bounded Motion Polynomials with Primary Norm

In this subsection, we focus on polynomials $M = cQ + \varepsilon D$ whose norm polynomials have only one irreducible factor $N$, i.e., $\nu(M) = c^2 \nu(Q) = N^n$. In what follows we assume that $c \in \mathbb{R}[t]$ and $Q, D \in \mathbb{H}[t]$. Once we obtain conditions for the factorizability of such polynomials $M$, we are going to extend the results to arbitrary motion polynomials using Proposition 3.

We start with an auxiliary factorization.

**Lemma 3.** Consider a bounded, monic, reduced motion polynomial $M = cQ + \varepsilon D \in \mathbb{D}\mathbb{H}[t]$ of degree $n$ with monic $c \in \mathbb{R}[t]$, mrpf$(Q) = 1$, and $\nu(M) = c^2 \nu(Q) = N^n$ for some irreducible, quadratic polynomial $N \in \mathbb{R}[t]$. If $M$ admits a factorization into monic linear motion polynomial factors, then there exist quaternion polynomials $Q_L, Q_R, D_L, D_R, D' \in \mathbb{H}[t]$ such that $M = (Q_L + \varepsilon D_L)(c + \varepsilon D')(Q_R + \varepsilon D_R)$, where $Q_L + \varepsilon D_L$, $c + \varepsilon D'$, and $Q_R + \varepsilon D_R$ are products of monic linear motion polynomials.

**Proof.** Let $M = \prod_{u=1}^{n}(t - p_u - \varepsilon d_u)$ be a factorization of $M$. If $\deg(c) = 0$, we can choose $Q_L + \varepsilon D_L = \prod_{u=1}^{n}(t - p_u - \varepsilon d_u)$, $Q_R + \varepsilon D_R = \prod_{u=n+1}^{n}(t - p_u - \varepsilon d_u)$ and $D' = 0$ for any integer $v \in \{1, \ldots, n - 1\}$. Hence, we may assume that $\deg(c) > 0$. By the assumption, we have $N^n = \nu(M) = c^2 \nu(Q)$ and there exists $m$ such that $N^m = c$. Moreover, $c$ divides the primal part $\prod_{u=1}^{n}(t - p_u)$ of $M$. Let $v \in \{1, \ldots, n\}$ be the smallest integer such that $N$ divides $P_1 := \prod_{u=1}^{v}(t - p_u)$. By Lemma 3 applied to $\prod_{u=1}^{v-2}(t - p_u)$, $t - p_{v-1}$, and $t - p_v$, we get $p_{v-1} = p_v^*$. Further, $N$ cannot divide $P_2 := \prod_{u=v+1}^{n}(t - p_u)$ because otherwise
\[
M = \prod_{u=1}^{v}(t - p_u - \varepsilon d_u) \prod_{u=v+1}^{n}(t - p_u - \varepsilon d_u) = (P_1 + \varepsilon D_1)(P_2 + \varepsilon D_2) = P_1 P_2 + \varepsilon(P_1 D_2 + D_1 P_2)
\]
for some quaternion polynomials $D_1, D_2 \in \mathbb{H}[t]$ and $N$ divides $M$, a contradiction to $M$ being reduced. An inductive application of Lemma 3 yields
\[
p_{v-2} = p_{v+1}^*, \; p_{v-3} = p_{v+2}^*, \ldots, \; p_{v-m} = p_{v+m-1}^*
\]
and $c = \prod_{u=v-m}^{v+m-1}(t - p_u)$. We define $Q_L, Q_R, D_L, D_R$, and $D'$ such that
\[
Q_L + \varepsilon D_L = \prod_{u=1}^{v-m}(t - p_u - \varepsilon d_u), \quad c + \varepsilon D' = \prod_{u=v-m}^{v+m-1}(t - p_u - \varepsilon d_u), \quad Q_R + \varepsilon D_R = \prod_{u=v+m}^{n}(t - p_u - \varepsilon d_u).
\]
Therefore, the statement follows. \hfill $\square$

**Corollary 2.** Consider a bounded, monic, reduced motion polynomial $M = c + \varepsilon D \in \mathbb{D}\mathbb{H}[t]$ of degree $n$ with $\nu(M) = c^2 = N^n$ for some irreducible, quadratic polynomial $N \in \mathbb{R}[t]$. If $M$ admits a factorization with monic linear motion polynomial factors, then it is of the form
\[
M = (t - p_1 - \varepsilon d_1) \cdots (t - p_n - \varepsilon d_n)(t - p_1^* - \varepsilon d_1^*) \cdots (t - p_1^* - \varepsilon d_1^*),
\]
where $p_i, d_i, d_i' \in \mathbb{H}$ are quaternions for $i = 1, 2, \ldots, n$.

Lemma 3 allows us to formulate a necessary condition for factorizability of translational motion polynomials.

**Lemma 4.** Consider a bounded, monic, reduced motion polynomial $M = c + \varepsilon D \in \mathbb{D}\mathbb{H}[t]$ of degree $n$ with $\nu(M) = c^2 = N^n$ for some monic irreducible quadratic polynomial $N \in \mathbb{R}[t]$. If $M$ admits a factorization with monic linear motion polynomial factors, then $c$ divides $\nu(D)$. 
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Proof. Clearly, \( n \) is even. We give a proof by induction on \( n \). For \( n = 2 \), the factorization has form

\[
M = c + \varepsilon D = N + \varepsilon D = (t - p - \varepsilon d_1)(t - p^* - \varepsilon d_2)
\]

by Corollary \( \text{C} \) and therefore \( D = -d_1(t - p^*) - (t - p)d_2 \). The polynomial \((t - p - \varepsilon d_1)\) is a motion polynomial, i.e. \((t - p)d_1 + d_1(t - p^*) = 0\). The norm of the dual part \( D \) simplifies to

\[
\nu(D) = D^* D = \nu(D^*) = N^2 + \varepsilon D = (t - p - \varepsilon d_1)(t - \varepsilon d_1^2 - (t - p^*) + (t - p)d_1(t - p^*)d_2 + (t - p^*)d_2(t - p)\]

Thus,

\[
M = c + \varepsilon D = N^2 + \varepsilon D = (t - p - \varepsilon d_1)(N^2 + \varepsilon D^*)((t - p)) = 2, \text{ the statement is trivial, so we consider the case } 0 < \deg(D) \leq \deg(c). \text{ We assume that } M \text{ does not divide } \nu(D) \text{ and show that this yields to a contradiction. By Lemma } \text{B} \text{ we can write } M = cQ + D = (Q_L + \varepsilon D_L)(c + \varepsilon D^*)((Q_R + \varepsilon D_R) \text{ with } c \text{ dividing } \nu(D^*) \text{ by Lemma } \text{A}. \text{ Thus, we have } Q = Q_LQ_R, D = c(Q_LD_R + D_LQ_R) + Q_LD^*Q_R \text{ and }
\]

\[
DQ^* = DQ^*Q_L = (Q_LD_RQ_RQ_L + D_LQ_RQ_RQ_L^* + Q_LD^*Q_RQ_R^*).
\]

By definition, \( g_R \) divides \( c \) and \( DQ^* \), hence it divides \( Q_LD^*Q_RQ_RQ_L^* = Q_LD^*Q_R^*Q_L^* \nu(Q_R) \) as well. Since \( c = N^2 \) for some even integer \( m \in \{2, 4, \ldots, n\} \) we conclude that \( g_R = N^2 \nu(Q_R) \). By the assumption, \( g_R \) does not divide \( \nu(Q_R) \) and therefore \( N \) divides \( Q_LD^*Q_R^*Q_L^* \). Since \( DQ^* = N^2 \nu(Q_R) \), we have that \( N \) divides \( \nu(D^*) \). But from the decomposition \( M = cQ + D = (Q_L + \varepsilon D_L)(c + \varepsilon D^*)((Q_R + \varepsilon D_R) = (cQ_L + \varepsilon(cD_L + Q_LD^*))((Q_R + \varepsilon D_R)) \), we infer that \( N \) does not divide \( Q_LD^* \) because otherwise \( N \) would be a factor of \( M \). We conclude that \( N \) divides \( D^*Q_L^* \) by Lemma \( \text{B} \). By the definition of motion polynomial \( c + \varepsilon D^* \), we notice that \( D^* = -D^* \). Moreover, \( N \) does not divide the conjugate of \( Q_LD^* \), and \((Q_LD^*)^* = D^*Q_L^* = -D^*Q_L^* \). This is a contradiction. \( \square \)
Proposition 4. Consider a bounded, monic, reduced motion polynomial $M = cQ + \varepsilon D \in \mathbb{D}[t]$ of degree $n$ with $\mrpf(Q) = 1$ and $\nu(M) = c^2\nu(Q) = N^n$ for some irreducible, quadratic polynomial $N \in \mathbb{R}[t]$. If $M$ admits a factorization into monic linear motion polynomial factors, then $cg_L$ or $cg_R$ divides $\nu(D)$, where $g_L := \realgcd(c, Q^*D)$ and $g_R := \realgcd(c, DQ^*)$.

Proof. Without loss of generality we assume that $\deg(g_R) \geq \deg(g_L)$, i.e. $g_L$ divides $g_R$, since $M$ admits a factorization if and only if $M^*$ does, and conjugation of $M$ interchanges $g_R$ and $g_L$. By Lemma 3 we can write

$$M = cQ + D = (Q_L + \varepsilon D_L)(c + \varepsilon D')(Q_R + \varepsilon D_R) \quad \text{and} \quad D = c(Q_L D_R + D_L Q_R) + Q_L D'Q_R$$

and compute

$$\nu(D) = (cQ_L D_R + D_L Q_R) + Q_L D'Q_R(c + \varepsilon D')(c + \varepsilon D')Q_L + Q_R D^*Q_L$$

$$= \nu(Q_R)D_L D^*Q_L + \nu(Q_R)Q_L D'_L + Q_L D'Q_R Q^*_L + Q_L D'Q_R D^*_R Q^*_L$$

$$= \nu(Q_R)D_L D^*Q_L + \nu(Q_R)Q_L D'_L + Q_L (D_R Q^*_R D^* + D'Q_R D^*_R) Q^*_L$$

$$E_1 = \varepsilon Q_R D_L D^*Q_L + \varepsilon Q_R Q_L D'_L + \varepsilon Q_L D'Q_R Q^*_L + \varepsilon Q_L D'Q_R D^*_R Q^*_L$$

$$E_2 = \nu(Q_R)Q_L D'_L + \nu(Q_R)Q_L D'_L + \nu(Q_L)(D_R Q^*_R D^* + D'Q_R D^*_R)$$

It is sufficient to show that $g_L$ divides $E_1$ and $cg_L$ divides $E_2$. We have

$$E_1 = \nu(Q_R)D_L D^*Q_L + \nu(Q_R)Q_L D'_L + Q_L D'Q_R Q^*_L + Q_L D'Q_R D^*_R Q^*_L$$

$$= \nu(Q_R)D_L D^*Q_L + \nu(Q_R)Q_L D'_L + Q_L (D_R Q^*_R D^* + D'Q_R D^*_R) Q^*_L$$

$$= \nu(Q_R)D_L D^*Q_L + \nu(Q_R)Q_L D'_L + \nu(Q_L)(D_R Q^*_R D^* + D'Q_R D^*_R)$$

is divisible by $g_L$ by Lemma 3 since $g_L$ divides $g_R$. Finally, $c$ divides $\nu(D')$ by Lemma 3 and therefore $cg_L$ divides $E_2 = \nu(Q_L)\nu(D')\nu(Q_R)$. \hfill \Box

Example 2. The factorization $M = cQ + \varepsilon D = (Q_L + \varepsilon D_L)(c + \varepsilon D')(Q_R + \varepsilon D_R)$ given by Lemma 3 need not be unique. An example is

$$(t^2 + 1)(t - 1)^3 + \varepsilon i(t - 1)^3 = \left(\left(t - i\right)^2 + \varepsilon \frac{1}{2}(t + 1)\right)\left(\left(t^2 + 1 + \varepsilon(i - \frac{5}{2}j + \frac{3}{2}k)\right)\left(t - i + \varepsilon j\right)\right)\left(\left(t - i\right)^2 + \varepsilon jt + \varepsilon k\right)$$

This motion polynomial describes the composition of a vertical Darboux motion, cf. [1], Chapter IX, § 3 or [12], with a rotation around the Darboux motion’s axis. Motions of this type have been investigated by W. Kautny in [14]. More precisely, our motion belongs to frequency $n = \frac{1}{3}$ in Kautny’s terminology.

Since our proof of Lemma 3 relies on a factorization with linear factors of $M$, it is not constructive. Therefore we are going to describe a constructive procedure to obtain $M_L = Q_L + \varepsilon D_L$, $M_C = c + \varepsilon D'$, and $M_R = Q_R + \varepsilon D_R$. The pseudo-code is given in Algorithm 3, and the correctness of the algorithm is proved in Proposition 5.

Proposition 5. For a bounded, monic, reduced motion polynomial $M = P + \varepsilon D \in \mathbb{D}[t]$, with $\deg M = n > 1$, $c = \mrpf P$, $\deg(c) > 0$, $P = cQ$, and $\nu(M) = N^n$ for a real, irreducible, quadratic polynomial $N$ such that $g = g_L := \realgcd(c, Q^*D)$ divides $\realgcd(c, DQ^*)$ and $cg$ divides $\nu(D)$, Algorithm 3 outputs a triple $(M_L, M_C, M_R)$ of monic motion polynomials such that $M = M_L M_C M_R$, where $M_L$ and $M_R$ are generic motion polynomials, $M_C = c + \varepsilon D'$ is a product of two generic motion polynomials, and $D' \in \mathbb{H}[t]$. 
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Algorithm 4 Factor3: Factorization algorithm for motion polynomials of a primary norm

Input: A bounded monic reduced motion polynomial \( M = P + \varepsilon D \in \mathbb{K}[t] \), with \( \deg M = n \geq 1 \),
\( c = \text{mrpf} P, \deg(c) > 0, P = cQ \), and \( \nu(M) = N^n \) for a real irreducible quadratic polynomial \( N \) such that \( g := \text{realgcd}(c, Q' D) \) divides \( \text{realgcd}(c, DQ') \) and \( cg \) divides \( \nu(D) \)

Output: A triple \((M_L, M_C, M_R)\) of monic motion polynomials such that \( M = M_L M_C M_R \), where \( M_C = c + \varepsilon D' \) is a product of two generic motion polynomials and \( D' \in \mathbb{K}[t] \).

1: If \( \deg(Q) = 0 \) Then
2: Return \((1, M, 1)\)
3: Else
4: If \( N \) divides \( \frac{1}{g} Q^* D \) Then
5: Pick \( q \in \mathbb{K} \) which does not commute with \( p \), where \( t - p = \text{lgcd}(N, Q) \),
6: \( Q_L := \text{lgcd}(g, Q), D_L := qQL - QLq \)
7: Else
8: \( Q_L := \text{lgcd}(g, Q), D_L := 0 \)
9: End If
10: End If
11: \( D'_R := \frac{1}{g}(cD'_L Q + Q'_L D) \) and \( Q_R := \frac{Q'_L}{g}Q \)
12: \( Q_c := \text{lgcd}(c, D'_R), M_c := Q'_c Q_R + \varepsilon Q'_c D'_R \)
13: Compute a factorization \( M_r = L_1 \cdots L_{\deg M_r} \) into monic linear factors using Algorithm 1
14: \( M_L := Q_L + \varepsilon D_L, M_C := QcL_1L_2 \cdots L_{\deg c/2}, \) and \( M_R := L_{\deg c/2+1} \cdots L_{\deg M_r} \)
15: Return \((M_L, M_C, M_R)\)

Proof. From Steps 1-3, if \( \deg(Q) = 0 \), by the assumption, then \( M = c + \varepsilon D \) and we have \( g = 1 \) and \( c|\nu(D) \). Applying Lemma 2 to \( A = D^* \), \( B = D \), and \( F = c \), we conclude that \( D = M_1 M_2 \) with \( M_1 = \text{lgcd}(c, D) \) and some \( M_2 \in \mathbb{K}[t] \) so that \( c = M_1 M_2^* \). Then \( M = M_1 M_2^* + \varepsilon M_1 M_2 = M_1 (M_2^* + \varepsilon M_2) \) is a product of two generic motion polynomials. Assume further \( \deg(Q) \neq 0 \).

By the definition of \( g \) and Lemma 2 we have \( g = Q_L Q_L^* \) and \( D = Q_L D_2 \) for some \( D_2 \in \mathbb{K}[t] \). Therefore, we have \( g|Q'_L D \) and \( g|Q'_L Q \), and Step 11 outputs \( D'_R \) and \( Q_R \) which are polynomials. We have \( M = (Q_L + \varepsilon D_L)(cQ_R + \varepsilon D'_R) \). Let us check that the second factor still satisfies the assumptions of the proposition. We make a case distinction for the divisibility of \( \frac{1}{g} Q^* D \) by \( N \).

Case I. \( N \) divides \( \frac{1}{g} Q^* D \). Then we can always pick \( q \in \mathbb{K} \) with \( pq \neq qp \), where \( t - p = \text{lgcd}(N, Q) \), and we have \( t - p = \text{lgcd}(N, D) \) by Lemma 2. In addition, we have \( \deg g = \deg c \), i.e., \( g = c \), and the following properties for \( D'_R \):

- We claim that \( N \) does not divide \( Q'_R D'_R = (cQ'_L D'_L Q + Q'_R Q'_L D)/g \) with our choice of \( D_L \). Since \( N \) divides \( Q^* D'/g = Q'_R Q'_L D/g \), the claim is that \( N \) is not a factor of \( Q'_L D'_L Q \). Otherwise, \( N \) divides \( Q'_R Q'_L Q \), which implies that \( N \) divides \( Q'_L Q'_L Q \) by the definition of \( D_L \) and \( \deg g > 0 \). Since \( t - p = \text{lgcd}(N, Q) \), it follows that \( N \) divides \( (t - p^*)q^* Q \) by Lemma 1 applied to \( A = \frac{Q^* (t-p)}{N}, B = t - p^*, \) and \( C = q^* Q \). In addition, \( N \) divides \( (t - p^*)q^* (t - p) \), again by Lemma 1 applied to \( A = (t - p), B = q^* (t - p), \) and \( C = (t - p^*)Q/N \), which contradicts the choice of \( q \).

- We claim that \( c|D'_R D'_R^* \). Since \( c = g \), we have \( c|QQ'| D'_L Q Q^* D_L \) and \( c|Q_L Q_L^* D^*_D \). Since \( D = Q_L D_2 \) and \( g^2|D^* D \), it follows that \( g|D_2 D_2^* \). Since \( M \) is reduced, it follows that \( \text{mrpf}(g, D_2) = \text{mrpf}(g, D_1) = 1 \), and \( g = \nu(\text{rgcd}(D_2, g)) = \nu(\text{rgcd}(D, g)) \) by Lemma 2 hence \( \text{rgcd}(D_2, g) = \text{rgcd}(D, g) \). Since \( g|DQ^* \), it follows that \( g = \text{rgcd}(g, D) \text{lgcd}(g, Q^*) = \text{rgcd}(g, D_2) \text{lgcd}(g, Q^*) \) by Lemma 2, thus \( g|D_2 Q^* \). Therefore, \( g^2 \) divides \( Q^* D_L^* Q \) and \( Q^*_L D_2^* Q \). Therefore, \( c \) divides \( D'_R D'_R^* \) because we have \( D'_R^* D'_R^* = D'_L Q Q^* D_L + Q_L Q_L^* D^*_D/g = g^2 (D'_L Q D^* Q_L + Q^*_L DQ^* D_L) \).
Case II. $N$ does not divide $\frac{1}{g}Q^*D$. The real polynomial $c$ divides $D_R' D_R^{* *}$ again because $eg$ divides $DD^*$, and $N$ does not divide $Q^*_R D_R^* = \frac{1}{g}Q^*D$ by the assumption.

Therefore, in both cases, $c$ divides $D_R' D_R^{* *}$, hence by Lemma 2 we have $c = Q_c Q_c^*$, and $c$ divides $Q^*_R D_R^*$. Therefore, the outputs of Step 11 are right we need, and Step 12 outputs the polynomial $M_r = Q_c^* Q_R + \frac{\varepsilon Q^*_R D_R}{c}$ which is a generic motion polynomial.

Therefore, Step 13 gives a factorization of $M_r$, hence its primal part $Q^*_c Q_R$, into monic linear factors. Such a factorization is unique because $\nu(M_r)$ is a power of $N$, hence the linear factors are reconstructed one by one by division by $N$ with a remainder. Hence by Lemma 2 applied to $F = c$, the primal part of $L_1 L_2 \cdots L_{\deg e / 2}$ equals $\text{lgcd}(c, Q^*_c Q_R) = Q^*_c \text{lgcd}(Q_c, Q_R) = Q^*_c \text{lgcd}(c, D_R', Q_R) = Q^*_c$ because $c$ divides $N^\nu$ and $N$ does not divide $Q^*_R D_R'$. Hence the primal part of $M_C$ is $c$. Step 14 gives two generic motion polynomials $M_L$ and $M_R$. By a straightforward calculation, $M = (Q_L + \varepsilon D_L) (c Q_R + \varepsilon D_R^*) = M_L Q_c M_r = M_L M_C M_R$.

In summary, we gave a constructive procedure in Algorithm 4 to find the factorization of the motion polynomial $M = c Q + \varepsilon D$ when $cg$ divides $\nu(D)$ and $\nu(M) = N^\nu$ for a real, irreducible, quadratic polynomial $N$.

**Proposition 6.** Consider a bounded, monic, reduced motion polynomial $M = c Q + \varepsilon D \in \mathbb{D}[t]$ of degree $n \in \mathbb{N}$ with $\text{mrpf}(Q) = 1$ and $\nu(M) = c^2 \nu(Q) = N^\nu$ for some irreducible, quadratic polynomial $N \in \mathbb{R}[t]$. Set $g := \text{realgcd}(c, Q^* D, DQ^*) \in \mathbb{R}[t]$. If $cg$ divides $\nu(D)$, then $M$ admits a factorization into monic linear factors.

**Proof.** We may assume that $\text{realgcd}(c, Q^* D)$ divides $\text{realgcd}(c, DQ^*)$; otherwise, replace $M$ with $M^*$. Apply Proposition 3 to obtain $M_L, M_C, M_R$ such that $M = M_L M_C M_R$. The polynomials $M_L$ and $M_R$ are generic and can be decomposed into monic linear factors by Algorithm 4. The polynomial $M_C$ is translatable but, as product of two generic motion polynomials, also admits a factorization with monic linear motion polynomial factors.

### 3.5 Factorizations of General Bounded Motion Polynomials

The final step is to extend the result of Proposition 4 to motion polynomials with arbitrary norms. We combine Proposition 3, Lemma 3, and a technique called “Bennett flips” introduced in [20]. It is based on replacing a factorization $(t - h_1)(t - h_2)$ of a generic monic motion polynomial of degree two with $\nu(t - h_1) \neq \nu(t - h_2)$ by its second factorization $(t - k_1)(t - k_2)$ (Theorem 1). Note that $\nu(t - h_1) = \nu(t - k_2)$ and $\nu(t - h_2) = \nu(t - k_1)$. First, we generalize the latter procedure.

**Lemma 6.** Consider a bounded monic reduced motion polynomial $M = c + \varepsilon D \in \mathbb{D}[t]$ of degree $n$ with $c \in \mathbb{R}[t]$ and a linear bounded monic reduced motion polynomial $t - p - \varepsilon d \in \mathbb{D}[t]$ with $p, d \in \mathbb{H}$. Let $\nu(M) = c^2 = N_1^\nu$ and $\nu(t - p - \varepsilon d) = N_2$ for some irreducible, quadratic polynomials $N_1, N_2 \in \mathbb{R}[t]$ with $\text{realgcd}(N_1, N_2) = 1$. If $M$ admits a factorization into monic linear motion polynomial factors, then there exists a quaternion polynomial $D_1 \in \mathbb{H}[t]$ and a quaternion $d_1 \in \mathbb{H}$ such that $M(t - p - \varepsilon d) = (t - p - \varepsilon d_1)(c + \varepsilon D_1)$, and $c + \varepsilon D_1$ admits a factorization into monic linear motion polynomial factors.

**Proof.** Writing a factorization of $M$ as $M = (t - h_1)(t - h_2) \cdots (t - h_n)$ and using one Bennett flip, we have $M(t - p - \varepsilon d) = (t - h_1)(t - h_2) \cdots (t - h_n - 1)(t - p_n - \varepsilon d_n)(t - \ell_n)$, where $(t - h_n)(t - p - \varepsilon d) = (t - p_n - \varepsilon d_n)(t - \ell_n)$, $\nu(t - h_n) = \nu(t - \ell_n) = N_1$, and $\nu(t - p_n - \varepsilon d_n) = \nu(t - p - \varepsilon d) = N_2$. Applying this procedure $n$ times, we arrive at $M(t - p - \varepsilon d) = (t - p_1 - \varepsilon d_1)(t - \ell_1)(t - \ell_2) \cdots (t - \ell_n)$ with $\nu(t - p_1 - \varepsilon d_1) = N_2$ and $\nu((t - \ell_1)(t - \ell_2) \cdots (t - \ell_n)) = N_1^n$. Comparing the primal parts and applying Lemma 4 to $A = t - p_1^*$, $B = t - p$, $C = c$, and $N = N_2$, we conclude $p_1 = p$ and $(t - \ell_1)(t - \ell_2) \cdots (t - \ell_n) = c + \varepsilon D_1$ for some $D_1 \in \mathbb{H}[t]$. □
Lemma 7. Let $M = \prod_{i=1}^r M_i$ be a factorization of a bounded monic reduced motion polynomial $M$ given by Proposition 3. If $M$ admits a factorization into monic linear motion polynomial factors, then each $M_i$ does.

Proof. We prove the statement by induction on $r$. The base case $r = 1$ is trivial. Take $r > 1$ and consider any factorization $M = \prod_{i=1}^r M_i$ of $M$ given by Proposition 3 with $\nu(M_1) = N_1^{n_1}$, ..., $\nu(M_r) = N_r^{n_r}$ for some pairwise coprime real irreducible quadratic polynomials $N_1$, $N_2$, ..., $N_r$ and positive integers $n_1, n_2, \ldots, n_r$. Using Bennett flips, we get $M = \prod_{i=1}^r \prod_{j=1}^{n_i} L_{ij}$, where $L_{ij}$ are monic linear motion polynomial factors with $\nu(L_{ij}) = N_i$. Let $M_r = \prod_{j=1}^{n_r} L_{rj}$. Then we have $M = M_r \prod_{i=1}^{r-1} M_i L_{ij} =: N_r^{n_r} M_r$. Since $\nu(M^*) = \prod_{i=1}^{r-1} N_i^{n_i}$, by applying the induction hypothesis to $\tilde{M}_r$, we only need to prove that $\tilde{M}_r = M_r$. It is clear that $N_r^{n_r}$ divides $M^*_r$. First, $N_r^{n_r}$ divides the primal part of $M^*_r = (P_1 + \varepsilon D_1)(P_2 + \varepsilon D_2) = P_1 P_2 + \varepsilon (P_1 D_2 + D_1 P_2)$ with $\prod_{i=1}^{r-1} M_i = P_1 + \varepsilon D_1$ and $M_r M_r^* = P_2 + \varepsilon D_2$. This implies that $N_r^{n_r}$ divides $P_1 P_2$, then $N_r^{n_r}$ divides $P_2$ by Lemma 2. Second, $N_r^{n_r}$ divides the dual part $P_1 D_2 + D_1 P_2$. Then $N_r^{n_r}$ also divides $P_1 D_2$. Then $N_r^{n_r}$ divides $D_2$ by Lemma 2. Then $N_r^{n_r}$ divides $M_r M_r^*$, and they must be equal. Then $M_r = \tilde{M}_r$, which finishes the proof.

Lemma 8. Consider a bounded, monic, reduced motion polynomial $M = cQ + \varepsilon D \in \mathbb{D}[t]$ with $c \in \mathbb{R}[t]$ and $\text{mrpf}(Q) = 1$. Let $M = \prod_{i=1}^r (c_i Q_i + \varepsilon D_i)$ be a factorization of $M$ given by Proposition 3 with $c_i \in \mathbb{R}[t]$ and $\text{mrpf}(Q_i) = 1$. For $i = 1, \ldots, r$, set

$$
g_{iL} := \text{realgcd}(c_i, Q_i^* D_i), \quad g_{iR} := \text{realgcd}(c_i, D_i Q_i^*), \quad g_i := \text{realgcd}(c_i, D_i Q_i^*, Q_i^* D_i),$$

$$
g_L := \text{realgcd}(c, Q_D^*), \quad g_R := \text{realgcd}(c, D Q_D^*), \quad g := \text{realgcd}(c, D D Q_D^*, Q_D^* D).$$

Then $g_L = \prod_{i=1}^r g_{iL}$, $g_R = \prod_{i=1}^r g_{iR}$, and $g = \prod_{i=1}^r g_i$.

Proof. We prove the statement by induction on $r$. The base case $r = 1$ is trivial. Take $r > 1$ and consider the factorization $M = cQ + \varepsilon D = \prod_{i=1}^r (c_i Q_i + \varepsilon D_i)$ of $M$ given by Proposition 3. We have $Q = \prod_{i=1}^r Q_i$, $D = \sum_{i=1}^r \left( \prod_{j=1}^{i-1} c_j Q_j \right) D_i \left( \prod_{j=i+1}^r c_j Q_j \right)$, and therefore

$$
D Q_D^* = \sum_{i=1}^{r-1} \left( \prod_{j=1}^{i-1} c_j Q_j \right) D_i \left( \prod_{j=i+1}^r c_j Q_j \right) \left( \prod_{i=1}^r Q_{r-i+1}^* \right) + \left( \prod_{i=1}^r c_i Q_j \right) D_r \left( \prod_{i=1}^r Q_{r-i}^* \right)
$$

$$
= \tilde{D} Q_D^* c_r \nu(Q_r) + \tilde{c} \tilde{Q} D_r Q_r^* Q_r^*,
$$

where $\tilde{c} \tilde{Q} + \varepsilon \tilde{D} := \prod_{i=1}^r (c_i Q_i + \varepsilon D_i)$. Basic realgcd-properties and the definitions of $c_i$ and $Q_i$ yield

$$
\text{realgcd}(\tilde{c}, \tilde{D} Q_D^*) = \text{realgcd}(\tilde{c}, \tilde{D} Q_D^* c_r \nu(Q_r)) = \text{realgcd}(\tilde{c}, \tilde{D} Q_D^* c_r \nu(Q_r) + \tilde{c} \tilde{Q} D_r Q_r^* Q_r^*) = \text{realgcd}(\tilde{c}, D Q_D^*),
$$

$$
\text{realgcd}(c_r, D_r Q_r^*) = \text{realgcd}(c_r, \tilde{c} \tilde{Q} D_r Q_r^* Q_r^*) = \text{realgcd}(c_r, \tilde{c} \tilde{Q} D_r Q_r^* Q_r^*) = \text{realgcd}(c_r, D Q_D^*).
$$
We apply the induction hypothesis to \(cQ + \varepsilon D\), i.e. \(\text{realgcd}(\tilde{c}, \tilde{D}Q^*) = \prod_{i=1}^{r} g_i\), and obtain

\[\prod_{i=1}^{r} g_i = g_r \prod_{i=1}^{r-1} g_i = \text{realgcd}(c_r, D_iQ_i^*) = \text{realgcd}(\tilde{c}, \tilde{D}Q^*)\]

\[= \text{realgcd}(c_r, DQ^*) = \frac{\text{realgcd}(c, DQ^*)}{\text{realgcd}(c, \tilde{D}Q^*)} = g_r.\]

The statement on \(g_L\) is proved analogously.

Finally, since \(\text{realgcd}(g_{iL}, g_{jR}) = 1\) for \(i \neq j\), it follows that

\[g = \text{realgcd}(g_L, g_R) = \text{realgcd} \left( \prod_{i=1}^{r} g_{iL}, \prod_{i=1}^{r} g_{iR} \right) = \prod_{i=1}^{r} \text{realgcd}(g_{iL}, g_{iR}) = \prod_{i=1}^{r} g_i.\]

\[\square\]

**Proposition 7.** Consider a bounded, monic, reduced motion polynomial \(M = cQ + \varepsilon D \in \mathbb{H}[t]\) with \(c \in \mathbb{R}[t]\) and \(\text{mrpf}(Q) = 1\). Define \(g := \text{realgcd}(c, DQ^*, Q^*D)\). If \(M\) admits a factorization into monic linear factors, then \(cg\) divides \(\nu(D)\).

**Proof.** Let \(M = \prod_{i=1}^{r} (c_iQ_i + \varepsilon D_i)\) be a factorization of \(M\) given by Proposition \(\square\). By Lemma \(\square\), all the factors admit further factorization into monic linear motion polynomials. We apply Lemma \(\square\) to each factor of \(M\) and obtain

\[M = \prod_{i=1}^{r} (c_iQ_i + \varepsilon D_i) = \prod_{i=1}^{r} (Q_{iL} + \varepsilon D_{iL})(c_i + \varepsilon D_i')(Q_{iR} + \varepsilon D_{iR})\]

for some quaternionic polynomials \(Q_{iL}, D_{iL}, D_i', Q_{iR}, D_{iR}\) such that \(Q_{iL} + \varepsilon D_{iL}, c_i + \varepsilon D_i',\) and \(Q_{iR} + \varepsilon D_{iR}\) admit factorizations into monic linear factors. Then we can use Bennett flips from Lemma \(\square\) to rearrange these factors in the following way: First we flip the factor \(Q_{2L} + \varepsilon D_{2L}\) over to the right of the factor \(Q_{1L} + \varepsilon D_{1L}\) and denote the result by \(\tilde{Q}_{2L} + \varepsilon \tilde{D}_{2L}\). Next we flip \(Q_{3L} + \varepsilon D_{3L}\) over to the right of the flipped factor \(\tilde{Q}_{2L} + \varepsilon \tilde{D}_{2L}\) and continue in this way for \(i = 4, \ldots, r\). In the same manner we flip the factors \(Q_{iR} + \varepsilon D_{iR}\) to the left of \(Q_{1R} + \varepsilon D_{1R}\). This procedure yields

\[M = \prod_{i=1}^{r} (Q_{iL} + \varepsilon D_{iL})(c_i + \varepsilon D_i')(Q_{iR} + \varepsilon D_{iR}) = \prod_{i=1}^{r} (\tilde{Q}_{iL} + \varepsilon \tilde{D}_{iL}) (c_i + \varepsilon D_i')(\tilde{Q}_{iR} + \varepsilon \tilde{D}_{iR})\]

for some \(Q_L, D_L, D', Q_R, D_R \in \mathbb{H}[t]\), where \(c = \prod_{i=1}^{r} c_i\), \(\nu(Q_L) = \prod_{i=1}^{r} \nu(Q_{iL}) = \prod_{i=1}^{r} \nu(Q_{iL})\), and \(\nu(Q_R) = \prod_{i=1}^{r} \nu(Q_{iR}) = \prod_{i=1}^{r} \nu(Q_{iR})\) by Lemma \(\square\). Use the notation from Lemma \(\square\). Lemmas \(\square\) and \(\square\) imply that \(\prod_{i=1}^{r} g_{iL}\) divides \(\nu(Q_L)\), and \(\prod_{i=1}^{r} g_{iR}\) divides \(\nu(Q_R)\). Consequently, \(g\) divides both \(\nu(Q_L)\) and \(\nu(Q_R)\).

It remains to prove that \(E_1\) and \(E_2\) given by Eq. \(\square\) above are divisible by \(g\) and \(cg\) respectively. Here \(g|E_1\) by Eq. \(\square\). From Eq. \(\square\) we infer that

\[D' = \sum_{j=1}^{r} \sum_{j \neq i} \tilde{D}_j \prod_{j \neq i} c_j \quad \text{and} \quad \nu(D') = \left( \sum_{j=1}^{r} \tilde{D}_j \prod_{j \neq i} c_j \right) \left( \sum_{j=1}^{r} \tilde{D}_j \prod_{j \neq k} c_j \right).\]
We see that $\nu(D')$ is the sum of expressions like
\[
\begin{pmatrix}
\tilde{D}'_l \
\prod_{j=1, j\neq i}^{r} c_j
\end{pmatrix}
\begin{pmatrix}
\tilde{D}'_k \
\prod_{j=1, j\neq k}^{r} c_j
\end{pmatrix}
= \begin{cases}
\tilde{D}'_l \tilde{D}'_k c_i c_k \prod_{j=1, j\neq i}^{r} c_j^2 & \text{if } i \neq k, \\
\nu(\tilde{D}'_l) \prod_{j=1, j\neq i}^{r} c_j^2 & \text{if } i = k
\end{cases}
\]
with $i, k \in \{1, 2, \ldots, r\}$. The polynomials $c_i + \varepsilon \tilde{D}'_i$ admit a factorization into monic linear factors. Therefore, $c_i$ divides $\nu(\tilde{D}'_i)$ for $i = 1, 2, \ldots, r$ by Lemma 11 and each summand of $\nu(D')$, in particular, $\nu(D')$ itself, is divisible by $c = \prod_{i=1}^{r} c_i$. Thus $cg \mid E_2 = \nu(Q_L)\nu(D')\nu(Q_R)$. \hfill \Box

Note that Proposition 7 agrees with Proposition 4 in the following way. If the norm polynomial of $M$ has only one irreducible quadratic factor $\nu(M) = N^n$, then $g_L = N^{n_L}$ and $g_R = N^{n_R}$ for some integer $n_L, n_R$ and $g = \text{realgcd}(g_L, g_R)$ is either equal to $g_L$ or $g_R$.

**Proposition 8.** Consider a bounded, monic, reduced motion polynomial $M = cQ + \varepsilon D \in \mathbb{D}[t]$ with $c \in \mathbb{R}[t]$ and $\text{mrpf}(Q) = 1$. Set $g := \text{realgcd}(c, Q^* D, DQ^*) \in \mathbb{R}[t]$. If $cg$ divides $\nu(D)$, then $M$ admits a factorization into monic linear factors.

**Proof.** Use the notation from Lemma 8. It suffices to prove that $c_j g_j$ divides $\nu(D_j)$ for each $j = 1, 2, \ldots, r$; then by Proposition 12, each factor $M_j$, hence $M$ itself, admits a factorization into monic linear factors.

By expanding the product $\prod_{i=1}^{r} M_i$, we have
\[
D = \sum_{i=1}^{r} \left( \prod_{k=1}^{i-1} c_k Q_k \right) D_i \left( \prod_{k=i+1}^{r} c_k Q_k \right)
= \prod_{i=1}^{j-1} c_i Q_i \left[ D_j \left( \prod_{i=j+1}^{r} c_i Q_i \right) + \sum_{i=1}^{j-1} c_i Q_i \right] \left( c_j Q_j X + Y c_j Q_j \prod_{i=j+1}^{r} c_i Q_i \right),
\]
for some quaternion polynomials $X$ and $Y$. Now
\[
\nu(D) = AA^* + BB^* + CC^* + (AB^* + BA^*) + AC^* + CA^* + BC^* + CB^*
= AA^* + BB^* + CC^* + (B^* A + A^* B) + AC^* + CA^* + BC^* + CB^*.
\]
Clearly, $BB^*, CC^*, BC^*$, and $CB^*$ are divisible by $c_j^2$ and hence also by $c_j g_j$. Moreover, $AC^*$ and $CA^*$ are divisible by $c_j \text{realgcd}(D_j Q_j^*)$, hence by $c_j g_j$. Analogously, $B^* A$ and $A^* B$ are divisible by $c_j g_j$. If $cg$ divides $\nu(D)$, then $c_j g_j$ divides $\nu(D)$ by Lemma 8. Thus $AA^* = \nu(D_j) \prod_{i \neq j} c_i^2 \nu(Q_i)$ is divisible by $c_j g_j$. Since the product here is coprime with $c_j g_j$, it follows that $c_j g_j$ divides $\nu(D_j)$, as required. \hfill \Box

**3.6 A Comprehensive Example**

Notice that Algorithm 4 for finding factorizations with monic linear factors is different from Algorithm 3 in [22].
Let us illustrate the superiority of Algorithm 4 over Algorithm 3 by a comprehensive example.

We wish to factor the motion polynomial $M = P + \varepsilon D$ where

$$P = (t^2 + 1)(t - i)^2, \quad D = i(t - i)^2.$$  \hfill (9)

It is a Kautny motion of frequency $n = \frac{1}{2}$; cf. [14].

Algorithm 3 of [22] yields a factorization of $(i^2 + 1)M$ into a product of six linear motion polynomials. As we shall see, our Algorithm 4 is capable of decomposing $t$ of the right factor ($\varepsilon$ multiply with a real polynomial, into four linear motion polynomial factors. Note that the presence of the right factor $(t - i)^2$ is not helpful in either algorithm.

We follow the steps of Algorithm 4:

- Since $\nu(M) = (t^2 + 1)^4$, $c = \text{mrpf } P = t^2 + 1$, $Q = (t-i)^2$, $D = i(t-i)^2$, $g = \gcd(c, Q^* D, D^* Q) = t^2 + 1$, and $cg$ divides $\nu(D)$, we can apply Algorithm 4.

- We get $Q_L = t - i$ and $D_L = ja + kb$ for two arbitrary real numbers $(a, b) \neq (0, 0)$.

- We get $D'_R = \frac{cD_Q}{g} + \frac{Q'_D}{g} = -(aj + bk)t^2 + (i - 2ak + 2bj)t + aj + bk + 1$ and $Q_R = t - i$.

- We find $Q_c = \gcd(c, D'_R) = t + \frac{1}{4a^2 + 4b^2 + 1}((4a^2 + 4b^2 - 1)i - 4bj + 4ak)$ and

$$M_r = Q_c^* Q_R + \varepsilon \frac{Q_c^* D'_R}{c} = t^2 - \frac{8(a^2 + b^2)i + 4ak - 4bjt - 1 + 4aj + 4bk + 2}{4a^2 + 4b^2 + 1}$$

$$- \varepsilon(aj + bk)t + \varepsilon \left(\frac{i + (4a^2 + 4b^2 + 3)(bj - ak)}{4a^2 + 4b^2 + 1}\right).$$

- By Algorithm 4, $M_r = \left(Q_c^* - \varepsilon \frac{(4a^2 + 4b^2 + 1)(aj + bk)}{4(a^2 + b^2)}\right) \left(Q_R + \varepsilon \frac{aj + bk}{4(a^2 + b^2)}\right)$.

- Finally, we have $M_L = Q_L + \varepsilon D_L$, $M_C = Q_c \left(Q_c^* - \varepsilon \frac{(4a^2 + 4b^2 + 1)(aj + bk)}{4(a^2 + b^2)}\right)$, and $M_R = t - i + \varepsilon \frac{aj + bk}{4(a^2 + b^2)}$, and the desired factorization

$$(t^2 + 1)(t - i)^2 + \varepsilon i(t - i)^2 = (t - i + \varepsilon(ja + kb)) \left(\frac{4a^2 + 4b^2 + 1}{4a^2 + 4b^2 + 1}\right)$$

$$\left(t - \frac{(4a^2 + 4b^2 + 1)(aj + bk)}{4a^2 + 4b^2 + 1} - \varepsilon \frac{(4a^2 + 4b^2 + 1)(aj + bk)}{4(a^2 + b^2)}\right) \left(t - i + \varepsilon \frac{aj + bk}{4(a^2 + b^2)}\right).$$

For instance, for $a = 1$ and $b = 0$, we get

$$(t^2 + 1)(t - i)^2 + \varepsilon i(t - i)^2 = (t - i + \varepsilon)(t + \frac{3i + 4k}{5}) \left(t - \frac{3i + 4k}{5} - \varepsilon \frac{5}{4}\right)(t - i + \varepsilon \frac{4}{5}).$$

4 Another proof of Theorem 1

Now we give an alternative proof of the main result by induction and an alternative factorization algorithm. This section is independent of the previous one, besides applying known Theorem [5] stated there. Throughout this section, for nonzero $X \in \mathbb{H}[t]$ and $N \in \mathbb{R}[t]$, denote by $\tau(X)$ the maximal integer $\tau$ such that $N^\tau | X$.

**Proof of Theorem 7.** [The ‘if’ part] We give proof by induction on the degree of $P := cQ$. If $c = 1$, then just apply known Theorem 3. It suffices to prove that for $c \neq 1$ we can write $M = (t - p - \varepsilon q)M_1$ or $M = M_1(t - p - \varepsilon q)$ for some $p, q \in \mathbb{H}$ such that $q$ is vectorial, $p^* q = qp$ and some motion polynomial $M_1$ still satisfying the assumptions of the theorem.
Pick a monic real irreducible divisor $N$ of $c$. Without loss of generality, assume $\tau(DP^*) \geq \tau(P^*D)$, otherwise replace $M$ by $M^*$.

Since $N|c$ and $c|D^*D$, by Lemma 2 it follows that $D = (t - p)D_1$ for some $p \in \mathbb{H}$ and $D_1 \in \mathbb{H}[t]$, where $\nu(t - p) = N$. Moreover, we have $P = (t - p)P_1$ for some $P_1 \in \mathbb{H}[t]$. Set $M_1 = P_1 + \varepsilon(D_1 + qP/N)$, where $q \in \mathbb{H}$ is going to be specified below, so that $M = (t - p - \varepsilon q)M_1$. Define $c_1$ and $g_1$ for $M_1$ analogously to $c$ and $g$.

Case 1: $\tau(P_1) < \tau(P)$ or $\tau(P^*D) \leq 2\tau(P)$. In this case, we set $q = 0$. We get

$$P = (t - p)P_1, \quad P^*D = P_1(t - p^*) \cdot (t - p)D_1 = NP_1D_1, \quad DP^* = (t - p)D_1P_1^*(t - p^*),$$

$$c_1g_1 = \text{realgcd}\left(c^2, P^*D, DP^*\right), \quad c_1g_1 = \text{realgcd}\left(c_2^2, P_1^*D_1, D_1P_1^*\right),$$

where $c_1g_1|\nu(D)$ and $\nu(D) = N\nu(D_1)$. It remains to prove that $\tau(c_1g_1) < \tau(cg)$. By the assumption $\tau(DP^*) \geq \tau(P^*D) = \tau(P_1^*D_1) + 1$, we get

$$\tau(c_1g_1) \geq \min\{2\tau(P), \tau(P^*D), \tau(DP^*)\} = \min\{2\tau(P), \tau(P_1^*D_1) + 1\} > \min\{2\tau(P_1), \tau(P_1^*D_1)\} \geq \tau(c_1g_1)$$

because one of the inequalities $\tau(P_1) < \tau(P)$ or $\tau(P^*D) \leq 2\tau(P)$ holds. We get $c_1g_1|D_1P_1^*$, hence $M_1$ satisfies the assumptions of the theorem and $M = (t - p)M_1$.

Case 2: $\tau(P_1) = \tau(P)$ and $\tau(P^*D) \geq 2\tau(P) + 1$. In this case, we set $q$ to be any nonzero vectorial quaternion such that $p^*q = qp$. In other words, $q = pv - vp$ for some vectorial quaternion $v$ that does not commute with $p$.

This case is reduced to the previous one by the transformation $M \mapsto (1 + \varepsilon v)M(1 - \varepsilon v)$. Indeed, the transformation preserves the primary part $P$ and takes $D$ to $D + vP - Pv$. Thus

$$P^*D \mapsto P^*D + P^*vP - P^*Pv,$$

$$DP^* \mapsto DP^* + vPP^* - PvP^*,$$

$$DD^* \mapsto DD^* + DP^*v^* + vPD^* - (Dv^*P^* + P^*Dv) + (vP - P)v^* - (vP - P)v^*.$$

Since $c^2|P^*P, P^*vP, (vP - Pv)(vP - Pv)^*$ and $cg|c^2, DP^*, P^*D$, it follows that the transformation preserves $c$, $g$, the condition $cg|DD^*$, and thus the assumptions of the theorem.

Let us show that $\tau(P^*D + P^*vP - P^*Pv) = 2\tau(P)$. The condition $\tau(P_1) = \tau(P)$ implies that $Q = (t - p)Q_1$ for some $Q_1 \in \mathbb{H}[t]$.

Applying Lemma 1 twice, we conclude that $N$ does not divide $Q_1^*(t - p^*)|Q(t - p)Q_1$ because $N \|Q = (t - p)Q_1$ and $vp - pv \neq 0$. Thus

$$\tau(P^*D) > 2\tau(P),$$

$$\tau(P^*P) = 1 + \tau(P_1P_1^*) > 2\tau(P_1) = 2\tau(P),$$

$$\tau(P^*vP) = 2\tau(P) + \tau(Q_1^*(t - p^*)v(t - p)Q_1) = 2\tau(P),$$

and hence

$$\tau(P^*D + P^*vP - P^*Pv) = 2\tau(P) \leq \tau(DP^* + vPP^* - P^*Pv^*).$$

By Case 1, we get $(1 + \varepsilon v)M(1 - \varepsilon v) = (t - p)M'_1$ for some $M'_1$ satisfying the assumptions of the theorem. Then $M = (t - p - \varepsilon(pv -vp))(1 - \varepsilon v)M'_1(1 + \varepsilon v) =: (t - p - \varepsilon(pv -vp))M_1$, where $M_1$ also satisfies the assumptions of the theorem, as required.

[The ‘only if’ part] Induction on the degree of $P := cQ$. It suffices to prove that if a bounded monic reduced motion polynomial $M_1$ satisfies the condition $c_1g_1|\nu(D_1)$ and $t - p - \varepsilon q$ is a bounded linear motion polynomial, then $M = M_1(t - p - \varepsilon q)$ satisfies the condition $cg|\nu(D)$, once $M$ is also reduced. Here $g_1, c_1, D_1, Q_1$ for $M_1$ are defined analogously to $g, c, D, Q$. Use notation $N := \nu(t - p)$ as above.
We may assume that \( q = 0 \) by performing the transformation \( X \mapsto (1 + \epsilon v)X(1 - \epsilon v) \), with \( v = (p^* - p)^{-1}q \), of all the involved motion polynomials \( X \). (A geometric explanation: The linear motion polynomial \( t - p - \epsilon q \) describes a rotation. Via a suitable change of coordinates, we may assume that the rotation axis contains the origin whence \( q = 0 \).)

Case 1: \( Q_1 \) is not right-divisible by \( t - p^* \). Then \( c = c_1 \),

\[
g_1 = \text{realgcd}(c_1, Q_1^*D_1, D_1Q_1^*), \\
g = \text{realgcd}(c_1, (t - p^*)Q_1^*D_1(t - p), ND_1Q_1^*) | g_1N^2.
\]

Let us prove that \( \tau(g) \leq \tau(g_1) + 1 \); then \( cg | c_1g_1N | N\nu(D_1) = \nu(D) \) as required.

Assume that \( N \mid c_1 \); otherwise \( \tau(g) = 0 \) and we are done. Then \( N \not| D_1(t - p) \); otherwise \( N \mid M = c_1Q_1(t - p) + \epsilon D_1(t - p) \) and \( M \) is not reduced. In particular, \( N \not| Q_1, D_1 \). By Lemma 2, we get \( Q_1 = LQ_2, D_1 = LD_2, \) and \( N \not| Q_2^*D_2 \) for some \( L, Q_2, D_2 \in \mathbb{H}[t] \).

The desired inequality \( \tau(g) \leq \tau(g_1) + 1 \) is going to follow from \( N^2 \not| (t - p^*)Q_2^*D_2(t - p) \). If \( N \not| (t - p^*)Q_2^*D_2 \) or \( N \not| Q_2^*D_2(t - p) \), then we are done. Thus assume \( N \mid (t - p^*)Q_2^*D_2 \) and \( N \mid Q_2^*D_2(t - p) \). Then \( N \mid \nu(Q_2^*D_2), \) hence \( N \mid \nu(Q_2) \) or \( N \mid \nu(D_2) \). Assume that \( N \mid \nu(D_2) \); the case \( N \mid \nu(Q_2) \) is analogous. Then by Lemma 1 we have \( N \mid Q_2^*D_2 \) or \( N \mid D_2(t - p) \). The former possibility contradicts the choice of \( Q_2 \) and \( D_2 \), and the latter one contradicts \( N \not| D_1(t - p) = LD_2(t - p) \). This proves that \( \tau(g) \leq \tau(g_1) + 1 \) and completes Case 1.

Case 2: \( Q_1 \) is right-divisible by \( t - p^* \). Then \( c = Nc_1, Q_1 = Q(t - p^*),
\]

\[
g_1 = \text{realgcd}(c_1, (t - p)Q^*D_1, D_1(t - p)Q^*), \\
g = \text{realgcd}(Nc_1, Q^*D_1(t - p), D_1(t - p)Q^*) | g_1N.
\]

Here \( N \not| D_1(t - p)Q^* \); otherwise \( M \) or \( Q_1 \) is not reduced by Lemma 1. Hence \( N \not| g \) and \( cg | c_1g_1N | N\nu(D_1) = \nu(D) \) as required.

The ‘if’ part in this proof gives rise to recursive Algorithm 5 and also constitutes the proof of its correctness. The resulting algorithm is apparently very different from Algorithms 5 and 6 from the previous section. However, they still can output the same linear factors in many cases. For instance, for the example in Section 4.6 and appropriate choices of \( N \) and \( q \), Algorithm 5 ends up with the same factorization.

**Corollary 3.** Consider a bounded, monic, reduced motion polynomial \( M = cQ + \epsilon D \in \mathbb{H}[t] \) with \( c \in \mathbb{R}[t] \) and mrpf \( (Q) = 1 \). Set \( g := \text{realgcd}(c, Q^*D, DQ^*) \in \mathbb{R}[t] \) and \( g' := \text{realgcd}(cg, \nu(D)) \in \mathbb{R}[t] \). Then \( Mg' \) admits a factorization into monic linear factors.

**Proof.** The proof is by induction on \( \text{deg } g' \), which is an even number because \( M \) is bounded.

The base \( \text{deg } g' = 0 \) is Theorem 1.

To perform the induction step, take a bounded monic reduced motion polynomial \( M_1 \) such that \( \text{deg } g'_1 \neq 0 \). Here \( g'_1, g_1, c_1, D_1, Q_1 \) for \( M_1 \) are defined analogously to \( g', g, c, D, Q \). Pick a monic real quadratic irreducible factor \( N \) of \( g'_1 \). Assume without loss of generality that \( \tau(Q_1^*D_1) \leq \tau(D_1Q_1^*) \), because \( M_1g'_1 \) admits a factorization if and only if \( M_1^*g'_1 \) does, and the conjugation of \( M_1 \) interchanges \( Q_1^*D_1 \) and \( D_1Q_1^* \). Divide the ratio \( Q_1^*D_1 \mid \text{mrpf}(Q_1^*D_1) \) by \( N \) with a remainder \( qt + r \). Since \( M_1 \) is a motion polynomial, it follows that \( Q_1^*D_1 + D_1^*Q_1 = 0 \), hence \( q \) and \( r \) are vectorial quaternions not vanishing simultaneously. There are infinitely many quaternions \( p \) such that \( \nu(t - p) = N \) and \( p(qp + r) \neq (pq + r)p \). Indeed, consider the vectorial quaternions \( r' := r + q(p + p^*)/2 \) determined by \( q, r, \) and \( \nu(t - p) = N \). Take the vectorial part of \( p \) to be orthogonal to \( q \) if \( r' = 0 \) or \( q \) is non-orthogonal to \( r' \), orthogonal to \( r' \) if \( q = 0 \), and orthogonal to neither \( q \) nor \( r' \) if \( q \neq 0 \) is orthogonal to \( r' \). Then \( p(qp + r) - (pq + r)p \) is not orthogonal to \( r' \) (for \( q, r' \neq 0 \)) and hence nonzero. Among the infinitely many \( p \), pick one such that \( t - p^* \) is not a right factor of \( Q_1 \) and \( D_1 \).
Hence monic linear factors. Hence $M$ divides any real polynomial $S$ of monic linear reduced motion polynomials.

Input: A list $[L_1, \ldots, L_n]$ of monic linear motion polynomials such that $M = L_1 \cdots L_n$.

Output: A list $[\ldots]$ of monic linear reduced motion polynomials such that $M = L_1 \cdots L_n$.

1. If $\deg \text{mrpf}(P) = 0$ Then
2. Return $[\text{GFactor}(M)]$
3. Else
4. $N \leftarrow$ any quadratic real factor of mrpf($P$)
5. $\tau(X) :=$ the maximal $\tau$ such that $N^\tau \mid X$.
6. If $\tau(DP^*) < \tau(P^*)$ Then
7. Return $[\text{Factor4}(M^*)]^*$ (the list with the order reversed and elements conjugated)
8. Else
9. $p \leftarrow$ any quaternion such that $(t - p)(t - p^*) = N$ and $D$ is left-divisible by $t - p$
10. $P_1 \leftarrow (t - p)^{-1}P$, $D_1 \leftarrow (t - p)^{-1}D$
11. If $\tau(P_1) < \tau(P)$ or $\tau(P^*) \leq 2\tau(P)$ Then
12. $M_1 \leftarrow P_1 + \varepsilon D_1$
13. Return $[t - p, \text{Factor4}(M_1)]$
14. Else
15. $v \leftarrow$ any vectorial quaternion that does not commute with $p$
16. $q \leftarrow pv - vp$
17. $M_1 \leftarrow P_1 + \varepsilon(D_1 + qP/N)$
18. Return $[t - p - \varepsilon q, \text{Factor4}(M_1)]$
19. End If
20. End If
21. End If

Take $M := M_1(t - p)$. We have $\text{mrpf}(Q^*D) = \text{mrpf}(Q_1^*D_1)$ because

\[
\frac{Q^*_D}{\text{mrpf}(Q_1^*D_1)} = \frac{(t - p^*)}{\text{mrpf}(Q_1^*D_1)}(t - p) = (t - p^*)(qt + r)(t - p)
\]

\[
= (t - p^*)(t - p)(t^*q + pq + r)(t - p) = (t - p^*)(pq + r)(t - p)
\]

\[
= (t - p^*)(pq + r) - (pq + r)p \neq 0 \mod N.
\]

Hence $c = c_1$, $g = g_1$, and $g' = g_1/N$. By the inductive hypothesis, $Mg'$ admits a factorization into monic linear factors. Hence $M_1g' = Mg'(t - p^*)$ does.

A natural open question is if the reciprocal assertion holds in the sense that the polynomial $g'$ divides any real polynomial $S$ such that $MS$ admits a factorization into monic linear factors. It is also interesting to generalize Corollary 3 to non-reduced motion polynomials $M$.

5 Conclusion

Motion polynomials can describe rational motions but a rational motion determines the underlying motion polynomial only up to real polynomial factors [18]. Therefore, it is natural to consider reduced motion polynomials, which admit a factorization into linear factors. In this paper, we first gave a necessary condition (Proposition 7) for a reduced monic motion polynomial to admit such a decomposition. This condition is also sufficient (Proposition 8) and can easily be verified. Furthermore, we provided a constructive algorithm for finding a factorization when the necessary condition is fulfilled. This also reveals an improved method to find a real polynomial such that the product with the given motion polynomial admits a factorization (Corollary 3).
Factorizations into linear factors lie at the core of some mechanism constructions, for example, the universal construction of Kempe linkages of \[20\] for rational trajectories where the numbers of links and joints are bounded by a linear function in the curve degree. In that paper, the authors were interested in linkages with a prescribed rational trajectory and could construct “tame” motion polynomials (essentially having \(g = 1\) in Propositions 7 and 8). Using the result herein it is possible to construct linkages with even fewer links and joints to follow a rational space motion.

The procedure, even if spread about several sub-algorithms, is basically rather simple, only involving dual quaternion algebra, realgdcd-computations and polynomial division. It is symbolic but extensions to numeric input data should be possible using algorithms for approximate realgdcd-computations \[3, 13, 27\].

Having characterized factorizability in the motion polynomial case, a natural next step is the extension of our results to spinor polynomials. These generalize the concept of motion polynomial to Clifford algebras and can be used to describe rational motion in groups different from SE(3). The behaviour of spinor polynomials is similar to motion polynomials: Factorizations exist generically but not generally. In conformal three-dimensional geometric algebra, suitable polynomial multiples of spinor polynomials always admit factorizations \[23\]. Identifying factorizability conditions for spinor polynomials along the lines of our Proposition 7 is an interesting open problem.

Polynomials over the dual quaternions can also be viewed as quaternion polynomials in two variables \(t\) and \(\varepsilon\) considered up to adding a multiple of \(\varepsilon^2\): \(\mathbb{D} \mathbb{H}[t] = \mathbb{H}[t, \varepsilon]/(\varepsilon^2)\). So, yet another direction is to extend our results to quaternion polynomials in two variables.
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