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1 INTRODUCTION

Reactive synthesis is the problem of automatically generating a correct-by-construction implementation for a reactive system, from a given specification of the expected behaviour [7, 9, 12, 24, 40, 46]. The specification comprises the list of the variables controlled by the environment and system (i.e., inputs and outputs), respectively, and a declarative description of the expected properties of the system, i.e., the goals. Based on these, reactive synthesis produces a model for the system, usually referred to as controller, which interacts with the environment, and guarantees the specified goals [46].

Temporal logic is widely considered the standard formalism for expressing the expected goals of reactive systems [38]. Reactive specifications are usually expressed as assume-guarantee assertions, i.e., $A \Rightarrow G$, where $A$ captures assumptions on the behaviour of the environment, and $G$ expresses the goals the system must fulfill, provided that the assumptions are met. Since the specifications are the central element in the synthesis, their quality is crucial for a successful process.

Reactive specifications often contain imperfections that make them unrealisable, i.e., no controller can be synthesised. Common issues leading to unrealisability are (1) inconsistencies between goals making them unsatisfiable (and therefore unrealisable); (2) inadequate assumptions and guarantees, which allow the environment to satisfy the assumptions and prevent the system from complying with the guarantees. Therefore, arriving at a consistent and realisable specification is not straightforward and demands comprehensive elicitation activities to prevent these common issues.

Previous attempts have made significant efforts to provide automated mechanisms to assist engineers in identifying and resolving sources of unrealisability in temporal logic specifications. Some concentrate on diagnosing the cause of synthesis impossibility, e.g., by computing a core of assertions that make the specification unrealisable [16, 29, 48]. Some generate counter-strategies that evidence how the environment prevents the controller from satisfying the goals [47]. Related to our work, many approaches to repair unrealisable specifications have been presented [8, 13, 14, 37, 41]. These techniques attempt to repair the specifications just by adding assumptions that are built from the information extracted from the generated counter-strategies, and the current specification. This is a significant limitation because they do not consider that unrealisability might be caused by failures in the current assumptions.
2 PRELIMINARIES

2.1 Linear-Time Temporal Logic (LTL)

LTL is a logical formalism widely employed to specify reactive systems [38]. Given a set $AP$ of propositional variables, LTL formulas are inductively defined using the standard logical connectives, and the temporal operators $\diamond$ (next) and $U$ (until), as follows: (i) every $p \in AP$ is an LTL formula, and (ii) if $\varphi$ and $\psi$ are LTL formulas, then $\neg \varphi$, $\varphi \lor \psi$, $\varphi \land \psi$, and $\varphi U \psi$ are LTL formulas. Other connectives and operators, such as $\land$, $\lor$ (always), $\varnothing$ (eventually), and $\langle \rangle$ (weak-until), can be defined in terms of the basic ones. LTL formulas are interpreted on traces, which are infinite sequences of propositional valuations. An LTL formula $\varphi$ is true in a state $i$ of a trace if $\varphi$ is true in the trace starting at $i$. A trace satisfies $\varphi$ if $\varphi$ is true in the trace. The model counting problem consists of calculating the number of models satisfying $\varphi$. In the case of LTL, if a formula is unsatisfiable, the number of models is zero. Otherwise, it has an infinite number of models. Therefore, LTL model-counting is restricted to bounded models [25], i.e., it computes how many models up to $k$ states exist for $\varphi$ and a bound $k$. AuRUS uses bounded model counting to guide the search by measuring the semantic impact of syntactic changes on candidate repairs, in terms of the number of preserved and removed behaviors from the original specification.

2.2 Reactive LTL Synthesis

Reactive LTL synthesis is the problem of automatically constructing a reactive module that reacts to the environment with the objective of realizing a given LTL specification of the form assume-guarantee, \[
\varphi : A \rightarrow G [46],
\]
defined over a set of variables $V = X \cup Y$, where $X$ and $Y$ are the variables controlled by the environment, and system, respectively. A strategy for $\varphi$ is a function $\sigma : (2^X)^+ \rightarrow 2^Y$ that maps finite sequences of subsets of $X$ into subsets of $Y$. For an infinite sequence $X = X_1, X_2, \ldots \in (2^X)^\omega$, the play induced by strategy $\sigma$ is the infinite sequence $\rho_{\sigma,X} = (X_1 \cup \sigma(X_1)) (X_2 \cup \sigma(X_2)) \ldots$. A play $p$ is winning if $p \models \varphi$. A strategy is winning when $\rho_{\sigma,X} \models \varphi$ for all $X \in (2^X)^\omega$.

Realisability is the problem of deciding whether a specification has a winning strategy, and synthesis is the problem of computing one. The Unrealisability of a specification means that no winning strategy exists for the system. This implies that the environment can always falsify the specification, no matter which strategy the system chooses. AuRUS performs syntactic changes in the specification to remove the flaw that makes it unrealisable. AuRUS delegates the realisability check to Strix [43], one of the most efficient synthesis tools presented at the annual synthesis competition [3].

2.3 Genetic Algorithms

Genetic algorithms [27, 30, 44] are heuristic search algorithms, inspired by natural evolution. Candidate solutions are called individuals or chromosomes, and are often represented as sequences of genes (characteristics) that capture their features. Genetic algorithms maintain a population of candidate solutions, rather than a single "current" candidate, as in traditional search. They are largely driven by random decisions, e.g., in the generation of the initial population, and how the new candidate solutions are generated from existing ones. To produce new individuals, it exploits information in the current population, combining their characteristics (called crossover), or randomly altering the information in specific individuals (called mutation). The effectiveness of this general search process is guided by a heuristic function, called fitness function. Intuitively, this function measures how "fit" a particular individual is, i.e., how close it is to being a real solution to the search problem under consideration. This evolution process is usually performed until some termination criterion is met, e.g., a defined number of iterations (known as generations of the population). AuRUS employs genetic algorithms to search for realisable repairs, close to the unrealisable specification given as input. Individuals in our case will represent LTL specifications, the genetic operators will produce new specifications from others, and the fitness function will attempt to evaluate how "close" a candidate repair is to be realisable, as well as how close is to the original (unrealisable) one.

3 A MOTIVATING EXAMPLE

Let us present a running example to illustrate the main ideas behind AuRUS. Consider the problem of synchronising the access to a shared resource, via an arbiter [31]. Two processes request access to the resource via signals $r_1$ and $r_2$, respectively. An extra signal $a$ indicates when the resource can be accessed. The arbiter indicates which process has been granted access by means of respective signals $g_1$ and $g_2$. Signals $r_1$, $r_2$ and $a$ thus constitute the inputs, while signals $g_1$ and $g_2$ are the outputs. The following guarantees are elicited in [31] for this problem:

\[
G_1 : \square (r_1 \rightarrow \diamond g_1) \quad G_2 : \square (r_2 \rightarrow \diamond g_2) \quad G_3 : \square (\neg a \rightarrow (\neg g_1 \land \neg g_2))
\]
Intuitively, \(G_1\) states that if the first process requests access to the resource, the arbiter will eventually grant it. Guarantee \(G_2\) states the same but for the second process. While guarantee \(G_3\) states that if the resource cannot be accessed, no process is granted permission. No assumptions were identified for this specification. Hence, the specification \(S = G_1 \land G_2 \land G_3\) is unrealisable.

A cause of unrealisability is that the environment is allowed to set the input signal \(a\) to false continuously, preventing the arbiter from granting access to the resource (see \(G_3\)). Therefore, if any of the processes requests access to the resource in such a situation, no implementation would satisfy the guarantees \(G_1\) and \(G_2\).

In [31], authors propose different alternatives for “fixing” these issues. One option is to add an environment assumption to ensure that the resource is allowed to be accessed infinitely often; indeed, by adding the assumption \(A_1 = \square \Diamond a\), the resulting specification becomes realisable. Another option explored in [31] is to indicate that the arbiter will enforce mutual exclusion in accessing the resource. This is done by replacing \(G_1\) by an alternative guarantee \(G'_1 = \Box \neg (g_1 \land g_2)\). The resulting specification \(S' = G_1 \land G_2 \land G'_1\) is also realisable. The overall intuition we get from this example is that, in cases of unrealisability, it can sometimes be fixed by making small changes to the original specification. But, even when the repairs were generated automatically, a domain expert would need to review them, and decide which of them is an acceptable solution.

For instance, the repairs introducing a new assumption would need to be analysed to check if such an assumption is reasonable to expect from the environment. Thus, to help the domain expert and make easier this validation activity, we would like to maintain as much as possible from the original specification in the generated repairs, and simply modify what is necessary to make it realisable.

In this paper, we propose AuRUS, a genetic algorithm that performs syntactic modifications to an unrealisable specification, with the aim of producing a set of realisable candidate repairs. The candidate repairs are searched for in the “vicinity” of the original specification, in the sense that they aim at being slight syntactic and especially semantic, modifications of the original one. AuRUS has the challenge of dealing with a very large search space of LTL specifications that are obtained by performing syntactic changes to the original one. It also needs to objectively quantify the semantic impact of each change. AuRUS is guided by a multi-objective fitness function that attempts to minimise syntactic and semantic changes, while at the same time attempting to achieve realisability. Let us provide some intuition on how AuRUS works, and how it can produce some solutions presented in [31].

AuRUS starts by generating an initial population that represents samples of candidate solutions. These are generated by introducing new assumptions based on patterns commonly found in reactive specifications [23]. For example, assumptions stating that input events occur infinitely often (\(\Box \Diamond r_1, \Box \Diamond r_2, \Box \Diamond a\)), and that different input events cannot simultaneously occur (\(\Box \neg (r_1 \land r_2 \land a)\)), will be considered. In our running example, the initial population already contains one of the realisable solutions proposed in [31]. Other candidate solutions can be obtained by the successive application of genetic operators to some selected specifications. AuRUS implements the two most common genetic operators, crossover and mutation. Given two specifications \(S_1\) and \(S_2\), the crossover operator will produce a new specification \(S_3\) by replacing a sub-formula of \(S_1\), by a sub-formula of \(S_2\). For instance, if both \(S_1\) and \(S_2\) are exactly the same specification \(G_1 \land G_2 \land G_3\), the crossover operator can produce a new specification \(S_3 = G_1 \land G'_2 \land G_3\), where \(G'_2 = \Box (r_1 \rightarrow \Diamond q_1)\) is obtained by replacing sub-formula \(q_2\) in \(G_2\), by the sub-formula \(q_1\) extracted from \(G_1\) in \(S_2\). On the other hand, the mutation operator will create a new specification by applying a syntactic mutation to some sub-formula of the specification. For instance, mutating generated specification \(S_4\), the algorithm can produce a new specification \(S' = G'_1 \land G'_2 \land G_3\) in which \(G'_1 = \Box (\neg q_1 \rightarrow G)\) is obtained by changing the operator \(\Diamond\) by \(G\) in \(G_1\). Going back to the arbiter solutions, to obtain the realisable version \(G_1 \land G_2 \land G'_3\), two mutations to the original guarantee \(G_3\) are necessary: first, a replacement of the sub-formula \(a\) by false leading to \(\Box \neg (q_1 \land \neg q_2)\); and then the replacement of operator \(\land\) by \(\lor\), obtaining the formula \(\Box \neg (q_1 \lor q_2)\) which is equivalent to \(G'_2\). AuRUS may produce other realisable specifications that can also be considered as candidate repairs. The fitness function plays a crucial role in guiding the search. Intuitively, the fitness function is the oracle that is used to assess the quality of the candidate solutions, giving higher scores to “better” individuals, i.e., those closer to sought solutions. AuRUS implements a multi-objective fitness function that assesses three key properties of the candidate solutions: (1) it checks whether the specification is realisable or not; (2) it then computes the syntactic similarity with respect to the original specification; and finally (3) it computes the semantic similarity with respect to the original specification (i.e., the number of behaviours preserved and removed by the formula modifications). We show in Section 6 the importance of each fitness factor to guide the search toward adequate solutions, i.e., solutions that are very alike to the original.

4 Aurus Approach

AuRUS takes as input an unrealisable specification \(S\), and by the successive application of genetic operators, it aims at producing a specification \(S'\) that is realisable, and minimizes the syntactic and semantic changes with respect to \(S\).

4.1 Search Space and Initial Population

Individuals in our search space are LTL specifications \(S = (A, G)\) over \(\mathcal{V}\), consisting of assumptions and guarantees. Genetic operators are used to produce new individuals with syntactic changes to both assumptions and guarantees, with equal probability. AuRUS begins by creating assumptions based on patterns commonly found in reactive specifications [23] to form the initial population. These new assumptions are generated from the original specification \(S\), resulting in \(S_0 = (A \cup a_0, G)\), where \(a_0\) follows the patterns: (1) \(\Box \Diamond x_i\), (2) \(\Box \neg (x_0 \land \ldots \land x_n)\), and (3) \(\Box \Diamond (x_0 \land \ldots \land x_i)\), for \(x_i \in X\). These patterns respectively express that the input \(x_i\) holds infinitely many times, that all input events cannot happen at the same time, and that all input events hold at the same time, infinitely many times. We only include input variables in the assumptions to prevent trivial solutions. Adding assumptions like \(\Box y\), \(y \in \mathcal{Y}\) would result in a specification that can easily be satisfied by setting \(y\) to false, making it trivially realisable. AuRUS avoids anomalous solutions [22] in the initial population and checks for unsatisfiable assumptions during the search to prevent trivially realisable repairs.
4.2 Genetic Operators

AuRUS implements the two most common genetic operators such as, crossover and mutation, adapted to LTL. Let $SF(\phi)$ be the list of sub-formulas of $\phi$, e.g., $SF(\Box p) = [\Box p, \neg p, p]$. We denote by $\psi(\phi, \phi')$ the formula that is obtained by replacing occurrences of $\phi$ in $\psi$, by $\phi'$. For instance, $\psi(\neg p, \neg p) \rightarrow \psi(\neg p)$ returns $\psi(\neg p)$. Given two formulas $\phi$ and $\phi'$, we define: $replaceSub(\phi, \phi') = \phi(\phi, \phi')$ and $combineSub(\phi, \phi') = \phi(\phi, \phi') \cup \psi(\phi, \phi')$. 

The crossover operator combines two LTL specifications, namely $S_1 = (A_1, G_1)$ and $S_2 = (A_2, G_2)$, to create a new specification $S_3 = (A_3, G_3)$. This is achieved by merging the assumptions and guarantees of the original specifications.

Particularly, every assumption in $A_3$ is taken from $A_1$ or $A_2$, or is generated by replacing (replace(sub($a_1$, $a_2$))) or combining (combine(sub($a_1$, $a_2$))) sub-formulas from $A_1$ and $A_2$, where $a_i \in A_i$. To generate $G_3$, the crossover operator performs the same choices but it takes guarantees from $G_1$ and $G_2$ instead.

The mutation operator takes a specification and applies syntactic modifications to produce a new one. Given a specification $S = (A, G)$, the algorithm randomly selects one assumption/guarantee to which the mutation will be applied. Let $mutate(\phi) = \phi'$ be the function that takes a formula and produces a mutation of it. When the mutation operator is applied to some assumption $a_i \in A$, it returns a new specification $S' = (A', G')$, where $S' = (A', G')$, and $A'$ is realisable, but not $G'$. The function $mutate(\phi)$ is defined as follows:

(1) if $\phi = b$ or $\phi = p$, where $b \in \{true, false\}$ and $p \in AP$, then:
   a. $\phi' = b'$, s.t. $b' \in \{true, false\}$ and $b \neq b'$.
   b. $\phi' = q$, s.t. $q \in AP$ and $p \neq q$.
   c. $\phi' = a_i \psi$ where $a_i \in \{\Box, \Diamond, \neg\}$.

(2) if $\phi = a_i \psi$, where $a_i \in \{\Box, \Diamond, \neg\}$, then:
   a. $\phi' = mutate(\phi_i)$.
   b. $\phi' = a_i mutate(\phi_i), s.t. a'_i \in \{\Box, \Diamond, \neg\}$.
   c. $\phi' = a_i 0, mutate(\phi_i), s.t. a'_i \in \{\Box, \Diamond, \neg\}$.
   d. $\phi' = p o_2 mutate(\phi_i), s.t. p \in AP, a'_i \in \{\Box, \Diamond, \neg\}$.

(3) if $\phi = \phi_1 \phi_2$, where $\phi_2 \in \{\neg, \Diamond, \Box, \neg\}$, then:
   a. $\phi' = mutate(\phi_1), s.t. \psi_1 \in \{\neg, \Diamond, \Box, \neg\}$.
   b. $\phi' = a_i 0, mutate(\phi_1), s.t. a'_i \in \{\Box, \Diamond, \neg\}$.
   c. $\phi' = a_i 0 0, mutate(\phi_1), s.t. a'_i \in \{\Box, \Diamond, \neg\}$.

4.3 Fitness Function

AuRUS is guided by a multi-objective fitness function that aims at generating a realisable variant, as close as possible, to the unrealisable specification given as input. This function focuses on checking three key properties of the candidate specifications, with the objective of finding one that is realisable, and that minimises the syntactic and semantic changes with respect to the original specification. Syntactic similarity is measured in terms of the number of syntactic sub-formulas shared by the original specification and the candidate. Semantic similarity is measured in terms of the number of behaviours that were maintained in the candidate. Basically, let $S$ be the unrealisable specification given as input, the fitness value for a candidate repair $S'$ is computed by the following function:

$$f(S') = \alpha \ast status(S') + \beta \ast synSim(S, S') + \gamma \ast semSim(S, S')$$

where $status(S')$ focuses on checking if $S'$ is satisfiable and realisable; while, $synSim(S, S')$ and $semSim(S, S')$ compute the syntactic and semantic similarities between $S$ and $S'$, respectively. Constants $\alpha$, $\beta$, and $\gamma$ are the factors that assign different weights to the three properties of interest in the candidate repair $S'$.

Let $S' = (A', G')$ be a candidate solution, we define $status(S')$ as follows:

$$status(S') = \begin{cases} 
1 & \text{if } A' \land G' \text{ is satisfiable and } A' \rightarrow G' \text{ realisable;} \\
0.5 & \text{if } A' \land G' \text{ is satisfiable, but } A' \rightarrow G' \text{ unsatisfiable;} \\
0.2 & \text{if } A' \land G' \text{ is unsatisfiable, but } A' \rightarrow G' \text{ is satisfiable;} \\
0.1 & \text{if } A' \text{ is satisfiable, but not } G'; \\
0 & \text{if } A' \text{ is unsatisfiable.}
\end{cases}$$

A small value for $synSim(S, S')$ indicates that $S'$ is syntactically very different from $S$, while values closer to 1 indicate that both specifications are very similar. The fitness function uses this value to quantify the syntactic changes produced by the genetic operators.

Small changes in the syntax of a specification may result in significant changes in its semantics. For example, a mutation that negates a formula may appear as a single syntactic change, but it can completely reverse the behaviors described by the original formula. The function $semSim(S, S')$ computes the semantic similarity between specifications $S$ and $S'$, measured in terms of the number of behaviours from the original specification still in the candidate repair. To automatically compute this value, we rely on LTL model counting. Given a specification $S$ and a bound $k$, let us denote by $\#(S, k)$ the number of models up to $k$ states satisfying $S$. We define $semSim(S, S')$ as follows:

$$semSim(S, S') = 0.5 \ast \frac{\#(S \land S', k)}{\#(S, k)} + \frac{\#(S \land S', k)}{\#(S', k)}$$

Small values for $semSim(S, S')$ indicate that the behaviors described by $S$ are very different from the ones described by $S'$. In particular, when $S \land S'$ is unsatisfiable, $semSim(S, S') = 0$. As this value gets closer to 1, both specifications characterise an increasingly large number of common behaviours. Since the computation of $semSim(S, S')$ requires calculating several model counting instances, it is crucial for AuRUS to perform model counting efficiently. Thus, later in Section 5, we develop an automata-based estimation for LTL model counting, that scales much better than exact LTL model counting algorithms. The user can select different values for the different parameters that might affect the fitness function, e.g., $\alpha$, $\beta$, $\gamma$, and the bound $k$. We tested AuRUS in various
complex specifications, selecting the best-performing configuration and comparing its effectiveness to previous techniques in Section 6.

4.4 Selection

The fittest individuals are chosen for the next generation using the traditional "best selector" operator, sorting individuals by fitness and selecting the best until maximum population size.

4.5 Soundness, and (In)completeness

AuRUS guarantees satisfiability and realisability of its generated repairs, checked using Pulsat [35] and Strix [43], respectively. While AuRUS uses a non-exhaustive search and may not consider all possible repairs, its genetic operators are complete, allowing the production of $\varphi'$ from $\varphi$ via crossover and mutation.

5 LTL MODEL COUNTING APPROXIMATION

AuRUS proposes to use LTL model counting to compute the semantic similarity $\text{semSim}(S, S')$. Unfortunately, exact LTL model counting techniques quickly reach their scalability limits [25]. As a consequence, the work presented in [19] attempts to deal with the scalability issues. It presents a translation from LTL formulas to regular expressions, such that, each string recognized by the regular expression is a prefix of some trace satisfying the formula. Then, a string model counter (ABC [10]) is used to compute the number of strings that, up to a certain length, satisfy the regular expression. Though effective, this approach works on specific examples but fails to scale overall (failing in 22/26 specifications, see Section 6).

Thus, we develop a new technique to efficiently estimate the LTL model counting problem. Intuitively, we aim at counting the number of prefixes satisfying an LTL formula and use that number as a proxy for the number of models of the formula. To improve scalability, we employ matrices multiplication for this task (as ABC [10]).

Basically, our approach operates in two steps. First, we rely on established algorithms to generate an automaton $A_\varphi$ that recognizes all the traces satisfying a given formula $\varphi$. Recall that LTL formulas are interpreted on infinite traces (c.f. Section 2.1). This means that every trace satisfying $\varphi$ has a path in automaton $A_\varphi$, in which some accepting state is visited infinitely many times (i.e., a loop). Notice that, every finite path reaching some accepting state of $A_\varphi$, is potentially a prefix of some trace recognised by $A_\varphi$. Then, we can have an estimation of the number of traces accepted by $A_\varphi$, by counting the number of finite paths of $A_\varphi$ that reach some accepting state (this can be thought as if we interpreted accepting state $\text{I}$ as accepting state $\text{F}$). For example, $\varphi$ accepts the lasso traces of length 4 for $\psi$ but our approach reports 108 (i.e., the approximate number of prefixes for these traces). However, we show in Section 6.5 that it provides a good estimation of the exact model counting. Meaning that, if it computes that formula $\varphi$ has more prefixes of length $k$ than formula $\psi$, then it is almost sure that the number of lasso traces of $\varphi$ of length $k$ is greater than the number of lasso traces for $\psi$.

6 EXPERIMENTAL EVALUATION

We evaluate AuRUS around the following research questions:

RQ2 How does it compare with random generation?

RQ3 Does AuRUS generate unique solutions?

RQ4 How does each objective of the fitness function contribute to AuRUS’ effectiveness?

RQ5 What is the precision of our model counting method?

We answer RQ1-RQ4 using unrealisable specifications from the literature and benchmarks, and RQ5 using randomly picked LTL formulas from an LTL SAT solving benchmark.

Specifications. We consider 26 unrealisable specifications in our evaluation. Table 1 summarises for each specification the number of input/output variables, assumptions (A), and guarantees (G). We consider 5 cases from the literature, 13 from SYNTCOMP [4], and 8 specifications created by students and reported in SYNTCH15 [41].

| Table 1: Unrealisable Specifications. |
|---------------------------------------|
| **Specification** | **Input-Output** | **Assumptions** | **Guarantees** |
| Humanoid455 | 3-10 | 7-11 |
| Humanoid503 | 6-11 | 1-17 |
| Humanoid531 | 1-11 | 2-17 |
| Humanoid741 | 4-14 | 5-21 |
| Humanoid742 | 1-14 | 2-26 |
| GyroV1 | 3-3 | 6-7 |
| GyroV2 | 3-3 | 7-7 |
| PCellV2888 | 3-9 | 4-21 |

Implementation. AuRUS uses OWL [32] to manipulate LTL specifications. Apache Commons Math [2] to manipulate matrices.
for model counting. AuRUS also integrates Polsat [35], a portfolio that runs 4 LTL solvers in parallel. Moreover, AuRUS uses Strix [43] to check realisability. The experiments in this section were conducted on a cluster with Xeon 2.6GHz, with 16Gb of RAM, running GNU/Linux. The tool, case studies, and a description of how to reproduce the experiments can be found in the replication package https://sites.google.com/site/unrealrepair/.

Experimental Setup. As AuRUS is driven by random decisions, for each experiment, we run it 10 times. Precisely, in our experiment AuRUS is configured as follows: the population size is 100, the model-counter bound $k$ is 20, best selector, the crossover operator is applied to 10% of the individuals, and the mutation operator is applied to each individual, to which each gene (sub-formula) is mutated with a probability of $1/N$ (where $N$ is the size of the formula). The termination criterion is reached either when 1000 individuals are generated or after 2hrs of execution time.

Notice that, our fitness function (Sec. 4.3) focuses on three aspects of the candidate solution (the status ($\alpha$), the syntactic ($\beta$) and semantic ($\gamma$) similarities). We assess the performance of AuRUS under many configurations, by considering values for $\alpha$, $\beta$, and $\gamma$, such that $\alpha + \beta + \gamma = 1$ (i.e., the sum of weights is 100%). We organise our unrealistic specifications into two disjoint sets: the development set, and the evaluation set. We randomly selected 6 cases to be part of the development set (2 from the literature, 2 from SYNTech15, and 2 from SYNTCOMP) and the remaining 20 cases as part of the evaluation set. The development set is meant to support us in setting the parameters of our algorithm, with the hope that the best-performing configuration for the development set, will generalise to the evaluation set. To find the best-performing configuration, for each experiment we measure the number of repairs generated by AuRUS, as well as, the syntactic and semantic similarities of the found solutions. Then, for each case, we can compare the performance of two configurations by using the Vargha-Delaney $A$ ($A_{12}$) measure [53], to determine which configuration obtained better performance for that particular subject. This will allow us to analyse which configuration generalises more and better to all the case studies. Particularly, realisability checking is crucial for quality and quantity of solutions. Also, better performance is reached when the weight assigned to the semantic similarity is greater or equal to the one assigned to the syntactic similarity. For instance, configurations ($\alpha = .7, \beta = .1, \gamma = .2$), ($\alpha = .5, \beta = .07, \gamma = .05$), or ($\alpha = .9, \beta = .05, \gamma = .05$) typically reach better performance.

6.1 Effectiveness and Efficiency Evaluation

Table 2 summarises the average results, out of the 10 runs, obtained with the best-performing configuration for each case study. We report the average number of repairs and time (in seconds) per case required by AuRUS to explore the 1000 individuals. Noticeable, AuRUS succeeds in generating satisfiable and realisable repairs in 100% of the runs. As expected, it required more time to analyse the more complex specifications such as the Lift, full arbiter, and Humanoid cases in which the 2 hours timeout was reached. Particularly, there are four cases for which the algorithm could find just a few repairs: on average, 4 repairs for the full arbiter, 13 for the prioritized arbiter, and 3 repairs for Humanoid503 and PCarV2-888. This is because these cases contain several guarantees that require many changes by the algorithm to finally find realisable solutions. In particular, the first 2 cases are part of the synthesis competition and were made artificially unrealisable (by adding assertions contradicting the existing ones) to use them for assessing the efficiency of the tools participating in the competition.

### Table 2: Comparison between AuRUS and random.

| Literature | Tech. | #Sol. | Time |
|------------|-------|-------|------|
| Arbeiter   | AuRUS | 467   | 921  |
| Minepump   | Random | 11    | 404  |
| RO1        | AuRUS | 350   | 529  |
| RO2        | AuRUS | 419   | 935  |
| Lift       | AuRUS | 503   | 3170 |
| SYNTtech15 | Random | 7     | 724  |
| GyroV2     | AuRUS | 618   | 1130 |
| Humansoid48 | Random | 26    | 738  |
| Humansoid50 | Random | 1     | 636  |
| Humansoid51 | Random | 12    | 940  |
| Humansoid52 | Random | 1     | 636  |
| Humansoid53 | Random | 12    | 740  |
| Humansoid54 | Random | 12    | 756  |
| Humansoid55 | Random | 12    | 768  |
| PCarV2-888 | AuRUS | 5     | 909  |

6.2 Comparison with Random Generation

Random starts by producing 1000 syntactic variants of each unrealisable specification and then checks which one is satisfiable and realisable. The random approach uses the same mutation operator as AuRUS to produce syntactic modifications to the original specifications, with the additional requirement that at least one sub-formula (assumption/guarantee) has been modified. We repeat this experiment 10 times and report all results in Table 2. Notice that, unsurprisingly, the time required by random is considerably smaller than the required by AuRUS in most cases, except for cases ltl2dba_R, ltl2dba_theta, and Prioritized Arbiter. However, random effectiveness is relatively low compared to AuRUS, producing on average 23 times less repairs than AuRUS. We also compute, for each case study, the $A_{12}$ measure to compare the number of repairs obtained in the 10 runs of our best-performing configuration and random. $A_{12}$ results to be 100% for almost every case study, indicating that AuRUS obtains more repairs than random in every run. There are only 3 exceptions where random produces more realisable solutions: in Full Arbiter ($A_{12}$ of 33.3%), Prioritized Arbiter ($A_{12}$ of 10.5%) and PCarV2-888 ($A_{12}$ of 33.3%). Fig. 3 shows further details regarding random performance.

6.3 Comparison with Related Approaches

We study to what extent AuRUS’s repairs are unique or related to the repairs produced by other approaches. Precisely, we analyse if AuRUS is able to produce some equivalent, weaker, or stronger repair. We say that a formula $B$ is weaker than $A$, if $A \rightarrow B$ holds (i.e., if $A \land \neg B$ is unsatisfiable). Typically, weaker specifications are thought of as more general solutions, while stronger ones correspond to more localised solutions. Our intention is twofold: we
want to show that AuRUS can produce repairs that are close to the ones obtained by other approaches, and also that it can generate unique solutions that cannot be computed by existing techniques.

Manually reported solutions. AuRUS can generate equivalent solutions to some manual repairs, reported in the literature, for the Arbiter, MinePump, RG2, and Lift cases. Additionally, it produces some weaker/stronger solutions, compared to the manual ones, as well as many unique solutions, giving further choices to the engineer in how to refine the specifications to get a realisable one.

Automatically generated solutions. We consider the work presented by Maoz et al. [41], limited to GR(1). They present two symbolic techniques for learning missing assumptions: JVTS-Repair, which generates new assumptions from the counter-strategies built as proofs of unrealisability; and GLASS, that computes safety, justice, and initial assumptions to ensure the corresponding safety, justice, and initial guarantees of the unrealisable specification. Also, [41] re-implements the algorithm presented in [8](AMT13), which also generates missing assumptions from counter-strategies. Notice that, while GLASS generates only 1 candidate repair, JVTS-Repair and AMT13 may generate many candidates (because they try to remove the counter-strategies generated). To perform this comparison we took specifications from SYNTech15 and others expressed in GR(1) such as RG1, RG2, and Lift (see Table 1).

Table 3 summarises, for each case, the number of unique solutions (left) produced by AuRUS, i.e., the number of solutions not generated by other techniques, and the number of equivalent solutions to one produced by other approaches (right). Notice that the comparison is always in between AuRUS and the related techniques, but we do not compare the related approaches against each other (i.e., we do not compare GLASS vs JVTS-Repair vs AMT13).

We observe that in most of the cases, AuRUS and GLASS complement each other, with the only exception for case RG2, where AuRUS produces an equivalent solution to the one proposed by GLASS. Moreover, for all considered cases, AuRUS generates many weaker/stronger repairs (between 2 and 80) than the one provided by GLASS, and the remaining are unique. When analysing AMT13 repairs, we observe that AuRUS generates, for all cases in which the bound of 10 minutes was not reached (same timeout of [41]) except for Humanoid458, between 1 to 4 equivalent solutions, and the remaining In the case of JVTS-Repair, AuRUS only generates 1 equivalent solution for the case RG2. In all case studies, many solutions generated by AuRUS maintains some relation (i.e., weaker/stronger) to the ones generated by JVTS-Repair and AMT13, but the majority are unique. The results evidence that the overlapping between the solutions is low, indicating that AuRUS can complement existing techniques, and provide a rich set of variants to the engineer to resolve the source of unrealisability.

6.4 Importance of the three properties

We first study AuRUS’ effectiveness, when some properties are deactivated from the fitness function. We run it under six extra configurations (see Fig. 3). In configurations (Syn, Sem, Syn+Sem) we deactivate the status checking, being AuRUS only guided by the syntactic and/or semantic similarity (realisability is only checked at the end of the execution, to check which candidate is a solution). In configurations (Real, Real+Syn, Real+Sem) we deactivates the syntactic and/or semantic similarity computation from the fitness function. Configuration Real+Syn+Sem denotes that AuRUS is guided by the three properties. Fig. 3 reports, for each configuration, the average percentage of repairs found per case study, with respect to the best performance previously discussed (with the three factors activated). Precisely, for the orange plots (repairs produced), the y-axis represents the relative difference between configuration runs and the best result for this metric across all configuration runs. For instance, the configuration Real+Syn+Sem produced on average 467 repairs while the highest number across all configurations is 531 in the arbiter example. In the red and green plots, the similarity is measured relative to the original specification. Notice that, by removing the realisability checking, AuRUS behaves pretty similar, or even worse, than random, affecting drastically its effectiveness in finding repairs. On the other hand, configurations that use realisability checking considerably improve AuRUS’ effectiveness, being able to find more solutions. In fact, we compute $\bar{A}_{12}$ values to compare different configurations for each case, and we can ensure that if AuRUS is guided by the 3 properties (Real+Syn+Sem), it obtains more repairs than the configurations that remove some of the properties.

We also analyse the quality of the best 10 ranked repairs, measured in terms of the syntactic (red) and semantic (green) similarity, that can be presented to the engineer for analysis and validation. It is almost always the case that our best-performing configuration (Real+Syn+Sem) obtains better syntactic and semantic similarities than the other configurations. Only in a few cases where random found more repairs than AuRUS, outperforms us in syntactical and semantic similarities. Two exceptions occur in Humanoid741/742, where the solutions found by configuration Real+Sem have better semantic similarities than the repairs found by Real+Syn+Sem. The outliers in Fig. 3 correspond to the mentioned cases.
6.5 Evaluating our Model Counting Approach

To evaluate the precision and scalability of our model counting approach, we compare it with two related approaches. Firstly, we re-implemented an established exact model counting approach, that will be used as a baseline in the comparison. We basically encode LTL formulas as propositional formulas, such that, for a given bound \( k \), each satisfying valuation of the encoding corresponds to a lasso-trace of \( k \) states of the formula [33]. Then, we can use a propositional model counter [28, 49, 50] to indirectly solve the LTL (bounded) model counting. The propositional encoding explodes exponentially as the bound is incremented, thus it can only be applied to small values of \( k \). For the comparison, we additionally consider the approach that served us as motivation, presented in [19]. It also attempts to approximate LTL model counting, by generating a regex from a formula, then fed to the string model counter ABC [10] to estimate the number of models. Encoding our reactive specifications into propositional constraints can quickly produce formulas beyond what exact model counters can analyse. Therefore, we generate ten sets, \( S_0, \ldots, S_9 \), with 50 random LTL formulas, feasible for all approaches, taken from a well-established benchmark [1], used for assessing SAT solvers [36]. For each formula in each set, we compute the number of models, for \( k \in \{6, 10\} \), using the Exact Model-Counting, the approach of [19] (RE), and our Approximate Model-Counting (ApMC). Then, we rank the formulas in ascending order w.r.t. the number of models obtained with each technique. We compare these rankings to verify if the techniques preserve the ranking of the exact MC.

| Set | Exact | ApMC | Exact - ApMC | RE | Exact - RE |
|-----|-------|------|--------------|----|------------|
| S0  | 3665  | 2    | 0            | 102| 11         |
| S1  | 8815  | 2    | 0            | 102| 9          |
| S2  | 5737  | 2    | 0            | 101| 7          |
| S3  | 5299  | 2    | 0            | 101| 6          |
| S4  | 5844  | 2    | 0            | 102| 5          |
| S5  | 5665  | 2    | 0            | 102| 6          |
| S6  | 5130  | 2    | 0            | 103| 10         |
| S7  | 5929  | 2    | 0            | 103| 8          |
| S8  | 8800  | 2    | 0            | 101| 10         |
| S9  | 6172  | 2    | 0            | 103| 7          |

Table 4 shows the results of the comparison only for bound \( k = 10 \) (other bounds are in the tool’s site). It reports the execution time in seconds and the difference between rankings provided by ApMC and RE w.r.t. the ranking of the Exact model counter. The results show that ApMC, in 9/10 sets, produces the same ranking as Exact. In only 1 set it misclassified 2/50 formulas. Contrary, RE misclassified 8 formulas per set on average. Exact required 470 seconds, for a bound of 6, to 6000 seconds, for a bound of 10, to analyze each set on average. RE required more than 100 seconds per set, while ApMC required only 2 seconds per set. We assess scalability by testing approaches on 26 Table 1 specifications. Exact quickly becomes infeasible, while RE failed on 22/26 specifications, but ApMC succeeded on all, even with large bounds.

7 RELATED WORK

In reactive logics, the system’s expected properties are captured in temporal logics [38, 39], this is a typical setting in many essential activities, such as model checking [17], property monitoring [11], and model-based testing [26]. Detecting and finding flaws in specifications has been the focus on many studies [20, 21, 52]. Recent works present different techniques to automatically repair the system’s specification [6, 15, 18]. Unlike these approaches, which target the behavioural model, AuRUS aims to repair the declarative specification from which the synthesis tool will later generate an adequate model. LTL-Reactive synthesis has been studied for many years [7, 9, 24, 40, 45, 46]. Many approaches have focused on diagnosing the cause of unsatisfiability by computing a core of assertions that makes the specification unreal [48] or by generating a counter-strategy showing how the environment can prevent the controller from satisfying the guarantees [47]. Other approaches focus on undesirable properties of realisable specifications that affect the controllers’ quality [22]. AuRUS guarantees to produce satisfactory and realisable repairs, and the mentioned techniques can complement the analysis to assess and improve our repairs’ quality.

Recent approaches focus on inferring missing assumptions from unrealisable specifications [8, 13, 14, 37, 41]. Their limitations are twofold: they work on LTL fragments, e.g., GR(1), and only attempt to solve unrealisability, adding assumptions, not considering that existing ones/guarantees might be incorrect, which is often the case [5, 51, 52]. We show in Section 6.3 that AuRUS complements these techniques by being able to analyse general LTL specifications, changing both assumptions and guarantees, and providing more variants to repair unrealisability. Program repair tools, like GenProg [34] and DirectFix [42], use evolutionary algorithms to explore syntactical variants of the buggy program. These algorithms also aim to guide the search toward repairs similar to the input program. AuRUS uses LTL model counting to measure the semantic distance of the candidates concerning the initial specification. We show that existing LTL model counting tools [19, 25] quickly reach their scalability limits. Thus, we developed an approach to approximate it, proving that it is more efficient than the mentioned methods.

8 CONCLUSION

This paper presents AuRUS, a search-based approach to repair unrealisable specifications. Compared to previous methods that typically focus their analyses on identifying missing assumptions, AuRUS aims to modify assumptions and guarantees. The key aim is to generate realisable versions close to the given unrealisable ones. We defined syntactic and semantic similarity notions, essentials in guiding the algorithm towards quality solutions. AuRUS succeeded in repairing several case studies from the literature, established benchmarks, and managed to generate solutions in line with manual and automated fixes.
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