Spectral Modes of Network Dynamics Reveal Increased Informational Complexity Near Criticality
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Abstract

What does the informational complexity of dynamical networked systems tell us about intrinsic mechanisms and functions of these complex systems? Recent complexity measures such as integrated information have sought to operationalize this problem taking a whole-versus-parts perspective, wherein one explicitly computes the amount of information generated by a network as a whole over and above that generated by the sum of its parts during state transitions. While several numerical schemes for estimating network integrated information exist, it is instructive to pursue an analytic approach that computes integrated information as a function of network weights. Our formulation of integrated information uses a Kullback-Leibler divergence between the multi-variate distribution on the set of network states versus the corresponding factorized distribution over its parts. Implementing stochastic Gaussian dynamics, we perform computations for several prototypical network topologies. Our findings show increased informational complexity near criticality, which remains consistent across network topologies. Spectral decomposition of the system’s dynamics reveals how informational complexity is governed by eigenmodes of both, the network’s covariance and adjacency matrices. We find that as the dynamics of the system approach criticality, high integrated information is exclusively driven by the eigen-mode corresponding to the leading eigenvalue of the covariance matrix, while sub-leading modes get suppressed. The implication of this result is that it might be favorable for complex dynamical networked systems such as the human brain or communication systems to operate near criticality so that efficient information integration might be achieved.

1 Introduction

Quantifying informational processes of dynamical networked systems has been increasingly useful as a unique window for probing internal system states and mechanisms that underlie observed phenomenological behaviors of many complex systems. Mapping structure-function relationships in this way by using information theory has paid off for studying both, complex biological systems such as the brain or engineered systems such as communication networks. A prominent information-theoretic complexity measure that has shown a recent resurgence of interest in the wake of consciousness research is integrated information (often denoted as Φ). It was first introduced in neuroscience as a complexity measure for neural networks, and touted as a correlate of consciousness [10]. Integrated information Φ is loosely defined as the quantity of information generated by a network as a whole, due to its causal dynamical interactions, that is over and above the information generated independently by the disjoint sum of its parts. As a complexity measure, Φ seeks to operationalize the intuition that complexity arises from
simultaneous integration and differentiation of the network’s structure and dynamics. Integration results in distributed coordination among nodes, while differentiation leads to functional specializations, thus enabling the emergence of the system’s collective states. The interplay between integration and differentiation thus generates information that is highly diversified yet integrated, creating patterns of high complexity. Following initial proposals \[17\], \[18\], \[19\], several approaches have been developed to compute integrated information \[1\], \[4\], \[5\], \[6\], \[8\], \[9\], \[11\], \[13\], \[14\] (see also \[2\], \[15\], \[16\], \[20\] for other related measures). Some of these were constructed for networks with discrete states, others for continuous state variables. In this paper, we will consider stochastic network dynamics with continuous state variables because this class of networks model many biological as well as communication systems that generate multivariate time-series signals. We want to study the precise analytic relationship between the information integrated by these networks and the couplings that parametrize their structure and dynamics. It turns out that tuning the dynamical operating point of a network near the edge of criticality leads to a high rate of network information integration and that remains consistent across network topologies. To explain this phenomenon, we analyze the spectrum of the network’s dynamics. This reveals that integrated information is coupled to the characteristics of the eigenmodes of the system’s covariance matrix, and in turn these are related to the eigenvalues of the network’s adjacency matrix. In this paper, we make these relationships precise.

2 Methods

We consider complex networks with linear multivariate dynamics and Gaussian noise. It follows that the state of each node is given by a random variable pertaining to a Gaussian distribution. For many realistic applications, Gaussian-distributed variables are fairly reasonable abstractions. The state of the network \(X_t\) at time \(t\) is taken as a multivariate Gaussian variable with distribution \(P_{X_t}(x_t)\). \(x_t\) denotes an instantiation of \(X_t\) with components \(x_i^t\) (\(i\) going from 1 to \(n\), \(n\) being the number of nodes). When the network makes a transition from an initial state \(X_0\) to a state \(X_1\) at time \(t = 1\), observing the final state generates information about the system’s initial state. The information generated equals the reduction in uncertainty regarding the initial state \(X_0\). This is given by the conditional entropy \(H(X_0|X_1)\). In order to extract that part of the information generated by the system as a whole, over and above that generated individually by its irreducible parts, one computes the relative conditional entropy given by the Kullback-Leibler divergence of the conditional distribution of the whole system with respect to the joint conditional distributions of its irreducible parts \[6\]. Here \(M_k^t\) denotes the state variable of the \(k^{th}\)-component of the partitioned system at time \(t\). Denoting the Kullback-Leibler divergence of the above quantities as \(\Phi\), we have

\[
\Phi(X_0 \rightarrow X_1 = x') = D_{KL} \left( P_{X_0|X_1=x'} || \prod_{k=1}^n P_{M_k^0|M_k^0=m'} \right)
\]

(1)

where for the partitioned system, the state variables \(X_0\) and \(X_1\) can be expressed as formal sums \(X_0 = \bigoplus_{k=1}^n M_k^0\) and \(X_1 = \bigoplus_{k=1}^n M_k^1\) respectively. To have a measure that is independent of any particular instantiation of the final state \(x'\), we average eq.(1) with respect to final states to obtain

\[
\langle \Phi \rangle (X_0 \rightarrow X_1) = -H(X_0|X_1) + \sum_{k=1}^n H(M_k^0|M_k^1)
\]

(2)
This is the definition of integrated information that we will use [3]. The state variable at
each time \( t = 0 \) and \( t = 1 \) follows a multivariate Gaussian distribution \( X_0 \sim \mathcal{N}(\bar{x}_0, \Sigma(X_0)) \)
and \( X_1 \sim \mathcal{N}(\bar{x}_1, \Sigma(X_1)) \) respectively. The generative model for this system is equivalent to a
multi-variate auto-regressive process [10]

\[
X_1 = \mathcal{A} X_0 + E_1
\]

where \( \mathcal{A} \) is the weighted adjacency matrix of the network and \( E_1 \) is Gaussian noise. Taking
the mean and covariance respectively on both sides of this equation, while holding the residual
independent of the regression variables gives

\[
\bar{x}_1 = \mathcal{A} \bar{x}_0 \quad \Sigma(X_1) = \mathcal{A} \Sigma(X_0) \mathcal{A}^T + \Sigma(E)
\]

In the absence of any external inputs, stationary solutions of a stochastic linear dynamical
system as in eq.(3) are fluctuations about the origin. Therefore, we can shift coordinates to set
the means \( \bar{x}_0 \) and consequently \( \bar{x}_1 \) to the zero. The second equality in eq.(4) is the discrete-time
Lyapunov equation and its solution will give us the covariance matrix of the state variables.
The conditional entropy for a multivariate Gaussian variable was computed in [11]

\[
H(X_0|X_1) = \frac{1}{2} n \log(2\pi e) - \frac{1}{2} \log |\Sigma(X_0|X_1)|
\]

and depends on the conditional covariance matrix. Substituting in eq.(2) yields

\[
\langle \Phi \rangle (X_0 \rightarrow X_1) = \frac{1}{2} \log \left[ \prod_{k=1}^{n} \frac{\det \Sigma(M_0^k|M_1^k)}{\det \Sigma(X_0|X_1)} \right]
\]

In order to compute the conditional covariance matrix we make use of the identity (proof of
this identity for the Gaussian case was demonstrated in [10])

\[
\Sigma(X|Y) = \Sigma(X) - \Sigma(X,Y) \Sigma(Y)^{-1} \Sigma(X,Y)^T
\]

Computing \( \Sigma(X_0, X_1) = \Sigma(X_0) \mathcal{A}^T \) and using the above identity, we get

\[
\Sigma(X_0|X_1) = \Sigma(X_0) - \Sigma(X_0) \mathcal{A}^T \Sigma(X_1) \mathcal{A} \Sigma(X_0)^T
\]

\[
\Sigma(M_0^k|M_1^k) = \Sigma(M_0^k) - \Sigma(M_0^k) \mathcal{A}^T k \Sigma(M_1^k) \mathcal{A}^{-1} k \Sigma(M_0^k)^T
\]

the conditional covariance for the whole system and that for its parts respectively. The variable \( M_0^k \) refers to the state of the \( k^{th} \) node at \( t = 0 \) and \( \mathcal{A}|_k \) denotes the (trivial) restriction of the
adjacency matrix to the \( k^{th} \) node. For discrete-time linear systems, a unique fixed point exists as
long as all eigenvalues of \( \mathcal{A} \) differ from one (in the absence of external inputs). Stable stationary
solutions of this system are obtained when the magnitude of all eigenvalues is less than one. In
that regime, the multivariate probability distribution of states approaches stationarity and the
covariance matrix converges, such that \( \Sigma(X_1) = \Sigma(X_0) \) (here \( t = 0 \) and \( t = 1 \) refer to time-
points after the system has converged to its fixed point). Then the discrete-time Lyapunov
equation in eq.(4) can be solved for the stable covariance matrix \( \Sigma(X_0) \). For networks with
symmetric adjacency matrix and independent Gaussian noise, the solution takes a particularly
simple form

\[
\Sigma(X_0) = (1 - \mathcal{A}^2)^{-1} \Sigma(E)
\]
and for the parts, we have
\[ \Sigma(M^k_0) = \Sigma(X_0)|_k \] (11)
given by the restriction of the full covariance matrix on the \(k^{th}\) component. Note that eq.(11) is not the same as taking eq.(10) on the restricted adjacency matrix as that would mean that the \(k^{th}\) node has been explicitly severed from the rest of the network. In fact, eq.(11) is the variance of the \(k^{th}\) node while it is still part of the network and \(\langle \Phi \rangle\) yields the amount of information that is still greater than that of the sum of these connected parts. Inserting eqs.(8), (9), (10) and (11) into eq.(6) yields \(\langle \Phi \rangle\) as a function of network weights for symmetric networks.

3 Results

Using the mathematical tools described above, we now compute exact analytic solutions for \(\langle \Phi \rangle\) for the 6 networks shown in Figure 1 below. Each of these networks have 10x10 adjacency matrices with bi-directional weights (though our analysis applies to directed graphs as well).

We want to determine the characteristics of \(\langle \Phi \rangle\) as a function of network weights, which we keep as free parameters. However, in order to constrain the space of parameters, we set all weights to a single parameter, the global coupling strength \(g\). This coupling parameter allows us to scale network weights from zero until the point that the system’s dynamics becomes unstable. This gives us \(\langle \Phi \rangle\) as a function of \(g\). The analytic results for each network labeled from 1 to 6 are shown in eqs.(12), (13), (14), (15), (16) and (17) respectively. These are computed for a time-step when the system transitions from \(X_0\) to \(X_1\). Our calculations of \(\langle \Phi \rangle\) are performed for stable stationary solutions (which we can explicitly obtain from the dynamics).

\[ \langle \Phi \rangle_1 = \frac{1}{2} \log \frac{(1 - 73g^2)^{10}}{(1 - 82g^2 + 81g^4)^{10}} \] (12)
\[ \langle \Phi \rangle_2 = \frac{1}{2} \log \frac{A_1 \cdot A_2 \cdot A_3}{(-1 + 18g^2 - 59g^4 + 59g^6 - 15g^8 + g^{10})^{10}} \] (13)

where
\[ A_1 = (1 - 15g^2 + 72g^4 - 19g^6 + 4g^8)^2 (1 - 15g^2 + 35g^4 - 4g^6 + 2g^8)^2 \]
\[ A_2 = (1 - 13g^2 + 37g^4 - 30g^6 + 3g^8)^2 (1 - 15g^2 + 37g^4 - 27g^6 + 4g^8)^2 \]
\[ A_3 = (1 - 14g^2 + 36g^4 - 26g^6 + 4g^8)^2 \]
\[ \langle \Phi \rangle_3 = \frac{1}{2} \log \frac{(1 - 9g^2 + 11g^4)^{10}}{(1 - 12g^2 + 28g^4 - 9g^6)^{10}} \] (14)
\[ \langle \Phi \rangle_4 = \frac{1}{2} \log \frac{B_1 \cdot B_2 \cdot B_3}{(1 - 3g^2 + g^4)^{10} (1 - 21g^2 + 152g^4 - 445g^6 + 441g^8)^{10}} \] (15)

where
\[ B_1 = (1 - 21g^2 + 161g^4 - 563g^6 + 895g^8 - 517g^{10})^4 \]
\[ B_2 = (1 - 21g^2 + 159g^4 - 535g^6 + 793g^8 - 409g^{10})^4 \]
\[ B_3 = (1 - 21g^2 + 159g^4 - 533g^6 + 769g^8 - 355g^{10})^2 \]

1For the case of asymmetric weights, the entries of the covariance matrix cannot be explicitly expressed as a matrix equation. However, they may still be solved by Jordan decomposition of both sides of the Lyapunov equation.
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\[ \langle \Phi \rangle_5 = \frac{1}{2} \log \frac{(1 - 8g^2 + 11g^4)^2 (1 - 10g^2 + 26g^4 - 19g^6)^4 (1 - 9g^2 + 22g^4 - 16g^6)^4}{(-1 + g^2)^8 (1 - 11g^2 + 31g^4 - 25g^6)^{10}} \] (16)

\[ \langle \Phi \rangle_6 = \frac{1}{2} \log \frac{(1 - 5g^2 + 5g^4)^{10}}{(1 - 7g^2 + 13g^4 - 4g^6)^{10}} \] (17)

In figure 2, we plot characteristic \( \langle \Phi \rangle \) profiles for each network, based on the above solutions. This figure highlights a couple of interesting features about integrated information. First of all, irrespective of topology, all networks approach a pole at some value of \( g \), near which, the integrated information of that network is extremely high. Furthermore, the location of the pole is precisely the critical point after which the largest eigenvalue of the network slips outside of the radius of stability. However, differences in network topologies do play a role in placing each network’s \( \langle \Phi \rangle \) profile in distinct regions of the coupling phase space. Figure 2 shows an ordering of these profiles: the most densely packed networks lie towards the left end, while the least densely connected ones are more on the right.

3.1 Spectral Modes

We have seen that the analytic solutions for \( \langle \Phi \rangle \) obtained above have poles at specific values of \( g \). These poles of complexity are located at critical points of the network’s dynamics. Since the expressions we have computed are exact analytic, we can analyze stability in the vicinity of these poles by analyzing the spectral eigenmodes of the network. The eigenvalues of the adjacency matrix depend on the coupling \( g \) (because \( g \) scales the weights of the edges). Stability of the system in the stationary regime is guaranteed if and only if the norm of every eigenvalue of \( A \) is less than one. Unit norm corresponds to critical dynamics. Examining each of the networks...
considered above, we find that these poles are located precisely at those values of the coupling \( g \), where one or more eigenvalues equal unit length (shown in table 1). From the plots of \( \langle \Phi \rangle \) we find that irrespective of topology, network integrated information sharply increases near criticality (while still in the stable regime). Solutions of \( \langle \Phi \rangle \) corresponding to stable stationary dynamics exist for values of coupling \( g \) for which all eigenvalues of \( A \) are within the interval \((-1, 1)\). As the eigenvalues increase with increasing value of \( g \), when the largest eigenvalue touches plus or minus one, the dynamical system becomes critical and hits a pole in \( \langle \Phi \rangle \). Therefore, stable solutions are only defined for \( g \) from 0 until the point where the first pole appears. After that point, stationary solutions do not exist, though non-stationary ones may be found. In this work, we only consider stationary solutions as these refer to fixed points/attractors of dynamical systems. Non-stationary solutions may be interesting for studying meta-stable or transient states.

From the computed expressions of \( \langle \Phi \rangle \), we determine the position of the poles by computing the roots of the denominators. For our six networks, these poles occur at the values of \( g \) shown in table 1. Now consider the eigenmodes of the adjacency matrix \( A \). As each edge has weight \( g \), the eigenvalues of \( A \) are multiples of the coupling \( g \) and are shown for all networks in table 2. Having this, if we now insert the value of \( g \) at the first pole for each network into its corresponding eigenvalues, we find that the largest eigenvalue becomes precisely plus or minus...
Table 2: Network spectra showing eigenvalues of $A$ for all six networks.

| Network 1 | Network 2 | Network 3 | Network 4 | Network 5 | Network 6 |
|-----------|-----------|-----------|-----------|-----------|-----------|
| $9g$      | $3.75626g$| $3g$      | $3g$      | $2.67513g$| $2g$      |
| $-g$      | $-3.75626g$| $-3g$    | $-2.47283g$| $-2.67513g$| $-2g$    |
| $-g$      | $1.51594g$ | $1.61803g$| $1.93543g$ | $1.53919g$ | $1.61803g$|
| $-g$      | $-1.51594g$| $1.61803g$| $-1.61803g$| $-1.53919g$| $1.61803g$|
| $-g$      | $1.12078g$ | $-1.61803g$| $1.12078g$ | $1.12432g$ | $-1.61803g$|
| $-g$      | $-0.478725g$| $0.618034g$| $-1.4626g$ | $g$       | $0.618034g$|
| $-g$      | $0.327307g$ | $-0.618034g$| $0.618034g$| $-g$      | $-0.618034g$|
| $-g$      | $-0.327307g$| $-0.618034g$| $0.618034g$| $-g$      | $-0.618034g$|

Figure 3: **Eigenvalues of the covariance matrix $\Sigma(X)$.** Eigenvalue profiles shown as a function of coupling $g$ for network 4 (left) and network 5 (right). Each color denotes an eigenvalue. Some eigenvalues are degenerate and some have multiple poles. The eigenvectors of $\Sigma(X)$ are the principle modes of the time-series $X$ and the corresponding eigenvalues shown above indicate the variance of these eigenmodes. A large variance implies a dominance of that mode. We see that dynamics of the system near the critical coupling $g$ for each system is dominated by the leading eigenmode (shown in red).

1 at the first pole and subsequent eigenvalues have norms less than one. After the first pole is crossed by increasing $g$, the norm of the largest eigenvalue crosses unit length and subsequent other eigenvalues start growing as well. The second pole is reached, precisely when the second largest eigenvalue hits norm 1 and so on until beyond the last pole when all the eigenvalues have length greater than 1. To understand what happens to the dynamics when eigenvalues of $A$ approach 1, we examine eq. (10). This tells us that unit eigenvalues of $A$ lead to divergences in the covariance matrix, thus leading to poles in the corresponding eigenvalues of the covariance matrix. This is shown in figure 3 below for network 4 and network 5. The eigenvectors of the covariance matrix are the principle modes of the time-series $X$ and the corresponding eigenvalues give the variance of these modes. A large variance implies a dominance of that mode. Therefore, when the system approaches a critical point, the dynamics is completely dominated by that specific mode. The poles of $\langle \Phi \rangle$ exactly coincide with the poles of the system’s covariance eigenmodes and as these leading modes gradually grow towards the critical point, so does $\langle \Phi \rangle$. 
Also, because stable stationary solutions only exist for $g$ until the first critical point, we see that after the first critical point, positivity of eigenvalues of the covariance matrix is not guaranteed. We have checked this numerically. This helps identify the full range of stable solutions of $\langle \Phi \rangle$ shown in figure 2.

4 Discussion

This paper analytically investigates why informational complexity of complex networks with stochastic Gaussian dynamics shows a characteristic strong growth near criticality, and one which persists across different network topologies. We have used integrated information or $\langle \Phi \rangle$ as a candidate complexity measure as its formulation elegantly makes use of both, the network’s structure and dynamics, while serving as a global measure for the system’s collective states. We have computed exact analytic solutions for $\langle \Phi \rangle$ as a function of the network’s overall coupling parameter $g$. Concurrent to computing $\langle \Phi \rangle$, we have also analyzed the spectral properties of the network, which shows how the network’s collective eigenmodes contribute to $\langle \Phi \rangle$. We found poles in $\langle \Phi \rangle$ at point of criticality, leading to high information integration near the edge of criticality. This indicates that it is not only the network’s topology that determines how much information it can integrate, but also its dynamical operating point. As a matter of fact, operating near the edge of criticality (when still within the stable regime) leads to a sharp increase in $\langle \Phi \rangle$, irrespective of network topology.

Looking at the eigenmodes of the network, we found that instances of high integrated information (in the stationary regime) are associated to the strong dominance of the eigenmode corresponding to the leading eigenvalue of the network’s covariance matrix, while sub-leading modes get suppressed. High complexity corresponds to a symphony-like state of the network, rather than a globally synchronized state. Hence, $\langle \Phi \rangle$ taken as a proxy for a system’s information processing capacity, implies that operating at the edge of criticality can be favorable for efficient information processing. This can be particularly beneficial in designing communication networks and also in understanding information processes in biological networks such as the human brain. And in fact, there has been recent evidence precisely in this direction [12]. The authors of [12] demonstrate that resting-state dynamics of the human brain network in fact operates precisely at the edge of a bifurcation (this result also holds for higher resolution datasets [7], [3]). Combining this observation with the results of this paper suggests that the reason why the dynamics of the brain might operate at the edge of criticality is to enable efficient information integration.
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