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Abstract  Computer modeling is an area of broad multidisciplinary knowledge that includes the study of various biological systems. This chapter will describe the molecular aspects of viral infections and molecular modeling techniques applied to drug discovery with examples of applications in protein activity inhibition in several pathologies. The first part will cover topics of computational chemistry methods, DNA technologies, structural modeling of virus proteins, molecular biology, viral vectors, virus-like particles, and pharmaceutical bioprocess with application in some specific viruses such as papillomavirus, hepatitis B virus, hepatitis C virus, Coronavirus, and Zika Virus. The second part will deal with methods in Virtual Screening for the drug design based on ligands and on the structure of target macromolecules. Molecular docking in drug design, its search algorithms, and scoring functions will be covered in the third part. Finally, a protocol of the Molecular Dynamics technique for studies of protein-ligand complexes and analysis of free energy of binding will be exposed in the last part.
The emergence of computers in the twentieth century allowed new advances in the field of life sciences because it allowed scientists to overcome limitations when exploring molecules in their experimental investigations. However, the term that represents this approach, involving simulations and the manipulation of a large amount of data, computational biology, was only used after the human DNA sequencing project in the 1990s. Since then, several approaches have used computational technology to solve problems in biology, which include, among others, the treatment of nucleic acid and protein sequences, description of biological systems networks, and modeling and simulation of the interactions of macromolecules and their ligands [1].

Advancements in computational technologies have also enabled improvements in the computational chemistry field of knowledge, such as in the development of new drugs. This way, computer software have become present in the areas of medicine, pharmacy, biology, chemistry, among others related to the development of biological processes or systems, investigating more complex processes at atomic-molecular scale each day at a much faster pace [2].

The investigation of molecular interactions is of great importance for biological understanding and allows observing and studying various processes involved in infectious diseases such as enzymatic action, binding of DNA repair proteins, and the formation of viral capsids. Moreover, molecular interactions also play a central role in the design of new drugs in the industry and a large part of the efforts are currently carried out using computational biology techniques, known as computer-aided drug design approaches. Thus, research has been developed through computer simulations in the investigation of molecular structures, protein-protein and protein-ligand complexes, biological membranes, and protein folding, with some of them being addressed throughout this chapter.

12.1 Computational Modeling in Viral Infections

In general, numerous conformations in protein folding have been documented by simulated annealing techniques through the application of Molecular Dynamics and Statistical Mechanics methods. These methods can simulate, for example, conformational changes in the antiviral proteins present in host cells, called viral restriction factors such as IFITM, SAMHD1, APOBEC3G and BST-2, when activated by the innate immune system during a viral infection and hinder the replication of viruses such as Influenza, Western Nile, Zika, HIV, and Hepatitis C virus [3].

Innate immune response, also known as natural or nonspecific response, acts mainly during viral infections in dendric cells (CD) and Natural Killer cells (NK), which have the ability to destroy virus-infected cells given its cytotoxic activity. They
contribute to an antiviral defense action by secreting cytokines such as IFN capable of interfering with viral replication like IFN-α and IFN-β and by killing inhibitory receptors. In the acquired immune response, T helper lymphocytes (Th) and T cytotoxic lymphocytes (Tc) generate a specific cellular response while the antibodies produced by B lymphocytes generate a humoral response. The three-dimensional representation of protein structures by conformational analysis is obtained by Molecular Modeling, a branch of Computational Chemistry using mathematical models. Several computer programs are used, as described in this chapter, which allows the construction and identification of small molecules linked to proteins and nucleotides by analyzing protein databases such as Protein Data Bank (PDB) (Table 12.2). For example, the Osiris Property Explorer program is capable of signaling the molecule’s behavior through two measures: Drug likeness and Drug score [2].

Computational Chemistry strategies are divided into the methods of Molecular Mechanics (MM) and Quantum Mechanics (QM). The MM approaches are based on Newtonian mechanics, in which the molecule is interpreted as a set of spheres connected by springs and can be used in calculations of very large molecules. In this method, the parameters associated with the atoms of the molecule are reasonably constant between different structures, as long as the hybridization of the atoms is maintained [2].

The QM methods, on the other hand, consider the movement of electrons, assuming fixed the nucleus, and represent molecular orbitals as a linear combination of atomic orbitals. They can be divided into strategies semi-empirical or ab initio. The semi-empirical approaches are developed based on empirical parameters or parameters already calculated from Schrodinger’s equation, whereas the ab initio ones are based on the laws of quantum mechanics applying approximations for directly solving Schrodinger’s equation that enable solutions for a wide range of molecules [2].

In Computational Chemistry, nevertheless, studies of new compounds have been applied regarding many infectious and viral diseases. An example is to analyze the activity of DNA polymerase of cytomegalovirus (CMV) against the physical-chemical properties of molecules in order to find potential candidates such as anti-CMV agents, in strategies such as Virtual Screening (VS), later described in this chapter [2]. It is an important investigation since in recent years there has been an increase in the number of opportunistic infections to human CMV, occurring mainly in transplant patients and in immunocompromised individuals.

Another example applies the molecular modeling of the interaction between human Respiratory Syncytial Virus (RSV) Fusion Protein (hRSV F protein) and Viral Action Inhibitors. RSV is responsible for outbreaks causing inflammatory disease in the lower respiratory tract, pneumonia in children, and cardiopulmonary disease in adults and immunodeficient patients. Currently, through the Molecular Docking technique, explained in detail further ahead in this chapter, possible sites of interaction of hRSV F protein with flavonoids have been proposed [2].
12.1.1 Viral Vectors

Experimental approaches in gene therapy commonly use viruses as vectors for inserting the genetic material into the cell. It applies the knowledge on the complex interaction between a virus and a host cell, known to include several steps. They include interactions with cell membrane receptors (adsorption), viral entry into the cell (penetration), partial or total denudation of the viral capsid, and release of viral nucleic acid for replication inside the cell, as well as early and late proteins synthesis, assembly and release by exocytosis, viral budding, cell lysis or even syncytia formation. Each step will be exemplified throughout the chapter and viral vector designs and applications will also be addressed as it progresses in Biotechnology. Currently used vectors in human gene therapy suffer from a number of limitations with respect to safety and reproducibility through the use of animal models, toxicology, and biodistribution studies. Therefore, other strategies such as nonviral and hybrid vectors are being explored trying to overcome these issues [4].

When it comes to the introduction of genes into mammalian cells, methodologies require the use of chemical, physical, and biological tools. Briefly, chemical methods may include DNA-calcium phosphate, DNA-DEAE dextran, DNA-lipide (liposomes not integrated into the genome of the host cell), DNA-protein and HCAs (artificial chromosomes). Even so, there are physical methods with high transfection rates such as direct microinjection, electroporation, high-pressure plasmid injection, and DNA ballistic injection [4].

Viral vectors for gene therapy can be enveloped as retrovirus, lentivirus and baculovirus, and non-enveloped, like adenovirus. The key point of human gene therapy clinical trials is the production of a therapeutic vector, which can be viruses of the *Retroviridae* family, mainly gammaretroviruses and lentiviruses, such as the Moloney-murine leukemia virus (Mo-MLV) and the chimeric Moloney-Human lentiviral (prototype HIV-1). Moreover, adenoviruses, adeno-associated virus (AAV), chimeric-AAV, and vaccinia virus are other types of biological vectors possible. There are a number of additional viral vectors based on Epstein–Barr virus, herpes simplex virus type 1 (HSV-1), simian virus 40, hepatitis virus, and papillomavirus, which are still being studied for application in clinical gene therapy [4].

12.1.2 Virus-like Particles

Virus-like particles (VLPs), structures that resemble viruses without the infectious capability of them since there is no genetic material present, show differences according to the presence of envelopment or not. In the case of non-enveloped VLPs, examples are the single protein hepatitis B core antigen and the two proteins of papillomavirus L1 and L2. As for the enveloped VLPs, there is Influenza virus with proteins hemagglutinin and neuraminidase. Some viral particles have the ability to self-assemble into VLPs regardless of the viral genome. HBV subviral particles
(HBsAg) have been used as a vector for the presentation of several antigen epitopes. The epitopes presented have included poliovirus capsid proteins, HCV envelope proteins, and human immunodeficiency virus (retrovirus) envelope proteins, among others [5].

VLPs can stimulate both innate and adaptive immune responses. Therefore, the particulate nature of VLPs generally induces an immune response that is more efficient than that generated by soluble proteins, and can trigger both a humoral and cellular response, without the need for an adjuvant. In addition, they are produced in large quantities, can be easily purified, and are not infectious. Currently, VLPs are a powerful tool in the presentation of immunogenic epitopes and the generation of recombinant VLPs, carrying relevant antigens, opening the way for the development of bivalent vaccines [6].

The incorporation of heterologous sequences of several viral structures into VLP particles has caused the development of chimeric VLPs. The use of this system as a platform for expression and presentation of exogenous epitopes favors the optimization of the immunogenicity of these peptide sequences. Numerous characteristics of VLPs allow the use of these particles as carriers of epitopes, the main one being that these particles are not infectious, since they do not carry the genetic material of the infectious agent, and still present the epitope expressed on its surface in a multi-sequential form [5, 7].

Several recombinant protein-based virus-like protein vaccines have been used as Human papillomavirus (HPV), Hepatitis B virus (HBV), and Hepatitis E vaccine. Others under development are the Influenza vaccine candidates, Ebola and Marburg virus vaccine, Hepatitis C virus, and Human Immunodeficiency Virus (HIV) [5].

### 12.1.3 Pharmaceutical Bioprocess

Clustering algorithms and multivariate analysis are statistical data mining, classified in nonparametric methods. In a large scale, Bayesian networks and stoichiometric modeling for metabolic pathway analysis are also applied in Systems Biology. In addition, differential equations and several estimation algorithms are parametric modeling methods. So, pharmaceutical products are very different in size and complexity as small molecules, antibodies, viruses and viral vectors, and cells [8].

Molecular associations as gene expressions, analysis by DNA microarrays, PCR techniques, and kinetic experiments on molecular states are some examples of experimental methods. Modeling requires knowledge of mathematics, physics, biology, and information technology to develop processes for manufacturing therapeutic proteins in the biopharmaceutical field. It can be used, for example, to establish a cell culture process with higher productivity and lower costs [8].
12.1.4 Papillomavirus

The advancement of stem cell research provides tools to model diseases, test new drugs, and develop effective therapies for use in regenerative medicine and cell therapy. The mapping of the stem cells can generate biomedical implications with prospects for production in vitro of induced pluripotent stem cells (iPS). These pluripotent stem cells are reprogrammed from somatic cells using retroviral vectors containing many genes [8].

In the near future, the keratinocyte reprogramming will be possible in tissue engineering laboratories as creating new models for the study of tumors associated with HPV as anogenital cancers and oropharyngeal carcinoma. So, the expression of genes and the role of proteins involved in DNA damage repair pathways in cell lines as primary human keratinocytes (PHK), HPV-positive (SiHa—HPV-16 and HeLa—HPV-18), and HPV-negative (C33A) human cervical carcinoma cell lines, as also in immortalized keratinocyte cell lines (HaCaT, not tumor control), have been described as possible prognostic markers of cervical cancer [9].

Some studies have investigated the ability of the cytokine to inhibit the proliferation in vitro of normal and HPV infected keratinocytes, as well as the expression of E6 and E7 oncogenes. L1 capsids can trigger innate immune responses in some types of antigen-presenting cells, including dendritic cells. Thus, the dendritic cell control tissue immunity is a field with important implications in both basic and clinical immunology. So, the cytokine inhibition ability has been demonstrated [9].

Research has been carried out on the Molecular Modeling and Dynamics of the E6 oncoprotein of human papillomavirus type 18. This molecule is an essential protein for the formation of cervical cancer, since it is responsible for preventing cell apoptosis by binding in the tumor suppressor p53, promoting cell immortalization, and inducing carcinogenesis. In order to refine the generated E6 model, the N terminal version was modeled ab initio and part of the E6 model was done by homology based on the 4 GIZ protein [10].

New biotechnologies in Molecular Biology have been applied in papillomavirus research and are still being investigated for the application in gene therapy. For analysis of the transcriptome of genomes with high resolving power, RNA sequencing (RNA-seq) monitors the cell expression and allows quantifying the transcript levels using the Illumina platform for sequencing, which is a useful tool for gene mapping and identification of transcribed regions. Furthermore, examples of new techniques include the multiply primed rolling-circle amplification (RCA) method, which has been used to identify novel viruses, and the DNA sequencing strategy, based on real-time pyrophosphate.

The constant development of new biotechnologies is followed by the description of new therapeutic targets, for example, regarding HPV vaccination. They include DNA-based vaccines, recombinant proteins, nanoparticles, synthetic peptides, viral and nonviral vectors, and expressed chimeric proteins self-assembled into virus like particles (VLP) from L1 major capsid proteins to finally produce the HPV vaccines [7, 11].
12.1.5 Hepatitis B Virus (HBV)

Two billion people are infected and more than 350 million people are chronic carriers of the hepatitis B virus worldwide, according to the World Health Organization (WHO). Moreover, there are approximately six hundred thousand cases of HBV-related deaths, with 4.5 million of new infections around the world each year. It is estimated that 25% of this new infection will result in the development of liver diseases, meaning HBV is a major causative agent of chronic liver disease, presenting high morbidity and mortality rates. Therefore, it is necessary to study such virus at epidemiological and molecular levels, through the scope of the genomic variability analysis of HBV. Currently, it brings the classification of the genome into eight different genotypes named A–H that diverge by less than 8% from all the nucleotide sequence. Lastly, this virus is classified as being part of the family Hepadnaviridae, divided into the two genera Orthohepadnavirus (include viruses responsible for infections in mammals) and Avihepadnavirus (comprises bird infective viruses) [12–15].

The genome of this virus is composed of a double-stranded DNA with 3,200 base pairs (bp) having a partially incomplete smaller strand with positive polarity and a larger strand with negative polarity and complementary to the viral produce during replication. Four open reading frames (ORFs) are present in this genome: Pre-S/S, Pre-C/C, P, and X. The Pre-S/S ORF corresponds to the HBV surface gene (HBsAg). The Pre-S1, Pre-S2, and S regions have three initiation codons in the same reading phase which, after being translated, give rise to L “Large” (400 aa), M “Middle” (281 aa), and S “Small” proteins (226 aa), respectively [13, 16]. The HBsAg protein is present in the non-glycosylated (p24) and glycosylated (p27) forms in the S region, a glycoprotein (gp32) or two glycoproteins (gp36) in the M region, and the non-glycosylated (p37) and glycosylated (p39) in the region L. HBsAg hybrid particles, also called chimeras, have been shown in different immunization experiments to be very efficient proteins in the presentation of viral epitopes [12, 13].

Complete particles (42 nm), spherical, infectious, and containing the HBV genome, as well as subviral particles (22 nm), spherical or filamentous, noninfectious and composed exclusively of HBsAg, are produced during HBV infection. Subviral particles are in large quantities during infection [16].

HBV S protein is a glycoprotein, which is anchored in the endoplasmic reticulum (ER) membrane probably through four transmembrane (TM) segments. The first segment (TM1), located at the amino-terminal end of the protein (amino acids 4–24), is followed by a cytosolic loop (amino acids 24–80) comprising epitopes for T cells, a TM2 segment (amino acids 81–100), and an antigenic loop (amino acids 101–164), located in the luminal portion of the ER, which includes the main epitope for B cells (the determinant a, amino acids 124–147). The topology of the carboxy-terminal domain (amino acids 165–226) is not precisely known. It has been suggested that this domain contains two transmembrane segments (TM3 and TM4) at positions 173–193 and 202–222, respectively, being separated by a second “loop” (amino acids 194–201) [12, 15, 16].
The HBV S protein has the property of self-organizing into VLPs and carries the information necessary for its secretion mediated by mammalian cells. Each HBsAg particle is composed of 100–150 subunits of the S protein. Due to the high immunogenic potential, hybrid HBsAg particles, also called chimeras, have been shown in different immunization experiments to be very efficient proteins in the presentation of viral epitopes and antigenic sequences of various infectious agents, such as *Clostridium tetani*, Herpes simplex glycoprotein D, poliovirus capsid protein antigens derived from the malaria parasite, dengue virus, HCV, and HIV, which have been successfully fused to HBsAg, maintaining the antigenicity and immunogenicity of their regions after immunization in experimental animals [17, 18].

HBsAg has an antigenic region called a determinant (residues 124–147), which has the ability to induce a protective immune response against HBV. Neutralizing antibodies are directed to this region. Mutations in the determinant justify the development of new vaccines against HBV, among other factors that influence the vaccine response. New technologies such as DNA vaccines and bifunctional vaccines (for immunization against two vaccine targets simultaneously) have been a reality in the study and development of new vaccines [17, 19].

The first HBV vaccines, produced between 1981 and 1982, were created from the HBV surface antigen, HBsAg, from the plasma of chronic carriers of the virus. In the mid-1980s, with the introduction of recombinant DNA technology, this antigen started to be expressed in yeasts transfected by the HBsAg gene. This new technology offered unlimited production potential, which allowed the HBV vaccine to become more widely used worldwide. The development of recombinant vaccines composed exclusively of HBsAg (Engerix-B, SmithKline and Recombivax, Merck & Co) was possible with the advance of genetic engineering. So, the HBV vaccine was the first recombinant vaccine licensed and produced from yeast expression [15, 19].

**12.1.6 Hepatitis C Virus (HCV)**

Hepatitis C virus (HCV) is a chronic infection that affects more than 2% of the global population and is a leading cause of hepatocellular carcinoma and end-stage liver diseases. The progression from the viral infection to hepatocarcinoma is a worldwide public health problem that grows each year, supported by the lack of a vaccine against it to date. This virus belongs to the order *Nidovirales*, family *Flaviviridae*, genus *Hepacivirus* [14], and it is classified into seven genetically distinct genotypes, which differ approximately 30% at the nucleotide level. It is an enveloped virus, strand of positive polarity RNA, containing approximately 9,400 nucleotides. HCV is the virus that most infects humans among the viruses of clinical importance, being one of those with the highest mutation rate [20, 21].

The envelope glycoproteins (E1 and E2) have highly variable domains in their sequences, a large N-terminal ectodomain, and a C-terminal transmembrane portion. At the N-terminal end of the E2 protein, there is a region characterized by a high degree of variability called the hypervariable region 1 (HVR1), important in the
neutralization of HCV. However, the high variability of this antigenic fragment plays a fundamental role in the viral escape mechanism of the host’s immune response and represents the greatest obstacle in the development of an HCV vaccine [22, 23]. Despite this high variability, there are some residues in the HVR1 region that are conserved. Studies have shown that a HCV clone defective for HVR1 proved to be infectious in assays performed on chimpanzees, but with a highly attenuated infectivity, supporting the functional role of this domain in the entry of the virus.

E1 and E2 have 6 and 11 glycosylation sites, respectively, many of which are extremely conserved among HCV strains. It has been shown that these regions can play an important role in the entry of the virus into the cell and because of this, envelope glycoproteins have been the subject of extensive studies for the development of antiviral molecules, which prevent the entry of the virus into the hepatocyte [18, 24, 25].

The development of a chimeric vaccine, a prototype of heterologous antigens based on HBV envelope proteins, including HCV antigen, based on immunogenicity and antigenicity tests obtained from the collection and analysis of sera from animals laboratory immunized with synthetic peptides was assayed [26]. Production of specific antibodies in rabbits against conserved and potentially immunogenic peptides of the HCV envelope glycoprotein E2 was investigated. Possible cross-reactivity between the peptides and pre-immune sera of five rabbits that were further immunized was tested by in house Elisa. The sera at high concentrations showed a high level of cross-reactivity with the exception of anti-HVR1 antibody, which shows beyond the specific reaction, a nonspecific reaction with BSA. Thus, all the designed peptides were able to generate anti-E2 specific antibodies in rabbits at relatively high titles indicating candidate vaccine against HCV [15, 18, 25, 26].

12.1.7 Coronavirus

In the context of emerging diseases, a useful tool to investigate evolutionary history and viral origin from animals to humans is the phylogenetic analysis of molecular sequences of the viral genome sharing a common ancestor, since it may show the evolutionary relationships of novel viruses. The current outbreak of a coronavirus associated acute respiratory disease called coronavirus disease 19 (COVID-19), for example, has been designated as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2 or 2019-ncov) based on phylogeny and in the viral taxonomy among clusters to the prototype human and bat viruses [27, 28].

From that, it was possible to identify the differences between SARS-CoV-2 and two other zoonotic coronaviruses, the SARS-CoV and the MERS-CoV, classified in the Coronaviridae family. As it occurs with other RNA viruses, high genetic variability leads to gene recombination in coronaviruses, because they have similar and nonidentical genome sequences generating variants of the same virus. So, enveloped positive-sense RNA viruses with a 27 kb genome have the region of the
most conserved replicative proteins encoded in the open reading frames 1a and 1b (ORF1a/1b) of the coronavirus genome [27–29].

In the envelope of SARS-CoV-2, there is a protein called spike (S), which has a receptor-binding domain (RBD) that binds to the cell surface and has the appearance of a crown when a viral particle is seen in great magnification in electron microscopy [27]. The three-dimensional structure of the spike protein of this new coronavirus has been recently obtained by computational modeling. A 3D map of the protein or blueprint was created using the cryoelectron microscopy technique. The discovery of this structure was only possible thanks to the recent complete sequencing of the genome of this coronavirus strain. The Pasteur Institute in France, responsible for monitoring the respiratory virus, sequenced the entire genome of the new coronavirus [28]. The coronavirus S glycoprotein is surface-exposed and mediates entry into host cells; for this reason, it is the main target of neutralizing antibodies (Abs) upon infection and the focus of therapeutic and vaccine design.

The pandemic COVID-19 has accelerated molecular studies using genomic tools with Next Generation Sequencing (NGS) for the characterization of viral samples and genetic engineering for the development of vaccines. In this regard, Israeli researchers are developing an oral vaccine based on one that targets infectious bronchitis caused by other coronavirus which affects birds. GSK announced a collaboration with the Chinese firm Clover Biopharmaceuticals to develop a COVID-19 subunit vaccine consisting of a trimerized SARS-CoV-2 S protein using their patented Trimer-Tag® technology. Other countries such as the USA, Brazil, England, and China are also developing possible candidates for vaccines against SARS-CoV-2 but with different strategies, using mRNA synthetic molecules and virus-like particles (VLP), for example.

With the global emergence of this new virus, several diagnostic tests such as real-time PCR and rapid kit have been developed for its early detection. Moreover, the implementation of stem cell therapy in the treatment of patients infected with COVID-19 capable of repairing the damage caused to the lungs, liver, and other organs has been successful, as well as the use of blood plasma from patients recovered from the infection. To date, Remdesivir, a drug that was also used in Ebola and Marburg virus treatment, has demonstrated antiviral activity against SARS-Cov-2. In addition, this drug has also been found to show antiviral activity against other coronaviruses including MERS and SARS. Other drugs are also being studied against the 2019-ncov, such as favilavir and chloroquine. More effective treatment has been achieved by association with antibiotic therapy [29]. Furthermore, new studies are constantly being carried out. An example of it is the action of the antiparasitic called Ivermectin, widely used in veterinary medicine, that was tested in cell culture, and showed activity on reducing the replication of the virus by decreasing the concentration of viral proteins present in the nucleus as well as other therapeutic targets investigated.
12.1.8 Zika Virus

The Zika virus (ZIKV) belongs to the family *Flaviviridae*, genus *Flavivirus*, which includes more than 70 viruses, as the Dengue virus (DENV), Yellow fever virus (YFV), West Nile virus (WNV), and Japanese encephalitis virus (JEV). In 1947, Zika fever was first diagnosed in a sentinel rhesus monkey in Africa, the Republic of Uganda, in the forest called Zika, which gave the name for the virus [4, 27, 30].

Regardless of the viral family, but because they have the RNA genome, both the coronavirus and the Zika has been detected by molecular biology using reverse transcription of polymerase chain reaction (RT-PCR) in several biological specimens, such as samples of amniotic fluid, blood, tissues (brain, liver, spleen, kidney, lung, and heart), saliva, urine, and semen [27]. It has already been confirmed on the relationship between Zika virus infection and the occurrence of microcephaly (brain malformation affecting babies at birth), including neurological disorders, the Guillain-Barré syndrome, causing muscle paralysis with special attention to respiratory muscles [27]. Another similarity is that both, to date, have vaccines in development and clinical trials in progress to find the least toxic antiviral drugs [30]. It has been tested that a DNA vaccine called pcTPANS1 against the dengue virus NS1 protein (N-linked glycoprotein conserved) induces the production of antibodies and activation of CD4+ lymphocytes acting in the infected cells tested in animal models as target studies for flavivirus infections [30].

Studies have performed computational modeling of the NS5 protein of the Zika virus complexed with the SAH cofactor. Viable alternative treatments have been investigated targeting proteins that are essential for viral replication. Nonstructural protein 5 (NS5) is an important pharmacological target, being the most conserved among flaviviruses because it contains a methyltransferase (MTase) domain in the N-terminal region and an RNA polymerase-dependent RNA domain (RdRp) in the C portion terminal. The inhibition of methyltransferase is lethal for virus replication, thus, it is considered an excellent target for drug design [31, 32]. Finally, with computational methods, such as Molecular Dynamics (MD) simulations, technique thoroughly exemplified in the last part of this chapter, there are studies that were able to map binding sites and search for inhibitors based on the interaction of NS5 in its complex with SAH [32].

12.2 Virtual Screening in Drug Design

Virtual Screening (VS) is an in silico technique that consists in applying algorithms to filter from a library of small compounds, the ones with the potential to bind a target molecule. The surging of this methodology represented a major increase in the capability of designing and developing new drugs. It has allowed researchers to find, among millions of molecules in a dataset, lead compounds for binding a biological
target in a very short amount of time, while saving costs, in comparison to experimental approaches such as High Throughput Screening (HTS), in which hundreds of compounds are experimentally tested. This is possible through the constant development and optimization of faster computers and robust algorithms that continuously diminish the time such analysis takes, while increasing the accuracy of the interactions predicted. The VS method can be combined with other techniques described in this chapter, such as MD and Docking and, more recently, with machine learning algorithms. With them, it is possible to predict the binding and check the profile of the protein-ligand interaction through time and molecular flexibility, representing the selection of a more assertive set of lead compound candidates. Currently, VS is the first step in a drug development process, narrowing down the investigation on effective binding molecules before continuing exploration through in vitro assays (Fig. 12.1) [33, 34].

Fig. 12.1  Virtual screening workflow. From different perspectives, LBDD or SBDD, it is possible to obtain compounds for in vitro tests
12.2.1 Computer-Aided Drug Design (CADD)

Structure-based drug design (SBDD) and ligand-based drug design (LBDD) are two types of computer-aided drug design (CADD) approaches. SBDD methods analyze three-dimensional structural information from the macromolecular target, usually from proteins or RNA, to identify important locations and interactions that are fundamental to their respective biological functions. LBDD methods concentrate on known ligands in order to establish a relationship between their physical-chemical properties and biological activity, known as the structure-activity relationship (SAR). This information can be used to optimize drugs or guide the design of new ones [35].

The virtual screening technique can be approached through these two general knowledge-driven strategies. They both fight the problem from different, but complementary, perspectives. While the LBDD takes a group of compounds and searches for similarity to a known ligand of the biological target, the SBDD explores a specific site or the whole 3D structure of the target searching for compounds that are able to bind it [35].

12.2.1.1 Ligand-Based Drug Design

In the lack of reliable biological target structure, or in the presence of ligands known to have activity against the target, a better strategy is the ligand-based approach. It consists in taking a known ligand, such as a natural substrate of an enzyme, and screening in a given dataset for other small molecules that share similarity at structural or physicochemical level, which must present lower binding energy [35].

In this regard, LBDD is related to the ligand structure-activity relationship (SAR) studies, for example, the chemical group position, binding affinity, logP, number of rotatable chemical bonds, and number of donors and acceptors of hydrogen bonds. A strategy for calculation uses quantitative analysis of structure-activity relationship (QSAR), in which the molecule descriptors can be quantified. It is also possible for the association with the exploration of the tridimensional structure of the compounds (3D-QSAR). Results when applying such strategies are more energy accurate by taking the geometry of the compounds in the complex into account. Beyond tridimensional descriptors, many strategies involve ligand exploration in many more variables, from multiple conformations to solvation profile. An example is 4D-QSAR, that, by exploring molecular mechanics (MM) or even quantum mechanics (QM), adds the representation of the multiple conformations of the same ligand as another variable. The selection of descriptors in either SAR methodology must be carefully done based on each investigation, excluding highly correlated ones, for avoiding overlapping data, that can be identified by multiple linear regression (MLR) analysis, or even principal component analysis (PCA) [35–37].

Another assessment in LBDD is proposing a pharmacophore model to find other effective ligands. The modeling requires analyzing the functional groups, from hydrogen bond donors and acceptors to aromatic or hydrophobic groups in a known
ligand or set of ligands superimposed, and proposing the minimum of electrostatic energy and spatial distribution of some groups as required for effective activity against the aimed target (Fig. 12.2). Closely related to the 3D-QSAR technique, investigating a pharmacophore model, is an extremely powerful way to screen for new active compounds as well as a way to optimize the known ones. It is important to address that from analysis of a certain complex, there is not a unique answer, which means many different pharmacophore models can be proposed, and will be valid as well. Superimposing of compounds structures to the pharmacophore model comprehends the next steps on this process, since it will be able to identify the ones that present the desirable structure. Software to be used in such strategy can be Discovery Studio Visualizer, LigandScout, and the visualizing platforms for analyzing the structures are in Table 12.1 [37].

![Fig. 12.2](image) Hydrogen bonds (on the left, dashed lines) and hydrophobic contacts between receptor and ligand (on the right, dashed line) in the enzyme catalytic site. Visualizing the interactions between the ligand and protein residues helps the researcher to propose pharmacophoric groups. Images obtained by Discovery Studio Visualizer

| Table 12.1 Platforms for structural visualization |
|-----------------------------------------------|
| Softwares | Web link |
| **Free** | |
| Avogadro | https://avogadro.cc/ |
| PyMOL | https://pymol.org/2/ |
| VMD | https://www.ks.uiuc.edu/Research/vmd/ |
| Mercury | https://www.ccdc.cam.ac.uk/Community/csd-community/freemercury/ |
| Discovery Studio Visualizer | https://www.3dsbiovia.com/products/collaborative-science/biovia-discovery-studio/ |
| **Commercial** | |
| Molecular Operating Environment (MOE) | https://www.chemcomp.com/Products.htm |
| OpenEye | https://www.eyesopen.com/ |
| Spartan Pro | https://www.wavefun.com/spartan |
12.2.1.2 Structure-Based Drug Design

In contrast to LBDD, structure-based drug design requires the knowledge of the macromolecular structure in order to predict the binding of a library of compounds. Once defined the biological target, information on its structure must be gathered at several different repositories (Table 12.2), the most important one being the Protein Data Bank (PDB), where macromolecular structures solved experimentally by X-ray crystallography diffraction, nuclear magnetic resonance (NMR), or cryoelectron microscopy (Cryo-EM) are found. In the absence of the structure solved by experimental techniques, the alternative is to get an already proposed model or to create one based on homology using software such as the robust Modeler (https://salilab.org/modeller/). Once the structure of the biological target is obtained, the definition of the binding sites to have the screening compounds docked there should be the next step. If well-established, the binding site may even be identified with structures in the presence of ligands on repositories (Fig. 12.3). But, when exploring a new biological target or when studying other possible allosteric sites in the structure, investigation can occur through software such as MDpocket [38], where it can discover transitional pockets and potential target sites, in combination. Once the binding site of the biological target is defined and clustered, the following step is the docking of the compounds in it [36, 39].

12.2.2 The Virtual Screening Process

After defining the starting strategy (either LBDD or SBDD) to undergo virtual screening, the next steps are as follows. The first and mandatory one is the preprocessing of the compounds database (Table 12.3). It comprises especially identifying and obtaining the tridimensional geometry of such structures, if it is not available in the database chosen. Several software (Schrodinger's LigPrep, OpenBabel) can be used to convert the 2D into the 3D structures. More confident structures may be obtained by Cambridge Structure Database (CSD) that stores the crystal structures of compounds. Before heading to the next steps, checking the protonation and tautomeric state is also mandatory to allow confident and accurate interactions in docking them into the target. Moreover, regarding the biological target preparation, beyond correcting the structure for a given pH, an interesting optional step can be to cluster the binding site among an ensemble of structures, either from different

| Table 12.2 Free repository of protein structures |
|-----------------------------------------------|
| Repositories | Data       | Web link                                      |
| Protein Data Bank | Experimental | https://www.rcsb.org/                      |
| SWISS-MODEL | Model       | https://swissmodel.expasy.org/repository      |
| ModBase | Model       | https://modbase.compbio.ucsf.edu/modbase-cgi/index.cgi |
Fig. 12.3 Example of Virtual Screening preparation. In the absence of experimental structure, the protein vivapain-4 (surface representation in gray and its catalytic site in red) of *Plasmodium vivax* was modeled from homology toward the PDB structure ID:3BPM (falcipain-3 from *Plasmodium falciparum*) with the presence of Leupeptin (represented in 2D and 3D at the catalytic site of vivapain-4), a known inhibitor for cysteine-proteases

| Table 12.3 Free database of compounds |
|--------------------------------------|
| Repositories                         | Data                                | Web link                          |
| ZINC                                 | Commercially available compounds     | https://zinc.docking.org/          |
| Cambridge Structure Database (CSD)   | Crystal structures of compounds (3D) | https://www.ccdc.cam.ac.uk/        |
| ChEMBL Database                      | Bioactive molecules                  | https://www.ebi.ac.uk/chembl/      |
| ChemSpider                           | Chemical structures                  | http://www.chemspider.com/         |
| DrugBank                             | Drugs library (2D and 3D)            | https://www.drugbank.ca/           |
| PubChem                              | Small compounds library (2D)         | https://pubchem.ncbi.nlm.nih.gov/  |
| DEKOIS 2.0                            | Decoys                              | http://www.dekois.com/             |
| DUD-E                                | Decoys                              | http://dude.docking.org/           |
models or structures found in repositories or from MD simulations, for finding a more accurate pose in docking. Therefore, clustering can be done using software of MD such as Amber’s cpptraj or GROMACS’s clustering function [33].

Compounds in investigation are usually docked in a grid assigned at one of the many docking software (Table 12.4). During the docking process, carefully explained in the next section of this chapter, the degrees of freedom of the molecules are explored, and software do that using different strategies, from systematic methods such as conformational search, to stochastic ones such as Monte Carlo. This step gives scores based on Van der Waals and electrostatic interactions at the binding site for the predicted poses, which will be used to rank and choose the best potential ligands further along. It is an extremely important step that helps us reduce the number of molecules analyzed, through scoring and observing the compounds that are capable of binding and the ones that do not interact in a stable manner at the biological binding site [40]. After evaluating the energy of the complex protein-ligand, the evaluation of pharmacokinetics properties is the last step before entering in vitro assays with the set of compounds left [37].

Scoring functions for ranking the poses from docking, however, are still subject to improvement. That is, the predicted binding affinity of the compounds does not necessarily represent that the active compounds are the ones located at the top of the rank exclusively. Errors in the energy of the systems are one of the issues compromising the analysis. To overcome that, the most effective techniques developed so

| Table 12.4 Docking softwares to be used in a VS process |
|-----------------|-----------------|-------------------|
| Software        | Algorithm           | Web                           |
| **Free**        |                  |                                |
| AutoDock4.2     | Genetic Algorithm | http://autodock.scripps.edu/   |
| AutoDock Vina   | Broyden–Fletcher–Goldfarb–Shanno (BFGS) Method | http://vina.scripps.edu/       |
| DOCK 6          | Geometric Algorithm | http://dock.compbio.ucsf.edu/DOCK_6/index.htm |
| DockThor (Server) | Genetic Algorithm | https://dockthor.lncc.br/v2/   |
| PLANTS          | Stochastic search algorithm | https://uni-tuebingen.de/fakultaeten/mathematisch-naturwissenschaftliche-fakultaet/fachbereiche/pharmazie-und-biochemie/pharmazie/pharmazeutische-chemie/pd-ddr-exner/research/plants/ |
| **Commercial**  |                  |                                |
| Glide           | Systematic search algorithm | https://www.schrodinger.com/glide |
| GOLD            | Genetic Algorithm  | https://www.ccdc.cam.ac.uk/solutions/csd-discovery/Components/Gold/ |
far are machine learning and deep learning. Machine learning consists of an algorithm that is able to recognize patterns (chemical descriptors) in a dataset. It can be a training dataset and applied to the list of compounds in the test, or it can be the list of compounds itself, in which the algorithm tries to identify a pattern without previous exposure. Examples of algorithms available for such assessment can be the K-Nearest Neighbor (KNN), Naive Bayes (NB), and Random Forest (RF). Deep learning, on the other hand, is considered a class of machine learning approaches which works with neural networks. It comprises layers of multiple nonlinear arrangements of processing units to solve hierarchically the issue. Even though it represents a powerful way to process many descriptors quickly by presenting intrinsic flexibility in its connections, it still requires reproducibility improvements [34, 41].

Any model should be first tested on a training set of complexes, to be certain of the prediction scores on your own system. The selection is tested using algorithms in a training set of compounds, with known activity against a specific target. If no in house library of reference compounds is available for training the VS model developed, useful dataset training for different types of the target can be obtained at Database of Useful Decoys—Enhanced (DUD-E) repository, for example, where already known active compounds and their targets are found. Training evaluation may be accessed by specificity \((SP)\) for identifying true non-active compounds, selectivity \((SE)\) for correctly identification of true active compounds and through a combined prediction \((Q)\), in equations as follows:

\[
\begin{align*}
(a) \quad SP &= \frac{TN}{TN + FP} \\
(b) \quad SE &= \frac{TP}{TP + FN} \\
(c) \quad Q &= \frac{TP + TN}{TP + TN + FP + FN}
\end{align*}
\]

Equations for validation scoring: (a) Specificity \((SP)\), (b) selectivity \((SE)\), and (c) total prediction of the system \((Q)\). Compounds in the test will be scored as true positive \((TP)\), true negative \((TN)\), false positive \((FP)\), or false negative \((FN)\) [42].

The question “does my model truly separate active from inactive compounds?” can be solved by analysis of the receiver operating characteristics (ROC) curve. It helps visualize the profile of prediction throughout the compound list scores, from descriptors selected. Area under the curve (AUC) must be closer to one in order of the model in question to be considered effective, which means the model is effective in distinguishing an active compound as true positive and a compound not active as true negative [43].

### 12.2.3 Repurposing of Drugs

In a new disease outbreak, or in fighting the constant new drug resistant-diseases, it is extremely desirable to find compounds that have passed tests and are already in the market, that present activity against the new problem, in a strategy called drug repurposing. It is important because when redirecting an already commercial
This is of particular interest and use in the recent Ebola, Zika, and Covid-19 viral outbreaks, since developing a new drug takes a very long time and money to be available for the public. The repurposing process involves the assessment of databases of already commercial compounds, such as ZINC, followed by the standard steps in a VS process. Urgency is required in an outbreak event to reduce the spread of the disease and its consecutive deaths, and potent hardware and algorithms are, therefore, necessary for this combat. The most recent example of it is the pandemic Covid-19, which pushed scientists to their limits on finding the fastest alternatives to contain its spread, that is, by developing, in a very short amount of time, the screening of 1000 hits among 1.3 billion already regulated compounds against the main protease of such virus [44–47].

12.3 Molecular Docking in Drug Design

Molecular Docking, together with VS, is one of the initial stages of investigating molecules as potential drugs and aims to predict the conformation and orientation of ligands at the target macromolecule binding site [48]. It is based on the premise that the energy of the receptor-ligand complex is lower than that of the separate parts, being, therefore, favorable to the complex formation [35]. Complexes formed by protein-protein and protein-ligand are the most studied currently in drug discovery.

Molecular Docking can be divided into two main parts:

I. the investigation of the orientation and conformation of a ligand at the receptor binding site carried out by search methods;
II. and the prediction of the binding free energy, or affinity, of a receptor-ligand complex through a scoring function.

In order to perform Molecular Docking, the macromolecule receptor and the ligand molecule structures are needed. To apply the technique, some steps for preparing the system components are necessary (Fig. 12.4).

Initially, one should obtain the three-dimensional structure of the receptor, usually a protein, ideally from experimental data that can be acquired in libraries such as the Protein Data Bank (PDB). PDB has the coordinates of the atoms of individual molecules and resolved complexes by experimental methods such as X-ray diffraction crystallography and nuclear magnetic resonance (NMR). For proteins that have not yet been solved, some computational techniques can be used as alternatives. One of these is the Comparative Modeling, in which the protein to be discovered has its amino acid sequence aligned with the sequences of other proteins with previously known structures [49]. Ab initio modeling can also be performed using theoretical calculation for structural prediction [50].
The binding site at the receptor to be analyzed must be selected manually and delimited by specifying the coordinates or selected automatically using coordinates of ligands already bonded. In cases where the site is not known, prediction algorithms can be used to find possible cavities. Different algorithms are used for this purpose, from the ones that use small probes to map possible interaction sites on the protein surface [51] to algorithms in which druggability scores are predicted after training and testing a target library [52].

Computational mapping methods of co-solvent based on Molecular Dynamics (MD) are also being employed with the objective of searching at the entire surface of the protein, encompassing orthosteric and allosteric sites. In this mapping, a set of conformations of the target proteins, sampled by MD and fragments of small molecules, are used to identify and characterize binding sites [53, 54]. In addition, most software used for Docking have the option of “Blind Docking”, where the search for potential interaction sites is done over the entire surface of the receptor structure, thus presenting a high computational cost compared to those previously described [55].

For the standard molecular docking calculation, to reduce computational costs, the preparation of the receptor involves the construction of a grid, which can be understood as a box containing a cubic network of points where the interaction energy is calculated, delimiting the binding site [55]. The receptor potential energy is pre-calculated for each point of the grid and, subsequently, the interaction electrostatic and Lennard-Jones energies of the ligand are calculated with each point in this grid [56]. The choice of box size influences the correct results and virtual screening time. For the Vina software, higher precision was observed when the dimensions of the search space are about 3 times greater than the ligand’s rotation radius [57]. Some
software perform the calculation of the grid previously, as occurs in AutoDock, and others perform in real time producing a faster calculation, such as Vina [55].

In addition, it is important to investigate the protonation states of the amino acids that perform interactions at the receptor binding site. Some residues, such as Aspartate, Glutamate, Histidine, and Cysteine, are not commonly found in their usual protonation states due to the electrostatic environment in which they are inserted. In this case, it is possible to evaluate these amino acids in other complexes of the target protein and proteins homologous to several solved ligands, as well as using programs that determine the pka of each residue, such as the PROPKA software and the H++ server.

The ligands can have their structures obtained from public databases such as PubChem and Zinc [58, 59], virtual compounds, or organic synthesis. To build the input files with the three-dimensional coordinates, specific programs for the molecular draw can be used, such as MarvinSketch, ChemDraw, and Avogadro [60]. Some points must be taken into account when preparing the ligand file. These include charges, stereochemical geometry, and just like the receptor, the protonation states of chemical groups [54]. To determine the protonation states of the ligand groups, not only the pH should be considered, but also the interaction with the macromolecule binding site, which makes it a slightly more complex task. However, in some cases Docking can be performed with several protonation states of the ligand [61]. The charges are usually distributed as partial charges to the constituent atoms of the molecule, from the calculated net charge. Most Docking programs assume that both charges and protonation states are fixed and do not vary between on and off states [56].

Some important conformational changes can occur in the molecular recognition of ligands that contain nonaromatic cyclic structures. Software such as LigPrep [62] can generate representative structures of these changes that can be used in Molecular Docking with the receptor. The type of Docking to be calculated must be defined, which directly influences the results obtained. The ligand and the receptor can be considered rigid or flexible in the calculations. In the case of the flexible ligand, some additional terms for energy must be included, which means that the potential is “smoothed out” to allow the flexibility of the residue and its interaction with the ligand [55]. The degree of complexity in the calculation of flexible receptors and ligands is higher in relation to rigid ones, since the number of degrees of freedom to be evaluated is higher. Some software that perform docking with flexible receptors and ligands are based on the induced-fit theory proposed by Koshland, where both must suffer small changes to the binding that may occur [63].

12.3.1 Theory of Molecular Docking

As described before, the Molecular Docking method is divided into two parts: Search Algorithm and scoring functions, which involves a conformational search and the selection of best pose by the scoring functions (Fig. 12.5).
12.3.1.1 Search Algorithm

The exploration of different orientations and possible conformations for a ligand into a receptor binding site by the Docking software should find the best solution, which means to find the global minimum of energy. The function of energy needs to reproduce the entropic and enthalpic effects associated with the free energy of the system so that the global minimum of energy corresponds to the mode of binding described experimentally. However, due to the approximations introduced in the molecular interaction model, the global minimum does not always achieve this correspondence [61]. The selection of Search Algorithm is extremely important to reliable results of conformation and placement of the ligand at the receptor binding site. This search can be systematic or stochastic.

Systematic Search comprises a large sampling of conformations and a combination of structural parameters exploring each ligands’ degree of freedom, including the rotational, translational, and conformational (rotatable dihedral angles) movements, which can generate a combinatorial explosion in the number of attempts. This search method uses more resources and spends significantly more time to generate the conformation poses and assesses them individually. By building the ligand from different fragments, selecting one as an anchor and sequentially adding combinations of remaining fragments, this problem is avoided. Some Docking algorithms also apply pharmacophoric data from proteins and ligands and try to match the distances between each point of them. Stochastic search is made randomly, developing different conformations based on bond rotations as degrees of freedom. Some implementations
are necessary to guarantee the convergence to the best solution. Genetic Algorithm, Monte Carlo, Swarm Optimization, and Tabu Search are commonly implemented methods [55].

### 12.3.1.2 Scoring Functions

A large range of conformations is generated by the searching algorithms, although just a moiety of them are biologically relevant. To evaluate the quality of these conformations and to order according to the binding affinity to the receptor, it’s necessary to apply scoring functions. Scoring functions are mathematical models, usually linear functions, composed of terms related to physicochemical properties as intermolecular interactions, desolvation, electrostatic, and entropic effects, involved at interactions of the small molecule and the binding site of the receptor.

There are different functions of scoring, that may vary mainly at the number and types of terms, mathematical complexity, and the form of parametrization. These functions can be applied according to the objective and the stage of the study of molecular docking. In the first stages of the docking, simpler functions can be used to evaluate the conformations generated by the search method, to reduce computational costs. At the final stages, more sophisticated and complex functions are employed to obtain greater accuracy in predicting the correct binding mode and affinity for the receptor [63]. Scoring functions can be classified as force field-based, empirical, and knowledge-based.

Force field-based functions are a sum of terms from a classic molecular force field, as MMFF94, CHARMM, and AMBER, including experimental data or quantum calculations as parameters. The terms are divided by bonding interactions, as energy associated with the torsional chemical bonds, and non-bonding interactions, as associated with Van der Waals interactions, electrostatics and hydrogen bonds. To include additional effects as solvation effects and hydrophobic contacts, some terms are incorporated.

Empirical scoring functions are based on the idea that the binding free energy can be related through the sum of uncorrelated variables. This function is developed from tridimensional structures and affinities of known receptor-ligand complexes, on which the terms are adjusted to reproduce experimental data more accurately possible. Therefore, these functions are limited, as they are derived from heterogeneous data in training sets. Compared to the force field-based functions, the empirical ones are computed much faster.

Knowledge-based functions are based on the statistical mechanics of simple fluid systems, which employ the potentials of mean force (PMF). They are built from the statistical analysis between the atom pairs of experimentally solved receptor-ligand complexes. Thereby, like the empirical functions, these functions are differentiated by the size of the training set and the type of receptor-ligand interactions considered in parameterization. A combined approach using more than one type of scoring function can be also applied to improve accuracy.
12.3.2 Challenges of Molecular Docking

One of the best ways to evaluate a protein-ligand complex is to use a dynamic system approach. However, the protein flexibility remains a challenge in Molecular Docking and most current flexible ligand Docking programs treat the receptor as rigid. Some methods apply different tools to solve that. The Induced-fit method considers the neighboring residues of the binding site as flexible. The backbone movement affects the side chains, which leads to a higher order of magnitude in terms of the number of degrees of freedom [63]. These flexible docking algorithms predict the binding mode of a molecule, and also its binding affinity relative to other compounds, more accurately than rigid body ones.

Protein Energy Landscape Exploration (PELE) is a Monte Carlo method to sample flexibility combining protein and ligand perturbations. This technique is based on a steered localized perturbation followed by side-chain sampling and minimization cycles [64]. It acts as a useful refinement, in particular, if the binding site of a protein is not known. Compared to Molecular Dynamics simulations, PELE has a smaller computational cost associated with the exploration. Machine Learning (ML) functions are also recently applied to simulate the flexibility of the receptor in the scoring functions for Molecular Docking.

An interesting strategy to improve the performance with respect to compound scoring and pose prediction is to combine two or more Docking methods, as a Consensus Method [65]. These methods showed better results than the single ones that compose it. They can vary in how conformations are obtained, the scoring functions selected, and the algorithm to achieve the consensus. Even though Molecular Docking has been developed for about 10 years, it remains being updated and new features are incorporated. Currently, the Virtual Screening of thousands of compounds is performed by using the background of the Molecular Docking technique.

12.4 Molecular Dynamics (MD)

Molecular Dynamics (MD) is an in silico technique based on Newton’s laws that describes the variation of atomic positions in a molecule as a function of time. Therefore, it is different from the docking technique, which is mainly stochastic. With the use of MD, it is possible to evaluate characteristics such as content of secondary structure, orientation of side chains, conformation of loops, and the energy of interaction between different molecules, such as protein and ligands, over time. For this reason, it presents similar results to experimental methods such as Nuclear Magnetic Resonance (NMR), but with the advantage of more reduced costs, MD can be applied to bigger molecular systems, has better reproduction of biological systems, and costs less time [61].
MD is part of the so-called classical methods, or methods of Molecular Mechanics (MM), and it is based on the solution of Newton’s second law, according to the equation:

\[ F_{xi} = \frac{d^2 x_i}{dt^2} m_i = \frac{\Delta v_i}{\Delta t} m_i = a_i m_i \]

where \( F_{xi} \) is the force applied to atom \( i \) at position \( x_i \), \( t \) is time, \( v \) the velocity, and \( a_i \) the acceleration of atom \( i \).

### 12.4.1 Force Fields

In Molecular Mechanics (MM), molecules are described as a set of connected atoms, instead of nuclei and electrons as in quantum methods. Since these atoms are linked to other atoms, they are subject to intermolecular and intramolecular forces. A complete set of interaction potentials between particles is referred to as a “force field”. An empirical force field, as it is known, is a mathematical function that allows the calculation of total potential energy of a system, \( V(r) \), from the coordinates of its particles. In molecular systems, \( V(r) \) is described as the sum of several energy terms, including terms for bonded atoms (lengths and angles of bonding, dihedral angles) and terms for nonbonded atoms (Van der Waals and Coulomb interactions) [66]. In most force fields, the potential energy of the molecules can be represented by the equation:

\[ V(r) = \sum E_l + \sum E_a + \sum E_t + \sum E_{nl} \]

where \( \sum \) is a sum of the energy terms as a function of the bonding length \( E_l \), the bonding angles \( E_a \), the torsion of the angles \( E_t \), and the interactions of nonbonded atoms \( E_{nl} \) (Coulombian and Van der Waals).

The existing force fields have been developed independently and with all specific parameter sets. Some include other terms to specifically describe hydrogen bonds or to couple oscillations between bond angles and lengths, in order to achieve better agreement with vibrational spectra. The reliability of the results is based on the elaboration of a force field with well-defined parameters. The choice of the force field depends, to a large extent, on the system to be studied and on the properties that will be investigated. For example, while a type of force field can describe proteins with high fidelity, it can be quite limited in reproducing the geometry of carbohydrates or nucleic acids. In the case of biomolecular systems, the most used force fields are CHARMM, GROMOS, AMBER, OPLS, among others [61, 66].

There are different levels of simplification in the description of atoms in a force field depending on the type of system to be studied. Force field can describe all atoms in the system (all-atom), which requires a higher computational cost and may be unfeasible for large systems depending on the computational power available. The
first simplification would be to join the hydrogen atoms attached to carbon atoms as a pseudo-atom, representing the properties of CH, CH2, or CH3 groups. Another possibility for simplification is through the method called coarse-grained (CG). In this force field, several atoms can be aggregated into a single particle, analogous to the pseudo-atom of the joined atom model. This model is useful for systems such as lipid membranes, allowing long simulation times, since they are much faster to perform. This model is not indicated in studies where changes in secondary structure content are expected and for studies involving systems of proteins and organic molecules, such as drugs [61].

The simulations can also consider the solvent explicitly, cases wherein the water molecules are physically included in the simulations, or implicitly, in which the water molecules are not included in the simulations, only the dielectric properties of the solvent are represented, considerably reducing the time of the simulation. Another difference between the force fields is the description of the water molecules, an example of a widely used model is the TIP3P, used in the force field of AMBER, OPLS, and GROMOS [61].

The programs currently available for performing MD differ in relation to the force field used, computational cost and access; some of the most used are AMBER, GROMACS, and NAMD. These differences need to be evaluated by the researcher according to the system to be studied.

12.4.2 MD Simulations

MD simulation involves several steps, from obtaining the protein structure either by accessing the repositories of experimental or modeled structures (Table 12.2) to parameterization, minimization, equilibration, simulation, and analysis. The diagram below demonstrates the basic steps for a protein MD simulation (Fig. 12.6) [67].

12.4.2.1 Energy Minimization and Equilibration

Before performing the molecular dynamics simulation, it is necessary to perform an energy minimization of the system, which aims to eliminate bad contacts between atoms. During this calculation, the geometry of the system is optimized causing a reduction of its overall energy, reaching a more stable conformation, which is a state of energy minimum. This conformation will be the starting point for molecular dynamics. A widely used method is the steepest descent, which uses the first derivative to determine the direction to the minimum. It is a robust technique used to initially optimize a structure that is far from a minimum point [66]. A new structure optimization is then performed with a second derivative minimization of energy method to improve the result.
After minimizing the energy, it is necessary to heat the system at constant volume, bringing it to a temperature of interest, which is usually 300 K. After heating, equilibration is performed, with the function of controlling the system pressure (protein + water + ions), and stabilizing the system properties. In this stage, it is common to restrict the movement of the atoms of the protein and crystallographic water molecules from PDB, which allows the free water molecules and ions to organize and tend to come into balance, with the position restriction gradually decreasing until all the components of the system have obtained total freedom of movement. The equilibration period is variable and depends on the system under study. Generally, it is considered finished when the thermodynamic balance is reached. From that point, you can then generate the MD trajectories and calculate the different properties for the system of interest.

12.4.2.2 Periodic Boundary Conditions

The use of the explicit solvent in Molecular Dynamics is what demands the most computational cost, therefore, it is necessary to optimize the number of water molecules in order to obtain a faster simulation. For this reason, boxes are used, which are the three-dimensional space where the biomolecule and solvent are placed; the size and shape of these boxes are important in defining how many water molecules will be used in the simulation. The most common forms are cubic, octahedral, and dodecahedral. The form to be used will depend on the system and the computer power available for such simulation, but in the case of proteins, the cubic form is widely used [61].

Unlike biological conditions, in MD we have a vacuum around the simulation box, which could cause the solvent to evaporate. To prevent the system’s molecules from exceeding the box’s limits, a strategy called periodic boundary conditions was
created. In this strategy, the box is replicated in all its directions from space, making it so that if a molecule leaves the central box, one of its images enters from the opposite side, representing a continuity of the simulation, in a closer way to the experimental conditions [61].

12.4.2.3 Ensemble

The ensemble is the group of settings and properties kept constant during the simulation, representing the state of the system. Examples of widely used ensembles are the canonical or NVT (with a constant number of particles, volume, and temperature), generally used for the equilibration stage, and the isothermal-isobaric or NPT (with a constant number of particles, pressure, and temperature), normally used during MD simulation.

12.4.2.4 Sampling

The ability of a simulation to describe the expected behavior of a system is related to sampling. It is necessary that the simulation has enough time to observe the phenomena of interest, which is a great challenge in the simulation of biomolecules, since the computational cost to obtain a sample close to the ideal is very high. The longer the MD simulation, the greater the sampling, however, the number of atoms in the system has a great influence on how many conformations can be adopted. An all-atom simulation would need a larger time scale to obtain the same sampling as a coarse-grained simulation, for example. The type of problem to be analyzed also has a great influence on sampling and, consequently, on the necessary simulation time. The analysis of domain movement, for example, requires a longer simulation time, on the microseconds scale, whereas in the analysis of protein-ligand interaction, usually, the nanoseconds scale is sufficient.

12.4.3 Analysis of MD Simulations

Analyzing MD simulations is considered by many to be the most difficult part of MD. The first and most basic analysis to be performed is the stability of properties such as temperature, volume, pressure, density, and total energy throughout the simulation. If these were stable, you can move on to the rest of the analyses.

Among the most common analyses to be carried out, mainly for proteins, there is the root mean square deviation (RMSD), which allows evaluating how much the protein structure varied along the MD simulation in comparison with an initial structure, which is usually the crystallographic structure or the minimized structure before MD. In this analysis, the RMSD starts from 0 and rises until it reaches a point of equilibrium, where it remains until the end of the simulation (Fig. 12.7). Root
mean square fluctuation (RMSF) evaluates the variation of each protein residue in relation to an average structure along the molecular dynamics. More flexible regions, such as loops, will show greater variation (Fig. 12.8).

**12.4.4 MD Applications**

Molecular Dynamics has numerous applications, such as the prediction of protein structures, analysis of protein-protein, protein-lipid, and protein-ligand interactions, virus studies, and drug design for the most diverse diseases.
12.4.4.1 Drug Design and Free Energy Calculation

Among a variety of approaches used for structure-based drug design, MD simulation combined with a free energy calculation method is a great tool, as it can provide detailed information about protein-ligand interactions and consider the environment with solvent and protein flexibility [68].

The calculation of binding free energy can be performed using the Molecular Mechanics energies combined method with the Poisson–Boltzmann or Generalized Born and surface area continuum solvation (MM/PBSA and MM/GBSA). The purpose of this method is to calculate the difference in free energy between the bound and unbound states of two solvated molecules. However, in this calculation, most of the energy contributions would come from solvent-solvent interactions, making the calculation take a long time. Thus, in the AMBER program, an effective method is used, which is the division of the calculation according to the following equation [69]:

\[ \Delta G_{\text{bind, solv}} = \Delta G_{\text{bind, vacuum}} + \Delta G_{\text{solv, complex}} - (\Delta G_{\text{solv, ligand}} + \Delta G_{\text{solv, receptor}}) \]

where \( \Delta G_{\text{bind, solv}} \) is the free energy of binding in aqueous medium, \( \Delta G_{\text{bind, vacuum}} \) is the free energy of binding in vacuum, \( \Delta G_{\text{solv, complex}} \) is the free energy of the solvated complex, \( \Delta G_{\text{solv, ligand}} \) is the free energy of the solvated ligand, and \( \Delta G_{\text{solv, receptor}} \) is the free energy of the solvated protein [68].

The analysis of free energy is important mainly to compare the interaction of different ligands with the same protein performing an MD simulation, as more negative values indicate that that compound could be more promising, as it performed more relevant intermolecular interactions with the target. Programs such as AMBER also allow the decomposition of the binding free energy by aminoacid residue, which is very important to evaluate which residues have the best contribution to protein-ligand interaction.

The analysis of the prevalence of hydrogen bonds over time is another important application of MD for drug design, as it allows to evaluate which residues made stable hydrogen bonds with the ligand and to compare with the existing data in the literature for the protein under study, allowing greater reliability of the results obtained (Table 12.5).

| Ligand | Protein   | Prevalence (%) |
|--------|-----------|----------------|
| N1H1   | GLU71_OE2 | 53.8           |
| O1     | ASP168_NH | 65.4           |
| N2H2   | GLU71_OE2 | 22.5           |
| O3     | MET109_H  | 43.7           |
| N1H1   | GLU71_OE1 | 37.0           |

Table 12.5 Prevalence of hydrogen bonds between p38 MAPK and an inhibitor candidate in a 50 ns MD simulation.
Another interesting approach to drug design in Molecular Dynamics is the solvent mapping technique, which allows the simulation of proteins in different solvents, such as ethanol/water, to identify hotspots that could be important in the interaction with possible inhibitors, through observations of intermolecular interactions between residues of the studied protein and solvent molecules. This technique is an in silico version of the multiple solvent crystal structures (MSCS) approach, but with the advantage of being much faster and cheaper. Water represents polar interactions well, while the ethanol molecule is highly miscible in water and represents polar interactions, through hydroxyl, and nonpolar interactions, through the methyl group [70]. Structural clustering algorithms can be used to extract representative conformations from MD trajectories to understand different interaction patterns between the ligand, in this case water and ethanol molecules, and the protein that contributes to binding (Fig. 12.9).

**12.4.4.2 Study of Viruses**

Another interesting application of Molecular Dynamics is the study of viruses. In 2006, Schulten and co-workers reported the first all-atom simulation of a complete non-enveloped virus, called the satellite tobacco mosaic virus (STMV). Regarding enveloped viruses, the first capsid simulation of an immature HIV virus was carried out in 2010 by Ayton and Voth. However, as the viral particles are large for all-atom simulations, most studies are directed to simulations of viral proteins and capsids. The limitation for this area is the study of more complex processes such as replication, membrane fusion, virus maturation, and nuclear entry. However, the study of viral
proteins provides a lot of important information, also allowing the drug design for viral diseases through MD [71, 72].

Among the most recent examples of MD applications in viruses is the study of the Ebola virus by Pappalardo and co-workers, wherein they determined that VP24 protein of the Ebola virus is a key protein for pathogenicity, through the observation of its interactions with the human protein KPNA5 [73]. Nasution and co-workers also conducted a drug design study to combat the Ebola virus through Molecular Dynamics, finding promising compounds [74]. Another example is the study of influenza B virus, by Zhang and Zheng, wherein they provided structural and dynamic details of the effects of serine triad on proton conduction in the tetrameric channel of influenza B channel M2 (BM2), important in the virus life cycle, at the atomic level [75]. Studies of ZIKA virus are also being carried out, such as by Bowen and co-workers, wherein a collection of more than 7 million commercially and freely available compounds from the ZINC15 database were subjected to a virtual screening procedure consisting of consensus-based docking followed by MD simulation and binding energy calculations in order to identify promising potential inhibitors of the Zika NS2B-NS3 [76].
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