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Abstract: This paper is devoted to the wavelet Galerkin method to solve the Fractional Riccati equation. To this end, biorthogonal Hermite cubic Spline scaling bases and their properties are introduced, and the fractional integral is represented based on these bases as an operational matrix. Firstly, we obtain the Volterra integral equation with a weakly singular kernel corresponding to the desired equation. Then, using the operational matrix of fractional integration and the Galerkin method, the corresponding integral equation is reduced to a system of algebraic equations. Solving this system via Newton’s iterative method gives the unknown solution. The convergence analysis is investigated and shows that the convergence rate is $O(2^{-s})$. To demonstrate the efficiency and accuracy of the method, some numerical simulations are provided.
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1. Introduction

One of the most important classes of nonlinear ordinary differential equations (ODEs) that plays a remarkable role in engineering, mathematics, and science is the Riccati equation. Count Riccati has studied the particular version of the Riccati equation for the first time in 1724. Since there is a close relationship between the homogeneous differential equation of the second-order and the Riccati equation, we can imagine many applications for this equation. This equation is closely related to the one-dimensional static Schrödinger equation and the solitary wave solution of nonlinear PDEs [1,2]. Furthermore, this equation also plays a vital role in modeling classical and modern dynamical systems [3,4].

In this paper, we focus on the wavelet Galerkin method, which used biorthogonal Hermite cubic Spline scaling bases (BHCSSb) as a set of bases to solve the fractional Riccati equation (FRE)

$$\frac{C D^\beta_0 u(x)}{C D^\beta_0 u(x)} = f(x) + g(x)u(x) + h(x)u^2(x), \quad x \in [0, 1], \quad \beta \in \mathbb{R}^+$$

with initial condition

$$u^{(\eta)}(0) = \lambda_\eta, \quad \eta = 0, 1, \ldots, n - 1,$$

in which $C D^\beta_0 u(x)$ is the Caputo fractional derivative and $[\beta] + 1 := n \in \mathbb{N}$, for $\beta \notin \mathbb{N}$ and $n = \beta$ for $\beta \in \mathbb{N}$. Here, the functions $f$, $g$, and $h$ are assumed to be continuous on $[0, 1]$.

Because of the importance of this type of differential equation, several analytical and numerical methods have been used to solve it. In [5], the authors used new fractional bases based on the classical Legendre wavelet. In this work, the desired equation is solved using the operational matrix for Caputo fractional derivative and applying the Tau method. Rabiei et al. [6] introduced Boubaker wavelets of the fractional-order and used...
the collocation method to reduce the Riccati equation to a set of algebraic equations. The Jacobi collocation method is used to solve FRE in [7]. In [8], after representing the power function \( t^\alpha \) based on the Bernstein series, the matrix form of the truncated Bernstein series of the fractional-order is obtained. Then, the operational matrix of the Caputo fractional derivative is obtained, and using the collocation method FRE is solved. Sequential quadratic programming and artificial neural networks are utilized to solve the problem [9]. We can also point to other methods to solve FRE, such as the variation of parameters method [10], the multipoint Padé approximation method [11], the Legendre collocation method [12], and the reproducing kernel method [13].

In several methods that are in the literature, to obtain accurate results, it is necessary to change a parameter that helps authors to convert the power of bases into fractions. This change is without prior knowledge and is randomly selected and can be different for each example. In our proposed method, the bases are not of the fractional-order. The employed method is based on BHCSSb, and it can be used efficiently to solve a variety of equations [14,15] via its properties. There are two types of wavelet systems, scaler wavelets, and multiwavelets. The scalar wavelet system is obtained using a single generator, while in the multi-wavelets system, the multiresolution spaces are spanned based on the multi-generator. Among the most important and widely used multiwavelets, we can mention Alpert’s multiwavelets [16–18] and biorthogonal Hermite cubic spline [15]. BHCSSb is a multiwavelet and uses two bases as the generator in multiresolution spaces.

As mentioned in the previous paragraph, our proposed method can solve a variety of ordinary and partial differential equations [14,15]. For this purpose, the corresponding integral equation must be obtained. By using the operational matrix of integral for this type of wavelet, as well as by using their interpolation property, the computational load will also decrease. This is one of the advantages of the method compared to the methods presented in the references [5,6,13].

Wavelets are used as a powerful tool for solving various equations. There are several excellent papers to show the ability of wavelets to solve a variety of equations, including the Burgers equation [19,20], conservation laws [21], Abel integral equation [17], generalized Cauchy problem [22], Nonlinear Partial Differential Equations [23], Boundary Value Problems [24], etc.

This paper is organized as follows: In Section 2, some basic preliminary and basic definitions about fractional calculus are presented. Then, biorthogonal Hermite cubic Spline scaling bases and their properties are introduced, and the operational matrix of the fractional integral is represented based on these bases. In the sequel, the wavelet Galerkin method is used to solve FRE, and the convergence analysis is investigated in Section 3. Section 4 is devoted to some numerical experiments.

2. Preliminaries

This section contains some preliminary definitions and properties of the Riemann–Liouville fractional integral and derivative and the Caputo fractional derivative. More details may be found in [25].

**Definition 1.** Given \( \beta \in \mathbb{R}^+ \), let \( \Gamma(\beta) \) is the Gamma function. The Riemann–Liouville fractional integral operator \( I_a^\beta \) of order \( \beta \) is determined by

\[
I_a^\beta (u)(x) := \frac{1}{\Gamma(\beta)} \int_a^x (x - \zeta)^{\beta-1} u(\zeta) d\zeta, \quad x \in [a,b], \quad u \in L_1[a,b],
\]

where \([a,b]\) is a finite interval on \( \mathbb{R} \).
It can be easy to directly verify that the fractional integration from the power functions is a yield power function of the same form, via

$$\mathcal{I}_a^\beta (x^\alpha) = \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + \beta + 1)} x^{\alpha + \beta}. \quad (4)$$

It follows from [25] that the fractional integral operator \( \mathcal{I}_a^\beta \) is bounded. To this end, we have the following Lemma.

**Lemma 1.** (cf Lemma 2.1 (a), [25]). The operator \( \mathcal{I}_a^\beta \) is bounded in \( L_p([a, b]) \), i.e.,

$$\|\mathcal{I}_a^\beta (u)\|_p \leq \frac{(b-a)\beta}{\Gamma(\beta + 1)} \|u\|_p, \quad 1 \leq p \leq \infty. \quad (5)$$

**Definition 2.** The Riemann–Liouville operator of the fractional derivative is defined by

$$^{R}D_a^n u(x) := D^n I_a^{-\beta} (u(x)) = \frac{1}{\Gamma(n-\beta)} \int_a^x (x-\zeta)^{n-\beta-1} u(\zeta) d\zeta,$$

where \( \alpha \in \mathbb{R}^+ \), \([\alpha]+1 := n \in \mathbb{N} \) and \( D^n := \frac{d^n}{dx^n} \).

**Definition 3.** The Caputo fractional derivative is determined by [25,26],

$$^{c}D_a^n (f)(x) : = \frac{1}{\Gamma(n-\beta)} \int_a^x (x-\zeta)^{n-\beta-1} f(\zeta) d\zeta,$$

in which \( \beta \in \mathbb{R}^+ \) and \([\beta]+1 := n \in \mathbb{N} \).

**Lemma 2.** (cf Corollary 2.3 (a), [25]). It can be proved that the Caputo fractional derivative operator \( ^cD_a^n \) is bounded via

$$\|^{c}D_a^n (f)\|_C \leq \frac{1}{\Gamma(n-\beta)(n-\beta+1)} \|f\|_C,$$

where \( \beta \in \mathbb{R}^+ \), \( \beta \notin \mathbb{N}_0 \) and \( n = -[\beta] \).

### 2.1. Biorthogonal Hermite Cubic Spline Scaling Bases

The biorthogonal Hermite cubic Spline scaling bases (BHCSSb) \( \psi^1 \) and \( \psi^2 \) are defined via

$$\psi^1(x) = \begin{cases} 1 - 3x^2 - 2x^3, & x \in [-1, 0], \\ 1 - 3x^2 + 2x^3, & x \in [0, 1], \\ 0, & \text{o.w.}, \end{cases} \quad (8)$$

and

$$\psi^2(x) = \begin{cases} x + 2x^2 + x^3, & x \in [-1, 0], \\ x - 2x^2 + x^3, & x \in [0, 1], \\ 0, & \text{o.w.}. \end{cases} \quad (9)$$

It follows from [15] that \( \psi^1, \psi^2 \in C^1(\mathbb{R}) \) and fulfill Hermite interpolation

$$\psi^1(x) = \delta_{0,x}, \quad (\psi^1)'(x) = 0, \quad \psi^2(x) = 0, \quad (\psi^2)'(x) = \delta_{0,x}, \quad \forall x \in \mathbb{Z}, \quad (10)$$

where \( \delta_{i,j} \) denotes the Kronecker delta.

Assume that the subspace \( V_s \subset L_2(\mathbb{R}) \) is spanned by

$$V_s := \{ \sqrt{2}\psi^1_{s,b}|_{[0,1]}, \sqrt{2}\psi^1_{2s,1}|_{[0,1]} \} \cup \{ \psi^k_{s,b}|_{b \in B, k = 1, 2} \}, \quad (11)$$
where $s \in \mathbb{Z}^+ \cup \{0\}$, $\mathcal{B} := \{1, \ldots, 2^i - 1\}$ and $\psi_{s,b}^k := \psi^k(2^s \cdot b)$. Motivated by the multiresolution properties [27], we know that these spaces are nested $V_s \subset V_{s+1}$. Thus, considering $\psi = (\psi^1, \psi^2)$ as a vector function of the scaling function, it is easy to show that this vector satisfies the matrix refinement equation via,

$$\psi(x) = \sum_{b \in \mathbb{Z}} H_b \psi(2x - b), \quad (12)$$

in which

$$H_{-1} = \begin{pmatrix} 1/2 & 3/4 \\ -1/8 & -1/8 \end{pmatrix}, \quad H_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1/2 \end{pmatrix}, \quad H_1 = \begin{pmatrix} 1/2 & -3/4 \\ 1/8 & -1/8 \end{pmatrix}, \quad (13)$$

and $\forall b \notin \{-1,0,1\}$, $H_b = O$ ($O$ is the zero matrix). The vector function $\Psi$ satisfies the following symmetry properties

$$\psi(x) = G\psi(-x), \quad (14)$$

where

$$G = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (15)$$

Because the Hermite cubic spline multiwavelet system is biorthogonal, there exists a dual multi-generator $\tilde{\psi} = (\tilde{\psi}^1, \tilde{\psi}^2)$ that satisfies the biorthogonality condition, i.e.,

$$\langle \psi, \tilde{\psi}(.-b) \rangle = \delta_{0,b} I_2, \quad b \in \mathbb{Z}, \quad (16)$$

where $I_2$ is the identity matrix of size two and $\langle ., . \rangle$ denotes the $L_2$-inner product. This dual multi-generator generates another multiresolution space $\tilde{V}_s \subset L^2(\mathbb{R})$, which is biorthogonal to $V_s$. In order to construct the dual scaling functions $\tilde{\psi}^1, \tilde{\psi}^2$, we utilize the refinement relation for primal and dual scaling functions and insert them into the biorthogonal relation (16). This gives rise to the discrete duality relation [15]

$$\sum_{b \in \mathbb{Z}} H_b \tilde{H}_b^T = 2\delta_{0,b} I_2, \quad b \in \mathbb{Z}. \quad (17)$$

In which the refinement mask $\tilde{H}$ is chosen to be

$$\tilde{H}_{-2} = \begin{pmatrix} -7/128 & -5/64 \\ -7/128 & 3/64 \end{pmatrix}, \quad \tilde{H}_{-1} = \begin{pmatrix} 1/2 & 3/16 \\ 1/32 & -3/16 \end{pmatrix}, \quad \tilde{H}_0 = \begin{pmatrix} 39/32 & 0 \\ 0 & 15/8 \end{pmatrix},$$

$$\tilde{H}_1 = \begin{pmatrix} 1 & -3 \\ 1/32 & -3/32 \end{pmatrix}, \quad \tilde{H}_2 = \begin{pmatrix} -7/128 & 5/64 \\ 7/128 & 5/64 \end{pmatrix},$$

and $\tilde{H}_b = 0$ for $b \notin -2, \ldots, 2$.

By reindexing the scaling functions via the set $\varphi = \{\varphi_1, \varphi_2, \ldots, \varphi_{2^4+1}\}$, whose elements are equal to

$$\varphi_{2b+(k-1)} := \psi_{b,k}^k, \quad \text{for} \quad k = 1, 2, \quad b \in B,$$

and $\varphi_1 := \sqrt{2} \psi_{k=0, j=1}^1$, $\varphi_{2^2+1} := \sqrt{2} \psi_{k=2, j=1}^2$. Now, we introduce the operator $\mathcal{P}_s$ that is based on multi-scaling functions, which allows us to approximate any function $u \in L_2(\mathbb{R})$ as follows

$$u(x) \approx \mathcal{P}_s(u)(x) = \sum_{l=1}^{2^{i+1}} u_l \varphi_l(x), \quad (18)$$
where the coefficients \( u_l = \langle u, \varphi_l \rangle \) for \( l = 1, \ldots, 2^{s+1} \) are computed by using the Hermite type interpolation property of BHCSSb,

\[
\begin{align*}
& \begin{cases} 
u_{2l} = u(\frac{l}{2}) \\
\nu_{2l+1} = 2^{-s}u'(\frac{l}{2}) \\
\nu_1 := \frac{1}{\sqrt{2}}u(0), \\
\nu_{2s+1} := \frac{1}{\sqrt{2}}u(1) \end{cases} \\
\nu_1 & = \frac{1}{\sqrt{2}}u(0), \\
\nu_{2s+1} & = \frac{1}{\sqrt{2}}u(1).
\end{align*}
\] (19)

Now, for additional simplification, assume that \( \Psi_s \) is a vector function of dimension \( 2^{s+1} \) whose \( i \)th element is \( \varphi_i(x) \). Similarly, the vector \( U \) is chosen to be a vector of the same dimension of \( \Psi_s \) for which the \( i \)th element is \( u_i \). According to this introduction, (18) can be rewritten via

\[
u(x) \approx U^T\Psi_s(x). \] (20)

It follows from Theorem 2 in [14] that the error of approximation (18) can be bounded via the following theorem.

**Theorem 1.** Let \( u : [0, 1] \to \mathbb{R} \) be a function in \( C^4[0,1] \). The error resulting from the approximation \( P_s(u) \) is bounded as follows

\[
e_s(x) := |u(x) - P_s(u)(x)| = CM_u \frac{2^{-s}}{1-2^{-1}},
\]

where \( C \) is a constant and \( M_u = \max\{ \max_{\xi \in [0,1]} |u^{(2)}(\xi)|, \max_{\xi \in [0,1]} |u^{(4)}(\xi)| \} \). Thus, we have

\[
e_s(x) = O(2^{-s}). \]

**Proof.** See [14]. \( \square \)

### 2.2. Representation of Fractional Integral Operator in BHCSSb

The fractional integration of the vector function \( \Psi_s(x) \) can be expressed by

\[
I_0^\beta(\Psi_s)(x) \approx I_0^\beta\Psi_s(x), \] (21)

where \( I_0^\beta \) is the Riemann–Liouville fractional integral operational matrix of dimension \( N \times N \) with \( N = 2^{l+1} \).

To find the elements of matrix \( I_0^\beta \), we continue the following process. Given \( \beta \in \mathbb{R}^+ \), the Riemann–Liouville fractional integral operator \( I_0^\beta \), acting on \( \psi^k(2^s x - b) \) for \( k = 1, 2 \), can be represented by

\[
I_0^\beta(\psi^k)(2^s x - b) = \frac{1}{\Gamma(\beta)} \int_0^x (x - \zeta)^{\beta - 1} \psi^k(2^s \zeta - b) d\zeta, \quad k = 1, 2, \quad b \in \mathbb{B}. 
\]

To evaluate this integral, we check out the four cases due to the support of \( \psi^k(2^s x - b) \) for \( k = 1, 2 \).

1. If \( x \leq \frac{b-1}{2^s} \), \( b \in \mathbb{B} \) then according to the support of function \( \psi^k(2^s x - b) \), it is easy to show that \( I_0^\beta(\psi^k)(2^s x - b) = 0 \) for \( k = 1, 2 \).
2. If \( x \in (\frac{b-1}{2^s}, \frac{b}{2^s}) \), then we have

\[
a_k(x,b) := I_0^\beta(\psi^k)(2^s x - b) = \frac{1}{\Gamma(\beta)} \int_{\frac{b-1}{2^s}}^{\frac{b}{2^s}} (x - \zeta)^{\beta - 1} \psi^k(2^s \zeta - b) d\zeta, \quad \text{for } k = 1, 2. 
\]
3. If \( x \in \left( \frac{b}{2}, \frac{b+1}{2} \right) \), then by putting \( b_k(x,b) := I_0^\beta(\psi^k(2^s x - b)) \), one can write
\[
b_k(x,b) = \frac{1}{\Gamma(\beta)} \left( \int_{\frac{x}{2}}^x (x - \zeta)^{\beta-1} \psi^k(2^s \zeta - b) d\zeta \right).
\]

4. If \( x \geq \frac{b+1}{2} \) then for \( k = 1, 2 \), we get
\[
c_k(x,b) := I_0^\beta(\psi^k(2^s x - b)) = \frac{1}{\Gamma(\beta)} \left( \int_{\frac{x}{2}}^x (x - \zeta)^{\beta-1} \psi^k(2^s \zeta - b) d\zeta \right)
+ \int_{\frac{x}{2}}^{\frac{b+1}{2}} (x - \zeta)^{\beta-1} \psi^k(2^s \zeta - b) d\zeta.
\]

The above integrals can be evaluated explicitly in terms of \( \beta, s, b \) for all values of \( b \in \mathbb{B} \) for given \( s \in \mathbb{R}^+ \). We use a library function \textit{"int"} available in Maple to evaluate the above integrals analytically. Thus, using the above-obtained integrals, the Riemann–Liouville fractional integral \( I_0^\beta(\psi^k(2^s x - b)) \) is obtained as follows:
\[
Q_k(x,b) := I_0^\beta(\psi^k(2^s x - b)) = \begin{cases} 
0, & x < \frac{b-1}{2}, \\
\frac{b-1}{2} \leq x < \frac{b}{2}, \\
\frac{b}{2} \leq x < \frac{b+1}{2}, \\
\frac{b+1}{2} \leq x, 
\end{cases}
\]
(22)

It follows from (22) that the fractional integration of vector function \( \Psi_s(x) \) takes the form
\[
P_s I_0^\beta(\Psi_s(x)) = P_s(I_0^\beta(x)) \approx I_0^\beta(\Psi_s)(x),
\]
(23)
where \( \Gamma(x) \) is a vector function whose elements are obtained via
\[
[P(x)]_{2b+(k+1)} := Q_k(x,b), \quad k = 1, 2, \quad b \in \mathbb{B},
\]
(24)
and
\[
[P(x)]_1 : Q_1(x,0),
[P(x)]_{2b+1} := Q_1(x,2^s).
\]

Now, we can find the entries of matrix \( I_0^\beta \) through expanding each of the components of the vector function \( \Gamma(x) \) by Biorthogonal Hermite cubic spline multi-scaling functions [14] as
\[
I_0^\beta = \begin{bmatrix} 
0 & A & B_1 & \cdots & B_{2\beta-2} & E \\
Y & H_1 & H_2 & \cdots & H_{2\beta-2} & \Delta_1 \\
Y & H_1 & \cdots & H_{2\beta-3} & \Delta_2 \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
Y & H_1 & \cdots & \Delta_{2\beta-1} & M 
\end{bmatrix},
\]
(25)
where
\[
M = \frac{6}{\Gamma(\beta+4)} 2^{-s} \beta(\beta + 1),
\]
\[
E = \frac{1}{\Gamma(\beta+4)} \left((1 - 2^{-s}) \beta(-12(2^s) + 12\beta(2^s) + (18 - 6\beta)2^{2s} - 6\beta - 6) + 12(2^{3s}) - (18 + 6\beta) \times 2^{2s} + \beta^3 + 6\beta^2 + 11\beta + 6 \right).
\]
\[ A = \beta^2 - s_\beta + \frac{1}{2} \left[ \begin{array}{c} \frac{\beta^2 + 6\beta + 5}{\Gamma(\beta + 4)} \\ \frac{\beta^2 + 3\beta - 4}{\Gamma(\beta + 3)} \end{array} \right]. \]

With
\[ \eta_{i,1}^{-1} = -\frac{2^{-s_\beta + \frac{1}{2}}}{\Gamma(\beta + 4)} \left( i^\beta (-11\beta - 6 - 12i^3 + (6\beta + 18)i^2 - \beta^3 - 6\beta^2) \\
+ (i - 1)^\beta (6\beta + 612i^3 + (6\beta - 18)i^2 - 12\beta i) \right), \]
\[ \eta_{i,2}^{-1} = -\frac{2^{-s_\beta + \frac{1}{2}}}{\Gamma(\beta + 4)} \left( i^\beta (12(\beta + 3)i^3 - 6(6 + \beta^2 + 5\beta)i^2 + 11\beta^3 + 6\beta^2 + 6\beta + \beta^4) \\
+ (i - 1)^\beta (-12(\beta + 3)i^3 - 6(\beta^2 + \beta - 6) + 6(\beta^2 + 3\beta)i) \right), \]

and the \(2 \times 2\) block matrices
\[ Y = 2^{-s_\beta + \frac{1}{2}} \left[ \begin{array}{cc} \frac{3(\beta + 1)}{\Gamma(\beta + 4)} & \frac{3\beta}{\Gamma(\beta + 3)} \\ \frac{3\beta}{\Gamma(\beta + 3)} & \frac{\beta}{(\beta - 1)} \end{array} \right], \]
\[ H_i = 2^{-s_\beta + \frac{1}{2}} \left[ \begin{array}{cc} \frac{6(2^\beta (\beta - 1) + 1)}{\Gamma(\beta + 4)} & \frac{3(2^\beta (\beta - 2) + 2)}{\Gamma(\beta + 3)} \\ \frac{3(2^\beta (\beta - 2) + 2)}{\Gamma(\beta + 3)} & \frac{-2(\beta + 3 + 2^\beta (\beta - 3))}{\Gamma(\beta + 4)} \end{array} \right]. \]

The elements of the matrix \(h_i = \left[ \begin{array}{cc} h_{i,1} & h_{i,2} \\ h_{i,2} & h_{i,2} \end{array} \right], i = 1, \ldots, 2^s - 2\), are denoted by
\[ h_{i,1}^i := 6 \frac{2^{-s_\beta}}{\Gamma(\beta + 4)} \left( (i - 1)^\beta (4 - 12i^2 + 2i^2 - 4i^3) + (i - 2)^\beta (2i^3 + (\beta - 9)i^2 - 4(\beta - 3)i + 4\beta - 4) \\
+ i^{\beta + 2}(2i - (\beta + 3)) \right), \]
\[ h_{i,2}^i := 6 \frac{2^{-s_\beta}}{\Gamma(\beta + 3)} \left( (i - 2)^\beta (2i^2 + (\beta - 6)i - 2\beta + 4) + (i - 1)^\beta (4i^2 + 8i - 4) \\
+ i^{\beta}(2i^2 - (\beta + 2)i) \right), \]
\[ h_{i,2,1}^i := -\frac{2^{(s_\beta + 1)}}{\Gamma(\beta + 4)} \left( i^{\beta + 2}(-3i + \beta + 3) + (i - 1)^\beta ((12 + 4\beta)i^2 - 8i(\beta + 3) + 4\beta + 12) \\
+ (i - 2)^\beta (3\beta^2 - (15 - \beta)i^2 - 4(\beta - 6)i + 4\beta - 12) \right), \]
\[ h_{i,2,2}^i := -\frac{2^{(s_\beta + 1)}}{\Gamma(\beta + 3)} \left( (i - 2)^\beta (3i^2 + (\beta - 10)i - 2\beta + 8) + (i - 1)^\beta ((8 + 4\beta)i - 8 - 4\beta) \\
+ i^{\beta}(-3i^2 + (\beta + 2)) \right). \]

Finally, we introduce the matrices \(\Delta_i, i = 1, \ldots, 2^s - 1\) as follows.
\[ \Delta_i = \left[ \begin{array}{cc} h_{i,1} & h_{i,2} \\ h_{i,2} & h_{i,2} \end{array} \right]^T, \quad i = 1, \ldots, 2^s - 1, \]
\[ \mu_{1,1} := -\frac{3\sqrt{2}}{\Gamma(\beta + 4)} \left( \frac{3}{4} - \frac{1}{4} \right) \beta (-2\beta + (\beta + 21)^2 + 9\beta + 81 - 6(\beta + 12)i) + \frac{1}{4} i \beta (4\beta - 48) + 192i - 256 \right) \]
\[ \mu_{1,2} := -\frac{\sqrt{2}}{\Gamma(\beta + 4)} \left( \frac{3}{4} - \frac{1}{4} \right) \beta (9\beta + 108 - (6\beta + 99)i + (\beta + 30)i^2 - 3i^3) + \frac{1}{4} i \beta (4(\beta + 3)^2 - 32(\beta + 3)i + 192 + 64\beta) + \frac{5}{4} i \beta (3\beta + (\beta - 42)i^2 - (10\beta + 195)i + 25\beta - 300). \]

**Lemma 3.** Let \( f_s(x) := C^T \Psi_s(x) \) be the approximation of \( f \in L^2[0,1] \) based on BHCSSb. If \( I_0^\beta (f_s)(x) \) is obtained by \( C^T I_0^\beta \Psi_s(x) \), then we have
\[
\lim_{s \to \infty} I_0^\beta (f_s)(x) = I_0^\beta (f)(x). \quad (26)
\]

**Proof.** It follows from Theorem 1 that
\[
\lim_{s \to \infty} f_s(x) := \lim_{s \to \infty} \mathcal{P}_s(f)(x) = \lim_{s \to \infty} \sum_{i=1}^{2^{s+1}} c_i \varphi_i(x) = f(x). \quad (27)
\]
Since \( \varphi_i(x) \in C[0,1] \) for \( i = 1, \ldots, 2^{s+1} \), one can write
\[
\lim_{s \to \infty} \int_0^T (x-t)\beta - 1 \sum_{i=1}^{2^{s+1}} c_i \varphi_i(t)dt = \lim_{s \to \infty} \sum_{i=1}^{2^{s+1}} c_i \int_0^T (x-t)\beta - 1 \varphi_i(t)dt. \quad (28)
\]
Thus, we can write
\[
\lim_{s \to \infty} I_0^\beta (f_s)(x) = \lim_{s \to \infty} C^T I_0^\beta \Psi_s(x). \quad (29)
\]
By (29) and from the Definition 1 for \( \beta \in \mathbb{R}^+ \), we have
\[
\Gamma(\beta) I_0^\beta (f)(x) = \int_0^T (x-t)\beta - 1 f(t)dt = \lim_{s \to \infty} \int_0^T (x-t)\beta - 1 f_s(t)dt = \Gamma(\beta) \lim_{s \to \infty} C^T I_0^\beta \Psi_s(x). \quad (30)
\]
Consequently, using (29) and (30) we have
\[
\lim_{s \to \infty} I_0^\beta (f_s)(x) = I_0^\beta (f)(x). \quad (31)
\]

**3. Wavelet Galerkin Method**

In the present section, we utilize the wavelet Galerkin method based on BHCSSb to solve the Riccati Equation (1). To derive the approximate solution, we suppose that the unknown solution can be approximated by
\[
u(x) \approx U^T \Psi_s(x), \quad (31)
\]
where \( U \) is a vector of dimension \( N \) that should be determined. Assume that \( \beta \in \mathbb{R}^+, \tau = [-\alpha], \) and \( f, g, \) and \( h \) are continuous functions. Then, it is easy to show that the function \( \nu(x) \) is a solution of the Riccati Equation (1), if, and only if, it satisfies the integral equation
\[
u(x) = \sum_{\eta=0}^{n-1} \frac{u^{(\eta)}(0)}{\eta!} x^\eta + I_0^\beta \left( f + gu + hu^2 \right)(x). \quad (32)
\]
Using (31), we can approximate all terms in the right side of (1) as follows
\[
h(x)u^2(x) \approx H^T \Psi_s(x), \quad (32)
\]
\[
g(x)u(x) \approx G^T \Psi_s(x), \quad (32)
\]
\[
f(x) \approx F^T \Psi_s(x), \quad (33)
\]
Inserting Equation (33) into (32) and using the operational matrix of fractional integration \( I_\beta \), we have the residual as follows

\[
r(x) = \left( UT - XT - FT I_\beta - G T I_\beta - H T I_\beta \right) \Psi_s(x),
\]

where \( X(x) := \sum_{i=0}^{\nu-1} x^i \frac{u^{(i)}(0)}{\nu!} \approx X^T \Psi_s(x) \). We would like to reduce the residual to zero. There are several methods to do this. However, in this work, we use the wavelet Galerkin method. The biorthogonality of BHCSSb ((\( \Psi_s, \Psi_s \))) yields the linear or nonlinear system

\[
\mathcal{F}(U) = 0,
\]

where \( \mathcal{F} \) is a vector function of \( U \). This function may be linear or nonlinear, and it depends on the function \( h \). To find the unknown vector \( U \), we utilize Newton’s method in the nonlinear type and the generalized minimal residual method (GMRES method) [28] in the linear type.

4. Convergence Analysis

**Theorem 2.** Given \( \beta \in \mathbb{R}^+ \), let \( \mathbb{N} \ni n = -[\beta] \). Let \( f, g \) and \( h \) be sufficiently smooth functions on \([0,1]\). The error of the wavelet Galerkin method based on BHCSSb for Equation (1) satisfies

\[
\|u - u_s\|_\infty \leq O(2^{-s}).
\]

**Proof.** If \( f(x) \) is a continuous function, we can directly find the following error via Theorem 1

\[
\|I_0^\beta f - I_0^\beta P_s(f)\| \leq C_1 |M_f| \frac{2^{-s}}{\Gamma(1-2^{-1})} \int_0^1 (x - \xi)^{\beta - 1} d\xi
\]

\[
= C_1 |M_f| \frac{2^{-s}}{\Gamma(1-2^{-1})},
\]

where \( C_1 \) is a constant and \( |M_f| = \max\{\text{max}_{x \in [0,1]} |f^{(2)}(\xi)|, \max_{x \in [0,1]} |f^{(4)}(\xi)|\} \). Since the functions \( g \) and \( h \) are continuous, then there exist a constant \( C_2 \) such that \( \text{max}\{g, h\} \leq C_2 \). It follows from Lemma 1 that

\[
\|I_0^\beta (gu) - I_0^\beta P_s(gu)\| \leq \frac{C_2}{\Gamma(\beta + 1)} \|u - u_s\|,
\]

and

\[
\|I_0^\beta (hu^2) - I_0^\beta P_s(hu^2)\| \leq \frac{C_3}{\Gamma(\beta + 1)} \|u - u_s\|,
\]

where \( C_3 = C_2 \lambda \) with \( \|u^2 - u_s^2\| \leq \lambda \|u - u_s\| \).

Subtracting (32) from

\[
u = X_s + I_0^\beta \left( P_s(f + gu + hu^2) \right)(x),
\]

we have

\[
u - u_s = X - X_s + I_0^\beta \left( P_s(f + gu + hu^2) \right)(x) - I_0^\beta \left( P_s(f + gu + hu^2) \right)(x).
\]

Taking the norm from both sides of (40) and using the triangle inequality, it follows from Theorem 1 that

\[
\|u - u_s\| \leq C_0 |M_X| \frac{2^{-s}}{(1-2^{-1})} + C_1 |M_f| \frac{2^{-s}}{\Gamma(1-2^{-1})} + \frac{C_2}{\Gamma(\beta + 1)} \|u - u_s\|
\]

\[
+ \frac{C_3}{\Gamma(\beta + 1)} \|u - u_s\|
\]

where \( |M_X| = \max\{\text{max}_{x \in [0,1]} |X^{(2)}(\xi)|, \max_{x \in [0,1]} |X^{(4)}(\xi)|\} \). Therefore, if \( C_4 := 1 - \frac{C_0 + C_3}{\Gamma(\beta + 1)} > 0 \) then

\[
\|u - u_s\| \leq C2^{-s},
\]

in which \( C = 1/C_4 \max\{C_0 |M_X|, \frac{1}{\Gamma(\beta + 1)} C_1 |M_f|\} \). \( \square \)
5. Numerical Experiments

Example 1. Consider the fractional Riccati equation

\[ C D_0^\beta u(x) + u^2(x) = \left( \frac{x^{\beta+1}}{\Gamma(\beta+2)} \right)^2, \quad x \in [0, 1], \]

subject to the initial condition \( u(0) = 0 \). The exact solution is reported in [6] and is \( u(x) = \frac{x^{\beta+1}}{\Gamma(\beta+2)} \).

Table 1 shows a comparison between our proposed method and the Bernoulli wavelets method [29]. We observe that the wavelet Galerkin method based on BHCSSb gives better results than the Bernoulli wavelets method. To illustrate the effect of refinement level \( s \) on \( L_2 \)-errors, Table 2 is reported. It is worth emphasizing that these results verify our convergence analysis, and by increasing this parameter, the \( L_2 \)-errors decrease. To show the accuracy of the method, Figure 1 is plotted. In this figure, we can see a compare between the exact and approximate solutions. Figure 2 demonstrates the approximate solutions for different values of \( \beta \) on the left side and corresponding absolute errors on the right.

Table 1. The comparison between the proposed method and the Bernoulli wavelets method [29], taking \( \beta = 0.8 \) for Example 1.

| N | Proposed Method | Bernoulli Wavelets Method [29] |
|---|-----------------|---------------------------------|
| 9 | 4.52 \times 10^{-5} | 7.76 \times 10^{-6} |
| 17 | 2.68 \times 10^{-5} | 2.75 \times 10^{-6} |
| 28 | 1.02 \times 10^{-5} | 2.54 \times 10^{-6} |
| 36 | 8.81 \times 10^{-6} | 1.30 \times 10^{-7} |
| 45 | 1.33 \times 10^{-5} | 3.10 \times 10^{-8} |
| 54 | 8.86 \times 10^{-6} | 1.32 \times 10^{-6} |
| 63 | 5.76 \times 10^{-6} | 8.68 \times 10^{-7} |
| 72 | 8.25 \times 10^{-6} | 4.04 \times 10^{-7} |
| 81 | 8.48 \times 10^{-7} | 3.39 \times 10^{-6} |
| 90 | 5.29 \times 10^{-6} | 5.19 \times 10^{-6} |

Table 2. The effect of parameter \( s \) on \( L_2 \)-errors for Example 1.

| \( s \) | \( L_2 \)-error |
|--|---|
| 1 | 5.31 \times 10^{-4} |
| 2 | 1.36 \times 10^{-4} |
| 3 | 3.41 \times 10^{-5} |
| 4 | 1.22 \times 10^{-5} |
| 5 | 8.23 \times 10^{-6} |

Figure 1. Comparing the approximate and exact solutions, taking \( s = 2 \) and \( \beta = 0.5 \), for Example 1.
Figure 2. Comparing the approximate and exact solutions, taking $s = 2$ and different values of $\beta$, for Example 1.

Example 2. The second example is dedicated to the fractional Riccati equation

$$C^\beta D_0^s u(x) + u^2(x) = 1, \quad x \in [0,1],$$

subject to the initial condition $u(0) = 0$. There is no exact solution to the problem here. However, in the case of $\beta = 1$, the exact solution would form $u(x) = \frac{e^{2x} - 1}{e^{2x} + 1}$ [5,6].

Figure 3 displays the approximate solution for different values of $\beta$. As we expect, when $\beta = 1$, the corresponding solutions tend to the solution at it. Table 3 shows a comparison of the proposed method and the fractional-order Legendre wavelet method [5].

Table 3. Comparison of the absolute value of residual between the proposed method and fractional-order Legendre wavelet method [5] for Example 2.

| $\beta$ | Fractional-order Legendre wavelet method | Proposed method |
|---------|----------------------------------------|-----------------|
| $\beta = 0.25$ | $r = 6 \quad 9.6 \times 10^{-4}$ | $r = 2 \quad 2.1 \times 10^{-25}$ |
| $\beta = 0.50$ | $r = 10 \quad 9.7 \times 10^{-4}$ | $r = 2 \quad 1.1 \times 10^{-26}$ |
| $\beta = 0.75$ | $r = 10 \quad 5.4 \times 10^{-4}$ | $r = 2 \quad 1.0 \times 10^{-23}$ |

Figure 3. The approximate solution, taking $s = 4$ and different values of $\beta$, for Example 2.
Example 3. Consider the fractional Riccati equation

$$C_0^{0.5} u(x) = \frac{8}{3\sqrt{\pi}} x^2 + x^4 - u(x) - u^2(x), \quad x \in [0, 1],$$

subject to the initial condition $u(0) = 0$. The exact solution is reported in [6] and is $u(x) = x^2$.

Figure 4 illustrates a comparison between the exact and approximate solution. The absolute errors are reported in Table 4.

Table 4. The absolute error for $s = 3$ for Example 3.

| $x$ | Absolute Errors |
|-----|-----------------|
| 0.2 | $1.79 \times 10^{-6}$ |
| 0.4 | $3.93 \times 10^{-6}$ |
| 0.6 | $1.75 \times 10^{-6}$ |
| 0.8 | $1.26 \times 10^{-7}$ |
| 1.0 | $8.63 \times 10^{-6}$ |

Figure 4. Comparing the approximate and exact solutions, taking $s = 3$, for Example 3.

6. Conclusions

In this paper, we applied the wavelet Galerkin method to solve the fractional Riccati equation. To this end, we utilized the Biorthogonal cubic Hermite spline multiwavelets and the operational matrix for fractional integration to reduce the desired equation to a set of nonlinear algebraic systems. The convergence analysis is investigated and shows that the convergence rate is $O(2^{-s})$. Some numerical simulations and results demonstrate the ability and efficiency of the method.
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The following abbreviations are used in this manuscript:

- $\mathbb{R}$ The real numbers
- $\mathbb{R}^+$ The positive real number
- $\mathbb{N}$ The natural numbers
- $\mathbb{Z}^+$ The positive integers
- $C$ The space of continuous functions
- $C^n$ The space of functions which are $n$ times continuously differentiable
- $L_p$ The spaces of $p$-integrable functions
- ODE Ordinary differential equations
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