Surface Temperature Prediction of Asphalt Pavement Based on GBDT
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Abstract. Asphalt is a temperature sensitive material, distribution characteristics and vary rules of asphalt pavement temperature have an important impact on the bearing capacity and performance of pavement, which is a concern of domestic and foreign researchers. The objective of this study was to explore the correlation between pavement temperature of asphalt pavements and meteorological factors and implement an accurate trend prediction of the asphalt pavement temperature. First, errors and missing data in the meteorological dataset were cleaned. Then, the three kinds of temperature prediction models of asphalt pavements in winter were established by Gradient Boosting Decision Tree (GBDT), Random Forest (RF) and Linear Regression (LR). The results indicate that GBDT would perform an excellent ability on prediction. The mean-square-error of the GBDT predicting results has a lower value of 1.5 when compared with the Random Forest and Linear Regression owing to the high robustness and the good generalization ability, which reflects the GBDT model has a good applicability in the field of prediction. The research would serve as a technical support for the machine learning algorithms applied in the field of the application of prediction problems.

1. Introduction

In terms of the properties of asphalt, it’s a typical temperature-sensitive material, and asphalt pavement temperature is one of the important factors affecting road traffic safety. Changes in road surface temperature and state will have a direct impact on the safety and efficiency of road traffic, while meteorological conditions are the most precise causes affecting the change of pavement temperature. Therefore, how to effectively predict the change law of pavement temperature has important theoretical and practical significance for road traffic safety.

Now, domestic and foreign researchers have conducted extensive research on the temperature change of asphalt pavement, while their research direction is primarily focussed on the prediction model of pavement temperature field. In 1975, Barder [1] first used the heat conduction equation to establish a model for the highest temperature prediction of the road surface and performed statistical analysis. Subsequently, Huber [2] conducted a regression analysis of local temperature and road surface temperature. Then a simple regression prediction model is established for predicting the maximum temperature of the road surface. Then, Krsmanc [3] proposed a purely statistical approach for forecasting road surface temperature is based on stepwise linear regression analysis with appropriate selection of the input parameters. In summary, the current research method of asphalt pavement temperature still stays in statistical analysis and linear regression analysis. These methods are relatively simple with a high accuracy in most studies. However, as the amount of data increases, the process of model establishment becomes complicated, also the precision of the prediction model is
hard to be guaranteed. Therefore, how to establish a high accuracy asphalt pavement temperature prediction model is the research emphasis.

Gradient Boosting Decision Tree (GBDT) belongs to decision tree-based models in machine learning which has been introduced by Professor Firedman [4] for the first time. The algorithm trains each of the decision trees in a sequential manner, and each iteration fits a decision on the residuals left by the previous one and then the prediction is accomplished by combining the trees [5-6]. In recent years, more and more scholars have begun to choose to improve the accuracy of predictive models in an iterative way, making GBDT become the new direction of forecasting [7]. For example, GBDT is applied to short-term subway ridership prediction in Ding’s study, and the findings suggest that the GBDT model has considerable advantages in improving the short-term subway ridership forecast [8]. Similarly, Yang also proposed a short-term traffic prediction method based on gradient boosting machine, concluded that the prediction errors of GBDT are smaller than SVM and BPNN [9]. It’s prediction effect is excellent. Then, Gradient boosting decision trees, an ensemble learning method, is proposed to make asphalt pavement temperature prediction based on the meteorological data in this study. And compared with the temperature prediction model built by random forest (RF) and linear regression (LR) to verify the applicability and performance of GBDT in the field of asphalt pavement temperature prediction.

This paper, in the light of related research, selects the winter meteorological observation data from December 2015 to January 2018 in Jinhua area of Zhejiang Province of China. The study analyzes the relationship between meteorological factors and road surface temperature and provides technical support for the accurate prediction of winter road surface temperature.

2. Data Preprocessing

2.1. Data Cleaning

The amount of meteorological data is huge, and it is inevitable that data is missing and wrong during the process of collection and storage. Data cleaning is intended to handle anomalous data in data sets for data mining. The study reads meteorological data through the Pandas function in the Python platform and uses the dropna function to delete the data set where the missing data are located. Finally, 3261 sets of valid data are generated.

2.2. Key Factor Determination

In order to determine the key factors affecting the pavement temperature, the relationship between meteorological factors and asphalt pavement temperature was linearly fitted to calculate the Pearson coefficient, and the calculation formula is as shown in the Equation (1). The meteorological data used for association analysis mainly include: air temperature, dew point temperature, air pressure, relative humidity, wind speed, precipitation, visibility and asphalt pavement temperature.

\[
\text{Pearson}(x,y) = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2 \sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]

Where, \( x \) and \( y \) are two independent variables; \( \bar{x} \) and \( \bar{y} \) are the mean of two independent variables; \( n \) is the number of variables; \( i \) is the variable number.

Table 1 shows the results of Pearson coefficient, it can be known that the dew point temperature, air pressure, relative humidity and air temperature have a great influence on the temperature change of the asphalt pavement.

| Meteorological factors | Air temperature | Dew point temperature | Air pressure | Relative humidity | Wind speed | Precipitation | Visibility |
|------------------------|-----------------|-----------------------|--------------|------------------|------------|--------------|------------|
| Pearson coefficient    | 0.79            | 0.37                  | -0.38        | -0.34            | 0.07       | -0.11        | 0.06       |
3. Asphalt Pavement Temperature Prediction

In this part, key factors obtained by linear fitting are used as input variables and asphalt pavement temperature is used as the output variable to establish the prediction model of asphalt pavement temperature based on gradient boosting decision tree (GBDT). Two algorithms, random forest and linear regression, were introduced for comparative analysis.

3.1. Predictive Model Building Process

Taking the winter meteorological observation data in Jinhua area of central Zhejiang Province as the data sample of the model, using the train_test_split function in the Python platform, 3246 sets of data are randomly selected from 3261 sets of meteorological data to set up the asphalt pavement temperature prediction model, and the remaining 15 sets of data are used as test data to verify the prediction effect of the model.

Gradient Boosting Decision Tree is an integrated machine learning algorithm, which consists of Classification and Regression Tree (CART), Gradient Boosting and Learning Rate. During the establishment of the model, there are 5 main parameters that need to be tuned, such as learning rate, loss function, the number of trees, max-depth and max-features. The default parameter of the model learning rate is 0.1, in order to slow down the learning rate of the model and improve the accuracy of the model, the learning rate in this paper is set to 0.01; The loss function is used to calculate the residual of the prediction result. As shown in Equation (2), here the mean square loss function is used in study; Since there are only 4 features in the training sample, and all of them are related parameters, so the max-features is set to None which indicating that all features will be used for model building. On this basis, the max-depth of GBDT is first set as the default value, and the value of the number of trees can be set by multiple trial calculations. As is shown in Figure 1, when the number of trees reaches 1000, the mean absolute error of the GBDT prediction results tends to be stable, so the number of trees of the model is set to 1000. Similarly, the max-depth of GBDT is calculated. It can be observed in from Figure 2 that when the depth of the tree is 4, the average error of prediction result is the smallest, so the max-depth is set to 4.

\[ L(y, f(x)) = \sum_{i=1}^{n} (y_i - f(x_i))^2 \]  

(2)

Where, \( x \) are the input variables, \( y \) are the corresponding labels, \( f(x) \) are the prediction results, and \( i \) is the iteration number of the prediction model.

![Figure 1. Prediction errors varying with the number of trees.](image1)

![Figure 2. Prediction errors varying with max-depth.](image2)

Random Forest is an integrated machine learning algorithm, which consists of decision trees and bagging. During the establishment of the model, there are 3 main parameters that need to be tuned, such as max-depth, max-features and the number of trees. Since each tree in the random forest is independent of each other and the prediction results do not affect each other, so max-depth can be set to None which indicating that the depth of CART is not limited. The default setting parameter for max-features is auto, same as GBDT. Here the max-features is set to None. On this basis, the value of
the number of trees can be set by multiple trial calculations. As is shown in Figure 3, when the number of trees reaches 12, the mean absolute error of the random forest prediction results tends to be stable, so the number of trees of the model is set to 12.

Linear regression is a method to establish the relationship between dependent variable and multiple independent variables by using a linear model. The linear regression model finds the corresponding regression coefficient according to the input parameters and multiplies the regression coefficient by the corresponding independent variable to accumulate the dependent variable.

3.2. Model Prediction Result Analysis

The prediction results of each model are shown in Figure 4. In the figure, Test represents the test data, GBDT represents the gradient boosting decision tree prediction result, RF represents the random forest prediction result, and LR represents the linear regression prediction result.

In order to verify the accuracy of each asphalt pavement temperature prediction model, the Mean Square Error (MSE) of the prediction results of GBDT, random forest and linear regression models was calculated. The calculation formula is as shown in Equation (3), and the MSE variation trend of each temperature prediction model is shown in Figure 5.

\[ MSE = \frac{1}{N} \sum_{j=1}^{N} (f(x_j) - y_j)^2 \]  

(3)
The analysis results show that the mean square error of GBDT prediction results is the smallest and the robustness is high, which has great advantages in asphalt pavement temperature prediction; the mean square error of random forest prediction result is always in the state of fluctuation; the prediction model built by linear regression is as stable as the GBDT model, but has little advantage in prediction accuracy. In conclusion, the model built by GBDT has good prediction effect, and has good generalization ability and robustness. It has good applicability in the prediction of asphalt pavement temperature.

4. Conclusion
The following major findings were achieved from this study:
(1) Both GBDT and Random Forest belong to the decision tree integration algorithm. In the case that the training samples have constraints, the GBDT has higher prediction accuracy than the random forest, so GBDT is more suitable for establishing the prediction model.
(2) The asphalt pavement temperature prediction model established by GBDT has good generalization ability and robustness, can predict the temperature change of asphalt pavement more accurately, and has certain feasibility for the prediction of pavement temperature. The study would serve as a technical support for the application of machine learning algorithms in prediction.
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