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Abstract

By using machine learning technique, this article presents sentiment and concept analyses on 48,043 articles published in The Economist from 1991 through 2016. The Economist is one of the world’s most influential political and economic magazines. The article analyzes and compares the magazine’s sentiment orientations toward the Group of Seven’s ingroup member countries (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States) and its outgroup member country China. The sentiment analyses are performed on and compared between different periods of Clinton’s, Bush’s, and Obama’s administrations in the United States; Major’s, Blair’s, Brown’s, and Cameron’s cabinets in the United Kingdom; and Kohl’s, Schröder’s, and Merkel’s in Germany. The relationship between China hosting the Olympic Games or its growing economic power and the magazine’s sentiment orientations toward the country is examined. The concept analysis on the articles with extreme positivity or negativity shows that there is no difference between the ingroup and outgroup members in the topics covered in The Economist.
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Introduction

Sentiment, like human attitude or opinion, exists in discourse or texts (B. Liu, 2015; B. Liu et al., 2005). Van Dijk (2013) states that it is by text that people acquire, spread, and reproduce ideology, and texts can typically represent “our” positive properties and “their” negative properties. The polarized dichotomy of “our” versus “their” or ingroup versus outgroup exists not only in words but also in syntax of texts. Van Dijk (1988, 2000, 2008, 2009) has presented some earlier studies of ideology in the media text. He emphasizes that social group members hold and share some basic belief or ideology about what is positive or negative, or what is right or wrong (Van Dijk, 2005). Language selection and use in texts carry ideological meanings (Fairclough, 1992, 1995, 1999; Fowler, 1991; Trew, 1979). Linguistic processes are associated with ideological processes (Van Dijk, 2013). In summarizing ideology, Van Dijk (2005) emphasizes that ideological differences should not be detected in how people say something, but be found in what are “our” emphasized good things and de-emphasized bad things and what are “their” de-emphasized good things and emphasized bad things in texts.

But other researchers demonstrate that the media content is predominantly negative and negative tone in news is pervasive all over the world, regardless of different cultures, geographical regions, social systems, or ideologies that the media belongs to, such as those of the United States, Russia, China, New Zealand, India, Brazil, France, Japan, the United Kingdom, Sweden, Chile, Canada, Ghana, Senegal, Denmark, or Israel (Soroka et al., 2019). There is a general and clear negativity bias in news in Canada, Sweden, and the United States, though there are differences in individuals’ responsiveness to it (Bachleda et al., 2019). The media covers negative contents about governments or political figures much more than positive ones in the United States, no matter the leaders are from Democratic Party or Republican Party (Niven, 2001).

According to the results of a survey on individuals’ attitudes toward issues in society, most people from the different cultures of the world are pessimistic (Ipsos MORI’s Survey, 2017). Another survey data indicate that the people in Europe
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tend to take more positive views of life of foreign citizens and believe that life in foreign countries is happier (Economist, 2016). The media has a general tendency to cover or highlight more “problems” or negative news rather than positive contents (Fridkin & Kenney, 2004; Soroka et al., 2018). On the basis of crowd coding for measurement and validation of sentiment analysis (SA), Haselmayer and Jenny (2017) find that the media coverage of all the parliamentary parties and their political candidates is negative and such negativity is distinct whenever a politician is mentioned in the media. There are no differences between “us” (ingroup) and “them” (outgroup) in coverage of good news or bad news, but there are significant differences between negative news and positive news in amount of coverage because psychologically, negative contents cause comparatively violent and more sustained reactions (Keene et al., 2017; V. H. Nguyen & Claus, 2013).

Dijk’s research conclusions present marked differences from those reached in recent years as shown above. One may be confused by such apparent discrepancies. The media is a very powerful communication tool to convey message to the public, it plays a key role in shaping or changing an individual’s understandings of and attitudes toward people and the world. Its sentiment orientations psychologically influence people’s feelings, behavior, and perspectives on various issues, such as political, economic, social, or ethnic ones. It is, therefore, crucial to analyze and clarify the meanings, purposes, or sentiments the media has in its messages.

It has drawn growing interest in industry, business, and the scientific community to use SA to capture and understand the sentiments of the public about political and marketing campaigns, political leaders, social events, critic reviews, products, service, and government responses to disasters or emergencies (B. Liu, 2015; Mandel et al., 2012; Na et al., 2010; Pang & Lee, 2008). In the past decade, SA has been pervasively used in a variety of social sciences, including politics and the media (Ceron, 2015; Driscoll, 2015; Murthy, 2015; Papacharissi, 2016; Schwartz & Ungar, 2015; Von Nordheim et al., 2018; Wojcieszak & Azrou, 2016).

SA has been used for analyzing the relationship between the sentiments toward a travel destination that are expressed in social media and the actual tourist arrivals of the destination (Starosta, Budz, & Krutwig, 2019). Using SA, researchers present an interesting quantitative analysis on the differences and similarities in the perceptions of popular tourist destinations between the English and German media (Starosta, Onete, et al., 2019).

Cambria (2016) divides current approaches to SA into three categories: knowledge-based techniques, statistical methods, and hybrid approaches. Knowledge-based methods depend on searching and recognizing unambiguous affect lexicons or expressions in texts to determine their positive or negative polarities. The dictionaries that contain affect words are used for sentiment detection. Statistical methods classify texts into different polarities by machine learning a large amount of training data of emotively annotated texts. The learning algorithm learns not only features of affect words but also word co-occurrence frequencies. Hybrid approaches use knowledge-based and statistical methods to detect sentiment polarity from texts. No matter what approaches are employed, the basic aims in SA are to study subjectivity and objectivity, differentiate opinions from facts, and analyze people’s sentiments or attitudes expressed in written texts (B. Liu, 2015).

Traditionally, two machine learning algorithms have been used for SA (Ain et al., 2017). One is feature-based technique that consists of parts of speech, n-grams, or bag-of-words, including Naive Bayes, maximum entropy, or support vector machines (SVMs). The second is corpus-based algorithm that uses decision trees for sentiment classification, such as k-nearest neighbors, conditional random field, hidden Markov model, or sequential minimal optimization. It is reported that comparatively, SVM classifiers have better performance in the traditional SA algorithms (Pradhan et al., 2016; Xia et al., 2011).

Compared with the traditional machine learning algorithms, new types of machine learning for SA that are based on neural networks have been tested and reported, such as those based on convolutional neural network (Akhtar et al., 2016; Rani & Kumar, 2019), long short-term memory (LSTM) networks (D. Nguyen et al., 2017; Xu, Chen et al., 2016), attention mechanism (Baziotis et al., 2017; W. Wang et al., 2018), disconnected recurrent neural networks (B. Wang, 2018), or ensemble SA models that combine several similar neural networks (Xu, Liang et al., 2016). Word embeddings are being used for word representations. More semantics can be captured by using Word2Vec, Glove embeddings, and one-hot character vectors (Pham & Le, 2018).

Among the three levels of SA—document, sentence, and aspect—aspect-based SA (AbSA) is currently gaining much more attention because an aspect goes beyond simple judgment; studies thoughts, perspectives, or social influence on an event; and offers an excellent opportunity for SA over time across different contents on media (Nazir et al., 2020; J. Wang et al., 2015). Aspect representation and extraction in SA have achieved remarkable performance by using attention and neural memory mechanism (He et al., 2017; X. Liu et al., 2020). Using LSTM, researchers have extracted aspect and sentiment words in a multitask system (Li & Lam, 2017). It is reported that in aspect extraction for SA of social media text, convolutional neural network is more effective than recurrent neural network (Schmitt et al., 2018). Different from the previous sentimental lexicons used for SA, new lexicons based on context-dependent part-of-speech (POS) chunks have been successfully constructed and the algorithm using the lexicons achieves better sentiment classifications, which determines the sentiment of a word by taking into account the POS of its previous words and following words (Yin et al., 2020). The knowledge-based method using models of preferences and topics has shown a remarkable
improvement in word sense disambiguation for SA (Choi et al., 2017).

SA focuses on polarity detection in natural language processing (NLP), text analysis, or computational linguistics (Dally et al., 2017). The subtask of polarity detection is affective computing or emotion recognition that focuses on extracting a set of emotion labels from physiological signals, such as facial expression, posture, gesture, skin temperature, or hand tension (Cambria, 2016). For example, researchers have used new methods of dynamical graph convolutional neural networks for electroencephalogram (EEG) emotion recognition (Song et al., 2018). The first database has been built to connect personality traits and emotions through physiological information of EEG, electrocardiogram (ECG), galvanic skin response (GSR), or facial activity data (Subramanian et al., 2016). Using ECG and least squares support vector machine (LS-SVM) recognizers, researchers have detected human emotion in listening music (Hsu et al., 2020). New methods of combined analyses of paralinguistic, head pose, and eye gaze have been used to detect human depression (Alghowinem et al., 2016). The trend of affective computing is changing from unimodal analysis to multimodal fusion, including not only the analyses of audio signals but also those of visual, textual, or body signals (Poria et al., 2017).

SA includes three central components: sentiment (positive or negative), sentiment holder, and sentiment target (Jurafsky, 2015). Sentiment target is an entity or person that receives sentiment (Jurafsky, 2015; B. Liu, 2015). In history, whether in wartime or peace time, there are groups that connect states, parties, persons, or entities to achieve common goals. Groups can be political, social, military, commercial, or technological like the Allies and the Axis in World War II, the Eastern Bloc, the European Union, the North Atlantic Treaty Organization, or World Trade Organization. Ingroup member nations will mutually share more benefits than outgroup countries. Both ingroup members and outgroup members can be seen as sentiment targets.

The Group of Seven (G7) is a group of the world’s most developed economies consisting of the United States, the United Kingdom, Canada (CAN), France (FR), Germany (GER), Italy (ITA), and Japan (JP). The G7 member countries constitute more than 46% of the world’s global gross domestic product (GDP; nominal values; Sullivan, 2018) and can be called the rich man’s club. The group was formed in 1975, and the political leaders of the G7 member states annually have meetings discussing the solutions to the issues or problems in the ingroup members and the world.

*The Economist* (TE) is a magazine of news and opinion, providing coverage of international news, focusing on international political events and the world’s economy. It is used for SA in this work for these reasons: (a) It is one of the influential magazines with wide-ranging topics covering the stories of all countries, with a large print and digital circulation of 1.4 million all over the world (Audit Bureau of Circulations Report, 2018). Standage (2016), the deputy editor of TE, states that all the U.S. presidents since John F. Kennedy, Bill Gates, Angela Merkel, and other powerful Chief Executive Officers read or listen to its paper or audio edition. (b) One of the magazine’s characteristics is that TE’s writers are anonymous. According to its Editor’s note (2013), TE’s anonymity has its tradition and the major reason is that they hold a long-standing belief that “what is written is more important than who writes it” and TE speaks with “a collective voice.” Such “collective voice” may serve as a significant indicator for detecting TE’s unified and unambiguous attitudes or ideologies. (c) TE has historically continuous and clear geography-based columns or sections that report stories about the corresponding countries or continents. Such section structure or layout helps identify, classify, and perform SA and ideology analysis on the articles about different countries. (d) Our institution can access to the digital resource of TE.

This work intends to present a historical and quantitative SA on some countries in TE over a long period of time. To observe possible differences between the G7 ingroup members and between the ingroup and outgroup members in sentiment orientations in TE, we include China, an outgroup member of the G7, into our country list for comparison. The sentiment target countries in this study are the G7 ingroup members and China. We try to address specifically these questions:

1. What is TE’s overall sentiment score based on SA on the articles about the eight countries (the G7’s member countries and China) over a long period of time? What are the differences between the G7’s ingroup and outgroup member countries in the sentiment orientations?
2. What are the differences in the sentiment scores between different political leaders that take office during different periods of time?
3. In the case of China’s economic rise, does the change in China’s economic strength lead to a shift in TE’s ideology toward this country or a change in TE’s sentiment orientations toward the country? Does China hosting the Olympic Games change TE’s sentiment orientations toward the host?
4. What are the topics or concepts that exhibit the G7’s ingroup and outgroup members’ positive polarity and negative polarity?

**Data and Methods**

The data for SA should be machine-readable texts that can facilitate large-scale text parsing by NLP tools. Although the publishing company Gale provides TE Historical Archive covering a long TE publication history, each TE page in this Archive is displayed in image format. It would be a very difficult task to recognize and convert accurately the printed TE
images of the archive into texts, considering that the data for this analysis are large and each image has several columns with different structures and embedded pictures. We used the database Proquest Business Premium Collection (2018) for data collection. This database records the texts of TE starting from 1991. For each licensed request, users are allowed to download a maximal number of 100 articles. We manually downloaded all available TE articles about the eight countries from 1991 through 2016 by filtering geography and publication date information provided at the database website. We built a program to remove all Proquest copyright texts, specifications, and internet links embedded in all downloaded documents and kept “clean” TE texts. The downloaded documents were divided into eight data sets, and all the articles’ filenames in one data set were changed to the articles’ publication years. The numbers of the downloaded articles about these eight countries are as follows (Table 1):

Currently, SA research and development is very active and extensive. There are quite a number of available SA tools. For example, at the largest repository of web APIs, ProgrammableWeb (https://www.programmableweb.com), there are more than 200 sentiment APIs published by the world’s large corporations in 2018, including those by the internet giants such as Google, Microsoft, and IBM. The data scientists at KDnuggets focused on big data have tested and compared nine API capabilities that contain SA and entity recognition. The nine APIs include Amazon Comprehend/Translate, IBM Watson Natural Language Understanding (Watson NLU)/Translator, Microsoft Azure Text analytics/Linguistic Analysis/Translator Text, and Google Cloud Natural Language/Translate (ActiveWizards, 2018). Their test conclusion is that the SA from Watson NLU is “perfect” and “very fast” in terms of “results quality” and “speed.”

B. Liu (2015) emphasizes that SA is actually a study field of classification and the classes in SA are those of sentiment polarities or orientations. The evaluation measures like precision and recall in classification and information retrieval can be used for testing the performance of SA. To evaluate the SA quality of Watson NLU, the sentiment test data were used from the Center for Machine Learning and Intelligent Systems (CMLIS) at the University of California (Kotzias et al., 2015), NLP at Cornell University (Pang et al., 2002), and TripAdvisor data (Roshchina et al., 2015). The requests were sent to Watson NLU API to evaluate the sentiment output metrics of these test data. The true positive test results are below (Table 2):

In terms of classification performance in machine learning, F1 scores between the well-known classifier models are broad in range, and an F1 score higher than 0.7 is quite good (Valstar et al., 2012). Taking into account the speed that our computer connected to the sentiment API, simplicity of interface language for implementing API, cost, and the classification performance F1 score, we used Watson NLU to perform SA on all the downloaded TE data. We built programs for locally parsing and extracting the returned sentiment fields and scores for analysis.

### Results and Discussion

The range of Watson NLU sentiment score is [−1.0, 1.0]. Negative values indicate negative sentiment, and positive values denote positive sentiment. The neutral point is 0.0. It is rather unexpected that for the total 48,043 articles about the eight countries by TE in 1991 to 2016, the mean and median sentiment scores are both negative, being −0.21 and −0.24, respectively. TE has a continuous and long publication history of more than 100 years. Although TE also publishes news about medicine and science, the coverage on such topics is very limited. Given the amount of sample data and the long time span in this investigation, the above negative values may represent a general picture of TE’s sentiment orientations in 1991 to 2016. Considering that it is largely a magazine reporting politics and economy of different countries, we propose that at least from the point of view of language selection and use in TE from 1991 through 2016, TE’s overall attitudes toward countries, events, the world, leaders, and masses are slightly negative or near politically or ideologically neutral.

A closer look at the sentiment scores of the eight countries shows that all the medians are below 0.0 and range from −0.20 to about −0.29 (Figure 1). The upper quartiles for them are all below 0, indicating that more than three fourths of the values for each data set are negative. It seems that they are all right skewed.
negative English words is 2.38 times as large as that of from sources on the internet. In the lists, the total number of positive English texts or the number of negative English texts. Perhaps there are more negative English words than positive ones in the world. Two well-known (positive and negative) word lists (Hu & Liu, 2004; B. Liu et al., 2005) are highly cited and widely used in SA, which are compiled and negative sentiment in the articles about the ingroup and outgroup member both receive negative median and outgroup countries. “Their” things in the stories reported in TE are not as bad as “our” things. “They” are similar to or better than “us” in terms of sentiment scores. It is not known which one is larger on this planet, the number of positive English texts or the number of negative English texts. Perhaps there are more negative English words than positive ones in the world. Two well-known (positive and negative) word lists (Hu & Liu, 2004; B. Liu et al., 2005) are highly cited and widely used in SA, which are compiled from sources on the internet. In the lists, the total number of negative English words is 2.38 times as large as that of positive English words. It is not known if English language users have inherently a general tendency toward using more negative than positive words, though their opinions are not negative. We computed the word occurrence frequencies of all the 48,043 articles and compared them with the two sentiment word lists. The top 20 most frequent positive and negative words in TE are listed in Table 4. Apparently, the articles concerned with free markets and political, social, or economic reforms are TE’s major topics, and economic debt, crisis, and recession are also TE’s central themes. It seems that totally, more positive words have been used in the top 20 sentiment words though the overall sentiment of the total 48,043 articles is negative.

Van Dijk (2013) states that choice of topics in a discourse clearly reflects underlying ideologies and attitudes. The chosen topics can be seen as global meanings or overall concepts of the discourse. In addition to SA, Watson NLU provides an advanced level of concept analysis on texts. Behind the technique of concept analysis is formal concept analysis (FCA; Ganter & Wille, 1999), which can enable knowledge discovery and derive implicit relationships between attributes and objects (Cimiano et al., 2005). It is a conceptual clustering technique (Poelmans et al., 2009) and is widely used in data mining, information retrieval, and knowledge representation (Cimiano et al., 2004; Stumme, 2002). The cores of FCA are formal contexts and concept lattices. In concept analysis, concepts can be derived from a text even though in the text there are no explicit terms mentioning the concepts. We parsed the returned concept analysis data of the 48,043 articles. Table 5 shows the concepts of the eight articles with extreme positive and negative sentiment scores for each country.

Watson NLU can generate both explicit and implicit relations of concepts based on the content of article. For example, in the article with extreme positivity about the world’s tallest tree (coast redwood) in the United States, the term “Humboldt County” does not appear in the original text. The concept analysis creates a concept relation by connecting its species of genus, plant name, and exact geographic location (Table 5). Apparently, the central concepts contained in the articles with high negativity are similar or the same, no matter whether these articles are about the G7 ingroup member or outgroup member. The articles with extreme negativity are largely focused on political, economic, social issues and disasters, such as political leaders’ policy, partisanship, genocide, terrorism, unemployment, inflation, debt crisis, racism, devastating epidemic, crime, religion-related issues, civil rights, equality, man-made environmental disasters, and natural disasters. Similarly, the core concepts of articles with extreme positivity are primarily concentrated on arts, humanities, and technology, regardless of whether the articles are about the G7 ingroup member or outgroup member, the Asian country, or the European country. The concepts with extreme positivity include literature, painting, drawing, design, photography, sculpture, music, dance, filmmaking.
natural or cultural landscapes, cooking, and wonderful technological inventions.

If the concepts with extreme negativity are considered as “bad” things and the concepts with extreme positivity as “good” things, it seems that TE treats the ingroup and outgroup members in a roughly similar way. From a long-term perspective, TE’s topics or concepts may not reveal what is “theirs” and what is “ours.” There is no distinct and broad difference between “them” and “us” in terms of the concepts. TE tends to equally emphasize both “their” and “our” most negative concepts or topics, and accentuate both “their” and “our” most positive endeavor and contrivances. TE takes similar attitudes or ideologies toward the G7’s ingroup and outgroup members, which can be reflected at least in the point of view of the articles about the eight countries with extreme positivity or negativity. Interestingly, the articles that report J. K. Rowling’s books are bestsellers in Canada, Germany, and the United Kingdom receive extreme positive scores.

As mentioned in Figure 1 and Table 3 above, generally, both the G7’s ingroup and outgroup members have negative sentiment scores. We performed Kruskal–Wallis pairwise comparisons to examine their differences (Table 6).

| Table 3. Kolmogorov–Smirnov Normality Test Results of Sentiment Scores of Eight Countries. |
| Data set | Median | Skewness | Min | Max | IQR | Statistic | p value |
|----------|--------|----------|-----|-----|-----|-----------|---------|
| CAN      | −0.249 | 0.857    | −0.764 | 0.921 | 0.324 | 0.058 | <.001 |
| CN       | −0.200 | −0.171  | 0.495 | −0.940 | 0.831 | 0.337 | 0.049 | <.001 |
| FR       | −0.220 | 0.506    | −0.736 | 0.789 | 0.338 | 0.041 | <.001 |
| GER      | −0.246 | −0.219  | 0.556 | −0.774 | 0.827 | 0.318 | 0.047 | <.001 |
| ITA      | −0.244 | −0.211  | 0.659 | −0.738 | 0.830 | 0.364 | 0.051 | <.001 |
| JP       | −0.287 | −0.256  | 0.684 | −0.853 | 0.813 | 0.330 | 0.057 | <.001 |
| UK       | −0.221 | −0.189  | 0.575 | −0.940 | 0.910 | 0.358 | 0.049 | <.001 |
| US       | −0.254 | −0.218  | 0.601 | −0.847 | 0.931 | 0.367 | 0.055 | <.001 |

Note. IQR = interquartile range; CAN = Canada; CN = China; FR = France; GER = Germany; ITA = Italy; JP = Japan. 
*The significance level is 0.05.

| Table 4. Rank Order of the 20 Most Frequent Positive and Negative Words in TE. |
| Rank | Positive | Occurrence frequency | Negative | Occurrence frequency |
|------|----------|----------------------|----------|----------------------|
| 1    | Free     | 15,384               | Hard     | 19,256               |
| 2    | Top      | 14,581               | Risk     | 13,109               |
| 3    | Support  | 14,356               | Bad      | 11,718               |
| 4    | Reform   | 14,171               | Debt     | 11,009               |
| 5    | Rich     | 9,880                | Poor     | 10,280               |
| 6    | Strong   | 9,851                | Lost     | 9,973                |
| 7    | Led      | 9,570                | Fall     | 9,464                |
| 8    | Worth    | 9,180                | Crisis   | 9,441                |
| 9    | Success  | 8,740                | Issue    | 8,830                |
| 10   | Popular  | 8,163                | Conservative | 8,644            |
| 11   | Win      | 7,959                | Worse    | 7,504                |
| 12   | Helped   | 7,897                | Failed   | 7,482                |
| 13   | Won      | 7,874                | Wrong    | 7,269                |
| 14   | Fast     | 7,487                | Fear     | 6,967                |
| 15   | Benefits | 7,435                | Opposition | 6,833            |
| 16   | Lead     | 7,125                | Death    | 6,620                |
| 17   | Reforms  | 6,772                | Unlikely | 6,544                |
| 18   | Easy     | 6,521                | Recession | 6,340            |
| 19   | Leading  | 6,351                | Issues   | 6,284                |
| 20   | Powerful | 6,065                | Difficult | 6,258             |
| Total| 185,362  | Total               | 179,825  |

Note. TE = The Economist.
Table 5. Concepts of the Articles With Extreme Positive and Negative Sentiment Scores.

| Country | Extreme positive / negative concepts |
|---------|--------------------------------------|
| CAN     |                                      |
|         | Most positive                        |
|         | Canada > Bestseller > J. K. Rowling   |
|         | Swiss Army knife > Agriculture > Anthropology |
|         | Toronto Blue Jays > Beer > InBev brands |
|         | Montreal > Alfa Romeo > Aesthetics   |
|         | Quebec > Bloc Quebecois > Parti Quebecois |
|         | Canada > United Nations > Peacekeeping |
|         | Barrick Gold > Super Pit gold mine > Gold mining |
|         | Cowboy > British Columbia > Ranch    |
|         | Most negative                        |
|         | Canada > Stephen Harper              |
|         | Waste management > Waste > Hazardous waste |
|         | Alberta > British Columbia > Canadian Prairies |
|         | Canada > Economic growth             |
|         | Canada > New Brunswick > Machias Seal Island |
|         | North American Free Trade Agreement > International trade |
|         | Fraud > Canadian securities regulation |
|         | Crack cocaine > Toronto > Cocaine   |
| CN      |                                      |
|         | Most positive                        |
|         | South China Sea > Spratly Islands > Southeast Asia |
|         | Chinese language > Hong Kong > Standard Mandarin |
|         | China International trade > Europe   |
|         | Taiwan > Republic of China > Forbidden City |
|         | China Genetics > DNA > Chicken       |
|         | Han Dynasty > Han Chinese > China    |
|         | Shandong > Goethe-Institut > Instituto Cervantes |
|         | Christie’s > Auction > Hong Kong    |
|         | Most negative                        |
|         | Republic of China > Lee Teng-hui > Politics of the Republic of China |
|         | Asian Palm Civet > Severe acute respiratory syndrome > Respiratory disease |
|         | Currency > Exchange rate > Inflation |
|         | Rio Tinto Group > Iron ore > BHP Billiton |
|         | Chinese language > China > Qing Dynasty |
|         | Fireworks Bombing Yangtze River > Anhui |
|         | Air pollution > Smog                 |
|         | International trade > Export > Inflation |
| FR      |                                      |
|         | Most positive                        |
|         | France > Bestseller > Philosophy     |
|         | Victor Hugo > Guernsey > France      |
|         | Louis XIV of France > Francoise d’Aubign, marquise de Maintenon |
|         | Nicolas Sarkozy > Francois Fillon > Union for a Popular Movement |
|         | Procter & Gamble > L’Oreal           |
|         | Internal combustion engine > Helicopter > Aircraft |
|         | Bienvenue chez les Ch’tis > Nicolas Sarkozy > Film |
|         | Paris > Bernard Arnault > LVMH       |
|         | Most negative                        |
|         | Jacques Chirac > Socialist Party     |
|         | Suicide > A French debate about death |
|         | Judge > Human rights > Criminal law  |
|         | Deficit > Tax                        |
|         | Prison > Bernard Tapie > Promiscuity |
|         | Right-wing politics > Jacques Chirac > Political spectrum |
|         | Rwandan Genocide > Rwanda > Juvenal Habyarimana |
|         | Nicolas Sarkozy > European Union > Europe |

(continued)
Table 5. (continued)

| Country | Extreme positive / negative concepts |
|---------|--------------------------------------|
| GER     | Most positive<br>Opera > Baritone > Tristan und Isolde<br>Art > Romanticism > History of painting<br>Application software > Computer software > Firm<br>Bernd and Hilla Becher > Candida Hofer > German photographers<br>Germany > E.ON > E.ON UK<br>Germany > Bestseller > Harry Potter<br>Der Blaue Reiter > Wassily Kandinsky > Expressionism<br>Silicon dioxide > Chemical reaction > Liquid<br>Most negative<br>West Germany > German reunification > Helmut Kohl<br>European Union > Unemployment > Economics<br>Crime > Bribery > Prosecutor<br>Social Democratic Party of Germany > Bundestag > Christian Democratic Union<br>Helmut Kohl > Gerhard Schoeder > Oskar Lafontaine<br>Monetary policy > Inflation > Economics<br>Red Army Faction > Members of the Red Army Faction > Brigitte Mohnhaup |
| ITA     | Most positive<br>Andrea Palladio > Venice > Palladian architecture<br>Sculpture > Galleria Borghese > Rome<br>Italian cuisine > Casu marzu > Cooking<br>Michelangelo > Sistine Chapel > Sistine Chapel ceiling<br>Florence > Florence Cathedral > House of Medici<br>Pasture > Ermenegildo Zegna > Meadow<br>Light-emitting diode > Lighting > Diode<br>Town > Antonio Di Pietro > Italy<br>Most negative<br>Silvio Berlusconi > Gianfranco Fini > National Alliance<br>Stock > Stock market > Share<br>Mafia > Giovanni Falcone > Palermo<br>Deficit > Tax<br>Silvio Berlusconi > Giulio Tremonti > Tax<br>Silvio Berlusconi > Lega Nord > Prime Minister of Italy<br>Camorra > Police > Crime<br>Tax > Euro > Tax avoidance and tax evasion |
| JP      | Most positive<br>Design > Calculator > Japan<br>Prime Minister of Japan > Yasuo Fukuda > Junichiro Koizumi<br>Talk radio > Television > Talk show<br>The Toyota Way > Better > Japan<br>Ukiyo-e > Japan > Woodblock printing in Japan<br>Akihito > Prime Minister<br>Hu Jintao > People’s Republic of China > Japan<br>Sake > Rice > Japan<br>Most negative<br>Japan > Racism > language //racism<br>Shinsei Bank > Cerberus Capital Management > Aozora Bank<br>Sumo > Japan Sumo Association > Japan<br>AIDS > HIV > Homosexuality<br>Economics > Bank > Debt<br>Local government > Government > Quid pro quo<br>Japan > Law > Judge<br>Japan > Tokyo > Earthquake |

(continued)
In Table 6, the United Kingdom is different from China, Germany, the United States, Canada, and Italy which belong to the G7’s ingroup members and outgroup state. Of the eight countries, China receives comparatively the highest sentiment values in terms of mean and median. Its scores are also significantly different from those of the G7 ingroup members. Japan is different from other countries. TE is a U.K.-based magazine. TE’s attitudes toward “us” (the United Kingdom and other ingroup members) and “them” (outgroup member) are contrary to the conjecture that “us” is “good” and “them” is “bad.” The test results seem to show that in TE’s opinion and in comparison with the ingroup members, the outgroup member does not seem to be that “bad” but seem to be “good” in the sentiment negativity order, and is most proximate to the neutral or positive point.

In the G7, the United States, Canada, and the United Kingdom share the English language and they should display very close and special affinity. The United Kingdom, a historically long-standing political and military ally of the United States, is different from Canada and the United States in sentiment scores. Figure 2 gives a vivid and intuitive picture of the sentiment differences between the eight countries. The line in dark color denotes no difference between the two connected countries. The two nodes that are connected by gray line indicate significant difference between them in sentiment scores. Each node in Figure 2 also displays its average rank in the group.

Numerous historical and political events occurred in the world from 1991 through 2016. Several Presidents or Prime Ministers led their countries during this period of time. We made a longitudinal study of TE’s sentiment scores for different political leaders to observe if different leaders from the same country received different sentiment orientations. At the same time, we studied if the most important event such as hosting the world’s biggest sporting event would change TE’s sentiment on a country. Holding the Olympic Games...
can be seen as a definite sign of the host’s (especially the first time host’s) political stability, economic strength, and worldwide positive recognition. In July 2001, it was announced that Beijing would host the 2008 Summer Olympics. In this work, the different periods of time for comparing China are the 1990s (1991–2000), Pre-Olympic (2001–2007), and Post-Olympic (2008–2016). Data partitions and comparisons are made based on the following time frames (Table 7):

Table 6. Kruskal–Wallis Pairwise Comparisons.

| Sample 1–Sample 2 | Test statistic | SE   | Std. test statistic | Sig. | Adj. sig. |
|-------------------|---------------|------|---------------------|------|-----------|
| CAN–US            | -263.731      | 481.437 | -0.548            | 0.584 | 1         |
| CAN–GER           | -531.61       | 548.678 | -0.969            | 0.333 |           |
| CAN–ITA           | -580.48       | 605.28  | -0.959            | 0.338 |           |
| US–GER            | 267.879       | 294.186 | 0.911             | 0.363 |           |
| US–ITA            | 316.749       | 389.696 | 0.813             | 0.416 |           |
| GER–ITA           | -48.87        | 470.243 | -0.104            | 0.917 |           |
| FR–UK             | -173.582      | 318.127 | -0.546            | 0.585 |           |
| ITA–FR            | 1,113.697     | 477.999 | 2.33              | 0.02  | 0.555     |
| GER–FR            | 1,162.567     | 403.938 | 2.878             | 0.004 | 0.112     |
| CAN–FR            | -1,694.18     | 555.34  | -3.051            | 0.002 | 0.064     |
| JP–CAN            | 1,683.16      | 536.184 | 3.139             | 0.002 | 0.047     |
| ITA–UK            | -1,287.28     | 398.957 | -3.227            | 0.001 | 0.035     |
| CAN–UK            | -1,867.76     | 488.964 | -3.82             | 0     | 0.004     |
| FR–CN             | 1,411.689     | 368.653 | 3.829             | 0     | 0.004     |
| JP–US             | -1,946.89     | 270.171 | -7.206            | 0     | 0         |
| JP–GER            | 2,214.77      | 377.17  | 5.872             | 0     | 0         |
| JP–ITA            | 2,263.64      | 455.604 | 4.968             | 0     | 0         |
| JP–FR             | 3,377.337     | 386.798 | 8.732             | 0     | 0         |
| JP–UK             | -3,550.92     | 283.365 | -12.531           | 0     | 0         |
| JP–CN             | 4,789.026     | 339.111 | 14.122            | 0     | 0         |
| CAN–CN            | -3,105.87     | 523.246 | -5.936            | 0     | 0         |
| US–FR             | 1,430.446     | 306.433 | 4.668             | 0     | 0         |
| US–UK             | 1,604.028     | 156.793 | 10.23             | 0     | 0         |
| US–CN             | 2,842.135     | 243.485 | 11.673            | 0     | 0         |
| GER–UK            | -1,336.15     | 306.348 | -4.362            | 0     | 0         |
| GER–CN            | 2,574.256     | 358.539 | 7.18              | 0     | 0         |
| ITA–CN            | 2,525.386     | 440.304 | 5.736             | 0     | 0         |
| UK–CN             | 1,238.107     | 258.048 | 4.798             | 0     | 0         |

CAN = Canada; CN = China; FR = France; GER = Germany; ITA = Italy; JP = Japan.
*The tests are two sided, and the significance level is 0.05.

can be seen as a definite sign of the host’s (especially the first time host’s) political stability, economic strength, and worldwide positive recognition. In July 2001, it was announced that Beijing would host the 2008 Summer Olympics. In this work, the different periods of time for comparing China are the 1990s (1991–2000), Pre-Olympic (2001–2007), and Post-Olympic (2008–2016). Data partitions and comparisons are made based on the following time frames (Table 7):

Table 8 shows TE’s sentiment means and medians for the presidencies or cabinets during their respective time frames.

It seems that for the United States and the United Kingdom, TE’s sentiment scores for the two leaders within each pair are different except the pair of Major–Blair (Table 9). Clinton, Bush, and Obama served two full terms in office each but their scores are different in terms of their medians, the largest being on Clinton’s two terms (−0.237). It would be very difficult to judge a president or his administration because the critical

Figure 2. G7’s ingroup and outgroup members and their differences in sentiment scores.
Note. G7 = Group of Seven; CAN = Canada; CN = China; FR = France; GER = Germany; ITA = Italy; JP = Japan.
characteristics of evaluating presidential performance are complex and change over time, which include policy, leadership skills, crisis management, or character (Stadelmann, 2011). According to presidential historian Smith (2009), there is no single rule to assess if a president or his administration is “good” or “bad” as people’s judgment is subject to change over time. Based on this SA on TE’s articles, the three presidents’ administrations are all not so “good”; Clinton’s is comparatively the “best” in comparison with the other two presidents’, and Clinton’s and Obama’s are not as “bad” as Bush’s. It seems that in the United Kingdom, there is no difference between Major’s and Blair’s cabinets in TE’s sentiment scores. Cameron’s cabinet receives the largest value in this group and is closest to the neutral point. It seems that Cameron’s, Blair’s, and Major’s are not as “bad” as Brown’s. It should be noted that Brown served the shortest period of time in the U.K. group.

In Table 9, it seems that there are no differences between the three German political leaders. In comparison with the other two, Merkel is the longest serving chancellor in Germany. The sentiment medians for China’s three periods are not different from each other. It seems that hosting the summer Olympic Games has not changed TE’s attitudes toward China.

China has been experiencing rapid economic growth for about 40 years and has become the world’s second largest economy (World Bank, 2018). In 1990, China was ranked after 10 in terms of average values of nominal GDP (Wikipedia, 2018). We compared China’s GDP per capita (current US$) from 1991 through 2016 (World Bank National Accounts Data, 2017) with TE’s mean sentiment scores on the articles about China published during that period of time (Figure 3).

TE’s mean sentiment scores on China fluctuate in a small range in 1991 to 2016. After 1995, they vary very slightly. In contrast, China’s GDPs per capita show consistent and strong upward trend throughout the whole period of time. We performed correlation tests on China’s GDPs and TE’s mean sentiment scores on China (Table 10). There is no correlation between them. On the basis of the amount of available data we downloaded for this work, it seems that the numbers of articles on China published by years in TE are strongly related with China’s GDPs per capita for the corresponding years. China’s growing economic power plays an important role in increasing the number or gaining the prominence of stories about China in TE.

**Conclusion**

This work has performed SA and ideology analysis on the 48,043 articles published in TE between 1991 and 2016, using Watson NLU. Overall, TE’s sentiment orientations reflected in the articles about the eight countries are slightly negative, being −0.21 and −0.24 in terms of mean and median, respectively. Three quarters of the sentiment scores for all the countries fall below the neutral point.

Our results confirm the research by Soroka et al. (2019) and other scholars that the media contents are mainly

### Table 7. Data Partitions for Political Leaders and Time Frames.

| Country | Leader | Time frame |
|---------|--------|------------|
| US      | Bill Clinton | 1993 to 2000 |
|         | George W. Bush | 2001 to 2008 |
|         | Barack Obama | 2009 to 2016 |
| UK      | John Major | 1991 to May 2, 1997 |
|         | Tony Blair | May 2, 1997, to June 27, 2007 |
|         | Gordon Brown | June 27, 2007, to May 11, 2010 |
|         | David Cameron | May 11, 2010, to July 13, 2016 |
| Germany | Helmut Kohl | 1991 to October 27, 1998 |
|         | Gerhard Schröder | October 27, 1998, to November 22, 2005 |
|         | Angela Merkel | November 22, 2005, to 2016 |
| China   | 1990s | 1991 to 2000 |
|         | Pre-Olympic | 2001 to 2007 |
|         | Post-Olympic | 2008 to 2016 |

### Table 8. Sentiment Means and Medians for Political Leaders.

| Country | Leader | M     | Median | SD  |
|---------|--------|-------|--------|-----|
| US      | Bush  | −0.230| −0.274| 0.270|
|         | Clinton | −0.207| −0.237| 0.258|
|         | Obama | −0.221| −0.258| 0.260|
| UK      | Blair | −0.191| −0.218| 0.262|
|         | Brown | −0.225| −0.275| 0.268|
|         | Cameron | −0.168| −0.199| 0.268|
|         | Major | −0.199| −0.226| 0.250|
| Germany | Kohl | −0.213| −0.244| 0.239|
|         | Merkel | −0.238| −0.269| 0.236|
|         | Schröder | −0.210| −0.232| 0.231|
| China   | 1990s | −0.160| −0.192| 0.245|
|         | Pre-Olympic | −0.177| −0.203| 0.243|
|         | Post-Olympic | −0.169| −0.199| 0.254|
negative and negativity bias generally exists in the media contents about all the ingroup and outgroup countries. Our test results are different from Van Dijk’s conclusions. TE’s general attitudes toward the G7’s ingroup members are not different from those toward the G7’s outgroup member though the ingroup and outgroup members pursue or promote different political systems or ideologies. Based on the observation on the top 20 sentiment words, comparatively more positive words have appeared in TE though TE’s overall sentiment is negative. The concept analysis on the articles with extreme positivity or negativity confirms that there is no difference between the G7’s ingroup and outgroup members. “Bad” things with extreme negativity are focused on political, economic, social, environmental issues and natural disasters. “Good” things with extreme positivity are concerned mainly with humanities, arts, wonderful human inventions, or technologies. There is no clear difference between the G7’s ingroup and outgroup members in the concepts or topics covered in TE. There is no marked difference between “us” and “them” in covering or emphasizing negative/positive topics in TE. In terms of the articles with extreme positivity/negativity, TE’s attitudes toward “us” and “them” are roughly similar. Although all the eight countries receive negative scores in terms of their means and medians, there are some differences between them. In TE, China is significantly different from the other countries. Japan is also different from the rest. The United Kingdom is different from Canada, Italy, China, Germany, and the United States.

A closer look at TE’s articles published during the different periods of presidencies or cabinets shows that there is no difference between Major’s and Blair’s cabinets in sentiment, and there are differences between Brown’s and Major’s, Brown’s and Blair’s, Brown’s and Cameron’s, Major’s and Cameron’s, and Blair’s and Cameron’s cabinets. The highest goes to Cameron’s, the lowest to Brown’s. In the United States, Clinton’s, Bush’s, and Obama’s are different from each other in receiving sentiment. Clinton’s obtains the highest, and Bush’s, the lowest in the sentiment scores. In Germany, there are no differences between the three chancellors. Hosting the Olympic Games for the first time does not change TE’s attitudes toward the host. China’s economic strength is related not with TE’s sentiment scores on China but with the number of articles on this country published in TE.

This work is limited in a lack of comparisons between TE and other influential magazines or newspapers in sentiment orientations. The SA and concept analysis are exclusively

| Country | Sample 1–Sample 2 | Test statistic | SE | Std. test statistic | Sig. | Adj. sig. |
|---------|-------------------|---------------|----|---------------------|------|----------|
| US | Bush–Obama | −294.911 | 110.597 | −2.667 | 0.008 | 0.046 |
| | Bush–Clinton | −686.285 | 99.230 | −6.916 | 0.000 | 0.000 |
| | Obama–Clinton | 391.374 | 106.822 | 3.664 | 0.000 | 0.001 |
| UK | Brown–Major | −453.710 | 120.897 | −3.753 | 0.000 | 0.002 |
| | Brown–Blair | 521.554 | 117.395 | 4.443 | 0.000 | 0.000 |
| | Brown–Cameron | −794.405 | 118.999 | −6.767 | 0.000 | 0.000 |
| | Major–Blair | 67.844 | 81.325 | 0.834 | 0.404 | 1.000 |
| | Major–Cameron | 340.695 | 83.624 | 4.074 | 0.000 | 0.000 |
| | Blair–Cameron | −272.852 | 78.476 | −3.477 | 0.001 | 0.005 |
| Germany | Merkel–Kohl | 88.875 | 35.022 | 2.538 | 0.011 | 0.067 |
| | Merkel–Schröder | −98.117 | 37.161 | −2.640 | 0.008 | 0.050 |
| | Kohl–Schröder | −9.242 | 34.292 | −0.270 | 0.788 | 1.000 |
| China | 1990s–Pre-Olympic | 0.201 |
| China | 1990s–Post-Olympic | |
| China | Pre-Olympic–Post-Olympic | |

*aThe tests are two sided, and the significance level is 0.05. *bThe multiple comparisons of China are not performed because the overall test does not show significant differences across the three samples.

Figure 3. China’s GDP per capita (US$) and TE’s mean sentiment scores on China.

Note. GDP = gross domestic product; TE = The Economist.
Based on this single magazine. If different magazines or media from different countries were used, we could compare between the sentiment results from these different sources and acquire a better understanding of TE and its sentiment orientations toward different countries. And we could gain a broader or more complete understanding of human feelings and behavior.
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