Aeronautical $\gamma$ Spectrum Noise Reduction Method Based on LS-SVM Segmentation Regression
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Abstract: In order to reduce noise of the aeronautical $\gamma$ spectrum caused by factors such as less counting, short measuring time and poor measuring environment, this article adopts a segmented noise reduction method combined with the machine learning method, LS-SVM (Least Squares Support Vector Machines) and weighted stacking method according to the energy window distribution of the spectrum. The experimental results show that the segmented noise reduction method based on LS-SVM can significantly reduce the statistical fluctuation. In addition, the method presents good adaptability and generalization ability.

1. Introduction

Aeronautical $\gamma$ detection is a fast, economical and efficient method for regional nuclear geophysical exploration\cite{1}. Aeronautical $\gamma$ spectrum generally uses Three-window method proposed by International Atomic Energy Agency (IAEA) to analyze the content of Th, U and K in the stratum. The Three-window method relies on counting in the energy window, and the result is affected by noise in the energy window\cite{2}. Therefore, the key step in analyzing the aeronautical $\gamma$ spectrum is noise reduction to the spectrum.

Guo et al. proposed least squares moving smoothing method, which is applied to the aeronautical $\gamma$ energy spectrum denoising. The selection of the fitting points depends manually, but the adaptability is poor\cite{3}. Zhang’s team proposed a wavelet denoising method that can reduce high-frequency noise with a very small change to the spectral shape after smoothing. However, it is necessary to select different decomposition reconstruction scales manually for processing different energy spectrum. Thus, this method is not suitable for processing aeronautical $\gamma$ analysis with large amount of data\cite{4}.

The noise adjusted singular value decomposition method (NASVD) and the maximum noise fraction method (MNF) are the most widely used methods for aeronautical $\gamma$ spectrum denoising, both of which extract mutually orthogonal principal components of the spectrum from the same series of the measured spectrum, and arrange them in descending order according to the contribution degree to the spectral shape. The low-order part is the main composition of the spectral shape, and the higher one is noise. The low-order part is reconstructed to achieve noise reduction. But these two methods require a large number of spectra of the same series, while they are greatly affected by the actual working conditions.
2. LS - SVM Noise Reduction Method

2.1. Principle

Support Vector Machine (SVM) is a machine learning method proposed by Corinna Cortes and Vapnik in 1995[7]. In small sample, nonlinear and high dimensional pattern recognition, SVM embodies the advantages of fast learning and avoiding local extreme points. It also has the advantages of strong generalization ability and small structural risk. For the denoising processing of aeronautical γ spectrum, which short measurement time, less channel and counting leads to less training sample sets and large feature differences. Due to the large empirical error of the training samples, excessive reduction of training errors leads to over-fitting and reduces generalization[8]. In the denoising process, it is necessary to retain the actual information of the spectrum as much as possible. Hence the noise reduction algorithm not only needs to reduce the training error, but also needs a good generalization.

Based on LS-SVM, the energy spectrum regression fitting model is established, and the measured γ energy spectrum data \((x_i, y_i)\) is given as a training set. where \(i = 1, 2, \cdots, n\), \(x_i\) is the channel address, \(y_i\) is the counting of channel \(i\). The energy spectrum data is mapped to a high-dimensional feature space, and transform the nonlinear data to a linear form in the high-dimensional feature space. Then the energy spectrum regression function is constructed in the high-dimensional feature space. In this article, the radial basis kernel function (RBF) is chosen to simplify the mapping process of energy spectrum data. The mapping process is shown in equation (1).

\[
\omega^T \phi (x_i) + b
\]

LS-SVM transforms the inequality constraints in the traditional SVM optimization problem into equality constraints, as shown in equation (2).

\[
\begin{align*}
\min_{\omega, \xi} J(\omega, \xi) &= \frac{1}{2} \|\omega\|^2 + \frac{C}{2} \sum_{i=1}^{n} \xi_i^2 \\
\text{s.t.} \quad y_i = \omega^T \phi (x_i) + b + \xi_i, i = 1, \cdots, n 
\end{align*}
\]

Where, \(C\) and \(\xi\) are determined by cross-validation, and the Lagrange function is introduced to convert equation (2) into a dual problem, that is:

\[
\begin{align*}
L(\alpha, \xi, \omega) &= J(\alpha, \xi) - \sum_{i=1}^{n} \alpha_i \left( \omega^T \phi (x_i) + b + \xi_i - y_i \right)
\end{align*}
\]

Solving equation (3), the energy spectrum regression curve is given in equation (4).

\[
f(x_i) = \sum_{i=1}^{n} \alpha_i K(x, x_i) + b
\]

And the RBF kernel function is shown in equation (5).

\[
K(x, x^T) = \exp \left[ -\frac{|x - x_i|^2}{\sigma^2} \right]
\]

2.2. LS-SVM aeronautical γ spectrum full-spectrum regression fitting and analysis

The LS-SVM regression hyperplane is linear in the high-dimensional space, and full-spectrum distribution characteristics is shown in the hyperplane[9]. Figure 1 shows the LS-SVM fitting denoising results. As shown in figure 1, the full-spectrum regression fit curve of LS-SVM fitting method can not completely fit the peak shape in channel addresses 110-130. There is still so much noise in the curves of the K and Th energy windows.
The factors of the failure to a good denoising effect by full-spectrum regression fitting algorithm are analyzed as follows:

1. The difference of the channel address and counting between the low-energy segment and the high-energy segment of the energy spectrum are large.
2. The channel address of the aeronautical spectrum is less.
3. In the high-energy segment, there is low counting with large relatively noise.

These factors lead to too many support vectors for LS-SVM full-spectrum fitting process which result in over-fitting phenomenon, so it does not meet the purpose of reducing noise very well. Therefore, in this article, we propose LS-SVM segmentation regression fitting method to train data according to energy window based on the energy distribution characteristics of the aeronautical γ spectrum.

3. LS-SVM segmentation noise reduction method

3.1. Principle of Three-window method

Three-window method is commonly used to aeronautical γ spectrum analysis. The energy window distribution represents the range of each segment of the γ energy spectrum. Segment TC starts with channel address 34, and the channel address 114 is the beginning of the K energy window. Then the following are the three energy window segments. The variation of the counting of each different energy windows is quite different, so we set the segment A (channel addresses 1-34), segment B (channel addresses 35-114), segment C (channel addresses 115-130), segment D (channel addresses 131-154) and segment E (channel addresses 155-256) to perform segmental observations on 20s sets of the measured aeronautical γ spectrum. The standard deviation of the energy window counting (the degree of the change of the counting of each energy window) is taken as the characteristic observation parameter of the energy spectrum.

The difference between the standard deviation of the energy windows among the 20s energy spectrum is small, so it can be considered that the counting of the aeronautical γ energy spectrum distributes regularly with the variation of the channel address. According to statistics, the mathematical expectation of the counting standard deviation of energy segment A is 196.43, and which of segment B is 29.36. Obviously, the standard deviation difference between the two segments (A and B) is large, thus the two energy windows can be divided by the standard deviation. While, the mathematical expectation of the counting standard deviation of segment C is 9.76, which of segment D and E are 3.35 and 4.77. Because the standard deviation of the counting among the last three energy windows (C, D and E) is small, We try to set the channel addresses 115-256 as a whole energy segment.

Moreover, in order to avoid excessive change of the first derivative at the segmentation point, which makes the segmentation learning processing result not smooth and makes the data gap to appear at the segmentation point. So this article propose a weighted superposition smoothing processing at the segmentation point based on LS-SVM segmentation learning noise reduction processing, as shown in equation (6).
\[
Y(i) = \begin{cases} 
    y_1(i); & 1 \leq i < 34 - t \\
    y_2(i); & 34 + t < i < 114 - t \\
    y_3(i); & 114 + t < i < 256 \\
    k_j \cdot y_1(i) + \overline{k}_j \cdot y_2(i); & 34 - t \leq i \leq 34 + t \\
    k_j \cdot y_2(i) + \overline{k}_j \cdot y_3(i); & 114 - t \leq i \leq 114 + t 
\end{cases}
\]

Where, \(i\) is the channel address, \(y_1, y_2, y_3\) is fitting regression results of the three spectrum segments. The channel address distributions of the three segments are \((1 \sim 34+t), (34-t \sim 114+t)\) and \((114-t \sim 256)\). Obviously, the channel addresses overlap between each segments is \(2t+1\). \(k_j\) and \(\overline{k}_j\) are smoothing weighting factors, which are shown in equation (7) and (8)**.[10]**

\[
k_j = \frac{1}{2} \frac{1}{2} \sin\left(\frac{j-1}{2t} \pi + \frac{\pi}{2}\right) \quad j = 1, 2, \ldots, 2t+1
\]

(7)

\[
\overline{k}_j = \frac{1}{2} \frac{1}{2} \sin\left(\frac{j-1}{2t} \pi + \frac{\pi}{2}\right) \quad j = 1, 2, \ldots, 2t+1
\]

(8)

By experiments, the count value of the overlapping channel addresses with the best weighted superposition smoothing effect is 7.

4. Experimental results and discussion

The LS-SVM segmentation regression method was used to reduce the noise of 100 aeronautical \(\gamma\) spectrum measured at a fixed point. A comparison between one of the spectrum and the average of the entire spectrum is shown in Figure 3. The average spectrum in figure 2 was considered as the true value of the spectrum.

As shown in Figure 2, it is clear that after the LS-SVM segmentation regression, the spectral line noise was significantly reduced and the peak shape remained good. The counting of the K, U, and Th three-energy windows were gentle, unaffected by noise, and no data faults appeared at the energy spectrum curve segmentation point, which avoided the shortcomings of LS-SVM full-spectrum smooth noise reduction. The measured aeronautical energy spectrum data were compared with the results obtained by the method of 15-points least squares moving method. The data comparison results are shown in Figure 3.

![Figure 2. The result of LS-SVM denoising and average spectrum.](image-url)
Figure 3. Comparison between LS-SVM and smoothing denoising. The smoothing effect is characterized by the parameter $V$ and $D(V)$, as shown in equation (9)\cite{10}.

$$V = \frac{s_i - m_i}{\sqrt{m_i}}, i = 1, \ldots, 256$$

(9)

Where $s_i$, $m_i$ are counting of the smoothed spectrum and the average spectrum at channel address $i$. $V$ is the deviation between the smoothed spectrum and the average spectrum, and it approximates the normal distribution. $D(V)$ is the variance of $V$. When $D(V)$ is smaller the noise reduction effect is better. The noise reduction effects of LS-SVM and least squares moving smoothing method are shown in table 1.

| Noise reduction method | D(V)   |
|------------------------|--------|
| LS-SVM                 | 0.333  |
| 11point                | 54.477 |
| 13point                | 66.877 |
| 15point                | 36.855 |
| 17point                | 40.842 |
| 19point                | 116.489|

Based on results from Figure 3, the 15-point least squares moving smoothing method can achieve a favourable noise reduction effect in the three-energy window segment, but it causes the spectral shape declining and broadening in channel addresses (1-114). While, LS-SVM segmentation regression fitting method in this article approaches a favorable result. And from table 1, it can be concluded that the method in this article reduces the noise better than the least squares moving smoothing method. So, the LS-SVM segmentation regression method meets the requirements better.

5. Conclusion

In this article, the energy spectrum denoising method is studied based on the characteristics of aerial $\gamma$ spectrum. Conclusions can be drawn by analysis of theoretical derivation and experiment as: (1) According to energy window feature, we proposed an energy spectrum denoising method based on LS-SVM segmentation regression fitting. The method used self-adaptive learning to reduce noise and maintain the peak shape. (2) The LS-SVM learning noise reduction method in this article has both the local and global unique optimal solution. And the cross-validation method is used to determine the kernel function parameters of each energy window, which shows strong adaptability.

Experiments showed that the smoothing effect in this article on the aeronautical $\gamma$ spectrum achieves 0.333, which is better than the moving smoothing.
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