Abstract—Cross-dataset emotion recognition as an extremely challenging task in the field of EEG-based affective computing is influenced by many factors, which makes the universal models yield unsatisfactory results. Facing the situation that lacks EEG information decoding research, we first analyzed the impact of different EEG information (individual, session, emotion and trial) for emotion recognition by sample space visualization, sample aggregation phenomena quantification, and energy pattern analysis on five public datasets. Based on these phenomena and patterns, we provided the processing methods and interpretable work of various EEG differences. Through the analysis of emotional feature distribution patterns, the Individual Emotional Feature Distribution Difference (IEFDD) was found, which was also considered as the main factor of the stability for emotion recognition. After analyzing the limitations of traditional modeling approach suffering from IEFDD, the Weight-based Channel-model Matrix Framework (WCMF) was proposed. To reasonably characterize emotional feature distribution patterns, four weight extraction methods were designed, and the optimal was the correction T-test (CT) weight extraction method. Finally, the performance of WCMF was validated on cross-dataset tasks in two kinds of experiments that simulated different practical scenarios, and the results showed that WCMF had more stable and better emotion recognition ability.
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I. INTRODUCTION

The affective brain-computer interface [1] is an important component of brain-computer interface, which has suffered from the severe impact by EEG individual information, causing the universal model is unable to give stable and effective performance on cross-session [2]–[4], cross-subject [5]–[7], cross-dataset [8]–[10], and other emotion classification tasks. In previous works, many studies demonstrated that machine learning algorithms could learn the emotional difference information delivered by EEG signals for single subject [11], [12]. However, due to the existence of EEG individual differences, it is difficult to find common emotion knowledge among different subjects to build universal emotion recognition models. Thus, the universal model usually produces extremely unstable results on unknown subjects and unknown sessions, and it is more challenging to implement stable emotion recognition between datasets. Importantly, only if affective brain-computer interfaces that could provide stable and effective performance on cross-session, cross-subject and cross-dataset tasks, it could be expected to deal with complex and variable real-life emotion recognition scenarios.

In the cross-session emotion recognition classification task, many studies have shown that there are some differences between the EEG data collected from single subject in different time periods, which makes subject-dependent models have inconsistent performance on session datasets, and the abrupt drop often occurs in classification accuracy. He et al. performed the intra-day task and cross-day task on a 12-person dataset separately. The results showed that the subject-dependent model had an excellent performance on the intra-day task, but it did suffer from the accuracy drop on cross-day task. They tried to alleviate the problem of session sample domain differences by the transfer component analysis algorithm (TCA), which obtained some improvement [13]. Meanwhile, Lin et al. proposed a robust principal component analysis (RPCA)-embedded transfer learning (TL) to obviate intra- and inter-individual differences [14]. In the Multiple Day Music-listening experiment using Emotiv (MDME) dataset that included 12 subjects for the cross-session task, the PCA sample space visualization revealed that the session sample domains of different subjects had different degrees of variation, and the RPCA had the ability to close the distance between session domains, which resulted in alleviating the session differences. This cross-time EEG difference was also mentioned in other studies [2], [3], [15]. Therefore, the solution of cross-time EEG differences determines the performance of subject-dependent model in a significant way.

For the cross-subject emotion recognition task, the impact
of individual differences is more powerful, where the universal model often exhibits poor performance when facing unknown subjects [16]. To overcome the problem that emotion recognition model had poor generalization across subjects, Meng et al. proposed Deep Subdomain Associate Adaption Network (DASAN) to build a source-to-target domain transfer network by minimizing the sum of source-domain classification loss and Subdomain Associate Loop (SAL), and the result of cross-subject positive-negative emotion classification experiment in SEED was 89.23 ± 1.93% [17]. Zhao et al. learned the group public component and subject private component by shared encoder and private encoder respectively, this framework achieved domain transfer by feature encoding. After private component extraction for unknown subjects, the more similar subject private classifiers would be granted higher weights, which would influence the joint classification of private and shared classifiers, and the result of 86.7 ± 7.1% was obtained on the SEED dataset [18]. In general, the main solutions of domain differences caused by individual information are transfer learning [7], [19]–[21] and deep learning [10], [15], [22]. For the results, both methods can obtain excellent results, but both miss the analysis of EEG information and the interpretability of EEG individual differences, which as the basic theory of affective brain-computer interfaces is more important for EEG-based emotion recognition. In addition, the ideal results on one dataset still had limitations.

Compared with the cross-subject emotion recognition task, the cross-dataset task not only needs to deal with EEG individual differences, but also needs to consider differences in acquisition devices, emotion stimulation materials and emotion modeling approaches. Therefore, the cross-dataset emotion classification task is the most challenging. If a reasonable and effective solution could be given, it would substantially improve the performance of affective brain-computer interface. Lan et al. performed positive-neutral-negative emotion classification experiments on SEED [23], [24] and DEAP [25] datasets with various domain-adaptive algorithms, and there were significant differences between two datasets in terms of acquisition devices, emotion stimulation materials and emotion modeling approaches. In the cross-dataset experiments, although the domain adaptation algorithm could make some improvements compared to the baseline, the poor results were obtained with accuracies ranging from 30% to 50%. [7]. Ni et al. proposed new domain adaptation sparse representation classifier (DASRC) applied to the cross-domain emotion recognition task, and cross-subject tasks results were similar to other research in both the DEAP and SEED, but the accuracy drop still occurred in the cross-dataset task, which fell to 50% directly [25]. Similarly, this situation occurred in other research about cross-dataset emotion recognition, which indicated that some unknown factors contributed to universal model usually show the unsatisfactory emotion recognition ability on the cross-dataset task [27]–[29].

In summary, complex EEG individual information has a huge impact on different emotion recognition tasks. Although these differences are well accepted in the EEG-based affective computing field and there exists solutions to deal with individual differences, the in-depth investigation about EEG information is rare, which results in deep learning and transfer learning methods have certain effects but still lack interpretable theoretical support about EEG signals. Therefore, it is necessary to clear up the components of EEG information for affective computing. Only if we know the impact of different information on universal models, it is possible to draw up the processing methods for different EEG information, and attempt to achieve more stable affective brain-computer interfaces. Based on the above ideas, we conducted an interpretability study of EEG information, analyzed the impacts of different information on EEG sample distribution, and designed solutions to cope with difficult cross-dataset tasks based on the obtained knowledge of different EEG information. The major contributions are as follows.

1. Through the analysis of feature extraction algorithm, we compared the performance and computational principles of differential entropy and fractal dimension, analyzed the meanings of two feature for EEG signals from the view of energy, and simplified the calculation process.

2. For the complex EEG information, the different sample aggregation phenomena were observed by sample space visualization based on power feature. And the difference information ratio and sample aggregation degree were quantified for each dataset, all dataset were the mixture of different EEG information, which influence the distribution of samples. Based on the EEG energy distribution patterns, we analyzed the influence of different information and concluded the cause of different sample aggregation phenomena. Finally, a reasonable explanation work for different sample aggregation phenomena was presented.

3. For individual emotional information, the individual emotional feature distribution patterns were obtained by channel emotion classification, the individual emotional feature distribution difference were found, and its impact on the construction of universal model was analyzed. In order to deal with this difference appropriately, we designed different weight extraction methods to quantify emotional feature distribution patterns, and proposed the weight-based channel-model matrix framework, which made the universal model more stable and effective on cross-dataset tasks.

This paper is organized as follows. Section II reviews the five datasets we used in this paper, and documents the data preprocessing process, including signal preprocessing, feature extraction, and sample selection. Section III analyzes and quantifies the impact of different EEG information on sample distribution, and gives an explanation of EEG sample aggregation phenomena based on energy distribution patterns. Section IV explains the advantages of channel-model matrix modeling over traditional multidimensional modeling based on emotional feature distribution patterns, and introduces the design process of four weight extraction methods and trial correction strategy. Section V describes the details and results of two experimental protocols. Section VI is the discussions about the weight-based channel-model matrix framework and
the EEG-based cross-dataset emotion recognition.

II. DATASET PREPROCESSING

A. Datasets

Many studies have attempted to perform cross-dataset tasks on SEED and DEAP datasets. But due to the differences in EEG acquisition devices, data specifications, emotion stimulation materials and emotion label modeling between the two datasets, the cross-dataset classification task is extremely challenging. Therefore, we selected five similar public datasets: SEED, SEED-IV [30], SEED-V [31], RCLS [32] and MPED [33]. The commonalities of these datasets are as follows.

(1) The EEG acquisition devices are the 62-channel ESI NeuroScan System with international 10-20 system of EEG caps.

(2) Paradigms all use video clips to induce emotions, and all datasets contain positive, negative, and neutral emotions.

(3) The category labels are discrete emotion modeling method rather than valence-arousal emotion modeling method.

B. Signal Preprocessing process

Signal preprocessing plays an important role in EEG signal application, which clean the EEG signal through a series of processing steps. Firstly, we used the AutoMagic [34] automatic preprocessing framework to perform the following operations on all EEG signals: (1) Band-pass frequency filter between 1Hz and 50Hz. (2) Taking Fpz electrode signals as reference, EOG regression was employed to eliminate EOG [35], [36]. (3) IClabel was used to eliminate artifacts [37]. (4) Bad channel signal interpolation and signal quality assessment based on some signal-level metrics. (5) The average re-referencing was performed and signals were downsampled to 200Hz. (6) All signals were segmented to 4s. Considering the differences in the paradigm duration of different datasets, different numbers of samples are generated from different datasets.

C. Feature extraction

Based on the feature analysis of differential entropy and fractal dimension in Appendix A, we knew how both features work in the EEG signal measurement, and we extracted the simplified features: variance (differential entropy [24]) and power (Katz’s fractal dimension [38], [39]). The calculation formulas are as follows, where $x$ represents the EEG signal. The detailed analysis can be found in Appendix A.

\[
\text{variance}(x) = \log \left( \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n} \right) \quad (1)
\]

\[
\text{power}(x) = \log \left( \sum_{i=1}^{n-1} (x_i - x_{i+1})^2 \right) \quad (2)
\]

\[
\text{Inverse power}(x) = \frac{1}{1 + \text{power}(x)} \quad (3)
\]

D. Sample selection

Due to the varying paradigm lengths between datasets, there were differences in the number of segmented samples. We would like to build balanced emotion datasets with a certain number of data according to the sample number of different datasets. The samples were selected based on the following two principles.

(1) For emotion analysis, the emotions (positive, negative, neutral) are selected for analysis, which of them are the common emotions of each dataset.

(2) To ensure the balance of the dataset, $n$ samples are selected randomly on each trial’s segmented dataset in different datasets.

The specification of datasets after selection is as follows.

| Dataset | Subject | Session | Trial | Sample | Total |
|---------|---------|---------|-------|--------|-------|
| SEED    | 15      | 3       | 15    | 50     | 33750 |
| SEED-IV | 15      | 3       | 18    | 10     | 8100  |
| SEED-V  | 16      | 3       | 9     | 20     | 8640  |
| RCLS    | 14      | 1       | 15    | 20     | 4200  |
| MPED    | 22      | 2       | 6     | 40     | 10560 |

Note: Trial: the number of trial we chose. Sample: the number of samples for each trial. Total: the total number of sample for each dataset.

III. INVESTIGATION OF EEG INFORMATION

A. Visualization of the sample space

For different datasets, the visualization of sample distribution were obtained by t-SNE [40] in intra-session and multisessions scenarios respectively. After observation, we found that there were four kinds of sample distribution patterns under variance and power features: emotional aggregation, trial aggregation, session aggregation, and individual aggregation.

1) Emotional aggregation and trial aggregation in intra-session scenes: Firstly, we visualized each session dataset and analyzed the distribution of emotional samples under different session data. The details are shown in Fig. 1.

---

Fig. 1. The sample space visualization in the intra-session scenario under power feature. The left subplot is the sample space visualization marked by emotions (positive-red, negative-blue, neutral-green), and the right subplot is the sample space visualization marked by trials.
It was found that there existed different degrees of emotional sample aggregation under different data. In particular, on the basis of emotional sample aggregation, there are several samples clustered into small clusters among the emotional clusters. We assumed that the samples were not only aggregated by emotion, but also existed trial aggregation phenomenon. Therefore, we marked the different trial samples with different colors, and trial aggregation phenomenon were found.

2) Session aggregation and individual aggregation in multi-sessions scenarios: Considering that individual difference is a widely-accepted attribute of EEG, we first investigated the relationship between different session data for each subject. For the multi-session dataset, we visualized the sample distribution of multiple session data belonging to a single subject and observed the distribution pattern between different session data. The visualization results are as follows.

![Fig. 2. The sample space visualization in the single-subject scenario under power feature, the left subplot is the sample space visualization marked by emotions (positive-red, negative-blue, neutral-green), and the right subplot is the sample space visualization marked by sessions.](image1)

As shown in Fig. 2, the samples are clustered by session. There are different degrees of emotional aggregation in different session domains. This phenomenon indicates the following two points:

1) The subjects’ brain states are stable during each session, which lead to a tendency of aggregation on each session samples.

2) Even though different sessions generated from the same subject, there also existed differences between different sessions.

After observing the session aggregation phenomenon in the intra-subject scenario, it is necessary to investigate the influence of session aggregation phenomenon and the relationship between sessions of different subjects in multi-subjects scenarios. The visualizations of the multi-subjects sample distribution are shown in Fig. 3.

![Fig. 3. The sample space visualization in the multi-subjects scenario under the power feature, the left subplot is the sample space visualization marked by subjects, and the right subplot is the sample space visualization marked by sessions.](image2)

As shown in the left subplot of Fig. 3 samples marked by subject, there were large differences between the samples belonging to different subjects. Due to the impact of individual differences in EEG, sample space shows the individual aggregation phenomenon. As shown in the right subplot of Fig. 3 samples marked by session, we found that the sample distribution in multi-subjects scenario still retained the session aggregation phenomenon, while the samples of different session presented different degrees of aggregation. In most cases, each individual cluster is composed of session sub-clusters.

In conclusion, the samples present a tendency of session aggregation on the basis of individual aggregation in the multi-subjects scenario, which reveals that the EEG individual information contains session difference information. However, these individual information are extremely unhelpful to the construction of universal model. In intra-session scenario, the samples show trial aggregation on the base of emotional aggregation, which reveal that the emotional difference information includes the trial difference information. Therefore, the EEG information can be decomposed into four kinds of information (individual, session, emotion, trial), each of which causes different aggregation phenomena. The relationship of sample clusters under four aggregation phenomena is individual ⊇ session ⊇ emotion ⊇ trial.

B. Quantification of sample aggregation phenomena

To further know the degree of different aggregation phenomena for each dataset, two metrics, the ratio of difference features and the sample aggregation coefficient (SAC), were used to quantify various aggregation phenomena.

The first metric is the ratio of difference features. Taking the dataset with n-dimensional features as an example, Pearson correlation analysis is employed between each dimensional data and the label of corresponding difference, and the features with P < 0.05 are considered as difference features, the difference information of which are the main factors of sample aggregation phenomena. Finally, the ratio between the number of difference features and the total number of features is calculated to measure the difference information component of the dataset.

Secondly, we combined the t-sne and k-means algorithms for the calculation of the sample aggregation coefficient, which represented the degree of intra-cluster sample aggregation influenced by different EEG information. The details are shown in Appendix B.

Under the variance feature and inverse power feature, two metrics were calculated. The results are as follows.
As shown in Table II, the following conclusions were obtained:

(1) For the ratio of difference features, there existed different numbers of features representing the differences of emotion, trial, session, and subject on all the datasets, which influenced the sample distribution.

(2) Comparing the results of variance features and inverse power features under different datasets, we found that all datasets had similar results on the quantification of emotion, session and subject sample aggregation. However, the inverse power feature showed a higher ratio of difference features and a more stable trial aggregation phenomenon compared to the variance feature in the quantification of trial sample aggregation.

C. Analysis of brain energy patterns

To further investigate the causes of these aggregation phenomena at the feature level, we draw energy distribution plot with power feature for each sample to analyze the differences from different views. And the power feature values of each sample were normalized to the range of 0 and 1. Therefore, the plots represent the relative energy distribution pattern.

Firstly, we observed the energy patterns in different time periods of a single trial for trial aggregation phenomenon analysis, and it was found that the power feature had the property of cross-time stable patterns such as differential entropy [23].

As shown in Fig. 4, although there were some differences in energy patterns between time periods, it could be found that brain energy patterns were stable during the whole trial. In addition, after observing the energy distribution of different subjects, we found that the areas with high energy of most subjects were mainly distributed in the frontal, temporal and occipital lobes. The energy in the parietal and anterior occipital lobes was lower than that in the above regions.

Secondly, we visualized the energy patterns of different trials for each session, and compared the differences in energy patterns.

As shown in Fig. 5, although there were some differences in energy patterns between time periods, it could be found that brain energy patterns were stable during the whole trial. In addition, after observing the energy distribution of different subjects, we found that the areas with high energy of most subjects were mainly distributed in the frontal, temporal and occipital lobes. The energy in the parietal and anterior occipital lobes was lower than that in the above regions.

Combining the above results, we assumed that the trial aggregation phenomenon was due to the similar energy patterns among trial samples. The gaps between trial clusters were influenced by the differences in trial energy patterns. In addition, the differences between trials were greater than intra-trial sample differences.

After analysis of trial energy patterns, we combined trials’ energy pattern belonging to the same emotion for each session, and compared these energy patterns from the views of emotion and session. The energy pattern plots are shown in Fig. 6.
After comparison of different emotional energy patterns from a single session, it was found that the emotional differences were also caused by the differences in the energy distribution. In addition, the comparison of different sessions' energy patterns indicated that there existed greater energy pattern differences between sessions than that of emotion. Similarly, the phenomena of individual aggregation also resulted from greater energy differences.

Combining the results of sample distribution visualization and energy pattern analysis, we knew that various sample aggregation phenomena were caused by different degrees of difference information, and the difference information mainly reflected the energy pattern differences.

In general, we concluded the following 3 points to explain the difference in EEG information.

1. Emotional differences, trial differences, session differences and individual differences in EEG were all the different representations of energy pattern differences.
2. Due to the various degrees of differences, emotional differences and trial differences were hard to observe in multi-subjects scenes, which indicated both were the much smaller than session differences and individual differences.
3. The differences were ranked in ascending order: trial differences, emotional differences, session differences and individual differences.

D. The processing of different EEG information

The effects of different EEG information on emotion classification were different. Based on the above phenomena, we would like to eliminate the invalid information that hindered the work of the universal model and retained the beneficial information. The differences between individual and session domains caused by individual and session information are the major factors that hinder the generalization of the universal model. We applied the Personal-Zscore(PZ) in each session dataset to eliminate the individual differences and session differences in the dataset, which could unify different session domains into a domain with 0 mean and 1 variance to improve the model generalization ability [41].

Emotional information and trial information, which influence the sample distribution within the session domain, are the basis of emotion recognition. Based on previous work about the quantification of emotional information, it was found that different subjects’ EEG data contained different levels of emotional information, but the results in Appendix A showed that even if data contained different degrees of emotional information and the impact of domain differences was eliminated, there were still unknown factors that led to large differences between different datasets. Therefore, both emotional information and trial information need more reasonable ways to improve the effectiveness of emotion recognition.

IV. WEIGHT-BASED CHANNEL-MODEL MATRIX FRAMEWORK

A. Analyzing the distribution patterns of emotional difference features

After analyzing the causes of different EEG sample aggregation phenomena, we paid more attention to the challenge of cross-dataset emotion classification task and investigate the reasons for the poor performance of universal emotion recognition model. Specially, only the inverse power feature that reasonably represented energy was used for subsequent research.

Firstly, it was necessary to quantify the emotional information of different dimensions, and we performed 2-class emotion intra-session classification with Leave-One-Trial-Out(LOTO) cross-validation for each dimensional dataset. Because only the inverse power feature datasets were selected, the dimension also could be considered as channel. The accuracies of each dimension were considered as weight, the dimension(channel) with high weight was called as emotional difference feature. Therefore, weights were visualized in the same way as the energy pattern to observe the degree of emotional information for each channel and the distribution of emotional difference features.

As shown in Fig. 7 there are significant differences between different subjects’ emotional feature distributions. However,
comparing the emotional feature distributions of sessions belonging to a single subject, these distribution patterns are similar.

Although the brain was a three-dimensional organic organization, the emotional feature distribution also could reflect the brain activities. We presented some assumptions from the perspective of the brain mechanism. For a single subject, the similar distributions between emotional features of sessions revealed that there existed neurons for emotional information processing in the brain. When brain was stimulated by the same emotion material in different time periods, the neurons produced some energy changes during the processing of emotional information, which were delivered to the similar scalp electrodes through stable brain circuits by EEG. For the difference of emotional feature distributions between subjects, we assumed that it would be caused by the complex individual factors, which should be validated through a further experiment.

Next, we analyzed the impact of individual emotion feature distribution differences on the construction of a universal emotion recognition model from the classification perspective.

1) For the training set, it contains a mixture of emotional data and invalid data in each dimension. The emotional feature distribution differences cause the chaos of the sample distribution, it is difficult to learn the consistent emotional knowledge from the training set using machine learning algorithms. Consequently, the trained universal model have unstable emotion recognition performance.

2) For the test set, there exists a case that the test set would be misclassified by the traditional multi-dimensional universal model, whose training data contains no or less data with similar emotional feature distributions. Therefore, the test set will obtain different results from the universal models constructed on different subjects’ EEG data.

In summary, it was unreasonable to build the universal model with the data of different subjects without determining different subject emotional feature distributions, and the universal model obtained from such training process was also unreliable.

Combining the results in Appendix A, we could know the impact of IEFDD on different datasets. Although all datasets had the high ratios of emotional features, the higher accuracy obtained with leave-one-session-out emotion classification in SEED was due to the high overlap of different subjects' emotional feature distributions. For the other datasets with low distribution overlap rate, IEFDD would extremely influence the classification accuracy.

Therefore, there exists a large randomness for unknown subjects’ emotion recognition without prior knowledge of the individual emotional feature distributions. When one test set was classified by models trained with different datasets separately, the classification results depended on the similarity of emotional feature distribution between training data and test data. This randomness is unacceptable for affective brain-computer interface. Therefore, we considered that the joint classification strategy of channel models might be better than the traditional multi-dimensional model classification in the EEG-based emotion recognition scene. Hence we proposed WCMF for dealing with the impact of individual emotional feature distribution difference, which would be a solution for cross-dataset emotion recognition.

B. Channel-model Matrix

Considering the individual emotional feature distribution difference, we employed the joint classification strategy of channel models. In this way, the training data of each channel model were selected based on the emotional feature distributions of different sessions. For each channel, the session data that showed emotional differences were retained, and invalid data were eliminated to ensure a stable emotional distribution of samples in the training set, and deep neural network(DNN) models with one hidden layer and 100 hidden-units were trained. In addition, the channel-model matrix was built up by the channel DNN model based on inverse power features, and this kind of modeling strategy could solve the problem of chaotic emotional sample distributions due to the individual emotional feature differences in traditional multidimensional modeling.

However, there still exists the following limitations in classification with the channel-model matrix.

1) In terms of model training, it is necessary to design a method to quantify the emotional feature distribution of different subjects, which determines the quality of training data and the performances of channel models.

2) For emotion classification, although each channel model have the stable ability to recognize emotion, the test data are still composed of valid emotional information and unknown invalid information. Therefore, the classification results are influenced by the number of emotional difference features in the test set. The greater the number of emotional difference features, the greater number of channel model will judge the emotions correctly, and the greater positive contribution will be made for joint classification. On the contrary, invalid information would made greatly impacts to the joint classification, resulting in misclassification.

In summary, the classification of channel-model matrix still exists a randomness on the test set. Therefore, a efficient quantification method of emotional difference feature distribution would solve the randomness and improve the performance of channel-model matrix.

C. Exploration of weight extraction methods

For channel-model matrices, weights were beneficial for the selection of training data and the classification of known subjects, so it was necessary to find methods for learning weights from data in a reasonable and efficient way. Therefore, we proposed four methods for weight extraction: channel-based Classification(C) weight extraction method, DNN training-based DNN weight extraction method, inter-group difference-based T-test weight extraction method, and emotional sample relationship-based Correction T-test(CT) weight extraction method.
1) Channel-based classification(C) weight extraction method: As mentioned in the Emotional Feature Distribution Pattern Analysis section, the single channel emotion classification task with LOTO cross-validation is performed on each session dataset, and the accuracies are considered as the C weight of each channel. However, due to the channel emotion classification task need to traverse each channel dataset, which is a very time consuming work.

2) DNN training-based DNN weight extraction method: Compared with the high cost of C weights, we refers to the attention mechanism for learning the emotional information of each dimension by DNN training, and generating the weight for each channel. The details of the DNN weight extraction method are as follows.

Algorithm 1 Calculation of the DNN weight

Require: Data = \(\{emotion_i\}_{i=1}^n\), the emotion dataset with \(n\) classes. Label the label of Data.

Ensure:
1: pair =POWERSET(classes, 2), produce the set of emotion pairs, \(m\) pairs.
2: for index \(j = 1 \rightarrow m\) do
3: Initialize DNNweight\(_j\) as zero vector.
4: data, label =DIVIDE(Data, Label, pair\(_j\)), get the j-th emotion pair data and label.
5: while accuracy \(\geq\) threshold do
6: models, accuracy = DNNTRAINING(data, label, k), train one hidden unit DNN model \(k\) times.
7: hidden, weights = DNNENCODER(models, data), get the hidden samples and weights for each DNN model.
8: \(W\), Select weights by the similar degree between hidden and label.
9: weight = FLITER(W, wThreshold), retain the weight value \(\geq\) wThreshold and average weights.
10: DNNweight\(_j\) = DNNweight\(_j\) + weight, and add 1 to the positive items.
11: data = REGROUPDATA(data), retain the data with unextracted weights.
12: end while
13: end for
14: return DNNweight

The idea of the DNN weight extraction method was to train a DNN model that only contained one hidden unit. 61-channel dataset were used to train the one-unit DNN, and this DNN would learn a way of information fusion from the dataset, where the edge weights between each channel data and the hidden unit described the contribution of each channel data to the hidden unit. Then, the higher weights were extracted, and the remaining channel data were used for the next round of weight extraction until training accuracy was lower than threshold.

Specially, when performing DNN training multiple times in each round, there were two kind of opposite cases, positive and negative weight vectors. To eliminate this instability, based on the positive and negative weights, the hidden feature samples were obtained by positive and negative weight DNN model. Then, we compared the relationship between the positive and negative hidden feature sample distribution and selected the weight whose hidden feature sample relationship was similar to that of the label. In addition, the process of multi-times weight extraction still demanded a high time cost.

3) Inter-group difference-based T-test weight extraction method: To address the problem of higher computational costs, the t-test method was employed to measure the degree of inter-group differences between different emotions for each channel data. The algorithm is as follows.

Algorithm 2 Calculation of the T-test weight

Require: Data = \(\{emotion_i\}_{i=1}^n\), the emotion dataset with \(n\) classes. classes the set of emotion classes.

Ensure:
1: pair = POWERSET(classes, 2), produce the set of emotion pair, \(m\) pair.
2: for index \(j = 1 \rightarrow m\) do
3: \(p, q = pair_j\), get the index of j-th emotion pair.
4: \(p\text{-value} = \text{TTEST2(emotion}_p\text{, emotion}_q\text{)}\), perform t-test on two class dataset.
5: \(p\text{-value} = 1 / p\text{-value}\), produce the set of emotion classes.
6: \(weight_j = \text{LOGN}(p\text{-value}, 10, 2)\), apply \(\log_{10}\) function on \(p\text{-value}\) 2 times.
7: end for
8: return weight

Firstly, t-test was used to calculate the inter-group p-value of each channel data, and the smaller the p-value was, the greater the degree of inter-group difference in that channel. However, because the value range of p-value was too small and the differences between the p-values of each channel were vast, which caused that directly applying the normalized p-value as weight could not measure the relationship of inter-group differences between channels effectively.

Therefore, we performed a series of value range transformation operations, beginning with the transformation of the p-value into a positive integer value range by the inverse ratio operation. Facing the inverse p-values with the extremely large value range, we utilized the monotonicity and slope decreasing property of the log function to decrease the value range and retain the size relationship of p-values between each channel.

Finally, the p-value after the value range transformation provided a more reasonable way to measure the degree of inter-group differences in each channel. In addition, the T-test weights had extremely low time costs.

4) Comparison of C weight, DNN weight, T-test weight: In order to compare the performance of different weight extraction methods, the ideal cross-dataset classification task that labels were also used for weight extraction in training set and test set was performed. Because all datasets were balanced, the classification correct rate was selected as an evaluation metric for the three weight extraction methods. The results are as follows.
As shown in Table III, the results of T-test weight and C weight are similar, but both of them are lower than DNN weight. Comparing the similarities and differences of different weight extraction methods, we found that although the extracted weights could describe the differences between different emotion samples in each channel indeed, the similarities and differences of sample distribution tendencies on difference features were ignored. Taking the positive-negative emotion recognition scenario as an example, the following three sample relationships exist in dimensions.

1) Positive samples have higher feature values than negative samples.
2) Positive samples have lower feature values than negative samples.
3) There is no difference between positive samples and negative samples, and the samples are mixed up.

For the channels reflecting such invalid sample relationships as (3), the chaos sample distributions are filtered out by the three weight extraction methods. However, the two types of sample relationships (1) and (2) are not determined on C weight and T-test weight extraction methods. Because these two relationships are mutually exclusive, it is reasonable for the model to classify the data with the same sample relationship as the training data, but the classification between data with different sample relationships would lead to great misclassification results.

Concerning the DNN weight extraction method, the operation of selecting weights whose hidden feature samples have the same distribution with the label plays a role of sample relationship judgment. So, this is the reason why DNN weights outperformed than other weights, but the DNN weight extraction method still lacks the ability of processing the weights with the opposite relationship to the label.

5) Emotional sample relationship-based correction T-test(CT) weight extraction method: For the purpose of learning the undetermined emotional sample distribution information, we modified the T-test weight extraction method which had the lowest time cost, and the correction T-test weight extraction method based on the emotional sample relationship was proposed. The pseudo code is as follows.

**Algorithm 3 Calculation of the correction T-test weight**

**Require:** Data = \{emotion_i\}_{i=1}^{n} the emotion dataset with n classes. classes the set of emotion class. Label the label of Data.

**Ensure:**

1. T_weight, position=TTESTWEIGHT(Data, classes), calculate the T-test weight and obtain the m important channel positions.
2. for position index j = 1 \rightarrow m do
3. for emotion index k = 1 \rightarrow n do
4. sumFeature_\text{ij} = \text{MEAN}(emotion_i_j), calculate the mean of the k-th emotion and j-th position feature values.
5. end for
6. if label size relationship consist to sumFeature then
7. coefficient_j=1
8. else
9. coefficient_j=-1
10. end if
11. end for
12. weight = T_weight \cdot \text{coefficient}
13. return weight

The selection of emotional feature channels is performed by T-test weight extraction method. For each emotional fea-

### Table III

| Test | Accuracy | Classification weight | DNN weight | T-test weight |
|------|----------|-----------------------|------------|--------------|
|      | Test | Train | Neg-Neu | Pos-Neu | Pos-Neg | Neg-Neu | Pos-Neu | Pos-Neg | Neg-Neu | Pos-Neu | Pos-Neg |
| SEED | SEED-IV | 56.66% | 79.63% | 77.26% | | 61.64% | 80.20% | 76.96% | | 59.98% | 79.09% | 75.68% |
|      | SEED-V | 53.87% | 80.43% | 76.53% | | 61.53% | 81.01% | 76.83% | | 47.70% | 78.26% | 74.68% |
|      | RCLS | 58.17% | 79.44% | 77.63% | | 61.12% | 81.13% | 76.64% | | 56.55% | 77.70% | 75.33% |
|      | MPED | 56.97% | 80.56% | 77.14% | | 61.64% | 81.39% | 77.08% | | 56.05% | 79.73% | 76.94% |
|      | SEED | 54.20% | 62.56% | 59.91% | | 60.54% | 67.59% | 65.96% | | 53.76% | 62.67% | 59.63% |
|      | SEED-V | 46.26% | 63.74% | 60.15% | | 59.78% | 67.50% | 65.30% | | 47.26% | 62.67% | 59.63% |
|      | RCLS | 53.57% | 63.70% | 58.76% | | 59.46% | 68.09% | 65.65% | | 52.52% | 62.93% | 59.04% |
|      | MPED | 53.74% | 63.37% | 61.50% | | 59.98% | 68.09% | 66.02% | | 57.48% | 63.65% | 61.06% |
|      | SEED | 48.14% | 64.32% | 63.98% | | 54.46% | 67.53% | 68.82% | | 46.51% | 64.41% | 65.28% |
|      | SEED-V | 47.97% | 63.80% | 66.02% | | 53.91% | 66.49% | 69.03% | | 47.48% | 63.96% | 66.56% |
|      | RCLS | 51.01% | 63.73% | 66.74% | | 54.15% | 67.66% | 67.74% | | 47.90% | 63.19% | 67.81% |
|      | MPED | 48.44% | 65.57% | 66.15% | | 55.26% | 68.06% | 68.73% | | 50.80% | 65.82% | 68.61% |
|      | RCLS | 69.00% | 67.36% | 58.89% | | 70.32% | 71.00% | 63.50% | | 67.04% | 67.18% | 58.64% |
|      | SEED-IV | 61.86% | 69.46% | 60.11% | | 69.39% | 73.14% | 63.61% | | 62.00% | 69.57% | 59.29% |
|      | SEED-V | 61.07% | 69.18% | 59.93% | | 70.46% | 72.39% | 64.46% | | 42.57% | 67.00% | 59.71% |
|      | MPED | 67.43% | 71.61% | 61.39% | | 67.68% | 73.43% | 64.14% | | 59.25% | 70.36% | 61.57% |
|      | MPED | 55.78% | 62.13% | 59.77% | | 60.07% | 63.95% | 63.07% | | 54.59% | 61.28% | 59.46% |
|      | SEED | 57.02% | 62.70% | 65.03% | | 59.33% | 64.63% | 64.40% | | 56.32% | 62.46% | 61.43% |
|      | SEED-V | 48.07% | 64.36% | 61.92% | | 61.75% | 64.89% | 62.00% | | 48.38% | 61.89% | 60.16% |
|      | RCLS | 54.89% | 63.81% | 63.41% | | 59.55% | 66.66% | 61.52% | | 54.73% | 60.47% | 61.82% |
| Average | 55.21% | 68.07% | 65.11% | | 61.10% | 70.64% | 67.57% | | 53.42% | 67.21% | 64.60% |

Neg: negative emotion. Neu: neutral emotion. Pos: Positive emotion.
Fig. 8. Emotional difference feature distribution of different weight extraction methods. The value range of the CT weight is [-1,1], which reveals the positive and negative sample relationships.

D. Comparison of modeling and weight extraction methods

To comprehensively analyze the impact of different modeling strategies and different weights on the classification results, we combined all classification results of different methods with the cross-dataset emotion classification task. As shown in Table IV, we analyzed the results from different points of view. Comparing the classification results of different datasets, it could be found that the difficulties of cross-datasets classification tasks on different datasets were varied, which was caused by the individual emotional feature distribution difference. Among datasets, the SEED dataset obtained the best performance, which revealed that the subjects’ emotional feature distribution had more common parts in SEED.

Comparing different modeling strategies, it could be found that the average classification results of channel-model matrix without the guidance of weights were slightly better than that of the multidimensional model (see Fig. 9). After observing the results of one test dataset under different training datasets, we found that the classification on the traditional multidimensional model was unstable, with higher variance, which was caused by the chaotic and complex space in the training set with IEFDD. In contrast, the classification accuracies were relatively stable for the channel-model matrix. The classification results are greatly influenced by the number of features, and these features are of different importance.

TABLE IV

| TABLE IV | THE RESULTS OF CROSS-DATASET EMOTION RECOGNITION WITH DIFFERENT METHODS |
|---|---|
| Model | Accuracy | Practical Scenarios | Weighted Channel-model Matrix In Real Scenarios |
| | | Classic Classification | Matrix Classification | Classification weight | DNN weight | T-test weight | Correction T-test weight |
| | | Neg-Neu | Pos-Neu | Pos-Neg | Neg-Neu | Pos-Neu | Pos-Neg | Neg-Neu | Pos-Neu | Pos-Neg | Neg-Neu | Pos-Neu | Pos-Neg | Neg-Neu | Pos-Neu | Pos-Neg |
| SEED | 54.16% | 64.14% | 75.97% | 52.07% | 77.46% | 73.05% | 53.87% | 80.43% | 76.53% | 61.53% | 81.01% | 76.85% | 47.70% | 78.26% | 74.68% | 74.22% | 81.39% | 81.16% |
| RCLS | 57.99% | 74.41% | 56.16% | 56.31% | 77.03% | 75.00% | 58.17% | 74.44% | 77.66% | 61.12% | 81.13% | 76.64% | 36.55% | 77.30% | 75.33% | 73.68% | 83.22% | 81.46% |
| MPED | 49.62% | 60.29% | 52.71% | 55.51% | 78.20% | 74.51% | 56.97% | 80.36% | 77.14% | 61.64% | 81.59% | 77.08% | 56.06% | 79.73% | 76.94% | 73.82% | 82.89% | 82.25% |
| SEED-IV | 52.20% | 69.20% | 66.09% | 64.11% | 60.54% | 59.17% | 52.20% | 62.50% | 59.17% | 60.14% | 62.50% | 59.17% | 52.20% | 62.50% | 59.17% | 60.14% | 62.50% | 59.17% |
| SEED-V | 57.99% | 74.41% | 56.16% | 56.31% | 77.03% | 75.00% | 58.17% | 74.44% | 77.66% | 61.12% | 81.13% | 76.64% | 36.55% | 77.30% | 75.33% | 73.68% | 83.22% | 81.46% |
| MPED | 49.62% | 60.29% | 52.71% | 55.51% | 78.20% | 74.51% | 56.97% | 80.36% | 77.14% | 61.64% | 81.59% | 77.08% | 56.06% | 79.73% | 76.94% | 73.82% | 82.89% | 82.25% |
| SEED | 52.20% | 69.20% | 66.09% | 64.11% | 60.54% | 59.17% | 52.20% | 62.50% | 59.17% | 60.14% | 62.50% | 59.17% | 52.20% | 62.50% | 59.17% | 60.14% | 62.50% | 59.17% |
| SEED-IV | 52.20% | 69.20% | 66.09% | 64.11% | 60.54% | 59.17% | 52.20% | 62.50% | 59.17% | 60.14% | 62.50% | 59.17% | 52.20% | 62.50% | 59.17% | 60.14% | 62.50% | 59.17% |
| SEED-V | 57.99% | 74.41% | 56.16% | 56.31% | 77.03% | 75.00% | 58.17% | 74.44% | 77.66% | 61.12% | 81.13% | 76.64% | 36.55% | 77.30% | 75.33% | 73.68% | 83.22% | 81.46% |
| MPED | 49.62% | 60.29% | 52.71% | 55.51% | 78.20% | 74.51% | 56.97% | 80.36% | 77.14% | 61.64% | 81.59% | 77.08% | 56.06% | 79.73% | 76.94% | 73.82% | 82.89% | 82.25% |
| Average | 54.98% | 63.84% | 54.55% | 55.50% | 61.13% | 52.61% | 80.97% | 61.13% | 80.97% | 61.13% | 80.97% | 61.13% | 80.97% | 61.13% | 80.97% | 61.13% | 80.97% | 61.13% |

Fig. 9. The results of different modeling methods on the cross-dataset emotion recognition task.

Comparing different modeling strategies, it could be found that the average classification results of channel-model matrix without the guidance of weights were slightly better than that of the multidimensional model (see Fig. 9). After observing the results of one test dataset under different training datasets, we found that the classification on the traditional multidimensional model was unstable, with higher variance, which was caused by the chaotic and complex space in the training set with IEFDD. In contrast, the classification accuracies were relatively stable for the channel-model matrix. The classification results are greatly influenced by the number of features, and these features are of different importance.
of emotional features in test set, the more emotional features, the more number of channel models with correct classification, and the higher accuracy of joint classification.

Comparing channel-model matrix classification and weight-based channel-model matrix classification, due to not all data had a great number of emotional difference features, the emotion recognition task for different subjects could not be handled by the channel-model matrix alone. Therefore, for the purpose of making the channel-model matrix work stably and effectively, the guidance of weight was necessary for the test data classification.

Combining the classification results of different weights with the previous weights comparison analysis, it was found that the classification results of CT weights were the best (see Fig. 10), which validated the idea that sample relationship judgment in difference features was correct. Comparing the performance of different weight extraction methods, we considered that CT weight was the best extraction method, which not only had the T-test's extremely low computational cost but also had a more precise capability of learning emotional information than DNN weight.

### E. Emotion state recognition using trial information

Considering that EEG had a stable trial sample aggregation phenomenon under power features, we considered trial information could be helpful for emotion sample recognition. Therefore, we tried to calibrate the classification results by real trial labels, and emotion sample recognition was turned into emotion state recognition. Firstly, true trial labels were used in cross-dataset classification with different weight extraction methods to define each trial sample set. Then, the predicted labels were unified to the majority of sample prediction for each trial sample set.

As shown in Table V, two points could be observed.

1. With the help of trial information, the emotion state classification got an improvement compared with the emotion sample classification. This phenomenon indicated that there were more or fewer misclassifications in trial datasets.
2. The improvement brought by the trial correction strategy depended on how great the emotion sample classification results were. When the majority of samples in the trial clusters were classified correctly, the misclassified samples could be corrected. Therefore, this strategy usually brought a boost to the case with high classification correct rate on the emotion sample recognition.

To solve the situation that true trial labels were not available, we applied the DBSCAN algorithm for the estimation of trial number in unknown datasets based on the trial aggregation of power features. Then, the predicted trial labels were obtained by k-means algorithm. The details of trial label estimation algorithm are shown in Appendix C.

### V. Experiments and results

As mentioned in the above sections, all the weight extraction methods are based on labels, so weights extracted from the training set are reasonable. However, in practical scenarios, the labels are unknown for EEG generated in real time, and the weight extraction methods can not be employed directly. Moreover, the cross-dataset emotion classification task is still tricky and the practical scenarios of aBCI are variable. Here, we validated the performance of WCMF for the cross-dataset task in two kinds of practical scenarios.

#### A. Emotion recognition in the unknown subject scenario

In this scene, the emotion label and trial label are unknown for the test data. However, since weight extraction method required labels, we predicted the labels based on the emotional aggregation phenomenon and trial aggregation phenomenon under the inverse power feature.

Firstly, the emotion cluster label was generated by the combination of t-sne and k-means methods. The result of clustering depended on the ratio of emotion features and the amount of emotional information in the data, which
would affect the accuracy of k-means algorithm for clustering emotion samples. Because the k-means algorithm only served the function of clustering, the relationship between the labels could not be determined. For this reason, we extracted DNN weights based on two kinds of possible labels, and the T-test weights were calculated on the basis of emotion cluster labels. Comparing the similarity between the two DNN weights and the T-test weights, the labels of DNN weights with high similarity to T-test weights were considered as the predicted labels for CT weight extraction. Secondly, predicted trial labels were estimated by the trial label estimation algorithm, which was mentioned in Appendix C. Finally, the predicted CT weights and predicted trial labels were combined to classify the unknown subjects’ emotions. The above experiment were based on cross-dataset 2-class emotion classification tasks. The results are shown in Table VI.

Comparing the results in Table VI we found that the predicted trial labels and CT weights had different impacts for different datasets, there were different degrees of improvements in performance for SEED, RCLS, and MPED datasets. The cases of accuracy reduction occurred on SEED-IV and SEED-V datasets.

Combining the results of weight-based cross-dataset experiments in ideal scenarios, it is known that the classification of unknown subjects greatly depended on the effectiveness of weights. The similarity between the predicted weights and the true weights influences the judgement of joint emotion classification directly.

For each session dataset, the performance of emotion label estimation determines the results of WC MF indirectly. When there exists strong emotional differences in the session dataset, the clustering algorithm is able to perform emotion clustering well, and the reliable emotion estimation labels were obtained. In this way, the knowledge of weights based on reliable predicted labels is closer to the knowledge learned in the ideal scenarios, which improves the emotion recognition ability on unknown subjects. In contrast, for the session dataset with poor emotional information, it is difficult to perform emotion clustering in the sample space with chaotic emotion distributions, and each emotion cluster obtained by k-means contains a certain number of other emotion samples. Therefore, weights based on chaotic predicted labels are unable to represent the differences between different emotions correctly. Regarding the results of SEED-IV and SEED-V as an example, due to the low ratio of emotional difference features, they got greater impact by invalid feature, which caused the chaos of sample space, the mistake of label estimation and invalid weight extraction. Finally, the invalid weight played a negative role in the cross-dataset emotion recognition.

In summary, the results reveals that emotion recognition for completely unknown subjects is very tricky due to IEFDD. Although the strategy of label predicting makes some effect, it still exists some limitations, which extremely relies on the emotional information of data.

### B. Emotion recognition based on the prior weights scenario

Considering the challenge of emotion recognition in unknown subject scenarios, it was unreliable to recognize emotion just relying on data. Therefore, based on the characteristic of the similar session emotional feature distributions belonging to one subject, the emotion recognition based on the prior weights was performed. The visualizations of CT weights for different subjects’ sessions are as follows.

As shown in Fig. [II] the visualization of CT weights had similar results as the previous visualization of C weight, where the different subject’s weights existed large differences, and the session CT weights conducted from a single subject
showed similar emotional feature distribution patterns. It was known that CT weights measured the brain activity under different emotion stimulation. However, due to the complexity of neural activity, EEG not only responded to main brain activity evoked by emotion, but also contained other unknown brain activity, which led great similarities and some differences between different session weights from a single subject.

To capture stable emotional feature distribution pattern, it is necessary to perform CT weight extraction from multiple times emotion recognition tasks, and the common parts between CT weights are maintained as a stable and valid emotional feature distribution pattern for that subject. Thus, the affective brain-computer interface would work as a system based on initial weights, which are used to analyze the data acquired through online emotion recognition tasks. After each work session, initial weights would be more stable through the updating based on the online session data constantly.

For the existing data, we picked the datasets with 3 sessions to validate the effect of weight merging strategy, and leave-one-session-out strategy was employed for the generation of unknown session’s prior weight. For a subject dataset, when one session is considered as test data, the other sessions are considered as priori data, and the CT weight extraction method is employed on each priori session relatively. Then, the common parts between priori CT weights are merged as test session’s weight, which simulates a process of initial weight updating. Because the subject weights are generated from the prior knowledge, the problem of information leakage would not happen. Finally, we took SEED, SEED-IV, and SEED-V as the test sets, and performed cross-dataset 2-class emotion state classification task based on the prior weights.

As shown in Table VII, due to the similarity of CT weights for different sessions of the same subject, the prior weights served as guidance for the emotion recognition task of unknown sessions. In general, the average accuracy of the SEED, SEED-IV, and SEED-V datasets got an improvement of 13.41%, 4.96%, and 7.00% on negative-neutral, positive-neutral, and positive-negative under the guidance of prior weights.

VI. DISCUSSION

Comparing the cross-dataset emotion classification results under two kinds of practical application scenarios, it was found that emotion recognition of priori weights had higher reliability than that of predicteding weights. Considering the challenges of EEG-based cross-dataset emotion recognition, we believes that the strategy based on prior weights and updating weights continuously is a reasonable solution for affective brain-computer interfaces in practical scenarios. In the offline phase, the initial weights are extracted through one or more emotion experiments for unknown subjects. In the online phase, the weights will guide the model matrix to perform stable emotion recognition in real time. Beside, the EEG data obtained from the online working session are used for the updating of model matrix and weights, which not only expands the data of channel model, but also makes the subjects’ weight better. As the affective brain-computer interface works over and over again, an extremely stable model matrix will be obtained, and different subjects’ effective emotional feature distribution pattern will provide a reference for further research about gender [42], behavior [43] and so on.

| Test | SEED-IV | SEED-V | RCLS | MPED |
|------|---------|--------|------|------|
| SEED | 55.56%  | 78.67% | 79.33% | 64.67% |
| SEED-V | 42.00% | 84.44% | 78.00% | 60.22% |
| RCLS | 58.67% | 84.00% | 80.00% | 64.89% |
| MPED | 50.22% | 75.33% | 77.11% | 63.78% |
| SEED-IV | 52.04% | 64.63% | 60.00% | 66.11% |
| SEED-V | 44.26% | 63.33% | 58.52% | 65.56% |
| RCLS | 51.48% | 64.07% | 57.59% | 65.56% |
| MPED | 50.93% | 56.48% | 58.15% | 66.67% |
| SEED-V | 47.92% | 63.89% | 63.54% | 58.33% |
| SEED-IV | 45.49% | 63.54% | 69.79% | 60.03% |
| RCLS | 46.88% | 66.67% | 69.44% | 60.76% |
| MPED | 48.96% | 57.99% | 60.07% | 59.72% |
| Average | 49.33% | 68.59% | 67.63% | 62.94% |

TABLE VII
THE RESULTS OF CLASSIFICATION WITH PRIOR WEIGHT
Compared with the traditional multidimensional universal model, the following advantages of WCMF are found.

(1) The joint classification of channel-model matrix avoids the risk of overfitting and the curse of dimensionality, and the classification principle of channel-model matrix is more reasonable, the performances are more stable under the guidance of the weights.

(2) In terms of universal model training, CT weights not only learn the emotional feature distribution for different subjects reasonably and accurately, but also have lower time cost and computational cost. Under the guidance of weights, a certain amount of data with consistent emotional sample distribution is selected for the training of channel models, which not only accelerates the models’ training, but also makes each channel model have stable emotional classification capability.

(3) In practical application scenarios, EEG data generated in real time can be recognized by different model matrices with the help of weights, even though the model matrices built by different groups of subjects. Importantly, the storage of weights is more convenient than the storage of a priori EEG signals or EEG feature data sets.

Although WCMF has some advantages, some limitations of WCMF and EEG-based affective computing are found through these multi-dataset works in this article.

For the construction of datasets, due to the cross-time energy pattern during trial and the trial sample aggregation phenomenon, we consider that the number of trials is more important than the length of trial in this work. Therefore, we suggest that the construction of dataset should be goal-oriented. For the purpose of multi-emotion analysis, we suggest to expand the number of trial with a certain length, which could make the result more stable and conclusions of emotional differences more reliable. In addition, for the purpose of further analysis on EEG individual difference, the dataset needs more number of subject and session. For the purpose of real-time emotion degree change analysis, the length of trial and the reasonable acquisition method of real-time emotion changing label are more important.

For multi-emotion recognition, we investigated the differences between different emotion pairs in this article, although CT weight extraction method had the ability to capture differences between different emotion pair, and whether there exist stable patterns of multi-emotion relationships in different subjects still need more data and experiments for further investigation. Combining the phenomenon of few differences between negative and neutral emotions, it’s necessary to validate that this phenomenon is caused by the incompletely induction of negative emotion by the emotional stimulus material, or due to the brain activity does not have significant differences between negative and neutral emotions\[44\]. Therefore, we believe that emotion recognition in multi-emotion scenarios is more challenging than cross-dataset tasks, not only needs to find multi-emotion relationships among different subjects, but also needs to verify the reasonableness of multi-emotion recognition.

For application of affective brain-computer interface, it’s unstable, unreliable and impossible for multi-dimensional universal model without weight guidance to deal all emotion recognition task in various application scene of emotion recognition. Although the CT-test weight-based channel-model matrix framework can handle the tricky cross-dataset emotion recognition task, this solution still exists so many limitations that framework need more improvements to fit the various affective computing application scenes. After all, there are not all scenarios need to process all emotions in real life. Considering the performance of the universal model, the challenge of emotion recognition and the complexity of application scenarios, it’s necessary to specify different application scenes. Based on the emotion recognition requirements of different application scenarios, the potential emotions in different scenarios will be analyzed. Then, customized emotion subset modeling solutions will be designed to build a stable and effective emotion subset model for emotional sub-scenes. Of course, the multi-emotion universal model is still the final goal of affective brain-computer interface, but the sub-scene emotion recognition modeling can provide valuable experiences for EEG-based affective computing.
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APPENDIX A
COMPARISON OF DIFFERENTIAL ENTROPY AND KATZ’S
FRACTAL DIMENSION ON DIFFERENT DATASETS

For different datasets(SEED, SEED-IV, SEED-V, RCLS, MPED), we extracted differential entropy(Diffen) and Katz’s fractal dimension(KatzFD) features, and Personal-Zscore method was applied on each session dataset to eliminate the impact of EEG individual differences. Then, two kinds of metric were used to evaluate the performance of two features on different datasets:

Amount of effective information, correlation feature analysis was used to judge the effectiveness of each dimension with condition of $P \leq 0.05$, and the metric was calculated as the ratio between the number of valid feature and total feature.

Accuracy of emotion recognition, we employed 2-class emotion recognition task with Leave-One-Session-Out cross-validation on each dataset, and accuracies as the second metric.

After analysis of Table VIII, we found the following points:

1) Comparison of different feature, the Katz’s fractal dimension was better than differential entropy from two metric on each dataset.

2) Comparison of different dataset, the effective information of SEED was better than the others, but the abnormal accuracy was occurred on the negative-neutral emotion recognition task. [44]

3) Comparison of different emotion recognition task, the performance on the negative-neutral emotion recognition task was bad than the others on the most of datasets, which indicated that there was less differences between negative state and neutral state.

To analyze the reason why Katz’s fractal dimension better than differential entropy, we compared two features from the view of algorithm. $X$ and $x$ represent EEG signals and each signal point.

1) differential entropy:

$$f_X(x) = \frac{1}{\sqrt{2\pi\sigma^2}}e^{-\frac{(x-\mu)^2}{2\sigma^2}}$$  \hspace{1cm} (4)

$$\text{Diffen}(X) = \int f_X(x)dx = \frac{1}{2}log2\pi e\sigma^2$$  \hspace{1cm} (5)

$$\text{variance}(x) = log\left(\frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{n}\right)$$  \hspace{1cm} (6)

As shown in formula(5), some constants exist on the equation, which change the feature value, but they have not influence on the relationship between samples. Therefore, we eliminated the constants and found that differential entropy is equivalent to calculating the variance of the signal with the log operation.

2) Katz’s fractal dimension:

$$KatzFD = \frac{log(L/a)}{log(d/a)} = \frac{\log(n)}{\log(n) + \log(d/L)}$$ \hspace{1cm} (7)

$$\text{Inverse\_power}(x) = \frac{1}{1 + \text{power}(x)}$$ \hspace{1cm} (8)

$$\text{power}(x) = log\left(\sum_{i=1}^{n-1}(x_i - x_{i+1})^2\right)$$ \hspace{1cm} (9)

Katz’s fractal dimension has a similar situation to differential entropy’s, and there also exists some constants on the formula(7), where $n$ is the signal length and $L$ is a value near $n$. we performed the same operation on differential entropy, and found that the core of Katz’s fractal dimension algorithm is calculating the power of signal.

Comparing Katz’s fractal dimension and differential entropy from the view of energy, differential entropy is equivalent to calculating the sum of amplitude on the signal with mean reference, which considered EEG as pulse signal. However, Katz’s fractal dimension quantifies the amount of signal amplitude change, characterizing the energy changes induced by brain activity during the period of time. Considering the brain as an organic organization, we considered that Katz’s fractal dimension was more reasonable than differential entropy in terms of representing energy.
In our previous work, we combined t-SNE and k-means algorithm for the Calculation of Individual Aggregation Coefficient (CIAC) algorithm to quantify the individual aggregation phenomenon, which directly judged the two sub-clusters were close in individual cluster \([41]\). Therefore, the judgement of two sub-clusters as an improvement was applied in Calculation of Sample Aggregation Coefficient for the quantification of different sample aggregation phenomena, which described the sample aggregation degree for clusters (trial, emotion, session, subject). The details are as follows.

### Algorithm 4 Calculation of the Sample Aggregation Coefficient

**Require:** \(D_h = \{d_i\}_{i=1}^n\), high dimensional original dataset, \(n\) classes. \(d_i = \{v_{ij}\}_{j=1}^m\) original class sample dataset, \(m\) samples.

**Ensure:**

1. \(D_l = \text{T-SNE}(D_h, n)\), reduce dimension.
2. \(Label = \text{K-MEANS}(D_l)\)
3. for class index \(i = 1 \rightarrow n\) do
4. \(N = \{n_i\}_{i=1}^m\) Count the number of samples with same label.
5. Sort \(N\), and obtain the first and second largest numbers of samples \(N_1, N_2\).
6. Calculate the distance and radius of two sample sub-clusters.
7. if \(\text{distance} \geq \text{SUM(radius)}\) then
8. \(rate_i = \frac{N_1}{m}\)
9. else
10. \(rate_i = \frac{N_1 + N_2}{m}\)
11. end if
12. end for
13. \(SAC = \text{MEAN}\left(\{rate_j\}_{j=1}^n\right)\)
14. return \(SAC\)

Taking the calculation of trial sample aggregation coefficients as an example, the dataset is reduced to 2 dimensions firstly. Then, the k-means is applied for sample clustering. In \(i\)-th trial cluster, the sample number of the largest and second largest sub-clusters are counted, the distance between the two sub-clusters and the radius of both sub-cluster are considered as indicators to judge the closeness of both clusters. If two sub-clusters are judged as close, the samples of sub-clusters are considered as aggregation, the ratio of aggregation sample number and total trial sample is the \(i\)-th trial’s sample cover rate. Finally, the trial sample aggregation coefficient of dataset is the mean of all trial’s sample cover rates.
APPENDIX C
TRIAL LABEL ESTIMATION ALGORITHM

Based on the characteristics of the EEG sample aggregation phenomena, in order to cope with the situation of unknown cluster labels, we combined two clustering algorithms, DBSCAN and k-means, to estimate the number and label of sample clusters. The specific algorithms are as follows.

Algorithm 5 The predicted of trial number and trial label

Require: Data the unknown session dataset.
Ensure:
1: $\text{dist} = \text{DISTANCE(Data)}$, calculation of reachable distance between each sample.
2: $\text{seq} = \text{SORT(dist)}$, sort dist to ascending sequence.
3: $\text{seq} = \text{DIVIDE(seq,percentage)}$, get the first $p\%$ distance sequence with $l$ length.
4: for index $i = 1 \rightarrow l$ do
5: radius = seqi,
6: cluster_numberi = DBSCAN(Data, radius),
perform DBSCAN with i-th reachable distance.
7: end for
8: trial_number, reject invalid cluster number and get the highest occurrences cluster number.
9: $\text{embed_data}=\text{T-SNE(Data, trial_number)}$
10: trial_label = K-MEANS(embed_data, trial_number)
11: return trial_number, trial_label

Firstly, the number of sample clusters is estimated by DBSCAN. Because DBSCAN determines the reachability between samples by drawing circles based on the center of each sample, the number of clusters will be influenced by the radius. For an unknown dataset, we calculate the distance between each sample and get the reachable distance sequence in ascending order. When the radius is less than the minimum reachable distance, it cannot be clustered, and the number of clusters is 0.

Therefore, the reachable distance sequence is traversed, the tendency of clustering number with radius is shown in Fig. 12. As the radius increasing, the number of reachable samples also increasing, and the number of clusters will show a trend of growing and then decreasing until the radius is the $l$-th reachable distance, where all samples are reachable and the number of clusters is 1. Taking the sequence of clustering numbers from $i$ to $j$, $i$ is index that the clustering breakthrough at 0, $j$ is the index that clustering number down to a low and stable value, the occurrences for each clustering number are statistics, the clustering number with the highest occurrences as trial estimation. Specially, the stable results of 3 clusters between $j$ and $l$ indicate the emotional aggregation phenomenon. Finally, predicted trial labels are generated by k-means with trial estimation number. The algorithm can also be applied to session clustering estimation scenarios.

![Fig. 12. Changes in clustering number during the traversal of reachable distance sequence.](image)