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Abstract: This paper presents a general framework for modeling the growth of three important variables for cities: population distribution, binary urban footprint, and urban footprint in color. The framework models the population distribution as a spatiotemporal regression problem using machine learning, and it obtains the binary urban footprint from the population distribution through a binary classifier plus a temporal correction for existing urban regions. The framework estimates the urban footprint in color from its previous value, as well as from past and current values of the binary urban footprint using a semantic inpainting algorithm. By combining this framework with free data from the Landsat archive and the Global Human Settlement Layer framework, interested users can get approximate growth predictions of any city in the world. These predictions can be improved with the inclusion in the framework of additional spatially distributed input variables over time subject to availability. Unlike widely used growth models based on cellular automata, there are two main advantages of using the proposed machine learning-based framework. Firstly, it does not require to define rules a priori because the model learns the dynamics of growth directly from the historical data. Secondly, it is very easy to train new machine learning models using different explanatory input variables to assess their impact. As a proof of concept, we tested the framework in Valledupar and Rionegro, two Latin American cities located in Colombia with different geomorphological characteristics, and found that the model predictions were in close agreement with the ground-truth based on performance metrics, such as the root-mean-square error, zero-mean normalized cross-correlation, Pearson’s correlation coefficient for continuous variables, and a few others for discrete variables such as the intersection over union, accuracy, and the $f_1$ metric. In summary, our framework for modeling urban growth is flexible, allows sensitivity analyses, and can help policymakers worldwide to assess different what-if scenarios during the planning cycle of sustainable and resilient cities.
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1. Introduction

The rapid urbanization of cities is a global trend that poses challenges and opportunities for our long-term sustainability. As the population grows [1] and people continue to migrate to urban centers [2,3], problems related to poverty traps [4], informal settlements, insecurity, air pollution, noise, visual contamination, fast-spreading diseases [5], and the economic cost of expanding public infrastructure become more relevant. Cities consume raw materials in large quantities [6], which accelerates the degradation of the environment [7,8] and worsens climate change [9–12]. However,
cities are also beacons of hope as they provide opportunities to their inhabitants to access to basic utilities (e.g., water, electricity, gas, internet), health facilities, employment with competitive wages, financial services, entertainment, technical training, formal education, and much more [13,14]. When diverse and skilled human capital interacts, cities can boost ecosystems of research, development, innovation, and entrepreneurship [15–17]. It is this duality between the challenges and benefits of cities that makes the understanding of their growth so important for us.

To predict how cities are going to look like in the future, urban planners rely on historical data and urban growth models [10,18–20]. These models can have multiple outputs, but they commonly provide estimations of binary urban footprints (i.e., maps with urban or non-urban categories) or population distribution within a region of study over time [21]. The urban growth models help local governments to estimate required investments in public infrastructures, such as roads, hospitals, schools, housing projects, and amenities, as well as in sustainable urban development [22–24]. Utility companies use urban growth predictions to forecast demand in public services and to plan investments and interventions in their networks. As cities grow, they consume their surrounding land, and for this reason, policymakers and planners need urban growth predictions for preventing communities from building in protected areas (e.g., wetlands, national parks, reserved lands for indigenous communities, etc.) or terrains prone to natural hazards, such as floods, landslides, and volcanic eruptions, among others [25–27]. Urban growth is also important for Economists as they use growth forecasts as input features in different econometric analyses [28–30].

With the premise that the population drives the urbanization, it is possible to use population growth models to estimate binary urban growth using a classifier, by assigning urban or non-urban labels to each piece of land. This classifier can be as simple as stating that a piece of land gets urbanized when the number of inhabitants increases above a certain threshold or it can consider a spatiotemporal neighborhood in the decision. In general, population growth modeling is an active research area in fields as diverse as Ecology, Economics [31], and Geography [32–34], and the related studies use model-driven [23,35,36] or data-driven approaches [37–39]. In model-driven studies, researchers define the model beforehand [31], either based on physics [40] or intuition of the problem at hand and then determine its coefficients through an optimization process over the available data, a process known as parameter identification. In the data-driven approach, researchers pose fewer constraints as to the specific model to use but they can propose different model families to find the one that best fits the observed data. While model-driven approaches provide superior interpretability, they cannot capture unexpected patterns. In contrast, data-driven models are often not as interpretable, but they capture complex dynamics, improving the match between the predictions and the observed phenomena. Breakthroughs in the generalization capability of data-driven models are commonly correlated with the availability of large and representative input datasets.

The early literature on population growth was more inclined towards model-driven than data-driven approaches [35,41]. Early population growth models focused on the temporal component, using the historical records of population as time series that could be modeled through simple regression models, very often, logistic functions. The rationale behind the use and widespread of the logistic function for population growth modeling is threefold. Firstly, it represents the slow initial growth that follows the settlement of a population on a piece of land; secondly, it captures the fast and steady growth of that population when it thrives in a suitable environment; and thirdly, it shows the slow asymptotic growth of the same population when it approaches the maximum capacity of the environment and has to adapt itself to limited resources. This logistic growth is mathematically modeled through a differential equation where the time is the independent variable. However, over time, authors included the spatial effects [42], initially through decoupled spatiotemporal differential equations and then through coupled spatiotemporal stochastic differential equations. However, as the analytical models became more and more complex, exact solutions became harder to find, and numerical methods became a reasonable alternative, and with them, the data-driven approach gained visibility in the literature. Researchers have explored data-driven approaches based
on cellular automata [38] and machine learning models, such as Hidden Markov Models (HMM), spatiotemporal Gaussian Process (GP) regressions, and recurrent neural networks (RNN), to name a few.

Arguably, the most used urban growth model today is SLEUTH, a cellular automaton (i.e., a rule-based algorithm) introduced about two decades ago [43,44]. The SLEUTH model is simple to understand because it captures logical urban growth patterns from a few selected input variables. However, it has a few limitations: (i) it is not straightforward to extend the model if you want to include new variables (e.g., amenities, natural risks, violence, land price, socio-economic distribution, availability of public services, etc.) and assess their impact. The main reason is that every new variable that you include in the model requires a new hand-crafted rule; (ii) the SLEUTH model only considers fixed spatial neighborhoods for the variables, but the spatial influence of all variables in the model is not necessarily the same, and (iii) the SLEUTH model is not driven by population growth as it happens in most cities (knowing that there are exceptions, like some new cities in China that get built in advance of the population arrival).

The main contribution of this paper is the proposal of an urban-growth framework that is simple but with good explanatory power (i.e., a parsimonious model), driven by population, and based on machine learning. The user can train the underlying models with few open worldwide-available data, namely, population distribution maps from the Global Human Settlement Layer (GHSL: [45]) and the satellite imagery from the NASA/USGS Landsat program, although in the future it could include data from the European Copernicus program as it provides better spatial and temporal resolutions simplifying the acquisition of cloud-free images, particularly in the tropic. This is because the European Copernicus program provides satellite images with pixel sizes of 20 m x 20 m for some bands and 10 m x 10 m for others, with a revisit time of about 5 d. In comparison, the Landsat program provides satellite images with a pixel size of 30 m x 30 m and a revisit time of 16 d.

The proposed urban-growth framework is flexible enough to easily handle additional input variables as long their historical records exist over a common period; if this is not the case, they can be included under the assumption that they do not change much over time using a zero-order hold. The framework is entirely data-driven and capable of learning different growth patterns across different geographies. All of these characteristics make the framework suitable for data-constrained scenarios, as well as for large-scale comparative studies, and specialized consultancies in urban expansion, service provisioning, environmental monitoring, among others. The urban-growth framework can be applied worldwide by cities with budget constraints that cannot afford to purchase high-quality commercial data as the core data that the model needs are open satellite imagery, a characteristic that can enable low-budget studies. Figure 1 presents a simplified diagram of the urban growth framework that we develop in this paper.

This paper is organized as follows. Section 2 describes the materials and methods. It explains the input variables, pre-processing stages, adopted terminology, and mathematical formulation of the proposed urban growth framework, as well as the post-processing stages. Section 2 also describes the strategies for training, selecting the optimal parameters for the growth model and testing it with historical data. Section 2 concludes with the implementation details of the urban growth framework and a brief description of Rionegro and Valledupar, the two selected cities in Latin America for the case studies. Section 3 presents basic demographic and urban diagnostic graphs of these two cities, as well as the results of training, validating, and testing the urban growth framework. Section 3 concludes with the spatiotemporal urban predictions for Rionegro and Valledupar from 2020 to 2050. Finally, Section 4 discusses the obtained results, while Section 5 presents the conclusions of this paper and future work.
2. Materials and Methods

In this work, we consider that a pixel is urban if it is detected as built-up land in the Landsat images and its associated population is above a defined threshold, following the same rationale as the urban-center definition of the GHS Urban Centre Database 2015 [46]. We discuss the process to find the optimal threshold for the identification of urban areas in the historical Landsat-image series in Section 2.2.4. With the definition of what makes a pixel urban, we can apply it to a single city or a larger conurbation area in the same way, as it is independent of administrative boundaries.

2.1. Input Variables

The input variables for the urban growth model are described in Table 1. The table includes the name, source, digital format (i.e., raster or vector), original resolution (i.e., pixel size for raster data), availability (i.e., local, national, or global), and the variable’s importance for the growth model (i.e., essential or optional). The population distribution, the binary urban footprint, and the urban footprint in color are essential variables in our framework, but additional variables can be included subject to availability for assessing their impact or for improving the spatiotemporal urban estimates.

2.2. Data Pre-Processing

The pre-processing of the input variables is illustrated in Figure 2, and the key blocks are described in the next subsections. The overall pre-processing includes:

1. Using images from Landsat missions to obtain a set of initial estimates of the urban footprint in RGB color and the binary urban footprint. This is covered in Section 2.2.1.
2. Performing a content-aware spatial resampling of all input variables for getting digital images with a common coordinate reference system, geographic extent, and spatial resolution. This is explained in Section 2.2.2.
3. Applying a first-order temporal interpolation to the population distribution for getting annual estimates, and optionally if available, applying an adjustment of the annual population distribution estimates to match the total population defined by the corresponding National Bureau of Statistics (see Section 2.2.3). Notice that, if the official population values are only available for a subset of the years of interest, then a temporal regression is applied to estimate the values in missing years.
4. Estimating the binary urban footprint for missing years by harmonizing it with the historical population distribution. This process is detailed in Section 2.2.4;
5. Using a semantic-inpainting algorithm for estimating the urban footprint in RGB color for missing years. The block in this pre-processing stage is the same to the one explained in Section 2.6.
6. Applying a zero-order hold to get annual estimates of the other input variables in missing years.
Table 1. Examples of variables that the urban-growth framework can handle. GHSL = Global Human Settlement Layer; SRTM = Shuttle Radar Topography Mission; OSM = Open Street Map; IGAC = Agustín Codazzi Geographic Institute; WDPA = World Database on Protected Areas.

| Variable Name                        | Data Source                  | Digital Format | Resolution        | Availability | Importance |
|--------------------------------------|------------------------------|----------------|-------------------|--------------|------------|
| Population distribution.             | GHSL pop [45].               | Raster         | 250 m × 250 m.    | Global       | Essential. |
| Urban footprint.                     | Landsat [47].                | Raster         | 30 m × 30 m.      | Global       | Essential. |
| Binary urban footprint.              | Derived from the urban footprint through a binary classifier. | Raster         | 30 m × 30 m.      | Global       | Essential. |
| Official population projections.     | National Bureau of Statistics [48]. | Tabular       | Administrative units. | National     | Optional.  |
| Maximum population capacity.         | Master plan [49,50].         | Vector         | -                 | Local        | Optional.  |
| Land use (residential, industrial, commercial, official, and special). | Master plan [49,50].        | Vector         | -                 | Local        | Optional.  |
| Built-up urban ratio.                | GHSL built-up [51].          | Raster         | 250 m × 250 m.    | Global       | Optional.  |
| Terrain slope.                       | SRTM [52].                   | Raster         | 90 m × 90 m.      | Global       | Optional.  |
| Distances to nearest populated towns. | Derived from binary urban footprint. | Raster         | 30 m × 30 m.      | Global       | Optional.  |
| Roads.                               | OSM [53], IGAC [54].         | Vector         | -                 | Global, National | Optional.  |
| Natural hazard (flooding, landslide, fire, volcanic eruption, earthquake.). | Master plan [49,50].        | Vector         | -                 | Local        | Optional.  |
| Water bodies.                        | Master plan [49,50], IGAC [54]. | Vector       | -                 | Local        | Optional.  |
| Protected areas.                     | Master plan [49,50], WDPA [55]. | Vector       | -                 | Global, Local | Optional.  |
| Urban development projects.          | Master plan [49,50], others. | Vector        | -                 | Local        | Optional.  |

At the end of the pre-processing, the intermediate input dataset has annual estimates of the different spatial variables at least between 1990 and 2015, using a common coordinate reference system, geographic extent, and spatial resolution. Additionally, there are no pixel values in the dataset with NoData, NaN, + inf, or − inf. Finally, in case of using the official population information, this should cover at least the period from 1990 to the final simulation year, which was set to 2050 for our two case studies.
2.2.1. Pre-Processing of Landsat images

We used the images from Landsat missions 4, 5, 7, and 8 with atmospheric correction as a starting point for the data pre-processing that is expanded in Figure 3. We started by creating a mask for the clouds and their shadows using the quality assessment band that comes with the Landsat images, and then grew it by applying two consecutive dilation-based morphological filters with a box-shaped structuring element of $5 \times 5$ pixels at the original spatial resolution (i.e., a pixel size of about $30 \text{ m} \times 30 \text{ m}$). Then, we applied a relative radiometric normalization using the pseudo-invariant features method described in [56,57] using the RStoolbox library in R. Afterwards, we filled the missing “NoData” values left by the removal process of clouds and shadows by using a simple inpainting process. We took the average of adjacent images when these were available; otherwise, we filled the “NoData” by copying the values from the nearest image in time. As a last step, we removed the quality-assessment band from the intermediate results and kept processing only the images with seven bands and without clouds or shadows.

With the pre-processed Landsat images, we extracted the RGB true-color composite. For the Landsat missions 4 TM, 5 TM, and 7 ETM+, we combined the bands $R = 3, G = 2,$ and $B = 1$, whereas for Landsat mission 8 OLI, we combined the bands $R = 4, G = 3,$ and $B = 2$. We then selected the best images based on the perceived visual quality obtaining a set of urban footprint images in RGB color for selected years. We also used the pre-processed Landsat images to extract the binary urban footprint. Firstly, we assembled a multi-temporal dataset of pixels with four categories: “built-up”, “vegetation”, “bare soil”, and “water”, respectively. In this process, we randomly selected groups of pixels across different years and labeled them using on-screen interpretation and reference data (for one year) from the master plan’s land-use map. At this point, the collected data for each sampled pixel included the seven bands from the pre-processed Landsat images, as well as its corresponding category. Once the dataset was assembled, we split it into three non-overlapping datasets for training.
(49%), validation (21%), and testing (30%). We used the training and validation datasets to train a random forest classifier and find the best hyper-parameters using the built-in random grid-search methods in the Caret library in R. After the training, we extracted the performance metrics of the classifier on the testing dataset and proceeded to classify the entire set of the pre-processed Landsat images. Then, we performed a reclassification of the results using only two categories, one for “urban” pixels (built-up) and the other one for “non-urban” pixels (i.e., either “vegetation”, or “bare soil”, or “water”). Reclassifying the four categories into two was more accurate than training a binary classifier directly from the available data. After the reclassification, we filled the small patches that may remain using a morphological operation known as closing, which corresponds to a dilation followed by an erosion.

![Flow diagram with the pre-processing of Landsat images.](image)

**Figure 3.** Flow diagram with the pre-processing of Landsat images. There are three main stages highlighted in distinct colors in the diagram. The first stage removes clouds and NoData values and applies the result to the other two stages in parallel. The second stage extracts the urban footprint in RGB color for selected years. The third stage uses classification processes and morphological operations to obtain the binary urban footprint for available years.

The final step of the pre-processing included a two-step temporal correction, depicted in Figure 4, that was adapted from the inter-annual series correction proposed by Cao et al. [58]. The temporal correction harmonizes the urban footprint image series, assuming the following: if a pixel is urban in one year, it must be urban in the following years; and if a pixel is non-urban in one year, it must have been non-urban in the previous years. We can make this assumption in cities that have not suffered from catastrophes in the period of analysis. The first step of the temporal correction traverses the binary urban footprint image stack from the most recent to the oldest date, finding “non-urban” pixels in the more recent dates and setting older pixels in those locations as “non-urban” in the previous dates. The second step of the temporal correction traverses the binary urban footprint image stack from the oldest to the most recent date, finding older “urban” pixels, and setting newer pixels in those locations as “urban”.

Temporal Correction of the Binary Urban Footprint

Urban Non-Urban

Time (years) $y$ (meters) $x$ (meters)

Before Temporal Correction

Non-urban pixels in the “present” were very likely non-urban in the “past”

After Temporal Correction

Urban pixels in the “past” are very likely to be urban in the “present”

Figure 4. Temporal correction of the binary urban footprint.

2.2.2. Content-Aware Spatial Resampling of Images

At this point, we applied a rasterization to the vector images and a content-aware spatial resampling to the population distribution, binary urban footprint, and urban footprint in color, as well as to all the other raster images, to use the same coordinate reference system, geographic extent, and very importantly, a spatial resolution of 100 m×100 m. This spatial resolution was a trade-off between the current 30 m×30 m resolution of the Landsat images, and the 250 m×250 m resolution of the GHSL raster datasets. As the satellite technology continues to evolve and finer population-distribution estimates become available, this pixel size will probably be smaller over time.

In the case of the population distribution, we used the nearest-neighbor interpolation and made sure that the total population before and after the spatial resampling was equal. For the binary urban footprint, we used the maximum operator in the interpolation, whereas for the urban footprint in color we used the average operator in the interpolation. Similarly, for the urban built-up ratio, we used a weighted average by the pixel area to perform the interpolation, while we used the nearest neighbor interpolation for all the other variables when transforming from a larger to a smaller pixel and the maximum operator when transforming from a smaller to a larger pixel. This is what we call a content-aware resampling, as it varies depending on the specific variable to transform.

2.2.3. Temporal Interpolation of the Population Distribution and Official Adjustment

At the time of writing this paper, the population distribution from the GHSL was only available for 1975, 1990, 2000, and 2015. However, in some geographies, the information from 1975 is exactly the same as the information from 1990. For this reason, we only processed the data from the last three available years, i.e., 1990, 2000, and 2015. As the data points are so temporally sparse, we obtained annual estimates to increase the number of data points for training our growth model. Towards this goal, we performed an important simplification by modeling the population of each pixel as a time series.

There are many alternatives for finding the desired annual estimates of the population given some known values, including a zero-order hold, a linear interpolation, a polynomial interpolation, or a regression method. We discarded the zero-order hold because the population rarely stays the same over time. As we only had three points per pixel in time, we also discarded polynomial interpolation and polynomial regression to prevent over-fitting. Even though we considered using a linear regression based on the least-squares, the idea was discarded as the estimated population in known years would not necessarily match the real data. At this point, we opted for applying a first-order linear interpolation to each time series (i.e., one for each location) to obtain annual population estimates. This process is presented graphically in Figure 5 for a single location over time, to estimate the population in two intermediate years.
Figure 5. Temporal interpolation of the population distribution.

Just after the temporal interpolation, we adjusted the annual estimates of the population distribution to match the overall population reported by the National Bureau of Statistics by using the following procedure. For each year of the population distribution, we summed the population value of all pixels in the image to find the total estimated population. Then, we divided the population of each pixel by the total estimated population, and multiplied the result by the total official population for that year, as provided by the National Bureau of Statistic. This process was repeated for each year between 1990 and 2015.

2.2.4. Harmonization Between the Binary Urban Footprint and the Population Distribution

The harmonization process involves three steps, highlighted in different colors in Figure 6: (i) extracting an optimal population threshold after which a pixel can be considered urban; (ii) estimating the binary urban footprint for missing years between 1990 and 2015; and (iii) leaving only the urban pixels in each binary urban footprint image which are likely to be part of a city. These three processes are further explained in the following paragraphs.

For the first process, we found the population distribution and binary urban footprint maps that were available for the same years. Then, for each one of those years, we found places where the population distribution was non-zero and used them to mask the binary urban footprint. Our objective was to discard possible urban areas with infrastructure, as they could have been urbanized for other reasons beyond the population growth itself (e.g., airports, ports, etc.). Afterward, we took the binary urban footprint and population distribution maps for the earliest available date as a starting point, selected a location in the geographic extent, and found the transitions in time from non-urban (‘0’) to urban (‘1’) for the records where the population grew, starting from a non-zero value. This condition was imposed to avoid introducing a bias due to the previous temporal interpolation of the population (see Section 2.2.3). Then, we computed the population average for each transition and stored it as an observation. After repeating this process for all the locations in the geographic extent, we ended up with a sparse map of thresholds in selected locations. As these observations were noisy in general, we found and removed outliers using either the isolation forest [59] or the local outlier factor algorithms [60]. We obtained a dense map of thresholds, filling the missing values with the median among the collected observations. In the rest of this paper, we will assume that, in the absence of additional information, if the population in certain pixel grows beyond the estimated threshold value for that location, then it should change from non-urban to urban in the binary urban footprint map.
Create a list with known binary urban footprints maps between 1990 and 2015 and initialize empty maps from missing years in ‘-1’.

Apply a two-step temporal correction for pixels in the new binary urban footprint maps that remain in ‘-1’, apply the optimal threshold to the corresponding population distribution map to estimate the binary urban footprint.

Apply a two-step temporal correction only leave “urban” pixels likely to be part of a city in the binary urban footprint (i.e. when the population>optimal population threshold AND the binary urban footprint is “urban” for the same year).

Images of the Binary Urban Footprint Likely to be Part of a City for Consecutive Years Between 1990 and 2015.

Figure 6. Flow diagram with the harmonization process of the binary urban footprint using the population distribution. It has three main sub-processes that have been color-coded. The first sub-process finds the optimal threshold after which an area is considered urban. The second sub-process estimates the binary urban footprint for missing years using available information, a temporal correction, and the optimal threshold. The third sub-process cleans the binary urban footprint and only leaves urban pixels that are likely to be part of a city.

For the second process, we initialized the missing binary urban footprint maps for between 1990 and 2015 as constant maps with non-valid values, i.e., ‘-1’. Then, we applied a two-step temporal correction (see Figure 4) to fill in as many urban and non-urban pixels as possible in the missing binary urban footprint maps. However, even after this step, some pixels can have non-valid values, and for this reason, we estimated their true value by applying the optimal threshold from the second process to the population distribution of that year. At this point, all pixels had valid values, but they are not necessarily coherent across time, which is why we applied, for a second time, a two-step temporal correction (see Figure 4).

With the third process, we aimed to leave only the urban pixels that were likely to be part of cities in the binary urban footprint. For each year, we created a binary mask where the population distribution was greater than the optimal population threshold and used it to mask the binary urban footprint with a logical AND operator. At the end of the three processes, shown in Figure 6, we obtained a sequence of images of the binary urban footprint which were likely to be part of cities for consecutive years between 1990 and 2015. It was important to highlight that the harmonization process did not affect the original values of the population distribution maps at all.

2.3. Urban Growth Model

Table 2 summarizes the terminology that we use in the rest of the paper. The urban growth model consists of three main modules: (i) a discrete spatiotemporal regression model to predict the population distribution at time $t$ from a set of historical spatial variables; (ii) a set of two classifier models to estimate the binary urban footprint at time $t$, one of them uses the urban footprint at time $t$ and it is employed exclusively during the data collection for the training stage, while the second one uses the population distribution at time $t$, and it is employed during the inference; (iii) a semantic urban inpainting model to estimate the color urban footprint (or urban appearance) at time $t$ from its value at time $t-1$ and the binary urban footprint at times $t-1$ and $t$. The general interaction among
the three modules is depicted in Figure 7, and Sections 2.4–2.6 explain each one of these three modules in detail.

**Table 2.** Terminology of the urban growth framework.

| Variables | Description |
|-----------|-------------|
| $t$       | Time in years. |
| $r$       | Number of consecutive years of historical data records available for training. |
| $x, y$    | Spatial coordinates along the East and North directions, respectively. |
| $w, h$    | Width and height of the spatial extent under study in meters. |
| $\Delta x, \Delta y$ | Spatial sampling period in meters along the $x$ and $y$ directions, respectively. |
| $m, n$    | Number of rows and columns of each digital image. |
| $i, j, k, l$ | Auxiliary variables. |
| $pop$     | Population distribution. |
| $buf$     | Binary urban footprint (black and white). |
| $uf$      | Urban footprint (color). |
| $v_i$     | $i$-th input variable. |
| $p_i, q_i$| Number of rows and columns of the spatial window for $v_i$. |
| $\phi_i$  | Number of consecutive temporal lags in years for $v_i$. |
| $f_i$     | Mathematical function applied to each possible spatial window of $[p_i, q_i]$ pixels in $v_i$. In the naïve feature sampling, it corresponds to a reshape operation to convert the data dimensions from $[p_i, q_i]$ to $[1, p_i \times q_i]$. In other scenarios it can be a spatial-filtering function that processes and reduces the number of features (e.g., an element-wise multiplication of the spatial window by a fixed spatial kernel of the same dimensions followed by a sum of its elements). |
| $\eta_{tw}$ | Number of temporal windows that can be extracted from the historical data records for all variables given the maximum consecutive temporal lag in the regression model. |
| $m_o, n_f$ | Number of rows (i.e., observations) and columns (i.e., input features) of the resulting tabular dataset for training the population distribution growth model based on machine learning. |
| $\gamma$  | Population threshold after which a region can be considered as urbanized. |

**Figure 7.** Interaction among the three key variables of the urban growth framework: population distribution, binary urban footprint, and urban footprint.
2.4. Spatiotemporal Regression Model for the Population Distribution

In this paper, we model the population distribution as a continuous variable that depends on spatial and temporal coordinates. For simplicity, we do not consider the height, therefore limiting ourselves to consider the spatial coordinates on the xy plane, i.e., the local ground plane. Then, we select the spatial extent of the region under study and discretize the spatial coordinates using the spatial sampling period $\Delta x$ and $\Delta y$. As some of the satellite maps are already discretized but not necessarily with the intended spatial sampling that we want to use, we apply a spatial resampling as needed. This step requires a basic understanding of what each variable represents, as there are extensive and intensive variables, some of them can use interpolation methods as nearest neighbors, while others might be better off using the maximum operator, etc. In fact, some variables have additional constraints to consider; for instance, if you resample the population distribution, you should make sure that, at the end of the process, the sum with the total number of people remains unchanged.

The other discretization occurs along the temporal domain by using a sampling period of one year. At the end of the pre-processing stage that is discussed in the Section 2.2, all digital input images cover the same spatial extent, have the same number of rows and columns, have the same coordinate reference system, have the same orientation (e.g., the North is upward in the image), and all pixels have valid numeric values (e.g., the no-data-values, not-a-number, + inf, or − inf symbols have been fixed). Additionally, there is one digital image for each variable and for each year in the historical records, which is achieved either through a zero-order hold or another interpolation across the temporal domain in the cases where there are missing data. With the resulting historical data, population distribution growth predictions are obtained from a multiple-input single-output (MISO) regression model that incorporates both the temporal and spatial effects of selected explanatory input variables.

Temporal effects are captured through the number of consecutive temporal lags for each input variable $\phi_i$ relative to the output variable at time $t$. As the population distribution growth is a sequential process, the required data for training the regression model and performing inferences have to be divided into discrete sets of temporally coherent and consecutive variables, which we call temporal windows. The maximum number of temporal windows that can be extracted from a dataset is expressed through Equation (1) and depends on the number of consecutive years of historical data records available denoted by $r$, as well as the maximum value of $\phi_i$ for all input variables. The images within the resulting temporal windows can be used to extract the required data for the stages of training, model selection (also known as validation), and testing.

$$\eta_{tw} = r - \max_i(\phi_i). \tag{1}$$

The spatial effects for the i-th input variable $v_i$ are captured through a neighborhood, which is defined as a rectangular window of underlying pixels with $p_i$ rows by $q_i$ columns centered in a location of interest (i.e., a given pixel within the spatial extent). For each input variable, its spatial window is slid over the image until its center pixel has visited all the locations or pixels in the spatial extent. When we organize the contributions of the different temporal-delayed input variables for a given spatial location in a row and repeat this process for all possible locations, we end up with a tabular dataset that represents observations of input features. During training, we also have to traverse the output variable that corresponds to the population distribution for all locations, following the same spatial trajectory that we followed for the input variables (e.g., left to right and top to bottom in the spatial extent). At the end of this process, the maximum number of observations (i.e., rows) of input features in the tabular dataset given by $m_o$ is equal to the number of times the spatial windows is slid, multiplied by the maximum number of temporal windows in the historical record, which is expressed by Equation (2).

$$m_o = mn\eta_{tw}. \tag{2}$$
For each spatial position, the values covered by the mask are processed by a mathematical function $f_i$ so that they can be treated as: (i) multiple independent features if $f_i$ is a reshape operation that transforms the 2D data array into a 1D row array, which we call the naïve sampling in the rest of the paper; or (ii) they can be summarized into fewer features, commonly one, through a spatial-filtering operation embedded into $f_i$ (e.g., an element-wise multiplication with a fixed spatial kernel followed by a sum of the intermediate results). The alternative that we choose will impact the overall number of features of the resulting tabular dataset. In the first case, when the spatial-window values are treated as multiple independent features, the overall number of features in the tabular dataset is given by Equation (3). In order to have more observations than features in this case, we need to satisfy Inequality (4).

$$n_f = \sum_i (p_iq_i\phi_i),$$ (3)

$$\eta_{tw} \geq \frac{1}{mn} \sum_i (p_iq_i\phi_i).$$ (4)

In contrast, in the second case when the spatial-window values are combined through a spatial-filtering operation, the overall number of features in the tabular dataset is given by Equation (5), in which case, to have more observations than features, we only need to satisfy Inequality (6).

$$n_f = \sum_i \phi_i$$ (5)

$$\eta_{tw} \geq \frac{1}{mn} \sum_i \phi_i$$ (6)

Both spatial sampling strategies impose very light constraints on the required length of the historical records, as the number of pixels in the images given by product $mn$ tends to be very large for urban areas even at modest spatial resolutions, and the maximum number of temporal lags tends to be fixed at small values between one and three, although larger values can be used to capture longer historical events. Figure 8 illustrates the required data for a toy example where all the input variables have a temporal lag of two consecutive years and there is just one temporal window.

**Figure 8.** Example of required data for modeling a multiple input single output spatio-temporal dynamic system of a selected city, assuming a temporal lag of two years for the input variables, and selecting the population distribution as the output variable. These data can be seen as part of a single temporal window of a larger dataset.

We used an autotuning algorithm that we had developed beforehand to find the best regression model given the data and the configuration parameters $(p_i, q_i, \phi_i, f_i)$. The following GitHub repository
includes the source code of our autotuning algorithm in Python and the data for the two case studies that we explored in this paper: https://github.com/Rise-group/urban_growth_framework. The inputs of the autotuning algorithm are represented in Figure 9, and the internal flow diagram is explored in greater detail in Figure 10.

![Figure 9. Automated training, validation, and testing of the regression model to estimate the population distribution.](image)

The autotuning algorithm can produce higher-order features (i.e., polynomial features created from the original ones with or without considering the interaction among them given by the their products), handle different data partitions for cross validation and global testing, and use a grid search and cross validation to find the best hyperparameters from processing pipelines that combine a data scaler with a machine learning model. The set of machine learning models that the autotuning can explore includes: linear regression, lasso regression, ridge regression, Bayesian regression, trees, random forest, gradient boost regressor, support vector machines, and multilayer perceptron. However, we initially focused on the linear models only. With the tuned hyperparameters, the autotuning algorithm performs a recursive feature elimination and then finds the best hyperparameters for the new models with fewer features again, if feasible. Each one of the optimized processing pipelines is scored based on a pre-defined performance metric, such as the mean squared error (MSE). These steps are repeated using different data splits to create a performance distribution of each model on a local test set. Finally, the algorithm suggests the best performing spatiotemporal regression pipeline for the population distribution and the features that it used.

Even though the autotuning algorithm is a handy tool that we developed for optimizing regression models, it is by no means a pre-requisite to use our growth model architecture. There are many alternatives available elsewhere, such as auto-sklearn, Auto-WEKA, AutoML, Cloud AutoML, and RoBO, and the list keeps growing every year. In addition, notice that our autotuning algorithm explores machine learning models that work well with tabular data. However, the problem can also be tackled directly from stacks of input images, by using modern deep learning approaches based on convolutional neural networks (CNN), and recurrent neural networks (RNN). The choice in our case aims to reach larger audiences beyond computer science and engineering groups.
Figure 10. Autotuning algorithm.

Once the spatio-temporal regression model predicts the population distribution for the next year, it can be adjusted to include three different sources of official information. The first adjustment, is related to “exogenous” population that is likely to appear in specific regions in certain years due to housing projects plans from local governments. If this information exists and is available, we incorporate it at this point through a masking process. If for the city under study, there are official predictions for the overall population, we perform a second adjustment in those regions where there are no housing projects, so that the total of the population distribution matches the official predictions. The third adjustment that we apply depends on the availability of an official map with the maximum population capacity. Again, this process is optional but it can be very useful for creating different “what if” scenarios for public policy planning. The adjustment involves a saturation of the predicted population followed by a redistribution of the population excess around neighbor regions that have not reached their maximum capacity.

In this regard, we explored the three saturation functions illustrated in Figure 11 and detailed in Appendix A: (i) a saturation with a soft transition band given by a polynomial smoothing function, (ii) a modified logistic function, and (iii) a hard saturation function. In Figure 11, the input and saturated population values are relative to the maximum population capacity (i.e., 1.0). What you see in Figure 11 is that the saturation with the polynomial smoothing function is very flexible and can be customized to saturate the input population precisely, but in order to do so, the user should provide two values corresponding to the start and end of the smoothing curve. In contrast, the modified logistic function does not require additional parameters, but it saturates even small population values. Because of these problems, we decided to use a hard saturation function instead, as it does not alter the input population until it reaches the maximum capacity, and immediately after that, it flattens out the output to match the maximum capacity.
After applying the saturation function, we applied a redistribution algorithm to the population excess in each region that was inspired by the Abelian sandpile model, also known as the Bak–Tang–Wiesenfeld model [61]. In our implementation, the population excess is redistributed around nearby regions through normalized weights that depend on the inverse distance between the region (i.e., pixel) that gives away its population excess and the surrounding regions within the pre-defined spatial window selected for the population distribution variable, which is given by \([p_{i=pop}, q_{i=pop}]\). As the regions receiving the population excess might have also reached their maximum capacity, the redistribution process is iterative and has to be repeated, either until the population flux among all regions in the geographical extent has stopped or a fixed number of iterations has elapsed (e.g., a hundred iterations by default in our program).

2.5. Binary Urban Footprint Estimation

The second key variable from the urban growth model is the binary urban footprint, which we estimate from the population distribution through a binary classifier, as is illustrated in Figure 12. The key argument behind this approach is that, soon after the population in a region reaches a characteristic value, the region can be considered as urbanized. The simplest binary classifier that captures this behavior is a logic comparator and a threshold map \(\gamma(x, y)\) that implements Equation (7).

Notice that by letting \(\gamma\) depend on \(x\) and \(y\), we acknowledge that not all regions in a city get urbanized with the same population. The optimal threshold map in Equation (7) is the same that we computed in the pre-processing stage (see Section 2.2.4).

\[
buf(x, y, t) = \begin{cases} 
1 & \text{if } pop(x, y, t) > \gamma(x, y) \\
0 & \text{if } pop(x, y, t) \leq \gamma(x, y).
\end{cases}
\]  

(7)

Based on the argument that once a certain region gets urbanized, it rarely becomes non-urban again, we add a one-step temporal-correction to the binary urban footprint as part of the post-processing. In this case, if the pixel \(buf(x, y, t - 1)\) is ‘1’, then the pixel \(buf(x, y, t)\) is overwritten to ‘1’, else its original value does not get modified. Notice that this process does not alter the population distribution at time \(t\), which allows a given pixel to grow or reduce its population over time based only on the input data.
2.6. Urban Footprint Estimation

The third key variable from the urban growth model is the urban footprint in color, which is estimated through a semantic inpainting process that is illustrated in Figure 13. This process determines the visual appearance of each pixel, which is represented by the red, green, and blue values in an RGB image, depending on its location and underlying “urban” or “non-urban” category, represented by a ‘1’ or a ‘0’, respectively. To apply the semantic inpainting, we start by finding the transitions in the binary urban footprint from an initial time to a final time (e.g., time $t-1$ to time $t$ during inference). As we only have two categories, these transitions are limited to four possible combinations because a pixel can remain as non-urban, change from non-urban to urban, change from urban to non-urban, or remain as urban.

Initially, we find the locations of the pixels that remain as “non-urban” and those that remain as “urban” in the binary urban footprint from the initial time to the final time. In these locations, we sample the RGB values in the urban footprint in color at the initial time and copy the results to auxiliary canvases. The hypothesis behind this procedure is that the visual appearance of a pixel at the initial time that keeps its category at a final time tends to look fairly similar in RGB when the time is given in years. Notice that this hypothesis would not hold for monthly estimates due to seasonal variations in most parts of the world. In the next processing step, we fill the RGB values of the pixels that did change their classes in the binary urban footprint in a way that prevents mixing the visual appearance of the estimated urban and non-urban pixels. We start by splitting the pixels of urban and non-urban classes available from the urban footprint at the initial time and copy them into two different and empty canvases, one for each class. Then, we inpaint each canvas separately using only its own RGB information, producing an RGB canvas for the urban class and another one for the non-urban class. Then, we spatially sample these inpainted canvases in the locations where the binary urban footprint changed from the initial time to the final time depending on their final categories at the final time. The last step of the semantic inpainting involves assembling together the auxiliary canvases and the two sampled-inpainted canvases into a single image corresponding to the estimate of the urban footprint in color at the final time.

For the basic inpainting processes that we described in the previous paragraph, we tested three methods that had available software implementations. These were based on the fast marching [62], Navier–Stokes [63], and biharmonic [64] algorithms. Even though a quantitative comparison of the color correctness of the results is beyond the scope of this paper, we can state that the three
methods create visually consistent and appealing urban footprints for our purpose, i.e., providing an engaging visual context to inform a policy maker or stakeholder of what might happen to a city and its surroundings across time and space. In the rest of the paper, we use the fast marching algorithm given its low computational overhead.

![Image of Figure 13](image.png)

**Figure 13.** Semantic inpainting to estimate the urban footprint in color at a final time from the value at an initial time and the the binary urban footprints at the initial and final times.

### 2.7. Training, Model Selection, and Testing Strategies

Once we assemble and pre-process the available historical spatial data from 1990 to 2015, we split it into three non-overlapping sets across time, leaving 60% for training, 20% for model selection, and the other 20% for testing. Then, we explore the model-parameter space $\{p_i, q_i, \phi_i, f_i\}$ using a grid-search algorithm, and for each combination, we train a spatiotemporal regression model for the population distribution on the training set, following the steps of Section 2.4. To reduce the computational complexity, we assume that the parameters from the population distribution model are fixed for all variables; in other words, we drop the dependency on $i$, leaving only $\{p, q, \phi, f\}$. Additionally, we adopt a naïve feature sampling, therefore, reducing $f$ to the reshape operator. Furthermore, we only search for square spatial windows, thereby making $q$ equal to $p$. Then, we choose to explore $\phi$ in the set of $\{1, 2, 3\}$ consecutive years, and select $p = 3$ pixels, which translates into a spatial-window size of 300 m × 300 m because the pixel size in our case studies is 100 m × 100 m.

After finding the best candidate model for each combination of parameters through the autotuning algorithm, we end up with a set of models with different complexities. In the next step, we apply all these models to the model-selection dataset and find the best model among them using the one-standard-error rule [65]. To do so, we calculate the standard error of the estimated mean-squared error (MSE) for each candidate model and then select the least complex, for which, the estimated error lies within one standard error of the lowest point of the MSE performance curve. However, as the spatiotemporal regression model has multiple parameters and there is not a standard approach for defining complexity, we decided to penalize a bit harder the models with large $\phi$ values than those with large $p$ values, as the first ones are more difficult to train than the second ones in real data-constrained scenarios, where historical records are quite limited. After selecting the best spatiotemporal regression model for population distribution with the optimal $p$ and $\phi$, and with the best hyperparameters for its
regressor family, we use its predictions to estimate the binary urban footprint and the urban footprint in color following the steps of Sections 2.5 and 2.6.

To assess the performance of the population distribution predictions we compare them with the real values in the testing set and then extract a few selected loss functions and performance metrics. The losses that we compute include the sum of absolute differences (SAD), the sum of squared differences (SSD), the mean squared error, and the root-mean-square error (RMSE). The performance metrics that we compute include the zero-mean normalized cross-correlation (ZNCC) [66,67] and Pearson’s correlation coefficient. Similarly, to assess the performance of the binary urban footprint predictions, we compare them with the ground truth or real values and use the same loss functions as before. Additionally, as the estimation process of the binary urban footprint can be seen as a binary classification process, we extract some additional loss functions, such as the false-positive rate (FP rate) and the error rate. Similarly, for the performance metrics, we compute the ZNCC, the accuracy, the $F_1$ score, and the intersection over union (IoU), which is also known as the Jaccard index. In all cases, when a given metric cannot be computed, we leave an empty space in the resulting graph. Finally, we only perform a qualitative comparison of the visual appearance between the predicted and real urban footprint in color.

2.8. Implementation Details

We used the Google Earth Engine to download the satellite images from the Landsat missions 4, 5, 7, and 8 of the case-study areas using the coordinate reference system UTM-datum-WGS1984. Similarly, we used R for pre-processing the Landsat images, the raster library for masking and filling clouds and shadows, and the RStoolbox library for applying the relative radiometric normalization. We also used the caret library to train a random forest model to classify the images into urban and non-urban classes, and then the raster library again to perform a two-step temporal correction and write the results to disk. We also used QGIS for taking the random multitemporal samples of the Landsat images with seven bands, labeling, assessing the perceived quality of the urban footprint images in RGB, selecting the best images, and rasterizing vector datasets, such as the land use, protected areas, road network, natural hazards, and water bodies maps.

In contrast, processes, such as the image resampling, the harmonization process between the binary urban footprint and the population distribution, and the urban growth model, were all implemented using Python 3.x. In particular, we used the following libraries: numpy for array manipulation, scipy for scientific computing, pandas for handling tabular data, rasterio for opening and writing geotiff image files, opencv for computer vision processing, scikit-learn for implementing the regression models, as well as the core modules of the autotuning program, and matplotlib for data visualization. All the pre-processing, training, validation, and testing of the urban growth framework were performed on a standard workstation Dell Precision 7820, with an Intel Xeon Bronze 3106 processor with eight cores using a clock speed of 1.7 GHZ under an x64-bits architecture. The workstation had 16 GB of RAM, two NVIDIA Quadro P200 graphic cards with 5 GB of memory each, one SSD and one mechanical hard drive with 238 GB and 2 TB of capacity, respectively.

2.9. Case Studies

We decided to test the urban growth framework in the Colombian cities of Valledupar and Rionegro as both of them have different environmental settings, climate conditions, urban shapes, and growth rates. Additionally, their citizens have different cultural backgrounds, which has influenced a distinct urban-growth pattern in each city. The relative location of Valledupar and Rionegro within Colombia, as well as their administrative divisions within the geographic area of interest in each case study, are shown in Figure 14. Valledupar has only one neighbor in the area of interest corresponding to La Paz, while Rionegro has eight neighbors corresponding to Marinilla, San Vicente, Guarne, Medellín, Envigado, El Retiro, La Ceja, and Carmen de Vivoral. As the National Bureau of Statistics commonly desegregates the official population statistics at the
administrative-division level, these divisions are useful for pre-processing (see Section 2.2) and for matching the overall predicted population (see Section 2.4). For clarity, in Section 3, we masked some of the results of the geographical extent using the administrative divisions of Valledupar and Rionegro, respectively.

Valledupar is the capital of the department of Cesar. The city is located in the northeast region of Colombia in a plain at 168 m above sea level between two mountain ranges known as Sierra de Perijá and the Sierra Nevada de Santa Marta. The average temperature in the city is 28 °C. Valledupar is an important regional agro-industrial center, and its economy is based on agricultural production, food processing, and cattle raising. The population in Valledupar was close to 460,000 in 2018 [68], its urban area encompasses about 39 km², and its shape is very compact, almost circular [69].

In contrast, Rionegro is located in a high plain at 2125 m above sea level in the Colombian Andes in the northwest region of the country, near Medellin city, which is the second-largest city in Colombia. The average temperature in Rionegro is 17 °C. The city is home to Medellin’s international airport, and its economy is based on trade and different industries, such as food, textile, paper, and chemical, as well as flower farming and poultry production. Rionegro had a population of 116,400 in 2018 [70], its urban area encompasses about 8 km², its shape is elongated in the southwest-northeast direction, and its urban footprint presents noticeable spatial discontinuities.

Figure 14. Left: location of Valledupar and Rionegro in Colombia. Right: administrative divisions within the selected geographic extents for Valledupar and Rionegro.
To produce the results of Section 3, we used the historical information from 1990 to 2015. For both case studies, we split the data into sixteen years for training (~60%), five years for model selection (~20%), and five years for testing (~20%). To find the best spatiotemporal regression model for the population distribution, we configured the autotuning program to explore the following family of models: (i) linear regression models without hyperparameters; (ii) Ridge regression with a regularization factor $\alpha = \{0.1, 0.3, 0.5, 0.7, 0.9\}$; (iii) a Lasso Regression with a regularization factor $\alpha = \{0.1, 0.3, 0.5, 0.7, 0.9\}$, a maximum number of iterations of 1000, and a tolerance of $1 \times 10^{-5}$; and (iv) a Bayesian Ridge regression without hyperparameters. The input variables that we included in the autotuning program were the population distribution, the binary urban footprint, the terrain slope, and the protected areas. Additionally, we used the RGB true-color composite from the Landsat images for the semantic inpainting model. As we could not access the maximum population capacity map for Valledupar, we did not include this variable in this experiment to be able to compare the results of both cities. Under this scenario, the model learns from past trends and predicts without having a hard upper-saturation limit.

3. Results

The following paragraphs include the results for Valledupar and Rionegro that we obtained during the different stages of the urban growth framework: (i) data pre-processing; (ii) diagnostics of each city to understand their growth dynamics; this part is not mandatory, but it is useful; (iii) performance evaluation of the underlying prediction models using the training, model-selection, and testing datasets; and (iv) future urban-growth estimations for the selected cities in the period between 2020 and 2050. Notice that, excluding the three key-variables that can be estimated recursively in our urban-growth framework, all other variables are kept constant in this last stage if there is no additional available information, like planned interventions.

Tables 3 and 4 show the confusion matrices for the overall classification process of Landsat images in Valledupar and Rionegro, respectively. The tables on the top correspond to the confusion matrices from the image classification process that converts a seven-band pixel from a Landsat image of Valledupar and Rionegro into “built-up”, “vegetation”, “bare soil”, or “water” categories. Rionegro has many greenhouses for flower farming, and we sampled them as “bare soil” to be able to separate them from the “built-up” class. The tables on the bottom present the confusion matrices after the reclassification process to reduce the output classes to only “urban” or “non-urban”. The performance metrics in the initial classification process in Valledupar provided an overall accuracy = 0.99, Kappa statistic = 0.98, with the following macro-averaged metrics: precision = 0.98, recall = 0.90, and $F_1$-score = 0.93. Similarly, in Rionegro, we got an overall accuracy = 0.99, Kappa statistic = 0.96, with the following macro-averaged metrics: precision = 0.94, recall = 0.92, and $F_1$-score = 0.93. The performance metrics for the re-classification process in Valledupar were as follows: overall accuracy = 0.99, Kappa statistic = 0.98, precision = 0.98, recall = 0.97, and $F_1$-score = 0.98. Likewise, in Rionegro, we got: overall accuracy = 0.98, Kappa statistic = 0.96, precision = 0.96, recall = 0.97, and $F_1$-score = 0.96. To facilitate the visual assessment of the classification results, Figure 15 shows the urban footprints that we obtained in both case studies for the year 2015. In general, there is a good visual agreement, and it is clear that the urban pattern in Rionegro is more fragmented and complex than in Valledupar.
Table 3. Confusion matrices for the classification process of Landsat images in Valledupar. The top table corresponds to the initial classification process of pixels into four categories, and the bottom table corresponds to the final re-classification process into two categories.

| Predicted Class | built-up | bare soil | vegetation | water |
|-----------------|----------|-----------|------------|-------|
| True class      |          |           |            |       |
| built-up        | 2094     | 45        | 3          | 0     |
| bare soil       | 28       | 9339      | 7          | 0     |
| vegetation      | 0        | 24        | 17,504     | 6     |
| water           | 0        | 6         | 43         | 89    |

| Predicted Class | urban | non-urban |
|-----------------|-------|-----------|
| True class      |       |           |
| urban           | 2094  | 48        |
| non-urban       | 28    | 27,018    |

Table 4. Confusion matrices for the classification process of Landsat images in Rionegro. The top table corresponds to the initial classification process of pixels into four categories and the bottom table corresponds to the final re-classification process into two categories.

| Predicted Class | built-up | bare soil | vegetation | water |
|-----------------|----------|-----------|------------|-------|
| True class      |          |           |            |       |
| built-up        | 1355     | 29        | 11         | 1     |
| bare soil       | 61       | 535       | 15         | 1     |
| vegetation      | 0        | 10        | 5557       | 0     |
| water           | 1        | 7         | 3          | 73    |

| Predicted Class | urban | non-urban |
|-----------------|-------|-----------|
| True class      |       |           |
| urban           | 1355  | 41        |
| non-urban       | 62    | 6201      |

As the urban growth framework in its most basic form requires a map of thresholds for converting population distribution estimates into binary urban footprints, we computed the kernel density estimations of the population in Valledupar and Rionegro, after which, non-urban pixels become urban. The results are shown in Figures 16 and 17. These graphs were computed before we had applied the outlier detection and removal process. Both graphs show wide distributions, with peaks occurring around 55 people in Valledupar and 31 people in Rionegro. After the outlier removal process, the medians were 59 people for Valledupar and 27 people for Rionegro. With these quantities, we filled the missing values in the threshold maps shown in Figure 18 for both case studies. As expected, the threshold map for Valledupar has more structure than the equivalent map for Rionegro, and this explains the differences in performance when we estimated the binary urban footprint in both cities.
Figure 15. Results of the classification process of Landsat images of Valledupar and Rionegro into urban and non-urban areas for the year 2015. The yellow regions highlight the urban classification results.

Figure 16. Estimated probability density function of a population threshold after which a non-urban pixel becomes urban in Valledupar.

Figure 17. Estimated probability density function of a population threshold after which a non-urban pixel becomes urban in Rionegro.
We used the complete historical record (1990–2015) to understand the growth dynamics in Valledupar and Rionegro through three metrics, the total urban population, the total urban area, and the urban density. We computed these metrics by counting the population inside the binary urban footprint, summing the number of urban pixels in the binary urban footprint and multiplying the result by the pixel size, and computing the ratio between the two former quantities. We performed these calculations after pre-processing the geographic extents and masking them by the administrative divisions of Valledupar and Rionegro. The time series with these metrics are shown in Figures 19 and 20 for both cities. These figures show that the urban population density in Valledupar grows up to 2011 and then falls as the total urban area grows faster than the total urban population. In Rionegro, the urban population density always falls as the total urban area grows more rapidly than the total urban population. To quantify these dynamics, we calculated the average growth rate of the urban population, the urban area, and the urban density for Valledupar and Rionegro, from which we obtained these values: 8654.47 people/year, 0.76 km$^2$/year, and 5.09 people/km$^2$/year vs. 2303.42 people/year, 0.96 km$^2$/year, and −313.95 people/km$^2$/year, respectively. It is clear that, while Valledupar is densifying, Rionegro is spreading out. Even though the urban growth framework does not use any of these diagnostics, they provide us with valuable insights into the growth of both cities.
regression models over five iterations. These figures are useful to rapidly determine the best family of models as the leftmost centered distribution for the MSE, and up to some extent, to understand the robustness of the results, as a narrow distribution indicates that during the different autotuning iterations, the performance was similar in spite the models received slightly different datasets every time from the autotuning program. The best machine-learning models for Valledupar and Rionegro belonged to the Bayesian Ridge family of regressors. In both cities, the performance of all machine-learning models was pretty good and very similar among each other, except for the Lasso regression, which showed the worst performance and the largest variability of them all. However, the culprit might be a reduced set of hyperparameters’ options for this family of models.

**Figure 20.** Diagnostic graphs of the geographic area of interest masked by the administrative division of Rionegro. (Left) total urban population. (Center) total urban area. (Right) urban density.

**Figure 21.** Estimated probability density functions of the mean square error in the spatiotemporal regression of the population distribution for different families of models as returned by the autotuning program in Valledupar.

**Figure 22.** Estimated probability density functions of the mean square error in the spatiotemporal regression of the population distribution for different families of models as returned by the autotuning program in Rionegro.

Given the test sets between 2011 and 2015 and the optimal temporal lag $\phi = 2$ year for both cities, we computed the urban growth predictions from 2013 to 2015 and compared the results with the ground truth. Figure 23 shows the per-pixel errors between the real and predicted population
distributions (POP), their histograms, the per-pixel errors between the real and predicted binary urban footprints (BUF), and their histograms. The error in the population distribution in Valledupar clearly shows a spatial pattern, underestimating the population in the periphery, and overestimating it around the city center in both cases by small margins. The errors in the binary urban footprints in both cities are more noticeable around the expansion areas as expected, and there are more false-negatives than false-positives. This last phenomenon is stronger in Rionegro than in Valledupar.

We also calculated selected metrics annually between 2013 and 2015 and plotted them as time series to reveal performance trends in the estimation of the population distribution and the binary urban footprint. These time series for Valledupar and Rionegro are shown in Figures 24 and 25. The left columns of these figures present the time series for the assessment of the population distribution, including (i) the arithmetic mean of the real and predicted population distribution; (ii) the standard deviation of the real and predicted population distribution; (iii) the sum of absolute differences between the real and predicted population distributions (where the smaller the value, the better the agreement), and the real change in the total population; and iv) the Pearson’s correlation coefficient, as well as the zero-mean normalized cross-correlation (ZMCC) between the real and predicted population distributions (the closer the value to one, the better the agreement).

(a) Valledupar.

Figure 23. Cont.
Figure 23. Framework performance in the geographic areas of interest. From left to right, the columns correspond to: (1) population distribution error (i.e., real value - predicted value); (2) histogram of the population distribution error; (3) binary urban footprint error (i.e., real value - predicted value); (4) histogram of the binary urban footprint error. POP = predicted population distributions; BUF = binary urban footprints; ZNCC = zero-mean normalized cross-correlation; SAD = sum of absolute differences; SSD = sum of squared differences.

The arithmetic means of the real and predicted population distributions in the case studies are very similar. The standard deviations are slightly higher in the ground-truth than in the predictions, particularly in Rionegro. We think that this behavior might indicate that some important input variables are missing in the regression model. At the same time, the temporal changes of the ground-truth population distributions in both cities are larger than the sum of the absolute differences, which indicates that the regression models are indeed capturing the growth dynamics. Finally, we see that both cities exhibit a Pearson’s correlation coefficient and a ZNCC very close to one, which supports our claim that there is good agreement between the ground truth and the prediction of the population distribution for Valledupar and Rionegro.

The right columns of Figures 24 and 25 show time series of metrics for the binary urban footprint. We included: (i) the false positive rate and error rate, which indicate a better agreement the closer they are to zero; (ii) the intersection over union (IoU), the accuracy, and the $F_1$ metric, all of which reflect a better agreement the closer they are to one; (iii) the sum of absolute differences and the real change in the total number of urban pixels, and (iv) the zero-mean normalized cross-correlation.
Figure 24. Assessment of the urban predictions in the geographic area of interest masked by the administrative division of Valledupar with the test set.
Figure 25. Assessment of the urban predictions in the geographic area of interest masked by the administrative division of Rionegro with the test set.
The performance of the binary urban footprint is not as good as the population distribution, but this is expected as the estimation of the binary urban footprint requires the population threshold map, which is noisy. We can state that the estimation performance in Valledupar is much better than in Rionegro. In fact, while the time series for the IoU, accuracy, and the F₁ score are above 0.8 and close to each other in Valledupar, the same metrics change from about 0.4 to over 0.9 for Rionegro and are fairly distant from each other. In both cities, the worst metric was the IoU. By looking at the figures, the time series of the real temporal change of the binary urban footprint are below the sum of absolute differences for both cities, and we can infer that the maps with the population thresholds should be improved as we would like to have the opposite situation. The last metric in the charts is the ZNCC, which is close to 0.9 for Valledupar and only about 0.6 for Rionegro.

After training and validating urban-growth frameworks, we let them run recursively for Valledupar and Rionegro starting from 2016 to 2050. Figures 26 and 27 show the predictions for the population distribution, binary urban footprint, and urban footprint in color, every decade from 2020 to 2050 for both cities. In these figures, we overlapped the temporal growth relative to the previous decade using a red-to-blue color bar for the population distribution, and yellow color for both urban footprints to facilitate the visual assessment of new urban areas. Based on the predictions, Valledupar will continue to densify much faster than Rionegro as the latter one will continue to sprawl.

4. Discussion

We implemented the urban footprint classification from historical Landsat imagery using a Random Forest classifier and on-screen interpretation, and we got good results based on the confusion matrices and performance metrics. In the classification processes, we dealt with unbalanced multitemporal datasets because of the particularities of each city. In the two case studies, we only collected a few samples of the “water” class because there are not many large water bodies in the areas under study. In contrast, the “bare soil” class was better represented in Valledupar than in Rionegro, due to the geographic characteristics of each place. We think that the sampling process can improve with access to local reference data from official land-cover maps on different dates, as it would eliminate interpretation errors that could have occurred in the labeling process. As this classification process is just a replaceable module within the urban-growth framework, researchers can change it as better algorithms become available. However, we do recommend that any upgrade continues to use machine-learning algorithms to keep the urban-growth framework entirely data-driven.

As part of the urban-growth framework, we estimated the population threshold map as an intermediate variable to compute the binary urban footprint using only the information from the population distribution. The resulting population threshold maps of Valledupar and Rionegro show that the available observations are sparse, noisy, and have a strong spatial dependence. Even though we reduced the bias and the noise in the threshold observations with a careful sampling procedure and an outlier removal process, we think that a more general spatial interpolation strategy is still needed, particularly in high-sprawl cities like Rionegro.
Figure 26. Urban growth predictions in the geographic area of interest that includes Valledupar.
Figure 27. Urban growth predictions in the geographic area of interest that includes Rionegro.

It is very interesting to notice that, both in Valledupar and Rionegro, the urban population density changes so much, following different paths but to the same recent trend of lower values. According to the diagnostic graphs, the population density has been reducing drastically in Rionegro as the urban areas are growing much more rapidly than the total population itself. In Valledupar, it rose to a maximum in 2011, and then it decreased again. This trend is in agreement with the findings of [71,72] that reported a trend towards sprawl and low-density growth in some Latin American cities in recent years.
When we started the experiments to predict the population distribution in Valledupar, we ran the regression with population distribution and binary urban footprint obtaining an MSE value of $5.299 \times 10^{-3}$. Then, we started adding cumulatively to the regression model the other available input variables that we had, and recorded the MSE value. When we added the terrain slope, the MSE worsened to $5.371 \times 10^{-3}$, but when we included the protected areas, the MSE improved to $5.329 \times 10^{-3}$. When we included the built-up ratio, the MSE worsened to $7.135 \times 10^{-3}$, but when we incorporated the five types of land-use maps (residential, commercial, industrial, official, and special), the MSE improved to $6.996 \times 10^{-3}$. In the last experiments, we added the map of distances to the nearest towns and noticed that the MSE worsened to $7.491 \times 10^{-3}$, but then improved to $7.257 \times 10^{-3}$ with the addition of the map of distances to the nearest roads. We repeated the previous procedure in Rionegro and noticed that the addition of the other available variables was not entirely consistent in its impact on the MSE compared to what we found in Valledupar. When we used the population distribution and binary urban footprint, we obtained an MSE value of $1.976 \times 10^{-3}$. When we added the terrain slope, the MSE improved to $1.848 \times 10^{-3}$. However, when we included the protected areas, the MSE worsened to $1.901 \times 10^{-3}$. When we added the built-up ratio, the performance got better and became $1.896 \times 10^{-3}$. After adding the five types of land-use maps, the MSE value improved to $1.846 \times 10^{-3}$. In the last two experiments, we applied the map of distances to the nearest towns and the map of distances to the nearest roads, which in both cases improved the MSE to $1.712 \times 10^{-3}$ and then to $1.712 \times 10^{-3}$, respectively. With these results for Valledupar and Rionegro, we decided to use as input variables the population distribution, the binary urban footprint, the terrain slope, and the protected areas in both cities. Additionally, we used the RGB true-color composite from the Landsat images for the semantic inpainting model.

The autotuning program generated very similar performance distributions across different iterations, which makes us confident that the trained regression models for the population distribution are robust. Additionally, the MSE metrics that we obtained in the temporal data split for training and validation were very similar for Valledupar ($6.841 \times 10^{-3}$ vs. $4.556 \times 10^{-3}$) and Rionegro ($8.469 \times 10^{-4}$ vs. $1.897 \times 10^{-3}$), showing no signs of overfitting. Surprisingly for us, even a simple model, such as the Bayesian Ridge regression, was capable of predicting the population distribution when we fed it with the appropriate spatiotemporal data in a tabular format. We also noticed during the training phase that the population distribution is the most important input variable, which is reasonable given the strong inertia of the urban growth process.

In Valledupar and Rionegro, we found that the population distribution estimations were in close agreement with the ground-truth maps in the test set as proven by the high values of the zero-mean normalized cross correlation, and the Pearson’s correlation coefficient, as well as the small spatial errors that are distributed roughly between $-1$ and $+1$. In both cities, the sum of absolute errors was smaller than the corresponding real change in the population distribution. The predicted and real means and standard deviations were very close to each other. This performance was obtained using a fairly simple model with a spatial window of $3 \times 3$ pixels or $300 \text{ m} \times 300 \text{ m}$, and the last two consecutive years for all the input variables, i.e., $\phi = 2$. By looking at the error map in the population distribution in Valledupar and Rionegro, we see that there is clear spatial pattern, which makes us think that perhaps there are some important variables that we are not including. The quality of the estimation of the binary urban footprint was not as good as the population distribution because it also depends on the quality of the threshold map $\gamma$. However, this dependence was more pronounced in Rionegro than in Valledupar, as it is a very fragmented city. Metrics, such as the intersection over union, accuracy, and the F1 score, were above 0.8 for Valledupar, whereas the same metrics for Rionegro had approximate values between 0.4 and 0.9. We noticed that the sum of the absolute differences for the binary urban footprint was higher than the real change in the number of urban pixels in both cities, but again, it was worse in Rionegro than in Valledupar. As part of the research process, we started by testing constant population threshold maps in both cities, first with the mean and then with the median; afterward, we explored the nearest-neighbor and radial-basis function interpolations. However, we obtained the best results...
by removing the outliers and filling the missing values with the median of the threshold observations. We think that the current estimation of the binary urban footprint can be improved by incorporating more context into the binary classification problem. For instance, we noticed that non-urban areas in the city center in Valledupar became urban with higher population thresholds than in the periphery. We think that this might be caused by higher land prices in the city center that trigger the construction of high-rise buildings instead of the flat houses found in the periphery. This phenomenon can also be related to the spread of informal settlements in the outskirts of the city.

The proposed framework can capture the population distribution and binary urban footprint growth dynamics in different ways, depending on the observed variables and their changes subject to the particularities of each city. Without imposing restrictions on the maximum population capacity, the urban area of Valledupar will maintain its compactness and rounded shape, reaching urban densities of about 14,254 people/km$^2$ by 2050. For Rionegro, the model predicts dispersed and low-density growth, as well as the conurbation of the urban centers of Rionegro, Marinilla, and Carmen de Viboral. The population density in Rionegro will remain very low, reaching values around 2153 people/km$^2$.

We think that our framework can help policymakers and urban planners to visualize the possible outcomes of urban growth under different scenarios. For instance, the obtained results for Rionegro show that if the current land-use policies continue to foster low-density growth and suburban development in gated communities, there will be important challenges to allocate the future population. This low-density growth will also impose difficulties on the sustainability when compared to a compact growth because it is associated with worse public health outcomes [73], larger environmental impacts [10], and lower economic performances [74,75].

The semantic inpainting module in the urban-growth framework provides the visual appearance of the city as it expands. We found that it works well estimating the color of small patches and degrades gracefully when the patches are large or the city grows too quickly. We think that by providing the visual appearance of the expected urban growth, the interaction with policymakers, stakeholders, and with general audiences in particular, will be more effective than if we only provide the binary urban footprints and their corresponding growth rates.

5. Conclusions

The approach that we presented in this paper is novel because it goes beyond estimating a single urban variable to describing a unifying framework that provides estimations of three key variables simultaneously, population distribution, binary urban footprint, and the urban footprint appearance. In addition, unlike many other models, our framework is driven by population growth, can incorporate many different auxiliary input variables without making assumptions, and it is not constrained beforehand by a single mathematical or machine learning model. Furthermore, it explores in a data-driven manner different families of alternative models and finds the best one (including best parameters, and best hyper-parameters using an autotuning program). In this paper, we show that the framework displays good performance in two cities with different geographic conditions and growth patterns. Finally, our framework can be adapted to work at different spatial resolutions, and it works even in regions where the only available information comes from data that is freely available worldwide.

We can state that the proposed urban-growth framework is data-driven, simple, and flexible. The only three essential inputs variables that it requires for training, can be obtained from the GHSL and Landsat programs for any city in the world. However, the framework becomes more robust as additional key variables are added, including terrain slope, protected areas, maximum population capacity, distances to roads, and environmental risks, among others. Our framework is not only applicable to small and medium cities but also large cities and metropolitan areas around the world. As the processing of larger geographic extents involves dealing with larger digital images, you can expect it to consume more memory and take more time to complete than in smaller regions. However, it is possible to overcome these practical constraints by using a non-dense spatial-sampling strategy for
building the tabular dataset that the autotuning program uses to search for the best models. We should note that the success of the framework in predicting urban growth depends on the length of the available historical records and the “smoothness” of the region growth itself. Our framework can incorporate planned interventions, but we do not expect it to predict rare or “black swan” events unless it has seen a few of them during the training phase.

To compile the required input datasets for the urban-growth framework and get consistent annual estimates of the population distributions and binary urban footprints, we performed some thoughtful approximations during the pre-processing stage, as both of these variables came from different data sources. However, this pre-processing stage will be less demanding in the future, as better open geospatial data becomes available. In the meantime, the accuracy of the urban-growth predictions is limited by the accuracy of the available historical data, particularly from the population distribution maps.

As part of the future work, interested researchers could improve the initial estimate of the binary urban footprint in the pre-processing stage by training the classifier using optical and radar data combined. The optical data could be extracted from the Landsat and Copernicus (Sentinel-2) programs, while the radar data could come from the Copernicus program (Sentinel-1) and possibly from the German satellites TerraSAR-X and TanDEM-X [76]. The urban/non-urban classifier in the pre-processing stage could also be improved with a semantic segmentation module based on deep-learning. Likewise, the estimation of the binary urban footprint from the population distribution could be improved by incorporating contextual information in the classification process. Furthermore, the urban footprint in color could be improved with a photo-realistic semantic inpainting [77] trained on satellite imagery from urban and non-urban regions across multiple geographies.

We aim to contribute to the Sustainable Development Goal 11, i.e., “make cities and human settlements inclusive, safe, resilient and sustainable”, with our urban growth framework by providing a core component that can be part of a much larger simulation tool for city planning. We hope that these planning tools become commonplace and that they can help policymakers in taking better actions for the citizens and the environment, ultimately contributing to the design and development of better communities. With our framework, policymakers can (i) assess beforehand the impacts that might have the introduction of changes in the master plan, protected areas, and slope-based building restrictions, in the built environment and the population; (ii) evaluate the attraction potential that will have the planned infrastructure; and (iii) anticipate the conurbation with neighboring municipalities, which requires significant integration and coordination efforts. We think that the urban growth framework is powerful enough for performing large-scale comparative studies, specialized consultancies in urban expansion, service provisioning, and environmental monitoring, among others. In this paper, we explain in detail all the pre-processing stages, assumptions, and implementation details, so that other researchers can use and improve our framework.
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Abbreviations

The following abbreviations are used in this manuscript:

GHSL Global human settlement layer
BUF Binary urban footprint
POP Population distribution
SAD Sum of absolute differences
SSD Sum of square differences
FP False positive
ZNCC Zero-mean normalized cross correlation
IoU Intersection over Union
KDE Kernel density estimation
PDF Probability density function
LAC Latin American cities
ML Machine learning

Appendix A. Saturation Functions for the Population Distribution

Let’s denote by $\rho$ the ratio between the input population and the maximum population capacity for a given region. In this way, $\rho$ is unit less, greater than or equal to zero, and $\rho$ is equal to one when the input population reaches the maximum capacity. Let’s also define two input populations $\rho_1$ and $\rho_2$, such that $\rho_1 < 1$ and $\rho_1 < \rho_2$. With these definitions, we can write a function $g(\rho)$ corresponding to the output of a function that saturates the ratio $\rho$. In this paper, we explored three different versions of $g(\rho)$ which are explained in the following paragraphs.

Equation (A1) corresponds to a saturation model built with a modified logistic function. It is easy to see that $g(0) = 0$, and that $\lim_{\rho \to \infty} g(\rho) = 1$. The downside of Equation (A1) is that it saturates the input population even at very small values of $\rho$.

$$g(\rho) = \frac{2}{1 + e^{-2\rho}} - 1$$

(A1)

In contrast, Equation (A2) represents a saturation model with a polynomial smoothing function that is defined piecewise. In this equation, $f(\rho)$ is the polynomial smoothing function given by Equation (A3). The function $g(\rho)$ in Equation (A2) follows the input population until it reaches $\rho_1$, and then it applies the smoothing function and saturates progressively the output between $\rho_1$ and $\rho_2$ until it gets completely flatten out to one for $\rho$ beyond $\rho_2$.

$$g(\rho) = \begin{cases} 
\rho & \text{if } 0 \leq \rho < \rho_1 \\
 f(\rho) & \text{if } \rho_1 \leq \rho \leq \rho_2 \\
 1 & \text{if } \rho > \rho_2 
\end{cases}$$

(A2)

$$f(\rho) = a_0 + a_1 \rho + a_2 \rho^2 + a_3 \rho^3$$

(A3)

To find the coefficients of the smoothing function $f(\rho)$ in Equation (A3), we define two constraints on the value of $f(\rho)$ and two constraints on its first derivative to ensure continuity. The resulting constraints are summarized in Equation (A4).
\[
\begin{align*}
  f (\rho_1) &= \rho_1 \\
  f (\rho_2) &= 1 \\
  \frac{df}{d\rho} \bigg|_{\rho=\rho_1} &= 1 \\
  \frac{df}{d\rho} \bigg|_{\rho=\rho_2} &= 0
\end{align*}
\] (A4)

Once we evaluate Equation (A4) using Equation (A3), we end up with a linear equation system that can be represented by \( Ma = b \), where \( M \) is the system matrix given by Equation (A5), \( b \) is the independent column vector given by Equation (A6), and \( a \) is the column vector with the unknown polynomial coefficients that can be found using Equation (A7). By looking at these expressions, it is clear that the polynomial coefficients \( a_0, a_1, a_2, a_3 \) depend on the specific values of \( \rho_1 \) and \( \rho_2 \).

\[
M = \begin{bmatrix}
1 & \rho_1 & \rho_1^2 & \rho_1^3 \\
1 & \rho_2 & \rho_2^2 & \rho_2^3 \\
0 & 1 & 2\rho_1 & 3\rho_1^2 \\
0 & 1 & 2\rho_2 & 3\rho_2^2
\end{bmatrix}
\] (A5)

\[
b = \begin{bmatrix}
\rho_1 \\
1 \\
1 \\
0
\end{bmatrix}
\] (A6)

\[
a = M^{-1}b
\] (A7)

To avoid the early saturation of the modified logistic function and the need to define two additional parameters in the saturation with polynomial smoothing, we opted in the end for the hard saturation function defined through Equation (A8). In this case the output only gets saturated for values of \( \rho \) beyond 1.

\[
g (\rho) = \begin{cases} 
  \rho & \text{if } 0 \leq \rho \leq 1 \\
  1 & \text{if } \rho > 1
\end{cases}
\] (A8)
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