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Abstract: We test the Cohen & Klepper cost-spreading process share hypotheses using unique data from two national innovation surveys (2009 and 2012). To our knowledge, no other study has the same combination as our dataset, in terms of robust data from a mandatory survey, large sample size, diverse measures for innovation output, and no sample selection bias. We use two direct measures of innovation to test the CK hypothesis: R&D expenditure and the number of innovations. An outcome variable that counts the number of innovations can be easier for respondents to recall from memory and they may reflect the firm's activities more accurately. Using direct measures of innovation eliminates three forms of bias emanating from patents. Our results show that the CK hypotheses can be supported with the aggregated sample, but the results are weak for separate industries. The count-based process share provides statistically superior results to the expenditure-based process share.
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Introduction

Since Schumpeter's (1942) argument that larger firms are more innovative than small firms (called "Schumpeterian hypothesis"), a stream of research examines the relationship between firm size and the level of innovation. Large firms have advantages in innovation with ample financial and human resources, the complementarities of R&D and other functional activities and their cost spreading advantages. While several studies support the Schumpeterian hypothesis (Scherer 1965; Tsai and Wang 2005; Baumann and Kritikos 2016), other studies show that small firms can prevail in rapid innovation environments because of their flexibility, better communication, and managerial advantages (Stock et al. 2002; Plehn-Dujowich 2009) or the relationship is inconclusive or non-monotonic (Kumar and Aggarwal 2005; Forés and Camisón 2016).

Another stream of empirical research focuses on the role of firm size on the type of innovation, such as process innovation that reduces the cost of producing existing products or product innovation that creates new or significantly improved products (OECD 2005). From a firm's strategic perspective, process innovation emerges from a strategy of price competitiveness through a search for efficiency and production flexibility with new machinery, while product innovation results from a search for technological competitiveness through market expansion and patenting activity (Vaona and Pianta 2008). Pavitt et al. (1987) and Scherer (1991) show that large firms spend a higher proportion of their R&D expenditure on process innovation than small firms.

Based on several empirical findings, Cohen and Klepper (1996a, 1996b) develop a theoretical model hereafter called the "CK hypothesis" which argues that large firms have proportionally more process innovations than small firms since the costs of process innovation can be spread over larger output. New firms in an emerging product market tend to compete on product innovation, but existing firms increasingly engage in cost-reducing process R&D to create a cost advantage as the firm size grows. Using Scherer's patent data at the business unit level, Cohen and Klepper empirically show (weakly) that the share of process innovation tends to increase with firm size. Several subsequent studies test the CK hypothesis with diverse findings. While Golovko and Valentini (2014) and Choi and Lee (2019) agree with the CK hypothesis in that large firms are more inclined to pursue process innovation, Inkmann (2010) show the opposite result of the positive relation between firm size and share of product innovation. Other studies also find either no systematic relationship or non-linear relationship between firm size and the share of process innovation (Arvanitis 1997; Fritsch and Meschede 2001; Fang et al. 2019).

Several explanations can be suggested for the diverse empirical results of the CK hypothesis. Some results might be due to sample selection issues arising from firms in different growth stages of their life cycle (Klepper 1996; Inkmann 2010), while others are related to the econometric techniques of handling endogeneity and sample selection bias (Inkmann 2010; Baumann and Kritikos 2016). For example, while Fritsch and Meschede (2001) do not find any systematic relationship between firm size and the share of process innovation using the Mannheim innovation data of German manufacturing firms, Inkmann (2010) shows a negative relationship with the same dataset by accounting for possible sample selection bias. The most critical reason for the diverse results may be due to the limited sources of data and the choice of different measures of product and process innovation variables (Arvanitis 1997; Fritsch and Meschede 2001; Inkmann 2010).

For the process and product innovation variables, Cohen and Klepper use a convenience sample of patent data collected by Scherer (1991) who assumes process patents are those whose industry of use is the same as the industry of origin. They define the share of process innovation as the proportion of patents that have been classified as representing process innovations. However, patent data are coarse...
measures because they comprise a great deal of noise and underrepresent micro and small firms or firms in service industries which are not active in patenting activities (though active in innovation). As Cohen and Klepper state themselves, expenditure on innovation is a better measure of innovation though the data were not available at the time. Later studies use the Community Innovation Survey (CIS) data which provide such variables as the number of product and process innovations or simply whether they occurred or not (Vaona and Pianta 2008; Golovko and Valentini 2014), new product sales ratio (Fang et al. 2019), or R&D expenditure for process and product innovations (Fritsch and Meschede 2001; Inkmann 2010; Choi and Lee 2018).

The objective of this study is to empirically test the CK hypothesis using unique data from two national innovation surveys (2009 and 2012) conducted by Statistics Canada. The data used in this study have presumably better measures of innovation with a large sample size and are collected using stratified random sampling across all Canadian manufacturing firms. Under the authority of the Statistics Act in Canada, the survey is mandatory and the respondents may be contacted directly to re-answer the questions that are inconsistent, unreasonable or contradictory. To our knowledge, no other study has the same combination as our dataset, in terms of robust data from a mandatory survey, large sample size, diverse measures for innovation output, and no sample selection bias. This study uses two direct measures of innovation to test the C&K hypothesis: R&D expenditure and the number of innovations. An outcome variable that counts the number of innovations can be easier for respondents to recall from memory and they may reflect the firm’s activities more accurately.

This study shows that the CK hypothesis has weak support in Canadian manufacturing. Industry matters in the CK hypothesis, but unlike Cohen and Klepper most subsequent studies do not explicitly consider industry differences, instead industry dummies are included (Choi and Lee 2018, Fang et al. 2019). Our finding could be temporal, meaning that at the time the initial CK study was performed firms had fewer product lines and could therefore spread more costs across output. Our study also shows that the results critically depend on the choice of innovation variables. The share of process innovation using innovation counts is significantly different from the process share using R&D expenditure. Inkmann (2010) suggest the importance of carefully chosen variables in the study of rejecting the CK hypothesis, and this study supports his argument.

Cohen and Klepper Hypotheses

Here, we reproduce two of Cohen and Klepper’s four hypotheses, which are related to the share of process innovations and firm size. R&D investment on process innovation lowers the average cost, and a firm’s profit depends on the size of existing buyers because licensing of process innovation to new buyers is assumed to be not available. For R&D investment in product innovation which generates new product features, on the other hand, a firm can reach new buyers as well as existing buyers. By assuming a specific price-cost margin function, Cohen and Klepper derive the profit maximizing levels of process R&D ($r_1$) and product R&D ($r_2$) within the firm as follows, respectively.

$$r_1 = f(q^{\beta_1})$$

$$r_2 = g(hq + K)^{\beta_2}$$

where $f$ and $g$ are coefficients, $q$ is a firm’s existing output, $\beta_1$ is the rate of decline in marginal return to R&D of type $i$ innovation, $h$ represents the fraction of existing buyers who purchase the firm’s new product, and $K$ is additional output gained from sales and licensing to new buyers. Equations (1) and (2) lead to a new variable $p$ which represents the proportion of process R&D relative to total R&D.

$$p = \frac{f(q^{\beta_1})}{f(q^{\beta_1}) + g(hq + K)^{\beta_2}}$$

Taking the first derivative of $p$ with respect to $q$ yields:

$$\frac{dp}{dq} = \frac{f(\beta_1 - 1)(hq + K)^{\beta_2 - 1} \beta_1 K}{(f(q^{\beta_1}) + g(hq + K)^{\beta_2})^2} > 0$$

assuming $\beta = \beta_1 = \beta_2$. Equation (4) leads to the first hypothesis.

H1: Within industries, the proportion of process R&D out of total R&D will be an increasing function of the firm’s ex ante output.

The second hypothesis relates to the second-order condition of (3), namely assuming $\beta \leq 1$.

H2: Within industries, the faction of R&D a firm devotes to process R&D will rise with the ex ante output of the firm at a decreasing rate.

Data

Statistics Canada designs and administers a national firm-level survey called the Survey of Innovation and Business Strategy (SIBS) which collects information on firms’ strategic decisions, innovation activities and operational tactics. The firms selected to respond to the survey are extracted from the business register, and the survey uses stratified random sampling by industry and by size. The response is mandatory by the Statistics Act in Canada, which eliminates sample selection bias. The CEO or senior manager is the target respondent. Answers are provided primarily online via an electronic questionnaire. Non-respondents and respondents with inconsistent or contradictory responses are contacted directly by telephone. This survey also includes very small businesses with fewer than 20 employees and sales under $250,000. Statistics Canada linked the SIBS data to the General Index of Financial Information (GIFI) which contains income tax data of each firm surveyed, as well as total sales.\footnote{The information on the SIBS can be found in http://www23.statcan.gc.ca/imdb/p2SV.pl?Function=getSurvey&5DDS=5171 and that for GIFI in http://www.cra-arc.gc.ca/tx/bnms/tpcs/cprtns/trtn/wht/gifi-grf/menu-eng.html.}
This study utilizes two relevant measures of firm-level innovation: the reported number of product and process innovations made within the firm and the total R&D expenditures on process and product innovations. SIBS contains two direct questions about the number of process and product innovations. Question 48 refers to the total number of process innovations (in 2009), in which the new process is defined as improved production process, new or significantly improved logistics/distribution/delivery methods or a new support activity for goods and services. Question 87 relates to the number of new or significantly improved products and services, in which product innovation is defined as “a new or significantly improved good or service in terms of its capabilities, ease of use, components or subsystems.”

This study considers NAICS (North American Industry Classification System) 31 which contains all manufacturing industries. After cleaning the data, there are 2,990 firms for SIBS 2009 and 2,617 firms for SIBS 2012, with a total of 5,077 firms.¹ To be consistent with the methodology used by Cohen and Klepper, this study uses an average of the three prior years of sales as firm size, which eliminates any bias from unknown operational changes, product line changes, personnel changes, etc., within the firm.

Cohen and Klepper use a convenience sample with patents as the dependent variable because “direct measures of firm process and product R&D expenditures within industries are not available”. Patents allocated to process or product patents by Scherer’s (1991) approach are subject to three forms of bias. The first is the subjective bias introduced by the classifier and their own idiosyncratic classification system, the second downward bias is that not all innovations are patented, lastly there is further downward bias since most process innovations remain trade secrets (Levin et al. 1987). Cohen and Klepper argue that this problem does not introduce bias so long as the patent propensity in each industry is unrelated to size. However, the simplest way to rectify this problem is to collect the number of process and product innovations at the firm level. This solution was unavailable in 1996 but is available with our data.

We construct two dependent variables—the share of the number of process innovations relative to both process and product innovations, and the share of R&D expenditure on process innovations relative to R&D expenditure on both process and product innovations. Table 1 shows that the average process share is 34.6% for the count variable and 42.5% for the expenditure variable. This share is substantially larger than the share used by Cohen and Klepper (1996b) of 27.9% or by Choi and Lee (2018) of 15.7%.

¹Statistics Canada uses the term “enterprise” to describe a firm. An enterprise is defined as the entity that has the full set of consolidated financial statements. Multiple establishments that create output may comprise an enterprise.

Table 1. Aggregate sample statistics (5,077 observations)

| Description                                           | Mean  | Std. deviation |
|-------------------------------------------------------|-------|----------------|
| Share of process innovation (by the number of innovations) | 0.346 | 0.404          |
| Share of process innovation (by R&D expenditure)       | 0.425 | 0.377          |
| Firm sales ($ million, 3-year average)                 | 32.6  | 306            |
| Firm sales squared ($ billion)                         | 94.6  | 4.03E+9        |

Table 2 summarizes the process share for 19 three-digit NAICS industries for the two dependent variables. The term “vetted” in the table indicates that the particular cell does not satisfy Statistics Canada’s disclosure criteria. This table reports the share of process innovation based on only innovating firms, as indicated in column three. If we include non-process innovators in Table 2 we will give biased (downward) information. Why report an average cost or average number of innovations across all firms? This will distort the average of expenditure, and the mean number of innovations. Also, CK results only report patents. If a firm has a patent it is included, if not it is excluded. It is very conceivable that a firm that has developed product innovations could have zero process innovations, in which the share of process innovation would equal zero. Or, if the firm has developed only process innovations, the share of process innovation would equal one. Table 2 shows that there are 3,850 firms with at least one innovation. Due to sample size reporting requirements exercised by Statistics Canada, some industries were grouped together in the table.

In Table 2 we see the striking discrepancy between the process share based on the number of innovations (column 6) versus that based on R&D expenditure (column 9). The average share of the former measure (39%) is much lower than the average share of the latter measure (47%), and the difference exceeds or is equal to 0.25 in five industries (differences are in brackets): computers and electronics (0.28), transportation equipment (0.26), food-beverage and tobacco (0.35), textile and textile mills (0.25). This implies the choice of innovation variables may critically affect the results in empirical analysis.
### Table 2. Industry sample description (weighted, 2009 and 2012), for firms with at least one innovation

| NAICS  | Industry                        | No. Innovator | Number of innovation (obs.) | R&D expenditure ($) |
|--------|---------------------------------|---------------|----------------------------|--------------------|
| NAICS  |                                 |               | Avg proc innov | Avg prod innov | Share proc innov | Avg proc innov | Avg prod innov | Share proc innov |
| 321    | Wood Products                   | 191           | VETTED          | 6.7775          | VETTED            | 289,552        | 92,727         | 0.76 |
| 322    | Paper                           | 151           | 1.8294          | 5.6045          | 0.25              | 986,198        | 1,625,060      | 0.38 |
| 323    | Printing & Support Activities   | 138           | 3.1102          | 5.0319          | 0.38              | 342,196        | 257,796        | 0.57 |
| 326    | Plastics & Rubber               | 257           | 2.1960          | 3.2783          | 0.40              | 312,273        | 663,106        | 0.32 |
| 327    | Non-Metallic Minerals           | 134           | 1.2704          | 2.0083          | 0.39              | 483,461        | 506,563        | 0.49 |
| 331    | Primary Metal                   | 156           | VETTED          | 1.3798          | VETTED            | 556,145        | 342,243        | 0.62 |
| 332    | Fabricated Metal                | 309           | 3.5373          | 2.6305          | 0.57              | 182,169        | 270,193        | 0.40 |
| 333    | Machinery                       | 338           | 2.7222          | 5.9441          | 0.31              | 449,162        | 538,561        | 0.45 |
| 334    | Computers & Electronics         | 293           | 3.0444          | 4.4791          | 0.40              | 425,636        | 2,939,422      | 0.13 |
| 335    | Electrical Equipment & Components | 200         | 3.1756          | VETTED          | VETTED            | 639,982        | 373,775        | 0.63 |
| 336    | Transportation Equipment        | 417           | 9.3698          | 6.0676          | 0.61              | 486,616        | 915,323        | 0.35 |
| 337    | Furniture & Related             | 151           | 2.6984          | 7.2528          | 0.27              | 292,960        | VETTED         | 1.00 |
| 339    | Miscellaneous                   | 172           | 2.5768          | 4.5500          | 0.36              | 114,954        | 713,339        | 0.14 |
| 311, 312 | Food, Beverage & Tobacco      | 393           | 2.1014          | 7.7462          | 0.21              | 410,960        | 320,447        | 0.56 |
| 324, 325 | Petroleum, Coal & Chemical     | 325           | 3.7312          | 15.9616         | 0.19              | 592,991        | 1,770,868      | 0.25 |
| 313, 314 | Textile & Textile Mills        | 225           | 2.2971          | 10.6569         | 0.18              | 98,206         | 129,931        | 0.43 |
| Total firms with at least one innovation | 3,850 | 3.1186 | 5.9579 | 0.39 | 416,466 | 763,957 | 0.47 |

Note: NAICS (North American Industry Classification System); “VETTED” indicates the cell does not meet Statistics Canada’s disclosure requirements.
| NAICS  | Description                            | No. Obs. | Linear specification | Nonlinear specification |
|--------|----------------------------------------|----------|-----------------------|-------------------------|
|        |                                        |          | Constant | Sales | Margin on sales | Constant | Sales | Sales² | Margin on sales | Margin on sales² |
| All manufacturing |                                      | 5,077    | -0.642*** | 9.97e-11** | 0.000741** | -0.647*** | 3.11e-10** | -0 | 0.00236** | -0.000395** |
| 311    | Food                                   | 464      | -1.012*** | 1.89e-10* | 0.00166*   | -1.020*** | 4.52e-10   | -0 |          |                |
| 312, 314, 316 | Beverage, Tobacco, Textile Mills & Leather | 216      | -0.667*** | -2.28e-10  |             | -0.719*** | 3.37e-09  | -0** | 0.0174* | -0.00641*  |
| 313    | Textiles                               | 103      | -0.680*** | -4.11e-09  |             | -0.917*** | 2.80e-08  | -0 |          | -0.0477*    |
| 315    | Clothing                               | 147      | -2.056*** | 1.19e-08   |             | -2.285*** | 4.92e-08* | -0 |          |                |
| 321    | Wood Products                          | 267      | -0.303*** | 2.37e-10   |             | -0.295*   | 3.25e-10  | 0 |          |                |
| 322    | Paper                                  | 173      | -0.141    | -8.05e-10  | -0.00895*  | -0.154    | -2.87e-10  | -0 |          |                |
| 323    | Printing & Support Activities          | 196      | -0.546*** | 1.24e-09   |             | -0.530*** | -7.02e-10  | 0 |          |                |
| 324, 325 | Petroleum, Coal & Chemical             | 386      | -0.544*** | 7.98e-11   |             | -0.535*** | -0 | 0 |                |                |
| 326    | Plastics & Rubber                      | 313      | -0.621*** | 8.78e-11   |             | -0.628*** | 4.25e-10  | -0 |          |                |
| 327    | Non-Metallic Minerals                  | 199      | -0.977*** | 4.29e-10   |             | -1.063*** | 5.73e-09  | -0 |          |                |
| 331    | Primary Metal                          | 192      | -0.420*** | 3.65e-10   |             | -0.396**  | -4.01e-10  | 0 |          |                |
| 332    | Fabricated Metal                       | 438      | -0.385*** | 1.28e-09   |             | -0.456*** | 8.76e-09  | -0 | -0.00444* |                |
| 333    | Machinery                              | 419      | -0.806*** | 1.57e-09   |             | -0.881*** | 7.99e-09* | -0** | 0.0282** | -0.00602**   |
| 334    | Computers & Electronics                | 337      | -0.568*** | 4.85e-10   |             | -0.602*** | 2.28e-09  | -0 |          | -0.00252*    |
| 335    | Electrical Equipment, Appliance & Components | 242      | -0.544*** | -1.28e-10  |             | -0.647*** | 5.81e-09* | -0* | 0.0318* | -0.00727**   |
| 336    | Transportation Equipment               | 553      | -0.570*** | 6.14e-11   |             | -0.602*** | 6.84e-10* | -0* | 0.0160*** | -0.00729***  |
| 337    | Furniture & Related                    | 220      | -0.923*** | 1.45e-09   |             | -0.975*** | 7.15e-09  | -0 |          | -0.00354*    |
| 339    | Miscellaneous                          | 212      | -0.581*** | 1.28e-09   |             | -0.545*** | -3.07e-09  | 0 |          |                |

***Significant at 0.01 confidence level, **Significant at 0.05 confidence level, *Significant at 0.10 confidence level
Table 4. Linear and nonlinear regressions by industry, by R&D expenditure (probability weighted, robust variance-covariance estimation)

| NAICS       | Description                                      | No. Obs. | Linear specification | Nonlinear specification |
|-------------|--------------------------------------------------|----------|----------------------|-------------------------|
|             |                                                  |          | Constant | Sales | Margin on sales | Constant | Sales | Sales² | Margin on sales | Margin on sales² |
| All manufacturing |                                                | 5,077    | -0.302*** | -0    |               | -0.300*** | -1.20e-10 | 0 |
| 311         | Food                                            | 464      | -0.268*** | 7.54e-11 |               | -0.267*** | 5.40e-11 | 0 |
| 312, 314, 316 | Beverage, Tobacco, Textile Mills & Leather     | 216      | -0.273**   | 1.41e-09** | 0.00767*** | -0.258** | 3.46e-10 | 0 |
| 313         | Textiles                                         | 103      | -0.106     | -1.15e-08 | -0.0415*     | -0.164    | -3.72e-09 | -0 |
| 315         | Clothing                                         | 147      | -0.670***  | -1.28e-09 |             | -0.740*** | 1.21e-08 | -0 |
| 321         | Wood Products                                    | 267      | -0.328**   | -1.73e-10 | 0.00767***   | -0.306**  | -1.67e-09 | 0 |
| 322         | Paper                                            | 173      | -0.200     | -1.13e-09 | -0.0113**    | -0.168    | -2.47e-09 | 0 |
| 323         | Printing & Support Activities                    | 196      | -0.173     | -4.17e-10 | 0.00271***   | -0.136    | -5.08e-09 | 0 |
| 324, 325    | Petroleum, Coal & Chemical                       | 386      | -0.231**   | 0      |               | -0.192*   | -5.65e-10* | 0* |
| 326         | Plastics & Rubber                                | 313      | -0.278**   | 2.33e-10 |               | -0.269**  | -2.00e-10 | 0 |
| 327         | Non-Metallic Minerals                            | 199      | -0.142     | -7.59e-10 | 0.00257*     | -0.0777   | -4.74e-09 | 0* |
| 331         | Primary Metal                                    | 192      | -0.283**   | -1.55e-10 | 0.0673*      | -0.379**  | 3.28e-09  | -0.0464* |
| 332         | Fabricated Metal                                 | 438      | -0.363***  | 1.52e-09 |               | -0.399**  | 5.32e-09  | 0 |
| 333         | Machinery                                        | 419      | -0.353***  | -2.26e-09 | 0             | -0.339**  | -3.57e-09 | 0 |
| 334         | Computers & Electronics                          | 337      | -0.487***  | -5.86e-10 |               | -0.443**  | -3.00e-09 | 0* |
| 335         | Electrical Equipment, Appliance & Components     | 242      | -0.244**   | 4.31e-10 |               | -0.271**  | 1.92e-09  | 0 |
| 336         | Transportation Equipment                         | 553      | -0.229***  | -7.82e-11 | -0.00199***   | -0.228**  | -1.15e-10 | 0 |
| 337         | Furniture & Related                              | 220      | -0.225     | -3.01e-09 | -0.225       | -0.225    | -3.06e-09 | 0 |
| 339         | Miscellaneous                                   | 212      | -0.222     | 1.26e-09 |               | -0.213    | 2.17e-10  | 0 |

***Significant at 0.01 confidence level, **Significant at 0.05 confidence level, *Significant at 0.10 confidence level
Estimation and Results

We test H1 using a linear function with an intercept and sales as the independent variable, and H2 with a nonlinear function with an intercept, sales and sales squared as independent variables. We recognize that endogeneity (simultaneity bias) is an issue with firm size and innovation, however, this is a replication study. The original paper made no mention of simultaneity bias and thus to ensure comparability we do not correct for it. We first estimate the model for the whole sample, and then for each NAICS 3-digit manufacturing industry. Cohen and Klepper use a double-censored Tobit estimator to accommodate a dependent variable bounded by zero and one, but the Tobit estimator has fitted values that are not constrained to be within the zero to one interval. Instead, we use a Generalized Linear Model with a logit link function from the binomial family, which ensures that the fitted values fall between zero and one. The CK patent data necessarily suffer from upward bias because their data were collected from firms that had patents, whereas firms without patents were omitted. Our study uses all firms in the sample frame for estimation. Cohen and Klepper address the issue of heteroskedasticity by adding a weight to each business unit and focusing on industries with large numbers of patents. In contrast, we use probability weights from the sampling design, which results in a robust weighted variance calculation. Heteroskedasticity is corrected by reporting weighted Huber/White standard errors. Because the propensity to innovate varies considerably by industry, our results could be biased by heavily innovative industries, thus standard errors for the aggregate regressions are clustered by industry.

Tables 3 and 4 report the estimation results when the process share is measured with the number of innovations and R&D expenditure, respectively. Some industries were grouped together for estimation; this is due to Statistics Canada's disclosure requirements. Rather than discuss the estimation results in detail below, our focus will be on the marginal effects of sales on process share. The CK hypothesis for all manufacturing is supported for process share in terms of the number of innovations (not R&D expenditure). For separate industries Tables 3 and 4 offer mixed statistical support for H1. Under the heading "Linear specification" in the column "Margin on sales," we see for count-based process share (Table 3) there are three significant margins out of 19 industries, with one displaying the wrong sign. In comparison, in the Cohen and Klepper linear function, there are four statistically significant coefficients out of 36 industries. In Table 4 under the heading "Linear specification" in the column "Margin on sales," expenditure-based process share has five out of 19 industries that are significant. However, four of the five margins are negative, and thus have the wrong sign.

H2 states that the process share will rise with output at a decreasing rate, which implies the coefficient of the square of sales is negative. In the columns of Tables 3 and 4 where "0" occurs, Statistics Canada did not release the coefficient, other than to note it was very small. For the count-based process share (Table 3) under the heading "Nonlinear specification" in the column labelled "Margin on sales" there are five margins that are significant and positive (the correct sign) and nine margins for in the column labelled "Margin on sales" that are significant and negative (the correct sign). For comparison, the nonlinear specification from Cohen and Klepper has only one statistically significant coefficient on sales squared out of 36 industries. Turning to the nonlinear specification in terms of expenditure-based process share (Table 4) under "Nonlinear specification" in the column labelled "Margin on sales" three industries have a significant margin, two of which are the wrong sign. In the column labelled "Margin on sales" five margins are significant, of which four are the wrong sign. The results imply that the veracity of the CK hypotheses critically depend on the choice of innovation variables and on the industry. Cohen and Klepper point out the difference of innovation type by industry due to product complexity, and this study shows the sensitivity of the hypotheses by industry.

Conclusion

Our study tests the Cohen and Klepper patent-based process share hypotheses with more comprehensive data collected by Statistics Canada. We collected two measures of innovation variables in terms of the number of innovations and R&D expenditure. The empirical results show that the CK hypotheses can be generally supported with the aggregated sample, but the results are weak if we consider separate industries. Cohen and Klepper indeed show that the hypotheses at the individual industry level are weakly supported in only a few industries, and this study bolsters the results with more comprehensive data. Indeed, there exist diverse differences in the results between the two dependent variables, namely the count-based process share provides statistically superior results to the expenditure-based process share. An empirical question for future research is "Why don't large firms have a higher proportion or process innovation?" There is clearly something else happening in the firm contrary to what the CK hypotheses predict.

Compliance with Ethical Standards

Funding: This study was funded by Social Sciences and Humanities Research Council of Canada grant no. 435-2014-2061.

Conflict of Interest: Brian Cozzarin declares that he has no conflict of interest. Bonwoo Koo declares that he has no conflict of interest.

Ethical approval: This article does not contain any studies with human participants or animals performed by any of the authors.

References

Arvanitis S (1997) The impact of firm size on innovative activity – an empirical analysis based on Swiss firm data. Small Business Economics 9:473–490.

Baumann J, Kritikos AS (2016) The link between R&D, innovation and productivity: Are micro firms different? Research Policy 45(6):1263–1274.

Choi J, Lee J (2018) Firm size and compositions of R&D expenditures: evidence from a panel of R&D performing manufacturing firms. Industry and Innovation 25(5):459–481.
Cohen WM, Klepper S (1996a) A reprise of size and R&D. Economic Journal 106:925-951.

Cohen WM, Klepper S (1996b) Firm size and the nature of innovation within industries: the case of process and product R&D. Review of Economics and Statistics 78:232–243.

Fang X, Paez NR, Zeng B (2019) The nonlinear effect of firm size on innovation: an empirical investigation. Economics of Innovation and New Technology, forthcoming.

Forés B, Camisón C (2016) Does incremental and radical innovation performance depend on different types of knowledge accumulation capabilities and organizational size? Journal of Business Research 69(2):831–848.

Fritsch M, Meschede M (2001) Product innovation, process innovation, and size. Review of Industrial Organization 19(3):335–350.

Golovko E, Valentini G (2014) Selective learning-by-exporting: Firm size and product versus process innovation. Global Strategy Journal 4:161-180.

Inkmann J (2010) Estimating firm size elasticities of product and process R&D. Economica 77:384–402.

Klepper S (1996) Entry, exit, growth, and innovation over the product life cycle. American Economic Review 86(3):562–583.

Kumar N, Aggarwal A (2005) Liberalization, outward orientation and in-house R&D activity of multinational and local firms: A quantitative exploration for Indian manufacturing. Research Policy 34(4):441–460.

Levin R, Klevorick A, Nelson R, Winter S (1987) Appropriating the returns from industrial research and development. Brookings Papers on Economic Activity, 3:783-831.

OECD (2005) Oslo manual. Statistical Office of the European Communities, Luxembourg.

Pavitt K, Robson M, Townsend J (1987) The size distribution of innovating firms in the UK: 1945-1983. Journal of Industrial Economics 35(3):297–316.

Plehn-Dujowich JM (2009) Firm size and types of innovation. Economics of Innovation and New Technology 18(3): 205–223.

Scherer FM (1965) Firm size, market structure, opportunity, and the output of patented inventions. American Economic Review 55(5):1097–1125.

Scherer FM (1991) Changing perspectives on the firm size problem. In: Acs ZJ, Audretsch DB (ed) Innovation and technological change: An international comparison. University of Michigan Press, Ann Arbor, pp 24–38.

Schumpeter JA (1942) Capitalism, socialism and democracy. Routledge, London.

Stock GN, Greis NP, Fischer WA (2002) Firm size and dynamic technological innovation. Technovation 22(9):537–549.

Tsai KH, Wang JC (2005) Does R&D performance decline with firm size? A re-examination in terms of elasticity. Research Policy 34(6):966–976.

Vaona A, Pianta M (2008) Firm size and innovation in European manufacturing. Small Business Economics 30(3):283–299.
