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Abstract

Variational quantum algorithms are expected to demonstrate the advantage of quantum computing on near-term noisy quantum computers. However, training such variational quantum algorithms suffers from gradient vanishing as the size of the algorithm increases. Previous work cannot handle the gradient vanishing induced by the inevitable noise effects on realistic quantum hardware. In this paper, we propose a novel training scheme to mitigate such noise-induced gradient vanishing. We first introduce a new cost function of which the gradients are significantly augmented by employing traceless observables in truncated subspace. We then prove that the same minimum can be reached by optimizing the original cost function with the gradients from the new cost function. Experiments show that our new training scheme is highly effective for major variational quantum algorithms of various tasks.

1 Introduction

The recent development of quantum hardware has been able to demonstrate the ‘quantum supremacy’ [1] against classical computers on a specific application [2]. However, a quantum algorithm that is of practical usage and can demonstrate the advantage of quantum computing on near-term noisy quantum hardware platforms is still unclear. Variational Quantum Algorithm (VQA) [3] is one of the leading candidates because it has a relatively moderate requirement for the number of qubits and the depth of computation and it has demonstrated the ability of error tolerance. Several VQAs have been experimentally implemented on existing quantum computers for various problems, e.g., optimization [4, 5], chemistry simulation [6, 7].

VQA can be considered as the quantum analogy of classical machine learning [3]. It has two key components. The first one, usually referred to as ‘ansatz’ in the quantum computing community, is a quantum program with some tunable parameters $\theta$. This program will convert an input state $\rho$ to an output state $\rho(\theta)$. The second component is the observable $O$, a Hermitian operator in the Hilbert space of the quantum system. The observable is constructed based on the target problem so that its smallest eigenvalue, together with the corresponding eigenstate, is the solution to the target problem.
problem. On a quantum computer, we can measure the value of $\text{Tr}(\rho(\theta)O)$, which is the expectation of the observable $O$ with respect to the final state of the parameterized quantum program. VQA then employs a classical optimizer (e.g., gradient descent) to optimize the parameters $\theta$ and minimize the cost function $\text{Tr}(\rho(\theta)O)$, which is similar to training a model in classical machine learning. After we reach the minimal $\text{Tr}(\rho(\theta)O)$, $\min_{\theta}\text{Tr}(\rho(\theta)O)$ becomes the smallest eigenvalue ($\rho(\theta)$ is naturally the corresponding eigenstate) and a solution to the target problem is found.

One of the critical challenges in training a VQA is the gradient vanishing, i.e., the partial derivatives of the cost function $\text{Tr}(\rho(\theta)O)$ with respect to its parameters are exponentially small as the system size increases [8,9]. Inspired by the related techniques in classical neural network training, several techniques [10,11,12,13,14,15,16,17,18] have been proposed to efficiently suppress the gradient exponential decay in the noise-free scenario.

However, all these techniques mentioned above ignores the noise effects. Different from classical computers which are usually digital with extremely small error rates, noise effects are inevitable on the analog near-term quantum devices. A recent study points out that the noise effect itself can cause gradient vanishing by concentrating the cost function landscape around a specific value [9]. Such noise-induced gradient vanishing, which is not yet considered in existing gradient vanishing mitigation techniques, will make the training of VQAs extremely difficult and hinder solving practical problems with VQAs [9]. It is crucial to mitigate the noise-induced gradient vanishing in VQA training before we can achieve quantum advantage with VQA.

In this paper, we focus on mitigating the noise-induced gradient vanishing through a key insight that the observables in major VQAs are only active in a small subspace. This property comes from the symmetry in the cost function [19,20,21] and such symmetry is shown to be general in major VQAs for realistic problems [22,23,24]. Some noise effects, when they lead to a measurement result outside the subspace, can be eliminated to reduce the noise effects and the noise-induced gradient vanishing can be mitigated in this process. Besides, we notice that the trivial measurement result (i.e., the measurement with respect to the identity component in the observable) will aggravate the noise-induced gradient vanishing. Thus, the noise-induced gradient vanishing can be alleviated by disabling trivial measurements.

To this end, we propose a new training scheme with two cost functions. The first cost function $C_1$ is the vanilla cost in a subspace while the second function $C_2$ is crafted by making the observables traceless (i.e., the observable without identity component [25]). Such a design can remove a constant dominating term in the observable and amplify the variation with respect to the parameters. Besides, gradient induced by measurement results outside the subspace will be omitted owing to the use of subspace. Theoretically, we prove that the gradient of $C_2$ is augmented exponentially comparing with that of the vanilla cost $C_1$. We also show that the same minimum value can be reached when optimizing the vanilla $C_1$ with the augmented gradient from $C_2$.

We evaluate our training scheme by simulating the noisy VQA training on major VQAs and various tasks. The results show that the magnitudes of the gradients of $C_2$ are $58.4\times$ larger on average compared with that of $C_1$. For combinatorial optimization tasks, with the subspace derived from the symmetries of graph structures, our training scheme can increase the probability of measuring the correct output by $87.7\%$ compared with the conventional setup with the vanilla cost function. For chemistry simulation tasks, with the subspace derived from the particle conservation law, the fidelity of the simulated quantum state is $68.1\%$ larger than that of the conventional setup.

Our major contributions can be summarized as follows:

1. We propose the first training scheme that can counter the unavoidable noise-induced gradient vanishing in VQA training on near-term quantum computers.
2. We design a new cost function of truncated subspace with traceless observables and theoretically prove that the gradients can be augmented exponentially without changing the minimum value found in the optimization.
3. Our experiments show that our new training scheme outperforms conventional gradient descent training with significantly larger gradients, faster convergence, and better VQA results.

1.1 Related Work

VQA can be considered as the quantum analog of the successful neural-network-based classical machine learning methods. It has demonstrated potential applicability in optimization [26,27], classification [28,29], chemistry simulation [30,31], etc.

One of the key challenges in VQA training is the gradient vanishing problem. [8,32] observed that gradients experience an exponential decay with respect to the qubit numbers on deep VQA circuits. [9] further revealed that the gradient barren plateaus can also be induced by local device noises. Empirical studies [13,33] provides numerical evidence of the gradient vanishing phenomenon of VQAs in both noise-free and noisy settings.
Some of the techniques that are proposed for gradient vanishing mitigation in classical neural networks can possibly be migrated to VQA since most VQA circuits have multiple layers with tunable parameters. These techniques include parameter initialization [10], pre-training [11], layer-wise training [12], changing optimizer [13], and variational quantum circuit architecture design [14][15][16][17]. In addition, [18] proposed to employ local observables in the cost function for better VQA trainability. All these works only consider the noise-free gradient vanishing [8][32]. However, the noise effects, which do not exist in classical neural networks, are inevitable in the near term. The techniques mentioned above cannot counter the noise-induced gradient vanishing [9]. In contrast, this paper tackles this problem by suppressing the dominated trivial measurement as well as noise effects outside the active space of the optimization target. The gradient can then be significantly augmented, leading to better VQA trainability.

2 Preliminary

In this section, we introduce necessary backgrounds to help understand the proposed gradient vanishing mitigation techniques.

2.1 Quantum Computing Basics

The basic information processing unit in quantum computing is a qubit. Different from a classical bit which can be either 0 or 1 exclusively, the state of a qubit, usually denoted by $|\psi\rangle$, is a unit vector in a 2-dimensional Hilbert space $\mathcal{H}_2 = \{a|0\rangle + b|1\rangle\}$ where $a, b \in \mathbb{C}$ and $|a|^2 + |b|^2 = 1$. The state space of $n$ qubits is the tensor product of the state spaces of the $n$ qubits, $\otimes^n \mathcal{H}_2 = \mathcal{H}_{2^n}$, a $2^n$-dimensional Hilbert space. Sometimes the exact state is not known but we know it can be in one of a set of pure states $|\psi_i\rangle$ with respective probability $p_i$ and $\sum_i p_i = 1$. We define a density operator $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$ to represent such a mixed state ($\langle \psi |$ is the complex conjugate of $|\psi\rangle$).

There are two major types of operations applied to a quantum system. The first one is the unitary transformation which can be represented as a unitary operator $U$ in the state space where $UU^\dagger = I$ and $I$ is the identity operator. A state vector $|\psi\rangle$ and a density operator $\rho$ will be changed to $U |\psi\rangle$ and $U \rho U^\dagger$, respectively, after a unitary transformation. Measurement can extract information from a quantum system. What can be measured from a quantum system is defined by an observable $O$ which must be a Hermitian operator (a Hermitian operator $H$ is self-adjoint and $H = H^\dagger$). In practice, we can measure the expectation value of an observable $O$ by an observable $\rho$ and it can be calculated by $\langle \psi | O | \psi \rangle$ or $\text{Tr}(\rho O)$ for a state vector $|\psi\rangle$ or density operator $\rho$. One Hermitian operator can be decomposed into an array of weighted Pauli strings, which is defined as follows.

**Definition 2.1** (Pauli representation). The Pauli representation of $2^n$-dimensional Hermitian matrix $H$ is defined as,

$$ H = \sum_{i} \eta_i \sigma_n = \frac{\text{Tr}(H)}{2^n} \sigma_n^0 + \eta \cdot \sigma_n, \text{ where } \sigma_n^0 = I \otimes n, \sigma_n^i \in \{I, \sigma_X, \sigma_Y, \sigma_Z\} \otimes n \setminus \{I \otimes n\}. I$ is the 2-dimensional identity matrix; $\sigma_X, \sigma_Y$ and $\sigma_Z$ are Pauli matrices, $\text{Tr}(H)$ is the trace of $H$. $\sigma_n^i$ is often called Pauli string. $2^n \eta = \text{Tr}(H \sigma_n)$ is often called Pauli coefficient of $H$. A Pauli string together with its Pauli coefficient is referred to as a Pauli term.

**Definition 2.2** (Rank of observable). The rank of an observable $O$ is defined to be the number of non-zero Pauli coefficients in its Pauli representation.

2.2 Variational Quantum Algorithms

Variational quantum algorithm [3] is a leading candidate that can potentially demonstrate the advantage of quantum computing. Variational quantum circuit (VQC) is the core component of variational quantum algorithms. An n-qubit VQC $U_L^n$ consists of L layers, and can be decomposed into a sequence of unitary transformations as $U_L^n = U_L(\theta_L) \circ \cdots \circ U_L(\theta_2) \circ U_L(\theta_1)$, where $U_L(\theta_i)$ is a super operator defined as $U_L(\theta_i)(\rho) = U(\theta_i)\rho U(\theta_i)^\dagger$. And

$$U_i(\theta_i) = \exp\{-i \sum_j (\theta_{ij} H_{ij} + R_{ij})\}. \tag{1}$$

Here $\theta_i = \{\theta_{ij}\}$ are continuous parameters, both $H_{ij}$ and $R_{ij}$ are $2^n$-dimensional Hermitian matrices.

**Definition 2.3** (Local Pauli channel). The Local Pauli Channel $P$ defined on a single-qubit state $\rho$ can be expressed as $P(\rho) = \sum_{i} q_i \sigma_i \rho \sigma_i + (1 - \sum_{i} q_i) \rho$, where $i \in \{X, Y, Z\}$.

In this paper, we consider the noise model based on the local Pauli channel, and the noisy n-qubit VQC model expressed as $\tilde{U}_L^n = U_L(\theta_L) \circ \cdots \circ U_L(\theta_2) \circ U_L(\theta_1)$, where $U_L(\theta_i) = \rho \otimes n \circ U_L(\theta_i)$ is the the unitary operation distorted by noise. We refer to the state outputted by channel $U_L$ as $\rho_L$. Specifically, the final output state of $\tilde{U}_L^n$ is referred to as $\rho_L$. Quantum state $\rho_L$ is also a Hermitian matrix, and its Pauli representation can be expressed as $\rho_L = \frac{1}{2^n} \left( I \otimes n + a_i^i \cdot \sigma_n^i \right)$, where $a_i^i = \text{Tr}(\rho_L \sigma_n^i)$.
The following lemma reveals the effect of the local noisy Pauli channel on the Pauli coefficient of a quantum state.

**Definition 2.4** (Cost function of the local noisy circuit). Given an observable $O$ and its eigendecomposition $O = \sum_i \lambda_i |i\rangle \langle i|$, the cost function $C_0$ is defined as $C_0 = \text{Tr}(\rho_L O) = \sum_i \lambda_i p_i$, where $p_i$ is the probability of $\rho_L$ being in the quantum state $|i\rangle$.

**Proposition 2.1** (Gradient of cost function $C_0$). For any parameter $\theta$ in the variational quantum circuit, we have $\partial_\theta C_0 = g_0^L \cdot w$, where $2^n w$ is the Pauli coefficient of observable $O$, $g_0^L$ is the Pauli coefficient of $\partial_\theta \rho_L$. If without ambiguity, we will use $g^L$ instead of $g_0^L$ for simplicity.

To be convenient, we use a single parameter $q = \max\{1 - 2q_Y - 2q_Z, 1 - 2q_X - 2q_Z, 1 - 2q_X - 2q_Y\}$ to denote the noise strength of a local Pauli channel. We then introduce the gradient vanishing problem of VQA induced by the local Pauli error channel.

**Lemma 2.1** (Gradient vanishing of the Pauli coefficient). Let $\theta_{lm}$ be the $m$-th element of parameter $\theta$, $g^L_{lm}$ be the Pauli coefficient of $\partial_{\theta_{lm}} \rho_L$. Then

$$\|g^L_{lm}\|_\infty \leq \|g^L_{lm}\|_2 \leq \sqrt{2^{n+1} - 2N_{lm}} \|\eta_{lm}\|_\infty q^{L+1},$$

where $2^n \eta_{lm}$ is the Pauli coefficient of $H_{lm}$ defined in Equ. (1) and $N_{lm}$ is the number of non-zero elements of $\eta_{lm}$.

The following lemma reveals the effect of the local noisy Pauli channel on the Pauli coefficient of a quantum state.

**Lemma 2.2** (Noise-induced exponential decay of Pauli coefficient). Let $\alpha^l$ denote the Pauli coefficient of the quantum state $\rho_L$. Then $\|\alpha^l\|_\infty \leq \|\alpha^l\|_2 \leq q^l \sqrt{2^n - 1}$.

### 3 Augmented Gradient in Truncated Subspace

In this section, we will show how to construct a cost function in a truncated subspace. We first define two new cost functions $C_1$ and $C_2$ in a truncated subspace. The $C_1$ cost function will still have a small gradient but it is not singular near its minimum. The $C_2$ cost function will have a large gradient and can be easily optimized with gradient descent since it is singular near its minimum. The $C_2$ cost function will have a large gradient and can be easily optimized with gradient descent since it is singular.

**3.1 Cost Function Definitions**

An observable (Hermitian operator) $O$ can always be decomposed into $O = \sum_{i} \lambda_i |i\rangle \langle i|$. The states in the summation terms span a subspace $S$ in the overall Hilbert space. We first define a cost function $C_1$ in this subspace.

**Definition 3.1** (Cost function of truncated subspace). Given a subspace $S$, an observable $O$ and its eigendecomposition $O = \sum_i \lambda_i |i\rangle \langle i|$, the cost in this subspace is $C_1 = \sum_{i \in S} \lambda_i p_i / \sum_{i \in S} p_i$, where $p_i$ the measured probability of state $|i\rangle$. The denominator is for normalization.

The cost function form in Definition 3.1 is not suitable for gradient analysis. We define an equivalent form of the cost function of truncated space in terms of observables.
Proposition 3.1 (Truncated cost function with observables). A cost function of truncated measurement $C_1 = \frac{\sum_{i \in S} \lambda_i p_i}{\sum_{i \in S} p_i}$ can also be expressed with two observables:

$$C_1 = \frac{\text{Tr}(\rho_L O_1)}{\text{Tr}(\rho_L O_2)},$$

where $O_1 = \sum_{i \in S} \lambda_i |i\rangle \langle i|$, $O_2 = \sum_{i \in S} |i\rangle \langle i|$.  

Proof. Notice that $\text{Tr}(\rho_L O_1) = \sum_{i \in S} \lambda_i p_i$, $\text{Tr}(\rho_L O_1) = \sum_{i \in S} p_i$. $\square$

Example 3.1 (Measurement result truncation). Suppose the observable is $O_1 = 0.8|00\rangle \langle 00| + 0.2|11\rangle \langle 11|$. The quantum state produced by the variational quantum circuit is $\rho = 0.7|00\rangle \langle 00| + 0.26|11\rangle \langle 11| + 0.04|01\rangle \langle 01|$. Measuring this state may give the result ‘01’ with a probability 0.04. We can discard this result since it is not in the subspace defined by $O_1$ and will not contribute to the cost function.

The Pauli representations of $O_1$ and $O_2$ are very useful for gradient analysis. We introduce them in the following:

$$O_1 = \frac{\text{Tr}(O_1)}{2^|S|} \mathbb{1}^\otimes n + w_1 \cdot \sigma_n, O_2 = \frac{\text{Tr}(O_2)}{2^|S|} \mathbb{1}^\otimes n + w_2 \cdot \sigma_n.$$

Similar to the cost function $C_1$, the gradient of cost function $C_1$ decays exponentially as the number of layers increases, as depicted in Proposition 3.2 because $C_1$ will converge to $\frac{\text{Tr}(O_1)}{\text{Tr}(O_2)}$ as the number of layers $L$ increases [9].

Proposition 3.2 (Gradient of $C_1$). $\forall \rho_L$ s.t. $\left| \text{Tr}(O_2 \rho_L) \right| \geq \frac{\text{Tr}(O_2)}{2^|S|}$, the gradient of $C_1$ will decay exponentially w.r.t the circuit depth $L$ as, $\partial_{L \rightarrow \infty} C_1 \leq \sqrt{2^{n+1} - 2h^L} + \lambda_i \| \lambda_i^2 \|_2 N_{\infty} \| \eta_{\infty} \|_\infty$, $h = \max \{ \| w_2^2 \|_2, \| w_2 \|_2, \infty, k_2 = \frac{\text{Tr}(O_2)}{2^{n+1}}, \eta_{\infty}$ and $N_{\infty}$ are previously defined in Lemma 2.2.

Proof. Postponed to Appendix A. $\square$

We observe that gradient vanishing is caused by the first term of the Pauli representation of the observables in the cost function. We quantitatively evaluate this effect in the following proposition.

Proposition 3.3 (Dominating term in the observable). $C_1 = \frac{\text{Tr}(O_1)}{2^{|S|} + a^L \cdot w_1}$

where $a^L$ is the Pauli coefficient of $\rho_L$. As $L \rightarrow \infty$, if $a^L \rightarrow 0$ and $\frac{\partial a^L}{\partial \theta} \rightarrow 0$, then $\partial_{L \rightarrow \infty}$ $C_1 \rightarrow 0$. 

Proof. Postponed to Appendix A. $\square$

The Pauli representations of $O_1$ and $O_2$ have dominated term $\frac{\text{Tr}(O_1)}{2^{|S|}} \mathbb{1}^\otimes n$ and $\frac{\text{Tr}(O_2)}{2^{|S|}} \mathbb{1}^\otimes n$, respectively. These two dominated terms will mask the effect of other Pauli terms, making gradient vanishing quickly. However, by eliminating the dominated term, we can amplify the effect of other Pauli terms and thus mitigate the gradient vanishing. Therefore, we define a new cost function of truncated space with dominated terms eliminated.

Definition 3.2 (Truncated cost function with traceless observables). A cost function of truncated measurement with traceless observables is defined as $C_2 = \frac{\text{Tr}(\rho_L O_1')}{\text{Tr}(\rho_L O_2')}$, where $O_1' = O_1 - \frac{\text{Tr}(O_1)}{2^{|S|}} \mathbb{1}^\otimes n$, $O_2' = O_2 - \frac{\text{Tr}(O_2)}{2^{|S|}} \mathbb{1}^\otimes n$.

3.2 Augmented Gradient

After removing the first term in the Pauli representation of the observable, the new observables $(O_1', O_2')$ become traceless $(\text{Tr}(O_1') = \text{Tr}(O_2') = 0)$. We first give the gradient of this new cost function with traceless observables in the following proposition:

Proposition 3.4 (Gradient of $C_2$). The gradient of truncated cost function with traceless observables is

$$\partial_{\theta} C_2 = \frac{g^L \cdot w_1}{a^L \cdot w_2} - \frac{\text{Tr}(\rho_L O_1')}{\text{Tr}(\rho_L O_2')} \frac{g^L \cdot w_2}{a^L \cdot w_2},$$

where $g^L$ is the Pauli coefficient of $\partial_{\theta} \rho_L$, $a^L$ is the Pauli coefficient of $\rho_L$.

Proof. Postponed to Appendix B. $\square$

Then we compare the gradient of the original cost function $C_1$ and that of the new cost function $C_2$ with traceless observables. In the following theorem, we will show that the gradient of $C_2$ is much larger than that of $C_1$.
Without loss of generality, we assume the minimum eigenvalue in the subspace.

We may not want to directly optimize \( C_2 \) rather than \( C_1 \), which has better properties in practical optimization.

\[ C_2 = \frac{\text{Tr}(O_2)}{\text{Tr}(\rho_k O_2) + \alpha}, \quad \alpha \text{ is an adjustable positive hyper-parameter.} \]

\[ C_2 = \frac{\text{Tr}(O_2) + \beta}{\text{Tr}(\rho_k O_2) + \alpha}, \quad \beta \text{ is an adjustable positive hyper-parameter.} \]

\[ C_2 \] is negative. In the following, we will show that we can use the gradient of \( C_2 \) to optimize \( C_1 \). In the following theorem, we reveal the connection between the minimum value points of \( C_1 \) and \( C_2 \). That is, the minimum value point of \( C_2 \) is also a minimum value point of \( C_1 \).

**Theorem 3.1 (Mitigating gradient vanishing).** Assume \( L_0 \) is the minimal integer s.t. \( q^{L_0} \leq 2^n - 1 \), then for \( L > 2L_0 + 1 \), we have

\[ \frac{\partial}{\partial \theta} C_2 \geq \frac{n}{q^{L_0+1}} |\partial \theta_m C_1| - 1, \quad \text{where} \quad s = \min \left\{ \frac{\text{dim} S}{2n}, k_1, k_2 \right\} \]

\[ k_1 = \frac{\text{Tr}(O_1)}{\text{Tr}(O_2)}, \quad k_2 = \frac{\text{Tr}(O_2)}{\text{Tr}(O_1)}, \quad \eta_m \text{ and } N_i \text{ are previously defined in Lemma 2.2.} \]

**Proof.** Postponed to Appendix B

\[ \frac{\partial}{\partial \theta} C_2 = \frac{\text{Tr}(O_2)}{\text{Tr}(\rho_k O_2) + \alpha}, \quad \alpha \text{ is an adjustable positive hyper-parameter.} \]

We may not want to directly optimize \( C_2 \) due to its singularity but we will show that we can use the gradient of \( C_2 \) to optimize \( C_1 \). In the following theorem, we reveal the connection between the minimum value points of \( C_1 \) and \( C_2 \). That is, the minimum value point of \( C_2 \) is also a minimum value point of \( C_1 \).

**Theorem 3.2 (Optimizing \( C_1 \) with gradient from \( C_2 \)).** Assume the minimum value of \( C_1 \) be the \( C_1^* \). If there is an iterative algorithm \( P \) that optimize \( C_2 \) with a sequence of parameters \( \{\theta_1, \theta_2, \ldots\} \), then \( \forall \epsilon > 0, \exists n_0 \in \mathbb{N}, \) s.t. \( \forall n > n_0, |C_1(\theta_n) - C_1^*| < \epsilon \) where \( \theta_n \) is the parameter at the \( n \)-th iteration of \( P \).

**Proof.** Postponed to Appendix C

Another benefit of optimizing \( C_1 \) rather than \( C_2 \) is that, the optimization process may terminate earlier for the cost function \( C_1 \) because \( C_1 \) has a large minimum value point space:

**Proposition 3.6 (Solution space of \( C_1 \)).** The solution space of problem \( \min_\psi |\psi\rangle _1 \) is of dimension \( 2^n - \text{dim} S + 1 \).

**Proof.** Postponed to Appendix C

Without loss of generality, we assume the minimum eigenvalue in the subspace \( S \) is negative. In the following, we introduce a refined version of \( C_2 \) that has better properties in practical optimization.

**Avoiding singularity of \( C_2 \):** To avoid the singularity of \( C_2 \)'s gradient, we will add a threshold value to the denominator of \( C_2 \) as, \( C_2 = \frac{\text{Tr}(\rho_k O_2)}{\text{Tr}(\rho_k O_2) + \alpha}, \) where \( \alpha \) is an adjustable positive hyper-parameter.

**Penalize \( C_2 \)'s gradient:** To avoid leaving the subspace \( S \), we will add a penalty term to the numerator of \( C_2 \) as, \( C_2 = \frac{\text{Tr}(\rho_k O_2) + \beta}{\text{Tr}(\rho_k O_2) + \alpha}, \) where \( \beta \) is an adjustable positive hyper-parameter.

4 Evaluation

In this section, we evaluate the proposed gradient mitigation scheme over various VQA tasks.

4.1 Experimental Setup

**Benchmarks:** We select six different VQA benchmarks of two major types. The first three benchmarks solve three different combinatorial optimization problems, the graph max-cut problem (MC), the vertex cover problem (VC), and the traveling salesman problem (TSP), using the QAOA algorithm [26]. The second three benchmarks simulate the ground state of three chemical molecules, H\(_2\), LiH, and BeH\(_2\), using the VQE algorithm [30]. Both QAOA and VQE are essentially VQA. The information (numbers of qubits and parameters) of the circuits in these benchmarks are listed in Table 1. We illustrate the graphs of the three combinatorial optimization problems and the molecule configurations (atoms and bond lengths) in the ‘Description’ column.

The symmetry comes from the domain knowledge of the real VQA applications and it is widespread. For VQE application, such symmetry comes from the property of the simulated physical system governed by the physics laws.
For example, suppose we are simulating a chemical system with 2 electrons on 3 orbitals. We will have 3 qubits representing the 3 orbitals and the qubit state 1 means the orbital is occupied by an electron. A subspace S could be span\{\ket{110}, \ket{101}, \ket{011}\} (the space spanned by basis states with two 1’s in the bit string). This is because the number of electrons is preserved in chemical simulation and 1 electron state (e.g., \ket{011}) or 3 electron state (\ket{111}) are not valid states. For QAOA, the symmetry can come from the underlying graph structure of the problem as well as the qubit encoding scheme of the problem. We recommend a good reference “Classical symmetries and qaoa” (https://arxiv.org/abs/2012.04713) which discusses the symmetries for QAOA. We have explained more details in Section 4.1 about how to find the symmetries in the benchmarks.

**Encoding and symmetries:** For VQE tasks, we adopt the commonly used Jordan–Wigner transformation [34] and different basis states represent different numbers of electrons. The symmetries of VQE tasks come from the fact that the number of electrons is conserved in chemical simulation. The subspace is spanned by basis states corresponding to the correct number of electrons simulated. The symmetries of QAOA tasks come from the graph structure. For MC, we use 4 qubits \{q_2, q_3, q_1, q_0\} to represent each graph node, and quantum state \ket{1} (\ket{0}) means this node is selected in the first partition (resp. the second partition). Since it does not matter if the orders of the two partitions are exchanged, we can always assume \(q_0 = 1\). For VC, the encoding scheme is similar to that of MC. We use \(q_2\) to represent the rightmost node, \(q_3\) to represent the uppermost node. Since \(q_2\) and \(q_3\) are nodes of reflection symmetry, we do not need to have both qubits being \(1\) for the VC task. Thus, we can always assume \(q_2 = 0\). For TSP, we use 6 qubits \{q_5, q_4, q_3, q_2, q_1, q_0\} to encode node numbers, i.e., 2 qubits per node. The graph of TSP has a cyclic symmetry, thus we can always assume \(q_1q_0 = \ket{00}\). Our subspaces are derived from these symmetries.

**Gradient estimation:** The eigendecomposition of an observable, which exists but usually not available, is used only in our theoretical analysis. When applying our technique in practice, we can obtain \(\text{Tr}(\rho_i O_1)\) via measurement. \(\text{Tr}(\rho_i O_2)\) can be estimated by accumulating the probability of states satisfying certain symmetries associated with the adopted subspace. Thus, we can compute \(C_1\) or \(C_2\) without eigendecomposition in evaluation. The gradients can then be calculated with the central difference method.

**Metrics:** We evaluate the values of the cost functions and the norms of the gradients during the training procedures to show the effect of our gradient vanishing mitigation technique. For QAOA tasks, we also include the *Success Rate*, which is the probability of obtaining the correct answer in the final measurement. A higher successful rate is more desirable. For VQE tasks, we use *Fidelity* to measure the “closeness” of the ground state found in our VQE training and the true ground state of the target molecule. The fidelity \(F\) of quantum states \(\ket{\psi_1}\) and \(\ket{\psi_2}\) is defined by

\[
F(\ket{\psi_1}, \ket{\psi_2}) = \langle \psi_1 | \psi_2 \rangle^2 \quad \text{and} \quad F(\ket{\psi_1}, \ket{\psi_2}) = 1 \leftrightarrow \ket{\psi_1} = \ket{\psi_2}.
\]

When \(F\) is closer to 1, the state found in VQA is closer to the true ground state.

To understand the quality of the learned parameters, we propose another metric called *Parameter Quality*. For QAOA tasks, the parameter quality refers to the success rate of noise-free simulation using the parameters obtained from noisy training. For VQE tasks, the parameter quality is defined by the average success rate of noise-free simulation using the parameters obtained from noisy models.
Mitigating Noise-Induced Gradient Vanishing in Variational Quantum Algorithm Training

4.2 Results

Augmented gradient: We first compare the norm of the gradients from both $C_1$ and $C_2$. As shown in Figure 2, $C_2$ has a much larger gradient in nature compared with $C_1$ under the same noise level and this result is consistent with Theorem 3.1. The gradient norms of $C_2$ are about 141x, 5.7x, and 2.1x higher on average than that of $C_1$ for QAOA tasks MAXCUT, VC, and TSP, respectively. For VQE tasks, the gradient norms of $C_2$ are about 21.7x, 2462.3x, and 3.7x higher on average than that of $C_1$ for the simulation of $H_2$, LiH, and BeH$_2$, respectively. The singularity of $C_2$ can also be observed since the gradient of $C_2$ can be very large (as discussed in Proposition 3.5).

Overall improvement: We then compare the overall optimization results of using $C_1$ and $C_2$. In general, optimizations using the gradient from $C_2$ can converge to a better minimum. The upper half of Figure 3 shows the optimization results with cost function $C_1$ and $C_2$ on different QAOA tasks. Compared with using the gradient from $C_1$, $C_2$’s gradient increases the success rates significantly as shown in Table 2 from 35.4% to 53.8% for the MC task, and from 15.9% to 47.6% for the VC task, from 22.5% to 37.2% for the TSP task, respectively. The parameter quality of using $C_2$ is also
improved significantly as shown in Table 2: from 44.8% to 91.6% for the MC task, and from 12.03% to 95.7% for the VC task, from 61.6% to 89.7% for the TSP task.

The lower half of Figure 3 shows the optimization results with cost function $C_1$ and $C_2$ on different VQE tasks and it can be observed that using gradients $C_2$ can converge to a better ground state. The final state fidelity improvement of using $C_2$ is shown in Table 2: from 0.21 to 0.45 for the $H_2$ molecule, from 0.398 to 0.857 for the $LiH$ molecule, from 0.168 to 0.208 for the $BeH_2$ molecule. $C_2$ promotes the parameter quality significantly (Table 2), from 0.024 to 0.875 for the $H_2$ molecule, from 0.363 to 0.870 for the $LiH$ molecule, from 0.411 to 0.546 for the $BeH_2$ molecule.

In summary, VQAs with cost function $C_2$ show significant improvement over original VQAs using the vanilla cost $C_1$ and our optimization scheme in Theorem 3.2 is very effective. Sometimes using the gradient from $C_1$ cannot even optimize (e.g., QAOA-VC, VQE-LiH) because the gradient is mainly caused by the noise, and the gradient descent direction is random. However, the gradient from $C_2$ is significantly augmented and is able to point out the correct descent direction. This can help VQA converge faster and mitigate part of the noise effects.

5 Discussion

This paper studies mitigating the noise-induced gradient vanishing in VQA training through a novel training scheme. By identifying and eliminating the dominant term in the Pauli representation of an observable, we construct a new cost function that has significantly larger gradients without changing the minimum found in the gradient descent. The advantages of our training approach are not only proved in theory but also demonstrated in practice. The techniques proposed in this paper can mitigate one major obstacle in VQA training of larger sizes and thus help with a future demonstration of quantum advantage using VQAs. Several future research directions are briefly discussed as follows:

Beyond the cost function: In this paper, we aim to mitigate the noise effects on the gradient and augment the gradient norm significantly through a new cost function $C_2$. A VQA has several components other than the cost function, e.g., ansatz architecture, optimizer algorithm, parameter initialization. It is worth exploring how we can improve these components to reduce the noise-induced gradient vanishing.

More about the subspace: We present a general result on the benefit of using subspace. However, one VQA task may have multiple symmetries, leading to completely different subspace selections. For example, there are two symmetries in the TSP task. One symmetry is the so-called cyclic symmetry as any node can be the starting point. Another symmetry is that the same node encoding cannot be repeated. The subspace selection principles can be investigated to maximize the benefit with respect to the VQA performance.

6 Conclusion

This paper presents a novel training scheme to mitigate the inevitable noise-induced gradient vanishing in VQA training. We show that, by introducing a new cost function with a traceless observable in a truncated subspace, the gradient can be augmented significantly. We also prove that the same minimum value point can be found when optimizing the vanilla cost function with the augmented gradients from the new cost. Experiments show that our new training scheme is applicable to major VQAs with various tasks. The techniques proposed in this paper can alleviate the gradient vanishing obstacle on the road to demonstrating quantum advantages on near-term quantum computers.
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We first prove that the derivative of a quantum state with respect to the parameters in a variational quantum circuit is a Traceless derivative of the quantum state, i.e., \( \text{Tr}(\partial_\theta \rho_L) = 0 \).

\[ \text{Proof.} \text{ Assume } a^L \text{ is the Pauli coefficient of } \rho_L. \text{ Since } \rho_L = \frac{1}{2^n}(1^n + a^L \cdot \sigma_n), \text{ we have} \]

\[ \partial_\theta \rho_L = \frac{1}{2^n} \partial_\theta a^L \cdot \sigma_n. \]

Thus, \( \text{Tr}(\partial_\theta \rho_L) = \text{Tr}(\frac{1}{2^n} \partial_\theta a^L \cdot \sigma_n) = 0 \). \( \square \)

Similar to the original cost function \( C_0 \), the gradient of cost function \( C_1 \) decays exponentially as the number of layers increases, as depicted in Proposition 3.2, because \( C_1 \) will converge to \( \frac{\text{Tr}(O_1)}{\text{Tr}(O_2)} \) as the number of layers \( L \) increases [9].

\[ \text{Proposition 3.2 (Gradient of } C_1, \forall \rho_L \text{ s.t. } |\text{Tr}(O_2 \rho_L)| \geq \frac{\text{Tr}(O_1)}{2^n} |\text{Tr}(O_2)| \text{, the gradient of } C_1 \text{ will decay exponentially with respect to the circuit depth } L:} \]

\[ \partial_{\theta_{lm}} C_1 \leq \sqrt{2^{n+1} - 2h q^{L+1}} \]

where \( h = (\|w_1\|_2^2 + \max_{i \in S} \|w_i\|_2^2) N_{lm} \|\eta_{lm}\|_\infty, \) \( k_2 = \frac{\text{Tr}(O_1)}{2^n}, \eta_{lm} \text{ and } N_{lm} \text{ are previously defined in Lemma 2.2} \).

\[ \text{Proof.} \text{ Let } \theta = \theta_{lm}. \text{ Using Lemma A.1 we have } \partial_\theta \rho_L = \frac{1}{2^n} g^L \cdot \sigma_n, \text{ where } g^L = \frac{\partial a^L}{\partial \theta} \text{ is the Pauli coefficient of } \partial_\theta \rho_L. \text{ Then} \]

\[ \partial_\theta C_1 = \frac{\text{Tr}(O_1 \partial_\theta \rho_L)}{\text{Tr}(O_2 \rho_L)} - \frac{\text{Tr}(O_1 \rho_L)}{\text{Tr}(O_2 \rho_L)} \frac{\text{Tr}(O_2 \partial_\theta \rho_L)}{\text{Tr}(O_2 \rho_L)} \]

\[ = \frac{\text{Tr}((\frac{\text{Tr}(O_1)}{2^n}) 1^n + w_1 \cdot \sigma_n) (\frac{1}{2^n} g^L \cdot \sigma_n)}{\text{Tr}(O_2 \rho_L)} - \frac{\text{Tr}(O_1 \rho_L)}{\text{Tr}(O_2 \rho_L)} \frac{\text{Tr}((\frac{\text{Tr}(O_2)}{2^n}) 1^n + w_2 \cdot \sigma_n) (\frac{1}{2^n} g^L \cdot \sigma_n)}{\text{Tr}(O_2 \rho_L)}. \]
Then, we have

\[
|\partial_0 C_1| \leq \left| \frac{w_1 \cdot g^L}{\text{Tr}(O_2 \rho_L)} \right| + \left| \frac{\text{Tr}(O_1 \rho_L)}{\text{Tr}(O_2 \rho_L)} \frac{w_2 \cdot g^L}{\text{Tr}(O_2 \rho_L)} \right| \\
\leq \frac{1}{k^2} \left| w_1 \cdot g^L \right| + \max_{i \in S} \frac{1}{k^2} \lambda_i \left| w_2 \cdot g^L \right| \\
\leq \frac{1}{k^2} \left\| w_1 \right\|_2 \left\| g^L \right\|_2 + \frac{1}{k^2} \max_{i \in S} \lambda_i \left\| w_2 \right\|_2 \left\| g^L \right\|_2
\]

where \( k = \left| \frac{\text{Tr}(O_2)}{2^n} \right| \). With Lemma 2.1 we have

\[
|\partial_0 C_1| \leq \left( \frac{1}{k^2} \right) \left\| w_1 \right\|_2 + \frac{1}{k^2} \max_{i \in S} \lambda_i \left\| w_2 \right\|_2 \sqrt{2^{n+1} - 2N_m} \| \eta_m \|_\infty q^{L+1}
\]

Let \( h = \left( \frac{\left\| w_1 \right\|_2^2 + \max_{i \in S} \lambda_i \left\| w_2 \right\|_2^2} {k^2} \right) N_m \| \eta_m \|_\infty \). Then we have \( \partial_0 \eta_m C_1 \leq \sqrt{2^{n+1} - 2h} q^{L+1} \).

\[
\square
\]

**Proposition 3.3** (Dominating Term in the Observable).

\[
C_1 = \frac{\text{Tr}(O_1)}{2^n} + a^L \cdot w_1 + a^L \cdot w_2
\]

where \( a^L \) is the Pauli coefficient of \( \rho_L \). If \( a^L \to 0 \) and \( \frac{\partial a^L}{\partial \theta} \to 0 \) as \( L \to \infty \), then

\[
\lim_{L \to \infty} \partial_0 C_1 = 0
\]

**Proof.** \( \text{Tr}(\rho_L O_1) = \text{Tr} \left( \frac{1}{2^n} (\mathbb{1}^n + a^L \cdot \sigma_n) \left( \frac{\text{Tr}(O_1)}{2^n} \mathbb{1}^n + w_1 \cdot \sigma_n \right) \right) = \frac{\text{Tr}(O_1)}{2^n} + a^L \cdot w_1 \). Likewise, \( \text{Tr}(\rho_L O_2) = \frac{\text{Tr}(O_2)}{2^n} + a^L \cdot w_2 \).

We have

\[
C_1 = \frac{\text{Tr}(\rho_L O_1)}{\text{Tr}(\rho_L O_2)} = \frac{\text{Tr}(O_1)}{2^n} + a^L \cdot w_1 + a^L \cdot w_2
\]

where \( a^L \to 0 \) and \( \frac{\partial a^L}{\partial \theta} \to 0 \) as \( L \to \infty \) by Lemma 2.2 and Lemma 2.1. Thus,

\[
\partial_0 C_1 = \frac{\left( \frac{\partial a^L}{\partial \theta} \cdot w_1 \right) (\frac{\text{Tr}(O_1)}{2^n} + a^L \cdot w_2) - \left( \frac{\partial a^L}{\partial \theta} \cdot w_2 \right) (\frac{\text{Tr}(O_1)}{2^n} + a^L \cdot w_1)}{(\frac{\text{Tr}(O_1)}{2^n} + a^L \cdot w_2)^2} \to 0
\]

as \( L \to \infty \).

\[
\square
\]

**B Gradient Vanishing Mitigation by C2**

Observable \( O_1 \) has dominated term \( \frac{\text{Tr}(O_1)}{2^n} \mathbb{1}^n \) which will mask the effect of other Pauli terms, making gradient vanishing quickly. However, by eliminating the dominated term, we can amplify the effect of other Pauli terms and thus mitigate the gradient vanishing.

**Proposition 3.4** (Gradient of \( C_2 \)). The gradient of truncated cost function with traceless observables is

\[
\partial_0 C_2 = \frac{g^L \cdot w_1}{a^L \cdot w_2} - \frac{\text{Tr}(\rho_L O'_1)}{\text{Tr}(\rho_L O'_2)} \frac{g^L \cdot w_2}{a^L \cdot w_2}
\]

where \( g^L \) is the Pauli coefficient of \( \partial_0 \rho_L \), \( a^L \) is the Pauli coefficient of \( \rho_L \).
Proof. With the derivative rule, we can get
\[ \partial \theta C_2 = \frac{\operatorname{Tr}(O_1' \partial \theta \rho_L)}{\operatorname{Tr}(\rho_L O_2')} - \frac{\operatorname{Tr}(\rho_L O_1') \operatorname{Tr}(O_2' \partial \theta \rho_L)}{\operatorname{Tr}(\rho_L O_2')} \]

On the other hand, \( \operatorname{Tr}(O_1' \partial \theta \rho_L) = \operatorname{Tr}((w_1 \cdot \sigma_n) \frac{1}{\sqrt{D}} (g^L \cdot \sigma_n)) = g^L \cdot w_1 \). Likewise, \( \operatorname{Tr}(O_2' \partial \theta \rho_L) = g^L \cdot w_2 \). And \( \operatorname{Tr}(\rho_L O_2') = \operatorname{Tr}((w_2 \cdot \sigma_n) \frac{1}{\sqrt{D}} (\mathbb{1} \otimes \alpha^L \cdot \sigma_n)) = \alpha^L \cdot w_2 \). Substitute these equities into the above derivative expression, we can get the desired gradient expression.

In the following theorem, we will show that the gradient of \( C_2 \) is much larger than that of \( C_1 \).

**Theorem 3.1** (Mitigating Gradient Vanishing). Assume \( L_0 \) is the minimal integer s.t. \( q^{L_0} \sqrt{2^n - 1} \| w_2 \|_2 (1 + \epsilon) \leq \frac{\| \operatorname{Tr}(O_2) \|_F}{2^n} \), then for \( L > 2L_0 + 1 \), we have
\[ |\partial \theta_{t_m} C_2| \geq \frac{s}{q^{L_0} + 1} - 1, \]
where \( s = \min \{ \frac{\epsilon^2 k_1^2}{(1 + \epsilon)^2 \sqrt{2^n - 1}} \| w_2 \|_2^2, \frac{\epsilon^2 k_2^2}{2N_{t_m} \| w_1 \|_2 \| w_2 \|_2} \}, \epsilon \) is an arbitrarily small positive number, \( k_1 = \frac{\| \operatorname{Tr}(O_1) \|_F}{2^n} \), \( k_2 = \frac{\| \operatorname{Tr}(O_2) \|_F}{2^n} \), \( \eta_{t_m} \), and \( N_{t_m} \) are previously defined in Lemma 2.2.

**Proof.** Let \( \theta = \theta_{t_m} \). From Proposition 3.4, we have:
\[ \partial \theta C_2 = \frac{g^L \cdot w_1}{a^L \cdot w_2} - \frac{\operatorname{Tr}(\rho_L O_1') g^L \cdot w_2}{\operatorname{Tr}(\rho_L O_2')} \]
\[ = \frac{g^L \cdot (w_1 (a^L \cdot w_2) - w_2 (a^L \cdot w_1))}{(a^L \cdot w_2)^2} \]
\[ = \frac{g^L \cdot (a^L \cdot (w_1 \times w_2))}{(a^L \cdot w_2)^2} \]

Let \( k_1 = \frac{\| \operatorname{Tr}(O_1) \|_F}{2^n} \), \( k_2 = \frac{\| \operatorname{Tr}(O_2) \|_F}{2^n} \), then
\[ \partial \theta C_1 = \frac{g^L \cdot w_1}{k_2 + a^L \cdot w_2} - \frac{\operatorname{Tr}(\rho_L O_1') g^L \cdot w_2}{\operatorname{Tr}(\rho_L O_2')} \]
\[ = \frac{g^L \cdot (w_1 (k_2 + a^L \cdot w_2) - w_2 (k_1 + a^L \cdot w_1))}{(k_2 + a^L \cdot w_2)^2} \]
\[ = \frac{g^L \cdot (a^L \cdot (w_1 \times w_2))}{(k_2 + a^L \cdot w_2)^2} \]

Let \( h = \max \left\{ \frac{(a^L \cdot w_2)^2}{(k_2 + a^L \cdot w_2)^2}, \frac{g^L \cdot (w_1 k_2 - w_2 k_1)}{(k_2 + a^L \cdot w_2)^2} \right\} \). Then,
\[ |\partial \theta C_1| \leq |\partial \theta C_2| \frac{(a^L \cdot w_2)^2}{(k_2 + a^L \cdot w_2)^2} + \frac{g^L \cdot (w_1 k_2 - w_2 k_1)}{(k_2 + a^L \cdot w_2)^2} \leq h(|\partial \theta C_2| + 1) \]

By Lemma 2.2 we have \( |a^{L_0} \cdot w_2|(1 + \epsilon) \leq q^{L_0} \sqrt{2^n - 1} \| w_2 \|_2 (1 + \epsilon) \leq |k_2| \). In the following, we consider two cases:
Case (1): \((a^L \cdot w_2)^2 > |g^L \cdot (w_1k_2 - w_2k_1)|\). Then
\[
\frac{1}{h} = \frac{(k_2 + a^L \cdot w_2)}{(a^L \cdot w_2)^2} = (1 + \frac{k_2}{a^L \cdot w_2})^2 \\
\geq \left( \left| \frac{k_2}{a^L \cdot w_2} \right| - 1 \right)^2 \geq \left( \frac{|k_2|}{q^2 \sqrt{2^n - 1} ||w_2||_2} - 1 \right)^2 \\
\geq \frac{1}{q^{2L-2L_0}} \left( \frac{|k_2|}{q^{L_0} \sqrt{2^n - 1} ||w_2||_2} - q^{L-L_0} \right)^2 \\
\geq \frac{1}{q^{L+1}} \left( \frac{|k_2|}{q^{L_0} \sqrt{2^n - 1} ||w_2||_2} - q^{L+1} \right)^2
\]

Case (2): \((a^L \cdot w_2)^2 < |g^L \cdot (w_1k_2 - w_2k_1)|\). Then,
\[
\frac{1}{h} = \frac{(k_2 + a^L \cdot w_2)}{|g^L \cdot (w_1k_2 - w_2k_1)|} \geq \frac{|k_2| - |a^L \cdot w_2|}{|g^L \cdot (w_1k_2 - w_2k_1)|} \\
\geq \frac{1}{(1 + \epsilon)^2 |g^L \cdot (w_1k_2 - w_2k_1)|} \geq \frac{c}{(1 + \epsilon)^2 \|w_1k_2 - w_2k_1\|_2} \\
\geq \frac{1}{q^{L+1}} \left( \frac{c}{1 + \epsilon} \right)^2 \|w_1k_2 - w_2k_1\|_2
\]
Let \(s = \min \{ \left( \frac{|k_2|}{q^{L_0} \sqrt{2^n - 1} ||w_2||_2} - q^{L+1} \right)^2, \left( \frac{c}{1 + \epsilon} \right)^2 \|w_1k_2 - w_2k_1\|_2 \} \), then we have
\[
|\partial_0 C_2| + 1 \geq \frac{1}{h} |\partial_0 C_1| = \frac{s}{q^{L+1}} |\partial_0 C_1|
\]

C Surrogate Gradient for C1

However, the cost function \(C_2\) has a major drawback that it is singular around its minimum value point. We show its singularity in Proposition 3.5.

**Proposition 3.5** (Singularity of \(C_2\)). If \(\max_{i \in S} p_i = \sum_{i \in S} p_i = \frac{\text{Tr}(O_2)}{2^n}\), the cost function \(C_2\) is singular and has the following properties:

- The global minimum of \(C_2\) is negative infinity
- The gradient of \(C_2\) will become infinitely large

**Proof.** Let \(g(\rho_{k_1}, O_1, O_2) = C_2 = \frac{\text{Tr}(\rho_{k_1} O_1) - \text{Tr}(\rho_{k_2} O_2)}{\text{Tr}(\rho_{k_1} O_2) - \text{Tr}(\rho_{k_2} O_2)}\), then we can rewrite \(g(\rho_{k_1}, O_1, O_2)\):
\[
g(\rho, O_1, O_2) = \frac{1}{k_{21}} \text{Tr}(\rho_{k_1} k_{21} O_1) - k_2 \frac{\text{Tr}(\rho_{k_2} O_2)}{\text{Tr}(\rho_{k_1} O_2) - k_2}
\]
where \(k_{21} = \frac{k_2}{k_1}\).

To find the minimum of \(g(\rho, O_1, O_2)\), we could adopt a two-dimensional method:
1. For a given constant \(k_2 < m\), \(g_c(m, O_1, O_2) = \min g(\rho, O_1, O_2)\) s.t. \(\sum_{j \in S} p_j = m\).
2. Find \(\min_{m} g_c(m, O_1, O_2)\).

For task (1), the minimum of \(g(\rho, O_1, O_2)\) consists of values \(g_c(m, O_1, O_2) = \frac{1}{k_{21}} \frac{mk_{21}k_2 - k_2}{m - k_2} = \lambda_1 + \frac{(\lambda_1 - k_2)k_2}{m - k_2}\). Since \(\lambda_i < \frac{1}{k_{21}}\), the minimum value of \(g_c\) (task (2)) is negative infinity. And, the gradient of \(g_c\) at point \(m = k_2 + 0_+\) is \(+\infty\).

\[\square\]
We may not want to directly optimize $C_2$ due to its singularity but we will show that we can use the gradient of $C_2$ to optimize $C_1$. In the following theorem, we reveal the connection between the minimum value points of $C_1$ and $C_2$. That is, each minimum values point of $C_2$ is also a minimum value point of $C_1$.

**Theorem 3.2** (Optimizing $C_1$ with gradient from $C_2$). Assume the minimum value of $C_1$ be the $C^*_1$. If there is an iterative algorithm $P$ that optimize $C_2$ with a sequence of parameters $\{\theta_1, \theta_2, \cdots\}$, then $\forall \epsilon > 0, \exists n_0, \text{s.t. } \forall n > n_0, |C_1(\theta_n) - C^*_1| < \epsilon$ where $\theta_n$ is the parameter at the $n$-th iteration of $P$.

**Proof.** Assume $\theta^*_1$ is the minimum point found by $P$ with initial condition $\sum_{i \in S} p_i > \frac{\text{Tr}(O_2)}{2}$. Then, as indicated in the proof of the Proposition 3.5, we have $p_i(\theta^*_1) = \sum_{j \in S} p_j$ and $p_j(\theta^*_1) = 0$ if $j \in S$ and $j \neq i$, where $i = \arg\min_{j \in S} \lambda_j$. Thus, $C_1(\theta^*_1) = C^*_1 = \min_{j \in S} \lambda_j$.

Since $C_1$ is continuous, thus, $\forall \epsilon > 0, \exists \delta > 0, \text{s.t. } |C_1(\theta_n) - C_1(\theta^*_1)| = |C_1(\theta_n) - C^*_1| < \epsilon$ as long as $\|\theta_n - \theta^*_1\| < \delta$. On the other hand, $C_2$ is optimized by $P$ iteratively, thus $\forall \delta > 0$, with the algorithm $P$, exists $n_0$, s.t. $\forall n > n_0, \|\theta_n - \theta^*_1\| < \delta$. This completes the proof.

Another benefit of optimizing $C_1$ rather than $C_2$ is that, the optimization process may terminated earlier cost function $C_1$ because $C_1$ has a large minimum value point space as revealed by Proposition 3.6.

**Proposition 3.6** (Solution space of $C_1$). The solution space of problem $\min_{|\psi\rangle} C_1$ is of dimension $2^n - \dim S + 1$.

**Proof.** We denote the minimum eigenvalue in subspace $S$ by $\lambda^S_{\min}$. Then

$$C_1 = \frac{\sum_{i \in S} p_i \lambda_i}{\sum_{i \in S} p_i} \geq \lambda^S_{\min}$$

Let $i = \arg\min_{j \in S} \lambda_j$. The minimum value of $C_1$ is achieved only when $p_j = 0, \forall j \in S, j \neq i$.

Thus, any solution of the form $\sum_{j \in S} a_j |j\rangle + p_i |i\rangle$ is the minimum point of $C_1$, as long as $p_i > 0$.

Thus, the solution space of problem $\min_{|\psi\rangle} C_1$ is of dimension $2^n - \dim S + 1$. 

\[ \square \]