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A system of chromodynamic fields, which can be treated as classical, is generated at the earliest stage of relativistic heavy-ion collisions. Numerical simulations show that the system is unstable but the nature of the instability is not well understood. We study the problem systematically. In the first paper, we have performed a linear stability analysis of space-time uniform chromoelectric and chromomagnetic fields. There they have been considered the Abelian configurations of single-color potentials linearly depending on coordinates and non-Abelian ones where the fields are generated by the multi-color non-commuting uniform potentials. Here we extend and supplement the analysis. We discuss the parallel chromoelectric and chromomagnetic fields which occur simultaneously. We also consider a general non-Abelian configurations of the uniform fields. Finally, we discuss the gauge dependence of our results.

I. INTRODUCTION

Numerical simulations of the earliest phase of relativistic heavy-ion collisions performed in the framework of the Color Glass Condensate (CGC) approach – reviewed at length in the articles \cite{1, 2} – show that the system is unstable \cite{3, 4}, see also \cite{5}. However, as explained in detail in \cite{6}, a character of the instability is not well understood. We plan to study the problem systematically. Since the system under consideration is described in terms of classical fields in the CGC approach used in \cite{3, 4}, we analyze a stability of classical chromodynamic fields.

In the first part of our project \cite{6}, we studied a linear stability of constant and uniform chromomagnetic and chromoelectric fields that occur separately. We considered the Abelian configurations discussed in the past where the fields are due to single-color potentials linearly depending on coordinates. However, we were mostly focused on the non-Abelian configurations where the fields are generated by the multi-color non-commuting constant uniform potentials. In contrast to the Abelian configurations that satisfy the sourceless Yang-Mills equations, the non-Abelian configurations are the solutions of Yang-Mills equations with appropriately chosen four-currents. We derived a complete spectrum of eigenfrequencies of small fluctuations around the background fields that obey the linearized Yang-Mills equations. The spectra of Abelian and non-Abelian configurations are similar but different and they both include unstable modes. We also briefly discussed the relevance of our results for fields that are uniform only in a limited spatial domain.

Here we discuss a system of parallel chromoelectric and chromomagnetic fields as according to the CGC approach such a configuration occurs at the earliest phase of relativistic heavy-ion collisions. In Sec. III we show that the system of such fields, which are constant and uniform, can be generated only by the potential known from the Abelian theory. The non-Abelian configuration is not possible. We perform the stability analysis showing that the system’s dynamics is dominated by the chromoelectric field. The solutions of linearized Yang-Mills equations run away either to plus or minus infinity and in this sense the system is genuinely unstable.

As already mentioned, we studied in \cite{6} a stability of non-Abelian configurations of space-time uniform chromoelectric and chromomagnetic fields. Here we extend the analysis, considering in Sec. IV a whole class of non-Abelian configurations that yield the same field strengths and the same energy density but are still gauge inequivalent, that is, they cannot be changed one into another by means of a gauge transformation \cite{7}. It has been recently conjectured \cite{8}, see also \cite{9}, that such configurations of chromoelectric fields are stable against the quantum Schwinger process of spontaneous production of gluons. However, our linear analysis shows that the configurations of both chromoelectric and chromomagnetic fields are classically unstable.

Since we use the linearized Yang-Mills equations and we fix a gauge condition, one wonders how our results depend on a chosen gauge. In Sec. V we show that, in spite of the linearization the chromodynamic strength tensor transforms covariantly under gauge transformations, and consequently quantities like an energy-momentum tensor, which are obtained from the strength tensor, are gauge invariant. We compute the energy momentum tensor corresponding to solutions of the linearized Yang-Mills equations and we demonstrate that in case of unstable modes the system’s energy density and other components of the energy momentum tensor exponentially grow in time.
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For completeness of our presentation, we introduce in Sec. II the linearized Yang-Mills equations in the background gauge, which were already discussed in [6]. The equations are subsequently used in the stability analyses. We close our study in Sec. III summarizing and concluding our results.

Throughout the paper the indices \(i, j = x, y, z\) and \(\mu, \nu = 0, 1, 2, 3\) label, respectively, the Cartesian spatial coordinates and those of Minkowski space. The signature of the metric tensor is \((+,-,-,-)\). The indices \(a, b = 1, 2, \ldots, N^2 - 1\) numerate color components in the adjoint representation of the SU\((N_c)\) gauge group. However, we mostly use the SU\((2)\) group. We neglect henceforth the prefix ‘chromo’ when referring to chromoelectric or chromomagnetic fields. Since we study chromodynamics only, this should not be confusing.

### II. LINEARIZED CLASSICAL CHROMODYNAMICS

The Yang-Mills equations written in the adjoint representation of the SU\((N_c)\) gauge group are

\[
D^{ab}_\mu F^\mu_{\!ab} = j^\nu_a, \tag{1}
\]

where \(D^a_{\mu} \equiv \partial_\mu \delta^{ab} - gf^{abc} A^c_{\mu}\), \(j^\nu_a\) is the color current and the strength tensor is

\[
F^\mu_{\!ab} = \partial^\mu A^a_{\nu} - \partial^\nu A^a_{\mu} + gf^{abc} A^\mu_{\!bc}. \tag{2}
\]

The electric and magnetic fields are given as

\[
E^i_a = F^0_{\!ai}, \quad B^i_a = \frac{1}{2} \epsilon^{ijk} F^0_{\!kj}, \tag{3}
\]

where \(\epsilon^{ijk}\) is the Levi-Civita fully antisymmetric tensor.

We assume that the potential \(\bar{A}^\mu_a\) solves the Yang-Mills equation \(\bar{A}^\mu_a (t, r) = 0\) and we consider small fluctuations \(a^\mu_a\) around \(\bar{A}^\mu_a\). So, we define the potential

\[
A^\mu_a(t, r) \equiv \bar{A}^\mu_a (t, r) + a^\mu_a(t, r), \tag{4}
\]

such that \(|\bar{A}(t, r)| \gg |a(t, r)|\).

Assuming that the background potential \(\bar{A}^\mu_a\) satisfies the Lorenz gauge condition \(\partial_\mu \bar{A}^a_{\nu} = 0\) while the fluctuation potential \(a^\mu_a\) that of the background gauge

\[
\bar{D}^{ab}_\mu a^\mu_b = 0, \tag{5}
\]

where \(\bar{D}^{ab}_\mu \equiv \partial_\mu \delta^{ab} - gf^{abc} \bar{A}^c_{\mu}\), the Yang-Mills equation linearized in \(a^\mu_a\) can be written as

\[
[g^{\mu\nu} (\bar{D}_\mu \bar{D}_\nu)_{ac} + 2 g f^{abc} \bar{F}^{\mu\nu}_{\!ac}] a^\nu_c = 0. \tag{6}
\]

The background gauge appears particularly convenient for our purposes because different color and space-time components of \(a^\mu_a\) are mixed only through the tensor \(\bar{F}^{\mu\nu}_{\!ac}\) which enters Eq. (6). In case of other gauges, \(e.g.,\) the Lorenz gauge \(\partial_\mu a^\mu_a = 0\), the mixing is more severe. Throughout the stability analysis presented in [6] and here, we use the background gauge that facilitates comparisons of various cases.

### III. PARALLEL ELECTRIC AND MAGNETIC FIELDS

The electric and magnetic fields that are constant uniform and both along the axis \(x\) are generated by the potential known from the Abelian theory, that is

\[
\bar{A}^\mu_a(t, r) = \delta^{a1} (-x E, 0, 0, yB) \tag{7}
\]

where \(r = (x, y, z)\). Our stability analysis is limited to the SU\((2)\) gauge group when \(f^{abc} = \epsilon^{abc}\) with \(a, b = 1, 2, 3\). Using Eqs. (6), one finds that the only non-vanishing elements of the tensor \(\bar{F}^{\mu\nu}_{\!ac}\) corresponding to the potential (7) are \(\bar{F}^{0\nu}_{\!12} = -\bar{F}^{0\nu}_{\!21} = E\) and \(\bar{F}^{2\nu}_{\!12} = -\bar{F}^{2\nu}_{\!21} = B\) that is

\[
E_a(t, r) = \delta^{a1}(E, 0, 0) \quad B_a(t, r) = \delta^{a1}(B, 0, 0). \tag{8}
\]
The potential (7) solves the equations of motion (11) with vanishing current. The nonAbelian terms disappear because there is only one color component. The potential satisfies the Lorenz gauge condition \( \partial_t A^a = 0 \).

We note that the electric and magnetic fields (8) are of the same color. If the potential is chosen, for example, as \( A^a(t, r) = \delta^{a1}(x E, 0, 0, 0) + \delta^{a2}(0, 0, 0, y B) \), then except the uniform electric and magnetic fields of the colors 1 and 2, respectively, there is the non-uniform electric field along the axis \( z \) of color 3 corresponding to \( F_{3z}^a = -q x y E B = -F_3^{0z} \).

When the electric and magnetic fields are studied separately, the uniform electric and magnetic fields can occur not only due to potentials linearly depending on coordinates as in the Abelian theory, but also due to non-linear terms of the strength tensor (22) (23). However, there is no analogous nonAbelian configuration that generates only parallel and uniform electric and magnetic fields. The reason is as follows. The nonAbelian contributions to the electric and magnetic fields in the SU(2) Yang-Mills theory are \( E^a = g e^{abc} A^a_b A^b_b \) and \( B^a = ge^{abc} A^b_A^c \). To get the electric and magnetic fields along the axis \( x \) there must be non-vanishing components of \( A^a_b, A^a_A^b, \) and \( A^A^b_A^c \). The potentials \( A^a_0, A^a_3, \) \( A^a_0, A^a_3, \) must be of different colors and the same holds for \( A^a_0, A^a_3, A^a_0, A^a_3 \). If we choose \( A^a_0, A^a_3, A^a_0, A^a_3, \) we get the nonzero electric and magnetic fields \( E^x \) \( B^x \) but additionally there appear the fields \( E^y \) \( B^y \). If we choose \( A^a_0, A^a_3, A^a_0, A^a_3, \) there are the fields \( E^y \) \( B^y \) also \( E^y, B^y \) and \( B^y \). So, one observes that there is no way to have the parallel electric and magnetic fields and no other fields. We conclude that the potential (7) is the unique configuration with the constant and uniform electric and magnetic fields along the axis \( x \).

Let us now consider a stability of the configuration (7). The linearized Yang-Mills equation (6) is

\[ \square a^a_\mu + 2 ge^{abc} (x E \partial_0 - B_y \partial_z) a^a_\mu - 2 ge^{abc} (E \delta^{a0} a^a_0 + E \delta^{a2} a^a_0 + B \delta^{a3} a^a_0 - B \delta^{a2} a^a_0) + g^2 (E^2 x^2 - B^2 y^2) \epsilon^{a1} \epsilon^{b1} a^a_\mu = 0. \] (9)

Defining the functions

\[ T^\pm = a^0_2 \pm i a^0_3, \quad X^\pm = a^0_2 \pm i a^0_3, \quad Y^\pm = a^0_2 \pm i a^0_3, \quad Z^\pm = a^0_2 \pm i a^0_3, \] (10)

Eq. (10) provides

\[ \square T^+ - 2ig (x E \partial_0 - B_y \partial_z) T^+ + 2ig E X^+ + g^2 (E^2 x^2 - B^2 y^2) T^+ = 0, \] (11)

\[ \square X^+ - 2ig (x E \partial_0 - B_y \partial_z) X^+ + 2ig E T^+ + g^2 (E^2 x^2 - B^2 y^2) X^+ = 0, \] (12)

\[ \square T^- - 2ig (x E \partial_0 - B_y \partial_z) T^- - 2ig E X^- - g^2 (E^2 x^2 - B^2 y^2) T^- = 0, \] (13)

\[ \square X^- + 2ig (x E \partial_0 - B_y \partial_z) X^- - 2ig E T^- - g^2 (E^2 x^2 - B^2 y^2) X^- = 0, \] (14)

\[ \square Y^+ - 2ig (x E \partial_0 - B_y \partial_z) Y^+ + 2ig B Z^+ + g^2 (E^2 x^2 - B^2 y^2) Y^+ = 0, \] (15)

\[ \square Z^+ - 2ig (x E \partial_0 - B_y \partial_z) Z^+ - 2ig B Y^+ + g^2 (E^2 x^2 - B^2 y^2) Z^+ = 0, \] (16)

\[ \square Y^- + 2ig (x E \partial_0 - B_y \partial_z) Y^- - 2ig B Z^- - g^2 (E^2 x^2 - B^2 y^2) Y^- = 0, \] (17)

\[ \square Z^- + 2ig (x E \partial_0 - B_y \partial_z) Z^- + 2ig B Y^- - g^2 (E^2 x^2 - B^2 y^2) Z^- = 0. \] (18)

To diagonalize the equations (11) - (18) we introduce the functions

\[ G^\pm \equiv T^+ \pm X^+, \quad H^\pm \equiv T^- \pm X^-, \quad U^\pm \equiv Y^+ \pm i Z^+, \quad W^\pm \equiv Y^- \pm i Z^-, \] (19)

and assuming that the functions \( a^a_\mu \) depend on \( t, z \) as \( e^{-i(\omega t - k_z z)} \), the equations (11) - (18) yield

\[ \left( - \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega + g E x)^2 + (k_z - g B y)^2 + 2ig E \right) G^+ = 0, \] (20)

\[ \left( - \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega + g E x)^2 + (k_z - g B y)^2 - 2ig E \right) G^- = 0, \] (21)

\[ \left( - \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega - g E x)^2 + (k_z + g B y)^2 + 2ig E \right) H^+ = 0, \] (22)

\[ \left( - \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega - g E x)^2 + (k_z + g B y)^2 - 2ig E \right) H^- = 0, \] (23)

\[ \left( - \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega + g E x)^2 + (k_z - g B y)^2 + 2g B \right) U^+ = 0, \] (24)
\[
\begin{align*}
\left(-\frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega + gEx)^2 + (k_z - gBy)^2 - 2gB\right) U^- &= 0, \\
\left(-\frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega - gEx)^2 + (k_z + gBy)^2 - 2gB\right) W^+ &= 0, \\
\left(-\frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} - (\omega - gEx)^2 + (k_z + gBy)^2 + 2gB\right) W^- &= 0.
\end{align*}
\]

The equations \((20) - (27)\) can be solved by the variable separation method. We solve, for example, the equations \((24)\) and \((25)\). Assuming that
\[
U^\pm(x, y) = U^\pm_E(x) U^\pm_B(y),
\]
one finds two equations
\[
\begin{align*}
&\left[C^\pm_U - \frac{\partial^2}{\partial x^2} - g^2 E^2 \left(\frac{\omega}{gE} + x\right)^2\right] U^\pm_E(x) = 0, \\
&\left[-C^\pm_U + 2gB - \frac{\partial^2}{\partial y^2} + g^2 B^2 \left(\frac{k_z}{gB} - y\right)^2\right] U^\pm_B(y) = 0,
\end{align*}
\]
where \(C^\pm_U\) is the separation constant.

Under the replacements
\[
C^\pm_U \rightarrow 2gB \rightarrow 2mE, \quad gB \rightarrow m\bar{\omega}, \quad \frac{k_z}{gB} \rightarrow y_0,
\]
where \(E\) is the energy of harmonic oscillator and \(\bar{\omega}\) is the frequency of its classical counterpart, the equation \((30)\) coincides with the Schrödinger equation of the harmonic oscillator which can be written as
\[
\left(-2mE + m^2 \bar{\omega}^2 (y_0 - y)^2 - \frac{d^2}{dy^2}\right) \varphi(y) = 0.
\]

Since the oscillator energy is quantized as
\[
E_n = \bar{\omega} \left(n + \frac{1}{2}\right), \quad n = 0, 1, 2, \ldots
\]
the separation constant equals
\[
C^\pm_U = gB(2n + 1) \pm 2gB,
\]
and the solutions are well-known to be
\[
U^\pm_B(y) \sim H_n \left(a(y - y_0)\right) e^{-\frac{1}{2}a^2(y - y_0)^2},
\]
where \(a \equiv \sqrt{gB}, \ y_0 \equiv \frac{k_z}{gB}\) and \(H_n\) is the Hermite polynomial.

Under the replacements
\[
C^\pm_U \rightarrow -2mE, \quad gE \rightarrow m\bar{\omega}, \quad \frac{\omega}{gE} \rightarrow x_0,
\]
the equation \((24)\) coincides with the Schrödinger equation of the inverted harmonic oscillator which can be written as
\[
\left(-2mE - m^2 \bar{\omega}^2 (x_0 - x)^2 - \frac{d^2}{dx^2}\right) \phi(x) = 0.
\]

As discussed in detail in [10], there are no normalizable solutions of the Schrödinger equation of the inverted harmonic oscillator. The solutions run away either to plus or minus infinity and thus the configuration of the constant electric field is genuinely unstable.
IV. NONABELIAN CONFIGURATIONS OF UNIFORM FIELDS

A. Magnetic Field

A non-Abelian configuration of $\vec{A}_a^\mu$ that produces a constant homogeneous magnetic field $\vec{B}_a = \delta^{a1}(B,0,0)$ is

$$\vec{A}_a^\mu = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{\lambda \sqrt{B/g}}{\lambda} \\ 0 & 0 & \frac{1}{\lambda} \sqrt{B/g} & 0 \end{bmatrix},$$

where the Lorenz index $\mu$ numerates the columns and the color index $a$ numerates the rows; $\lambda$ is an arbitrary real number different from zero. In the first paper [6], we studied in detail the special case of the potential (38) with $\lambda = 1$. Here we briefly discuss the general case of arbitrary $\lambda$.

The potential (38), which obviously satisfies the Lorenz gauge condition, does not solve the Yang-Mills equation (40). 

Following [14], we assume that the current, which enters the Yang-Mills equation, equals the left-hand side of Eq. (39). Then, the potential (38) solves the Yang-Mills equations (41).

The equation of motion of the small field

$$\Box a_\mu^a + 2gA(\lambda^{-1}e^{a3b}\partial_y + \lambda e^{a2b}\partial_z)a_\mu^b - g^2 A^2(\lambda^2 e^{a2}\epsilon^{e2b} + \lambda - 2\epsilon^{a3}\epsilon^{b3})a_\mu^b + 2g^2 A^2 e^{a1b}(\delta^{a1}\epsilon a^y - \delta^{a1}\epsilon a^y) = 0,$$

where $A \equiv \sqrt{B/g}$.

Assuming that $a_\mu^a(t,x,y,z) = e^{-i(\omega t - k \cdot r)} a_\mu^a$, where $k = (k_x, k_y, k_z)$ and $r = (x, y, z)$, Eqs. (41) are changed into the following set of algebraic equations

$$\mathcal{M}^{\mu^a}_{\mu} a^a = 0, \quad \mathcal{M}^{\mu^a}_{\mu} a^a = 0, \quad \mathcal{M}^{\mu^a}_{\mu} a^a = 0,$$

where $a^1$ and $a^2$ represent three colors of the corresponding components of the four-vector $a^\mu$. The vector $a^{\tilde{y}}$ is six dimensional; it includes three colors of $a^y$ and $a^{\tilde{y}}$. The matrices $\mathcal{M}^{\mu^a}_{\mu}$ and $\mathcal{M}^{\mu^a}_{\mu}$, which are equal to each other, are $3 \times 3$ and $\mathcal{M}^{\mu^a}_{\mu}$ is $6 \times 6$. The explicit form of the matrices for $\lambda = 1$ is given in [6].

The dispersion equations read

$$\det \mathcal{M}^{\mu^a}_{\mu} = 0, \quad \det \mathcal{M}^{\mu^a}_{\mu} = 0, \quad \det \mathcal{M}^{\mu^a}_{\mu} = 0.$$

In [6] we have found a complete set of analytical solutions of Eqs. (43) for $\lambda = 1$. The solutions of the first two equations are always stable, while there is an unstable solution (that is with positive imaginary part) of the third equation. Since the analysis of the general case of $\lambda \neq 1$ is more complex it is limited here to $k = 0$ which is sufficient to show that the system is unstable.

One finds three solutions of the first two identical equations (43) which are

$$\omega_0^2 = \lambda^2 gB, \quad \omega_+^2 = \frac{1 + \lambda^4}{\lambda^2} gB, \quad \omega_-^2 = \frac{1}{\lambda^2} gB.$$

Since $\omega_0^2$, $\omega_+^2$ and $\omega_-^2$ are real and positive, similar to the special case $\lambda = 1$, there are all stable modes corresponding to these solutions.

The solutions of the third equation (43) read

$$\omega_1^2 = \frac{1 + \lambda^4}{\lambda^2} gB, \quad \omega_2^2 = \frac{1 + \lambda^4 + \sqrt{1 + 14\lambda^4 + \lambda^8}}{2\lambda^2} gB, \quad \omega_3^2 = \frac{1 + \lambda^4 - \sqrt{1 + 14\lambda^4 + \lambda^8}}{2\lambda^2} gB.$$

One checks that $\omega_3^2 < 0$ for $\lambda^2 > 0$. Therefore, as in the special case $\lambda = 1$, there is the unstable mode associated with the overdamped mode.
B. Electric Field

A non-Abelian configuration of $\vec{A}_\mu$, which produces a constant homogeneous electric field along the axis $x$ is

$$\vec{A}_\mu = \begin{bmatrix} 0 & 0 & 0 & 0 \\ \lambda \sqrt{E/g} & 0 & 0 & 0 \\ 0 & \frac{1}{\lambda} \sqrt{E/g} & 0 & 0 \end{bmatrix},$$  \hspace{1cm} \text{(46)}$$

where, as previously, $\lambda$ is an arbitrary real number different from zero. One checks that the potential (46) yields the electric field $\vec{E}_a = \delta^{a1}(-E, 0, 0)$. In our first paper [8], where we studied in detail the special case of the potential (40) with $\lambda = 1$, we incorrectly wrote that the field is of opposite direction that is $\vec{E}_a = \delta^{a1}(E, 0, 0)$. Since the error does not influence our analysis in any way, we also use the potential (40) here to simplify a comparison of the results and to avoid confusion. However, we discuss the general case of arbitrary $\lambda$.

The potential (46), which obviously satisfies the Lorenz gauge condition, does not solve the Yang-Mills equation (1) here to simplify a comparison of the results and to avoid confusion. However, we discuss the general case of arbitrary $\lambda$.

The current (39) provides the gauge invariant

$$j^\mu_a = \left( \frac{1}{\lambda^2} - \lambda^2 \right) g E^3,$$  \hspace{1cm} \text{(48)}$$

and thus the potential configurations (46) of different $(\lambda^{-2} - \lambda^2)$ are gauge inequivalent; even so, the configurations produce the same field strength and the same energy density.

The equation of motion of the small field $a^\mu_a$ (43) is found to be

$$\Box a^\mu_a + 2 g A (\lambda e^{a2b} q_0 + \lambda^{-1} e^{3b} q_0) a^\mu_b + g^2 A^2 (\lambda^2 e^{a2c} e^{2b} - \lambda^{-2} e^{a3c} e^{3b}) a^\mu_a + 2 g^2 A^2 e^{1b} (\delta^{\mu0} a^x_b + \delta^{\mu2} a^y_b) = 0,$$  \hspace{1cm} \text{(49)}$$

where $A \equiv \sqrt{E/g}$.

Assuming that $a^\mu_a(t, x, y, z) = e^{i(\omega t - k \cdot r)} a^\mu_a$, where $k = (k_x, k_y, k_z)$ and $r = (x, y, z)$, Eqs. (49) are changed into the following set of algebraic equations

$$\dot{\hat{M}}^x_E a^x_a = 0, \hspace{1cm} \dot{\hat{M}}^y_E a^y_b = 0, \hspace{1cm} \dot{\hat{M}}^z_E a^z_a = 0.$$  \hspace{1cm} \text{(50)}$$

The second and third equation are identical to each other. In (50), we have found a complete set of analytical solutions of the dispersion equations

$$\det \dot{\hat{M}}^x_E = 0, \hspace{1cm} \det \dot{\hat{M}}^y_E = 0, \hspace{1cm} \det \dot{\hat{M}}^z_E = 0.$$  \hspace{1cm} \text{(51)}$$

for $\lambda = 1$. There are unstable solutions of all three equations. The analysis of the general case of $\lambda \neq 1$ is limited here to $k = 0$, but it still reveals that the system is unstable.

The three solutions of the second and third identical equations (51) are

$$\omega^2 = \frac{1}{2} \left( 2 \lambda^2 + \frac{1}{\lambda^2} + \sqrt{8 + \frac{1}{\lambda^2}} \right) g E, \hspace{1cm} \omega^2 = \frac{1}{2} \lambda g E, \hspace{1cm} \omega^2 = \frac{1}{2} \left( 2 \lambda^2 + \frac{1}{\lambda^2} - \sqrt{8 + \frac{1}{\lambda^2}} \right) g E.$$  \hspace{1cm} \text{(52)}$$

As one observes $\omega^2 < 0$ for $\lambda^2 < 1$ and then there is the unstable mode.

The first equation (51) is effectively cubic in $\omega^2$. There are one real and two complex solutions which can be found using the Cardano formula. The solutions are

$$\omega^2 = u + v - \frac{1}{3} a_2, \hspace{1cm} \omega^2 = \frac{1}{2} (u + v) + \frac{i \sqrt{3}}{2} (u - v) - \frac{1}{3} a_2, \hspace{1cm} \omega^2 = - \frac{1}{2} (u + v) - \frac{i \sqrt{3}}{2} (u - v) - \frac{1}{3} a_2,$$  \hspace{1cm} \text{(53)}$$

with

$$u \equiv \sqrt{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^2}{27}}}, \hspace{1cm} v \equiv \sqrt{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^2}{27}}}.$$  \hspace{1cm} \text{(54)}$$
and
\[ p \equiv -\frac{1 - 7\lambda^4 + \lambda^8}{3\lambda^4} g^2 E^2, \quad q \equiv \frac{2 - 21\lambda^4 + 141\lambda^8 + 2\lambda^{12}}{27\lambda^6} g^3 E^3, \quad a_2 \equiv \frac{2(1 + \lambda^4)}{\lambda^2} g E. \] (55)

One checks that \( \omega_1^2 < 0 \) for \( \lambda^2 > 1 \) and then there is the unstable mode. Since the imaginary parts of \( \omega_2^2 \) and \( \omega_3^2 \) are nonzero there are also unstable modes related to these solutions. So, we conclude that the configuration of electric field generated by the potential (46) is severely unstable.

V. ENERGY-MOMENTUM TENSOR

Solutions of the Yang-Mills equations do not have a direct physical meaning because of their dependence on a chosen gauge. However, there are gauge invariant quantities that are determined by the solutions. The energy-momentum tensor of chromodynamic fields is a particularly important example as it can tell us how system’s energy density and other tensors’ components change in time. In this way we can observe, for example, whether the system evolves toward thermodynamic equilibrium.

As discussed in the review article [11], the energy-momentum tensor of pure Yang-Mills theory, which is gauge invariant, divergenceless, symmetric, and traceless, is
\[ T^{\mu\nu} = 2\text{Tr}[F^{\mu\rho} F_{\rho\nu} + \frac{1}{4} g^{\mu\nu} F^{\sigma\tau} F_{\sigma\tau}] = F^{\mu\rho} F_{\rho\nu} + \frac{1}{4} g^{\mu\nu} F^{\sigma\tau} F_{\sigma\tau}. \] (56)
The expressions after the first and second equality are written in the fundamental and adjoint representation, respectively. Using the formulas (3), the elements of the energy-momentum tensor (56) can be expressed through the electric and magnetic fields. We are particularly interested in the diagonal elements: energy density \( \varepsilon \) and pressures \( p_L \) and \( p_T \), which are given as
\[ \varepsilon \equiv T^{00} = \frac{1}{2} (E_a \cdot E_a + B_a \cdot B_a), \] (57)
\[ p_L \equiv T^{xx} = -E_x^a E_x^a - B_x^a B_x^a + \varepsilon, \] (58)
\[ p_T \equiv T^{yy} = -E_y^a E_y^a - B_y^a B_y^a + \varepsilon. \] (59)

Since we consider the background of electric and magnetic fields along the axis \( x \), the subscripts \( L \) and \( T \) refer this direction.

A. Gauge Dependence

The energy-momentum tensor (56) is gauge invariant because the strength tensor in the fundamental representation transforms under the gauge transformation \( U \) as
\[ F^{\mu\nu} \rightarrow UF^{\mu\nu}U^\dagger. \] (60)

One wonders whether the tensor (56) is still gauge invariant within the linearized chromodynamics where non-linear terms, which contribute to the strength tensor \( F^{\mu\nu} \), are neglected.

The gauge potential, which is the sum of the background and fluctuation potentials, transforms as
\[ A^\mu = \tilde{A}^\mu + a^\mu \rightarrow U \tilde{A}^\mu U^\dagger + U a^\mu U^\dagger + \frac{i}{g} U \partial^\mu U^\dagger, \] (61)
but there is an ambiguity how to transform \( \tilde{A}^\mu \) and \( a^\mu \) separately. However, the background potential \( \tilde{A}^\mu \) should behave as the gauge potential independent of the fluctuation potential \( a^\mu \) which, in particular, can vanish. Therefore, the background potential \( \tilde{A}^\mu \) transforms as a gauge potential, which in turn dictates the transformation of the fluctuation potential \( a^\mu \). Consequently, the transformation is
\[ \tilde{A}^\mu \rightarrow U \tilde{A}^\mu U^\dagger + \frac{i}{g} U \partial^\mu U^\dagger, \quad a^\mu \rightarrow U a^\mu U^\dagger. \] (62)

We note that the transformation (62) is used in the background field method, see e.g. [12].
One observes that the strength tensor corresponding to $A^\mu = \hat{A}^\mu + a^\mu$, which equals
\[ F^{\mu\nu} = \tilde{F}^{\mu\nu} + \partial^\mu a^\nu - \partial^\nu a^\mu - ig[a^\mu, a^\nu] - ig[\tilde{A}^\mu, a^\nu] - ig[a^\mu, \tilde{A}^\nu], \] transforms according to Eq. (60) even when the term quadratic in $a^\mu$ is neglected. The point is that the term $[a^\mu, a^\nu]$ transforms as $[a^\mu, a^\nu] \rightarrow U[a^\mu, a^\nu]U^\dagger$. Consequently, the quantity $\text{Tr}[F^{\mu\lambda}F^{\nu\sigma}]$ and, in particular, the energy-momentum tensor (59) are gauge invariant under the transformation (62).

B. Energy density and pressures of stable and unstable modes

We consider here, as an example, the energy density (57) and pressures (58), (59) corresponding to the two modes of the potential fluctuating around the Abelian configuration of uniform and constant magnetic field $B$ along the axis $x$ which were studied in (3) and denoted as $U^{\pm}$. The mode $U^+$ is always stable, while the mode $U^-$ is the well-known Nielsen-Olesen instability [13] for $k_x^2 < gB$ and $n = 0$. Otherwise, the mode $U^-$ is stable.

The modes are found in terms of the functions $U^{\pm}$ but the energy-momentum tensor (56) is expressed through the gauge potential. So, we have to reconstruct the potential. Keeping in mind the definitions (61) and (64), one finds
\[ U^+ = a^y_2 + ia^y_3 + ia^x_2 - a^x_3, \] (64)
\[ U^- = a^y_2 + ia^y_3 - ia^x_2 + a^x_3. \] (65)

Demanding that $U^+ = W^+ = 0$ for the mode $U^+$ and that $U^- = W^- = 0$ for the mode $U^-$, one finds the gauge potentials
\[ A^\mu_a = \begin{bmatrix} 0 & 0 & 0 & yB \\ 0 & 0 & f & -if \\ 0 & -if & f & 0 \end{bmatrix}, \quad A^\mu_b = \begin{bmatrix} 0 & 0 & 0 & yB \\ 0 & 0 & f & if \\ 0 & if & f & 0 \end{bmatrix}, \] (66)
which correspond to the mode $U^+$ or $U^-$. The function $f$ equals $h(y)e^{-i(\omega t - k_x x - k_z z)}$ for the stable mode $U^+$ and $h(y)e^{i(\gamma t + k_x x + k_z z)}$ for unstable mode $U^-$. The parameters $\omega, \gamma$ are real. The function $h(y)$ will be defined below. We note that the columns in Eq. (66) correspond to Cartesian components of the fields while the rows to the color components.

Keeping in mind that only real parts of the potentials (66) have a physical meaning, the electric and magnetic fields associated with the $U^+$ and $U^-$ modes are, respectively
\[ E_a = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -\partial^y f^R & -\partial^y f^I & \partial^y f^I \\ 0 & -\partial^y f^I & \partial^y f^I & 0 \end{bmatrix}, \quad B_a = \begin{bmatrix} 0 & 0 & 0 & 0 \\ \partial^x f^R + \partial^x f^I + g_y B f^I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \] (67)
\[ E_a = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & -\partial^y f^R & -\partial^y f^I & \partial^y f^I \\ 0 & -\partial^y f^I & \partial^y f^I & 0 \end{bmatrix}, \quad B_a = \begin{bmatrix} 0 & 0 & 0 & 0 \\ -\partial^x f^R + \partial^x f^I + g_y B f^I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \] (68)
where $f^R \equiv \Re f$ and $f^I \equiv \Im f$. The terms quadratic in $f$ are neglected in Eqs. (67) and (68).

The energy density, longitudinal and transverse pressures associated with the mode $U^+$ are
\[ \varepsilon = \frac{1}{2} B^2 + (\partial^y f^R)^2 + (\partial^y f^I)^2 + (\partial^x f^R)^2 + (\partial^x f^I)^2 + \frac{1}{2} (-\partial^y f^I + \partial^y f^R - g_y B f^I)^2 \\ + \frac{1}{2} (\partial^x f^I - \partial^x f^R + g_y B f^R)^2, \] (69)
\[ p_L = -B^2 - (-\partial^y f^I + \partial^x f^I)^2 + (\partial^y f^R + \partial^x f^R + g_y B f^I)^2 + \varepsilon, \] (70)
\[ p_T = -(-\partial^y f^R)^2 - (\partial^y f^I)^2 - (\partial^x f^R)^2 + (\partial^x f^I)^2 + \varepsilon, \] (71)
and those of the mode $U^-$ read
\[ \varepsilon = \frac{1}{2} B^2 + (\partial^y f^R)^2 + (\partial^y f^I)^2 + (\partial^x f^R)^2 + (\partial^x f^I)^2 + \frac{1}{2} (-\partial^y f^I + \partial^y f^R - g_y B f^I)^2 \\ + \frac{1}{2} (\partial^x f^I - \partial^x f^R + g_y B f^R)^2, \] (72)
\[ p_L = -B^2 - (\partial^y f^I + \partial^x f^I)^2 - (\partial^y f^R + \partial^x f^R + g_y B f^I)^2 + \varepsilon, \] (73)
\[ p_T = -(-\partial^y f^R)^2 - (\partial^y f^I)^2 - (\partial^x f^R)^2 + (\partial^x f^I)^2 + \varepsilon. \] (74)
We note that all the terms, which enter the electric and magnetic fields (67) and (68), are kept here to have gauge invariant expressions.

Further on, we consider the lowest energy modes \( U^{\pm} \) when \( h(y) = \delta e^{-gB y^2} \) with \( \delta \) being the fluctuation’s amplitude of the dimension of mass which is small that is \( \delta \ll \sqrt{B} \). For simplicity, we also put \( k_x = k_z = 0 \) and then, \( \gamma^2 = gB \), \( \omega^2 = 3gB \) [6]. The energy density, longitudinal and transverse pressures of the stable mode are

\[
\varepsilon = \frac{1}{2} B^2 + gB \delta^2 (3 + 2g^2 B) e^{-gB y^2},
\]

(75)

\[
p_L = -\frac{1}{2} B^2 + gB \delta^2 (3 - 2g^2 B) e^{-gB y^2},
\]

(76)

\[
p_T = \frac{1}{2} B^2 + 2g^2 y^2 B^2 \delta^2 e^{-gB y^2},
\]

(77)

and those of the unstable mode equal

\[
\varepsilon = \frac{1}{2} B^2 + gB \delta^2 e^{-gB y^2} e^{2\sqrt{gB} t},
\]

(78)

\[
p_L = -\frac{1}{2} B^2 + gB \delta^2 e^{-gB y^2} e^{2\sqrt{gB} t},
\]

(79)

\[
p_T = \frac{1}{2} B^2.
\]

(80)

We see that \( \varepsilon, p_L \) and \( p_T \) are time independent for the stable mode but exponentially grow in the case of instability. We also observe that the growing unstable mode tends to reduce the negative value of \( p_L \), which can be interpreted as a beginning of the evolution toward equilibrium.

The expressions (78) – (80) should be treated with caution. One checks that the biggest terms, which are neglected, are of the order \( gB \delta^2 \). Consequently, they are as big as the terms that are kept in \( \varepsilon, p_L, \) and \( p_T \). If we consistently neglect the terms of the order \( gB \delta^2 \), the energy density and longitudinal pressure of the stable and unstable modes are determined solely by the background potential. We note that the term \( gB y^2 e^{-gB y^2} \) is always smaller or equal to \( 1/e \).

VI. SUMMARY, CONCLUSIONS AND OUTLOOK

We have discussed the system of classical electric and magnetic fields that are parallel to each other, constant and uniform. Such a system can be generated only by the single-color potential linearly depending on coordinates which is well known in the Abelian theory. In contrast to the electric or magnetic fields, which occur separately, there is no nonAbelian configuration where the fields are generated by the multi-color non-commuting constant uniform potentials. We have performed a linear stability analysis of the system of parallel electric and magnetic fields, showing that the system’s dynamics is dominated by the electric field. The solutions of linearized Yang-Mills equations run away either to plus or minus infinity, which makes the system unstable.

There is a whole class of nonAbelian potentials of both electric and magnetic fields that correspond to the same field strength and energy density but are still gauge inequivalent. We have shown that all these field configurations are unstable in the long wavelength limit.

We have discussed the gauge dependence of our results and we have shown that in spite of the linearization the chromodynamic strength tensor transforms covariantly under gauge transformations. Therefore, the energy-momentum tensor, which is obtained from the strength tensor, is gauge invariant. We have demonstrated that the tensor corresponding to the unstable Nielsen-Olesen mode exponentially grows in time starting an evolution toward equilibrium.

With the present paper we close our discussion of constant and uniform chromodynamic fields. The next steps are field configurations that are more relevant for relativistic heavy-ion collisions. We are going to perform a stability analysis of the background fields, which are invariant under Lorentz boosts in one direction, with fluctuations that break the Lorenz invariance. This is the configuration where the instability was found in [3, 4].
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