1 Introduction

Deep neural networks (DNNs) have exhibited significant success in various tasks, and the interpretability of DNNs has received increasing attention in recent years. Quantifying the interaction between input variables of the DNN provides a new perspective to explain the signal processing encoded in a DNN [1, 11, 8, 10, 6, 5, 12, 13, 7, 4, 3, 19, 17, 15, 14, 2, 18].

Given a DNN, we quantify interactions of different orders between two input variables of the DNN during the inference process. Previous studies have been proposed to measure the interaction based on game theory [4, 3]. Grabisch and Roubens [4] proposed the interaction index to measure different interaction values for all \(2^n\) combinations of \(n\) variables. Dhamdhere et al. [3] extended the study of [4], and proposed the Shapley-Taylor interaction index. Compared with previous studies, we focus on the interaction between two input variables, and disentangle the interaction into interaction components of different orders, which reflect inter-variable effects w.r.t. contexts of different scales.

In this study, we define interaction components of different orders between two input variables based on game theory. Given a DNN with \(n\) input variables, each input variable can be viewed as a player. In this way, we use \(N = \{1, 2, 3, \cdots, n\}\) to represent the set of all players (indices of all input variables). Let \(v\) denote the output of the DNN, which can be considered as a game function. The function \(v\) maps a set of players to a scalar value, i.e. \(v : 2^N \rightarrow \mathbb{R}\), where \(2^N\) denotes all possible subsets of players in the set \(N\). Let \(\phi(i)\) denote the contribution of the player \(i\) to the game, which can be computed as the Shapley value of the player \(i\). The Shapley value is widely regarded as a unique unbiased estimation of the contribution that satisfies the linearity, dummy, symmetry, and efficiency properties [16].

The overall interaction \(I(i, j)\) between the player \(i\) and the player \(j\) is defined as the change of \(\phi(i)\) when the player \(j\) is absent w.r.t. the case when the player \(j\) is present, i.e. \(I(i, j) = \phi_{w/\, j}(i) - \phi_{w/j}(i)\). If \(I(i, j) > 0\), then we consider players \(i\) and \(j\) have a positive effect. Accordingly, if \(I(i, j) < 0\), then we consider players \(i\) and \(j\) have a negative effect.

More specifically, we explicitly decompose \(I(i, j)\) into 0-order, 1-order, \(\cdots\), \((n-2)\)-order interaction components, i.e. \(I(i, j) = \frac{1}{n-1} \sum_{m=0}^{n-2} I^{(m)}(i, j)\), in order to measure the scale of inference patterns encoded in the DNN. Here, the order \(m\) indicates the scale of the context involved in the computation of interactions between pixels \(i\) and \(j\). For example, given a human face, we consider players \(i\) and \(j\) as two eyes on this face. Besides, we regard other \(m\) players, which are included on the face as the context. The interaction between two eyes depends on such a context of the face, which is measured as \(I^{(m)}(i, j)\). Without the face context, there is supposed not to contain such\footnote{Contribute equally to this paper.}
interaction. Therefore, the order \( n \) reflects the scale of inference patterns that are encoded in the DNN.

Contributions of this study can be summarized as follows. (1) In this study, we define and quantify interaction components of different orders. (2) We further prove that interaction components of different orders satisfy several desirable properties.

2 Algorithm

2.1 Shapley values

Given a game with multiple players, each player is supposed to obtain a high reward. Some players may form a coalition to pursue a high reward. Considering the contribution of each player to the coalition is different, each player should be assigned with different rewards. Let \( N \) denote the set of all players, and \( 2^N \) indicate all potential subsets of \( N \). For each subset of players \( S \), a game \( v : 2^N \to \mathbb{R} \) denotes a scalar reward obtained by \( S \). The Shapley value \( \phi_v(i) \) of the player \( i \) represents the numerical contribution of this player to the game \( v \), which is defined by \( [9] \).

\[
\phi_v(i|N) = \sum_{S \subseteq N \setminus \{i\}} \frac{(n-s-1)!s!}{n!} \Delta_S v(S), \quad \Delta_S v(S) \xrightarrow{\text{def}} v(S \cup \{i\}) - v(S),
\]

where \( |S| = s \) and \( |N| = n \). Weber \( [16] \) have proven that the Shapley value is a unique unbiased method to fairly allocate overall reward to each player with four properties. For simplicity, we use \( \phi(i|N) \) by ignoring the superscript of \( \phi_v(i|N) \) in the following manuscript without causing ambiguity.

- **Linearity property**: If two independent games can be merged into one game, then the Shapley value of the new game also can be merged, i.e. \( \forall S \subseteq N, \phi_v(i|N) = \phi_v(i|N) + \phi_w(i|N); \forall c \in \mathbb{R}, \phi_{c \cdot v}(i|N) = c \cdot \phi_v(i|N) \).

- **Dummy property**: The dummy player \( i \) is defined as a player satisfying \( \forall S \subseteq N \setminus \{i\}, v(S \cup \{i\}) = v(S) + v(\{i\}) \), which indicates that the player \( i \) has no interactions with other players in \( N \), \( \phi(i|N) = v(\{i\}) - v(\emptyset) \).

- **Symmetry property**: If \( \forall S \subseteq N \setminus \{i\}, v(S \cup \{i\}) = v(S \cup \{j\}) \), then \( \phi(i|N) = \phi(j|N) \).

- **Efficiency property**: Overall reward can be assigned to all players, \( \sum_{i \in N} \phi(i|N) = v(N) - v(\emptyset) \).

2.2 The interaction index \( \mathcal{I}_v(S) \) [4] and its extension [19]

Grabisch and Roubens [4] firstly proposed the interaction index \( \mathcal{I}_v(S) \). Given a game \( v \), and a set of all players \( N \). For a subset of players \( S \subseteq N \), if players in \( S \) cooperate to form a coalition for a high reward, then this coalition can be considered as a new singleton, which is represented using brackets, \( [S] \). In this way, the game \( v \) can be considered to have \((n - s + 1)\) players, and one of them is the singleton \( [S] \). \( \mathcal{I}_v(S) \) quantifies the marginal reward of \( S \), which removes all marginal rewards from all potential subsets of \( S \).

\[
\mathcal{I}_v(S) = \sum_{T \subseteq N \setminus S} \frac{(n - t - s)! t!}{(n - s + 1)!} \Delta_S v(T), \quad \Delta_S v(T) \xrightarrow{\text{def}} \sum_{L \subseteq S} (-1)^{t-s} v(L \cup T).
\]

The physical meaning of the interaction index \( \mathcal{I}_v(S) \) is described by following recursive properties.

- **Recursive property 1**: Let \( \mathcal{I}(S|N) \) denote the interaction index that is computed with the set of players \( N \). Then \( \forall S \subseteq N, s > 1, \mathcal{I}(S|N) = \mathcal{I}([S]|N \setminus S \cup \{[S]\}) - \sum_{K \subseteq S,K \neq \emptyset} \mathcal{I}(K|N \setminus S \cup K) \).

The recursive property 1 indicates that \( \mathcal{I}_v(S) \) contains marginal reward of \( S \), and removes all marginal reward of subsets of \( S \). For example, let \( S = \{a, b, c\} \), then \( \mathcal{I}_v(S) \) contains the marginal reward obtained by \( \{a, b, c\} \), and removes marginal rewards obtained by \( \{a, b\}, \{a, c\}, \{b, c\}, \{a\}, \{b\}, \) and \( \{c\} \).

- **Recursive property 2**: The interaction index in \( S \) is equal to the interaction among players \( S \setminus \{i\} \) with the presence of the player \( i \) minus the interaction among players \( S \setminus \{i\} \) with the absence of the player \( i \), where \( i \) is an arbitrary player inside \( S \). I.e. \( \forall i \in S, \mathcal{I}(S|N) = \mathcal{I}_{v,i}(S \setminus \{i\}|N \setminus \{i\}) \).
The Shapley-Taylor interaction index is computed by averaging all potential orderings. For simplicity, we use $\mathcal{I}(S)$ by ignoring the superscript of $\mathcal{I}_v(S)$ in the following manuscript without causing ambiguity.

- **Linearity property:** If $\forall S \subseteq N$, rewards of games $u$, $v$, and $w$ satisfy $u(S) = v(S) + w(S)$, then $\mathcal{I}_v(S) = \mathcal{I}_v(S) + \mathcal{I}_w(S); \forall c \in \mathbb{R}, \mathcal{I}_v(S) = c \cdot \mathcal{I}_u(S)$.

- **Dummy property:** If the player $i$ is a dummy player, then $\mathcal{I}(S \cup \{i\}) = 0$.

- **Symmetry property:** If $\forall S \subseteq N$ and $i \neq j$, there is $v(S \cup \{i\}) = v(S \cup \{j\})$, then $\mathcal{I}(S \cup \{i\}) = \mathcal{I}(S \cup \{j\})$.

Moreover, Zhang et al. [9] proposed $B([S])$ to measure the overall interaction among players in $S$.

$$B([S]) = \phi([S]\{N \setminus S \cup \{i\}\} - \sum_{i \in S} \phi(i)N \setminus S \cup \{i\} = \sum_{S' \subseteq S, s' > 1} \mathcal{I}(S'). \tag{3}$$

In this way, the interaction $B([S])$ contains $2^s - s - 1$ potential interaction indices inside $S$, where positive and negative interaction indices can counteract each other. Thus, $B'[([S])]$ is used to reflect the significance of interactions among players inside $S$.

$$B'([S]) = \sum_{S' \subseteq S, s' > 1} |\mathcal{I}(S')| = \sum_{S' \subseteq S, s' > 1, \mathcal{I}(S') > 0} \mathcal{I}(S') - \sum_{S' \subseteq S, s' > 1, \mathcal{I}(S') < 0} \mathcal{I}(S'). \tag{4}$$

Zhang et al. [9] proposed an efficient-yet-approximate method to estimate $B'([S])$. Compared with the interaction index, $B'([S])$ provides a more global view to understand the game.

### 2.3 The Shapley-Taylor interaction index $\mathcal{I}_v^{(k)}(S)$ [3]

Dhamdhere et al. [3] proposed the Shapley-Taylor index, which attributed the model’s prediction to interactions among subsets of features up to the size $k$. Specifically, the Shapley-Taylor interaction index is equal to the Taylor Series of the multilinear extension of the set-theoretic behavior of the model. For a fixed ordering $\pi = (i_1, i_2, \ldots, i_n)$ and a set of features $S$, the Shapley-Taylor indices $\mathcal{I}_v^{(k)}(S|\pi)$ is defined as follows.

$$\mathcal{I}_v^{(k)}(S|\pi) = \begin{cases} \Delta_S v(\emptyset), & \text{if } s < k, \\ \Delta_S v(\pi^S), & \text{if } s = k \end{cases} \tag{5}$$

The Shapley-Taylor interaction index is computed by averaging all potential ordering $\pi$, as follows.

$$\mathcal{I}_v^{(k)}(S) = \mathbb{E}_\pi(\mathcal{I}_v^{(k)}(S|\pi)) \tag{6}$$

Dhamdhere et al. [3] have proven that the Shapley-Taylor interaction index satisfies following properties. For simplicity, we use $\mathcal{I}(S)$ by ignoring the superscript of $\mathcal{I}_v^{(k)}(S)$ in the following manuscript without causing ambiguity.

- **Linearity property:** If $\forall S \subseteq N$, three games $u$, $v$, and $w$ satisfy $u(S) = v(S) + w(S)$, then $\mathcal{I}_v^{(k)}(S) = \mathcal{I}_v^{(k)}(S) + \mathcal{I}_w^{(k)}(S)$, and $\mathcal{I}_v^{(k)}(S) = c \cdot \mathcal{I}_w^{(k)}(S)$, where $c$ is a scalar value.

- **Dummy property:** If the player $i$ is a dummy player, then $\mathcal{I}(S \cup \{i\}) = 0$.

- **Symmetry property:** If $\forall S \subseteq N \setminus \{i, j\}$ and $i \neq j$, there is $v(S \cup \{i\}) = v(S \cup \{j\})$, then $\mathcal{I}(i) = \mathcal{I}(j)$.

- **Efficiency property:** The overall reward can be allocated to each potential $S$ with size up to $k$. I.e. $\forall v, \sum_{S \subseteq N, s \leq k} \mathcal{I}(S) = v(N) - v(\emptyset)$.
Interactions between two players:

- Dummy property: A player $i \in N$ is considered as a dummy player if $\forall S \subseteq N \setminus \{i\}, v(S \cup \{i\}) = v(S) + v(\{i\})$. Thus, the player $i$ has no interactions with other players, i.e. $\phi^{(m)}(i|N) = v(\{i\}) - v(\emptyset)$.

- Linearity property: If two games $v$ and $w$ can be combined into a single game, their Shapley values can be added, i.e. $\forall i \in N, \phi^{(m)}_v(i|N) = \phi^{(m)}_w(i|N) + \phi^{(m)}_c(i|N)$, and $\phi^{(m)}_c(S) = c \cdot \phi^{(m)}_c(S)$, where $c$ is a scalar value.

- Symmetry property: Given two players $i, j \in N$, if these two players have same interactions with all other players $\forall S \subseteq N \setminus \{i, j\}$, $v(S \cup \{i\}) = v(S \cup \{j\})$, then $\phi^{(m)}(i|N) = \phi^{(m)}(j|N)$.

Interactions between two players: Given two players $i$ and $j$, if these two players always participate in the game together or always do not participate in the game together, we can roughly consider these two players cooperate with each other, and form a singleton player $I_{ij}$, $S_{ij} = \{i, j\}$. Thus, this game can be considered to have $(n - 1)$ players, $N_{ij} = N \setminus \{i, j\} \cup \{S_{ij}\}$. If the player $j$ never participates in the game, then the player $i$ is considered to work individually. Similarly, if the player $i$ is absent in the game, then the player $j$ is also considered to work individually. In this way, the interaction between players $i$ and $j$, $I(i, j)$, is defined as the contribution of $S_{ij}$, when players $i$ and $j$ cooperate with each other w.r.t. the sum of $\phi(i|N \setminus \{j\})$ and $\phi(j|N \setminus \{i\})$, when they work individually [19], as follows.

$$I(i, j) = \phi([S_{ij}]|N_{ij}) - [\phi(i|N \setminus \{j\}) + \phi(j|N \setminus \{i\})] = \sum_{T \subseteq N \setminus \{i, j\}} \frac{(n - t - 2)!t!}{(n - 1)!} \Delta_{ij} v(T),$$

where $\Delta_{ij} v(S) \triangleq v(S \cup \{i, j\}) - v(S \cup \{i\}) - v(S \cup \{j\}) + v(S)$. Eqn. (8) is essentially equivalent to Eqn. (2), when we consider $S$ in Eqn. (2) as $S_{ij}$. If $I(i, j) > 0$, then players $i$ and $j$ cooperate with each other for a higher contribution, i.e. the interaction is positive. If $I(i, j) < 0$, then the interaction between players $i$ and $j$ leads to a lower contribution, i.e. the interaction is negative.

Interaction components of different orders: In this study, we find that the overall interaction $I(i, j)$ can be decomposed into interaction components of different orders $m$, i.e. $I(i, j) = \frac{1}{n-1} \sum^{n-2}_{m=0} I^{(m)}(i, j)$. Here, we use $m$ to measure the scale of contexts. $I^{(m)}(i, j)$ reflects the average interactions between players $i$ and $j$ among all contexts with $m$ players. For example, in the object classification, each pixel of the input image can be considered as a player. The union of $S \subseteq N$ and $\{i, j\}$ can be regarded as an inference pattern. For example, we can consider a human face as an inference pattern. Let players $i$ and $j$ represent two eyes on this face, and other $m$ players on the face represent an inference pattern. In this way, the interaction between two eyes depends on the context of the face, which is measured as $I^{(m)}(i, j)$.

In particular, when $m$ is small, $I^{(m)}(i, j)$ measures the interaction from inference patterns consisting of very few pixels without knowing the global structures of the object. Whereas, when $m$ is large,
Thus, the interaction component $I^{(m)}(i, j)$ corresponds to the interaction from inference patterns computed with relatively rich contextual information, which usually encode global structures of the object. $I^{(m)}(i, j)$ is defined as

\[
I^{(m)}(i, j) = \phi^{(m)}([S_{ij}]|N_{ij}) - \left[ \phi^{(m)}(i|N \setminus \{j\}) + \phi^{(m)}(j|N \setminus \{i\}) \right]
\]

(9)

where $\Delta_{ij}v(S) \overset{\text{def}}{=} v(S \cup \{i, j\}) - v(S \cup \{i\}) - v(S \cup \{j\}) + v(S)$, and Eqn.(9) represents the additional contribution brought by $i$ and $j$ in the context $S$ with $m$ players. In addition, we have proven that for $m \in \{0, \ldots, n - 1\}$, $I^{(m)}(i, j)$ has following properties.

- **Linearity property**: If the game $u$ satisfies $u(S) = w(S) + v(S)$, where $v$ and $w$ are another two games. Then, for all $i, j \in N$, $I_{u}^{(m)}(i, j)$ can be decomposed into $I_{w}^{(m)}(i, j) = I_{w}^{(m)}(i, j) + I_{v}^{(m)}(i, j)$, and $I_{w}^{(m)}(i, j) = c \cdot I_{v}^{(m)}(i, j)$, where $c$ is a scalar value.

- **Dummy property**: The dummy player $i \in N$ satisfies $\forall S \subseteq N, v(S \cup \{i\}) = v(S) + v(\{i\})$. It means that the player $i$ has no interactions with other players, i.e. $\forall j \in N, I^{(m)}(i, j) = 0$.

- **Symmetry property**: If players $i, j \in N$ have same interactions with other players $\forall S \subseteq N \setminus \{i, j\}$, then their contributions have same dependence on different contexts, $\forall k \in N \setminus \{i, j\}, I^{(m)}(i, k) = I^{(m)}(j, k)$.

- **Marginal contribution property**: if $\forall i, j \in N, i \neq j, \phi^{(m+1)}(i|N) - \phi^{(m)}(i|N) = \mathbb{E}_{j \in N \setminus \{i\}} I^{(m)}(i, j)$.

- **Accumulation property**: The contribution of $i \in N$ with contexts of $m$ players can be decomposed into interactions dependent on less than $m$ players, $\phi^{(m)}(i|N) = \mathbb{E}_{j \in N \setminus \{i\}} [\sum_{k=0}^{m-1} I^{(k)}(i, j)] + \phi^{(0)}(i|N)$.

- **Recursive property**: $\phi^{(n-1)}(i|N) - \phi^{(0)}(i|N) = \mathbb{E}_{j \in N \setminus \{i\}} [\sum_{m=0}^{n-2} I^{(m)}(i, j)] = I(N \setminus \{i\}, i) = \sum_{j \in N \setminus \{i\}} I(i, j)$.

- **Efficiency property**: The overall reward of the game can be decomposed into interactions of different orders, i.e. $v(N) - v(\emptyset) = \sum_{i \in N} \phi^{(0)}(i|N) + \sum_{i \in N} \sum_{j \in N \setminus \{i\}} \sum_{k=0}^{n-2} \frac{1}{n(n-1)} I^{(k)}(i, j)$.

**Purified interaction components of different orders**: Note that $I^{(m)}(i, j)$ includes the average interaction benefit from 0-order contexts to $(n - 2)$-order contexts. For example, given a specific context $\{a, b\}$, $I^{(2)}(i, j)$ includes marginal interaction benefits from coalitions $\{i, j\}, \{i, j, a\}, \{i, j, b\}$ and $\{i, j, a, b\}$, i.e. $I^{(2)}(i, j)$ reflects a mixture of interactions of different orders. In order to purify the definition of interactions, we propose $J^{(m)}(i, j)$ to exclusively represent the interaction benefit from contexts with exactly $m$ players. Specifically, $R_I(i, j)$ quantifies interaction benefits from the inference pattern of $T \cup \{i, j\}$, which can be computed as follows.

\[
R_I(i, j) = \sum_{T \subseteq T} (-1)^{|T| - 1} \Delta_{ij}v(S)
\]

(10)

Thus, the interaction component $I^{(m)}(i, j)$ can be represented as follows.

\[
I^{(m)}(i, j) = \mathbb{E}_{S \subseteq N \setminus \{i, j\}, s = m} [\sum_{T \subseteq S} R_I(i, j)]
\]

(11)

Similar to Eqn.(11), we define $J^{(m)}(i, j)$ to exclusively measure interactions of the inference pattern with players $i, j$ and other $m$ players as

\[
J^{(m)}(i, j) = \mathbb{E}_{T \subseteq N \setminus \{i, j\}, t = m} [R_T(i, j)]
\]

(12)

Hence, $J^{(m)}(i, j)$ can be computed recursively as follows.

\[
I^{(m)}(i, j) = \sum_{0 \leq p \leq m} \binom{p}{m} \cdot J^{(p)}(i, j) \Rightarrow J^{(m)}(i, j) = I^{(m)}(i, j) - \sum_{p=0}^{m-1} \binom{p}{m} \cdot J^{(p)}(i, j)
\]

(13)
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