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Network coding allows to exploit spatial diversity naturally present in mobile wireless networks and can be seen as an example of cooperative communication at the link layer and above. Such promising technique needs to rely on a suitable physical layer in order to achieve its best performance. In this paper, we present an opportunistic packet scheduling method based on physical layer considerations. We extend channel adaptation proposed for the broadcast phase of asymmetric two-way bidirectional relaying to a generic number $M$ of sinks and apply it to a network context. The method consists of adapting the information rate for each receiving node according to its channel status and independently of the other nodes. In this way, a higher network throughput can be achieved at the expense of a slightly higher complexity at the transmitter. This configuration allows to perform rate adaptation while fully preserving the benefits of channel and network coding. We carry out an information theoretical analysis of such approach and of that typically used in network coding. Numerical results based on nonbinary LDPC codes confirm the effectiveness of our approach with respect to previously proposed opportunistic scheduling techniques.

1. Introduction

Intensive work has been devoted to the field of network coding (NC) since the new class of problems called “network information flow” was introduced in the paper of Ahlswede et al. [1], in which the coding rate region of a single source multicast communication across a multihop network was determined and it was shown how message mixing at intermediate nodes (routers) allows to achieve such capacity. Linear network coding consists of linearly combining packets at intermediate nodes and, among other advantages [2], allows to increase the overall network throughput. In [3], NC is seen as an extension of the channel coding approach introduced by Shannon in [4] to the higher layers of the open systems interconnection (OSI) model of network architecture. Important theoretical results have been produced in the context of NC such as the min-cut max-flow theorem [5], through which an upper bound to network capacity can be determined, or the technique of random linear network coding [6, 7] that achieves the packet-level capacity for both single unicast and single multicast connections in both wired and wireless networks [3]. Practical implementations of systems where network coding is adopted have also been proposed, such as CodeCast in [8] and COPE in [9].

The implementation proposed in [9] is based on the idea of “opportunistic wireless network coding”. In such scheme at each hop, the source chooses packets to be combined together so that each of the sinks knows all but one of the packets. Considering the problem in a wireless multihop scenario, each of the potential receivers will experiment different channel conditions due to fading and different path losses. At this point, a scheduling problem arises: which packets must be combined and transmitted? Several solutions to this scheduling problem have been proposed up to now. In [10], a solution based on information theoretical considerations is described, that consists of combining and transmitting, with a fixed rate, packets belonging only to nodes with highest channel capacities. The number of such nodes is chosen so as to maximize system throughput. In [11], the solution [10] has been adapted to a more practical scenario with given modulations and finite packet loss probabilities. In both cases network coding and channel
coding are treated separately. However, as pointed out in the paper by Effros et al. [12], such approach is not optimal in real scenarios. In [13, 14], a joint network and channel coding approach has been adopted to improve transmissions in the two-way relay channel (TWRC) in which two nodes communicate with the help of a relay. One of the main ideas used in these works is that of applying network coding after channel encoding. This introduces a new degree of flexibility in channel adaptation, which leads to a decrease in the packet error rate of both receivers.

Up to our knowledge, this approach has been applied only to the two-way relay channel. In the present paper, we extend the basic idea of inverting channel and network coding to a network context. While in the TWRC the relay broadcasts combinations of messages received by the two nodes willing to communicate, in our setup the relay can have stored packets during previous transmissions by other nodes, which is typical in a multihop network, and transmit them to a set of M sinks. As a matter of fact, in a wireless multihop network more than just two nodes (sinks) are likely to overhear a given transmission. Due to the different channel conditions, a per-sink channel adaptation is done in order to enhance link reliability and decrease frequent retransmissions which can congest parts of the network, especially when ARQ mechanisms are used [9].

In particular, packet \( w_i \) of length \( K \) is considered as a buffer by the transmitting node (source node). At each transmission, a part of the buffer, containing \( K' \) bits, is included in a new packet of total length \( N \) that contains \( N - K' \) bits of redundancy. Network Coding combination takes place on such packets. The value of \( K' \), which determines the amount of redundancy to be introduced in each combined packet (i.e., the code rate), is chosen by the source node considering the physical channel between source node and sink \( i \). Given a set of channel code rates \( \{ r_1, \ldots, r_j \} \), we propose that the code rate in channel \( i \) be the one that maximizes the **effective throughput** on link \( i \) defined as

\[
\text{th}_i = r_i \left( 1 - p_{pl_i}(r_k) \right),
\]

where \( p_{pl_i}(r_k) \) is the current probability of packet loss on channel \( i \) when using rate \( r_k \).

In present paper, we carry out an information theoretical analysis and comparison for the proposed method and the method in [10], which maximizes overall throughput in a system where opportunistic network coding is used, showing how the first one noticeably enhances system throughput. Moreover, we evaluate the performance of the two methods in a real system using capacity-approaching nonbinary low-density parity-check (LDPC) codes at various rates (in [13, 14] parallel concatenated convolutional codes (PCCC) have been adopted for channel coding). Numerical results confirm those obtained analytically. Finally, we consider some issues regarding how modifications at physical level affect network coding from a network perspective.

The paper is organized as follows. In Section 2, the system model is described. In Section 3, we propose a benchmark system with equal rate link adaptation. Section 4 contains the description of our proposed opportunistic adaptive transmission for network coding. In Section 5, we carry out the comparison between the two methods by comparing the cumulative density functions of the throughput and the ergodic achievable rates. Section 6 contains the description of the simulation setup and the numerical results. In Section 7, we consider some scheduling and implementation issues at network level that arise from applying the proposed adaptive transmission method, and finally in Section 8, we draw the conclusions about the results obtained in this paper, and we suggest possible future work to be carried out.

2. **System Model**

2.1. **Network Level.** Let us consider a mobile wireless multi-hop network such as the one depicted in Figure 1. We denote by \( \mathbb{F}_q \) the finite field (Galois field) of order \( q = 2^l \). Each packet is an element in \( \mathbb{F}_q^d \); that is, it is a \( K \)-dimensional vector with components in \( \mathbb{F}_q \). We say that a node \( n_i \) is the **generator** of a packet \( p_i \) if the packet \( p_i \) originated in \( n_i \). We say that a node is the **source node** during a transmission slot if it is the node which is transmitting. We call sink node the receiving node during a given transmission slot and destination node the node to which a given packet is addressed. We will refer to generators’ packets as **native packets**. Each node stores overheard packets. Native and overheard packets are transmitted to neighbor nodes. For ease of exposition and without loss of generality we assume that a collision-free time division multiple access is in place. The number of hops needed to transmit a packet from generator to destination node depends on the relative position of the two nodes in the network. In Figure 1, two generator-destination pairs are shown (G1–D1, G2–D2). Thin dashed lines in the figure represent wireless connectivity between nodes and thick lines represent packet transmissions. G1 has a packet to deliver to D1 and G2 has a packet to deliver to node D2. In the first time slot, generator G1 and G2 broadcast their packets \( p_1 \) and \( p_2 \), respectively, (thick red dash-dotted line). In the second time slot, node 6 acts as a source node broadcasting packet \( p_2 \) (thick green dotted line) received in previous slot. Note that in this case node 6 is a source node but not a generator node. Finally, in the third time slot, node 5 broadcasts the linear combination in a finite field of packets \( p_1 \) and \( p_2 \) (indicated in Figure 1 with \( p_1 + p_2 \)). Destination nodes D1 and D2 can, respectively, obtain packets \( p_1 \) and \( p_2 \) from \( p_1 + p_2 \) using their knowledge about packets \( p_2 \) and \( p_1 \) overheard during previous transmissions.

In general, using linear network coding we proceed as follows. Each node stores overheared packets, linearly combines them and transmits the combination together with the combination coefficients. As the combination is linear and coefficients are known, a node can decode all packets if and only if it receives a sufficient number of linearly independent combinations of the same packets. At this point, a scheduling solution must be found in order to decide which packets must be combined and transmitted each time. In the paper by Katti et al. [9], a packet scheduling based on the concept of **network group** has been described. Such solution, called opportunistic coding, consists of choosing packets so that each neighbor node knows all but one of the encoded packets.
Figure 1: Mobile wireless multihop network. Two different information flows exist between two generator-destination pairs G1–D1 and G2–D2. Thin dashed lines represent wireless connectivity among nodes while thick lines represent packet transmissions. In the first time slot generator G1 and G2 broadcast their packets $p_1$ and $p_2$, respectively, (thick dash-dotted line). In the second time slot, node 6 broadcasts packet $p_2$ (thick dotted line) received in previous slot. In the third time slot, node 5 broadcasts the linear combination of packets $p_1$ and $p_2$ ($p_1 + p_2$). Destination nodes D1 and D2 can, respectively, obtain packets $p_1$ and $p_2$ from $p_1 + p_2$ using their knowledge about packets $p_2$ and $p_1$ overheard during previous transmissions.

Network groups appear in practical situations in wireless mesh networks and other systems. A classical example is a bidirectional link where two nodes communicate through a relay. More examples can be found in [9]. In the following, we will assume that all transmissions adopt the network group approach; that is, during each transmission slot, the source node chooses the packets to be combined so that each of the sinks knows all but one of the packets. As a matter of fact, if nodes are close one to each other it is highly probable that many of them overhear the same packets. Nevertheless this assumption is not necessary to obtain NC gain or to apply the technique proposed in this paper. In Section 7, we will extend the results to a more general case, in which a node may not know more than one of the source packets.

We assume time is divided into transmission slots. During each transmission slot source node combines together the $M$ packets in $\mathcal{U}$ and broadcasts the resulting packet to sink nodes of the network group. Let us indicate with $u_i$ the packet to be delivered to node $i$. The packet transmitted by the source node is

$$x = \sum_{i=1}^{M} u_i,$$  \hspace{1cm} (2)
where $\sum$ indicates the sum in $\mathbb{F}_q^K$. Let us define packet $x_{ij}$ as follows:

$$x_{ij} = \sum_{i=1, i \neq j}^M u_i$$

(3)

Sink $i$ can obtain $u_i$ by adding $x$ and $x_{ij}$ in $\mathbb{F}_q^K$, where $x_{ij}$ is known according to our assumptions.

Note that in the network in Figure 1 many aspects deserve in-depth study, such as end-to-end scheduling of packet transmissions on multiple access schemes. These aspects are however beyond the scope of this paper, where we focus on maximizing the efficiency of transmissions within a network group.

2.2. Physical Level. Physical links between source and sinks are modeled as frequency-flat, slowly time-variant (block fading) channels. The SNR of sink $i$ during time slot $t$ can be expressed as

$$y_i(t) = \frac{P_{tx}|h_i(t)|^2}{d_{is}^\alpha \sigma^2}$$

(4)

where $P_{tx}$ is the power used by source node during transmission, $h_i(t)$ is a Rayleigh distributed random variable that models the fading, $d_{is}$ is the distance between source and sink $i$, $\alpha$ is the path loss exponent and $\sigma^2$ is the variance of the AWGN at sink nodes. From expression (4) it can be seen that the SNR at a receiver with a given $d_{is}$ is an exponentially distributed random variable with probability density function

$$p(y_i(t)) = \frac{1}{\bar{y}} e^{-y_i(t)/\bar{y}}, \quad \text{for } y_i(t) \geq 0,$$

(5)

where $\bar{y}$ is the mean value of the SNR. We assume that the quantities $y_i(t)d_{is}^\alpha$ at the various sinks are i.i.d. random variables. In the model we are not taking into account shadowing effects.

3. Constant Information Rate Opportunistic Scheduling Solutions

Based on the propagation model in (5), the channel from source to each sink will have a different gain. The difference in link states experienced by the sinks gives rise to the problem of how to choose the broadcast transmission rate. In [10], an interesting solution has been proposed based on information-theoretical capacity considerations. Sink nodes are ordered from 1 to $M$ with increasing SNR. The solution proposed consists of combining and transmitting only packets having as destination the $M - v + 1$ sinks with highest SNR. The transmission rate $R$ chosen by the source node is the lowest capacity in the group of $M - v + 1$ channels. The instantaneous capacity obtained during each transmission is then

$$C_{\text{inst}}^{(v)} = (M - v + 1)\log_2(1 + y(\nu)),$$

(6)

where $y(\nu)$ is the SNR experienced on the $\nu$th worse channel. $\nu$ is chosen so that (6) is maximized. Note that all sinks in the network group receive the same amount of information per packet. In [11], another approach is proposed in which the source node transmits to all nodes in the NG. A practical transmission scheme with finite bit error probability and fixed modulations is described.

3.1. Constant Information Rate Benchmark. Based on [10, 11], we define a constant information rate (CIR) system that will be used as a benchmark to our proposed adaptive system. Let us now define the effective throughput as

$$th = \sum_{i=1}^M (1 - p_{pl}) r_i = (1 - p_{pl})^T r,$$

(7)

where $p_{pl}$ and $r$ are two $M \times 1$ vectors containing, respectively, the packet loss probabilities and the coding rates for the various links, $T$ represents the transpose operator and 1 is an $M$-dimensional vector of all ones. The quantity expressed in (7) measures the average information flow (bits/sec/Hz) from source to sinks. $p_{pl}$ is an $M$-dimensional function that depends on the modulation scheme, coding rate vector $r$ and SNR vector $y$. We assume channel state information (CSI) at both transmitter and receiver (i.e., the source knows vector $y$ containing the SNR of all sinks and node $i$ knows $y_i$).

In the CIR system, the source calculates first the rate of the channel encoder which maximizes the effective throughput.
throughput for each sink (individual effective throughput). Formally, for each sink $i$, we calculate
\[ r_i^* = \arg \max_{r_i} \left( 1 - p_{pl}(y_i, r_i) \right) r_i, \]
where $p_{pl}(y_i, r_i)$ is the packet loss probability on the $i$th link depending on the rate $r_i$. For each rate $r_i^*$, we define $m_k$ as the number of sinks for which
\[ r_i \geq r_i^*. \]
At this point, for each $k$ we calculate the effective throughput, setting $r = r^k 1_k$ where $1_k$ is a $m_k$-dimensional vector of all ones. Finally, we choose $k$ to maximize the effective throughput. Note that with the CIR approach only sinks whose optimal rate is greater or equal than the rate which maximizes the total effective throughput will receive data.

4. Opportunistic Adaptive Transmission for Network Coding

We propose a scheme in which information rate is adapted to each sink’s channel. This can be accomplished by inverting the order of channel coding and network coding at the source. In order to explain our method, let us consider again Figure 2. In the figure, a network group is depicted, in which node 4 accesses the channel as source node (S) and nodes N1, N2 and N3 are the sink nodes.

As mentioned in Section 2, the source is assumed to know the packets in each sink (this can be accomplished with a suitable ACK mechanism such as the one described in [9]). We propose a transmission scheme for a size $M$ Network Group consisting in $M$ variable-rate channel encoders, a $F_q^K$ adder and a modulator as shown in Figure 3. We assume CSI at both ends. The transmission scheme is as follows. Based on the SNR to sink $i$, $y_i$, the source chooses the code rate $r_i = K_i/N$ that maximizes the throughput to sink $i$, $i = 1, \ldots, M$. Overall, the rate vector chosen by the source is the one that maximizes the effective throughput, defined as
\[ r_{opt}(y) = \arg \max_r \left( \sum_{i=1}^{M} \left[ 1 - p_{pl}(y_i, r_i) \right] r_i \right) \]
\[ = \arg \max_r \left( \left[ 1 - p_{pl}(y, r) \right]^T r \right), \]
As previously stated we will assume that a constant energy per channel symbol is used. We will not consider the case of constant energy per information bit as packet combination at source node is done in $F_q^K$ before channel symbol amplification.

As we will see in Section 6, in this paper, we consider nonbinary LDPC codes which have a word error rate characteristic (WER) versus SNR with a high slope. Thus, the packet loss probability is negligible ($\leq 10^{-3}$) beyond a given SNR threshold and rapidly rises below the threshold. The threshold depends on the code rate considered. Under this assumption, (10) can be approximated with
\[ r_{opt}(y) = \arg \max_r \left( \sum_{i=1}^{M} \left[ 1 - p_{pl}(y_i, r_i) \right] r_i \right) \]
\[ = \arg \max_r \left( \left[ 1 - p_{pl}(y, r) \right]^T r \right), \]
where $p_{pl}(y_i, r_i)$ takes value 1 if $y \leq y_{thresh}$ and 0 otherwise, $y_{thresh}$ being a threshold that depends on the rate $r_i$. We will refer to our approach as adaptive information rate (AIR), indicating that the number of information bits per packet received by a given sink is adapted to its channel status. The same approximation regarding $p_{pl}$ will be used for the CIR system.

5. Information Theoretical Analysis

Let us consider a system where opportunistic network coding [9] is used. As described in Section 2, opportunistic Network Coding consists in a source node combining together and transmitting $M$ native packets to $M$ sinks. Each of the sinks knows a priori all but one of the native packets (see Figure 2). Each of the receivers can, then, remove such known packets in order to obtain the unknown one. In the following, we provide an outline of the achievable for the achievable rate of the system, based on the results in [15] for the broadcast channel with side information [16]. In order to study the proposed adaptive transmission method we need to introduce an equivalent theoretical model. We model each of the $M$ packets stored in the source node as an information source. Thus an equivalent model for our system is given by a scheme with a set of $M$ information sources $\{I_S_1, \ldots, I_S_M\}$ all located in the source node, and a set of $M$ sinks $D = \{D_1, \ldots, D_M\}$. Information source $I_S$ produces a message addressed to sink $D_i$ who has side information (perfect knowledge, specifically) about messages produced by sources in the subset $I_S \setminus I_{S_i}$. This models the situation in which each of the sinks knows all but one of the messages transmitted by source node (see Figure 2). Figure 4 depicts the equivalent model. Let us consider the system we described in Section 4. The theoretical idea behind such system is to adapt the information rate of each information source $I_S$ to channel $i$. Each information source $I_S$ chooses a message from a set of $n^R$ different messages. An $M$-dimensional channel code book is randomly created according to a distribution $p(x)$ and revealed to both sender and receiver. The number of
sequences in the channel code book is $2^n \sum_{i=1}^{M} R_i$. Source node produces a set of $M$ messages, one for each information source in it. Given a set of messages, the corresponding channel codeword $X$ is selected and transmitted over the channel. Sink $D_v$ decodes the output $Y_i$ of his channel by fixing $M-v$ dimensions in the channel code book using its side information about the set of information sources $S \setminus S_i$ and applying typical set decoding along dimension $i$. If we impose that for each information source $R_i < I(X'; Y_i') = \log_2 (1 + y_i)$ where $X'$ and $Y_i'$ are, respectively, the input and output of a channel where only transmission to sink $D_v$ takes place, then an achievable rate for the system is the sum of the instantaneous achievable rates of the various links

$$R_{\text{air}} = \sum_{v=1}^{M} \log_2 (1 + y_v). \quad (12)$$

Let us now consider the scheduling solution proposed in [10]. According to this solution, sinks are ordered from 1 to $M$ with increasing channel quality. The $M - v + 1$ information sources aiming to transmit to the $M - v + 1$ sinks with best channels (i.e., sinks $D_v, D_{v+1}, \ldots, D_M$) are selected. Each information source in the source node chooses a message from a set of $2^n R$ elements, where $R$ is chosen so that $R = \log_2 (1 + y_v)$. This means that only sinks whose channels have instantaneous capacity greater than or equal to node $v$ can decode their message. Only information sources that produce messages addressed to these nodes are selected for transmission. An achievable rate for this system can be obtained from (12) by setting to 0 the first $v$ terms in the sum, setting the others equal to $\log_2 (1 + y_v)$ and optimizing with respect to $v$

$$R_{\text{cir}} = \max_v \left\{ (M - v + 1) \log_2 (1 + y_v) \right\}, \quad (13)$$

where $y_{(v)}$ indicates the $v$th worst channel SNR. In order to compare the two approaches, we will consider the probability, or equivalently the percentage of time, during which each of the systems achieves a rate lower than a given value $R$, that is,

$$P\{R_{\text{inst}} < R\} = F_{R_{\text{inst}}} (R), \quad (14)$$

where $F_{R_{\text{inst}}} (R)$ is the cumulative density function of the variable $R_{\text{inst}}$. In the constant information rate system such probability is

$$P\{R_{\text{cir}} < R\} = P\left\{ \max_v \left( (M - v + 1) \log_2 (1 + y_v) \right) < R \right\}. \quad (15)$$
We calculated this expression for a network with a generic number \( M \) of nodes (see Appendix A). Such expression is given by

\[
F_{R_{\text{air}}}(R) = \sum_{j_1=0}^{M-1} \sum_{j_M=1}^{M-j_1} \sum_{j_1=0}^{M-j_2} \cdots \sum_{j_M=0}^{M-j_M} \prod_{m=1}^{M} \alpha_{j_m}^{(M-j_M) \gamma_m} e^{-2(R+y_m)\gamma_m} \prod_{m=1}^{M} e^{-2R\gamma_m},
\]

where

\[
\alpha_j = \alpha_j(R) = e^{R\gamma} (e^{2(R+y_j)\gamma} - e^{-2R\gamma}),
\]

for \( j \neq M \), and

\[
\alpha_M = \alpha_M(R) = e^{R\gamma} (e^{-2R\gamma} - e^{-2R\gamma}),
\]

\( \gamma \) being the mean value of the SNR, assumed to be exponentially distributed.

Let us now consider the cumulative density function for our proposed system (adaptive information rate). By definition we have

\[
P\{R_{\text{air}} < R\} = P\left\{ \sum_{v=1}^M \log_2 (1 + y_v) < R \right\} = P\left\{ C_1 < R \right\} = \int_{-\infty}^{R} f_{c_1}(c) \cdots f_{c_M}(c) dc,
\]

where:

\[
f_{c_v}(c) = \frac{e^{c/R}}{\gamma} \ln(2)^2 e^{-2R\gamma} u(c),
\]

\( u(c) \) being a function that assumes value 0 for \( c < 0 \) and 1 for \( c > 0 \). Expression (19) is difficult to calculate in closed form for the general case. For the low SNR regime we calculated the following expression (see Appendix B):

\[
P\{R_{\text{air}} < R\} = 1 - e^{-R \gamma} \sum_{v=1}^{M} (R \gamma)^{M-1} \frac{1}{v!}.
\]

In Figure 5, expressions (16) and (21) are compared for a Network Group of 5 nodes and an average SNR of \(-10\) dB. The Montecarlo simulation of our system is also plotted for comparison with (21). At higher SNR (see Figure 6), the CDF of AIR system is upper bounded by (16) and loosely lower bounded by the (21) (see Appendix B). A better lower bound is given by (see Appendix B):

\[
F_{R_{\text{air}}}(R) = e^{M\gamma} (e^{-R\gamma} - e^{-2R\gamma})^M.
\]
As for the system with adaptive information rate, we have

\[ \overline{R}_{\text{air}} = E\{R_{\text{air}}\} = E\left( \sum_{i=1}^{M} c_i \right) = ME\{c_i\} = M \frac{e^{1/T}}{\ln 2} \left[ E_1 \left( \frac{1}{\gamma} \right) \right], \]

(24)

where \( E_1(x) \) is the exponential integral defined as

\[ E_1(x) = \int_{1}^{\infty} \frac{e^{-x t}}{t} dt. \]

(25)

In Figure 7, the average achievable rate of the two systems, assuming constant transmitted power, is plotted against the mean SNR for AIR and CIR systems with \( M = 5 \) nodes.

6. Simulation Setup and Results

In this section, we describe the implementation of the proposed scheme using nonbinary LDPC codes and soft decoding.

6.1. Notation. During each transmission slot the source node combines together the packets in \( \mathcal{U} \) (see Section 4) and broadcasts the resulting packet to sink nodes of the network group. In this paper, we used the DaVinci codes, that is, the nonbinary LDPC codes from the DaVinci project [17]. For such codes the order of the Galois field is \( q = 64 = 2^6 \), that is, each GF symbol corresponds to 6 bits. We denote the elements of the finite field by \( \mathbb{F}_q = \{0, 1, \ldots, q-1\} \), where 0 is the additive identity.

\( \mathbf{u}_i \in \mathbb{F}^{K_i}_q \) denotes the message of user \( i \), of length \( K_i \) symbols, that is, 6\( K_i \) bits. \( \mathbf{c}_i \in \mathbb{F}^N_q \) is the codeword of user \( i \), of length \( N = 480 \) symbols, that is, 6 \( \cdot \) 480 = 2880 bits, constant for all users.

6.2. V-ectors. A codeword \( \mathbf{c} \) contains \( N \) code symbols. At the receiver, the demapper provides the decoder with an LLR-vector (log-likelihood ratio) of dimension \( q \) for each code.

The ergodic achievable rate of the two systems can now be calculated. For the constant information rate system, we have

\[ \overline{R}_{\text{cir}} = E\{R_{\text{cir}}\} = \int_{-\infty}^{\infty} c \frac{dF_{R_{\text{cir}}} (c)}{dc} dc, \]

(23)

where \( F_{R_{\text{cir}}} (c) \) is given by (16).

Figure 5: Comparison between cumulative density functions in the system with constant information rate (CIR), adaptive information rate (AIR) and Montecarlo simulation of AIR. For each value of \( R \), the constant rate system has a probability not to achieve a rate equal or greater that \( R \) which is higher with respect to our system. Equivalently, our system will be transmitting at a rate higher than \( R \) for a greater percentage of time.

Figure 6: Comparison between cumulative density functions of the two systems with \( M = 5 \) nodes and SNR = 5 dB. We can see how for the 40% of time the rate of AIR system will be above 8 bits/s/Hz while CIR system achievable rate will be above 5.2 bits/s/Hz. At high SNR the (21) is a loose upper bound for the (19). A tighter lower bound is given by 22 which is also plotted.

Figure 7: Ergodic achievable rate for AIR and CIR systems for a Network Coding group with \( M = 5 \) nodes. The high values of the rates are due to NC gain. We see how AIR system gains about 2 bits/sec/Hz in all the considered SNR range.
symbol, that is, for each codeword, the demapper has to compute $q \cdot N$ real values.

The LLR-vector corresponding to code symbol $n$ is defined as $L = (L_0, L_1, \ldots, L_{q-1})$, with

$$L_k \triangleq \ln \frac{P[c_n = k \mid y]}{P[c_n = 0 \mid y]} \quad (26)$$

For 64-QAM and a channel code defined over $\mathbb{F}_{64}$, this simplifies to (see e.g., [18])

$$L_k = \frac{1}{N_0} \left( |y_n - h_n \mu(0)|^2 - |y_n - h_n \mu(k)|^2 \right), \quad (27)$$

where $\mu : \mathbb{F}_q \to \mathbb{X}$ is the mapping function, which maps a code symbol to a QAM constellation point, the noise is $\text{CN}(0, N_0)$ distributed and $h_n$ is the channel coefficient.

6.3. Network Decoding for LLR-Vectors. We want to compute the LLR-vector of user $i$, having received $y_n = h_n \mu(c_n) + w_n$, $c = \sum_{j=1}^U c_j$ is the sum (defined in $\mathbb{F}_q$) of all codewords.

We assume that user $i$ knows the sum of all other codewords

$$c_i = \sum_{j=1, j \neq i}^U c_j \quad (28)$$

Then the LLR-vector of user $i$ for code symbol $n$ is

$$L^{(i)}_k = \ln \frac{P[c_{i,n} = k \mid y_{i,n}, c_{j,n}, j \neq i] \cdot \prod_{j \neq i} P[c_{j,n} = 0 \mid y_{j,n}]}{P[c_{i,n} = 0 \mid y_{i,n}]} = \ln \frac{P[c_n = k \mid y_n] \cdot \prod_{j \neq i} P[c_n = 0 \mid y_n]}{P[c_n = 0 \mid y_n]}$$

$$= \ln \frac{P[c_n = k \mid y_n] \cdot \prod_{j \neq i} P[c_n = 0 \mid y_n]}{P[c_n = 0 \mid y_n]} = L_k + c_{i,n} - L_{c_{i,n}}. \quad (29)$$

The sum in the indices is defined in $\mathbb{F}_q$. In Figure 8 the block scheme of the $i$th receiver is illustrated.

Note that in our scheme, we have inverted the order of network and channel coding, while doing soft decoding at the receiver. This approach has the important advantage of allowing rate adaptation while fully preserving the advantages of channel and network coding.

The network coding stage is transparent to the channel coding scheme; that is, the channel seen by the channel decoder is equivalent to the channel without network coding. This is the reason why no specific design of the channel code is required for the proposed scheme.

6.4. Rate Adaptation. For 64-QAM with the DaVinci codes of length $N = 480$ code symbols and rates $R_c \in \{1/2, 2/3, 3/4, 5/6\}$, we obtain the following word error rate (WER) curves.

For a target WER of $10^{-3}$, this leads to the SNR thresholds of Table 1.

![Figure 8: Receiver scheme for node i. The demapper provides the decoder with L vectors relative to received symbols. Network decoder uses knowledge of symbol $c_i$, to calculate $L^{(i)}$ vector, that is, the L vector of $c_i$.](image)

![Figure 9: Word error rate (WER) for nonbinary LDPC codes at various rates. The high slopes of the curves allow to define thresholds for the various rates, such that a very low word error rate ($<10^{-3}$) is achieved above the threshold, while it rapidly increases before such thresholds.](image)

6.5. Simulation Results. In the following, the channel is block Rayleigh fading with average SNR $\gamma$. For $M = 5$ users, sum rates for the proposed system and for the benchmark system are depicted in Figure 10.

Next, we consider two users, where the first one has average SNR $\gamma_1$ and the second one $\gamma_2 = 0.1 \gamma_1$, that is, 10 dB less. The resulting rates are depicted in Figure 11.

As before, the error rate is very low in both cases (the adaptation is designed such that $P_w < .001$, and this is fulfilled.)

7. Implementation

In this section, we discuss some issues arising by the application of our proposed scheme. In particular we discuss a generalization of network groups, in order to apply our method to a real system, the effects of packet fragmentation due to the use of different code rates and the implications our method has on system fairness.

7.1. Generalized Network Group. In Section 2, we assumed that, at each transmission, the source combines so that each of the sinks knows all but one of the packets. This assumption can be relaxed, leading to a more general case which makes our scheme usable in most situations arising in practice.
Table 1: In the table the information packet length \( K \) and the coding rate \( R_c \) are indicated for each SNR threshold. Note that for each threshold we have: \( K/R_c = 480 \), that is, all encoded packets have the same length.

| \( K \)  | 0  | 240 | 320 | 360 | 400 | 480 |
|---------|----|-----|-----|-----|-----|-----|
| \( R_c \) (dB) | 0  | 1/2 | 2/3 | 3/4 | 5/6 | 1   |
| SNR (dB) | \(-\infty\) | 11  | 14.4 | 15.9 | 17.5 | 27  |

Let us consider a generalized network group of size \( M \). The source has a set of packets \( U_S \) while sink \( j \) has a set of packets \( U_j \) lacking one or more packets in \( U_S \). Let us now define the set \( U_{nij}^* \) as

\[
U_{nij}^* = U_1 \cap \cdots \cap U_{j-1} \cap U_j^c \cap U_{j+1} \cap \cdots \cap U_M,
\]

where \( U_j^c \) denotes the complement of \( U_j \). In other words, \( U_{nij}^* \) represents all packets which are common to all sinks but sink \( j \). The source transmits to node \( j \) one of the packets in the set \( U_S \cap U_{nij}^* \) (i.e., all packets in \( U_{nij}^* \) which are known to the source node). Thus, if we indicate with \( |U| \) the cardinality of set \( U \), the sink \( j \) will need \( |U_S \cap U_{nij}^*| \) linearly independent (in GF(\( q \)) packets in order to decode all the \( |U_S \cap U_{nij}^*| \) original native packets [19]. Such l.i. packets can be obtained from the same source node or from other nodes in the network which previously stored the packets. With such scheme a total of \( \max_j(|U_j^c|) \) transmission phases are needed for all the sinks to know all the packets. As a special case, if \( |U_S \cap U_{nij}^*| = 1 \) for all \( j \), we have the NG considered in Section 2.

In order to understand how to proceed when more than one packet is unknown at one or more sinks, define an \( M \)-dimensional vector space associated to the source packet set \( U_S \). A canonical basis for this space is defined as \( e_i = [10 \cdots 0] \cdots e_M = [0 \cdots 01] \). The transmitted packet is a linear combination of this basis, \( x = a_1 e_1 + \cdots + a_M e_M \).

The sets of missing packets in sink \( i \), \( U_i^c \), define a \( |U_i^c| \)-dimensional space. In the concept of network group described in Section 2, the transmitted packet is obtained as \( x = e_1 + \cdots + e_M \), which is linearly independent from the subspace spanned by the packets owned by sinks \( 1 \cdots M \). As a result, the packets contained in each sink together with \( x \) span the whole space \( I_S \), therefore all packets can be decoded.

In a more general case, where more than one packet is unknown by one or more sinks, we need to transmit a number of packets that, along with the subspaces spanned by the packets of sinks \( 1 \cdots M \), span the whole \( U_S \). Transmitting \( \max_j(|U_j^c|) \) linear combinations of packets is sufficient to achieve this goal.
According to the definition of event $A$ time slot on size $N$ level.
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packet, which could make the formation of network coding
groups more difficult. Let us now consider the case in which a
given node $i$ requests a fragment $f_i$ of a given native packet $u_i$. 
In this case, nodes belonging to its NC group do not need to
know the whole native packet. It is sufficient that the portion
they know of native packet $u_i$ include fragment $f_i$.
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transmission rate for packet $u_i$ during a packet slot must be
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Fairness Improvement. Shadowed users in a network would
probably experience a high packet loss rate. The CIR
approach penalizes those nodes, as their channels will have
a low capacity. By adapting the rate to each of the nodes’
channel conditions we can guarantee that users which expe-
rience shadowing for a long time (e.g., because of big urban
barriers) are not totally excluded from the communication.
This is likely to increase fairness and decrease delay in the
system.

These are some side effects at network level of our pro-
posed method. The global behavior of a network in terms of
aggregated throughput, reliability, delay, and fairness where
such transmission scheme is used need to be quantified by
means of analytical/numerical methods, and is beyond the
scope of this paper.
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only a part of the buffer $u$ is sent over the channel during a
time slot on size $N$ coded packet. In the following, we discuss
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level.
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channel conditions we can guarantee that users which expe-
rience shadowing for a long time (e.g., because of big urban
barriers) are not totally excluded from the communication.
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These are some side effects at network level of our pro-
posed method. The global behavior of a network in terms of
aggregated throughput, reliability, delay, and fairness where
such transmission scheme is used need to be quantified by
means of analytical/numerical methods, and is beyond the
scope of this paper.

8. Conclusion

In this paper we proposed a new approach for rate adaptation
in opportunistic scheduling. Such approach applies channel
adaptation techniques originally proposed for asymmetric
TWRC communication to a network context. After system
model definition at both packet level (network group) and
physical level (channel statistics), we described previously
proposed methods for transmission scheduling in NC. We
carried out a comparison between our method (adaptive
information rate) and the scheduling method typically
used in nc (constant information rate) from a information
theoretical point of view. We obtained expression for the cdf
of achievable rates for CIR system and a lower bound for
AIR system’s cdf. We also calculated an approximation to
AIR cdf at low SNRs and showed that cdf of CIR systems

7.2. Packet Fragmentation and Fairness. Our proposed solu-
tion implicitly assumes that native packets can be frag-
mented. Each native packet $u$ can be considered as a length
$K$ buffer. In order to match the optimal rate on the channel,
only a part of the buffer $u$ is sent over the channel during a
time slot on size $N$ coded packet. In the following, we discuss
how to handle native packet fragmentation at the network
level.

In Figure 12, an example is given which clarifies the
concept just described. In the setup the three sinks have
three distinct subsets of packets and channels from $S$ to
each of the sinks have SNRs $\gamma_1$, $\gamma_2$ and $\gamma_3$. Table 2 gives a
possible scheduling and transmission solution for the setup
in Figure 12 by applying the method we just described
together with channel adaptation.

In particular, during the transmission the source broad-
casts a packet obtained by adding packets $p_4^{\gamma_1}$, $p_4^{\gamma_2}$, and $p_6^{\gamma_3}$,
where $p_4^{\gamma_1}$ is packet $p_4$ after channel encoding adapted to
$\gamma_1$. Once sink 1 receives $p_4$, it needs packet $p_6$. Next packet
transmitted by $S$ is $p_5^{\gamma_3}$ added with $p_5^{\gamma_2}$ and $p_2^{\gamma_1}$ for sinks 2 and
3, respectively. Finally packet $p_2^{\gamma_1}$ is transmitted to sink 2.
is an upper bound that of AIR system. We implemented a simulator using nonbinary LDPC codes developed in the DaVinci project [17] and showed that our method allows a better exploitation of good channels with respect to CIR method. This was shown to increase throughput at each transmission. We then discussed some issues that arise from the modifications at physical level brought from AIR method in a network coding scenario. Such issues will be extensively analyzed and their impact quantified in our future works, as well as a system-level throughput analysis gain. New coding techniques can also be investigated in order to fully exploit achievable throughput and fairness enhancements in AIR systems.

Appendices

In the following, we derive the calculation for the cumulative density function of the achievable rate for the system with constant information rate and the approximation for the cdf of the adaptive information rate system we proposed in this paper. We talk about achievable rates and not capacity as we are not optimizing with respect to power.

A. Constant Information Rate

Channel coefficients are i.i.d. exponentially distributed random variables with mean value $\gamma$. Their marginal pdf is then

$$f_1(y) = \frac{1}{\gamma} e^{-y/\gamma}, \quad (A.1)$$

Let us sort channel coefficients of the $M$ receivers in ascending order, namely,

$$\gamma_1 < \gamma_2 < \cdots < \gamma_{M-1} < \gamma_M. \quad (A.2)$$

We will use round brackets to indicate variables sorted in ascending order, that is, $\gamma_1$ is the smallest among variables $\gamma_v$. As stated in Section 5, the cdf for the constant information rate system is given by:

$$F_{R_{\text{int}}}(R) = \mathbb{P}(R_{\text{cir}} < R) = \mathbb{P}\left(\max_{v \in \{1, \ldots, M\}} ((M - v + 1) \log_2 (1 + \gamma_v)) < R\right). \quad (A.3)$$

Let us introduce the following notation:

$$x_v = \log_2 (1 + \gamma_v),$$

and finally

$$z = \max_{v \in \{1, \ldots, M\}} ((M - v + 1) \log_2 (1 + \gamma_v)) = R_{\text{cir}}. \quad (A.5)$$

Using (A.5) in (A.3) we can write

$$F_{R_{\text{int}}}(R) = \mathbb{P}(z < R) = F_Z(R), \quad (A.6)$$

where $F_Z(R)$ is the cumulative distribution function of the variable $z$ calculated in point $R$. The function $F_Z(R)$ is, by definition

$$F_Z(R) = \mathbb{P}(Mx_1 < R, (M - 1)x_2 < R, \ldots, x_M < R). \quad (A.7)$$

Note that the smaller the variable $x_v$, the higher the multiplying coefficient $M - v + 1$.

We can rewrite the (A.7) as

$$F_Z(R) = \mathbb{P} \left( x_1 < \frac{R}{M}, x_2 < \frac{R}{M - 1}, \ldots, x_M < R \right), \quad (A.8)$$

Let us indicate the event inside brackets as $A$. Figure 13 gives a graphical representation of event $A$.

We can calculate the probability of event $A$ by using the law of total probability

$$F_Z(R) = \sum_{i=1}^{M} \mathbb{P}(A \cap B_i), \quad (A.9)$$

where $B_i$ are disjoint events partitioning the area of the sample space to which $A$ belongs. Let us choose as $B_i$ the event “$j_n$ out of $M$ variables fall in the interval $[R/(n + 1), R/n]$” for all $n \in \{1, 2, \ldots, M\}$ and putting $R/(M + 1) = 0$ and $\sum_{n=1}^{M} j_n = M$. The intersection with $A$ imposes on $B_i$ the further constraint

$$j_n \leq n, \quad \forall n \in \{1, 2, \ldots, M\}. \quad (A.10)$$

Let us give an example to clarify the definitions given up to now for the case with $M = 2$ nodes. We have two i.i.d. random variables $x_1$ and $x_2$. We sort them and call the smallest one $x_1$ and the biggest one $x_2$. Event $A$ is, by definition: $A = \{x_1 < R/2, x_2 < R\}$. Events $B_i$, with $i \in \{1, 2, 3\}$ are the following:

(i) $B_1 = \text{“}2 \text{ variables fall in the interval } [R/2, R]\text{”}$ and 0 variables fall in the interval $[0, R/2]$;  
(ii) $B_2 = \text{“}2 \text{ variables fall in the interval } [0, R/2]\text{”}$ and 0 variables fall in the interval $[R/2, R]$;  

(iii) \( B_3 = \text{“}1 \text{ variable falls in the interval } [R/2, R] \text{ and } 1 \text{ variable falls in the interval } [0, R/2]\text{”}.\)

It is easy to see that these are disjoint events which partition the sample space, that is, they take into account all the possible ways in which the two variables can be distributed in the two intervals. In order to calculate the \((A.9)\), we need to find the intersection between event \( A \) and each of the \( B_i \). It can be easily verified that such intersection can be found by adding to each \( B_i \) the constraint \((A.10)\), which, for \( M = 2 \), can be expressed as “the number of variables that fall in the interval \([R/2, R]\) must be less than or equal to 1 and the number of variables that fall in the interval \([0, R/2]\) must be less than or equal to 2”. This implies that the \((A.9)\) is given by the sum of the probabilities of events \( B_2 \) and \( B_3 \). Note that events \( B_1 \) do not consider sorted variables, as the sorting is implicitly defined in the definition of such events. This allows to consider the variables as i.i.d, which makes calculation of events \( B_i \) easier.

A similar calculation can be done for a generic number \( M \) of nodes. As seen in the example, the calculation reduces to defining events \( B_n \), choose those which describe event \( A \) and sum their probabilities. Such probabilities can be calculated as follows. The probability that a generic variable \( x_v = \log_2(1 + \gamma_v) \) (unsorted) falls in the interval \([R/(n + 1), R/n] \) is equal to \( F_X(R/n) - F_X(R/(n + 1)) \), \( F_X(x) \) being the cumulative density function of \( x \). \( F_X(x) \) can be obtained transforming the exponential r.v. \( y \)

\[
F_X(x) = e^{y/2} \left( e^{-1/2} - e^{-y/2} \right) u(x), \quad (A.11)
\]

where \( u(x) \) is a function that assumes value 0 for \( x < 0 \), 1 for \( x > 0 \) and 1/2 in 0. Because of independency among the variables, we can calculate the probability that \( j_n \) variables fall in the interval \([R/(n + 1), R/n] \), which is \([F_X(R/n) - F_X(R/(n + 1))]/\binom{M}{j_n}\). From now on, we will indicate with \( \alpha_n \) the difference \( F_X(R/n) - F_X(R/n + 1) \). We can now express the probability of the union of events \( B_i \) with the formula \((A.12)\)

\[
\sum_{i=1}^{M} P\{B_i\} = \sum_{i=0}^{M-1} \sum_{j_i=0}^{M-j_i} \sum_{j_{M-i}=0}^{M-j_{M-i}-j_i} \cdots \sum_{j_{M-i-j_{M-i}}=0}^{M-j_{M-i-j_{M-i}}-j_{M-i-j_{M-i}}-\cdots-j_{M-i}-j_{M-i}} \times \frac{M!}{j_1! \cdots j_M!} \alpha_1^{j_1} \alpha_2^{j_2} \cdots \alpha_{M-2}^{j_{M-2}} \alpha_{M-1}^{j_{M-1}} \alpha_M^{j_M} \alpha_{M-1}^{j_{M-1}} \alpha_M^{j_M} \alpha_{M-1}^{j_{M-1}} \alpha_M^{j_M}, \quad (A.12)
\]

where the coefficient \( \frac{M!}{j_1! \cdots j_M!} \) is the number of partitions of \( M \) elements in \( M \) bins putting \( j_n \) elements in bin number \( n \). Finally, including constraint \((A.10)\) we obtain expression \((A.13)\)

\[
F_Z(R) = \sum_{i=1}^{M} P\{A \cap B_i\} = \sum_{j_1=0}^{M-j_1} \sum_{j_2=0}^{M-j_1-j_2} \cdots \sum_{j_{M-1}=0}^{M-j_1-j_2-\cdots-j_{M-1}} \times M! \alpha_1^{j_1} \alpha_2^{j_2} \cdots \alpha_{M-2}^{j_{M-2}} \alpha_{M-1}^{j_{M-1}} \alpha_M^{j_M}, \quad (A.13)
\]

B. Adaptive Transmission

B.1. CDF in the Low SNR Regime. Let us indicate with \( c_1 \) the (unsorted) instantaneous capacity of the link between source and receiver \( i \). Let us recall from Section 5 that an achievable rate for such system is

\[
R_{\text{adapt}} = \sum_{i=1}^{M} c_i. \quad (B.14)
\]

We wish to calculate an approximation for the cdf of \( C_{\text{air}} \) in the low SNR regime. By definition the cdf of \( R_{\text{air}} \) is

\[
F_{R_{\text{air}}} (c) = P\{ \sum_{i=1}^{M} c_i < c \}, \quad (B.15)
\]

where

\[
c_i = \log_2 (1 + \gamma_i), \quad (B.16)
\]

\( \gamma_i \) being an exponentially distributed random variable with mean value \( E[\gamma_i] = \overline{\gamma} = \overline{y} \).

When \( \gamma_i \ll 1 \) (which is the case most of the time in the SNR regime), we can approximate the logarithm with its Taylor expansion at the second term, that is

\[
c_i = \log_2 (1 + \gamma_i) \approx \frac{\gamma_i}{\ln(2)}. \quad (B.17)
\]

Thus, we have

\[
R_{\text{air}} = \sum_{i=1}^{M} c_i \approx \sum_{i=1}^{M} \frac{\gamma_i}{\ln(2)} = \sum_{i=1}^{M} y_i. \quad (B.18)
\]

Using expression \((B.18)\) we can calculate the pdf of \( R_{\text{air}} \) as

\[
f_{R_{\text{air}}} (c) = f_{y_1} (c) \otimes f_{y_2} (c) \otimes \cdots \otimes f_{y_M} (c). \quad (B.19)
\]

By substituting the expression of \( f_{y_1} (c) \) in \((B.19)\) we find

\[
f_{R_{\text{air}}} (c) = \frac{e^{-c} e^{-c/\overline{\gamma}}}{(M - 1)! \overline{\gamma}^M} u(c), \quad (B.20)
\]
and finally:

\[
F_{R_{\text{air}}}^{\text{low}}(c) = \int_0^c x^{M-1}e^{-x/\gamma} \frac{d\gamma}{M-1} = 1 - e^{-c\ln(2)/\gamma} \sum_{v=1}^{M-1} \frac{(c\ln(2)/\gamma)^v}{v!}.
\]

\[\text{(B.21)}\]

At higher SNR the (B.24) is a loose lower bound for the cdf of \(C_{\text{air}}\), in fact we have the following inequalities:

\[
y_i' = \frac{y_i}{\ln(2)} > \log_2(1 + y_i) = c_i,
\]

\[\text{(B.22)}\]

\[
\sum_{i=1}^{M} y_i' > \sum_{i=1}^{M} c_i,
\]

\[\text{(B.23)}\]

\[
F_{R_{\text{air}}}^{\text{low}}(c) = P\left(\sum_{i=1}^{M} y_i' < c\right) < P\left(\sum_{i=1}^{M} c_i < c\right) = F_{R_{\text{air}}}(c).
\]

\[\text{(B.24)}\]

B.2. Upper Bound of cdf. We now show that the (16) upper bounds the cdf of the achievable rate for the AIR system. Let us start by modifying the condition in brackets in the (B.15) that we will call condition \(\beta\). We relax such condition so that it be verified with higher probability for each \(R\). Such condition says that the sum of capacities in all links must not exceed \(R\). We want to find a condition \(\delta\) so that if \(\beta\) is true also \(\delta\) is true, but there must exist a set of events with non zero probability for which if \(\delta\) is verified \(\beta\) is not. For this purpose, let us put \(\delta = A\), where \(A\) is the event that defines the cdf of cir system (see Appendix A), that is

\[
\delta = \{c_1 < \frac{R}{M}, \ldots, c_i < \frac{R}{M-i+1}, \ldots, c_M < R\}.
\]

\[\text{(B.25)}\]

Now it is sufficient to prove that the following two propositions are true

\[
\beta \subset \delta,
\]

\[\text{(B.26)}\]

\[
\exists \delta \ni s \nsubseteq \beta, \quad P\{s\} > 0.
\]

\[\text{(B.27)}\]

Let us start with the (B.26). For \(\beta\) to be verified, at least one of the \(c_i\) must be \(<R/M\) because if not the sum in \(\beta\) would be greater than \(R\). Moreover, if we impose that \(c_i < R/M\) for a given \(j\), there must be at least another \(c_i\) such that \(c_i < (R/(M-1))\). If this is not verified there will be \(M-1\) \(c_i\) for which \(c_i > (R/(M-1))\) plus \(c_i\), so the total sum would be greater than \(R\). Iterating this \(M\) times we will obtain exactly the condition \(\delta\) which, as just shown, must be verified for the \(\beta\) to be true. Now let us consider the (B.27). We can take as condition \(s\) the following:

\[
s = \{\frac{R}{M+1} < c_1 < \frac{R}{M} < \ldots < \frac{R}{M-i+1} < c_i < \frac{R}{M-i+1} < \ldots < \frac{R}{M} < c_M < R\}.
\]

\[\text{(B.28)}\]

It can be easily seen that \(s \subset \delta\). The minimum value for the sum of all \(c_i\) under condition \(s\) is \(R(2-2/M)\) which is greater than \(R\) for \(M \geq 2\). This means that \(s \nsubseteq \beta\). We have left to show that \(P\{s\} > 0\). The probability of \(s\) is a finite quantity given by

\[
P\{s\} = F_C\left(\frac{R}{M}\right) - F_C\left(\frac{R}{M+1}\right)
\]

\[\text{(B.29)}\]

\[\text{if } F_C(c) \text{ the cdf of the random variable } c = \log_2(1+y). \]

We recall the expression for the \(F_C(c)\)

\[
F_C(c) = e^{c\gamma} \left(e^{-c\gamma} - e^{-2c\gamma}\right)u(c).
\]

\[\text{(B.30)}\]

B.3. Lower Bound. In order to find a lower bound for the cdf of AIR system, we introduce the following constraint to the condition inside brackets in the (B.15)

\[
c_i < \frac{R}{M} \forall i \in \{1, 2, \ldots, M\}.
\]

\[\text{(B.31)}\]

Adding (B.31) in (B.15) we obtain the following expression:

\[
F_{\text{adapt}}(R) = P\left(\sum_{i=1}^{M} c_i < R, c_i < \frac{R}{M} \forall i \in \{1, 2, \ldots, M\}\right) = P\left(c_i < \frac{R}{M}, \forall i \in \{1, 2, \ldots, M\}\right) = F_C\left(\frac{R}{M}\right)
\]

\[\text{= } e^{\gamma M} \left(e^{-\gamma} - e^{-2\gamma}\right)^M.
\]

\[\text{(B.32)}\]
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