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Abstract—With the development of the Internet, informatization has penetrated into all walks of life. The general-purpose parts manufacturing enterprise is no exception, and its production mode is also undergoing tremendous changes. The main performance is the development of customized production to the network. The production line of the enterprise has shifted from large-scale mass production to small-volume customized production. In this transformation process, a large amount of product quality related data is generated. Traditional quality data analysis methods have been difficult to unearth the full value of data.

Therefore, this paper applies data mining technology to the quality-related data of general-purpose parts manufacturing enterprises. Through the prediction algorithm, it can accurately estimate the quantity of materials before production, which can reduce the inventory of enterprises or avoid secondary production. Due to the characteristics of the manufacturing process of the common parts, there are many reasons for the defects that may occur in the production, and even the same product, the total number of defects and the specific defects that are generated by different production batches are not the same. In the face of such a scenario, the usual prediction algorithm cannot be directly applied, because there is no feature vector as the algorithm input, so this paper proposes a comprehensive prediction algorithm based on regression-association-cluster to solve this problem. The algorithm only needs the product coding and the number of materials to be fed, so it can predict the number of scraps of the production task through historical data, and combine the production line experience to improve the accuracy of the prediction. Experiments show that the prediction effect of the algorithm is in line with expectations. The research work of this paper is supported by Sichuan Science & Technology Program under Grant No. 2018GZ0118.
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I. INTRODUCTION

Nowadays, a variety of information systems are used within the general-purpose parts manufacturing enterprise, and a large amount of data is accumulated in the system database. Traditional data analysis methods are aimed at a small amount of data, and with the rapid growth of data, it can no longer be applied. In recent years, data mining technology has developed rapidly, and its application cases cover many fields such as business management, market analysis, financial analysis, medical diagnosis, etc., and its forecasting and analysis results are good. Data mining refers to the process of discovering the rules from a large number of disorganized data and then summarizing the knowledge. The knowledge gained can help companies make decisions.

This paper explores the application of data mining techniques to product quality related data for general-purpose parts manufacturing companies. General-purpose parts manufacturing companies are moving toward a customized production model of the network, transforming from a manufacturing-oriented company to a service-oriented enterprise. Under this model, the enterprise information system will accumulate a large amount of product quality related data, and the data mining technology can predict the number of inputs produced by the enterprise, and provide an auxiliary decision-making basis for the production plan of the enterprise, which is meaningful for small-volume customized production enterprises.

II. CHARACTERISTICS OF QUALITY DATA OF GENERAL-PURPOSE PARTS MANUFACTURING ENTERPRISES

The quality data of the general parts manufacturing company is closely related to its production process and industry characteristics. The following article gives a sample of the quality data of a general-purpose manufacturing company, as shown in Table 3-1. The sample data is convenient for this paper to introduce the characteristics of enterprise quality data, and the real data is more complicated than the sample data. The meanings of the main fields in Table 3-1 are as follows:

- **Primary key encoding**: Each primary key encoding code is a specific product.
- **Planned number**: The number of products expected to be produced. Number of materials to be picked: The amount of raw materials received, because the product will be scrapped during the production process, so the number of materials to be picked is more than the number of plans.
- **Print order number**: A print order number represents a production task and is the smallest unit of production.
- **Discover the workshop**: The workshop where the production is specific.
- **Process No**: The specific process that represents the occurrence of the scrap.


- Reason for the defect: The specific reason for the occurrence of this scrap.

### TABLE I. SAMPLES OF MANUFACTURING DATA FOR GENERAL-PURPOSE PARTS MANUFACTURING COMPANIES

| Line number | Main group | Main part | Number of plans | Number of fails | First order number | Discovery workshop | empirical ID | Cause of defect | Number of failures |
|-------------|------------|-----------|-----------------|-----------------|--------------------|------------------|---------------|-----------------|------------------|
| 1st         | Co01       | 5th       | 500             | 600             | 1234               | 123              | 5th           | 1st            | 5th              |
| 2nd         | Co01       | 5th       | 500             | 600             | 1234               | 123              | 5th           | 1st            | 5th              |
| 3rd         | Co01       | 5th       | 500             | 600             | 1234               | 123              | 2nd           | 2nd            | 4th              |
| 4th         | Co01       | 5th       | 500             | 600             | 1234               | 123              | 2nd           | 2nd            | 5th              |
| 5th         | Co01       | 5th       | 1000            | 1300            | 1234               | 123              | 1st           | 1st            | 8th              |
| 6th         | Co01       | 5th       | 1000            | 1300            | 1234               | 123              | 2nd           | 2nd            | 10th             |
| 7th         | Co01       | 5th       | 1000            | 1300            | 1234               | 123              | 2nd           | 2nd            | 9th              |
| 8th         | Co01       | 5th       | 500             | 350             | 1234               | 123              | 5th           | 5th            | 2nd              |
| 9th         | Co01       | 5th       | 500             | 350             | 1234               | 123              | 5th           | 5th            | 2nd              |
| 10th        | Co01       | 5th       | 500             | 350             | 1234               | 123              | 2nd           | 2nd            | 10th             |
| 11th        | Co01       | 5th       | 500             | 600             | 1234               | 123              | 3rd           | 3rd            | 30th             |
| 12th        | Co01       | 5th       | 500             | 600             | 1234               | 123              | 3rd           | 3rd            | 60th             |

A specific record in Table 3-1, such as the first row record, represents the product Cp01 in the production task 1231, in the workshop 1, the process 1, the product was scrapped, the number of scrapped items was 5, and the reason for the scrap was the defect cause 1.

### III. PREDICTION OF SCRAP AGE BASED ON REGRESSION-ASSOCIATION-CLUSTERING

Due to the industry characteristics of general-purpose parts manufacturing companies, there are many types of products. Different products, the specific processes and processes of their production are different. The manufacturing process is from scrap iron to finished product. There are many processes in the whole manufacturing process, and each process may be scrapped, and there are many external factors affecting the number of scrapped. These factors are not in the process of enterprise informationization. Collected, some can't even be quantified. However, these factors are precisely the decisive factors affecting the number of scraps. This brings a lot of uncertainty to the number of scraps in production tasks. Therefore, a comprehensive prediction algorithm based on regression-correlation-clustering is proposed to solve this problem.

The comprehensive prediction algorithm based on regression-association-cluster is divided into three stages, and the refinement process of each stage is shown in Figure I. After the source data is cleaned by the data, it supports the processing of each stage. The input of the whole algorithm consists of two parts, one is the planned number of plans to be produced, and the other is the judgment made by the production line based on the actual situation after the algorithm clusters the source data. In the first processing step, it is necessary to count the sequence of the number of production scrapping reasons of the product from the source data, and the number of the corresponding number of scrapping reasons, and then use the equation regression method to establish the model, and use the number of materials to predict the number of possible defects in this production. The number of defects is the basis of the second processing step, because the second step needs to determine the specific cause of the defect. Therefore, the second step needs to obtain the product production scrap item set from the source data. The second step process incorporates some of the idea of relevance mining, but if the correlation is weak, the confidence is less than an empirical value. Instead, select a single item set with a high frequency. This will determine the specific cause of the defect. The third step will sort out the historical sequence of product scrap rate of the product on each defect cause from the source data. Then cluster this sequence to find the best dividing point, rely on the production line to give an empirical judgment, and finally determine the number of product scraps.

Because the source data has about 500,000 pieces of data, it is decomposed into specific products, and the amount of data varies from dozens of data to several thousand pieces of data. In order to facilitate the following introduction, this paper selects a product with less data volume as sample data, and introduces the whole algorithm prediction process. The sample product has 265
records in the source data, and after data preprocessing, there are 57 valid data left.

A. Reasons for Predicting Product Defects

The first step in the algorithm is to predict the number of reasons why the product may be defective in this production task. Because from the historical data, it is possible to count the number of causes of defects in previous production tasks, and the corresponding number of inputs. Here, the number of defects in the i-th production is recorded as the number of corresponding inputs, so the first step is to establish a function of x and y so that the new input x can predict y well. The correspondence table of x and y calculated from the preprocessed data is given below, as shown in Table II.

### TABLE II. STATISTICS ON THE CAUSES OF HISTORICAL DEFECTS

| x  | 1    | 2    | 3    | 4    | 5    | 6    | 7    |
|----|------|------|------|------|------|------|------|
| y  | 1    | 2    | 3    | 4    | 5    | 6    | 7    |
| x  | 1006.25 | 1092.25 | 518.1 | 1035.1 | 6207.5 | 1007.5 |

The algorithm uses regression techniques to find functions for x and y. There are many kinds of regression techniques, and linear regression is not very suitable here, because it can be seen from the data that the range of the x-axis is very large, the approximate range is [1, 10000], and the variation range of the y-axis is small. Probably [1, 6]. This is a good understanding, the number of plans can be very large, because there are large orders, and the cause of the defects is limited, generally no more than 10 defects in a product. So this should be a curve, that is to say a nonlinear fit.

The ridge regression also has problems here. The curve of the ridge regression fitting is given below, as shown in Figure 3-6. For ease of presentation, the x-axis data in Figure 3-6 is 100 times smaller than the real data. It can be seen that the ridge regression does fit a curve, but the curve is the trend of rising first and then falling. This is because historical data is limited compared to the x-axis range and does not completely cover the entire x-axis. In addition, there are occasionally high data in historical data, or abnormal data caused by manual entry errors, such as points in Table II (2062.25, 6). Such points have a large interference with ridge regression, resulting in curves. The trend is abnormal, and the general law cannot be well characterized.

Compared to the ridge regression, the equation regression does not have this problem. This paper first gives the curve of the equation regression fitting, as shown in Figure 3-7. Similarly, for ease of presentation, the x-axis data in Figure 3-7 is 100 times smaller than the real data. It can be seen from the figure that the outliers do not cause interference to the trend of the curve, and the curve shows a trend of rising in stages. The equality regression fits the non-descending function of the data, so this paper chooses the equality regression as the regression function.

Suppose there is an order with a planned number of 2000, and 2100 is used as the input of the number of inputs. The equation is used to predict the number of defects, and the value of the output of the function is rounded up to obtain the number of defects. The number of defects is 3. 3 defects The reason will be the basis for the next step.

---

**FIGURE II. NUCLEAR RIDGE REGRESSION CURVE**

**FIGURE III. EQUIVALENCE REGRESSION CURVE**
B. Reasons for Predicting Product Scrapping

From the previous step, it is expected that there will be three defects in this production. So now it’s time to determine the specific code for the three causes of the defect. From the historical data, you can know the specific causes of defects in previous productions. This article refers to the collection of the causes of defects in each production task as an instance. In the step of determining the cause of the specific defect of the product, the idea of some association rules is borrowed, but slightly different. The defect cause data set of this example is first given below, as shown in Table III.

### TABLE III. DEFECT CAUSE ITEMS

| Serial number | Item set | Serial number | Item set | Serial number | Item set |
|---------------|---------|---------------|---------|---------------|---------|
| 1             | 173     | 2             | 101     | 3             | 106     |
| 2             | 121     | 3             | 106     | 4             | 191     |
| 3             | 121     | 5             | 322     | 6             | 162     |
| 7             | 152     | 8             | 219     | 9             | 219     |
| 12            | 212     | 10            | 158     | 11            | 152     |
| 13            | 152     | 14            | 152     | 15            | 219     |
| 15            | 212     | 16            | 152     | 18            | 222     |

First, you need to scan the data set for the first time, count the single item set, and sort the single item set according to the frequency of occurrence. The sorting results are shown in Table 3-6. Here, the paper only gives some results with higher frequency.

### TABLE IV. FREQUENCY OF DEFECTS

| Cause of defect | occurrence frequency |
|----------------|----------------------|
| 219            | 15                   |
| 152            | 8                    |
| 173            | 7                    |
| 222            | 6                    |
| 102            | 5                    |
| 101            | 4                    |
| 130            | 3                    |
| 116            | 3                    |

In previous productions, the most frequent cause of defects occurs, and the possibility of recurrence in the next production is high. So the paper adds the most frequent single item set 219 to the result set of the second step. With the first cause of the defect, using the correlation to find the second cause of the defect, when the confidence of the correlation is greater than a certain empirical value, it can be considered that the two causes of the defect are related, and the probability of occurrence is high, so it is possible to determine other causes of defects. When the confidence level is lower than the empirical value, it indicates that the cause of the defect in the product is not strong. The paper selects the defect reason and puts it into the result set according to the frequency of occurrence of the single item set. This is to make the final selection of the cause of the defect more extensive and improve the accuracy of the prediction.

Finally, the reasons for the defects selected in this paper are: 219, 152, 173.

C. Forecasting Product Retirement

The final step of the algorithm is to cluster the historical data for each defect cause for the cause of the defect obtained in the previous step. The object of clustering in this paper is the scrap rate of previous production, which is scrapped in the cause of this defect.

There are many algorithms for clustering to target different application scenarios. In this paper, the scrap rate is clustered, which is one-dimensional data, which can be converted into two-dimensional data. This article is more concerned with the Euclidean distance between points, so choose the K-Means algorithm for clustering.

The following paper first gives the historical scrap rate for defect cause 219, as shown in Table V.

### TABLE V. COMPREHENSIVE PREDICTION ALGORITHM 0~500 SOURCE DATA VOLUME TEST RESULT DEFECT CAUSE 219 FREQUENCY IN

| Serial number | Scrap rate | Serial number | Scrap rate |
|---------------|------------|---------------|------------|
| 1             | 1.25152%   | 8            | 0.26455%   |
| 2             | 0.998057%  | 9            | 0.259172%  |
| 3             | 3.265313%  | 10           | 0.387926%  |
| 4             | 3.539882%  | 11           | 0.795031%  |
| 5             | 0.265472%  | 12           | 0.0638215% |
| 6             | 1.19671%   | 13           | 0.397022%  |
| 7             | 0.397011%  |              |            |

Then use the K-Means algorithm to cluster the scrap rate of defect cause 219, as shown in Figure 3-8. In order to facilitate the display, the data of the x-axis is expanded by 100 times, the x-axis represents the scrap rate, and the y-axis has no practical significance.
As can be seen intuitively from the figure, clustering is very obvious. It can be seen that the cause of the defect is divided into three categories, and the scrap rate changes stepwise as the class changes. It is assumed here that the production line is in this production, and the rejection rate of the defect cause 219 is judged to be the first category, that is, the leftmost one of the x-axis, and then the record with the closest number of feeds to our current production is found from this class, corresponding to The scrap rate is the scrap rate predicted by the paper for the cause of defects 219. The scrap rate obtained here is 0.387926%, so the final forecast is 2,100 pieces of defects and 8 scraps on the cause of defects. Finally, a similar operation can be performed on the other two causes of the defect to output the final predicted result.

D. Analysis of experimental results

For the experiment of the scrap number prediction algorithm, this paper uses the simulated production environment to predict the scrapped quantity of a production task. The rules used in the paper experiment are as follows: the data of the last production task in the historical data of the product is removed as the training data of the algorithm. After the model is obtained, the number of inputs of the last production task and the product code input algorithm are calculated, and the experience judgment of the production line is simulated, and the predicted number of scrapped numbers of the current forecast is obtained, and the predicted scrapped number is compared with the actual number of scrapped occurrences.

The results of the experiment are shown in the table below.
TABLE VIII. TEST RESULTS OF SOURCE DATA VOLUME ABOVE 900 FOR COMPREHENSIVE PREDICTION ALGORITHM

| Product code | Number of feeds | Predictive value | Actual value | Source data entry |
|--------------|-----------------|------------------|--------------|-------------------|
| BCP006500    | 18823           | 1584             | 1300         | 919               |
| BCP023400    | 580             | 40              | 41           | 1164              |
| BCP099400    | 1479            | 111             | 130          | 917               |
| BCP095400    | 5249            | 477             | 283          | 1817              |
| BCP099512    | 2130            | 130             | 98           | 1100              |
| BCP098900    | 130             | 9               | 9            | 1015              |
| BCP095500    | 33              | 19              | 33           | 965               |
| BCP016800    | 5911            | 734             | 615          | 1166              |
| BCP095032    | 6200            | 358             | 287          | 1034              |
| BCP026800    | 3216            | 267             | 225          | 1312              |

Among them, Table VI is the test result of the source data amount of 0~500. Samples with less than 100 source data are not sampled because this is rare. The paper has carried out sampling tests on the products of other data segments, and it can be found that the prediction effect in most cases is good.

Table VII shows the test results of the source data volume between 500 and 900. The sampling is relatively uniform. The test also showed that the predicted value deviated from the true value, and the prediction results of other tests performed well. Table VIII shows the test results with the source data volume greater than 900. The predicted values are close to the true values.

From the overall experimental results, it can be found that the prediction effect of the algorithm is relatively stable, which is very meaningful for the practical application of the algorithm, and the enterprise cannot accept an algorithm that often fails to predict. For a tens of thousands of orders, hundreds of pieces will eventually be produced, which is within the acceptance of the enterprise.

IV. SUMMARY

When first discusses the specificity of the quality data of the general parts manufacturing enterprise, which is the necessary preparation for mining the data. The prediction of the number of scraps, the paper uses a new idea, because of the characteristics of the manufacture of common parts, there are many factors influencing the forecast, and the enterprise has no historical quantitative data of relevant factors, and the existing data cannot be accurately predicted, so it is introduced. Production line experience to overcome this difficulty, the specific processing flow is described in detail in this article.
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