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Abstract

Learning dynamics governed by differential equations is crucial for predicting and controlling the systems in science and engineering. Neural Ordinary Differential Equation (NODE), a deep learning model integrated with differential equations, is popular in learning dynamics recently due to its robustness to irregular samples and its flexibility to high-dimensional input. However, the training of NODE is sensitive to the precision of the numerical solver, which makes the convergence of NODE unstable, especially for ill-conditioned dynamical systems. In this paper, to reduce the reliance on the numerical solver, we propose to enhance the supervised signal in the training of NODE. Specifically, we pre-train a neural differential operator (NDO) to output an estimation of the derivatives to serve as an additional supervised signal. The NDO is pre-trained on a class of basis functions and learns the mapping between the trajectory samples of these functions to their derivatives. To leverage both the trajectory signal and the estimated derivatives from NDO, we propose an algorithm called NDO-NODE, in which the loss function contains two terms: the fitness on the true trajectory samples and the fitness on the estimated derivatives that are outputted by the pre-trained NDO. Experiments on various kinds of dynamics show that our proposed NDO-NODE can consistently improve the forecasting accuracy with one pre-trained NDO. Especially for the stiff ODEs, we observe that NDO-NODE can capture the transitions in the dynamics more accurately compared with other regularization methods.

1 Introduction

Learning dynamics governed by differential equations is crucial for predicting and controlling the systems in science and engineering such as predicting future movements of planets in physics, protein structure prediction [46], the evolution of fluid flow [43] and many other applications [38]. The recently proposed neural ordinary differential equations (Neural ODEs) [4], a deep learning model integrated with differential equations, shows great promise in the scientific field [18, 34, 48, 27, 5]. The continuous nature of NODEs and their differential equation structure of the hypothesis have made them particularly suitable for learning the dynamics of complex physical systems. Its robustness to irregular samples and flexibility to high-dimensional input make it superior compared with traditional non-deep learning based dynamics identification methods [2, 47, 10].

NODE models the higher-order derivatives directly from the discrete trajectory samples (i.e., the coordinates of the object as a series of discrete-time points). This process makes the training of NODE highly rely on the numerical ODE solver.
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Recent works [12, 48] show that the solver can amplify numerical noise and be numerically unstable, even lead to incorrect derivative signal and divergence of the training, especially for ill-conditioned dynamical systems such as stiff ODEs or chaotic systems [26, 13]. There are some regularization methods designed for NODE to force the learned dynamics to be simple and avoid the instability such as randomizing end temporal point [13] and regularizing high-order derivatives [24, 11]. These techniques mainly focus on simplifying or smoothing the learned model but they may miss the important transition point of the dynamics as illustrated in Figure 1.

In this paper, we propose another approach to stabilize the training of NODE, which leverages the knowledge on derivative calculation mined from various types of functions to guide the training of NODE. The intuition is that: the differential operator is common for different functions and the learned knowledge can be transferred to the target dynamics (which has been verified in other machine learning tasks [45, 9, 35, 20, 15, 44]). We mine the knowledge by pre-training a neural differential operator (NDO) on a pre-designed library of basis functions. Specifically, the basis functions are composed of diverse types of functional basis such as triangle basis and polynomial basis. The NDO maps the trajectories of these functions to their derivatives. We test on various dynamics and show that the estimations of NDO are more accurate and robust compared with traditional derivative estimation methods such as finite difference.

Since the pre-training process does not rely on the numerical solver, we leverage the output of NDO as an auxiliary supervised signal to help the training of NODE. Specifically, when we learn unknown dynamics, we first input the training points of the dynamics to the pre-trained NDO to get the estimated derivatives. Then we use these estimations as another supervised signal in the training process of NODE by constraining the distance between estimated derivatives and the output derivatives of NODE. We name this neural ODEs algorithm as \textit{NDO-NODE}.

We conduct experiments on various dynamics including physical dynamics, stiff ODEs, and real-world dynamics governed by differential equations to verify the effectiveness of NDO-NODE. Experiments show that NDO-NODE can consistently improve both the interpolation and extrapolation accuracy on these tasks with one pre-trained NDO. Furthermore, we observe that NDO-NODE is robust to noisy and irregular-time observations compared with the baselines.

## 2 Background

### 2.1 Neural ODEs

Neural ODEs [4] are a new family of deep neural network models that parameterize the derivative of the continuous state using a neural network. This model can be represented by ODEs:

\[
\frac{dx(t)}{dt} = f_\Theta(x, t), \quad \text{s.t. } x(t_0) = x_0, \tag{1}
\]
where $x(t)$ is the vector of continuous state, $f_\Theta$ is any kind of network with parameters $\Theta$, and $x_0$ is the input state at the initial time $t_0$. State $x(t_i)$ can be computed by solving the initial value problem (IVP): $x(t_i) = x_0 + \int_{t_0}^{t_i} f_\Theta(x, t) \, dt = \text{ODESolve}(x_0, f_\Theta, t_0, t_i)$, which can be done by any numerical ODE solver.

Suppose we want to learn unknown dynamics by a sequence of trajectory observations $X = (x_0, x_1, \cdots, x_N)$ at times $T = (t_0, t_1, \cdots, t_N)$. The training process of NODE can be formulated by following optimization problem:

$$\min_{\Theta} L(X', X) = \frac{1}{N} \sum_{i=0}^{N} \ell(x'_i, x_i)$$

s.t. $X' = (x'_0, x'_1, \cdots, x'_N) = \text{ODESolve}(x_0, f_\Theta, t_0, T)$, \hspace{1cm} (3)

where $X'$ is the predictions and $\ell(\cdot, \cdot)$ is a distance metric, e.g., $L_1$, $L_2$ distance.

In this paper, we will study NODE on several types of ODE systems including stiff ODEs and chaotic ODEs. Stiff ODEs, which very slow and very fast transients coexist in their solution [40], are frequently raised from chemical kinetic systems [37] and biological systems [19]. The stiffness may cause numerically unstable unless an extremely small step size is used. Thus neural ODEs need to take more time to learn stiff systems and even fail to learn in many cases [26]. Chaotic ODEs exist in modeling many natural systems such as fluid flow [29], weather and climate [22]. They are extremely sensitive to infinitesimal perturbations in initial conditions, which makes prediction difficult.

2.2 Related Works

2.2.1 Neural ODEs and Its Variants

Chen et al. [4] proposed the first neural ODEs model and it has been a popular model in scientific fields due to the continuous property. Several recent works adjust the structures of NODE to be more suitable for some specific kinds of ODEs such as second-order ODEs [34], piecewise ODEs [5, 17], stochastic differential equations (SDEs) [23], controlled differential equations (CDEs) [25, 31] and parameterized neural ODEs [27]. Guen et al. [18] merge data-driven neural ODEs with physical prior knowledge to augment incomplete physical dynamics.

To stablize and accelerate the training of NODE, some regularization methods are proposed for NODE. Finlay et al. [11] and Kelly et al. [24] propose to regularize the $L_2$ norm to encourage NODE to learn simpler dynamics. Ghosh et al. [13] propose to randomly sample the end time of the ODE during training. Our proposed method is vertical to these works and we leverage the knowledge on basis functions to serve as an auxiliary signal in NODE training.

2.2.2 Other Dynamic Identification Methods

Besides neural ODEs which directly model the derivatives, Greydanus et al. [16], Cranmer et al. [8] model the Langrangian or Hamiltonian of the dynamics to keep the symmetry or conservation law in physics. However, these methods require prior knowledge about the systems and may need to design and adjust case by case. There are also some traditional methods to learn dynamical systems such as state observers in control theory [32, 28, 3]. These methods assume specific structure of the dynamics [3] or rely on regularly discretized samples [28], while NODE is applicable to approximate any continuous dynamics with irregular samples and less prior knowledge on its structure.

3 Algorithm: NDO-NODE

In this section, we first introduce the NDO-NODE algorithm which learns the model in Equation (1) by incorporating estimated derivatives. Then, we introduce the learning of neural differential operator to obtain the estimated derivatives.

3.1 NDO-NODE Framework

As mentioned previously, to enhance the supervised signal of NODE in learning dynamics, we propose to incorporate an estimation on the derivatives into the learning process, which directly
We propose to generate the training data from a synthetic function library since it will provide us with fixed time grid, while sequence model like LSTM, RNN, and transformers [42] can cope with irregular times better.

Algorithm 1 NDO-NODE

| Input: | Trajectory observation vector $X'$ at times $T$, query time vector $\tilde{T}$, neural differential operator NDO($\cdot$), derivative signal strength $\lambda$ |
| Output: | Prediction vector $\tilde{X}$ at times $\tilde{T}$ |

1: Initialize $f_\theta$ in neural ODEs $\frac{dx}{dt} = f_\theta(t, x_t)$
2: Estimate derivative $D = \text{NDO}(X', T)$
3: repeat
4: $X' = \text{ODESolve}(x_0, f_\theta, t_0, T)$
5: $\tilde{L} = \mathcal{L}(X', X) + \lambda \cdot \|D - f_\theta(X', T)\|^2$
6: Update parameters $\Theta$ by $\nabla_\Theta \tilde{L}$
7: until converge
8: return $\tilde{X} = \text{ODESolve}(x_0, f_\theta, t_0, \tilde{T})$

constrains the underlying derivatives of NODE. The new loss function can be expressed as

$$\tilde{L} = \mathcal{L}(X', X) + \lambda \cdot \|D - f_\theta(X', T)\|^2,$$

where $X' = (x'_0, x'_1, \cdots, x'_N) = \text{ODESolve}(x_0, f_\theta, t_0, T)$ denotes the predictions of NODE, $D = (d_0, \cdots, d_N)$ denotes the corresponding underlying derivatives at time points $T$, and $\lambda$ controls the strength of the derivative signal. The detailed NDO-NODE algorithm is shown in Algorithm 1.

Note that, although we do not know the ground truth derivative $D$, the principle of obtaining the derivatives for continuous functions is common. In the next section, we introduce how to pre-train a neural differential operator (NDO($\cdot$)) to estimate the derivative $D$ from the discrete trajectory samples. As shown in Algorithm 1, we can leverage NDO to generate the estimated derivative $D$ firstly (Line 2) and then use it as an extra term into the loss function (Line 5).

3.2 Neural Differential Operator

In this section, we introduce the details to train the neural differential operator.

Algorithm 2 Learning Neural Differential Operator NDO($\cdot$) via Library $Z_{lib}$

| Input: | Function library $Z_{lib}$ |
| Output: | Neural differential operator NDO($\cdot$) |

1: Initialize network NDO($\cdot$)
2: repeat
3: Randomly draw function $z \in Z_{lib}$
4: Generate discretized times: $T_z = (t_0, t_1, \cdots, t_N)$
5: $X_z = (z(t_0), z(t_1), \cdots, z(t_N))$
6: $\dot{X}_z = (\dot{z}(t_0), \dot{z}(t_1), \cdots, \dot{z}(t_N))$
7: $\mathcal{L} = \|\text{NDO}(X_z, T_z) - \dot{X}_z\|^2$
8: Update NDO($\cdot$) by $\nabla \mathcal{L}$
9: until converge

A neural differential operator NDO($\cdot$) : $\mathbb{R}^N \times [0, T] \to \mathbb{R}^N, (X', T) \mapsto D$, is a sequence to sequence model that projects the trajectory vector $X'$ at times $T$ to corresponding estimated derivative $D$. Generally speaking, the neural differential operator does not depend on any specific network architecture. Networks such as fully connected neural networks and CNN can be used for trajectories with fixed time grid, while sequence model like LSTM, RNN, and transformers [42] can cope with irregular times better.

To train our NDO, we need trajectory samples $(X', T)$ together with their true derivatives $\dot{X}'$ as labels. We propose to generate the training data from a synthetic function library since it will provide us enough data without additional work, such as conducting physical experiments or manually labeling.
Because any continuous function can be expanded to polynomial series and trigonometric series, we use polynomial and trigonometric functions as basis functions to construct the library in our work. Now a library can be written as the linear combination of bases:

\[
Z_{lib} = \left\{ \sum_{i=0}^{\infty} \left[ a_i \sin(t t) + b_i \cos(t t) \right] + \sum_{i=0}^{Q_i} c_i t^i \bigg| P, Q \in \mathbb{N}, |a_i|, |b_i|, |c_i| < C \right\},
\]

where \( a_i, b_i, c_i \) are coefficients of bases, hyperparameters \( P, Q \) control the complexity of a library, and \( C \) controls the scale of a library. Given a library, our training data can be generated from the discretization values of random function sample \( z \in Z_{lib} \) and corresponding derivative \( \dot{z} \). Specifically, for each training data, first we uniformly draw some bases with coefficients from \( Z_{lib} \), and add them up to get the random function \( z \). Its derivative \( \dot{z} \) can be computed symbolically.

We augment the input sequence as \( \{x_i, t_i, \Delta t_i\}^N_{i=0} \), where \( \Delta t_i = t_i - t_{i-1} \), to serve for this task better. For fixed hyperparameters \((P, Q, C)\) of library \( Z_{lib} \), we randomly draw 10000 functions from \( Z_{lib} \) and discretize them by 100 uniformly random times in the interval \([0, 1]\) as our training data. More training details can be found in Appendix.\(^2\)

\(^2\)In experiments, without loss of generality, we fix \([T_0, T_1]\) to be \([0, 1]\) as any time interval can be rescaled to it.

Next, we provide the theoretical guarantee on learning the differential operator by neural networks. It has been shown that neural networks are universal approximators for non-linear operators in \([6, 30]\). In the next proposition, we show that the error for the learned neural differential operator \( NDO(\cdot) \) and the ground truth derivative for a given continuous differentiable function \( g(t) : [0, 1] \rightarrow \mathbb{R} \).

**Theorem 3.1.** Suppose that \( Z'_{lib} \subset Z_{lib} \) is the training function set for \( NDO \). The Lipschitz constant for the learned neural differential operator function is \( L_{NN} \). For a given continuous differentiable function \( h(t) : [T_0, T_1] \rightarrow \mathbb{R} \), we define the distance between two functions as

\[
\rho(h, z) = \sum_{i=1}^{N} |h(t_i) - z(t_i)|, \quad \text{where } \{t_i\}_{i=1}^{N} \text{ equally partition the time interval } [T_0, T_1].
\]

\( z(t) \in Z'_{lib} \) is a function in the training data, \( h(t) \) is an arbitrary function. The output derivative of \( NDO \) for a function is denoted by the subscription \( (\cdot)_{NDO} \). Then the error of the output derivation \( h_{NDO} \) and the ground truth derivative \( \dot{h} \) can be upper bounded as:

\[
\rho(h_{NDO}, \dot{h}) \leq \min_{z(t) \in Z'_{lib}} \left\{ L_{NN} \int_{T_0}^{T_1} |\dot{z}(t) - h(t)| dt + \int_{T_0}^{T_1} |\dot{\dot{z}}(t)| dt + \frac{|T_1 - T_0|^3}{12N^2} M + \rho(z_{NDO}, \dot{z}) \right\},
\]

where \( M = L_{NN} \cdot \max_{t \in [T_0, T_1]} |\ddot{c}(t)| + \max_{t \in [T_0, T_1]} |\dddot{c}(t)| \) with \( c(t) = |z(t) - h(t)| \).

**Theorem C.1** shows that the upper bound of \( \rho(h_{NDO}, \dot{h}) \) depends on three factors: the approximation error of \( \dot{z}(t) \) (measured by both the \( L_1 \) distance between \( \dot{z}(t) \) and \( h(t) \) and the \( L_1 \) distance between \( \ddot{z}(t) \) and \( \dot{h}(t) \)), the smoothness of the NN model \( L_{NN} \) and the optimization error on the training data \( z \), i.e., \( \rho(z_{NDO}, \dot{z}) \). As the library becomes large, the approximation error has chances to become small but the optimization will become hard (which may cause the increase of \( \rho(z_{NDO}, \dot{z}) \)). Because our library is constructed by the basis functions that can universally approximate any continuous functions, it can well approximate the ground truth derivatives with more bases. Moreover, **Theorem C.1** can be easily extended to \( h(t) \in \mathbb{R}^d \), because all the \( d \) outputs are functions of time \( t \). More details can be found in Appendix.

### 3.3 Empirical Studies on NDO

#### 3.3.1 NDO Settings

We use an LSTM model to implement \( NDO(\cdot) \). We set \( t_0 = 0 \) and \( t_N = 1 \) for the inputs to make the training simpler.\(^3\) We augment the input sequence as \( \mathcal{X}, T, \Delta T = \{ (x_i, t_i, \Delta t_i) \}_{i=0}^{N} \), where \( \Delta t_i = t_i - t_{i-1} \), to serve for this task better. For fixed hyperparameters \((P, Q, C)\) of library \( Z_{lib} \), we randomly draw 10000 functions from \( Z_{lib} \) and discretize them by 100 uniformly random times in the interval \([0, 1]\) as our training data. More training details can be found in Appendix.

\(^3\)When we use pre-trained \( NDO \) for downstream tasks, we can always standardize the time point in \( T \) by multiplying a factor \( 1/t_N \) to both \( T \) and output of \( NDO \) if \( t_N \neq 1 \).
3.3.2 Estimation Accuracy of NDO vs. Library Complexity

To test how the library complexity affects the accuracy of the estimation, we pre-train NDOs with different libraries and use them on a specified \( z(t) = \sin(3t)/3 + \sin(15t)/15 + \sin(30t)/30, \ t \in [0, 1] \). \((a-d)\): Results for NDO pre-trained by libraries with different parameter \( P \). \((e)\): Results for finite difference and five-point stencil method.

Therefore, for the experimental results shown in the following subsections, we use the NDO trained with \((P, Q, C) = (50, 3, 10)\).

3.3.3 Accuracy of Estimated Derivatives

We compare NDO model with \((P, Q, C) = (50, 3, 10)\) to traditional derivative estimation methods including finite difference and five-point stencil [36]. As shown in Figure\(3(e), (d)\) and Figure\(3(d)\), the results for finite difference and five-point stencil perform worse than NDO due to the irregular time-series data. We also apply our pre-trained NDO model with \((P, Q, C) = (50, 3, 10)\) to dynamics with different characters such as chaotic, stiff, and periodically oscillated. We compare the output of NDO with the ground truth. From Figure\(4\), we observe that: 1) the output of NDO matches the ground truth derivatives well on periodically oscillated dynamics and chaotic dynamics; 2) for stiff ODEs, the estimations of NDO match the overall curvature of the ground truth except that it is smoother than ground truth at the sharp point. It is because the NDO is learned on a set of functions in which the smoothness are controlled.

4 Experiments

We first empirically show the accuracy and robustness of NDO by comparing the estimated and true derivatives of various dynamical systems. Then, we mainly consider three different types of tasks to

\footnote{We only demonstrate the results for different values for \( P \) here and we put more results for \( Q \) in Appendix.}

\footnote{The details for the dynamics will be introduced in the next section.}
We choose vanilla NODE and RNODE as our baselines, because RNODE directly constrains the $L_2$ norm of derivatives $f_\theta$ to zero, which is most close to our methods. For each experiment, we select the best coefficient $\lambda$ for the regularization term from the range $\{0, 0.1, 0.2, \ldots, 1\}$ for NDO-NODE and RNODE. We measure the accuracy by the mean squared error of predictions with respect to ground truth.

In the simulated experiments, we divide the whole time range $[0, T]$ into two segments, $[0, T_1]$ and $[T_1, T_2]$. We train our model on $[0, T_1]$ and validate on both $[0, T_1]$ and $[T_1, T_2]$ for interpolation and extrapolation accuracy.

We use these three classes of experiments to show that: i) NDO-NODE improves the interpolation and extrapolation accuracy of vanilla NODE and regularized NODE; ii) the enhanced derivative signal helps neural ODEs to better capture the stiff transitions for stiff or vibrated dynamics, which vanilla neural ODEs are hard to capture; and iii) NDO-NODE is robust to noise and the hyperparameter $\lambda$.

### 4.1 Interpolation and Extrapolation Accuracy

In this section, we report the interpolation and extrapolation accuracy of NDO-NODE on physical dynamics including Linear Planar Spiral Systems, Damped Harmonic Oscillator and Three-body Problem.

**Planar Spiral Systems** is described by two dimensional linear ODEs, which is written as

$$\begin{align*}
\frac{dx}{dt} &= ax + by, \\
\frac{dy}{dt} &= cx + dy .
\end{align*}$$

(6)

In our experiments, we set $a = -0.1, b = 2, c = -2, d = -0.1$ and initial values $[x, y] = [2, 0]$ [4].

**Damped Harmonic Oscillator** is a vibrating system whose amplitude of vibration decreases over time [14]. It is described as

$$\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -(\omega^2 + \gamma^2) x - 2\gamma v ,
\end{align*}$$

(7)

where $x, v$ are the position and velocity of the oscillator, and $\omega, \gamma$ describe the undamped angular frequency and damping coefficient. We set $\gamma = 0.1, \omega = 1$ [34].

**Three-body Problem** is a chaotic physical system, whose motion is governed by

$$\frac{d^2x_i}{dt^2} = -\sum_{j \neq i} Gm_j \frac{x_i - x_j}{|x_i - x_j|^3}, \quad i = 1, 2, 3 ,$$

(8)

where $x_i$ denotes the position of $i$th body in 3-dimensional space, $m_i$ denotes the mass of $i$th body, and $G$ stands for gravitational constant.

We choose vanilla NODE [4] and RNODE [11] as our baselines, because RNODE directly constrains the $L_2$ norm of derivatives $f_\theta$ to zero, which is most close to our methods. For each experiment, we select the best coefficient $\lambda$ of the regularization term from the range $\{10^{-4}, 10^{-3}, \ldots, 1\}$ for NDO-NODE and RNODE. We measure the accuracy by the mean squared error of predictions with respect to ground truth.

We show the advantages of proposed NDO-NODE: and i) physical systems, ii) stiff ODEs, iii) real-world airplane vibration dataset.

| System     | MSE    | NODE | RNODE | NDO-NODE (ours) |
|------------|--------|------|-------|-----------------|
| Planar Spiral Systems | In. 0.026 ± 0.014 | 0.040 ± 0.019 | **0.012 ± 0.004** | |
|            | Ex. 4.524 ± 2.890 | 4.023 ± 2.749 | **0.525 ± 0.304** | |
| Damped Harmonic Oscillator | In. 5.217 ± 1.948 | 2.058 ± 0.872 | **1.005 ± 0.305** | |
|            | Ex. 7.918 ± 5.762 | 4.239 ± 2.058 | **0.860 ± 0.336** | |
| Three-body Problem | In. 0.414 ± 0.110 | 0.393 ± 0.040 | **0.274 ± 0.063** | |
|            | Ex. 6.908 ± 2.077 | 4.407 ± 1.982 | **4.337 ± 0.253** | |

Ex. MSEs (extrapolation MSE) are computed on range $[0, 10],[0, 20],[1, 2]$, and scale factor $p = -2, -3, -1$, respectively.
extrapolation, respectively. For training data, we irregularly choose 100 time points from the training time range \([0, T_1]\), and generate the corresponding process states. For the test data, we uniformly choose 1000 time points from \([0, T_1]\) and \([T_1, T_2]\), respectively. We measure the interpolation ability by the mean squared error on \([0, T_1]\) (In. MSE), and extrapolation ability by the mean squared error on \([T_1, T_2]\) (Ex. MSE). Training details can be found in Appendix.

We report the interpolation and extrapolation mean squared error (MSE) for the three physical systems in Table 4. The results show that NDO-NODE achieves the lowest MSE compared with NODE and RNODE on both interpolation and extrapolation. It indicates that auxiliary signal provided by NDO can help to learn the dynamics more accurate. Due to space limitation, we put further demonstrations on the learned dynamics trajectories and results on these dynamics with perturbed noise in Appendix.

4.2 Performance on Dynamics with Sharp Transitions

4.2.1 Stiff ODEs

We select the stiff ODE in Ghosh et al. [13] i.e.,

\[
\frac{dx}{dt} = -1000x + 3000 - 2000e^{-t}
\]  

with initial condition \(x(0) = 0\) to study. We use the same setting for vanilla NODE and STEER as Ghosh et al. [13] do in their released code, and add derivative signal with other parameters unchanged for NDO-NODE. We train these models on time range \([0, 15]\) while forecast on range \([15, 25]\). The learned trajectories are shown in Figure 5. It shows that vanilla NODE fails to learn this system and deviates far from the ground truth, while NODE with STEER and RNODE performs better but is still not accurate. NDO-NODE learns this system well and captures the evolution of this dynamics. This result indicates that the smoother estimation on the stiff point and the captured overall tendency of the derivatives (as shown in Figure 4(c)) of NDO helps the training of NODE.

4.2.2 Airplane Vibration Dataset

Figure 6: Results on airplane vibration dataset (Left): ground truth and forecasting trajectories. (Right): moving averages of root mean squared error (RMSE).

This dataset [33] records the acceleration signals of an aircraft based on a ground vibration test. As shown in the top figure in Figure 12, its dynamic is vigorously shaking.\(^6\)

Similar to [34], we test vanilla NODE, RNODE and NDO-NODE on this dataset. The networks in above three methods are parameterized as a two fully connected layers. We train the models on \([0, 1000]\) and forecast on \([1000, 5000]\) time units. The results are reported in the bottom one in Figure 12 which shows NDO-NODE has the lowest RMSE over the others on this dataset. The predicted dynamics are also reported in the above one in Figure 12. We can observe that the output of NDO-NODE is more closed with the ground truth \(a_2\)\(^7\).

\(^6\)\(a_2\) in Figure 12 is measured on the right wing next to the nonlinear interface of interest.

\(^7\)The outputs for NODE RNODE are almost covered by NDO-NODE because their outputs can not capture the sharply vibration. Further demonstrations about this result are put in Appendix.
Figure 7: The interpolation and extrapolation ratios of NDO-NODE to Vanilla NODE (\(\text{MSE of NDO-NODE} / \text{MSE of Vanilla NODE}\)) with different signal strength \(\lambda\), noise scales \(\sigma\), and library complexity \(P\) in planar spiral system task (see Section 4.1), computed by the mean MSE over 3 runs.

4.3 Ablation Study

In this section, we conduct ablation studies to provide a better understanding of how signal strength \(\lambda\), library complexity, and noise in data sampling affect the performance of NDO-NODE. To test the robustness under different noise scales, as Norcliffe et al. [34] do, we add noises that are independently drawn from \(\mathcal{N}(0, \sigma^2)\) to each state in training data.

Taking the planar spiral system task in Section 4.1 as an example, we grid search \(\lambda\) in \([10^{-4}, 1]\) for different libraries and noises.

4.3.1 Noise Robustness

We test NDO-NODE by adding noises \(\sigma = 0, 0.01, 0.03, 0.05\) to the training data and keeping the library of NDO unchanged with \((P, Q, C) = (50, 3, 10)\). The results are shown in Figure 7(a), from which we observe that NDO-NODE is robust to noise and can consistently improve the interpolation and extrapolation accuracy under different noise scales. Among all the best \(\lambda\)s of interpolation and extrapolation, the lower the noise scale, the more significant improvement NDO-NODE achieves. Due to NDO outputs more accurate derivative estimations under lower noise scales, these observations are consistent with the intuition that, the enhanced derivative signal provides stronger guidance when the estimations are more accurate.

4.3.2 Signal strength \(\lambda\)

The results in Figure 7(a) suggest that it is better to choose a relatively large \(\lambda\) under the low noise scales for greater improvements, and vice versa. When \(\lambda\) is large, NDO tends to provide a stronger supervised signal to NODE, which helps extrapolation because NDO is expected to capture the overall curvature information. However, the derivative estimations form NDO can not be exactly precise, and thus when we use large \(\lambda\), the interpolation MSE may get larger even under low noise scale.

4.3.3 Library Complexity

We test NDO-NODE with different libraries, i.e., \(P = 0, 5, 20, 50\) and \(Q = 3, C = 10\), under noise \(\sigma = 0\), and the results are shown in Figure 7(b). The results indicate NDO is helpful for interpolation and extrapolation even on a small library \(P = 5\), and a larger library will lead to better results. When the library is extremely small such as \(P = 0\), it can be hard on NDO to to generalize to other functions. These results also match our observations in Section 3.3.

5 Conclusion

We propose an algorithm called NDO-NODE, which leverages the estimated derivatives from trajectory samples, to enhance the supervised signal of the NODE training process. The estimated derivatives are obtained by the neural differential operator, which is pre-trained on a class of basis functions. With the supervision of estimated derivatives, NDO-NODE can improve the forecasting
accuracy on various dynamics. We believe that this work starts a new direction on dynamics pre-training and there are a lot of interesting research topics for future study. First, for the selection of the pre-training data, we can explore the more structured libraries of functions such as ODEs and PDEs to pre-train the operator. Second, for the training mechanism, we can also let the pre-trained model as the initialization for downstream tasks, which we will investigate in the future. Third, training an NDO for functions with multi-dimensional input is also an important direction. It is challenging due to the discretization is impacted by the curse of dimensionality. We may consider some Monte Carlo based methods to overcome this difficulty.
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A Experimental Details

All experiments are performed with Python 3.6 and PyTorch 1.8.1. We use differentiable ODE solver implemented by Chen et al. [3], and we choose the adaptive step size solver Dopri5 by default. Neural differential operator is trained on a single NVIDIA Tesla P100 GPU, and other experiments are on a single CPU. RNODE in our baseline regularizes the derivatives directly to zero, i.e., the loss function is \( \hat{L} = L(\mathcal{X}', \mathcal{X}) + \lambda \| f_\Theta(\mathcal{X}, T) \|_2^2 \).

A.1 Neural Differential Operator

We implement all NDOs in following experiments by a 2-hidden-layer bidirectional LSTM followed by an output layer. Each hidden layer of LSTM has 128 units, and the output layer is defined as a 3-layer fully connected network 128-64-32-1 with ReLU activation. We randomly draw 10000 function samples from \( Z_{lib} \) and discretize them by 100 uniform random times in interval \([0, 1]\) as our training data. For the training process, we use Adam optimizer with an initial learning rate of 0.003 and decayed by CosineAnnealingLR scheduler. The minibatch size is set to 64 and we train for 641 epochs (100000 iterations).

For the first-order NDO, we set the input sequence as \( (\mathcal{X}, T, \Delta T) = \{ (x_i, t_i, \Delta t_i) \}_{i=0}^N \), where \( \Delta t_i = t_i - t_{i-1} \), and the corresponding labels as \( \mathcal{X}' \). For the second-order NDO, we set the input sequence as \( (\mathcal{X}', \mathcal{X}, T, \Delta T) = \{ (\dot{x}_i, x_i, t_i, \Delta t_i) \}_{i=0}^N \), where \( \Delta t_i = t_i - t_{i-1} \), and the corresponding labels as \( \dot{\mathcal{X}}' \).

For the airplane vibration dataset, due to the number of training time points is 1000, we cut them into 10 segments with 100 time points in each segment, to adapt to the above NDOs trained on 100 time points.

In the three-body problem, a position vector \( r(t) \) in 3-dimensional space can be written in the parametric form \( r(t) = (r_1(t), r_2(t), r_3(t)) \). Thus, we define the input of the first-order NDO as \( (\mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_3, T, \Delta T) = \{ (x_{1i}, x_{2i}, x_{3i}, t_i, \Delta t_i) \}_{i=0}^N \), where \( \mathcal{X}_1, \mathcal{X}_2, \mathcal{X}_3 \) can be generated from three independent function samples drawn from the library \( Z_{lib} \). The corresponding label is \((\dot{\mathcal{X}}_1, \dot{\mathcal{X}}_2, \dot{\mathcal{X}}_3)\). The second-order NDO can be similarly defined and trained for this task.

A.2 Experiments on Physical Systems

A.2.1 Planar Spiral Systems

Table 2: Mean squared error (MSE) (mean ± std, \( \times 10^{-2} \), over 3 runs) in planar spiral systems experiments. In. MSE (interpolation MSE) is computed on time range \([0, 5]\) seconds while Ex. MSE (extrapolation MSE) is computed on time range \([5, 10]\) seconds.

|       | Noise NODE | RNODE | NDO-NODE (ours) |
|-------|------------|-------|-----------------|
| **In. MSE** |            |       |                 |
| 0     | 0.026 ± 0.014 | 0.040 ± 0.019 | 0.012 ± 0.004 |
| 0.01  | 0.036 ± 0.017 | 0.049 ± 0.028 | 0.018 ± 0.014 |
| 0.03  | 0.054 ± 0.028 | 0.069 ± 0.040 | 0.049 ± 0.043 |
| 0.05  | 0.089 ± 0.041 | 0.101 ± 0.053 | 0.085 ± 0.039 |
| **Ex. MSE** |            |       |                 |
| 0     | 4.524 ± 2.890 | 4.023 ± 2.749 | 0.525 ± 0.304 |
| 0.01  | 5.416 ± 3.671 | 4.788 ± 3.513 | 0.530 ± 0.371 |
| 0.03  | 5.717 ± 3.652 | 5.174 ± 3.479 | 1.853 ± 1.845 |
| 0.05  | 6.332 ± 3.902 | 5.729 ± 3.671 | 5.347 ± 4.193 |

*See their Github repo at https://github.com/rtqichen/torchdiffeq*
We train all models for 2000 iterations by Adam optimizer with an initial learning rate of 0.1 and decayed by a factor of 0.995 at each iteration. The state of the ODEs is defined as $[x, y]$, and we apply first-order NDO separately on the trajectories $(x_i)_{i=1}^N$ and $(y_i)_{i=1}^N$ to get corresponding estimated derivatives $(\dot{x}_i)_{i=1}^N$ and $(\dot{y}_i)_{i=1}^N$. For NDO-NODE and RNODE, we grid search the strength $\lambda$ in range $[10^{-2}, 1]$ for the best performance. We choose $\lambda = 0.08, 0.08, 0.01, 0.005$ for NDO-NODE under noise scales $\sigma = 0, 0.01, 0.03, 0.05$, respectively, and $\lambda = 0.0001, 0.0001, 0.0001, 0.0001$ for RNODE. Figure 8 visualizes how the learned dynamics extrapolate and the help on extrapolation from derivative signal.

A.2.2 Damped Harmonic Oscillator

The damped harmonic oscillator is a vibrating system whose amplitude of vibration decreases over time. It is a typical model in physics that has been widely studied [14]. From mechanics, this system can be governed by following ordinary differential systems

$$\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -(\omega^2 + \gamma^2)x - 2\gamma v,
\end{align*}$$

where $x, v$ are the position and velocity of the oscillator, and $\omega, \gamma$ describe the undamped angular frequency and damping coefficient. We set $\gamma = 0.1, \omega = 1$ and generate 30 random position

---

Figure 8: Training MSE loss of planar spiral systems under different noise scales.

Figure 9: Ground truth (green solid), and prediction (dashed blue) of spiral systems under noise $\sigma = 0$. Training on $[0, 5]$ seconds (bold orange) and forecasting on $[5, 20]$ seconds.
trajectories with different initial positions and velocities, under the similar setting of Norcliffe et al. \cite{norcliffe2020}. The state $[x, v]$ is modeled by a one hidden layer neural ODEs with 20 hidden units. As we only have the position trajectory, we use both 1st-order and 2nd-order NDO to extract the underlying velocity $v$ and the acceleration $a = \frac{dv}{dt}$. We train the models on $[0, 10]$ seconds, and forecast the positions on $[10, 20]$ seconds. The results under different noise scales are listed in Table 3. NDO-NODE provides a big improvement to both interpolation and extrapolation under low scales. When noise gets higher, NDO output inaccurate derivative estimation, which provides less information comparing to low noise scales.

Similar to the setting in Norcliffe et al. \cite{norcliffe2020}, we train all models for 2000 iterations by Adam optimizer with an initial learning rate of 0.01 and decayed by a factor of 0.999 at each iteration. Let $x, v = \frac{dx}{dt}$ and $a = \frac{dv}{dt}$ denotes the position, velocity and acceleration of the oscillator, respectively. We model the state of the ODEs as $[x, v]$. To get the corresponding estimated derivative $[v, a]$, we use first-order NDO to extract velocity estimations $(v_i)^N_{i=1}$ from position observations $(x_i)^N_{i=1}$, and then use second-order NDO to extract acceleration estimations $(a_i)^N_{i=1}$ from both observations $(x_i)^N_{i=1}$ and estimated velocities $(v_i)^N_{i=1}$. For $\sigma = 0, 0.1, 0.3, 0.5$, we choose $\lambda = 0.8, 0.02, 0.001, 0.001$ for NDO-NODE, and $\lambda = 0.001, 0.001, 0.01, 0.01$ for RNODE, after grid search $\lambda$ in range $[10^{-4}, 1]$. Figure 10 shows the training MSE loss of these models under different noise scales.

Table 3: Mean squared error (MSE) (mean $\pm$ std, $\times 10^{-4}$, over 3 runs) in damped harmonic oscillator experiments. In. MSE (interpolation MSE) is computed on time range $[0, 10]$ seconds while Ex. MSE (extrapolation MSE) is computed on time range $[10, 20]$ seconds.

| MSE   | Noise | NODE   | RNODE   | NDO-NODE(ours) |
|-------|-------|--------|---------|-----------------|
| In. MSE | 0     | 5.217 ± 1.948 | 2.058 ± 0.872 | 1.005 ± 0.305 |
|       | 0.1   | 5.559 ± 2.014 | 1.835 ± 0.355 | 1.775 ± 0.465 |
|       | 0.3   | 9.494 ± 4.448 | 3.824 ± 1.480 | 3.389 ± 0.615 |
|       | 0.5   | 16.67 ± 7.856 | 7.464 ± 1.919 | 7.530 ± 1.732 |
| Ex. MSE | 0     | 7.918 ± 5.762 | 4.230 ± 2.058 | 0.860 ± 0.336 |
|       | 0.1   | 7.900 ± 5.628 | 3.099 ± 0.961 | 2.470 ± 1.291 |
|       | 0.3   | 12.32 ± 7.901 | 3.353 ± 1.589 | 2.433 ± 1.300 |
|       | 0.5   | 20.52 ± 11.95 | 4.661 ± 2.332 | 4.637 ± 2.233 |

Figure 10: Training MSE loss of damped harmonic oscillator under different noise scales.

### A.2.3 Three-body Problem

The three-body problem is one of the most famous and important problems in physics and celestial mechanics, which was first proposed to model the motion of three celestial bodies \cite{zhou2021}. By Newton’s laws of motion and Newton’s law of universal gravitation, this dynamical system is governed by

$$\frac{d^2 \mathbf{r}_i}{dt^2} = - \sum_{j \neq i} G m_j \frac{\mathbf{r}_i - \mathbf{r}_j}{|\mathbf{r}_i - \mathbf{r}_j|^3}, \quad i = 1, 2, 3,$$

where $\mathbf{r}_i$ denotes the position of $i$th body in 3-dimensional space, $m_i$ denotes the mass of $i$th body, and $G$ stands for gravitational constant. Because this system is chaotic for most initial conditions, we integrate partial physical prior knowledge into the neural ODEs as Zhuang et al. \cite{zhuang2020} do. Specifically,
we augment the input data as an 45-dimensional vector as
\[
\text{Input} = \{ r_i, r_i - r_j, \frac{r_i - r_j}{|r_i - r_j|}, \frac{r_i - r_j}{|r_i - r_j|^2}, \frac{r_i - r_j}{|r_i - r_j|^3} \}, \ j \neq i,
\]
and the underlying derivative of neural ODEs are modeled by a one hidden layer network with 100 hidden units. To get the estimated derivations, we apply both 1st-order and 2nd-order NDO on the position of each body trajectory. We train the models on [0, 1] year, and predict the position on [1, 2] years. Table [4] shows the results in terms of MSE. From Table [4], NDO-NODE shows good improvement to vanilla NODE. However, because this is a chaotic high dimensional system and we need to extract up to 2nd-order derivatives from trajectory, our library may not cover the full form of the trajectory, thus the estimated derivatives can only provide limited help for the learning. Moreover, high dimension causes the derivative space very complex, thus RNODE also performs better than vanilla NODE and has a similar performance as NDO-NODE.

Similar to the setting in Zhuang et al. [48], we train all models for 100 iterations by Adam optimizer with an initial learning rate of 0.1 and decayed by a factor of 0.995 at each iteration. Let \( r_i, v_i = \frac{dr_i}{dt}, \), \( a_i = \frac{dv_i}{dt}, \ i = 1, 2, 3, \) denote the position, velocity and acceleration of \( i \)th body in 3-dimensional space, respectively. We model the state of ODEs as a 18-dimensional vector \( [r_1, r_2, r_3, v_1, v_2, v_3] \). We use NDOs separately on each body to get the estimated derivatives, as mentioned in Section A.1. For the \( i \)th body, we use the first-order NDO on position observations \( (r_i)_{j=0}^N \) to get velocity estimations \( (v_i)_{j=0}^N \), and then use second-order NDO to estimate the acceleration \( (a_i)_{j=0}^N \) by positions and velocities. For \( \sigma = 0, 0.001, 0.003, 0.005 \), we choose \( \lambda = 0.0008, 0.004, 0.0008, 0.0015 \) for NDO-NODE, and \( \lambda = 0.1, 0.007, 0.002, 0.004 \) for RNODE, after grid search \( \lambda \) in range \([10^{-4}, 1]\). Figure [11] shows the training MSE loss of these models under different noise scales.

Table 4: Mean squared error (mean ± std, \( \times 10^{-1} \), over 3 runs) in the three-body problem experiments.
In. MSE (interpolation MSE) is computed on time range [0, 1] year while Ex. MSE (extrapolation MSE) is computed on time range [1, 2] year.

| | MSE | Noise | NODE | RNODE | NDO-NODE (ours) |
|---|---|---|---|---|---|
| In. MSE | 0 | 0.414 ± 0.110 & 0.393 ± 0.040 & 0.274 ± 0.063 |
| 0.001 | 0.326 ± 0.059 & 0.312 ± 0.033 & 0.267 ± 0.029 |
| 0.003 | 0.332 ± 0.007 & 0.299 ± 0.046 & 0.334 ± 0.038 |
| 0.005 | 0.287 ± 0.038 & 0.284 ± 0.025 & 0.271 ± 0.039 |
| Ex. MSE | 0 | 6.908 ± 2.077 & 4.407 ± 1.982 & 4.337 ± 0.253 |
| 0.001 | 9.944 ± 4.467 & 5.344 ± 1.088 & 4.673 ± 1.336 |
| 0.003 | 12.22 ± 7.502 & 5.130 ± 1.029 & 4.886 ± 0.577 |
| 0.005 | 9.854 ± 2.602 & 4.243 ± 0.489 & 5.490 ± 1.380 |

Figure 11: Training MSE loss of three-body problem under different noise scales.

A.3 Stiff ODEs

A.3.1 Stiff ODE in Section 4.2 in the Main Paper

Ghosh et al. [13] propose STEER that shows advantages in learning stiff ODEs, here we apply their experiment to test NDO-NODE. Following their setting, we train all models for 3000 iterations by RMSprop optimizer with learning rate 0.0001. The training dataset contains 120 points that equally

}[48]
sampled from time range $[0, 15]$. We model the state of ODEs as $[x]$, and use first-order NDO to estimate the derivative $(\dot{x}_i)_{i=1}^N$ from observations $(x_i)_{i=1}^N$. For NDO-NODE and RNODE, we grid search $\lambda$ in range $[10^{-4}, 1]$. For NDO-NODE, we set $\lambda = 0.05$. For RNODE, we set $\lambda = 0.001$. For NODE with STEER, it uses ODE solver implemented\(^9\) by Ghosh et al. \cite{13} and the hyperparameter is set to be $b = 0.124$.

**Stiff ODE in Figure 1 in the Main Paper** Ghosh et al. \cite{13} also test another stiff ODE

$$\frac{dx}{dt} = -1000x + 3000 - 2000e^{-t} + 1000 \sin(t), \quad (14)$$

with initial condition $x(0) = 0$. This stiff ODE is much harder to learn as it vibrates while time $t$ gets larger. It is challenging for NODE to capture both the stiff and fluctuating parts. We train all models for 8000 iterations, as it is harder to learn. We We grid search $\lambda$ in range $[10^{-4}, 1]$. For NDO-NODE, we set $\lambda = 0.4$. For RNODE, we set $\lambda = 0.001$. We follow the same setting for STEER and other hyperparameters as \cite{13}. The results is shown in Figure 1 in the main paper. We can observe that NDO-NODE performs better than others.

### A.4 Airplane Vibration Dataset

#### A.4.1 Experiments in Section 4.2 in the Main Paper

We follow the setting in \cite{34} and test NDO-NODE. We model the state of the underlying ODE as $[a_2]$. We keep the networks, training, and test process unchanged, and evaluate the first-order NODE. For NDO-NODE, we set $\lambda = 0.005$. For RNODE, we set $\lambda = 0.0005$.

#### A.4.2 Additional Experiments Using Second-order NODE

As this task aims to learn nonlinear acceleration $a_2$ of the interface on the airplane, Norcliffe et al. \cite{34} incorporate physical prior and propose to use their second-order NODE (SONODE) model to try to capture the second-order information. Similar to \cite{34}, we test SONODE and NDO-SONODE on this dataset. The neural ODEs in both methods are parameterized as a single hidden layer neural network with 50 hidden units. We train the models on $[0, 1000]$ and forecast on $[1000, 5000]$ time units. In SONODE, the state of the underlying ODE is defined as $[a_2, z]$, where $z = \frac{da_2}{dt}$. Thus, we use both first-order NDO and second-order NDO to estimate the derivatives $[z, \dot{z}]$ and take this estimation as the enhanced signal in NDO-SONODE. We train these models for 1000 iterations by Adam optimizer with an initial learning rate of 0.01 and decayed by a factor of 0.995 at each iteration. For NDO-SONODE, we choose $\lambda = 0.1$.

The results are reported in Figure 12, which shows NDO-SONODE has a better performance over SONODE on this dataset even SONODE uses physical prior.

![Figure 12: Results of SONODE and NDO-SONODE on airplane vibration dataset. (Left): ground truth and forecasting trajectories. (Right): moving averages of root mean square error (RMSE).](image-url)

**B Bases for Continuous Function Space**

In our work, we leverage polynomial and trigonometric functions to construct our library as they are bases for the vector space of continuous functions by lemma B.1 and B.2 from Achieser \cite{1}.

\(^9\)See their Github repo at [https://github.com/arnabgho/steer](https://github.com/arnabgho/steer)
Lemma B.1 (Weierstrass’ First Theorem). Let $f(t)$ be a continuous function on $[a, b]$. Then for any arbitrary $\varepsilon > 0$, there exists a polynomial $P(t) = \sum_{i=0}^{\infty} c_it^i$ on $[a, b]$ such that $\|f - P\|_{\infty} < \varepsilon$.

Lemma B.2 (Weierstrass’ Second Theorem). Let $f(t)$ be a continuous function on $\mathbb{R}$ that is $1$-periodic. Then for any arbitrary $\varepsilon > 0$, there exists a trigonometric polynomial $Q(t) = \sum_{i=0}^{\infty} a_i \sin(it) + b_i \cos(it)$ such that $\|f - Q\|_{\infty} < \varepsilon$.

C Proof for Theorem 3.1

Theorem C.1. Suppose that $Z_{ib}^t \subset Z_{ib}$ is the training function set for NDO. The Lipschitz constant for the learned neural differential operator function is $L_{NN}$. For given continuous differentiable function $h(t) : [T_0, T_1] \rightarrow \mathbb{R}$, we define the distance between two functions as $\rho(h, z) = \frac{1}{N} \sum_{i=1}^{N} |h(t_i) - z(t_i)|$, where $\{t_i\}_{i=1}^{N}$ equally partition the time interval $[T_0, T_1]$. $z(t) \in Z_{ib}^t$ is a function in the training data, $h(t)$ is an arbitrary function. The output derivative of NDO for a function is denoted using the subscript NDO. Then the error of the output derivative $\dot{h}_{NDO}$ and the ground truth derivative $\dot{h}$ can be upper bounded as:

$$\rho(\dot{h}_{NDO}, \dot{h}) \leq \frac{L_{NN}}{N} \int_{T_0}^{T_1} |\dot{z}(t) - \dot{h}(t)| \, dt$$

Proof:

$$\rho(\dot{h}_{NDO}, \dot{h}) = \frac{1}{N} \sum_{i=1}^{N} |\dot{h}_{NDO}(t_i) - \dot{h}(t_i)|$$

$$= \frac{1}{N} \sum_{i=1}^{N} |\dot{z}_{NDO}(t_i) - \dot{z}_{NDO}(t_i) + \dot{z}_{NDO}(t_i) - \dot{z}(t_i) + \dot{z}(t_i) - \dot{h}(t_i)|$$

$$\leq \frac{1}{N} \sum_{i=1}^{N} |\dot{z}_{NDO}(t_i) - \dot{z}_{NDO}(t_i)| + \frac{1}{N} \sum_{i=1}^{N} |\dot{z}_{NDO}(t_i) - \dot{z}(t_i)|$$

$$+ \frac{1}{N} \sum_{i=1}^{N} |\dot{z}(t_i) - \dot{h}(t_i)|$$

$$\leq L_{NN} \left( \frac{1}{N} \sum_{i=1}^{N} |h(t_i) - z(t_i)| + \frac{1}{N} \sum_{i=1}^{N} |\dot{z}_{NDO}(t_i) - \dot{z}(t_i)| \right)$$

$$\leq \frac{1}{N} \left( L_{NN} \int_{T_0}^{T_1} |h(t) - z(t)| \, dt + \frac{|T_1 - T_0|^3}{12N^2} \max_{t \in [T_0, T_1]} |\ddot{z}(t)| \right)$$

$$+ \frac{1}{N} \left( \int_{T_0}^{T_1} |\dot{h}(t) - \dot{z}(t)| \, dt + \frac{|T_1 - T_0|^3}{12N^2} \max_{t \in [T_0, T_1]} |\ddot{\dot{z}}(t)| \right)$$

$$+ 3 \rho(h_{NDO}, \dot{h})$$

where the inequality (1) is established according to the Lipschitz condition of the neural network \textsuperscript{10} the inequality (2) is established according to the numerical error between the integral and its

\textsuperscript{10} The Lipschitz constant for the learned neural differential operator function is $L_{NN}$ means that $\|\dot{h}_{NDO} - \dot{z}_{NDO}\| \leq L_{NN} \|h - z\|$, where $\|z\| = \frac{1}{N} \sum_{i=1}^{N} |z(t_i)|$. 
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discretization [39], i.e.,
\[
\left| \sum_{i=1}^{N} |h(t_i) - z(t_i)| - \int_{T_0}^{T_1} |h(t) - z(t)| dt \right| \\
\leq \sum_{i=1}^{N} \left| |h(t_i) - z(t_i)| - \int_{t_i}^{t_{i+1}} |h(t) - z(t)| dt \right| \\
\overset{(3)}{\leq} N \cdot \frac{|T_1 - T_0|^3}{12N^2} \max_{t \in [T_0, T_1]} \epsilon(t) \\
\leq \frac{|T_1 - T_0|^3}{12N^2} \max_{t \in [T_0, T_1]} \epsilon(t)
\]
where the inequality (3) is established according to Theorem 7.1 in [39], and \( \epsilon(t) = |h(t) - z(t)| \).
Similarly, we have
\[
\left| \sum_{i=1}^{N} |\dot{h}(t_i) - \dot{z}(t_i)| - \int_{T_0}^{T_1} |\dot{h}(t) - \dot{z}(t)| dt \right| \leq \frac{|T_1 - T_0|^3}{12N^2} \epsilon(t).
\]