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Abstract— User churn is an important issue in online services that threatens the health and profitability of services. Most of the previous works on churn prediction convert the problem into a binary classification task where the users are labeled as churned and non-churned. More recently, some works have tried to convert the user churn prediction problem into the prediction of user return time. In this approach which is more realistic in real world online services, at each time-step the model predicts the user return time instead of predicting a churn label. However, the previous works in this category suffer from lack of generality and require high computational complexity. In this paper, we introduce ChOracle, an oracle that predicts the user churn by modeling the user return times to service by utilizing a combination of Temporal Point Processes and Recurrent Neural Networks. Moreover, we incorporate latent variables into the proposed recurrent neural network to model the latent user loyalty to the system. We also develop an efficient approximate variational algorithm for learning parameters of the proposed RNN by using back propagation through time. Finally, we demonstrate the superior performance of ChOracle on a wide variety of real world datasets.
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1 INTRODUCTION

Users are the main part of any service both in online and offline worlds, and hence user acquisition and retention is of utmost importance for service providers. Recent studies show that retaining existing users is considerably less expensive than acquiring new ones, and existing users are more profitable than the newcomers [1], [2], [3]. Therefore, it is common to pay more attention to user retention than user acquisition, specially in online services. Considering the growing rate of online services, user churn which broadly refers to the loss of customers is an important issue. User churn is more challenging in online services due to the factors such as low switching costs, large number of competitors, and the free nature of many services. Therefore, many research efforts have been directed toward predicting user churn, in recent years. Once the potential churners identified, the customer relationship management (CRM) systems can target them with appropriate incentives such as tailored promotions [4] or gamification methods [5] to sustain their interest in their current services.

Churn prediction is studied in different domains such as telecommunication industry [4], [5], [7], [8], banking [9], P2P networks [10], [11], online gaming [12], [13], community based question answering (CQA) services [14], [15] and other online services [2], [16], [17]. There exist different definitions for churn in the literature, corresponding to various service domains. The definitions for churn can be divided into three types: Active which is the case for subscription based services, and the churn happens when the contract is terminated and user leaves the service. Hidden which is the case for free services and happens when the user does not use the service for a significant amount of time. And, Partial which is the case when user do not use all the available features of the service, and instead uses those features in other services. For example, a drop in the level of user activity can be a sign of partial churn.

Most of the previous works in the churn prediction use the active and hidden definitions of churn, and convert the churn prediction problem into a binary classification problem. They usually use an observation window in which they observe the user activity, and a churn window in which they predict the user churn. If the user has no activity in the churn window, he is labeled as churned, otherwise it is labeled as non-churned. Fig. 1 illustrates the different windows used in this type of churn prediction methods. The main effort in these methods is set on feature engineering and they aggregate the user history in the observation window into a single point or a sequence of points with a churn label, then this data is used to train a common classification method. Even though this method simplifies the application of different classical learning models on the datasets, there is many drawbacks in this approach which makes it inappropriate for many of the existing social media services. First, aggregating all temporal user history in a single point exposes the loss of some useful information that can be used to improve the prediction performance. Second, the choice of the thresholds for the observation and churn windows and the features selected for churn prediction are application dependent which implies that current methods could not be generalized to other domains. Moreover, the current classification based approaches can not efficiently capture the partial definition of churn, which is one of the main challenges of current online services. Moreover, in free online services, users may use different competitors simultaneously, and an decrease in usage may be a preliminary indicator of churn. In addition, the churn definition may differ from a user to another. While
In this paper, we introduce ChOracle, an oracle to predict the churn which is able to resolve the aforementioned challenges in the previous works. The proposed method models the future absence gaps of users from the service by utilizing the timing and durations of previous sessions. It exploits the strangeness of temporal point processes and recurrent neural networks in an innovative session based manner to model the return times, session to the service and session durations. Since it only uses user return times and session duration information, it can be considered as a general purpose method that can be used in a broad range of online services. The overall contributions of this paper are:

- We analyze the users interactions with the service in granularity of sessions, and propose to use user return times and session durations to predict user churn.
- We propose a special Marked Temporal Point Process to model user return times to the service or accordingly their absence gaps and predict session durations.
- We utilize RNNs to code the history of user interactions with the service and define the intensity function of proposed temporal point process. Thus the proposed method is not bounded to parametric forms of intensity function, and is able to define and learn general intensity functions. We also incorporate latent random variables into the proposed RNN to add more flexibility to the model. This increases the expressive power of the proposed method and make it capable of handling highly structured data.
- We introduce a variational lower bound for the complete log likelihood as the objective function, and propose an approach to maximize it through back propagation through time (BPTT).
- We conduct several experiments on real datasets to demonstrate the performance of proposed method. To this end, we utilize several datasets from different domains.

Related Work. The works most closely related to the proposed method can be divide into two groups: Churn prediction methods and Temporal point process based methods. These are two independent lines of research and to the best of our knowledge we are the first to systematically combine these two and propose a unified statistical framework for churn prediction.

Churn prediction is studied in a wide range of domains, including telecommunications [4, 6, 7, 8], online games [12, 13], P2P networks [10, 11], and community based question answering (CQA) services [14, 15]. The current literature mainly uses the hidden definition of churn and convert the problem into a binary classification problem. The most common topic that is addressed by the previous work is focused on evaluating different predictive models that are trained on a domain-specific dataset. In this context, the main effort is set on engineering appropriate features for the task and different machine learning methods are trained on a domain-specific dataset. In this context, the main effort is set on engineering appropriate features for the task and different machine learning methods are trained on a domain-specific dataset.
and support vector machines [22]. Hence, they are very application dependent and suffer from the lack of generalization. Most of the previous works use the intrinsic features of users and service, and aggregate the features over the entire observation period and pay little attention to the temporal aspects of user behavior. While this approach simplifies the problem, but it results in loss of some important information about the temporal aspects of user behavior that can be utilized in churn prediction. The authors in [23] used some temporal aspects of data and considered the problem as a sequence classification problem, and proposed a recurrent neural network to classify the sequences. While using temporal information, their approach suffers from many drawbacks. The authors in [2] used the partial definition of churn and tried to use social network features on churn prediction but they did not pay any attention to the temporal aspects of user behavior. To conclude, the previous works on classification based methods for churn prediction, mainly focused on the hidden definition of churn and little attention is paid to partial definition of churn while this is the case for current social media services. They used popular classification based methods for classification, and temporal information about the user interactions with the service is neglected while it is important for better prediction of the user churn.

On the other hand, survival analysis and point process based methods have attracted a lot of interest in different mining problems such as modeling marked temporal events [24, 25, 26, 27], user behavior modeling [5], modeling the diffusion of products [28] and recommendation systems [19, 29, 30]. Most of these works try to model user return time to enhance another primary task such as recommendation, and are not focussed on modeling the return time itself. Besides, they mainly model the user return times to the items, while in the churn prediction we are interested in predicting the user return time to the service not individual items. They also try to model the mark of events as a countable finite variable, while we propose to model the session duration as an infinite continuous random variable. The works in [18] and [19] are the ones that are somehow related to our work. To the best of our knowledge, Kapoor et al. in [18] for the first time approached the churn prediction problem in a return time prediction manner and tried to model the user return time to the service. They used the Cox proportional hazard function to model user return times. While simple, their proposed method suffers from many shortcomings. To name a few, they aggregated the user history in a single point which results in loss of many temporal information. Furthermore, their approach needs many feature engineering efforts which makes it applicable to a specific service and endangers the generality of their approach. The authors in [19] also tried to model user return times to the service. But, their primary goal is the recommendation task. They proposed to model user return times to the service not the items, and proposed a method for next-basket recommendation. They learn a large vector of fixed intensities binned for every hour, and hence their method suffers from high computational complexity. To conclude, the literature on point processes mainly do not focussed on the return time prediction as the main goal, but as a covariate for other primary tasks. They mainly modeled the return times to the items not the whole service and the proposed point processes have single purpose parametric forms which suffers from lack of generality. On the other hand, we propose a general purpose model, that only uses user return times and session durations information to predict user return times to the service. However, our proposed method concentrates on service level and do not need any feature engineering efforts and do not suffer from high computational complexity.

2 PRELIMINARIES

2.1 Temporal Point Processes

A temporal point process is a powerful mathematical tool for modeling random events over time. More formally, a temporal point process is a stochastic process whose realizations consists of a list of time-stamped events \( \{ t_1, t_2, \ldots, t_n \} \) with \( t_i \in \mathbb{R}^+ \). Different types of activities over a service, can be considered as events generated by a point process. In our case, the sessions of a user in the service can be considered as the events generated by the process.

The length of the time interval between successive events is referred to as the inter-event duration. A temporal point process can be completely specified by distribution of its inter-event durations [31]. Let \( H_t \) denote the history of events up to time \( t \), then by applying the chain rule we have:

\[
f(t_1, \ldots, t_n) = \prod_{i=1}^{n} f(t_i | t_1, \ldots, t_{i-1}) = \prod_{i=1}^{n} f(t_i | H_{t_i})
\]

Therefore, to specify a point process, it suffices to define \( f^*(t) = f(t | H_t) \), which is the conditional density function of an event occurring at time \( t \) given the history of events.

A temporal point process can also be defined in terms of counting process \( N(t) \) which denotes the number of events up to time \( t \). The increment of the process, \( dN(t) \), in an infinitesimal window \( [t, t + dt] \), is parametrized by the conditional intensity function \( \lambda^*(t) \). The function \( \lambda^*(t) \) is formally defined as the expected rate of events occurring at time \( t \) given the history of events, that is:

\[
\lambda^*(t) dt = E[dN(t)|H_t]
\]

There is a bijection between the conditional intensity function (intensity for short) and the conditional density function:

\[
\lambda^*(t) = \frac{f^*(t)}{1 - F^*(t)}
\]

where \( F^*(t) \) is the Cumulative Distribution Function (CDF) of \( f^*(t) \). Using the definition of \( \lambda^*(t) \) in Eq.3 the likelihood of a list of events \( (t_1, \ldots, t_n) \) which is observed during a time window \( [0, T] \), can be defined as:

\[
L = \prod_{i=1}^{n} \lambda^*(t_i) \exp \left(-\int_{0}^{T} \lambda^*(s)ds\right)
\]

where \( n \) is the number of observed events and \( T \) is the duration of observation. Intuitively, \( \lambda^*(t) \) is the probability of an event occurring in time interval \( [t, t + dt] \) given the history of events up to \( t \), and it is a more intuitive way to characterize a temporal point process by its intensity function [32]. For example, a temporal Poisson process can be characterized as a special case of a temporal point process with a history-independent intensity function which
is constant over time, i.e. \( \lambda^*(t) = \lambda \) \[^{[33]}\]. Users’ actions usually exhibit complex longitudinal dependencies such as self-excitation, where a user tends to repeat what he has done recently. Such behavioral patterns cannot be characterized by a homogeneous Poisson process, and hence more advanced temporal point processes are needed. Hawkes process is a temporal point process with a particular intensity function which is able to capture the self-excitation property. The intensity function of a Hawkes process is given by:

\[
\lambda^*(t) = \mu + \alpha g_\omega(t) \ast dN(t) = \mu + \alpha \sum_{i < t} g_\omega(t - t_i) \tag{5}
\]

where \( \mu \) is a constant base intensity, \( \alpha \) is a weighting parameter which controls the impact of previous events on the current intensity, \( g_\omega(t) \) is a kernel which defines the temporal impact of events on the future intensity, and \( \ast \) is the convolution operator. In the case that \( g_\omega(t) \) is a decreasing function, Hawkes process produces clustered point patterns over time and hence is able to model the self-excitation property of users events. The right hand side of Eq. \[\text{5}\] comes from the fact that the number of events occurred in a small window \([t, t + dt]\) is \(dN(t) = \sum_{i \in \mathcal{H}_t} \delta(t - t_i)\), where \(\delta(t)\) is a Dirac delta function.

Each event can also be associated with some auxiliary information known as the mark of an event. For example, the song user played in a music streaming service, the item user bought in an online retailer service, or the question user answered in a CQA website can be considered as the marks of events. In our case, the user sessions can be considered as the events and the duration of sessions can be considered as the mark of events. A marked temporal point process is a point process for modeling such events. If \( k \) denotes the mark of the events, then the intensity of the marked temporal point process is given by:

\[
\lambda^*(t, k) = \lambda^*(t) f^*(k|t) \tag{6}
\]

where \( \lambda^*(t) \) denotes the temporal intensity function, and \( f^*(k|t) \) is the conditional probability density function of observing an event with mark \( k \) at time \( t \). Therefore, in order to determine a temporal point process, we need a temporal intensity which shows the rate of occurring event given the history and a conditional probability density function over marks. In the marked case, the likelihood of a list of events \( \{(t_1, k_1), \ldots, (t_n, k_n)\} \) which is observed during a time window \([0, T]\), can be defined as:

\[
\mathcal{L} = \left( \prod_{i=1}^{n} \lambda^*(t_i, k_i) \right) \exp \left( - \int_{0}^{T} \lambda^*(s)ds \right) \tag{7}
\]

2.2 Recurrent Neural Networks

Recurrent neural networks (RNNs) are a class of neural networks suited for dealing with sequential data. In traditional neural networks we assume that all inputs are independent of each other which do not hold in many real world situations. For instance, if we want to predict the next word in a sequence, it is highly correlated with the words that came before it, or if we want to predict the next location a user will check in, it is also correlated with the locations he has previously checked in. RNNs are feed-forward neural networks that allow connections between hidden units. More specifically, additional edges are added to the network so that the hidden state of the current time step is fed as the input to the network in the next time step. As a result the same structure is repeated at adjacent time steps through time, and hence they are called recurrent neural networks. This small modification results in an important property for RNNs: The hidden state at the current time step, depends on all the previous hidden states and hence all the previous inputs. This memory property is the main engine of RNNs that give them an excellent predictive power.

Let consider \( h_t \) and \( x_t \) as the hidden state and input at time step \( t \), respectively. The hidden state depends on both the current input and the hidden state of previous time step as follows:

\[
h_t = \sigma(W^{yh} x_t + W^{hh} h_{t-1} + b_h) \tag{8}
\]

where, \( W^{yh} \) and \( W^{hh} \) are the weight matrices that connects the input to the current hidden state, and previous hidden state to the current hidden state, respectively. \( b_h \) is the bias vector, and \( \sigma(.) \) is the activation function. The Sigmoid, hyperbolic tangent, and ReLU are examples of popular activation functions. The initial state \( h_0 \) only depends on the input, and each state can be calculated in a similar fashion. Fig. \[2\] illustrates the recurrent nature of and RNN that is unrolled through the time. The weight matrices are learned using training data by an approach called back propagation through time (BPTT).

In practice, RNNs has shown state of the art performance in general purpose sequence modeling tasks such as sequence-to-sequence translation \[^{[34]}\], handwriting recognition \[^{[35]}\], image captioning \[^{[36]}\], and discrete time-series prediction \[^{[37]}\].

3 CHORACLE: A CHURN PREDICTION FRAMEWORK BASED ON RNNs

As we mentioned in the introduction section, a recent approach in churn prediction is to predict the returning time of the user to the service. Temporal Point Process (TPP) is a strong mathematical framework for modeling the underlying patterns governing the temporal data. The major limitation of existing studies that use TPPs to model temporal data is that they often draw parametric assumptions about the conditional intensity function. Each parametric form determines different temporal characteristics for the point
This is a hard task that needs sufficient domain knowledge. Moreover, in order to predict user probability function which can limit the expressiveness of the process and tries to correctly decide which form to use. The authors in [27] proposed a unified model that do not need parametric assumptions about the intensity function. To this end, they combined the temporal point processes and recurrent neural networks by letting the RNN to determine the value of intensity function of temporal point process at each time-step. Though innovative, their approach suffers a limitation caused by RNNs. The hidden state in an RNN is a deterministic function of input and the previous state, and the only source of variability is the conditional output probability function which can limit the expressiveness of the model for highly structured data where some latent random variables govern the temporal dynamics of data [38].

To tackle this challenge, in this section, we propose a mathematical framework to define the conditional intensity function of a temporal point process using recurrent neural networks. We incorporate latent random variables into the recurrent neural network to model the variability observed in the data. The latent variable can be interpreted as the latent loyalty of users to the service that increases the expressive power of proposed method. Hence, the proposed method, is able to better predict the returning times of users to the system and user churn. In the followings, we first specify some notations and then discuss the proposed framework.

3.1 Notations and Conventions

We cast the churn prediction problem as a return time prediction problem. Moreover, in order to predict user returns to the service, it is better to model user sessions in a system level instead of detailed user events. Besides, we argue that knowing how long the user stayed at the system in each session in addition to the true return times, can improve the predictions and help to better model future return times and the user churn. Let \( \mathcal{H}(T) = \{S_u(T)\}_{u=1}^U \) denote the collection of all sequences of user sessions in the system up to time \( T \), where \( U \) is the total number of users and \( S_u(T) \) is the sequence of sessions of user \( u \) till time \( T \). That means \( S_u(t) = \{s_i^u\}_{i=1}^{n_u(t)} \), where, \( s_i^u \) is the \( i \)th session of user \( u \) in the system and is denoted as \( s_i^u = (t_i^u, d_i^u) \), where \( t_i^u \) is the time that the session \( i \) started and \( d_i^u \) is the duration of session. \( d_i^u \) can either be the duration of the session in terms of time or the number of actions the user taken in the system. Fig. 3 provides some intuitions about the definitions of session duration, absence gap and session start times in our model.

3.2 Model Formulation

The key idea is to model both absence gap and session duration in order to predict churns through return times. To this end, we propose a temporal point process to jointly model the next return time and session duration given all previous sessions of a user. To be able to capture general dependencies between the current and previous sessions, we let an RNN to jointly model the nonlinear dependency of current return time and session duration to the past sessions. Indeed, the output of RNN at each time-step will define the intensity function of temporal point process. To add more flexibility and expressiveness to the proposed model, we add latent random variables to the RNN. In the context of churn prediction, this latent variables can be interpreted as the current loyalty of user to the system. This latent variables will make the proposed method capable to deal with highly structured data. Fig. 4 presents the overall view of the proposed RNN based TPP.

Given a sequence of events, \( S_u(t) = \{(t_i^u, d_i^u)\}_{i=1}^{n_u(t)} \) at time-step \( i \), the tuple \( (g_i^u, d_i^w) \) is fed into the RNN, where \( g_i^u \) is the current gap, and is calculated as \( g_i^u = t_i^u - t_{i-1}^u \), and \( d_i^w \) is the duration of session \( i \). We also consider a latent random variable \( z_i^u \), which reflects the current loyalty of user \( u \) to the system at step \( i \). From now on, for simplicity we remove the superscript \( u \) from inputs and variables. Using the aforementioned inputs \( g_i, d_i \) and variable \( z_i \), the update equation for the hidden state of RNN at time-step \( i \) will be as follows:

\[
h_i = f_\theta(g_i, d_i, z_i, h_{i-1})
\]  

(9)

where, \( g_i \) and \( d_i \) are the current inputs, \( z_i \) is the current value of latent random variable, and \( h_{i-1} \) is the hidden state of RNN at the previous time step. \( f_\theta \) can be any activation function such as Sigmoid (\( \sigma(\cdot) \)) or ReLU (\( \text{ReLU}(\cdot) \)). The output of RNN at time-step \( i \) is the probability density functions of \( g_{i+1} \) and \( d_{i+1} \). In the following, we describe how \( p(g_{i+1}|z_i, h_i) \) and \( p(d_{i+1}|z_i, h_i) \) can be calculated. As we mentioned, we use temporal point processes to model the return times to the system and let RNN to define the conditional intensity function of the temporal point process.
We can define the probability density function of next absence gap through the learning of RNN. Hence, to define \( p(g_{i+1} | z_i, h_i) \), we should define \( \lambda^*(g_{i+1} | z_i, h_i) \) of associated point process. We propose the following formulation for the conditional intensity function:

\[
\lambda^*(g | z_i, h_i) = \exp \left( w^2 z_i + w^h h_i + w^g g + b^f \right) \tag{10}
\]

where, \( \exp() \) is used to meet the required condition for conditional intensity function to be always positive (\( \forall t, \lambda^*(t) \geq 0 \)).

We can define the probability density function of next absence gap using the defined intensity function:

\[
g_{i+1} | z_i, h_i \sim f^*(g | z_i, h_i) \tag{11}
\]

\[
f^*(g | z_i, h_i) = \lambda^*(g | z_i, h_i) \exp(- \int_0^g \lambda^*(s | z_i, h_i) ds) \tag{12}
\]

It is worth noting that since \( h_i \) is a function of previous hidden states that depend on the related inputs, (relation \( [9] \), \( f^*(g | z_i, h_i) \) will depend on all previous history. i.e. \( f^*(g_{i+1} | z_i, h_i) = f^*(g_{i+1} | z_{i-1}, g_{i-1}, d_{i-1}) \).

In the same way, we try to model the duration of next session at each time step. We consider \( d_{i+1} \) as the number of events occurred during the session \( i + 1 \). We also assume that it has a Poisson distribution with a parameter \( \gamma_i \). Therefore, at each time-step \( i \) we need to model the parameter \( \gamma_i \) to model the next session duration. We propose the following formulation for \( \gamma_i \):

\[
\gamma_i = \exp(w^{\gamma} z_i + w^{h\gamma} h_i + b^\gamma) \tag{13}
\]

Where, \( w^{\gamma}, w^{h\gamma} \) are the weight vectors that will be learned through the learning of RNN. Therefore, the probability density function of next session duration can be defined as:

\[
p(d_{i+1} = k | z_i, h_i) = \frac{\gamma_i^k e^{-\gamma_i}}{k!} \tag{14}
\]

We also consider the latent variable \( z_i \) to define the loyalty to the system in time step \( i \) and hence we consider it in \([0, 1]\) interval, where 0 means no loyalty to the system, and 1 is the highest loyalty and engagement with the system. To this end, we consider a prior logit-normal distribution for \( z \):

\[
p(z_i | h_{i-1}) = p_{\theta_p}(z_i | h_{i-1}) = P(N(\mu_0, \sigma_0^2)),
\]

where, \( \theta_p = \{\mu_0, \sigma_0^2\} \)

In order to generate this distribution, at each time-step of RNN we use a multilayer perceptron network (MLP) that accepts the previous hidden state as input and outputs \( \mu_0 \) and \( \sigma_0 \). The weights of this MLP is also shared between all time-steps and are learned through the learning phase of RNN.

### 3.3 Parameter Learning

Given the collection of all sequences of events and their latent random variables until time \( T \), i.e. \( \{S^u(T), Z^u(T)\}_{u=1}^U \), where \( S^u(T) \) is the sequence of sessions of user \( u \), and \( Z^u(T) \) is the sequence of latent random variables of user \( u \), we can define the joint log-likelihood as:

\[
L\left(\{S^u(T), Z^u(T)\}_{u=1}^U\right) = \sum_u \log P(S^u(T) | Z^u(T)) + \log P(Z^u(T)) = \sum_u \sum_i \left( \log P(g^u_i | z^u_{i-1}, h_{i-1}) + \log P(d^u_i | z^u_{i-1}, h_{i-1}) + \log P(z^u_{i} | h_{i-1}) \right) \tag{16}
\]

where, the first term is the probability density of event timings or absence gaps, the second term is the probability density of session durations, and the third term is the prior probability of latent variables.

Given the latent random variables, we can simply maximize this joint log-likelihood by using the Back Propagation Through Time (BPTT). However, in real data we do not have the latent variables at hand, and hence we can not directly maximize the complete joint log-likelihood in Eq. \( [16] \) Utilizing the approach used in Variational Inference \([39]\) and Variational Auto-Encoder (VAE) \([40]\), we try to maximize the evidence lower bound (ELBO) as the objective function. The objective function will be a time-step-wise variational lower bound as follows:

\[
\sum_u \left[ E_{q(z_i^u | g^u_i, T, d^u_i)} \left[ T \sum_{i=1}^T \left( \log P(g^u_i | z^u_{i-1}, h_{i-1}) + \log P(d^u_i | z^u_{i-1}, h_{i-1}) - KL(q(z^u_i | g^u_i, d^u_i, h_{i-1}) \parallel P(z^u_i | h_{i-1})) \right) \right] \right] \tag{17}
\]
We cast the churn prediction problem into a return time prediction problem. Therefore, we evaluate performance of the proposed method in both predicting the next absence gap and next session duration. However, none of the previous works have tried to do this type of evaluation. Only some works have tried to predict the return time of users to the items. However, the main goal of many of these works are neither churn prediction nor return time prediction to the system, but some of them can be modified to predict user return times to the system for comparisons. Therefore, to evaluate the performance of proposed method in predicting the next return time to the system, we compared ChOracle with the following models.

- **RMTPP** [27]. This method tries to model the intensity function of a temporal point process using recurrent neural networks. It learns a general intensity function that can predict next event time and marker. Although its primary intention is not for churn prediction and its markers have discrete finite values, but we used its temporal part for return time prediction to the system.

- **NSR** [19]. The Neural Survival Recommender is designed for recommendation purposes and tries to model the return times of users to the items. But, since it also tries to model the temporal point process using RNNs based on a different approach, we also compared its performance in return time prediction with the proposed method.

As discussed in the related works section, the authors in [18] have also tried to model the user return times to service, however their method is application dependent and uses detailed specific features that makes it only applicable to music streaming services. Since in our experiments we used datasets from different general domains and only use high level user interaction data such as session duration and absence gap, we did not include this method in the competitor baselines.

**Experimental Setup.**

For implementation of deep networks, we used TensorFlow [41], a scalable deep learning library in python. To be fair, we trained all three methods that are based on neural networks (ChOracle, RMTPP, NSR) with 70 iterations on the train data with the learning rate of 0.001. We used a single LSTM layer with 300 hidden units. We did not use any embedding for the proposed method, RMTPP, and NSR. This will impact the results but will help us to evaluate the performance of methods without any help of embeddings. We selected 80% of users as the training set and the remaining 20% as the test set. We set the session length threshold to 1 hour for all datasets and experiments, except when explicitly stated. More information about the session length is provided in related subsections of the results.

In addition, we set \( w^i = 0 \) in Eq. 10 in implementation of ChOracle. For simplicity in calculations of the KL divergence, instead of using \( z \) we used \( \text{logit}(z) \) which has a Gaussian distribution.

### 4.2 Dataset Description

We evaluated the performance of ChOracle on four real datasets from different domains; Last.fm, Tianchi Alibaba Mobile Commerce, Foursquare, and IPTV. All datasets contain timestamped actions which make them appropriate
Fig. 6: The convergence of proposed method. First row presents the Loss on train data against different epochs for (a) Tianchi, (b) Last.fm, (c) Foursquare, and (d) IPTV datasets. Second row, presents the MAE of absence prediction and MAE of session duration prediction on train data against different epochs. The threshold for session extraction is set to 1 hour.

benchmarks for comparing the proposed method to the other state-of-the-art methods.

Last.fm. This dataset contains the music listening logs of 1200 users and 1000 artists. There are around 418K events in total which spans a period of 6 months.

Tianchi Mobile Data. It contains the user interactions with items in Alibaba’s mobile M-Commerce platform [42]. The dataset includes four behavior types: click, collect, add-to-cart, and payment. We only considered the click events. Our data contains roughly 1000 users, 2100 items, and a total of 1.2M events.

Foursquare Data. This dataset contains Foursquare users’ check-ins in London [43]. We selected the active users with more than 30 check-ins and the venues with more than 50 check-ins which resulted in 67K check-ins of 890 users in London, which spans from Mar. 2011 to Sep. 2011.

IPTV Data. This dataset contains the users’ history of watching TV programs on online TV streaming services [29]. The dataset contains 7100 users and 436 TV programs. The dataset contains 2.4M events and spans a period of 11 months.

4.3 Results

Convergence Analysis

In fig. 6, we illustrate the convergence behavior of the proposed method. We investigated how the Loss, and MAE changes through epochs on the train data. First row presents the Loss against number of epochs for different datasets. The presented Loss is the negative of ELBO introduced in Eq. 17 divided by the number of events; i.e. negative of average ELBO per event. Since we try to maximize the ELBO as the objective function, we expect that its negative decreases with an increase in the number of epochs. As it can be clearly seen from the first row, with an increase in the number of epochs the loss decreases in all data sets. It can be also noticed that after about 20 epochs, the loss converges to a fixed value which is a sign of fast convergence in all datasets. As the main goal of ChOracle is to predict when the user will comeback to the system, in the second row, we also presented the MAE of absence gap, and session duration prediction on the train data for different datasets. Minimizing the absence gap, and session duration prediction error is not the main objective of the optimization, but as the second row shows, minimizing the loss will result in minimizing the absence gap, and session duration prediction error in all datasets. As it can be seen, the absence gap prediction error converges rapidly for Tianchi and Last.fm datasets while it takes more epochs for Foursquare and IPTV datasets to converge. In the contrary, the session duration prediction error converges rapidly for Foursquare and IPTV datasets while it took more epochs to converge for Tianchi, and Last.fm datasets.

Absence Gap Prediction

In fig. 6, we illustrate the performance of different methods in predicting the next absence gap of users on the test data. As depicted, the proposed method outperforms the competitors in all datasets. The NSR performance is close to the proposed method in Tianchi and Last.fm datasets (Figs. 7a, 7b). As we mentioned previously, the NSR method suffers from high complexity and requires more computational power to reach the desirable results. It learns a vector of length 4320 for each event that is the intensity function of a temporal point process for about 180 days. The Foursquare dataset has only 800 users and many of its sessions contain just 1 event. Hence, NSR do not perform well for the Foursquare
dataset. IPTV dataset contains about 5000 users and about 1M events. When we tried to fit NSR on the IPTV dataset by using a simulation server with 12GB of GPU, we faced out of memory (OOM) errors, since the data did not fit in the memory. To resolve this issue, we reduced the length of prediction to only 500 future hours and hence it could not well predict the future events. This is depicted in the Fig. 7d. The RMTPP method, which only uses RNNs to model the timing of events, can not well describe the latent patterns that govern the temporal dynamics of the events. It only performs close to the proposed method for the IPTV dataset, which has a lot of training data. However, for datasets with fewer data, it cannot well describe the patterns governing the temporal dynamics of data. Instead, the proposed method which uses RNNs to define the intensity function of temporal point process and incorporates the latent variables into the RNNs, can well describe the latent patterns that govern the temporal dynamics of events. Moreover, it does not suffer from high computational complexity.

**Session Duration Prediction**

We also studied performance of the proposed method in predicting the next session duration. We chose the number of events in the session as its duration. For example, the session duration for Last.fm dataset is the number of songs the user listened in a session, and the session duration for Tianchi, Foursquare, and IPTV is the number of products the user clicked, the number of checkins the user did, and the number of tv programs the user watched in the session, respectively. The results is presented in Table. 1. It should be noted that our primary goal is not to exactly predict the session duration and we only use it for better prediction of the future return times. As the results demonstrate, the proposed method performs better on the Foursquare and IPTV datasets compared to Tianchi and Last.fm. Since the session duration in Foursquare and IPTV datasets is less than the Tianchi and Last.fm datasets, the average error is also expected to be less for those datasets. The Mean Relative Error (MRE) is the same over all datasets which shows that relative performance do not change over different datasets, and the differences in MAE is because of different scales in session duration of different datasets.

**Impact of Session Threshold on the performance**

There is no explicit notion of session in the datasets we used for our experiments. Therefore, we manually segmented the events into sessions. To this end, we selected a minimum gap ($\psi_g$) and if the gap between two consecutive events ($i, i + 1$) is less than the threshold ($t_{i+1} - t_i < \psi_g$) we assume that they belong to the same session. We used this method to create session based events. The choice of threshold $\psi_g$ is application dependent and may affect the results.

Fig. 8 shows the impact of session length threshold $\psi_g$ on performance of the proposed method both in predicting the next absence gap and next session duration. To this end, we plotted the MRE of these two metrics against the session length threshold $\psi_g$.
threshold. As illustrated in this figure, with increasing the threshold \( \psi_{th} \), the MRE of absence gap prediction decreases for all datasets. Because with increasing the threshold the resulting sessions will be longer and the gaps between sessions increases, and as a result the relative error decreases. In the contrary, with an increase in the threshold there is no significant change in the MRE of next session predictions, and the results do not change dramatically.

5 CONCLUSIONS

In this work, we presented a novel framework, ChOracle, for churn prediction in online services. ChOracle models the user absence gaps and session durations, by extending temporal point processes. In order to model general temporal intensities, ChOracle uses recurrent neural networks to define the intensity function of temporal point processes. Therefore, it can adaptively model different intensity functions. We also incorporated latent random variables into the hidden states of RNN, which adds more expressive power to the model and enables ChOracle to deal with highly structured data. The last but not the least, we derived a variational lower bound as the objective function. By maximizing this objective function we can learn all the parameters by using back propagation through time (BPTT). Experiments on real world datasets demonstrate the superiority of the proposed framework over state-of-the-art methods.

For future work, one may use more specific data about user sessions to improve the predictive performance of the proposed method. We also would like to investigate defining churners based on predicted absence gaps in a real world scenario. Another interesting venue for future work is utilizing generative adversarial neural networks (GAN) [44] to model the intensity functions of temporal point processes.

APPENDIX A

DERIVATION OF ELBO

For simplicity, we derive the ELBO for event sequence of a single user \( u \), since it is straightforward to generalize the results to many users.

\[
\mathcal{L}(S^n(T)) = \log \int P(S^n(T), Z^n(T)) dZ
\]

\[
= \log \int p(g_1:T, d_1:T, z_1:T) dZ
\]

\[
= \log \int q(z_1:T|g_1:T, d_1:T) \frac{p(g_1:T, d_1:T, z_1:T)}{q(z_1:T|g_1:T, d_1:T)} dz_1:T
\]

\[
\geq \int q(z_1:T|g_1:T, d_1:T) \log \left( \frac{p(g_1:T, d_1:T, z_1:T)}{q(z_1:T|g_1:T, d_1:T)} \right) dz_1:T
\]

\[
= \int q(z_1:T|g_1:T, d_1:T) \times
\log \left( \prod_{i=1}^{T} \frac{p(z_i|z_{<i}, g_{<i}, d_{<i})p(g_i|z_{<i}, g_{<i}, d_{<i})p(d_i|z_{<i}, g_{<i}, d_{<i})}{\prod_i q(z_i|z_{<i}, g_{<i}, d_{<i})} \right) dz
\]

(18)

We can decompose the above equation into two parts:

\[
A = \int q(z_1:T|g_1:T, d_1:T) \times
\sum_i \left( \log p(g_i|z_{<i}, g_{<i}, d_{<i}) + \log p(d_i|z_{<i}, g_{<i}, d_{<i}) \right) dz
\]

\[
= \mathbb{E}_{q(z_1:T|g_1:T, d_1:T)} \left[ \sum_i \log p(g_i|z_{<i}, g_{<i}, d_{<i}) + \log p(d_i|z_{<i}, g_{<i}, d_{<i}) \right]
\]

(19)

\[
B = \int q(z_1:T|g_1:T, d_1:T) \times
\sum_i \left( \log p(z_i|z_{<i}, g_{<i}, d_{<i}) - \log q(z_i|z_{<i}, g_{<i}, d_{<i}) \right) dz
\]

\[
= \sum_i \int q(z_{<i}|g_{<i}, d_{<i}) \times
\left( \log p(z_i|z_{<i}, g_{<i}, d_{<i}) - \log q(z_i|z_{<i}, g_{<i}, d_{<i}) \right) dz
\]

\[
= - \sum_i \int q(z_{<i}|g_{<i}, d_{<i}) \times
\text{KL} \left[ q(z_i|z_{<i}, g_{<i}, d_{<i}) \parallel p(z_i|z_{<i}, g_{<i}, d_{<i}) \right] dz
\]

\[
= - \mathbb{E}_{q(z_1:T|g_1:T, d_1:T)} \left[ \sum_i \text{KL} \left[ q(z_i|z_{<i}, g_{<i}, d_{<i}) \parallel p(z_i|z_{<i}, g_{<i}, d_{<i}) \right] \right]
\]

(20)

and hence, ELBO will be as follows:

\[
\mathcal{L}(S^n(T)) = \mathbb{E}_{q(z_1:T|g_1:T, d_1:T)} \left[ \sum_i \left[ \log p(g_i|z_{<i}, g_{<i}, d_{<i}) + \log p(d_i|z_{<i}, g_{<i}, d_{<i}) \right] + \text{KL} \left[ q(z_i|z_{<i}, g_{<i}, d_{<i}) \parallel p(z_i|z_{<i}, g_{<i}, d_{<i}) \right] \right]
\]

(21)
In our experiments, to calculate the expectation with respect to the $q(z_i)$ distribution, we draw $L$ samples from it and then compute the ELBO as follows:

$$
L^{(S^n)}(T) = \frac{1}{L} \sum_{l=1}^{L} \left[ \sum_i \left[ \log p(g_i | z_i^{<l}, g_i, d_i) + \log p(d_i | z_i^{<l}, g_i, d_i) \right] + KL \left( q(z_i | z_i^{<l}, g_i, d_i) \parallel p(z_i | z_i^{<l}, g_i, d_i) \right) \right]
$$

s.t. $z_{1:T} \sim q(z_{1:T} | g_{1:T}, d_{1:T})$

(22)
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