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\textbf{Abstract}

Locally repairable codes (LRCs) play important roles in distributed storage systems (DSS). LRCs with small locality have their own advantages since fewer available symbols are needed in the recovery of erased symbols. In this paper, we prove an upper bound on the dimension of LRCs with minimum distance \(d \geq 7\). An upper bound on the length of almost optimal LRCs with \(d = 7\), \(r = 2\) at \(q^2 + q + 3\) is proved. Then based on the \(t\)-spread structure, we give an algorithm to construct almost optimal LRCs with \(d = 7\), \(r = 2\) and length \(n \geq 3\left\lceil \frac{\sqrt{q}}{2} \right\rceil\) when \(q \geq 4\), whose dimension attains the aforementioned upper bound.

\textbf{Index Terms}—Locally repairable codes, distributed storage systems, \(t\)-spreads.

\section{Introduction}

To meet the growing needs for efficient and reliable cloud storage systems and big data storage systems, distributed storage systems have been widely used. In distributed storage systems, a data is partitioned and stored in different data storage devices. Inevitably, data loss may occur. Erasure codes are introduced to prevent data loss, such as locally repairable codes. The notions of the locality of code symbols and the formal definition of locally repairable codes were introduced in \cite{1} and \cite{2}. The bounds and constructions of locally repairable codes have attracted the attention of many researchers in recent years.

Let \(q\) be a prime power. An \([n,k,d]_q\) linear code \(\mathcal{C}\) is called a locally repairable code with locality \(r\) if for every \(i \in \{1,2,\ldots,n\}\), there exists a codeword \(c'_i\) in its dual code \(\mathcal{C}^*\) such that \(wt(c'_i) \leq r + 1\) and \(i \in \text{supp}(c'_i)\). The well-known Singleton-like bound

\begin{equation}
    d \leq n - k - \left\lceil \frac{k}{r} \right\rceil + 2
\end{equation}

was proved in \cite{1}.

LRCs whose parameters attain bound (1) are called optimal LRCs. LRCs with parameters satisfying \(d = n - k - \left\lceil \frac{k}{r} \right\rceil + 1\) are called almost optimal LRCs. In the works \cite{3,4}, the upper bounds on the length of optimal LRCs with fixed \(d, r\) were proved. There were many constructions of optimal LRCs, e.g., \cite{3,4,5,6,7,8,9}. In \cite{8}, LRCs with \(d = 3, 4\) and unbounded length were constructed, and for any \(5 \leq d \leq r + 2\), optimal LRCs with length at least \(cq^{1+\left\lceil \frac{d-1}{2} \right\rceil}n\) were constructed, where \(c\) is a constant that only depends on \(d\) and \(r\). By polynomial evaluation, \cite{5} constructed optimal LRCs with \(n \leq q\). It is worth noting that the constructions in \cite{5} only require \(r, k\) to satisfy \(r \leq k\) and \(\frac{r}{k} \leq \frac{1}{c}\). By the algebraic structure of elliptic curves, optimal LRCs with length up to \(q + \sqrt{q}\) were constructed in \cite{6}. Optimal cyclic LRCs with \(d = 3, 4\) and unbounded length were constructed in \cite{7}. In \cite{8}, via binary constant weight codes, optimal LRCs with \(d = 5, 6\) and length greater than \(cq^2\) were explicitly constructed, where \(c\) is a constant that only depends on \(d, r\). In \cite{9}, the connections between optimal LRCs with Vandermonde-like parity-check matrices and hypergraphs were established. Practical algorithms were given to obtain the desired parity-check matrices of optimal LRCs, whose length is at least \(cq^{1+\left\lceil \frac{d-1}{2} \right\rceil}n\), where \(c\) is a constant that only depends on \(d\) and \(r\). In \cite{10}, the optimal LRCs with \(d = 6, r = 2\) and disjoint local repair groups were completely characterized, then optimal LRCs with lengths \(3(q + 1), 3(q + \sqrt{q} + 1)\) and \(3(2q - 4)\) were explicitly constructed. However, as will be shown in Lemma 2, there is no optimal LRC with \(d = 7, r = 2\) and disjoint local repair groups. Thus, we attempt to construct almost optimal LRCs with \(d = 7, r = 2\) and disjoint local repair groups. Some upper bounds are also derived in the process.

The remainder of the paper is organized as follows. In Section 2, we review some definitions and necessary results. In Section 3, we give our main results as follows:

(1) An explicit upper bound on the dimension of LRCs with minimum distance \(d \geq 7\) and disjoint local repair groups. This upper bound outperforms the explicit upper bound proved in \cite{10} when \(r = 2, 3\).

(2) An upper bound on the length of almost optimal LRCs with minimum distance \(d = 7\), locality \(r = 2\) and disjoint local repair groups at \(q^2 + q + 3\). This upper bound is better than that proved in \cite{3} and \cite{4} when \(d = 7, r = 2\).

(3) An algorithm to construct almost optimal LRCs with minimum distance \(d\), locality \(2\) and disjoint local repair groups, whose length is at least \(3\left\lceil \frac{\sqrt{q}}{2} \right\rceil\) when \(q \geq 4\). It is worth noting that these LRCs attain the upper bound on dimension in Lemma 3.
2 Preliminaries

2.1 Notations and definitions

We recall some notations and definitions.

- Let \( |a|, |a| \) be the floor function and the ceiling function of \( a \), respectively.
- Let \( \mathbb{F}_q \) be the finite field with \( q \) elements, where \( q \) is a prime power.
- Let \( \mathbb{F}_q^n \) be the \( n \)-dimensional vector space over \( \mathbb{F}_q \).
- For any positive integer \( n \), we denote by \([n] = \{1, 2, \ldots, n\}\).
- For any \( c = (c_1, c_2, \ldots, c_n) \in \mathbb{F}_q^n \), the support set of \( c \) is defined as \( \text{supp}(c) = \{i \in [n] | c_i \neq 0\} \).
- For any non-trivial vector space \( V \) over \( \mathbb{F}_q \), we denote the set of all one-dimensional subspaces of \( V \) by \([V]\).

Now, we give the formal definition of locally repairable codes.

Definition 1. A \( q \)-ary \([n, k, d]\) linear code \( C \) is said to be a locally repairable code with locality \( r \) if for any \( i \in [n] \), there exists a set \( R_i \subseteq [n] \backslash \{i\} \) such that \( |R_i| \leq r \) and for any codeword \((c_1, c_2, \ldots, c_n) \in C\),

\[
c_i = \sum_{j \in R_i} k_j c_j,
\]

where \( k_j \in \mathbb{F}_q \backslash \{0\} \) are fixed elements. \( R_i \cup \{i\} \) is called a local repair group. We denote its parameters by \((n, k, d, r)_q\).

If some local repair groups form a partition of \([n]\), and each of them has cardinality \((r + 1)\), then we say that \( C \) has disjoint local repair groups.

An LRC has disjoint local repair groups if and only if it has an equivalent parity-check matrix of the following form:

\[
\begin{bmatrix}
1 & 1 & \cdots & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 1 & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & 0 & u_1 & 0 & \cdots & 0 \\
u_1 & \cdots & u_r & 0 & u_1 & \cdots & u_r & 0 \\
u_1 & \cdots & u_r & 0 & u_1 & \cdots & u_r & 0 \\
u_1 & \cdots & u_r & 0 & u_1 & \cdots & u_r & 0 \\
\end{bmatrix}
\]

2.2 The LRCs with minimum distance \(7\), locality \(2\) and disjoint local repair groups

In this paper, we focus on LRCs with minimum distance \(7\), locality \(2\) and disjoint local repair groups. There exists no LRC attaining the Singleton-like bound (1) in this case.

Lemma 1 ([3], Lemma 2.2). Let \( n, k, d, r \) be positive integers.

If \((r + 1)n \) and \( n - k - \left\lceil \frac{d}{r} \right\rceil + 2 = d \), then

\[
n - k - \frac{n}{r + 1} = d - 2 - \frac{d - 2}{r + 1}.
\]

Also, equality (2) along with \((r + 1)n \) and \( d - 2 \neq \) \( r \mod (r + 1)\) imply \( n - k - \left\lceil \frac{d}{r} \right\rceil + 2 \neq d \).

Lemma 2 ([9], Remark 1). Let \( n, k, d, r \) be positive integers and \( q \) be a prime power. If \( d - 2 \equiv r \mod (r + 1) \), then there is \( n \) \((n, k, d, r)_q\) LRC satisfying \((r + 1)n\) and \( n - k - \left\lceil \frac{d}{r} \right\rceil + 2 = d \).

Remark 1. Due to this phenomenon, an \((n, k, d, r)_q\) LRC satisfying \( d - 2 \equiv r \mod (r + 1) \), \( (r + 1)n \), and \( d = n - k - \left\lceil \frac{d}{r} \right\rceil + 1 \) is also called an optimal LRC in [3] and [9]. However, in this paper, we call it an almost optimal LRC since its minimum distance differs one from the Singleton-like bound (1).

We review a recent result in [11]. It will be useful to determine the minimum distance of the LRCs in our construction.

Theorem 1 ([11], Theorem 1). Let \( C \) be an optimal \([n, k, d]_q\) linear code with all-symbol \((r, \delta)\)-locality. Assume \( n = m(r + \delta - 1), \) \( k = ur, u \geq 2 \).

If \( 2r \) and \( m \geq u + 1 \) then

\[
q \geq \phi\left(\left(\frac{k}{r} + 1\right)\left(\frac{2r + 2\delta - 2}{r} - 1\right)\right)\left(\frac{q}{n}\right)^{\frac{2}{r} - 1},
\]

where \( \phi(x) \) is the smallest prime power greater or equal to \( x \).

If \( 2r \) and \( m \geq u + 2 \), then

\[
q \geq \phi\left(\left(\frac{k}{r} + 1\right)\frac{r}{q}\right)
\]

When \( \delta = 2 \) in Theorem 1, \( C \) is an LRC with locality \( r \) as defined in Definition 1. We then have the following corollary.

Corollary 1. Let \( C \) be an \((n, k, d, r)_q\) LRC. If \( r = 2 \), \( n \geq 3L > q + 4 \) and \( k = 2(L - 2) \), then the minimum distance \( d \geq 7 \).

Proof. By the inequality (1),

\[
d \leq 3L - 2(L - 2) - \frac{2(L - 2)}{2} + 2 = 8.
\]

If \( d = 8 \), then \( C \) is an optimal LRC satisfying the condition of Theorem 1. By Theorem 1, we have

\[
q \geq \phi(3(L - 2 + 1) - 1) \geq 3L - 4 = n - 4,
\]

which is a contradiction. Hence \( d \leq 7 \).

Thus, if we have an almost optimal LRC with parameters \((n = 3L, k = 2(L - 4), d = 7, r = 2)\), and \( n > q + 4 \), then it obtains the best possible minimum distance when its other parameters and the field size \( q \) are unchanged.

3 Main results

3.1 An upper bound on the dimension of LRCs with disjoint local repair groups and \( d \geq 7 \)

By analysing the parity-check matrix, we have the following upper bound on the dimension of LRCs with minimum distance \( d \geq 7 \) and disjoint local repair groups.

Lemma 3. Let \( C \) be an LRC with disjoint local repair groups and parameters

\[
(n = L(r + 1), k = Lr - u, d \geq 7, r)_q,
\]

then we have

\[
k \leq \frac{rn}{r + 1} - \left|\log_q (q + (q - 1)q(\frac{r}{2}n - r))\right|
\]
Proof $\mathcal{C}$ has an equivalent parity-check matrix $P$ of the following form.

$$
P = \begin{bmatrix}
1 & 1 & \ldots & 1 & 0 & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 1 & 1 & \ldots & 1 & \ldots & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 1 & \ldots & 1 & \ldots & 1 \\
\end{bmatrix}
$$

Let $h_i^{(t)}$ be the $(t-1)(r+1)-i$-th column of the above matrix, $u_{i,j}^{(1)} \in \mathbb{F}_q$ for $t \in [L]$, and $u_{i,j}^{(1)} \doteq u^{(1)} - u^{(t)}$ for $i \neq j \in [r+1], t \in [L]$. We have the following claim.

Claim 1: Let $S_1 = \{(i,j,t)|i < j \in [r+1], t \in [L]\}$, then $S_2 = \{(i,j,t)|i \leq j \in [r+1], t \in [L]\}$, and these two sets pairwisely intersect in the one-dimensional subspace $\text{span}\{u_{i,j}^{(1)}\}$. To prove Claim 1, we need to show that for any $(i_1,j_1,t_1) \neq (i_2,j_2,t_2)$ such that $u_{i_1,j_1}^{(1)}$, $u_{i_2,j_2}^{(1)}$, $u_{i_1,j_1}^{(t)}$, $u_{i_2,j_2}^{(t)}$ are linear independent.

Assume that $k_1u_{i_1,j_1}^{(1)} + k_2u_{i_1,j_2}^{(1)} + k_3u_{i_1,j_2}^{(t)} = 0$, where $(k_1,k_2,k_3) \in \mathbb{F}_q^3$, then we have

$$
k_1(h_{i_1}^{(1)} - h_{j_1}^{(1)}) + k_2(h_{i_2}^{(2)} - h_{j_2}^{(2)}) + k_3(h_{i_2}^{(1)} - h_{j_2}^{(1)}) = 0.
$$

If $k_3 = 0$, then the coefficient of $h_{i_1}^{(1)}$ in above equation is non-zero. Note that any six columns of $P$ are linear independent. This leads to a contradiction.

If $k_3 = 0$, $k_1 \neq 0$, then the coefficient of $h_{i_1}^{(1)}$ or $h_{j_1}^{(1)}$ in above equation is non-zero, which is a contradiction.

If $k_3 = 0$, $k_2 \neq 0$, then the coefficient of $h_{i_2}^{(2)}$ or $h_{j_2}^{(2)}$ in above equation is non-zero, which is a contradiction. Thus, $k_1 = k_2 = k_3 = 0$, $u_{i_1,j_1}^{(1)}$, $u_{i_2,j_2}^{(1)}$, $u_{i_1,j_2}^{(1)}$ are linear independent.

By Claim 1, there exist $(L(r+1)^2 - r)$ distinct two-dimensional subspaces containing $\text{span}\{u_{i,j}^{(1)}\}$ in $\mathbb{F}_q^n$, i.e. there are totally $\frac{n^2-n}{2}$ distinct two-dimensional subspaces containing $\text{span}\{u_{i,j}^{(1)}\}$ in $\mathbb{F}_q^n$. Note that there are $\frac{n^2-n}{2}$ distinct two-dimensional subspaces containing $\text{span}\{u_{i,j}^{(1)}\}$ in $\mathbb{F}_q^n$. We have

$$
q^n - q \geq \frac{L(r+1)}{2} - r,
$$

$$
q^n \geq q + (q - 1)(\frac{r}{2}n - r).
$$

Since $k$ and $\frac{r}{2}n + 1$ are positive integers, we have

$$
q^n \geq q + (q - 1)(\frac{r}{2}n - r).
$$

Remark 2: By Theorem 11 in [10], under the setting of Lemma 3, we have

$$
k \leq \frac{r}{2}n + 1 - \log_q(q + (q - 1)(\frac{r}{2}n - r)).
$$

Our upper bound (9) is tighter than this upper bound when $r = 2$ or $3$, $q \geq 2$. The LRC in Example 1 attains the bound (9), but does not attain the above bound.

3.2 An upper bound on the length of almost optimal LRCs with minimum distance 7, locality 2 and disjoint local repair groups

Lemma 4: Let $\mathcal{C}$ be an almost optimal LRC with disjoint local repair groups and parameters

$$(n = 3L, k = 2L - 4, d = 7, r = 2, q).$$

then

$$n \leq 3 + q(q + 1).$$

Proof: By the inequality (4) in the proof of Lemma 3,

$$
\frac{q^n - q}{q^2 - q} \geq \frac{L(r+1)}{2} - r,
$$

where $u \doteq Lr - k = 4$. Thus $n \leq q^2 + q + 3$.

Remark 3: (1) Let $\mathcal{C}$ be an LRC with disjoint local repair groups. If its parameters $(n,k,d,r)$ satisfy the equation (2) and $d \geq 5$, then by Theorem 3.2 in [9], we have

$$
\frac{q^n - q}{q^2 - q} \geq \frac{L(r+1)}{2} - r,
$$

where $a \doteq d - 4(\frac{r}{2} - 1)$. By Lemma 3 in [4], we have

$$
\frac{q^n - q}{q^2 - q} \geq \frac{L(r+1)}{2} - r.
$$

When $d = 7, r = 2$, the above two upper bounds become $n \leq \frac{3q^4}{2q^2 - 1} + 1$ and $n \leq \frac{q^2 - 1}{q - 1}$, respectively. The upper bound (5) is better than the above two upper bounds in this case.

3.3 Almost optimal LRCs with minimum distance 7 and locality 2 based on t-spread

In this subsection, we will construct almost optimal LRCs with minimum distance 7, locality 2 and disjoint local repair groups. The following lemma is useful.

Lemma 5: Let $q$ be a prime power. $L \geq 3$ is an integer. There is an LRC with disjoint local repair groups and parameters $[n = 3L, k = 2L - 4, d \leq 7, r \leq 8, q]$ if and only if there is a vector sequence $u_{i,j}^{(1)}, u_{i,j}^{(2)} \in \mathbb{F}_q^n, i \in [L]$ satisfying the following conditions

$C.1 \text{ dim}(\text{span}\{u_{i}^{(1)}, u_{i}^{(2)}\}) = 2$ for any $i \in [L]$. $C.2 \text{ span}\{u_{i}^{(1)}, u_{i}^{(2)}\} = \{0\}$ for any $i,j \in [L]$. $C.3 \text{ dim}(\text{span}\{u_{i}^{(1)}, u_{i}^{(2)}\}) = 3$ for any $i,j \in [L], a,b,c \in [0,1,2]$, where $u_{i}^{(1)} \doteq u_{i}^{(1)} - u_{i}^{(2)}$.

Proof: Let $H$ be an $(L + 4) \times 3L$ matrix over $\mathbb{F}_q$ of the following form.

$$
H = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 1 & 1 & 1 \\
\end{bmatrix}
$$

Let $T_{i,j}^{(i)}(i \in [L], a \in [3])$ be the $(3(i - 1) + a)$-th column of $H$. We divide the proof of Lemma 5 into two parts.

Necessity: If there is an LRC with disjoint local repair groups and parameters $(3L, 2L - 4, \leq d \leq 8, r = 2, q)$, then it has an equivalent parity-check matrix $H$ and any six columns of $H$ are linear independent.

Then we have

$$
H = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 1 & 1 & 1 \\
\end{bmatrix}
$$
(1) $h_1^{(i)}, h_2^{(i)}, k_1^{(i)}, k_2^{(i)}, h_3^{(i)}$ are linear independent for any $i < j \leq L$

(2) $h_1^{(i)}, h_2^{(i)}, k_1^{(i)}, k_2^{(i)}, h_3^{(i)}$ are linear independent for any $i < j < t \leq L$ and $a \neq b, c \neq d, e \neq f \in [3]$

We identify the above vector groups with matrices, then by elementary transformations, we have

(1) $h_3^{(i)} - h_4^{(i)}, h_2^{(i)}, h_1^{(i)}$ are linear independent for any $i < j \leq L$

(2) $h_3^{(i)} - h_4^{(i)}, h_2^{(i)}, h_1^{(i)}$ are linear independent for any $i < j < t \leq L$ and $a \neq b, c \neq d, e \neq f \in [3]$

Note that the first $L$ components of $h_3^{(i)} - h_4^{(i)} (a \neq b \in [3], i \in [L])$ are all zeros.

(1) $u_1^{(i)}, u_2^{(i)}, u_1^{(j)}, u_2^{(j)}$ are linear independent for any $i < j \leq L$

(2) $u_1^{(i)}, u_2^{(i)}, u_1^{(j)}, u_2^{(j)}$ are linear independent for any $i < j < t \leq L$ and $a, b, c \in [0, 1, 2]$

Thus the vector sequence $u_1^{(i)}, u_2^{(i)}, i = 1, 2, \ldots, L$ must satisfy the conditions C.1'C.2 and C.3. The necessity is proved.

**Proposition 1**

The output of Algorithm 1 is a set of vectors $\{u_1^{(i)}, u_2^{(i)}, u_1^{(j)}, u_2^{(j)}\}$, where $u_1^{(i)}, u_2^{(i)}, i = 1, 2, \ldots, L$ satisfying the condition of Lemma 5.

**Algorithm 1**

**Input** Finite Field $\mathbb{F}_q, q \geq 4$

**Step 1** (Initialization)

Let $i = 0$.

By Corollary 2, $\mathbb{F}_q$ has a 2-spread $P = \{P_1, P_2, \ldots, P_{q^2+1}\}$.

Let set family $\mathcal{M} = \{A_1, A_2, \ldots, A_{q^2+1}\}$, where $A_t = \left\{a \bigg| a \in \mathbb{F}_q \right\}$ for any $t \in [q^2 + 1]$.

Let $\mathcal{M}_0 = \mathcal{M}$.

**Step 2** (Choose)

Let $i = i + 1$.

Arbitrarily pick a set $A$ from set family $\mathcal{M}$, arbitrarily pick three elements from $A$.

find their bases $u_1^{(i)}, u_2^{(i)}$ such that $u_1^{(i)} = u_1^{(i)} - u_2^{(i)}$.

Let $\mathcal{M} = \mathcal{M} \setminus \{A\}$.

**Step 3** (Trim)

If $i \geq 2$ and $\mathcal{M} \neq \emptyset$.

For $B \in \mathcal{M}$,

$\quad$ For $j \in [i - 1]$,

$\quad\quad$ Let $B = B \setminus \bigcup_{a,b,c \in \{0,1,2\}} \left( \text{span}\{u_1^{(a)}, u_2^{(b)}\} \right)$.

end for

If $|B| < 3$,

end if

end if

end if

end if

If $\mathcal{M} \neq \emptyset$,

go back to Step 2.

end if

If $\mathcal{M} = \emptyset$,

let $L = i$.

**Output** $\{u_1^{(1)}, u_2^{(1)}, \ldots, u_1^{(L)}, u_2^{(L)}\}$.

end if

Since $|\mathcal{M}_0| \leq q^2 + 1$, Algorithm 1 stops when $i = i_0$ for some $i_0 \in [q^2 + 1]\{1\}$.}

**Proposition 1** The output of Algorithm 1 is a set of vectors $\{u_1^{(1)}, u_2^{(1)}, u_1^{(2)}, u_2^{(2)}, \ldots, u_1^{(L)}, u_2^{(L)}\}$. If $L \geq 3$, then it satisfies the condition of Lemma 5.
Proof Note that span\{u_1, u_2\} are two-dimensional subspaces from the 2-spread P by Step 2 of Algorithm 1. So \{u_1, u_2, u_3, \ldots, u_k\} satisfies the conditions C.1 and C.2 in Lemma 5.

We then verify that it satisfies C.3. For any two positive integers \(1 \leq \alpha < \beta < \gamma \leq L\) and \(a, b, c \in \{0, 1, 2\}\), we need to prove that non-zero vectors \(u_a, u_b, u_c\) are linear independent.

After every step 3 in Algorithm 1, we call the past step 2 and step 3 the \(\beta\)-th round. Note that \(u_a, u_b, u_c\) are linear independent. By Step 3 of the \(\beta\)-th round, \(u_a, u_b, u_c\) are linear independent. The desired result follows.

Theorem 2 The output of Algorithm 1 is a set of vectors: \(\{u_1, u_2, u_3, \ldots, u_k\}\) satisfies the conditions C.1 and C.2 in Lemma 5.

By Proposition 1 and Lemma 5, there exists LRCs with parameters \(n = 3L \geq \max\{3[2\sqrt{q}], 9\}, k = 2L - 4, d = 7\) or \(r = 2q, \) attaining the bound (3) when \(q \geq 4\).

In particular, the minimum distance \(d = 7\) when \(q = 4+1\) and \(q = 4+1\) is the best possible minimum distance if its other parameters and the field size \(q\) are unchanged.

Proof Since \(|M_0| = q^2 + 1\), we have \(|M| \leq q^2 + 1 + 1\) when Algorithm 1 stops. The set family \(M_0\) has the following form
\[
\left\{ \begin{array}{l}
\text{span}\{u^{(1)}, u^{(2)}\}, \\
\text{span}\{u^{(2)}, u^{(3)}\}, \\
\vdots \\
\text{span}\{u^{(L-1)}, u^{(L)}\}, \\
B_1, B_2, \ldots, B_{q^2+1-L},
\end{array} \right\}.
\]

Since the sets in \(M_0\) are pairwise disjoint, for any \(j \in [L]\) and \(a, b \in \{0, 1, 2\}\), \(\text{span}\{u_a^{(j)}\}\) and \(\text{span}\{u_b^{(j)}\}\) are linear independent. Thus, we have
\[
\left| B_i \cap \left( \bigcup_{t=1}^{q^2+1-L} \left[ \text{span}\{u_a^{(t)}, u_b^{(t)}\} \right] \right) \right| \leq q + 1 - 2.
\]

Since the set family \(M\) must be empty when Algorithm 1 stops, for any \(a \in \{q^2 + 1 - L\}\), we have
\[
\left| B_i \left( \bigcup_{t=1}^{q^2+1-L} \left[ \text{span}\{u_a^{(t)}, u_b^{(t)}\} \right] \right) \right| < 3.
\]

Since \(|B_i| = q + 1\), we have
\[
\left| B_i \cap \left( \bigcup_{t=1}^{q^2+1-L} \left[ \text{span}\{u_a^{(t)}, u_b^{(t)}\} \right] \right) \right| \geq q + 1 - 2.
\]

Since \(B_1, B_2, \ldots, B_{q^2+1-L}\) are pairwise disjoint sets, we have
\[
\left| B_i \cap \left( \bigcup_{t=1}^{q^2+1-L} \left[ \text{span}\{u_a^{(t)}, u_b^{(t)}\} \right] \right) \right| \geq (q^2 + 1 - L)(q - 1).
\]

Note that
\[
\sum_{i=1}^{L} \left| B_i \cap \left[ \bigcup_{t=1}^{q^2+1-L} \left[ \text{span}\{u_a^{(t)}, u_b^{(t)}\} \right] \right] \right| \geq \sum_{i=1}^{L} \left| B_i \cap \left[ \bigcup_{t=1}^{q^2+1-L} \left[ \text{span}\{u_a^{(t)}, u_b^{(t)}\} \right] \right] \right|.
\]

By inequalities (6) and (7), we have
\[
(q^2 + 1 - L)(q - 1) \leq \sum_{i=2}^{L} (9(i - 1)(q - 1)),
\]
\[
(q^2 + 1)(q - 1) \leq \sum_{i=2}^{L} (9L(q - 1)L + (q - 1)L,)
\]
\[
\leq \frac{2(q^2 + 1)}{9} \leq L^2 - 2L + \frac{2L}{9}.
\]

When \(q = 4\), we have \(L \geq 3\).

When \(q \geq 4\), we have \(L \geq \frac{2(q^2 + 1)}{9} \leq L^2 - 2L + \frac{2L}{9}.
\]

Hence \(L \geq \max\{3[2\sqrt{q}], 9\}\) when \(q \geq 4\).

Let \(C\) denote the corresponding LRC constructed via Lemma 5. Its length \(n = 3L \geq \max\{3[2\sqrt{q}], 9\}\). Its dimension \(k = 2L - 4 \leq 2L - 4 \leq \frac{2L}{9}\) by the bound (3).

When \(q = 4, 5, 7, 8\), it is easy to verify that
\[
[\log_q (q + q(q - 1)(\max\{3[\sqrt{q}], 9\} - 2)) = 4.
\]

When \(q \geq 9\), we have \(3[2\sqrt{q}] \geq q + 4\), so
\[
[\log_q (q + q(q - 1)(\max\{3[\sqrt{q}], 9\} - 2)) \geq \log_q (q + q(q - 1)(q + 4 - 2)) = 4.
\]

Thus, the dimension of \(C\) attains the bound (3) when \(q \geq 4\).

By Algorithm 1 and Lemma 5, we give two examples below with the help of the computer algebra system Magma[13]. The minimum distances of these LRCs are also verified by Magma[13].

Example 1 When \(q = 4\), let \(\gamma \in F_4\) be a root of \(x^2 + x + 1 \in F_2[x]\), then \(H_1\) is a parity-check matrix of an almost optimal LRC with parameters \(9, 2, 7, 2\). By Corollary 1, this LRC obtains the best possible minimum distance if its other parameters and the field size \(q\) are unchanged.
Example 2 When \( q = 7 \), let \( F_7 = \{0, 1, 2, 3, 4, 5, 6\} \). We obtained an \((18, 7, 2)\) almost optimal LRC with \( H_2 \) as a parity-check matrix. By Corollary 1, this LRC obtains the best possible minimum distance if its other parameters and the field size \( q \) are unchanged.

\[
H_2 = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 5 & 0 & 6 & 1 & 0 & 5 & 3 & 0 & 2 & 3 & 0 & 5 & 4 & 0 & 4 & 1 & 0 \\
2 & 3 & 0 & 4 & 2 & 0 & 5 & 4 & 0 & 2 & 5 & 0 & 2 & 6 & 0 & 0 & 2 & 0 \\
0 & 6 & 0 & 4 & 3 & 0 & 6 & 2 & 0 & 2 & 1 & 0 & 3 & 0 & 0 & 6 & 6 & 0 \\
2 & 1 & 0 & 0 & 3 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 3 & 2 & 0 & 6 & 5 & 0
\end{bmatrix}
\]

4 Conclusions

In this paper, we focus on LRCs with minimum distance 7 and locality 2. We prove an upper bound on the code length of almost optimal LRCs with \( d = 7, r = 2 \) and disjoint local repair groups, which is better than the bounds proved in [3] and [4] in this case. Almost optimal LRCs with \( d = 7, r = 2 \) and length \( n \geq 3\lceil \sqrt{q} \rceil \) are constructed by an algorithm.

However, there is still a gap between the code length of our construction and the upper bound on the code length. More works need to be done to improve the upper bound or the construction.
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