Remanence magnetization of iron oxide particles with different size distribution
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Abstract. Remanent magnetization curves for two samples of iron oxide particles with different size distributions were investigated. It was observed that the isothermal remanent magnetization curve and the DC demagnetization remanence curves are strongly depended on fine particle size. Moreover, it was figured out that remanent curves are quite complicated for the assembly of larger particles. In terms of remanence dependence analysis, it was shown that favourable interaction mechanism for the assembly of iron oxide particles strongly depends on particle size. The isothermal remanent magnetization curves were analysed in terms of the Stoner-Wohlfarth model. It leads to determine particle anisotropy field. It was found that the anisotropy field depends on particle size. It was assumed that observed differences related to different magnetic structure of particles.

1. Introduction

Fe₃O₄ magnetic nanoparticles have attracted the attention of the researchers in various fields such as physics, medicine, and biology. Of the many proposed uses of iron oxide nanoparticles, the most promising examples are cancer treatment by magnetic hyperthermia [1, 2], magnetic resonance and particle imaging [3, 4], magnetic biosensing [5] as well as magnetic drug targeting [6]. The required magnetic response of the nanoparticles is typically determined by the application and is in turn intrinsically dependent on the structural properties of the particle system. For individual particles, the theoretical framework regarding the correlations between the structural properties, such as size and shape, and magnetic properties, such as magnetic moment [7] and relaxation times [8–10], are well established.

One of the major drawbacks of these Fe₃O₄ nanoparticles is their interaction caused by strong magnetic dipole-dipole attractions between particles. This led to a general tendency to aggregate particles.

During recent years, remanent magnetization measurements have been extensively used for the estimation of interaction effects in fine-particle systems [11, 12]. The technique is based on a comparison of the principal remanence curves, the isothermal remanent magnetization curve (IRM), and the DC demagnetization remanence curve (DCD). The IRM curve is obtained on an initially demagnetized sample by applying a positive magnetic field $H$ which is then turned off, and the remanence is measured. A larger field is then applied, and the routine is repeated until magnetization saturation is reached. The DCD curve is measured by first saturating the sample and then measuring the remanence magnetization after application of progressively larger fields opposite directed to
saturation field. All remanence curves are normalized to the saturation remanence. For a system of noninteracting single-domain particles with uniaxial anisotropy, the IRM and DCD are related to each other via the Wohlfarth equation

\[ DCD(H) = 1 - 2IRM(H) \]

Henkel [13] noted that the variation of DCD with IRM measured for heterogeneous alloys gave plots showing positive or negative curvature. The IRM curve depends on the method by which the demagnetized state is produced, [14] as from DC, AC, or thermal demagnetization. The noninteracting case for AC or thermal demagnetized state corresponds to a Henkel plot with a slope greater than 2. In paper [15] authors have used the remanence curves to estimate interactions in granular thin films, due to the so-called $\delta M$ Henkel plot, which is a direct measure of the deviation from the linearity;

\[ \delta M(H) = m_d(H) - (1 - 2m_s(H)) \]

Where $m_d(H)$ and $m_s(H)$ are normalized to saturation DCD and IRM curves respectively.

Negative $\delta M$ is usually taken to indicate “demagnetizing” interactions in the sense that the interactions have the effect to stabilize the demagnetized state, for example, by the formation of flux closure structures related to dipolar interaction. Positive values $\delta M$ are usually attributed to interactions promoting the magnetized state.

In this paper, we will discuss the IRM curves for different samples of iron oxide assembles. Our aim is to figure out differences caused by the size distribution of fine particles.

2. Experiment and discussion

In this paper, we provide measurements of IRM and DCD curves for 2 samples of iron oxide particles. Investigated samples are ferrofluids with different particle size distribution. Iron oxide particles were synthesized with the co-precipitation method. Fine particles stabilized by oleic acid and dispersed in kerosene. Particles volume concentration was the same for both samples and equal 12.7%. Particle size distribution was investigated by means of magnetic granulometry. Initially, we measured the magnetization curve of samples at room temperature via Lake Shore 7410 VSM. The curve was fitted by model function, shown in [16]. Coefficients of fitting lead us to fine particle size distribution.
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**Figure 1.** The size distribution function for samples 1 and 2.

Measurements of IRM and DCD were done with Cryotronics S700X SQUID. First, a sample should be demagnetized. We used 2 stages to reach the best results. Stage 1, sample holder filled by the liquid sample at room temperature and placed in zero field. In this state, particles can move freely, and this leads to demagnetization. Stage 2, sample demagnetized in AC regime. After the demagnetizing routine sample was cooled to a certain temperature (5 K). Measurements were done in a standard way: a positive magnetic field is applied on sample, then field turn off, and we acquire the isothermal remanent magnetic moment. Step-by-step we increase magnetics filed and acquire
magnetization data in the same manner as explained previously. When measurements were finished, we apply a positive magnetic field of 1.5 T and magnetize sample. After 20 min waiting, we turn off the magnetic field. To acquire the DCD curve, we do a similar operation as for IRM but in this case, we use a negative magnetic field.

In our case ensemble of magnetic particles is in Results in the form of Henkel plots of IRM and DCD, and $\delta M$ for both samples are shown in figure 2 and figure 3. Acquired data processed to find normalized to saturation value in a next manner: $m_s(H) = M_{DCD}(H)/M_{IRM}(H_{sat})$ and $m_s(H) = M_{IRM}(H)/M_{IRM}(H_{sat})$. Deviation of these quantities from dependence predicted by Stoner-Wohlfarth theory firstly interpreted in terms of interparticle interactions by Henkel [13]. To obtain information about interactions we must express this data with quantity

$$\delta m(H) = m_s - (1-2m_s(H)).$$

For positive values of $\delta m(H)$, the exchange coupling is the dominant process. The negative values mean that the dipolar interaction is the favourable mechanism [17, 18]. Firstly, the method of $\delta m(H)$ dependence and Henkel plots were used for the analysis of thin films and multidomain objects. In [19] it was proved that this method can be used to analysis of magnetic properties of fine particle ensembles. It is possible to do this in cases of low temperature below the blocking temperature. In our case data were acquired at the temperature of 5 K. It is lower than the blocking temperature of 53 K. Blocking temperature was determined in terms of ZFC-FC routine. These results are not presented due to its trivialism.
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*Figure 2.* Remanence curves for sample 1. 1 – IRM, 2 – DCD, 3 – $\delta m$.

Remanence curves for sample 2 are shown in figure 3. In weak field $\delta m$ negative, while in the strong field it changes the sign to positive. Curves show a trivial tendency for magnetic nanoparticles [20].

Meanwhile, for sample 2 one can find nonmonotonic dependence of curves figure 3. Initially, both IRM and DCD curves are typical. At field greater than 56 kA/m the first pivot point observed. The second one was observed in the field about 247 kA/m. Moreover, $\delta m$ curve is more complex than the same for sample 1. In a weak field, it is negative, and in the moderate field, it is positive. While in the strong magnetic field it becomes negative. Observed dependence is not trivial and quits surprisingly. The nature of non-monotonic dependence is not clear.

One of the simple IRM modelling strategies is based on the Stoner-Wohlfarth model for assembly of uniaxial magnetic particles. Switching time in this case determined as

$$\tau = \tau_0 \exp(\Delta E/kT)$$

where
$\Delta E$ is the switching energy barrier. To take into account the temperature, which enables the particle’s magnetization switching over $\Delta E$, we will assume that the reversal occurs when $\tau \leq \tau_m$, where $\tau_m = 27$ s is the acquiring time. The dependence of the energy barrier on the magnetic field is well described by

$$\Delta E(H) = K_{\text{eff}}V\left[1 - H/H_{\text{SW}}^0\right]^{3/2}$$  \hspace{1cm} (1)

Where $K_{\text{eff}}$ is magnetic anisotropy constant, $V$ is particle volume and $H_{\text{SW}}^0$ is switching field at zero temperature. The magnitude of the switching field depends on the angle between the easy axis of the particle and direction of the applied field. For the case of non-zero temperatures $H_{\text{SW}} = H(\theta,T)$. For a given temperature, it is possible to separate dependence on temperature and easy axis orientation and express the previous equation in the form $H(\theta,T) = tH(\theta)$. Where

$$t = 1 - \left[\frac{25kT}{K_{\text{eff}}V}\right]^{2/3}$$

depends on temperature and does not depend on the easy axis direction. The magnitude of the switching field is in the range $H_A/2 \leq H_{\text{SW}}^0 \leq H_A$, where $H_A = 2K_{\text{eff}}/\mu_0M_s$ anisotropy field and $M_s$ is saturation magnetization of the material. Introducing the reduced field

$$h = H/(\tau H_A)$$  \hspace{1cm} (2)

it becomes possible to state equation for IRM for assembly of magnetic particles with size distribution $\rho(V)$ as

$$IRM(H,T) = \frac{M_s}{2} \int_{V_{\text{min}}}^{V} \frac{1-x^3}{1+x^3}V\rho(V)dV$$  \hspace{1cm} (3)

Where $V$ is the volume of the particle and we have

$$x = \frac{1+2h^2 - \sqrt{12h^2 - 3}}{2(1-h^2)}$$  \hspace{1cm} (4)

Expression (3) gives us a possibility for the fitting of acquired data and find some properties of particles like $H_A$, but the problem is in size distribution function. Actually $\rho(V)$ is not the same thing that shown at figure 1. Distribution function determined by the method of magnetic granulometry includes the contribution of both superparamagnetic and non-superparamagnetic particles. But for the case of $\rho(V)$ we exclude superparamagnetic particles because it does not take effect on remanence.

But we can solve the problem by using of remanence susceptibility. At a certain temperature, it introduces as

$$\chi_{\text{IRM}} = \frac{dIRM(H)}{dH}.$$  \hspace{1cm} (5)

Assume that at a certain temperature $\rho(V)$ do not depends on the magnetic field magnitude. Than twice derive equation (3) by the magnetic field $H$ one can find that (5) has maxima at $2x^3 = 1$. The solution for this is value $a = 3\sqrt{2}$. Substituting $a$ into equation (3) we have
\[ h = \frac{2a^2 + a + 2 + \sqrt{8a^4 + 8a^3 + 3a^2 - 4a + 2}}{2(a+1)^2} \quad (6) \]

And finally
\[ tH_A = \frac{H_{\text{max}}}{h} \quad (7) \]

here \( H_{\text{max}} \) is the magnetic field corresponding to maxima of (5).
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**Figure 4.** Normalized IRM susceptibility of sample 1 and sample 2.

To find experimental dependence of \( \chi_{\text{IRM}}(H) \) we fit acquired data by splines and then derive fitted curve. Computed \( \chi_{\text{IRM}}(H) \) curves are shown in figure 4. One can find that maxima of \( \chi_{\text{IRM}}(H) \) for sample #1 correspond to the magnetic field of 12.7 kA/m while for sample #2 to 39.8 kA/m.

When the temperature is low it is possible to state that
\[ \left( \frac{25kT}{K_{\text{eff}}V} \right)^{2/3} \ll 1. \quad (8) \]

This means that value
\[ t = 1 - \left( \frac{25kT}{K_{\text{eff}}V} \right)^{2/3} \approx 1. \quad (9) \]

Rearranging equation 7 we have
\[ H_A = \frac{H_{\text{max}}}{t \cdot h} \]

Taking the magnitude of magnetic anisotropy constant \( K_{\text{eff}} = 1.1 \times 10^4 \text{J/m}^3 \) from [22], one finally is able to find the particle anisotropy field. Its corresponding computed value for sample #1 is about 11.9 kA/m whereas for sample #2 it is 37.3 kA/m. The result for sample #1 is in a good agreement with well-known data [23]. Meanwhile, the computed anisotropy field for sample #2 is substantially greater. We note that in [24] the authors presented the results on anisotropy fields for the particles with uniaxial and cubic anisotropies. For the uniaxial case, their value is quite close to that observed for sample #1. For the cubic particles the reported anisotropy field is about 80 kA/m, i.e., about 3 times greater than the one that we observe for sample #2. Comparing our results to those of [24], we conclude that the iron oxide particles in the two investigated samples do differ not only in size but most probably possess different magnetic structure.
3. Conclusion
We have presented results of investigations of remanence magnetization on the size distribution of fine particles. In terms of Henkel plots, it was shown that particles in assembly change dominant interaction mechanism with the change of the external magnetic field. It was figured out that susceptibility also differs for investigated samples. We show the way of determination of particles properties by means of susceptibility analysis. It was figured out that particles with different size have different anisotropy field. Analysis of the anisotropy field leads us to the conclusion that particles have different magnetic structure. Smaller particles are uniaxial, while larger particles have cubic anisotropy.
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