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ABSTRACT: Without demanding a specific form for the inflaton potential, we obtain an estimate of the contribution to the curvature perturbation generated during the linear era of the hybrid inflation waterfall. The spectrum of this contribution peaks at some wavenumber $k = k_*$, and goes like $k^3$ for $k \ll k_*$, making it typically negligible on cosmological scales. The scale $k_*$ can be outside the horizon at the end of inflation, in which case $\zeta = -(g^2 - \langle g^2 \rangle)$ with $g$ gaussian. Taking this into account, the cosmological bound on the abundance of black holes is likely to be satisfied if the curvaton mass $m$ much bigger than the Hubble parameter $H$, but is likely to be violated if $m \lesssim H$. Coming to the contribution to $\zeta$ from the rest of the waterfall, we are led to consider the use of the ‘end-of-inflation’ formula, giving the contribution to $\zeta$ generated during a sufficiently sharp transition from nearly-exponential inflation to non-inflation, and we state for the first time the criterion for the transition to be sufficiently sharp. Our formulas are applied to supersymmetric GUT inflation and to supernatural/running-mass inflation.
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1. Hybrid inflation

Hybrid inflation [1, 2, 3] ends with a phase transition known as the waterfall, which up to now has been studied only in special cases. This paper, which is a continuation of [4], provides a rather general treatment. We begin by defining the setup.

1.1 Scales leaving the horizon

An inflation model starts to make contact with observation only around the time that the observable universe leaves the horizon. The following description hybrid inflation is intended to apply to the subsequent era.

Within the standard cosmology, the number $N_{\text{obs}}$ of $e$-folds of inflation after the observable universe leaves the horizon satisfies [5]

$$63 - \frac{1}{2} \ln \frac{10^{-5} M_P}{H} \lesssim N_{\text{obs}} \lesssim 49 - \frac{1}{3} \ln \frac{10^{-5} M_P}{H}.$$ (1.1)

(The time-dependence of $H$ is ignored in this expression, which is usually a good approximation.) The upper bound corresponds to matter domination from the end of inflation to the epoch $T = 1 \text{ MeV}$, with radiation domination thereafter until the observed matter dominated era, while the lower bound replaces the former era by one of radiation domination.

The scales probed by observation of large scale structure (cosmological scales) leave the horizon during the first 15 or so $e$-folds after the observable universe. On these scales, the curvature perturbation $\zeta$ is nearly gaussian with a nearly scale-invariant spectrum $P_\zeta(k) \sim (5 \times 10^{-5})^2$.

1.2 Hybrid inflation potential

Our analysis applies to a wide class of hybrid inflation models. The essential features of the potential are captured by the following expression;

$$V(\phi, \chi) = V_0 + V(\phi) + \frac{1}{2} m^2(\phi) \chi^2 + \frac{1}{4} \lambda \chi^4$$ (1.2)

$$m^2(\phi) \equiv g^2 \phi^2 - m^2 \equiv g^2 (\phi^2 - \phi_c^2).$$ (1.3)

To have a perturbative quantum theory we demand $g \ll 1$ and $\lambda \ll 1$. The inflaton $\phi$ is supposed to have zero vev and $V(\phi)$ is set to zero at the vev. We require $V'(\phi) > 0$ during inflation so that $\phi$ moves towards its vev. The era of inflation with $\phi < \phi_c$ is called the waterfall.
The requirements that \( V \) and \( \partial V / \partial \chi \) vanish in the vacuum determine \( V_0 \) and the vev of the waterfall field \( \chi \):

\[
\chi^2_{\text{vev}} = m^2 / \lambda, \quad V_0 = m^4 / 4\lambda. \tag{1.4}
\]

It is necessary for our analysis that the waterfall field \( \chi \) has the canonical kinetic term. For simplicity we will pretend that \( \chi \) is a single real field. At least within the Standard Scenario defined below, that cannot really be the case because it would lead to the formation of domain walls, located along surfaces at which \( \chi(\mathbf{x}, t) \) is trapped at the origin, which would be fatal to the cosmology. In reality, \( \chi \) will be replaced by a function of two or more real fields. So that there is only one effective degree of freedom in the \( \chi \) direction, we will demand that the function is invariant under some symmetry group of the action. Then the only change in our analysis for the realistic case would be the introduction of some numerical factors into the equations. In the realistic case the domain walls might be replaced by cosmic strings or monopoles, but in general the trapping of \( \chi \) will not occur and \( \chi(\mathbf{x}, t) \) will everywhere approach its vev.

The inflaton \( \phi \) may also be replaced by a function of two or more real fields. If there is still only one effective degree of freedom the only change is again the introduction of numerical factors. In the opposite case of multi-field inflation, corresponding to a family of inflationary trajectories that are curved in field space, most of our analysis still applies if, by the onset of the waterfall, the family has collapsed to a single effective trajectory which has negligible curvature during the waterfall. To obtain powerful results we take the inflaton to have the canonical kinetic term, though much of our analysis would apply to, for instance, k-inflation \[6\].

Hybrid inflation was first discovered in in the context of single-field inflation \[1, 2\]. It was given its name in \[2\], where the form (1.2) was invoked for \( V(\phi, \chi) \) with \( V(\phi) = m^2 \phi^2 / 2 \). With parameters chosen to give the Standard Scenario, and demanding also that \( \delta \phi \) is responsible for the observed curvature perturbation, this gives spectral index \( n > 1 \) in contradiction with observation. Many forms of \( V(\phi) \) have been proposed, which allow \( \delta \phi \) to generate the curvature perturbation \[4, 5\] within the single-field inflation scenario.

In our calculations we employ Eq. (1.2) for \( V(\phi, \chi) \), without specifying the inflaton potential \( V(\phi) \). Minor variants of Eq. (1.2) would make little difference. The interaction \( g^2 \phi^2 \chi^2 \) might be replaced by \( \phi^2 \chi^{2+n} / \Lambda^n \) where \( \Lambda \) is a uv cutoff, or the term \( \lambda \chi^4 \) might be replaced by \( \chi^{4+n} / \Lambda^n \). For our purpose, these variants are equivalent to allowing (respectively) \( g \) and \( \lambda \) to be many orders of magnitude below unity.

More drastic modifications of Eq. (1.2) have been proposed, including inverted hybrid inflation \[8\] where \( \phi \) is increasing during inflation, as well as mutated and smooth hybrid inflation \[9, 10\] where the waterfall field varies during inflation. Also, the waterfall potential might have a local minimum at the origin so that the waterfall proceeds by bubble formation \[11, 3\]. Our analysis does not apply to those cases.
1.3 Standard Scenario

By varying the parameters in the potential (1.2), one can have a wide range of scenarios that is still not fully explored. Most discussions of hybrid inflation make some assumptions, corresponding to what might be called the Standard Scenario. In this section we state those assumptions, which are made in the rest of the paper.

Until $\chi$ approaches its vev at the end of the waterfall, inflation is supposed to be nearly exponential ($\epsilon_H \equiv |\dot{H}|/H^2 \ll 1$) with $V_0$ dominating the potential:

$$3M_P^2H^2(t) = \rho(t) \simeq V_0.$$  \hfill (1.5)

We take $H$ to be constant during the waterfall, which is usually a good approximation. Nearly exponential inflation requires

$$\dot{\phi}^2 \ll 3M_P^2H^2.$$  \hfill (1.6)

Eqs. (1.4) and (1.5) give

$$\chi_{\text{vev}}^2/M_P^2 \simeq 12H^2/m^2.$$  \hfill (1.7)

It is usually supposed that $\chi_{\text{vev}} \ll M_P$ corresponding to $m \gg H$. (In particular, GUT inflation \[12, 13\] takes $\chi$ to be a GUT Higgs field with $\chi_{\text{vev}} \sim 10^{-2}M_P$.) One sometimes considers $\chi_{\text{vev}}$ roughly of order $M_P$ corresponding to $m$ roughly of order $H$ (supernatural \[14\] and running mass \[15\] inflation). There do not seem to be any papers considering $\chi_{\text{vev}} \gg M_P$ which would correspond to $m \ll H$.

Using Eqs. (1.4) and (1.5), the requirement $\lambda \ll 1$ is equivalent to

$$m/H < \sqrt{M_P/H} \quad (\lambda \ll 1).$$  \hfill (1.8)

Successful BBN and the upper bound on the tensor perturbation require \[3\]

$$10^{-42} < H/M_P < 10^{-5} \quad \text{(BBN and tensor)}.$$  \hfill (1.9)

The upper part of the range is favoured, especially \[16\] because we deal with hybrid inflation.

One usually requires $\phi \ll M_P$ but we will just invoke the weaker requirement\(^1\)

$$\phi_c \equiv m/g \ll M_P.$$  \hfill (1.10)

If $\phi$ is big enough we have $m^2(\phi) \gtrsim H^2$. Then we assume that $\chi$ vanishes up to a vacuum fluctuation which is set to zero. If $\phi$ is small enough, $m^2(\phi) \lesssim -H^2$. Hence there is a ‘transition’ regime with $|m^2(\phi)| \ll H^2$. If the transition takes several Hubble times, the quantum fluctuation of $\chi$ will be converted to a classical perturbation, with spectrum $\sim (H/2\pi)^2$ on all scales leaving the horizon during the

\(^1\)This is also invoked in our earlier paper \[4\] but note that Eq. (80) of \[4\] has a typo.
transition. To avoid this the transition should take less than a Hubble time or so (fast transition).

The waterfall starts at $m^2(\phi) = 0$ which is in the middle of the transition. During the waterfall the vacuum fluctuation of $\chi$ is converted to a classical field $\chi(x, t)$, with $\chi^2$ moving towards $\chi^2_{\text{ev}}$. The waterfall ends when $\chi^2(x, t) \simeq \chi^2_{\text{ev}}$, and inflation is supposed to end then because $V(\phi)$ is not supposed to support inflation without the additional term $V_0$.

Regarding $\phi$, we require that it decreases monotonically before the waterfall, and afterward for as long as it affects the evolution of $\chi$. This assumption is not at all trivial, because $V(\phi)$ may steepen as $\phi$ decreases, causing $\phi$ to oscillate about the origin. The evolution of $\chi$ has yet to be studied for that case, which occurs in part of the parameter space for some well-motivated forms of the potential, including GUT inflation [12, 13] and running-mass inflation [15].

1.4 The waterfall

During the waterfall we need to consider both $\phi$ and $\chi$. Taking both fields to live in unperturbed spacetime (ie. ignoring back-reaction) the evolution equations during the waterfall are

$$\ddot{\phi} + 3H\dot{\phi} + V'(\phi) - \nabla^2 \phi = -g^2 \chi^2 \phi$$  \hspace{1cm} (1.11)

$$\ddot{\chi} + 3H\dot{\chi} + m^2(\phi)\chi - \nabla^2 \chi = -\lambda \chi^3.$$  \hspace{1cm} (1.12)

We assume that the waterfall starts with an era during which Eq. (1.12) can be replaced by

$$\ddot{\chi}_k + 3H\dot{\chi}_k + [(k/a)^2 + m^2(t)) \chi_k = 0,$$  \hspace{1cm} (1.13)

with $m^2(t)$ is independent of $\chi$. We call this the linear era, and it will be our main focus. Regarding $\chi_k(t)$ as an operator [4, 5], its mode function $\chi_k(t)$ also satisfies Eq. (1.13). We will see how $\chi_k(t)$ grows exponentially for suitably small $k$, generating a classical quantity $\chi_k(t)$. Keeping only the classical modes, we arrive at a classical field $\chi$.

During at least the first part of the linear era, $m^2(\phi)$ depends significantly on $\phi$. Then the right hand side of Eq. (1.11) has to be negligible so that $m^2(t)$ can be independent of $\chi$. With that condition in place we just have to worry about the perturbation $\delta \phi$ that is generated from the vacuum fluctuation.

If the linear era of the waterfall takes no more than a Hubble time or so, $\delta \phi$ can be completely eliminated by taking the spacetime slicing to be one of uniform $\phi$. But if the waterfall takes much more than a Hubble time, new contributions to $\delta \phi$ are generated as each scale leaves the horizon. To avoid this quantum effect on $\chi_k(t)$, it is not clear how to calculate the bound [4, 17].
the evolution \( \chi \), we have to assume that the new contributions to \( \delta \phi \) are negligible. Then we can again choose the slicing of uniform \( \phi \).

For the threading of spacetime, we choose the comoving worldlines (those moving with the fluid, so that a fluid element has zero momentum density). The gradients of both \( \phi \) and (as we shall see) the classical field \( \chi \) are small compared with their time derivatives. If they vanished, the comoving worldlines would be free-falling and orthogonal to the slicing, and we could choose the time coordinate labeling the slicing to be proper time along each thread. We assume that the gradients are small enough to make that choice possible to an acceptable approximation. This completes the definition of the gauge in which the classical field \( \chi(x, t) \) is defined.

We also need to justify the use of Eq. (1.13) for the mode function \( \chi_k \), before the classical quantity \( \chi_k(t) \) is generated. As we will see, Eq. (1.13) is needed for that purpose only for modes that are well inside the horizon during this time and (at least with the approximation of Section 5) only for much less than a Hubble time. That being the case, we can ignore the second term of Eq. (1.13) and set \( a \) equal to a constant so that Eq. (1.13) becomes a flat spacetime equation in which back-reaction is negligible.

2. Waterfall field during the linear era

2.1 Evolution of \( \chi \)

With \( H \) constant, we can use conformal time \( \eta = -1/aH \) to write (1.13) as

\[
\frac{d^2(a \chi_k)}{d\eta^2} + \omega_k^2 a \chi_k = 0, 
\]

with

\[
\omega_k^2(\eta) \equiv k^2 + a^2 \tilde{m}^2(t), \quad \tilde{m}^2 \equiv m^2(t) - 2H^2, \quad m^2(t) \equiv g^2 \phi^2(t) - m^2. 
\]

For sufficiently small \( k \), we can set \( \omega_k^2 \simeq \omega_{k=0}^2 = a^2 \tilde{m}^2 \). Then \( \omega_k^2 \) switches from positive to negative before \( \phi = \phi_c \) (but much less than a Hubble time before, by virtue of our fast transition assumption). For \( k^2 > 0 \) the switch is later. For the scales that we need to consider, we assume that there are eras both before and after the switch when \( \omega_k^2 \) satisfies the adiabaticity condition \( d|\omega_k|/d\eta \ll |\omega_k^2| \).

#3Since we neglect the new contributions to \( \delta \phi \) during the linear era (while \( m^2(\phi) \) depends significantly on \( \phi \)), we neglect also their effect on the spectrum \( P_c(k) \). That is presumably a good approximation if \( P_c \) given by Eq. (5.12) is much less than the contribution \( P_{\text{lin}}(k) \) that we are going to calculate. That will probably be the case if \( P_{\text{lin}}(k) \) is big enough to form black holes, which is our main concern. It will not be the case if we deal with one of those exceptional inflation models where \( P_c(k) \), on the scales leaving the horizon during the linear era of the waterfall, is itself big enough to form black holes. Then we have the opposite situation: Eq. (5.12) will be valid if \( P_{\text{lin}} \) is not big enough to form black holes.
Taking $\chi_k$ to be an operator, its mode function $\chi_k$ satisfies Eq. (2.1). During the adiabaticity era before the switch we take the mode function to be

$$a\chi_k = (2\omega_k(\eta))^{-1/2} \exp \left(-i \int_\eta^\eta \omega_k(\eta) d\eta \right),$$

which defines the vacuum state. During the adiabaticity era after the switch

$$a\chi_k \simeq (2|\omega_k(\eta)|)^{-1/2} \exp \left( \int_\eta^\eta |\omega_k(\eta)| d\eta \right),$$

where the subscript 1 denotes the beginning of the adiabatic era. The displayed prefactor is exact [4] only if $m^2(t) \propto t$ and $H(t - t_1) \ll 1$. As we are about to see, $\chi_k$ grows during this era and we call it the growth era.

During the growth era, the adiabaticity condition is equivalent to the two conditions

$$\frac{2H}{|m(t)|} \ll \left[ 1 - \left( \frac{k}{a(t)|m(t)|} \right)^2 \right]^{3/2},$$

$$\frac{1}{|m(t)|^2} \frac{d|m(t)|}{dt} \ll \left[ 1 - \left( \frac{k}{a(t)|m(t)|} \right)^2 \right]^{3/2}.$$

The growth era begins when both conditions are first satisfied.

The first condition implies $|m(t)| \gg H$ so that $|\tilde{m}(t)| \simeq |m(t)|$, and it can hold only if $m \gg H$. For $k \ll a(t)|m(t)|$ we have $|\omega_k| \simeq |\omega_{k=0}| \simeq a(t)|m(t)|$. With Eq. (2.4) this gives $\dot{\chi}_k \simeq |\omega_k|\chi_k/a$. At $k = 0$ Eq. (2.4) becomes

$$\chi_{k=0}(t) \simeq (2a^3|m(t)|)^{-1/2} \exp \left( \int_{t_1}^t dt |m(t)| \right).$$

Ignoring the relatively slow time-dependence of the prefactor, we have as a rough approximation

$$\chi_{k=0}(t) \simeq (2a^3|m(t_1)|)^{-1/2} \exp \left( \int_{t_1}^t dt |m(t)| \right).$$

In the regime $k \ll a|m(t)|$ we have

$$|\omega_k| \simeq a|m(t)| \left( 1 - \frac{k^2}{2a^2|m^2(t)|} \right),$$

giving

$$\chi_k(t) \simeq \chi_{k=0}(t)e^{-k^2/2k^2_*(t)},$$

where

$$k^2_*(t) \equiv \left( \int_{t_1}^t \frac{dt}{a^2|m(t)|} \right)^{-1}.$$
By virtue of Eq. (2.10), the change in $|m(t)|$ in time $|m(t)|^{-1}$ is small and so is the change in $a$. Defining

$$t_{\text{start}} \equiv t_1 + |m(t_1)|^{-1},$$

we get

$$k_*(t_{\text{start}}) \simeq a(t_1)|m(t_1)|.$$  \hfill (2.13)

To avoid the divergence in $k_*(t)$ at $t = t_1$, we will regard $t_{\text{start}}$ as the start of the growth era rather than $t_1$. After $t_{\text{start}}$, $k_*(t)$ decreases while $a|m(t)|$ increases. We assume that $k_*^2(t) \ll a^2|m^2(t)|$, except for a brief era near the beginning of the growth era that can be ignored.\(^\#4\) Then $\chi_k(t)$ at fixed $t$ falls exponentially in the regime $k_* \lesssim k < a|m(t)|$ and significant modes have $k \lesssim k_*$. The number of e-folds of growth is $N(t) \equiv H(t - t_{\text{start}})$. We denote the end of the linear era by a subscript ‘end’. If $N(t_{\text{end}}) \ll 1$, $k_*(t)$ falls continuously. If instead $N(t_{\text{end}}) \gg 1$, the exponential increase of $a$ causes $k_*(t)$ to level off after $N(t) \sim 1$.

Using $H \ll |m(t)| < m$, we learn that in any case

$$1 \ll \left(\frac{k_*(t)}{a(t_{\text{end}})H}\right)^2 \lesssim \frac{m}{H}.$$  \hfill (2.14)

This tells us that the scale $k_*(t)$ is shorter than the scale leaving the horizon at the beginning of the waterfall. Since we assume that cosmological scales are outside the horizon at this stage, $k_*(t)$ is shorter than any cosmological scale. Dividing both sides by $\exp(2N(t_{\text{end}}))$ we have

$$e^{-N(t_{\text{end}})} \ll \left(\frac{k_*(t)}{a(t_{\text{end}})H}\right) \lesssim \left(\frac{m}{H}\right)^{1/2} e^{-N(t_{\text{end}})}.$$  \hfill (2.15)

This tells us that scale $k_*(t)$ (and in particular, its final value $k_*(t_{\text{end}})$) can be far outside the horizon at the end of the linear era.

### 2.2 Classical field $\chi(x,t)$

During the growth era the mode function $\chi_k$ has constant phase (zero with our convention), which means that $\chi_k(t) \propto \chi_k(0)$ can be be regarded as a classical field. The significant modes have $k \lesssim k_* \ll a(t)|m(t)|$. Because when for each mode. This means that the continuous creation of new classical modes, occuring for each mode when $\omega_k^2$ becomes negative at $k \sim a(t)m(t)$, can be ignored.

For the significant modes, $\dot{\chi}_k/\chi_k \simeq a(t)|m(t)|$. The classical field has approximately the same behaviour;\(^\#5\)

$$\dot{\chi}(x,t) \simeq |m(t)|\chi(x,t).$$  \hfill (2.16)

\(^\#4\)This assumption holds within the approximation of Section 4.

\(^\#5\)This behaviour breaks down near any locations with $\chi(x,t) = 0$. To discuss them we would have to extend the discussion to a multi-component $\chi$ as mentioned at the end of Section 2.2. We assume that if they exist, they are rare enough to be ignored.
Since \( k_s(t) \ll a|m(t)| \), the gradient of \( \chi \) is small compared with its time derivative.

The spectrum of \( \chi \) is

\[
P_\chi(k, t) \equiv \frac{(k^3/2\pi^2)}{2\pi^3} P_\chi(k, t) = \frac{(k^3/2\pi^2)}{2\pi^3} |\chi_k(t)|^2. \tag{2.17}
\]

Using Eq. (2.10) the mean square (spatial average) of \( \chi^2 \) is [4]

\[
\langle \chi^2(t) \rangle = \int \frac{dk}{k} P_\chi(k, t) = \frac{1}{(2\pi)^3} \int d^3 k P_\chi(k, t) \propto (2\pi)^{-3/2} P_\chi(0, t) k_s^3(t), \tag{2.18}
\]

where \( P(0, t) = |\chi_{k=0}(t)|^2 \) is given by Eq. (2.7).

We denote the perturbation in \( \chi^2 \) by \( \delta \chi^2 \):

\[
\delta \chi^2(x, t) \equiv \chi^2(x, t) - \langle \chi^2(t) \rangle. \tag{2.19}
\]

The convolution theorem gives [18] for \( P_{\delta \chi^2} \equiv \frac{(2\pi^2/k^3)}{2\pi} P_{\delta \chi^2} \)

\[
P_{\delta \chi^2}(k, t) = \frac{1}{\sqrt{\pi}} \langle \chi^2(t) \rangle^2 \frac{[k/k_s(t)]^3}{(2\pi)^3} \tag{2.20}
\]

For \( k \ll k_s(t) \) this gives [4]

\[
P_{\delta \chi^2}(k, t) = \frac{1}{\sqrt{\pi}} \langle \chi^2(t) \rangle^2 \frac{[k/k_s(t)]^3}{(2\pi)^3}. \tag{2.21}
\]

For \( k \gg k_s(t) \) it gives

\[
P_{\delta \chi^2}(k, t) = 2 \langle \chi^2(t) \rangle P_\chi(k, t), \tag{2.22}
\]

which falls exponentially at fixed \( t \).

### 2.3 End of the linear era

At each location, the linear equation (2.14) ceases to be valid around the time when \( \chi^2(x, t) \) achieves some value \( \chi^2_{\text{nl}} \). This time is given by

\[
\chi^2(x, t_{\text{nl}}(x)) = \chi^2_{\text{nl}}. \tag{2.23}
\]

We will take the linear epoch to end at a time \( t_{\text{end}} \), such that the fraction \( y_\sigma \) of space with \( \chi^2(x, t) > \chi^2_{\text{nl}} \) is small. We will see that the probability distribution of \( \chi(x, t) \) is gaussian, and using the approximation erfc(\( x \)) \sim exp(-x^2) \) we have

\[
\chi^2_{\text{nl}} \simeq \ln(1/y_\sigma) \langle \chi^2(t_{\text{end}}) \rangle. \tag{2.24}
\]

According to this equation \( t_{\text{end}} \) is not very sensitive to the choice of \( y_\sigma \), and for estimates we will take \( \ln(1/y_\sigma) \sim 1 \).

If the linear era lasts for long enough, we will have \( m^2(t_{\text{end}}) \simeq -m^2 \) (ie. \( \phi(t_{\text{end}}) \ll \phi_c = m/g \)). In that case the right hand side of Eq. (1.11) is irrelevant, and the linear era ends only when the right hand side of Eq. (1.12) becomes significant. This gives

\[
\chi^2_{\text{nl}} \simeq \chi^2_{\text{vev}} = 12M_P^2 H^2 / m^2. \tag{2.25}
\]
Now suppose instead that $|m(t_{\text{end}})| \ll m$ (i.e. $\phi(t_{\text{end}}) \sim \phi_c$). Then the linear era will end when the right hand side of Eq. (1.11) becomes significant, provided that the right hand side of Eq. (1.12) is then still negligible which we are about to show will be the case. If $\phi$ is still slowly rolling so that $3H\dot{\phi}(t) = -V'$, the right hand side of Eq. (1.11) becomes significant when $\chi^2 \sim 3H|\phi(0)|/gm$. But it may be that $g^2\chi^2$ has become of order $H^2$ first, causing $\phi$ to oscillate about the origin. Including both possibilities we have
\begin{equation}
\chi_{\text{nl}}^2 \simeq \min \left\{ \frac{3H\dot{\phi}(0)}{gm}, \frac{H^2}{g^2} \right\}.
\end{equation}

It follows from Eqs. (1.10) and (1.14) that the right hand side of Eq. (2.26) is much less than $\chi^2_{\text{vev}}$, making the right hand side of Eq. (1.12) insignificant as advertised.

### 2.4 Energy density and pressure of $\chi$

We have seen that the gradient of $\chi$ is negligible compared with its time-derivative, and in our adopted gauge the gradient of $\phi$ vanishes. Ignoring the gradient, the energy density and pressure are $\rho = \rho_\phi + \rho_\chi$ and $p = p_\phi + p_\chi$ where
\begin{align}
\rho_\phi(t) &= [V_0 + V(\phi)] + \frac{1}{2}\dot{\phi}^2, \\
p_\phi(t) &= -[V_0 + V(\phi)] + \frac{1}{2}\dot{\phi}^2, \\
\rho_\chi &\simeq -\frac{1}{2}|m^2(t)|\chi^2 + \frac{1}{2}\dot{\chi}^2 \\
&\simeq 0 \\
p_\chi &\simeq \frac{1}{2}|m^2(t)|\chi^2 + \frac{1}{2}\dot{\chi}^2 \\
&\simeq |m^2(t)|\chi^2 \simeq \chi^2.
\end{align}

In an unperturbed universe the energy continuity equation holds;
\begin{equation}
\dot{\rho}(t) = -3H(t)(\rho(t) + p(t)).
\end{equation}

To the extent that spatial gradients are negligible it holds at each location. With a generic choice of the slicing, denoted by a subscript $g$, we have
\begin{equation}
\dot{\rho}_g(x, t) \simeq -3\frac{da_g(x, t)}{dt}(\rho_g(x, t) + p_g(x, t)),
\end{equation}

where $a_g(x, t)$ is the locally defined scale factor. We are working in the gauge defined in Section 1.4, which means that $t$ is proper time and we can choose $a(x, t) = a(t)$, the unperturbed scale factor. We therefore have
\begin{equation}
\dot{\rho}(x, t) \simeq -3H(t)(\rho(x, t) + p(x, t)).
\end{equation}

---

#6 With the potential $V(\phi) = \frac{1}{2}m_\phi^2\phi^2$ the right hand side is $\min\{m_\phi^2, H^2\} = m_\phi^2$ which means that only the first possibility exists. The existence of the second possibility for a more general potential was missed in [4].
We are dealing with the linear era, which means that the right hand sides of Eqs. (1.11) and (1.12) are negligible. With its right hand side negligible, Eq. (1.11) describes a free field which means that it satisfies the energy continuity equation by itself;

$$\dot{\rho}_\phi \simeq -3H (\rho_\phi + p_\phi) = -3H \phi^2.$$ (2.36)

The same must therefore be true for $\chi$;

$$\dot{\rho}_\chi(x, t) \simeq -3H(\rho_\chi(x, t) + p_\chi(x, t)) = -3H \chi^2(x, t).$$ (2.37)

At each location we have#7

$$\ddot{\chi}(x, t) + 3H \dot{\chi}(x, t) + m^2(t) \chi(x, t) \simeq 0.$$ (2.38)

Using this equation to differentiate Eq. (2.29) we find

$$\dot{\rho}_\chi(x, t) \simeq -3H(\rho_\chi(x, t) + p_\chi(x, t)) - \frac{1}{2} \frac{d|m^2(t)|}{dt} \chi^2(x, t).$$ (2.39)

The second term of the right hand side violates the energy continuity equation. This apparent inconsistency between the field equations and the energy continuity equation occurs because the effect of the interaction term $g^2\phi^2\chi^2$ is dropped in Eq. (1.11) (ie. the right hand side is set to zero) but kept in Eq. (1.12).

If we demand approximate consistency between the field equations and the energy continuity equation, we need the second term of Eq. (2.39) to be much smaller than the first. That condition is equivalent to

$$\frac{d|m(t)|}{dt} \ll |m(t)|H,$$ (2.40)

which is stronger than the adiabaticity conditions (2.5) and (2.6) (with $k \ll a|m(t)|$). But there is no need to impose this stronger condition, because the near cancellation of the two terms of $\rho_\chi$ makes it unreasonable to expect the approximate evolution (2.38) of $\chi$ to give even an approximate estimate of $\rho_\chi$. By contrast, the right hand side of the energy continuity equation has no cancellation so that it can be used to evaluate $\rho_\chi$. Invoking Eq. (2.16), we find

$$\rho_\chi(x, t) \simeq -\frac{3}{2}H|m(t)|\chi^2(x, t).$$ (2.41)

2.5 Justifying the neglect of $\overline{\chi}$

It has been essential for our discussion that the spatial average of $\chi(x, t)$ is negligible. That is the case in a sufficiently large volume, because $\chi(x, t)$ is constructed entirely

#7In the present context Eq. (2.38) can be replaced by Eq. (2.16) by virtue of the adiabaticity condition. But in Section 5 we drop the adiabaticity condition.
from the Fourier modes. But to make contact with cosmological observations we should consider a finite box, whose (coordinate) size $L$ is not too many orders of magnitude bigger than the size of the presently observable universe \[19\]. Denote the average within the box by $\bar{\chi}$ we have

$$\chi(x) \approx \bar{\chi} + \chi_>(x), \quad (2.42)$$

where the Fourier modes of $\chi_>$ satisfy $kL > 1$ so that

$$\langle \chi_>^2 \rangle = \int_{L^{-1}}^{\infty} \frac{dk}{k} P_\chi(k). \quad (2.43)$$

The average within the box comes from modes with $kL \lesssim 1$, and for a random location of the box the expectation value of $\bar{\chi}^2$ is

$$\langle \bar{\chi}^2 \rangle \approx \int_{0}^{L^{-1}} \frac{dk}{k} P_\chi(k). \quad (2.44)$$

To justify the neglect of $\bar{\chi}$ we need $\langle \bar{\chi}^2 \rangle \ll \langle \chi_>^2 \rangle$. In our scenario, where $P_\chi(k)$ peaks at a value $k_*(t)$, this is equivalent to $Lk_*(t) \gg 1$. That is satisfied because the scale $k_*(t)$ is supposed to be much smaller than the observable universe. To have $\langle \bar{\chi}^2 \rangle \gtrsim \langle \chi_>^2 \rangle$ we would presumably have to allow the transition from $m^2(t) = -H^2$ to $m^2(t) = H^2$ to take at least several $e$-folds so that it can generate a contribution to $\chi$ that has a flat spectrum. Then, if the flat spectrum generated during the transition dominates, one would have

$$\langle \bar{\chi}^2 \rangle / \langle \chi_>^2 \rangle \approx N_{\text{before}} / N_{\text{after}}, \quad (2.45)$$

where $N_{\text{before}}$ ($N_{\text{after}}$) is the number of $e$-folds of transition before (after) the observable universe leaves the horizon.

3. Contribution $\zeta_\chi$ to the curvature perturbation

We write the contribution to the curvature perturbation that is generated during the waterfall as $\zeta_\chi = \zeta_{\text{lin}} + \zeta_{\text{nl}}$, where the first term is generated during the linear era, and the second is generated afterward up to some epoch just after inflation has ended.

The curvature perturbation is $\zeta(x,t) \equiv \delta \ln a(x,t)$, where $a(x,t)$ is the locally defined scale factor on the spacetime slicing of uniform $\rho$. As in Eq. (2.35), the spatial gradient is supposed to be negligible, which in general requires smoothing on a super-horizon scale. Using that equation, we see that the change in $\zeta$ between any two times $t_1$ and $t_2$ is

$$\zeta(x,t_2) - \zeta(x,t_1) = \delta N(x, t_1, t_2), \quad (3.1)$$
where \( N(x, t_1, t_2) \) where \( N \) is the number of \( e \)-folds between slices of uniform \( \rho \).

Working to first order in \( \delta \rho \), we will use this result to calculate \( \zeta_{\text{lin}} \), and then see how it might be used to calculate \( \zeta_{\text{nl}} \).

We note in passing that an equivalent procedure is to integrate the expression

\[
\dot{\zeta}(x, t) = -\frac{H(t)}{\rho(t) + p(t)} \delta p_{\text{nad}}(x, t),
\]

where

\[
\delta p_{\text{nad}}(x, t) \equiv \delta p(x, t) - \frac{\dot{p}(t)}{\dot{\rho}(t)} \delta \rho(bfx, t).
\]

### 3.1 The contribution \( \zeta_{\text{lin}} \)

During the linear era, the gradient of \( \rho \) is negligible without any smoothing. We are working in a gauge where \( \delta \phi = 0 \) so that \( \rho(x, t) = \rho_\chi(x, t) + \rho_\phi(t) \).

Ignoring the inhomogeneity of the locally defined Hubble parameter,

\[
\zeta_{\text{lin}}(x, t) = H [\delta t(x, t_{\text{end}}) - \delta t(x, t_{\text{start}})],
\]

and

\[
H \delta t(x, t) \equiv -H \frac{\delta \rho_\chi(x, t)}{\dot{\rho}(t)} = \frac{1}{3} \frac{\delta \rho_\chi(x, t)}{\langle \dot{\chi}^2(t) \rangle + \dot{\phi}^2(t)}.
\]

Using Eq. (2.41),

\[
H \delta t(x, t) = \frac{1}{3} \frac{\rho_\chi(t)}{\langle \dot{\chi}^2(t) \rangle + \dot{\phi}^2(t)} \frac{\delta \chi^2(x, t)}{\langle \chi^2(t) \rangle}.
\]

Using Eq. (2.21), we have for \( k \ll k_\ast(t) \)

\[
H^2 \sqrt{\pi} \mathcal{P}_\delta(k, t) = \left( \frac{H}{2|m(t)|} \right)^2 \left( \frac{\langle \dot{\chi}^2(t) \rangle}{\langle \dot{\chi}^2(t) \rangle + \dot{\phi}^2(t)} \right)^2 \left( \frac{k}{k_\ast(t)} \right)^3.
\]

We assume that \( |\delta t(t_{\text{end}})| \gg |\delta t(t_{\text{start}})| \), which will be justified within the approximation of Section 3. Then we have

\[
\zeta_{\text{lin}}(x) = -H \delta t(x, t_{\text{end}})
\]

\[
= -\frac{H}{2|m(t_{\text{end}})|} \frac{\langle \dot{\chi}^2(t_{\text{end}}) \rangle}{\langle \dot{\chi}^2(t_{\text{end}}) \rangle + \dot{\phi}^2(t_{\text{end}})} \frac{\delta \chi^2(x, t_{\text{end}})}{\langle \chi^2(t_{\text{end}}) \rangle}.
\]

\# A second-order calculation of \( \zeta \) is needed only to treat very small non-gaussianity corresponding to reduced bispectrum \( |f_{\text{NL}}| \lesssim 1 \). On cosmological scales, such non-gaussianity will eventually be measurable (and is expected if \( \zeta \) comes from a curvaton-type mechanism \[5\]). But there is no hope of detecting such non-gaussianity on much smaller scales.
The inhomogeneity of $H$ is indeed negligible because it generates a contribution
\[
\int_{t_{\text{start}}}^{t_{\text{end}}} \delta H(t, x) dt = \frac{H}{2\rho_x} \int_{t_{\text{start}}}^{t_{\text{end}}} \delta \rho(x, t) dt \approx \frac{H \delta \rho_x(x, t_{\text{end}})}{2\rho |m(t_{\text{end}})|}.
\] (3.11)

This is much less than $H \delta t(t_{\text{end}})$ in magnitude, because $|m(t)| \gg H$ and $|\dot{\rho}| \ll H \rho$.

Using Eq. (3.8), we have for $k \ll k_*(t_{\text{end}})$
\[
\sqrt{\pi} \mathcal{P}_{\zeta_{\text{lin}}}(k) = \left( \frac{H}{2|m(t_{\text{end}})|} \right)^2 \left( \frac{\langle \chi^2(t_{\text{end}}) \rangle}{\langle \chi^2(t_{\text{end}}) \rangle + \phi^2(t_{\text{end}})} \right) \left( \frac{k}{k_*(t_{\text{end}})} \right)^3 \ll \left( \frac{k}{k_*(t_{\text{end}})} \right)^3.
\] (3.12)

In the opposite regime $k \gg k_*(t_{\text{end}})$, $\zeta_{\text{lin}}$ is negligible because $\delta \chi^2$ is. Therefore, $\mathcal{P}_{\zeta_{\text{lin}}}$ peaks at $k_*(t_{\text{end}})$ with the value
\[
\sqrt{\pi} \mathcal{P}_{\zeta_{\text{lin}}}(k_*(t_{\text{end}})) \approx \left( \frac{H}{2|m(t_{\text{end}})|} \right)^2 \left( \frac{\langle \chi^2(t_{\text{end}}) \rangle}{\langle \chi^2(t_{\text{end}}) \rangle + \phi^2(t_{\text{end}})} \right)^2.
\] (3.13)

If $m^2(t_{\text{end}}) \simeq -m^2$, Eq. (2.25) holds and we have
\[
\langle \chi^2(t_{\text{end}}) \rangle/\dot{\phi}^2(t_{\text{end}}) \simeq 12M_P^2 H^2/\dot{\phi}^2(t_{\text{end}}) \gg 1.
\] (3.14)

(The inequality follows from Eq. (1.6)). Then Eq. (3.12) simplifies to
\[
\sqrt{\pi} \mathcal{P}_{\zeta_{\text{lin}}}(k) = \left( \frac{H}{2m} \right)^2 \left( \frac{k}{k_*(t_{\text{end}})} \right)^3.
\] (3.15)

3.2 The contribution $\zeta_{\text{nl}}$

Let us estimate the number of $e$-folds $N_{\text{nl}}$ after the end of the linear era. At $t_{\text{end}}$, $\chi^2$ is increasing exponentially. Soon afterward it starts to affect $\phi$, driving it towards zero. We therefore expect $m^2(t)$ to quickly approach $-m^2$ after $t_{\text{end}}$ (if it is not there already), restoring at least approximately the linear evolution of $\chi^2$. Then Eq. (2.16) will hold with $|m(t)| \sim m$ giving
\[
N_{\text{nl}} \sim (H/m) \ln(\chi_{\text{vev}}/\chi_{\text{end}}).
\] (3.16)

If the linear era ends only when the right hand side of Eq. (1.12) becomes important we have $\ln(\chi_{\text{vev}}/\chi_{\text{end}}) \sim 1$, giving $N_{\text{nl}} \sim H/m \ll 1$. But if it ends when the right hand side of Eq. (1.11) becomes important we may have $\ln(\chi_{\text{vev}}/\chi_{\text{end}}) \gg 1$ which allows $N_{\text{nl}} \gtrsim 1$.

Now we consider the contribution $\zeta_{\text{nl}}$, that is generated between $t_{\text{end}}$ and some time $t_2$ just after inflation has everywhere ended. To calculate it we need to smooth on a super-horizon scale. Then we can use the $\delta N$ formula which gives
\[
\zeta_{\text{nl}}(x, t) = H \delta t_{12}(x),
\] (3.17)
where the initial and final slices both have uniform $\rho$ and $t_{12}(x)$ is the proper time interval between them.

At each location, the linear era ends at the epoch $t_{nl}(x)$ given by Eq. (2.23). At this epoch there is nearly-exponential inflation, and inflation ends at some later time $t_{noninf}(x)$. If $\Delta t(x) \equiv t_{noninf}(x) - t_{nl}(x)$ is sufficiently small it can be taken to correspond to a spacetime slice of negligible thickness. Then $\delta t_{12}$ is given by the ‘end-of-inflation’ formula [20]

$$
\delta t_{12}(x) \simeq \frac{\delta \rho(x)}{\dot{\rho}(t_{end})},
$$

(3.18)

where $\delta \rho(x)$ is defined on the slice. The addition of $\zeta_{nl}$ to $\zeta_{lin}$ corresponds to taking the final slice of the $\delta N$ formula be the transition slice, instead of a slice of uniform $\rho$.

This equation is valid to first order in $\delta \rho$. To derive it we take the separation between the initial and final slice to be not much bigger than is needed for them to enclose the transition slice. Then we can take the unperturbed quantity $\dot{\rho}(t)$ to have a constant value both during inflation and non-inflation. This gives

$$
\delta t_{12}(x) \simeq \delta \rho(x) \left( \frac{1}{\dot{\rho}_{inf}} - \frac{1}{\dot{\rho}_{noninf}} \right).
$$

(3.19)

Since $|\dot{\rho}_{inf}|$ is evaluated during nearly-exponential inflation, it is much smaller than $|\dot{\rho}_{noninf}|$ leading to Eq. (3.18).

We are defining $\delta \rho_{\chi}$ on a slice of uniform $\rho_{\phi}$ and $\delta \rho$ is defined on a slice of uniform $\chi$. The time displacement from the first slice to the second slice is $-\delta \rho_{\chi}/\dot{\rho}_{\chi}$, which means that $\delta \rho = \delta \rho_{\chi} \dot{\rho}_{\phi}(t_{end})/\dot{\rho}_{\chi}(t_{end})$. Putting this into Eq. (3.18) we get

$$
\zeta_{nl}(x)/\zeta_{lin}(x) \simeq \dot{\rho}_{\phi}(t_{end})/\dot{\rho}_{\chi}(t_{end}) \simeq \dot{\phi}^2(t_{end})/\dot{\chi}^2(t_{end}).
$$

(3.20)

We are only interested in the case that this ratio is $\gtrsim 1$. Then the inclusion of $\zeta_{nl}$ corresponds to omitting the middle term of Eq. (3.10). From Eq. (3.14), this case can occur only if $|m(t_{end})| \ll m$.

Now comes a crucial point. From the derivation of Eq. (3.18), it is clear that the criterion for its validity is $\Delta t(x) \ll |\delta t_{12}(x)|$, at a typical location. (In words, the thickness of the transition slice is negligible compared compared with its warping.) This simple remark has not been made before, and consequently it has not been checked whether the criterion is satisfied.

In our case, $H\Delta t(x)$ is given by Eq. (3.16) with $\chi_{end}^2$ replaced by $\chi_{nl}^2(x)$. Since that quantity appears only in the log the change will not have much effect, and we will have $H\Delta t(x) \sim N_{nl}$ at a typical location. On the other hand, the typical value of $|\zeta_{nl}(x)| = H|\delta t_{12}(x)|$ is $P^{1/2}_{\zeta_{nl}}(k)$ where $k \lesssim aH$ is the smoothing scale used to define
ζ_{nl}. The criterion for Eq. (3.18) to be valid is therefore \( N_{nl} \ll P_{\zeta\text{nl}}^{1/2}(k) \). In the regime of interest \( \varphi^2(t_{\text{end}})/\chi^2(t_{\text{end}}) \gg 1 \), this criterion becomes

\[
\left| \frac{m(t_{\text{end}})}{m} \right| \ln \left( \frac{\chi_{\text{vev}}}{\chi_{\text{end}}} \right) \ll \left( \frac{k}{k_*(t_{\text{end}})} \right)^{3/2}
\]

Whenever the criterion (3.21) is not satisfied, the calculation of \( \zeta_{\text{end}} \) that we have described does not apply.

### 3.3 Other uses of the ‘end of inflation’ formula

Our use of Eq. (3.18) to evaluate \( \zeta_{nl} \) is quite different from its usual applications \([20, 21, 22, 23, 24]\). In those applications, the field causing \( \delta \rho(x) \) has a nearly flat spectrum, leading to a nearly flat \( P_{\zeta\text{nl}}(k) \) that can give a significant (even dominant) contribution to \( P_{\zeta}(k) \) on cosmological scales. Since \( P_{\zeta}^{1/2}(k) \sim 5 \times 10^{-5} \) on these scales, Eq. (3.21) on cosmological scales becomes

\[
N_{\text{tran}} \ll P_{\zeta_{12}}^{1/2} < 5 \times 10^{-5},
\]

where \( N_{\text{tran}} \) now refers to the duration of the transition slice in the scenario under consideration, and \( \zeta_{12} = H\delta t_{12} \) is the contribution to \( \zeta \).

Most of the other applications \([20, 21, 22]\) consider hybrid inflation, with the transition slice the entire hybrid inflation waterfall. Of course their setup is different from ours because they introduce a third field, the one that generates \( \delta \rho \) in Eq. (3.18). In these cases, \( N_{\text{tran}} \) in Eq. (3.22) becomes the total duration of the waterfall. We see from Eq. (3.18) that it cannot be much less than \( H/m \), which means that Eq. (3.22) needs \( H/m \ll 5 \times 10^{-5} \). Since we need \( (H/m)^2 \gg H/M_P \) (corresponding to \( \lambda \ll 1 \)), this requires a fairly low inflation scale \( H \ll 10^{-9}M_P \).

An alternative possibility \([23]\) is for the transition slice to be at the end of thermal inflation \([25, 26, 27, 28]\). (Thermal inflation is is a few e-folds of inflation occurring typically long after the usual inflation, which is ended by a thermal phase transition.) Then we expect roughly \( \Delta N \sim H/m \), where \( m \) is the tachyonic mass of the field causing the end of thermal inflation. This criterion (3.22) is satisfied by the usual realizations of thermal inflation. Further possibilities for the transition slice are considered in \([24]\).

### 4. Effect of \( \zeta_{\chi} \)

#### 4.1 Cosmological black hole bound on \( P_{\zeta} \)

The most dramatic effect of \( \zeta \) would be the formation of black holes. This places an upper bound on \( P_{\zeta} \), which we now discuss taking on board for the first time the non-gaussianity of \( \zeta \).
The bound that we are going to consider rests on the validity of the following statement: if, at any epoch after inflation, there are roughly spherical and horizon-sized regions with \( \zeta \) significantly bigger than 1, a significant fraction of them will collapse to form roughly horizon-sized black holes.\(^9\) The validity is suggested by the following argument: the overdensity at horizon entry is \( \frac{\delta \rho}{\rho} \sim \zeta \), and if it is of order 1 then \( \delta \rho \sim \rho = 3M_p^2H^2 \). The excess energy within the Hubble distance \( H^{-1} \) is then \( M \sim H^{-3}\rho \sim M_p^2/H \), which means that the Hubble distance corresponds roughly to the Schwarzschild radius of a black hole with mass \( M \). The validity is confirmed by detailed calculation using several different approaches, as summarized for instance in [29].

Before continuing we mention the following caveat. Practically all of the literature, as well as the simple argument just given, assumes that \( \zeta \) within the region is not very much bigger than 1. Then the spatial geometry within the region is not too strongly distorted and the size of the black hole is indeed roughly that of the horizon. In the opposite case, the background geometry is strongly distorted and the wavenumber \( k \) defined in the background no longer specifies the physical size of the region at the epoch \( aH = k \) of horizon entry [30]. An entirely different discussion would then be necessary, which has not been given in the literature. As the opposite case does not arise in typical early-universe scenarios we ignore it.

We are interested in the case that \( \mathcal{P}_\zeta(k) \) has a peak at some value \( k_{\text{peak}} \), and we assume that the width of the peak in \( \ln k \) is roughly of order 1 so that

\[
\langle \zeta^2 \rangle = \int_0^\infty \mathcal{P}_\zeta(k)dk/k \simeq \mathcal{P}_\zeta(k_{\text{peak}}).
\]

Regions with \( \zeta \gtrsim 1 \) that might form black holes will be rare if \( \mathcal{P}_\zeta(k_{\text{peak}}) \) is not too big. Observation demands that the regions must indeed be rare, because it places a strong upper bound on the fraction of space that can collapse to form horizon-sized black holes, on the assumption that the collapse takes place at a single epoch as is the case in our scenario. A recent investigation of the bound is given in [29], with extensive references to the literature. The bound depends on the epoch of collapse. Denoting it by \( \beta \) it lies in the range

\[
10^{-20} \lesssim \beta \lesssim 10^{-5}.
\]

To bound \( \mathcal{P}_\zeta(k_{\text{peak}}) \), we shall require \( y < \beta \) where \( y \) is the fraction of space with \( \zeta > \zeta_c \), and \( \zeta_c \) is roughly of order 1.

The fraction \( y \) can be calculated from \( \langle \zeta^2 \rangle \) if we know the probability distribution of \( \zeta(x) \). The standard assumption is that it is gaussian. Then

\[
y = \frac{1}{2} \text{erfc} \left( \zeta_c / \sqrt{2\langle \zeta^2 \rangle} \right),
\]

\(^9\)We are choosing the background scale factor \( a(t) \) so that the perturbation \( \zeta = \delta(\ln a(x, t)) \) has zero spatial average.
and using the large-$x$ approximation $\text{erfc}(x) \simeq e^{-x^2}/\sqrt{\pi x} \sim e^{-x^2}$ we find

$$P_\zeta(k_{\text{peak}}) \simeq \langle \zeta^2 \rangle \lesssim \zeta_c^2 / 2 \ln(1/f).$$

(4.4)

For the range (4.2) this gives (with $\zeta_c \simeq 1$) $P_\zeta(k_{\text{peak}}) \lesssim 0.01$ to $0.04$.

But $\zeta_{\text{lin}}$ given by Eqs. (2.19) and (3.10) is actually non-gaussian, of the form

$$\zeta = -(g^2 - \langle g^2 \rangle).$$

(4.5)

With this form, there is no region of space where $\zeta > \langle g^2 \rangle$, and $y \ll 1$ now implies some bound $\langle g^2 \rangle - \zeta_c \ll \zeta_c$ which is practically equivalent to $\langle g^2 \rangle < \zeta_c$. This corresponds to $P_\zeta(k_{\text{peak}}) \lesssim 2$

$$P_\zeta(k_{\text{peak}}) \simeq \langle \zeta^2 \rangle = 2 \langle g^2 \rangle^2 \lesssim 2 \zeta_c^2 \lesssim 2.$$  

(4.6)

For completeness, we see what happens if $\zeta = +(g^2 - \langle g^2 \rangle)$ with $g$ gaussian. (This might be the case if $\zeta$ is generated after inflation by a curvaton-type mechanism.) The we have

$$P_\zeta(k_{\text{peak}}) \sim \langle \zeta^2 \rangle = 2 \langle g^2 \rangle^2 \lesssim \left[ \frac{\zeta_c}{2 \ln(1/y)} \right]^2,$$

(4.7)

which gives $P_\zeta(k_{\text{peak}}) \lesssim 2 \times 10^{-4}$ to $2 \times 10^{-3}$.

In all three cases, the bound on $P_\zeta(k_{\text{peak}})$ is very insensitive to $f$ which means that it depends only weakly on the value of $\beta$. Turning that around though, the black hole abundance is very sensitive to $P_\zeta(k_{\text{peak}})$ which suggests that fine-tuning of parameters will be needed to get an eventually observable (yet presently allowed) abundance.

If the peak has width $\Delta \ln k$ different from 1, $\langle \zeta^2 \rangle \simeq P_\zeta(k_{\text{peak}}) \Delta \ln k$. If $\Delta \ln k \ll 1$ this weakens the bound on $P_\zeta(k_{\text{peak}})$ by a factor $(\Delta \ln k)^{-1}$, but such a narrow peak is not generated in typical scenarios. If instead $\Delta \ln k \gg 1$, one might think that the bound on $P_\zeta(k_{\text{peak}})$ is strengthened by a factor $(\Delta \ln k)^{-1}$, but that conclusion is too hasty because the observational bound (4.2) refers to the formation of horizon sized black holes at a more or less definite epoch whereas the broad peak will lead to the formation of such black holes over $\Delta \ln k$ Hubble times. The value of $\langle \zeta^2 \rangle$ in that case is not directly related to the black hole abundance, and the black hole bound on $P_\zeta(k_{\text{peak}})$ is unlikely to be strengthened very much. For instance, if the observational bound on black hole abundance applies separately to the black holes formed within each unit interval of $\ln k$, the effective value of $y$ for a given value of $P_\zeta(k_{\text{peak}})$ is just multiplied by that factor, which has a negligible effect on the bound on $P_\zeta(k_{\text{peak}})$.

4.2 The effect of $\zeta_{\text{lin}}$

Now we discuss the effect of $\zeta_{\text{lin}}$, assuming that it is at least not canceled by $\zeta_{\text{nl}}$. By virtue of Eq. (2.3), the first term of Eq. (3.12) is $\ll 1$, and the second term is $\leq 1$. 
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If \( k_*(t_{\text{end}}) \) is super-horizon, \( \zeta \) is of the form Eq. (4.5) with the minus sign, and the black hole bound is \( \mathcal{P}_\zeta \lesssim (k_*(t_{\text{end}})) \lesssim 2 \). This is likely to be well satisfied.

If instead \( k_*(t_{\text{end}}) \) is sub-horizon, we have to remember that the black hole bound refers to horizon-sized regions. To apply it, we must drop sub-horizon modes of \( \zeta_{\text{lin}} \). Estimating the bispectrum, trispectrum as in \([4]\), one sees that this makes \( \zeta_{\text{lin}} \) nearly gaussian. Then \( \mathcal{P}_{\zeta_{\text{lin}}} \) peaks at \( k \sim k_{\text{end}} \equiv a(t_{\text{end}})H \), and the black hole bound is roughly \( \mathcal{P}_{\zeta_{\text{lin}}}(k_{\text{end}}) \lesssim 10^{-2} \). This too will be satisfied if \( k_*(t_{\text{end}}) \) is well within the horizon.

We emphasize that these bounds refers to the formation of horizon-sized black holes. If \( k_*(t_{\text{end}}) \) is sub-horizon, smaller black holes may also be formed. A discussion of their abundance would require assumptions about the evolution of the perturbations during the transition from inflation to non-inflation, and would be much more difficult than the corresponding discussion \([32]\) for the formation of black holes from \( \zeta_\phi \).

Although \( \mathcal{P}_{\zeta_{\text{lin}}}(k) \) is probably too small to form black holes, it may still be quite large. If reheating after inflation is long delayed this may lead to copious structure formation with a variety of possible cosmological effects \([33]\).

Finally, let us see whether \( \mathcal{P}_{\zeta_{\text{lin}}}(k) \) can be significant on cosmological scales; ie. whether it can be comparable with the observed quantity \( \mathcal{P}_\zeta \approx 10^{-9} \). It follows from Eq. (2.15) that the scale \( k_*(t_{\text{end}}) \) is shorter than the scale leaving the horizon at the beginning of the waterfall. Therefore, the inequality (3.12) implies that \( \mathcal{P}_{\zeta_{\text{lin}}} \) will give a negligible contribution to the observed quantity \( \mathcal{P}_\zeta \approx 10^{-9} \) if the shortest cosmological scale leaves the horizon more than \( 3\ln(10) \approx 7 \) e-folds before the start of the waterfall, ie. if the observable universe leaves the horizon more than \( \approx 22 \) e-folds before the start of the waterfall. We will see that this is assured within the approximation of Section 4.

### 5. Estimates using a simple approximation

In this section we make a simple approximation for \( m^2(t) \). This will allow us to verify some of the assumptions that we have been making, especially if we assume that \( \phi \) satisfies the slow-roll approximation.

#### 5.1 The approximation for \( m^2(t) \)

The approximation is

\[
m^2(t) \simeq -\mu^3 t \quad (0 \lesssim \mu^3 t < m^2) \tag{5.1}
\]

\[
m^2(t) \simeq -m^2 \quad (\mu^3 t > m^2), \tag{5.2}
\]

\[
\mu^3 \equiv 2gm|\dot{\phi}(0)|. \tag{5.3}
\]
The cross-over between the two expressions is at \( t = t_\equiv \equiv m^2/\mu^3 \). The second expressions corresponds to setting \( \phi = 0 \). If the linear era ends at \( t < t_\equiv \) only the first approximation is invoked.

The first approximation is exact at \( t = 0 \), and it ignores the time-dependence of \( d(\phi^2)/dt = 2\dot{\phi}\dot{\phi} \). The constancy of \( \phi \) is a good approximation at \( t \ll t_\equiv \), and so is the constancy of \( \dot{\phi} \) if (5.8) is sufficiently well satisfied. The fast transition requirement described in Section 1.3 is \( H \lesssim \mu \). To simplify some of the estimates we will usually take the requirement to be

\[
H \ll \mu \quad \text{(fast transition)}. \tag{5.4}
\]

With this approximation for \( |m^2(t)| \), the linear era is completely described by the four parameters \( g, H, m, \) and \( \mu \). Let us define \( N(t) \equiv Ht \). Then the epoch \( t = t_\equiv \) corresponds to

\[
N(t_\equiv) = \left( \frac{m}{\mu} \right)^2 \frac{H}{\mu} = \left( \frac{m}{\mu} \right)^3 \frac{H}{m} = \left( \frac{m}{H} \right)^2 \left( \frac{H}{\mu} \right)^3. \tag{5.5}
\]

### 5.2 Slow-roll approximation

To obtain the strongest possible results, we assume that the evolution of \( \phi \) satisfies the slow-roll approximation, at least during some era that begins before the waterfall and ends when \( \phi \) ceases to to affect the evolution of \( \chi \).

Then unperturbed inflaton field satisfies

\[
\ddot{\phi}(t) + 3H(t)\dot{\phi}(t) + V'(\phi(t)) = 0. \tag{5.6}
\]

The basic slow-roll approximation is

\[
3H\dot{\phi} \simeq -V'(\phi), \tag{5.7}
\]

or equivalently

\[
H|\ddot{\phi}/\dot{\phi}| \ll 1. \tag{5.8}
\]

The requirement that the first derivative of Eq. (5.7) be consistent with Eq. (5.8) is \( \epsilon_H + \eta \ll 1 \) where \( \epsilon_H \equiv |\dot{H}|/H^2 \) and \( \eta \equiv V''/3H^2 \). The slow-roll approximation assumes \( \epsilon_H \ll 1 \) and \( |\eta| \ll 1 \).

Before the waterfall, and for as long afterward as \( \chi \) has a negligible effect on \( \phi \), the Fourier components of the perturbation \( \delta \phi \) satisfy

\[
\ddot{\phi}_k + 3H(t)\dot{\phi}_k + (k/a)^2\phi_k + V''(\phi(t))\delta \phi_k = 0. \tag{5.9}
\]

This equation ignores back-reaction, which is a good approximation by virtue of the slow-roll approximation [3].
As a scale leaves the horizon, the vacuum fluctuation of $\phi$ is converted to a classical perturbation $\delta \phi$ with spectrum $\simeq (H/2\pi)^2$. At a given epoch, the vacuum fluctuation is set to zero on sub-horizon scales.

These results hold both before and during the waterfall. Focusing on the former era we have more results, because $\phi$ is the only field. First, we have a couple more relations:

$$3M_p^2H^2(t) = \rho_\phi \simeq V \equiv V_0 + V(\phi)$$  \hspace{1cm} (5.10)

$$\epsilon_H = \frac{1}{2} \frac{\dot{\phi}^2}{M_p^2H^2} \simeq \epsilon \equiv M_p^2(V'/V)^2/2.$$  \hspace{1cm} (5.11)

Second, we have the crucial result that $\delta \phi$ generates nearly gaussian curvature perturbation $\zeta_\phi$ to the curvature perturbation $\zeta$, with spectrum given by

$$P_{\zeta_\phi}^{1/2}(k) \simeq \left. \frac{H^2}{2\pi\dot{\phi}} \right|_{aH=k}.$$  \hspace{1cm} (5.12)

For a given $k$ the spectrum is generated at the epoch of horizon exit $k = aH$, and is constant thereafter until at least the beginning of the waterfall.

### 5.3 Trading $\mu$ for $f$

For single-field inflation, we can use Eq. (5.12) to obtain more powerful results by trading $\mu$ for $f$:

$$f \equiv (5 \times 10^{-5})^{-1} H^2/2\pi\dot{\phi}(0) = (5 \times 10^{-5})^{-1} P_{\zeta_\phi}^{1/2}(k_{\text{beg}}),$$  \hspace{1cm} (5.13)

where $k_{\text{beg}}$ is the horizon scale at the beginning of the waterfall. Inflation models are usually constructed so that $P_{\zeta_\phi}$ accounts for the observed $P_\zeta$ on cosmological scales. Then, if $P_{\zeta_\phi}$ is nearly scale-independent we will have $f \sim 1$. More generally there is an upper bound

$$f \lesssim 2 \times 10^3 \quad \text{(black hole constraint)}$$  \hspace{1cm} (5.14)

corresponding to the black hole bound $P_{\zeta_\phi} \lesssim 10^{-2}$ on the spectrum of the nearly gaussian $\zeta = \zeta_\phi$ that exists at the beginning of the waterfall. There is also a lower bound corresponding to Eq. (1.6):

$$f \gg 10^{-2} H/(10^{-5}M_P) \quad \text{(nearly exponential inflation).}$$  \hspace{1cm} (5.15)

The relation between $f$ and $\mu$ is given by

$$\left( \frac{H}{\mu} \right)^3 \simeq 10^{-4} \frac{fH}{g_m}.$$  \hspace{1cm} (5.16)

We are demanding $g \ll 1$, but the fast transition requirement $H \ll \mu$ can always be satisfied because $f < 2 \times 10^{-3}$ and $H \ll m$. 

In this paper we are not specifying the potential \( V(\phi) \). Most previous work considers the potential \( V(\phi) = \frac{1}{2}m^2\phi^2 \). Then slow-roll requires \( m_\phi \ll H \) and \( 3H\dot{\phi} = -m^2\phi \). The fast transition requirement \( H \ll \mu \) becomes

\[
\left( \frac{m^2}{H^2} \right) \left( \frac{m^2}{H^2} \right) \gtrsim 1,
\]

and \( f \) is given by

\[
f = 10^4 g \left( \frac{m^2}{H^2} \right)^{-1} \left( \frac{m}{H} \right)^{-1}.
\]

In this case we need \( f \ll 1 \), to avoid a positive spectral tilt for \( P_\zeta \) which would conflict with observation. The requirement that \( V(\phi) \) does not support inflation (so that inflation ends with the end of the waterfall) is \( \phi_c \lesssim 10M_P \), which is guaranteed by Eq. (1.10).

### 5.4 The case \( t_{\text{end}} < t_1 \)

In this case \( m^2(t) \sim -\mu^3 t \), and Eq. (2.26) becomes

\[
\chi_{nl}^2 \simeq \min \left\{ \frac{3H}{2g^2 m^2}, \frac{H^2}{g^2} \right\}.
\]

Using Eq. (2.26) and \( \chi^2 \simeq |m^2(t)|\chi^2 \),

\[
\langle \chi^2(t_{\text{end}}) \rangle \simeq \min \left\{ 6N(t_{\text{end}}), 4N(t_{\text{end}}) \frac{g^2Hm^2}{\mu^3} \right\}.
\]

Growth begins when Eq. (2.6) is satisfied, corresponding to \( \mu t_1 \simeq 1 \), and \( \mu t_{\text{start}} = 2\mu t_1 \simeq 2 \) and \( Ht_{\text{start}} \ll 1 \).

The case \( N(t_{\text{end}}) \ll 1 \) is considered in [4]. We then have

\[
k^2(t_{\text{end}}) = a^2(t_{\text{start}})\mu^2/(\mu t_{\text{end}})^{1/2}.
\]

Using Eqs. (2.18) and (2.8) this gives\(^{\#10} \chi_{nl}^2 \simeq \mu^2 \exp[(4/3)(\mu t_{\text{end}})^{3/2}] \), ie.

\[
\mu t_{\text{end}} \simeq \left( \frac{\ln \chi_{nl}}{\mu} \right)^{2/3}.
\]

Assuming instead \( N(t_{\text{end}}) \gtrsim 1 \),

\[
k^2(t_{\text{end}}) \simeq a^2(t_{\text{start}})\mu^{3/2}H^{1/2}.
\]

Using Eqs. (2.18) and (2.8) we again arrive at Eq. (5.22)\(^{\#11} \).

\(^{\#10}\)In the prefactor of Eq. (2.18) we drop a numerical factor and a factor \( \tau^{-3/2} \), because these are negligible compared with the exponent.

\(^{\#11}\)Factors \( \mu/H \) are ignored in the prefactor of Eq. (2.18) because the exponent is \( \gtrsim \mu/H \).
Our implicit assumption that the growth era starts well before \( t_{\text{end}} \) corresponds to \( \mu t_{\text{end}} \gg 1 \). This is equivalent to \( \chi_{\text{nl}} \gg \mu \) or

\[
\min \left[ \left( \frac{H}{mg f^{1/5}} \right)^{5/3}, \left( 10^{-4} \frac{fH}{g^4 m} \right)^{2/3} \right] \gg 1. \tag{5.24}
\]

The requirement \( t_{\text{end}} < t_{\text{\\textend}} \) corresponds to

\[
\mu t_{\text{end}} < \left( \frac{m}{H} \right)^2 \left( \frac{H}{\mu} \right)^2 = \left[ 10^{-4} \left( \frac{m}{H} \right)^2 \frac{f}{g} \right]^{2/3}. \tag{5.25}
\]

To get an upper bound on \( \mu t_{\text{end}} \) we use \( \mu \gtrsim H \) and \( \chi_{\text{nl}}^2 \ll \chi_{\text{vev}}^2 \ll M_{\text{P}}^2 \), to find \( \mu t_{\text{end}} \lesssim (\ln(M_{\text{P}}/H))^{2/3} \). Using the range \([1.9]\) this gives an upper bound on \( \mu t_{\text{end}} \) that is of order 5 to 20 with the lower end of the range far more likely. The upper bound corresponds to \( N(t_{\text{end}}) \gtrsim \left( \frac{H}{\mu}(\ln(M_{\text{P}}/H))^{2/3} \right) \)

\[
N(t_{\text{end}}) \ll [\ln(M_{\text{P}}/H)]^{2/3} \ll \ln(M_{\text{P}}/H). \tag{5.26}
\]

Using \( \langle \dot{\chi}^2(t_{\text{\\textend}}) \rangle \sim \mu^4 \) and Eqs. \((5.16), (5.14), \) and \((5.24)\), we find \( \langle \dot{\chi}^2(t_{\text{\\textend}}) \rangle \lesssim \dot{\phi}^2(t_{\text{\\textend}}) \). This justifies the assumption \( |\delta t(x, t_{\text{\textend}})| \gg |\delta t(x, t_{\text{\\textend}})| \) made after Eq. \((8.7)\) because the initial strong growth of \( \langle \dot{\chi}^2(t) \rangle / \dot{\phi}^2(t) \) will outweigh the slower variation of the other factors.

5.5 The case \( t_{\text{\textend}} > t_{\text{\\textend}} \)

In this case \( m^2(t_{\text{\textend}}) \simeq -m^2 \). As we discussed in Section \([3.1] \), \( \chi_{\text{nl}}^2 \) is given by Eq. \((2.25)\), and \( P_{\text{\\textend}} \) by Eq. \((3.13)\). Growth starts, at the latest, at \( t_{\text{\\textend}} = -m^{-1}. \tag{5.29}
\]

Our our approximation makes \( |m(t)| / dt \) discontinuous at \( t = t_{\\textend} \) in violation of the adiabaticity condition \((2.7)\). In reality \( |m(t)| \) will be smooth around \( t = t_{\\textend} \). To avoid specifying a definite form for \( |m(t)| \), we confine ourselves to the case \( N(t_{\text{end}}) \gtrsim 1 \). Then

\[
k^2(t_{\text{\textend}}) \simeq a^2(t_{\text{\textend}}) m H. \tag{5.27}
\]

Assume first that the growth era starts before \( t_{\text{\\textend}} \). Then Eqs. \((2.18) \) and \((2.8)\) give

\[
\chi_{\text{vev}}^2 \simeq H^2 \exp \left( 2m(t_{\text{\textend}} - t_{\\textend}) + \frac{4}{3} (\mu t_{\\textend})^{3/2} \right). \tag{5.28}
\]

We also have

\[
m t_{\\textend} = (\mu t_{\\textend})^{2/3} = (m/\mu)^3 \gg 1, \tag{5.29}
\]

\#12 Only the first case of Eq. \((5.24)\) need be invoked for this purpose.

\#13 Since growth always begins, \( \chi \) always becomes classical. We have no need of a purely quantum treatment, which would require an entirely different approach. (In \([8]\) \) we noted \( \chi \) may fail to become classical within the regime \( t \ll t_{\\textend} \). Contrary to what was stated there, that does not imply that \( \chi \) may fail to become classical at all.)

\#14 Since \( mt_{\text{end}} \gg m/H \), and we ignore factors of \( m/H \) in the prefactor in Eq. \((2.13)\).
where the inequality holds because we are assuming that growth starts before $t_*$. Using the first equality we get

$$\chi_{\text{vev}}^2 \simeq H^2 \exp \left( 2m \left( t_{\text{end}} - \frac{1}{3} t_* \right) \right) \simeq H^2 \exp (2mt_{\text{end}}).$$

(5.30)

The final approximation is $t_* \ll 3t_{\text{end}}$, which should be adequate because we are in the regime $t_* < t_{\text{end}}$. In this approximation, the growth before $t_*$ has a negligible effect. Using it we find

$$\chi_{\text{vev}}^2 \sim H^2 e^{2mt_{\text{end}}},$$

(5.31)

leading to

$$N(t_{\text{end}}) \equiv \frac{H}{m} (mt_{\text{end}}) \simeq \frac{H}{m} \ln(M_P/H).$$

(5.32)

This gives again the bound (5.26).

Now suppose that growth does not start before $t_*$. Then the inequality in Eq. (5.29) is reversed leading to $N_* \ll 1$. We therefore arrive again at Eq. (5.31) leading to Eq. (5.32). In this case $Ht_{\text{start}} = N_* + H/m$ which is $\ll 1$ as before. Also, from Eqs. (2.13) and (5.27), we have $k_{\ast}(t_{\text{start}})/k_{\ast}(t_{\text{end}}) \simeq H/m$. Using Eq. (3.8), this ensures that the typical value of $|\delta t(x, t_{\text{end}})/\delta t(x, t_{\text{start}})|$ is $\gtrsim m/H \gg 1$.

5.6 Duration of the non-linear era

For case $t_{\text{end}} > t_*$, $\chi_{\text{end}}^2$ is the value of $\chi^2$ at which the right hand side of Eq. (1.12) becomes important, corresponding to $\ln(\chi_{\text{vev}}/\chi_{\text{end}}) \sim 1$. For the opposite case, Eqs. (5.19) and (5.14) give

$$\frac{\chi_{\text{vev}}^2}{\chi_{\text{end}}^2} \ll \frac{M_P^2}{mH}.$$  

(5.33)

This is much less than $M_P^2/H^2$, which means that Eq. (3.10) gives $N_{\text{nl}} \ll \ln(M_P/H)$. This is the same bound that we obtained for $N(t_{\text{end}})$. It therefore applies to the total number of $e$-folds of the waterfall, $N_{\text{water}} \equiv N(t_{\text{end}}) + N_{\text{nl}}$.

As seen in Section 4.2, we need the waterfall to begin more than 22 $e$-folds after the observable universe leaves the horizon, if we are to be sure that $\mathcal{P}_{\text{lin}}(k)$ has a negligible effect on cosmological scales. Equivalently we need $N_{\text{obs}} - 22 > N_{\text{wat}}$. From Eq. (1.1) the left hand side of this inequality is bigger than $47 - \ln(M_P/H)$ and we have seen that the right hand side is $\ll \ln(M_P/H)$. The inequality will therefore hold if $47 \gg \ln(M_P/H)/2$ i.e. if $H/M_P \gg 10^{-41}$. This is hardly stronger than the BBN bound (1.9), which means that $\mathcal{P}_{\text{lin}}(k)$ is almost certainly negligible on cosmological scales.

5.7 Two inflation models

To illustrate the power of our results we apply them to two inflation models based on supersymmetry.

#15 We ignore a factor $H/m$ within the log, which is permissible since $H/m$ is also the prefactor.
5.7.1 Supersymmetric GUT hybrid inflation

Supersymmetric GUT hybrid inflation \cite{12,13} takes $\chi$ to be a GUT Higgs field so that $\chi_{\text{vev}} \simeq 10^{-2}M_P$ corresponding to $(H/m)^2 \simeq 10^{-5}$. This is not small enough for the ‘end of inflation’ formula to yield the entire waterfall contribution to $\zeta$ (Eq. (3.22)). Supersymmetry gives $g^2 = 2\lambda$ leading to $g^2 = 10^9(H/M_P)^2$. This leaves for our discussion two independent parameters which we take as $g$ and $f$.

The potential $V(\phi)$ may depend on several parameters \cite{13}. It typically steepens, and our discussion applies only if the parameters are such that steepening does not end slow-roll before $t_{\text{end}}$. Requiring the inflaton perturbation to generate $\zeta$ on cosmological scales, the steepening implies $10^{-1.5}g \lesssim f \lesssim 1$, the lower bound coming from Eq. (5.15). Using Eq. (5.16) we have $\mu/H \simeq 10^{-2/g}$. The fast transition requirement (5.16) is certainly satisfied if $g^2 \gg 10^{-12}$ (ie. $H/M_P \gg 10^{-10}$ which usually holds \cite{13}.

The parameter space allows $t_{\text{end}} < t_-$ (with either of the possibilities in Eq. (2.24)) as well as $t_{\text{end}} > t_-$. Provided that $H/\mu$ is well below 1, the duration of the waterfall is quite short, and the ‘end of inflation’ formula can give $\zeta_\text{nl}$ in part of the parameter space (\cite{321}.

5.7.2 Supernatural/running-mass inflation

Supernatural inflation \cite{14} and running-mass \cite{15} inflation take $\chi_{\text{vev}}$ roughly of order $M_P$ corresponding to $m$ roughly of order $H$. This can be motivated by supposing that $\chi$ is a string modulus, with gravity-mediated or anomaly-mediated supersymmetry breaking \cite{34}. The former case, $V_0^{1/4} \sim 10^{10}\text{GeV}$ or $H \sim 10^{-15}M_P$ is usually invoked and the latter would give $H \sim 10^{-13}M_P$ or so. This low inflation scale and $m \sim H$ are distinguishing features of the paradigm.

The potential for supernatural inflation is $V(\phi) = m_\phi^2\phi^2/2$ which does not allow $\zeta = \zeta_\phi$ on cosmological scales. Running-mass inflation takes $V(\phi)$ to be the renormalization group improved potential allowing $\zeta = \zeta_\phi$ on cosmological scales which is assumed. In a suitable regime of parameter space, $\zeta_\phi(k)$ on small scales can be big enough to exceed the cosmological bound on black hole formation, providing a constraint on the parameter space; in other words we can have $f \sim 10^3$. This is another distinguishing feature of the paradigm.

Since $m$ is roughly of order $H$ our criterion $m^2 \gg H^2$ cannot be very well satisfied and the analysis of the next Section is really more appropriate. To proceed we assume that $m/H$ is a bit above 1, and take $f \sim 1$. Then the fast transition requirement $H \ll \mu$ is satisfied for $g^2 \gg 10^{-8}$ which is expected.

Since $m$ is roughly of order $H$ and we deal with the case $t_{\text{end}} > t_-$, corresponding to $m^2(t_{\text{end}}) \simeq -m^2$. This gives $N(t_{\text{end}}) \sim \ln(M_P/H) \sim 33$, and $k_*(t_{\text{end}})$ is outside the horizon, with $P_{\text{lin}}(k_*(t_{\text{end}})) \simeq (H/2m)^2$. This is is not far below 1, and the black hole bound might be violated.
The duration of the non-linear era is $N_{nl} \sim 1$. Since Eq. (3.21) is not satisfied, the contribution $\zeta_{nl}$ is not given by the ‘end of inflation’ formula.

6. The case $m \sim H$

Now we consider the case that $m/H$ is $\lesssim 1$ but not extremely small. To arrive at estimates we assume that $P_\chi(k)$ in this regime continues to peak at some value $k_*(t) \ll a(t)|m(t)|$. Since $|m(t)| \leq m \sim H$ this means that $k_*(t)$ is always outside the horizon.

We assume that the gradient of $\chi$ is negligible, checking the self-consistency of that assumption later. Then Eq. (2.38) holds. Considering either of the two independent solutions we define $s(t)$ by

$$\dot{\chi}(x, t) = Hs(t)\chi(x, t),$$

(6.1)

giving

$$s^2(t) + 3s(t) - |m^2(t)|/H^2 = -\dot{s}/H.$$  

(6.2)

We assume that the right hand side of Eq. (6.2) is negligible, checking later for self-consistency. Keeping only the growing mode this gives

$$s(t) = -\frac{3}{2} + \sqrt{\frac{9}{4} + \frac{|m^2(t)|}{H^2}}$$  

(6.3)

$$\approx \frac{1}{3} \frac{|m^2(t)|}{H^2}.$$  

(6.4)

The gradient of $\chi$ is indeed negligible compared with $\dot{\chi}$, which means that $\rho_\chi$ and $p_\chi$ are given by Eqs. (2.29) and (2.31). Also, the assumption that the right hand side of Eq. (6.3) is negligible is self-consistent if and only if Eq. (2.41) holds. This means that the field equation (2.38) is consistent with the energy continuity equation.

If the approximation (5.1) holds, Eq. (2.40) becomes $Ht \gg 1$. But the same approximation inserted into Eq. (6.1) gives at $Ht \gg 1$

$$Ht \sim (H/\mu)^2 \ln \left[\chi^2(x, t)/\chi^2(x, H^{-1})\right].$$

(6.5)

Since we haven’t calculated $\chi(x, t)$ from the vacuum fluctuation we don’t know the precise value of $\chi^2(x, H^{-1})$ but it presumably lies roughly between $\mu$ and $m \sim H$ since these are the relevant mass scales. As we saw earlier this would make the log at most of order $10^2$ or so. Therefore, since we are imposing $H \ll \mu$, Eq. (6.3) is hardly compatible with $Ht \gg 1$. The conclusion is that Eq. (2.40) probably requires the regime (5.2), $m^2(t) \simeq -m^2$, which we assume from now on. That in turn implies

$$\langle \chi^2(t_{end}) \rangle \gg \phi^2(t_{end}).$$
To calculate $\zeta_{\text{lin}}$, we use Eq. (3.4), and assume $|\delta t(t_{\text{end}})/\delta t(t_{\text{start}})| \gg 1$. Using Eqs. (2.29), (6.3), and (6.1), we find

$$\rho_\chi/\dot{\chi}^2 = 3/2s(t) \simeq H^2/m^2,$$

(6.6)

to be compared with $\rho_\chi/\dot{\chi}^2 = 3H/2|m(t)|$ in the case $m^2 \gg H^2$. We therefore have

$$\zeta_{\text{lin}}(x) \simeq -\frac{H^2 \delta \chi^2(x, t_{\text{end}})}{m^2 \langle \chi^2(t_{\text{end}}) \rangle}.$$  

(6.7)

Since $P_\chi(k)$ peaks at $k_*$, we expect that the final equality of Eq. (2.18) will be roughly correct. Also we expect that $P_{\delta \chi^2}(k)$ will be given roughly by Eq. (2.22) at $k \lesssim k_*$ and will fall off at bigger $k$. Then, using Eq. (6.4) we see that $P_{\zeta_{\text{lin}}}(k)$ peaks at $k \sim k_*(t_{\text{end}})$ with a value

$$P_{\zeta_{\text{lin}}}(k_*(t_{\text{end}})) \simeq \frac{H^2}{m^2}.$$  

(6.8)

We conclude that the black hole bound is likely to be violated if $m$ is significantly below $H$.

A crucial feature of our setup is the condition (2.40), which is necessary for consistency if the gradient of $\chi$ is negligible and there is no cancellation between the two terms of $\rho_\chi$. We found that the solution of Eq. (2.1) then indeed makes the gradient of $\chi$ negligible, with no cancellation. But the solution of Eq. (2.1) may also make the gradient negligible with no cancellation, in a part of parameter space where with the condition (2.40) violated. In such a regime, we would have to conclude that the linear approximation leading to Eq. (2.1) is invalid.

7. Comparison with other calculations

Nineteen other papers have considered the contribution of the waterfall to $\chi$ [14, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53], in the fast transition regime. Some of them also consider the issue of black hole formation [14, 35, 51, 53], concluding that the black hole constraint is satisfied for $m \gg H$ but not for $m \sim H$. That is roughly our conclusion though we are less sure. In view of this, one may wonder whether the present paper and its companion [4] are needed. They are, for several reasons.

First, all of the previous papers take $\phi$ to be canonically normalized, and nearly all of them go much further by assuming $V(\phi) = m_\phi^2 \phi^2/2$. Second, none of the previous papers specifies all of the assumptions that are made, as we do here and in [4]. Third, none of them except [51, 53] considers the non-gaussian black hole bound as we have done in the present paper. Fourth, most of them present a calculation which is much more complicated than ours. Finally, all of the other papers except perhaps [51, 53] have errors.
The last point was considered in our earlier paper [4]. The problem for many of the papers [14, 35, 36, 37, 38, 39, 40, 41, 42] is that the waterfall is treated as two-field inflation, without imposing the requirement \( \langle \bar{\chi}^2 \rangle \gg \langle \chi^2 \rangle \) that would be needed to justify such a treatment.\(^{#16}\) As we have seen, this is not the case. It is only within the slow transition regime, considered in [52, 54, 55, 56], that one can expect to find a regime of parameter space that allows the waterfall to be treated as two-field inflation.

We will not repeat the analysis of the problems of the other papers [44, 45, 46, 47, 48, 49, 50] appearing before [4], that was given in the latter paper. After [4] three papers appeared [40, 51, 53]. The paper [40] is a continuation of [45]. Its main focus is on the case \( \phi_c \gtrsim 10M_P \), where inflation continues after the waterfall, but that does not affect the contribution to \( \zeta_\chi \) generated during the waterfall, and Eq. (6.15)) of [40] reproduces the expression for \( \zeta_\chi \) given in Eq. A(10) of [45].

The papers [51, 53] consider the case \( m \lesssim H \), and they calculate \( \chi_k \) by numerical integration with the potential \( V(\phi) = m^2 \phi^2 / 2 \).\(^{#17}\) Then they evaluate \( \zeta_{\text{lin}} \) by integrating Eq. (3.2), finding that \( m < H \) is definitely forbidden by the black hole bound. The calculation assumes that the gradient of \( \chi \) can be ignored when evaluation \( \rho_\chi \) and \( p_\chi \) but they don’t investigate the compatibility of the evolution equation Eq. (2.1) with the energy continuity equation. However, their results for the case \( m = H \) (with the other parameters fixed at particular values) shown in their Figure 2 is in excellent agreement with our Eq. (6.1), assuming \( |m(t)| = m \). Their result for \( P_{\zeta_{\text{lin}}}(k, t_{\text{end}}) \) with the same parameter choice, shown in their Figure 4, is also in agreement with ours, assuming in addition \( \langle \chi^2(t_{\text{end}}) \rangle \gg \dot{\phi}^2(t_{\text{end}}) \). It therefore seems that for at least this parameter choice, their assumption that the gradient of \( \chi \) is negligible is justified, and that moreover the consistency condition (2.40) is satisfied. But there is no reason to think that the same is true in the entire parameter space, considered in their Figure 5. Regarding the black hole bound, they note that \( \zeta_{\text{lin}} \) has the non-gaussian form (1.3). In [51] they use \( \langle \zeta_{\text{lin}}^2 \rangle \lesssim 1 \) instead of our \( P_{\zeta_{\text{lin}}} \lesssim 1 \). As the width of the peak in \( P_{\zeta_{\text{lin}}}(k) \) is rather broad, this will somewhat overestimate the region of parameter space forbidden by the cosmological bound on \( P_{\zeta_{\text{lin}}} \) as we noted in Section 1.1. In [53] a more sophisticated procedure is used to obtain the black hole bound, but they don’t estimate the theoretical error and it is unclear to us whether it represents an improvement on our rough estimate \( P_\zeta \lesssim 1 \).

8. Conclusion

We have considered the contribution \( \zeta_{\text{lin}} \) to \( \zeta \), that is generated during the linear era of the waterfall within the Standard Scenario. We gave a rather complete calculation

---

\(^{#16}\) The papers [33, 39, 14, 13] set \( \bar{\chi}^2 = \langle \chi^2 \rangle \) while the others regard it as a free parameter.

\(^{#17}\) With \( m \lesssim H \), the fast transition requirement (5.17) conflicts with the slow-roll requirement \( m_\phi \ll H \), but the two are roughly compatible with the choice \( (m_\phi / H)^2 = 10^{-4} \) of [54, 53].
for the case that the waterfall mass $m$ is much bigger than $H$, and arrived at estimates for $m \sim H$.

Taking on board our discussion of the non-gaussian black hole bound, we concluded that the black hole bound will be satisfied for $m \gg H$, but that it may well be violated for $m \lesssim H$. The latter case will be further investigated in a future publication [57], by numerically integrating Eq. (2.1).

A lot more will have to be done before we have a complete understanding of contribution to $\zeta$ generated during the waterfall. A fundamental problem is to handle the ultra-violet cutoff, that is needed to obtain finite values for the fields and for the energy density and pressure. Our procedure of keeping only the classical field modes is approximate, and it violates at some level the energy continuity equation. This and related issues are discussed for instance in [58]. A precise procedure is advocated in [59], but its relation to our approximate procedure is unclear.

An understanding of the ultra-violet cutoff will allow one to decide on the minimum value of $\phi(0)$ that allows an initial linear era [17, 4]. With that in place one would hopefully verify that the value invoked in the present calculation is big enough. But it will still be unclear how to evaluate the contribution to $\zeta$ that is generated during inflation after the linear era ends, when it is not given by the ‘end of inflation’ contribution. A numerical simulation, even with reasonable simplifications, might well require one to consider a patch of the universe that is too big to handle.
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