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ABSTRACT
In this work, we enhance a professional end-to-end volumetric video production pipeline to achieve high-fidelity human body reconstruction using only passive cameras. While current volumetric video approaches estimate depth maps using traditional stereo matching techniques, we introduce and optimize deep learning-based multi-view stereo networks for depth map estimation in the context of professional volumetric video reconstruction. Furthermore, we propose a novel depth map post-processing approach including filtering and fusion, by taking into account photometric confidence, cross-view geometric consistency, foreground masks as well as camera viewing frustums. We show that our method can generate high levels of geometric detail for reconstructed human bodies.

Index Terms—Volumetric video, multi-view stereo, depth map filtering and fusion.

1. INTRODUCTION
With rapid development and widespread popularity of Augmented Reality (AR) and Virtual Reality (VR), Volumetric Video, also known as Free-Viewpoint Video, is playing a more and more important role as it bridges the gap between the real and virtual world. Volumetric video has a variety of applications including telecommunication, movie production, games, sports broadcasting, cultural heritage recovery, remote planning, as well as therapy and rehabilitation, as it provides immersive user experiences and realistic scenes from arbitrary unconstrained viewpoints. Figure 1 shows an example of a VR experience production using our volumetric reconstruction assets. We notice that high-quality reconstruction and representation of human performances is essential for applications of volumetric video.

While volumetric video systems like [7] show great potential for high-quality reconstruction, their sophisticated setups with active depth cameras are less desirable. In contrast, we revise a recent volumetric reconstruction pipeline [23], to achieve accurate general 3D reconstruction of mainly but not limited to human body, at a fine geometry level using only RGB cameras. In this work, we optimize and adapt a state-of-the-art multi-view stereo (MVS) network called Vis-MVSNet [32], to take the advantage of deep feature representation and visibility guided regularization, for accurate depth map estimation under the existing setup of multi-view cameras in a capture studio [20]. Moreover, inspired by Blended-MVS [31], we create a 3D human body dataset captured in a studio environment, to fine-tune the neural networks with the knowledge of studio images and given human bodies.

In addition, we propose a novel post-processing approach for filtering and fusing depth maps, to obtain high-quality point clouds for mesh reconstruction. Different from standard depth map filtering techniques in MVS [11, 19, 25, 27, 29, 32] which only remove points either geometrically inconsistent or with low photometric confidence, we further filter out points falling in the background mask of any camera and outside the visual frustum of a certain number of cameras [23].

In summary, the main contributions of this work are: (i) A novel pipeline for highly accurate reconstruction of volumetric video is presented with enhanced deep learning-based depth estimation. (ii) We propose a new post-processing method for robust and effective depth map filtering and fusion. (iii) We demonstrate significantly enhanced quality of our work compared to existing approaches via extensive experiments.

2. RELATED WORK
Volumetric Capture System. A multi-camera capture system is essential for end-to-end dynamic 3D reconstruction solutions, where human bodies usually serve as the reconstruc-
tion subject. This technique has been available for commercial use in recent years [1–3], meanwhile drawing more and more attention in academic research. Collet et al. [7] build a capture system with 106 cameras including RGB and infrared (IR) sensors, as well as IR illuminators, and combine multiple modality for high-quality geometry reconstruction, specifically RGB stereo, active IR stereo, and Shape from Silhouette. Similarly, Orts-Escolano et al. [18] utilize 8 trinocular pods, each consisting of 1 RGB and 2 IR cameras, as well as an IR projector, to achieve real-time 3D reconstruction. Huang et al. [13] reconstruct human performance with a sparse passive capture system using a learning-based volumetric approach, but only to a low level of geometric accuracy. More recently, Guo et al. [12] present a promising photorealistic and relightable human reconstruction pipeline by sophisticated hardware setup. In addition to 16 IR structured light projectors, 58 RGB and 32 IR cameras, it requires 331 programmable LEDs to provide alternating lighting patterns at 180 Hz. In contrast, our method relies on only 32 RGB cameras without any active sensors and thus is more accessible.

**Multi-view Stereo.** Traditional stereo matching and MVS methods compute pairwise matching cost of raw image patches by Sum of Absolute Differences (SAD), Sum of Squared Differences (SSD) or Normalized Cross-Correlation (NCC). In recent years, PatchMatch-based stereo matching [4] and MVS [10,12,14,25] are dominating traditional methods due to highly parallelism and robust performance. Note that most of volumetric capture pipelines employ either traditional PatchMatch-based stereo matching [4,13] or MVS [12]. Recently, deep learning shows superior performance in MVS. MVSNet [29] applies a similar idea to stereo matching, by regularizing cost volumes with 3D CNNs. The main difference is that MVS builds cost volumes by warping feature maps from multiple neighboring views instead of one. To reduce memory consumption from 3D CNNs, R-MVSNet [30] sequentially regularizes 2D cost maps with a gated recurrent network (GRU), while other works [6,11,29] integrate multi-stage coarse-to-fine strategies to progressively refine 3D cost volumes. Moreover, Vis-MVSNet [32] explicitly estimates pixel-wise visibility as certainty to guide multi-view cost volume fusion, leading to more robust performance. More recently, Wang et al. [22] integrate an iterative multiscale PatchMatch into a trainable MVS architecture. After exploring a variety of state-of-the-art MVS networks, we find that Vis-MVSNet performs best in the field of volumetric reconstruction, and we further optimize and adapt it into our volumetric human reconstruction pipeline.

**Depth Map Fusion.** Voxel-based fusion and point-based fusion are the two most common ways for fusing per-view information such as depth maps into common geometry. Both categories of depth map fusion exist in volumetric reconstruction. Point-based pipelines [7,12,20] fuse refined depth maps into a point cloud before applying Screened Poisson surface reconstruction [15] for meshing. In contrast, Voxel-based pipelines fuse depth maps into a Truncated Signed Distance Function (TSDF) volume [9]. Given this implicit volumetric representation, Orts-Escolano et al. [18] directly extract triangle meshes using the Marching Cubes level set method [16], while Worchel et al. [23] first extract an oriented point cloud from the iso-surface and then perform Screened Poisson surface reconstruction for meshing. Inspired by the latter approach, we propose a novel depth map post-processing strategy consisting of filtering and fusion, by leveraging a large number of filtering criteria to remove unreliable estimations and the voxel-based fusion to suppress noise and outliers, achieving higher accuracy of the fused geometry.

### 3. SYSTEM OVERVIEW

In this section, we present an overview of our volumetric reconstruction pipeline. The capture system consists of 32 RGB cameras spatially arranged in 16 stereo pairs and distributed around a cylinder of 6m diameter and 4m height, in order for full 360 degree capturing. Unlike other volumetric capture systems [7,12,18], no active sensors such as IR illuminators and IR cameras are required. Instead of green screen background and directed light, diffuse lighting from omnidirectional LED panels and a white background enables simple keying and better relighting for AR/VR appearance. Before volumetric performance capturing, all cameras are geometrically calibrated and photometrically matched to a reference camera, providing consistent cross-view appearance.

*Figure 2* demonstrates the overview of our pipeline. The inputs are 32 calibrated images of 20 MPixel resolution capturing at 25 Hz. A statistical background model for each camera is computed from clean plate recordings, simplifying foreground background segmentation. In order to capture dynamic and flexible human performances with possibly large movements or multiple humans using limited amount of cameras, each camera covers the whole space of potential human activities. However, this leads to the fact that only a small portion of the image is occupied by the human, while the major part filled by background is useless for reconstruction. Therefore, processing the whole high-resolution images does not only waste much computational resources and time, but also poses difficulty for performing inference or training of modern CNNs based algorithms, which typically demand considerable GPU memory. Specifically, we find that most of the learning-based state-of-the-art depth estimation networks including stereo matching [4,24] and MVS [11,29,30,32] do not support our full 20 MPixel resolution input images even on a graphic card of 24 GB memory, due to the memory-demanding nature of CNNs. To handle high-resolution images, we crop a region of interest (ROI) from the original image and only use the ROI in the following workflows, as shown in *Figure 2*. This can be implemented by applying a bounding box on the segmented foreground mask. Camera
Given 32 images per frame, we use an optimized and tuned Vis-MVSNet [32] for MVS depth estimation, which is explained in detail in section 4. After that, a novel depth map post-processing method is used to get a smooth but detailed point cloud, discussed in section 5. Triangle meshes are extracted by Screened Poisson Surface Reconstruction [15] and then simplified to the desired level of detail. Finally, the dynamic mesh sequence is temporally registered [17] as well as textured, before being compressed and encoded into a streamable MP4 file.

4. DEPTH MAP ESTIMATION

The success of CNNs in feature extraction and cost volume regularization provides a promising way for estimating depth on areas which are challenging for classical methods, such as textureless, reflective, or occluded surfaces. After comparing state-of-the-art MVS and stereo matching approaches for depth estimation of volumetric reconstruction (see section 6.2 for details), we adapt an optimized and tuned Vis-MVSNet into our volumetric reconstruction pipeline. Given one reference image and some neighboring source images with calibration parameters, Vis-MVSNet estimates a depth map for the reference image, by improving the coarse-to-fine three-stage cascade MVSNet [11] with consideration of pixel-wise visibility (or occlusion).

Defining an appropriate depth search range and sampling interval plays an important role in cost volume based depth estimation. A larger search range covers a bigger space for reconstruction while a smaller sampling interval tends to restore finer spatial details, but they require a larger number of depth samples thus increasing the computational overhead. Rather than setting a uniform depth range for all cameras, we assume a global cylinder inside which the captured human performance is located and project the cylinder boundary to each camera, to get the maximum and minimum depth value as its adaptive depth search range.

Instead of performing uniform sampling in depth domain like many other approaches [11, 29, 32], we distribute sampling hypotheses uniformly along the epipolar line in inverse depth space (in other words, in disparity space):

$$d_i = \left( \frac{1}{d_{\text{max}}} + \left( \frac{1}{d_{\text{min}}} - \frac{1}{d_{\text{max}}} \right) \frac{i}{D-1} \right)^{-1},$$

where $i \in \{0, 1, ..., D-1\}$ is the index of a sampling hypothesis, $[d_{\text{min}}, d_{\text{max}}]$ is the adaptive depth range for the reference image and $D$ is the total amount of sampling hypotheses. This sampling strategy builds a more discriminative cost volume and thus is more robust for large-scale scenes [26]. Different from the standard Vis-MVSNet, which shrinks the depth search range between consecutive stages by a scaling factor of 1/4, we instead apply a more aggressive factor of 1/8, which results in significantly finer resolution of depth sampling. The intuition behind this improvement is that in general complex scenes there exist a lot of occlusions between foreground and
Fig. 3: Generation of training data. Given a reconstructed textured 3D model, we render synthetic images and depth maps. Then, low frequency information from the real image and the high frequency signal from the synthetic image are combined to get the blended output.

In addition to improving the inference performance, we also fine-tune the network model to further adapt it to our volumetric reconstruction context. To this end, we create a 3D human body dataset captured in our volumetric studio context, called HBR dataset. It consists of about 12000 training samples from 5 different human performances, and each sample includes a reference image, its ground truth depth map, a certain amount of neighboring source images and the camera parameters of all images. An overview of the generation of the training dataset is illustrated in Figure 3. We apply another 3D human body reconstruction pipeline \cite{23} to generate textured meshes from images, and then render synthetic images and corresponding depth maps from the same viewpoints as real images using Blender \cite{8}. Note that to improve data efficiency, the real input images are cropped beforehand using the same method as mentioned above. Similar to the training data generation approach in the BlendedMVS dataset \cite{31}, high-frequency signals from rendered (also known as synthetic) images and low-frequency information from real images are blended to create the images in our training dataset.

The zoomed-in region in Figure 3 shows a case of imperfectly reconstructed shape: the blended image retains a similar lighting condition from the real image, while being geometrically consistent with the synthetic image and rendered depth map. By combining visual cues from a synthetic image which reflects the underlying geometry of the corresponding depth map and the realistic environmental lighting from the real image, we get rid of the domain shift issue which arises when performing inference on real images using a deep model trained from synthetic images. Different from the input images of other workflows, which are already in standard RGB color space, our input images are derived from debayering and color space transformation including gamma correction from raw images in linear RGB space. In order to be robust to these effects, we add additional random gamma processing and Gaussian noise as data augmentation of the training data.

5. DEPTH MAP FILTERING AND FUSION

Given dense depth maps for each view, we filter out noise and outliers and keep reliable depths before fusing them into global 3D space. Specifically, we apply four criteria for depth map filtering:

- Photometric Confidence. An important advantage of cost volume based depth regression is that a confidence map can be explicitly derived from the probability distribution along depth direction. Based on the assumption of an unimodal probability distribution \cite{29}, we calculate the confidence map by summing over probabilities within a local window of the regressed depth estimation using softmax. As the confidence value is primarily a product from photometric feature matching, it is also called photometric consistency, ranging from 0 (inconsistent) to 1 (consistent). We filter out the depth values where the corresponding photometric confidence values are lower than a threshold denoted by $\tau_{\text{photo}}$.

- Geometric Consistency. Similar to other MVS approaches \cite{19,29,32}, we enforce depth observations to be geometrically consistent with neighboring views. Specifically, we project the reference depth map to neighboring views, and then reproject them back to the reference image through neighboring depth maps. Depth estimation of a pixel is considered geometrically consistent with another view if both the reprojection error in pixel coordinates is smaller than $\tau_{\text{pix}}$ and the relative deviation of reprojected depth is less than $\tau_{\text{dep}}$. In order to be robust against outliers, depths are retained only if they are geometrically consistent with at least $\tau_{\text{geo}}$ other views.

- Foreground Mask. In contrast to general scene reconstruction, only foreground objects are of interest in volumetric reconstruction. To this end, a statistic background model is trained from clean plate images to facilitate segmentation for each camera. The usage of segmentation masks
we crop an adaptive ROI from the original images of resolution and post-processing. In the data pre-processing stage, performance data from two main perspectives: depth map estimation, but can also be adaptive to the desired level of geometric details by adjusting the voxel resolution. Then, an oriented point cloud is extracted from the iso-surface of the TSDF volume [9] and the effective capability of water-tight mesh restoration of Screened Poisson surface reconstruction [15] to integrate multi-view filtered depth maps into the global 3D space. Instead of directly back-projecting filtered depth maps into a global point cloud [7,12,20], we build up a spatial TSDF volume, where depth information is fused. Using TSDF volumes not only alleviates random noise in the depth estimation, but can also be adaptive to the desired level of geometric details by adjusting the voxel resolution. Then, an oriented point cloud is extracted from the iso-surface of the volume before meshing by Screened Poisson surface reconstruction. Comparisons for the different filtering and fusion techniques are presented in subsection 6.3.

6. EXPERIMENTS

6.1. Implementation

We evaluate our work on a variety of volumetric human performance data from two main perspectives: depth map estimation and post-processing. In the data pre-processing stage, we crop an adaptive ROI from the original images of resolution 5120 × 3840. In our experiments, depending on the size of human appeared in the input image, the ROI height ranges from 2500 to 3800 while the width ranges from 1200 to 1700, while the depth sampling number \( D \) is set at 288. For MVS depth estimation, we first train a Vis-MVSNet model on the DTU dataset [14] using recommended hyperparameters [32]. For both fine-tuning and testing on human body datasets, we select 5 neighbouring source images for each reference image based on the viewing angle criterion [29]. Moreover, we optimize and fine-tune the networks to better adapt to our human reconstruction context, as discussed in section 4. The estimated depth map has half the size of the input ROI image. Regarding depth map filtering and fusion, we set the threshold values \( \{\tau_{\text{photo}}, \tau_{\text{pix}}, \tau_{\text{dep}}, \tau_{\text{geo}}, \tau_{\text{frustum}}\} = \{0.8, 1, 0.01, 2, 2\} \) to discriminate outliers, while the resolution of TSDF volume is set to 2 mm. Our experiments are implemented on a single machine with Intel Xeon E5-2643 CPU and one NVIDIA TITAN RTX GPU. The processing time of our full volumetric reconstruction pipeline (from input images to streamable MP4 files) is around 5 min/frame on the single machine. It is worth noting that most stages (except mesh registration) can be parallelized by distributing data per camera or per frame on multiple GPUs or machines.

6.2. Comparisons in Depth Estimation

We first evaluate the reconstructed 3D geometry using different depth estimation methods including stereo matching and MVS. Figure 4 compares a traditional PatchMatch based stereo matching approach called Iterative Patch Sweep [21, 23], deep MVS based architectures including CasMVSNet [11], PatchmatchNet [22] and Vis-MVSNet [32], as well as our optimized and tuned Vis-MVSNet. Note that all learning-based MVS networks are pre-trained on the DTU dataset [14], and we use the same proposed depth map post-processing approach for fair comparison. While both CasMVSNet and PatchmatchNet fail in homogeneous skin areas such as the arm and leg, Iterative Patch Sweep and standard Vis-MVSNet are more robust against low-textured regions. With visibility dependent multi-level cost volume regression, standard Vis-MVSNet outperforms other pre-trained networks by having relatively higher geometric accuracy, as shown in zoomed in head and hand regions. However, it is still not sufficient for many applications where fine details are desired. Benefiting from proposed optimizations and tuning in volumetric capturing context, our improved Vis-MVSNet achieve significantly more accurate geometry reconstruction with high-resolution details, e.g., clearly distinguishable fingers.

For quantitative evaluation, we consider the foreground segmentation mask from clean plate subtraction as the ground truth silhouette, to circumvent the limitation of the lack of 3D ground truth data. Specifically, we reconstruct meshes using various depth estimation methods and render them into the viewpoints of input cameras. To compare the similarity between rendered mask and ground truth silhouette, we adopt Intersection over Union (IoU). We compute the IoU for each method averaging over all frames and all cameras. As shown in Table 1, our optimized Vis-MVSNet has the highest

| Method         | Iterative Patch Sweep | Cas-MVSNet [11] | Patch-Match-Net [22] | Standard Vis-MVSNet | Ours |
|----------------|-----------------------|-----------------|---------------------|---------------------|------|
| IoU(%)         | 96.59                 | 95.42           | 95.95               | 98.01               | **98.88** |

Table 1: Average IoU of ground truth and rendered silhouettes of different depth estimation methods.
Fig. 4: Comparison of different depth estimation methods. The leftmost image is a sample from 32 cropped input images as reference, while others are resulting fused oriented point clouds using different depth estimation approaches.

Fig. 5: Ablation experiments with different configurations of Vis-MVSNet for depth estimation on an unseen human. To differentiate the results, one can pay attention to the lip, nose and ear of the human.

|          | PT    | FT-syn | FT-bld | FT-bld+Inv. | FT-bld+Inv.+Scl. (Ours) |
|----------|-------|--------|--------|-------------|------------------------|
| IoU(%)   | 98.01 | 63.92  | 98.21  | 98.54       | **98.88**              |

Table 2: Average IoU of ground truth and rendered silhouettes of different configurations of Vis-MVSNet. PT: official pre-trained model, FT-syn: fine-tuned with synthetic images of HBR dataset, FT-bld: fine-tuned with blended images, Inv.: sampling in inverse depth space, Scl.: aggressively scaled down depth search range between consecutive stages.

IoU, which indicates superior geometric accuracy compared to other methods.

To further evaluate the individual contributions of our optimizations based on the standard Vis-MVSNet, we perform an ablation study on different configurations of the neural network on a human which is not in the training set. As illustrated in Table 2 and Figure 5, fine-tuning the pre-trained Vis-MVSNet model using blended images from our 3D human body dataset described in section 4 improves the network performance, while using synthetic images deteriorate it significantly as it overfits to the synthetic color domain. This demonstrates the importance of blending real and synthetic images to alleviate the domain gap. Moreover, both sampling depth candidates in inverse space and scaling down more aggressively the depth search range from coarse to fine stages lead to finer and more accurate details in the reconstructed human models (see lip, nose and ear in Figure 5), as well as better quantitative results (ours outperforms fine-tuned standard Vis-MVSNet by 0.67% in the IoU metric). In addition, the high-fidelity geometric details on the unseen data demonstrate strong generalization ability of the networks.
Our method performs the best in quantitative comparison. Illustrated in Table 3. Similar to our qualitative observation, on the IoU between rendered and ground truth silhouette, as of desired level of resolution. We again provide an evaluation to smooth out noise from depth maps and output 3D geometry benefits from TSDF volume, which is capable smoothing before meshing. In contrast, our proposed method nulls and noise and requires extra efforts on decimation and into a point cloud, as shown in Figure 6d, which suffers from.

6.3. Comparisons in Depth Post-Processing

We qualitatively evaluate the effectiveness of our proposed depth map post-processing method consisting of filtering and fusion. In this work, four criteria for depth map filtering are implemented: Photometric Confidence (PC), Geometric Consistency (GC), Foreground Mask (FM), Viewing Frustum (VF), while we also compare voxel-based and point-based fusion. Details of these principles are discussed in section 5. Figure 6 illustrates fused oriented point clouds from different combinations of depth filter and fusion, using the same estimated depth maps as input. Our proposed approach considers all of the four filtering criteria and applies voxel-based TSDF volume fusion, as shown in Figure 6e, and serves as reference for comparing other configurations. By removing photometric confidence and geometric consistency filtering (Figure 6b), inconsistent and error-prone depth estimations, which are often presented in areas with low textureness or repetitive patterns (e.g., pants), are also integrated into global geometry and thus interfere with other correct, high-confidence estimations. On the other hand, disabling depth filtering from using the foreground mask and viewing frustum brings noisy and undesired points from the background (see Figure 6c). Note that the depth estimation in the background is usually incorrect because (1) the predefined depth search range is calculated only for foreground objects and (2) background areas suffer from higher occlusion and less common visibility from multiple views. Moreover, we also create a result using the same proposed filtering technique but directly fused into a point cloud, as shown in Figure 6d, which suffers from holes and noise and requires extra efforts on decimation and smoothing before meshing. In contrast, our proposed method (see Figure 6e) benefits from TSDF volume, which is capable to smooth out noise from depth maps and output 3D geometry of desired level of resolution. We again provide an evaluation on the IoU between rendered and ground truth silhouette, as illustrated in Table 3. Similar to our qualitative observation, our method performs the best in quantitative comparison.

7. CONCLUSION

We present a novel professional volumetric video pipeline for human body reconstruction using only 32 passive cameras. We introduce and optimize learning-based MVS networks to estimate depth maps for highly geometrically accurate human body reconstruction, and further adapt them to the ultra-high resolution video input. Furthermore, we propose a novel depth map post-processing approach consisting of filtering by comprehensive criteria and fusion into TSDF volume, to create a clean and coherent point cloud. Experiments demonstrate qualitatively and quantitatively effectiveness of the proposed method. In spite of promising performance on general human body reconstruction, our method suffers from recovering reflective objects like glasses, because non-Lambertian surfaces pose a challenge for illumination-agnostic MVS. An interesting future work direction is to use view-dependent scene representation like implicit neural radiance field, which gains considerable popularity recently.
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