An Attention-Based LSTM Model for Stock Price Trend Prediction Using Limit Order Books
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Abstract. Stock price trend prediction has been a hot issue in the financial field, which has been paid much attention by both academia and industry. It is a challenging task due to the non-stationary and high volatility of the stock prices. Traditional methods for predicting stock price trends are mostly based on the historical OHLC (i.e., open, high, low, and close prices) data. However, it eliminates most of the trading information. To address this problem, in this paper, another type of stock price data, i.e., limit order books (LOBs), is used. For better exploring the relationship of the LOBs and stock price trend, inspired by the successful application of deep learning-based methods, an attention-based LSTM model is applied. The trend of stock price can be predicted by using the LOBs data of the previous day. By using the real stock price data of the China stock market, the effectiveness of the proposed model is validated by experimental results.

1. Introduction
Stock investors intend to explore and summarize the underlying trading patterns for predicting stock price trends to maximize obtained profit [1]. Therefore, it has become a hot topic to predict price trends in the financial field accurately. However, because the stock market is non-stationary and easily influenced by various uncertain factors, predicting stock price is challenging and difficult. With the accumulation of financial data and the update of data analysis technologies, more and more financial economists even data analysts focus on the study of various historical data, including macroeconomic data, the stock trading price and so on, in the hope of discovering patterns of stock price movements by building quantitative and prediction models.

Concerning stock price prediction, most of the existing works [2, 3] are based on the historical OHLC (i.e., open, high, low, and close prices) data of the stock. Although the OHLC data retains the trend characteristics of market movements to a certain extent, it eliminates most of the detailed trading information. Therefore, the limit order books (LOBs) data instead of traditional OHLC data are used in this paper. Besides, when the stock prices change dramatically, the states of the LOB data are significantly different. For example, when the stock prices rise/fall sharply, the bid-ask spread narrows/widens [4]. It suggests a significant correlation between stock prices and the LOB data.

In the financial stock markets, one LOB data contains ask and bid limit orders (LOs). Notably, the ask LO is a sell quote no less than a specified price, while the bid LO is a buy quote no more than a specified price. Figure 1 shows an example of 10 price levels of LOB data. It should be noted that there are one or more LOs of one specified price at a time point. Therefore, the LOBs presented in...
Figure 1 consists of price and the corresponding volumes. Compared with the OHLC data, the LOB data contains more information, and it can be used to reflect the fluctuation of the stock price better. In this paper, the 10 price levels of LOB data are used to forecast the stock price trend.

![LOB Example](image)

**Figure 1.** An example of 10 price levels of LOB data. The green and red bars represent the ask and bid orders, respectively. The length of the bar represents the volume of each price.

Traditional approaches for stock price prediction are based on statistical analysis models [5] and machine learning models [6]. Recent years have witnessed the rapid development of deep learning methods and its successful application in various fields such as image classification [7-9], speech recognition [10-12] and natural language processing (NLP) [13-15]. Recurrent Neural Network (RNN) is proposed to process sequential data; however, it causes vanishing gradient problems. To alleviate the problem, Long Short Term Memory (LSTM) network [16], which is a variant of RNN, is proposed to learn the long-term dependency by using the gating mechanism. Besides, the attention mechanism [17] is proposed to make the model focus on the salient features and improve the overall performance.

In this paper, an attention-based LSTM model is applied to study the relationship between LOBs and stock price and predict the stock price trend. Mainly, considering the time series data are used, the LSTM model is applied to extract features from a series of LOB data. And then, we use the attention mechanism to make the model focus on the salient and informative features for better representing the change of stock price. Finally, the whole model is applied to predict the stock price trend by using the LOBs of the previous day. By using the real LOBs and stock price data, we have shown the proposed attention-based LSTM model has achieved a relatively good result for predicting stock price trends.

The main contributions of the paper are as follows:
- Instead of using historical OHLC data, LOB data is used to predict the stock price trend.
- Inspired by the successful application of deep learning methods and considering the temporal properties of the LOB and stock price data, an attention-based LSTM model is applied for stock price trend prediction.
- By using real stock data in the China stock market, we demonstrate the effectiveness of the proposed attention-based LSTM model on stock price trend prediction.

The remainder of this paper is organized as follows. Section 2 describes the proposed attention-based LSTM model for stock price trend prediction by using the LOB data in detail. Section 3 presents the experimental results to validate the effectiveness of the model by using the real China stock market data. Section 4 gives the conclusion of the paper.

2. The Attention-Based LSTM Model for Stock Price Trend Prediction

In this section, the proposed attention-based LSTM model for stock price trend prediction is described in detail. We firstly introduce the overview of the attention-based LSTM model, and then each component of the whole model is described.
2.1. Overview of the Attention-Based LSTM Model

Instead of directly predicting the stock price at the next moment, the goal of this paper is to predict the stock price trend of the next day by using the LOB data. Considering the “T+1” trading rule for ensuring the stability of the stock market, in other words, stocks are bought by investors on one trading day can only be sold until the next trading day. Therefore, it is also meaningful to predict the stock trend of the next day for assisting the investors in making sound decisions.

In this paper, we use the attention-based LSTM model to predict the stock price trend based on the LOB data. Figure 2 shows an overview of our model.

![Figure 2. Overview of the attention-based LSTM model](image)

As shown in Figure 2, the LOB data of one day is used as the input of the model. Then the LSTM layer is used to extract features from the sequential LOB data, and the attention layer is utilized to learn the salient features corresponding to the stock price trend and improve the whole model performance. Finally, the learned feature representations are fed into several dense layers to give the predicted stock price trend of the next day.

2.2. LOB Data of the Model

For one LOB data, there are multiple levels of price and volume data. For the level \( l = 1, \ldots, 10 \) of one LOB data at the time \( t \), we use the \( pb^l_t \) and \( vb^l_t \) to represent the price and volume of the bid order, which can be obtained every 3 seconds. Correspondingly, the \( pa^l_t \) and \( va^l_t \) are used to describe the price and volume of the ask order. Therefore, at time \( t \), the LOB data of level \( l \) contains both the bid order and ask order, which can be expressed as \( LOB^l_t = (pb^l_t, vb^l_t, pa^l_t, va^l_t) \). As described above, the LOB data, which includes 10 price levels, is used in the paper as shown in Figure 1. Hence, the LOB data at the time \( t \) is 40 dimensions in total, which can be described as:

\[
LOB_t = (LOB^1_t, ..., LOB^{10}_t) = (pb^1_t, vb^1_t, pa^1_t, va^1_t, ..., pb^{10}_t, vb^{10}_t, pa^{10}_t, va^{10}_t)
\] (1)

With respect to the input of the whole model, it is unnecessary to use all LOB data obtained every 3 seconds of one day due to the needs of enormous processing capacity for processing these massive amounts of data in order to predict the stock trend of next day. Therefore, the LOB data used for training the model can be sampled at the same time interval. For example, in the following experiments of the paper, we sample the LOB data every 15 minutes from open to close on the China stock market. There are 23 LOB data in one trading day in total is used as the input of the model, which can be expressed as:

\[
Input = (LOB_1, LOB_2, ..., LOB_{23})
\] (2)

2.3. LSTM Layer of the Model

RNN is used to learn non-linearity features by processing sequential data. However, the vanishing gradient problem, which results from the backpropagation through time (BPTT) process, makes it difficult for RNN to learn long-term dependencies in a sequence effectively. As one of the variants of RNN, LSTM is proposed to mitigate the above problem by applying the gating mechanism, i.e., in the cell of LSTM, it contains multiple gates, including the input gate, forget gate, and output gate.

We use the following equations to represent the process of LSTM layer:

\[
F_t = \sigma(W_F \cdot [h_{t-1}, LOB_t] + b_F)
\] (3)

\[
I_t = \sigma(W_I \cdot [h_{t-1}, LOB_t] + b_I)
\] (4)
\[
C_t' = \tanh(W_C \cdot [h_{t-1}, \text{LOB}_t] + b_C) \\
C_t = F_t \cdot C_{t-1} + I_t \cdot C_t' \\
O_t = \sigma(W_O \cdot [h_{t-1}, \text{LOB}_t] + b_O) \\
h_t = O_t \cdot \tanh(C_t)
\] (5)  (6)  (7)  (8)

In the above equations, at the time \( t \), the input includes the previous hidden state \( h_{t-1} \) and the LOB data \( \text{LOB}_t \), the \( F_t \), \( I_t \) and \( O_t \) are the output of the forget, input, and output gates, respectively. \( C_t \) is the cell state. Also, \( W \) (i.e., \( W_f, W_i, W_C, W_O \)) and \( b \) (i.e., \( b_F, b_I, b_C, b_O \)) represent weight and bias, respectively. By applying these three gates, it can decide which parts of the input LOB data \( \text{LOB}_t \), the previous state \( h_{t-1} \), and the previous cell state \( C_{t-1} \) will be used to obtain the hidden state \( h_t \) of time \( t \).

2.4. Attention Layer of the Model

The attention-mechanism is applied to learn the informative and salient features and generate discriminative representations for better predicting stock price trend. Therefore, in the paper, an attention layer is added after the LSTM layer. The process of the attention layer is shown in Figure 3.

![Figure 3. Process of the attention layer after the LSTM layer](image)

The calculation process of the attention layer is shown as the following equation (9) and (10) according to the output of the LSTM layer at the time \( t \).

\[
a_i = \frac{\exp(W_a \cdot h_t)}{\sum_j \exp(W_a \cdot h_j)} \\
\text{Att}_t = \sum_j a_j h_j
\] (9)  (10)

Where \( a_i \) is the normalized weight to decide the importance of the hidden state \( h_t \) at the time \( t \) by using softmax function. \( W_a \) is the parameter vector of the attention layer. The generated representation after the attention layer, i.e., \( \text{Att}_t \), is calculated by performing a sum of weighted \( h_t \) according to \( a_i \).

The representation \( \text{Att}_t \) is then fed into multiple dense layers (i.e., fully connected layers) to obtain a high-level representation for giving the final predicted trend of the stock price.

2.5. The Predicted Trend of the Model

Although the stock price changes dynamically as the transaction progresses during a trading day, we intend to forecast the trend of stock price by the day rather than by the minute or even the second. Because the open price may be different from the close price of the previous day, the real trend, i.e., the label of the model, is defined by using the close price of adjacent days for ensuring continuity:

\[
K_{\text{real}} = \frac{p_{\text{close}}^d - p_{\text{close}}^{d-1}}{N-1}
\] (11)
Where \( p_{\text{close}}^d \) and \( p_{\text{close}}^{d-1} \) are the close price of two adjacent trading days (i.e., day \( d \) and day \( d-1 \)). \( N \) is the amount of LOB data used in the input. For example, \( N \) is 23 in the experiments.

For the attention-based LSTM model, it will directly give the predicted trend of the stock price \( K_{\text{pre}} \). The parameters of the model will be updated by minimizing the error between the \( K_{\text{pre}} \) and \( K_{\text{real}} \).

3. Experimental Results

In this section, we randomly select SSEC (Shanghai Stock Index) and other three stocks, including Boton Tec (Boton Technology), SINOSTEEL and Renhe PI (Renhe Pharmaceutical Industry), to validate the effectiveness of our model. As described in Section 2.2, we use 23 LOB data of one trading day as the input of the model. About 50000 data are used during the training. The Adam optimizer with a learning rate of 0.001 is applied, the final model is obtained until convergence or reaches a maximum of 1000 iterations.

Figure 4 shows the experimental results of the trading day from January 10, 2020, to January 20, 2020. As shown in the figure, only the corresponding stock prices of LOB data are presented in the figure to indicate the fluctuation of the stock price in a trading day (i.e., the red curve). The line between the two close prices of adjacent days represents the real trend \( K_{\text{real}} \) of the trading day (i.e., the blue line). The green arrow shows the predicted trend of the model \( K_{\text{pre}} \). It should be noted that the starting point of both the blue line and the green arrow is the close time point for ensuring continuity. Through comparing the blue line and the green arrow, it is intuitively that the obtained stock price trend by our model is basically in line with the reality for all experiments in most of the trading days.

For making a clear and better comparison, Table 1 gives the errors between the real and predicted stock price trend of all trading days shown in Figure 4. Notably, the absolute value of the error is calculated as follows:

\[
\text{err} = |K_{\text{pre}} - K_{\text{real}}|
\]  

In Table 1, the smaller the absolute value of the error, the closer the predicted trend is to the real trend. It should be noted that the sign of the error (i.e., \( \pm \) before the absolute value) indicates the consistency of the predicted and real trend. Especially, the sign + represents that the predicted trend is in line with the real trend, and the sign – indicates that the predicted trend is the opposite of the real trend. From the table, in most of the trading day, the model can predict the right trend, although some values of error are relatively large. It indicates that our model can be able to assist stock investors in making appropriate decisions according to the predicted trend to some extent. The experimental results validate the effectiveness of our model.
4. Conclusion

Stock price trend prediction is a challenging task due to non-stationary and high volatility of the stock prices. To address this problem, in the paper, an attention-based LSTM model is applied to predict the stock price trend by using the LOB data instead of traditional OHLC data. Especially, the LSTM layer is used to learn the temporal relationships in the sequential LOB data. And then, the attention layer is applied to produce a better representation to make the model focus on the salient features related to the stock price trend. Finally, through using the real LOB data and stock price data in the China stock market, experimental results have validated the effectiveness of the proposed model.
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