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We consider the problem of estimating an $SU(d)$ quantum operation when $n$ copies of it are available at the same time. It is well known that, if one uses a separable state as the input for the unitaries, the optimal mean square error will decrease as $1/n$. However it is shown here that, if a proper entangled state is used, the optimal mean square error will decrease at a $1/n^2$ rate. It is also shown that spherical 2-designs (e.g. complete sets of mutually unbiased bases and symmetric informationally complete positive operator valued measures) can be used to design optimal input states. Although 2-designs are believed to exist for every dimension, this has not yet been proven. Therefore, we give an alternative input state based on approximate 2-designs which can be made arbitrarily close to optimal. It is shown that measurement strategies which are based on local operations and classical communication between the ancilla and the rest of the system can be optimal.

I. INTRODUCTION

The problem of estimating a completely unknown $U \in SU(d)$ unitary operation is studied in this paper. It is assumed that $n$ copies of $U$ are available. The idea is to prepare a suitable input state, use it as an input for $U^\otimes n$ and measure the output. One could also allow for an ancilla, i.e., a part of the input state that is left untouched. In addition to being interesting in itself, $SU(d)$ estimation also has applications in the problem of optimal alignment of reference frames [1, 2, 3, 4].

This problem has been considered from a Bayesian point of view for $SU(2)$ in Refs. [2, 3, 4, 5] and for a general $SU(d)$ in Refs. [4, 7]. They study the case where each copy of $U$ is used only once and obtain that the optimal mean square error (MSE) goes to zero at the rate $1/n^2$ compared to the $1/n$ rate that would be obtained if no entanglement in the input state were allowed. Even though this problem is very interesting from a theoretical point of view, it is more likely that one does not have an arbitrary number of copies of a unitary gate, or that it is not yet practically possible to create such a large entangled input state. Therefore, it would be more natural to assume that the number of copies $n$ is fixed and to repeat the experiment a number $N$ of times. Clearly the $N$-dependence of the MSE will be of the form $1/n^2$, so most of the effort will be on optimizing the $n$-dependence. Still one could compare the results obtained in this approach with the results obtained in [2, 3, 4, 5, 7].

The authors of Ref. [8] address the question of finding conditions for a general quantum operation to exhibit this behavior.

To state the problem more precisely, let $\omega$ on $\mathbb{C}^{d_A} \otimes \mathbb{C}^{d_B}$ be the input state, where $d_A$ is the dimension of the ancilla. The output state $\rho$, also on $\mathbb{C}^{d_A} \otimes (\mathbb{C}^{d})^{\otimes n}$, then becomes

$$\rho = (1_A \otimes U^\otimes n) \omega (1_A \otimes U^\otimes n)^\dagger,$$

where $1_A$ is the identity operator on the ancilla. This output state is then measured and the outcome of the measurement is recorded. This process is repeated $N$ times and from the measurement outcomes an estimate of $U$ is made. The situation is represented in Fig. 1.

To state the problem more precisely, let $\omega$ on $\mathbb{C}^{d_A} \otimes \mathbb{C}^{d_B}$ be the input state, where $d_A$ is the dimension of the ancilla. The output state $\rho$, also on $\mathbb{C}^{d_A} \otimes (\mathbb{C}^{d})^{\otimes n}$, then becomes

$$\rho = (1_A \otimes U^\otimes n) \omega (1_A \otimes U^\otimes n)^\dagger,$$

where $1_A$ is the identity operator on the ancilla. This output state is then measured and the outcome of the measurement is recorded. This process is repeated $N$ times and from the measurement outcomes an estimate of $U$ is made. The situation is represented in Fig. 1.

![Fig. 1: $n$ copies of $U$ are available at the same time.](image_url)

In this paper, it is assumed that $U$ is parametrized by $\theta \in \mathbb{R}^{d^2-1}$, and an estimate $\hat{\theta}$ of $\theta$ is made. These considerations allow one to formulate the model studied in this paper as

$$\rho_n(\theta, \omega)^{N[\cdot]} = \left(1_A \otimes U(\theta)^{\otimes n}\right) \omega \left(1_A \otimes U(\theta)^{\otimes n}\right)^\dagger \otimes N.$$

Clearly, if the input state $\omega$ is separable the situation would basically be the same as having only one copy of $U$ and repeating the experiment $nN$ times. In that case, results of classical statistics imply that the MSE would behave as $1/(nN)$. The question is whether by using an entangled state $\omega$ the dependence on $n$ can be improved. As one might expect, the answer to this question is positive.

In the rest of this paper it will be shown that, for $SU(d)$, there is an input state, a measurement and an
estimator, such that their MSE vanishes at a \(1/(Nn^2)\) rate. We use the so-called pointwise approach, which differs from the (more commonly used) Bayesian approach. In the Bayesian approach, both the measurement strategy and the estimator are chosen to minimize the average of a loss function (often one minus fidelity) with respect to a given prior distribution for any \(N\). In contrast, in the pointwise approach one’s goal is to optimize the performance of a scheme at a fixed point (the truth) in parameter space for large \(N\).

In section II some quantum statistical results and notation are introduced. The notion of spherical 2-designs, which will be useful for obtaining an optimal input state, is also defined. The figure of merit for evaluating the performance of the input state and the measurement used, is also specified. In section III the optimal input state for our figure of merit is found. The state is optimal in the sense that it minimizes a lower bound on the MSE of any measurement (the quantum Cramér-Rao bound) and also in the sense that it guarantees the existence of a measurement that achieves this bound. It is shown that optimal input states can be constructed from 2-designs (if they exist for dimension \(d\)). It is possible, however, that a construction of a 2-design is not known in \(\mathbb{C}^d\) (e.g. because they do not exist). We show in section IV that one can be arbitrarily close to optimal by using an approximate version of a 2-design. In section V it is shown that a construction of a 2-design is not known in \(\mathbb{R}^{d^2-1}\), the \(d^2-1\)-dimensional parameter of a density matrix \(\rho\). The MSE can then be written as the \((d^2-1)\times(d^2-1)\) matrix with elements

\[
V_n(\hat{\theta}, \theta, M, \omega)_{\alpha\beta}^{[N]} = \sum_{\xi \in \Omega} \text{tr}[\rho_n(\theta, \omega)^{[N]}M_{\xi}](\hat{\theta}_{\xi\alpha} - \theta_{\alpha})(\hat{\theta}_{\xi\beta} - \theta_{\beta}).
\]

The Fisher information (FI) can be calculated as the \((d^2-1)\times(d^2-1)\) matrix with elements

\[
I_n(\theta, M, \omega)_{\alpha\beta}^{[N]} = \sum_{\xi \in \Omega} \frac{\text{tr}[\rho_n(\theta, \omega)^{[N]}M_{\xi}]}{\text{tr}[\rho_n(\theta, \omega)^{[N]}]} \frac{\partial}{\partial \theta_{\alpha}} \text{tr}[\rho_n(\theta, \omega)^{[N]}M_{\xi}] \frac{\partial}{\partial \theta_{\beta}} \text{tr}[\rho_n(\theta, \omega)^{[N]}M_{\xi}],
\]

where \(f(\theta)\) means partial derivative of \(f(\theta)\) with respect to \(\theta\). The Crâmer-Rao bound (CRB) states that

\[
V_n(\hat{\theta}, \theta, M, \omega)^{[N]} \geq I_n(\theta, M, \omega)^{[N]} - 1.
\]

The previous equation should be interpreted as a matrix inequality, i.e., \((V-I^{-1})\) is a positive semidefinite matrix.

If one performs a measurement \(M\) which consists on repeating the same measurement \(m\) on each of the copies then the measurement results will be independent and identically distributed, (i.i.d.) and the Fisher information will satisfy

\[
I_n(\theta, M, \omega) = NI_n(\theta, m, \omega)^{[1]},
\]

and it follows that

\[
V_n(\hat{\theta}, \theta, M, \omega)^{[N]} \geq \frac{I_n(\theta, m, \omega)^{[1]} - 1}{N}.
\]

It is a well known fact in mathematical statistics that (under some regularity conditions) the maximum likelihood estimator (MLE) in the limit of large \(N\) is asymptotically unbiased and saturates the Crâmer-Rao bound. Moreover no other reasonable estimator (unbiased or not) can do better. This means that it is enough to concentrate on finding a measurement that optimizes the Fisher information for \(N = 1\) and use the MLE.

The quantum Fisher information (QFI) is defined as the matrix with elements

\[
H_n(\theta, \omega)_{\alpha\beta}^{[N]} = \text{tr}[\rho_n(\theta, \omega)^{[N]}] \lambda_n(\theta, \omega)_{\alpha}^{[N]} \lambda_n(\theta, \omega)_{\beta}^{[N]},
\]

where \(\{\lambda_n(\theta, \omega)^{[N]}\}\) are the symmetric logarithmic derivatives (SLD), and \(A \circ B = (AB + BA)/2\).

---

1 Unbiased means that the expectation of the estimator is equal to the truth, i.e., \(\mathbb{E}_{\theta} \hat{\theta}_{\alpha} = \sum_{\xi \in \Omega} \text{tr}[\rho(\theta)M_{\xi}](\hat{\theta}_{\xi\alpha} = \theta_{\alpha})\).
The SLD are defined as self-adjoint solutions to the equation
\[
\partial_\alpha \rho_n(\theta, \omega)^{[N]} = \frac{\rho_n(\theta, \omega)^{[N]} \circ \lambda_n(\theta, \omega)^{[N]}}{2}.
\]
For pure state models the SLD can be chosen to be \(\lambda_n(\theta, \omega)^{[N]} = 2 \partial_\alpha \rho(\theta, \omega)^{(N,n)}\). From the definition of the QFI, it is easy to derive that
\[
H_n(\theta, \omega)^{[N]} = NH_n(\theta, \omega)^{[1]},
\]
from now on \(H_n(\theta, \omega)^{[1]}\) will simply be denoted by \(H_n(\theta, \omega)\).

The Fisher information of any measurement is upper bounded by the QFI\(^{(12)}\), i.e.,
\[
I_n(\theta, M, \omega)^{[N]} \leq H_n(\theta, \omega)^{[N]} = NH_n(\theta, \omega), \quad \forall M, \quad (3)
\]
this is the Braunstein and Caves information inequality (BCII). Furthermore if there is another real symmetric matrix \(\bar{I}\) such that \(\forall M, I(\theta, M, \omega)^{(N,n)} \leq \bar{I}\), then it follows that \(\bar{I} \geq H_n(\theta, \omega)^{[N]}\), i.e., the inequality (3) is sharp.

The BCII together with the CRB give rise to the quantum Cramér-Rao bound (QCRB),
\[
V_n(\hat{\theta}, M, \omega)^{[N]} \geq \frac{[H_n(\theta, \omega)^{[N]}]^{-1}}{N} = [H_n(\theta, \omega)^{-1}]^{-1}.
\]

The inequality given by Eq. (3) is in general not attainable: in general there is no measurement \(M\) such that \(I_n(\theta, M, \omega)^{[N]} = H_n(\theta, \omega)^{[N]}\). Because of this, it turns out that it is not always possible to compare the FI of different measurements. One has to choose what one wants to estimate by assigning weights to the different parameters, i.e., minimize an expression of the form \(\text{Tr} \ G V_n(\hat{\theta}, \theta, M, \omega)^{[N]}\), where \(G\) is a real positive semidefinite matrix, over all measurements, (reasonable) estimators and input states. Since the MLE asymptotically achieves equality in the CRB the problem can be reduced to minimizing \(\text{Tr} \ G[I(\hat{\theta}, \theta, M, \omega)^{(N,n)}]^{-1}\) over all measurements, and input states. From Eqs. (2) and (4) it follows that the optimal FI \(I(\hat{\theta}, \theta, M, \omega)^{(N,n)} \sim N\). It is therefore meaningful to look at the quantity
\[
C_n(\theta, \omega, G) = \lim_{N \to \infty} \frac{\text{Tr} \ G[I_n(\theta, M, \omega)^{[N]}]^{-1}}{N}, \quad (5)
\]
from (3) one readily obtains that
\[
C_n(\theta, \omega, G) \geq \text{Tr} \ G[H_n(\theta, \omega)]^{-1}. \quad (6)
\]

For pure state models (in our case when \(\omega = |\Omega\rangle \langle \Omega|\) for some \(|\Omega\rangle \in \mathbb{C}^{d_A} \otimes \mathbb{C}^{d_F}\), it has been shown\(^{(13)}\) that (3) is attainable if and only if
\[
\text{Im} \text{tr} \left[ \rho_n(\theta, \omega)^{[1]} \lambda_n(\theta, \omega)^{[1]}_\alpha \lambda_n(\theta, \omega)^{[1]}_\beta \right] = 0. \quad (7)
\]
In that case the bound can be attained by independently performing the following measurement at each repetition
\[
m_\xi = |m_\xi \rangle \langle m_\xi |, \quad \xi \in \{1, \ldots, d^2\},
\]
\[
m_{d^2+1} = \mathbb{1} - \sum_{\xi=1}^{d^2} m_\xi,
\]
where
\[
|m_\xi \rangle = \sum_{\chi=1}^{d^2} a_{\xi \chi} |b_\chi \rangle,
\]
\[
|b_\alpha \rangle = \sum_{\beta=1}^{d^2-1} [H_n(\theta, \omega)]_{\alpha \beta}^{-1} \lambda_n(\theta, \omega)_{\beta}^{[1]} [\mathbb{1}_A \otimes U(\theta)^{\otimes n}] |\Omega\rangle,
\]
\[
|b_d^2 \rangle = [\mathbb{1}_A \otimes U(\theta)^{\otimes n}] |\Omega\rangle,
\]
where \(o a d^2 \times d^2\) real orthogonal matrix satisfying \(a_{\xi, \alpha} d^2 \neq 0\).

The previous measurement has the drawback of depending on \(\theta\), the actual value of the parameter, which is what one wants to estimate. This problem can be overcome by using a two step adaptive strategy like the one used in Ref.\(^{(9)}\). One spends \(\sqrt{N}\) of the repetitions in finding a rough estimate \(\hat{\theta}_1\) of \(\theta\) using any informationally complete measurement. Then the measurement (4) is performed on the rest of the copies as if the truth were \(\hat{\theta}_1\). This is also optimal\(^{(14)}\).

### B. 2-designs, MUBs and SIC-POVMs

We will need the notion of mutually unbiased bases (MUBs), which was introduced in\(^{(15)}\). The following definition closely follows the one given in\(^{(16)}\).

**Definition II.1 (MUBs).** Let \(B_1 = \{|\phi_1\rangle, \ldots, |\phi_{d^2}\rangle\}\) and \(B_2 = \{|\phi_1^\perp\rangle, \ldots, |\phi_{d^2}^\perp\rangle\}\) be two orthonormal bases in \(\mathbb{C}^d\). They are said to be mutually unbiased if and only if \(|\langle \phi_i| \phi_j^\perp \rangle| = 1/\sqrt{d}\), for every \(i, j = 1, \ldots, d\). A set \(\{B_1, \ldots, B_m\}\) of orthonormal bases in \(\mathbb{C}^d\) is called a set of mutually unbiased bases if each pair of bases is mutually unbiased.

In any dimension \(d\), the number of mutually unbiased bases is at most \(d + 1\)\(^{(16)}\). Explicit constructions are known if \(d\) is a prime power\(^{(15)}\)\(^{(16)}\). Unfortunately not very much is known in other dimensions, for example, it is still an open problem whether there exists a set of 7 MUBs in dimension \(d = 6\).

The notion of symmetric informationally complete POVMs (SIC-POVMs)\(^{(17)}\) will also be useful.

**Definition II.2 (SIC-POVMs).** Let \(\{|\chi_1\rangle, \ldots, |\chi_{d^2}\rangle\}\) be a set of state vectors in \(\mathbb{C}^d\) satisfying \(|\langle \chi_i| \chi_j \rangle| = (d+1)^{-1}\) for every \(i \neq j\). Then
\[
\left\{ |\chi_1 \rangle \langle \chi_1 |, \ldots, |\chi_{d^2} \rangle \langle \chi_{d^2} | \right\},
\]
is called a SIC-POVM.

The fact that this actually is an informationally complete POVM follows from this definition \[17\]. They have been shown to exist for \(d \in \{2, 3, 4, 5, 6, 8\}\) and are conjectured to exist in all dimensions \[17\] \[18\] \[19\].

It is easy to check that MUBs and SIC-POVMs satisfy the following property:

\[
\frac{1}{d(d+1)} \sum_{b=1}^{d+1} \sum_{l=1}^{d} ||\langle \phi_b^l | \phi_i^l \rangle||^2 = 2 \frac{\Pi_{+}^{(2,d)}}{d(d+1)},
\]

\[
\frac{1}{d^2} \sum_{l=1}^{d} ||\langle \chi_i | \chi_i \rangle||^2 = 2 \frac{\Pi_{+}^{(2,d)}}{d(d+1)},
\]

where \(\Pi_{+}^{(2,d)}\) is a projector onto the completely symmetric subspace of \(\mathbb{C}^d \otimes \mathbb{C}^d\). Indeed, one can straightforwardly check that the Hilbert-Schmidt distance between the right hand side and the left hand side is, in both cases, zero.

It was shown \[20\] that any set of vectors satisfying this property, forms a spherical 2-design. More precisely, if a set of state vectors \(\{|\tau_1\rangle, \ldots, |\tau_m\rangle\}\) in \(\mathbb{C}^d\) form a 2-design, then they satisfy

\[
\frac{1}{m} \sum_{i=1}^{m} ||\langle \tau_i | \tau_i \rangle||^2 = 2 \frac{\Pi_{+}^{(2,d)}}{d(d+1)}. \tag{9}
\]

For a formal definition of 2-designs, see for example Refs. \[17\] \[20\].

C. A Chernoff bound for matrix valued random variables

The following result, due to Ahlswede and Winter \[21\], will be useful when dealing with approximate 2-designs.

**Theorem II.3** (Ahlswede and Winter). Let \(X_1, \ldots, X_m\) be \(p \times p\) i.i.d. selfadjoint random variables satisfying \(0 \leq X_b \leq I\), \(\mathbb{E}X_b = M \geq \mu I\), and \(0 \leq \epsilon \leq 1/2\). Then

\[
\Pr\left[ \left| \frac{1}{m} \sum_{b=1}^{m} X_b - M \right| > \epsilon M \right] \leq 2p \exp\left[ -\frac{\epsilon^2 M^2}{4 \ln 2 m} \right]. \tag{10}
\]

III. OPTIMAL INPUT STATE

From Eq. (6) it is apparent that an optimal input state \(\omega\) is one that minimizes \(\text{Tr} \, G[H_n(\theta, \omega)]^{-1}\). However it is possible that even if one minimizes this quantity, there is no measurement that achieves equality in Eq. (6).

Moreover the problem of minimizing \(\text{Tr} \, G[H_n(\theta, \omega)]^{-1}\) for a general \(G\) is very hard, therefore we will concentrate in the case \(G = I\), the \((d^2 - 1) \times (d^2 - 1)\) identity matrix. With this choice of \(G\), it will be shown that it is possible to minimize \(\text{Tr} \, H_n(\theta, \omega)^{-1}\) and at the same time, guarantee the existence of a measurement that achieves equality in Eq. (6).

Since from now on we work with \(N = 1\), we will write \((n)\) instead of \((1, n)\). Also the dependence on \(\theta\) and \(\omega\) will be omitted most of the times.

Since the QFI is convex \[22\], the search for an optimal input state can be restricted to pure states. Let \(|\Omega\rangle \in \mathbb{C}^{d^2} \otimes \mathbb{C}^{d^2}\) be the input state, the output density matrix is

\[
\rho^{(n)} = [I_A \otimes U^{\otimes n}]|\Omega\rangle\langle \Omega| [I_A \otimes U^{\otimes n}]^\dagger.
\]

Let us define \(\bar{p}_1\) as the average one-copy reduced density matrix of \(\rho\), i.e.,

\[
\bar{p}_1 = \frac{1}{n} \sum_{s=1}^{n} \text{tr}_s \rho_i,
\]

where \(\text{tr}_s\) means partial trace with respect to all copies except the \(s^{th}\) one. In the same way, let us define \(\bar{p}_2\) as the average symmetrized two-copy reduced density matrix of \(\rho\), i.e.,

\[
\bar{p}_2 = \frac{1}{n(n-1)} \sum_{s \neq t} \text{tr}_{st} \rho + W(\text{tr}_{st} \rho)W,
\]

where \(\text{tr}_{st}\) means partial trace with respect to all copies except the \(r^{th}\) and the \(s^{th}\), and \(W\) is the swap operator \(W : |\psi\rangle\langle \phi| \rightarrow |\phi\rangle\langle \psi|\) for all \(|\psi\rangle\), \(|\phi\rangle\) \(\in \mathbb{C}^d\). \(W\) can be expressed as \(W = \sum_{kl} |k\rangle \langle l|\) where \(|k\rangle\) is an orthonormal basis of \(\mathbb{C}^d\).

**Lemma III.1.** \(H_n\) is given by

\[
H_{n} = 4n \left( \text{Re} \, \text{tr} \, \overline{W_B} t_{ab} + (n-1) \, \text{tr} \, \overline{W_B} (t_{a} \otimes t_{b}) \right)
- n \, \text{tr} \, \overline{W_B} t_{a} \, \text{tr} \, \overline{W_B} t_{b}, \tag{11}
\]

where \(t_{a} = iU^\dagger t_{a} \) and \(\omega_B = \text{tr}_{G \setminus A} \omega\).

Note that \(H_n\) depends only on \(\overline{W_B}\) and that it will scale at most like \(n^2\).

**Proof.** In this model the SLDs are

\[
\lambda^{(n)}_a = 2 \left[ \langle \Omega | I_A \otimes \partial_a U^{\otimes n} | \Omega \rangle \langle \Omega | I_A \otimes U^{\otimes n} | \Omega \rangle \right]^{1/2} 
+ \langle \Omega | I_A \otimes U^{\otimes n} | \Omega \rangle \langle \Omega | I_A \otimes \partial_a U^{\otimes n} | \Omega \rangle^{1/2},
\]

so that

\[
L^{(n)}_{a\beta} = 4 \left[ \langle \Omega | I_A \otimes T_{a}^{(n)} \partial_{\beta} T_{a}^{(n)} | \Omega \rangle \right] 
- \langle \Omega | I_A \otimes \partial_{a} T_{a}^{(n)} | \Omega \rangle \langle \Omega | I_A \otimes T_{a}^{(n)} | \Omega \rangle,
\]

where \(L^{(n)}_{a\beta} = \text{tr} \lambda^{(n)}_a \lambda^{(n)}_\beta\),

\[
T^{(n)}_a = iU^{\otimes n} \partial_a U^{\otimes n} 
= \sum_{s=1}^{n} \lambda^{(s-1)} \otimes t_{a} \otimes 1 \otimes (n-s) \in \mathfrak{su}(d^n),
\]

where \(\text{tr}_{st}\) means partial trace with respect to all copies except the \(s^{th}\) one.
and \( t_\alpha = i U^\dagger U_\alpha \in \mathfrak{su}(d) \).

Let
\[
|\Omega\rangle = \sum_{K=1}^{\min(d_A,d_B)} \sqrt{p_K} |\psi^A_K\rangle \otimes |\psi^B_K\rangle,
\]
where \( |\psi^A_K\rangle \) (\( |\psi^B_K\rangle \)) is a system of orthonormal vectors in \( \mathbb{C}^d_A \) (respectively \( \mathbb{C}^d_B \otimes \mathbb{C}^d \)), then (12) may be rewritten as
\[
L^{(n)}_{\alpha\beta} = 4 \left[ \text{tr}(\omega_B T_\alpha(n) T_\beta^{(n)}) - \text{tr}(\omega_B T_\alpha^{(n)} \text{tr}(\omega_B T_\beta^{(n)}) \right],
\]
where
\[
\omega_B = \text{tr}_{C_A}|\Omega\rangle\langle\Omega| = \sum_K p_K |\psi^B_K\rangle \langle\psi^B_K|.
\]

Now, (12) may be rewritten as
\[
L^{(n)}_{\alpha\beta} = 4n \left[ \text{tr}(\omega_B t_\alpha t_\beta) + (n-1) \text{tr}(\omega_B t_\alpha \omega_B t_\beta) \right] - nt_\alpha \text{tr}(\omega_B t_\beta),
\]
and the QFI is \( H_{\alpha\beta} = \text{Re} L^{(n)}_{\alpha\beta} \).

The following lemma examines the conditions for which equality can be achieved in Eq. (3).

**Lemma III.2.** There exists a measurement that achieves equality in the BCII (Eq. (3)) if and only if
\[
\bar{\omega}_B^2 = \frac{1}{d^2} + \sum_{\alpha\beta} \bar{h}_{\alpha\beta} t_\alpha \otimes t_\beta,
\]
where \( \bar{h}_{\alpha\beta} = \bar{h}_{\beta\alpha} \).

**Proof.** Obviously, \( \bar{\omega}_B^2 \) is supported in the symmetric subspace of \( \mathbb{C}^d_A \otimes \mathbb{C}^d_B \). The most general state in the symmetric subspace can be written as
\[
\bar{\omega}_B^2 = \frac{1}{d^2} + \sum_{\alpha} b_\alpha [1 \otimes t_\alpha + t_\alpha \otimes 1]
+ \sum_{\alpha\beta} \bar{h}_{\alpha\beta} t_\alpha \otimes t_\beta,
\]
where \( \bar{h}_{\alpha\beta} = \bar{h}_{\beta\alpha} \), \( \bar{\omega}_B^1 \) is then
\[
\bar{\omega}_B^1 = \frac{1}{d} + \sum_{\alpha} b_\alpha t_\alpha.
\]

The condition (1) reduces to
\[
\text{tr}(\bar{\omega}_B^1 [t_\alpha, t_\beta]) = 0, \forall \alpha, \beta.
\]

Since \( \{t_1, \ldots, t_{d^2-1}\} \) span \( \mathfrak{su}(d) \), the Lie algebra of \( SU(d) \), the previous equation implies that for any \( r, s \in \mathfrak{su}(d) \), \( \text{tr}(\bar{\omega}_B^1 [r, s]) = 0 \). Furthermore, since any \( t \in \mathfrak{su}(d) \) can be written as the commutator of two other \( \mathfrak{su}(d) \) elements, we have that for all \( t \in \mathfrak{su}(d) \), \( \text{tr}(\bar{\omega}_B^1 t) = 0 \) which in turn implies that \( \bar{\omega}_B^1 = \frac{1}{d} \) or \( b_\alpha = 0 \). Therefore, \( \bar{\omega}_B^2 \) must be of the form
\[
\bar{\omega}_B^2 = \frac{1}{d^2} + \sum_{\alpha\beta} \bar{h}_{\alpha\beta} t_\alpha \otimes t_\beta.
\]

From here on, the parametrization will be chosen in such a way that \( \text{tr} t_\alpha t_\beta = \delta_{\alpha\beta} \), this allows one to express \( W \) as
\[
W = \frac{1}{d} \otimes 1 + \sum_{\alpha} t_\alpha \otimes t_\alpha.
\]

The following lemma deals with minimizing \( \text{Tr}[H_n]^{-1} \).

**Lemma III.3.** Any input state \( \omega \) satisfies
\[
C_n(\theta, \omega, I) \geq \frac{d(d+1)^2(d-1)}{4n(n+d)},
\]
with equality if and only if
\[
\bar{\omega}_B^2 = \frac{1}{d^2} + \sum_{\alpha} \frac{1}{d(d+1)} t_\alpha \otimes t_\alpha
= \frac{1}{d(d+1)} (1 \otimes 1 + W) = \frac{2}{d(d+1)} \Pi_{+}^{(2,d)}.
\]

**Proof.** The trace of \( H_n \) for the most general symmetric \( \bar{\omega}_B^2 \) on \( \mathbb{C}^d \otimes \mathbb{C}^d \) can be written as
\[
\text{Tr} H_n = 4n [\text{tr} \bar{\omega}_B^1 t_\alpha^2 + (n-1) \text{Tr} \bar{h} - n d^2 \sum_{\alpha} b_\alpha^2],
\]
where \( \bar{h} = [\bar{h}_{\alpha\beta}] \). The operator \( \sum_{\alpha} t_\alpha^2 \) is a Casimir operator and therefore proportional to the identity, the proportionality factor can be found to be \( (d^2-1)/d \) by taking the trace, then
\[
\text{Tr} H_n = 4n [\frac{d^2-1}{d} + (n-1) \text{Tr} \bar{h} - n d^2 \sum_{\alpha} b_\alpha^2].
\]

The trace of \( \bar{h} \) can be easily found
\[
\text{Tr} \bar{h} = \sum_{\alpha} \bar{h}_{\alpha\alpha} = \text{tr}[\bar{\omega}_B^2 \sum_{\alpha} t_\alpha \otimes t_\alpha]
= \text{tr} \bar{\omega}_B^2 W - \frac{1}{d} = 1 - \frac{1}{d},
\]
where we have used that \( \bar{\omega}_B^2 \) is supported in the symmetric subspace of \( \mathbb{C}^d \otimes \mathbb{C}^d \). Therefore the trace of \( H_n \) satisfies
\[
\text{Tr} H_n = 4n \left[ \frac{d^2-1}{d} + (n-1) \frac{d^2}{d} \sum_{\alpha} b_\alpha^2 \right]
\leq 4n \left[ \frac{d^2-1}{d} + (n-1) \frac{d-1}{d} \right]
= \frac{d-1}{d} n(n+d),
\]
with equality if and only if \( b_\alpha = 0 \). Using the Cauchy-Schwarz inequality and the previous equation one gets
that
\[
(d^2 - 1)^2 = \left[ \text{Tr} \left( [H_n]^{-1/2} [H_n]^{1/2} \right) \right]^2 \\
\leq \text{Tr} [H_n] \text{Tr} ([H_n]^{-1}) \\
\leq \frac{d-1}{d} n(n+d) C_n(\theta, \omega, I),
\]
which implies (14). Equality is attained if and only if \( H_n \) is proportional to \([H_n]^{-1} \) and \( b_n=0 \). \( H_n \) is proportional to \([H_n]^{-1} \) if and only if it is proportional to the identity which happens if and only if \( \tilde{h} \) is proportional to the identity. Therefore we have that the optimal \( \tilde{h} \) is
\[
\tilde{h} = \frac{1}{d(d+1)} I,
\]
and the optimal \( W_{B2} \) is given by (15). The QFI corresponding to this state is
\[
H_n = 4 \frac{n(n+d)}{d(d+1)}.
\]

Next one needs to find an input state \(|\Omega\rangle\) such that (15) holds. In the dimension where 2-designs exist, they can also be used to construct input states that satisfy (15). Indeed it is easy to check that if the vectors \( \{|\tau_i\rangle, \ldots, |\tau_m\rangle\} \) form a 2-design then the state
\[
|\Omega\rangle = \frac{1}{\sqrt{m}} \sum_{i=1}^{m} |i\rangle \otimes |\tau_i\rangle \otimes^n,
\]
satisfies (15). In particular, the dimension of the ancilla would be \( d_A = d^2 \) if a SIC-POVM is used, and \( d_A = d(d+1) \) if a set of \( d+1 \) MUBs is used.

We now have an input state (given by (17)) that satisfies (15) and therefore is optimal in the sense of lemma III.3. However, we still need to check that it satisfies one more condition: there should be a one to one correspondence between unitaries \( U \) and output states \( |1_A \otimes U \rangle \otimes |\Omega\rangle \). This is proven in the following lemma.

**Lemma III.4.** The input states given by (17) satisfies
\[
|\langle \Omega | 1_A \otimes U_1 \rangle |^\otimes | 1_A \otimes U_2 \rangle | |\Omega\rangle | = 1
\]
if and only if \( U_1^* U_2 \) is proportional to the identity, i.e., they can only differ by a multiplicative phase.

**Proof.** Let \( U = U_1^* U_2 \) be diagonalized as
\[
U = \sum_{k=1}^{d} e^{i\eta_k} |u_k\rangle \langle u_k|.
\]
For the input state (17), we have that
\[
|\langle \Omega | 1_A \otimes U_1 \rangle |^\otimes | 1_A \otimes U_2 \rangle | |\Omega\rangle | = \frac{1}{m} \sum_{i=1}^{m} |\langle \tau_i | U | \tau_i\rangle |^n \\
\leq \frac{1}{m} \sum_{i=1}^{m} |\langle \tau_i | U | \tau_i\rangle |^n \\
\leq 1.
\]
One of the conditions for equality is that \(|\langle \tau_i | U | \tau_i\rangle | = 1 \) for all \( i \in \{1, \ldots, m\} \), i.e., \(|\langle \tau_i | U_1 | \tau_i\rangle | = e^{i\phi_i} \). We have then that
\[
e^{i\phi_i} = \langle \tau_i | U | \tau_i\rangle = \sum_{k=1}^{d} e^{i\eta_k} |\langle k | \tau_i\rangle |^2,
\]
which implies that for all \( i \in \{1, \ldots, m\} \) and \( k \in \{1, \ldots, d\} \) either \(|\langle k | \tau_i\rangle | = 0 \) or \(|\langle k | \tau_i\rangle | = e^{i\phi_i} \). Next we will prove that for every \( k \neq l \in \{1, \ldots, d\} \) there exists an \( i \in \{1, \ldots, m\} \) such that both \(|\langle k | \tau_i\rangle | \neq 0 \) and \(|\langle l | \tau_i\rangle | \neq 0 \), this would imply that \(|\langle k | \tau_i\rangle | = e^{i\eta_k} \) which would finish the proof. Indeed, we have that
\[
\langle kl | \frac{1}{m} \sum_{i=1}^{m} |\langle \tau_i | kl\rangle |^2 |kl\rangle = \langle kl | \frac{2}{d(d+1)} \Pi (2, d) |kl\rangle,
\]
or
\[
\frac{1}{m} \sum_{i=1}^{m} |\langle k | \tau_i\rangle |\langle l | \tau_i\rangle |^2 = \frac{1}{d(d+1)}.
\]
which implies that there must exist at least one \( i \) such that \(|\langle k | \tau_i\rangle |\langle l | \tau_i\rangle | > 0 \).

It is now possible to state the main theorem.

**Theorem III.5.** The input state given by (17) satisfies
1. The map \( U \rightarrow |1_A \otimes U \rangle \langle 1_A \otimes U | \) from \( SU(d) \) to \( \mathbb{C}^{d^A} \otimes (\mathbb{C}^d)^{\otimes n} \) is injective.
2. \( C_n(\theta, \omega, I) = \frac{d(d+1)^2(d-1)}{4n(n+d)} \)

which is optimal.

**Proof.** Point 1 is proven in lemma III.4. Point 2 is proven by lemma III.3 and the fact that the input state given by (17) satisfies Eq. (15).

All the main ingredients for the optimal estimation of \( n \) copies of a \( SU(d) \) quantum operation have been proven. As input state one can choose (17) if they exist for dimension \( d \). The used ancilla has dimension \( d_A \sim d^2 \). This input state is optimal as proven in theorem III.5. The output states are measured using the recipe given by (8), data are collected and an estimate of the parameter is given by using the MLE.

The case where there is no known construction of a 2-design in \( \mathbb{C}^d \) is dealt with next.

**IV. APPROXIMATE 2-DESIGNS**

Let \( \{U_1, \ldots, U_m\} \) be an i.i.d. sequence of unitaries chosen uniformly at random from the Haar measure. Let
\[
|\Omega\rangle = \frac{1}{\sqrt{md}} \sum_{k=1}^{d} \sum_{b=1}^{m} |bk\rangle \otimes |U_k | k\rangle | \otimes^n,
\]

(18)
and $\omega = |\Omega\rangle \langle \Omega|$. For this choice we have that
\[
\overline{\omega}_{B_2} = \frac{1}{md} \sum_{k=1}^{d} \sum_{b=1}^{m} |U_b|k\rangle \langle k|U_b^\dagger| \otimes 2,
\]
\[
\overline{\omega}_{B_1} = \frac{1}{d},
\]
which ensures that equality can be achieved in the BCI (Eq. (19)). It is also easy to check that
\[
\mathbb{E} \overline{\omega}_{B_2} = \frac{2}{d(d+1)} \Pi_+^{(2,d)},
\]
\[
\text{Var} \overline{\omega}_{B_2} = \frac{1}{md} \mathbb{E} \overline{\omega}_{B_2}^2,
\]
i.e. the larger $m$ is, the closer $\overline{\omega}_{B_2}$ will be to satisfying \textnormal{(19)}. This is why we call them approximate 2-designs.

Using (11) one can calculate the QFI corresponding to the input state (18):
\[
H_n(U_1, \ldots, U_m) = \frac{1}{m} \sum_{b=1}^{m} h_n(U_b),
\]
where
\[
h_n(U)_{\alpha\beta} = \frac{4n}{d} [\delta_{\alpha\beta}
+(n-1) \sum_{k=1}^{d} \langle k|U^\dagger t_{\alpha} U|k\rangle \langle k|U^\dagger t_{\beta} U|k\rangle].
\]

**Lemma IV.1.** Let $H_n^0$ be the optimal QFI (18), then if
\[
m \geq \frac{4(d+1) \ln 2}{\epsilon^2} \ln \left[\frac{2(d^2-1)}{1-q}\right],
\]
we have that
\[
(1 - \epsilon) [H_n^0]^{-1} \leq H_n^{-1} \leq (1 + \epsilon) [H_n^0]^{-1},
\]
holds with probability at least $q$.

**Proof.** The strategy is to apply theorem II.3 to
\[
X_b = [H_n^0]^{-1/2} h_n(U_b) [H_n^0]^{-1/2} \frac{d+1}{d}, \quad b \in \{1, \ldots, m\}.
\]

**Claim IV.2.** $X_b \leq 1$.

**Proof of claim IV.2.** This will be done by showing that $h_n(U) \leq (d+1) H_n^0$ for all $U$. Indeed, let $x \in \mathbb{R}^{d^2-1}$, be a unit vector, and $t = \sum_{\alpha} x_{\alpha} t_{\alpha}$, we have that
\[
x^\dagger h_n(U)x = \sum_{\alpha\beta} x_{\alpha} h_n(U)_{\alpha\beta} x_{\beta}
= \frac{4n}{d} \left[1 + (n-1) \sum_{k=1}^{d} |\langle k|U^\dagger t U|k\rangle|^2\right]
\leq \frac{4n}{d} \left[1 + (n-1) \sum_{kl} |\langle k|U^\dagger t U|l\rangle|^2\right]
= \frac{4n^2}{d} < (d+1) \frac{4n(n+d)}{d(d+1)}
= (d+1) x^\dagger H_n^0 x.
\]

Where we use the fact that $\text{Tr} t^2 = 1$ and that $n < (n+d)$. Since the above equation holds for any $x \in \mathbb{R}^{d^2-1}$ we have $h_n(U) \leq (d+1) H_n^0$ as desired. \hfill $\Box$

Next, we need the expectation of $h_n(u)$.

**Claim IV.3.**
\[
\mathbb{E} X_b = \frac{1}{d+1}.
\]

**Proof of claim IV.3.** It suffices to prove that $\mathbb{E} h_n(U) = H_n^0$.
\[
\mathbb{E} h_n(U)_{\alpha\beta} = \int h_n(U)_{\alpha\beta} dU
= \frac{4n}{d} \left[\delta_{\alpha\beta}
+(n-1) \sum_{k=1}^{d} \text{Tr} \left([U|k\rangle \langle k|U^\dagger| \otimes 2 dU\right]\right]
= \frac{4n}{d} \left[\delta_{\alpha\beta} + \frac{2(n-1)}{d(d+1)} \sum_{k=1}^{d} \text{Tr} \left([t_{\alpha} \otimes t_{\beta}] \Pi_+^{(2,d)}\right]\right]
= \frac{4n}{d} \left[1 + \frac{(n-1)}{d+1}\right] \delta_{\alpha\beta}
= H_n^0_{\alpha\beta}.
\]

We can now apply theorem II.3 with $p = d^2 - 1$ and $\mu = 1/(d+1)$ to get
\[
\Pr \left[\left| \frac{1}{m} \sum_{b=1}^{m} X_b - \frac{1}{d+1} \right| > \epsilon \frac{1}{d+1}\right] < 2(d^2 - 1) \exp \left[-\frac{\epsilon^2 m}{4(d+1) \ln 2}\right],
\]
or in terms of $H_n$
\[
\Pr \left[|H_n - H_n^0| > \epsilon H_n^0\right] < 2(d^2 - 1) \exp \left[-\frac{\epsilon^2 m}{4(d+1) \ln 2}\right].
\]

The statement of the lemma follows immediately from the previous equation.

**Corollary IV.4.** If
\[
m > \frac{4(d+1) \ln 2}{\epsilon^2} \ln \left[\frac{2(d^2-1)}{1-q}\right],
\]
then there exists a choice $n \in \mathbb{N}$ such that the (19) holds. This implies that using these unitaries in the input state (18),
\[
C_n(\theta, \omega, 1) \leq (1 + \epsilon) \frac{d(d+1)^2(d-1)}{4n(n+d)}.
\]
Comparing this upper bound with the lower bound from lemma III.3 one can see that by choosing \( m \) large enough, one can be arbitrarily close to optimality.

We also need to prove an equivalent of lemma III.4 i.e., that a state of the form (18) also gives a one to one correspondence between input states and unitaries.

**Lemma IV.5.** A state of the form (18) also gives a one to one correspondence between input states and unitaries with probability 1.

**Proof.** As in lemma III.4 it suffices to show that \( |\langle \Omega| (\mathbb{1}_A \otimes \mathbb{1}_B) \mathbb{1}_B \rangle| = 1 \) holds if and only if \( U \) is proportional to the identity.

\[
|\langle \Omega| (\mathbb{1}_A \otimes U^{\otimes n}) \mathbb{1}_B \rangle| = \frac{1}{md} \left| \sum_{kb} \langle k| U_b^\dagger U_b k \rangle^n \right|
\]

\[
\leq \frac{1}{md} \sum_{kb} |\langle k| U_b^\dagger U_b k \rangle|^{n}
\]

\[
\leq 1,
\]

with equality only if \( |\langle k| U_b^\dagger U_b k \rangle| = 1 \) for all \( k \) and \( b \). In particular, this means that for every \( b \), \( \{|k\} \) is a basis of eigenvectors of \( U_b^\dagger U_b \), i.e.,

\[
U_b^\dagger U_b = \sum_{k=1}^d e^{i\phi_k} |k\rangle \langle k|,
\]

or

\[
U = \sum_{k=1}^d e^{i\phi_k} U_b k \langle k| U_b^\dagger.
\]

Take now \( b \neq b' \), we have that

\[
e^{i\phi_k} = \langle k| U_b^\dagger U_b k \rangle = \sum_{i=1}^d e^{i\phi_i} |\langle k| U_b^\dagger U_b^\prime i \rangle| |^2.
\]

(20)

Since \( U_b \) and \( U_b^\prime \) where chosen uniformly at random, it is true that with probability 1, \( \langle k| U_b^\dagger U_b^\prime | k \rangle |^2 > 0 \) for all \( k \). This, together with Eq. (20), immediately implies that for all \( i \), \( \phi_i = \phi_k \) which in turn means that \( U \) is proportional to the identity as desired. \( \square \)

**V. OTHER MEASUREMENT STRATEGIES (LOCC AND RANDOM)**

**A. LOCC measurements**

It is interesting to see how the problem changes if the type of measurements that can be performed is restricted. Suppose, for example, that the measurement is performed by two parties, Alice and Bob. Suppose also, that Alice has access only to the ancilla and Bob only to the rest of the system. If the input state is of the type (17) Bob’s reduced state is

\[
\rho_B = \frac{1}{m} \sum_{r=1}^m [U |\tau_r\rangle \langle \tau_r | U^\dagger] \otimes n,
\]

a separable state. This means that Bob’s optimal estimation strategy will have an MSE which depends on \( n \) as \( 1/n \) at best. If Alice sends the ancilla to Bob, he will be able to achieve the \( 1/n^2 \) rate. In the case of MUBs and SIC-POVMs the ancilla will be small, its dimension is of the order \( d^2 \), i.e., independent of \( n \).

It is also interesting to ask what happens if Alice and Bob can exchange classical information. Consider the following simple LOCC measurement: Alice performs the measurement with components \( A_r = |r\rangle \langle r| \) on the ancilla and then sends the outcome to Bob. With this information Bob’s state becomes

\[
\rho_B|r = [U |\tau_r\rangle \langle \tau_r | U^\dagger] \otimes n,
\]

which is also a product state so its Fisher information given \( r \) will behave as \( n \). The total Fisher information will be the average of the Fisher informations for fixed \( r \) and so will also behave as \( n \) and the MSE as \( 1/n \). Of course, this is a very special LOCC measurement, it turns out that, at least in the dimensions where there exist \( d+1 \) MUBs, there exists an LOCC strategy which is optimal.

**Lemma V.1.** If there exists a set of \( d+1 \) MUBs, then the bound (13) can be attained using an LOCC measurement.

**Proof.** The lemma is proven by showing such a strategy. The output state is

\[
|\psi\rangle = \frac{1}{\sqrt{d(d+1)}} \sum_{b=1}^{d+1} \sum_{k=1}^d |bk\rangle \otimes [U |\phi_b^k\rangle] \otimes n.
\]

Alice measures performs in the ancilla the measurement with elements \( A_{bk} = |b\rangle \langle b| \otimes |f_k\rangle \langle f_k| \), where

\[
|f_k\rangle = \frac{1}{\sqrt{d}} \sum_{i=1}^d \exp \left[ \frac{2\pi i k l}{d} \right] |l\rangle,
\]

is the Fourier transform of the basis \( \{|k\}\} \). She obtains outcomes \( b, k \) with probability \( [d(d+1)]^{-1} \) and communicates her outcome to Bob. In that case, Bob’s state becomes

\[
|\psi\rangle_B|bkk = \frac{1}{\sqrt{d}} \sum_{i=1}^d \exp \left[ \frac{-2\pi i k l}{d} \right] |U |\phi_b^k\rangle \otimes n.
\]

(21)

He should still perform a measurement on this state. The Fisher information of this procedure is

\[
I = \frac{1}{d(d+1)} \sum_{bk} I|^{bk}.
\]
where \( I^{[bk]} \) is the Fisher information of Bob’s measurement on the state \([21]\). The QFI for the state \([21]\) can be calculated using Eq. (11)

\[
H_{a\beta}^{[bk]} = \frac{4n_d}{d} \left[ \delta_{a\beta} + (n-1) \sum_l \langle \phi^b_l | t_{a\beta} | \phi^b_l \rangle \langle \phi^b_l | t_{a\beta} | \phi^b_l \rangle \right].
\]

Furthermore, the condition \([8]\) is satisfied therefore there exists a measurement (e.g. the measurement given by \([8]\)) which achieves equality between the QFI and the FI. Using the fact that the \( d + 1 \) MUBs from a 2-design, one can check that

\[
I = \frac{1}{d(d+1)} \sum_{bk} H^{[bk]} = 4 \frac{n(n+d)}{d(d+1)},
\]

which is exactly the optimal value \([10]\).

**Remark V.2.** This proof can be easily adapted to show that for an input state of the form \([18]\) there exists an LOCC measurement such that there is equality between the FI and the QFI corresponding to that state.

This result appears to contradict Ref. \([23]\) where it was shown that for \( n = 1 \), optimal collective measurements were at least \( 2(d+1)/d \) times better than any LOCC measurement. However there is no contradiction. In contrast with the present work, in Ref. \([23]\) the ancilla had dimension \( d \) and the state used was a maximally entangled state. This was enough to obtain the optimal QFI and to guarantee the existence of a measurement that attains the QCRB. Once this input state is fixed one obtains the mentioned advantage of optimal collective measurements over LOCC ones. Here it is shown that by allowing a larger ancilla, one can still be optimal, and LOCC measurements can perform as well as collective ones.

### B. The random measurement

The only perhaps not so desirable feature of the measurements strategies described so far, is that they make use of the recipe given by \([8]\). This recipe gives a different measurement for different values of the parameter, one may need to use an adaptive strategy like the one described at the end of section \([11A]\). This undesired feature can be easily avoided at the cost of being suboptimal by using the so-called random measurement. The random measurement can be described in the following way: at every repetition choose an orthonormal basis of \( \mathbb{C}^d^A \otimes (\mathbb{C}^d)^{\otimes n} \) and measure on that basis.

**Lemma V.3.** The random measurement \( M_r \) achieves a FI which is half the QFI, i.e.,

\[
I_n(\theta, M_r, \omega) = \frac{H_n(\theta, \omega)}{2} = 2 \frac{n(n+d)}{d(d+1)} I,
\]

so that

\[
\text{Tr}[I_n(\theta, M_r, \omega)]^{-1} = \frac{d(d+1)^2(d-1)}{2n(n+d)}.
\]

One would achieve the same if one modifies the LOCC strategy from lemma \([V.1]\) such that Alice does the same but Bob performs the random measurement on his part of the system \( (\mathbb{C}^d)^{\otimes n} \).

A general proof of \([22]\) will be given in the appendix.

### VI. DISCUSSION

We have found an estimation strategy with an MSE that behaves like

\[
V_n(\hat{\theta}, \theta, M, \omega)^{(N)} = \frac{d(d+1)}{4n(n+d)} N^2 + o(1/N).
\]

This gives us a hint on how to tackle the problem in which one is allowed to use every copy of \( U \) only once and \( n \) is not fixed. The strategy would be to divide the \( n \) copies into \( n^\varepsilon \) groups each \( n^{1-\varepsilon} \) copies each where \( \varepsilon \) is an arbitrary small but strictly positive real number. Then for each of the \( n^\varepsilon \) groups, one would perform the optimal strategy described above in this paper independently. With this procedure, one would expect the MSE to behave as

\[
\text{MSE}(\hat{\theta}, \theta, M) = \frac{d(d+1)}{4n^{2-2\varepsilon}} + o(1/n^{2-\varepsilon}),
\]

i.e., as close to the \( 1/n^2 \) rate as one wants. However, in this situation for each \( n \) the model is a different one, so we would not be in the familiar i.i.d. case either.

### VII. CONCLUSIONS

We have considered the problem of estimating an \( SU(d) \) operation when a fixed number, \( n \), of copies is available. By allowing entanglement in the input state, we have found an optimal estimation strategy where the MSE vanishes at a \( 1/(Nn^2) \) rate, where \( N \) is the (large) number of times the experiment is repeated. This is much better than the \( 1/(Nn) \) rate that one would obtain if no entanglement in the input state were allowed. We have shown that the optimal input states can be constructed from 2-designs, if they exist for dimension \( d \), otherwise from approximate versions of them. In both cases, these input states have another interesting property: if one has no access to the ancilla, the reduced state is separable and thus the MSE will behave as \( 1/(Nn) \) at best. We have also shown that, if a set of \( d + 1 \) MUBs exists or if one uses an approximate 2-design, classical information about the ancilla is actually enough to achieve equality in the Braunstein and Caves information inequality. In particular this means that in the former case one can be optimal with LOCC measurements. The optimal measurements found here are adaptive ones. It was shown that the so-called random measurement can be used to avoid this at the cost of being suboptimal. It would be interesting to find a non-adaptive measurement which is optimal for all values of the parameter.
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APPENDIX A: THE RANDOM MEASUREMENT

Suppose we have any pure state model on a d-dimensional Hilbert space \( \mathcal{H} \) (i.e., the number of parameters \( p \) can be anything between 1 and \( 2(d-1) \)). It will be proven that the random measurement \( M_r \), which consists of choosing a basis of \( \mathcal{H} \) uniformly at random and then measuring on that basis, achieves

\[
I(\theta, M_r) = \frac{1}{2} H(\theta), \tag{A1}
\]

in particular, this measurement would be optimal when \( p = 2(d-1) \) if asymptotic fidelity is taken as the figure of merit. This measurement has also been studied in [24].

Let \( |\psi\rangle \) and \( \{\lambda_1, \ldots, \lambda_p\} \), be the state vector and SLDs at the true value of the parameter respectively, and let \( \{|k\rangle\} \) be any basis of \( \mathcal{H} \). It is an easy exercise to show that

\[
I(\theta, \{|k\rangle\})_{\alpha\beta} = \frac{1}{2} H(\theta)_{\alpha\beta} + \frac{1}{2} \sum_{k=1}^{d} \text{Re} \left[ \langle k|l_\alpha\rangle \langle k|l_\beta\rangle \frac{\langle \psi|k\rangle}{\langle k|\psi\rangle} \right],
\]

where \( |l_\alpha\rangle = \lambda_\alpha |\psi\rangle \). Let \( \mathcal{L} \) be the subspace of \( \mathcal{H} \) spanned by \( \{|l_1\rangle, \ldots, |l_p\rangle\} \) and \( \mathcal{R} \) be its orthogonal complement, let \( \mathbb{1}_\mathcal{L} \) and \( \mathbb{1}_\mathcal{R} \) be projectors onto \( \mathcal{L} \) and \( \mathcal{R} \) respectively. Let the unitary operator \( Y \) be defined as

\[
Y = \mathbb{1}_\mathcal{R} + i \mathbb{1}_\mathcal{L}.
\]

One should keep in mind that \( Y \) depends on the real value of the parameter, in particular, \( Y|\psi\rangle = |\psi\rangle \) and \( Y|l_\alpha\rangle = i|l_\alpha\rangle \). Clearly \( \{Y|k\rangle\} \) is a new basis and it is easy to see that

\[
I(\theta, \{Y|k\rangle\langle k|Y^\dagger\})_{\alpha\beta} = \frac{1}{2} H(\theta)_{\alpha\beta} + \frac{1}{2} \sum_{k=1}^{d} \text{Re} \left[ \langle k|l_\alpha\rangle \langle k|l_\beta\rangle \frac{\langle \psi|k\rangle}{\langle k|\psi\rangle} \right].
\]

Let \( M \) be the measurement with elements

\[
\left\{ \frac{1}{2} |1\rangle\langle 1|, \ldots, \frac{1}{2} |d\rangle\langle d|, \frac{1}{2} |1\rangle\langle 1|Y^\dagger, \ldots, \frac{1}{2} |Y|\langle d|Y^\dagger \right\},
\]

its Fisher information at the truth is

\[
I(\theta, M) = \frac{1}{2} \left[ I(\theta, \{|k\rangle\langle k|\}) + I(\theta, \{Y|k\rangle\langle k|Y^\dagger\}) \right] = \frac{1}{2} H(\theta).
\]

Since \( \{|k\rangle\} \) is any basis, also the measurement \( M_U \) with elements

\[
\left\{ \frac{1}{2} U|1\rangle\langle 1|U^\dagger, \ldots, \frac{1}{2} U|d\rangle\langle d|U^\dagger, \frac{1}{2} YU|1\rangle\langle 1|Y^\dagger, \ldots, \frac{1}{2} YU|d\rangle\langle d|Y^\dagger \right\},
\]

where \( U \) is any unitary will also satisfy

\[
I(\theta, M_U) = \frac{1}{2} H(\theta).
\]

It is not hard to see that choosing \( U \) at random and performing \( M_U \) is the random measurement and therefore (A1) must hold. This can also be shown analytically. The Fisher information for the random measurement is

\[
I(\theta, M_U) = \int \mu(dg) I(\theta, \{U_g|k\rangle\langle k|U_g^\dagger\}) = \frac{1}{2} \int \mu(dg) I(\theta, \{U_g|k\rangle\langle k|U_g^\dagger\}) + \frac{1}{2} \int \mu(dg') I(\theta, \{U_{g'}|k\rangle\langle k|U_{g'}^\dagger\}),
\]

where \( \mu \) is the normalized Haar measure and the integrals are over \( SU(d) \). Now let \( g' = hg \) and \( U_h = Y \), we get

\[
I(\theta, M_r) = \frac{1}{2} \int \mu(dg) I(\theta, \{U_g|k\rangle\langle k|U_g^\dagger\}) + \frac{1}{2} \int \mu(dg) I(\theta, \{YU_g|k\rangle\langle k|YU_g^\dagger\}) = \frac{1}{2} H(\theta),
\]

where we have used that

\[
I(\theta, \{U_g|k\rangle\langle k|U_g^\dagger\}) + I(\theta, \{YU_g|k\rangle\langle k|YU_g^\dagger\}) = H(\theta).
\]

In the case studied here, the random measurement would consist of choosing a basis of \( \mathbb{C}^d \otimes \mathbb{C}^d \otimes \cdots \otimes \mathbb{C}^d \) uniformly at random (with respect to the normalized Haar measure) and then measuring on that basis. Such a measurement is, as it was mentioned before, independent of the parameter and achieves

\[
I_n(\theta, M_r, \omega) = H_n(\theta, \omega) = \frac{n(n+d)}{d(d+1)}.
\]
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