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ABSTRACT

Music genres, prototypically, are poorly defined. Recent work suggests a path - via open set recognition - to identify unknown genres solely on features extracted from audio. We explore segmentations of known and unknown genre classes using the open source GTZAN and FMA datasets; for each, we begin with 'best-case' closed set genre classification, then we apply open set recognition methods. This allows us, on audio samples from unknown genres, to establish a baseline capacity for novel genre detection. This design, as well, can illustrate interaction between genre labeling and open set recognition accuracy.

1. INTRODUCTION

Aural boundaries between music genres, e.g. labeled sets – Classical, Jazz, Hip-hop, Rock, alternative, Experimental, etc – are imprecise and poorly defined. The antecedents for the ill defined labels differ: Classical music is characterized by a European origin [1]; so-called Pop is a function of a time-indexed neighborhood of popularity - local audience affinities. Experimental music, in contrast, can be defined against this context. This paper explores these boundaries and their time-dependent definitions via a comprehension of the labeled sets of genre as functions of measurable aural features implicitly capturing instrumentation, harmony, melody, chord progressions, vocal qualities, etc.

The GTZAN [2] and Free Music Archive (FMA) [3] datasets have been used to benchmark the genre identification task via aural features. Genre classification performance on this data also illustrates the potential utility deep learning models provide on this classification problem [4–7], commonly via supervised learning on known, labeled sounds.

A traditional supervised genre model, thus, can only classify music as of a known type - i.e. as a genre already established and observable in the labeled training data. This precludes classification as a novel type, e.g. predicting a particular sound or sound collection comprising an unknown class. A classifier’s ability to identify sounds in exclusion from every class suggests its potential to detect a new, novel genre. Colloquially, sounds from this novel class should be unrecognizable from any extant labeled class.

Open set recognition (OSR) has been demonstrated to be useful for detecting unknown classification categories in various domains of application, including image classification [8–10], acoustic event classification [11, 12], and text classification [13, 14]. Machine learning algorithms such as Support Vector Machines [12, 15, 16], Nearest Neighbour classifiers [17] and Sparse Representation [18] can be modified to address this OSR problem. Performance of these traditional machine learning models is unsatisfactory in big data settings: more specifically when the number of observations in each class is large. Recent advances in deep learning based solutions for OSR using SoftMax with threshold and OpenMax [19], though, suggest a more scalable approach to novel genre identification.

This paper offers a method for the novel genre identification problem that both

• classifies audio into existing music genres (those available in the labeled training data), and

• classifies audio into new music genres (those not present in the labeled training data).

We also conduct an experimental analysis and exploration of the various factors of this methodology that impact open set genre classification accuracy.

The remainder of the paper is organized as follows. Section 2 introduces the OSR automatic system for music genre classification and presents how the closed set classifier and open set classifier are constructed. Section 3 illustrates the experimental setup as well as the results on both the GTZAN dataset and the FMA dataset. Section 4 concludes the paper with a discussion on the results and future research directions.

2. METHODOLOGY

Based on the definition in [20], in a classification task there are known known classes (KKCs), known unknown classes (KUCs), unknown known classes (UKCs), and unknown unknown classes (UUCs). In this paper, we formulate the problem of open set recognition for music genre classification with only KKCs and UUCs, where the KKCs represent the closed set genre labels that are observed in training the deep classification model and UUCs represent the open set genre labels that do not appear in the training process. Colloquially, the closed set model knows nothing of the
open set data (UUCs) that it runs inference on after training. Figure 1 shows the framework of the open set recognition pipeline including training and inference steps. As illustrated, a closed set genre classifier is trained only on samples from the KKCs. An OSR algorithm is trained and utilized in the inference process to classify music audio as one of the KKCs or an unknown class. In this section, we will illustrate the closed set genre classifier and the open set recognition model used in this paper.

2.1 Closed Set Genre Classifier

Kong et al. proposed a set of architectures in 2020 [5] that utilize transfer learning and fine-tuning of model weights trained on the AudioSet dataset [21]. CNN14, which is one of the proposed model architectures, has achieved state-of-the-art performance in multiple audio classification tasks including genre classification on the GTZAN dataset. Therefore, we propose using a CNN14 architecture and transfer learning as the closed set genre classifier. The model architecture using transfer learning based on the CNN14 architecture is illustrated in Table 1.

2.2 Open Set Classifier

SoftMax with threshold and OpenMax are two methods commonly used to address the open set recognition problem. In this section, we describe the SoftMax with threshold method and OpenMax method in detail.

The softmax function is often used as the activation function in the output layer for DNNs in multi-class classification tasks. After applying the softmax function, each node of the output layer can be regarded as the probability of belonging to the corresponding class. It follows that a test sample is from an unknown class if the softmax function produces low probabilities for all known classes. By thresholding the output probabilities on the output layer, a test sample can be identified as an unknown class.

Alternatively, OpenMax, which was proposed in [19] by Bendale et al, is regarded as pioneering work in deep open-set classifiers. It uses the extreme value theorem (EVT)
3. EXPERIMENTAL ANALYSIS

This section illustrates the experimental setup, including the datasets, the selection of classes in the closed and open space for each experiment and a discussion of the results.

The experimental design and setup are also aimed at providing insights into the impact that data quantity, closed and open set selection, model selection, data label quality have on the performance of the OSR music genre classifier.

3.1 Datasets

We evaluate the performance of the OSR algorithm for music genre classification on two benchmark datasets: the GTZAN dataset and the FMA dataset. Each dataset is split into a training set, an evaluation set, and a test set for each experiment. The training set and the evaluation set only contain samples from the KKCs while the test set also contains samples from genres in the UUCs. The KKCs and UUCs are defined in Table 3. More detail on the training and test split for each experiment is presented in Table 2.

The GTZAN dataset consists of 1000 single-label audio files uniformly distributed among 10 genre labels. Each audio sample is a 30-second mp3. In this paper, we split the GTZAN dataset using the data split proposed in [23]. The genre labels in the closed and open sets for Experiments 1-4 are illustrated in Table 3. Notice from Table 2 that the training set and evaluation set has a smaller number of samples than the split proposed in [23] due to the fact that the training and evaluation sets only contain genres in the closed set labels.

For all experiments, the choice of KKCs and UUCs was made based on prior experiments and the evidence that improving the accuracy of the closed set classifier yields an improved open set classifier [24]. We chose genres for KKCs that are better defined by the properties of their audio, whose embeddings have relatively lower mean distance to the genre’s centroid, whilst also having experiments with balanced amounts of data in the open and closed sets.

The FMA dataset contains three different splits including FMA small, FMA medium, and FMA large. The descriptions can be found in [3]. We evaluate the model performance on the FMA in three different experiments (index at 2, 3, and 4), where Table 2 describes the sample size for the training, the evaluation as well as the test set and Table 3 illustrates the choices of KKCs and UUCs for each. We illustrate how to split data into the training set, the evaluation set, and the test set as follows:

1. Experiment 2 uses 8 genres in the FMA small as KKCs to train and evaluate the closed set classifier and inference is run on UUCs from the remaining 8 genres in the valid split of the FMA medium dataset.

2. Experiment 3 redefines the KKCs and UUCs while still using the FMA small and medium datasets. The evaluation and test sets use samples from both the FMA small and medium datasets. The samples of KKCs are split evenly for evaluation and testing.

3. Experiment 4 is the same as Experiment 3, with training and inference on audio samples from all FMA datasets including the FMA large split. Note that we only use audio sample with genre labels in the FMA large split.

3.2 Objective Metrics

The accuracy defined in (1) is used to evaluate the model performance. Here $TP_k$ and $FN_k$ are the number of true
Table 2: This table contains the data sources as well as the number of samples for the training, evaluation, and test sets for each experimental setup. The size of the training and evaluation sets are based only on the audio samples in the KKCs defined in Table 3 respectively.

| Data         | Training set | Evaluation set | Test set |
|--------------|--------------|----------------|---------|
| GTZAN        | 226          | 103            | 290     |
| FMA small & medium | 6400        | 800            | 2505    |
| FMA large    | 15040        | 940            | 1565    |
| FMA large    | 26045        | 1516           | 3188    |

positives and false negatives corresponding to class $k$. In the closed set model training process, $k \in [1, N]$, where $N$ is the number of KKCs. In the open set recognition process, $k \in [0, N]$ with UUCs indexed at 0.

$$\frac{\sum_k TP_k}{\sum_k (TP_k + FN_k)}.$$  \hspace{1cm} (1)

3.3 Implementation Details

As discussed in the previous section, we use transfer learning based on the CNN14 [5] architecture as the model backbone for the closed set classifier. In addition, the model weights are fine-tuned based on a task on the AudioSet dataset. For each experiment, we set the maximum epoch to 50. We compare the model performance by freezing or not freezing the CNN14 model weights. Moreover, we also compare the model performance with and without mixup augmentations for closed set classifier training. We find that the best model performance achieved for the GTZAN dataset occurs when the pre-trained model weights are frozen, and without mixup augmentation. However, better closed set model accuracy is achieved by not freezing the model weights and including mixup augmentation in the FMA experiments. All experiments use the Adam optimizer with a learning rate of 0.0001.

For the OSR task, we use grid search for $\alpha \in [N/2, N]$ and $\eta$ ranges between 20 and 40 with increments of 5. The best model performances are presented in the next section.

3.4 Results

Table 3 shows the best performance for each experimental setup with the optimally identified hyper-parameters including $\alpha$, $\eta$, and $\epsilon$. In the following section, we elaborate on the results summarized in the table.

3.5 Discussion

We discuss the results and observe how they vary with the rejection threshold $\epsilon$, open set model, training data size, open and closed set class selection, data quality, and observations on how well defined specific genres are based on the labels and audio features in these datasets.

Figure 2 plots the accuracies of OpenMax and SoftMax for different rejection thresholds $\epsilon$. In plot (b), we notice that the highest accuracy occurs at the lowest $\epsilon$ amongst experiments. Note that for all experiments the function of accuracy appears concave with respect to the rejection threshold. The optimal accuracy reached in Experiment 2 is the lowest among all experiments, consistent with the finding in [24] that an closed set classifier performance is correlated to the accuracy on the open set recognition task.

Comparing the performance of SoftMax and OpenMax with threshold we note that in plot (a) Figure 2, SoftMax with threshold has the highest optimal accuracy, though OpenMax performs best in lower $\epsilon$ regimes. (b), SoftMax with threshold outperforms OpenMax but they converge to a similar maximum accuracy. In both (c) and (d) OpenMax consistently obtains higher accuracy than SoftMax indicating that OpenMax likely performs best when the closed set classifier has been trained on a larger dataset. Inspecting the confusion matrices in Figure 3 we also see that OpenMax is slightly less prone to misclassifying Country as unknown.

Regarding the impact of dataset size, Table 3 shows that both $ACC_C$ and $ACC_{OSR}$ accuracies are higher for the FMA large experiments than those on the FMA medium. In addition, genre classes with too few samples are unlikely to provide rich enough data to the closed set genre classifier to learn meaningful embeddings that would also be effective in the open set task. Specifically, the model struggles to effectively classify the genres with limited samples in training. For example, we have extremely low precision on Blues and Country and can see from Table 4 that these classes have the smallest training dataset sizes, which is likely impacting the model precision.

![Figure 2](image-url): Accuracy vs. the rejection threshold for each experiment. (a) shows the result on Experiment 1. (b) and (c) present results using the FMA small & medium dataset on Experiment 2 and Experiment 3, respectively (d) shows the result on Experiment 4.

Experiments 2 and 3 illustrate the impact that the choice of closed and open set classes has on the OSR model accuracy. Colloquially, less a clearly defined genres like Pop and Experimental were exchanged with Jazz and Classical in the open set. The hypothesis that the classes moved to the open set in Experiment 3 are more challenging to define based on audio features is consistent with the higher
Table 3: The table shows the model performance based on different datasets and different KKC and UUC selections. ACC\(_C\) is the closed set test accuracy - accuracy on KKC. ACC\(_S\) is the overall accuracy using the softmax activation on the entire test set, including unknown classes. ACC\(_st\) and ACC\(_ot\) are the accuracies for the test set using SoftMax with thresholds and OpenMax with thresholds respectively.

![Table 3](image-url)

Figure 3: Confusion matrix for the GTZAN test split using the SoftMax with threshold and the OpenMax with threshold.

ACC\(_C\) in experiment 3. Both ACC\(_st\) and ACC\(_ot\) are also higher, providing further evidence that a ‘best-case’ closed set classifier will provide the optimal accuracy when including the open set in the task.

The t-SNE plots of the activation vectors of each song in Figure 4 also illustrate how much more densely concentrated around their centroid some genres like Classical are. In clear juxtaposition to this, Pop labeled samples are far less concentrated and overlap significantly with the spaces predominantly populated by other genres.

Looking more closely at specific genres, we have already noticed that most audio samples labeled as Blues are misclassified as unknown in the open set recognition task, as shown in Figure 3. This is consistent with research found in [25] that there are manually mislabeled audio samples between Blues and Country. In addition, there are mislabelled data points for the Metal genre label. Plot (a) in Figure 4 illustrates a number of the outliers for different classes, such as the Blues activation vectors near the Metal cluster. The combination of limited data points labelled Blues, outliers, and highly distributed samples could be resulting in probabilities of all KKCs, thus resulting in all Blues samples being labeled as unknown.

Overall, the plots in Figure 4 indicate how distributed and less tightly defined the UUCs are than KKCs. In part this is to be expected because the activation vectors visualized are optimal representations learned from audio to separate the samples of each KKC. Pop and Hip-hop are significantly overlapping, and are also distributed over Classical, Jazz and Metal clusters. However, even some of the UUCs are more tightly distributed than others. For example, the Classical samples in plot (e) of Figure 4 are noticeably nearer to each other than those for Blues. A genre that can be succinctly defined in terms of the features in its audio is likely to have higher precision, even if belonging to the set of UUCs.

![Diagram](image-url)

Table 4: This table contains the training data size, precision and recall for each genre in the FMA large experiment. It also includes the precision and recall for the UUCs that were not present in training.

![Table 4](image-url)

4. CONCLUSION & FUTURE WORK

This paper establishes a baseline capacity and viable approach to novel genre detection by applying open set recognition methods to embeddings learned from ‘best-case’ closed set genre classifiers. We propose a system for open set recognition on music genres, which is both capable of classifying audio into known genres and also detecting previously unseen genres. We conduct a full experimental analysis of its performance on experiments designed from open source benchmark datasets and find that the open set accuracy can be affected by factors including the rejection threshold, the number of training samples, the choice of open set recognition model, the selection of KKCs and UUCs, and the data label quality, influenced by the qualitative definition of genres.

As [25] suggested, there are issues with labeled genre
Figures 4 and 5: The t-SNE plots. (a)-(c) are the t-SNE plots for Experiment 1. (d) - (f) are the t-SNE plots for Experiment 2. (g) - (i) are the t-SNE plots for Experiment 4. The t-SNE plots for Experiment 3 is not presented as it is similar to the plot for Experiment 4 due to the fact that they have the same KKCs and UUCs.

Figure 5: Confusion matrix and error matrix for the experiment using the FMA large dataset. (a) is the confusion matrix showing how each genre category in the test split is predicted. (b) is the error matrix illustrates on how the unknown genre categories predicted incorrectly into close set genre categories or correctly as the unknown genre category.

tags, even those provided by experts in the GTZAN dataset. There are similar caveats and complications in the artist provided labels in the FMA dataset [26]. A possible research direction is to better define music genres based on audio features and design machine learning systems to automatically correct mislabeled genres, leveraging unsupervised approaches to learning groups of similar music.

We could also employ few-shot learning to identify music genres for which we have limited training data. Furthermore, genres emerge over time, and a practical system that detects the emergence of novel genres from audio could be trained on samples of genres that are segmented into KKCs and UUCs based on when they were released, allowing the trained model to provide a realistic measure of our ability...
to identify if music is of a new genre.
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