Discriminating accurate results in nonlinear models
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Abstract—Non-linear models are challenging when it is time to verify that a certain HPC optimization does not degrade the accuracy of a model. Any apparently insignificant change in the code, in the software stack, or in the HPC system used can prevent bit-to-bit reproducibility, which added to the intrinsic nonlinearities of the model can lead to differences in the results of the simulation. Being able to deduce whether the different results can be explained by the internal variability of the model can help to decide if a specific change is acceptable. This manuscript presents a method that consists in estimating the uncertainty of the model outputs by doing many almost-identical simulations slightly modifying the model inputs. The statistical information extracted from these simulations can be used to discern if the results of a given simulation are indistinguishable or instead there are significant differences. Two illustrative usage examples of the method are provided, the first one studying whether a Lorenz system model can use less numerical precision and the second one studying whether the state-of-the art ocean model NEMO can safely use certain compiler optimization flags.
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I. INTRODUCTION

When trying to optimize a computer code to make it faster and/or more efficient, one requisite is to avoid degrading the accuracy of the results. In many cases this can be trivial to evaluate, but in the case of computational models that try to simulate nonlinear systems (i.e. Navier-Stokes equations of fluid dynamics widely used in weather and climate models) this is far from being trivial. In these cases, any slight perturbation in the input data, any apparently inoffensive change in the algorithms, a change in the software stack, the specific compiler optimization flags used or the use of a different machine can easily lead to differences in the final results. Dealing with such situations is not easy and it is an open topic in computational science [1] [2]. In many cases, trying to achieve exactly the same results is possible [3] but difficult, expensive and, above all, possibly useless. In a computational model there are many potential sources of error (model inputs, numerical methods, compiler optimization ...) and, as a consequence, the results produced by a simulation will have an inherent uncertainty. In problems that are highly conditioned by the initial conditions, such as weather prediction, minimizing the errors due to the numerical approximations or the computational implementation will have little or no effect on the accuracy if the model inputs still have uncertainties. In these cases, it is legitimate to ask ourselves if it is worth to invest resources on minimizing the model errors when this will have no impact on the accuracy of the results. Nevertheless, even accepting that any change will affect the outputs, it is still necessary to have the capacity to determine if a certain change produces differences that are within model variability of beyond.

This problem has been faced before. For example in [4] they design a method to evaluate that a code that solves
the shallow water equations is still accurate after a code optimization. However, the proposed method is not easily transferable to other problems. Some other examples [5] [6] rely on a visual inspection of the model outputs by a scientist with field expertise to assess whether the results are good enough. Finally, in other cases the verification rely on field specific advanced statistical methods [7] [8]. Therefore, none of the known solutions is as simple and flexible as the one presented in this manuscript.

To illustrate how the method can be used, two examples are provided. In the first of the two examples, we change the numerical precision used to simulate a Lorenz system and study whether the change in the precision impacts the quality of the results. In the second example, we compile the state-of-the art ocean model NEMO with different compiler optimization flags and evaluate whether the optimization applied degrades the quality of the results.

II. Method

In order to establish if a certain change in a computational model (a different numerical method, different compilation flags, a different platform,...) changes the results beyond what can be acceptable we have to start defining a test case. A test case usually will be composed by specific model inputs (initial conditions, simulation parameters, simulation length,...), the software (source code, compiler, software stack) and the hardware (a specific platform).

With all these elements settled, we compute the test case and define the outputs obtained as our reference outputs. Having the reference outputs, we can then evaluate the differences between any given simulation and our test case. To achieve this we use the root mean square error (RMSE), whose definition can be found in equation 1, generating a time-series of the error for each variable being evaluated.

\[
RMSE(t) = \sqrt{\frac{\sum_{i=1}^{i_{\text{max}}} \cdots \sum_{n=1}^{n_{\text{max}}} (\text{ref}_{i \cdots n}(t) - x_{i \cdots n}(t))^2}{i_{\text{max}} \cdots n_{\text{max}}}}
\]

Where \( i, \ldots, n \) are the dimension indices.

At this point, we are only able to distinguish whether the results are exactly the same and the RMSE for all the evaluated variables is exactly 0 or if the results present some difference. In case of having a difference, we are still not able to explain if this difference is relevant or not.

In order to have something to compare with, we propose to produce a series of simulations that are almost identical to the reference case, but where the initial conditions have been slightly modified. This is widely known in Earth sciences as an ensemble of simulations. In these cases, the simulation parameters, the source-code, and everything but the initial conditions of the simulation must be exactly like the reference case. For each one of those simulations and for each output variable being evaluated we produce the RMSE time-series. At this point, by plotting the time-series we should be able to see how the RMSE of each case follows a different trajectory due to the non-linearity of the model.

With all this done, in order to evaluate the impact that a certain change has in the outputs, we just need to launch the simulation with the specific conditions that we want to test, compute the RMSE of each variable against the reference simulation and compare these RMSE time-series with the time-series of the ensemble simulations. If the time-series of the case being evaluated are similar or below the ensemble, we consider that the results are good enough, and if on the contrary the time-series show that the RMSE grows faster than the members of the ensemble, we consider that the results are not good. This is illustrated in Figure 1.
III. EXAMPLES

A. Adjusting numerical precision for a Lorenz System simulation

A Lorenz System is a simple system of equations (see equation 2) that shows chaotic behaviour. This implies that the slightest perturbation in the system (inputs, numerical methods, ...) would make that the results of two very similar simulations end up completely different.

\[
\frac{\partial x}{\partial t} = \sigma (y - x), \quad \frac{\partial y}{\partial t} = x (\rho - z) - y, \quad \frac{\partial z}{\partial t} = x \cdot y + \beta z \quad (2)
\]

To study if the precision can be reduced without degrading the quality of the results we apply the method explained in the previous section. We perform a simulation using the reference code in double precision with parameters \(\sigma = 10\), \(\rho = 28\) and \(\beta = 3/8\), with the initial conditions being \(x = y = z = 1\). After that, we launch one hundred simulations with the same code but adding a slight perturbation \((p \propto 10^{-4})\) to the initial conditions. In Figure 2 it can be seen how the system behaves chaotically and the members of the ensemble that have very similar initial conditions (grey lines) have very different trajectories after 15 seconds.

Using a reduced precision emulator [5] that allows us to simulate what would happen if the simulations were performed using floating-point representations with a specific number of significant bits, we performed tests with different cases and evaluated them against the ensemble. The results that can be seen in Figure 2. In the top part of the figure it can be seen that using a 13-bit significant floating point representation (red line) the resulting simulation is significantly different from the reference simulation (dashed black line), far beyond the variability measured by the ensemble, while the simulation performed with a 23-bit significant floating point representation is closer to the reference than the ensemble members. In the bottom part of figure it can be seen that with a simple visual inspection of the two reduced-precision cases against the ensemble one can determine if the approximation degrades the results beyond model uncertainty (like the red case) or the error introduced is negligible compared to the model uncertainty due to other error sources (green case).

B. Trying different compiler flags in NEMO4

NEMO is a state-of-the-art ocean model and it is based on the Navier-Stokes nonlinear partial differential equations. In order to use the NEMO source-code to perform simulations on a supercomputer we have to rely on compilers that build the actual executable. Compilers can use approximations to obtain faster programs, and some of these approximations can affect the results of the floating point arithmetic. In order to determine if the usage of an specific compiler optimization degrades the accuracy of the model, we use the method explained in this manuscript. Our test case is a one year simulation with an ORCA2 grid (two degree horizontal resolution) with which we perform a one year simulation without compiler optimization. Afterwards we launch an ensemble of simulations with the same version of the executable but starting with perturbed initial conditions (the temperature field is modified with white noise), and measure how much the ensemble members differ from the reference in the many variables that the model can output. We use this information to evaluate the effects of using certain flags with the Intel compiler on the Marenostrum 4 supercomputer hosted by the Barcelona Supercomputing Center. Modern compilers have a very extensive list of possible optimization methods that can be activated or deactivated.
through a compilation flag. Understanding the specific action of each flag goes beyond the scope of this manuscript, which only aims to illustrate the potential usage of the method. To do so we tested the most usual optimization flags (O1, O2, O3 and xHost).

In the results shown in Figure 3 it can be seen that while it is true that compiler optimization leads to different results, these differences are not always indicating wrong results. In Figure 3 A it can be seen that while compiler optimization prevents bit-to-bit reproducibility, the error remains smaller than the error observed in the ensemble. In Figure 3 B, it can be seen that while the flags O1, O2 and O3 produce results that are comparable to those generated without optimization, the flag xHost, which enables the use architecture specific instructions, leads to results that clearly differ from the ensemble for the global sum of the sea surface height.

IV. DISCUSSION

The method presented in this manuscript allows us to discriminate with a fairly solid basis whether a model modification degrades the results or these remain within its intrinsic uncertainty. It has been successfully used in two very different exercises, proving its usefulness. The Lorenz system example illustrated how by simple visual inspection it can be seen if the results are degraded beyond model uncertainty or not. The NEMO example showed that while compiler optimization leads to different results, these results remained within model variability except for the use of -xHost optimization which caused the degradation of the results for the global sea surface height. While there is room for more theoretical considerations and improvements have to be made in order to generalize even more this method, it can be a valuable resource to validate results from non-linear models. It can be specially useful for computer engineers trying to optimize the computational performance of models with non-linear behaviour and who do not have a strong background on the scientific field.
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