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Abstract

Time fractional PDEs have been used in many applications for modeling and simulations. Many of these applications are multiscale and contain high contrast variations in the media properties. It requires very small time step size to perform detailed computations. On the other hand, in the presence of small spatial grids, very small time step size is required for explicit methods. Explicit methods have many advantages as we discuss in the paper. In this paper, we propose a partial explicit method for time fractional PDEs. The approach solves the forward problem on a coarse computational grid, which is much larger than spatial heterogeneities, and requires only a few degrees of freedom to be treated implicitly. Via the construction of appropriate spaces and careful stability analysis, we can show that the time step can be chosen not to depend on the contrast or scale as the coarse mesh size. Thus, one can use larger time step size in an explicit approach. We present stability theory for our proposed method and our numerical results confirm the stability findings and demonstrate the performance of the approach.

1 Introduction

Many problems have multiscale nature. These include flow in porous media, composite materials and so on. Multiscale features typically occur spatially due to variable nature of media properties. For example, porous media properties can vary at different scales. Many multiscale methods have been developed for steady state and dynamic problems. However, there has been limited research on multiscale methods with fractional time derivatives. Fractional time derivatives occur in many applications as will be discussed next.

Recently, there has been many research activities related to equations with fractional derivatives. This is due to the numerous effective applications of fractional calculus in various fields of science and technology [1, 23, 36, 38]. For example, fractional derivatives are used for describing the physical process of statistical transfer and this leads to diffusion equations of fractional orders [3, 35]. Many methods have been developed for the numerical solution of time fractional equations. The most common differential approximation of the time fractional derivative is the so-called L1 method [36, 45]. To approximate the time fractional derivative with a higher...
order of accuracy, difference analogs of the L2 type are used [2, 3, 20]. The basic properties of these difference analogs are well studied and are used for solving various fractional PDEs. In this paper, we combine time fractional PDE approximation with multiscale splitting to solve challenging time fractional PDEs in heterogeneous media.

For time fractional PDEs, it is difficult to use explicit methods due to time step constraints. The time step constraints involve the fractional power and the fine grid which is much smaller compared to the coarse grid and thus one requires smaller time step size for explicit methods as the fractional power gets smaller. In the presence of multiscale features, the time step size is even smaller as the contrast increases.

In this paper, we propose partially explicit approach, where one implicitly treats a few degrees of freedom defined on a coarse grid and the rest of degrees of freedom are treated explicitly. This approach allows removing the time step constraint due to the contrast and reduce the time step constraint due to the fine-grid mesh size. In particular, the time step size is smaller than an appropriate fractional power of coarse-grid mesh size. In general, by choosing coarse-grid mesh size larger, one can alleviate this problem and make the time step larger. We would like to note that explicit methods have many advantages as they provide less communications and easy to compute. They can also be used in constructing efficient neural network architectures.

In the paper, we present a novel framework for stability analysis of implicit-explicit methods for time fractional PDEs. The stability analysis starts with a space decomposition for coarse-grid degrees of freedom and the other degrees of freedom. This framework derives conditions necessary for partial explicit schemes to be stable. In particular, the stability conditions show that one needs the second space to be free of contrast. To achieve this, we need spaces like CEM-GMsFEM, which we describe next.

In previous findings, many multiscale algorithms have been developed, such as RVE based homogenization approaches [17, 32], multiscale finite element methods [17, 24, 29], generalized multiscale finite element methods (GMsFEM) [7, 8, 9, 12, 16], constraint energy minimizing GMsFEM (CEM-GMsFEM) [10, 11], nonlocal multi-continua (NLMC) approaches [14], metric-based upscaling [37], heterogeneous multiscale method [15], localized orthogonal decomposition (LOD) [22], equation-free approaches [40, 41], multiscale stochastic approaches [25, 26, 27], and hierarchical multiscale method [4]. Special constructions are needed for computing multiscale basis functions. These spaces satisfy the conditions needed for partial explicit methods.

Splitting approaches are used for many applications, [34, 44]. For example, they are used for splitting physics. In our recent works, we have used splitting approaches in a design of partial explicit methods for parabolic and wave equations [18, 19]. In the current paper, we extend these ideas to time fractional diffusion equations, which require significant modifications.

We present several numerical results, where we compare our proposed approaches with the approaches where all degrees of freedom are treated implicitly. We consider high contrast permeability fields. Our numerical results show that the proposed methods provide similar accuracy compared to the methods where all degrees of freedom are treated implicitly. In conclusion, we would like to highlight some novelties of the proposed methods.

- The proposed methods provide a venue for performing partial explicit time stepping for time fractional PDEs, where time step constraints can be severe.
- The time step constraint depends on the coarse mesh size and is independent of the
contrast.

- Numerical results confirm our theoretical findings.

The paper is organized as follows. In the next section, we present some preliminaries. Section 3 is devoted to stability conditions and their derivations. In Section 4, we briefly present the construction of spaces for partially explicit method. We present the numerical results in Section 5 and conclude the paper in Section 6.

2 Preliminaries

Let $\Omega$ be a bounded domain in $\mathbb{R}^d$ ($d = 1, 2, 3$) with a sufficiently smooth boundary $\partial \Omega$. We consider a partial differential equation with the fractional derivative in time $t$, obtaining the following approximation:

$$
\begin{aligned}
\begin{cases}
\partial_t^\alpha u(x, t) = \nabla \cdot (\kappa(x) \nabla u(x, t)) + f(x, t) & \text{in } \Omega, \quad t \in (0, T] \\
u = 0 & \text{on } \partial \Omega, \quad t \in (0, T] \\
u(0) = u_0(x) & \text{in } \Omega.
\end{cases}
\end{aligned}
$$

(1)

Here, $0 < \alpha < 1$ is a given fixed parameter. $\kappa(x)$ is a high-contrast multiscale field. The initial function $u_0$ is a given term and $T > 0$ is a fixed value. The source term $f$ satisfies $t^{1-\alpha} f \in L^1(0, T; L^2(\Omega))$.

In the model problem (1), $\partial_t^\alpha w$ refers to the left-sided Caputo fractional derivative of order $\alpha$ of the function $w(t)$, defined by (see, e.g. [30, p. 91, (2.4.1)] or [39, p. 78])

$$
\partial_t^\alpha w(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} w'(s)ds.
$$

The fractional diffusion equations were introduced in physics aiming at describing diffusions in media with fractal geometry [35]. They are enormously applied to many fields, for example in engineering, physics, biology and finance. Their practical applications include electron transport in Xerox photocopier, visco-elastic materials, and protein transport in cell membrane [42, 21, 31].

To discretize the model problem (1), we first decompose the time domain $[0, T]$ into $N$ time subdomains $(T_n, T_{n+1})$, $n = 0, 1, \cdots, N - 1$, with $0 = T_0 < T_1 < \cdots < T_{N-1} < T_N = T$ and $\Delta T_n := T_{n+1} - T_n$. For simplicity, we assume $\Delta T_n = \Delta T$ for any $n = 0, 1, \cdots, N - 1$. Let $\mathcal{T}_H$ be a decomposition of the spatial domain $\Omega$ into non-overlapping shape-regular rectangular elements with maximal mesh size $H$. Let $\mathcal{T}^h$ be a refinement of $\mathcal{T}_H$ with $h \ll H$. One could choose a finite element space $V_h \subset H^1_0(\Omega)$ with $h$ being an extremely small number and utilize full discretization to solve (1). For the sake of saving computational cost, we would like to construct a finite dimensional space $V_H \subset H^1_0(\Omega)$ based on $\mathcal{T}_H$.

Utilizing finite difference approximation to discretize the time-fractional derivative [33], one obtains the following approximation

$$
\partial_t^\alpha u(x, T_k) \approx \frac{1}{\Gamma(2-\alpha)} \sum_{j=0}^{k} \frac{u(x, T_{k+1-j} - u(x, T_{k-j}))}{\Delta T^\alpha} [(j+1)^{1-\alpha} - j^{1-\alpha}], \quad \text{for } k = 1, 2, \cdots, N.
$$

(2)

Using the implicit Euler scheme and the approximation (2), one obtains the full discretized finite element method which reads as follows: for any $k = 0, 1, \cdots, N - 1$, find $u^{k+1} \in V_H$ such that

$$
(u^{k+1}, v) + \alpha_0 a(u^{k+1}, v) = (1-b_1)(u^k, v) + \sum_{j=1}^{k-1} (u^{k-j}, v) + b_k(u^0, v) + \alpha_0 (f^{k+1}, v), \quad \forall v \in V_H.
$$

(3)
Here, $\alpha_0 = \Gamma(2 - \alpha)\Delta T^\alpha$, $a(v, w) := (\kappa \nabla v, \nabla w)$ for any $v, w \in V_H$ and $b_j = (j + 1)^{1-\alpha} - j^{1-\alpha}$, for $j = 0, 1, \cdots, k$. We remark that $u^k$ is an approximation to the solution $u(T^k)$.

Next, we clarify some notations used throughout the article. We write $(\cdot, \cdot)$ to denote the inner product in $L^2(\Omega)$ and $\| \cdot \|$ for the corresponding norm. Let $H^1(\Omega)$ be the classical Sobolev space with the norm $\|v\|_1 := \left( \|v\|^2 + \|
abla v\|^2 \right)^{1/2}$ for any $v \in H^1(\Omega)$ and $H_0^1(\Omega)$ the subspace of functions having a vanishing trace. For any subset $S \subset \Omega$, we denote $V(S) := H_0^1(S)$. We use $\| \cdot \|_a$ to denote the norm induced by the $a$-norm. That is, $\|v\|_a = \sqrt{a(v, v)}$.

3 Three Schemes and Stabilities

In this section, we will prove the unconditional stability for implicit Euler scheme in Subsection 3.1 In Subsection 3.2, we establish the stability condition for the explicit Euler scheme. Finally, in Subsection 3.3, we introduce a partial splitting algorithm and discuss the stability condition for the algorithm.

3.1 Stability of Implicit Euler Scheme

We present in the following theorem that the implicit Euler scheme is unconditionally stable (cf. [43]).

**Theorem 3.1.** Assume the source term $f$ satisfies $t^{1-\alpha}f \in L^1(0, T; L^2(\Omega))$. Let $\Delta T$ be the time step size and define $\alpha_0 := \Gamma(2 - \alpha)\Delta T^\alpha$. Let $u^k$ be the solution to (3) for $k = 1, 2, \cdots, N$. Then the implicit Euler Scheme (3) is unconditionally stable. Moreover, we have the following stability estimate:

$$\|u^N\|^2_a \leq \|u^0\|^2_a + \alpha_0 \left( \sum_{k=0}^{N-1} \|f^{k+1}\|^2 \right).$$

**Proof.** Note that (3) can be rewritten into

$$\sum_{j=0}^{k} b_{k-j} (u^{j+1} - u^j, v) + \alpha_0 (\kappa \nabla u^{k+1}, \nabla v) = \alpha_0 (f^{k+1}, v) \forall v \in V_H. \quad (4)$$

Define $b_k := b_{-k}$ for any $k < 0$ and $k \in \mathbb{Z}$. Choosing $v = u^{k+1} - u^k$ in (4) and taking a summation over $k$ from 0 to $N - 1$, one obtains the following equality.

$$\sum_{k=0}^{N-1} \sum_{j=0}^{k} b_{k-j} (u^{j+1} - u^j, u^{k+1} - u^k) + \alpha_0 \sum_{k=0}^{N-1} a(u^{k+1}, u^{k+1} - u^k) = \sum_{k=0}^{N-1} \alpha_0 (f^{k+1}, u^{k+1} - u^k). \quad (5)$$

Notice that the first term of (5) can be written as

$$\sum_{k=0}^{N-1} \sum_{j=0}^{k} b_{k-j} (u^{j+1} - u^j, u^{k+1} - u^k) = \frac{b_k}{2} \sum_{k=0}^{N-1} \|u^{k+1} - u^k\|^2 + \frac{1}{2} \sum_{k=0}^{N-1} \sum_{j=0}^{N-1} b_{k-j} (u^{j+1} - u^j, u^{k+1} - u^k).$$

Recall that

$$b_k = (k + 1)^{1-\alpha} - k^{1-\alpha} = \frac{1}{1 - \alpha} \int_0^1 (k + s)^{-\alpha} ds.$$
Therefore, we have
\[
\sum_{k=0}^{N-1} \sum_{j=0}^{N-1} b_{|k-j|}(u^{j+1} - u^j, u^{k+1} - u^k) = \frac{1}{1 - \alpha} \int_0^1 \int_0^\infty \sum_{k=0}^{N-1} \sum_{j=0}^{N-1} e^{-|k-j|\tau} (u^{j+1} - u^j)(u^{k+1} - u^k) dg_s(\tau) ds.
\]

Create a matrix \(M\) of size \(N \times N\) with entry \(M_{k,j} = e^{-|k-j|t}\) for \(0 \leq k, j \leq N - 1\). Then the matrix \(M\) is positive definite for \(t > 0\). Therefore,
\[
\sum_{k=0}^{N-1} \sum_{j=0}^{N-1} b_{|k-j|}(u^{j+1} - u^j, u^{k+1} - u^k) > 0.
\]

Therefore, we have
\[
\sum_{k=0}^{N-1} \sum_{j=0}^{N-1} b_{|k-j|}(u^{j+1} - u^j, u^{k+1} - u^k) + \alpha_0 \sum_{k=0}^{N-1} \alpha(u^{k+1}, u^{k+1} - u^k) \geq \frac{1}{2} \sum_{k=0}^{N-1} \|u^{k+1} - u^k\|^2 + \alpha_0 \sum_{k=0}^{N-1} \alpha(u^{k+1}, u^{k+1} - u^k).
\]

Notice that \(\alpha(u^{k+1}, u^{k+1} - u^k) = \frac{1}{2}(\|u^{k+1}\|_a^2 - \|u^k\|_a^2 + \|u^{k+1} - u^k\|_a^2)\). Furthermore, utilizing Cauchy-Schwarz Inequality, one obtains the following estimate.
\[
\alpha_0 \sum_{k=0}^{N-1} (f^{k+1}, u^{k+1} - u^k) \leq \sum_{k=0}^{N-1} \alpha_0 \left\| f^{k+1} \right\| \left\| u^{k+1} - u^k \right\| \leq \frac{\alpha^2_0}{2} \sum_{k=0}^{N-1} \| f^{k+1} \|^2 + \frac{1}{2} \sum_{k=0}^{N-1} \| u^{k+1} - u^k \|^2.
\]

Therefore we have \(\frac{1}{2} \sum_{k=0}^{N-1} \|u^{k+1} - u^k\|^2 + \sum_{k=0}^{N-1} \frac{\alpha_0}{2} (\|u^{k+1}\|_a^2 - \|u^k\|_a^2 + \|u^{k+1} - u^k\|_a^2) \leq \alpha_0^2 \sum_{k=0}^{N-1} \| f^{k+1} \|^2 + \frac{1}{2} \sum_{k=0}^{N-1} \| u^{k+1} - u^k \|^2\). It follows from \(f\) satisfies \(t^{1-\alpha} f \in L^1(0, T; L^2(\Omega))\) that \(\alpha_0 \sum_{k=0}^{N-1} \| f^{k+1} \|^2\) is bounded. So we have
\[
\|u_N\|_a^2 \leq \|u_0\|_a^2 + \alpha_0 \sum_{k=0}^{N-1} \| f^{k+1} \|^2.
\]

3.2 Stability of Explicit Euler Scheme

With explicit Euler scheme and the approximation \([2]\), the full discretized finite element method reads as follows: for any \(k = 0, 1, \cdots, N - 1\), find \(u^{k+1} \in V_H\) such that
\[
(u^{k+1}, v) + \alpha_0 a(u^k, v) = (1 - b_1)(u^k, v) + \sum_{j=1}^{k-1} (u^{k-j}, v) + b_k (u^0, v) + \alpha_0 (f^{k+1}, v), \forall v \in V_H.
\]

By a similar argument and \(a(u^k, u^{k+1} - u^k) = \frac{1}{2}(\|u^{k+1}\|_a^2 - \|u^k\|_a^2 + \|u^{k+1} - u^k\|_a^2)\), we present the stability condition of explicit Euler scheme in the following theorem. For the brevity of the paper, we omit the proof here.
Theorem 3.2. Assume the source term $f$ satisfies $t^{1-\alpha} f \in L^1(0,T;L^2(\Omega))$. Let $\Delta T$ be the time step size and define $\alpha_0 := \Gamma(2-\alpha)\Delta T^\alpha$. Let $u_k$ be the solution to (9) for $k = 1, 2, \ldots, N$. Then the explicit scheme (9) is stable if $\|v\| \geq 2\alpha_0 \|v\|_a^2$ for any $v \in V_H$. Moreover, we have the following estimate

$$\|u^N\|_a^2 \leq \|u^0\|_a^2 + \alpha_0 \sum_{k=0}^{N-1} \|f^{k+1}\|_a^2.$$  \hspace{5cm} (10)

3.3 Stability of Partially Explicit Scheme

In this subsection, we shall introduce a partially explicit temporal splitting scheme. For this purpose, we decompose the solution space $V$ into two subspaces $V_{H,1}$ and $V_{H,2}$. That is, $V = V_{H,1} + V_{H,2}$. Then the solution $u^{k+1}$ can be written as $u^{k+1} = u_1^{k+1} + u_2^{k+1}$ with $u_1^{k+1} \in V_{H,1}$ and $u_2^{k+1} \in V_{H,2}$. The full discretized finite element method with partially explicit temporal splitting scheme reads as follows: for any $k = 0, 1, \cdots, N-1$, find $u_1^{k+1} \in V_{H,1}$ and $u_2^{k+1} \in V_{H,2}$ such that

$$(u^{k+1}, v) + \alpha_0 a(u_1^{k+1} + u_2^{k}, v) = (1 - b_1)(u^k, v) + \sum_{j=1}^{k-1} (u^{k-j}, v) + b_k(u^0, v) + \alpha_0 (f^{k+1}, v), \forall v \in V_H.$$  \hspace{5cm} (11)

We study the stability of the partially explicit scheme in the following theorem.

Theorem 3.3. Assume the source term $f$ satisfies $t^{1-\alpha} f \in L^1(0,T;L^2(\Omega))$. Let $\Delta T$ be the time step size and define $\alpha_0 := \Gamma(2-\alpha)\Delta T^\alpha$. Let $u_k$ be the solution to (11) for $k = 1, 2, \cdots, N$. Then the partially explicit scheme (11) is stable if

$$\|u_1 + u_2\| \geq 2(1 - \gamma^2) \|u_2\| \text{ for any } u_1 \in V_{H,1}, u_2 \in V_{H,2}$$  \hspace{5cm} (12)

and

$$\|v\| \geq \alpha_0 (1 - \gamma^2)^{-1} \|v\|_a$$  \hspace{5cm} (13)

for some constant $\gamma \in [0,1)$. Furthermore, we have the following estimate

$$\|u^N\|_a^2 \leq \|u^0\|_a^2 + \sum_{k=0}^{N-1} \alpha_0 \|f^{k+1}\|_a^2.$$  \hspace{5cm} (14)

Proof. Notice that

$$a(u_1^{k+1} - u_2^k, u_2^{k+1} - u^k) = a(u_1^{k+1}, u_2^{k+1} - u^k) + a(u_2^k - u_2^{k+1}, u_2^{k+1} - u^k)$$

$$\geq \frac{1}{2} \left( \|u_1^{k+1}\|_a^2 - \|u_2^k\|_a^2 - \|u_2^{k+1} - u^k\|_a^2 \right) - \frac{1}{2} \left( \|u_2^{k+1} - u_2^k\|_a^2 + \|u_2^{k+1} - u^k\|_a^2 \right)$$

$$= \frac{1}{2} \left( \|u_2^{k+1}\|_a^2 - \|u_2^k\|_a^2 - \|u_2^{k+1} - u_2^k\|_a^2 \right).$$

Applying a similar argument adopted in the proof of Theorem 3.1 and combining (12) and (13), we have

$$\|u^N\|_a^2 \leq \|u^0\|_a^2 + \sum_{k=0}^{N-1} \alpha_0 \|f^{k+1}\|_a^2.$$  \hspace{5cm} (15)
4 \( V_{H,1} \) and \( V_{H,2} \) Constructions

In this section, we shall introduce a possible way to construct spaces \( V_{H,1} \) and \( V_{H,2} \) such that the partially explicit scheme is stable. Our construction follows our previous work [13]. We will first recap the constrained energy minimization (CEM) finite element method and show that the CEM type finite element space is a good choice of \( V_{H,1} \) since the CEM multiscale basis functions are constructed in a way that they are almost orthogonal to the space \( \tilde{V} \) which will be defined in Section 4.1. We will present two possible ways of constructing the subspace \( V_{H,2} \). Before that, we introduce a concept called oversampling domain, which will be used later.

For each coarse element \( K_i \), we define the oversampled region \( K_{i,k_i} \subseteq \Omega \) by enlarging \( K_i \) by \( k_i \in \mathbb{N} \) layer(s), i.e.,

\[
K_{i,0} := K_i, \quad K_{i,k_i} := \bigcup \{ K \in \mathcal{T}^H : K \cap K_{i,k_i-1} \neq \emptyset \} \quad \text{for} \quad k_i = 1, 2, \cdots.
\]

We call \( k_i \) a parameter of oversampling related to the coarse element \( K_i \). See Figure 1 for an illustration of \( K_{i,1} \). For simplicity, we denote \( K_i^+ \) a generic oversampling region related to the coarse element \( K_i \) with a specific oversampling parameter \( k_i \).

Figure 1: Illustration of the oversampling domain.

4.1 CEM method

In this section, we will discuss the CEM method for solving the problem (3). In particular, we will focus on constructing the finite element space by solving a constrained energy minimization problem. Let \( \mathcal{T}_H \) be a decomposition of the spatial domain \( \Omega \) into non-overlapping shape-regular rectangular elements with maximal mesh size \( H \). We shall construct a finite dimensional space \( V_H \subset H^1_0(\Omega) \). For each element \( K_i \in \mathcal{T}_H \), one obtains a set of auxiliary basis functions \( \{ \psi_j^{(i)} \}_{j=1}^{L_i} \subset V(K_j) \) by solving eigenvalue problems: finding \( (\lambda_j^{(i)}, \psi_j^{(i)}) \in \mathbb{R} \times V(K_j) \) such that

\[
\int_{K_i} \kappa \nabla \psi_j^{(i)} \cdot \nabla v = \lambda_j^{(i)} s_i(\psi_j^{(i)}, v), \quad \forall v \in V(K_i),
\]

where \( s_i(u, v) = \int_{K_i} \tilde{\kappa} uv \) and \( \tilde{\kappa} = \kappa \sum_{i=1}^{N_i} |\nabla \chi_i|^2 \) with \( \{ \chi_i \}_{i=1}^{N_i} \) being the standard multiscale finite element basis functions. Select the first \( L_i \) eigenfunctions corresponding to the first small eigenvalues. \( \{ \psi_j^{(i)} \}_{j=1}^{L_i} \) is the set of the auxiliary basis functions and we denote \( V_{aux}^{(i)} := \text{span}\{ \psi_j^{(i)} : 1 \leq j \leq L_i \} \) as the local auxiliary space. We then can define a local projection operator \( \Pi_{K_i} : L^2(K_i) \rightarrow V_{aux}^{(i)} \subset L^2(K_i) \) such that

\[
s_i(\Pi_{K_i} u, v) = s_i(u, v), \quad \forall v \in V_{aux}^{(i)}.
\]

Next we define a global projection operator by \( \Pi : L^2(\Omega) \rightarrow V_{aux} \subset L^2(\Omega) \) such that

\[
s(\Pi u, v) = s(u, v), \quad \forall v \in V_{aux} := \bigcup_{i=1}^{N_e} V_{aux}^{(i)},
\]
where $s(u,v) := \sum_{i=1}^{N_c} s_i(u|K_i, v|K_i)$ and $N_c$ is the number of coarse elements. For each auxiliary basis functions $\psi^{(i)}_j$, we can define a local basis function $\phi^{(i)}_j \in V(K_i^+)$ such that
\[
a(\phi^{(i)}_j, v) + s(\mu^{(i)}_j, v) = 0 \quad \forall v \in V(K_i^+),
\]
\[
s(\phi^{(i)}_j, \nu) = s(\psi^{(i)}_j, \nu) \quad \forall \nu \in V_{aux}(K_i^+).
\]
We then define the space $V_{cem}$ as
\[
V_{cem} := \text{span}\{\phi^{(i)}_j : 1 \leq i \leq N_c, 1 \leq j \leq L_i\}.
\]
The CEM solution $u^{k+1}_{cem}$ for $k = 1, 2, \cdots, N - 1$ is given by
\[
(u^{k+1}_{cem}, v) + \alpha_0 a(u^{k+1}_{cem}, v) = (1-b_1)(u^k_{cem}, v) + \sum_{j=1}^{k-1} (u^{k-j}_{cem}, v) + b_k(u^0_{cem}, v) + \alpha_0 (f^{k+1}, v), \quad \forall v \in V_{cem}.
\]
(16)

Now we construct global basis functions $\phi^{(i)}_{j,glo}$. For each auxiliary basis functions $\psi^{(i)}_j$, we find $\phi^{(i)}_{j,glo} \in V$ such that
\[
a(\phi^{(i)}_{j,glo}, v) + s(\mu^{(i)}_{j,glo}, v) = 0 \quad \forall v \in V
\]
\[
s(\phi^{(i)}_{j,glo}, \nu) = s(\psi^{(i)}_j, \nu) \quad \forall \nu \in V_{aux}.
\]
We remark here that the local multiscale basis $\phi^{(i)}_j$ is an approximation of the global basis function $\phi^{(i)}_{j,glo}$. Denote $V_{glo} := \text{span}\{\phi^{(i)}_{j,glo} : 1 \leq i \leq N_c, 1 \leq j \leq L_i\}$. It can be proved the $V_{glo}$ is $a-$orthogonal to a space $\tilde{V} := \{v \in V : \Pi(v) = 0\}$. We also know that $V_{cem}$ is closed in $V_{glo}$ and therefore it is almost orthogonal to $\tilde{V}$. Thus, we can choose $V_{cem}$ to be $V_{H,1}$ and it remains to construct a space $V_{H,2}$ in $\tilde{V}$.

4.2 Construction of $V_{H,2}$

In this subsection, we will discuss a choice for the space $V_{H,2} \subset \tilde{V}$. This choice of $V_{H,2}$ is based on the CEM type multiscale finite element space. For each coarse element $K_i$, we will solve an eigenvalue problem to obtain the auxiliary basis. Find eigenpairs $(\xi^{(i)}_j, \gamma^{(i)}_j) \in (V(K_i) \cap \tilde{V}) \times \mathbb{R}$ such that
\[
\int_{K_i} \kappa \nabla \xi^{(i)}_j \cdot \nabla v = \gamma^{(i)}_j \int_{K_i} \xi^{(i)}_j \nu, \quad \forall v \in V(K_i) \cap \tilde{V}.
\]
(17)

For each $K_i$, we order the eigenvalues in an increasing order and choose the first smallest few $J_i$ eigenfunctions corresponding to the $J_i$ eigenvalues. The auxiliary space $V_{aux,2}$ is formed by the span of these $J_i$ eigenfunctions. We use the notation $V_{aux,1}$ to denote the space $V_{aux}$ defined in Section 4.1. For each basis function $\xi^{(i)}_j \in V_{aux,2}$, we will define a basis function $\zeta^{(i)}_j$: find $(\zeta^{(i)}_j, \mu^{(i)}_j, \mu^{(i,2)}_j) \in V(K_i^+) \times V_{aux,1} \times V_{aux,2}$ such that
\[
a(\zeta^{(i)}_j, v) + s(\mu^{(i,1)}_j, v) + (\mu^{(i,2)}_j, v) = 0, \quad \forall v \in V(K_i^+),
\]
\[
s(\zeta^{(i)}_j, \nu) = 0, \quad \forall \nu \in V_{aux,1},
\]
\[
(\zeta^{(i)}_j, \nu) = (\xi^{(i)}_j, \nu), \quad \forall \nu \in V_{aux,2}.
\]
(20)

We define
\[
V_{H,2} := \text{span}\{\zeta^{(i)}_j | \forall K_i, \forall 1 \leq j \leq J_i\}.
\]
5 Numerical Experiment

In this section, we shall present numerical results to demonstrate the performance of our proposed partially explicit scheme to solve the time-fractional diffusion equations. We consider the time-fractional diffusion equation (1) in the unit square $\Omega := [0,1]^2$ with the final time $T := 0.01$. The time mesh size is chosen as $\Delta T := 2 \times 10^{-5}$ to discretize the time domain. Let $T_H$ be a decomposition of the spatial domain $\Omega$ into non-overlapping shape-regular rectangular elements with maximal mesh size $H := \frac{1}{10}$. Since there is no analytic solution to system (1), we need to find an approximation of the exact solutions. To this end, the coarse rectangular elements are further partitioned into a collection of connected fine rectangular elements $T_h$ using fine mesh size $h := \frac{1}{100}$. Similarly, we define $V_h$ to be a conforming piecewise affine finite element associated with $T_h$.

To ensure the fine solutions better approximation to the exact solutions, we further partition the time mesh into the fine time mesh with the mesh size $\delta T = \frac{\Delta T}{5}$. We will use the constructed fine spatial mesh, fine time mesh and conforming finite element method to obtain the reference solutions $U^{k+1}_h$ for any $k = 0, 1, \cdots, T \delta T - 1$, find $U^{k+1}_h \in V_h$ such that

$$(U^{k+1}_h, v) + \alpha_0 a(U^{k+1}_h, v) = (1 - b_1)(U^{k}_h, v) + \sum_{j=1}^{k-1} (U^{k-j}_h, v) + b_k(U^0_h, v) + \alpha_0 (f^{k+1}, v), \forall v \in V_h.$$  

Notice that $U^k_h$ is an approximation of $u(x, T_k)$ for $k = 0, 1, \cdots, N-1, N$. In our numerical experiments, the space meshes $T_H$ and $T_h$ will be fixed.

To observe the performance of the partially explicit scheme, we present three numerical solutions in addition to the fine solutions. We use $V_{cem}$ as a solution space and seek for the CEM solutions $u^{k}_{cem}$ by (16), for $k = 1, 2, \cdots, \frac{T \Delta T}{\delta T}$. The second numerical solutions are sought in the solution space $V_{cem} + V_{H,2}$ with implicit scheme, where $V_{H,2}$ is the space constructed in Subsection 4.2. The scheme reads: for any $k = 0, 1, \cdots, \frac{T \Delta T}{\delta T} - 1$, find $\tilde{U}^{k+1} \in V_{cem} + V_{H,2}$ such that

$$(\tilde{U}^{k+1}, v) + \alpha_0 a(\tilde{U}^{k+1}, v) = (1-b_1)(\tilde{U}^k, v) + \sum_{j=1}^{k-1} (\tilde{U}^{k-j}, v) + b_k(\tilde{U}^0, v) + \alpha_0 (f^{k+1}, v), \forall v \in V_{cem} + V_{H,2}.$$  

The last numerical solutions $u^k_{scem}$ are obtained using the partially explicit scheme (11), for $k = 1, 2, \cdots, \frac{T \Delta T}{\delta T}$.

Our numerical experiments include testing smooth source term in Subsection 5.1 and discontinuous source term in Subsection 5.2.

5.1 Numerical Experiment 1: smooth source term

In this experiment, we choose a heterogeneous permeability coefficient $\kappa$, which has two distinct value: 1 and $10^5$. The source term is chosen to be a smooth function $f(x_1, x_2, t) := 2\pi^2 \sin(\pi x_1) \sin(\pi x_2)$. The permeability field and the source term are plotted in Figure 2 for an illustration.
Figure 2: The heterogeneous permeability field: $\kappa$ (left) and source term $f = 2\pi^2 \sin(\pi x_1) \sin(\pi x_2)$ (right).

The fractional derivative order is chosen to be $\alpha := 0.9$. For the brevity of the paper, we will only present numerical solutions at the final time $T$. The fine-grid solution, CEM solution, CEM solution with more basis functions and SCEM solution at the final time $T$ are plotted in Figure 3.

Figure 3: fine-grid solution $u_h^{2500}$ (top left), CEM solution $U_{cem}^{500}$ (top right), CEM solution with additional basis functions implicitly $\tilde{U}^{500}$ (bottom left), SCEM solution with additional basis functions explicitly $u_{scem}^{500}$ (bottom right).

The convergence history of three numerical solutions in relative $L^2(\Omega)$-norm and relative $H^1(\Omega)$-norm are presented in Figure 4. From Figure 4, one can see that when using the same number of basis functions, SCEM solutions are better approximations than CEM solutions to the reference solutions. Moreover, numerical solutions $u_{scem}$ and $\tilde{U}$ have about the similar accuracy. However, it is computationally cheaper to solve for $u_{scem}$ than $\tilde{U}$.

Furthermore, we test the experiment with different value of fractional derivative order $\alpha$. It turns out that when we choose $\alpha = 0.5, 0.4, 0.3$, the SCEM solutions become unstable. This observation is confirmed by the stability condition that $\| v \| \leq \alpha_0 (1 - \gamma^2)^{-1} \| v \|_a$ hold true for any $v \in V_{H,2}$. 


5.2 Numerical Experiment 2: discontinuous source term

In the second experiment, we choose a heterogeneous permeability coefficient $\kappa$, which has two distinct values: 1 and $10^5$. The source term $f$ is chosen to be a discontinuous function. They are plotted in Figure 5 for an illustration.

We first choose the fractional derivative order $\alpha := 0.9$. The fine-grid solution, CEM solution, CEM solution with more basis functions, and SCEM solution at the final time $T$ are plotted in Figure 6.
Figure 6: fine-grid solution $u_{h}^{2500}$ (top left), CEM solution $U_{cem}^{500}$ (top right), CEM solution with additional basis functions implicitly $\tilde{U}_{500}$ (bottom left), SCEM solution with additional basis functions explicitly $u_{scem}^{500}$ (bottom right).

The convergence history of three numerical solutions in relative $L^2(\Omega)$-norm and relative $H^1(\Omega)$-norm are presented in Figure 7. In this experiment, we have similar observations as Experiment 1. That is, $u_{scem}$ has about similar accuracy as $\tilde{U}$ and it is cheaper to compute $u_{scem}$ than $\tilde{U}$.

Figure 7: L2 error (left) and Energy error (right).

6 Conclusions

In this paper, we present a framework for partial explicit discretization for time fractional PDEs. The work is motivated by many applications of multiscale time fractional PDEs. Explicit time discretization for time fractional PDEs requires very small time steps due to size of the fine grid, the contrast, and additional power that is associated with the fractional power of the time derivative. Our approach solves time fractional PDEs on a coarse grid by constructing appropriate coarse spaces. We show that the proposed method is stable and one can choose the time step that does not depend on the contrast and only depends on the coarse mesh size. We note that our approach does not remove the constraint related to the power of the time fractional PDE. Via the construction of appropriate spaces and careful stability analysis, we can show that the time step can be chosen not to depend on the contrast and scale as the coarse mesh size. We present numerical results by considering time fractional diffusion in highly heterogeneous
media. We show that the proposed partial explicit approach provides similar results compared to the fully implicit method, where all degrees of freedom are treated implicitly.
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