Lipschitz continuity of quantum-classical conditional entropies with respect to angular distance, and related properties of angular distance
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We derive a Lipschitz continuity bound for quantum-classical conditional entropies with respect to angular distance, with a Lipschitz constant that is independent of the dimension of the conditioning system. This bound is sharper in some situations than previous continuity bounds, which were either based on trace distance (where Lipschitz continuity is not possible), or based on angular distance but did not include a conditioning system. However, we find that the bound does not directly generalize to fully quantum conditional entropies. To investigate possible counterexamples in that setting, we study the characterization of states which saturate the Fuchs–van de Graaf inequality and thus have angular distance approximately equal to trace distance. We give an exact characterization of such states in the invertible case. For the noninvertible case, we show that the situation appears to be significantly more elaborate, and seems to be strongly connected to the question of characterizing the set of fidelity-preserving measurements.

I. INTRODUCTION

Given two quantum states \( \rho \) and \( \sigma \) on a Hilbert space \( \mathcal{H} \), one of the most natural questions to ask is how similar \( \rho \) and \( \sigma \) are. Common measures to answer this question include the trace distance,

\[
T(\rho, \sigma) := \frac{1}{2} \| \rho - \sigma \|_1,
\]

and the (root-)fidelity,

\[
F(\rho, \sigma) := \| \sqrt{\rho} \sqrt{\sigma} \|_1.
\]

The trace distance is a metric on the set of density operators \( \mathcal{D}(\mathcal{H}) \), and it has a meaningful interpretation as the distinguishability of two quantum states. In a quantum hypothesis testing scenario, where Bob randomly prepares one of two states \( \rho \) and \( \sigma \) (with equal probability) for Alice to distinguish, Alice can correctly identify \( \rho \) if and only if \( T(\rho, \sigma) = 1/2 \). The fidelity is not a metric, but it can be interpreted as the probability that a state \( \rho \) “passes a test” for being the same as a pure state \( \sigma \) [1].

Another important task in quantum information theory is to quantify the amount of information present in a quantum system. The von Neumann entropy

\[
H(\rho) := -\text{tr}(\rho \ln \rho)
\]

is one quantity which fulfills this role [2], as it appears in many fundamental information theoretic tasks such as Schumacher data compression [3] and randomness extraction [4]. This concept can be extended to conditional entropies \( H(A|B)_\rho \) for bipartite states \( \rho := \rho_{AB} \in \mathcal{D}(\mathcal{H}^A \otimes \mathcal{H}^B) \), with one of several equivalent definitions being the difference between the joint entropy and the marginal entropy,

\[
H(A|B)_\rho := H(\rho_{AB}) - H(\rho_B),
\]

where \( \rho_B := \text{tr}_A(\rho) \) is the reduced state of \( \rho \) on \( \mathcal{H}^B \). Further details about quantum distance measures and quantum entropies can be found in e.g. [1, 5].

A useful property of the von Neumann entropy is that it is continuous for finite-dimensional quantum systems. This motivates the search for so-called entropic continuity bounds, which capture the notion that two states \( \rho, \sigma \) close in some metric \( d \), e.g. \( d(\rho, \sigma) = \delta \gg 0 \), are expected to be close in entropy as well, i.e.

\[
|H(\rho) - H(\sigma)| \leq f(\delta),
\]

where \( f \) is some function such that \( \lim_{\delta \to 0} f(\delta) = 0 \).

For example, in [6], Audenaert derived the tightest form of the Fannes-type continuity bound for the von Neumann entropy in terms of trace distance. Specifically, letting \( d := \dim \mathcal{H} \in \mathbb{N} \), \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \), and \( T := T(\rho, \sigma) \), Audenaert showed that

\[
|H(\rho) - H(\sigma)| \leq T \ln( d - 1 ) + h(T),
\]

where \( h(x) := -x \ln x - (1 - x) \ln(1 - x) \) is the binary entropy function.

Similar continuity bounds also exist for conditional entropies. As shown by Winter [7], letting \( d_A := \dim \mathcal{H}^A \in \mathbb{N} \), \( d_B := \dim \mathcal{H}^B \in \mathbb{N} \), \( \rho, \sigma \in \mathcal{D}(\mathcal{H}^A \otimes \mathcal{H}^B) \), and \( T := T(\rho, \sigma) \), the following holds:

\[
|H(A|B)_\rho - H(A|B)_\sigma| \leq 2T \ln d_A + (1 + T) h \left( \frac{T}{1 + T} \right).
\]

Such continuity bounds have been applied in various contexts. For example, in [8], Upadhyaya et al.
constructed a finite-dimensional cutoff formulation for a class of infinite-dimensional entropy optimization problems. Qualitatively, that work argues that if an infinite-dimensional state is “close” (under some metric) to a finite-dimensional state, then an entropic continuity bound allows us to replace the former with the latter and compensate for the resulting change in entropy by applying a correction based on the continuity bound. This so-called dimension-reduction method plays an important role in quantum key distribution (QKD) security proofs [9]. However, it relies heavily on the continuity bound in Eq. (5) to compute the required correction term. An improved continuity bound would lead to a smaller correction term in this method and hence a larger secret key rate.

Another application of entropic continuity bounds arises in unstructured entropy optimization problems, as studied in e.g. [10]. In that work, the approach is that in order to minimize the entropy over some set of states, one simply computes the entropy on a sufficiently fine discrete “grid” of states in the set, then uses the continuity bound to ensure that the true minimum does not lie more than \( f(\delta) \) away from the minimum over the grid. Again, an improved continuity bound would result in tighter results from such an approach.

In the above contexts, two desirable properties of the continuity bound \( f(\delta) \) (for conditional entropies) are as follows.

**Condition 1.** \( f(\delta) \) should be independent of \( d_B \), the dimension of the conditioning system \( \mathcal{H}^B \).

**Condition 2.** \( f(\delta) \) should have finite (and ideally small) derivative at \( \delta = 0 \).

The first property is useful (or in some cases required) for the applications mentioned above, since in those contexts the conditioning system may have large or unbounded dimension. The second property is desirable for obtaining better scaling at small \( \delta \), since then we would not require extremely small values of \( \delta \) in order to force the entropy difference to be small.

While the Winter bound (Eq. (5)) satisfies condition 1, it does not satisfy condition 2 due to the binary entropy term \( h \), which has unbounded derivative as \( \delta \to 0 \). In fact, such scaling of the conditional entropy with respect to trace distance is in some sense unavoidable, since there is an explicit family of states that saturates the Audenaert bound (Eq. (4)), which has the binary entropy term as well. To work around this issue and obtain a bound that satisfies both conditions 1 and 2, one approach is to consider an alternative distance measure such as the angular distance, defined as

\[
A(\rho, \sigma) := \arccos F(\rho, \sigma).
\]

We remark that this is not simply an arbitrary change of distance measure: in the context of the applications mentioned above, the quantity that arises “naturally” in the analysis is the fidelity rather than the trace distance, hence working with the bound in Eq. (5) is somewhat suboptimal.

This approach is promising in light of the following result. In [10], Sekatski et al. proved Lipschitz continuity of the von Neumann entropy with respect to angular distance. That is, for \( d := \dim \mathcal{H} \in \mathbb{N} \), \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \), and \( x_0 := \exp \left( W_0 \left( -\frac{2}{x_0} \right) \right) \approx 4.922 \), where \( W_0 \) is the principal branch of the Lambert-W function, it was shown that

\[
|H(\rho) - H(\sigma)| \leq u(d) A(\rho, \sigma), \tag{6}
\]

where the Lipschitz constant \( u(d) \) is

\[
u(d) := \begin{cases}
\sqrt{\frac{8 \ln x_0}{x_0}} \sqrt{d - 1} & 1 \leq d \leq 4 \\
2 \ln d & d \geq 5
\end{cases}.
\]

Now, a naive application of Eq. (6) to conditional entropies, using Eq. (3) and the triangle inequality, would yield

\[
\left| H(A|B)_\rho - H(A|B)_\sigma \right| \leq u(d_A d_B) A(\rho, \sigma) + u(d_B) A(\rho_B, \sigma_B) \tag{8}
\]

\[
\leq (u(d_A d_B) + u(d_B)) A(\rho, \sigma),
\]

where in the last line we used the monotonicity of the angular distance under quantum channels. While this bound satisfies condition 2, it violates condition 1. However, the estimates to obtain Eq. (8) from Eq. (6) are crude and leave room for refinement. Thus, we ask whether it is possible to obtain Lipschitz continuity of the conditional entropy with respect to angular distance, while avoiding dependence on \( d_B \) in the final bound.

In this work, we answer this question in the affirmative when \( \rho \) and \( \sigma \) are quantum-classical states on \( \mathcal{H}^A \otimes \mathcal{H}^B \) (i.e. when there exists an orthonormal basis \( \{ |g_k \rangle \}_k \) for \( \mathcal{H}^B \) such that both \( \rho \) and \( \sigma \) are of the form \( \sum_k \gamma_k T_k \otimes |g_k \rangle \langle g_k | \) for some density operators \( T_k \in \mathcal{D}(\mathcal{H}^A) \) and probabilities \( \gamma_k \in [0, 1] \)). We present this result in Sec. II. However, we find that our bound does not hold in general for fully quantum states. To further investigate counterexamples in this setting, we study characterizations of states saturating the Fuchs–van de Graaf inequalities. In particular, the states saturating the upper bound in the inequality have \( T(\rho, \sigma) \approx A(\rho, \sigma) \) when \( A(\rho, \sigma) \) is small, so these states could pose an obstruction to deriving continuity bounds in terms of \( A(\rho, \sigma) \) that scale better than those in terms of \( T(\rho, \sigma) \). While it is well-known that any pair of pure states saturate the upper Fuchs–van de Graaf inequality, we show that these are not the only such states. In Sec. III, we provide a characterization of all such pairs \( (\rho, \sigma) \) in the case where both of them are invertible. This result may be of independent interest in other applications such as computing QKD keyrates (we discuss this further in the appendices). However, we find that such a characterization in the general case where \( (\rho, \sigma) \) are noninvertible appears significantly more challenging, and we discuss how it relates to identifying the set of measurements that preserve
the fidelity between states. Finally, we provide some concluding remarks in Sec. IV.

II. CONTINUITY BOUND

We now state and prove the main result of our manuscript, a continuity bound for the conditional entropy of quantum-classical states with respect to angular distance. Subsequently, we discuss the tightness of this bound, and we highlight some challenges for generalizing our result to classical-quantum or fully quantum states.

A. Main theorem and proof

**Theorem 1.** Let \( \mathcal{H}^A \) and \( \mathcal{H}^B \) be Hilbert spaces of finite dimension \( d_A \) and \( d_B \), respectively. Let \( \rho, \sigma \in \mathcal{D}(\mathcal{H}^A \otimes \mathcal{H}^B) \). Let \( u(\cdot) \) and \( x_0 \) be defined as in Eq. (7) and the preceding text. Suppose in addition that \( \rho \) and \( \sigma \) are both quantum-classical states with respect to \( \mathcal{H}^A \) and \( \mathcal{H}^B \). Then

\[
\left| H(A|B)_\rho - H(A|B)_\sigma \right| \leq u(d_A) A(\rho, \sigma) . \tag{9}
\]

**Proof.** Since \( \rho \) and \( \sigma \) are quantum-classical states, we can write

\[
\rho = \sum_{k=1}^{d_A} \alpha_k \rho_k \otimes |f_k\rangle\langle f_k|
\]

\[
\sigma = \sum_{k=1}^{d_A} \beta_k \sigma_k \otimes |f_k\rangle\langle f_k|
\]

for some density operators \( \rho_k, \sigma_k \in \mathcal{D}(\mathcal{H}^A) \), probabilities \( \alpha_k, \beta_k \in [0,1] \) which satisfy \( \sum_{k=1}^{d_A} \alpha_k = 1 = \sum_{k=1}^{d_A} \beta_k \), and orthonormal basis \( \{|f_k\rangle\}_k \) for \( \mathcal{H}^B \). For each \( k \), consider a spectral decomposition of \( \rho_k \) and \( \sigma_k \),

\[
\rho_k = \sum_{j=1}^{d_A} p_{jk} |e_{jk}\rangle\langle e_{jk}|
\]

\[
\sigma_k = \sum_{j=1}^{d_A} q_{jk} |\tilde{e}_{jk}\rangle\langle \tilde{e}_{jk}|
\]

where the eigenvalues \( p_{jk}, q_{jk} \geq 0 \) satisfy \( \sum_{j=1}^{d_A} p_{jk} = 1 = \sum_{j=1}^{d_A} q_{jk} \), and the eigenvectors form orthonormal bases \( \{|e_{jk}\rangle\}, \{|\tilde{e}_{jk}\rangle\} \), for \( \mathcal{H}^A \). Defining \( \rho_{jk} := p_{jk} \alpha_k \) and \( \sigma_{jk} := q_{jk} \beta_k \) for all \( j \) and \( k \), \( \rho \) and \( \sigma \) can be written as

\[
\rho = \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} \rho_{jk} |e_{jk}\rangle\langle e_{jk}| \otimes |f_k\rangle\langle f_k|
\]

\[
\sigma = \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} \sigma_{jk} |\tilde{e}_{jk}\rangle\langle \tilde{e}_{jk}| \otimes |f_k\rangle\langle f_k|
\]

and their partial traces can be written as

\[
\rho_B := \text{tr}_A(\rho) = \sum_{k=1}^{d_B} \left( \sum_{j=1}^{d_A} \rho_{jk} \right) |f_k\rangle\langle f_k|
\]

\[
\sigma_B := \text{tr}_A(\sigma) = \sum_{k=1}^{d_B} \left( \sum_{j=1}^{d_A} \sigma_{jk} \right) |f_k\rangle\langle f_k|
\]

Now, observe that the eigenvalues \( p_{jk} \) and \( q_{jk} \) of \( \rho \) and \( \sigma \) completely determine the eigenvalues of their partial traces \( \rho_B \) and \( \sigma_B \), respectively. This allows us to “map” the problem to \( \mathbb{R}^d \), where \( d := d_Ad_B \), as follows. For each \( k \in \{1,\ldots,d_B\} \), let us choose the ordering of the eigenvalues \( p_{jk} \) (and corresponding eigenvectors \( |e_{jk}\rangle \)) to be such that \( p_{1k} \geq p_{2k} \geq \ldots \geq p_{d_A k} \); similarly, choose the ordering of the eigenvalues \( q_{jk} \) to be such that \( q_{1k} \geq q_{2k} \geq \ldots \geq q_{d_A k} \). Now, consider the vectors

\[
r := (\sqrt{p_{jk}})_{k,j}
\]

\[
s := (\sqrt{q_{jk}})_{k,j}
\]

in \( \mathbb{R}^d \), where the entries of \( r \) and \( s \) are ordered with \( k \) as the outer index and \( j \) as the inner index. We observe that the angular distance \( A(\rho, \sigma) \) between \( \rho \) and \( \sigma \) is always lower bounded by the angular distance

\[
\theta_0 := \arccos (r \cdot s) \in [0, \pi/2]
\]

between \( r \) and \( s \). To see this, we decompose the fidelity as a sum over \( k \) using the quantum-classical structure, then apply a variational characterization of the trace norm [1] and the von Neumann trace inequality [11], which yields

\[
\| \sqrt{\rho} \sqrt{\sigma} \|_1 = \sum_{k=1}^{d_B} \sqrt{\alpha_k \beta_k} \| \sqrt{\rho_k} \sqrt{\sigma_k} \|_1
\]

\[
= \sum_{k=1}^{d_B} \sqrt{\alpha_k \beta_k} \| \text{tr} (\sqrt{\rho_k} \sqrt{\sigma_k} U_k) \|_1
\]

\[
\leq \sum_{k=1}^{d_B} \sqrt{\alpha_k \beta_k} \sum_{j=1}^{d_A} \sqrt{p_{jk} q_{jk}}
\]

\[
= \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} \sqrt{p_{jk} q_{jk}}
\]

where the \( U_k \) are some unitaries on \( \mathcal{H}^A \). Thus, we see that

\[
\theta_0 = \arccos (r \cdot s) \leq \arccos \| \sqrt{\rho} \sqrt{\sigma} \|_1 = A(\rho, \sigma) , \tag{11}
\]

as needed.

Next, since the eigenvalues of \( \rho \) and \( \sigma \) completely determine the eigenvalues of their partial traces, it is possible to compute the conditional entropy of \( \rho \) and \( \sigma \) given only the vectors \( r \) and \( s \). To see this, consider the following
function
\[ H_c(v) := - \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} v_{jk}^2 \ln v_{jk}^2 \]
\[ + \sum_{k=1}^{d_B} \left( \sum_{j=1}^{d_A} v_{jk}^2 \right) \ln \left( \sum_{l=1}^{d_A} v_{lk}^2 \right), \]
where \( v = (v_{jk})_{k,j} \) can be any vector in \( \mathbb{R}^d \). Then
\[ H_c(r) = \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} \rho_{jk} \ln \rho_{jk} + \sum_{k=1}^{d_B} \left( \sum_{j=1}^{d_A} \rho_{jk} \right) \ln \left( \sum_{l=1}^{d_A} \rho_{lk} \right) \]
\[ = H(A|B)_{\rho}, \]
\[ H_c(s) = - \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} \sigma_{jk} \ln \sigma_{jk} + \sum_{k=1}^{d_B} \left( \sum_{j=1}^{d_A} \sigma_{jk} \right) \ln \left( \sum_{l=1}^{d_A} \sigma_{lk} \right) \]
\[ = H(A|B)_\sigma, \]
so the vectors \( r \) and \( s \) are sufficient to determine the conditional entropies \( H(A|B)_\rho \) and \( H(A|B)_\sigma \).

The idea of our proof is now to integrate from \( r \) to \( s \) in \( \mathbb{R}^d \), tracking the infinitesimal changes in the conditional entropy and angular distance. To see this formally, first note that \( r \) and \( s \) are unit vectors (with respect to the standard inner product on \( \mathbb{R}^d \)), since \( r \cdot r = \text{tr}(\rho) = 1 = \text{tr}(\sigma) = s \cdot s \). Moreover, we have \( r, s \geq 0 \) by definition \((10)\). Now, note that if \( r = s = 1 \), then \( r = s \), so we have \( H_c(r) = H_c(s) \) i.e. \( H(A|B)_\rho = H(A|B)_\sigma \). Since \( u(d_A) \geq 0 \) and \( A(\rho, \sigma) \geq 0 \), Eq. \((9)\) holds trivially in this case. Now consider the remaining case \( r \cdot s \in \{0, 1\} \). Let \( \tilde{s} \) be the normalized projection of \( s \) onto the orthogonal complement of \( \text{Span } \{r\} \),
\[ \tilde{s} := \frac{s - (s \cdot r) r}{|s - (s \cdot r) r|}. \]

Using \( \tilde{s} \), we define the path
\[ v(\theta) := \cos(\theta)r + \sin(\theta)\tilde{s}, \]
from \( r \) to \( s \), where \( \theta \in [0, \theta_0] \). Note that \( v(0) = r \), \( v(\theta_0) = s \), and \( v(\theta) \) traverses the great circle along the \((d-1)\)-sphere from \( r \) to \( s \). In addition, note that \( |v(\theta)| = 1 \) for all \( \theta \in [0, \theta_0] \). Now, the tangent to the path \( v(\theta) \) is
\[ w(\theta) := v'(\theta) = -\sin(\theta)r + \cos(\theta)\tilde{s}, \]
which satisfies \( |w(\theta)| = 1 \) and \( v(\theta) \cdot w(\theta) = 0 \) for all \( \theta \in [0, \theta_0] \).

For notational simplicity, we now define \( H_c(\theta) := H_c(v(\theta)) \), so
\[ H_c(\theta) = - \sum_{k=1}^{d_B} \sum_{j=1}^{d_A} v_{jk}(\theta)^2 \ln(v_{jk}(\theta)^2) \]
\[ + \sum_{k=1}^{d_B} \left( \sum_{j=1}^{d_A} v_{jk}(\theta)^2 \right) \ln \left( \sum_{l=1}^{d_A} v_{lk}(\theta)^2 \right). \]

Observe that \( H_c(\theta) \) is continuous on \([0, \theta_0]\) (under the standard convention for entropy definitions that \( 0 \ln 0 = 0 \)). Thus, if we show that \( H_c(\theta) \) is differentiable on \((0, \theta_0)\) and its derivative satisfies \( |H_c'(\theta)| \leq u(d_A) \) on that interval, then the desired result follows immediately, since
\[ |H(A|B)_\sigma - H(A|B)_\rho| = |H_c(\theta_0) - H_c(0)| \]
\[ = \int_0^{\theta_0} |H_c'(\theta)| d\theta \]
\[ \leq \int_0^{\theta_0} |H_c'(\theta)| d\theta \]
\[ \leq u(d_A) \theta_0 \]
\[ \leq u(d_A) A(\rho, \sigma), \]
where the first line follows from Eq. \((12)\), and the last line follows from Eq. \((11)\). Thus, all that remains is to bound \( |H_c'(\theta)| \) by \( u(d_A) \).

To do this, we first handle a technicality regarding zero eigenvalues. For each \( k \in \{1, \ldots, d_B\} \), let \( S^k_A \) be the set of \( j \in \{1, \ldots, d_A\} \) such that at least one of \( r_{jk}, s_{jk} \) is nonzero. Furthermore, let \( S_B \) be the set of \( k \in \{1, \ldots, d_B\} \) such that \( S^k_A \) is nonempty. Then for any \( (k, j) \) with \( k \in S_B \) and \( j \in S^k_A \), at least one of \( r_{jk}, s_{jk} \) is nonzero, which implies that \( v(\theta)^2_{jk} > 0 \) for all \( \theta \in (0, \theta_0) \). Moreover, for all other \( (k, j) \), we have that \( r_{jk} = s_{jk} = 0 \), so \( v(\theta)^2_{jk} = 0 \) for all \( \theta \in (0, \theta_0) \), which implies that the value of \( H_c(\theta) \) would not change upon removing the term \( v(\theta)^2_{jk} \). Thus, in the remainder of the argument, summations of the form \( \sum_{k,j} \) should be understood to mean \( \sum_{k \in S_B} \sum_{j \in S^k_A} \) (and analogously, \( \sum_{l} \) means \( \sum_{l \in S^k_A} \)), which ensures that all terms appearing in the summations satisfy \( v(\theta)^2_{jk} > 0 \) and \( \sum_{l \in S^k_A} v(\theta)^2_{lk} > 0 \) for all \( \theta \in (0, \theta_0) \). With this, we see that \( H_c(\theta) \) is indeed differentiable on \((0, \theta_0)\), and
\[ |H_c'(\theta)| = - \sum_{k,j} 2v(\theta)^2_{jk}w(\theta)^2_{jk} \ln(v(\theta)^2_{jk}) \]
\[ - \sum_{k,j} v(\theta)^2_{jk} \frac{2v(\theta)^2_{jk}w(\theta)^2_{jk}}{v(\theta)^2_{jk}} \ln(v(\theta)^2_{jk}) \]
\[ + \sum_{k,j} 2v(\theta)^2_{jk}w(\theta)^2_{jk} \ln \left( \sum_l v(\theta)^2_{lk} \right) \]
\[ + \sum_{k,j} v(\theta)^2_{jk} \sum_l 2v(\theta)^2_{lk}w(\theta)^2_{lk} \ln \left( \sum_l v(\theta)^2_{lk} \right). \]

Using \( v(\theta) \cdot w(\theta) = 0 \), this simplifies to
\[ |H_c'(\theta)| = 2 \sum_{k,j} v(\theta)^2_{jk}w(\theta)^2_{jk} \ln \left( \frac{\sum_l v(\theta)^2_{lk}}{v(\theta)^2_{jk}} \right) \]
\[ \leq 2 \sum_{k,j} v(\theta)^2_{jk} \ln^2 \left( \frac{\sum_l v(\theta)^2_{lk}}{v(\theta)^2_{jk}} \right), \]
\[ \tag{13} \]
where in the last line we used the Cauchy–Schwarz inequality with $|w(\theta)| = 1$.

Now, recall that the $v(\theta)_{jk}$ form a valid probability distribution (i.e. they are non-negative values summing to 1), since $|v| = 1$. Also, note that the argument of $\ln^2 x$ in the final line above, i.e. $\sum v(\theta)_{jk}^2$, lies in the interval $[1, \infty)$. Thus, we now construct an increasing concave upper bound $f(x)$ for $\ln^2 x$ on $x \in [1, \infty)$, as this would allow us to “move the summation” over $k, j$ (weighted by the probabilities $v(\theta)_{jk}^2$) into the argument of the function. To begin, note that

\[
\frac{d}{dx} \ln^2 x = 2 \frac{\ln x}{x},
\]

\[
\frac{d^2}{dx^2} \ln^2 x = 2 \frac{1 - \ln x}{x^2},
\]

so $\ln^2 x$ is convex for all $x \in [1, e]$ and concave for all $x \in [e, \infty)$. Then to produce $f(x)$, we seek a line $y(x) = m(x - a)$ such that $y(1) = \ln^2(1) = 0$, and such that there exists $x_0 \in [1, \infty)$ with $x_0 \geq e$, $y(x_0) = \ln^2(x_0)$ and $y'(x_0) = \frac{d}{dx} \ln^2 x_{x_0} = 2 \frac{\ln x_0}{x_0}$. Then we must solve the system

\[
\ln^2 x_0 = y(x_0) = 2 \frac{\ln x_0}{x_0} (x_0 - 1),
\]

for $x_0$, which has solutions $x_0 = 1$ and $x_0 = \exp \left( W_0 \left( -\frac{1}{2} \right) \right) \approx 4.922$. We discard the solution $x_0 = 1 < e$ and keep the other solution $x_0 \approx 4.922 \geq e$. Thus, our increasing concave upper bound for $\ln^2 x$ is

\[
f(x) := \begin{cases} 
2 \frac{\ln x_0}{x_0} (x - 1) & 1 \leq x \leq x_0 \\
\ln^2 x & x > x_0
\end{cases}.
\]

With $f(x)$, we can write

\[
|H'_\rho(\theta)| \leq 2 \frac{\sum_{k,j} v(\theta)_{jk}^2 \ln^2 \left( \frac{\sum_i v(\theta)_{ik}^2}{v(\theta)_{jk}^2} \right)}{\sum_{k,j} v(\theta)_{jk}^2} \\
\leq 2 \frac{\sum_{k,j} v(\theta)_{jk}^2 f \left( \frac{\sum_i v(\theta)_{ik}^2}{v(\theta)_{jk}^2} \right)}{\sum_{k,j} v(\theta)_{jk}^2} \\
\leq 2 \frac{f \left( \sum_{k,j} v(\theta)_{jk}^2 \frac{\sum_i v(\theta)_{ik}^2}{v(\theta)_{jk}^2} \right)}{\sum_{k,j} v(\theta)_{jk}^2} \\
\leq 2 \frac{f \left( d_A \sum_{k,l} v(\theta)_{lk}^2 \right)}{d_A} \\
= 2 \sqrt{d_A f(d_A)} \\
= \begin{cases} 
\frac{8 \ln x_0}{x_0} \sqrt{d_A - 1} & 1 \leq d_A \leq 4 \\
2 \ln d_A & d_A \geq 5
\end{cases} \\
= u(d_A).
\]

In the above, the first line is Eq. (13). The second line follows since $f$ is an upper bound on $\ln^2 x$ for $x \geq 1$. The third line follows since $f$ is concave and $|v(\theta)| = 1$. The fourth line follows since $f$ is increasing and $|S_A^k| \leq d_A$ for all $k$. The fifth line follows since $|v(\theta)| = 1$. The sixth and seventh lines follow from the definitions and the fact that $d_A \in \mathbb{N}$.

In comparison to the proof in [10] for unconditioned entropies, the main difference in our proof here is essentially that there are additional contributions to the derivative $H'_\rho(\theta)$ arising from the $H(\rho_B)$ term in the conditional entropy. Informally, these contributions act in the “opposite direction” from those of the $H(\rho_B)$ term, reducing the magnitude of the derivative and yielding a final bound that is independent of $d_B$, in contrast to what we would have obtained had we only considered the derivative of the $H(\rho_{AB})$ term alone — see Eq. (8). Another small difference is that we have constructed the concave upper bound in a slightly different and arguably simpler way.

### B. Potential improvements

How tight is the bound in Eq. (9)? To address this question empirically, we began by randomly sampling 100,000 pairs of quantum-classical states according to the procedure in Appendix D.1, and for each pair $(\rho, \sigma)$, we computed their angular distance $A(\rho, \sigma)$ and conditional entropy difference $|H(\rho_{AB})_\rho - H(\rho_{AB})_\sigma|$. We then plotted the conditional entropy differences against the angular distances in Fig. 1. This provides an empirical estimate for the tightness of Eq. (9) at all feasible angular distances $A(\rho, \sigma) \in \left[0, \frac{\pi}{2}\right]$.

Next, we explore the tightness of Eq. (9) at small angular distances (since in most applications we are mainly interested in this case). For each angular distance $A(\rho, \sigma) \in \{0.1 \times 10^{-5}, 0.2 \times 10^{-5}, \ldots, 1.0 \times 10^{-5}\}$, we randomly sampled 10,000 pairs of classical states $(\rho, \sigma)$ with that angular distance, as described in Appendix D.2. Then, we computed the conditional entropy differences $|H(\rho_{AB})_\rho - H(\rho_{AB})_\sigma|$ and plotted them in Fig. 2. The results suggest that at small angular distances, our continuity bound is close to the “true” tight expression when $d_A$ is small, but there may be room for improvement when $d_A$ is large (note that random sampling typically yields less representative results in high dimensions, so the latter claim should not be taken as conclusive).

Note that in order to saturate Eq. (9), a pair of states $(\rho, \sigma)$ must saturate both inequalities (13) (Cauchy–Schwarz) and (14) (which roughly speaking is due to the concavity of $f$). However, it seems that these inequalities cannot be simultaneously saturated, which is consistent with the above empirical evidence that there is room for sharpening the bound.
It is also worth briefly comparing “conversions” between our result and the continuity bounds based on trace distance. Specifically, note that the Fuchs–van de Graaf inequalities [12] upper bound the trace distance in terms of angular distance and vice versa. Thus, a continuity bound in terms of either distance measure in principle yields a continuity bound in terms of the other. However, such a conversion is potentially quite suboptimal — we provide a brief scaling comparison in Appendix A, where we find that starting from a bound on angular distance and then applying the previous continuity bound (5) yields highly suboptimal results, while the other direction (starting from a bound on trace distance and then applying our bound (9)) is somewhat better, though still not tight.

Finally, we discuss avenues for generalizing Eq. (9), since many applications in quantum key distribution require Eq. (9) (or a similar bound satisfying both conditions 1 and 2) to hold for classical-quantum states as well. However, our proof technique does not appear to generalize readily to classical-quantum (or fully quantum) states, since our proof relies on the simple eigenvalue relationship between a quantum-classical state $\rho$ and its partial trace $\text{tr}_A(\rho)$. This eigenvalue relationship becomes much more complicated in the classical-quantum (or fully quantum) case, since the eigenvalues of $\text{tr}_A(\rho)$ now depend on the eigenvectors of $\rho$ as well. We also highlight that as observed in [6], it seems difficult to use purification-based arguments to obtain such a result, because purifications usually do not “preserve” the conditional entropies in a useful way — we give some further details in Appendix B.

In attempting to generalize Eq. (9), it is important to note that the bound does not hold for arbitrary (fully quantum) states $\rho, \sigma \in \mathcal{D}(\mathcal{H}^A \otimes \mathcal{H}^B)$. To see this, let $\{|e_j\rangle\}_j$ and $\{|f_k\rangle\}_k$ be orthonormal bases for $\mathcal{H}^A$ and $\mathcal{H}^B$, respectively. Let $d_M := \min\{d_A, d_B\}$, and consider the maximally entangled state

$$\rho = \frac{1}{d_M} \sum_{j,k=1}^{d_M} |e_j f_j\rangle \langle e_k f_k|,$$

which has the most negative conditional entropy $H(A|B)_\rho = -\ln d_M$. Next, consider the maximally mixed state

$$\tau = \frac{1}{d_A d_B} \mathbb{1},$$

which has the most positive conditional entropy $H(A|B)_\tau = \ln d_A$. Now, consider the segment connecting $\rho$ and $\tau$, $\sigma = \lambda \tau + (1 - \lambda) \rho$,

where $\lambda \in [0, 1]$. By direct computation, one can show that

$$A(\rho, \sigma) = \arccos \left( \sqrt{1 - \frac{d_A d_B - 1}{d_A d_B} \lambda} \right).$$
and that

\[
\begin{align*}
H(A|B)_{\rho} - H(A|B)_{\sigma} &= -\ln d_M \\
&\quad + \left(1 - \frac{d-1}{d}\lambda\right) \ln \left(1 - \frac{d-1}{d}\lambda\right) \\
&\quad + (d-1)\frac{\lambda}{d} \ln \frac{\lambda}{d} \\
&\quad - (d_B - d_M)\frac{\lambda}{d_B} \ln \frac{\lambda}{d_B} \\
&\quad - d_M \left(\frac{\lambda}{d_B} + 1 - \frac{\lambda}{d_M}\right) \ln \left(\frac{\lambda}{d_B} + 1 - \frac{\lambda}{d_M}\right),
\end{align*}
\]

where \( d := d_AD_B \). For the counterexample to Eq. (9), let \( d_A = 2 = d_B \) and \( \lambda = \frac{1}{2} \). Then

\[
\left| H(A|B)_{\rho} - H(A|B)_{\sigma} \right| \approx 1.074,
\]

but

\[
u(d_A) \frac{\lambda}{d} A(\rho, \sigma) \approx 1.061,
\]
in violation of Eq. (9). This situation is depicted in the top panel of Fig. 3.

However, it appears that violations of Eq. (9) are uncommon and relatively small in magnitude — the above is the only and the most egregious counterexample to Eq. (9) known to the authors. Also, numerical computations show that for every choice of \( d_A \in \{2, \ldots, 10\} \), every choice of \( d_B \in \{1, \ldots, 10\} \), and for \( \lambda \in [0, 1] \), the above construction produces a counterexample only when \( d_A = 2 = d_B \) and \( \lambda \approx 0.5 \) (see the bottom panel of Fig. 3 for a representative example). Thus, a slight modification of the bound in Eq. (9), perhaps by including an extra factor of 2 (i.e. \( u(d) \rightarrow 2u(d) \) in Eq. (7)), will resolve the only counterexample known to the authors and may generalize the bound in Eq. (9) to all states \( \rho, \sigma \in \mathcal{D}(H^A \otimes H^B) \).

III. TRACE DISTANCE AND ANGULAR DISTANCE

We now shift our attention to the relationship between the trace distance and the angular distance. Specifically, we study the set of states which saturate the Fuchs–van de Graaf inequalities [12]

\[
1 - F(\rho, \sigma) \leq T(\rho, \sigma) \leq \sqrt{1 - F(\rho, \sigma)^2}. \tag{17}
\]

To motivate this direction of investigation, note that Audenaert’s continuity bound for the von Neumann entropy in Eq. (4) is tight [6]. That is, for any \( T \in [0, 1] \), there exist \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \) such that \( T(\rho, \sigma) = T \) and \( |H(\rho) - H(\sigma)| = T \ln (d - 1) + h(T) \). But suppose that some such \( \rho, \sigma \) which saturate Eq. (4) also saturate the right-hand side of Eq. (17) (which we refer to as the “upper Fuchs–van de Graaf inequality”), i.e.

\[
T(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)^2} = \sin A(\rho, \sigma).
\]

Then for \( T(\rho, \sigma) \ll 1 \), we have \( T(\rho, \sigma) = \sin A(\rho, \sigma) \approx A(\rho, \sigma) \approx A \). But then it is impossible to obtain a continuity bound for the conditional entropy which satisfies both condition 1 and condition 2, since whenever \( d_B = 1 \), such a pair \( \rho, \sigma \) would satisfy

\[
\left| H(A|B)_{\rho} - H(A|B)_{\sigma} \right| = |H(\rho) - H(\sigma)|
\approx T \ln (d - 1) + h(T)
\approx A \ln (d - 1) + h(A),
\]

so the conditional entropy scales badly with the angular distance at \( A \approx 0 \), and condition 2 would not be satisfiable.

A. Invertible states

With this motivation, our goal is now to characterize the set of all states which saturate the Fuchs–van de Graaf inequalities. We begin by studying the subset of such states that are also invertible (i.e. positive definite),
since this case is easier to handle. That is, we characterize the sets
\[
S_1 := \{ (\rho, \sigma) \in D_{\text{inv}}(\mathcal{H})^2 \mid 1 - F(\rho, \sigma) = T(\rho, \sigma) \} \tag{18}
\]
and
\[
S_2 := \left\{ (\rho, \sigma) \in D_{\text{inv}}(\mathcal{H})^2 \mid T(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)} \right\}, \tag{19}
\]
where \( D_{\text{inv}}(\mathcal{H}) \) denotes the set of all invertible density operators on \( \mathcal{H} \). To do this, we apply the following general strategy. A generic inequality \( G_1(\rho, \sigma) \leq G_n(\rho, \sigma) \) is usually proven via a chain of inequalities
\[
G_1(\rho, \sigma) \leq G_2(\rho, \sigma) \leq \ldots \leq G_{n-1}(\rho, \sigma) \leq G_n(\rho, \sigma).
\]
Thus, to determine which states \( \rho, \sigma \) satisfy \( G_1(\rho, \sigma) = G_n(\rho, \sigma) \), we derive the equality conditions for each inequality \( G_j(\rho, \sigma) \leq G_{j+1}(\rho, \sigma) \) in the above chain of inequalities, and we combine the equality conditions (with logical and) for all \( j \in \{1, \ldots, n-1\} \) to obtain the equality condition for \( G_1(\rho, \sigma) \leq G_n(\rho, \sigma) \). However, there usually exist multiple different proofs of the inequality \( G_1(\rho, \sigma) \leq G_n(\rho, \sigma) \), which each proceed through alternative chains of intermediate inequalities
\[
G_1(\rho, \sigma) \leq \tilde{G}_2(\rho, \sigma) \leq \ldots \leq \tilde{G}_{n-1}(\rho, \sigma) \leq G_n(\rho, \sigma).
\]
Thus, a careful consideration of the various proof techniques for a given inequality is needed for analyzing equality conditions, since different proof techniques may yield equality conditions vastly different in appearance. Of course, all equality conditions for the same inequality \( G_1(\rho, \sigma) \leq G_n(\rho, \sigma) \) should be logically equivalent regardless of the underlying proof technique, but some equality conditions may not be “compatible” with others in our overall proof, making it more difficult to condense all the intermediate equality conditions into a final concise characterization.

To proceed, we need to introduce a few definitions. First, for any probability distributions \( p \) and \( q \) on a finite alphabet \( \mathcal{X} \), we denote their classical trace distance by
\[
T_c(p, q) := \frac{1}{2} \sum_{x \in \mathcal{X}} |p(x) - q(x)|
\]
and their classical fidelity by
\[
F_c(p, q) := \sum_{x \in \mathcal{X}} \sqrt{p(x)q(x)},
\]
which are special cases of Eqs. (1) and (2) for commuting density operators. Next, we denote the set of all rank-1 projective measurements on a Hilbert space \( \mathcal{H} \) by
\[
\mathcal{M} := \left\{ \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \subseteq \mathcal{L}(\mathcal{H}) \mid \{e_x\}_{x \in \mathcal{X}} \text{ is an orthonormal basis for } \mathcal{H} \right\},
\]
where \( \mathcal{L}(\mathcal{H}) \) denotes the space of linear operators on \( \mathcal{H} \). Now, each \( \Lambda := \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \in \mathcal{M} \) and \( \tau \in \mathcal{D}(\mathcal{H}) \) induce a natural probability distribution
\[
\text{tr} (\Lambda \tau) := (\text{tr} (|e_x\rangle\langle e_x| \tau))_{x \in \mathcal{X}} = (\langle e_x| \tau | e_x \rangle)_{x \in \mathcal{X}} \in \mathbb{R}^d,
\]
where \( d := \text{dim } \mathcal{H} \). That is, this probability distribution is given by
\[
\text{tr} (\Lambda \tau) (x) := \text{tr} (|e_x\rangle\langle e_x| \tau) = \langle e_x| \tau | e_x \rangle
\]
for all \( x \in \mathcal{X} \). Finally, for any positive definite operators \( A \) and \( B \) on a Hilbert space \( \mathcal{H} \), we denote their geometric mean \([13]\) by
\[
A \# B := A^{\frac{1}{2}} \sqrt{A^{-\frac{1}{2}}BA^{-\frac{1}{2}}} A^{\frac{1}{2}} = BA. \tag{20}
\]
Now, to obtain equality conditions for Eq. (17), we found that Fuchs and van de Graaf’s original proof technique in [12] seemed amenable for analysis. Their proof of Eq. (17) invoked a variational characterization of the trace distance, a variational characterization of the fidelity, and a classical version of the bound in Eq. (17). We first introduce these previously known results in turn. Then, we derive new equality conditions for these results as lemmas. Finally, we combine the lemmas in Theorem 2 to obtain characterizations of the sets \( S_1 \) and \( S_2 \) in Eqs. (18) and (19). Proofs of the lemmas have been deferred to Appendix C for readability.

We first consider the variational characterization of the trace distance, which is stated in [12] and can be traced back to the work of Helstrom and Toussaint [14, 15]. For any \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \), their trace distance can be expressed as
\[
T(\rho, \sigma) = \max_{\Lambda \in \mathcal{M}} T_c (\text{tr} (\Lambda \rho), \text{tr} (\Lambda \sigma)). \tag{21}
\]
We define
\[
T(\rho, \sigma) := \{ \Lambda \in \mathcal{M} \mid T(\rho, \sigma) = T_c (\text{tr} (\Lambda \rho), \text{tr} (\Lambda \sigma)) \}
\]
to be the (nonempty) set of all rank-1 projective measurements which achieve the optimum in Eq. (21). We characterize this set in the following lemma.

**Lemma 1.** For any \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \), we have
\[
T(\rho, \sigma) = \{ \Lambda := \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \in \mathcal{M} \mid \forall x \in \mathcal{X}, |e_x\rangle \in \ker P \lor |e_x\rangle \in \ker Q \} \neq \emptyset,
\]
where \( P \) and \( Q \) are the positive and negative parts of \( \rho - \sigma \), respectively.

**Proof.** Appendix C 1. \( \square \)

Next, we consider the variational characterization of the fidelity, which was first introduced by Fuchs and Caves in [16]. For any \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \), their fidelity can be expressed as
\[
F(\rho, \sigma) = \min_{\Lambda \in \mathcal{M}} F_c (\text{tr} (\Lambda \rho), \text{tr} (\Lambda \sigma)). \tag{22}
\]
We define
\[ F(\rho, \sigma) := \{ \Lambda \in \mathcal{M} \mid \mathcal{F}(\rho, \sigma) = F_c(\text{tr}(\Lambda \rho), \text{tr}(\Lambda \sigma)) \} \]
to be the (nonempty) set of all rank-1 projective measurements which achieve the optimum in Eq. (22). We characterize this set for invertible \( \rho \) and \( \sigma \) in the following lemma.

**Lemma 2.** For any invertible \( \rho, \sigma \in \mathcal{D}_{\text{inv}}(\mathcal{H}) \), we have
\[ F(\rho, \sigma) = \{ \Lambda := \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \in \mathcal{M} \mid \forall x \in \mathcal{X}, \langle e_x | \rho e_x \rangle = \langle e_x | \sigma e_x \rangle \}
\]
where
\[ M := \rho^{-1} \# \sigma = \rho^{-\frac{1}{2}} \sqrt{\rho \sigma} \rho^{-\frac{1}{2}} \]
is the operator geometric mean between \( \rho^{-1} \) and \( \sigma \).

**Proof.** Appendix C 2.

Finally, we consider the classical analogue of Eq. (17). As shown in [12], for any probability distributions \( p \) and \( q \) on a finite alphabet \( \mathcal{X} \), the classical trace distance and classical fidelity are related by
\[ 1 - F_c(p, q) \leq T_c(p, q) \leq \sqrt{1 - F_c(p, q)^2}. \tag{23} \]

We define
\[ C_1(\rho, \sigma) := \{ \Lambda \in \mathcal{M} \mid 1 - F_c(\text{tr}(\Lambda \rho), \text{tr}(\Lambda \sigma)) = T_c(\text{tr}(\Lambda \rho), \text{tr}(\Lambda \sigma)) \} \]
and
\[ C_2(\rho, \sigma) := \{ \Lambda \in \mathcal{M} \mid T_c(\text{tr}(\Lambda \rho), \text{tr}(\Lambda \sigma)) = \sqrt{1 - F_c(\text{tr}(\Lambda \rho), \text{tr}(\Lambda \sigma))^2} \} \]
to be the sets of rank-1 projective measurements which induce classical probability distributions \( p := \text{tr}(\Lambda \rho) \) and \( q := \text{tr}(\Lambda \sigma) \) which saturate the left-hand and right-hand inequalities in Eq. (23), respectively. We characterize these sets in the following lemma.

**Lemma 3.** For any \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \), we have
\[ C_1(\rho, \sigma) = \{ \Lambda := \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \in \mathcal{M} \mid \forall x \in \mathcal{X}, \langle e_x | \rho e_x \rangle = \langle e_x | \sigma e_x \rangle \}
\]
and
\[ C_2(\rho, \sigma) = \{ \Lambda := \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \in \mathcal{M} \mid \text{tr}(\Lambda \rho) = \text{tr}(\Lambda \sigma) \lor \text{tr}(\Lambda \rho) \cdot \text{tr}(\Lambda \sigma) = 0 \lor \exists b \in (0, 1), \forall x \in \mathcal{X}, \langle e_x | \sigma e_x \rangle = b \langle e_x | \rho e_x \rangle \}
\]
\[ \lor \langle e_x | \sigma e_x \rangle = \frac{1}{b} \langle e_x | \rho e_x \rangle \} \]

**Proof.** Appendix C 3.

We are now ready to state the main result of this section: equality conditions for the left-hand and right-hand inequalities in Eq. (17). Intuitively, Theorem 2 says that for invertible states, the lower Fuchs–van de Graaf inequality is saturated only for trivial cases, while the upper Fuchs–van de Graaf inequality is saturated exactly when the geometric mean operator \( M := \rho^{-1} \# \sigma \) and the difference operator \( \rho - \sigma \) are simultaneously diagonalizable, and there exists some constant \( c \in (0, 1) \) such that the eigenvalues of \( M \) are all either \( c \) or \( \frac{1}{c} \).

**Theorem 2.** With \( S_1 \) and \( S_2 \) as defined in Eqs. (18) and (19) respectively, we have
\[ S_1 = \{ (\rho, \sigma) \in \mathcal{D}_{\text{inv}}(\mathcal{H})^2 \mid \rho = \sigma \} \tag{24} \]
and
\[ S_2 = \{ (\rho, \sigma) \in \mathcal{D}_{\text{inv}}(\mathcal{H})^2 \mid \sigma = \rho \lor \exists c \in (0, 1), \text{spec}(M) = \{ c, \frac{1}{c} \} \land [M, \rho - \sigma] = 0 \} \tag{25} \]
where
\[ M := \rho^{-1} \# \sigma = \rho^{-\frac{1}{2}} \sqrt{\rho \sigma} \rho^{-\frac{1}{2}} \]
is the operator geometric mean between \( \rho^{-1} \) and \( \sigma \), and \( \text{spec}(M) \) denotes the spectrum of \( M \).

**Proof.** We first show one way to prove the left-hand inequality in Eq. (17) for arbitrary \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \). Observe that for any \( \Lambda_T \in T(\rho, \sigma) \) and \( \Lambda_F \in F(\rho, \sigma) \), we have
\[ 1 - F(\rho, \sigma) = 1 - F_c(\text{tr}(\Lambda_T \rho), \text{tr}(\Lambda_T \sigma)) \leq T_c(\text{tr}(\Lambda_T \rho), \text{tr}(\Lambda_T \sigma)) \leq T_c(\text{tr}(\Lambda_F \rho), \text{tr}(\Lambda_F \sigma)) \leq T_c(\text{tr}(\Lambda_T \rho), \text{tr}(\Lambda_T \sigma)) \]
\[ = T(\rho, \sigma), \tag{26} \]
where the second line follows from Eq. (23) and the third line follows from Eq. (21).

With this, we can now prove Eq. (24). Restrict attention to invertible \( \rho, \sigma \in \mathcal{D}_{\text{inv}}(\mathcal{H}) \). First note that if \( \rho = \sigma \), then clearly \( 1 - F(\rho, \sigma) = T(\rho, \sigma) \). Conversely, suppose that \( 1 - F(\rho, \sigma) = T(\rho, \sigma) \). Let \( \{|e_x\rangle\}_{x \in \mathcal{X}} \) be an orthonormal eigenbasis for the operator geometric mean \( M \), and denote the corresponding projective measurement by \( \Lambda_F \), in which case by Lemma 2 we have
\[ \Lambda_F := \{|e_x\rangle\langle e_x|\}_{x \in \mathcal{X}} \in \mathcal{F}(\rho, \sigma). \tag{27} \]
Since \( \Lambda_F \in \mathcal{F}(\rho, \sigma) \), the inequalities in the bound (26) hold (given some arbitrary choice of \( \Lambda_T \in T(\rho, \sigma) \)). But since we assumed that \( 1 - F(\rho, \sigma) = T(\rho, \sigma) \), both inequalities in the bound must in fact be equalities. Focusing on the first inequality, we see that \( \Lambda_F \in C_1(\rho, \sigma) \). Then by Lemma 3, we have
\[ \forall x \in \mathcal{X}, \langle e_x | \rho e_x \rangle = \langle e_x | \sigma e_x \rangle \lor \langle e_x | \rho e_x \rangle = 0 \lor \langle e_x | \sigma e_x \rangle = 0. \]
Since \( \rho \) and \( \sigma \) are assumed to be invertible and all \( |e_x\rangle \) are nonzero, this implies
\[
\forall x \in X, \langle e_x | \rho e_x \rangle = \langle e_x | \sigma e_x \rangle . \tag{28}
\]
Now, for each \( x \in X \), let \( c_x > 0 \) be the eigenvalue of \( M \) corresponding to \( |e_x\rangle \). Since \( \sigma = M \rho M \), Eq. (28) implies
\[
\forall x \in X, \langle e_x | \rho e_x \rangle = c_x^2 \langle e_x | \rho e_x \rangle . \tag{29}
\]
Since \( \rho > 0 \), this implies
\[
\forall x \in X, c_x = 1 .
\]
Thus, \( M = 1 \), which implies that \( \rho = \sigma \), as needed.

Next, we show one way to prove the right-hand inequality in Eq. (17) for arbitrary \( \rho, \sigma \in D(H) \). Observe that for any \( \Lambda_T \in T(\rho, \sigma) \) and \( \Lambda_F \in \mathcal{F}(\rho, \sigma) \), we have
\[
T(\rho, \sigma) = T_c \left( \langle \Lambda_T \rho \rangle, \langle \Lambda_T \sigma \rangle \right) \\
\leq \sqrt{1 - F_c \left( \langle \Lambda_T \rho \rangle, \langle \Lambda_T \sigma \rangle \right)^2} \\
\leq \sqrt{1 - F_c \left( \langle \Lambda_F \rho \rangle, \langle \Lambda_F \sigma \rangle \right)^2} \\
= \sqrt{1 - F(\rho, \sigma)^2} ,
\]
where the second and third lines follow from Eq. (23) and the third line follows from Eq. (22).

With this, we now prove Eq. (25). Restrict attention to invertible \( \rho, \sigma \in D_{inv}(H) \). First note that if \( \rho = \sigma \), then clearly \( T(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)^2} \), so this case is trivial. Otherwise, suppose that
\[
\exists c \in (0, 1), \text{spec}(M) = \left\{ c, \frac{1}{c} \right\} \wedge [M, \rho - \sigma] = 0 .
\]
Then there exists a basis \( \{ |e_x\rangle \}_{x \in X} \) for \( H \) that simultaneously diagonalizes \( M \) and \( \rho - \sigma \). Moreover, there exists \( c \in (0, 1) \) such that for all \( x \in X \), \( M |e_x\rangle = c |e_x\rangle \) or \( M |e_x\rangle = \frac{1}{c} |e_x\rangle \). Define \( \Lambda := \{ |e_x\rangle | \langle e_x | \} \in \mathcal{M} \). By Lemma 1, \( \Lambda \in T(\rho, \sigma) \), and by Lemma 2, \( \Lambda \in \mathcal{F}(\rho, \sigma) \). Thus, the inequalities in the bound in (29) hold with \( \Lambda_T := \Lambda = \Lambda_F \). Now, since \( \Lambda_T = \Lambda_F \), the third line in Eq. (29) becomes an equality. Moreover, for each \( x \in X \), we have
\[
\langle e_x | \sigma e_x \rangle = \langle e_x | M \rho M e_x \rangle \\
= \begin{cases} 
\sqrt{c^2 \langle e_x | \rho e_x \rangle} & M |e_x\rangle = c |e_x\rangle , \\
\frac{1}{\sqrt{c}} \langle e_x | \rho e_x \rangle & M |e_x\rangle = \frac{1}{c} |e_x\rangle . 
\end{cases}
\]
With \( b := c^2 \in (0, 1) \), we see that by Lemma 3, \( \Lambda \in \mathcal{C}_2(\rho, \sigma) \). Thus, the second line in Eq. (29) becomes an equality. Then we have
\[
T(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)^2} ,
\]
as needed.

Conversely, suppose that \( T(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)^2} \). Let \( \{|f_y\rangle\}_{y \in X} \) be an orthonormal eigenbasis for \( \rho - \sigma \), and denote the corresponding projective measurement by \( \Lambda_T \), in which case by Lemma 1 we have
\[
\Lambda_T := \{ |f_y\rangle \langle f_y | \} \in T(\rho, \sigma) .
\]
Since \( \Lambda_T \in T(\rho, \sigma) \), the inequalities in the bound (29) hold (given some arbitrary choice of \( \Lambda_F \in \mathcal{F}(\rho, \sigma) \)). But since we assumed that \( T(\rho, \sigma) = \sqrt{1 - F(\rho, \sigma)^2} \), both inequalities in the bound must in fact be equalities. Thus we have \( \Lambda_T \in \mathcal{C}_2(\rho, \sigma) \) and \( \Lambda_T \in \mathcal{F}(\rho, \sigma) \) (i.e., \( \Lambda_T \) must also be a fidelity-preserving measurement). Then by Lemma 2, \( \{|f_y\rangle\}_{y \in X} \) is an orthonormal basis for \( M \), so \( [M, \rho - \sigma] = 0 \). Moreover, by Lemma 3, we have
\[
\forall y \in X, \langle f_y | \rho f_y \rangle = \langle f_y | \sigma f_y \rangle \vee \langle f_y | \rho + \sigma \rangle = \langle f_y | \rho f_y \rangle \vee \langle f_y | \sigma f_y \rangle = \frac{1}{b} \langle f_y | \rho f_y \rangle .
\]
Now, if the first line above holds, then we appeal to a previous argument (see Eq. (28)) and conclude that \( \rho = \sigma \). If the second line above holds, then we obtain a contradiction, since \( \rho \) and \( \sigma \) are assumed to be invertible and all \( |f_y\rangle \) are nonzero. Now, suppose that the third line above holds. For each \( y \in X \), let \( c_y > 0 \) be the eigenvalue of \( M \) corresponding to \( |f_y\rangle \). With \( \sigma = M \rho M \), we then have
\[
\exists b \in (0, 1), \forall y \in X ,
\]
\[
c_y^2 \langle f_y | \rho f_y \rangle = \frac{1}{b} \langle f_y | \rho f_y \rangle \iff \left\{ c_y \right\} \text{spec}(M) = \left\{ c, \frac{1}{c} \right\} \wedge [M, \rho - \sigma] = 0 .
\]
Thus, every eigenvalue \( c_y \) of \( M \) is either \( c \) or \( \frac{1}{c} \), so \( \text{spec}(M) = \left\{ c, \frac{1}{c} \right\} \), as needed.

\[\square\]

B. Noninvertible states

How can we generalize Theorem 2 to arbitrary density operators \( \rho, \sigma \in D(H) \)? To begin addressing this question, note that Lemmas 1 and 3 already apply to arbitrary \( \rho, \sigma \in D(H) \), but Lemma 2 applies only to invertible \( \rho, \sigma \). Next, note that Theorem 2 appears to generalize readily to noninvertible \( \rho \) and \( \sigma \) given a characterization of \( \mathcal{F}(\rho, \sigma) \) for noninvertible \( \rho \) and \( \sigma \). Thus, it appears that the main difficulty in generalizing Theorem 2 is with generalizing Lemma 2 to arbitrary \( \rho \) and \( \sigma \). In other words, if we can characterize the rank-1 projective measurements \( \Lambda \in \mathcal{M} \) which achieve the optimum in Eq. (22) for arbitrary \( \rho \) and \( \sigma \), i.e. if we can characterize \( \mathcal{F}(\rho, \sigma) \) for arbitrary \( \rho \) and \( \sigma \), then it seems relatively
straightforward to extend our characterization of the sets \( S_1, S_2 \subseteq \mathcal{D}_{\text{inv}}(\mathcal{H}) \) to a characterization of similarly defined sets \( \tilde{S}_1, \tilde{S}_2 \subseteq \mathcal{D}(\mathcal{H}) \) for arbitrary \( \rho \) and \( \sigma \).

Thus, we discuss possibilities for characterizing the set \( F(\rho, \sigma) \) for arbitrary \( \rho \) and \( \sigma \). We highlight that the proofs of the variational characterization (22) in e.g. [1, 16] only yield specific examples of measurements attaining the optimum, rather than characterizing the set of all such measurements, which (as we shall soon discuss) appears significantly larger for some noninvertible states. As for the proof in [5], it implicitly uses a compactness argument that also does not seem to yield a precise characterization of this set.

At first, it seems plausible that some appropriate generalization of the operator \( M := \rho^{-1}\#\sigma \) may be involved in the characterization of \( F(\rho, \sigma) \). However, it is not immediately clear what this generalization of \( M \) might be. For example, one possibility for generalizing \( M \) is to consider pseudoinverses. If \( \rho \in \mathcal{D}(\mathcal{H}) \) is noninvertible, the (Moore-Penrose) pseudoinverse is informally the “inverse on the support” of \( \rho \). That is (using \( \rho^{-1} \) to denote the pseudoinverse of \( \rho \), \( \rho^{-1} \in \mathcal{L}(\mathcal{H}) \) is an operator with the property that \( \rho \rho^{-1} = \rho^{-1} \rho = \Pi_\rho \), where \( \Pi_\rho \) is the projector onto the support of \( \rho \). We could then try to define \( M := \rho^{-1}\#\sigma \) using pseudoinverses. However, with this approach, it is not possible to say that the set \( F(\rho, \sigma) \) for arbitrary \( \rho, \sigma \) is just the same as in Lemma 2 except with \( M \) defined via pseudoinverses. To see this, consider the case of pure states \( \rho = |\rho\rangle\langle\rho| \) and \( \sigma = |\sigma\rangle\langle\sigma| \). Then with this definition of \( M \), we would have

\[
\rho^{-1}\#\sigma = |\langle\rho|\sigma\rangle| |\rho\rangle\langle\rho|,
\]

but

\[
\sigma^{-1}\#\rho = |\langle\rho|\sigma\rangle| |\sigma\rangle\langle\sigma|.
\]

Now, observe that \( F \) is symmetric in its arguments, i.e. \( F(\rho, \sigma) = F(\sigma, \rho) \), since the quantum and classical fidelities are both symmetric in their arguments. Thus, if Lemma 2 held for this choice of definition for \( M \), then every \( \Lambda \in F(\rho, \sigma) = F(\sigma, \rho) \) must be an eigenbasis of both \( \rho^{-1}\#\sigma \) and \( \sigma^{-1}\#\rho \). But when \( \rho \) and \( \sigma \) are pure states as above, this implies that \( |\rho\rangle\langle\rho| \in \Lambda \) and \( |\sigma\rangle\langle\sigma| \in \Lambda \), which is impossible whenever \( \rho \) and \( \sigma \) are distinct and nonorthogonal. This would imply that \( F(\rho, \sigma) \) is empty whenever \( \rho \) and \( \sigma \) are distinct, nonorthogonal pure states, which completely contradicts Eq. (22). (Essentially, the fundamental issue here is that defining \( M \) using pseudoinverses causes it to lose a symmetry property \( \rho^{-1}\#\sigma = (\sigma^{-1}\#\rho)^{-1} \) that held for invertible operators.)

Another potential approach for generalizing \( M \) is to note that for noninvertible operators, one can choose to define the operator geometric mean as (see e.g. [17] page 211)

\[
A\#B := \lim_{\delta \to 0^+} (A + \delta \mathbb{1})\#(B + \delta \mathbb{1}),
\]

where the right-hand-side can be computed using the definition (20) since \( A + \delta \mathbb{1} \) and \( B + \delta \mathbb{1} \) are both invertible for \( \delta > 0 \). It can be shown that the limit in (31) indeed exists for all positive semidefinite \( A \) and \( B \), although this definition of \( A\#B \) has the drawback that it is not continuous with respect to \( A \) and \( B \) [17]. However, this approach in our context faces the difficulty that the term in our result is not \( \rho\#\sigma \), but rather \( \rho^{-1}\#\sigma \). Therefore, even if we were to choose some generalized definition of the operator geometric mean for noninvertible operators, it would still not be enough by itself to resolve the issue of generalizing \( \rho^{-1}\#\sigma \), since \( \rho^{-1} \) is already ill-defined if \( \rho \) is noninvertible.

Drawing on the above idea, however, we could still consider “\( \delta \)-perturbed” versions of \( \rho \) and \( \sigma \) (such that the perturbed versions are invertible), and analyze the \( \delta \to 0^+ \) limit in the broader context of our desired result rather than the operator geometric mean specifically. We sketch the starting points of this approach here, deferring further analysis to Appendix E. To begin, consider the following states, where \( d := \dim \mathcal{H} \) (here we shall define the perturbations slightly differently from (31), in order to ensure that \( \rho_\delta, \sigma_\delta \) are normalized states):

\[
\rho_\delta := (1 - \delta)\rho + \delta \frac{1}{d}, \quad \sigma_\delta := (1 - \delta)\sigma + \delta \frac{1}{d}.
\]

Using the (reverse) triangle inequality for angular distance, these states can be seen to satisfy

\[
|A (\rho_\delta, \sigma_\delta) - A (\rho, \sigma)| \leq \text{negl}(\delta),
\]

where for brevity we use the notation \( \text{negl}(\delta) \) to indicate any expression such that \( \lim_{\delta \to 0^+} \text{negl}(\delta) = 0 \). In other words, the perturbations as defined in (32) only change the angular distance (and thus also the fidelity) by an amount that vanishes in the \( \delta \to 0^+ \) limit.

From this, we see that if for instance \( \rho \) and \( \sigma \) saturate the upper Fuchs–van de Graaf inequality, then \( \rho_\delta \) and \( \sigma_\delta \) “approximately saturate” it as well, in the sense that

\[
T (\rho, \sigma) - \sqrt{1 - F (\rho, \sigma)^2} = 0
\]

\[
\Rightarrow \left| T (\rho, \sigma) - \sqrt{1 - F (\rho_\delta, \sigma_\delta)^2} \right| \leq \text{negl}(\delta).
\]

(In the above, we have only considered perturbing the fidelity term rather than the trace-distance term; the reason for this will become apparent in our more detailed analysis in Appendix E.) Following this form of reasoning, we could continue onwards and attempt to repeat the proof of Theorem 2, except with “approximate equalities” instead of equalities. We were able to make some progress with this approach, which we describe in Appendix E. However, it still does not seem sufficient to resolve the question of extending Theorem 2 to arbitrary noninvertible states, and perhaps raises the question of whether some notion of the geometric mean operator is even the “right” object to consider in this characterization. We also remark that the above considerations seem
to suggest the main challenges for noninvertible states mostly arise when $\rho$ is noninvertible — at a high level, it seems that the proofs in the preceding sections should basically carry through for noninvertible $\sigma$ as long as $\rho$ is still invertible.

To end off, we highlight what seems to be a significant broad obstacle in generalizing our characterization of $F(\rho, \sigma)$ to arbitrary $\rho$ and $\sigma$, by presenting the characterization of this set for the case of pure states $\rho = |\rho\rangle\langle\rho|$ and $\sigma = |\sigma\rangle\langle\sigma|$. While it is possible to work through the proof of Lemma 2 to study this special case, an easier approach is via direct computation. For any $\Lambda := \{|e_x\rangle\langle e_x|\}_{x \in X} \in M$, we have

$$F(\rho, \sigma) = \{|\rho\rangle\langle\sigma|\} = \sum_{x \in X} \langle \rho | e_x \rangle \langle e_x | \sigma \rangle \leq \sum_{x \in X} |\langle \rho | e_x \rangle \langle e_x | \sigma \rangle| = F_c(\text{tr} (\Lambda \rho), \text{tr} (\Lambda \sigma))$$

Now, equality holds in the above iff the triangle inequality in the third line is a strict equality. This occurs iff there exists $\theta \in \mathbb{R}$ such that for every $x \in X$, $\arg \langle \rho | e_x \rangle \langle e_x | \sigma \rangle \equiv \theta \mod 2\pi \vee \langle \rho | e_x \rangle \langle e_x | \sigma \rangle = 0$. Thus, for pure $\rho$ and $\sigma$, we have

$$F(|\rho\rangle\langle\rho|, |\sigma\rangle\langle\sigma|) = \left\{ \Lambda \in M \mid \exists \theta \in \mathbb{R}, \forall x \in X, \arg \langle e_x | \sigma \rangle - \arg \langle e_x | \rho \rangle \equiv \theta \mod 2\pi \vee \langle e_x | \sigma \rangle = 0 \vee \langle e_x | \rho \rangle = 0 \right\}.$$

Note that the global phases of the representative state vectors $|\rho\rangle$, $|\sigma\rangle$ can be chosen arbitrarily, as the description of the above set is invariant under such changes of phase.

With this, we see that $F(\rho, \sigma)$ is a much larger set in the pure-state case than in the invertible case: in the latter case, all $\Lambda \in F(\rho, \sigma)$ are essentially equivalent up to degeneracy in the spectral decomposition of $M$, whereas in the former case, we have for instance that any orthonormal basis in which all the components $\langle e_x | \rho \rangle$, $\langle e_x | \sigma \rangle$ are real and non-negative yields a measurement in $F(\rho, \sigma)$ (note that it is easy to construct examples of pure states $|\rho\rangle$ and $|\sigma\rangle$ such that many orthonormal bases do have this property). Thus, it seems unclear how to generalize our characterization of $F(\rho, \sigma)$ to noninvertible states, since any such generalization must capture the special case above for pure $\rho$ and $\sigma$.

**IV. CONCLUSION**

In this work, we derived a continuity bound for the conditional entropy of quantum-classical states with respect to angular distance. This bound satisfies both of conditions 1 and 2, which are desirable in many applications to quantum key distribution [8, 10]. However, in those applications, a continuity bound for classical-quantum states is usually required. Further work is thus needed to extend our result to classical-quantum states. Numerical evidence suggests that our bound in Eq. (9) may indeed hold for such states, and with minor modifications, our bound may also be valid for fully quantum states.

To find such a generalization, one approach could be to consider the large body of work on entropic continuity bounds in terms of trace distance, for instance [7, 18–21], and study whether any of the proof approaches in those works could be modified to use angular distance instead. To begin, the works [18, 19] used techniques from majorization theory to prove entropic continuity bounds, including for families of Rényi entropies. However, those techniques do not seem straightforward to apply when the conditioning system is quantum. For such scenarios, continuity bounds were derived in [20] for Rényi entropies, and a recent work [21] proved an “almost locally affine” property of the relative entropy that (amongst other results) reproduces the bound [7]. However, qualitatively speaking, the approaches in those works seem to rely on studying “additive perturbations” to the states $\rho, \sigma$, which are naturally related to trace distance but seem more difficult to express in terms of angular distance.

We also note the observation in [22] that continuity bounds for fully classical conditional entropies can often be quite “generically” extended to the quantum-classical case (essentially, whenever the distance measure satisfies a data-processing inequality), but such a generic extension for the classical-quantum or fully quantum cases seems to require new ideas or techniques. If this is indeed so, extending our result to cover those latter cases would require exploiting some specific property of angular distance that is not shared by trace distance, for instance the characterization via Uhlmann’s theorem.

In the second part of our work, to relate previous continuity bounds based on trace distance to our result based on angular distance, we explored the relationship between trace distance and angular distance via the Fuchs–van de Graaf inequalities. In particular, we derived necessary and sufficient conditions for invertible states to saturate either side of the Fuchs–van de Graaf inequalities relating the trace distance and fidelity. We remark that this may have independent applications in other topics, such as computing keyrates for QKD; we briefly outline this in appendix F.

In addition, we showed that generalizing our result to noninvertible states appears nontrivial, and that this generalization is closely related to characterizing the set of rank-1 projective measurements which preserve the fidelity. Future work could continue by generalizing Lemma 2 and Theorem 2 to noninvertible states; it appears that generalizing Lemma 2 is the difficult part, whereas generalizing Theorem 2 after that seems to be
relatively straightforward.

We note that an alternative approach for such an analysis could be to utilize a proof of the upper Fuchs–van de Graaf inequality via Uhlmann’s theorem, as presented in e.g. [5]. To give a high-level overview, that approach would yield (via the discussion at the beginning of Sec. III A) that the set of states saturating the upper Fuchs–van de Graaf inequality is precisely the set of states such that the Uhlmann purifications have the same trace distance as the original states. However, the construction of the Uhlmann purification involves a polar decomposition that appears similar to the one which arises in the proof of Lemma 2, and it seems unclear whether it can be analyzed more fruitfully.
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Appendix A: Conversions between continuity bounds

Using the Fuchs–van de Graaf inequalities in Eq. (17), we can convert continuity bounds in trace distance to continuity bounds in angular distance and vice versa. For states \( \rho, \sigma \in D(H) \) with trace distance \( T := T(\rho, \sigma) \) and angular distance \( A := A(\rho, \sigma) \), the upper Fuchs–van de Graaf inequality gives \( T \leq \sin A \). However, as illustrated in the calculations at the beginning of Sec. III, combining this with the previously known bounds (4) in trace distance yields results which scale badly with \( A \) as compared to our result.

In the reverse direction, the lower Fuchs–van de Graaf inequality gives \( A \leq \arccos(1 - T) \). Plugging this into our continuity bound (9) yields an upper bound of \( u(d_A) \arccos(1 - T) \) on the difference in conditional entropies. At small \( T \), we can approximate this as

\[
uu(d_a) \arccos(1 - T) \approx u(d_a) \sqrt{2T}.
\]

For comparison, in the bound (4) for the unconditioned entropies (which corresponds to the \( d_B = 1 \) case in our bound), we can use an approximation \( h(x) \lesssim 2\sqrt{x} \) at small \( x \) for the binary entropy function to obtain

\[
T \ln (d_A - 1) + h(T) \lesssim T \ln (d_A - 1) + 2\sqrt{T} < (\ln (d_A - 1) + 2)\sqrt{T}.
\]

From the first line, we see that at small \( T \), both the bound obtained via our result and the bound from (4) basically scale on the order of \( \sqrt{T} \); however, the coefficient in front of that term is quite different. The second line above reveals that our bound cannot outperform the bound (4) (as should be expected, since the latter is tight): for \( d_A \leq 3 \) one can verify numerically that \( \ln (d_A - 1) + 2 \leq u(d_A) \), while for \( d_A \geq 4 \) we have \( \ln (d_A - 1) + 2 \leq \ln (d_A - 1) + \ln (d_A) \leq 2 \ln (d_A) \leq u(d_A) \).

As for the bound (5) for conditional entropies (which is nearly tight but not exactly so [7]), we first highlight that for quantum-classical states, the prefactor of 2 on the first term in that bound can be omitted. Since our bound only holds for quantum-classical states, we can compare it to that version. However, with that change, the modified version of (5) is quite close to the unconditioned-entropy bound (4) at small \( T \), and hence (for small \( T \), at least) our result also cannot provide an improvement over (5) via a conversion of this form.

Appendix B: Challenges in purification-based arguments

At first sight, it might appear that since we are considering angular distance as our metric, it would be useful to consider purifications, since we could for instance apply results such as Uhlmann’s theorem. Unfortunately, this appears to encounter difficulties regarding the conditional entropies, as we shall now describe.

We first observe that for fully quantum states, the following issue arises. Take any \( \rho, \sigma \in D(H^A \otimes H^B) \) such that \( \rho_A = \sigma_A \). If we purify \( \rho \) and \( \sigma \) to some pure states \( \rho_{ABR} \) and \( \sigma_{ABR} \), then we have \( H(A|BR)_\rho = -H(A)_\rho = -H(A|B)_\sigma = H(A|BR)_\sigma \), i.e. the difference in conditional entropies \( H(A|B) \) is zero. Hence these conditional entropies cannot give us any information about the difference in the original conditional entropies \( H(A|B) \). If we instead consider the entropies \( H(ABR|B) \), an analogous problem arises whenever \( \rho_B = \sigma_B \).

For classical-quantum states, we could consider a modified version of this approach, by taking “individual purifications” of the conditional quantum states on the \( H^B \) systems. Specifically, for a state \( \rho_{AB} \) of the form \( \rho_{AB} = \sum_a p_a |a\rangle \langle a| \otimes \rho_B^{(a)} \), we can consider an extension \( \rho_{ABR} = \sum_a p_a |a\rangle \langle a| \otimes \rho_{BR}^{(a)} \) such that each \( \rho_{BR}^{(a)} \) is a purification of \( \rho_B^{(a)} \). For simplicity, let us suppose here that the other state \( \sigma_{AB} \) satisfies \( \sigma_A = \rho_A \) (and is also classical-quantum). In that case, by an appropriate application of Uhlmann’s theorem, it can be shown that for any extension of \( \rho_{AB} \) as described above, we can construct an analogous extension of \( \sigma_{AB} \) with the property \( F(\rho_{AB}, \sigma_{AB}) = F(\rho_{ABR}, \sigma_{ABR}) \). This seems promising as it preserves the angular distance — if we could further show that the difference in conditional entropies is nondecreasing under some such extension, this would imply that it suffices to consider pure conditional states in this scenario, simplifying the analysis. (In fact, if that were true, it would already be sufficient to yield a con-
timinuity bound with the desired properties by noting that
the pure conditional states would all be supported on a
subspace of dimension at most $2d_A$, although the result-
ing Lipschitz constant might be suboptimal.)

However, this encounters the following obstacle: one
can show [23] that there exist states $\rho_{AB}$ such that for
some $\delta > 0$, any extension $\rho_{ABR}$ in the above sense sat-
ifies $H(A|BR)_\rho < H(A|B)_\rho - \delta$; i.e. the conditional en-
tropy of the extension is bounded away from the original
value by a constant. In that case, if we take any classical-
quantum $\sigma_{AB}$ with $H(A|B)_\sigma = 0$ (in which case any ex-
tension in the above sense must have $H(A|BR)_\sigma = 0$ as
well, due to strong subadditivity), we have

$$H(A|BR)_\rho - H(A|BR)_\sigma = H(A|B)_\rho,$$

or in other words, the difference in entropies $H(A|BR)$
of the extensions is strictly smaller than the original dif-
ference (more precisely, bounded away from it by a con-
stant amount). This is problematic for the goal of using
these extensions to bound the original entropy difference.
While this obstacle may not be impossible to overcome,
it does suggest that there may not be a straightforward
proof using this approach.

Appendix C: Proofs of Lemmas

1. Proof of Lemma 1

Proof. Let $\Lambda := \{ |e_x\rangle \langle e_x| \}_{x \in X} \in M$ be arbitrary. We
first prove that

$$T(\rho, \sigma).$$

To see this, consider a spectral decomposition

$$\rho - \sigma = \sum_{y \in X} \lambda_y |f_y \rangle \langle f_y|$$
of $\rho - \sigma$, where the $\lambda_y \in \mathbb{R}$ and the $|f_y\rangle$ form an orthonormal
basis for $\mathcal{H}$. Define the positive and negative parts
of $\rho - \sigma$ as

$$P := \sum_{y \in X, \lambda_y > 0} \lambda_y |f_y \rangle \langle f_y|,$$

$$Q := \sum_{y \in X, \lambda_y < 0} |\lambda_y| |f_y \rangle \langle f_y|,$$

respectively. Note that $\rho - \sigma = P - Q$ and $|\rho - \sigma| :=
\sqrt{(\rho - \sigma)^\dagger (\rho - \sigma)} = P + Q$. Then for any $x \in X$, we have

$$|\langle e_x | (\rho - \sigma) e_x \rangle| = |\langle e_x | (P - Q) e_x \rangle|$$
$$\leq |\langle e_x | (P + Q) e_x \rangle|$$
$$= \langle e_x | |\rho - \sigma| e_x \rangle,$$

where in the second line we used that $P, Q \geq 0$. Thus,
we have

$$T_{\epsilon}(\lambda \rho, \lambda \sigma) = \frac{1}{2} \sum_{x \in X} |\langle e_x | \rho e_x \rangle - \langle e_x | \sigma e_x \rangle|$$
$$\leq \frac{1}{2} \sum_{x \in X} |\langle e_x | (\rho - \sigma) e_x \rangle|$$
$$= \frac{1}{2} \tr |(\rho - \sigma)|$$
$$= T(\rho, \sigma),$$
as needed. Now, in the second line above, we applied Eq. (C1) for each $x \in X$. Thus, equality holds in the
above iff

$$\forall x \in X, |\langle e_x | (P - Q) e_x \rangle| = |\langle e_x | (P + Q) e_x \rangle|.$$

Since $P, Q \geq 0$, this occurs iff

$$\forall x \in X, \langle e_x | P e_x \rangle = 0 \lor \langle e_x | Q e_x \rangle = 0.$$

Since any positive semidefinite $A \in \mathcal{L}(\mathcal{H})$ satisfies
$\langle e_x | A e_x \rangle = 0 \iff |e_x \rangle \in \ker A$, the above is equiva-
lent to

$$\forall x \in X, |e_x \rangle \in \ker P \lor \ker Q,$$
as needed. To see that $T(\rho, \sigma)$ is nonempty, consider
$\bar{\Lambda} := \{|f_y \rangle \langle f_y| \}_{y \in X} \in M$. Clearly, this satisfies

$$\forall y \in X, |f_y \rangle \in \ker P \lor \ker Q,$$
so $\bar{\Lambda}$ is an optimizing projective measurement, as needed.

2. Proof of Lemma 2

Proof. Let $\Lambda := \{ |e_x\rangle \langle e_x| \}_{x \in X} \in M$ be arbitrary. We
first prove that

$$F(\rho, \sigma) \leq F(\epsilon \lambda \rho, \epsilon \lambda \sigma).$$

To see this, note that by the polar decomposition, there exists
a unitary $U$ on $\mathcal{H}$ such that

$$\sqrt{\rho} \sigma \sqrt{\rho} = \sqrt{\rho} \sqrt{\sigma} U.$$

Then we have

$$F(\rho, \sigma) = \| \sqrt{\rho} \sqrt{\sigma} \|_1$$
$$= \tr(\sqrt{\rho} \sqrt{\sigma} \sqrt{\rho})$$
$$= \tr(\sqrt{\rho} \sqrt{\sigma} U)$$
$$= \sum_{x \in X} \tr(\sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U)$$
$$= \sum_{x \in X} \tr(\sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U).$$
where the last line follows since $F(\rho, \sigma) \geq 0$. Applying the triangle inequality followed by the Cauchy–Schwarz inequality, we continue with

$$F(\rho, \sigma) = \left| \sum_{x \in \mathcal{X}} \text{tr} \left( \sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U \right) \right|$$

$$\leq \sum_{x \in \mathcal{X}} |\text{tr} \left( \sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U \right)|$$

$$\leq \sum_{x \in \mathcal{X}} \sqrt{\text{tr} (|e_x\rangle \langle e_x| \rho)} \sqrt{\text{tr} (|e_x\rangle \langle e_x| \sigma)}$$

$$= F_c(\text{tr}(\Lambda \rho), \text{tr}(\Lambda \sigma)),$$

as needed. Now, equality occurs in the above iff the triangle inequality and the Cauchy–Schwarz inequality are both saturated. This occurs iff each term $\text{tr} \left( \sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U \right)$ either is of a fixed complex phase or is equal to 0, and the set $\{|e_x\rangle\langle e_x| \sqrt{\rho}, |e_x\rangle\langle e_x| \sqrt{\sigma} U \} \subseteq \mathcal{L}(H)$ is linearly dependent for all $x \in \mathcal{X}$. To continue, observe that $\sum_{x \in \mathcal{X}} |\text{tr} \left( \sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U \right) = F(\rho, \sigma) \geq 0$. In addition, observe that $|e_x\rangle\langle e_x| \sqrt{\rho} \neq 0$ and $|e_x\rangle\langle e_x| \sqrt{\sigma} U \neq 0$, since $\rho$ and $\sigma$ are assumed invertible and $|e_x\rangle \neq 0$. This implies that equality in Eq. (C3) occurs iff the terms $\text{tr} \left( \sqrt{\rho} |e_x\rangle \langle e_x| \sqrt{\sigma} U \right)$ are all nonnegative and $|e_x\rangle\langle e_x| \sqrt{\rho} = c_x |e_x\rangle\langle e_x| \sqrt{\sigma} U$ for all $x \in \mathcal{X}$, where $e_x \in \mathbb{C} \setminus \{0\}$. Equivalently, equality holds iff

$$\forall x \in \mathcal{X}, \exists c_x \in \mathbb{C} \setminus \{0\},$$

$$\langle e_x|\sqrt{\sigma} U \sqrt{\rho} e_x \rangle \geq 0 \land$$

$$\langle e_x\rangle \langle e_x| \sqrt{\rho} = c_x \langle e_x\rangle \langle e_x| \sqrt{\sigma} U.$$

Since $\rho$ is assumed invertible, this is equivalent to

$$\forall x \in \mathcal{X}, \exists c_x \in \mathbb{C} \setminus \{0\},$$

$$\langle e_x|\rho^{-\frac{1}{2}} \sqrt{\rho} \sqrt{\sigma} U \rho^{-\frac{1}{2}} e_x \rangle \geq 0 \land$$

$$\langle e_x\rangle \langle e_x| = c_x \langle e_x\rangle \langle e_x|.$$

Recalling Eq. (C2) and the definition of the operator geometric mean $M := \rho^{-\frac{1}{2}} \sqrt{\rho} \sqrt{\sigma} U \rho^{-\frac{1}{2}}$; this is equivalent to

$$\forall x \in \mathcal{X}, \exists c_x \in \mathbb{C} \setminus \{0\},$$

$$\langle e_x|M e_x \rangle \geq 0 \land M |e_x\rangle = \frac{1}{c_x} |e_x\rangle.$$

Since $M = M^1$, this is equivalent to

$$\forall x \in \mathcal{X}, \exists c_x \in \mathbb{C} \setminus \{0\},$$

$$c_x \langle e_x|M e_x \rangle \geq 0 \land M |e_x\rangle = \frac{1}{c_x} |e_x\rangle.$$

But since $M \rho M = \sigma$ and $\sigma > 0$ (since $\sigma$ is assumed invertible), this is equivalent to

$$\forall x \in \mathcal{X}, \exists c_x > 0, M |e_x\rangle = \frac{1}{c_x} |e_x\rangle.$$

Thus, since $M > 0$, so the eigenvalues of $M$ are all positive, we see that equality in Eq. (C3) holds iff $\{|e_x\rangle\} \subseteq X$ is an eigenbasis for $M$, as needed. Clearly, an eigenbasis for $M$ exists, so $F(\rho, \sigma)$ is nonempty, as needed. 

3. Proof of Lemma 3

Proof. For notational simplicity, we work with arbitrary probability distributions $p$ and $q$ on a finite alphabet $\mathcal{X}$. We first prove the left-hand inequality in Eq. (23). Observe that

$$1 - F_c(p, q) = \frac{1}{2} \sum_{x \in \mathcal{X}} (p(x) + q(x) - 2\sqrt{p(x)q(x)})$$

$$= \frac{1}{2} \sum_{x \in \mathcal{X}} \sqrt{p(x) - q(x)}^2$$

$$\leq \frac{1}{2} \sum_{x \in \mathcal{X}} |p(x) - q(x)|$$

$$= \frac{1}{2} \sum_{x \in \mathcal{X}} |p(x) - q(x)|$$

$$= T_c(p, q),$$

as needed. Now, equality holds in the above iff

$$\forall x \in \mathcal{X}, \left| \sqrt{p(x) - q(x)} \right| = \left| \sqrt{p(x) + q(x)} \right|,$$

which occurs iff

$$\forall x \in \mathcal{X}, p(x) = q(x) \lor p(x) = 0 \lor q(x) = 0,$$

as needed. Next, we prove the right-hand inequality in Eq. (23). Observe that

$$T_c(p, q)^2$$

$$= \left( \frac{1}{2} \sum_{x \in \mathcal{X}} |p(x) - q(x)| \right)^2$$

$$= \frac{1}{4} \left( \sum_{x \in \mathcal{X}} \left| \sqrt{p(x) - q(x)} \right| \left| \sqrt{p(x) + q(x)} \right| \right)^2$$

$$\leq \frac{1}{4} \sum_{x \in \mathcal{X}} (p(x) - q(x))^2 \sum_{x \in \mathcal{X}} \left( \sqrt{p(x) + q(x)} \right)^2$$

$$= \frac{1}{4} (2 - 2F_c(p, q))(2 + 2F_c(p, q))$$

$$= 1 - F_c(p, q)^2,$$
as needed. Note that in the third line above, we applied the Cauchy–Schwarz inequality with
\[ u := \left( \frac{1}{\sqrt{p(x)}} - \sqrt{q(x)} \right)_{x \in \mathcal{X}} \in \mathbb{R}^d \]
\[ v := \left( \frac{1}{\sqrt{p(x)}} + \sqrt{q(x)} \right)_{x \in \mathcal{X}} \in \mathbb{R}^d. \]
Thus, equality holds in the above iff \( u, v \) saturate the Cauchy–Schwarz inequality, which occurs iff \( \{u, v\} \subseteq \mathbb{R}^d \) is linearly dependent. Since \( v \neq 0 \), this is equivalent to \( u \in \text{Span} \{v\} \), i.e. \( \exists a \in \mathbb{R}, u = a \cdot v \). Since \( u \geq 0 \) and \( v > 0 \), this is equivalent to \( \exists a \geq 0, u = a \cdot v \), i.e.
\[ \exists a \geq 0, \forall x \in \mathcal{X}, \left( \sqrt{p(x)} - \sqrt{q(x)} \right) = a \left( \sqrt{p(x)} + \sqrt{q(x)} \right). \]
Breaking into cases, this is equivalent to
\[ \exists a \geq 0, \forall x \in \mathcal{X}, \sqrt{p(x)} - \sqrt{q(x)} = a \left( \sqrt{p(x)} + \sqrt{q(x)} \right) \vee \sqrt{q(x)} - \sqrt{p(x)} = a \left( \sqrt{p(x)} + \sqrt{q(x)} \right). \]
Rearranging, this is equivalent to
\[ \exists a \geq 0, \forall x \in \mathcal{X}, \frac{1 - a}{1 + a} \sqrt{p(x)} = \sqrt{q(x)} \lor \frac{1 + a}{1 - a} \sqrt{p(x)} = \sqrt{q(x)}. \]
Now, since \( \sqrt{p(x)}, \sqrt{q(x)} \geq 0 \) for all \( x \in \mathcal{X} \), we can restrict \( a \in [0, 1] \), so the above is equivalent to
\[ \exists a \in [0, 1], \forall x \in \mathcal{X}, \frac{1 - a}{1 + a} \sqrt{p(x)} = \sqrt{q(x)} \lor \frac{1 + a}{1 - a} \sqrt{p(x)} = \sqrt{q(x)}. \]
Treating \( a = 0 \) and \( a = 1 \) separately, this is equivalent to
\[ (\forall x \in \mathcal{X}, p(x) = q(x)) \lor (\forall x \in \mathcal{X}, p(x) = 0 \lor q(x) = 0) \lor \exists a \in (0, 1), \forall x \in \mathcal{X}, \left( q(x) = \left( \frac{1 - a}{1 + a} \right)^2 p(x) \lor q(x) = \left( \frac{1 + a}{1 - a} \right)^2 p(x) \right). \]
Since \( p, q \geq 0 \), this is equivalent to
\[ p = q \lor p \cdot q = 0 \lor \exists a \in (0, 1), \forall x \in \mathcal{X}, q(x) = b(a) p(x) \lor q(x) = \frac{1}{b(a)} p(x), \]
where we defined \( b(a) := \left( \frac{1 - a}{1 + a} \right)^2 \in (0, 1) \) for \( a \in (0, 1) \).
Note that \( b(a) : (0, 1) \to (0, 1) \) is a bijection. Thus, the above is equivalent to
\[ p = q \lor p \cdot q = 0 \lor \exists b \in (0, 1), \forall x \in \mathcal{X}, \quad q(x) = b \cdot p(x) \lor q(x) = \frac{1}{b} p(x). \]
as needed. Thus, with \( p := (\langle e_x | \rho e_x \rangle)_{x \in \mathcal{X}} \) and \( q := (\langle e_x | \sigma e_x \rangle)_{x \in \mathcal{X}} \), the lemma holds.

### Appendix D: Random Density Operators

#### 1. Random Quantum-Classical States

Our goal in this section is to randomly sample quantum-classical states \( \rho \in \mathcal{D}(\mathcal{H}^A \otimes \mathcal{H}^B) \) of the form
\[ \rho = \sum_{k=1}^{d_B} \alpha_k |f_k \rangle \langle f_k|, \quad (D1) \]
where the \( \alpha_k \in \mathcal{D}(\mathcal{H}^A) \), the \( \alpha_k \geq 0 \) satisfy \( \sum_{k=1}^{d_B} \alpha_k = 1 \), and the \( |f_k \rangle \) form an orthonormal basis for \( \mathcal{H}^B \). To begin, we randomly sample the \( \alpha_k \) from the \( (d_B - 1) \)-dimensional simplex spanned by the standard basis vectors \((1,0,\ldots,0),\ldots,(0,\ldots,0,1) \in \mathbb{R}^{d_B} \). Then, we let \( \{|e_j\}_j \) be a standard basis for \( \mathcal{H}^A \) and \( \{|f_k\}_k \) be a standard basis for \( \mathcal{H}^B \). Next, for each \( k \), we randomly choose the eigenvalues of \( \rho_k \) from the \( (d_A - 1) \)-dimensional simplex spanned by the standard basis vectors \((1,0,\ldots,0),\ldots,(0,\ldots,0,1) \in \mathbb{R}^{d_A} \), and we place those random eigenvalues on the main diagonal of a matrix \( D_k \in \mathcal{L}(\mathcal{H}^A) \) (written with respect to the standard basis \( \{|e_j\}_j \) ). To randomize the eigenvectors of the \( \rho_k \), we pick random unitaries \( U_k \) according to a Haar-uniform distribution, and we conjugate the \( D_k \) by the \( U_k \) to obtain the \( \rho_k \). That is, we set \( \rho_k := U_k D_k U_k^\dagger \) for each \( k \). Applying Eq. (D1) then yields the desired random quantum-classical states as used in Fig. 1. Mathematica code to implement the above procedure can be found on Github.

#### 2. Random Classical States with Fixed Angular Distance

Our goal in this section is to randomly sample classical (i.e. commuting) states \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \) with a prescribed angular distance \( A(\rho, \sigma) = A \) for any \( A \geq 0 \). To do this, consider any points \( r, s \in \mathbb{R}^d \) on the unit \( (d-1) \)-sphere such that \( r, s \geq 0 \), where \( d := \text{dim } \mathcal{H} \). Now, let \( \rho \) and \( \sigma \) be commuting states with eigenvalues \( \rho_j := r_j^2 \) and \( \sigma_j := s_j^2 \) respectively, where \( j = 1, \ldots, d \). Then
\[ A(\rho, \sigma) = \arccos \left\| \sqrt{\rho} \sqrt{\sigma} \right\|_1 = \arccos \sum_{j=1}^{d} \sqrt{\rho_j \sigma_j} = \arccos \sum_{j=1}^{d} r_j s_j = \arccos r \cdot s, \]
where the last line is just the angular distance between \( r \) and \( s \). Thus, by the above construction, it remains to
randomly pick \( \tilde{r}, \tilde{s} \) on the unit \((d - 1)\)–sphere. We then let \( r = \text{abs}(\tilde{r}) \), where \( \text{abs}(\cdot) \) denotes component-wise absolute value. Next, we rotate \( r \) towards \( \tilde{s} \) by \( A \) radians to obtain \( s \), where \( A \geq 0 \) is fixed. For \( A \) close to 0, this procedure generates points \( r, s \) in the positive hyperoant for the unit \((d - 1)\)–sphere with high probability; \( s \) is very unlikely to lie outside the positive hyperoant for \( A \) close enough to 0. Thus, we simply reject the few cases where \( s \) happens to lie outside the positive hyperoant. As explained above, this yields random classical states \( \rho, \sigma \) at a fixed angular distance \( A \), as used in Fig. 2. Mathematica code to implement the above procedure can be found on Github.

**Appendix E: Perturbation argument**

Consider any arbitrary (i.e. possibly noninvertible) \( \rho, \sigma \) saturating the upper Fuchs–van de Graaf inequality. We continue our analysis onwards from Eq. (33), attempting to apply a similar argument as in the proof of Theorem 2. Take any \( \Lambda_T \in \mathcal{T}(\rho, \sigma) \) (note that this step is essentially why we avoided perturbing the trace-distance term when writing Eq. (33) — if we were to instead take \( \Lambda_T \in \mathcal{T}(\rho, \sigma) \), then \( \Lambda_T \) would implicitly depend on \( \delta \), which poses some challenges in our subsequent analysis). Now note that if we were to perform this measurement on the states \( \rho, \sigma \), the trace distance between the resulting distributions is “close” to the trace distance between the distributions that would be obtained by performing this measurement on \( \rho, \sigma \) instead:

\[
\begin{align*}
| T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) - T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) | & \leq | T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) - T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) | \\
+ | T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) - T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) | & \leq T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \rho)) + T_c (\text{tr} (\Lambda_T \sigma), \text{tr} (\Lambda_T \sigma)) \\
& \leq T (\rho, \rho) + T (\sigma, \sigma) =: f(\delta),
\end{align*}
\]

where the second inequality holds due to the reverse triangle inequality for trace distance, and the function \( f(\delta) \) in the last line satisfies \( \lim_{\delta \to 0^+} f(\delta) = 0 \).

With this, we can obtain the following chain of inequalities by following the same arguments as in the derivation of Eq. (29):

\[
\begin{align*}
T (\rho, \sigma) - f(\delta) = T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) - f(\delta) & \leq T_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) \\
& \leq \sqrt{1 - F_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma))^2} \\
& \leq \sqrt{1 - F(\rho, \sigma)^2} \\
& \leq T (\rho, \sigma) + g(\delta),
\end{align*}
\]

where the first inequality follows since \( T (\rho, \sigma) \leq T (\rho, \sigma) \), and in the last line the function \( g(\delta) \) represents the \( \text{negl}(\delta) \) bound in Eq. (33). Observe that the first and last expressions in the above chain of inequalities differ by only \( f(\delta) + g(\delta) \). This implies that for each individual inequality in the chain, the difference between the two sides of each inequality is also at most \( f(\delta) + g(\delta) \), which is a negligible function \( \text{negl}(\delta) \). From this fact, and the continuity of the function \( \sqrt{1 - x^2} \), we conclude that the measurement \( \Lambda_T \) necessarily satisfies

\[
| F_c (\text{tr} (\Lambda_T \rho), \text{tr} (\Lambda_T \sigma)) - F (\rho, \sigma) | \leq \text{negl}(\delta),
\]

i.e. it “approximately preserves” the fidelity between \( \rho, \sigma \).

This suggests that it may be useful to characterize the set of measurements that “approximately preserve” fidelity in the above sense. To this end, we prove the following lemma, which looks roughly similar in some ways to Lemma 2 (note, however, that we have only proven one direction of the implications in this lemma, i.e. this result might not be a bidirectional implication).

**Lemma 4.** Consider any states \( \rho, \sigma \in \mathcal{D}(\mathcal{H}) \) and define \( \rho, \sigma \) as in Eq. (32), in which case \( \rho, \sigma \) are invertible for all \( \delta > 0 \), and we can define the operator

\[
M_\delta := \rho^{-1} \# \sigma. \tag{E1}
\]

Suppose that \( \Lambda \in \mathcal{M} \) is a rank-1 projective measurement with projectors \( \{ | e_x \rangle \langle e_x | \} \in \mathcal{X} \) such that for all \( \delta > 0 \),

\[
| F_c (\text{tr} (\Lambda \rho), \text{tr} (\Lambda \sigma)) - F (\rho, \sigma) | \leq \text{negl}(\delta). \tag{E2}
\]

Then for any \( x \in \mathcal{X} \) such that \( | e_x \rangle \notin \text{ker} \rho \) and any \( \delta > 0 \), there exists \( \mu_{x, \delta} \in \mathbb{C} \), which together satisfy

\[
\lim_{\delta \to 0^+} \sqrt{\mu_{x, \delta}} (M_\delta - | \mu_{x, \delta} | 1) | e_x \rangle = 0. \tag{E3}
\]

**Proof.** To make some steps easier to follow, we shall start by writing the condition (E2) in the form

\[
| F_c (\text{tr} (\Lambda \rho), \text{tr} (\Lambda \sigma)) - F (\rho, \sigma) | \leq \varepsilon_\delta, \tag{E4}
\]

and only set \( \varepsilon_\delta = \text{negl}(\delta) \) near the end of the argument. The idea of the proof is to follow essentially the same steps as in the proof in Appendix C2, except with “approximate equalities” instead of inequalities. We begin by letting \( U_\delta \) be the operator (induced by polar decomposition) such that

\[
\sqrt{\rho_\delta} \sigma_\delta \sqrt{\rho_\delta} = \sqrt{\rho_\delta} \sigma_\delta U_\delta.
\]

For brevity, we introduce the following operators (note that this part of the construction also essentially works for a general measurement with POVM operators \( \{ E_x \} \) one just needs to use \( \sqrt{E_x} \) in place of \( | e_x \rangle \langle e_x | \)):

\[
A_{x, \delta} := | e_x \rangle \langle e_x | \sqrt{\sigma_\delta} U_\delta, \quad B_{x, \delta} := | e_x \rangle \langle e_x | \sqrt{\rho_\delta}.
\]

Note that since we are only considering the \( \delta > 0 \) regime, \( \rho_\delta, \sigma_\delta \) are invertible and hence the operators \( A_{x, \delta}, B_{x, \delta} \) are always nonzero.
Now, following the same calculations as in the proof in Appendix C2 gives

\[
F(\rho_\delta, \sigma_\delta) = \sum_{x \in X} \text{tr}(\sqrt{\rho_\delta} \langle e_x | e_x \rangle \sqrt{\sigma_\delta} U_\delta) \\
= \sum_{x \in X} \text{tr}(B_{x,\delta}^† A_{x,\delta}) \\
\leq \sum_{x \in X} \left| \text{tr}(B_{x,\delta}^† A_{x,\delta}) \right| \\
\leq \sum_{x \in X} \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 \\
= \sum_{x \in X} \sqrt{\text{tr}(\langle e_x | e_x \rangle \rho_\delta) \text{tr}(\langle e_x | e_x \rangle \sigma_\delta)} \\
= F_c(\text{tr}(\rho_\delta), \text{tr}(\sigma_\delta)),
\]

where the second inequality is the step where Cauchy-Schwarz was applied. Combining this with the condition (E4), we see that both the inequalities in the chain must be “tight up to \( \varepsilon_\delta \)”, i.e. we have

\[
\left| \sum_{x \in X} \text{tr}(B_{x,\delta}^† A_{x,\delta}) - \sum_{x \in X} \text{tr}(B_{x,\delta}^† A_{x,\delta}) \right| \leq \varepsilon_\delta \quad (E5)
\]

and

\[
\left| \sum_{x \in X} \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 - \sum_{x \in X} \text{tr}(B_{x,\delta}^† A_{x,\delta}) \right| \leq \varepsilon_\delta. \quad (E6)
\]

For the bound (E5), if we write \( z_x := \text{tr}(B_{x,\delta}^† A_{x,\delta}) \), then we have some values \( z_x \in \mathbb{C} \) such that \( |z_x| \leq \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 \leq 1 \), and their sum \( \sum_{x \in X} z_x \) is real-valued (because it is equal to \( F(\rho_\delta, \sigma_\delta) \)) and within \( \varepsilon_\delta \) of the sum of their absolute values. Viewing these complex numbers \( z_x \) as vectors in the complex plane, a geometric argument then shows that we must have \( |z_x| - |z_x| \leq \sqrt{2\varepsilon_\delta} \) for all \( x \in X \), i.e.

\[
\forall x \in X, \left| \text{tr}(B_{x,\delta}^† A_{x,\delta}) - \text{tr}(B_{x,\delta}^† A_{x,\delta}) \right| \leq \sqrt{2\varepsilon_\delta}. \quad (E7)
\]

As for the bound (E6), note that the terms in the summations satisfy \( \left| \text{tr}(B_{x,\delta}^† A_{x,\delta}) \right| \leq \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 \) (this is just Cauchy-Schwarz) for all \( x \in X \), from which we can deduce that

\[
\forall x \in X, \left| \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 - \text{tr}(B_{x,\delta}^† A_{x,\delta}) \right| \leq \varepsilon_\delta.
\]

The above bound suggests that \( \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 \) and \( \text{tr}(B_{x,\delta}^† A_{x,\delta}) \) should be close as well (for all \( x \in X \)). To formalize this, we note that \( \| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 \) and \( \text{tr}(B_{x,\delta}^† A_{x,\delta}) \) are both upper bounded by 1, and thus

\[
\| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 - \text{tr}(B_{x,\delta}^† A_{x,\delta}) \leq (\| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 + \text{tr}(B_{x,\delta}^† A_{x,\delta}))\cdot
\]

\[
\leq 2(\| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2 - \text{tr}(B_{x,\delta}^† A_{x,\delta})).
\]

Combined with the preceding bound, this gives

\[
\forall x \in X, \sqrt{\| A_{x,\delta} \|_2 \| B_{x,\delta} \|_2^2 - \text{tr}(B_{x,\delta}^† A_{x,\delta})^2} \leq \sqrt{2\varepsilon_\delta}.
\]

(E8)

The reason for expressing the bound in the above form is so we can now make use of the following equality that appears in the derivation of Cauchy-Schwarz (which can be verified by expanding the left-hand-side):

\[
\| A_{x,\delta} - \frac{\text{tr}(B_{x,\delta}^† A_{x,\delta})}{\| B_{x,\delta} \|_2} \| B_{x,\delta} \|_2^2 = \| A_{x,\delta} \|_2^2 - \frac{\text{tr}(B_{x,\delta}^† A_{x,\delta})^2}{\| B_{x,\delta} \|_2^2}.
\]

Let us now define

\[
\mu_{x,\delta} := \frac{\text{tr}(B_{x,\delta}^† A_{x,\delta})}{\| B_{x,\delta} \|_2},
\]

so that the left-hand-side of the preceding expression is just \( \| A_{x,\delta} - \mu_{x,\delta} B_{x,\delta} \|_2 \). With this, we can write

\[
\forall x \in X, \| A_{x,\delta} - \mu_{x,\delta} B_{x,\delta} \|_2 \leq \sqrt{\| A_{x,\delta} \|_2^2 - \frac{\text{tr}(B_{x,\delta}^† A_{x,\delta})^2}{\| B_{x,\delta} \|_2^2}} \leq \frac{\sqrt{2\varepsilon_\delta}}{\| B_{x,\delta} \|_2},
\]

where in the last line we applied the bound (E6). With this, we have for all \( x \in X \):

\[
\| A_{x,\delta} - \mu_{x,\delta} B_{x,\delta} \|_2 \leq \| A_{x,\delta} - \mu_{x,\delta} B_{x,\delta} \|_2 + |\mu_{x,\delta} - \mu_{x,\delta}| \| B_{x,\delta} \|_2 = \| A_{x,\delta} - \mu_{x,\delta} B_{x,\delta} \|_2 + \text{tr}(B_{x,\delta}^† A_{x,\delta}) - \text{tr}(B_{x,\delta}^† A_{x,\delta}) \|
\]

\[
\leq \frac{\sqrt{2\varepsilon_\delta}}{\| B_{x,\delta} \|_2} + \frac{\sqrt{2\varepsilon_\delta}}{\| B_{x,\delta} \|_2} = \frac{2\sqrt{2\varepsilon_\delta}}{\| B_{x,\delta} \|_2};
\]

where in the last line we applied the bound (E7).

The above result is essentially the main bound that yields the desired claim. (Note that in the case where \( \rho, \sigma \) are both invertible and we set both \( \delta \) and \( \varepsilon_\delta \) to 0, the above bound reduces to \( A_{x,\delta} = \mu_{x,\delta} B_{x,\delta} \), which is basically equivalent to the \( \langle e_x | e_x \rangle \sqrt{\rho} = c_x \langle e_x | e_x \rangle \sqrt{\sigma} U \) condition in the Appendix C2 proof.) To finish up, we
note that by the definition of $B_{x\delta}$ we have $\|B_{x\delta}\|_2 = \langle e_x | \rho_\delta | e_x \rangle$, and hence (because $\lim_{\delta \to 0^+} \rho_\delta$ exists and equals $\rho$):
\[
\lim_{\delta \to 0^+} \|B_{x\delta}\|_2 = \lim_{\delta \to 0^+} \langle e_x | \rho_\delta | e_x \rangle = \langle e_x | \rho | e_x \rangle.
\]
This means that for any $x \in \mathcal{X}$ such that $|e_x| \notin \ker \rho$, the value $L_x := \lim_{\delta \to 0^+} \|B_{x\delta}\|_2$ exists and is strictly positive. Hence for such $x$, we know that for all sufficiently small $\delta$, we would have $\|B_{x\delta}\|_2 \geq L_x/2$ and thus also
\[
\|A_{x\delta} - |\mu_{x\delta}| B_{x\delta}\|_2 \leq 4\sqrt{2e_{x\delta}/L_x}. \tag{E10}
\]
With this, we finally substitute $\varepsilon_\delta = \text{negl}(\delta)$ to conclude that for such $x$, we have
\[
\lim_{\delta \to 0^+} \|A_{x\delta} - |\mu_{x\delta}| B_{x\delta}\|_2 = 0,
\]
and thus
\[
\lim_{\delta \to 0^+} (A_{x\delta} - |\mu_{x\delta}| B_{x\delta}) = 0. \tag{E11}
\]
(It does not matter which operator norm is considered in the above convergence statement, because all norms on a finite-dimensional vector space yield the same topology.)

Note that for all $\delta > 0$, by substituting the definitions of $A_{x\delta}$, $B_{x\delta}$ and $U_\delta$ (and also using the fact that $\rho_\delta$ is invertible), we get
\[
A_{x\delta} - |\mu_{x\delta}| B_{x\delta} = |e_x\rangle\langle e_x| (\sqrt{\sigma_\delta} U_\delta - |\mu_{x\delta}| \sqrt{\rho_\delta})
= |e_x\rangle\langle e_x| (M_\delta \sqrt{\rho_\delta} - |\mu_{x\delta}| \sqrt{\rho_\delta}).
\]
Substituting this into (E11), then left-multiplying by $\langle e_x|$ and taking the adjoint, we get the desired result.

Note that if it can be shown that $\lim_{\delta \to 0^+} \rho_\delta$ and $\lim_{\delta \to 0^+} \rho_\delta$ exist (let us denote their limiting values as $\lim_{\delta \to 0^+} \rho_\delta =: \rho_0$ and $\lim_{\delta \to 0^+} \rho_\delta =: \rho_0$), then the condition (E3) reduces to a form of "skewed" eigenvalue condition:
\[
\sqrt{\rho_0} M_0 |e_x\rangle = \sqrt{\rho_0} |\mu_{x0}| |e_x\rangle. \tag{E12}
\]
(In fact, it may not be strictly necessary to show that both $\lim_{\delta \to 0^+} \rho_\delta$ and $\lim_{\delta \to 0^+} \rho_\delta$ exist: from the condition (E3) we know that e.g. if $\lim_{\delta \to 0^+} \sqrt{\rho_\delta} M_\delta |e_x\rangle$ exists then so does $\lim_{\delta \to 0^+} \sqrt{\rho_\delta} |\mu_{x\delta}| |e_x\rangle$ and vice versa, although the factors of $\sqrt{\rho_\delta}$ and $|e_x\rangle$ make this not entirely straightforward to work with.) Roughly speaking, the main challenge in trying to get the above line of reasoning to yield a result fully similar to Lemma 2 is that when $\rho$ is noninvertible, we cannot multiply both sides of Eq. (E12) by $\sqrt{\rho_\delta^{-1}}$ to remove the $\sqrt{\rho_\delta}$ prefactors and get a genuine eigenvalue equation. If instead we try working with one of the intermediate bounds in the proof, such as (E10), and multiply by $\sqrt{\rho_\delta^{-1}}$ (which is well-defined for $\delta > 0$), the issue is that the maximum eigenvalue of $\sqrt{\rho_\delta^{-1}}$ diverges as $\delta \to 0^+$, making it difficult to bound the norm of the resulting quantities.

Regarding the question of whether $\lim_{\delta \to 0^+} \rho_\delta$ exists, we note that in the special case where both $\rho$ and $\sigma$ are pure qubit states, we can without loss of generality write $\rho = |0\rangle |0\rangle$ and $\sigma = |0\rangle |0\rangle + |1\rangle |1\rangle$ in some basis, in which case we can compute the following limit for $\alpha \neq 0$:
\[
\lim_{\delta \to 0^+} M_\delta = \left( \frac{\alpha}{|\alpha|^2} \frac{\beta^2}{|\beta|^2} + \sqrt{1 + |\beta|^2/|\alpha|^2} \right).
\]
(The $\alpha = 0$ case corresponds to $\rho, \sigma$ being orthogonal, in which case it appears that $M_\delta$ diverges as $\delta \to 0^+$, but this case is not very relevant in our context since the Fuchs–van de Graaf inequalities are trivially saturated in this case.) More generally, for dim $\mathcal{H} = 3$, we were able to compute the operator $M_\delta$ analytically in Mathematica and found that as long as $\rho, \sigma$ are nonorthogonal pure states, the limit $\lim_{\delta \to 0^+} M_\delta$ indeed exists. However, we currently do not have a generalization of the argument to higher dimensions.

Finally, we remark that one possible direction for further investigation is that rather than focusing on proving an analogue of Lemma 2, we could instead try to use some of the intermediate steps in the proof (such as the bounds (E7) and (E8)) to more directly analyze the set of states saturating the upper Fuchs–van de Graaf inequality. However, it currently does not seem clear whether this gives a useful result.

Appendix F: Applications in keyrate calculations

Here, we briefly outline some potential applications of our results in computing QKD keyrates, focusing on a form of QKD referred to as device-independent (DI) QKD [24]. Basically, it was observed in e.g. [25] that one potential approach to compute such keyrates is to lower bound the fidelity between a particular pair of states. If it could be shown that these states saturate the upper Fuchs–van de Graaf inequality, then the fidelity can be written in terms of the trace distance [26], which has an operational interpretation in terms of guessing probability [5]. Various methods are known for bounding guessing probabilities in DIQKD [27–29], and hence this could serve as another potential approach for DIQKD keyrate computations. In fact, if the upper Fuchs–van de Graaf inequality were saturated in this context, then the guessing-probability bound derived in [27] for a particular DIQKD protocol would yield an expression exactly matching the (tight) keyrate formula derived in [24] for that protocol, suggesting some plausibility in this approach.

Another aspect of DIQKD in which such a result could be useful would be protocols based on advantage distillation [30], which refers to the use of two-way communication for the information-reconciliation step [31] of
protocol. Again, the analysis in [30] is based on the fidelity between a particular pair of states (different from the above), and it was observed that if that pair of states saturates the upper Fuchs–van de Graaf inequality, then significantly better results could be obtained. Hence a more detailed characterization of the set of such states could be of use.
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