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Abstract

Traditionally, kernel methods rely on the representer theorem which states that the solution to a learning problem is obtained as a linear combination of the data mapped into the reproducing kernel Hilbert space (RKHS). While elegant from theoretical point of view, the theorem is prohibitive for algorithms’ scalability to large datasets, and the interpretability of the learned function. In this paper, instead of using the traditional representer theorem, we propose to search for a solution in RKHS that has a pre-image decomposition in the original data space, where the elements don’t necessarily correspond to the elements in the training set. Our gradient-based optimisation method then hinges on optimising over possibly sparse elements in the input space, and enables us to obtain a kernel-based model with both primal and dual sparsity. We give theoretical justification on the proposed method’s generalization ability via a Rademacher bound. Our experiments demonstrate a better scalability and interpretability with accuracy on par with the traditional kernel-based models.
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1 Introduction

Kernel methods in various machine learning contexts have a long and successful history (Hofmann et al., 2008). They are theoretically well-founded approaches for efficiently learning non-linear functions thanks to the so-called kernel trick, making it possible to efficiently calculate inner products in a high-dimensional (even infinite-dimensional) reproducing kernel Hilbert space (RKHS) without explicitly computing the associated feature map.

*This work has been in part funded Academy of Finland grants 310107 (MACOME) and 334790 (MAGITICS).
While very successful in many applications and theoretically well-founded, kernel methods have their drawbacks. The issue most often mentioned is the dependency on the $n \times n$ kernel matrix (where $n$ is the number of training samples), giving rise to $\Omega(n^2)$ factor in memory and time complexities of the algorithms. While this bottleneck can in part be worked around with techniques like kernel approximation — such as the Nyström method (Williams and Seeger, 2001), Drineas and Mahoney (2005) and Random Fourier features (RFF) (Rahimi and Recht, 2008) — as well as GPU optimization (Meanti et al., 2020), kernel methods do not scale up to very large datasets as well as one could hope for.

Another drawback of traditional kernel machines is the limited interpretability. Kernel-based methods search for a solution to a learning problem in reproducing kernel Hilbert spaces (RKHS), that often in practice can be infinite-dimensional. With these solutions there is a lack of explicit representation of the learned model in the original feature space (i.e. lack of exact pre-images) and the lack of sparsity of the models: the models generally depend on all the input variables, and generally a preprocessing step prior learning is needed to select features (Guyon and Elisseeff, 2003). The interpretability bottleneck is not alleviated by the commonly used kernel approximation approaches such as Nyström and RFF methods, as they produce dense models in terms of the input variables.

In this paper, we propose an alternative for addressing these concerns: a kernel-based non-linear latent variable model, where the primal sparsity of the basis vectors—the pre-images of non-linear latent variables—can be controlled. The model does not require the $n \times n$ kernel matrix, which alleviates the scalability bottleneck. The learned decision function is represented as a combination of a small number of basis vectors in the original feature space, that represent the different aspects of the data. Thus, our model obtains both primal (low number of non-zeros in basis vectors) and dual (low number of basis vectors) sparsity. This sparse representation facilitates interpretation of the learned model: one can directly examine which features are being used by the model, and the non-zero feature combinations in each basis vector further facilitate the interpretation.

Our main conceptual starting point is, instead of using the traditional representer theorem to find the dual solutions to the learning problems by optimising $n$ dual variables, to perform the optimisation in the original input space by making use of the pre-image of the kernel, which allows us to learn a small number of basis vectors. This allows the method to scale better to large datasets. This technique was previously successfully used by Uurtio et al. (2019) in the context of canonical correlation analysis, and here we extend it to supervised learning. Indeed, while the time complexity of traditional kernel methods generally have a quadratic dependency on the number of training points, the complexity of our (full) gradient update is $O(dnR)$ for commonly used loss functions and kernels, in which $d$ is the dimensionality.
of the data and $R \ll n$ is the number of basis vectors.

In addition, compared to commonly used kernel approximation methods which are generally unsupervised techniques used as preprocessing methods prior to learning, our method learns an optimal latent representation for the supervised learning task. Our method is very general in the sense, that it can be applied with any differentiable loss function, including squared loss, log-loss and squared hinge loss.

We next move onto describing our method and framework (Section 2), which we illustrate in Section 3. We show the experimental performance in Section 4, before discussing the related works (Section 5) and concluding (Section 6).

**Notation.** Throughout the paper, we denote scalars, vectors and matrices as $a$, $a$ and $A$, respectively. We consider supervised learning problems with labeled data as $S = \{(x_i, y_i)\}_{i=1}^n$, in which $x_i \in \mathbb{R}^d$ and $y_i \in \{-1, +1\}$ for classification and $y_i \in \mathbb{R}$ for regression. We also denote the data in matrix form as $X = [x_i]_{i=1}^n \in \mathbb{R}^{n \times d}$, and gather all the labels in vector $y \in \mathbb{R}^n$.

## 2 Supervised learning with kernel pre-images

In this paper, our focus is to work with kernel functions $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$, which are symmetric and positive semi-definite (PSD), intuitively seen as measures of similarity between two data samples. The power of the kernel methods hinges on the so-called kernel trick: a kernel can be written as an inner product of the data samples mapped into some feature space, that is, $k(x, z) = \langle \phi(x), \phi(z) \rangle$. Here $\phi: \mathcal{X} \rightarrow \mathcal{H}$ is the (non-unique) function mapping data samples from the original data space to a reproducing kernel Hilbert space (RKHS) $\mathcal{H}$ associated with the kernel. Due to this kernel trick, it is possible to non-expensively map the data into very high-dimensional spaces (even infinite-dimensional spaces), in which linear models can then be applied.

The RKHS of a kernel consists of functions $f: \mathcal{X} \rightarrow \mathbb{R}$. Thus when solving supervised learning problems with kernel methods, it is standard to assume that the function $f$ to be learned belongs to the RKHS. Traditionally, kernel methods rely on the representer theorem for the solutions. The theorem states, that the optimal solution to a given learning problem, $w \in \mathcal{H}$, can be written as linear combination of the training data mapped to the RKHS, or, $w = \sum_i \alpha_i \phi(x_i)$. In other words, the solution $w$ lies within the span of the images of the training data points in the RKHS (Figure 1).

In this paper, we propose to search for a solution $f \in \mathcal{H}$, that can be characterised in terms of a small number latent factors $\phi(u)$, all of which have a pre-images in the original data space, $u = \phi^{-1}(w) \in \mathcal{X}$, the basis vectors (note abuse of the term basis; we do not assume a linearly independent
Figure 1: $\phi(u)$ always has a pre-image in data space $\mathcal{X}$ (not necessarily coinciding with the training data $S$), while the representer theorem solution $w$ usually does not.

spanning set). Doing this, we restrict ourselves into solutions lying in the image of original data space in the RKHS, instead of considering the full space. Yet, unlike in conventional kernel methods, the solution $f$ is not restricted to the span of the training data, since the images of the basis vectors $\phi(u)$ can lie outside the span (see Figure 1).

This results in a non-linear latent variable model, parameterised by the basis vectors $u$: we can recover solutions in the original data space that are used non-linearly in the decision function. Analogously to the dual variables in classical kernel machines, we assign every latent factor $\phi(u_r)$ an importance weight $c_r$. As a whole, this amounts to learning a function $f \in \mathcal{H}$, having the form

$$f(\cdot) = \sum_{r=1}^{R} c_r \phi(u_r)$$

with $R \ll n$, $c_r \in \mathbb{R}$ and $u_r \in \mathcal{X}$. We can now write $f(x_i) = \sum_{r} c_r k(x_i, u_r) = k(x_i, U)c$, where $k(x_i, U)$ stands for the $1 \times R$ matrix of kernel evaluations between $x_i$ and every $u_r$, and the $c_r$ are stacked in $c \in \mathbb{R}^R$.

Compared to the traditional representer theorem, the $u_r$ are not restricted to match the data samples in the training set, and also much smaller amount of these basis vectors are used to represent $f$. In particular, a connection to traditional models such as SVM or kernel ridge regression (KRR) can be readily seen: take all training examples as the basis vectors and interpret the $c_r$’s as the dual variables. Yet with our model, as we illustrate in Section 3, $R$ can be very small compared to the number of training examples. Additionally, the fact that we have an explicit representation of the pre-images of the latent factors $\phi(u_r)$ in terms of the basis vectors $u_r$ lets us control the primal sparsity of the latent factors, thus achieving a non-linear model (through a non-linear kernel) with primal (few non-zero elements in basis vectors) and dual (small number of basis vectors) sparsity. It is also straightforward to extend the model by group or structured sparsity (Huang et al., 2010; Jia et al., 2010), to allow incorporation of domain knowledge in the model learning.
2.1 The optimisation procedure

In this section we go through the practical aspects of learning the $f$ in our framework. In the following discussion we consider $\mathcal{X} = \mathbb{R}^d$.

With the model (1), we consider an iterative two-step learning approach consisting of learning both the basis vectors $U = [u_r]_{r=1}^R$ and the multipliers $c_r$. To this end, we consider the optimisation problem

$$\arg\min_{U, c} \mathcal{L}(k(X, U)c, y) + \gamma \Theta(U) + \lambda \|c\|_a,$$  \hspace{1cm} (2)

in which $\mathcal{L}$ is a loss function, $\Theta$ a regulariser, $a = \{1, 2\}$, and $k(X, U)$ stands for the $n \times R$ matrix of kernel function evaluations between the data and basis vectors; $f(x_i) = k(x_i, U)c$. We optimise this problem in iterative fashion.

As a first step, we optimise the the basis vectors from the sub-problem

$$\arg\min_{U} \mathcal{L}(k(X, U)c, y) + \gamma \Theta(U).$$  \hspace{1cm} (3)

We propose to optimise the basis vectors $U = [u_r]_{r=1}^R$ with gradient descent. Thus $\mathcal{L}$ in (3) can be any differentiable loss function (squared loss, squared hinge, log loss, exp loss etc.). The method can be extended to piecewise differentiable convex losses (such as hinge loss) by subgradient approaches; however, we leave this as future work.

It is easy to calculate the derivatives w.r.t. $u_r$ for many popular kernels such as the Gaussian/RBF kernel and polynomial kernels, as well as commonly used differentiable loss functions (see supplementary material for examples). By not needing to calculate the kernel matrices, we gain in computational complexity w.r.t. the number of samples, $n$. The complexity of calculating the derivative w.r.t. $U$ is $O(dnR)$ for typical kernels and loss functions. Also, with our method there is no need to keep a kernel matrix in memory, as each iteration calculates kernel evaluations $k(x_i, u_r)$ on the fly for the current $u_r$ vectors.

Instead of using the traditional regulariser $\|f\|_H$, we in (3) regularise the $u_r$ and $c$ independently. In order to obtain primal sparsity, we consider $l_1$-norm regularisation, which results in using proximal gradient methods or $l_1$ ball projection (Duchi et al., 2008) as part of the optimisation process. We note here in passing that it is easy to incorporate group sparse or structured sparse norm to allow leveraging prior information of the application domain. We leave this extension to future work. We note that, despite the lack of traditional regulariser, we are able to obtain generalisation guarantees with our algorithm (see Section 2.3).

In order to solve (2) for $U$, the $c_r$ are initialised based on the user’s initial guess or prior knowledge about the data: for example in classification by how many basis vectors from positive and negative classes are searched for and their relative importances. As a second step in our optimisation
Algorithm 1 Sparse pre-image kernel machine (SPKM)

Input: $X \in \mathbb{R}^{n \times d}$, $y \in \{-1, +1\}^n$; $R \in \mathbb{N}$ ($R \ll n$); a kernel function $k$ and its gradient; $\gamma$ to control sparsity in $U$; $\lambda > 0$; $K$

Initialise $c \subseteq y$

for $i = 1$ to $K$
do
Initialise $U_i \in \mathbb{R}^{R \times d}$ randomly

repeat
// step 1: update $U$ with gradient-based method
$U_i \leftarrow \arg \min_U \mathcal{L}(k(X, U)c, y) + \gamma \Theta(U)$

// step 2: update $c$
$c \leftarrow \arg \min_c \mathcal{L}(k(X, U)c, y) + \lambda \|c\|_a$

until Convergence or maximum number of iterations

end for

Output: $U$, $c$

procedure, we after optimizing over the vectors $u_r$, tune the weights $c_r$ from the sub-problem

$$
\min_c \mathcal{L}(k(X, U)c, y) + \lambda \|c\|_a
$$

(4)
in which $a$ equals either 1 or 2; in the former case with sparse regularisation we can think of filtering out unnecessary $u_r$ vectors (if initial $R$ is estimated higher than needed). Here the optimisation is over $c$ of length $R \ll n$ and thus not as computationally significant as optimising the $u_r$

Due to the non-convex optimisation problem, the optimisation procedure needs to be repeated several times using different initialisation for the $u_r$ (by default $K = 5$ iterations are used). The two-step procedure for this sparse pre-image kernel machine (SPKM) is summarized in Algorithm 1 which can be implemented for either classification or regression, by choosing an appropriate loss function.

2.2 SPKM extensions

It is easy to extend our framework to combinations of different kernels. Namely, we can consider

$$
f(\cdot) = \sum_{j=1}^{J} \sum_{r=1}^{R_j} c_{rj} \phi_j(u_{rj}),
$$

(5)
in which the $J$ kernels may or may not work with same set of data. It is then natural to consider a dataset where the data can represented with several views, $x_i = (x_{i1}, ..., x_{iv})$. The views can be of vastly different data types, but they all describe the same sample and correspond to a common label. In multi-view learning one of the most prominent approaches is the
multiple kernel learning (MKL) \cite{Gonen2011}, in which a combination of kernels from different views are used for the learning task, and these combination weights are learned. Our framework thus extends also to the MKL paradigm, but instead of having one, general multiplier for the whole view, we find and weight basis vectors of the views, while at the same time controlling both primal and dual sparsity of the latent factors. With the MKL extension our SPKM can thus be seen as a kernel learning method. Yet, even with only one kernel this can be argued to be the case: learning the optimal \( u_r \) within a given learning problem can be seen as learning a part of the kernel, since we learn the optimal elements with which the kernel should be used with and in this sense the kernel is not fixed in advance.

We can also consider the multi-class classification problem, and formulate a version of SPKM which learns basis vectors for the different classes. Namely, we can consider matching \( k(X, U)C \) to one-hot encoded labels \( Y \in n \times c \) (containing values -1 and +1). Here the \( U \in R^{d \times c} \) is shared between the tasks, while \( C \in R^{c \times c} \) weights these for the various binary classifications indicated by the columns of \( Y \). The approach is similar to one-vs-all scheme, however in this extension all the classifiers are learned jointly via the shared \( U \).

It is also possible to extend our method to deal with data coming in pairs, as \((x_i, z_i) \in X \times Z\). For pairwise data, a natural way to construct a kernel is to consider \( k((x, z), (x', z')) = k_x(x, x')k_z(z, z') \), in which case \( \phi((x, z)) = \phi(x) \otimes \phi(z) \). In solving the pre-image problem with pairwise kernels, we consider pairs of pre-images \((u_r, v_r) \in X \times Z\). In this case, the algorithm is modified slightly: instead of a single step for solving the \( u_i \), we now iterate over solving \( u_i \) and \( v_i \). Similarly to regular features, it is easy to consider also MKL-like combinations of different views and/or kernels also with the pairwise kernels \cite{Cichonska2018}.

2.3 Rademacher complexity bound

We study the generalisation performance of our algorithm via its Rademacher complexity. We use the standard assumption that a kernel function is bounded, that is, \( k(x, x) \leq \tau \) for any \( x \). Many kernels fulfill this assumption, including the popular RBF kernel. Considering the \( l_1 \) regularization for the coefficients \( c_r \), the hypothesis class for our model is

\[
P = \left\{ x \mapsto (w, \phi(x)) : w = \sum_{i=1}^{R} c_i \phi(u_i), \|c\|_1 < \Lambda, u_i \in R^d \right\}.
\]

We have not included here the sparsity regularization over the \( u_r \), since it turns out it is not needed for obtaining a bound. The constraint that \( u_i \in R^d \) is specific to our framework as so far as we need vectorial data in order to compute derivatives; however the bound remains the same even with \( u_i \in X \).
with more general $\mathcal{X}$. The following theorem (the proof can be found in the supplementary material) provides a Rademacher complexity bound for the hypothesis class $\hat{\mathcal{P}}$.

**Theorem 1.** The Rademacher complexity for our hypothesis class $\hat{\mathcal{P}}$ can be bounded as

$$R_S(\hat{\mathcal{P}}) \leq \sqrt{\frac{\tau^2 \Lambda^2}{n}}. \tag{6}$$

It is important to note that our bound is obtained over both $\mathbf{U}$ and $\mathbf{c}$, even if it turns out that assumptions on $\mathbf{U}$ are not needed if kernel is assumed to be bounded. Even in this case without explicit regularization over $\mathbf{U}$ we have guarantee of generalization. This generalisation guarantee is obtained without directly using the usual assumption of $\|f\|_H < \Gamma$. In our result, compared to standard setting, we replace $\Gamma^2$ with $\tau \Lambda^2$. As we regularise the two parts of our $f$ separately ($\mathbf{c}$ and $\mathbf{U}$), we depend on these two parameters, instead of just $\Gamma$. Moreover, for many popular kernels (such as the RBF kernel we use in our experiments), $\tau = 1$, and in this special case our bound equals the traditional. Another point of view to this is to note that in our framework $\|f\|_H = \mathbf{c}^\top \mathbf{k}(\mathbf{U}, \mathbf{U}) \mathbf{c}$ and that when the kernel is bounded, bounding $\mathbf{c}$ directly bounds $\|f\|_H$. Yet comparison to the standard setting of learning with kernels is not the most relevant to make. In a sense, we are operating in paradigm comparable to kernel learning, as we learn the optimal samples with which to use the kernel with for the learning task.

A generalisation bound can be obtained from this by using well-known techniques [Bartlett and Mendelson (2002); Koltchinskii et al. (2002); Mohri et al. (2018)].

## 3 Illustrations

In this section we illustrate our SPKM method, first in simple classification and regression settings, then with the popular MNIST dataset for multi-class classification.

Figure 2 illustrates our SPKM method in classification and regression settings. In the classification setting (Figure 2a), the SVM algorithm determines 28 of the 50 training samples to be support vectors and obtains accuracy of 88% of the test samples. Meanwhile, applying SPKM method with the cosine proximity loss and searching for only one suitable basis vector ("SPKM 1" in the title), we find an answer obtaining 90% accuracy, with just one pass of the two-step procedure. Adding more basis vectors to SPKM algorithm gives also very good results with respect to accuracy. It is easy to see from the illustration, that unlike SVM which uses the support vectors as boundary descriptions, our method can instead focus on finding a set of basis vectors that describe the data from the two classes as well as possible. The regression setting is shown similarly in Figure 2b. While KRR performs
(a) Classification – performance is measured with accuracy score.

(b) Regression – performance is measured with mean squared error.

Figure 2: Classification (a) and regression (b) illustrations of SPKM. The datasets are shown in the leftmost images; training samples with diamonds and test samples with circles. The colour corresponds to the labels. Predictive models are identified in the figure titles, along with the performance measure, and for SPKM models we further display there the $R$ parameter. Basis vectors/support vectors are shown with crosses, whose size correlates with accompanying weights (values are not comparable between methods), "x" for negative, or "+" for positive vectors. All the methods within an experiment use the same RBF kernel.

the best, our SPKM can reach similar performance when we add suitably many basis vectors.

We further illustrate our SPKM and the basis vectors it finds with the MNIST dataset. The dataset consists of handwritten digits, and has become a benchmark in many machine learning approaches. We consider 6000 training and validation samples, and test on the separate 10000 samples. On this dataset, SVM using one-versus-one multiclass strategy, while obtaining accuracy of about 95%, uses over 2000 support vectors to describe the solution. We apply our SPKM algorithm with OVO and native multiclass strategies. In the first case, we search for only two basis vectors in each binary classifier (90 in total) using the cosine proximity loss, resulting in around 90% accuracy, despite the extreme dual sparsity. Some examples of the obtained basis are displayed in Figure 3 (all of them are shown in supplementary material), showing distinguishing features between the two classes of the binary models. The basis vectors found by of SPKM using the

\footnote{http://yann.lecun.com/exdb/mnist/}.
Figure 3: Some basis vectors found by SPKM applied to MNIST with OVO strategy. Leftmost two: 0 vs 1, middle two: 0 vs 8, rightmost two: 3 vs 9.

Figure 4: Basis vectors found by the multi-class SPKM algorithm applied to MNIST with ten basis vectors.

native multiclass strategy with squared loss when limiting to 10 basis vectors are displayed in Figure 4. Despite the very low number of basis vectors, the model obtains around 80% accuracy, and it is easy to interpret the basis vectors as prototypes for the ten classes.

4 Experiments

In this section we experimentally evaluate our proposed Sparse Pre-image Kernel Machine (SPKM) algorithm, investigating its performance compared to traditional approaches while focusing on the primal and dual sparsity properties it promotes.

We compare our SPKM to various other methods. First of all, we consider kernel ridge regression (KRR) and support vector machines (SVM), and in some experiments we consider also Nyström approximation with these methods. In addition to these, in classification setting we also consider the separable case approximation (SCA) method (Geebelen et al., 2012) for reducing the number of support vectors from SVM solution. As a comparison to prototype-based methods, we consider the MMD-critic, a method based on maximum mean discrepancy, introduced in Kim et al. (2016) in classification setting. To compare the results with primal sparsity, we consider the linear Lasso model.

In our experiments we divide the datasets in thirds for training, validation and testing. For the competing approaches we cross-validate over the relevant parameters (regularization parameter $\lambda$ for KRR and Lasso, $C$ for SVM and SCA) in range [1e-5,1]. In our proposed SPKM method, we cross-validate over the regularization parameter for norm of $c$, $\lambda$, with these parameters. For the sparsity inducing regularisation method, we consider the $l_1$-ball projection (Duchi et al., 2008), considering a large range of values (typically [1e-1-1e3]). With our SPKM we consider five random initialisations for $U$ and

\[^2\text{The Python implementation of our proposed SPKM can be found in https://github.com/RiikkaHuu/SPKM.}\]
### Table 1: Classification results w.r.t accuracy and dual sparsity: "b/sv" stands for the average number of "basis or support vectors" found/used: note that for SPKM and MMD these values need to be precised in advance. Accuracy score in italics indicates performance close to majority vote. MMD for the breast cancer Wisconsin dataset with 10 prototypes resulted in error.

|       | BCW | Diab. | Ionos. | QSAR |
|-------|-----|-------|--------|------|
| acc   | b/sv| acc   | b/sv   | acc  | b/sv |
| SPKM  | 97.8±0.7 | 1 | 89.1±0.9 | 1 | 86.6±5.0 | 1 | **65.6±2.1** | 1 |
|       | 97.8±0.7 | 2 | 87.4±2.6 | 2 | 88.6±1.6 | 2 | **65.6±2.1** | 2 |
|       | 98.1±0.4 | 5 | 87.5±1.2 | 5 | 88.9±6.1 | 5 | 83.0±0.7 | 5 |
| KRR   | 98.0±0.5 | 227 | 94.1±0.5 | 173 | 89.5±1.8 | 117 | 85.0±2.6 | 351 |
| SVM   | 98.1±0.4 | 67 | 91.2±0.7 | 98 | 90.6±0.7 | 65 | 83.9±1.7 | 187 |
| SCA   | 98.0±0.5 | 58 | 89.7±1.2 | 68 | 89.7±0.7 | 60 | 79.6±2.2 | 123 |
| MMD   | 93.9±7.5 | 5 | 77.2±6.3 | 5 | 78.6±2.5 | 5 | **61.2±10.7** | 5 |
|       | -     | -   | 78.7±5.8 | 10 | 79.9±5.5 | 10 | **64.6±6.6** | 10 |
| Lasso | 96.9±1.1 | - | 89.5±1.1 | - | 83.8±2.5 | - | 83.8±1.5 | - |

Classification In classification task, we consider four datasets for binary classification: the breast cancer Wisconsin, early stage diabetes risk prediction, Ionosphere and QSAR biodegradation datasets[^3][^4][^5][^6] for which the results have been displayed in Table 1. We report for our SPKM results up to \( R = 5 \). For most of the datasets SPKM even with one or two elements works as well as KRR or SVM with many more elements/support vectors. As an

[^3]: [https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Prognostic%29](https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Prognostic%29)
[^4]: [https://archive.ics.uci.edu/ml/datasets/Early+stage+diabetes+risk+prediction+dataset](https://archive.ics.uci.edu/ml/datasets/Early+stage+diabetes+risk+prediction+dataset)
[^5]: [https://archive.ics.uci.edu/ml/datasets/Ionosphere](https://archive.ics.uci.edu/ml/datasets/Ionosphere)
[^6]: [https://archive.ics.uci.edu/ml/datasets/QSAR+biodegradation](https://archive.ics.uci.edu/ml/datasets/QSAR+biodegradation).
Table 2: Classification results w.r.t accuracy and dual sparsity when using polynomial kernels of degree 3. "b/sv" stands for the average number of "basis or support vectors" found/used.

|       | Diab. acc | Diab. b/sv | Ionos. acc | Ionos. b/sv |
|-------|-----------|------------|------------|-------------|
| SPKM  | 85.8±1.6  | 1          | 76.1±4.6   | 1           |
|       | 87.4±2.9  | 2          | 78.3±1.8   | 2           |
|       | 87.9±2.5  | 5          | 86.3±3.7   | 5           |
| KRR   | 92.1±0.5  | 173        | 83.5±1.1   | 117         |
| SVM   | 95.4±1.2  | 74         | 88.0±0.7   | 41          |

As mentioned, we also investigate the suitability of our method as a general way to select meaningful basis elements by using them in Nyström approximation. The Nyström method approximates the kernel matrix by selecting a few landmark elements to which all the data samples are compared to. Often this can be done by randomly sampling the dataset, or using some clustering techniques such as k-means. Here we compare the SVM and KRR performances when they are given a Nyström approximated kernel matrices, in which the landmarks for the approximation are chosen either with k-means or our SPKM. We note that this is done mostly in order to show the relevance of our method, since SPKM already learns to classify the data and building an SVM or KRR model on top of it is in that sense redundant.

The results for the various datasets are shown in Figure 5, in the same experimental setting as before. It can be seen that using the SPKM-selected basis vectors as landmarks in Nyström method yields higher accuracies than using as many elements found by k-means algorithm whenever the number of the landmarks is very restricted., especially with KRR.

**Classification - polynomial kernel** In most of our experiments we focus in the RBF kernels, since they are extremely popular. In order to highlight the versatility of our method we here briefly consider also the polynomial kernel.
Figure 5: Comparison on using SPKM and k-means as methods for selecting the landmarks for Nyström approximation with KRR (left) and SVM (right) in the classification experiments. The plots display the differences in average accuracies obtained by the methods: ”SPKM-KRR”, meaning that values above 0 show superior performance of SPKM-based landmarks.

Focusing on the previous classification experiments, we re-run the Diabetes and Ionosphere experiments with polynomial kernel of degree 3. The performance (see Table 2) is overall very similar to the experiments using RBF kernel; with these datasets both of the kernels work equally well. SPKM can be seen to adapt as easily to polynomial kernels as to RBF kernels.

**Regression**  Similarly, we investigate the performance of our algorithm in the regression setting, with various datasets: the Parkinson’s telemonitoring, Boston housing prices, and Sarcos\(^4\), of which for the last we consider the first target value. The results are reported in Figure 6 where we show the performance of our proposed SPKM as a function of number of basis elements \(R\). Our SPKM converges towards the KRR solution when \(R\) increases. Also, using SPKM performs always better than using KRR with same number of landmarks selected by k-means. In two out of three cases also KRR with Nyström approximation obtained with SPKM landmarks performs better than traditional Nyström approximation. In the third case it is possible that normalisation done during SPKM procedure makes the basis vectors not applicable with KRR.

We further investigated the scalability of our approach with the Sarcos dataset. The results can be seen in Figure 7. As our algorithm uses more basis vectors, the running times naturally increase. However the scalability of SPKM is much better with respect to the number of samples than KRR, as KRR needs to invert the \(n \times n\) kernel matrix.

\(^4\)https://archive.ics.uci.edu/ml/datasets/Parkinsons+Telemonitoring, https://archive.ics.uci.edu/ml/machine-learning-databases/housing/ and http://www.gaussianprocess.org/gpml/data/.
4.2 Primal sparsity

In this section we investigate the effect of regularizing the primal sparsity in our SPKM algorithm. We first consider a simulated dataset: we create low-dimensional data and formulate a binary classification problem with various levels of non-linearity from it. However to the learning algorithms we provide data vectors in which 90% of the features are just noise, and 10% make up the original data. Thus the dataset should favour methods that can filter out the unnecessary features. We compare our SPKM (R=2) to Lasso, and report the results in Figure 8 alongside with baseline SVM results. The polynomial relations of degree 5 highlight the relevance of our method: it clearly outperforms Lasso in finding relevant features from data, and even outperforms SVM. Notably, it reaches the peak around 80-90% level of primal sparsity, almost exactly at the amount of meaningful features in data creation (10%).

In addition to the study with simulated data, we consider real datasets: three datasets (BASEHOCK ($n = 1993, d = 4862$), Leukemia ($n = 72, d =$
Figure 8: Accuracies as functions of primal sparsity for simulated sparse datasets; SVM results do not depend on the primal sparsity and are shown as constants w.r.t sparsity level. The plots display the results on different relations in the data: linear or polynomial of degree 2 or 5.

7070) and Gisette (n = 7000, d = 5000) from the ASU Feature Selection Repository (Zhao et al., 2010) and a dataset introduced in Khaledi et al. (2020), on antimicrobial resistance in Pseudomonas aeruginosa ("PA" dataset). With this PA dataset we focus on the Tobramycin antibiotic, and use the gene expression view (dimensionality: 6026) to predict its effect. We filter out intermediate responses to the antibiotics, being left with 260 data samples in two classes. The results are presented in Figure 9 again as accuracies as functions of primal sparsity level. It can be seen that with PA dataset and Basehock our method is competitive with SVM and Lasso, an unlike SVM it finds sparse representations. In the smaller Leukemia dataset Lasso can manage to find a good solution that is extremely sparse, while SPKM finds good solutions for various levels of sparsity, outperforming also the SVM baseline. On the other hand with the large gisette dataset it is clear that using only two basis vectors in SPKM is not enough to well represent the data.

4.3 MKL extension

To highlight the capabilities of the MKL-extension of our algorithm, we consider the multi-view digits and uWaveGesture datasets, and train our SPKM algorithm on various combinations of the four and three views, respectively. For the digits dataset we classify "4" and "9", and with the uWaveGesture we consider the classes 2 and 7. In all of the views we use the RBF kernels with view-specific $\gamma$ parameter, and for SPKM consider $R_j = 2$ using the squared loss and regularizing with $\|c\|_1$. In KRR and SVM baselines we consider uniformly weighted combination of the kernels of...

https://jundongl.github.io/scikit-feature/datasets.html
https://zenodo.org/record/3466842#.XmEEV6eI8BE
https://archive.ics.uci.edu/ml/datasets/Multiple+Features
http://www.timeseriesclassification.com/description.php?Dataset=UWaveGestureLibraryAll
Figure 9: Accuracies as functions of primal sparsity for simulated sparse datasets; SVM results do not depend on the primal sparsity and are shown as constants w.r.t sparsity level.

Table 3 displays the results, showing the obtained accuracies with various combinations, as well as how many elements SPKM finds relevant from the views (out maximum $R_j = 2$). We can see that using l1-norm regularization on the multipliers $c_r$, the MKL extension of SPKM can easily indicate the unnecessary views (see e.g. in digits dataset the full combination where the perfect view "kar" is used). Moreover, like traditional MKL, SPKM-MKL is able to combine favourably views that alone are not enough to solve the learning problem, as an example of this is the combination of views "fou", "zer" and "mor" in the digits dataset.

5 Connections to other works

The idea of learning interpretable models through kernel pre-images has been investigated in [Uurtio et al. 2019] in the context of kernel canonical correlation analysis (KCCA). They focused in the specific task of iteratively finding interpretable CCA projection directions with deflation to maximize the amount of explained cross-covariance. Here, but making use of the kernel pre-images, we propose a generic supervised learning framework that can assume multiple alternative loss functions and regularizers.

Elsewhere in kernel methods, some researchers have focused on a related
Table 3: The results of the MKL experiments: accuracies of the various methods for different view combinations. Each column represents a view combination, where the top part of the table shows which views are combined by indicating it with a coloured background, while ”-” marks absence of the view. The numbers in the coloured cells show how many of the two elements the SPKM ends up using (i.e., the corresponding $c_i$ is non-zero) on average from that view.

(a) Results on multiple digits dataset.

|       | fou | zer | mor | kar |       |       |
|-------|-----|-----|-----|-----|-------|-------|
| SPKM  | 47.00 ± 1.4 | 47.00 ± 1.4 | 54.67 ± 0.9 | 99.00 ± 0.0 | 92.33 ± 2.5 | 98.67 ± 1.2 |
| KRR   | 96.33 ± 0.5 | 98.00 ± 0.8 | 96.67 ± 2.4 | 99.00 ± 0.0 | 99.33 ± 0.0 | 99.33 ± 0.0 |
| SVM   | 95.67 ± 0.9 | 96.33 ± 0.9 | 93.00 ± 2.4 | 99.67 ± 0.5 | 97.67 ± 2.6 | 99.33 ± 0.5 |
| Lasso | 94.33 ± 0.9 | 97.67 ± 0.9 | 98.33 ± 0.5 | 97.33 ± 1.2 | 99.00 ± 0.8 | 98.33 ± 0.5 |

(b) Results on uWaveGesture dataset

|       | X   | Y   | Z   |
|-------|-----|-----|-----|
| SPKM  | 85.07 ± 2.1 | 73.52 ± 7.1 | 77.46 ± 1.5 |
| KRR   | 89.58 ± 3.2 | 86.76 ± 1.4 | 84.79 ± 1.6 |
| SVM   | 88.73 ± 2.4 | 78.03 ± 6.2 | 81.97 ± 2.7 |
| Lasso | 80.56 ± 3.3 | 77.46 ± 3.8 | 76.06 ± 5.1 |

The task of reducing the number of support vectors in SVM learning. However, in contrast to our work, many of them (Downs et al., 2001; Geebelen et al., 2012; Panja and Pal, 2018; Wang et al., 2020) choose the support vectors from the available training samples. An approach closer to our work is given by the so-called reduced set methods (Blachnik and Kordos, 2011; Schölkopf et al., 2001; Burges, 1996; Joachims and Yu, 2009), where after obtaining the SVM solution, in a post-processing step a new, simpler, hyperplane is searched for such that it still approximates the original solution well. The main point of these methods is, that the new hyperplane might not be characterised with the original data samples, but rather with samples found for example with clustering approaches, or some other scheme such as with eigenvalue decomposition. Alternatively, one may in a preprocessing step optimise the original data representation with for example clustering approaches, after
which ordinary SVM can be trained (Neto and Barreto, 2013). Contrary to the above approaches, in our work we propose to directly find a an optimal set of basis vectors for a given supervised learning task. Additionally, our method obtains both dual and primal sparsity, which gives a better basis for interpreting the models than dual sparsity alone.

As our method finds a few basis elements from which the decision model is built, a natural comparison is the Nyström method (Williams and Seeger, 2001; Drineas and Mahoney, 2005). The Nyström method approximates a kernel matrix by selecting a few landmark points, either randomly from the data samples or for example with some clustering method, such as k-means. The full kernel matrix is then approximated so, that the data samples are only compared to the landmark elements instead to all other data samples. This landmark comparison resembles our approach; however there are some major differences. First of all Nyström approximation is obtained without knowledge of the subsequent learning task, contrary to our work where we in a sense learn the kernel jointly with the learning problem. Secondly, the decision function of kernel-based methods does not change even if some kernel approximation scheme, like Nyström method, is applied. This means that even if the kernel approximation only depends on the few samples, the decision function itself still depends on all the training data samples, contrary to our case when the decision function only depends on the found basis elements.

The kernel approximation methods are motivated from the desire to scale up the kernel methods. In this area of research, recently new methods have been proposed (Rudi et al., 2017; Meanti et al., 2020). While the complexity of our gradient update $O(dnR)$ improves on the scaling of the traditional kernel methods ($O(n^3)$ due to inverting the non-approximated kernel matrix), we wish to point out that the focus of our paper has not been same than these papers. (Rudi et al., 2017) considers speeding up gradient-based optimisation by using kernel approximations and preconditioning which we have not adopted for simpler and more fair comparisons to the baselines, nor have we optimised our code to work with GPUs like (Meanti et al., 2020). Both of these directions could be applied on top of our method, however such approaches are not the focus of this work.

A connection can also be made to RBF networks, which are neural networks whose activation functions are radial basis functions (Broomhead and Lowe, 1988). Considering three layers (input and output with one middle layer with non-linearity) and a Gaussian function for the radial function, the output of the network given an input vector $\mathbf{x}$ is of form

$$\psi(\mathbf{x}) = \sum_{i=1}^{L} a_i \exp(-\gamma_i \|\mathbf{x} - \mathbf{c}_i\|^2),$$

in which $L$ is the number of nodes in the hidden layer, $a_i$ are weights to
combine the output with and $c_i$ are so-called centroids associated with the nodes of the inner layer. The RBF networks have also been extensively studied theoretically [Krzyszak and Linder 1998; Lei et al. 2014; Niyogi and Girosi 1996]. While the RBF network model greatly resembles our model, it is only so if we choose to use the RBF kernel function. In our framework it would be equally easy to use for example the polynomial kernel, including the linear kernel as a special case. Moreover with our MKL extension we can handle data coming from several views, with possibly different kernels on them. While a backpropagation approach exists for RBF networks, it is common when working with them to just subsample the training data or use some unsupervised learning method in choosing the centroids (Schwenker et al. 2001). In our SPKM approach the basis vectors $u_i$ are optimised in a supervised manner.

Finally, our optimisation approach can also be seen to bear some resemblance to matching pursuit approaches [Vincent and Bengio 2002; Pati et al. 1993; Davis et al. 1994], as we are trying to find also the elements themselves in addition to their multipliers. Yet contrary to orthogonal matching pursuit (OMP) we do not consider a dictionary, but the whole input space from which we search our elements. Also, while it could be possible to grow the set of elements in OMP style, we learn all of them at the same time. While OMP has been extended to continuous setting (Keriven et al. 2018, 2017), the constraints on the optimisation problem are different from ours.

6 Conclusion

In this work we have proposed a novel kernel-based learning method, that enjoys both dual and primal sparsity. The proposed SPKM method is scalable with respect to the number of data samples that is usually the bottleneck of kernel methods: the computational complexity of $O(dnR)$ (with $R \ll n$) instead of the usual $O(n^3)$. The method is easily adaptable to any differentiable loss function, such as log loss or squared hinge loss. Furthermore, our Rademacher bound gives guarantees of the generalisation ability of our SPKM.

As with reproducing kernels the input space $X$ is more arbitrary as our restriction to $\mathbb{R}^d$, in the future it would be interesting to investigate whether a feasible approach for solving the pre-image problem also for non-vectorial data could be devised; perhaps following on the footprints of orthogonal matching pursuit and other dictionary-based approaches.
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A SPKM derivatives

A.1 Kernel functions

RBF kernels The RBF kernel can be defined as follows:

$$k_{RBF}(x, z) = \exp\left(\frac{2x^\top z - z^\top z - x^\top x}{2\sigma^2}\right)$$

Straightforward calculation for derivative gives

$$\frac{d}{du} k_{RBF}(x, u) = \frac{1}{\sigma^2} k(x, u) (u - x)$$

A.2 Loss functions

Cosine proximity loss The cosine proximity loss with the SPKM model can be written as

$$\frac{y^\top k(X, U)c}{\|k(X, U)c\|},$$

in which $k(X, U)$ is shorthand for the $n \times R$ kernel matrix containing elements $k(x_i, u_r)$.

The derivative of this expression can be calculated with the help of quotient rule, and thus the problem reduces in finding the derivatives for numerator and denominator.

- Derivative of the numerator can be calculated by first noting that

  $$y^\top k(X, U)c = \sum_{i=1}^R y^\top k(X, u_i)c_i = \sum_{j=1}^n \sum_{i=1}^R y_j c_i k(x_j, u_i).$$

  We obtain for $u_i$:

  $$\frac{d}{du_i} \sum_{j=1}^n \sum_{i=1}^R y_j c_i k(x_j, u_i) = \sum_{j=1}^n c_i y_j \frac{d}{du_i} k(x_j, u_i).$$

  Here we have $y_j$ multiplying vectors $\frac{d}{du_i} k(x_j, u_i)c_i$, which are then summed: $1^\top \text{diag}(y)[Dk(X, u_i)]$, in which $Dk(X, u_i)$ denotes matrix with $\frac{d}{du_i} k(x_j, u_i)$ on rows.

- The denominator can be written as $\sqrt{c^\top k(U, X)k(X, U)c}$. The square root can be dealt with the chain rule, so we are left with considering $c^\top k(U, X)k(X, U)c$. To write this w.r.t $u_i$, let’s first consider that

  $$[k(U, X)k(X, U)]_{i,j} = \sum_l k(u_i, x_l)k(x_l, u_j).$$

  Now also $c^\top Ac = \sum_{i,j} c_i A_{ij} c_j$, and thus we get

  $$\sum_{i=1}^n \sum_{j=1}^R c_i \sum_l k(u_i, x_l)k(x_l, u_j)c_j.$$ 

  The derivative of that depends on if $i = j$ or not:

  - $i = j$ : $c_i c_j 2k(x_i, u_i) \frac{d}{du_i} k(x_i, u_i)$
  - otherwise : $c_i c_j k(x_i, u_j) \frac{d}{du_i} k(x_i, u_i)$
In the final derivative note that if \( i \) does not equal \( j \) then the element is in the sum twice; however \( i = j \) is there only once. Thus the final formula for the derivative is

\[
\sum_{l=1}^{n} \sum_{j=1}^{R} 2c_l c_j k(x_l, u_j) \frac{d}{du_i} k(x_l, u_i)
\]

Writing the sum with matrix multiplications we obtain

\[
2c_i c^\top k(U, X)[Dk(X, U)]
\]

in which again \([Dk(X, U)]\) contains the \( \frac{d}{du_i} k(x_j, u_i) \) on rows (i.e. for every \( x_j \)).

Squared loss  The loss:

\[
\|k(X, U)c - y\|^2 = \langle k(X, U)c, k(X, U)c \rangle + \langle y, y \rangle - 2\langle k(X, U)c, y \rangle.
\]

Writing the norm with inner product, we encounter the terms already investigated with the cosine loss.

B  Rademacher complexity

**Theorem 1.** The Rademacher complexity for our hypothesis class

\[
\hat{P} = \left\{ x \mapsto \langle w, \phi(x) \rangle : w = \sum_{r=1}^{R} c_r \phi(u_r), \|c\|_1 < \Lambda, u_r \in \mathbb{R}^d \right\}.
\]

assuming \( k(x, x) \leq \tau \), can be bounded as

\[
\mathcal{R}_S(\hat{P}) \leq \sqrt{\frac{\tau^2 \Lambda^2}{n}}.
\]
Proof.

$$\mathcal{R}_S(\hat{P}) = \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{u, |e| < \Lambda} \left\{ w, \sum_{i=1}^{m} \sigma_i \phi(x_i) \right\} \right]$$

$$= \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{u, |e| < \Lambda} \left\{ \sum_{r=1}^{R} c_r \phi(u_r), \sum_{i=1}^{m} \sigma_i \phi(x_i) \right\} \right]$$

$$\leq \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{u, |e| < \Lambda} \left\| \sum_{r=1}^{R} c_r \phi(u_r) \right\| \left\| \sum_{i=1}^{m} \sigma_i \phi(x_i) \right\| \right]$$

$$= \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{u, |e| < \Lambda} \sqrt{\sum_{r=1}^{R} c_r \phi(u_r) \phi(u_r)} \left\| \sum_{i=1}^{m} \sigma_i \phi(x_i) \right\| \right]$$

$$\leq \frac{1}{n} \mathbb{E}_\sigma \left[ \sup_{|e| < \Lambda} \sqrt{\sum_{r=1}^{R} c_r \phi(u_r) \phi(u_r)} \left\| \sum_{i=1}^{m} \sigma_i \phi(x_i) \right\| \right]$$

$$\leq \frac{\Lambda \sqrt{\tau}}{n} \mathbb{E}_\sigma \left[ \left\| \sum_{i=1}^{m} \sigma_i \phi(x_i) \right\|^2 \right]^{1/2}$$

$$= \frac{\Lambda \sqrt{\tau}}{n} \mathbb{E}_\sigma \left[ \sum_{i=1}^{m} \| \phi(x_i) \|^2 \right]^{1/2}$$

$$= \frac{\Lambda \sqrt{\tau}}{n} \mathbb{E}_\sigma \left[ \sum_{i=1}^{m} k(x_i, x_i) \right]^{1/2}$$

$$= \frac{\Lambda \sqrt{\tau \text{Tr} K}}{n} \leq \frac{\Lambda \sqrt{\tau n^2}}{n} = \sqrt{\frac{\tau^2 \Lambda^2}{n}}$$

\[\square\]

A generalisation bound can be obtained from this by using well-known techniques [Bartlett and Mendelson (2002); Koltchinskii et al. (2002); Mohri et al. (2018)].

C Illustrative experiments: MNIST

All the basis vectors found by our SPKM algorithm with the OVO scheme (applied with 2 basis vectors per binary classifier) are displayed in the Table 4.
|   | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|---|---|---|---|
| 0 |   |   |   |   |   |   |   |   |   |   |
| 1 | ![Image](image1.png) |   |   |   |   |   |   |   |   |   |
| 2 | ![Image](image2.png) | ![Image](image3.png) |   |   |   |   |   |   |   |   |
| 3 | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |   |   |   |   |   |   |   |
| 4 | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) | ![Image](image10.png) |   |   |   |   |   |   |
| 5 | ![Image](image11.png) | ![Image](image12.png) | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |   |   |   |   |   |
| 6 | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) | ![Image](image19.png) | ![Image](image20.png) | ![Image](image21.png) |   |   |   |   |
| 7 | ![Image](image22.png) | ![Image](image23.png) | ![Image](image24.png) | ![Image](image25.png) | ![Image](image26.png) | ![Image](image27.png) | ![Image](image28.png) |   |   |   |
| 8 | ![Image](image29.png) | ![Image](image30.png) | ![Image](image31.png) | ![Image](image32.png) | ![Image](image33.png) | ![Image](image34.png) | ![Image](image35.png) | ![Image](image36.png) |   |   |
| 9 | ![Image](image37.png) | ![Image](image38.png) | ![Image](image39.png) | ![Image](image40.png) | ![Image](image41.png) | ![Image](image42.png) | ![Image](image43.png) | ![Image](image44.png) | ![Image](image45.png) |   |

Table 4: All basis vectors found by SPKM applied to MNIST with OVO strategy.