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Abstract
The objective of this paper is to present Genetic Algorithm (GA) and Harmonic Search Algorithm (HSA) based on PID tuning and Model Order Reduction with Balance Truncation (MORBT). This method is used for constructing a second order balanced truncation model order reduction for symmetric linear time invariant third order control systems. These methods are closely related to the proper and improper controllability and observability Gramians and Hankel singular values of descriptor systems. The HS (Harmonic Search) algorithm mimics behaviours of music players in an improvisation process, in order to find a better state of harmony which can be translated into a solution vector in the optimization process. PID (proportional-integral-derivative) controller provides sufficient stability margins and good time responses. It is now possible to design an optimal PID controller with properties of a GA and HSA. In control strategies, like PID controller are successfully designed to control the autonomous underwater vehicle. The elementary focus is to simulate the controller response.
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Introduction
AUV refers to an autonomous underwater vehicle equipped with suitable sensors and actuators which enable to navigate through unknown environments while performing certain user specified tasks. AUV’s have 3 degrees of freedom and the subsystem is coupled with strong interaction [1]. It executes the assigned mission without any external human intervention. Some applications are surveillance, navigation and monitor. Horner and Goldberg [2] applied a GA model to bridge-music composition in the minimalist style. It turns out that Harmony Search is a special case of Evolution Strategies. The HS algorithm initializes the Harmony Memory (HM) with randomly generated solutions. The number of solutions stored in the HM is defined by the Harmony Memory Size (HMS) (Table 1) (Figure 1). The parameters that are used in the generation process of a new solution are called Harmony Memory considering Rate (HMCR) and Pitch Adjusting Rate (PAR). This study, another evolutionary in algorithm (harmony search or HS), inspired by music improvisation, is applied to music composition. The proposed HS algorithm was created by analogy to the music improvisation process. It is known that AUV systems also include uncertainties.

Thus, robustness analysis of the system becomes very important and must be considered. In this paper in order to achieve a more realistic design, the robust stability region of the system is identified by using the GA (Genetic algorithm). GA is a heuristic that mimics the process of natural selection [3] which determines the performance of the genetic algorithm performs is the diversity of the population [4]. One of the first proponents John Holland in 1975 [5]. A collection of a number of individuals is called a population [6]. The basic goal of GA is to optimize functions called fitness functions and evaluate by this function [7].

| Motion Direction | Earth-Fixed Frame (position) | Body-Fixed Frame (velocity) |
|------------------|-----------------------------|-----------------------------|
| Surge            | $x$                         | $u$                         |
| Sway             | $y$                         | $v$                         |
| Heave            | $z$                         | $w$                         |
| Roll             | $\phi$                      | $p$                         |
| Pitch            | $\phi$                      | $q$                         |
| Yaw              | $\psi$                      | $r$                         |

Table 1: Position and velocities of AUV.
However, the melody developed by GA could not be evaluated because there was no appropriate fitness function. The HS was superior to the GA in most cases because it overcame the drawback of the building block theory of GA [8]. This paper is organized as follows. Section II, modelling AUV system is presented. Then in Section III design and tuning of PID controller using HSA and GA is described. Section IV model order reduction by balance truncation is described. Section V, shows the simulation results. Finally, Section VI gives conclusions.

**Generalized Mathematical Modelling of AUV**

A further goal is the consideration of coordinated control designs for multiple AUV applications. In that case, the particular limitations in underwater sensing and communication of the AUV team should be taken into consideration. Modelling of the proposed controller on a nonlinear six degrees of freedom (DOF), wherein only four DOF (x, y, z, p) are actuated and the rest of them are considered intrinsically stable. This paper discusses tuning of PID controller using genetic algorithm (GA).

**Kinetic equation of motion of AUV**

A generic 6 degree of freedom suitable for AUV control application with respect two reference frames, i.e., earth-fixed frame and body-fixed frame [9]. The earth coordinate system is defined by three orthogonal axes originating at an arbitrary point. North corresponds to x-axis, East corresponds to y-axis and using a transfer motion matrix, the velocity in the earth-fixed frame is determined. North corresponds to x-axis. The gravity as:

\[ m(\ddot{v} + mu_r) = \sum Y \]

\[ I_r \ddot{r} = \sum N \]

Surge speed as constant \((U_s = 0.75 \text{ m/s})\). For small roll and pitch angle have:

\[ \psi = \frac{\sin \phi}{\cos \theta \cos \phi} q + \cos \phi r \approx r \]

The simplified equation of motion in pure steering plane is written by assuming the origin of body fixed frame to coincide with centre of gravity as:

\[ \dot{\psi} = \frac{m v}{r} \]

**Harmonic search (HS)**

Harmonic search (HS) is a relatively new population-based music-inspired optimization algorithm that imitates the music improvisation process and has been applied to various optimization problems includes sudoku, puzzle, logistic, robotics, medical. Music improvisation seeks to produce an ideal state as determined by aesthetic estimation. Similarly, algorithmic optimization seeks to produce an ideal state as determined by objective function evaluation. Recently, HS algorithm was also applied to astronomical data analysis, which was published in Nature [11]. The harmony memory (HM) is a matrix of solutions with a size of HMS (Harmony Search size). In this step, the solutions are randomly constructed and rearranged in a reversed order to HM, based on their objective function evaluation.

While (iter \( \leq \) N1) do

Define Fitness function \( f(a) = (a_1 a_2 ... a_n)^T \)

Define (HMCR), (PAR)

Define maximum number of iteration (NI)

\[ HM \leftarrow \text{Generate Initial Population} \]

Minimum=Minimum Visible Value

Maximum=Maximum Visible Value

While (iter \( \leq \) NI) do

While (a \( \leq \) number of variables) do

The transfer function between yaw (\( \psi \)) and rudder deflection (\( \delta_r \)) is obtained as:

\[ \psi(s) = \frac{-0.0258 s - 0.0024}{s^2 + 0.3445 s + 0.0319} \]

**Pseudo code for the HS algorithm** [11]

1. Begin
2. Define Fitness function \( f(a) = (a_1 a_2 ... a_n)^T \)
3. Define (HMCR), (PAR)
4. Define maximum number of iteration (NI)
5. \( HM \leftarrow \) Generate Initial Population
6. Minimum=Minimum Visible Value
7. Maximum=Maximum Visible Value
8. While (iter \( \leq \) NI) do
9. While (a \( \leq \) number of variables) do

\[ U = \delta_r \]

Fitness Value=\( \min(f) \) (Table 2) (Figure 2)

- HMCR (Harmony Memory Considering Rate) – The rate choosing a value from HM and varies from 0.7 to 0.99.
- PAR (Pitch Adjust Rate) – The rate choosing a neighbourhood value and varies from 0.1 to 0.5.
- HMS (Harmony Memory Size) – Size of the HM and varies from 1 to 100.

\[
\begin{bmatrix}
\psi \\
\phi \\
\theta \\
\phi \\
\theta \\
\phi
\end{bmatrix} =
\begin{bmatrix}
a_1 \sin \phi & a_2 \cos \phi & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
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\cos \theta \\
\sin \phi \\
\cos \theta \\
\cos \phi
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\]

\[ \begin{bmatrix}
y \\
x \\
\theta \\
\phi \\
\psi \\
r
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & \sin \theta & 0 & 0 & 0 & 0 \\
-\sin \theta & \cos \theta & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\dot{y} \\
\dot{x} \\
\dot{\theta} \\
\dot{\phi} \\
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\dot{r}
\end{bmatrix}
\]

\[
U = \begin{bmatrix}
U_1 \\
U_2 \\
U_3 \\
U_4 \\
U_5 \\
U_6
\end{bmatrix}
\]
If \( \text{rand} \in (0, 1) \leq \text{HMCR} \) Then
Choose a value from HM for \( i \)
If \( \text{rand} \in (0, 1) \leq \text{PAR} \) Then
Adjust the value of \( i \) by;
\[ a_{\text{new}} = a_{\text{old}} + \text{rand} \times b \times \text{bw} \]
End if
Else
Choose a random variable
\[ a_i = \text{min} + \text{rand} \times (\text{max} - \text{min}) \]
End if
End while
If (Fit Fun (New Harmony solution)) \( \leq \) worst (Fit Fun (HM))) Then
Accept the New Harmony and replace the worst in HM with it
End if
End while
Best = fine the current best solution
End

**Genetic algorithm (GA)**

In respect MATLAB/SIMULINK is a best tool used for it. PID controller is successfully implemented in control systems that provide sufficient stability margins and good time responses. Here PID controller is designed to study the behaviour of AUV. This paper discusses tuning of PID controller using genetic algorithm (GA). The current population reproduces new individuals that are called the new generation. The new individuals of the new generation are supposed to have better performance than the individuals of the previous generation [12].

**Fitness function**: Fitness approximation may be appropriate, especially in the following cases:

- Fitness computation time of a single solution is extremely high.
- Precise model for fitness computation is missing.
- The fitness function is uncertainty.

The fitness function is used to provide a measure of how individuals have performed in the problem domain [13]. The most crucial step in applying GA is to use the fitness function that is used to evaluate fitness of each chromosome. The fitness not only indicates how good the solution is but also corresponds to how close the chromosome it to the optimal one. Here in this paper integral of square of error is used as a fitness function. It is given as:

\[ J = \int_0^1 e(t)^2 \, dt \]

**Fitness value**: The PID controller is designed to study the behaviour of AUV and more rigorously in the term of error criteria to minimize the value of performance indices and because of the smaller the value of performance indice of the corresponding chromosome the fitter the chromosome will be vice-versa the fitness of chromosome as:

Fitness Value = \( \min (J) \) (Table 3) (Figure 3) 

**Modal Order Reduction by Balanced truncation**

**Plant-order truncation**

Balance truncation is a well-established tool for deriving reduced model that have an input-output behaviour similar to the original model [14,15]. The general idea of balanced truncation is to restrict the system onto the subspace of easily controllable and observable states which can be determined by the computing the Hankel singular values associated with the system. The main objective of balance method is constructing a reduced system by preserving the second-order structure of the original system and comparing it with another existing technique. Second order balance reduction (SOBR) is superior to the pioneering work in the control community because second-order systems can be balanced via congruency transformation without any accuracy loss. In addition, compared with the first-order balanced truncation approaches, SOBR is a better choice for second order reduction.

For first-order system

\[ x(t) = Ax(t) + Bu(t) \]
\[ y(t) = cx(t) \]

Balanced truncation method is to transform the system to another coordinate system such that both P and Q are equal and diagonal:

\[ P = Q = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_N) \]

Then truncates the model by keeping the states corresponding to \( k \)

| GA                  | Values |
|---------------------|--------|
| Generation          | 100    |
| Population          | 1000   |
| Mutation (gaussian) | 1.0    |
| Crossover (scattered)| 0.8   |

**Table 3**: GA specifications.
largest eigenvalues of the product PQ, that is, $k$ largest Hankel singular values of the system. The main problem is to find balancing projection matrices. Given a system in a standard second-order form:

$$2Mq(t) + Dq(t) + kq(t) + B_u(t)$$

(15)

$$y(t) = Pq(t) + Qq(t)$$

(16)

Where, $y(t) \in R^p$, $q(t) \in R^n$, $q(t) \in R^n$ second-order gramians in [16] are defined based on a first-order realization (1) with 2n-dimensional state $x' = [q \ q']$.

Where,

$$A = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}D \\ \end{bmatrix}$$

$$B = \begin{bmatrix} 0 \\ M^{-1}B_z \end{bmatrix}$$

$$C = [P \ Q]$$

The first-order realization [17] has the same input-output behavior as the second-order system [18]. Due to limitations on time and computer storage, it is often difficult or impossible to directly simulate or control these large-scale systems. Therefore, it is often desirable to reduce the system to a smaller-order model:

$$\dot{M}q(t) + \dot{D}q(t) + \dot{k}q(t) = \hat{B}_z u(t)$$

(17)

$$\dot{y}(t) = \hat{P}q(t) + \hat{Q}q(t)$$

(18)

Where, $\hat{M} = T^TMT$, $D = T^TDT$, $\hat{K} = T^TKT$, $\hat{B}_z = T^TB$, $\hat{P} = PT$, $\hat{Q} = QT$.

Which is not really balanced because $T^T$ instead of $T^T$ is used to preserve the symmetry and thus stability of the original system? Such that:

- The reduced system preserves system properties such as stability and passivity.
- The procedure is computationally efficient.

**Hankel singular values**

Similar to state space system [17] the controllability and observability Gramians can be used to define Hankel singular values for the descriptor system. Those are of great importance in model reduction via balanced truncation.

**SISO third–order system**

We consider an SISO third-order system [17] described by the transfer function,

$$G_p(s) = \frac{-0.0258s - 0.0024}{s^3 + 0.3445s + 0.0319s}$$

(19)

Then, reduced order plant is obtained as

$$G_i(s) = \frac{1.732e^{-0.009}s - 0.0258}{s^2 + 0.2515s + 0.008918}$$

(20)

Thus, SBPOR (Second-order Balanced truncation for Passive Order Reduction), for the model order reduction of AUV system. By fully utilizing the symmetric positive definiteness of the system matrices, new second-order gramians are defined based on a symmetric first-order realization in descriptor form so that the second-order system can be really balanced via congruency transformation without any accuracy loss. Experimental results show that SBPOR is more accurate than existing second-order balanced truncation technique.

**Simulation and Results**

The Simulation result for AUV control for the PID controller using GA and PID controller using HSA is shown in Figure 4 and 5 respectively. Figure 6 shows unit step response by resultant controller along with the results by [17]. The final values of PID parameters used for AUV control are given in Table 4. The transient performance of PID using GA and HSA is given in Table 5. The cost comparison between the GA and HSA is given in table 6. The evolution of PID controller by GA Balance Truncation and HSA Balance Truncation is shown in Figure 7 and 8 respectively. This paper addressed the path following control problem of an Autonomous Underwater Vehicle (AUV). Simulation shows that the control is able to provide reasonable depth and heading.
Figure 4: Evolution of PID controller by GA.

Figure 5: Evolution of PID controller by HAS.

Figure 6: Unit step responses by respective controllers [24].

Figure 7: Evolution of PID controller by GA balance truncation.

Table 4: Evolved parameter of PID/PD controller for yaw control.

| Controller | $k_p$ | $k_d$ | $k_i$ |
|------------|-------|-------|-------|
| PID [24]   | -7.1678 | -0.2916 | -5.4321 |
| PID (GA)   | -13.1651 | -1.9913 | -32.4348 |
| PID (:BT)  | -13.1516 | -1.9577 | -32.5910 |
| PID (HSA)  | -19.5899 | -0.0222 | -4.9771  |
| PID (:BT)  | -21.9311 | -0.5024 | -10.9153 |

Table 5: GA and HSA tuned PID controller transient performance.

| Controller | % Overshoot | Settling Time |
|------------|-------------|---------------|
| PID [24]   | 1.27%       | 72.50 sec     |
| PID (G)    | 1.23%       | 36.52 sec     |
| PID (:BT)  | 1.12%       | 22.70 sec     |
| PID (H)    | 1.4%        | 29 sec        |
| PID (:BT)  | 1.34%       | 21.7 sec      |

Conclusion

In this paper, a preserving model order reduction method for second-order systems has been discussed. The reduced model is then obtained by keeping that part of the balanced system which automatically gives a reduced model of second-order type. PID controller parameters station keeping control. From the above simulation result it can be see that the AUV is tuning its desired path (Figure 4).
that guarantee stability of the system are computed by harmonic search algorithm GA (Table 4-6).

Numerically speaking our method performs better than the method of [17], but for symmetric model, both methods work well. Now looking towards simulation results, designed the PID controller, which yields good results to stable AUV system. It is seen that the response of yaw for PID using HSA is better than PID using GA. Important properties of this method illustrates the regularity and stability is preserved in the reduced order system but there is an a priori bound on the approximation error. The effectiveness of the proposed model reduction algorithms has been demonstrated by numerical experiments (Figure 5-8).
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