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**Editor’s note:** The following is part 1 of a two-part article. The second part of the article will be published in the March 2013 issue of Global Advances in Health and Medicine.

Reductionism is the attempt to explain complex phenomena by defining the functional properties of the individual components that compose multicomponent systems... “naïve reductionism,” the belief that reductionism alone can lead to a complete understanding of living organisms, is not tenable. Organisms are clearly much more than the sum of their parts, and the behavior of complex physiological processes cannot be understood simply by knowing how the parts work in isolation.

—Kevin Strange, Department of Anesthesiology, Molecular Physiology and Biophysics and Pharmacology

**INTRODUCTION**

Endobiogeny is a global systems approach to human biology that may offer an advancement in clinical medicine based in scientific principles of rigor and experimentation and the humanistic principles of individualization of care and alleviation of suffering with minimization of harm. Endobiogeny is neither a movement away from modern science nor an uncritical embracing of pre-rational methods of inquiry but a synthesis of quantitative and qualitative relationships reflected in a systems-approach to life and based on new mathematical paradigms of pattern recognition.

Clinical medicine stands at a unique juncture in the history of science, philosophy and culture. Historically, medicine influenced and was influenced by these three branches of knowledge. Through three phases of history over the last 500 years, a split has occurred. Medical inquiry has proceeded from holism to reductionism to “naïve reductionism.” What once resulted in fantastic insights and seemingly miraculous cures has reached a plateau and even devolution of disorders once believed explained, was to build back up to a global level of knowledge. The shortcoming of his thought process was in seeing the body as a collection of parts as opposed to a system.

Reductionist experimentation can be a valuable tool in understanding the individual components of complex phenomenon. In fact, this approach has proved key not only in the foundation of modern medicine but also for the foundation of systems biology, which may one day replace the current reductionist approach. An isolated study of phenomena is neither an inherently problematic nor fundamentally flawed endeavor if it is used to create a global vision of how the organism works within its true dynamic state of function. Naïve reductionism, on the other hand, is contrary to the very existence of life as an experiential phenomenon.

The principles of reductionism originated in 17th century Europe. During this time, the focus of scientific inquiry shifted from “why” to “how,” from cause to mechanism and from understanding the whole to dissecting the parts. Quantitative analysis supplanted qualitative analysis. The macrocosm and microcosm were characterized by three qualities: order, predictability and control, based on the works of three key thinkers. Newton’s physics posited that objects follow defined, predictable rules of behavior. The French philosopher Laplace posited a type of determinism in which the past and future of all behaviors of objects could be precisely determined. The French philosopher Descartes first described the reductionist method of inquiry. In his first work, *A Discourse on the Method for Conducting Oneself With Reason, and Searching for Truth in the Sciences*, he writes,

> The second [method I use] is to divide each difficulty... into the smallest components into which it can be divided in order to better resolve it. The third is to conduct my thoughts in an orderly manner, beginning with the objects that are most simple and easy to know, then progressing little by little, as if by degrees, to the knowledge of the most complex ones, even assuming an order between objects that do not logically precede one another in a natural way.

It is worth noting that Descartes was not a “naïve reductionist”—merely a reductionist. His goal, as he explains, was to build back up to a global level of knowledge. The shortcoming of his thought process was in seeing the body as a collection of parts as opposed to a system.
Contemporary medicine, as Dr Strange notes, suffers from “naïve reductionism,” which can be characterized as follows: the body is a collection of organs composed of tissues, which are composed of cells, which are run by genes. Therefore, the object of study is genetics and the proteins and cellular activity that it guides. The true role and effect of each cell can be discovered only by studying each variable in isolation so as to rule out the effects of other variables. The sum of the effects of each individual variable is an accurate reflection of the function of the whole organism because it is merely a collection of parts. Because the cell is the ultimate unit of function and the genes contain the code that runs the cell, diseases arise from faulty information contained in genes or due to faulty translation of genetic information. Therefore, genes are the cause (not the mechanism) of disease.8-23

According to this approach, symptoms express the loss of control and order within the body due to faulty genes because, as the 17th-century philosophers noted, order is the hallmark of perfection and functionality, and order must be restored. In order to restore order to the organism, symptoms must be controlled. Therefore, to control symptoms is to treat disease. The best treatment is the one that has the most precise control over the most specific variable of dysfunction. The best treatment will be predictable in action and non-competitive in its control. In this paradigm, only a single-compound drug, with a single mechanism of action on a single locus of activity can reliably control, and ergo, “treat” disease.

In the last 50 years, a shift has taken place in science and philosophy away from the reductionist trends of the last 500 years. More recent studies in physiology have revealed the existence of complex super-systems of physiologic regulation.24-36 Experimental and clinical studies have revealed the multifactorial nature of disease as well as the high degree of interrelatedness of physiologic factors and systems.1-37-38 The conclusion of a growing number of researchers is that the body functions like a system, not a collection of isolated parts, and therefore must be studied as a system, not in isolation. A paradigm shift in healthcare towards a systems analysis may offer a scientific approach to diagnosis and treatment that makes progress where the current paradigm has reached a plateau. The endobiogenic theory proposes such a paradigm shift.

SYSTEMS THEORY

Aristotle’s statement “the whole is more than the sum of its parts” is a definition of the basic system problem which is still valid. Aristotelian teleology was eliminated in the later development of Western sciences, but the problem contained in it, such as the order and goal-directedness of living systems, were neglected and by-passed rather than solved. Hence, the basic system is still not obsolete.59

—Ludwig von Bertalanffy, PhD, biologist and founder of the General Systems Theory

A system is a collection of parts that form a whole. A system is self-generating, cohesive, closed unto itself but open to interaction with its environment. Its functionality is determined at four levels: (1) the individual units of activity in and of themselves, (2) their relationship to each other, (3) the global level of functionality of the system, (4) system’s relationship to its external environment. According to James Miller, MD, PhD, originator of the seminal “Living Systems Theory,” every system, from a cell to a supranational organization, must possess 19 properties divided into two general categories: matter-energy and information.40

The properties of matter-energy are (1) ingestion of material, (2) distribution of material, (3) conversion of material into structure or energy, (4) production of material, (5) storage of material, (6) extrusion of waste, (7) movement of the system, (8) support and maintenance of spatial relationships of the sub-units, (9) reproduction, (10) maintenance of internal and external boundaries.

The properties of information are (1) external input transduction: conversion of light, chemical, tactile, and temperature information into a form recognized by the system, (2) internal input transduction of information about changes in one component or sub-system to other components or sub-systems, (3) channeling and distribution of information within the system, (4) decoding and translation of information, (5) learning and association (first stage of learning), (6) memory (second stage of learning), (7) decision making based on information from all sub-systems of the system (8) encoding information for external interpretation, and (9) output transduction.40

In a system, the quantitative abilities alone do not determine the functionality of the system because each unit of activity depends on, influences, and is influenced by the activity of other units. While quantitative measurements determine the maximum potential of an individual unit of function in isolation from all the other parts, qualitative relationships determine the functional capabilities of the system and its various subsystems. Based on this understanding of systems dynamics, order and cohesiveness do not arise from rigid control but from permanent and dynamic management of the needs of the systems at the individual, regional, and global levels by the system itself.

The neurophysiologist P.K. Anokin, a student of Pavlov, was the first to describe feed-forward, feed-through, and feedback loops, which laid the foundation for the concept biological system regulation, as opposed to operation by reflex alone. In 1935, he published his theory of functional systems.41 The biologist Ludwig von Bertalanffy developed his general systems theory in 1937, which influenced the applications of systems theory across multiple disciplines. Miller published his theory of living systems in 1955.42 Since then, systems theory has been applied to biology,43 social psychology,44 resource management,45 economics,46 and other areas of material and human sciences, demonstrating the universal applicability of this concept.

Advances in cellular biology have demonstrated
how at every level—cell, tissue, organ and organism—the human being meets the criteria of being a system. With this new understanding of physiology, if medicine is to continue to progress, a similar paradigm shift will be critical. The shift starts by moving away from a quantitative, binary model of biochemistry that states, “Elevation in serum liver enzymes = liver dysfunction, therefore, if liver enzymes are not elevated, then there is no liver dysfunction.”

To a qualitative evaluation of relationships that states, “Despite normal liver enzymes, there is hepatic strain due to a global insufficiency of oxidative activity relative to reductive activity, which compromises glutathione recycling and hepatic detoxification pathways, which is rooted in an insufficient insulin sensitivity, which is impairing mitochondrial respiration and ATP production, which may explain the recent evolution in the patient’s cardiac function and/or lipid metabolism, and/or neurocognitive status, all of which are related to oxidative impairment, which therefore will necessitate support of hepatic function despite normal liver enzymes.”

The therapeutic approach in systems analysis is based not on control but on modification of physiology, on supporting the reengagement of endogenous mechanisms of management rather than a permanent substitutive approach. In order to apply such a therapeutic approach, the level of physiologic activity most responsible for the cohesiveness and integrity of the system must be determined.

DETERMINING THE LEVEL AND METHOD OF STUDY

Biological information is encoded in a multi-scale information hierarchy: DNA, RNA, proteins, interactions, biological networks, cells, tissues and organs, individuals and, finally, ecologies. The important point is that the environment impinges upon each of these levels of the hierarchy and modulates the digital informational output from the genome. Thus, systems-level investigations demand the collection of data at each relevant level of the hierarchy between the phenotypic measurement (features of the cell) and the core digital genome.

—Leroy Hood et al, Institute for Systems Biology

If the human organism is to be studied as a system, the level of study and the method of bioinformatics should be carefully considered so as not to confuse cause with mechanism of disease. There are three levels of activity within the system that can be studied in four ways:

1. The activity of an individual subsystem: ie, the cell, and the metabolic achievements of the cell in its structural and functional roles, including genetic transcription, production of proteins, enzymes, etc
2. The interaction of the various subsystems
3. The functionality of the global system
4. The interaction of the first three levels with its environment

For the first half of the 20th century, “naive reductionism” focused primarily on the first level: the cell. The clinical result was the production and use of drugs that inhibit or stimulate individual pathways, enzymes, cellular products, etc (ie, antiinflammatory drugs, diuretics, beta-blockers, aromatase inhibitors, etc), and exogenous substitutes of physiologic products (ie, cortisol, estradiol, insulin, thyroxine, etc).

The mid–20th century gave rise to molecular biology and an intense study of the role of DNA. Advances in high-throughput assays and bioinformatics since the late 20th century have allowed for the complexity and systems-behavior of the cell to be clearly demonstrated. The response of many researchers has not been to move up to higher levels of organization to view how the body functions as a whole but to move to the lowest level of activity: the genome (genomics) and the attendant “-omics” that arise from such study: proteomics, transcriptionomics, metabolomics, etc.

Still, this approach can be seen as an improvement in the study of human physiology because it moves away from “naive reductionism.” However, it does not represent a paradigm shift in the concept of how life is managed. It arose out of advances in reductionist molecular biology and it continues to be a gene-centered approach to disease. What is different is that the paradigm has expanded to look at many different proteins and metabolites related to a specific disease or cell. Thus, the paradigm still reads like this:

Gene “x” encodes for a single protein → that affects the cells metabolism → that affects the function of tissues and organs → that affects the whole system → that leads to disease y.

Ergo gene “x” is the cause of disease “y.”

There are two compelling arguments against this paradigm, one nosologic, the other clinical. Nosology, the science of disease categorization, was traditionally based on classifying disease based on a group of symptoms (ie, fibromyalgia), pathologic appearance (ie, amyloidosis), or primary location of occurrence (ie, breast cancer). With the shift to genomics, diseases have been categorized by single-gene mutations or polymorphisms that are associated with single diseases.

New network-based classification methods, such as the human disease network, also known as “diseaseome” (Figure 1), have found that disorders should be grouped neither by symptom nor single gene mutations but based on clusters of underlying physiologic...
dysfunction related to multiple simultaneous genetic polymorphisms and epigenetic changes. The human disease network approach may help explain why disease development is multifactorial, dependent on both multiple genetic and environmental factors as well as multiple neuroendocrine factors. Genes are the basis of the possibility of disease but do not appear to be the sole determinant of its probability.

A more holistic application of systems theory has been suggested in which the tripartite interaction between the genome, the cell, and the environment are evaluated as an ensemble. We agree with this approach but differ on the level of organization and management to be studied. If the inquiry is, “How did this disease develop?” the genome will contribute to a mechanistic understanding of pathophysiology. If our question is to be “why did this disease develop in this individual, and, what factors managed its appearance?” the level of study cannot be the genome. The genome is the mechanistic basis of life and of disease—the “how” of disease, not the “why.” Genes need to be told when, how often, and for how long to allow for transcription of their information. Therefore, there is something that manages why certain segments of the genetic code are transcribed or not.

At the microscopic level, the locus of management lies with the cell membrane. The membrane evaluates the internal functioning of the cell relative to the functioning of adjacent cells and vis-à-vis its external (ie, extracellular) environment (see Miller’s 19 sub-systems above to consider how this applies to a cell as well as human being as a whole). These data generate demands upon the nucleus to create new proteins to modify the functioning of the cell. Thus, the membrane manages the cell, not the nucleus, which is a respondent to the demands of the membrane. The membrane is why a gene is transcribed. The genome is how this management is executed. At the macroscopic level, the global system is like the membrane: the system manages cells that manage genes, not vice versa. Thus, the development, expression, and continuation of disease are managed at the global level by non-genomic factors.

If we are to understand the person who has a disease and not just the disease a person has, as Sir William Osler said, we must understand what manages life and not limit ourselves only to its mechanisms. If, as evidence suggests, biology operates as a system and not a series of individual parts, then the future of medicine lies with a systems approach that studies the global manager of the system and not the individual mechanisms alone.

**OVERVIEW OF THE ENDOBIOGENIC CONCEPT**

Endobiogeny: A Global Systems Approach to Medicine

Endobiogeny is a theory of terrain. Conceived by Christian Duraffourd, MD, and developed with Jean-Claude Lapraz, MD, in the early 1980s, endobiogeny seeks to explain how human life develops, maintains, and adapts itself as a dynamic, living system. The terrain consists of two aspects: structure and function. Structure
is the materialized constitutive elements of which an organism is composed, based on genetic heritage. Function refers to the expression of this constitution in the maintenance of structure, in basal functioning of structure, and the adaptive capacities of the organism in the face of exogenous and endogenous aggression.

If, as recent evidence suggests, the organism is a system and not merely a collection of parts, there must be a manager of this system, of this terrain. In order to ensure the integrity of the system, the manager must possess three qualities: (1) ubiquity of interaction with each structural element, (2) constancy of relationship with those elements, and (3) auto-regulation. This manager must function at every level of the system and within the four levels of interaction noted prior in the regulation each unit of function at the cellular level, tissue and organ level, as a global system, and in interaction with its external milieu.

A number of complex networks have been studied and proposed as managers of the organism.24 The most widely studied are the autonomic nervous system (ANS), immune system, and endocrine system. A brief evaluation of these systems will reveal why the endocrine system is the manager of the terrain.

The ANS consists of the sympathetic and parasympathetic nervous systems. It calibrates the qualitative, quantitative, and chronologic duration of diverse areas of autonomic function from cardiac output to movement to digestion and sleep. The ANS is distributed throughout the body and synapses with every organ and tissue. Thus it meets the first criterion: ubiquity. However, it does not possess criterion 2: constancy of relationship. The ANS depends on other systems to solicit its activity because it acts as a means of calibration, not management. It also lacks criterion 3: auto-regulation. The ANS ends by autolysis or enzymatic degradation, not feedback.

The immune system participates in host defense against internal and external aggressions through the use of anti- and pro-inflammatory compounds, innate and learned immunologic activity, and various signaling molecules. It meets criterion 3: auto-regulation. In an optimal state, the anti- and pro-inflammatory aspects of the immunes system are regulated through negative feedback. However, the immune system lacks the first two criteria: ubiquity and constancy of action. The immune system is not present throughout the entire body. It neither plays a managerial role in the formation of the structural elements of the cell nor in its basal functioning.

In contrast, the endocrine system meets all three criteria. Criterion 1: ubiquity. Hormones are excreted from glands into the circulation, where they are distributed to every cell in the body. Thanks to their paracrine and autocrine function, they are able to maintain precise local and regional management of the needs of specific sub-units of activity.

Criterion 2: constancy of relationship. The endocrine system manages all programmed phases of life and is that which is necessary for the development of life. Long before the existence of the nervous or immune systems, the endocrine system manages the foundation of structure during fetogenesis and embryogenesis. It manages the evolution of structure during childhood, puberty, and genital pause, and it manages the dissolution of structure during the installation of death.

Recall that the terrain consists of function in addition to the materialization of structure. There are four levels of functional capacity related to metabolism, all of which are managed by the endocrine system. The first is the basal functioning of the structural elements of the cell for its own maintenance, growth, repair, and death. The second is its adaptive capacity: the momentary modification of the internal equilibrium of basal function. The third is the general adaptation syndrome of Selye, which refers to the programmed, chronologic response of the endocrine system to an unknown aggression, be it exogenous (ie, alimentation, infection, etc) or endogenous (ie, pregnancy, cancer, emotions, etc). The fourth and final level of functional regulation is adaptability: the ability of the organism to adapt the threshold of function of a specific aspect of the endocrine system without invoking the general adaptation syndrome. Adaptibility occurs during anticipated but transitory states such as circadian changes in light, as well as unanticipated events, such as in Grave’s disease, where there is an augmentation of thyrotropic activity.

Criterion 3: self-regulation. The endocrine’s system’s use of feed-forward, feed-through, and feedback loops has been well established since Anokin’s seminal work in 1935 and serves as the primary mechanism of self-regulation.

In summary, endobiogeny is a theory of terrain. The terrain assures its own functioning through permanent movement: a constant and unceasing adjustment of its internal equilibrium in the face of inductive and reactive elements. The manager of this terrain must similarly be dynamic, ubiquitous, constant in its association with every aspect of the organism, and self-regulating. The endocrine system is the only system that meets these criteria, thus it is the manager of the terrain. In conclusion, endobiogeny is the study of how the endocrine system manages the terrain.

The Need to Evaluate the Effects of the Endocrine System

Because the endocrine system is the true manager of the organism, it is the ideal object of study. However, serum levels of hormones are not sufficient to determine functionality. The primary significance of serum hormone levels is their indication of the central-peripheral feedback relationships, and quantitative organ output. Altered receptor binding and intracellular messenger activity,79 epigenetic changes,80 and persistent environmental pollutants81 can all affect the true impact of serum hormones on management of cellular metabolism.
Serum measurements of a hormones does not indicate where within the normal range is optimal for the individual at that particular homeostatic state. It also does not indicate what the proper level of a hormone should be relative to other hormones that facilitate, augment, diminish or inhibit its activity. Hormones have complex relationships to each other that need to be captured simultaneously in order to determine the true functionality of an individual. Probability profiles based on normal ranges of each individual hormone are not sufficient.

It is fallacious to assume that if each individual hormone is within normal limits, the entire system is functioning adequately. Because direct measurement of circulating hormones is not sufficient to measure functionality, what are needed are direct and indirect biomarkers of endocrine function that can reflect the functional efficiency of endocrine management of the terrain at every level of the system.

**The Need to Use Blood Tests**

Blood tests are an important diagnostic tool in modern medicine. The advantages of blood tests are many. They are objective, accurate, and reproducible. They are minimally invasive yet allow for evaluation of complex physiology. They are easily repeated, offering longitudinal assessment of the evolution and deviation of physiologic processes and treatments.

The primary shortcoming of modern lab studies is the binary nature of interpretation. Like the zeroes and ones of digital code, lab results are viewed as having two values and two interpretations:

- 0: lab test within normal range → no abnormality, ergo: no dysfunction
- 1: lab test outside the normal range → abnormality, ergo: dysfunction

This algorithm is repeated for each individual lab value assuming, in the reductionist model, that each lab value can be viewed in isolation from other lab values.

Routine lab testing creates a quandary for the clinician in two situations. The first is a symptomatic patient with normal lab values. The second is an asymptomatic patient with abnormal lab values. Both situations call into question the sufficiency of the reductionist model to explain the correlation between individual symptoms and individual biochemical data. This is typically the case for electrolytes; hepatic enzymes such as aspartate transaminase (AST), alanine transaminase (ALT), and gamma-glutamyl transferase (GGT); and other common tests.

Such a binary system reads with an “error” message for both of these situations. The clinician must either ignore abnormal values, ignore symptoms, do further testing without clear guidance of what or how to test, or empirically medicate the patient in hopes that the problem will go away.

Other tests, such as antibodies associated with autoimmune disease, require more complex evaluation and decision making but pose problems themselves. They have a high degree of specificity but a low degree of sensitivity. Specificity is the percentage of patients who have a negative test and do not have a disease. Sensitivity is the number of patients who have a positive test and have the disease. When evaluating a patient for lupus, for example, anti-Smith antibodies (anti-Smith) have a sensitivity of 25% to 30% but a high specificity. In other words, the presence of anti-Smith antibodies does not rule in disease, but their absence makes it less likely that lupus is present.

If a patient is tested for anti-Smith in order to make a diagnosis of lupus in the presence of two clinical symptoms and the patient is positive for anti-Smith, will he or she be denied treatment because a total of four criteria have not been met? More than 70% of patients with positive anti-Smith antibodies will not have lupus, but if they do not have lupus, what does it mean that the test was positive? A binary test cannot answer this question. If a patient meets four or more of the criteria associated with lupus, including anti-Smith, how does that advance an understanding of why they have lupus or how they will be treated? Regardless of the test results, they will be treated symptomatically based on the organ(s) involved and the intensity of inflammatory or autoimmune manifestations.

Because the human body operates as a system, a method of evaluation is needed that can reflect this complexity while still using serum values as the foundation of its assessment. Such a method should reflect all the properties of a system. The method should be dynamic and individualized, characterizing the function of a single unit of activity in and of itself, relative to other units and relative to the global functioning of the organism in a quantitative and qualitative fashion. If the object of study and method of interpretation are based in a systems approach, serum lab values can be viewed in a nonbinary format, reclaiming their key role in analytical and objective medical practice.

**The Necessity of Using Serum Biomarkers and Their Shortcomings**

A biomarker is “a characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic intervention.” Biomarkers are used to screen, diagnose, and prognosticate. All blood analytes are biomarkers in that they are markers of some biologic process. However, the ability to “screen, diagnose, or prognosticate” arises from a proper analysis of biomarkers that is accurate, valid and clinically relevant.

Numerous biomarkers have been proposed over the years only to be discredited or discarded later. The fundamental shortcoming of these biomarkers is that they continue to be based in reductionist biology rather than systems biology.
With respect to the selection and use of biomarkers, there are four common errors that have limited their clinical utility: (1) selection based on an animal model that does not realistically replicate human illness, (2) selection based on taking a clinical problem a priori and using statistical pooling to find an a posteriori correlation relationship, (3) use of biomarkers that are specific but not sensitive, and (4) mistaking downstream effects of pathology with upstream causes.

1. Selection Based on an Animal Model of Disease. Animal models of human illness have long been used to determine single-causative agents of disease. Creating disease in a previously healthy animal is not always a realistic assessment of how the disease develops over time in humans because it fails to replicate the multiple factors within the terrain that are involved. Hepatic encephalopathy and the role of ammonia is a good example. Ammonia was long considered to be the primary cause of hepatic encephalopathy because (a) hepatic injury reduced the metabolic conversion of ammonia to urea, (b) humans with hepatic encephalopathy often had elevated serum ammonia, and (c) ammonia was shown to cause encephalopathy when infused in large amounts in otherwise healthy primates.121,122 Clinical studies have demonstrated that neither the presence nor severity of encephalopathy could be predicted solely by the serum ammonia level, nor was improvement in encephalopathy proportional to the reduction in ammonia levels. Currently, most experts agree that there are multiple variables that play a role in the development of hepatic encephalopathy, of which ammonia is but one.121,122

2. Selection Based Statistical Pooling. Another common method of selecting a biomarker is through epidemiologic studies. In these studies, a clinical condition is selected a priori and numerous biomarkers and epidemiologic data are collected. Patterns of abnormalities in biomarkers are then correlated with the specific condition. Gamma-glutamyl transferase (GGT) is a good example of this with dozens of epidemiologic studies showing strong correlation with various clinical conditions.

GGT is an enzyme that transfers glutamyl residues. An elevation in serum GGT above the norm is seen in hepatobiliary disease, biliary obstruction, and intrahepatic cholestatic disorders. GGT also plays a key role in glutathione recycling most notably in the liver but also in bile ducts, small bowel, kidney, brain, pancreas, spleen, and breast. Retrospective analysis of epidemiologic studies have associated normal GGT in the upper quartile of normal (40-60; normal = 0-60 IU/L), with the bioaccumulation of heavy metals,124 persistent organic pollutants,124-127 dementia,128-130 hepatic insulin resistance,131 type 2 diabetes mellitus,126,127,132-140 hypertension,132,134,135,138,140-151 and dyslipidemia140 independent of body mass index, lifestyle risk factors, or gender.

While GGT has been noted to be elevated in a wide variety of disorders, all these disorders could be best described as having a component of oxidative stress, which would explain the elevation of GGT (even within the upper quartile of the normal range). Oxidation of glucose to make ATP is fundamental to human physiology. A disturbance in oxidation will be implicated in so many disorders that we wonder how it could be predictive of a specific disease state prospectively.

If one finds a GGT in the upper range of normal, can one determine from this alone which patient has or will develop diabetes vs hypertension vs hyperlipidemia or a combination of these disorders? In a patient with hepatobiliary disease, with a GGT many-fold above the norm, GGT can no longer be used to predict the presence of the disorders noted above. How can the risk of these various disorders be evaluated in such patients?

There are numerous steps in the oxidation of glucose and in cellular respiration. How does a GGT in the upper quartile of normal guide the clinician in choosing the point of intervention, say, between insulin sensitization vs. oxidants vs antioxidants vs the Krebs cycle vs. mitochondrial support with L-carnitine, CoQ10, D-ribose, etc? All it says is that somewhere in the body, there is or may be an insufficiency of glutathione, without clarifying if it is due to a deficiency in glutathione production, an insufficiency in glutathione recycling, or an excess of glutathione consumption.

3. Application of a Biomarker With High Specificity When It Has a Low Sensitivity. Prostate specific antigen (PSA) is the most widely used screening test for prostate cancer in the United States and Europe. In the US alone, over $3 billions is spent annually on the test. Discovered in 1970, it was approved by the US Food and Drug Administration (FDA) in 1994 to detect cancer even though it’s success rate is only 3.8%.152 PSA is a good screening tool in evaluating the efficacy of treatment of known prostate cancer and in the surveillance of men with a history of prostate cancer post-treatment.153

In other words, the PSA test is specific for known, active prostate cancer but not sensitive for cancer, much less predictive of cancer risk. It distinguishes neither benign nor malignant growth. It simply implicates dysregulated growth.154 Dysregulated prostate growth is seen in prostate cancer but also in non-cancer-related events, such as benign prostatic hypertrophy, injury, use of certain medications, and infection. PSA levels are low in some men with malignant cancer and elevated in other men without cancer. Thus, PSA alone is not a good biomarker in screening for prostate cancer.

This is not a purely academic discussion because with an abnormal PSA the number-needed-to-treat is 48:1, meaning that in order to save 1 man’s life, 47 men will undergo unnecessary biopsies with loss of sexual and urinary function based on a test that is being used as an indicator of a specific pathology when it is simply a nonspecific indicator of a disturbed pathophysiologic state within the prostate.155
4. Studies That Mistake the Result of a Pathologic Event as the Cause of That Event. Dysregulation of the immune system is implicated in chronic, low-grade microbial infection and in altered inflammation/anti-inflammation pathways. There was a large body of evidence in the 1980s and 1990s that strongly associated titers of *Chlamydia pneumoniae* with myocardial infarction. It was observed that patients who had myocardial infarction had a greater incidence of chlamydial infection compared to those who did not. Chlamydia was found in biopsies of atherosclerotic tissue, and chlamydia was found to be atherogenic in vitro. It was hypothesized that treating chlamydia with the antibiotic clarithromycin would lower the risk of myocardial infarction. Smaller studies supported this hypothesis but larger studies and meta-analysis found no benefit. Both chlamydial infections and arterial disease occur in an environment of immune dysregulation. Thus, they are both downstream effects of altered immunity. The error here was to consider the downstream effects to be sequential, where chlamydia caused arterial disease, or, contributed in a significant enough way that it warranted treating with antibiotics (Figure 2).

![Figure 2 Downstream effects: attributing causality between related but unlinked events.](image)

Later studies found that chlamydial titers and arterial disease also correlate with an elevation of C-reactive protein, a nonspecific indicator of acute inflammation. Thus, it is more accurate to conclude that while all these elements are downstream events of altered immunity, they are neither sequentially nor causally related. That is to say, the same dysregulation in immune activity that favors inflammation creates a terrain that also favors the installation of chronic, low-grade infections. The greater the inflammatory milieu, the greater the risk of atherosclerotic disease (Figure 3).

![Figure 3 Downstream effects with a common upstream dysregulation.](image)

The same type of error was made with respect to vitamin D and heart disease. Low vitamin D levels have been associated with an increased incidence of cardiovascular disease (CVD) due to its association with a pro-inflammatory state. However, normalizing vitamin D levels does not change the clinical outcome of patients with CVD even when it improves the inflammatory terrain. Because diseases are multifactorial, altering one factor does not necessarily reverse the course of disease.

In general, most biomarkers are single variables used to evaluate complex, multisystem disorders. From the endobiogenic perspective, there are very few cases of “single variable disorders” because the body is a system containing many variables that affect each other’s function. Relying on single biomarkers to screen or diagnose or prognosticate ultimately has limited benefit for the clinician and the patient. Most often, it results in indiscriminate treatment, as in the case of PSA, where men receive potentially harmful biopsies and are prescribed the use of 5α-reductase inhibitors “just to be safe.” Or it results in excessive treatment because a single biomarker does not allow for the pathophysiologic individuality of the patient (ie, the terrain) to be determined. For example, in CVD, there is a trend to use vitamin D (for low vitamin D), aspirin, and fish oil (for elevated CRP), and a statin (for hyperlipidemia) because it is not possible from the current methods of evaluation to determine which aspect(s) of dysregulation is most responsible for the current state of disease.

An exception to the trend of using single biomarkers has been the use of multiple markers simultaneously in critical illness, such as septic shock or multisystem organ failure. Some examples include the Pediatric Risk of Mortality (PRISM-III revised) and the Acute Physiology, Age, Chronic Health Evaluation (APACHE IV). These scores use dozens of serum biomarkers and vital signs, such as serum glucose, respiratory rate, heart rate, etc, as well as clinical classifiers, such as surgical status, use of mechanical ventilation on admission, etc.

There are two key shortcomings of these multifactor tests with respect to clinical applicability. First, and most fundamentally, these evaluations represent retrospective attempts to find variables that predict mortality in order to stratify patients in research studies. Even within this narrow focus of interest, there is not an attempt to integrate these various factors into a coherent understanding of illness.

These scores do not truly integrate physiologic abnormalities in a way that reflects the patient’s terrain. Even if the scores are valid, they do not provide clinical guidance on determining which system(s) is most responsible for the current disorder or to what degree or in what order interventions should be administered, ie, cortisol, vasopressors, ventilation, dialysis, etc.

In summary, biomarkers are indicators of normal or pathologic activity. Biomarkers are commonly used in medicine and can be useful, but their ability to describe why an abnormality occurred or predict future imbalances is limited by the binary nature of the test. The ideal use of biomarkers would be based on a systems biology approach. In such a system, multiple factors are evaluated simultaneously, relative to each
other, describing human physiology in a dynamic fashion. Such an approach can offer specific areas and methods of intervention tailored to the terrain of each individual patient. Endobiogeny offers such a system: the biology of functions.

**The Biology of Functions: A Biological Modeling System**

*The new mathematics . . . is one of relationships and patterns. It is qualitative rather than quantitative and thus embodies the shift of emphasis that is characteristic of systems thinking—from objects to relationships, from quantity to quality, from substance to pattern.*

—Fritjof Capra

The biology of functions (BoF) is a biological modeling system developed by Dr. Duraffour, based on the theory of endobiogeny. As with other biological models, it simulates biological activity based on variables assumed to be most representative of the system, and is not a measurement of actual function. It differs from other biological models in three key ways. First, it simulates biological activity using biomarkers related to the direct and indirect effects of neuroendocrine activity. Second, it evaluates quantitative as well as qualitative function. Finally, it evaluates both the potential and functional achievements of the organism.

Current research in systems biology is focused on genomic and cellular activity. Many of these mathematical methods have proven to be robust, accurate and predictive in examining narrow areas of physiologic activity. However, due to conceptual limitations, they can neither describe the terrain that brought about disease nor suggest the optimal treatment within the context of the global functioning of the individual organism and serve largely as research tools.

As a model of the global functioning of the organism, the biology of functions evaluates factors both in and of themselves, in relationship to other units of activity, and in relationship to the system as a whole. There are over 150 indexes evaluating neuroendocrine activity in the biology of function. They are derived from 17 serum biomarkers that are linked to the various aspects of this activity, without directly measuring serum hormone levels except for thyroid stimulating hormone (Table 1).

The biomarker norms are the normative data of the adult, premenopausal female, which are considered to be the null state of human physiology in endobiogeny. The values of postmenopausal women, of men, and of children are compared against this normative data. Some exceptions include particular indexes that have grossly different values in various phases of childhood (unpublished data) and well-characterized sexual dimorphisms noted between men and women and their corresponding variations in serum biomarker values. A current shortcoming of the algorithm is the exclusive reliance on normative data from a Western European population. This will need to be addressed to broaden the applicability of the biology of functions across men and women, non-European populations, and children.

Four biomarkers have a high degree of variability in their normative values from lab to lab and during particular phases of life: osteocalcin, total serum alka-

| Table 1 Biomarkers Used in the Biology of Functions |
|-----------------|-------------------------------|
| **Origin**      | **Biomarker**                 | **Value**   | **Conversion** |
| Bone marrow     | Red blood cell                | per μL      | +10^6         |
| cellular products | White blood cell, total       | per μL      | +10^3         |
|                  | Neutrophil                    | %           | None          |
|                  | Lymphocytes                   |             | None          |
|                  | Eosinophils                   |             | None          |
|                  | Monocytes                     |             | None          |
|                  | Basophils                     |             | None          |
|                  | Hemoglobin                    | g/dL        | None          |
|                  | Platelets                     | per μL      | +10^4         |
| Bone marrow-serum interaction | Erythrocyte sedimentation rate | mm/h       | None          |
| Bone stroma enzymes | Osteocalcin                | ng/mL       | Proprietary   |
|                     | Alkaline phosphatase bone isoenzyme | % | Proprietary   |
| General enzymes   | Lactate dehydrogenase        | IU/L        | Proprietary   |
|                     | Creatine phosphokinase       |             | None          |
| Endocrine         | Thyroid-stimulating hormone  | μIU/mL      | None          |
| Electrolytes      | Potassium                     | mmol/L      | None          |
|                     | Calcium, total serum          | mmol/L      | ±2            |
line phosphatase, lactate dehydrogenase, and creatine phosphokininase. The normative values determined by each lab are standardized to an internal consistency in the following manner:

\[(a \times b)(x+y)\]

where “a” is the lab value of the patient, “b” is a proprietary adjustment factor, “x” is the high, and “y” is the low value reported by the laboratory for the given biomarker. The adjustment factor varies for each of the four biomarkers noted above.

The indexes evaluate relative neuroendocrine functionality and are derived from 16 direct ratios of the 17 biomarkers. The remaining indexes are indirect ratios: indexes of indexes. Nearly 90% of the indexes describe relative and qualitative function. In other words, they describe the physiologic capability of the organism in a contextual manner. The relativity of the indexes ensures global internal consistency and reproducibility across patients and diseases with reliable norms.

The normal range of each index is determined by two methods. First, the general range is determined from high and low values of each biomarker of which an index is composed. The specific normative range is based on retrospective analysis of unpublished data from clinical practice.

The use of such a limited number of biomarkers to derive a large amount of information about human physiology can only be achieved under two conditions. The first is if the body functions as a system and the effects of one event affect other events. The second is if the level of evaluation is sufficiently upstream that a small number of factors are linked to a wide variety of downstream events, having a profound effect on multiple lines of biologic activity. Hormones are secreted in extremely low concentrations \((10^{-9} - 10^{-12} \text{ g/dL})\) yet have a profound impact on global physiology at the nuclear, cytoplasmic, cellular, tissue, organ and system levels. Each subsystem of activity that the endocrine system manages is amplified at the level below it because each system manages or influences increasingly complex subsystems of activity. Thus, small changes at the endocrine level can have a profound and wide-ranging impact on the ensemble of metabolic processes. This is why we believe that such a small number of biomarkers can be used to generate such a large number of indexes.

**The Logic Behind the Biology of Functions Indexes**

Three basic observations are the foundation of this elegant and simple biologic model: (1) The endocrine system is the manager of the terrain, of the biologic system; (2) certain biomarkers are produced as a result of this endocrine management; and (3) the true functionality of any system is based on the relative activity of one factor to another. Because these biomarkers are an indicator of endocrine management, indexing biomarker values as ratios provides an assessment of relative functionality of the endocrine management of the terrain.

**1. Endocrine management.** We have established that the endocrine system is the true manager of the terrain, and that the effects of endocrine activity cannot be accurately evaluated by direct serum measurement.

**2. Biomarkers and the endocrine system.** It has been known for nearly 100 years that changes in common biomarkers were associated with specific endocrinopathies. Through elegant experiments, it has been clarified that the changes in these biomarkers are the result of endocrine management of metabolism. For example, it was observed in the 1950s that androgens cause a proliferation of red blood cells. Thus, red blood cell levels in the serum are a marker of a certain aspect of androgen function. It was also observed that estrogens cause a proliferation of white blood cells and the same can be said about white blood cells and estrogen activity.

**3. Systems analysis and relative relationships.** As noted above, newer evidence suggests that the body is a true system, composed of various subsystems that act independently of each other but in coordination with each other. Because the functioning of each unit is integrated and interrelated to the functioning of the others units and to the whole, it is the relative activity of one unit to another that determines the true state of functionality. The appreciation of relative changes in biomarkers has been present for nearly 100 years and is gaining increasing appreciation once again.

The value of relative changes of biomarkers in and of themselves and with respect to other markers is paramount in a systems approach. For example, in and of themselves, normal red and white blood cell counts do not offer actionable information about the state of androgens or estrogens. However, if you relate one to the other, you have a general evaluation of the global activity of androgens relative to estrogens regardless of the absolute value of red or white blood cells or the quantitative serum level of androgens or estrogens.

The relative imbalance of androgens and estrogens can be clinically significant. Numerous studies have shown that even with normal serum levels of androgens and estrogens, one can develop fibroids, polycystic ovarian disease, infertility, or hair loss. The ratio of red to white blood cells, called the “genital ratio” (described below) is a necessary but not sufficient evaluation of gonadotropic activity. However, it lays the foundation for increasingly complex evaluations with respect to these and other disorders.

Normally, the diagnosis of and decision to treat “endocrine” disorders is based solely on quantitative serum concentrations of hormones. If levels are normal, there will be no justifiable basis for treatment and the patient is condemned to suffer. If an empirical treatment is started out of compassion, there rests no objective reason for the choice of treatment nor a manner in which to understand why the treatment failed if it does not work. In such cases, the patient is consid-
Ratios in Medicine

Table 2 Ratios in Medicine

| System     | Ratio                              | Composition                  | Indication                                                                 | Shortcoming                                                                 |
|------------|------------------------------------|------------------------------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Renal      | Blood urea nitrogen/creatinine     | Blood urea nitrogen/creatinine | Evaluates the rate of renal perfusion relative to renal clearance           | Does not indicate why perfusion or clearance is impaired, if it is due to structural or functional impairments, or both |
|            | Microalbumin/creatinine            | Microalbumin/creatinine       | Evaluates resorptive integrity of kidney relative to its clearance ability   | Does not indicate functional reasons for disruption in renal tubule integrity |
| Immune     | Albumin/globulin ratio             | Albumin/Globulin              | Evaluates the risk of autoimmunity vs cancer vs liver failure                | Does not evaluate endocrine, gastrointestinal factors related to protein uptake, distribution, or utilization |
|            | CD4+/CD8+                          | Subsets of lymphocytes based on specific cell determinates (CD)             | Used to assess relative strength of immune system in HIV seropositive patients; CD4 counts vary day to day, so they are indexed relative to the CD8 count | Does not evaluate the factors related to generation, mobilization, and regulation of immune cells |
| Hematologic| Hematocrit                          | Red blood cells/whole blood volume | Evaluates the density of blood relative to intravascular volume by indexing the number of red blood cells produced relative to the total blood volume | Does not evaluate the factors influencing red blood cell production or demargination from the spleen |

Thrombotic index =

\[(\text{Thrombogenic index} \times \text{Evoked Histamine index} \times \text{Genital Ratio})/10\]

\[(\text{Bone remodeling index} \times \text{Apoptosis index} \times \text{Necrosis index}/\text{Metabolic yield index})\]

\[\text{Bone remodeling index} \times \text{Apoptosis index} \times \text{Necrosis index} \times \text{Evoked Histamine index} \times \text{Genital Ratio} \times \text{Metabolic yield index}\]

Figure 5 Indirect index in the biology of functions: Thrombotic index.

Precedence of Using Ratios in Clinical Medicine

The practice of relating biomarker to each other is not new in medicine and there are many examples used on a daily basis (Table 2).

While these tests are dynamic—they are derived from circulating blood analytes—they do not indicate the relationship of individual units to each other or to the whole system, which is why we do not consider them to be candidates for use in a systems approach to biology.

The biology of functions is composed of a series of direct and indirect indexes. Direct indexes are composed of individual biomarkers directly related to each by various mathematical relationships. Indirect indexes are composed of direct indexes, indirect indexes, and/or individual biomarkers in various permutations that can contain up to six levels of indexes within indexes.

An example of a direct index is the genital ratio, which looks at the impact of androgens relative to estrogens at the tissue level (Figure 4). It is a ratio of two of the 17 biomarkers: red blood cells and white blood cells.

Genital ratio = Red blood cells / White blood cells
Genital ratio = Androgens / Estrogens

Figure 4 Direct index in the biology of functions.

An example of an indirect index is the Thrombotic index (Figure 5), which expresses the risk of sudden thromboembolic phenomenon. Acute ischemic events that result in sudden cardiac death occur in arteries that often have mild coronary artery luminal occlusion and minimal plaque calcification. Neither calcium score by computed tomography scan nor angiography will be able to identify patients most at risk. Typically these events occur in patients under the age of 60, with minimal classic risk factors, thus general screening factors will not identify them either.202 The ability to aggregate the primary known factors related to thrombus formation and plaque rupture may help identify patients most at risk for sudden cardiac death or acute ischemia based on functional factors rather than structural factors.

The mathematical relationships in the index express that the risk of thromboembolism is the result of a triad of factors that are necessary but not sufficient on their own: (1) risk of thrombus formation, which can occur due to necrosis203-205 or apoptosis,202 (2) histamine activity,206-208 and (3) elevated androgens209-217 represented by the genital ratio (androgens/estrogens) in the numerator, which is consistent with known pathophysiologic mechanisms of thromboembolic phenomenon.

In summary, evaluating biologic activity relative to each other has precedence in medicine. It helps contextualize the relevance of one finding to another. The biology of functions is composed of direct indexes where individual biomarkers are related to each other and indirect indexes where direct indexes and various biomarkers are indexed against each other to express increasingly com-
plex biological activity that is multi-factorial in nature. The majority of indexes in the biology of functions are indirect indexes that evaluate the function of units relative to other units of activity.

Part 2 of this article, which will be published in the March 2013 issue of Global Advances in Health and Medicine, addresses the experimental and clinical basis for the biomarkers used in the biology of functions.
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