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Abstract. In this paper, the elastic Dirichlet-to-Neumann map $\Xi_g$ is studied for the stationary elasticity system in a compact Riemannian manifold $(\Omega, g)$ with smooth boundary $\partial \Omega$. By overcoming methodological difficulties, we explicitly get matrix-valued full symbol for the elastic Dirichlet-to-Neumann map $\Xi_g$. We prove that for a strong convex or extendable real-analytic manifold with boundary, the elastic Dirichlet-to-Neumann map $\Xi_g$ uniquely determines the metric $g$ of $\Omega$ in the sense of isometry, thereby solving an open problem for the uniqueness of the metric under real-analytic setting. Furthermore, by calculating the symbol representation of the resolvent operator $(\Xi - \tau I)^{-1}$ we can explicitly obtain all coefficients $a_0, a_1, \cdots, a_{n-1}$ of the asymptotic expansion $\sum_{k=1}^{\infty} e^{-\tau_k} \sim \sum_{m=0}^{n-1} a_m t^{m+1-n} + o(1)$ as $t \to 0^+$, where $\tau_k$ is the $k$-th eigenvalue of the elastic Dirichlet-to-Neumann map $\Xi_g$ (i.e., $k$-th elastic Steklov eigenvalue). These coefficients (spectral invariants) provide important geometric information for the manifold, which give an answer to another open problem for the elastic Steklov spectral asymptotics.

1. Introduction

Let $(\Omega, g)$ be a smooth compact Riemannian manifold of dimension $n$ with smooth boundary $\partial \Omega$ of dimension $n-1$. The manifold $\Omega$ is considered here as an elastic, isotropic, homogenous medium with Lamé constants $\mu$ and $\lambda$. Assume that Lamé constants $\mu$ and $\lambda$ satisfy $\mu > 0$ and $\lambda + \mu \geq 0$. Under the assumption of no body forces acting on $\Omega$, the boundary value problem for the displacement vector $u(x) = (u^1(x), \cdots, u^n(x))$ in $\Omega$ produced by a displacement $f$ on $\partial \Omega$ is given by the elastic Lamé system:

$$\begin{align*}
\{ \mathcal{L}_g u & := -\mu \nabla^* \nabla u + (\mu + \lambda) \text{div} u + \mu \text{Ric}(u) = 0 \quad \text{in } \Omega, \\
\quad u & = f \quad \text{on } \partial \Omega,
\end{align*}$$

(1.1)

where $-\nabla^* \nabla$ is the Bochner Laplacian (see (2.12) in Section 2), div and grad are the usual divergence and gradient operators, and

$$\text{Ric}(u) = \left( \sum_{l=1}^{n} R^1_l u_l, \sum_{l=1}^{n} R^2_l u_l, \cdots, \sum_{l=1}^{n} R^n_l u_l \right)$$

(1.2)

denotes the action of Ricci tensor $R^j_l := \sum_{k=1}^{n} R^{k,j}_{lk}$ on $u$. For $u \in H^2(\Omega)$,

$$\text{traction } u := 2\mu (\text{Def } u) # \nu + \lambda \text{(div } u) \nu \quad \text{on } \partial \Omega$$
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is said to be the elastic Neumann boundary condition (which just is the normal component of the stress at the boundary), where \((\text{Def } u)_j = \frac{1}{2} (u_{j,k} + u_{k,j})\) is the strain tensor, \(#\) is the sharp operator (for a tensor) by raising index and \(\nu = (\nu_1, \cdots, \nu_n)\) is the outward unit normal vector to \(\partial \Omega\).

We define the elastic Dirichlet-to-Neumann map \(\Xi_g\) as follows:

\[
\Xi_g(f) = (2\mu (\text{Def } u)^{\#} \nu + \lambda (\text{div } u) \nu)|_{\partial \Omega}, \quad \forall f \in H^{3/2}(\partial \Omega),
\]

where \(u\) satisfies (1.1) \((i.e., \ L_g u = 0 \in \Omega \text{ and } u|_{\partial \Omega} = f)\). Clearly, the elastic Dirichlet-to-Neumann map is well defined for each \(f \in H^{3/2}(\partial \Omega)\) with value in \(H^{1/2}(\partial \Omega)\). \(\Xi_g\) is also said to be the displacement-to-traction map on the elastic boundary.

Since the elastic Dirichlet-to-Neumann map \(\Xi_g\) is an elliptic, self-adjoint pseudodifferential operator of order one (see section 3), there exists a sequence of eigenvalues

\[
0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq \tau_k \leq \cdots \to \infty
\]

such that \(\Xi_g v_k = \tau_k v_k\), where \(v_1, v_2, \cdots, v_k, \cdots\) is an orthogonal basis of eigenvectors in \((L^2(\partial \Omega))^n = L^2(\partial \Omega) \times \cdots \times L^2(\partial \Omega)\) corresponding to the eigenvalues \(\tau_1, \tau_2, \cdots, \tau_k, \cdots\). Clearly, all the eigenvalues \(\{\tau_k\}\) of the elastic Dirichlet-to-Neumann map are just all the elastic Steklov eigenvalues \(\{\tau_k\}\):

\[
\begin{cases}
\Delta_g v_k + (\mu + \lambda) \text{grad div } v_k + \mu \text{Ric}(v_k) = 0 \text{ in } \Omega, \\
\Xi_g v_k = \tau_k v_k \text{ on } \partial \Omega.
\end{cases}
\]

Let us point out that if \(\Omega\) is a bounded domain in \(\mathbb{R}^n\) with the standard Euclidean metric, then the Lamé operator \(L_g\) reduces to the classical elastic operator \(Lu = -\mu \Delta u + (\mu + \lambda) \text{grad div } u\) for \(u \in (H^2(\Omega))^n\); and further if \(\lambda + \mu = 0\) and the traction is replaced by the normal derivative of \(u\) in the definition of the elastic Dirichlet-to-Neumann map \(\Xi_g\), then \(\Xi_g\) becomes the classical Dirichlet-to-Neumann map \(\Lambda_g\) associated with the Laplace operator.

The elastic Lamé operator is a complicated “exotic” differential operator because its second-order terms are not merely the Laplacian or even the Laplace-Beltrami operator of a nontrivial metric (see [4, 5, 22, 37, 45, 46, 47, 70] and [74]). The study of the elastic Dirichlet-to-Neumann map is important in areas such as geophysical exploration (for example, one may explore the interior structure of the earth by measuring the displacements and tractions of the earth’s surface by earthquakes (or artificial earthquakes)), materials characterization and acoustic emission of many important materials and nondestructive testing (see [61] and [63]). However, the commutativity properties (which are usually applied for scalar differential operators) are not valid for the elastic Dirichlet-to-Neumann map, so there are additional difficulties in the elastic case (see also, p. 166 of [65]).

The following two well-known problems have been open for a long time.

Problem A: Given a compact \(n\)-dimensional Riemannian manifold with boundary, \(n \geq 2\), if its boundary metric is fixed, can one determine the metric of the whole manifold (in the sense of isometry) by the elastic Dirichlet-to-Neumann map?

Problem B: What geometric information of the spectral asymptotics can be explicitly obtained for the Riemannian manifold by knowing all the elastic Steklov eigenvalues?

Problem A is the Lee-Uhlmann type conjecture for the elastic Dirichlet-to-Neumann map. In [45], J. Lee and G. Uhlmann raised and solved several important conjectures for the Dirichlet-to-Neumann map \(\Lambda_g\) associated with Laplace operator. They proved that for a strongly convex real-analytic \(n\)-dimensional Riemannian manifold with connected real-analytic boundary or extendable real-analytic Riemannian manifold, if \(\pi_1(\Omega, \partial \Omega) = 0\) (this topological assumption means that every closed path in \(\Omega\) with base point in \(\partial \Omega\) is homotopic to some path that lies entirely in \(\partial \Omega\), see [45] and p. 162 of [90]), then the Dirichlet-to-Neumann map \(\Lambda_g\) determines the metric \(g\) in the sense of isometry for \(n \geq 3\), and determines \(g\) in the sense of conformal isometry for \(n = 2\), where \(\Lambda_g : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)\) is defined by \(\Lambda_g f = \frac{\partial u}{\partial \nu}|_{\partial \Omega}\), and \(u\) satisfies

\[
\begin{cases}
\Delta_g u = 0 \text{ in } \Omega, \\
u = f \text{ on } \partial \Omega.
\end{cases}
\]
For the case of electromagnetic field, similar problem and some related results can be seen in [38], [65], [11], [12], [57]. Problem A actually is an general version of the Calderón problem (see [12]) in the case of elasticity. It has attracted much attention during the past decades, and some progresses have been made (see, for example, [19], [11], [66], [28] and [8]). Note that when $\mu + \lambda = 0$, Problem A is false in two dimensions because of the conformal invariance of the Dirichlet problem (cf. [48]).

Problem B is similar to the famous Kac’s problem in [36] (see also [56] or [87]) and Protter’s propose (see p. 187 of [69]) for the classical eigenvalue problem (i.e., can one hear the shape of a medium by hearing all tones of vibration of this medium? see [88], [89], [53]). For the eigenvalues $\{\zeta_n\}$ of the Dirichlet-to-Neumann map associated with Laplace operator, the author of the present paper [51] calculated the first three coefficients in [68] by a different way. A generalization of the above statement is that made (see, for example, [19], [11], [66], [78] and [8]). Note that when $\zeta_n$ made (see, for example, [19], [11], [66], [78] and [8]). Note that when $\mu + \lambda = 0$, Problem A is false in two dimensions because of the conformal invariance of the Dirichlet problem (cf. [48]).

In this paper, by overcoming methodological difficulties, we first solve open Problem A when $n \geq 2$ under the same assumptions as given by Lee and Uhlmann in [48]; furthermore we get the fundamental information of all elastic Steklov eigenvalues, then we have the following:

\( \bar{\Omega} \) be a compact, connected, real-analytic $n$-manifold with real-analytic boundary, $n \geq 2$, and assume that $\pi_1(\bar{\Omega}, \partial \Omega) = 0$. Suppose that the Lamé constants $\mu > 0$ and $\lambda$ satisfy $\lambda + \mu > 0$ and $(n - 1)\lambda^3 + (4n - 2)\lambda^2\mu + (n + 5)\lambda\mu^2 + (14 - 8n)\mu^3 \neq 0$. Let $g$ and $\bar{g}$ be real analytic metric on $\bar{\Omega}$ such that $\Xi_g = \Xi_{\bar{g}}$, and assume that one of the following conditions holds:

(a) $\bar{\Omega}$ is strongly convex with respect to both $g$ and $\bar{g}$;

(b) either $g$ or $\bar{g}$ is extendable (i.e., it can be extend to a complete real-analytic metric on a non-compact real-analytic manifold $\bar{\Omega}$ (without boundary) containing $\Omega$).

Then there exists a real-analytic diffeomorphism $\varrho : \bar{\Omega} \to \bar{\Omega}$ with $\varrho|_{\partial \Omega} = \text{identity}$, such that $g = \varrho^* \bar{g}$.

Since the above condition $\pi_1(\bar{\Omega}, \partial \Omega) = 0$ and extendable assumption (b) hold when $\Omega$ is a bounded simply-connected real-analytic domain in $\mathbb{R}^n$ and $g$ is the Euclidean metric, we immediately have the following corollary:

\[ \sum_{k=0}^{\infty} e^{-t\tau_k} = \text{Tr} e^{-t\Xi_g} \sim \sum_{m=0}^{n-1} a_m t^{-n+m+1} + o(1) \quad \text{as} \ t \to 0^+, \]
where \( a_m \) are constants, which can be explicitly calculated by the procedure given in section 5 for \( m < n \). In particular, if \( n \geq 2 \), then

\[
\sum_{k=1}^{\infty} e^{-t \tau_k} = t^{1-n} \int_{\partial \Omega} a_0(x') dS(x') + t^{2-n} \int_{\partial \Omega} a_1(x') dS(x')
\]

\[
+ \begin{cases} 
O(t^{3-n}) & \text{when } n > 2, \\
O(t \log t) & \text{when } n = 2, 
\end{cases}
\]
as \( t \to 0^+ \).

Here

\[
a_0(x') = \frac{(n-2)! \operatorname{vol}(S^{n-2})}{(2\pi)^{n-1} \mu^{n-1}} \left\{ 1 + \frac{(\lambda + 3\mu)^{n-1}}{2^{n-1}} + (n-2) \right\},
\]

\[
a_1(x') = \frac{(n-2)! \operatorname{vol}(S^{n-2})}{(2\pi)^{n-1}} \left( \sum_\alpha \kappa_\alpha \right) \frac{n(2-n)}{2(n-1)\mu^{n-2}} - \frac{1}{4(n-1)(\lambda + 3\mu)^3} \mu 
\]

\[
+ \left( \frac{2\lambda^3 + 9\lambda^2 \mu + 10\lambda^2 - \mu^3}{(\lambda + 3\mu)^2} + \mu \right)
\]

\[
\frac{15\lambda^3 + 105\lambda^2 \mu + 233\lambda^2 + 175\mu^3}{4(n-1)(\lambda + 3\mu)^3} \left( \frac{\lambda + 3\mu}{2\mu(\lambda + \mu)} \right)^{n-1} \}
\]

where \( \kappa_1(x'), \ldots, \kappa_{n-1}(x') \) are the principal curvatures of the boundary \( \partial \Omega \) at \( x' \in \partial \Omega \), \( \operatorname{vol}(S^{n-2}) = 2\pi^{(n-1)/2}/\Gamma(\frac{n-1}{2}) \) is the volume of \( (n-2) \)-dimensional unit sphere \( S^{n-2} \) in \( \mathbb{R}^{n-1} \), and \( dS \) denotes the volume element on \( \partial \Omega \).

The heat invariants \( a_m \) are spectral invariants of the operator \( \Xi_g \) that encode the information about the asymptotic properties of the spectrum. They are of great importance in spectral geometry and have extensive application in physics because they describe real physical phenomena. Note that the eigenvalues of the elastic Dirichlet-to-Neumann map can be measured experimentally. Therefore, Theorem 1.3 shows that the boundary volume \( \operatorname{vol}(\partial \Omega) \), the total mean curvature of the boundary surface \( \partial \Omega \) are all spectral invariants and can also be obtained by elastic Steklov eigenvalues (i.e., physical quantities).

The main ideas of this paper, which contain a lot of novel techniques and methods, are as follows.

For a Riemannian manifold \((\Omega, g)\), we first derive a precise form of the elastic Lamé operator: \( \mathcal{L}_g u = -\mu \nabla^* \nabla u + (\lambda + \mu) \) grad div \( u + \mu \text{Ric}(u) \). From this, we see the elastic Lamé operator \( \mathcal{L}_g \) possesses an invariant form under a local coordinate change in a general \( n \)-dimensional Riemannian manifold. Secondly, in boundary normal coordinates, we obtain a local representation for the elastic Dirichlet-to-Neumann map:

\[
\Xi_g(u|_{\partial \Omega}) = \left\{ \begin{bmatrix} \mu \delta_{jk} (n-1) \times (n-1)_{1 \times (n-1)} \lambda + 2\mu \end{bmatrix} \begin{bmatrix} 0 \end{bmatrix}^{(n-1) \times 1} \begin{bmatrix} -\frac{\partial}{\partial x_n} I_n \end{bmatrix} 
\right.
\]

\[
\left[ \begin{bmatrix} \lambda \left( \begin{bmatrix} 0 \end{bmatrix}^{(n-1) \times (n-1)} \end{bmatrix} \begin{bmatrix} \mu \frac{\partial}{\partial x_j} \end{bmatrix}^{(n-1) \times 1} \right)_{1 \times (n-1)} \begin{bmatrix} \lambda \sum_\alpha \Gamma_{k\alpha} \end{bmatrix}_{1 \times (n-1)} \end{bmatrix} \begin{bmatrix} u^1 \\
\vdots \\
u^{n-1} \end{bmatrix} \right],
\]

where \( I_n \) denotes the \( n \times n \) identity matrix. (1.11) is a basic formula, and we can call it as a transform relation about the operator \( -\frac{\partial}{\partial x_n} I_n \) and \( \Xi_g \). Therefore, it suffices to give a local representation for the \( -\frac{\partial}{\partial x_n} I_n \) on \( \partial \Omega \) from the elastic Lamé equation \( \mathcal{L}_g u = 0 \). Unlike acoustic or electromagnetic waves, in elastic medium (see [30], [47] or [73]), elastic waves have both longitudinal and shear waves (Note that the acoustic waves are a type of longitudinal waves that propagate by means of adiabatic compression
and decomposition; the electric and magnetic fields of an electromagnetic wave are perpendicular to each other and to the direction of the wave, see [15], [13] or [77]). Unfortunately, many standard methods for the classic Dirichlet-to-Neumann map are no longer valid for the elastic Dirichlet-to-Neumann map. Now, we should consider an equivalent elastic equation

\[
0 = \begin{bmatrix} \frac{1}{n} I_{n-1} & 0 \\ \frac{1}{\lambda + 2 \mu} & 0 \end{bmatrix} \mathcal{E} u = \left\{ \left[ \frac{\partial^2}{\partial x_n^2} I_n \right] + B \left[ \frac{\partial}{\partial x_n} I_n \right] + C \right\} \begin{bmatrix} u^1 \\ \vdots \\ u^n \end{bmatrix},
\]

and look for the factorization

\[
\frac{\partial^2}{\partial x_n^2} I_n + B \left[ \frac{\partial}{\partial x_n} I_n \right] + C = \left( \left[ \frac{\partial}{\partial x_n} I_n \right] + B \right) \left( \left[ \frac{\partial}{\partial x_n} I_n \right] + Q \right),
\]

where operator \( Q \) will be determined later. Because the matrix \( B \) is a differential operator of order one, we will encounter three huge difficulties:

i) How to solve the unknown \( q_1 \) from the following matrix equation?

\[(1.12) \quad q_1^2 + b_1 q_1 - c_2 = 0,\]

where \( q_1, b_1 \) and \( c_2 \) are the principal symbols of the differential (or pseudodifferential) operators \( Q, B \) and \( C \), respectively.

Generally, the quadratic matrix equation of the form \((1.12)\) can not be exactly solved (in other words, there is not a formula of the solution represented by the coefficients of matrix equation \((1.12)\)). However, in our setting we can get the exact solution by applying a method of algebra ring theory in this paper. More precisely, by observing the coefficients of matrix equation \((1.12)\) we define an invariant sub-algebra ring \( \mathfrak{F} \) which is generated by coefficients matrices of equation \((1.12)\), and \( \mathfrak{F} \) is acted (left-multiply) by another sub-algebra ring (so-called “coefficient ring”) of special diagonal matrices. This implies that the \( q_1 \) has a special form (see section 3), and hence by solving a higher-order polynomial equations (a system of resultant equations) for the unknown constants in \( q_1 \), we obtain an exact solution \( q_1 \) (it is a surprising method and result!). This method is inspired by Galois group theory to solve the polynomial equation (see, for example, [3] or [18]).

ii) How to solve Sylvester’s equation \((q_1 - b_1) q_{j-1} + q_{j-1} q_1 = E_j\) \(\) where \( q_{j-1} (j \leq 1) \) are the remain symbols of \( q \) (here \( q \sim \sum_{j \leq 1} q_j \)), and \( E_j \) can be seen in section 3.

In mathematics (more precisely, in the field of control theory), a Sylvester equation is a matrix equation of the form (see [79] and [77]):

\[(1.13) \quad LX + XM = V.\]

Then given matrices \( L, M, \) and \( V, \) the problem is to find the possible matrices \( X \) that obey this equation. A celebrated result (see [7] or [9]) states that Sylvester’s equation \((1.13)\) has a unique solution \( X \) for all \( V \) if and only if \( L \) and \( -M \) have no common eigenvalues. Generally, it is impossible to obtain an explicit solution of the Sylvester’s equation. However, by putting Sylvester’s equation into an equivalent \( n^2 \times n^2 \)-matrix equation and by applying our invariants sub-ring method mentioned above, we can get the inverse \( U^{-1} \) of \( n^2 \times n^2 \)-matrix \( U := (I_n \otimes L) + (M^t \otimes I_n) \) and further obtain the exact solution of \( q_{j-1}, \) \((j \leq 1) \) another surprise result!)

Therefore, the elastic Dirichlet-to-Neumann map \( \Xi_g \) on \( \partial \Omega \) is obtained from transform relation \((1.11)\) because we have got the pseudodifferential operator \( Q \) and \(-\frac{\partial}{\partial x_n} I = Q \) modulo a smoothing operator on \( \partial \Omega \). By analysing the full symbol of \( \Xi_g \), we find that the \( \Xi_g \) determines the metric \( g \) and all its tangent and normal derivatives of any order at every point \( x_0 \in \partial \Omega \). Combining the expansion of Taylor’s series of \( g_{jk} \) at every \( x_0 \in \partial \Omega \), the analytic of the Riemannian manifold \( \Omega \) and some given topology assumptions, we can complete the proof of Theorem 1.1.

iii) How to obtain the precise coefficients in the asymptotic expansion of the integral of the parabolic trace for the elastic Dirichlet-to-Neumann map?

The heat invariants have been studied for the Laplacian with manifolds without boundaries (see [25] or [26]) as well as for the Dirichlet-to-Neumann map associated with the Laplacian (see [51] or [68]) by considering heat trace asymptotics and applying symbol calculus (see [72] and [28]). However,
there is no any result in the context of the elastic Steklov problem because of the technical complexity and, most importantly, lack of symbol representation for the “exotic” elastic Dirichlet-to-Neumann map Ξ\(_g\) (In fact, “most of the studies in spectral geometry and spectral asymptotics are restricted to so-called Laplace type operators”, see p. 120 of [3]). In fact, there are essential difficulties for studying the asymptotic expansion of the trace of elastic Dirichlet-to-Neumann map. Firstly, we can show (see section 5) that \(e^{-\tau e^\Omega}\) admits an asymptotic expansion

\[
\sum_{k=0}^{\infty} e^{-\tau k} = \int_{\partial \Omega} \text{Tr} (K(t, x', x')) dS(x')
\]

\[
= \int_{\partial \Omega} \left\{ \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{i(x' - x', \xi')} \left( \frac{i}{2\pi} \int_{\mathcal{C}} e^{-i\tau (\xi g - \tau I)^{-1}} d\xi \right) d\xi \right\} dS(x')
\]

where \(\mathcal{C}\) is a contour around the positive real axis. Secondly, by introducing some novel techniques and by combining operator algebra method (see section 5), we get the full symbol \(\sum_{m=0}^{\infty} \psi_{1-m} (x', \xi', \tau)\) of pseudodifferential operator \((\xi g - \tau I)^{-1}\). The next key difficulty is how to calculate the corresponding residues \(\frac{1}{2\pi} \int_{\mathcal{C}} e^{-i\tau (\psi_{-m}(x', \xi', \tau))} d\tau\) for all \(m \geq 1\). Since

\[
\sum_{k=0}^{\infty} e^{-i\tau k} = \int_{\partial \Omega} \left\{ \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{i(x' - x', \xi')} \left( \frac{i}{2\pi} \int_{\mathcal{C}} e^{-i\tau (\psi_{-1}(x', \xi', \tau))} + \cdots \right) d\xi \right\} dS(x')
\]

\[
\sim \sum_{m=0}^{\infty} a_{m} t^{-n+1+m} + \sum_{t=1}^{\infty} b_{t} t^{\log t} \quad \text{as} \, \, t \to 0^+, \]

by arduous calculations we can finally get all coefficients \(a_{m}, 1 \leq m \leq n-1\), for \(\Xi_{g}\). These coefficients \(a_{m}\) explicitly give some important geometric information for the manifold \(\Omega\).

2. Elastic Lamé operator and boundary conditions on Riemannian manifold

2.1. Representation of elastic Lamé operator on Riemannian manifolds. Let \(\Omega\) be an \(n\)-dimensional Riemannian manifold (possibly with boundary), and let \(\Omega\) be equipped with a smooth metric tensor \(g = \sum_{j,k=1}^{n} g_{jk} \, dx_{j} \otimes dx_{k}\). Denote by \([g^{jk}]_{n \times n}\) the inverse of the matrix \([g_{jk}]_{n \times n}\) and set \([g] := \det [g_{jk}]_{n \times n}\). In particular, \(dV\), the volume element in \(\Omega\) is locally given by \(dV = \sqrt{|g|} \, dx_{1} \cdots dx_{n}\).

By \(T\Omega\) and \(T^{*}\Omega\) we denote, respectively, the tangent and cotangent bundle on \(\Omega\). Throughout, we shall also denote by \(T\Omega\) global \((C^\infty\)-smooth) sections in \(T\Omega\) (i.e., \(T\Omega \equiv C^\infty(\Omega, T\Omega)\)); similarly, \(T^{*}\Omega \equiv C^\infty(\Omega, T^{*}\Omega)\). Recall first that

\[
\text{div} \, X := \sum_{j=1}^{n} \frac{1}{\sqrt{|g|}} \frac{\partial (\sqrt{|g|} X^{j})}{\partial x_{j}} \quad \text{if} \quad X = \sum_{j=1}^{n} X^{j} \frac{\partial}{\partial x_{j}} \in T\Omega,
\]

and

\[
\text{grad} \, v = \sum_{j,k=1}^{n} \left( g^{jk} \frac{\partial v}{\partial x_{k}} \right) \frac{\partial}{\partial x_{j}} \quad \text{if} \quad v \in C^\infty(\Omega),
\]
are, respectively, the usual divergence and gradient operators. Accordingly, the Laplace-Beltrami operator $\Delta_g$ is just given by
\begin{equation}
\Delta_g := \text{div grad} = \frac{1}{\sqrt{|g|}} \sum_{j,k=1}^{n} \frac{\partial}{\partial x_j} \left( \sqrt{|g|} g^{jk} \frac{\partial}{\partial x_k} \right).
\end{equation}

Next, let $\nabla$ be the associated Levi-Civita connection. For each $X \in T\Omega$, $\nabla X$ is the tensor of type $(0,2)$ defined by
\begin{equation}
(\nabla X)(Y,Z) := \langle \nabla_Z X, Y \rangle, \quad \forall Y, Z \in T\Omega.
\end{equation}

It is well-known that in a local coordinate system with the naturally associated frame field on the tangent bundle,
\begin{equation}
\nabla_{\frac{\partial}{\partial x_k}} X = \sum_{j=1}^{n} \left( \frac{\partial X^j}{\partial x_k} + \sum_{l=1}^{n} \Gamma^j_{lk} X^l \right) \frac{\partial}{\partial x_j} \quad \text{for} \quad X = \sum_{j=1}^{n} X^j \frac{\partial}{\partial x_j},
\end{equation}

where $\Gamma^j_{lk} = \frac{1}{2} \sum_{m=1}^{n} g^{jm} \left( \frac{\partial g_{lm}}{\partial x_k} + \frac{\partial g_{km}}{\partial x_l} - \frac{\partial g_{lk}}{\partial x_m} \right)$ are the Christoffel symbols associated with the metric $g$ (see, for example, [83]). If we denote $X^{j; k} := \frac{\partial X^j}{\partial x_k} + \sum_{l=1}^{n} \Gamma^j_{lk} X^l$, then
\begin{equation}
\nabla_X Y = \sum_{j,k=1}^{n} Y^k X^{j; k} \frac{\partial}{\partial x_j} \quad \text{for} \quad Y = \sum_{k=1}^{n} Y^k \frac{\partial}{\partial x_k}.
\end{equation}
The symmetric part of $\nabla X$ is $\text{Def} X$, the deformation of $X$, i.e.,
\begin{equation}
(\text{Def} X)(Y,Z) = \frac{1}{2} \{ \langle \nabla_Y X, Z \rangle + \langle \nabla_Z X, Y \rangle \}, \quad \forall Y, Z \in T\Omega
\end{equation}

(wheras the antisymmetric part of $\nabla X$ is simply $dX$, i.e.,
\begin{equation}
dX(Y,Z) = \frac{1}{2} \{ \langle \nabla_Y X, Z \rangle - \langle \nabla_Z X, Y \rangle \}, \quad \forall Y, Z \in T\Omega.
\end{equation}

Thus, $\text{Def} X$ is a symmetric tensor field of type $(0,2)$. In coordinate notation,
\begin{equation}
(\text{Def} X)_{jk} = \frac{1}{2} (X_{jk} + X_{kj}), \quad \forall j, k,
\end{equation}

where, $X_{k:j} := \frac{\partial X^j}{\partial x_k} - \sum_{l=1}^{n} \Gamma^j_{kl} X^l$ for a vector field $X = \sum_{j=1}^{n} X^j \frac{\partial}{\partial x_j}$, and $X_k = \sum_{l=1}^{n} g_{kl} X^l$. The adjoint $\text{Def}^t$ of $\text{Def}$ is defined in local coordinates by $(\text{Def}^t w)^j = - \sum_{k=1}^{n} w^{j; k}$ for each symmetric tensor field $w$ of type $(0,2)$. In particular, if $\nu \in T\Omega$ is the outward unit normal to $\partial \Omega \mapsto \Omega$, then the integration by parts formula (see formula (2.16) in [16], or formula (12.4) of p. 463 in [82])
\begin{equation}
\int_\Omega (\text{Def} u, w) dV = \int_\Omega (u, \text{Def}^t w) dV + \int_{\partial \Omega} w(\nu, u) dS
\end{equation}

holds for any $u \in T\Omega$ and any symmetric tensor field $w$ of type $(0,2)$. The Riemann curvature tensor $\mathcal{R}$ of $\Omega$ is given by
\begin{equation}
\mathcal{R}(X, Y) Z = [\nabla_X, \nabla_Y] Z - \nabla_{[X,Y]} Z, \quad \forall X, Y, Z \in T\Omega,
\end{equation}

where $[X, Y] := XY - YX$ is the usual commutator bracket. It is convenient to change this into a $(0,4)$-tensor by setting
\begin{equation}
\mathcal{R}(X, Y, Z, W) := \langle \mathcal{R}(X, Y) Z, W \rangle, \quad \forall X, Y, Z, W \in T\Omega.
\end{equation}

In other words, in a local coordinate system such as that discussed above,
\begin{equation}
R_{jklm} = \bigg\langle \mathcal{R} \left( \frac{\partial}{\partial x_l}, \frac{\partial}{\partial x_m} \right) \frac{\partial}{\partial x_k}, \frac{\partial}{\partial x_j} \bigg\rangle.
\end{equation}
The Ricci curvature $\text{Ric}$ on $\Omega$ is a $(0,2)$-tensor defined as a contraction of $\mathcal{R}$:

$$\text{Ric}(X,Y) := \sum_{j=1}^{n} \left( \mathcal{R} \left( \frac{\partial}{\partial x_j}, Y \right) X, \frac{\partial}{\partial x_j} \right) = \sum_{j=1}^{n} \left( \mathcal{R} \left( Y, \frac{\partial}{\partial x_j} \right) \frac{\partial}{\partial x_j}, X \right), \quad \forall X, Y \in T\Omega.$$ 

That is,

$$R_{jk} = \sum_{l=1}^{n} \frac{\partial \Gamma^l_{jk}}{\partial x_l} - \frac{\partial \Gamma^l_{kj}}{\partial x_l} + \sum_{s=1}^{n} \Gamma^s_{kl} \Gamma^s_{km} - \sum_{s=1}^{n} \Gamma^s_{sm} \Gamma^s_{kl}.$$ 

Note that

$$R_{ijkl} = \frac{\partial \Gamma^i_{jm}}{\partial x_l} - \frac{\partial \Gamma^i_{jm}}{\partial x_l} + \sum_{s=1}^{n} \Gamma^s_{kl} \Gamma^s_{jm} - \sum_{s=1}^{n} \Gamma^s_{sl} \Gamma^s_{jm}.$$ 

**Lemma 2.1.1.** On a Riemannian manifold $\Omega$, modeling a homogeneous, linear, isotropic, elastic medium, the Lamé operator $\mathcal{L}_g$ is given by

$$\mathcal{L}_g u = -\mu \nabla^* \nabla u + (\lambda + \mu) \text{grad} \text{div} u + \mu \text{Ric}(u) \quad \text{for} \quad u = \sum_{k=1}^{n} u^k \frac{\partial}{\partial x_k},$$

where $-\nabla^* \nabla u$ is the Bochner Laplacian of $u$ defined by

$$\nabla^* \nabla u = \sum_{j=1}^{n} \left( \Delta_g u^j + 2 \sum_{k,s,l=1}^{n} g^{kl} \Gamma^j_{sk} \frac{\partial u^s}{\partial x_l} + \sum_{k,s,l=1}^{n} g^{kl} \Gamma^j_{sl} \frac{\partial u^s}{\partial x_l} \right. \nabla u^j,$$

and

$$\text{Ric}(u) = \sum_{j=1}^{n} \left( \sum_{s=1}^{n} R_{s}^j u^j \right) \frac{\partial}{\partial x_j}.$$ 

In particular, $\mathcal{L}_g$ is strongly elliptic, formally self-adjoint. If $u \in T\Omega$ denotes the displacement, natural boundary conditions for $\mathcal{L}_g$ include prescribing $u|_{\partial \Omega}$, Dirichlet type, and

$$\text{tractions} \ u := 2\mu (\text{Def} u)^\# \nu + \lambda (\text{div} u) \nu \quad \text{on} \quad \partial \Omega,$$

Neumann type.

Here, we identity $(\text{Def} u)^\# \nu$ with the vector field uniquely determined by the requirement that

$$\langle (\text{Def} u)^\# \nu, X \rangle = \langle (\text{Def} u)(\nu), X \rangle \quad \text{for each} \quad X \in T\Omega.$$

**Proof.** Consider the total free elastic energy functional

$$\mathcal{E}(u) = -\frac{1}{2} \int_{\Omega} E(x, \nabla u(x)) d\nu x, \quad u \in T\Omega,$$

ignoring at the moment the displacement boundary conditions. Obviously, equilibria states correspond to minimizers of the above variational integral. It follows from [16] that the elastic tensor in the case of linear, isotropic, elastic medium is given by

$$E(x, \nabla u(x)) = \lambda (\text{div} u)^2(x) + 2\mu \langle (\text{Def} u)(x), (\text{Def} u)(x) \rangle.$$ 

Thus, we will be leads to considering the variational integral

$$\mathcal{E}(u) = -\frac{1}{2} \int_{\Omega} \left( \lambda (\text{div} u)^2 + 2\mu (\text{Def} u, \text{Def} u) \right) dV, \quad u \in T\Omega.$$ 

To determine the associated Euler-Lagrange equation, for an arbitrary $v \in T\Omega$, smooth and compactly supported, we compute

$$\frac{d}{dt} \mathcal{E}(u + tv)|_{t=0} = -\int_{\Omega} \left( \lambda (\text{div} u)(\text{div} v) + 2\mu (\text{Def} u, \text{Def} v) \right) dV.$$
after integrating by parts, based on (2.7) and the usual divergence theorem. By taking
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because \( \sum_{k,l=1}^{n} \left( g^{kl} \frac{\partial^2 w^j}{\partial x^k \partial x^l} - \sum_{s=1}^{n} g^{kl} \Gamma_{kl}^s \frac{\partial w^j}{\partial x^s} \right) = \Delta_g u^j \). Combining these and (2.19), we get that for any \( u = \sum_{j=1}^{n} u_j \frac{\partial}{\partial x^j} \in T\Omega \),

\[
\mathcal{L}_g u = -\mu \nabla^* \nabla u + (\lambda + \mu) \text{grad} \text{div} u + \mu \text{Ric}(u)
\]

\[
= \mu \sum_{j=1}^{n} \left( \Delta_g u^j + 2 \sum_{k,s,l=1}^{n} g^{kl} \Gamma_{kl}^j \frac{\partial u^s}{\partial x^l} \right. \\
+ \left. \sum_{k,s,l=1}^{n} \left( g^{kl} \frac{\partial \Gamma_{jl}^s}{\partial x^k} + \sum_{h=1}^{n} g^{kl} \Gamma_{hl}^j \Gamma_{sk}^h - \sum_{h=1}^{n} g^{kl} \Gamma_{sh}^j \Gamma_{kl}^h \right) u^s \right) \frac{\partial}{\partial x^j} \\
+ (\lambda + \mu) \text{grad} \text{div} u + \mu \text{Ric}(u).
\]

In particular, \( \mathcal{L}_g \) is strongly elliptic, formally self-adjoint. It follows from Theorem 3.2 of [16] that for the displacement \( u \in T\Omega \) (i.e., the solution of \( \mathcal{L}_g u = 0 \) in \( \Omega \)), the boundary condition of Dirichlet type is \( u|_{\partial\Omega} \), and the boundary condition of Neumann type is

\[
(2.21) \quad \text{traction } u := 2\mu (\text{Def } u)^\# \nu + \lambda (\text{div } u) \nu \quad \text{on } \partial\Omega.
\]

**Remark 2.1.2.** For an \( n \)-dimensional Riemannian manifold with metric \( g \), the elastic “strain tensor” \( \epsilon_{ml} \) is

\[
(2.22) \quad \epsilon_{ml} = \frac{1}{2} \sum_{s=1}^{n} \left( g_{ms} \frac{\partial u^s}{\partial x^l} + g_{sl} \frac{\partial u^s}{\partial x^m} + u^s \frac{g_{ml}}{\partial x^s} \right).
\]

This can be written as

\[
\epsilon_{ml} = \frac{1}{2} \sum_{s=1}^{n} \left( g_{ms} u^s \Gamma_{sl}^r + g_{sl} u^s \Gamma_{rm}^s \right)
\]

because of the property \( g_{ml;r} = \frac{\partial g_{ml}}{\partial x^r} - \sum_{s=1}^{n} \left( \Gamma_{sl}^r g_{mr} + \Gamma_{sm}^r g_{rl} \right) = 0 \) on a Riemannian manifold. In physics, the “stress tensor” \( \sigma^{jk} \) has a linear relationship with the strain tensor at each point, i.e.,

\[
(2.23) \quad \frac{\sigma^{jk}}{\sqrt{|g|}} = \sum_{l,m=1}^{n} E_{lkm} \epsilon_{lm},
\]

where the elastic coefficient tensor \( E_{lkm} \) of an isotropic elastic medium has the form

\[
E_{lkm} = \lambda g^{lk} g^{lm} + \mu g^{kl} g^{lm} + \mu g^{lm} g^{kl},
\]

and \( \lambda \) and \( \mu \) are two Lamé constants. Thus,

\[
\frac{\sigma^{jk}}{\sqrt{|g|}} = \sum_{l,m=1}^{n} E_{lkm} \epsilon_{lm} = \sum_{l=1}^{n} \left( \lambda g^{jk} u^l \Gamma_{l;k} + \mu g^{kl} u^l \Gamma_{j;k} + \mu g^{lm} u^k \Gamma_{j;l} \right).
\]

It follows that the elastic Lamé equations on Riemannian manifolds can be locally represented by

\[
(2.24) \quad (\mathcal{L}_g u)^j := \sum_{k=1}^{n} \left( \frac{\sigma^{jk}}{\sqrt{|g|}} \right)^j = \sum_{k,l=1}^{n} \left( \lambda g^{jk} u^l \Gamma_{l;k} + \mu g^{kl} u^l \Gamma_{j;k} + \mu g^{lm} u^k \Gamma_{j;l} \right),
\]

which is just another equivalent local representation of (2.11) for the operator \( \mathcal{L}_g \).
2.2. Neumann boundary condition in boundary normal coordinate system. In what follows, we will simply denote matrix

\[
\begin{array}{cccc}
 a_{11} & \cdots & a_{1n} \\
 \vdots & \ddots & \vdots \\
 a_{n1} & \cdots & a_{nn}
\end{array}
\]

by \([a_{jk}]_{n \times n}\) (i.e., a matrix always is denoted in square brackets, \(j\) always denotes the \(j\)-th row, and \(k\) the \(k\)-th column). According to (2.24), we have

\[
(2.25) \quad \text{traction } u := 2\mu (\text{Def } u)^\# \nu + \lambda (\text{div } u) \nu
\]

\[
= \mu \left[ u^j : k + u^j_k \right]_{n \times n} + \lambda \left( \sum_{k=1}^{n} \frac{\partial u^k}{\partial x_k} + \sum_{k,l=1}^{n} \Gamma_{kl}^i u^k \right) \nu
\]

\[
= \mu \left\{ \sum_{k=1}^{n} \left( \frac{\partial u^k}{\partial x_k} + \Gamma_{kl}^i u^k \right) \right\} + \lambda \left( \sum_{k=1}^{n} \left( \frac{\partial u^k}{\partial x_k} + \Gamma_{kl}^i u^k \right) \right) \nu
\]

For convenience, we will often use the following relations:

\[
\sum_{k=1}^{n} \Gamma_{kl}^i = \frac{1}{2} \sum_{l,j=1}^{n} g^{ij} \frac{\partial g_{ij}}{\partial x_k} = \frac{1}{2 \sqrt{|g|}} \frac{\partial \sqrt{|g|}}{\partial x_k} = \frac{1}{2 |g|} \frac{\partial |g|}{\partial x_k} = \frac{\partial \log \sqrt{|g|}}{\partial x_k}
\]

In order to describe the Dirichlet-to-Neumann map for the Lamé operator, we first recall the construction of usual geodesic coordinates with respect to the boundary (see p. 1101 of [48]). For each \(x' := \{x_1, \cdots, x_{n-1}\}\) are any local coordinates for \(\partial \Omega\) near \(x_0 \in \partial \Omega\), we can extend them smoothly to functions on a neighborhood of \(x_0\) in \(\Omega\) by letting them be constant along each normal geodesic \(r_{x'}\). If we then define \(x_n\) to be the parameter along each \(r_{x'}\), it follows easily that \(\{x_1, \cdots, x_n\}\) form coordinates for \(\partial \Omega\) in some neighborhood of \(x_0\), which we call the boundary normal coordinates determined

\[
[g_{jk}(x', x_n)]_{n \times n} =
\begin{bmatrix}
 g_{11}(x', x_n) & g_{12}(x', x_n) & \cdots & g_{1n-1}(x', x_n) & 0 \\
 \vdots & \vdots & \ddots & \vdots & \vdots \\
 g_{n-1,1}(x', x_n) & g_{n-1,2}(x', x_n) & \cdots & g_{n-1,n-1}(x', x_n) & 0 \\
 0 & 0 & \cdots & 0 & 1
\end{bmatrix}
\]

Furthermore, we can take a geodesic normal coordinate system for \((\partial \Omega, g|_{\partial \Omega})\) centered at \(x_0 = 0\), with respect to \(e_1, \cdots, e_{n-1}\), where \(e_1, \cdots, e_{n-1}\) are the principal curvature vectors. As Riemann showed,
one has (see p.55 of §3, or §5)

\[ g_{jk}(x_0) = \delta_{jk}, \quad \frac{\partial g_{jk}}{\partial x_1}(x_0) = 0 \text{ for all } 1 \leq j, k, l \leq n-1, \]

(2.27)

\[ \frac{1}{2} \frac{\partial g_{jk}}{\partial x_n}(x_0) = \kappa_k \delta_{jk} \text{ for all } 1 \leq j, k \leq n-1, \]

where

\[ \delta_{jk} = \begin{cases} 1 & \text{for } j = k \\ 0 & \text{for } j \neq k \end{cases} \]

is the standard Kronecker symbol, and \( \kappa_1, \cdots, \kappa_{n-1} \) are the principal curvatures of \( \partial \Omega \) at point \( x_0 = 0 \).

Under this normal coordinates, we take \( -\nu(x) = [0, \cdots, 0, 1]^{\top} \), where \( A^t \) denotes the transpose of the matrix (or vector) \( A \). By (2.20) we immediately see that the inverse of metric tensor \( g \) in the boundary normal coordinates has form:

\[ g^{-1}(x', x_n) = \begin{bmatrix} g^{11}(x', x_n) & \cdots & g^{1,n-1}(x', x_n) & 0 \\ \vdots & \ddots & \vdots & \vdots \\ g^{n-1,1}(x', x_n) & \cdots & g^{n-1,n-1}(x', x_n) & 0 \\ 0 & \cdots & 0 & 1 \end{bmatrix}. \]

Then, it follows from (2.25) that

(2.28)

\[
\begin{bmatrix}
\frac{\partial u^1}{\partial x_n} + \sum_{l=1}^{n} \Gamma_{1l}^{n} u^l + \sum_{s,l=1}^{n} g^{1s} g_{nl} \left( \frac{\partial u^l}{\partial x_s} + \sum_{m=1}^{n} \Gamma_{sl}^{m} u^m \right) \\
\vdots \\
\frac{\partial u^n}{\partial x_n} + \sum_{l=1}^{n} \Gamma_{nl}^{n} u^l + \sum_{s,l=1}^{n} g^{ns} g_{nl} \left( \frac{\partial u^l}{\partial x_s} + \sum_{m=1}^{n} \Gamma_{sl}^{m} u^m \right)
\end{bmatrix}
\]

\[ = \frac{\lambda}{n} \left( \begin{bmatrix}
\sum_{k=1}^{n} \frac{\partial u^k}{\partial x_k} + \sum_{k,l=1}^{n} \Gamma_{kl}^{k} u^k
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{bmatrix}
\right)
\]

\[ + \lambda \left( \begin{bmatrix}
\sum_{l=1}^{n} \Gamma_{1l}^{l} + \sum_{l=1}^{n} \Gamma_{2l}^{l} + \cdots + \sum_{l=1}^{n} \Gamma_{nl}^{l} 
\end{bmatrix} \right) \begin{bmatrix}
u^1 \\
u^2 \\
\vdots \\
u^n
\end{bmatrix},
\]

where

\[ h_{jk} = \delta_{jk} \frac{\partial}{\partial x_n} + \sum_{s=1}^{n} g^{js} g_{nk} \frac{\partial}{\partial x_s} + \Gamma_{nk}^{j} + \sum_{s,l=1}^{n} g^{js} g_{nl} \Gamma_{sk}^{l}, \quad 1 \leq j, k \leq n. \]

Remark 2.2.1. The first term of (2.28) can also be obtained by another way. In fact, according to the definition of \( \langle \text{Def} u \rangle^\# \nu \), we have that

(2.30)

\[ \langle \text{Def} u \rangle^\# \nu, X \rangle = \langle \text{Def} u \rangle \nu, X \rangle \quad \text{for all } X \in T\Omega, \]

so that

\[ \langle \text{Def} u \rangle (\nu, X) = \frac{1}{2} \left( \left\langle \sum_{k,j=1}^{n} \nu^k \frac{\partial u^j}{\partial x_k} + \sum_{l=1}^{n} \Gamma_{lk}^{j} u^l \right\rangle \frac{\partial}{\partial x_j} + \sum_{m=1}^{n} X^m \frac{\partial}{\partial x_m} \right) \]

\[ = \frac{1}{2} \left( \left\langle \sum_{k,j=1}^{n} \nu^k \frac{\partial u^j}{\partial x_k} + \sum_{l=1}^{n} \Gamma_{lk}^{j} u^l \right\rangle \frac{\partial}{\partial x_j} + \sum_{m=1}^{n} X^m \frac{\partial}{\partial x_m} \right) \]
In what follows, we will let Greek indices run from 1 to \( n \), which is just the first term after the first equal sign in (2.28) because \( \nu = 1 \).

Combining these and (2.29) we get

\[
\sum_{m=1}^{n} \left( \sum_{j=1}^{n} \left( \frac{\partial u_j}{\partial x_n} + \sum_{l=1}^{n} \Gamma_{lm}^{j} u_l \right) g_{jm} + \frac{\partial u_m}{\partial x_m} + \sum_{l=1}^{n} \Gamma_{lm}^{m} u_l \right) X^m.
\]

It follows from (2.30) that

\[
-2\mu (\text{Def } u) \neq \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix} = \mu \begin{bmatrix} \frac{\partial u_1}{\partial x_n} + \sum_{l=1}^{n} \Gamma_{ln}^{1} u_l + \sum_{s=1}^{n} g_{1s}^{1s} \left( \frac{\partial u_n}{\partial x_s} + \sum_{m=1}^{n} \Gamma_{nm}^{m} u_m \right) \\ \vdots \\ \vdots \\ \frac{\partial u_n}{\partial x_n} + \sum_{l=1}^{n} \Gamma_{ln}^{n} u_l + \sum_{s=1}^{n} g_{ns}^{ns} \left( \frac{\partial u_n}{\partial x_s} + \sum_{m=1}^{n} \Gamma_{nm}^{m} u_m \right) \end{bmatrix},
\]

which is just the first term after the first equal sign in (2.28) because \( g_{nn} = 1 \) and \( g_{nl} = 0 \) for \( 1 \leq l \leq n - 1 \).

Note that under boundary normal coordinates, we have

\[
\Gamma_{nk}^{n} = \frac{1}{2} \sum_{m=1}^{n} g_{nm}^{nm} \left( \frac{\partial g_{mn}}{\partial x_k} + \frac{\partial g_{km}}{\partial x_n} - \frac{\partial g_{nk}}{\partial x_m} \right) = \frac{1}{2} \left( \frac{\partial g_{nn}}{\partial x_k} + \frac{\partial g_{kn}}{\partial x_n} - \frac{\partial g_{nk}}{\partial x_n} \right) = 0,
\]

and

\[
\Gamma_{nn}^{l} = \frac{1}{2} \sum_{m=1}^{n} g_{lm}^{nm} \left( \frac{\partial g_{nm}}{\partial x_n} + \frac{\partial g_{am}}{\partial x_n} - \frac{\partial g_{nn}}{\partial x_m} \right) = 0
\]

and

\[
\Gamma_{nk}^{j} + \sum_{s,l=1}^{n} g_{js}^{js} \Gamma_{sk}^{l} = \Gamma_{nk}^{j} + \sum_{s=1}^{n} g_{js}^{js} \Gamma_{sk}^{n}
\]

\[
= \frac{1}{2} \sum_{s=1}^{n} g_{js}^{js} \left( \frac{\partial g_{ks}}{\partial x_n} + \frac{\partial g_{ks}}{\partial x_k} - \frac{\partial g_{nk}}{\partial x_s} \right)
\]

\[
+ \sum_{s=1}^{n} g_{js}^{js} \left( \frac{1}{2} \sum_{m=1}^{n} g_{nm}^{nm} \left( \frac{\partial g_{km}}{\partial x_s} + \frac{\partial g_{sm}}{\partial x_k} - \frac{\partial g_{sk}}{\partial x_m} \right) \right)
\]

\[
= \frac{1}{2} \sum_{s=1}^{n} g_{js}^{js} \left( \frac{\partial g_{ks}}{\partial x_n} + \frac{\partial g_{ks}}{\partial x_k} - \frac{\partial g_{nk}}{\partial x_s} \right) + \frac{1}{2} \sum_{s=1}^{n} g_{js}^{js} \left( \frac{\partial g_{km}}{\partial x_s} + \frac{\partial g_{sm}}{\partial x_k} - \frac{\partial g_{sk}}{\partial x_m} \right) = 0.
\]

Combining these and (2.29) we get

\[
h_{jk} = \delta_{jk} \frac{\partial}{\partial x_n}, \quad h_{jn} = \sum_{l=1}^{n} g_{jl} \frac{\partial}{\partial x_l}, \quad h_{nk} = 0 \quad \text{for all } 1 \leq j, k \leq n - 1,
\]

\[
h_{nn} = 2 \frac{\partial}{\partial x_n}.
\]

In what follows, we will let Greek indices run from 1 to \( n - 1 \), Roman indices from 1 to \( n \). Then -traction \( u \) is reduced to

- traction \( u \)
Throughout this paper, we will denote by
\[
\begin{bmatrix}
(a_{jk})_{(n-1)\times(n-1)} & (b_j)_{(n-1)\times1} \\
(c_k)_{1\times(n-1)} & d
\end{bmatrix}
\]
the block matrix
\[
\begin{bmatrix}
a_{11} & \cdots & a_{1,n-1} & b_1 \\
\vdots & \ddots & \vdots & \vdots \\
a_{n-1,1} & \cdots & a_{n-1,n-1} & b_{n-1} \\
c_1 & \cdots & c_{n-1} & d
\end{bmatrix},
\]
where \([a_{jk}]_{(n-1)\times(n-1)}, [b_j]_{(n-1)\times1}\) and \([c_k]_{1\times(n-1)}\) are the \((n-1)\times(n-1)\) matrix
\[
\begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1,n-1} \\
a_{21} & a_{22} & \cdots & a_{2,n-1} \\
\vdots & \ddots & \ddots & \vdots \\
a_{n-1,1} & a_{n-2,2} & \cdots & a_{n-1,n-1}
\end{bmatrix},
\]
the \((n-1)\times1\) matrix
\[
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_{n-1}
\end{bmatrix},
\]
and the \(1\times(n-1)\) matrix
\[
\begin{bmatrix}
c_1 & c_2 & \cdots & c_{n-1}
\end{bmatrix},
\]
respectively. We also simply denote by \(\Xi_g u\) the \((\text{traction } u)|_{\partial \Omega}\) as before. Thus we have obtained the following lemma:

**Lemma 2.2.2.** Let \(\mathcal{L}_g = -\mu \nabla^* \nabla + (\mu + \lambda)\text{grad } \text{div} + \mu \text{Ric}\) be the elastic Lamé operator, and let \(u \in T\Omega\) be the displacement. Then, in boundary normal coordinates, the Neumann boundary condition \((\text{traction } u)|_{\partial \Omega}\) (with respect to the outward unit normal vector of \(\partial \Omega\)) can be simply written as

\[
(\text{traction } u)|_{\partial \Omega} = -\begin{bmatrix}
\mu \delta_{jk} \frac{\partial}{\partial x_{n}}_{(n-1)\times(n-1)} \\
\mu \sum_{\alpha} g^{\alpha \alpha} \frac{\partial}{\partial x_{k\alpha}}_{(n-1)\times1} \\
\lambda \left( \frac{\partial}{\partial x_{k}} + \sum_{\alpha} \Gamma_{k\alpha}^{\alpha} \right)_{1\times(n-1)} \\
(\lambda + 2\mu) \frac{\partial}{\partial x_{n}} + \lambda \sum_{\alpha} \Gamma_{n\alpha}^{\alpha}
\end{bmatrix}_{(n-1)\times1}
\begin{bmatrix}
u_1 \\
\vdots \\
\vdots \\
u_{n-1}
\end{bmatrix}.
\]

Or equivalently,

\[
(2.34)
\]

\[
\Xi_g (u|_{\partial \Omega}) = \begin{bmatrix}
[\mu \delta_{jk}]_{(n-1)\times(n-1)} & [0]_{(n-1)\times1} \\
[0]_{1\times(n-1)} & \lambda + 2\mu
\end{bmatrix}
\begin{bmatrix}
\frac{\partial}{\partial x_{n}} I_n
\end{bmatrix}
\]

where \(I_n\) is the \(n\times n\) identity matrix.
for \( u \) satisfies

\[
\begin{aligned}
L_g u &= 0 \quad \text{in } \Omega, \\
u &= f \quad \text{on } \partial \Omega.
\end{aligned}
\]

We call (2.34) the transform relation about operator \( Q := -\frac{\partial}{\partial x_n} I_n \) and \( \Xi_g \). This is completely a new formula.

3. Explicit expression of the Dirichlet-to-Neumann map

The purpose of this section is to give an expression for \(-\frac{\partial}{\partial x_n} I_n\) (which is a pseudodifferential operator defined on \( \partial \Omega \)) by discussing the elastic Lamé equation \( L_g u = 0 \) in \( \Omega \) and \( u = f \) on \( \partial \Omega \). So an explicit representation for \( \Xi_g u \) will be obtained from such an expression and transform relation (2.34).

In boundary normal coordinates, because of \( \Gamma_n^a = 0 \) and \( g_j^n = 0 \) for \( 1 \leq j \leq n-1 \), we have

\[
\text{div } u = \sum_{k=1}^{n} \left( \frac{\partial u_k}{\partial x_k} + \sum_{\beta} \Gamma^\beta_{k\beta} u^k \right),
\]

so that

\[
\text{grad } \text{div } u = \begin{bmatrix}
g^{1m} \sum_{k=1}^{n} \left( \frac{\partial^2 u_k}{\partial x_m \partial x_k} + \sum_{\beta} \Gamma^\beta_{k\beta} \frac{\partial u_k}{\partial x_m} + \sum_{\beta} \frac{\partial^3 u_k}{\partial x_m \partial x_n \partial x_k} \right) \\
\vdots \\
g^{n-1,\alpha} \sum_{k=1}^{n} \left( \frac{\partial^2 u_k}{\partial x_{n} \partial x_k} + \sum_{\beta} \Gamma^\beta_{k\beta} \frac{\partial u_k}{\partial x_{n}} + \sum_{\beta} \frac{\partial^3 u_k}{\partial x_{n} \partial x_n \partial x_k} \right) \\
\end{bmatrix}
\]

According to Lemma 2.1.1, in the boundary normal coordinates, the elastic Lamé operator \( L_g u = -\mu \nabla^2 \nabla u + (\mu + \lambda) \text{grad } \text{div } u + \mu \text{Ric } (u) \) can be written as

(3.1)
Here, for the sake of simplicity, we have again used the relationships that

\[ \frac{1}{\sqrt{|g|}} \frac{\partial g_{\alpha\beta}}{\partial x_\gamma} = \sum_\gamma \Gamma^\gamma_{\alpha\beta} \]

and \( \frac{1}{\sqrt{|g|}} \frac{\partial |g|}{\partial x_\gamma} = \sum_\gamma \Gamma^\gamma_{\alpha\beta} \).

Here, for the sake of simplicity, we have again used the relationships that

\[ \frac{1}{\sqrt{|g|}} \frac{\partial g_{\alpha\beta}}{\partial x_\gamma} = \sum_\gamma \Gamma^\gamma_{\alpha\beta} \]

and \( \frac{1}{\sqrt{|g|}} \frac{\partial |g|}{\partial x_\gamma} = \sum_\gamma \Gamma^\gamma_{\alpha\beta} \).

Since \( \mu > 0 \) and \( \lambda + 2\mu > 0 \), we see that \( u \) is a solution of the Lamé equations \( \mathcal{L}_g u = 0 \) if and only if \( u \) is a solution of

\[
\mathcal{L}_g u = \begin{pmatrix}
\mu \left( \frac{\partial^2}{\partial x_n^2} + \sum_\beta \frac{\partial}{\partial x_\beta} \frac{\partial g_{\alpha\beta}}{\partial x_\gamma} + \sum_{\alpha,\beta} \frac{\partial^2 g_{\alpha\beta}}{\partial x_\alpha \partial x_\beta} + \sum_\gamma g^{\alpha\beta} \Gamma_{\alpha\gamma} \frac{\partial g_{\alpha\beta}}{\partial x_\gamma} + \frac{\partial g_{\alpha\beta}}{\partial x_\alpha} \frac{\partial}{\partial x_\beta} \right) g_{\alpha\beta}
\end{pmatrix}
\]

where \( I_n \) denotes \( n \times n \) identity matrix, and \( \rho_{jn} = \sum_k \left( g^{k\ell} \frac{\partial g_{\ell j}}{\partial x_k} + \sum_{h=1}^n g^{k\ell} \Gamma_{h j} \Gamma_h^k - \sum_{h=1}^n g^{k\ell} \Gamma_{h j} \Gamma_h^k \right) \).

We denote \( \theta_\beta = \sum_\gamma \left( \sum_\gamma g^{\alpha\beta} \Gamma^\gamma_{\alpha\gamma} + \frac{\partial g^{\alpha\beta}}{\partial x_\gamma} \right) \). By (3.1) we have

\begin{align*}
\mathcal{L}_g u &= \begin{pmatrix}
\frac{1}{\mu} \delta_{jk} \\
\mu \delta_{jk} \\
0
\end{pmatrix}_{(n-1) \times (n-1)}
\begin{pmatrix}
0_{(n-1) \times 1} \\
0_{1 \times (n-1)}
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\lambda + 2\mu} \\
1 \\
\lambda + 2\mu
\end{pmatrix}
\begin{pmatrix}
\frac{\partial^2}{\partial x_n^2} g_{\alpha\beta} \\
\frac{\partial}{\partial x_n} g_{\alpha\beta} \\
0
\end{pmatrix}_{(n-1) \times 1}
\end{align*}
\[
\begin{align*}
\sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial}{\partial x_\alpha} g_{\alpha\beta} + g^{\alpha\beta} \frac{\partial^2}{\partial x_\alpha \partial x_\beta} + \theta_{\alpha\beta} \frac{\partial}{\partial x_\beta} \delta_{jk} & \quad \text{on } (n-1) \times (n-1), \\
& \quad 0_{(n-1) \times 1} \\
+ \left[ \frac{\mu}{\lambda + 2\mu} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial}{\partial x_\alpha} + \sum_{\alpha} g^{\alpha\beta} \frac{\partial^2}{\partial x_\alpha \partial x_\beta} + \theta_{\alpha\beta} \frac{\partial}{\partial x_\beta} \right] & \quad \text{on } \lambda \times (n-1), \\
\end{align*}
\]

where

\[(3.3)\]

\[
B := \left[ \begin{array}{c}
\frac{1}{2} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_\alpha} \delta_{jk} + 2 \Gamma^{j}_{\alpha} \\
\frac{\lambda + \mu}{\lambda + 2\mu} \left( \frac{\partial}{\partial x_\kappa} + \Gamma^{\kappa}_{\alpha} \right),
\end{array} \right]_{(n-1) \times (n-1)},
\]

\[(3.4)\]

\[
C := \left[ \begin{array}{c}
\sum_{\alpha,\beta,\gamma} g^{\alpha\beta} \frac{\partial^2}{\partial x_\alpha \partial x_\beta} + \left( \sum_{\gamma} g^{\alpha\gamma} \Gamma^{\gamma}_{\alpha} + \frac{\partial g_{\alpha\beta}}{\partial x_\alpha} \frac{\partial}{\partial x_\beta} + \frac{\partial g_{\alpha\beta}}{\partial x_\beta} \frac{\partial}{\partial x_\alpha} \right) \delta_{jk} \\
\frac{\mu}{\lambda + 2\mu} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial}{\partial x_\alpha} + \left( \sum_{\gamma} g^{\alpha\gamma} \Gamma^{\gamma}_{\alpha} + \frac{\partial g_{\alpha\beta}}{\partial x_\alpha} \frac{\partial}{\partial x_\beta} \right),
\end{array} \right]_{(n-1) \times (n-1)},
\]
Throughout this paper, we denote $\sqrt{-1} = i$.

**Proposition 3.1.** There exists a pseudodifferential operator $Q(x, D_{x'})$ of order one in $x'$ depending smoothly on $x_n$ such that

\begin{equation}
\sum_{\beta} \Gamma^\beta_{\mu} \frac{\partial}{\partial x_n} + \frac{\partial}{\partial x_n} \rho_{\beta k} + R_k^\beta\end{equation}

modulo a smoothing operator, where $D_{x'} = (D_{x_1}, \ldots, D_{x_{n-1}})$, $D_{x_n} = \frac{\partial}{\partial x_n}$.

**Proof.** We will divide this proof into several steps.

Step 1. It follows from (3.2), (3.3) and (3.4) that

\[
\begin{bmatrix}
\frac{1}{\mu} \delta_{jk} & 0 \\
[0]_{1 \times (n-1)} & \frac{1}{\lambda + 2\mu}
\end{bmatrix}
\begin{bmatrix}
0_{(n-1) \times 1} \\
1_{1 \times (n-1)}
\end{bmatrix}
\begin{align*}
\mathcal{L}_g &= \left( \frac{\partial^2}{\partial x_n^2} I_n + B - Q \right) \left( \frac{\partial}{\partial x_n} I_n + Q \right),
\end{align*}
\]

Let us assume that we have a factorization

\[
\begin{bmatrix}
\frac{1}{\mu} \delta_{jk} & 0 \\
[0]_{1 \times (n-1)} & \frac{1}{\lambda + 2\mu}
\end{bmatrix}
\begin{bmatrix}
0_{(n-1) \times 1} \\
1_{1 \times (n-1)}
\end{bmatrix}
\begin{align*}
\mathcal{L}_g &= \left( \frac{\partial^2}{\partial x_n^2} I_n + B - Q \right) \left( \frac{\partial}{\partial x_n} I_n + Q \right),
\end{align*}
\]

Then we have

\begin{equation}
0 = - \begin{bmatrix}
\frac{1}{\mu} \delta_{jk} & 0 \\
[0]_{1 \times (n-1)} & \frac{1}{\lambda + 2\mu}
\end{bmatrix}
\begin{bmatrix}
0_{(n-1) \times 1} \\
1_{1 \times (n-1)}
\end{bmatrix}
\begin{align*}
\mathcal{L}_g &= \left( \frac{\partial^2}{\partial x_n^2} I_n + B - Q \right) \left( \frac{\partial}{\partial x_n} I_n + Q \right) \\
&= -C + \left( \frac{\partial}{\partial x_n} I_n \right)Q - Q\left( \frac{\partial}{\partial x_n} I_n \right) + BQ - Q^2.
\end{align*}
\end{equation}

Let $q(x', \xi')$, $b(x', \xi')$ and $c(x', \xi')$ be the full symbols of $Q$ and $B$ and $C$, respectively. Clearly, $q(x', \xi') \sim \sum_{j \geq 0} q_{1-j}(x', \xi')$, $b(x', \xi') = b_1(x', \xi') + b_0(x', \xi')$ and $c(x', \xi') = c_2(x', \xi') + c_1(x', \xi') + c_0(x', \xi')$, where

\begin{equation}
b_1(x', \xi') = \begin{bmatrix}
0_{(n-1) \times 1} & \left[\frac{\delta_{jk} \mu}{1} \right]_{(n-1) \times 1} \\
\left[\frac{\delta_{jk} \mu}{1} \right]_{1 \times (n-1)} & 0
\end{bmatrix}
\end{equation}
we get the full symbol equation:

\[ b_0(x', \xi') = \begin{bmatrix} \frac{1}{2} \sum_{\alpha, \beta} g^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_n} \delta_{jk} + 2 \Gamma^j_k \end{bmatrix}_{1 \times (n-1)} \] 

\[ c_2(x', \xi') = \begin{bmatrix} -\sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \delta_{jk} - \lambda + \mu \sum_{\alpha} g^{\alpha\beta} \xi_\alpha \xi_k \\ \frac{\lambda + \mu}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \\ \frac{1}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \end{bmatrix}_{(n-1) \times 1} \]

\[ c_1(x', \xi') = \begin{bmatrix} i \sum_{\beta} \xi_\beta \delta_{jk} + i \sum_{\alpha, \beta} \left( \frac{\lambda + \mu}{\mu} g^{\alpha\beta} T_{j\alpha} \delta_{k\beta} + 2 g^{\alpha\beta} \Gamma^j_k \right) \\ \frac{2\mu}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} T_{j\alpha} \xi_\beta \end{bmatrix}_{1 \times (n-1)} \]

\[ c_0(x', \xi') = \begin{bmatrix} \frac{\lambda + \mu}{\mu} \sum_{\alpha} g^{\alpha\beta} \frac{\partial \Gamma^j_k}{\partial x_\alpha} + \rho_{jk} + R^j_k \\ \frac{\lambda + \mu}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \Gamma_{j\alpha} \xi_\beta + \rho_{jn} + R^j_n \\ \frac{\lambda + \mu}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \Gamma_{j\alpha} \xi_\beta + \rho_{jn} + R^j_n \end{bmatrix}_{(n-1) \times 1} \]

Note that for any smooth vector-valued function \( v \),

\[
\left( \frac{\partial}{\partial x_n} I_n \right) q - q \left( \frac{\partial}{\partial x_n} I_n \right) v = \left( \frac{\partial}{\partial x_n} I_n \right) (qv) - q \left( \frac{\partial}{\partial x_n} I_n \right) v = \left( \frac{\partial q}{\partial x_n} \right) v + q \left( \frac{\partial}{\partial x_n} I_n \right) v - q \left( \frac{\partial}{\partial x_n} I_n \right) v = \left( \frac{\partial q}{\partial x_n} \right) v.
\]

This implies that

\[
\left( \frac{\partial}{\partial x_n} I_n \right) q - q \left( \frac{\partial}{\partial x_n} I_n \right) = \frac{\partial q}{\partial x_n},
\]

i.e., the symbol of \( \left( \frac{\partial}{\partial x_n} - I_n \right) Q - Q \left( \frac{\partial}{\partial x_n} I_n \right) \) is \( \frac{\partial q}{\partial x_n} \). Combining this, the right-hand side of (3.6) and symbol formula for product of two pseudodifferential operators (see p. 37 of [SS], p. 13 of [SS] or [10]) we get the full symbol equation:

\[
\sum_{q} \frac{(-i)^{|q|}}{|q|!} \left( \partial_{q'}^0 q \right) \left( \partial_{q''}^0 q \right) - \sum_{q} \frac{(-i)^{|q|}}{|q|!} \left( \partial_{q'}^0 b \right) \left( \partial_{q''}^0 q \right) - \frac{\partial q}{\partial x_n} + c = 0.
\]
Step 2. Group the homogeneous terms of degree two in \(3.13\) we obtain the matrix equation \(q_1^2 - b_1 q_1 + c_2 = 0\), i.e.,

\[
(3.14) \quad q_1^2 - \left[ \begin{array}{c|c|c}
[0]_{(n-1) \times (n-1)} & i(\lambda + \mu) \sum_{\alpha} g^{\alpha} \xi_{\alpha} & \frac{i(\lambda + \mu)}{\lambda + 2\mu} \xi_k \\
\hline
\frac{i(\lambda + \mu)}{\lambda + 2\mu} \xi_k & 0 & 1 \\
\hline
0 & 0 & 0 \\
\end{array} \right] q_1 = 0,
\]

\[
- \left[ \begin{array}{c}
\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} \\
\hline
\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \\
\end{array} \right]_{1 \times (n-1)} \left[ \begin{array}{c}
\sum_{\alpha} g^{\alpha} \xi_{\alpha} \\
\hline
0 \\
\end{array} \right]_{1 \times (n-1)} = 0.
\]

Our aim is to calculate the unknown \(q_1\) by solving the matrix equation \(3.14\). If \(\lambda + \mu = 0\) then \(q_1 = \pm \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} I_n\) (This essentially reduces to the case for Dirichlet-to-Neumann map, see \(4.8\)). Therefore, we will only discuss the case of \(\lambda + \mu > 0\). By observing the coefficient matrices of equation \(3.14\), we see that

\[
\left[ \begin{array}{c|c|c}
\sum_{\alpha} g^{\alpha} \xi_{\alpha} & [0]_{(n-1) \times 1} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} \\
\hline
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} & [0]_{(n-1) \times 1} & \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} \\
\hline
[\xi]_{1 \times (n-1)} & [\xi]_{1 \times (n-1)} & [\xi]_{1 \times (n-1)} \\
\end{array} \right]
\]

\[
= \left[ \begin{array}{c|c|c}
[0]_{(n-1) \times (n-1)} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} & [0]_{(n-1) \times (n-1)} \\
\hline
[\xi]_{1 \times (n-1)} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} & [\xi]_{1 \times (n-1)} \\
\end{array} \right]
\]

\[
= \left[ \begin{array}{c|c|c}
\sum_{\alpha} g^{\alpha} \xi_{\alpha} & [0]_{(n-1) \times 1} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} \\
\hline
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} & [0]_{(n-1) \times 1} & \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} \\
\hline
[\xi]_{1 \times (n-1)} & [\xi]_{1 \times (n-1)} & [\xi]_{1 \times (n-1)} \\
\end{array} \right]
\]

\[
= \left[ \begin{array}{c|c|c}
[0]_{(n-1) \times (n-1)} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} & [0]_{(n-1) \times (n-1)} \\
\hline
[\xi]_{1 \times (n-1)} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} & [\xi]_{1 \times (n-1)} \\
\end{array} \right]
\]

\[
= \left[ \begin{array}{c|c|c}
\sum_{\alpha} g^{\alpha} \xi_{\alpha} & [0]_{(n-1) \times 1} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} \\
\hline
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} & [0]_{(n-1) \times 1} & \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} \\
\hline
[\xi]_{1 \times (n-1)} & [\xi]_{1 \times (n-1)} & [\xi]_{1 \times (n-1)} \\
\end{array} \right]
\]

\[
= \left[ \begin{array}{c|c|c}
[0]_{(n-1) \times (n-1)} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} & [0]_{(n-1) \times (n-1)} \\
\hline
[\xi]_{1 \times (n-1)} & \sum_{\alpha} g^{\alpha} \xi_{\alpha} & [\xi]_{1 \times (n-1)} \\
\end{array} \right]
\]
Let $S$ denote all the diagonal matrices of form:
\[
\begin{bmatrix}
[d_1 \delta_{jk}]_{(n-1) \times (n-1)} & [0]_{(n-1) \times 1} \\
[0]_{1 \times (n-1)} & d_2
\end{bmatrix}, \quad d_1, d_2 \in \mathbb{C}.
\]

Obviously, $S$ is a commutative ring according to the addition and multiplication of matrices. Thus, the following three matrices play a key role:

\[
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta} I_n, \quad \begin{bmatrix}
\sum_{\alpha} g^{\alpha \xi_\alpha} \\
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}
\end{bmatrix}_{(n-1) \times (n-1)}, \quad [0]_{(n-1) \times 1},
\]

\[
\begin{bmatrix}
[0]_{(n-1) \times (n-1)} \sum_{\alpha} g^{\alpha \xi_\alpha} \\
[k]_{1 \times (n-1)} \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta
\end{bmatrix}_{(n-1) \times 1}, \quad \begin{bmatrix}
[0]_{1 \times (n-1)} \\
[0]_{1 \times (n-1)}
\end{bmatrix}.
\]

The set $F$ of above three matrices can generate a matrix ring $\mathfrak{G}$ according to the following two operations: we first define a left multiplication operation between $S$ and $\mathfrak{G}$: for every $V \in S$ and $A \in \mathfrak{G}$, we have $VA \in \mathfrak{G}$ by the usual multiplication of matrix (The element of $S$ is said to be the “coefficient matrix” of matrix ring $\mathfrak{G}$); we then define the addition and multiplication by using the usual matrix addition and multiplication of $\mathfrak{G}$. Clearly, $\mathfrak{G}$ is a three-dimensional matrix ring on “coefficient ring” $S$, and $F$ is a basis of $\mathfrak{G}$. This implies that the solution $q_1$ of equation (3.14) must have the following form:

\[
q_1 = s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta} I_n
\]

\[
q_1 = s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta} I_n + \begin{bmatrix}
[s_2 \delta_{jk}]_{(n-1) \times (n-1)} & [0]_{(n-1) \times 1} \\
[0]_{1 \times (n-1)} & s_3
\end{bmatrix} \begin{bmatrix}
\sum_{\alpha} g^{\alpha \xi_\alpha} \\
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}
\end{bmatrix}_{(n-1) \times (n-1)}, \quad [0]_{(n-1) \times 1},
\]

\[
\begin{bmatrix}
[0]_{(n-1) \times (n-1)} \sum_{\alpha} g^{\alpha \xi_\alpha} \\
[k]_{1 \times (n-1)} \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta
\end{bmatrix}_{(n-1) \times 1}, \quad \begin{bmatrix}
[0]_{1 \times (n-1)} \\
[0]_{1 \times (n-1)}
\end{bmatrix}.
\]

where $s_1, \cdots, s_5$ are unknown constants which will be determined late. The above idea is similar to Galois group theory for solving the polynomial equation (see [3] or [18]). Substituting (3.15) into matrix equation (3.14), we get

\[
\begin{bmatrix}
[s_2 \sum_{\alpha} g^{\alpha \xi_\alpha} \\
\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta]
\end{bmatrix}_{(n-1) \times (n-1)}, \quad [0]_{(n-1) \times 1}, \quad [0]_{1 \times (n-1)}
\]

\[
\begin{bmatrix}
[s_3 \sum_{\alpha} g^{\alpha \xi_\alpha} \\
\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta]
\end{bmatrix}_{(n-1) \times (n-1)}, \quad [0]_{(n-1) \times 1}, \quad [0]_{1 \times (n-1)}
\]

\[
\begin{bmatrix}
[s_4 \sum_{\alpha} g^{\alpha \xi_\alpha} \\
\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta]
\end{bmatrix}_{(n-1) \times (n-1)}, \quad [0]_{(n-1) \times 1}, \quad [0]_{1 \times (n-1)}
\]

\[
\begin{bmatrix}
[s_5 \sum_{\alpha} g^{\alpha \xi_\alpha} \\
\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta]
\end{bmatrix}_{(n-1) \times (n-1)}, \quad [0]_{(n-1) \times 1}, \quad [0]_{1 \times (n-1)}
\]
i.e.,

\[
\sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_\alpha \xi_\beta} \left( (s_1^2 - 1) \sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_\alpha \xi_\beta} I_n + \left( \begin{array}{c} \begin{bmatrix} \sum_{\alpha} g^{\alpha j} \xi_\alpha \end{bmatrix} & \begin{bmatrix} \sum_{\alpha} g^{\alpha j} \xi_\alpha \end{bmatrix} \\ [0]_{(n-1) \times 1} & \begin{bmatrix} \sum_{\alpha,\beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \end{bmatrix} \end{bmatrix} \right) \right) \right] + \left( \begin{array}{c} \begin{bmatrix} \sum_{\alpha} g^{\alpha j} \xi_\alpha \end{bmatrix} & \begin{bmatrix} \sum_{\alpha} g^{\alpha j} \xi_\alpha \end{bmatrix} \\ [0]_{(n-1) \times 1} & \begin{bmatrix} \sum_{\alpha,\beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \end{bmatrix} \end{bmatrix} \right) \right) - \left( \begin{array}{c} \begin{bmatrix} \sum_{\alpha} g^{\alpha j} \xi_\alpha \end{bmatrix} & \begin{bmatrix} \sum_{\alpha} g^{\alpha j} \xi_\alpha \end{bmatrix} \\ [0]_{(n-1) \times 1} & \begin{bmatrix} \sum_{\alpha,\beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \end{bmatrix} \end{bmatrix} \right) \right) = 0,
\]
Because we have chosen the outward normal \( \nu \) of \( \partial \Omega \), we should take

\[
(3.18) \quad s_1 = 1, \quad s_2 \geq 0, \quad s_1 + s_3 > 0.
\]
Roughly speaking, such a choice means that the matrix \( q_1 \) is positive-definition. The last two equations of (3.17) can be solved by the well-known resultant method. Clearly, the resultant equation of the left-hand sides of last two equations in (3.17) is

\[
\begin{vmatrix}
1 & s_2 + 4 & 4 - s_2^2 + \frac{2(\lambda + \mu)}{\mu} & \frac{2(\lambda + \mu)}{\mu} (\lambda + 3\mu + 2s_2) - s_2(2 + s_2)^2 \\
0 & 1 & s_2 + 4 & \frac{2(\lambda + \mu)}{\mu} (\lambda + 3\mu + 2s_2) - s_2(2 + s_2)^2 \\
\frac{\lambda + 2\mu}{\mu} & \frac{2(\lambda + 2\mu)}{\mu} & \frac{2(\lambda + 3\mu)}{\mu} & \frac{2(\lambda + \mu)}{\mu} (\lambda + 3\mu + 2s_2) - s_2(2 + s_2)^2 \\
0 & 0 & \frac{\lambda + 2\mu}{\mu} & \frac{2(\lambda + 2\mu)}{\mu} \\
0 & 0 & 0 & \frac{2(\lambda + 2\mu)}{\mu}
\end{vmatrix} = 0,
\]

which has only three solutions \( s_2 = -1, \) \( s_2 = -\frac{3\lambda + 7\mu}{\lambda + 3\mu} \) and \( s_2 = \frac{\lambda + \mu}{\lambda + 3\mu}. \) It is well-known (see [23]) that \((s_2, s_3)\) is a solution of the last two equations of (3.17) if and only if \( s_2 \) is a solution of the above resultant equation. Inserting these values of \( s_2 \) into (3.17) we get that the solutions of last two equations of (3.17) are

\[
\begin{cases}
  s_2 = -1 \\
  s_3 = -1,
\end{cases}
\]

or

\[
\begin{cases}
  s_2 = -\frac{3\lambda + 7\mu}{\lambda + 3\mu} \\
  s_3 = -\frac{\lambda + 5\mu}{\lambda + 3\mu},
\end{cases}
\]

or

\[
\begin{cases}
  s_2 = \frac{\lambda + \mu}{\lambda + 3\mu} \\
  s_3 = -\frac{\lambda + 5\mu}{\lambda + 3\mu}.
\end{cases}
\]

Therefore, according to (3.18) we obtain the solution of last two equations of (3.17):

\[
(3.19) \quad s_2 = \frac{\lambda + \mu}{\lambda + 3\mu} \quad \text{and} \quad s_3 = -\frac{\lambda + \mu}{\lambda + 3\mu}
\]

Substituting them into (3.17) again, we get

\[
\begin{cases}
  s_1 = 1, \quad s_2 = \frac{\lambda + \mu}{\lambda + 3\mu}, \quad s_3 = -\frac{\lambda + \mu}{\lambda + 3\mu}, \\
  s_4 = \frac{(\lambda + \mu)}{\lambda + 3\mu}, \quad s_5 = \frac{(\lambda + \mu)}{\lambda + 3\mu}.
\end{cases}
\]

Thus,

\[
(3.21)
\]

\[
q_1(x', \xi') = \left[ s_1 \left( \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta \delta_{kl} + s_2 \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta \right) \right]_1 \times (n-1) + \left[ s_4 \sum_{\alpha} g^{\alpha \alpha} \xi_\alpha \right]_1 \times (n-1),
\]

where \( s_1, \ldots, s_5 \) are given by (3.20).

Step 3. The terms of degree one in (3.13) are

\[
(3.22) \quad q_1 q_0 + q_0 q_1 - i \sum_{l=1}^{n-1} \partial q_1 \partial q_1 - b_1 q_0 - b_0 q_1
\]

\[
- \frac{1}{i} \sum_{l=1}^{n-1} \partial q_1 \partial q_1 - \partial q_1 \partial x + c_1 = 0,
\]
where
\[
E_1 := i \sum_{l=1}^{n-1} \frac{\partial q_0}{\partial x_l} \frac{\partial q_1}{\partial x_l} + b_0 q_1 - i \sum_{l=1}^{n-1} \frac{\partial b_1}{\partial x_l} \frac{\partial q_1}{\partial x_l} + \frac{\partial q_1}{\partial x_n} - c_1, 
\]
and \(b_0\) and \(c_1\) are given in (3.8) and (3.19). More precisely,
\[
(3.25) \\
\begin{bmatrix}
\left[ s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} } \delta_{jk} + s_2 \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \xi_{\alpha} \\
(s_5 - \frac{i(\lambda + \mu)}{\lambda + 2\mu}) \xi_{\delta}
\right]_{(n-1) \times (n-1)} \\
\left[ (s_4 + s_3) \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \right]_{(n-1) \times 1} \\
q_0
\end{bmatrix}
+ \begin{bmatrix}
\left[ s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} } \delta_{jk} + s_2 \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \xi_{\alpha} \\
(s_4 + s_3) \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \\
q_0
\end{bmatrix}
= E_1.
\]

Now, we calculate \(q_0\) by solving Sylvester’s matrix equation (3.25). It is well-known that Sylvester’s equation of the form \(LX + XM = E\) can be put into the form (see [7] or [9])
\[
(3.26) \\
U(\text{vec} X) = V
\]
for larger matrices \(U\) and \(V\). Here vec \(X\) is a stack of all columns of matrix \(X\) (see, for example, Chapter 4 of [31]). Indeed, \(U = (I_n \otimes L) + (M^t \otimes I_n)\), and \(V = \text{vec} E\), where \(\otimes\) denotes the Kronecker product. Thus, if we can obtain the inverse \(U^{-1}\) of the matrix \(U\), then we have vec \(X = U^{-1}(\text{vec} V)\), and the corresponding solution \(X\) will immediately be obtained. From (3.25) we see that
\[
L := 
\begin{bmatrix}
\left[ s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} } \delta_{jk} + s_2 \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \xi_{\alpha} \\
(s_5 - \frac{i(\lambda + \mu)}{\lambda + 2\mu}) \xi_{\delta}
\right]_{(n-1) \times (n-1)} \\
\left[ (s_4 + s_3) \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \right]_{(n-1) \times 1}
\end{bmatrix}
\]
and
\[
M^t := 
\begin{bmatrix}
\left[ s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} } \delta_{jk} + s_2 \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \xi_{\alpha} \\
(s_4 + s_3) \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \\
\left[ s_5 \xi\right]_{(n-1) \times 1}
\end{bmatrix}
\]
Thus the \(U\) has the form:
\[
(3.27) \\
U = (I_n \otimes L) + (M^t \otimes I_n)
= 
\left(2s_1 \sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} I_n} \right) + I_n \otimes 
\begin{bmatrix}
\left[ s_2 \delta_{jk}\right]_{(n-1) \times (n-1)} \\
\left[ 0 \right]_{(n-1) \times 1}
\end{bmatrix}
\]
\[
A_1
\]
We denote by \( \Theta \) the all such diagonal matrices \( \theta(d_1, d_2; d_3, d_4) \), where \( d_1, d_2, d_3, d_4 \in \mathbb{C} \). We call each element of the matrix ring \( \mathfrak{J} \) as “coefficient matrix”. Since \( (I_n \otimes A_l)(A_m \otimes I_n) = (A_m \otimes I_n)(I_n \otimes A_l) \) for all \( 1 \leq l, m \leq 2 \), we see that the following nine matrices generate a matrix ring \( \mathfrak{X} \) about the addition and multiply of matrices as well as the left-multiplication operation between \( \mathfrak{J} \) and \( \mathfrak{X} \):

\[
H = \left\{ \frac{1}{\sqrt{\sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta}} (I_n \otimes A_1)(A_1 \otimes I_n), \quad \frac{1}{\sqrt{\sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta}} (I_n \otimes A_1)(A_2 \otimes I_n), \quad \frac{1}{\sqrt{\sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta}} (I_n \otimes A_2)(A_1 \otimes I_n), \quad \frac{1}{\sqrt{\sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta}} (I_n \otimes A_2)(A_2 \otimes I_n) \right\}.
\]

More precisely, for any \( \theta(d_1, d_2; d_3, d_4) \in \mathfrak{J} \) and any \( M \in H \), we have the left multiplication of matrices about \( \theta(d_1, d_2; d_3, d_4) \) to \( M \), and \( \Theta(d_1, d_2; d_3, d_4) \) is a nine-dimensional matrix ring.
with respect to $\mathfrak{J}$, and $H$ is a basis of $\mathfrak{X}$. This implies that we should look for the inverse $U^{-1}$ of the form:

\begin{align}
U^{-1} &= 1 \sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta \left\{ \hat{s}_1 \sqrt{\sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta I_n^2} ight. \\
&\quad + I_n \otimes \left[ \begin{array}{c}
\hat{s}_2 \sum_{\alpha} g^{\alpha \alpha} \xi_\alpha \\
\sqrt{\sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta} (n-1) \times (n-1)
\end{array} \right] \left[ \begin{array}{c}
\left[ \begin{array}{c}
\hat{s}_3 \sum_{\alpha} g^{\alpha \alpha} \xi_\alpha \\
\sqrt{\sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}
\end{array} \right] \end{array} \right] \left[ \begin{array}{c}
[0]_{(n-1) \times 1}
\end{array} \right] \\
&\quad + I_n \otimes \left[ \begin{array}{c}
\left[ \begin{array}{c}
\hat{s}_4 \sum_{\alpha} g^{\alpha \alpha} \xi_\alpha \\
\sqrt{\sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}
\end{array} \right] \end{array} \right] \left[ \begin{array}{c}
[0]_{(n-1) \times 1} \\
\left[ \begin{array}{c}
\hat{s}_5 \xi_1 \xi_1 \\
0
\end{array} \right] \end{array} \right] \end{align}

\begin{align}
&\quad + \theta(\hat{s}_{10}, \hat{s}_{11}; \hat{s}_{12}, \hat{s}_{13}) (I_n \otimes A_1) \left( A_1^t \otimes I_n \right) \\
&\quad + \theta(\hat{s}_{14}, \hat{s}_{15}; \hat{s}_{16}, \hat{s}_{17}) (I_n \otimes A_1) \left( A_2^t \otimes I_n \right) \\
&\quad + \theta(\hat{s}_{18}, \hat{s}_{19}; \hat{s}_{20}, \hat{s}_{21}) (I_n \otimes A_2) \left( A_1^t \otimes I_n \right) \\
&\quad + \theta(\hat{s}_{22}, \hat{s}_{23}; \hat{s}_{24}, \hat{s}_{25}) (I_n \otimes A_2) \left( A_2^t \otimes I_n \right) \\
&\quad + \theta(\hat{s}_{27}, \hat{s}_{28}; \hat{s}_{29}, \hat{s}_{30}) (I_n \otimes A_2) \left( A_2^t \otimes I_n \right)
\end{align}

\begin{align}
&= 1 \sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta \left\{ \hat{s}_1 \sum_{\alpha,\beta} g^{\alpha \beta} \xi_\alpha \xi_\beta I_n^2 + \theta(\hat{s}_2, \hat{s}_3; \hat{s}_1, \hat{s}_3) (I_n \otimes A_1) \\
&\quad + \theta(\hat{s}_4, \hat{s}_5; \hat{s}_4, \hat{s}_5) (I_n \otimes A_2) + \theta(\hat{s}_6, \hat{s}_7; \hat{s}_7, \hat{s}_7) (A_1 \otimes I_n) \\
&\quad + \theta(\hat{s}_9, \hat{s}_9; \hat{s}_8, \hat{s}_8) (A_2^t \otimes I_n) + \theta(\hat{s}_{10}, \hat{s}_{11}; \hat{s}_{12}, \hat{s}_{13}) (I_n \otimes A_1) \right\}
\end{align}
\[ + \theta(\tilde{s}_{14}, \tilde{s}_{15}; \tilde{s}_{16}, \tilde{s}_{17}) \left( I_n \otimes A_1 \right) \left( A_2^I \otimes I_n \right) \]
\[ + \theta(\tilde{s}_{18}, \tilde{s}_{19}; \tilde{s}_{20}, \tilde{s}_{21}) \left( I_n \otimes A_2 \right) \left( A_2^I \otimes I_n \right) \]
\[ + \theta(\tilde{s}_{22}, \tilde{s}_{23}; \tilde{s}_{24}, \tilde{s}_{25}) \left( I_n \otimes A_2 \right) \left( A_1^I \otimes I_n \right) \]

where \( \tilde{s}_1, \ldots, \tilde{s}_{25} \) are the undetermined constants. Let us note that

\[ I_n \otimes \left( \begin{array}{c|c}
[0]_{(n-1) \times (n-1)} & [0]_{(n-1) \times 1} \\
\hline
\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}} & \theta(d_1, d_2; d_3, d_4) \\
\end{array} \right) \]
\[ = \theta(ad_1, bd_2; ad_3, bd_4) \left( I_n \otimes A_1 \right), \]

\[ I_n \otimes \left( \begin{array}{c|c}
[0]_{(n-1) \times (n-1)} & \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} \\
\hline
[b \sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta}] & 0 \\
\end{array} \right) \]
\[ = \theta(ad_2, bd_3; ad_4, bd_3) \left( I_n \otimes A_2 \right), \]

\[ I_n \otimes \left( \begin{array}{c|c}
[0]_{(n-1) \times (n-1)} & [0]_{(n-1) \times 1} \\
\hline
\sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha} & \theta(d_1, d_2; d_3, d_4) \\
\end{array} \right) \otimes I_n \]
\[ = \theta(ad_1, ad_2; bd_3, bd_4) \left( A_1^I \otimes I_n \right), \]

\[ I_n \otimes \left( \begin{array}{c|c}
[0]_{(n-1) \times (n-1)} & [0]_{(n-1) \times 1} \\
\hline
[b \sum_{\alpha} g^{\alpha \alpha} \xi_{\alpha}] & \theta(d_1, d_2; d_3, d_4) \\
\end{array} \right) \otimes I_n \]
\[ = \theta(ad_3, ad_4; bd_1, bd_2) \left( A_2^I \otimes I_n \right). \]

By inserting (3.27) and (3.31) into (3.32)
\[ UU^{-1} = I_{n^2}, \]
and by comparing the “coefficients matrix” in front of each elements of \( H \), we get the following system of linear equations with unknown constants \( \tilde{s}_1, \ldots, \tilde{s}_{25} \).

\[ 2s_1 \tilde{s}_1 = 1, \]
\[ s_2 \tilde{s}_1 + (2s_1 + s_2) \tilde{s}_2 + (s_4 - \frac{i(\lambda + \mu)}{\mu}) \tilde{s}_3 = 0, \]
\[ s_3 \tilde{s}_1 + (2s_1 + s_3) \tilde{s}_3 + (s_5 - \frac{i(\lambda + \mu)}{\lambda + 2\mu}) \tilde{s}_4 = 0, \]
\[ (s_4 - \frac{i(\lambda + \mu)}{\mu}) \tilde{s}_1 + (s_4 - \frac{i(\lambda + \mu)}{\mu}) \tilde{s}_3 + (2s_1 + s_2) \tilde{s}_4 = 0, \]
This system has a unique solution:

\[ \tilde{s}_1 = \frac{1}{2}, \]
\[ -\tilde{s}_2 = \tilde{s}_3 = \frac{\lambda + \mu}{4 (\lambda + 3 \mu)}, \]
\[ \tilde{s}_4 = \frac{i (\lambda + 2 \mu) (\lambda + \mu)}{4 \mu (\lambda + 3 \mu)}. \]
\[\tilde{s}_5 = \frac{i \mu (\lambda + \mu)}{4(\lambda + 2\mu)(\lambda + 3\mu)},\]
\[\tilde{s}_6 = \tilde{s}_7 = \frac{\lambda + \mu}{4(\lambda + 3\mu)},\]
\[\tilde{s}_8 = \tilde{s}_9 = \frac{-i(\lambda + \mu)}{4(\lambda + 3\mu)}.,\]
\[\tilde{s}_{10} = \tilde{s}_{11} = \tilde{s}_{12} = -\tilde{s}_{13} = \frac{(\lambda + \mu)^2}{4(\lambda + 3\mu)^2};\]
\[\tilde{s}_{14} = \tilde{s}_{15} = -\tilde{s}_{16} = \tilde{s}_{17} = \frac{-i(\lambda + \mu)^2}{4(\lambda + 3\mu)^2};\]
\[\tilde{s}_{18} = -\tilde{s}_{20} = \frac{1}{4}\left(\lambda + 2\mu\right)(\lambda + \mu)^2;\]
\[\tilde{s}_{19} = -\tilde{s}_{21} = \frac{-i\mu(\lambda + \mu)^2}{4(\lambda + 2\mu)(\lambda + 3\mu)^2};\]
\[\tilde{s}_{22} = \tilde{s}_{24} = -\frac{(\lambda + 2\mu)(\lambda + \mu)^2}{4(\lambda + 3\mu)^2};\]
\[\tilde{s}_{23} = \tilde{s}_{25} = \frac{-\mu(\lambda + \mu)^2}{4(\lambda + 2\mu)(\lambda + 3\mu)^2};\]

from which we explicitly obtain the unique inverse \(U^{-1}\) of \(U\). Noting that \[
\theta(\tilde{s}_{10}, \tilde{s}_{11}; \tilde{s}_{12}, \tilde{s}_{13}) = (I_n \otimes \left[\begin{array}{c|c}
\delta_{10} & \delta_{11} \\
\delta_{12} & \delta_{13}
\end{array}\right])
\left(I_{(n-1) \times (n-1)} \otimes \left[\begin{array}{c|c}
0_{(n-1) \times 1} & 0_{(n-1) \times 1}
\end{array}\right]\right)(I_n),
\]
\[
\theta(\tilde{s}_{14}, \tilde{s}_{15}; \tilde{s}_{16}, \tilde{s}_{17}) = (I_n \otimes \left[\begin{array}{c|c}
\delta_{14} & \delta_{15} \\
\delta_{16} & \delta_{17}
\end{array}\right])
\left(I_{(n-1) \times (n-1)} \otimes \left[\begin{array}{c|c}
0_{(n-1) \times 1} & 0_{(n-1) \times 1}
\end{array}\right]\right)(I_n \otimes I_n),
\]
\[
\theta(\tilde{s}_{18}, \tilde{s}_{19}; \tilde{s}_{20}, \tilde{s}_{21}) = (I_n \otimes \left[\begin{array}{c|c}
\delta_{18} & \delta_{19} \\
\delta_{20} & \delta_{21}
\end{array}\right])
\left(I_{(n-1) \times (n-1)} \otimes \left[\begin{array}{c|c}
0_{(n-1) \times 1} & 0_{(n-1) \times 1}
\end{array}\right]\right)(I_n \otimes I_n),
\]
\[
\theta(\tilde{s}_{22}, \tilde{s}_{23}; \tilde{s}_{24}, \tilde{s}_{25}) = (I_n \otimes \left[\begin{array}{c|c}
\delta_{22} & \delta_{23} \\
\delta_{24} & \delta_{25}
\end{array}\right])
\left(I_{(n-1) \times (n-1)} \otimes \left[\begin{array}{c|c}
0_{(n-1) \times 1} & 0_{(n-1) \times 1}
\end{array}\right]\right)(I_n \otimes I_n),
\]
we find this and \((3.33)\) that \((3.34)\)
Therefore, when replacing the matrix $E$ in (3.35) by $E_1$, we immediately get $q_0$. 

Therefore, when replacing the matrix $E$ in (3.35) by $E_1$, we immediately get $q_0$. 

$$
\begin{align*}
X &= \frac{1}{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \\
  &\quad \left[ \tilde{s}_1 \sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \delta_{jk} + \tilde{s}_2 \sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \right] \\
  &\quad \left[ \tilde{s}_6 \sum_{\alpha} g^{j\alpha} \xi_{\alpha} \right] \\
&\quad \left[ \tilde{s}_7 \sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \right] \\
+ &\quad \frac{1}{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} E \\
&\quad \left[ \tilde{s}_{10} \sum_{\alpha} g^{j\alpha} \xi_{\alpha} \xi_{k} \right] \\
&\quad \left[ \tilde{s}_{11} \sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \right] \\
+ &\quad \frac{1}{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \left[ \tilde{s}_{14} \sum_{\alpha} g^{j\alpha} \xi_{\alpha} \xi_{k} \right] \\
&\quad \left[ \tilde{s}_{15} \sqrt{\sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha} \xi_{\beta}} \right]
\end{align*}
$$
Step 4. Furthermore, by considering the terms of degree zero in (3.13), we have
\[ (q_1 - b_1)q_{-1} + q_{-1}q_1 = E_0, \]
where
\[ E_0 := -q_0^2 + i \sum_{l=1}^{n-1} \left( \frac{\partial q_1}{\partial x_l} \frac{\partial q_0}{\partial x_l} + \frac{\partial q_0}{\partial x_l} \frac{\partial q_1}{\partial x_l} \right) 
+ \frac{1}{2} \sum_{l=1}^{n-1} \frac{\partial^2 q_1}{\partial \xi_l \partial \xi_l} \frac{\partial^2 q_1}{\partial x_l \partial x_l} + b_0q_0 - i \sum_{l=1}^{n-1} \frac{\partial b_1}{\partial x_l} \frac{\partial q_0}{\partial x_l} + \frac{\partial q_0}{\partial x_n} - c_0. \]
Generally, for \( m \geq 1 \) we get
\[ (q_1 - b_1)q_{-m} + q_{-m}q_1 = E_{-m}, \]
where
\[ E_{-m} := - \sum_{-m \leq j, k \leq 1 \atop |\alpha| = j+k+m} (-1)^{|\alpha|} (\partial^\alpha_j q_j)(\partial^\alpha_k q_k) + b_0q_{-m} 
- i \sum_{l=1}^{n-1} \frac{\partial b_1}{\partial x_l} \frac{\partial q_{-m}}{\partial x_l} + \frac{\partial q_{-m}}{\partial x_n}. \]
Replacing the matrices \( E \) and \( X \) by the above \( E_{-m} \) and \( q_{-m} \) in (3.35), respectively, we explicitly get the all \( q_{-m-1}, m \geq 0 \).

We have obtained the full symbol \( q(x, \xi') \sim \sum_{l \leq 1} q_l \) of \( Q \) from above proposition 3.1. This implies that modulo a smoothing operator, the pseudodifferential operator \( Q \) have been obtained on \( \partial \Omega \). Thus we have the following:

**Proposition 3.2.** In the local boundary normal coordinates, the Dirichlet-to-Neumann map \( \Xi_g \) can be represented as:
\[
\Xi_g(u|_{\partial \Omega}) = \begin{bmatrix} [\mu \delta_{jk}]_{(n-1)\times(n-1)} & [0]_{(n-1)\times1} & \lambda + 2\mu \\ [0]_{1\times(n-1)} & \lambda \sum_{\alpha} \Gamma_{\alpha \alpha}^{\alpha} \frac{\partial}{\partial x_{\alpha}} & \lambda \sum_{\alpha} \Gamma_{\alpha \alpha}^{\alpha} \right) \\
0 & [0]_{(n-1)\times1} & \mu \sum_{\alpha} g_{\alpha \alpha} \frac{\partial}{\partial x_{\alpha}} \right) \end{bmatrix} \begin{bmatrix} u_1 \\ \vdots \\ u^{n-1} \end{bmatrix}
\]
modulo a smoothing operator.

**Proof.** Let \((x', x_n)\) be local boundary normal coordinates, for \( x_3 \in [0, T] \). Since the principal symbol of \( L_g \) is a negative-definite matrix, the hyperplane \( \{ x_n = 0 \} \) is non-characteristic, and hence \( L_g \) is partially hypoelliptic with respect to this boundary (see p. 107 of [33]). Therefore, the solution \( u \) of the elastic Lamé equations \( L_g u = 0 \) is smooth in normal variable, i.e., in boundary normal coordinates \((x', x_n)\) with \( x_n \in [0, T], u \in (C^\infty([0, T]; D'(\mathbb{R}^{n-1}))) \) locally. From Proposition 3.1, we see that (3.35) is locally equivalent to the following system of equations for \( u, v \in (C^\infty([0, T]; D'(\mathbb{R}^{n-1}))) \):
\[
\begin{align*}
\left( \frac{\partial}{\partial x_n} I_n + Q \right) u &= v, \quad u|_{x_n=0} = f, \\
\left( \frac{\partial}{\partial x_n} I_n + B - Q \right) v &= h \in (C^\infty([0, T] \times \mathbb{R}^{n-1})) \end{align*}
\]
Making the substitution \( t = T - x_n \) for the second equation mentioned above (as done in [38]), we get a backwards generalized heat equation system:

\[
\left( \frac{\partial}{\partial t} I_n \right) v - (-Q + B)v = -h.\]

Since \( u \) is smooth in the interior of \( \Omega \) by interior regularity for elliptic operator \( \mathcal{L}_g \), it follows that \( v \) is smooth in the interior of \( \Omega \), and hence \( v \big|_{x_n=T} \) is smooth. In view of the principal symbol of \( Q \) is strictly positive for any \( \xi \neq 0 \), we get that the solution operator for this heat equation system is smooth for \( t > 0 \) (see p. 134 of [38]). Therefore,

\[
\left( \frac{\partial}{\partial x_n} I_n \right) u + Qu = v \in (C^\infty([0, T] \times \mathbb{R}^{n-1}))^n
\]

locally. Setting \( Rf = v \big|_{\partial \Omega} \), we immediately see that \( R \) is a smoothing operator and

\[
\left( \frac{\partial}{\partial x_n} I_n \right) u \big|_{\partial \Omega} = -Qu \big|_{\partial \Omega} + Rf.
\]

Combining this and (2.34), we obtain (3.40).

4. Determining metric of manifold from the elastic Dirichlet-to-Neumann map

It follows from (3.40) that the full symbol \( \sigma(\Xi_g) \) of \( \Xi_g \) is

\[
\sigma(\Xi_g) \sim p_1 + p_0 + p_{-1} + \cdots + p_{-m} + \cdots,
\]

where

\[
p_1 = \begin{bmatrix} \mu \delta_{jk} n^{-1} \times (n-1) & 0 \times (n-1) \\ 0 \times (n-1) & \lambda + 2\mu \end{bmatrix} q_1 - \begin{bmatrix} 0 \times (n-1) \\ \mu \sum_{\alpha} g^{j\alpha} \xi_{\alpha} \times (n-1) \\ i\lambda \xi_k \times (n-1) \\ 0 \end{bmatrix},
\]

\[
p_0 = \begin{bmatrix} \mu \delta_{jk} n^{-1} \times (n-1) \\ 0 \times (n-1) \\ \lambda + 2\mu \end{bmatrix} q_0 - \begin{bmatrix} 0 \times (n-1) \\ \lambda \sum_{\alpha} \Gamma^\alpha_{k\alpha} \times (n-1) \\ \sum_{\alpha} \Gamma^\alpha_{n\alpha} \times (n-1) \end{bmatrix},
\]

\[
p_{-m} = \begin{bmatrix} \mu \delta_{jk} n^{-1} \times (n-1) \\ 0 \times (n-1) \\ \lambda + 2\mu \end{bmatrix} q_{-m}, \quad m \geq 1.
\]

Proposition 4.1. Suppose \( \dim M = n \geq 2 \), and assume \( \mu > 0 \) and \( \lambda + \mu > 0 \). Let \( \{x_1, \ldots, x_{n-1}\} \) be any local coordinates for an open set \( W \subset \partial \Omega \), and let \( \{p_j\}_{j \leq 1} \) denote the full symbol of \( \Xi_g \) in these coordinates. If \( (n-1)\lambda^3 + (4n-2)\lambda^2 \mu + (n+5)\lambda \mu^2 + (14 - 8n)\mu^3 \neq 0 \), then for any \( x_0 \in W \), the full Taylor series of \( g \) at \( x_0 \) in boundary normal coordinates is given by explicit formula in terms of the matrix-valued functions \( \{p_j\}_{j \leq 1} \) and their tangential derivatives at \( x_0 \).
Proof. Denote by \( \{x_1, \cdots, x_n\} \) the boundary normal coordinates associated with \( \{x_1, \cdots, x_{n-1}\} \) as in section 2. According to the form of metric (2.26) which we have chosen, we immediately see that it suffices to show that the matrix-valued functions \( \{p_j\} \) determine the metric \( [g_{\alpha\beta}]_{(n-1) \times (n-1)} \) and all its normal derivatives along \( \partial \Omega \). Noticing that \( \frac{\partial g_{\alpha\beta}}{\partial x_\mu} = -\sum_{\rho,\gamma} g_{\alpha\rho} \frac{\partial g^{\rho\gamma}}{\partial x_\mu} g_{\gamma\beta} \), it is also enough to determine the inverse matrix \( [g^{\alpha\beta}]_{(n-1) \times (n-1)} \) and all its normal derivatives. In (4.2), because the \((n, n)\)-entry of the matrix in the second term

\[
\begin{bmatrix}
0_{(n-1) \times (n-1)} & \frac{\lambda i \mu}{1} \sum_{\alpha} g^{\alpha\lambda} \xi_\alpha \\
\frac{1}{1 \times (n-1)} & 0
\end{bmatrix}_{(n-1) \times 1}
\]

is 0, we get that \( p_1 \) uniquely determines the \((n, n)\)-entry of the matrix

\[
\begin{bmatrix}
\mu g_{\lambda j} & 0_{(n-1) \times 1} \\
0_{1 \times (n-1)} & \lambda + 2\mu
\end{bmatrix}_{(n-1) \times 1} q_1,
\]

where \( q_1 \) is given by (3.21) and (3.20). More precisely, \( p_1 \) uniquely determines the \((n, n)\)-entry of the matrix

\[
(4.5) \quad \begin{bmatrix}
\mu g_{\lambda j} & 0_{(n-1) \times 1} \\
0_{1 \times (n-1)} & \lambda + 2\mu
\end{bmatrix}_{(n-1) \times 1} q_1
= \begin{bmatrix}
s_1 \mu \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \delta_{\lambda j} + s_2 \mu \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \\
\lambda + 2\mu
\end{bmatrix}_{(n-1) \times 1} q_1.
\]

From the \((n, n)\)-entry of the matrix on the right side of (4.5), we see that \( p_1 \) uniquely determines \( \sqrt{\sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta} \), and hence \( p_1 \) uniquely determines \( \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \) for all \( (\xi_1, \cdots, \xi_{n-1}) \in \mathbb{R}^{n-1} \). This implies that \( p_1 \) uniquely determines \( g^{\alpha\beta} \) on \( \partial \Omega \) for all \( 1 \leq \alpha, \beta \leq n-1 \).

Next, by (3.24), (3.21), (3.7), (3.8) and (3.10) we can rewrite \( E_1 \) as

\[
(4.6) \quad E_1 = b_0 q_1 + \frac{\partial q_1}{\partial x_n} - c_1 + T_0^{(1)}(g_{\alpha\beta})
= \begin{bmatrix}
\frac{2}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \delta_{\alpha \beta} + 2T_0^{(1)}(g_{\alpha\beta})_{(n-1) \times (n-1)} \\
0_{1 \times (n-1)}
\end{bmatrix} + \begin{bmatrix}
s_1 \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \\
\frac{2}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta
\end{bmatrix}_{(n-1) \times 1} q_1.
\]

\[
+ \begin{bmatrix}
s_2 \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta \\
\frac{2}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta
\end{bmatrix}_{(n-1) \times 1} q_1
= \begin{bmatrix}
\frac{(\lambda + \mu)}{\lambda + 2\mu} \sum_{\alpha, \beta} g^{\alpha\beta} \sum_{\alpha, \beta} g^{\alpha\beta} \xi_\alpha \xi_\beta + 2T_0^{(2)}(g_{\alpha\beta})_{(n-1) \times 1} \\
0_{1 \times (n-1)}
\end{bmatrix}.
\]

\[
+ \begin{bmatrix}
w_0_{(n-1) \times (n-1)} \\
0_{1 \times (n-1)}
\end{bmatrix} + T_0^{(2)}(g_{\alpha\beta})
\]
\[ E_1^{(1)} = \frac{1}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x_n} \left[ \sum_{\gamma} \frac{\partial g^{\alpha \gamma} \xi_\gamma \partial \xi_k}{\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}} \right] \Bigg|_{(n-1) \times 1} + \sum_{\alpha, \beta} \frac{\partial g^{\alpha \beta}}{\partial x_n} \left[ \left( \sum_{\gamma} \frac{\partial g^{\alpha \gamma} \xi_\gamma \partial \xi_k}{\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}} \right)^2 \right] \Bigg|_{(n-1) \times 1}, \]

here and elsewhere each $T_0^{(e)}(g_{\alpha \beta})$ is a matrix expression involving only $g_{\alpha \beta}$, $g^{\alpha \beta}$, and their tangential derivatives along $\partial \Omega$. Replacing matrix $E$ in (4.35) by each $E_1^{(i)}$, we get

\[ q_0(1) = \frac{1}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x_n} \left[ \left( \sum_{\gamma} \frac{\partial g^{\alpha \gamma} \xi_\gamma \partial \xi_k}{\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}} \right)^2 \right] \Bigg|_{(n-1) \times 1} + T_0^{(3)}(g_{\alpha \beta}), \]

\[ q_0(2) = \sum_{\alpha, \beta} \frac{\partial g^{\alpha \beta}}{\partial x_n} \xi_\alpha \xi_\beta \left[ \left( \sum_{\gamma} \frac{\partial g^{\alpha \gamma} \xi_\gamma \partial \xi_k}{\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}} \right)^2 \right] \Bigg|_{(n-1) \times 1} + T_0^{(4)}(g_{\alpha \beta}), \]

\[ q_0(3) = \sum_{\alpha, \beta} \frac{\partial g^{\alpha \beta}}{\partial x_n} \xi_\alpha \xi_\beta \left[ \left( \sum_{\gamma} \frac{\partial g^{\alpha \gamma} \xi_\gamma \partial \xi_k}{\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}} \right)^2 \right] \Bigg|_{(n-1) \times 1} + T_0^{(5)}(g_{\alpha \beta}), \]

\[ q_0(4) = \frac{1}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x_n} \left[ \left( \sum_{\gamma} \frac{\partial g^{\alpha \gamma} \xi_\gamma \partial \xi_k}{\sqrt{\sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta}} \right)^2 \right] \Bigg|_{(n-1) \times 1} + T_0^{(6)}(g_{\alpha \beta}). \]

Therefore

\[ q_0 = \sum_{l=1}^{4} q_0^{(l)} = \left[ \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial g_{\alpha \beta}}{\partial x_n} + \sum_{\alpha, \beta} \frac{\partial g^{\alpha \beta}}{\partial x_n} \xi_\alpha \xi_\beta \right] + T_0^{(7)}(g_{\alpha \beta}), \]
where
\[ d_1 = \left( s_4 - \frac{i(\lambda + \mu)}{\mu} \right) (\delta t - \delta s) + (s_1 + s_3)(\delta s + \delta s - t_2) \]
\[ = \frac{2(\lambda + 2\mu)}{(\lambda + 3\mu)^2} \]
\[ d_2 = \frac{1}{2}(s_1 + s_3)(\delta s + \delta s - t_2) + (\delta s - \delta s) - \frac{1}{2}(s_1 + s_2) \delta s = \frac{-i\mu}{\lambda + 2\mu}(\delta s + \delta s) \]

It follows from the expression of \( p_0 \) in (4.13) that, except for a known term (involving only \( g^{\alpha\beta}, g_{\alpha\beta} \)
and their tangential derivatives along \( \partial \Omega \)), the \((n, n)\)-entry of matrix \( p_0 \) is
\[ (\lambda + 2\mu)d_1 \left( \frac{1}{2} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_n} + \frac{d_2}{2} \sum_{\alpha,\beta} \frac{\partial g^{\alpha\beta}}{\partial x_n} \xi_{\alpha\beta} \right) - \frac{\lambda}{2} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_n}. \]

Here we have used the fact that \( \sum_{\alpha} \Gamma_{n\alpha}^\alpha = \frac{1}{2} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_n} \). Note that \( \sum_{\alpha,\beta} g^{\alpha\beta} g_{\alpha\beta} = n - 1 \), and so
\[ \frac{1}{2} \sum_{\alpha,\beta} g^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_n} = \frac{1}{2} \sum_{\alpha,\beta} g_{\alpha\beta} \frac{\partial g^{\alpha\beta}}{\partial x_n}. \]
If we set \( h_1^{\alpha\beta} = \frac{\partial g^{\alpha\beta}}{\partial x_n}, h_1 = \sum_{\alpha,\beta} g_{\alpha\beta} h_1^{\alpha\beta} \), then (4.8) (which is uniquely determined by \( p_0 \)) can further be written as
\[ \frac{\lambda - (\lambda + 2\mu)d_1}{2} \sum_{\alpha,\beta} g_{\alpha\beta} \frac{\partial g^{\alpha\beta}}{\partial x_n} + (\lambda + 2\mu) d_2 \sum_{\alpha,\beta} \frac{\partial g^{\alpha\beta}}{\partial x_n} \xi_{\alpha\beta} = \left( \sum_{\alpha,\beta} g^{\alpha\beta} \xi_{\alpha\beta} \right)^{-1} \sum_{\alpha,\beta} \left( (\lambda + 2\mu) d_2 h_1^{\alpha\beta} + \frac{\lambda - (\lambda + 2\mu)d_1}{2} h_1 g^{\alpha\beta} \right) \xi_{\alpha\beta}. \]

Evaluating this on all unit vectors \( \xi' = (\xi_1, \cdots, \xi_{n-1}) \in T^*(\partial \Omega) \) shows that \( p_0 \) and the values of \( g_{\alpha\beta} \)
along \( \partial \Omega \) completely determine the matrix of quadratic form
\[ k_1^{\alpha\beta} = (\lambda + 2\mu)d_2 h_1^{\alpha\beta} + \frac{\lambda - (\lambda + 2\mu)d_1}{2} h_1 g^{\alpha\beta} \]
along \( \partial \Omega \). From (4.10) we have
\[ \sum_{\alpha,\beta} k_1^{\alpha\beta} g_{\alpha\beta} = (\lambda + 2\mu)d_2 \sum_{\alpha,\beta} h_1^{\alpha\beta} g_{\alpha\beta} + \frac{\lambda - (\lambda + 2\mu)d_1}{2} h_1 \sum_{\alpha,\beta} g^{\alpha\beta} g_{\alpha\beta} = h_1 \left( (\lambda + 2\mu)d_2 + (n - 1) \frac{\lambda - (\lambda + 2\mu)d_1}{2} \right). \]

Note that, under our assumption for any positive integer \( n \geq 2 \),
\[ (\lambda + 2\mu)d_2 + (n - 1) \frac{\lambda - (\lambda + 2\mu)d_1}{2} = (\lambda + 2\mu) \left( d_2 + \frac{n - 1}{2} \frac{\lambda}{\lambda + 2\mu} - d_1 \right) \]
\[ = (n - 1) \lambda^3 + (4n - 2) \lambda^2 \mu + (n + 5) \lambda \mu^2 + (14 - 8n) \mu^3 \neq 0. \]

It follows that
\[ h_1 = \frac{\sum_{\alpha,\beta} k_1^{\alpha\beta} g_{\alpha\beta}}{(\lambda + 2\mu)d_2 + (n - 1) \frac{\lambda - (\lambda + 2\mu)d_1}{2}}. \]

Thus, by (4.10) we get
\[ (\lambda + 2\mu)d_2 h_1^{\alpha\beta} = k_1^{\alpha\beta} + \frac{(\lambda + 2\mu)d_1 - \lambda}{2} \left( \sum_{\alpha,\beta} k_1^{\alpha\beta} g_{\alpha\beta} \right) g^{\alpha\beta}. \]

From \( \mu > 0 \) and \( \lambda + \mu \geq 0 \) we get \( d_2 = \frac{\mu(\lambda + 2\mu)}{(\lambda + 2\mu)(\lambda + 3\mu)} > 0 \). This shows that \( p_0 \) uniquely determines the \( h_1^{\alpha\beta} = \frac{\partial g^{\alpha\beta}}{\partial x_n} \) along \( \partial \Omega \).
In (4.12), by putting \( m = 1 \) we see that \( p_{-1} \) uniquely determines \( q_{-1} \). It follows from (4.38) that
\[
(q_1 - b_1)q_{-1} + q_{-1}q_1 = E_0,
\]
so
\[
\text{vec } q_{-1} = U^{-1}(\text{vec } E_0),
\]
where \( U^{-1} \) is given in section 3 and
\[
E_0 = -q_0^2 + i \sum_{l=1}^{n-1} \left( \frac{\partial q_1}{\partial x_l} \frac{\partial q_0}{\partial x_l} + \frac{\partial q_0}{\partial x_l} \frac{\partial q_1}{\partial x_l} \right) + \frac{1}{2} \sum_{l=1}^{n-1} \left( \frac{\partial^2 q_1}{\partial x_l^2} + \frac{\partial^2 q_1}{\partial x_l \partial x_r} \right) + b_0 q_0 - i \sum_{l=1}^{n-1} \frac{\partial b_1}{\partial x_l} \frac{\partial q_0}{\partial x_l} + \frac{\partial q_0}{\partial x_n} - c_0.
\]

(4.13) implies that \( q_{-1} \) and \( E_0 \) are determined each other. Therefore, \( p_{-1} \) uniquely determines \( E_0 \). Clearly, \( E_0 \) can be written as
\[
E_0 = \frac{\partial q_0}{\partial x_n} \begin{bmatrix} \rho_{1k} + R_{kn}^{(1)} \end{bmatrix}_{(n-1) \times (n-1)} + \begin{bmatrix} \rho_{1n} + R_{kn}^{(1)} \end{bmatrix}_{n \times 1} + T_{-1}^{(1)}(g_{\alpha\beta}),
\]
where and elsewhere each \( T_{-1}^{(s)}(g_{\alpha\beta}) \) is a matrix expression involving only \( g_{\alpha\beta}, g^{\alpha\beta}, \) their normal derivatives \( \frac{\partial g^{\alpha\beta}}{\partial x_n} \) and tangential derivatives along \( \partial \Omega \). Recall that \( \rho_{js} = \sum_{k,l=1}^{n} g^{kl} \frac{\partial \Gamma_{kl}^{(1)} - \Gamma_{kl}^{(1)}}{\partial x_k} + \sum_{k,l=1}^{n-1} g^{kl} \Gamma_{kl}^{(1)} - \Gamma_{kl}^{(1)} \Gamma_{kl}^{(2)} \) for \( s, l = 1, \cdots, n \). It follows that
\[
\rho_{nn} = \sum_{k,l=1}^{n} g^{kl} \frac{\partial \Gamma_{kl}^{(1)}}{\partial x_k} + T_{-1}^{(2)}(g_{\alpha\beta}) = 0 + T_{-1}^{(2)}(g_{\alpha\beta})
\]
because of \( \Gamma_{nn}^{(n-1)} = 0 \) (see (3.3)). Also, from
\[
R_{j}^{n} = \sum_{s,l=1}^{n} g^{sl} \left( \frac{\partial \Gamma_{sl}^{(1)}}{\partial x_l} - \frac{\partial \Gamma_{sl}^{(1)}}{\partial x_j} + \sum_{m=1}^{n} \left( \Gamma_{mn}^{(n-1)} \Gamma_{mr}^{(n-1)} - \Gamma_{mn}^{(n-1)} \Gamma_{mr}^{(n-1)} \right) \right),
\]
we see that
\[
R_{j}^{n} = \sum_{s,l=1}^{n} \left( - \frac{\partial \Gamma_{sl}^{(1)}}{\partial x_n} - \sum_{m=1}^{n} \Gamma_{mn}^{(n-1)} \Gamma_{mr}^{(n-1)} \right)
\]
\[
= - \frac{\partial}{\partial x_n} \left( \frac{1}{2} \sum_{\alpha, \beta} g_{\alpha\beta}^{\alpha\beta} \frac{\partial g_{\alpha\beta}}{\partial x_n} \right) + T_{-1}^{(3)}(g_{\alpha\beta})
\]
\[
= - \frac{1}{2} \sum_{\alpha, \beta} g_{\alpha\beta}^{\alpha\beta} \frac{\partial^2 g_{\alpha\beta}}{\partial x_n^2} + T_{-1}^{(4)}(g_{\alpha\beta}).
\]
In view of (4.7), we have
\[
\frac{\partial q_0}{\partial x_n} = \frac{\partial}{\partial x_n} \begin{bmatrix} \star \end{bmatrix}_{(n-1) \times (n-1)} + \begin{bmatrix} \star \end{bmatrix}_{n \times 1} + \begin{bmatrix} \star \end{bmatrix}_{(n-1) \times 1} + \begin{bmatrix} \star \end{bmatrix}_{n \times 1} + T_{-1}^{(5)}(g_{\alpha\beta})
\]
\[
= \begin{bmatrix} \star \end{bmatrix}_{(n-1) \times (n-1)} + \begin{bmatrix} \star \end{bmatrix}_{n \times 1} + \begin{bmatrix} \star \end{bmatrix}_{(n-1) \times 1} + \begin{bmatrix} \star \end{bmatrix}_{n \times 1} + T_{-1}^{(5)}(g_{\alpha\beta}).
\]
Combining this, (4.11) and (4.17) we get that the \((n, n)\)-entry of the matrix \(E_0\) is

\[
E_0^{nn} := \frac{d_1}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + \frac{d_2}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} - \frac{\lambda}{(\lambda + 2\mu)} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + T^{(6)}_-(g_{\alpha \beta})
\]

\[
= \frac{1}{2} \left( d_1 - \frac{\lambda}{(\lambda + 2\mu)} \right) \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + \frac{d_2}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + T^{(6)}_-(g_{\alpha \beta}).
\]

By applying \(\sum_{\alpha, \beta} g^{\alpha \beta} g_{\alpha \beta} = n - 1\) again, we have

\[
\sum_{\alpha, \beta} \left( \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + 2 \frac{\partial g_{\alpha \beta}}{\partial x_n} \frac{\partial g_{\alpha \beta}}{\partial x_n} + g_{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} \right) = 0,
\]

which implies

\[
\sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} = - \sum_{\alpha, \beta} g_{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + T^{(7)}_-(g_{\alpha \beta}).
\]

Hence

\[
E_0^{nn} = \frac{1}{2} \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + \frac{d_2}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + T^{(8)}_-(g_{\alpha \beta})
\]

\[
= \frac{1}{n - 1} \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + \frac{d_2}{2} \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2} + T^{(8)}_-(g_{\alpha \beta}).
\]

where \(h_2 := \sum_{\alpha, \beta} g_{\alpha \beta} \frac{\partial^2 g_{\alpha \beta}}{\partial x_n^2}\). Because \(E_0^{nn}\) is determined by \(p_{-1}\), we see that \(k_{2,2}^{\alpha \beta} := \frac{1}{2} \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) h_2 g^{\alpha \beta} + d_2 \frac{\partial^2 g^{\alpha \beta}}{\partial x_n^2}\), for all \(\alpha, \beta\), is also determined by \(p_{-1}\). From (4.11) and

\[
\sum_{\alpha, \beta} k_{2,2}^{\alpha \beta} g_{\alpha \beta} = \frac{1}{2} \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) h_2 \sum_{\alpha, \beta} g^{\alpha \beta} g_{\alpha \beta} + d_2 \sum_{\alpha, \beta} \frac{\partial^2 g^{\alpha \beta}}{\partial x_n^2} g_{\alpha \beta}
\]

\[
= \left\{ \frac{1}{2} (n - 1) \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) + d_2 \right\} h_2,
\]

we get

\[
h_2 = \frac{\sum_{\alpha, \beta} k_{2,2}^{\alpha \beta} g_{\alpha \beta}}{\frac{1}{2} (n - 1) \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) + d_2}
\]

for \((n - 1)\lambda^3 + (4n - 2)\lambda^2\mu + (n + 5)\lambda\mu^2 + (14 - 8n)\mu^3 \neq 0\). Thus

\[
\frac{\partial^2 g^{\alpha \beta}}{\partial x_n^2} = \frac{1}{d_2} \left\{ k_{2,2}^{\alpha \beta} - \frac{1}{2} \left( \frac{\lambda}{(\lambda + 2\mu)} - d_1 \right) h_2 g^{\alpha \beta} \right\}.
\]

Since the right-hand side of the above equality is determined by \(p_{-1}\), we get that \(\frac{\partial^2 g^{\alpha \beta}}{\partial x_n^2}, 1 \leq \alpha, \beta \leq n - 1\), can be uniquely determined by \(p_{-1}\) if \(\mu > 0, \lambda + \mu \geq 0\) and \((n - 1)\lambda^3 + (4n - 2)\lambda^2\mu + (n + 5)\lambda\mu^2 + (14 - 8n)\mu^3 \neq 0\).

Finally, from the symbol equation we have

\[
p_{-m-1} = p_{-m-1} = \begin{bmatrix} \mu \delta_{jk} & (n-1)\delta_{jk} \\ 0 & (n-1)\delta_{jk} \end{bmatrix} q_{-m-1}, \quad m \geq 1,
\]

so that \(p_{-m-1}\) uniquely determines \(q_{-m-1}\). Since \(q_{-m-1}\) satisfies (3.38), we have \(\text{vec} E_{-m} = U (\text{vec} q_{-m-1})\). This implies that \(q_{-m-1}\) uniquely determines \(\text{vec} E_{-m}\), and hence \(p_{-m-1}\) uniquely determines \(E_{-m}\).
Since $q_1, q_0, \ldots, q_{m}$ have been recovered by $p_1, p_0, \ldots, p_{m}$ from the previous discussion, if follows from (3.39) that $E_{-m}$ can be written as

\begin{equation}
E_{-m} = \frac{\partial q_{-m}}{\partial x_n} + T_{-m-1}^{(1)}(g_{\alpha \beta}),
\end{equation}

where and elsewhere $T_{-m-1}(g_{\alpha \beta})$ involves only the boundary values of $g_{\alpha \beta}$, $g^{\alpha \beta}$, and their normal derivatives of order at most $| \alpha | = m - 1$. According to (3.26) we get that $p_{m-1}$ uniquely determines $U(\text{vec } E_{-m})$, so $p_{m-1}$ uniquely determines $U(\text{vec } \frac{\partial q_{-m-1}}{\partial x_n}) + U(\text{vec } T_{-m-1}^{(1)}(g_{\alpha \beta}))$, where $U$ is given by (3.27) and determined by $p_1$, and vec $X$ is a stack of all columns of matrix $X$. Since $U(\text{vec } q_{-m}) = \text{vec } E_{-m+1}$, we have

\begin{equation}
U(\text{vec } \frac{\partial q_{-m}}{\partial x_n}) + U(\text{vec } T_{-m-1}^{(1)}(g_{\alpha \beta})) = \frac{\partial}{\partial x_n} (U(\text{vec } q_{-m}) - \frac{\partial U}{\partial x_n} (\text{vec } q_{-m})) + U(\text{vec } T_{-m-1}^{(1)}(g_{\alpha \beta})) = \frac{\partial}{\partial x_n} (\text{vec } E_{-m+1}) + T_{-m-1}^{(2)}(g_{\alpha \beta}).
\end{equation}

Proceeding now by induction, let $m \geq 1$, and suppose we have show that, when $-m + 1 \leq l + 1 \leq 0$, the $(n, n)$-entry of $E_{l+1}$ (i.e., the $n^2$-th entry of vec $E_{l+1}$) is

\begin{equation}
\left( \sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} \right)^{l+1} \left( \frac{1}{2} (d_1 - \frac{\lambda}{\lambda + 2 \mu}) \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^{\alpha+1} g_{\alpha \beta}}{\partial x_n^{\alpha+1}} + \frac{d_2}{2} \sum_{\alpha, \beta} \frac{\partial^{\alpha+1} g_{\alpha \beta}}{\partial x_n^{\alpha+1}} \right)
\end{equation}

where $T_{l-1}^{(3)}(g_{\alpha \beta})$ involves only the boundary values of $g_{\alpha \beta}$, $g^{\alpha \beta}$, and their normal derivatives of order at most $| \alpha |$ (Note that (4.23) holds for $l + 1 = 0$, see (4.18)). Combining above discussion and (4.22), we get that $p_{m-1}$ uniquely determines the $n^2$-th entry of $\frac{\partial}{\partial x_n} (\text{vec } E_{-m+1})$. However by (4.23), we see that the $n^2$-th entry of $\frac{\partial}{\partial x_n} (\text{vec } E_{-m+1})$ equals to

\begin{equation}
\frac{\partial}{\partial x_n} \left( \left( \sum_{\alpha, \beta} g^{\alpha \beta} \xi_{\alpha} \xi_{\beta} \right)^{l+1} \left( \frac{1}{2} (d_1 - \frac{\lambda}{\lambda + 2 \mu}) \sum_{\alpha, \beta} g^{\alpha \beta} \frac{\partial^{\alpha+1} g_{\alpha \beta}}{\partial x_n^{\alpha+1}} + \frac{d_2}{2} \sum_{\alpha, \beta} \frac{\partial^{\alpha+1} g_{\alpha \beta}}{\partial x_n^{\alpha+1}} \right) + T_{l-1}^{(4)}(g_{\alpha \beta}) \right)
\end{equation}

Thus, $p_{m-1}$ uniquely determines the following $k_{m+2}^{\alpha \beta}$:

\begin{equation}
k_{m+2}^{\alpha \beta} := \frac{1}{2} \left( -d_1 + \frac{\lambda}{\lambda + 2 \mu} \sum_{\gamma, \sigma} g_{\gamma \sigma} \frac{\partial^{\gamma+2} g_{\gamma \sigma}}{\partial x_n^{\gamma+2}} \right) + d_2 \frac{\partial^{\gamma+2} g^{\alpha \beta}}{\partial x_n^{\gamma+2}}.
\end{equation}
Since
\[ \sum_{\alpha,\beta} k_{m+2}^{\alpha\beta} g_{\alpha\beta} := \frac{1}{2} (-d_1 + \frac{\lambda}{\lambda + 2\mu}) \left( -d_1 + \frac{\lambda}{\lambda + 2\mu} + d_2 \right) = \left( \frac{n-1}{2} (-d_1 + \frac{\lambda}{\lambda + 2\mu} + d_2) \right) \sum_{\alpha,\beta} g_{\alpha\beta} \frac{\partial^{m+2} g_{\alpha\beta}}{\partial x_n^{m+2}}, \]
we get
\[ \sum_{\alpha,\beta} g_{\alpha\beta} \frac{\partial^{m+2} g_{\alpha\beta}}{\partial x_n^{m+2}} = \sum_{\alpha,\beta} k_{m+2}^{\alpha\beta} g_{\alpha\beta} \]
so that
\[ \frac{\partial^{m+2} g_{\alpha\beta}}{\partial x_n^{m+2}} = \frac{1}{d_2} \left( \sum_{\alpha,\beta} k_{m+2}^{\alpha\beta} g_{\alpha\beta} \right) \].

This shows that \( p_{-m-1} \) (together with \( p_1, \ldots, p_{-m} \)) determines the \( (m+2) \)-order normal derivatives of \( g^{\alpha\beta} \) if \( \mu > 0, \lambda + \mu \geq 0 \) and \( (n-1)\lambda^3 + (4n-2)\lambda^2 \mu + (n+5)\lambda \mu^2 + (14-8n)\mu^3 \neq 0 \). Therefore, the first \( (m+2) \)-order normal derivatives of \( g^{\alpha\beta} \) can be determined by \( p_1, \ldots, p_{-m-1} \) if \( \mu > 0, \lambda + \mu \geq 0 \) and \( (n-1)\lambda^3 + (4n-2)\lambda^2 \mu + (n+5)\lambda \mu^2 + (14-8n)\mu^3 \neq 0 \). This completes the proof of Proposition 4.1 by induction.

R. Kohn and M. Vogelius first showed that Dirichlet-to-Neumann map associated with the equation
\[ -\text{div} (a \nabla v) = 0 \]
uniquely determines \( a \) and its all order derivatives on \( \partial \Omega \) in [41], [42], [43], and J. Lee and G. Uhlmann showed that for the equation
\[ \frac{\partial}{\partial x_j} \sum_{j,k=1}^n \frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x_j} (\sqrt{|g|} g^{jk} \frac{\partial}{\partial x_k}) = 0, \]
the Dirichlet-to-Neumann map uniquely determines \( \{g_{jk}(x)|_{\partial \Omega}\} \), which are a very important results for global uniqueness theorems for various inverse boundary value problems (see [48], [50], [51]). Our new method has used the exact complicated calculations for the full symbol of the pseudodifferential operators \( \Xi_g \), and then get our result by discussing the \((n, n)\)-entry of \( p_{1-l}(x, \xi) \) for \( l = 0, 1, 2, 3, \ldots \), where \( p_{1-l}(x, \xi) \) is homogeneous in \( \xi \) of degree \( 1 - l \) for \( |\xi| \geq 1 \) and \( \sigma(\Xi_g) \sim \sum_{l \geq 0} p_{1-l}(x, \xi) \) (see also [55] and [21] for more details).

**Lemma 4.2.** Let \( \bar{\Omega} \) be a compact real-analytic \( n \)-dimensional Riemannian manifold with real-analytic boundary, \( n \geq 2 \), and let \( g \) and \( \bar{g} \) be real analytic metrics on \( \bar{\Omega} \). Assume that the Lamé constants \( \mu > 0 \) and \( \lambda \) satisfy \( \lambda + \mu > 0 \) and \( (n-1)\lambda^3 + (4n-2)\lambda^2 \mu + (n+5)\lambda \mu^2 + (14-8n)\mu^3 \neq 0 \). If \( \Xi_g = \Xi_{\bar{g}} \), then there exists a neighborhood \( \Delta \) of \( \partial \bar{\Omega} \) in \( \bar{\Omega} \) and a real-analytic map \( \varrho_0 : \Upsilon \to \bar{\Omega} \) such that \( \varrho_0 |_{\partial \Delta} = \text{identity} \) and \( g = \varrho_0^* \bar{g} \).

**Proof.** Let \( \Upsilon \) be some connected open set in the half-space \( \{x_n \geq 0\} \subset \mathbb{R}^n \) containing the origin. For any \( x_0 \in \partial \Omega \) we define a real-analytic diffeomorphism \( \zeta_{x_0} : \Upsilon \to \Upsilon_{x_0} \) (respectively, \( \zeta_{\bar{x}_0} : \Upsilon \to \Upsilon_{\bar{x}_0} \)), where \( \{x_1, \ldots, x_n\} \) (respectively, \( \{\bar{x}_1, \ldots, \bar{x}_n\} \)) denote the corresponding boundary normal coordinates for \( g \) (respectively, \( \bar{g} \)) defined on a connected neighborhood \( \Upsilon_{x_0} \) (respectively, \( \Upsilon_{\bar{x}_0} \)) of \( x_0 \) (see [45]). It follows from Proposition 4.1 that the metric \( \zeta_{x_0}^* g \) and \( \zeta_{\bar{x}_0}^* \bar{g} \) are real-analytic metric on \( \Upsilon \), where Taylor series at origin by explicit formulas involving the symbol of \( \Xi_g \) in \( \{x_n\} \) coordinates. Clearly, these two metric must be identical on \( \Upsilon \). Set \( \varrho_{x_0} = \zeta_{x_0} \circ \zeta_{x_0}^{-1} : \Upsilon_{x_0} \to \Upsilon_{x_0} \). Then, \( \varrho_{x_0} \) is a real-analytic diffeomorphism which fixes the portion of \( \partial \Omega \) lying in \( \Upsilon_{x_0} \) and satisfies \( \varrho_{x_0}^* \bar{g} = g \). Therefore, by such a construction for each \( x_0 \in \partial \Omega \), we get a real analytic map \( \varrho_0 : \Upsilon \to \bar{\Omega} \) such that \( \varrho_0 |_{\partial \Delta} = \text{identity} \) and \( \varrho_0^* \bar{g} = g \). [40]
Lemma 4.3 (Lee-Uhlmann-Myers, see p. 1107 of [48] or [63]). Let \( \Omega \) be a compact, connected, real-analytic \( n \)-manifold with real-analytic boundary, \( n \geq 2 \), and assume that \( \pi(\Omega, \partial \Omega) \) is trivial. Let \( g \) and \( \tilde{g} \) be real analytic metric on \( \Omega \), and suppose on some neighborhood \( \Omega \) of \( \partial \Omega \) in \( \overline{\Omega} \) we are given a real-analytic map \( \varrho_0 : \Omega \to \overline{\Omega} \) such that \( \varrho_0 \mid_{\partial \Omega} = \text{identity} \) and \( \varrho_0^* \tilde{g} = g \). Assume that one of the following conditions holds:

(a) \( \Omega \) is strongly convex with respect to both \( g \) and \( \tilde{g} \);

or

(b) either \( g \) or \( \tilde{g} \) extends to a complete real-analytic metric on a non-compact real-analytic manifold \( \overline{\Omega} \) without boundary containing \( \Omega \).

Then \( \varrho_0 \) extends to a real-analytic diffeomorphism \( \varrho : \overline{\Omega} \to \overline{\Omega} \) such that \( g = \varrho^* \tilde{g} \).

Proof of Theorem 1.1. From Proposition 4.1 and Lemma 4.2, we see that there exists a neighborhood \( \Omega \) of \( \partial \Omega \) in \( \overline{\Omega} \) and a real analytic map \( \rho_0 : \Omega \to \overline{\Omega} \) such that \( \rho_0 \mid_{\partial \Omega} = \text{identity} \) and \( g = \rho_0^* \tilde{g} \). It follows from Lee-Uhlmann-Mayers’ result (i.e., Lemma 4.3) that the map \( \rho_0 \) can be extends to a real analytic diffeomorphism \( \rho : \Omega \to \overline{\Omega} \) such that \( g = \rho^* \tilde{g} \). \( \square \)

Remark 4.4. i) The conclusion of Theorem 1.1 holds for any \( n \geq 2 \) if \( (\mu, \lambda) \in \{ (\mu, \lambda) \in \mathbb{R}^2 \mid \mu > 0, \lambda + \mu > 0, (n - 1)\lambda^3 + (4n - 2)\lambda^2\mu + (n + 5)\lambda \mu^2 + (14 - 8n)\mu^3 \neq 0 \} \). But for the Dirichlet-to-Neumann map associated with Laplacian, the corresponding result holds only for \( n \geq 3 \) because in two-dimensional case, Lee-Uhlmann’s result says that \( \varrho^* \tilde{g} \) is a conformal multiple of \( g \) (see [15]).

ii) In particular, if \( \Omega \) is simply connected in Theorem 5.3, then \( \pi_1(\Omega, \partial \Omega) = 0 \) (see p. 162 of [90]).

Remark 4.5. Using our new method, we can also prove that Theorem 1.1 and Corollary 1.2 hold when the Lamé constants \( \mu > 0 \) and \( \lambda \) become smooth functions on \( \Omega \) with \( \mu > 0 \) and \( \lambda + \mu > 0 \).

5. Spectral invariants of elastic Dirichlet-to-Neumann map

In this section, we will compute the heat (spectral) invariants of the elastic Dirichlet-to-Neumann map. Because we have explicitly obtained the full symbol of the Dirichlet-to-Neumann map \( \Xi_g \) associated with elastic Lamé operator, we can now calculate the local expressions for the first \( n - 1 \) heat invariants of \( \Xi_g \) by some new techniques together with symbol calculus.

We need the following lemma late:

Lemma 5.1. For any constants \( \tilde{a} \neq 0 \) and \( \tilde{b} \), we have

\[
\left[ \tilde{a} \delta_{jk} + \tilde{b} \xi_j \xi_k \right]_{(n-1) \times (n-1)^{-1}} = \left[ \frac{\delta_{jk} - \tilde{b} \xi_j \xi_k}{\tilde{a}(\tilde{a} + b|\xi'|^2) \xi_j \xi_k} \right]_{(n-1) \times (n-1)},
\]

where \( \xi' = (\xi_1, \ldots, \xi_{n-1}) \in \mathbb{R}^{n-1} \) and \( |\xi'| = \sqrt{\sum_{l=1}^{n-1} \xi_l^2} \).

Proof. Note that

\[
[\xi_j \xi_k]_{(n-1) \times (n-1)} [\xi_j \xi_k]_{(n-1) \times (n-1)} = |\xi'|^2 \xi_j \xi_k]_{(n-1) \times (n-1)}.
\]

This implies that the inverse of the matrix \( \left[ \tilde{a} \delta_{jk} + \tilde{b} \xi_j \xi_k \right]_{(n-1) \times (n-1)} \) has form

\[
\left[ \tilde{a} \delta_{jk} + \tilde{b} \xi_j \xi_k \right]_{(n-1) \times (n-1)}^{-1} = \left[ \xi_j \xi_k]_{(n-1) \times (n-1)} + \xi_j \xi_k \right]_{(n-1) \times (n-1)},
\]

where \( c \) and \( d \) are two undetermined constants. From

\[
I_{n-1} = \left[ \tilde{a} \delta_{jk} + \tilde{b} \xi_j \xi_k \right]_{(n-1) \times (n-1)} \left[ \xi_j \xi_k]_{(n-1) \times (n-1)} + \tilde{b} \xi_j \xi_k \right]_{(n-1) \times (n-1)}
\]

\[
= \tilde{a} c I_{n-1} + (\tilde{a} \tilde{d} + b \xi_j \xi_k]_{(n-1) \times (n-1)} + \tilde{b} \xi_j \xi_k \right]_{(n-1) \times (n-1)}.
\]
where we get
\[ \tilde{a}c = 1, \quad \tilde{a}d + bc + bd|\xi'|^2 = 0, \]
so that
\[ c = \frac{1}{\tilde{a}}, \quad d = -\frac{bc}{\tilde{a}} + \frac{b|\xi'|^2}{\tilde{a}}. \]
This yields (5.1).

**Proof of Theorem 1.3.** Step 1. Let \( \Psi(\tau) \) be a two-sided parametrix for \( \Xi_g - \tau I \), i.e., \( \Psi(\tau) \) is a pseudodifferential operator of order \(-1\) with parameter \( \tau \) for which
\[
(\Xi_g - \tau I) \Psi(\tau) = I \mod OP S^{-\infty},
\]
\[
\Psi(\tau) (\Xi_g - \tau I) = I \mod OP S^{-\infty},
\]
where \( I \) denotes the identity operator. Because \( \Xi_g \) is an elliptic pseudodifferential operator of order 1, it follows (see [83]) that such an \( \Psi(\tau) \) is also a pseudodifferential operator of order \(-1\) with symbol
\[ \psi(x', \xi', \tau) \sim \psi_1(x', \xi', \tau) + \psi_2(x', \xi', \tau) + \cdots + \psi_{-1-m}(x', \xi', \tau) + \cdots. \]
Let the complex parameter \( \tau \) have homogeneity 1, and let the \( \psi_{-1-m}(x', \xi', \tau) \) be homogeneous of order \(-1-m\) in the variables \((\xi', \tau)\). This infinite sum defines \( \psi \) asymptotically. The symbol of the composition of the operator defined by \( \Psi \) is given by (see [28], [83], [85] or p. 71 of [32])
\[
\iota((\Xi_g - \tau I)\Psi) \sim \sum \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} (\iota(\Xi_g - \tau I))) (\partial^\vartheta_x \psi),
\]
where \( \vartheta = (\vartheta_1, \ldots, \vartheta_n) \) is a multi-index, \( \iota(A) \) is the full symbol of a pseudodifferential operator \( A \). Set \( \varsigma_1 = p_1(x', \xi') - \tau I, \quad \varsigma_0 = p_0(x', \xi'), \ldots, \varsigma_k(x', \xi') = p_k(x', \xi'), \ldots \). Decompose this sum into order of homogeneity:
\[
\sigma((\Xi_g - \tau I)\Psi) \sim \sum_{0 \leq \iota \leq m, -1-m \leq -1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-1-\iota}).
\]
From (5.2) we get the equations:
\[
I = \sum_{-m=k-|\vartheta|-1-l \atop 0 \leq \iota \leq m, -1-m \leq -1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-1-\iota}) = (p_1(x', \xi') - \tau I) \psi_{-1}(x', \xi'),
\]
\[
0 = \sum_{-m=k-|\vartheta|-1-l \atop 0 \leq \iota \leq m, -1-m \leq -1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-1-\iota}) = (p_1(x', \xi') - \tau I) \psi_{-1-m}(x', \xi', \tau)
\]
\[
+ \sum_{-m=k-|\vartheta|-1-l \atop 0 \leq \iota \leq m, m \geq 1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-1-\iota}(x', \xi', \tau)).
\]
These equations define the \( \psi_{-1-m} \) inductively, as follows:
\[
\psi_{-1}(x', \xi', \tau) = (p_1(x', \xi') - \tau I)^{-1},
\]
\[
\psi_{-1-m}(x', \xi', \tau) = -(p_1(x', \xi') - \tau I)^{-1} \sum_{-m=k-|\vartheta|-1-l \atop 0 \leq \iota \leq m, m \geq 1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-1-\iota}), \quad m \geq 1.
\]
For example, we can write out the first three terms for \( \psi_{-1}, \psi_{-2} \) and \( \psi_{-3} \):
\[
\psi_{-1}(x', \xi', \tau) = (p_1 - \tau I)^{-1},
\]
\[
\psi_{-2}(x', \xi', \tau) = (p_1 - \tau I)^{-1} \sum_{-m=k-|\vartheta|-1-l \atop 0 \leq \iota \leq m, m \geq 1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-2-\iota}),
\]
\[
\psi_{-3}(x', \xi', \tau) = (p_1 - \tau I)^{-1} \sum_{-m=k-|\vartheta|-1-l \atop 0 \leq \iota \leq m, m \geq 1, k \leq 1} \frac{(-i)^{|\vartheta|}}{\vartheta!} (\partial^\vartheta_{\xi'} \varsigma_k) (\partial^\vartheta_x \psi_{-3-\iota}).
\]
From the theory of elliptic equations (see [60], [61], [62], [67], [76]), we see that the elastic Dirichlet-to-Neumann map $\Xi_g$ associated with Lamé operator can generate a strongly continuous semigroup $e^{-t\Xi_g}$ in a suitable space of vector-valued functions defined on $\partial\Omega$. Furthermore, there exists a matrix-valued function $K(t, x', y')$, which is called the parabolic kernel, such that (see p. 4 of [21])

(5.9) \[ K(t, x', y') = \sum_{k=1}^{\infty} e^{-\tau_k} u_k(x') \otimes u_k(y'). \]

This implies that the integral of the trace of $K(t, x', y')$ is actually a spectral invariant:

(5.10) \[ \int_{\partial\Omega} \text{Tr}(K(t, x', x')) dS(x') = \sum_{k=1}^{\infty} e^{-\tau_k}. \]

On the other hand, the strongly continuous semigroup $e^{-t\Xi_g}$ can also be represented as

(5.11) \[ e^{-t\Xi_g} = \frac{i}{2\pi} \int_{C} e^{-\lambda} (\Xi_g - \tau I)^{-1} d\tau, \]

where $C$ is a suitable curve in the complex plane in the positive direction around the spectrum of $\Xi_g$ (i.e., a contour around the positive real axis). It follows that

(5.12) \[ \text{Tr} (K(t, x', x')) = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{i(x' - y', \xi')} \left\{ \frac{i}{2\pi} \int_{C} e^{-\tau} \left( \text{Tr} (\Xi_g - \tau I)^{-1} \right) d\tau \right\} d\xi'. \]

Thus

(5.13) \[ \sum_{k=1}^{\infty} e^{-\tau_k} = \int_{\partial\Omega} \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \left\{ \frac{i}{2\pi} \int_{C} e^{-\tau} \left( \text{Tr} (\Xi_g - \tau I)^{-1} \right) d\tau \right\} d\xi' dS(x'), \]
We will calculate the asymptotic expansion of the trace of the semigroup $e^{-t\xi}$ as $t \to 0^+$. More precisely, we will figure out

$$\tilde{a}_m(x') = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \int_C e^{-t\tau} \text{Tr} \left( \psi_{-1-m}(x', \xi', \tau) \right) d\xi'$$

for $0 \leq m \leq n-1$.

Step 2. In order to make the eigenvalues are nonnegative, we have taken the principal symbol of $p_1$ is positive. By (4.2), we have

$$p_1(x', \xi') - \tau I_n$$

precisely, we will figure out

$$p_1(x', \xi') - \tau I_n := \begin{bmatrix} 1 & \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta \delta_{jk} + s_2 \mu \sum_{\alpha} g^{\alpha j} \xi_\alpha \xi_k - \tau \delta_{jk} & \sum_{\alpha} g^{\alpha j} \xi_\alpha \\ (s_5(\lambda + 2\mu) - i\lambda) & (s_1 + s_3)(\lambda + 2\mu) \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta - \tau \end{bmatrix}.$$

Let us denote

$$p_1 - \tau I_n := \begin{bmatrix} [p_1^{jk} - \tau \delta_{jk}]_{(n-1) \times (n-1)} & [p_1^{jn}]_{1 \times (n-1)} \\ [p_1^{nk}]_{1 \times (n-1)} & [p_1^{nn} - \tau] \end{bmatrix},$$

where

$$p_1^{jk} - \tau \delta_{jk} = s_1 \mu \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta \delta_{jk} + s_2 \mu \sum_{\alpha} g^{\alpha j} \xi_\alpha \xi_k - \tau \delta_{jk}, \quad 1 \leq j, k \leq n-1,$$

$$p_1^{jn} = \mu(s_4 - i) \sum_{\alpha} g^{\alpha j} \xi_\alpha, \quad 1 \leq j \leq n-1,$$

$$p_1^{nk} = (s_5(\lambda + 2\mu) - i\lambda) \xi_k, \quad 1 \leq k \leq n-1,$$

$$p_1^{nn} - \tau = (s_1 + s_3)(\lambda + 2\mu) \sum_{\alpha, \beta} g^{\alpha \beta} \xi_\alpha \xi_\beta - \tau.$$

It is easy to verify that

$$(p_1(x', \xi') - \tau I_n)^{-1} := \begin{bmatrix} \sigma & \eta \\ \zeta & \theta \end{bmatrix},$$

where

$$\sigma = \left( [p_1^{jk} - \tau \delta_{jk}]_{(n-1) \times (n-1)} - \frac{1}{p_1^{nn} - \tau} [p_1^{jn}]_{(n-1) \times 1} [p_1^{nk}]_{1 \times (n-1)} \right)^{-1},$$

$$\zeta = -\frac{1}{p_1^{nn} - \tau} [p_1^{nk}]_{1 \times (n-1)} \left( [p_1^{jk} - \tau \delta_{jk}]_{(n-1) \times (n-1)} - \frac{1}{p_1^{nn} - \tau} [p_1^{jn}]_{(n-1) \times 1} [p_1^{nk}]_{1 \times (n-1)} \right)^{-1},$$

$$\eta = -\frac{1}{p_1^{nn} - \tau} \left( [p_1^{jk} - \tau \delta_{jk}]_{(n-1) \times (n-1)} - \frac{1}{p_1^{nn} - \tau} [p_1^{jn}]_{(n-1) \times 1} [p_1^{nk}]_{1 \times (n-1)} \right)^{-1} [p_1^{jn}]_{(n-1) \times 1},$$

$$\theta = \frac{1}{p_1^{nn} - \tau} \left( 1 + \frac{[p_1^{nk}]_{1 \times (n-1)}}{(p_1^{nn} - \tau)} \left( [p_1^{jk} - \tau \delta_{jk}]_{(n-1) \times (n-1)} - \frac{1}{p_1^{nn} - \tau} [p_1^{jn}]_{(n-1) \times 1} [p_1^{nk}]_{1 \times (n-1)} \right) \right)^{-1} [p_1^{jn}]_{(n-1) \times 1}.$$
\[-\frac{1}{\pi_1^{nn} - \tau} \left\{ p_1^{jn} \left|_{(n-1)\times 1} \left[ p_1^{nk} \right|_{1\times (n-1)} \right)^{-1} \right\}.\]

In particular, at the origin $x_0$ of the boundary normal coordinates (see (2.27)) we get

\[(5.16)\]
\[
\sigma = \left[ (s_1\mu|\xi'| - \tau)\delta_{jk} + \frac{\mu(s_4 - i)(s_5(\lambda + 2\mu) - i\lambda)}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau} \xi_j \xi_k \right]_{(n-1)\times (n-1)}^{-1}.
\]

Applying Lemma 5.1 to the expression (5.16) of $\sigma$, we have

\[(5.17)\]
\[
\sigma = \frac{1}{s_1\mu|\xi'| - \tau} \left[ \delta_{jk} - \omega \xi_j \xi_k \right]_{(n-1)\times (n-1)},
\]

where
\[
\omega = \frac{\mu s_2((s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau) - |\xi'|\mu(s_4 - i)(s_5(\lambda + 2\mu) - i\lambda)}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau)(s_1 s_2 + \xi|\xi'| - \tau)(s_5(\lambda + 2\mu) - i\lambda)|\xi'|^3}.
\]

Obviously, $\omega$ can be rewritten as

\[(5.18)\]
\[
\omega = \frac{\mu s_2((s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau) - |\xi'|\mu(s_4 - i)(s_5(\lambda + 2\mu) - i\lambda)}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau)(s_1 s_2 + \xi|\xi'| - \tau)(s_5(\lambda + 2\mu) - i\lambda)|\xi'|^3}.
\]

where $\tau_+ = 2\mu|\xi'|$, $\tau_- = \frac{\mu(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau}{\lambda + 3s_1}$. Therefore,

\[(5.19)\]
\[
\psi^{-1}(x_0, \xi', \tau) := \left( p_1(x_0, \xi') - \tau I_n \right)^{-1} = \left[ \begin{array}{c|c}
\sigma & (s_4 - i) \\
\hline
(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau & \xi_j \end{array} \right]_{(n-1)\times (n-1)} \left[ \begin{array}{c|c}
(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau & \xi_j \end{array} \right]_{(n-1)\times (n-1)}^{-1}.
\]

It follows that

\[
\text{Tr} (\sigma) = \frac{1}{s_1\mu|\xi'| - \tau} \left\{ n - 1 - \frac{s_2\mu((s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau)(s_4 - i)(s_5(\lambda + 2\mu) - i\lambda)|\xi'|^2}{((s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau)((s_1 + s_2)(\lambda + 2\mu)|\xi'| - \tau)(s_5(\lambda + 2\mu) - i\lambda)|\xi'|^2} \right\}
\]

and

\[
\theta = \frac{1}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau} \left\{ 1 + \frac{(s_5(\lambda + 2\mu) - i\lambda)(s_4 - i)(s_5(\lambda + 2\mu) - i\lambda)|\xi'|^2}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau)((s_1 + s_2)(\lambda + 2\mu)|\xi'| - \tau)(s_5(\lambda + 2\mu) - i\lambda)|\xi'|^2} \right\}.
\]

Thus we have

\[(5.20)\]
\[
\text{Tr} (\psi^{-1}(x_0, \xi', \tau)) = \text{Tr} (\sigma) + \theta
\]
applying residue theorem of complex variable function (see \[2\]), we find from (5.20) that
\[
\begin{align*}
&= -\frac{n - 1}{\tau - \mu|\xi'|s_1} - \frac{1}{\tau - |\xi'|((\lambda + 2\mu)(s_1 + s_3) - s_2)} - \frac{\mu|\xi'|s_2}{(\tau - \tau_+)(\tau - \tau_-)} \\
&+ \frac{\mu|\xi'|^2((s_1 + (\lambda + 2\mu)(s_1 + s_3) - s_2)(s_1 + s_3) + (-s_2(\lambda + 2\mu) + \mu)\lambda(s_4 - i))}{(\tau - \tau_+)(\tau - \tau_-)(\tau - \mu|\xi'|s_1)} \\
&+ \frac{\mu^2|\xi'|^3s_2(-s_2(\lambda + 2\mu) + \mu)\lambda(s_4 - i)}{(\tau - \tau_+)(\tau - \tau_-)(\tau - |\xi'|((\lambda + 2\mu)(s_1 + s_3))^2)} \\
&- \frac{\mu^2|\xi'|^4(s_2((\lambda + 2\mu)(s_1 + s_3) - s_2) + (-s_2(\lambda + 2\mu) + \mu)\lambda(s_4 - i))(-s_2(\lambda + 2\mu) + \mu)\lambda(s_4 - i)}{(\tau - \tau_+)(\tau - \tau_-)(\tau - |\xi'|((\lambda + 2\mu)(s_1 + s_3))^2)} \\
&:= I_{1(0)} + I_{2(0)} + I_{3(0)} + I_{4(0)} + I_{5(0)} + I_{6(0)} + I_{7(0)},
\end{align*}
\]
where
\[
I_{1(0)} = -\frac{n - 1}{\tau - \mu|\xi'|},
\]
\[
I_{2(0)} = \frac{\lambda + 3\mu}{4\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|},
\]
\[
I_{3(0)} = \frac{\mu|\xi'||(\lambda + \mu)}{(\tau - 2\mu|\xi'|)(2\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|)},
\]
\[
I_{4(0)} = \frac{\mu^2|\xi'|^2(\lambda - \mu)}{(\tau - |\xi'|)((\lambda + 2\mu)(\lambda + 3\mu) - |\xi'|)^2},
\]
\[
I_{5(0)} = \frac{\mu^3|\xi'|^3(\lambda + \mu)}{(\tau - \mu|\xi'|)(2\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|)^2},
\]
\[
I_{6(0)} = \frac{\mu^4|\xi'|^4(\lambda - \mu)}{(\tau - \mu|\xi'|)(2\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|)(4\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|)^2},
\]
\[
I_{7(0)} = \frac{\mu^5|\xi'|^5(\lambda + \mu)}{(\tau - \mu|\xi'|)(2\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|)(4\mu^2|\xi'| - \lambda - 3\mu + 2\lambda \mu|\xi'|)^2}.
\]

It is easily seen that \(\tau_+\), \(\tau_-\), \(\mu|\xi'|\) and \((\lambda + 2\mu)(s_1 + s_3)|\xi'|\) are distinct numbers for any \(|\xi'| \neq 0\). By applying residue theorem of complex variable function (see \[2\]), we find from (5.20) that
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{1(0)}) \, d\tau = -(n - 1)e^{-\mu|\xi'|t},
\]
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{2(0)}) \, d\tau = -e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}},
\]
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{3(0)}) \, d\tau = \frac{\lambda + 3\mu}{4\mu}e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}} - \frac{\lambda + \mu}{4\mu}e^{-2\mu|\xi'|t},
\]
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{4(0)}) \, d\tau = -\frac{\lambda + 3\mu}{4\mu}e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}} + \frac{\lambda - \mu}{4\mu}e^{-2\mu|\xi'|t} + e^{-\mu|\xi'|t},
\]
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{5(0)}) \, d\tau = \frac{4\mu^2(\lambda + 3\mu + \mu^2|\xi'|t + \lambda \mu|\xi'|t)}{(\lambda + 3\mu)(\lambda + \mu)^2}e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}}
\]
\[
\frac{4\mu^2}{(\lambda + \mu)^2}e^{-\mu|\xi'|t},
\]
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{6(0)}) \, d\tau = -\frac{\mu|\xi'|t(\lambda + \mu)}{(\lambda + 3\mu)}e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}} + \frac{\lambda + \mu}{4\mu}e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}}
\]
\[
- \frac{\lambda + \mu}{4\mu}e^{-2\mu|\xi'|t},
\]
\[
\frac{1}{2\pi i} \int_c e^{-\tau t}(I_{7(0)}) \, d\tau = \frac{(\lambda - \mu)(\lambda + 3\mu + \mu^2|\xi'|t + \lambda \mu|\xi'|t)}{(\lambda + \mu)^2}e^{-\frac{2\mu(\lambda + 2\mu)|\xi'|t}{\lambda + 3\mu}}
\]
Thus
\[ i \frac{1}{2\pi} \int_{C} e^{-\tau Tr((p_1 - \tau I_n)^{-1})} d\tau = -\frac{1}{2\pi i} \int_{C} e^{-\tau} \left( \sum_{l=1}^{7} I_l(0) \right) d\tau \]
\[ = e^{-2\mu|\xi'|t} + e^{\frac{2\mu(\lambda + \mu)}{\lambda + 3\mu} |\xi'|t} + (n - 2) e^{-\mu|\xi'|t}. \]

It follows from [51] that for any positive constant \( C \),
\[ \int_{\mathbb{R}^{n-1}} e^{-C \sum_{j=1}^{n-1} \xi_j^2} d\xi_1 d\xi_2 \cdots d\xi_{n-1} = \frac{\text{vol}(\mathbb{S}^{n-2}) \Gamma(n - 1)}{C^{n-1}} \]
for \( n \geq 2 \).

where \( \text{vol}(\mathbb{S}^{n-2}) = \frac{2\pi^{(n-1)/2}}{\Gamma\left(\frac{n-1}{2}\right)} \) is the area of \((n-2)\)-dimensional unit sphere \( \mathbb{S}^{n-2} \) in \( \mathbb{R}^{n-1} \), and \( \Gamma \) is the gamma function. Therefore we have
\[ \tilde{a}_0(x') = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \left( \frac{i}{2\pi i} \int_{C} e^{-\tau} \left( \sum_{l=1}^{7} I_l(0) \right) d\tau \right) d\xi_1 d\xi_2 \cdots d\xi_{n-1} \]
\[ = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \left( e^{-2\mu|\xi'|t} + e^{\frac{2\mu(\lambda + \mu)}{\lambda + 3\mu} |\xi'|t} + (n - 2) e^{-\mu|\xi'|t} \right) d\xi_1 d\xi_2 \cdots d\xi_{n-1} \]
\[ = t^{1-n} \frac{(n - 2)! \text{vol}(\mathbb{S}^{n-2})}{(2\pi)^{n-1}} \left( 1 + \frac{\lambda + 3\mu}{\lambda + \mu} \right)^{n-1} + (n - 2) =: t^{1-n} a_0(x'). \]

Step 3. At the origin \( x_0 = (0, \cdots, 0) \) of the boundary normal coordinates, by [81] and [2.27] we have
\[ E_1 = (b_0 q_1)|_{x_0} + \frac{\partial q_1}{\partial x_n}|_{x_0} x_0 - c_1 \]
\[ = \left[ \begin{array}{c} \frac{1}{2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \delta_{jk} + \frac{\partial g_{jk}}{\partial x_n} \| \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \delta_{jk} - \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \delta_{jk} - \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \delta_{jk} \end{array} \right] \]
\[ + \left[ \begin{array}{c} \frac{1}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \delta_{jk} - \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \delta_{jk} - \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \delta_{jk} \end{array} \right] \]
\[ \left[ \begin{array}{c} \frac{1}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \delta_{jk} - \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \xi_\eta \delta_{jk} \end{array} \right] \]
\[ \left[ \begin{array}{c} \frac{1}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \xi_\eta \delta_{jk} - \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \xi_\eta \xi_\zeta \delta_{jk} + \frac{x_j}{2\xi^2} \sum_{\alpha} \frac{\partial g_{\alpha\alpha}}{\partial x_n} \xi_\alpha \xi_\beta \xi_\gamma \xi_\delta \xi_\epsilon \xi_\zeta \xi_\eta \xi_\zeta \xi_\eta \delta_{jk} \end{array} \right] \]
\[ \left[ \begin{array}{c} 0 \end{array} \right] \]

Since \( \sum_{\gamma} g^{\alpha \gamma} g_{\gamma \beta} = \delta_{\alpha \beta} \) for all \( 1 \leq \alpha, \beta \leq n - 1 \), we get
\[ \sum_{\gamma} \left( \frac{\partial g^{\alpha \gamma}}{\partial x_n} g_{\gamma \beta} + g^{\alpha \gamma} \frac{\partial g_{\gamma \beta}}{\partial x_n} \right) \bigg|_{x_0} = 0, \]
i.e.,
\[ \frac{\partial g^{\alpha \beta}}{\partial x_n} \bigg|_{x_0} = - \frac{\partial g_{\alpha \beta}}{\partial x_n} \bigg|_{x_0} \]
for all \( 1 \leq \alpha, \beta \leq n - 1 \).

Thus, applying this and (2.27) once more, we get
\[ (5.23) \]
\[ E_1 = s_1 \left( \sum_\alpha \kappa_\alpha |\xi| - \sum_\alpha \frac{\kappa_\alpha \xi_\alpha^2}{|\xi|^2} \right) I_n \]

\[
\begin{bmatrix}
2s_1 |\xi| \kappa_\alpha \delta_{\alpha \beta} + 2s_2 \left( \sum_\alpha \kappa_\alpha \xi_\alpha \xi_\beta \left( \frac{s_4}{|\xi|^2} \right) \right) + 2s_3 \left( \sum_\alpha \kappa_\alpha \xi_\alpha \xi_\beta \left( \frac{s_4}{|\xi|^2} \right) \right)
\end{bmatrix}
\]

\[
\left( s_4 - \frac{i(\lambda + \mu)}{\mu} \right) \left( \sum_\alpha \kappa_\alpha \xi_\beta \right)
\]

\[
\frac{1}{1 \times (n-1)}
\]

where \( \kappa_\alpha = \frac{\partial^2}{\partial x_\alpha^2} |x| \), \( 1 \leq \alpha \leq n - 1 \) is the principal curvature of \( \partial \Omega \) at the origin \( x_0 \). At the origin (see (2.27)) of the boundary normal coordinates, (3.35) becomes

(5.24)

\[
X = \frac{1}{|\xi|} E + \begin{bmatrix}
\frac{\xi_\alpha \xi_\beta}{|\xi|^2} & \frac{\xi_\beta}{|\xi|^2} & \frac{1}{|\xi|} \\
\frac{\xi_\beta}{|\xi|^2} & \frac{1}{|\xi|} & \frac{1}{|\xi|} \\
\frac{1}{|\xi|} & \frac{1}{|\xi|} & \frac{1}{|\xi|}
\end{bmatrix}
\]

Now, by replacing \( E \) and \( X \) in (5.24) by \( E_1 \) and \( q_0 \) at the origin \( x_0 \) of the boundary normal coordinates, respectively, we get

(5.25)

\[
q_0 = s_1 \left( \sum_\alpha \kappa_\alpha - \sum_\alpha \frac{\kappa_\alpha \xi_\alpha^2}{|\xi|^2} \right) I_n + \begin{bmatrix}
q_0^k \\
q_0^m
\end{bmatrix}
\]

where

(5.26)

\[
q_0^{jk} = 2s_1 \bar{s}_1 \kappa_j \delta_{jk} + \left( 2s_1 \bar{s}_2 + \frac{2i\mu}{\lambda + 2\mu} \bar{s}_4 \right) \frac{\xi_j \kappa \xi_k}{|\xi|^2}
\]

\[
+ \left( 2s_1 \bar{s}_6 + 2(s_4 - i)\bar{s}_9 - 2s_4 \bar{s}_8 \right) \frac{\xi_j \xi_k}{|\xi|^2} + \left( \left( s_1 \left( \bar{s}_2 + \bar{s}_6 + \bar{s}_{10} + \bar{s}_{22} \right) + s_2 \left( \bar{s}_1 + \bar{s}_2 + \bar{s}_6 + \bar{s}_{10} + \bar{s}_{22} \right) + s_3 \bar{s}_{22} + \left( s_4 - \frac{i(\lambda + \mu)}{\mu} \right) \bar{s}_8 + \bar{s}_{14} \right)
\]

\[
+ s_5 \left( \sum_\alpha \kappa_\alpha \xi_\alpha \xi_\beta \left( \frac{s_4}{|\xi|^2} \right) \right) + \left( s_2 \bar{s}_2 + (s_1 + s_2) \bar{s}_{10} + \frac{2i\mu}{\lambda + 2\mu} \bar{s}_{18} \right)
\]
\[-2i\bar{s}_{14} - s_1(\bar{s}_2 + \bar{s}_6 + \bar{s}_{22}) + s_2(\bar{s}_1 + \bar{s}_6) - s_3\bar{s}_{22}\left(\sum_\alpha \kappa_\alpha \zeta_\alpha^2 \frac{\bar{\xi}_k \xi_k}{|\xi'|^4}\right),\]

\[q_0^{jn} = \left\{ s_1(\bar{s}_4 + \bar{s}_9 + \bar{s}_{14} - \bar{s}_{18}) + s_2(\bar{s}_9 + \bar{s}_{14}) + s_3(\bar{s}_4 - \bar{s}_{18}) + \left( s_4 - \frac{i(\lambda + \mu)}{\mu}\right)(\bar{s}_1 + \bar{s}_2 + \bar{s}_{17} - \bar{s}_{10}) + s_5\bar{s}_{22}\left(\sum_\alpha \kappa_\alpha \frac{\bar{\xi}_i}{|\xi'|}\right)\right\},\]

\[q_0^{kn} = \left\{ \begin{array}{c} 2i\mu \left( \lambda + 2\mu \right)(\bar{s}_1 + \bar{s}_3) \left(\sum_\alpha \kappa_\alpha \frac{\bar{\xi}_k}{|\xi'|}\right) + \left\{ s_1(\bar{s}_5 + \bar{s}_8 + \bar{s}_{15} + \bar{s}_{19}) + s_2(\bar{s}_5 + \bar{s}_{19}) + s_3(\bar{s}_8 + \bar{s}_{15}) + (s_4 - \frac{i(\lambda + \mu)}{\mu})\bar{s}_{23} \\ + s_5(\bar{s}_1 + \bar{s}_3 + \bar{s}_6 + \bar{s}_{11}) \right\} \left(\sum_\alpha \kappa_\alpha \frac{\bar{\xi}_k}{|\xi'|}\right) \end{array}\right\} + \left\{ (s_1 + s_2)\bar{s}_{19} + s_2\bar{s}_5 - 2i\bar{s}_{23} \\ - s_1(\bar{s}_5 + \bar{s}_8 + \bar{s}_{15}) - s_3(\bar{s}_8 + \bar{s}_{15}) + \frac{2i\mu}{\lambda + 2\mu}(\bar{s}_6 + \bar{s}_{11}) \left(\sum_\alpha \kappa_\alpha \zeta_\alpha^2 \frac{\bar{\xi}_k}{|\xi'|^3}\right)\right\}.

Thus

\begin{equation}
(5.27) \quad p_0 = \begin{bmatrix}
[\mu \delta_{jk}]_{(n-1)\times(n-1)} & [0]_{(n-1)\times 1} \\
[0]_{1\times (n-1)} & \lambda + 2\mu
\end{bmatrix} q_0 = \begin{bmatrix}
[0]_{(n-1)\times(n-1)} & [0]_{(n-1)\times 1} \\
[0]_{1\times (n-1)} & \lambda \sum_{\alpha=1}^{n-1} \kappa_\alpha
\end{bmatrix} q_0.
\end{equation}

where \(q_0^{jk}, q_0^{jn}, q_0^{kn}, q_0^{nn}\) are given by (5.24). Since \((p_1(x', \xi') - \tau I)\psi_{-1} = I\), we have that for \(1 \leq \alpha \leq n-1\),

\[
\frac{\partial (p_1(x', \xi') - \tau I)}{\partial x_\alpha} \psi_{-1} + (p_1(x', \xi') - \tau I) \frac{\partial \psi_{-1}}{\partial x_\alpha} = 0.
\]

Combining this and \(\frac{\partial (p_1(x', \xi') - \tau I)}{\partial x_\alpha} |_{x=x_0} = 0\) (by (5.15)), we get

\[
\frac{\partial \psi_{-1}}{\partial x_\alpha}(x_0, \xi') = 0 \quad \text{for } 1 \leq \alpha \leq n-1.
\]
It follows from these and (5.27) that

\[(5.28)\]
\[
\psi_{-2}(x_0, \xi') = -\psi_{-1}(x_0, \xi') p_0(x_0', \xi') \psi_{-1}(x_0, \xi').
\]

By direct calculations, we get

\[(5.29)\]
\[
\text{Tr} (\psi_{-1} p_0 \psi_{-1}) = \text{Tr} (\psi_{-1}^2 p_0)
\]
\[
= \left( (n+1) \mu s_1 \bar{s}_1 \sum_{\alpha} \kappa_{\alpha} - (n-1) \mu s_1 \bar{s}_1 \frac{\sum_{\alpha} \kappa_{\alpha} \xi_{\alpha}^2}{|\xi'|^2} + M_2 + M_4 \right) \frac{1}{(s_1 \mu |\xi'| - \tau)^2}
\]
\[
+ (s_5 (\lambda + 2 \mu) - i \lambda) \mu (s_4 - i) (M_1 |\xi'|^2 + M_3) \frac{(1 - \omega |\xi'|^2)^2}{((s_1 + s_3) (\lambda + 2 \mu) |\xi'| - \tau)^2 (s_1 \mu |\xi'| - \tau)^2}
\]
\[
+ M_1 \frac{(s_1 + s_3) (\lambda + 2 \mu) |\xi'| - \tau)^2}{(s_1 + s_3) (\lambda + 2 \mu) |\xi'| - \tau)^2}
\]
\[
+ M_2 |\xi'|^2 \omega^2 \frac{(s_1 \mu |\xi'| - \tau)^2}{(s_1 \mu |\xi'| - \tau)^2} - 2M_3 \frac{\omega}{(s_1 \mu |\xi'| - \tau)^2}
\]
\[
+ (M_5 + M_6) \left\{ \frac{(s_1 + s_3) (\lambda + 2 \mu) |\xi'| - \tau)^2 (s_1 \mu |\xi'| - \tau)^2}{((s_1 + s_3) (\lambda + 2 \mu) |\xi'| - \tau) (s_1 \mu |\xi'| - \tau)^2}
\]
\[
+ 1 - \omega |\xi'|^2
\]
\[
+ \frac{(s_5 (\lambda + 2 \mu) - i \lambda) \mu (s_4 - i) |\xi'|^2 (1 - \omega |\xi'|^2)^2}{((s_1 + s_3) (\lambda + 2 \mu) |\xi'| - \tau)^2 (s_1 \mu |\xi'| - \tau)^2}ight\},
\]

where \(\omega\) is given by (5.18) and

\[
M_1 := \sum_{\alpha} \kappa_{\alpha} \left\{ - \lambda + (\lambda + 2 \mu) \left( (s_1 + s_3) (\bar{s}_1 + \bar{s}_3 + \bar{s}_7 - \bar{s}_{11}) + (s_1 + s_2) \bar{s}_{23}
\right.
\]
\[
+ (s_4 - \frac{i (\lambda + \mu)}{\mu} (\bar{s}_5 - \bar{s}_{19}) + s_5 (\bar{s}_5 + \bar{s}_{15}) \right) \right\}
\]
\[
- \sum_{\alpha} \kappa_{\alpha} \xi_{\alpha}^2 |\xi'|^2 \left\{ (\lambda + 2 \mu) \left( (s_1 + s_3) (\bar{s}_1 + \bar{s}_3 + \bar{s}_7 - \bar{s}_{11})
\right.
\]
\[
+ (s_4 + i) (\bar{s}_5 - \bar{s}_{19}) - \frac{i \mu}{\lambda + 2 \mu} (\bar{s}_5 + \bar{s}_{15}) \right) \right\}
\]
\[
= \frac{\lambda^3 + 4 \lambda^2 \mu + \lambda \mu^2 - 8 \mu^3}{(\lambda + 3 \mu)^2} \sum_{\alpha} \kappa_{\alpha} - \frac{\mu (3 \lambda^2 + 12 \lambda \mu + 13 \mu^2)}{2 (\lambda + 3 \mu)^2} \sum_{\alpha} \kappa_{\alpha} \xi_{\alpha}^2 |\xi'|^2,
\]

\[
M_2 := \sum_{\alpha} \kappa_{\alpha} \mu \left( s_1 (\bar{s}_2 + \bar{s}_6 + \bar{s}_{10} + \bar{s}_{22}) + s_2 (\bar{s}_1 + \bar{s}_2 + \bar{s}_6 + \bar{s}_{10}) + s_3 \bar{s}_{22}
\right.
\]
\[
+ (s_4 - \frac{i (\lambda + \mu)}{\mu} (\bar{s}_8 + \bar{s}_{14}) + s_5 (\bar{s}_4 + \bar{s}_{18}) \right) \right.
\]
\[
- \sum_{\alpha} \kappa_{\alpha} \xi_{\alpha}^2 |\xi'|^2 \left. \mu \left( s_1 (\bar{s}_2 + \bar{s}_6 + \bar{s}_{10} + \bar{s}_{22}) + s_2 (\bar{s}_1 + \bar{s}_2 + \bar{s}_6 + \bar{s}_{10}) + 2 s_4 (\bar{s}_{14} + \bar{s}_8) + s_3 \bar{s}_{22} \right) \right),
\]
\[
M_3 := \sum_{\alpha} \kappa_\alpha \frac{\xi'^2}{|\xi'|^2} \left( (s_1 + s_2)(\bar{s}_1 + \bar{s}_2 + \bar{s}_6 + \bar{s}_{10}) + (s_1 + s_3)\bar{s}_{22} + s_5(\bar{s}_4 + \bar{s}_{18}) + (s_4 - \frac{i(\lambda + \mu)}{\mu})(\bar{s}_8 + \bar{s}_{14}) + \sum_{\alpha} \kappa_\alpha \xi'^2 (\bar{s}_1 + \bar{s}_2)(\bar{s}_1 + \bar{s}_2 + \bar{s}_6 + \bar{s}_{10}) - (s_1 + s_3)\bar{s}_{22} - 2s_4(\bar{s}_{14} + \bar{s}_8) + \frac{2i\mu}{\lambda + 2\mu}(\bar{s}_4 + \bar{s}_{18}) + 2(s_4 - i)(\bar{s}_9 + \bar{s}_{14}) \right) 
\]
\[
M_4 := \frac{\sum_{\alpha} \kappa_\alpha \xi'^2}{|\xi'|^2} 2\mu \left( (s_1 + s_2)(\bar{s}_2 + \bar{s}_6 + \bar{s}_{10}) + s_2\bar{s}_1 + \frac{i\mu}{\lambda + 2\mu}(\bar{s}_4 + \bar{s}_{18}) + (s_4 - i)(\bar{s}_9 + \bar{s}_{14}) \right) 
\]
\[
M_5 := \mu(s_4 - i)(\lambda + 2\mu) \left\{ -\sum_{\alpha} \kappa_\alpha |\xi'| \left( s_1(\bar{s}_5 + \bar{s}_8 + \bar{s}_{15} + \bar{s}_{19}) + s_2(\bar{s}_5 + \bar{s}_{19}) + s_5(\bar{s}_1 + \bar{s}_3 + \bar{s}_6 + \bar{s}_{11}) + s_3(\bar{s}_8 + \bar{s}_{15}) + (s_4 - \frac{i(\lambda + \mu)}{\mu})\bar{s}_{23} + \sum_{\alpha} \kappa_\alpha \xi'^2 (\bar{s}_1 - \bar{s}_5 + \bar{s}_8 + \bar{s}_{15} - \bar{s}_{19}) - s_2(\bar{s}_5 + \bar{s}_{19}) + s_3(\bar{s}_8 + \bar{s}_{15}) - \frac{2i\mu}{\lambda + 2\mu}(\bar{s}_1 + \bar{s}_3 + \bar{s}_6 + \bar{s}_{11}) + 2i\bar{s}_{23} \right\} 
\]
\[
M_6 := \mu(s_5(\lambda + 2\mu) - i\lambda) \left\{ -\sum_{\alpha} \kappa_\alpha |\xi'| \left( s_1(\bar{s}_4 + \bar{s}_9 + \bar{s}_{14} - \bar{s}_{18}) + s_2(\bar{s}_9 + \bar{s}_{14}) + s_3(\bar{s}_4 - \bar{s}_{18}) + s_5\bar{s}_{22} + (s_4 - \frac{i(\lambda + \mu)}{\mu})(\bar{s}_1 + \bar{s}_2 + \bar{s}_7 - \bar{s}_{10}) + \sum_{\alpha} \kappa_\alpha \xi'^2 (\bar{s}_1(\bar{s}_4 + \bar{s}_9 + \bar{s}_{14} - \bar{s}_{18}) + s_2(\bar{s}_9 + \bar{s}_{14}) + 4s_4\bar{s}_{10} + 2i(\bar{s}_1 + \bar{s}_2 + \bar{s}_7 - \bar{s}_{10}) + s_3(\bar{s}_4 - \bar{s}_{18}) - 2(s_1 + s_2)(\bar{s}_8 + \bar{s}_{14}) - \frac{2i\mu}{\lambda + 2\mu}\bar{s}_{22} \right) \right\} 
\]
\[
= \frac{-2\mu^2}{(\lambda + 3\mu)^3} \left( (\lambda + \mu)(\lambda + 2\mu)^2 |\xi'| \sum_{\alpha} \kappa_\alpha + \mu(3\lambda^2 + 11\lambda\mu + 12\mu^2) \sum_{\alpha} \frac{\kappa_\alpha \xi'^2}{|\xi'|} \right) 
\]
\[
+ \mu \left( 2\lambda^2 + 7\lambda\mu + 7\mu^2 \right) \left( \lambda + 5\mu \right) \sum_{\alpha} \frac{\kappa_\alpha \xi'^2}{|\xi'|} \right) 
\]

It follows from residue theorem of complex variable function (see [2]) that

\[
\frac{1}{2\pi i} \int_{C} \frac{1}{(s_1 \mu |\xi'| - \tau)^2} e^{-\tau \nu} d\tau = -te^{-\nu |\xi'|},
\]
\[
\frac{1}{2\pi i} \int_c \frac{(1 - \omega|\xi'|^2)^2}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau)^2(s_1\mu|\xi'| - \tau)^2} e^{-\tau\mu} d\tau
\]
\[
= - \frac{(\lambda + 3\mu)^2}{32\mu^6 |\xi'|^3} \frac{2|\xi'|\mu^2 + 3\mu + \lambda}{e^{-2\mu|\xi'|^t}}
\]
\[
+ \frac{(\lambda + 3\mu)^2}{32\mu^6 |\xi'|^3} \frac{2|\xi'|\mu^2 + 3\mu + \lambda}{e^{-2\mu|\xi'|t(\lambda + 2\mu)}}
\]
\[
\frac{1}{2\pi i} \int_c \frac{1}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau) e^{-\tau\mu} d\tau = -te^{-2\mu|\xi'|t(\lambda + 2\mu)}
\]
\[
= \frac{1}{2\pi i} \int_c \frac{1}{(s_1 + s_3)(\lambda + 2\mu)|\xi'| - \tau) e^{-\tau\mu} d\tau
\]
\[
= \frac{(\lambda + 3\mu)^3}{16\mu^6 |\xi'|^3} e^{-2\mu|\xi'|^t}
\]
\[
+ \frac{1}{16\mu^6 |\xi'|^3} \frac{2|\xi'|\mu^2 + 3\mu + 3\lambda}{e^{-2\mu|\xi'|t(\lambda + 2\mu)}}
\]
Inserting these, (5.20) and (5.33) into (5.24), and then calculating the complex integral \( \int_C \text{Tr} \left( \psi_{-1} p_0 \psi_{-1} \right) e^{-\tau} d\tau \), we obtain

\[
\frac{i}{2\pi} \int_C \left( \text{Tr} \left( -\psi_{-1} p_0 \psi_{-1} \right) \right) e^{-\tau} d\tau = \frac{1}{2\pi i} \int_C \left( \text{Tr} \left( \psi_{-1} p_0 \psi_{-1} \right) \right) e^{-\tau} d\tau
\]

\[
= \frac{1}{2} \mu t e^{-\mu |\xi'|^2} \left( \sum_{\kappa} \kappa \left( \sum_{\alpha} \kappa_{\alpha} \xi_{\alpha}^2 \right) \right)
\]

\[
- \mu t e^{-2\mu |\xi'|^2} \left\{ \sum_{\kappa} \kappa + \sum_{\alpha} \kappa_{\alpha} \xi_{\alpha}^2 \left( \frac{\lambda^3 + 23\lambda^2 \mu + 87\lambda \mu^2 + 97\mu^3}{4(\lambda + 3\mu)^3} \right) \right\}
\]

\[
+ \mu \left( 15\lambda^3 + 105\lambda^2 \mu + 233\lambda \mu^2 + 175\mu^3 \right) \left( \frac{1}{4(\lambda + 3\mu)^3} \right)
\]

It follows from (5.1) that

\[
\int_{\mathbb{R}^{n-1}} \left( \sum_{j=1}^{n-1} \xi_j^2 \right)^{-\frac{1}{2}} e^{-\sqrt{\sum_{j=1}^{n-1} \xi_j^2}} d\xi_1 \cdots d\xi_{n-1}
\]

\[
= \Gamma(n-1+m) \text{vol}(\mathbb{S}^{n-2}) \quad \text{for } m \geq 0,
\]

\[
= 0 \quad \text{for } m < 0,
\]

\[
\int_{\mathbb{R}^{n-1}} \left( \sum_{j=1}^{n-1} \xi_j^2 \right)^{-\frac{m-2}{2}} e^{-\sqrt{\sum_{j=1}^{n-1} \xi_j^2}} d\xi_1 \cdots d\xi_{n-1}
\]

\[
= \frac{\Gamma(n-1+m) \text{vol}(\mathbb{S}^{n-2})}{n-1} \quad \text{for } m \geq 0,
\]

\[
= 0 \quad \text{for } m < 0,
\]

so that, for any positive real number \( b \),

\[
\frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} e^{-b|\xi'|^2} d\xi_1 \cdots d\xi_{n-1} = \frac{\Gamma(n-1+b) \text{vol}(\mathbb{S}^{n-2})}{(2\pi)^{n-1}(n-1)^{b}}
\]

Combining (5.14), (5.25), (5.30) and (5.31), we find that

\[
\tilde{a}_1(x') = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \left( \frac{i}{2\pi} \int_C \right) e^{-\tau} \text{Tr} \left( -\psi_{-1} p_0 \psi_{-1} \right) d\tau
\]

\[
= \left( \frac{\Gamma(n-1+b) \text{vol}(\mathbb{S}^{n-2})}{(2\pi)^{n-1}(n-1)^{b}} \right) \left( \sum_{\alpha} \kappa_{\alpha} \right)
\]

\[
= \left( \frac{n(2-n)}{2(n-1)\mu^{n-2}} \right) \left( \lambda^3 + 23\lambda^2 \mu + 87\lambda \mu^2 + 97\mu^3 \right)
\]

\[
+ \left( \frac{\lambda^3 + 23\lambda^2 \mu + 87\lambda \mu^2 + 97\mu^3}{4(\lambda + 3\mu)^3} \right)
\]

\[
\left( \frac{1}{2\pi} \int_{\mathbb{R}^{n-1}} \right) e^{-\tau} \text{Tr} \left( \psi_{-1} (x_0, \xi', \tau) \right) d\tau
\]

\[
= \left( \frac{\lambda^3 + 23\lambda^2 \mu + 87\lambda \mu^2 + 97\mu^3}{4(\lambda + 3\mu)^3} \right)
\]

\[
\left( \frac{\lambda + 3\mu}{2\mu(\lambda + \mu)} \right)^{n-1}
\]

Step 4. For general \( m \geq 1 \), replacing the matrix \( E \) in (3.33) by \( E_{-m} \) of (3.39) at the original \( x_0 \) in local boundary normal coordinates, we can figure out \( q_{-m}(x_0, \xi') \), so that \( p_{-m}(x_0, \xi') \) is gotten by (4.3). Next, applying (5.31) and (5.32) we get \( \psi_{-m}(x_0, \xi', \tau) \), and hence (5.14) gives

\[
\tilde{a}_m(x_0) = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \left( \frac{i}{2\pi} \int_C \right) e^{-\tau} \text{Tr} \left( \psi_{-1} (x_0, \xi', \tau) \right) d\tau
d\xi'
\]

for \( 0 \leq m \leq n-1 \).

Because \( x_0 \) is any point on \( \partial \Omega \), we can obtain all \( \tilde{a}_m(x') \) for \( 0 \leq m \leq n-1 \).

**Remark 5.2.** By applying the Tauberian theorem (see, for example, Theorem 15.3 of p. 30 of [44] or p. 107 of [53]) for the first term on the right side of (1.3), we immediately get the Weyl-type law for
the counting function $N(\tau) := \#\{k | \tau_k \leq \tau\}$ of elastic Steklov eigenvalues:

$$N(\tau) \sim \left(\frac{\text{vol}(\mathbb{S}^{n-2})}{(n-1)\mu^{n-1}}\right) \left(1 + \frac{\lambda\mu}{n\mu + 2n - 1}\right) \left(\text{vol}(\partial \Omega)\right) \tau^{n-1} + o(\tau^{n-1}) \quad \text{as} \quad \tau \to +\infty. \quad (5.32)$$

**Remark 5.3.**

i) It can be verified that, when $n \geq 3$, the third coefficient $a_2(x', n)$ in (1.7) has the form

$$a_2(x') = (n-2)! \left(\frac{\text{vol}(\mathbb{S}^{n-2})}{(n-1)(n-2)} \sum_{\alpha, \beta} \kappa_{\alpha} \kappa_{\beta}\right) + h_3 R_{\Omega} + h_4 R_{\partial \Omega} + h_5 R_{ic_{\Omega}} + h_6 R_{ic_{\partial \Omega}}, \quad (5.33)$$

where $h_1, h_2, h_3, h_4, h_5, h_6$ are constants depending only on $n$, $\mu$ and $\lambda$, and $R_{\Omega}$ (respectively, $R_{ic_{\Omega}}$) is the scalar (respectively, Ricci) curvature of the domain $\Omega$, and $R_{\partial \Omega}$ (respectively, $R_{ic_{\partial \Omega}}$) is the scalar (respectively, Ricci) curvature of the boundary $\partial \Omega$.

ii) Besides the above obtained $a_0$ and $a_1$, by our new method we can also get all coefficients $a_l$, $2 \leq l \leq m$, for the asymptotic expansion $\sum_{k=1}^{\infty} e^{-t\tau_k} \sim \sum_{m=0}^{n-1} a_m t^{m+1-n} + o(1)$ as $t \to 0^+$. 
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