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Abstract: The current state of security and availability of the Internet is far from being commensurate with its importance. The number and strength of DDoS attacks conducted at the network layer have been steadily increasing. However, the single path (SP) routing used in today’s Internet lacks a mitigation scheme to rapidly recover from network attacks or link failure. In case of a link failure occurs, it can take several minutes until failover. In contrast, multi-path routing can take advantage of multiple alternative paths and rapidly switch to another working path. According to the level of available path control, we classify the multi-path routing into two types, first-hop multi-path (FMP) and multi-hop multi-path (MMP) routing. Although FMP routing supported by networks, such as SD-WAN, shows marginal improvements over the current SP routing of the Internet, MMP routing supported by a global Internet architecture provides strong improvement under network attacks and link failure. MMP routing enables changing to alternate paths to mitigate the network problem in other hops, which cannot be controlled by FMP routing. To show this comparison with practical outcome, we evaluate network performance in terms of latency and loss rate to show that MMP routing can mitigate Internet hazards and provide high availability on global networks by 18 participating ASes in six countries. Our evaluation of global networks shows that, if network attacks or failures occur in other autonomous systems (ASes) that FMP routing cannot avoid, it is feasible to deal with such problems by switching to alternative paths by using MMP routing. When the global evaluation is under a transit-link DDoS attack, the loss rates of FMP that pass the transit-link are affected significantly by a transit-link DDoS attack, but the other alternative MMP paths show stable status under the DDoS attack with proper operation.
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1. Introduction
1.1. Motivations

The Internet was not designed to maintain high availability in the face of malicious activities. Recent patches to improve Internet security and availability have been constrained by the current Internet architecture design. As network-based attacks on availability continue to increase each year [1], an improvised Internet architecture should offer availability and security based on its design, provide incentives for deployment, and consider economic, political, and legal issues at the design stage [2].

Currently, the Internet provides single path (SP) routing, which lacks a rapid mitigation mechanism to counter Internet hazards, such as network congestion, link failures, or DDoS attacks. Under network congestion or DDoS attacks, the performance of the Internet, such as latency or loss rate, is highly affected, and, in the case of a link failure, it can take several minutes until failover [3]. Fault recovery of the border gateway protocol (BGP) at times takes several minutes before the routes converge to a consistent form [4]. Path outages even lead to significant disruptions in communication, which may last tens of minutes or longer [5–7]. However, if such a network congestion or network failure occurs
from a link that an autonomous system (AS) cannot handle, sophisticated operations or cooperation among AS administrators will be required. Detailed routing information is maintained only within a single AS. The information shared with other providers and ASes is heavily filtered and summarized using BGP running at the border routers between ASes [8].

1.2. Multi-Path Routing Approaches

Many approaches have been proposed to solve the problem from network attacks and failures using concepts of multiple paths. A link failure can occur in several ways, such as through natural hazards or by a DDoS attack. In multihoming [9], a network is connected to multiple providers and uses its own range of addresses. If one of the links fails, the protocol recognizes the failure and reconfigures its routing tables. Although multihoming provides a way to connect multiple providers, it is not a multi-path routing but rather an SP routing because we cannot select the connection to the providers for every communication instantly. Resilient overlay networks (RON) [10] are a remedy for potential problems, such as BGP’s fault or path outages, because BGP hides information about traffic conditions and topological details in the interests of scalability and policy enforcement. RON can often find paths between its nodes, even while wide-area Internet routing protocols, such as BGP, cannot. This RON approach is an overlay network that selects different waypoints, but it cannot select the actual network path. Multi-path TCP (MPTCP) is the de-facto standard multi-path transport protocol [11]. MPTCP can only make use of a single path per local network interface and, therefore, does not permit path choice as in MMP.

Software Defined WANs (SD-WAN) is a multi-path approach that can mitigate these problems by providing multiple routing paths from the first hop. However, if network congestion or a link failure occurs in other hops through a hazard or adversary that a victim AS cannot control, the SD-WAN will be unable to deal with the problem as it the SD-WAN has no control over other such hops, which can be described as the first type of multi-path routing, first-hop multi-path (FMP) routing. Figure 1 contrasts fully disjoint and partially disjoint paths. In Figure 1a, source AS $\text{Src}$ has two links—one to next AS $A_1$ and the other to AS $A_2$. The AS following $A_1$ and $A_2$ is AS $B$. Source AS $\text{Src}$ has two paths to destination AS $\text{Dst}$. However, the two paths use the same links between AS $B$ to AS $\text{Dst}$. These paths can be disconnected by only one link, that is, link $B$-$C$ or $C$-$\text{Dst}$. Figure 1b shows the non-overlapping paths from $\text{Src}$ to $\text{Dst}$. As we can see, we cannot guarantee that the given paths are non-overlapped if the paths are established only by source AS’s link selection. The second type of multi-path routing is multi-hop multi-path (MMP) routing, which can take advantage of controlling the paths available between a source and a destination. MMP can change to an alternative path to mitigate the problem, if hazards or attacks occur in other hops that a victim AS cannot control. However, to implement MMP on the current Internet architecture, a redesign of the Internet architecture is required.

![Figure 1](image_url)  
(a) Multipath #1: partially disjoint  
(b) Multipath #2: fully disjoint  

Figure 1. Source AS $\text{Src}$ has two links to next hop ASes $A_1$ or $A_2$ but (a) shows partially disjoint paths that the multi-paths between $\text{Src}$ and $\text{Dst}$ uses same links from AS $B$ to AS $\text{Dst}$, which can be disconnected by a single link failure, whereas (b) shows fully disjoint paths that cannot be disconnected by a single link failure.
1.3. Objectives

We classify multi-path routing to be of two types—FMP and MMP—based on path control and verify that the effectiveness of multi-path with real networks deployed globally, especially MMP routing, shows more resilience than FMP used currently. MMP routing enables changing to alternate paths to mitigate the network problem in other hops, which cannot be controlled by FMP routing. In this study, we evaluated the network performance in terms of latency and loss rate [12].

These results indicate that MMP can mitigate a DDoS attack of a transit-link and provide high availability on a global network using scalability, control, and isolation on next-generation networks (SCION) [13,14]. SCIONLab [15,16] is a global research network used to test SCION. We can join the SCION network using our own computation resources and set up and run our own A5es. An AS will actively participate in routing in a SCIONLab network and enable realistic experimentation using the unique properties of the SCION architecture. We conducted an evaluation of multi-path selection on the MMP and compared it with FMP. For a global evaluation, we used a SCIONLab network with nodes from six countries, that is, the United States, Switzerland, Germany, the Republic of Korea, Singapore, and Japan, and considered 18 SCION A5es. For a multi-path test, we assume that there is an attacker attempting to consume the entire bandwidth for communication. To compare MMP with FMP, a situation is assumed in which heavy traffic occurs among the A5es affecting both links configured for SD-WAN, but which cannot be controlled by it.

1.4. Contributions

The contributions of our study are threefold:

1. We classify multi-path routing to be of two types—FMP and MMP—based on path control. Because SP routing lacks rapid mitigation mechanisms to counter Internet hazards, FMP routing can mitigate these problems by selecting a connection link to the first hop beyond its control. However, it cannot deal with a problem in another hop. To mitigate this, MMP routing can take advantage of controlling all paths available between a source and a destination.

2. We verify that the effectiveness of multi-path with real networks deployed globally, especially MMP routing, shows more resilience than FMP used currently. Using the global network, we show that FMP mitigates certain cases of network problems, but MMP gains impressively lower loss rate by comparison.

3. When the global evaluation is under a transit-link DDoS attack, the loss rates of FMP that pass the transit-link are affected significantly by a transit-link DDoS attack, but the other alternative MMP paths show stable status under the DDoS attack with proper operation under 1% loss rates. Meanwhile, the impact to loss rate of FMP is over 40% by a bandwidth of 700 Mbps.

2. Background and Related Work

2.1. Link Failure and Transit-Link DDoS Attack

A link failure can occur in several ways, such as through natural hazards or a DDoS attack. Rerouting is one solution for such a case. Unlike a traditional DDoS attack, Comelt [17] or CrossFire [18] have shown that, by attacking only the core links, an adversary can effectively degrade the victim’s network connectivity or cause it to fail using only a small number of resources. Such DDoS attacks are difficult for a victim to detect because their targets are usually several hops away from the victim’s AS and are typically not controllable by the victim. However, if a DDoS attack or a link failure occurs from a link that a victim AS has no control over, rerouting from a traditional Internet environment would be a challenge.

2.2. Multihoming

In multihoming [9], a network is connected to multiple providers and uses its own range of addresses. The edge routers of the network communicate with the providers using
a dynamic routing protocol, typically BGP. BGP announces its own network address range
to all providers. If one of the links fails, the protocol recognizes the failure and re-configures
its routing tables. Multihoming requires the use of an address space that is accepted by
all providers and causes an increase in the global routing table. Although multihoming
provides a way to connect multiple providers, it is not a multi-path routing but rather
an SP routing because we cannot immediately select the connection to the providers for
every communication.

2.3. Multi-Path Routing

Multi-path TCP (MPTCP) is the de-facto standard multi-path transport protocol [11].
MPTCP can only make use of a single path per local network interface and, thus, does
not permit path choice as in MMP. The partial-reliability extension of the stream control
transmission protocol (PR-SCTP) offers a primitive the possibility to define a lifetime
parameter [19,20]. Liu et al. [21] used linear programming to evaluate multi-path routing
from a traffic engineering perspective. Although PR-SCTP offers multihoming capabilities,
additional IP addresses are used as a backup in the case of a failure; thus, PR-SCTP is
not a fully multi-path protocol and does not address the problem that we describe in this
paper [22].

In Reference [23], the authors consider the problem of routing data over multiple
disjoint paths and propose a framework for multi-path routing in mobile ad hoc networking
(MANET). In Reference [24], they develop an analytical framework for evaluating multi-
path routing, and Reference [25] shows the Secure Message Transmission (SMT) protocol,
which safeguards the data transmission against arbitrary malicious behavior of other nodes
in MANET. Recently, flying ad hoc networks (FANETs) are rapidly proliferating and leading
the emergence of the Internet of Drones and its applications. Reference [26] proposes a
jamming-resilient multi-path routing protocol, also called JarmRout so that intentional
jamming and disruption or isolated and localized failures do not interrupt the overall
network performance of FANETs. The JarmRout is designed based on a combination
of three major schemes, which are link quality scheme, traffic load scheme, and spatial
distance scheme, to select maximally spatial node-disjoint multiple paths with high link
quality and light traffic load to deliver the data packets from an source to destination nodes.
In our paper, we focus on multi-path for the global network, not the local network.

2.4. Cognitive Packet Network

The Cognitive Packet Network (CPN) is a Quality of Service (QoS)-driven routing
protocol, in which each flow specifies the QoS metric (e.g., delay, loss, jitter, or other
composite metrics) that it wishes to optimize [27]. The work describes an experimental
system that implements multi-path routing. In Reference [28], the authors show how such
multi-path routing schemes can be used to mitigate and block network attacks, and in
Reference [29] the dynamic recovery and QoS robustness of multi-path routing schemes is
demonstrated in the presence of attacks. Reference [30] addresses one of the challenges
of multi-path policies in that they create transients in multi-hop systems. In the recent
papers by Reference [31,32], the use of multi-path routing to mitigate and recover from
attacks with the help of software defined networking (SDN) controllers is discussed, and
demonstrated with experimental results. The work in Reference [33] details how SDN
controllers can be exploited together with their dynamic ability to vary paths for given
connections, to optimize the access to Fog services. The SDN system in the test-bed was
extended using the “cognitive packet routing algorithm” [34]. In our paper, we consider
and discuss SD-WAN as WAN of SDN on multi-path for the global network.

2.5. SD-WAN: Software Defined WANS

SDN continues to attract both industry and research communities as a modern
paradigm for the management and operation of computer networks. SDN is changing how
computer networks are managed by providing a centralized network management. SDN
separates the control plane of the network with different devices providing a centralized view of the network from the data plane [35]. Conceptually, SDN supports large-scale network control with simple operations and is a new method for preventing network-based attacks [36].

SD-WAN is the combination of a group of network technologies (overlay, performance routing, and firewalling) that uses software to make a WAN more intelligent, flexible, and easier to manage. The key benefits of a SD-WAN are flexibility and intelligence. SD-WAN is an overlay that enables the use of different underlays, i.e., the Internet, MPLS, VPLS, and LTE. For customers building a SD-WAN over the Internet, they can choose their best partner in a location-by-location manner. This also means that customers can mix the underlays and inherit their key benefits, such as the reliability of MPLS and the low cost of Internet access. SD-WAN solutions have been designed from scratch with the application being the key object to manipulate. Thus, monitoring, prioritization, and routing use applicative parameters in their policies and are fully orchestrated. SD-WAN policies, parameters, and topologies are centrally managed in real-time.

The quality of SD-WAN depends on the underlays: for multinational customers looking for savings on their access budget, and thus considering the low-cost last-mile of the Internet, the user experience may be impacted. Because SD-WAN cannot control what happens between selected Internet service providers (ISPs), customers may even lose connections between sites for minutes or even hours. Furthermore, SD-WAN solutions are not interoperable, and customers are vendor-locked. SD-WAN is a growth relay for equipment vendors, system integrators, and service providers and is a way for the cloud service providers to get closer to their customers. Typically, SD-WANs are operated using intra-domain routing protocols.

2.6. Resilient Overlay Networks

RON [10] is a remedy for potential problems, such as BGP’s fault or path outages, because BGP hides information about traffic conditions and topological details in the interests of scalability and policy enforcement. Distributed applications layer a “resilient overlay network” over the underlying Internet routing substrate. The nodes comprising a RON reside in a variety of routing domains and cooperate with each other to forward data on behalf of any pair of communicating nodes in the RON. Because ASes are independently administrated and configured, and routing domains rarely share interior links, they generally fail independently of each other. As a result, if the underlying topology has physical path redundancy, RON can often find paths between its nodes, even when wide-area routing Internet protocols, such as BGP, cannot. This RON approach is an overlay network which selects different way-points, but it cannot select the actual network path.

2.7. BGP Poisoning

BGP poisoning is a rerouting technique used in BGP. By using BGP poisoning, an AS can change the routing path that it has no control over. Instead of multi-path routing, BGP poisoning can be another solution for hazards or attacks occurring in an AS that the administrator has no control. For example, Nyx uses BGP poisoning as a countermeasure for a link failure, and LIFEGUARD uses BGP poisoning to recover from a routing failure [37,38]. However, BGP poisoning is not a standard technique. BGP poisoning can also be used as an offensive method, such as BGP hijacking [39].

2.8. SCION Multi-Path Routing Architecture

SCION is the first clean-slate Internet architecture designed to provide route control, failure isolation, and explicit trust information for end-to-end communication. SCION organizes existing ASes into groups of independent routing planes, called isolation domains (ISD), which interconnect to provide global connectivity. Isolation domains provide natural isolation of the routing failures and misconfigurations, give endpoints strong control for both inbound and outbound traffic, provide meaningful and enforceable trust, and enable
scalable routing updates with a high path freshness. As a result, the SCION architecture provides strong resilience and security properties as an intrinsic consequence of its design. In addition to high security, SCION also provides a scalable routing infrastructure, and efficient packet forwarding.

As a path-based architecture, SCION end hosts learn about available network path segments, and combine them into end-to-end paths that are carried in the packet headers. Path construction embedded cryptographic mechanisms are constrained to the route policies of the ISPs and receivers, offering a path choice to all parties, i.e., senders, receivers, and ISPs. This approach enables path-aware communication, an emerging trend in networking. These features also enable multi-path communication, which is an important approach for high availability, rapid failover in the case of network failures, increased end-to-end bandwidth, dynamic traffic optimization, and resilience to DDoS attacks [14]. SCION enables a native network-wide multi-path routing, allowing traffic differentiation based on latency and the bandwidth requirements, i.e., latency-critical traffic can be sent over the satellites, and the remaining traffic can be forwarded on a terrestrial network, thus improving the cost-effectiveness of the system [40].

3. Problem Statement

Network congestion occurs owing to traffic-based bandwidth consumption. Congestion is caused by malicious attackers or flash crowds [10] of innocent users. Under network congestion, that is, when the performance of the Internet, including the latency or loss rate, is highly affected by a hazard or when a link failure occurs, it can take several minutes or more until failover [3]. Fault recovery of BGP at times takes several minutes before the routes converge to a consistent form [4]. Path outages even lead to significant disruptions in communication lasting tens of minutes or longer [5–7].

3.1. Single Path or Multi-Path Routing

Multihoming, SD-WAN and SCION appear to be multi-path approaches when viewed we simply look at them as a topology because it is feasible to make multiple connections to other ASes using them. However, if we consider them in terms of routing, each approach operates differently. For clarity, we define here the meanings of SP, FMP, and MMP, including their major differences from the routing mechanism of multihoming, SD-WAN, and SCION.

3.1.1. Single Path (SP)

SP routing is provided by the current Internet architecture. It lacks rapid mitigation mechanisms to counter Internet hazards, such as network congestion or link failures. For example, multihoming is connected to multiple providers, and the edge routers of the network communicate with the providers using a dynamic routing protocol. If one of the links fails, the protocol re-configures its routing tables for a new single path.

3.1.2. First-Hop Multi-Path (FMP)

FMP routing can mitigate these problems by selecting a connection link to the first hop. However, if network congestion or a link failure occurs in another hop, it cannot deal with the problem because the SD-WAN does not have the authority to control the path in the other hops. For example, SD-WAN is an overlay with the ability to use different underlays, that is, the Internet, MPLS, VPLS, and LTE. Because SD-WAN cannot control all that is happening between the selected internet service providers (ISPs), customers may even lose connections to sites for minutes or even hours.

3.1.3. Multi-Hop Multi-Path (MMP)

MMP routing can control all paths available between a source and a destination. This is a crucial approach to high availability, rapid failover in the case of network failures, increased end-to-end bandwidth, dynamic traffic optimization, and resilience to
DDoS attacks. SCION enables native network-wide multi-path routing, allowing traffic differentiation based on latency and bandwidth requirements.

3.2. Types of Multi-Path Routing: FMP and MMP

Although FMP and MMP are not directly comparable, SD-WAN offers application-aware properties (DPI, encryption, and firewalling) that can also be used with SCION. However, SCION offers a super-set of SD-WAN properties at the underlay level: enhanced path selection, trust in the network, and real end-to-end control (not only the first hop). As the core difference, MMP is a public global Internet infrastructure with end-to-end control, whereas FMP providers typically build private networks within the first hop (see Figure 2). An MMP customer can obtain a connection from any ISP offering MMP, whereas an FMP customer is typically locked to one provider (Though there exist certain alliances, it is definitely not an open network). Typically, SD-WANs are operated using intra-domain routing protocols.

![Figure 2](image_url)  
*Figure 2.* Source AS `Src` can choose a link between/among first hops to mitigate a link congestion/failure; however, FMP cannot choose a path after the first hops even if there are network hazards before the destination `Dst`. MMP can control all ASes between `Src` and `Dst`, allowing a path to be chosen by considering the link status.

It is, therefore, possible to distinguish FMP for one customer controlled using SD-WAN from MMP for any customer in a network dynamically controlled through a public infrastructure, such as SCION. SCION has a much more powerful multi-path routing. For instance, consider the case of a customer with an AS who has a regular Internet connection and an SD-WAN connection. The SD-WAN system can then send a packet over one of two connections. However, a single SCION Internet connection can enable 10 or more paths (depending on the topology) between the source and destination. The path $p_n$ list without the routing loop in Figure 2 is shown below.

- $p_0$: $Src \rightarrow A \rightarrow B \rightarrow C \rightarrow Dst$
- $p_1$: $Src \rightarrow A \rightarrow B \rightarrow C \rightarrow D \rightarrow Dst$
- $p_2$: $Src \rightarrow A \rightarrow C \rightarrow Dst$
- $p_3$: $Src \rightarrow A \rightarrow C \rightarrow D \rightarrow Dst$
- $p_4$: $Src \rightarrow A \rightarrow D \rightarrow Dst$
- $p_5$: $Src \rightarrow A \rightarrow D \rightarrow C \rightarrow Dst$
- $p_6$: $Src \rightarrow B \rightarrow A \rightarrow C \rightarrow Dst$
- $p_7$: $Src \rightarrow B \rightarrow A \rightarrow C \rightarrow D \rightarrow Dst$
- $p_8$: $Src \rightarrow B \rightarrow A \rightarrow D \rightarrow Dst$
- $p_9$: $Src \rightarrow B \rightarrow A \rightarrow D \rightarrow C \rightarrow Dst$
- $p_{10}$: $Src \rightarrow B \rightarrow C \rightarrow Dst$
- $p_{11}$: $Src \rightarrow B \rightarrow C \rightarrow D \rightarrow Dst$
- $p_{12}$: $Src \rightarrow B \rightarrow C \rightarrow A \rightarrow D \rightarrow Dst$
3.3. Path Establishment against Link Failures on SCION

Since SCION forwarding paths are static, they collapse when one of the links fails. Link failures are handled by a three-pronged approach that typically masks link failures without any outage to the application and rapidly re-establishes fresh working paths [13]:

- Beaconing periodically establishes new working paths.
- SCION control message protocol (SCMP) (SCION-equivalent of ICMP) is used for path-segment revocation. Failed links result in the rapid erasure of affected path segments from path servers.
- SCION end hosts use multi-path communication by default, thus masking link failures to an application with another working path. As multi-path communication can increase availability (even in environments with very limited path choice [10]), SCION beacon servers actively attempt to create disjoint paths, SCION path servers make an effort to select and announce disjoint paths, and end hosts compose path segments to achieve maximum resilience to path failure. Consequently, we expect that most link failures in SCION will be unnoticed by the application, unlike the frequent (although mostly brief) outages in the currently available Internet [38,41].

4. Evaluation

Figure 3 shows a part of the world map (Background world map designed by Layercake/Freepik.) with the nodes used to measure the effectiveness of FMP and MMP on SCIONLab, which deploys SCION on research networks. The core ASes are placed at Carnegie Mellon University in the United States, Magdeburg in Germany, SWISSCOM (SCMN) in Switzerland, NUS in Singapore, and KISTI Daejeon in Korea. We evaluate network performance in terms of latency and loss rate [12].

![Figure 3. The nodes used for the evaluation with the 6 participating countries including 18 participating SCION ASes. Some dots have several nodes. The nodes Ohio and Japan are deployed on Amazon Web Services (AWS).](image)

To evaluate latency and loss rate, we employ the SCION ICMP (SCMP) testing tool and SCION bandwidth testing tool provided by SCIONLab [15]. We generate normal/heavy traffic adopting the routing policies of SP, FMP, and MMP on the SCION protocol. The results of the evaluation show proper operation for each routing policy. Under the attack using the heavy traffic, the background ongoing traffic of the network is very small compared to the heavy traffic, and it is enough to be ignored to see the results. This evaluation does not cover the whole cases of the multi-path but it shows the point of comparison for the main characteristics among SP, FMP, and MMP routing.

Initially, for comparison with SP, FMP, and MMP, we select six SCION ASes between Korea and Switzerland. Next, to test the effectiveness of MMP at the Internet-scale during
a transit-link DDoS attack, we test using a larger topology with 6 countries and 18 SCION ASes participating in it. During this test, we select four core ASes (the United States, Germany, Switzerland and Korea) from four different countries and set the transit-link between the core ASes as direct path selected countries as shown in Figure 4. We then use these transit-links and measure the loss rate of the paths between the countries.

![Figure 4. Global topology using SCIONLab for a real-world network evaluation. The core ASes are placed at Carnegie Mellon University (CMU) in the United States (US), Magdeburg in Germany, SWISSCOM (SCMN) in Switzerland, NUS in Singapore, and KISTI Daejeon in Korea. The links between the core ASes are operated as a transit-link for communication. All links are adopted as multi-path to show the effectiveness of MMP. The ETHZ node includes two ASes.](image)

As shown in Figure 5, six ASes are involved between the source \( \text{Src} \) and destination \( \text{Dst} \) for real Internet evaluation between Switzerland and Korea. \( A, B, C, D, E, \) and \( F \) ASes indicate KU, KISTI Seoul, KAIST, KISTI Daejeon (KR core AS), CMU (US core AS), and SCMN (Switzerland core AS), respectively. There are two links between \( F \) and \( \text{Dst} \). After then, we use given global networks to show effectiveness of multi-path routing under high latency.

4.1. Assumptions

We assume that a normal user from the source node \( \text{Src} \) is communicating with the destination node \( \text{Dst} \). We assume that the usual latency or loss rate of the default routing path is lower than other alternative paths. For a multi-path test, we assume that an attacker consumes the bandwidth of the path that the victim is currently using, making it difficult for the victim to communicate by degrading the network performance, such as through latency increase or packet loss. In this case, we assume that the attacker knows the path setting of the router because in a legacy router protocol, the path setting is pre-configured with a single path. In addition, we assume that an attacker is a passive attacker that cannot recognize when the victim has changed its path.

4.2. Comparison between SP, FMP and MMP Routing

An evaluation of utilization of multiple available MMP paths is also applied to compare the performance using two and four paths, which are written as a multi-path above. In Figure 5, the path \( p_0 = \{ \text{Src} \to A \to B \to D \to F \nearrow \text{Dst} \} \) between \( \text{Src} \) and \( \text{Dst} \) shows under heavy traffic of the communication.

- \( p_0 = \{ \text{Src} \to A \to B \to D \to F \nearrow \text{Dst} \} \): A low-latency path that will be under heavy traffic of communication.
• \( p(\text{SP}) = \{ \text{Src} \rightarrow A \rightarrow B \rightarrow D \rightarrow E \rightarrow F \uparrow \text{Dst} \} \): A high-latency path that will initially be used as a single path.

• \( p(\text{FMP}) = \{ \text{Src} \rightarrow A \rightarrow C \rightarrow D \rightarrow F \downarrow \text{Dst} \} \): A low-latency path that will be partially affected by an attack.

• \( p(\text{MMP}) = \{ \text{Src} \rightarrow A \rightarrow C \rightarrow D \rightarrow E \rightarrow F \downarrow \text{Dst} \} \): A high-latency path that will mostly be unaffected by an attack.

As aforementioned, FMP cannot deal with network congestion or a link failure if the problem occurs in other hops that FMP cannot control. However, because MMP can take advantage of a path that an FMP, such as SD-WAN, cannot control, MMP can mitigate the problem if such a situation occurs. Figure 5 shows the topology uses for an evaluation towards comparison between FMP and MMP under such a situation. We assume that AS \( A \), which controls the source, uses SD-WAN, and, because an SD-WAN configuration through cooperation with other ASes is difficult, we also assume that the SD-WAN does not control the path passing other AS hops. We use \( p(\text{SP}) \), \( p(\text{FMP}) \), and \( p(\text{MMP}) \) as the path of SP, FMP, and MMP routing.

![Figure 5. Topology used for comparison between MMP and FMP. The solid bold line indicates heavy traffic. The scenario is a case in which the traffic congestion affects both paths of FMP and MMP, whereas the alternative path found by MMP does not.](image)

If traffic congestion occurs in path \( \{ A \rightarrow B \rightarrow D \} \), path \( \{ D \rightarrow F \} \), and path \( \{ F \uparrow \text{Dst} \} \), then both links configured for SP and FMP will suffer a degradation in network performance even though SD-WAN switches its link from a SP path \( p(\text{SP}) \) to an FMP path \( p(\text{FMP}) \), or vice versa. However, when it comes to \( p(\text{MMP}) \), it can be used as an alternative option because MMP can control the path outside the source AS. Because path \( \{ A \rightarrow C \rightarrow D \} \), path \( \{ D \rightarrow E \rightarrow F \} \), and path \( \{ F \downarrow \text{Dst} \} \) are unaffected by traffic congestion, using this \( p(\text{MMP}) \), we can mitigate the network performance degradation.

Figure 6 and Table 1 show the results of the network performance of each path \( p(x) \) when \( x \) is SP, FMP or MMP, under traffic congestion. If traffic congestion occurs on the \( p(x) \) mentioned previously, \( p(\text{SP}) \) and \( p(\text{FMP}) \), which are options for SD-WAN, will suffer from degraded network performance with an average increase in latency of approximately 46% (SP: 270 ms to 396 ms) and 31% (FMP: 318 ms to 419 ms), and a loss rate of 4.7% and 4%, respectively. However, for the \( p(\text{MMP}) \), which is an alternative path that can be configured using MMP, the network suffers from almost no network performance degradation.

| Path       | Loss Rate | Avg. Latency |
|------------|-----------|--------------|
| \( p(\text{SP}) \) | 4.7%     | 396.66 ms    |
| \( p(\text{FMP}) \) | 4%      | 419.19 ms    |
| \( p(\text{MMP}) \) | 0%      | 318.73 ms    |

Table 1. Average latency and loss rate with FMP paths and MMP path during attack.
4.3. Single Path and Concurrent Multi-Path

An evaluation of utilization of multiple available MMP paths is also applied to compare the performance using two and four paths, which are written as a multi-path above. In Figure 7, the node Src uses the path $p_0 = \{Src \rightarrow A \rightarrow B \rightarrow D \rightarrow F \nearrow Dst\}$ for communication as an SP routing. For two paths, we used $p_0$ and $p_3$, and, for four paths, we used $p_0$ to $p_3$ as explained below:

- $p_0 = \{Src \rightarrow A \rightarrow B \rightarrow D \rightarrow F \nearrow Dst\}$: A low-latency path that will initially be used by Src as a single path. An attacker will directly attack this path during communication.
- $p_1 = \{Src \rightarrow A \rightarrow C \rightarrow D \rightarrow F \searrow Dst\}$: A low-latency path that will be partially affected by an attack.
- $p_2 = \{Src \rightarrow A \rightarrow C \rightarrow D \rightarrow E \rightarrow F \nearrow Dst\}$: A high-latency path that will be partially affected by an attack.
- $p_3 = \{Src \rightarrow A \rightarrow C \rightarrow D \rightarrow E \rightarrow F \searrow Dst\}$: A high-latency path that will mostly be unaffected by an attack.

Figure 7. Topology used for MMP evaluation. Dotted curved line shows the user’s communication path and the bold dotted line shows the attacker’s attack path.

Figure 8 and Table 2 show the results of the comparison when using two paths and four paths for MMP. The paths are selected uniformly at random for the case of ‘2 paths (random)’ and ‘4 paths (random)’. We sent SCMP packets for 1 s each during a 10 s period (for a total of 10 packets), which consumed the bandwidth for 3 s (from seconds 4 to 7). Because the network status changes owing to the bandwidth consumption of an attacker, selecting stable paths will ensure a much more stable communication with high
availability than selecting paths at the same ratio. Here, ‘4 paths (weighted)’ represents selecting 4-times more stable paths than the paths being attacked, and ‘4 paths (random)’ corresponds to randomly selecting all four paths.

The loss rate and average latency of a single path are greater than those obtained using ‘MMP: 2 paths (random)’ and ‘MMP: 4 paths (random)’. Moreover, when using ‘MMP: 4 paths (random)’, the performance is less affected by an attack with only an approximate 10% increase in the average latency than when using ‘MMP: 2 paths (random)’ during a bandwidth consumption attack (4–7 s), which shows an increased average latency of approximately 20%. In addition, although the latency showed an improvement, the loss rate shows almost no change because other paths (p1 and p2) used for ‘MMP: 4 paths (random)’ evaluation already encountered a loss rate even when no attack takes place.

Figure 8. Latency comparison of SP and MMP routing. ‘MMP 4 paths’ (weighted/random) demonstrates selecting stable paths 4 times more than others and equally selecting all 4 paths by an attack (4–7 s).

Table 2. Experimental results of an SP and MMP for the measurement of loss rates and latency during the attack.

| Path                        | Loss Rate | Avg. Latency |
|-----------------------------|-----------|--------------|
| SP: 1 path                  | 7.5%      | 422.22 ms    |
| MMP: 2 paths (random)       | 3%        | 362.77 ms    |
| MMP: 4 paths (random)       | 3%        | 330.09 ms    |
| MMP: 4 paths (weighted)     | 0.5%      | 313.07 ms    |

As observed in Figure 8, ‘MMP: 4 paths (weighted)’ using four times more stable paths mitigate the effect of an attack (during seconds 4 to 7) compared with ‘MMP: 4 paths (random)’ at the same ratio, because a weighted path selection shows an average increased latency of approximately only 4% and a loss rate of 0.5%, whereas a random path selection shows an increased average latency and loss rate of 10% and 2.5%, respectively.

However, there is a limitation on weighted multi-path, that is, we assume that the attacker is a passive attacker, and that the user knows which path is being attacked. As a future study, we would like to conduct research on utilizing an optimized path selection algorithm by using the network status of each path and the AS information on the paths to deal with an active attacker who recognizes that the user has changed paths.
4.4. Effectiveness of MMP on Transit-Link DDoS Attack under Large Scale

To measure the effectiveness of MMP under higher latency when using MMP probably increases additional latency by selecting the appropriate paths, we used a larger topology shown in Figure 4 with 6 countries and 18 SCION ASes participating in it. We then used the Google Cloud Platform Computing Engine (GCE) virtual machine as a test client. The following routes \( R_{src\rightarrow dst} \) using the pair of core ASes are used for an evaluation:

- \( R_{k-s} = \{ \text{Korea client} \rightarrow \text{Korea core} \rightarrow \text{Switzerland core} \rightarrow \text{Switzerland client} \} \),
- \( R_{k-u} = \{ \text{Korea client} \rightarrow \text{Korea core} \rightarrow \text{US core} \rightarrow \text{US client} \} \),
- \( R_{k-g} = \{ \text{Korea client} \rightarrow \text{Korea core} \rightarrow \text{Germany core} \rightarrow \text{Germany client} \} \),
- \( R_{s-u} = \{ \text{Switzerland client} \rightarrow \text{Switzerland core} \rightarrow \text{US core} \rightarrow \text{US client} \} \),
- \( R_{s-g} = \{ \text{Switzerland client} \rightarrow \text{Switzerland core} \rightarrow \text{Germany core} \rightarrow \text{Germany client} \} \),
- \( R_{u-g} = \{ \text{US client} \rightarrow \text{US core} \rightarrow \text{Germany core} \rightarrow \text{Germany client} \} \).

We measured the loss rate of an FMP path and three MMP paths for each \( R_{src\rightarrow dst} \) described above. After the \( R_{src\rightarrow dst} \) is selected, 30,000 SCMP packets with an interval of 0.001 s were sent from one client to another. The test was completed with six \( R_{src\rightarrow dst} \).

Table 3 shows a summary of the test results. From each route \( R_{src\rightarrow dst} \), the FMP path \( p_0 \) passes the transit-link directly connected between the selected core source and destination ASes, and MMP paths \( p_1 \), \( p_2 \), and \( p_3 \) are alternative paths not passing the transit-link. The numbers in each table show the loss rates of FMP/MMP paths \( p_0 \sim p_3 \) under a transit-link DDoS attack. From all routes \( R_{src\rightarrow dst} \), FMP path \( p_0 \) that passes the transit-link is affected by 14–32% (average of 19%) significantly by a transit-link DDoS attack, but the other alternative MMP paths show no difference under a DDoS attack and operates properly with MMP routing. Figure 9 shows the average loss rate under bandwidth-based attack. The loss rate of FMP is dramatically increased by the traffic congestion and has 42% when the attack bandwidth is 700 Mbps. However, MMP is stable within 1% loss rate and manages the path to mitigate the congestion.

### Table 3. Average loss rate during transit-link DDoS attack.

| Path   | \( R_{k-s} \) | \( R_{k-u} \) | \( R_{k-g} \) | \( R_{s-u} \) | \( R_{s-g} \) | \( R_{u-g} \) |
|--------|---------------|---------------|---------------|---------------|---------------|---------------|
| FMP: \( p_0 \) | 16%           | 14%           | 16%           | 32%           | 19%           | 17%           |
| MMP: \( p_1 \) | 1%            | 1%            | 0%            | 0%            | 0%            | 1%            |
| MMP: \( p_2 \) | 1%            | 1%            | 1%            | 0%            | 0%            | 1%            |
| MMP: \( p_3 \) | 0%            | 1%            | 1%            | 0%            | 0%            | 1%            |

Figure 9. Effect of traffic on FMP. The loss rate is dramatically increased by the traffic congestion on FMP, but MMP manages the path to mitigate the congestion.
5. Research Limitations and Future Work

We measured the latency and the loss rate of SP, FMP, and MMP on a global network using SCION. The results show that MMP routing has a low latency and loss rate compared to FMP routing and more MMP paths show lower latency and loss late. Under the traffic congestion, the loss rate of MMP is stable. However, we can think about the limitation of the operation. If all users of the global network use all possible multi-paths, we could not guarantee the performance of MMP as shown above.

Our suggested future work is to optimize the important factor of MMP operations, such as how many multi-path uses or how many hops of multi-path is the minimum quality for MMP routing. QoS-driven routing is also a possible option for MMP routing policy using QoS metrics, such as latency, loss late, bandwidth, jitter, or other composite metrics. We could make the weight of each multi-path, and some paths could show high latency but stability to communicate.

6. Conclusions

We evaluated multi-path routing on MMP and compared MMP with SP and FMP on a global network. The experimental results show that when using MMP routing, the network performance is affected less by a bandwidth consumption attack than when using SP or FMP routing. In addition, when making a choice among paths under a multi-path situation, selecting more paths with a better network status than paths under an attack causes less effect on the performance of the network under attack.

We verified that the effectiveness of multi-path with real networks deployed globally, especially MMP routing, shows more resilience than FMP used currently. Using the global network, we show that FMP mitigates certain cases of network problems, but MMP gains impressively lower loss rate by comparison.
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