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Abstract

In this paper, we present a novel document similarity measure based on the definition of a graph kernel between pairs of documents. The proposed measure takes into account both the terms contained in the documents and the relationships between them. By representing each document as a graph-of-words, we are able to model these relationships and then determine how similar two documents are by using a modified shortest-path graph kernel. We evaluate our approach on two tasks and compare it against several baseline approaches using various performance metrics such as DET curves and macro-average F1-score. Experimental results on a range of datasets showed that our proposed approach outperforms traditional techniques and is capable of measuring more accurately the similarity between two documents.

1 Introduction

In recent years, we have witnessed a tremendous growth in the volume of textual documents available on the Web. With this rapid increase in the number of available content, new opportunities for knowledge extraction have arisen. Many text mining tasks such as information retrieval, text categorization and document clustering involve the direct comparison of two documents. It is thus crucial to be able to determine accurately how similar two documents are by defining a document similarity measure.

Generally speaking, a similarity measure is a real-valued function that quantifies the common information shared by two objects (in our case documents). Determining the similarity between two documents is not a trivial task. Whether two documents are similar or different is not always clear and may vary from application to application.

Similarity measures that make use of the vector-space model (Salton et al., 1975) treat words in a document as if they were independent of one another, which is not realistic. In fact, words relate to one another to form meaningful phrases and to develop ideas. It is known that the human brain utilizes these relations between words to facilitate understanding (Altmann and Steedman, 1988). In general, we assume that two terms are related if they co-occur together in a small context, typically a phrase or a window of specific size, which resulted in n-gram features in many text mining tasks (an n-gram is a sequence of n terms in this paper). But n-grams correspond to sequences of words and thus fail to capture word inversion and subset matching (e.g., “article about news” vs. “news article”). To take into account these statistical relations, we propose to represent each document as a graph-of-words instead. And then, in order to measure the similarity between two documents, we capitalize on recent advances in graph kernels. Kernels can be thought of as measures of similarity between pairs of objects (Schölkopf and Smola, 2002). A graph kernel is a kernel function that measures the similarity between pairs of graphs.

Our aim in this paper is neither to define a similarity measure for only a certain category of documents based on background knowledge and features specific to that field nor to improve similarity estimation by using external knowledge. In-
stead, we propose to define a similarity measure that does not incorporate any background or external knowledge. Hence it is, without changes, applicable to all types of textual documents even if they come from different areas. The method takes as input a pair of documents and automatically computes how similar they are to each other based solely on their content.

The rest of this paper is organized as follows. Section 2 provides an overview of the related work and elaborates our contribution. Section 3 provides a detailed description of our proposed graph-of-words kernel. Section 4 evaluates the proposed approach on a wide range of tasks. Finally, Section 5 summarizes the work and presents potential future work.

2 Related Work

In this section, we review the related work published in the areas of document similarity, graph kernels, kernel-based text categorization and graph-based text categorization.

2.1 Document Similarity

There has been a variety of similarity measures defined to assess how close two objects are to each other, including documents. Let \(<d_1, d_2>\) be a pair of documents and \(D_1\) (resp. \(D_2\)) the set of terms in \(d_1\) (resp. \(d_2\)). Common similarity measures discussed by Manning (1999) are defined as follows:

\[
\begin{align*}
\text{Matching}(d_1, d_2) &= |D_1 \cap D_2| \\
\text{Dice}(d_1, d_2) &= 2 \frac{|D_1 \cap D_2|}{|D_1| + |D_2|} \\
\text{Jaccard}(d_1, d_2) &= \frac{|D_1 \cap D_2|}{|D_1 \cup D_2|} \\
\text{Overlap}(d_1, d_2) &= \frac{|D_1 \cap D_2|}{\min(|D_1|, |D_2|)} \\
\text{Cosine}(d_1, d_2) &= \frac{|D_1 \cap D_2|}{\sqrt{|D_1| \times |D_2|}}
\end{align*}
\]

The terms might be processed unigrams as well as processed n-grams present in the text. The set of operations described above are equivalent to vector operations when representing \(d_1\) and \(d_2\) as binary vectors.

2.2 Graph Kernels

Graph kernels are instances of the R-convolution kernels introduced by Haussler (1999). Convolution kernels have been proposed as a principled way of designing kernels on structured objects, such as sequences, trees and graphs. Graph kernels compute the similarity between pairs of graphs, based on common substructures they share. A wide variety of substructures has been proposed, such as random walks (Gártner et al., 2003; Vishwanathan et al., 2010), shortest paths (Borgwardt and Kriegel, 2005), subtrees (Ramon and Gártner, 2003), cycles (Horváth et al., 2004), and graphlets (Shervashidze et al., 2009).

2.3 Kernel-based Text Categorization

In recent years, there has been a great deal of work in using kernel methods, such as SVMs for text classification (Joachims, 1998; Dumais et al., 1998). Such work concentrates on building specialized kernels aimed at measuring similarity between documents. We outline some of these approaches below.

The works closest to ours are the ones reported by Lodhi et al. (2002) and by Canci et al. (2003). Lodhi et al. propose the use of string kernels as an alternative to the vector-space model. The feature space is generated by any ordered subsequence of characters found in the text not necessarily contiguously. Each subsequence consists of a specific number of characters and is weighted by an exponentially decaying factor of its full length in the text. Due to the enormous amount of computation needed to compute this feature vector, the authors present a dynamic programming technique, which allows the efficient calculation of the kernel values. Our work differs from theirs in that we use graph kernels instead of sequence kernels, and we concentrate on the word level instead of the character level. Cancedda et al. modified their string kernel to work with sequences of words rather than characters. Two sequences of words are considered similar if they have many common words in a given order. The similarity between two documents is assessed by the number of matching word sequences. Non-contiguous occurrences are penalized according to the number of gaps they contain. The proposed kernel is more appealing as it is more computationally efficient and it takes advantage of the standard linguistic preprocessing techniques. This approach differs in fundamental respects from our work since we represented documents as graphs-of-words in order to model word co-occurrence rather than se-
quences of words and we used a graph kernel instead of a sequence kernel to measure the similarity between pairs of documents. Other text categorization works use kernels that measure the semantic similarity between concepts extracted from the text (Bleik et al., 2013; Wang and Domeniconi, 2008).

2.4 Graph-based Text Categorization

Our work is also related to methods that represent documents as graphs and perform graph mining tasks to achieve improved classification performance. These methods either extract frequent subgraphs which are then used to produce feature vectors for the documents (Jiang et al., 2010; Rousseau et al., 2015) or they determine term weights to be used in the vector-space model based on centrality criteria or random walks (Hassan et al., 2007; Malliaros and Skianis, 2015).

3 A Graph Kernel for Document Similarity

In this section, we first discuss the essential definitions from graph theory. We then present our graph-of-words model for representing textual documents. And finally, we define our custom Shortest-Path Graph Kernel (SPGK) capable of measuring the similarity between pairs of documents.

3.1 Graph Concepts

Let \( G = (V, E) \) be an undirected and unweighted graph consisting of a set \( V \) of vertices and a set \( E \) of edges between them. In this paper, we will denote by \( n \) the number of vertices and by \( m \) the number of edges.

A labeled graph is a graph with labels on vertices and/or edges. Given a set of labels \( \mathcal{L} \), \( \ell : V \rightarrow \mathcal{L} \) is a function that assigns labels to the and/or edges of the graph. In our case, we deal with fully-labeled graphs as labels are assigned both to vertices and to edges.

A graph \( G \) can be represented by its adjacency matrix \( A \). The \((i, j)\)th entry of \( A \) is 1 if the edge \((v_i, v_j)\) between vertices \( v_i \) and \( v_j \) exists, and 0 otherwise.

A walk in a graph \( G \) is a sequence of vertices \( v_1, v_2, \ldots, v_k+1 \) where \( v_i \in V \) and \((v_i, v_{i+1})\in E\) for \( 1 \leq i \leq k \). The length of the walk is equal to the number of edges in the sequence, i.e. \( k \) in the above case. A walk in which \( v_i \neq v_j \Leftrightarrow i \neq j \) is called a path. In other words, a path is a walk without repetition of nodes.

3.2 Graph-of-words

We chose to represent each textual document as a statistical graph-of-words, following earlier approaches in keyword extraction (Ohsawa et al., 1998; Mihalcea and Tarau, 2004) and more recent ones in ad hoc IR (Blanco and Lioma, 2012; Rousseau and Vazirgiannis, 2013) and in summarization (Meladianos et al., 2015).

The construction of each graph is preceded by a preprocessing phase where standard text processing tasks such as tokenization, stopword, punctuation and special character removal, and stemming are performed. The processed document is then transformed into an unweighted, undirected graph whose vertices represent unique terms and whose edges represent co-occurrences between the connected terms within a fixed-size window (hence the statistical denomination). The graph-of-words representation of text provides enhanced modeling capabilities compared to the bag-of-words representation. Besides the terms (vertices), it also models the relationships between them (edges). All the words present in a document have some relationships with one another, modulo a window size outside of which the relationship is not taken into consideration, and graphs are able to capture these dependencies. The extended modeling capabilities, however, come with an increase in complexity.

An example of a document represented as an unweighted undirected graph is given in Figure 1. The source text comes from Shakespeare’s play “Hamlet”: “to be or not to be: that is the question”. For illustration purposes, only the colon is removed and no other text processing tasks are performed. The size of the window is set to 2, i.e. it captures bigram relationships. Hence, each word (vertex) is connected with an edge with its previous and its next word, if any.

3.3 Shortest-Path Graph-of-words Kernel (SPGK)

Our proposed approach measures the similarity between two textual documents by representing them as graphs-of-words, transforming these graphs into other graphs, and using graph kernels to calculate the similarity of the new graphs. Specifically, we capitalize on the shortest-path graph kernel (Borgwardt and Kriegel, 2005) and
we modify it to compare the graph representations of pairs of documents.

The first step of our proposed approach is to transform the graph-of-words representation of each document $G$ into another graph $C$ whose vertices are connected with an edge only if the shortest distance between them is not greater than a variable $d$. The emerging graph contains the same set of vertices as the graph-of-words from which it was generated. However, there exist edges only between vertices that are connected by a path of length at most $d$. Specifically, the label of an edge $e$ that links two vertices whose shortest path is $p$ is set equal to $\text{label}(e) = 1/p$. For $d = 1$, the emerging network is equivalent in a structural sense to its corresponding graph-of-words. For greater values of $d$, it is very likely that the number of edges of the graph will have increased compared to its predecessor.

The commonly-used unigram bag-of-words representation assumes that words in a document are independent of one another. Although similarity measures based on this assumption have shown to work well in practice in many fields, it is not rational to completely ignore word order and word dependence. Hence, the distance between two terms in a document determines their relationship. This led us to explore alternative document similarity metrics that take into account the co-occurrence of words in the documents. More specifically, we assume that two terms are related given that they appear together inside a window. The underlying assumption is that each word present in a document has some relationship with the other words that are close to it. We set the size of the window over the processed text equal to 2. Therefore, in our graph-of-words representation of a document, each term is linked with its preceding and its following term with an edge. In our transformed graphs, terms are not only connected with terms that are next to them, but also with terms that are close to their neighbors ($d = 2$), with lower label values, and close to neighbors of their neighbors ($d = 3$), with even lower label values. Parameter $d$ determines how far from the initial terms we allow the paths to go. Our intuition is that given an initial term, terms that are close to terms that are close to the initial term or beyond, may have also some relation with the initial term, and the strength of this relation decreases as the shortest path length increases. Therefore, although the proposed kernel does not incorporate any knowledge of the language being used, it does capture some statistical information and is thus capable of outperforming metrics based on the unigram and even $n$-gram vector-space model.

To determine the edge labels in the new graph $C$, we can perform depth-first search (DFS) or breadth-first search (BFS) traversals from each vertex in the graph, limiting the depth to $d$. The complexity for calculating paths of length up to $d$ from a source vertex to all other vertices using either DFS or BFS is at most $O(b^d)$, where $b$ is the average branching factor. The branching factor depends on the average degree of the vertices of the graphs-of-words $G$ which, in its turn, depends on the selected size of the sliding window. For $W = 2$, the average degree of the vertices will be typically only slightly above 2 and the branching factor will be only slightly above 1. Calculating paths of length up to $d$ for all vertices takes thus $O(nb^d)$ time. This still yields reasonable time complexity estimates for small values of $d$.

After our original graphs have been transformed into the graphs described above, we can measure their similarity using the following kernel:

**Definition 1** (Custom shortest-path graph kernel). Let $G_1$, $G_2$ denote two graph-of-words representations of two textual documents $d_1$, $d_2$ that are
transformed into graphs $C_1$, $C_2$ through the process described above. The proposed Shortest-
Path Graph Kernel (SPGK) on $C_1 = (V_1, E_1)$ and $C_2 = (V_2, E_2)$ is defined as follows:

$$k(d_1, d_2) = \frac{\sum_{v_1 \in V_1, v_2 \in V_2} k_{node}(v_1, v_2)}{\text{norm}} + \sum_{e_1 \in E_1, e_2 \in E_2} k_{walk}^{(1)}(e_1, e_2)$$

where $k_{node}$ is a positive definite kernel for comparing two vertices, $k_{walk}^{(1)}$ a positive definite kernel for comparing two edge walks of length 1 in $C$ (i.e. up to $d$ in $G$) and norm a normalization factor described next.

The similarity value generated by our custom shortest-path graph kernel is equal to the sum over the kernel values of all pairs of vertices on the transformed graphs plus the sum over the kernel values of all pairs of edge walks of length 1 over a positive normalization factor. The $k_{node}$ kernel is a function for comparing two vertices. In practice, we use a delta kernel defined as:

$$k_{node}(v_1, v_2) = \begin{cases} 1 & \text{if } \ell(v_1) = \ell(v_2), \\ 0 & \text{otherwise} \end{cases}$$

but other works have considered distances in word embeddings for instance to account for word similarity at the cost of having to compare every node of a graph to every other nodes of the other graph (Srivastava et al., 2013).

The normalization factor is introduced because the nominator of the proposed kernel depends on the length of the compared documents. Specifically, given the adjacency matrices of the transformed graph representations of two documents $A_1, A_2$ where the value of each entry in the adjacency matrix is set equal to the label of the corresponding edge, and the diagonal matrices $D_1, D_2$ with diagonal entries set to 1 if the corresponding term exists in the corresponding document, we first compute the matrices $M_1, M_2$ as shown below:

$$M_1 = A_1 + D_1$$
$$M_2 = A_2 + D_2$$

and we then compute the normalization factor using the following formula:

$$\text{norm} = \|M_1\|_F \times \|M_2\|_F$$

where $\| \cdot \|_F$ is the Frobenius norm for matrices.

The $k_{walk}^{(1)}$ kernel can be expressed as the product of kernels on vertices and edges along the walk. Only walks of length 1 in $C$ are considered, therefore, $k_{walk}^{(1)}$ can be calculated in terms of the original vertex, the destination vertex, and the edge connecting them.

**Definition 2 (Custom edge walk kernel).** Let $u_1, v_1$ be two vertices of graph $C_1 (u_1, v_1 \in V_1)$ and $e_1$ the edge connecting them. Let also $u_2, v_2$ be two vertices of graph $C_2 (u_2, v_2 \in V_2)$ and $e_2$ the edge connecting them. The edge walk kernel is defined as follows:

$$k_{walk}^{(1)}(e_1, e_2) = k_{node}(u_1, u_2) \times k_{edge}(e_1, e_2) \times k_{node}(v_1, v_2)$$

where $k_{node}$ is the kernel function defined above and $k_{edge}$ is a kernel function for comparing two edges defined as follows:

$$k_{edge}(e_1, e_2) = \begin{cases} \ell(e_1) \times \ell(e_2) & \text{if } e_1 \in E_1 \land e_2 \in E_2, \\ 0 & \text{otherwise} \end{cases}$$

The measure of similarity between two graphs depends on the kernel values corresponding to the vertices and edges that compose each walk, while the matching between two vertices or two edges is determined by comparing their labels. The values of our kernel function lie in the interval $[0, 1]$. It takes a value equal to 0 for documents with no common terms and a value equal to 1 for identical documents.

**Lemma 1.** SPGK is a valid kernel.

**Proof.** Based on the proofs presented in ( Borgwardt and Kriegel, 2005) and ( Borgwardt et al., 2005), we show that our custom shortest-path graph kernel is positive definite. The $k_{node}$ kernel is a delta kernel, which is known to be positive definite (Schölkopf and Smola, 2002) and therefore a valid kernel. The $k_{edge}$ kernel is also a delta kernel multiplied by a positive real number. Since the multiplication of a kernel by a positive constant preserves positive definiteness, this kernel is also valid. Regarding the $k_{walk}^{(1)}$ kernel, it is positive definite as the point-wise multiplication of positive definite kernels ($k_{node}$, $k_{edge}$) preserves positive definiteness. The $\sum_{v_1 \in V_1, v_2 \in V_2} k_{node}(v_1, v_2)$ function is the sum of valid kernel functions,
hence, it is also positive definite. Regarding the \( \sum_{e_1 \in E_1, e_2 \in E_2} k^{(1)}_{\text{walk}}(e_1, e_2) \) function, it is a walk kernel that takes into account only walks of length 1 on the transformed graphs and is zero-extended to the whole set of pairs of walks that do not satisfy the above constraint. Therefore, kernel values for walks with length greater than 1 are set to zero. This zero-extension is known to preserve positive definiteness (Haussler, 1999). This function is a convolution kernel, which is proven to be positive definite (Haussler, 1999). Finally, the kernel is divided by a positive constant and its positive definiteness is preserved.

3.4 Run Time Complexity

We now determine the time complexity of our proposed kernel for measuring the similarity between two documents. Let us assume that the graph-of-words representations of the two documents consist of \( n \) vertices each. To determine the shortest paths of length at most \( d \) from a root vertex to all other vertices, we need \( O(b^d) \) time when using a graph traversal algorithm (depth-first or breadth-first search). There are also \( n \) vertices in the transformed graph, hence, the transformation will require \( O(nb^d) \) time for each graph. In order to determine the kernel value, it is necessary to compute the value of \( k^{(1)}_{\text{walk}} \) for all pairs of edges between the two transformed graphs. The number of edges in the transformed graph can be at most \( n^2 \) in the case all the shortest paths in the original graph are no longer than \( d \). Thus, there are at most \( n^2 \cdot n^2 = n^4 \) pairs of edges. However, due to the label enrichment that has been applied to the vertices of the transformed graphs, the number of matching nodes in the two graphs has been radically reduced and the number of pairs of edges that have to be considered is also reduced. Specifically, we have to consider \( n^2 \) pairs of edges as only paths between vertices whose label is the same in the two graphs are considered. The kernel value can thus be computed in \( O(n^2 + nb^d) \) time.

3.5 Alternative Computation Method for \( d = 1 \)

In the case we consider only the common paths of length 1, there is a more efficient algorithm to compute the kernel values. The common paths of length 1 correspond to common edges between the graph representations of the documents. The emerging kernel takes into account the number of common vertices (terms) between the two graphs and the number of common edges (terms co-occurring in the same window) as well. More specifically, given two documents \( d_1 \) and \( d_2 \), the adjacency matrices of their graph representations \( A_1, A_2 \) where each entry in the adjacency matrix is set to 1 if the corresponding edge exists in the graph and the diagonal matrices \( D_1, D_2 \) with diagonal entries set to 1 if the corresponding term exists in the document, we first compute the matrices \( M_1, M_2 \) as described previously and then we compute the kernel value using the following formula:

\[
k(d_1, d_2) = \frac{\sum M_1 \circ M_2}{\|M_1\|_F \times \|M_2\|_F}
\]  

(5)

where \((\cdot \circ \cdot)\) is the Hadamard or element-wise product between matrices.

If \( n \) is the number of unique node labels, i.e. the length of the vocabulary, and \( m \) the number of edges, the computation of the kernel values requires \( O(n + m) \) time in the worst case scenario. For the baseline similarity measures, with unigram features, the computational cost is \( O(n) \) time but it goes up as we consider higher order \( n \)-grams.

4 Experiments and Evaluation

In this section, we present the experiments we conducted to evaluate and validate our proposed kernel between documents.

4.1 Evaluation Metrics

To assess the effectiveness of the different approaches, we employed a set of well-known evaluation metrics inherited from Information Retrieval: accuracy, macro-average F1-score and for the story link detection task DET curves (Martin et al., 1997).

The DET curve is a variant of the ROC curve that plots the missed detection probability \( P_{\text{miss}} = fn/(tp + fn) \) versus the false alarm probability \( P_{\text{fa}} = fp/(tn + fp) \) for various system operating points, which allows someone to get a greater insight into the effectiveness of the evaluated approaches. A method is considered to perform best at thresholds that correspond to points that are close to the lower-left of the graph (i.e. lower error probabilities) and the area under the curve should be minimal.

For the story link detection experiments, we also computed the normalized \( C_{\text{Det}} \) costs, the
standard performance measure of TDT as described in (Fiscus and Wheatley, 2004).

### 4.2 Datasets

We evaluate the SPGK and the baselines on 5 standard datasets for text categorization: (1) WebKB: Web pages collected from Computer Science departments of various Universities manually classified into 7 categories (we removed Web pages that belong to the classes “staff”, “department” and “other”) (Craven et al., 1998). (2) News: News extracted from RSS feeds of popular newspaper websites classified into 7 categories based on the taxonomies of their publishing websites (Vitale et al., 2012). (3) Subjectivity: Subjective and objective sentences corresponding to movie reviews from Rotten Tomatoes and to plot summaries gathered from the Internet Movie Database respectively (Pang and Lee, 2004). (4) Amazon: Product reviews over four different sub-collections (Blitzer et al., 2007). (5) Polarity: Positive and negative snippets acquired from Rotten Tomatoes (Pang and Lee, 2005). Table 1 shows statistics of the datasets that were used for the evaluation. For the Story Link Detection task, we employed the TDT-5 corpus that contains stories from various newswire sources (Glenn et al., 2006; Graff and Kong, 2006). We only used the English part of the dataset for our experiments consisting of 221,306 documents.

### 4.3 Baselines

The similarity measure presented in this paper is best suited for settings where the concept of a predefined corpus does not exist. For example, it could find applications in plagiarism detection and in cases where independent pairs of documents must be compared to each other. In such settings, due to the absence of a corpus, we cannot learn mappings of terms to a vector space (i.e. word embeddings) or use methods that take advantage of the corpus to increase their performance. Hence, our set of baselines includes methods that take as input two documents and output their similarity.

More specifically, the performance of our proposed kernel was compared to the performances of three baseline kernels based on similarity measures between pairs of documents $\langle d_1, d_2 \rangle$ in the $n$-gram feature space (up to 4-grams):

1. The linear kernel, which uses the dot product as similarity measure: $k_{dp}(\vec{d}_1, \vec{d}_2) = \vec{d}_1 \cdot \vec{d}_2$ where $\vec{d}$ is the $n$-gram feature vector associated with the document $d$;

2. Cosine, which measures the cosine of the angle between the two vectors: $k_{ce}(\vec{d}_1, \vec{d}_2) = \frac{\vec{d}_1 \cdot \vec{d}_2}{\|\vec{d}_1\| \times \|\vec{d}_2\|}$ where $\| \cdot \|$ is the $L_2$-norm.

3. Tanimoto coefficient (also known as Jaccard coefficient), which measures the intersection of features divided by their union: $k_{tc}(\vec{d}_1, \vec{d}_2) = \frac{\|\vec{d}_1\| \cdot \|\vec{d}_2\|}{\|\vec{d}_1\| + \|\vec{d}_2\| - \|\vec{d}_1 \cdot \vec{d}_2\|}$.

In the task of text categorization, we also compared the proposed kernel against the so-called Dynamic Convolutional Neural Network (DCNN) which is capable of generating representations for larger pieces of text such as sentences and documents (Kalchbrenner et al., 2014) and a convolutional neural network (CNN) architecture that has recently showed state-of-the-art results on many NLP sentence classification tasks (Kim, 2014). We used two variants of the CNN: (1) a model where all words are initialized to random vectors and are kept static during training (CNN static, rand), and (2) a model where again all words are initialized to random vectors, but are modified during training (CNN non-static, rand). The second model as well as DCNN have access to the whole corpus to generate word/document embeddings. Hence, it is not fair in a sense to compare the proposed kernel against these methods.

| Dataset       | # training examples | # test examples | # classes | vocabulary size | avg. terms per document | avg. degree |
|---------------|---------------------|-----------------|-----------|----------------|-------------------------|------------|
| WebKB         | 2,803               | 1,396           | 4         | 7,772          | 77.93                   | 2.54       |
| News          | 32,604              | CV              | 7         | 34,131         | 25.57                   | 2.08       |
| Subjectivity  | 10,000              | CV              | 2         | 21,335         | 20.74                   | 2.08       |
| Amazon        | 6,400               | 1,600           | 4         | 39,133         | 86.96                   | 2.67       |
| Polarity      | 10,662              | CV              | 2         | 18,777         | 18.44                   | 2.00       |

Table 1: Summary of the 5 datasets that were used in our text categorization experiments.
### 4.4 Text Categorization

To perform text categorization, for all methods except the DCNN and the two CNNs, we employed a Support Vector Machine (SVM) classifier (Boser et al., 1992). It is interesting to note that all we need to train an SVM classifier is the kernel matrix of the training examples. We optimized the parameter $C$ of the SVM by performing 10-fold cross-validation on the training set. We then made predictions on the test set using the optimal value of $C$. For DCNN the dimensionality of the generated embeddings was set to 100, while for the two CNNs it was set to 300. For DCNN and the two CNNs, the number of training epochs was set to 25. All similarity measures were coded in Python\(^1\).

For each value of the parameter $d$, we obtain a new kernel and in turn the resultant kernel matrix contains different values. To study the effect of parameter $d$ on the classification performance, we performed tests for values of $d$ ranging from 1 to 4. We did not further increase the value of $d$ since in most cases, for values greater than 4, the performance of the classifier stayed the same.

Table 2 shows the performance of the baseline methods and the proposed shortest-path graph kernel (SPGK), on the five datasets. Bold font marks the best performance in a column, while * indicates statistical significance in accuracy improvement at $p < 0.05$ using the micro sign test against the Cosine ($n = 2$) baseline of the same column. $> 1$ day indicates that the computation did not finish after 1 day.

![Table 2: Performance of the 6 approaches in text categorization. * indicates statistical significance in accuracy improvement at $p < 0.05$ using the micro sign test against the Cosine ($n = 2$) baseline of the same column. $> 1$ day indicates that the computation did not finish after 1 day.](http://www.db-net.aueb.gr/nikolentzos/code/spgk.zip)

### 4.5 Story Link Detection

Story link detection, as defined by the Topic Detection and Tracking (TDT) research program (Allan, 2002), is the task of determining whether two stories, such as news articles and radio broadcasts, are “linked” by the same event. According to TDT,
an event is something that happens at some specific time and place and two stories are “linked” if they discuss the same event.

In Figure 2, we plot the DET curves comparing the proposed approaches. For clarity, we only plot one curve for our SPGK approach ($d = 1$) since the plots overlapped, and the best performing curve for each of the baseline approaches. It is clear that our approach outperforms the baselines over the whole set of operating points. We also searched for the threshold values for which each approach maximizes its performance. Our next step was to compare the four systems in terms of detection effectiveness at that optimal threshold. Table 3 illustrates the normalized $C_{det}$ of the proposed methods and the baselines. We can see that the proposed methods are better than baseline methods in terms of the normalized $C_{det}$ metric.

5 Conclusion

In this paper, we presented a graph kernel for measuring the similarity between pairs of documents. The graph-of-words representation of textual documents allows us to model relationships between terms in documents and, hence, to go beyond the limits of the vector-space model. At the same time, it allows us to measure the similarity between two documents by comparing their graph representations using kernel functions. The effectiveness of the proposed kernel was empirically tested on two different tasks, namely text categorization and story link detection. The proposed measure showed improved performance on both tasks compared to the baselines.
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