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ABSTRACT
We present a new approach that bridges binary analysis techniques with machine learning classification for the purpose of providing a static and generic evaluation technique for opaque predicates, regardless of their constructions. We use this technique as a static automated deobfuscation tool to remove the opaque predicates introduced by obfuscation mechanisms. According to our experimental results, our models have up to 98% accuracy at detecting and deobfuscating state-of-the-art opaque predicates patterns. By contrast, the leading edge deobfuscation methods based on symbolic execution show less accuracy mostly due to the SMT solvers constraints and the lack of scalability of dynamic symbolic analyses. Our approach underlines the efficiency of hybrid symbolic analysis and machine learning techniques for a static and generic deobfuscation methodology.
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1 INTRODUCTION
Automatic program analysis is widely used in research and industries for various software evaluation purposes. In this context, software reverse engineering, which consists in the understanding of the internal behavior of a program, relies on various program analyses techniques such as static or dynamic symbolic execution. To prevent the application of software reverse engineering techniques, code obfuscation is a broadly employed protection methodology which transforms a program into an equivalent one that is more difficult to understand and analyze. Among these obfuscation mechanisms, opaque predicates represent one of the major and fundamental obfuscation transformations used by obfuscators to mitigate the risk of reverse engineering. Opaque predicates represent constant branching conditions that are obfuscated for the purpose of hiding the fact that they are constant. Thus, an opaque predicate value is known a-priori by the defender, but shall be hard to deduce for an attacker. We choose this obfuscation transformation for its variety of types and constructions and their common use as foundation for other obfuscation transformations as means of improving the transformations robustness and resiliency. Opaque predicates are widely used as technique for various security applications, e.g. metamorphic malware mutation [9], Android applications [27] or white-box cryptographic implementations. As a consequence, several works focus on the deobfuscation of opaque predicates (e.g. [5, 7, 8, 16, 29, 32, 42]) in order to evaluate the quality of the obfuscated code rendered by this transformation. However, these techniques are often based on dynamic analysis and are therefore limited or not scalable.

Problem setting: Existing state-of-the-art opaque predicates deobfuscation techniques and tools suffer from the following limitations:

(1) Specificity: Techniques that evaluate opaque predicates are often focused on specific constructions, hence lacking of generality towards all existing patterns of such obfuscation transformation.
(2) Code coverage: Most recent deobfuscation techniques are based on dynamic symbolic execution which require the generation of instruction traces. The ability to cover all paths of the program is an issue that prevents, in some cases, the complete code deobfuscation.
(3) Scalability: Dynamic symbolic execution techniques may also lack of scalability on some types of code such as malwares that use specific triggers (e.g. an input from a Command and Control server) to execute the non-benign part of the code. Thus, dynamic analysis may not scale and cover the non-triggered part of the code.
(4) Satisfiability modulo theories solvers: SMT solvers used in path-reachability analyses suffer from several limitations depending on the constructions of the opaque predicates. Some constructions that are based on aliases or mixed boolean and arithmetic expressions usually cause SMT solvers to fail at predicting the feasibility of a path.

Our work has the goal to re-introduce static analysis for obfuscated software evaluation and deobfuscation. To this end, we propose a new approach that bridges static symbolic execution and machine learning models to provide a generic evaluation of opaque predicates.
We present several studies and experiments towards the construction of machine learning models that can either detect an opaque predicate or predict its invariant value without executing the code. We also extend our design to the deobfuscation of such obfuscation transforms, regardless of their constructions, by creating a static analysis plug-in within a widely used reverse engineering tool called IDA [19]. To further evaluate our methodology, we compare it against available static and dynamic symbolic-based tools for the deobfuscation of opaque predicates. We conduct further evaluations against obfuscators such as Tigress [10] and OLLVM [23].

The aftermath of our work shows that combining machine learning techniques with static symbolic analysis provides a generic, automatic, and accurate methodology towards the evaluation of opaque predicates. Our work shows that machine learning enables a better efficiency and genericity for this application, while allowing us to work without SMT solvers to predict reachable paths.

Contributions:

1. We present our novel methodology that binds binary analysis and machine learning techniques to evaluate and deobfuscate opaque predicates statically. A presentation of several studies towards an efficient and accurate creation of machine learning models is also given.
2. The evaluation of our methodology against state-of-the-art obfuscators such as Tigress and OLLVM, as well as novel opaque predicate constructions such as bi-opaque predicates.
3. The illustration of the efficiency of our methodology, used as a static analysis deobfuscation tool, on several datasets by comparing it to existing state-of-the-art deobfuscation tools based on symbolic execution and SMT solvers.

Our paper is organized as follows: in Section 2 we recall background information on opaque predicates types, constructions, and deobfuscation methods. Then we introduce some notions of supervised machine learning. In Section 3, we present our methodology which combines binary analysis and machine learning to achieve an efficient evaluation and deobfuscation of opaque predicates. Section 4 presents our experiments towards an accurate model construction, whereas Section 5 illustrates our evaluations on state-of-the-art publicly available obfuscators. A comparison to existing symbolic-based deobfuscation techniques against our methodology is also provided in Section 5.3. We then describe our design limitations and perspectives in Section 6, along with related work in Section 7, before concluding in Section 8.

2 TECHNICAL BACKGROUND

In this section we briefly present opaque predicates, obfuscation and deobfuscation techniques, and introduce several notions related to supervised machine learning.

2.1 Code obfuscation

Collberg et al. [11] define code obfuscation as follows:

Let $P \xrightarrow{T} \rightarrow P'$ be a transformation $T$ of a source program $P$ into a target program $P'$. We call $P \xrightarrow{T} \rightarrow P'$ an obfuscating transformation if $P$ and $P'$ have the same observable behavior. Consequently, the following conditions must be fulfilled for an obfuscating transformation: if $P$ fails to terminate, or terminates with an error condition, then $P'$ may or may not terminate; otherwise, $P'$ must terminate and produce the same output as $P$. Several obfuscation transformations exist, each of them having their own purpose: obfuscate the layout, the data, or the control-flow of a program. A classification of all these obfuscations, as well as known deobfuscation methods with their different purposes, has been provided by S. Schrittwieser et al. [39].

2.2 Opaque predicates

Often combined with bogus code, opaque predicates [12] aim at encumbering control-flow graphs with redundant infeasible paths. Compared to other control-flow obfuscation transformations such as control-flow flattening or call/stack tampering [28], opaque predicates are supposedly more stealthy (i.e. hard for an attacker to detect) because of the difficulty to differentiate an opaque predicate from original path conditions in a binary code. In the followings, we give an overview of some existing types and constructions of opaque predicates.

2.2.1 Opaque predicate types. We denote by $\phi$ a predicate, i.e. a conditional jump, within a binary code. Such predicate can be evaluated to both true or false (i.e. 0 or 1). We denote by $O$ the obfuscation function that generates opaque predicates. $O$ takes as input a predicate $\phi$ and produces the opaque predicate $O(\phi)$. For security purposes, $O(\phi)$ should be stealthy (indistinguishable from any other $\phi$) and resilient (its value should not be easily known by an attacker). There are two types of opaque predicates, namely the invariant and the two-ways. C. Collberg et al. define these predicates by, respectively, $P^T$, $P^F$, and $P^\dagger$. Our methodology aims at detecting and deobfuscating opaque predicates of types $P^T$ and $P^F$. Next we explain the introduced notations $P^T$, $P^F$ and $P^\dagger$.

Invariant opaque predicates: Let $O(\phi) : X \rightarrow \{0, 1\}$ be an obfuscated predicate that evaluates to either 0 or 1 and $O$ be the function that obfuscates the predicate. We denote by $X$ the set of all possible inputs. If for all $x \in X$, $O(\phi)(x) = 1$ (resp. 0), then we say that the predicate is always true (resp. always false), denoted $P^T$ (resp. $P^F$). These opaque predicates are said invariant, as they always evaluate to the same value for all possible inputs.

Two-ways opaque predicates: Another type of opaque predicates is referred to as two-way, which can evaluate to both true or false for all possible inputs. Such a construction requires both branches to be semantically equivalent in order to preserve the functionality of the code that will be executed. In other words we have, if for all input $x \in X$, $Pr_{x \rightarrow X}[O(\phi)(x) = 1] = \frac{1}{n}$ with $n \in \mathbb{N}^+$, then the predicate is either true or false, regardless of $x$.

2.2.2 Opaque predicate constructions. Several proposals exist in the literature about how to construct a resilient and stealthy opaque predicate, e.g. [30, 44]. Each of these constructions has the purpose to thwart specific obfuscation analyses and will be summarized in Section 2.3.

Arithmetic-based opaque predicates. Constructed using mathematical formulas which are hard to solve, they aim at encoding invariants into arithmetic properties on numbers.
Mixed-boolean and arithmetic based opaque predicates. Otherwise known as MBA [45], they are based on a data encoding technique using linear identities involving boolean and arithmetic operations. The resulting encoding is made dependent on external inputs such that it cannot be deobfuscated by compiler optimizations.

Alias-based opaque predicates. They are one of the first choices of Collberg et al. [12] for their construction. Aliasing is represented by a state of a program where certain memory location is referenced to by multiple pointers, and pointer alias analysis is undecidable.

Environment-based opaque predicates. These constructions use constant elements lifted from the system, or libraries.

Bi-opaque opaque predicates. Bi-opaque constructs aim at employing the weaknesses of symbolic execution, and are introduced in recent work [44]. Based on the observation that deobfuscation techniques using symbolic execution are prone to some challenges and limitations, bi-opaque predicates intend to either introduce false negatives or false positives results. Such construction has been shown effective against state-of-the-art deobfuscation tools based on dynamic symbolic execution, such as Triton [1] or Angr [40].

2.3 Deobfuscation
Due to their wide utilization and popularity, opaque predicates are target of several published attacks. Each of these deobfuscation methodologies has strengths and limitations as summarized in Table 1.

A first deobfuscation technique called probabilistic check consists in executing \( n \) times a program segment to see if a predicate is invariant. Such technique can be combined with fuzzing on the inputs. However, it is prone to high false positives and negatives results while depending on the possibility to execute \( n \) times the code.

Also, due to the overhead introduced by most complex opaque predicates constructs, it has been showed in the literature that there are surprisingly relatively few predicates that are used over and over again. This leads to a possible pattern matching attack (i.e. dictionary attack) [16], where one takes obfuscated predicates from a program being attacked and pattern-matches the source code against known examples. Nevertheless, it is possible to build variants of opaque predicates that cannot be matched using dictionary attacks, which implies a high false negative rate.

Another technique that uses abstract interpretation [32] provides correctness and efficiency in the deobfuscation of some specific constructions of opaques predicates. It consists in a static symbolic attack that can be only efficient against some classes of invariant arithmetic-based opaque predicates, but does not focus on other types and structures.

Another recently introduced technique [8] uses program synthesis. Originally designed for the deobfuscation of virtualized code, this approach has been successful for the simplification of MBA expressions.

Moreover, current state-of-the-art deobfuscation approaches use automated proving to compute if a predicate is opaque [5, 29].

Udupa et al. [43] use static path feasibility analysis based on SMT solvers to determine the reachability of execution paths. Their methodology inherit the limitations of static analysis, namely path explosion. This is the reason why recent automated proving techniques are based on dynamic symbolic execution (i.e. DSE) to check path feasibility or infeasibility [5] and remove opaque predicates. Yet, automated proving based analysis, either static or dynamic, suffers from the SMT solvers restrictions. It has been showed that SMT solvers fail against MBA opaque predicates, alias-based constructions, and can even be misguided by more recent constructions such as bi-opaque predicates.

Overall, DSE is currently considered the most effective methodology against opaque predicates, but the evaluation of such technique has been shown effective mainly against arithmetic or environment based opaque predicates. This demonstrates the importance of a generic and scalable methodology that can evaluate both stealth and resilience of opaque predicates for all existing constructions.

2.4 Supervised Machine Learning
The decision of labeling a predicate as opaque, and even more as invariant \( P^T \) or \( P^F \) opaque predicate, can be considered as classifications problems. Our target is to find algorithms that work from external supplied instances (e.g. binaries, instructions traces, etc.) in order to produce general hypotheses. From these hypotheses, we want to make predictions about future instances. Supervised machine learning provides a dedicated methodology that achieves this goal. The aim of a supervised machine learning is to build a classification model which will be used to assign labels to testing or unknown instances. In other words, let \( X \) be our inputs (i.e. instances) and \( Y \) the outputs (i.e. predicted labels). A supervised machine learning algorithm will be used to learn the mapping function \( f \) such that \( Y = f(X) \). The goal is to approximate \( f \) such that for any new instance \( X \) we can predict its label \( Y \). In our case the inputs are represented by \( n \)-dimensional vectors of numerical features that represent these features, i.e. features vectors, for which the extraction is described in the following paragraph.

2.4.1 Feature extraction. In the machine learning terminology, the inputs of a model are usually derived from what is called raw data, i.e. the data samples we want to classify or predict. These data samples cannot be directly given to a classification model and need to be processed beforehand. This processing step is called feature extraction and consists in combining the raw data variables into numerical features. It allows to effectively reduce the amount of data that must be processed, while accurately describing the original dataset of raw data. In our case, since raw data are text documents (e.g. disassembly code, symbolic execution state, etc.), one practical use of feature extraction consists in extracting the words (i.e. the features) from the raw data and classify them by frequency of use (i.e. weights). Different approaches exist for understanding what a word is and to compute its weight. In this paper we use the bag of words approach which identifies terms with words. As for the weights, we studied term frequency (i.e. how frequently a word occurs in a document) with and without inverse document frequency [22] used in Section 4 in order to select the best possible extraction technique.
3 OUR METHODOLOGY

Our methodology design is built in two parts. The first part consists in creating a machine learning model for the evaluation and deobfuscation of opaque predicates. The second part uses the validated model in order to remove such obfuscation transformation statically. Figure 1 illustrates our methodology. The first step consists in generating a set of obfuscated binaries. Our datasets of C code samples are presented in Section 4.1. In the second step, the binary is disassembled and we collect and labelize each predicate, e.g. defining if the predicate is opaque or normal, as described in Section 3.1. The third step consists in a depth-first search algorithm to collect each path leading to a predicate. We use a thresholded static symbolic execution to collect our raw data for the machine learning model. These data are normalized, processed and used to train and validate our model in a fourth step, as presented in Section 3.2. Finally, the fifth and final step shows that our model can be used and integrated in a static deobfuscation tool to predict and remove opaque predicates as presented in Section 5.

3.1 Binary analysis

Our methodology relies on static symbolic execution to retrieve the semantics of the predicate constructions before the machine learning classification models evaluates them. Thus, a first step in our design is the generation of raw data. This refers to a representation of data samples that contain noisy features and need to be processed in order to extract informative characteristics from the data samples, before training a model. Since our goal is to evaluate the opaque predicates, we choose to generate our raw data from the disassembled binary code control-flow graph.

Moreover, in order to have a scalable methodology, we work statically in order to prevent the need of executing the code. This approach also permits a better code coverage compared to existing dynamic approaches. However, our approach can be extended to instruction traces in cases where the analyzed code is encrypted or packed. The raw data used contains the symbolic expressions $S$ of collected predicates $\phi$ denoted by $S_\phi$.

We studied different formats and contents of such raw data as well as their impact on the efficiency of the trained model (see Section 4). In the following sections we present the binary analysis part of our design, namely thresholded static symbolic execution, which we employ to generate the raw data from predicates.

3.1.1 Thresholded Static Symbolic Execution. Static symbolic execution is a binary analysis technique that captures the semantics (i.e. logic) of a program. An interpreter is used to trace the program, while assuming symbolic values for inputs rather than obtaining concrete values as a normal execution would. A symbolic state $S$ is built and consists in a set of symbolic expressions $S$ for each variables (i.e. registers, memory, flags, etc.). Several techniques exist for symbolic execution [3].

In our work we use disassembled functions to collect the symbolic expressions of a predicate $S_\phi$. We start by generating all possible paths from a function entry point to a predicate $\phi$ using a depth-first search algorithm. The latter prevents us from using SMT solvers to generate all feasible paths since they are prone to limitations and errors depending on the protections applied. In order to avoid path explosion, we use a thresholded static symbolic execution technique that bounds the number of paths generated for one predicate and the amount of time the analysis has to iterate on a loop. Note that our methodology is intra-procedural
since publicly available obfuscators, e.g. Tigress, O-LLVM, generate intra-procedural opaque predicates.

**Path generation:** We denote by \( \phi_n \) the \( n \)-th predicate within a disassembled function \( F \) in a binary \( B \). When a predicate is identified, we generate all paths from \( F \) entry point to the collected \( \phi_n \) using a depth-first search (i.e. DFS) algorithm. DFS expands a path as much as possible before backtracking to the deepest unexplored branch. This algorithm is often used when memory usage is at a premium, however it remains hampered by paths containing loops. Thus, we use two distinct thresholds, one for loop iterations denoted by \( \alpha_{\text{loop}} \), and one for the number of paths to be generated denoted \( \alpha_{\text{paths}} \).

**Symbolic state generation:** In order to have a symbolic state, we use all collected paths of a predicate. We denote by \( \mathcal{P} \) the set of all collected paths \( \sigma \) of a predicate \( \phi \). Let \( S \) be the symbolic execution interpreter function such that \( S(\sigma_i) = S_{\phi, \sigma_i} \). In other words, the symbolic execution interpreter \( S \) returns a symbolic state \( S_{\phi, \sigma_i} \) for a path \( \sigma_i \), \( i \in [0, |\mathcal{P}|] \) of a predicate \( \phi \). The generated symbolic states for all predicates will be used as raw data and then be processed for the classification models.

### 3.2 Machine learning

We experiment different instances for our classification models to study the impact on their accuracy. Since symbolic execution is often based on an intermediate representation that captures all the semantics as well as side effects of the assembly instructions, several intermediate representations exist and are widely used, e.g. LLVM-IR or Miasm-IR [14]. We implemented our methodology using Miasm2 reverse engineering framework, which integrates translators from Miasm-IR to other languages (e.g. SMT-LIBv2 [6], Python [37], or C [24]). This gives us the ability to study the impact of the language used to express the symbolic expressions, within our raw data, on our classification models.

#### 3.2.1 Raw data

Intermediate representations use concrete values within their generated expressions. This causes raw data to depend on addresses that are specific to some binaries and prevents our models to scale on unknown data. Listing 1 illustrates this issue with one predicate symbolic expression in the Miasm-IR language. Moreover, some intermediate representations, e.g. Miasm-IR, use identifiers in order to express modified registers name or memory locations. This may further affect the scalability of our trained models.

For the purpose of having a model that can scale to unknown data, we use a normalization phase that replaces identifiers and concrete values by symbols, and non-alphanumeric characters by alphanumerical words. This is a necessary step for a complete features extraction phase that sometimes excludes non-alphanumeric characters when working on text-based raw data. In Listing 1 lines 10 and 13 we provide examples of the normalization step.

Since our methodology computes a full symbolic state from any function entry-point to a targeted predicate, there is a need to know if all information within the collected symbolic state is relevant for our models. The goal is to have many features for an accurate classification without adding too much noise.

Listing 1: Miasm-IR predicates expressions before and after normalization

```
1 # Miasm-IR predicate expression before normalization
2 # Miasm-IR predicate expression of an \( \mathcal{P}^{T} \) opaque predicate
3 ExprId('IRDst', size=64) = ExprInt(8x402209, 64)
4 # Miasm-IR predicate expression of an \( \mathcal{P}^{F} \) opaque predicate
5 ExprId('IRDst', size=64) = ExprInt(8x402209, 64)
6 # Normalized Miasm-IR predicate expression after normalization
7 # Normalized Miasm-IR predicate expression of an \( \mathcal{P}^{T} \) opaque predicate
8 ExprId(id1, size=64) = ExprInt(v1, 64)
9 # Normalized Miasm-IR predicate expression of an \( \mathcal{P}^{F} \) opaque predicate
10 ExprId(id1, size=64) = ExprInt(v1, 64)

Listing 2: Miasm-IR predicate expressions after our normalization phase
```

Another issue to be avoided is having raw data samples that do not contain enough information to distinguish between samples that have different labels, as illustrated also in Listing 1. In other words, we may have two expressions that are identical but have different labels, e.g. the first being the expression of a \( \mathcal{P}^{T} \) and the second an expression of a \( \mathcal{P}^{F} \). To avoid this matter we use the thresholded symbolic execution, which generates expressions for each path leading to a predicate. Listing 2 illustrates the predicates expressions from Listing 1 along with others memory and registers expressions from their symbolic state. Namely, line 10 in Listing 1 corresponds to lines 2-5 in Listing 2, while line 13 in Listing 1 corresponds to lines 8-11 in Listing 2. We can see that now we have more informations that allows us to distinguish between both predicates.

Listing 2: Miasm-IR predicate expressions after our normalization phase

```
1 # Normalized Miasm-IR predicate expression of an \( \mathcal{P}^{T} \) opaque predicate
2 ExprId(id1, size=64) = ExprInt(v1, 64)
3 ExprId(id2, size=1) = ExprInt(v2, 1)
4 # Miasm-IR predicate expression of an \( \mathcal{P}^{F} \) opaque predicate
5 ExprId(id9, size=1) = ExprInt(v5, 1)
6 # Normalized Miasm-IR predicate expression of an \( \mathcal{P}^{F} \) opaque predicate
7 ExprId(id5, size=64) = ExprInt(v3, 1)
8 ExprId(id2, size=1) = ExprCond(ExprMem(ExprId(id3, size=64), size =8), ExprInt(v4, 1), ExprInt(v1, 1))
9 # Normalized Miasm-IR predicate expression after normalization
10 # Normalized Miasm-IR predicate expression of an \( \mathcal{P}^{T} \) opaque predicate
11 ExprId(id1, size=64) = ExprInt(v1, 64)
12 ExprId(id1, size=64) = ExprInt(v1, 64)

We study the use of several expressions in our raw data to distinguish between sample that have different labels. To this end, we divide our instances into three sets:

- **Set 1:** with samples containing only the expression of the predicate in a static single assignment form (i.e. SSA) as illustrated in Listing 1.
- **Set 2:** with samples containing only the expressions of the predicate and its corresponding flags in a SSA form.
- **Set 3:** with samples containing the full symbolic state of a path, from an entry-point to a targeted predicate, i.e. all memory, flags, and registers modified in a SSA form as illustrated in Listing 2.
In Section 4.2, each set is studied in order to find the best possible raw data content. We start by calculating for each set the similarity percentages based on 5000 samples of predicates, either normal or opaque predicates generated by the Tigress obfuscator on a dataset of C code samples (see Section 4.1). In other words, we search for raw data with different labels (e.g. \(P_F\) and \(P_T\)) but with the same content. As we can see in Table 2, only the Set 3 has a low rate of similarities between opaque or legit raw data content (3.5%) and between \(P_T\) and \(P_F\) raw data (6%). This indicates that Set 3 is more suited for our raw data representation.

| Raw data | Detection similarities | Deobfuscation similarities |
|----------|------------------------|---------------------------|
| Set 1    | 24.94%                 | 31.92%                    |
| Set 2    | 17.38%                 | 26.62%                    |
| Set 3    | 3.5%                   | 6%                        |

Table 2: Percentage of our raw data content similarities for each sets.

### 3.2.2 Decision tree based models

Decision trees [36] predict the output by learning simple decision rules deduced from the training dataset. The internal nodes of a decision tree contain binary conditions based on input features vectors, whereas the leaves are associated with the class labels we want to predict. Decision trees are built recursively. The root node contains all the training instances and each internal node splits its training instances into two subsets according to a condition based on the input. Leaf nodes however represent a classification or decision on these training instances. Different approaches exist for the splitting conditions of internal nodes [18]. However, one downside of decision tree models is over-fitting [15] which may cause the creation of over-complex trees that do not generalize the data well. In our case, the decision tree model is capable of identifying and deobfuscating an opaque predicate \(O(\phi)\). We choose to create two distinct models: a first one that evaluates the stealth of an opaque predicate and a second one to evaluate its resiliency, as presented in the following paragraphs.

#### Model for stealth (detection)

The construction of a classifier consists in the definition of a mapping function \(C_f : D \rightarrow [0, 1]\) that, given a document \(d\) (i.e. an input), returns a class label, which is represented by a number (here 0 or 1) that defines the category of \(d\). Applied to the evaluation of opaque predicates stealthiness, the function can be seen as \(C_f : D \rightarrow \{\text{NORMAL, OPAQUE}\}\). In other words, given the term-frequency vector of a symbolic execution state \(D\), from a function entry point to a predicate, our model mapping function \(C_f\) will return two values: NORMAL or OPAQUE. If a model is capable of detecting a predicate as opaque, we can assume that the transformation is not stealthy.

#### Model for resiliency (deobfuscation)

In order to evaluate the resiliency of an opaque predicate, we construct a model with a different function as presented for the evaluation of stealthiness. Indeed, our goal is to predict if an opaque predicate is of type \(P_T\) or \(P_F\), thus, the function \(C_f : D \rightarrow \{\text{TRUE, FALSE}\}\) in that context can be expressed as \(C_f : D \rightarrow \{\text{TRUE, FALSE}\}\).

The choice of the best suited classification algorithm is often made on accuracy but in our work we choose our model based on its transparency to easily interpret our results. Since many learning algorithms exist, the next section will present our experiments to select the best classification model for both detection and deobfuscation of opaque predicates.

### 4 EXPERIMENTS

In this section we present our study of efficient and accurate creation of classification models. We start by introducing the datasets variety used in our work.

#### 4.1 Datasets

Our experiments are made on several C code samples. We use the scikit-learn API [31] for the implementation of the models. The datasets contain various types of code, each of them having different functionalities in order to have a model that does not fit to a specific type of program, as listed below:
• GNU core utilities (i.e. core-utils) binaries [33] for normal predicate samples;
• Cryptographic binaries for obfuscated and non-obfuscated predicates [13];
• Samples from [4] containing basic algorithms (e.g. factorial, sorting, etc.), non-cryptographic hash functions, small programs generated by Tigress;
• Samples involving the uses of structures and aliases [2, 20].

Our choice is motivated by their low ratio of dependencies and their straightforward compilation. This makes their obfuscation possible using tools such as Tigress and OLLVM without errors during compilation. A list of all different combinations of obfuscation transformations and options related to Tigress is given in Appendix A and Listing 18.

**Dataset size determination:** One important point is to determine the amount of samples required since this can significantly impact the cost of our studies and evaluations, as well as the reliability of our results. If too much samples are collected, we face a longer evaluation time but if there are not enough samples is our dataset, our results may be irrelevant. Several propositions based on statistical tests allow to determine the size of our datasets depending on the area of research [17]. Based on these works, we create our datasets with between 5000 and 15000 samples in order to have a high probability of detection and of confidence level. Each of our datasets are balanced, i.e. with an equal number of samples of each classes. Next, we present our studies using these datasets.

### 4.2 Preliminary studies

The goal of our experiments is to investigate and answer the following questions:

- **Study 1:** Which raw data language is the more efficient (in terms of time and space) and also the more accurate?
- **Study 2:** Which raw data content best expresses the normal and opaque predicates?
- **Study 3 and 4:** Which classification model is more accurate and which feature extraction algorithm is best suited?

The following paragraphs present our experiments for each question. For this section and for our evaluations (see Section 5) we used a laptop running Windows 7 with 16 GB of RAM and a Intel Core i7-6820HQ vPro processor.

**Study 1: Raw data language selection.** Our goal is to select the most appropriate language for the symbolic execution engine. We use Miasm-IR, which we compare with the translators it implements in SMT-LIBv2 language, C, and Python. After normalizing these languages, as presented in Section 3.2.1, we use our dataset of normal predicates from core-utils binaries along with structured-based opaque predicates from Tigress to study several points:

1. Which set of samples is more efficient in terms of disk space?
2. Which set of samples is more efficient in terms of computation time?
3. Which language is more accurate for our models when representing our raw data?

Table 3 illustrates our experiments using 20-fold cross-validation on decision-tree based models. For each language, we used a dataset of 10000 balanced samples.

| Raw data language | Miasm2 | SMT-LIBv2 | C | Python |
|------------------|--------|-----------|---|--------|
| Detection accuracy (%) | 94% | 90% | 87% | 87% |
| Deobfuscation accuracy (%) | 88% | 80% | 78% | 78% |
| Execution time for detection (s) | 12s | 114s | 21s | 29s |
| Execution time for deobfuscation (s) | 12s | 50s | 15s | 13s |
| Size of dataset (GB) | 1.91GB | 37.4GB | 2.11GB | 1.98GB |

Table 3: Study of the raw data language accuracy and efficiency

We observe that Miasm2 intermediate representation gives higher accuracy rates for both the detection and deobfuscation model. Moreover, it is more efficient in terms of disk space used (as opposed to the SMT-LIBv2 dataset), which leads to a faster time of execution. This is mainly due to the fact that Miasm2 intermediate language has a small set of terms expressing the semantics of the code as compared to other languages in our study. According to these results, we choose Miasm2 for all of our raw data samples for the remaining of the paper.

**Study 2: Raw data content selection.** It remains to single out the most suitable content that will express the construction of normal and invariant opaque predicates. Table 2 in Section 3.2.1 shows that the use of full symbolic state representation prevents having similarities between samples of different classes (i.e. labels). Thus, based on the same dataset of core-utils and structured-based opaque predicates generated with Tigress, we measure the average of our models accuracies for both detection and deobfuscation, evaluated with a 20-fold cross-validation. Figure 2 confirms that the Set 3, i.e. the full symbolic state, presents a better accuracy for both detection (at 94%) and deobfuscation (at 88%) when using the decision tree algorithm on balanced datasets of 10000 samples.

![Figure 2: Predictions accuracy on the different raw data sets](image-url)
Study 3 and 4: Classification algorithm and feature extraction selection. In order to properly evaluate our methodology, we need to select the appropriate features extraction techniques combined with an accurate classification algorithm.

We have done experiments with the most common classifications models [26], namely decision trees, k-nearest neighbors, support vector machines, neural network, naïve Bayes, and random forest. The use-case of our experiments is to evaluate the stealth of structured-based opaque predicates generated with Tigress on our dataset. The features are expressed using term-frequency (i.e. tf) vectors as well as td-idf vectors in order to compare both extraction techniques. Default parameters are applied for each classification algorithms used in our study.

Table 4: Accuracies of different classification models using tf and td-idf vectors.

| Classification model          | Term-frequency vectors | TD-IDF vectors |
|-------------------------------|------------------------|----------------|
| k-Nearest Neighbors           | 94%                    | 93%            |
| Support Vector Machine        | 87%                    | 71%            |
| Linear Support Vector Machine | 77%                    | 83%            |
| Multi-layer Perceptron        | 84%                    | 92%            |
| Multinomial Naïve-Bayes       | 58%                    | 75%            |

Table 4 illustrate our results. We can observe that the decision tree model stands out from others when term-frequency vectors are used. It averages 94% of detection accuracy whereas k-Nearest Neighbors averages 91%. As for the use of td-idf vectors, the decision tree model has a better accuracy at 93%. According to this experiment, we choose the Decision-tree classification algorithm with term-frequency as features extraction technique in our methodology.

5 EVALUATIONS

Our goal in this section is to evaluate opaque predicates stealth and resiliency using a model based on decision trees. We divide our evaluation into two parts:

1. **Stealth:** can the model differentiate an opaque predicate from a normal predicate, i.e. is the opaque predicate stealthy?
2. **Resilience:** can the model differentiate a P_I opaque predicate from a P_F opaque predicate, i.e. is the opaque predicate resilient?

5.1 Measuring stealth

In this section we focus on the evaluation of stealthiness of opaque predicates. Namely, we want to see if our model is able to distinguish opaque predicates from normal predicates. Based on our datasets, our goal is to measure the efficiency of our model for the detection of opaque predicates based on different constructions. Note that each datasets is balanced and contains 10000 samples.

**Tigress:** The Tigress obfuscator can generate a variety of complex obfuscation transformations, e.g., MBA-based, structured-based or environment-based. To this end, we use several datasets of different opaque predicates constructions, balanced with normal predicates, to evaluate our model for detection. Dataset 1 contains arithmetic, MBA and environment-based opaque predicates whereas Dataset 2 contains structured-based (i.e., alias-based) opaque predicates. Moreover, we used a third dataset (Dataset 3) that combines these opaque predicates with other obfuscation transformations such as arithmetic, literal, and data encodings (i.e., Enca, Encl, and Encd, respectively) joined with control-flow flattening (Flat) and code virtualization (Virt). Our results are illustrated in Table 5.

Table 5: Evaluations of stealth (detection) using Tigress.

Regardless of their types and of the implication of other obfuscation transformations, our detection model is able to efficiently predict if a predicate is opaque or normal. Indeed, the detection of arithmetic and environment-based opaque predicates scores an accuracy and F1 score of 93%, whereas arithmetic and structured-based opaque predicates are less stealthy for our model with scores up to 95%. However, as more obfuscation techniques are combined with opaque predicates, our predictions accuracy and F1 score rises to respectively 99% and 98%. This is due to the fact that opaque predicates patterns, once combined with other combination of transforms, become more specific thus lower their stealthiness. In our case however, code virtualization (i.e. Virt) is applied before opaque predicates, as illustrated in Appendix A. The opposite, namely applying code virtualization after other transformations, is a limitation to our methodology since the generated opaque predicates will be virtualized, thus transformed into byte-code.

**OLLVM:** In order to evaluate our model against opaque predicates generated by OLLVM, we split our evaluations in two sets. The first set uses samples obfuscated only with opaque predicates (i.e. the bogus control-flow transformations bcf). The second set uses samples obfuscated with opaque predicates combined with control-flow flattening and instructions substitutions (i.e. fla and sub, respectively) to see if we can evaluate opaque predicates stealthiness when they are combined with others transformations. Table 6 illustrates our results. In the second dataset, our model is able to efficiently detect the labels of most predicates. However, when opaque predicates are not combined with other obfuscation transformation, we observe a loss of efficiency, from 95% to 89% accuracy. This indicates that OLLVM opaque constructions are stealthier than other constructs, thus our model cannot properly distinguish them from normal predicates. At best, it will requires more training samples for our model in order to have a better accuracy. One reason for their stealthiness in regard to our model is the fact that OLLVM arithmetic opaque predicates are blocl-centric, with basic encodings, which may have similar patterns to normal predicates from
hash functions or cryptographic codes in our datasets. However, when they are combined to the other transformations, their patterns become more specific and our model has better prediction results.

**Bi-opaque:** Several constructions exist for bi-opaque predicates, among which float-based (i.e. using floating instructions) or symbolic-memory based. We use their obfuscator based on the OLLVM framework to evaluate our detection model. As we can see in Table 7, our model is efficient at detecting bi-opaque predicates with 93% accuracy for float-based constructs. Bi-opaque predicates are constructed based on the same patterns as OLLVM opaque predicates but using floating-point instructions and registers instead. However, symbolic-memory based constructs rely on more specific patterns, thus allowing a better detection rate at 98% accuracy and F1 score.

### 5.2 Measuring resiliency

Once a predicate is detected as being opaque, our goal is to measure its resiliency. In other words, we want to know if our model is able to deobfuscate, i.e. predict the output of the opaque predicate. Our evaluations are based on invariant opaque predicates, $P^T$ and $P^F$, generated using different constructions.

**Tigress:** The patterns between $P^T$ and $P^F$ are more difficult to predict since both predicates are opaque and generated using the same construction. However, the underlying invariant properties render our models efficient towards their deobfuscation. Table 8 shows our results. We can observe that our model is able to detect environment-based invariants with scores of 90% accuracy and 91% of F1 score on balanced datasets of 5000 samples. For structure-based invariants, we get slightly lower results, with 88% and 87% of accuracy and F1 score. This is due to the fact that structured-based invariants use aliasing, producing patterns which are less dissimilar than for environment-based opaque predicates. However, our model has a better accuracy and F1 score (92% for both) when other transformations are used. Thus, we are able to efficiently and accurately predict the invariant value of opaque predicates generated with Tigress, regardless of their constructions, and of the combination of obfuscation transformations used.

**Bi-opaque, OLLVM, and Tigress:** Since OLLVM only produces $P^T$ opaque predicates, we choose to combine all available samples generated from our three evaluated obfuscators. A first dataset is used to evaluate our deobfuscation models against normal predicates and opaque predicates generated without any other transformations. A second dataset is used to combined opaque predicates with others existing transformations from these obfuscators. Note that all datasets are balanced and contain 15000 samples. Our results in Table 9 show that our methodology is efficient against all patterns of opaque predicates from available obfuscators. Our model is able to detect the invariant patterns of all the opaque predicate constructs with 92% accuracy and 91% F1 score. Moreover, when these opaque predicates are combined with other obfuscation transformations, the scores rise up to 95%.

### 5.3 Deobfuscation methodology

Our methodology can be used as an efficient deobfuscation technique, if it is based on an adequate dataset of training samples. We developed our methodology as an experimental IDA [19] plug-in that detects directly on the disassembled binary any opaque predicates and deobfuscates them, if needed. We will compare our results with existing opaque predicates deobfuscation tools based on SMT solvers and symbolic execution, such as DROP [35]. The latter is an IDA Pro plug-in based on Anger, which uses static symbolic execution for the removal of invariant and contextual opaque predicates. Meanwhile, for the dynamic symbolic execution, we use Miasm2 dynamic symbolic execution engine. We employ several datasets of opaque predicates obfuscated with various constructions and transformations. Moreover, we remove all samples used in our evaluations datasets from our learning samples used to built our model.

Our invariant opaque predicates are generated mainly from [4] and Table 10 shows the results. For each deobfuscation tool we use several samples obfuscated by different obfuscators (c.f. column Obfuscator) and obfuscation transformations (c.f. Obfuscation). Column “OP detection rate” indicates the percentage of removed opaque predicates, whereas column “#FP, #FN” shows the number of false positive and false negative results respectively. Finally column “Errors” indicates if an error occurred during the analysis, e.g. lack of memory or a timeout.

We observe that, for a static analysis, our experimental plug-in performs better at removing opaque predicates with complex constructs such as the one generated by Tigress, or the bi-opaque constructs. We obtain better results than the experimental plug-in DROP, as well as a better rate than DSE-based techniques for most constructions of opaque predicates.

---

**Table 7:** Evaluations of stealth using Bi-opaque predicates from [44]

| Dataset | Types of OP | Other transforms | Analysis time | Accuracy(%) | F1 Score(%) |
|---------|-------------|------------------|---------------|-------------|-------------|
| Dataset 1 | Arithmetic, Environment | None | 0.9 s | 94 % | 96 % |
| Dataset 2 | Arithmetic, Structure | None | 0.8 s | 94 % | 96 % |
| Dataset 3 | Arithmetic, MBA, Structure | None | 0.7 s | 94 % | 96 % |

**Table 8:** Evaluations of resiliency (deobfuscation) using Tigress

| Datasets | Types of OP | Other transforms | Analysis time | Accuracy(%) | F1 Score(%) |
|----------|-------------|------------------|---------------|-------------|-------------|
| Dataset 1 | Arithmetic, Environment | None | 0.3 s | 90 % | 91 % |
| Dataset 2 | Arithmetic, Structure | None | 1 s | 88 % | 87 % |
| Dataset 3 | Arithmetic, MBA, Structure | None | 3 s | 92 % | 92 % |

**Table 9:** Evaluations of resiliency using Bi-opaque, OLLVM, and Tigress
Table 10: Comparisons of opaque predicates deobfuscation using machine learning vs. SMT-solver based analyses.

| Tool          | Obfuscator       | Obfuscation   | OP detection rate % | #FP, #FN | Errors |
|---------------|------------------|---------------|---------------------|----------|--------|
| DROP          | OLLVM            | bcf           | 100%                | 1,0      | 0      |
|               | OLLVM            | bcf, sub      | 100%                | 0,0      | 1      |
|               | Bi-opaque        | float         | 100%                | 4,0      | 0      |
|               | Bi-opaque        | symbolic-memory | 75%                | 1,5      | 2      |
|               | Tigress          | Environment-based | 60%                | 1,8      | 0      |
|               | Tigress          | Structure-based | 25%                | 2,12     | 1      |
|               | Tigress          | MBA, struct   | 10%                 | 0,10     | 8      |
| Our methodology | OLLVM            | bcf           | 100%                | 0,0      | 0      |
|               | OLLVM            | bcf, sub      | 100%                | 0,0      | 0      |
|               | Bi-opaque        | float         | 92%                 | 0,0      | 0      |
|               | Bi-opaque        | symbolic-memory | 100%                | 1,0      | 0      |
|               | Tigress          | Environment-based | 88%                | 2,3      | 0      |
|               | Tigress          | Structure-based | 82%                | 1,4      | 0      |
|               | Tigress          | MBA, struct   | 85%                 | 2,2      | 0      |
| Miasm DSE     | OLLVM            | bcf           | 100%                | 0,0      | 0      |
|               | OLLVM            | bcf, sub      | 100%                | 0,0      | 0      |
|               | Bi-opaque        | float         | 100%                | 0,0      | 0      |
|               | Bi-opaque        | symbolic-memory | 85%                | 0,3      | 0      |
|               | Tigress          | Environment-based | 88%                | 1,2      | 0      |
|               | Tigress          | Structure-based | 65%                | 1,7      | 0      |
|               | Tigress          | MBA, struct   | 52%                 | 2,10     | 6      |

6 LIMITATIONS AND PERSPECTIVES

Our experiments and evaluations underline the efficiency of decision tree models to detect and deobfuscate opaque predicates. The most important achievement of our technique is that it allows a generalization to most invariant opaque predicates constructions. Next we enumerate the limitations of our method.

The first limitation is due to decision tree models and the switch between obfuscators. Namely, we can observe that a model that learns from samples generated using one obfuscator, cannot efficiently fit to transformations of another obfuscator if they use different kinds of constructions. This also hinders our ability to detect new constructions of opaque predicates.

A second limitation comes from the use of static symbolic execution to generate the symbolic state as a raw data. Such process is part of the deobfuscation application of our methodology, and, as any static analysis, may be time consuming. This explains the use of our thresholded static symbolic execution in order to prevent as much as possible issues such as path explosion.

Our work proposes a new application of machine learning techniques for the purpose of evaluating obfuscation transformations, and also for removing them in a static automated manner. Our experimentation and evaluations, indicate that our design can be extended to other complex constructions of opaque predicates such as thread-based and hash-based constructs. Future work includes also a more in-depth study of obfuscation transforms combinations and options as well as the generation of deobfuscated program to report any good or bad behaviors (e.g. crashes).

7 RELATED WORK

Many binary analysis techniques are often based on pattern matching for either detecting plagiarism, or malicious behaviors. Recent studies show the efficiency of machine learning and deep learning techniques for the detection and classification of malwares, e.g. [34], which also implicates the detection of similar codes within the malwares samples. More closely related to the obfuscation area, the work in [38] aims at recovering meta-data information using machine learning techniques. Their goal is to detect the obfuscation transformation used in several protected binaries generated by Tigress. Their evaluations show that naive Bayes and decision tree models can be efficient at detecting obfuscation transformations using filtered instruction traces. However, their work focuses on the recovery of informations about the obfuscation techniques used, but it does not aim at deobfuscating.

Another work, [4], aims at predicting the resiliency of obfuscated code against symbolic execution attacks. They use machine learning to measure the ability of several different symbolic execution engines to run against various layers and combinations of obfuscation techniques. Nevertheless, machine learning is not primarily used to remove any obfuscation transforms.

To summarize, existing work shows that machine learning techniques are pertinent w.r.t. of the classification or the detection of features within binary samples. However, to the best of our knowledge, no deobfuscation study and methodology exists regarding these techniques. For this reason, in this paper, we proposed an efficient way to evaluate both the stealth and the resilience of opaque predicates through several studies and experiments combining binary analysis technique and machine learning.
8 CONCLUSION
In this paper we applied machine learning techniques to the evaluation of opaque predicates. By introducing the different constructions of opaque predicates and the limitations from dynamic symbolic execution techniques and SMT solvers, we underlined the importance of studying other alternatives for generic evaluations of these transformations.

We proposed a new approach that bridges a thresholded static symbolic execution with machine learning classification to evaluate both the stealth and resilience of invariant opaque predicates constructions. The use of static symbolic execution allows us to have a better code coverage and scalability, which combined with a machine learning model, permits a generic approach by discarding the use of SMT solvers. Our studies illustrate that our choices conduct towards the implementation of an efficient and accurate evaluation framework against state of the art obfuscators. We created two models for the evaluation of stealth and resiliency of state-of-the-art opaque predicates constructions, with results up to 99% for detection and 95% for deobfuscation. Moreover, we extended our work to a deobfuscation plug-in and compared our results to other tools, showing the efficiency of machine learning for the deobfuscation of most invariant opaque predicates constructions. As future work, we propose to extend machine learning techniques to the evaluation of other obfuscation transformations as well as a more in-depth study of deep learning techniques, which we envision to render promising results.

We believe that our work provides a new framework to evaluate opaque predicates transformations, as well as a new alternative towards their static and automated deobfuscation.
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A TIGRESS COMMANDS
In the followings, we list the combinations of obfuscation transformations used for our datasets, in their application order. Note that the combinations listed in italic are considered as clean samples since they do not generate opaque predicates.

- AddOpaque (16 or 32 times)
- AddOpaque, EncodeLiterals
- EncodeLiterals
- AddOpaque, EncodeArithmetics
- EncodeArithmetics, AddOpaque
- EncodeArithmetics
- AddOpaque, EncodeData
- EncodeData, AddOpaque
- EncodeData
- AddOpaque, EncodeArithmetics, EncodeLiterals, EncodeData
- EncodeData, EncodeArithmetics, EncodeLiterals, AddOpaque
- AddOpaque, Flatten
- Flatten, AddOpaque
- Flatten
- Flatten, EncodeData, EncodeArithmetics, EncodeLiterals

A.1 Commands options

```text
# AddOpaque options
1  tigress --Transform=InitEntropy --Transform=InitOpaque --
   InitOpaqueStructs=list, array, env --Functions=main --
   Transform=AddOpaque --Functions=${(3) --AddOpaqueCount=${(NUM) --AddOpaqueKinds=call, fake, true
2  Flatten
3  tigress --Transform=Flatten --FlattenDispatch=switch, goto --
   Functions=${(3)
4  Virtualize
5  tigress --Transform=Virtualize --VirtualizeDispatch=switch,
   direct, ifnext, linear --Functions=${(3)
6  # EncodeLiterals
7  tigress --Transform=EncodeLiterals --Functions=${(3) --
   EncodeLiteralsKinds=integer
8  # EncodeArithmetics
9  tigress --Transform=EncodeArithmetics --Functions=${(3) --
   EncodeArithmeticsKinds=integer
10 # EncodingData
11 tigress --Transform=EncodingData --Functions=${(4) --
   EncodingDataKinds=polyn, xor, and --Functions=${(3)

Listing 3: Tigress commands for sample generation
```
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