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EMG Based Interfaces for Human Robot Interaction in Structured and Dynamic Environments

by Minas LIAROKAPIS

In this PhD thesis we focus on EMG based interfaces that can be efficiently used for Human Robot Interaction (HRI) applications in structured and dynamic environments. Initially, we present a series of advanced learning schemes for EMG based interfaces that take advantage of both a classifier and a regressor, in order to split the task-space and provide better human motion estimation accuracy with task specific models.

Regarding HRI applications, we mainly focus on anthropomorphism of robot artifacts. At first we distinguish between the different notions of anthropomorphism and we introduce Functional Anthropomorphism for mapping human to anthropomorphic robot motion, respecting at the same time specific human imposed functional constraints.

Then we propose a methodology for quantifying anthropomorphism of robot hands, based on set theory and computational geometry methods. This latter methodology concludes to a comprehensive score of anthropomorphism that ranges between 0 (non-humanlike) and 1 (human identical) and can be used for various robot artifacts.

Subsequently, we develop a series of open-source, modular, intrinsically-compliant, low-cost, light-weight, underactuated robot hands that can be easily reproduced with off-the-self materials. The proposed hands, efficiently grasp a plethora of everyday life objects, under object pose and/or shape uncertainties and can be used for various HRI applications or even as affordable myoelectric prostheses.

In order to prove the efficiency of the proposed methods, we have conducted numerous experiments involving different robot artifacts, operating in both structured and dynamic environments.
Preface

Over the last decades, the cross-disciplinary field of electromyography (EMG) based interfaces has received increased attention. The possible applications range from EMG based teleoperation of robot artifacts in remote and/or dangerous environments, EMG control of prosthetic/robotic limbs, EMG control of exoskeletons (for rehabilitation) and development of muscle computer interfaces (for human computer interaction). This PhD thesis, focuses on how these EMG based interfaces can be efficiently used for Human Robot Interaction (HRI) applications.

A series of advanced learning schemes are proposed, that can be used to efficiently decode the human intention and/or motion from EMG signals. Three different task features are discriminated: subspace to move towards, object to be grasped and task to be executed (with the object). Based on these three task features, appropriate classifiers can be used to decode user’s intention and decide on the task to be executed, using myoelectric activations of the human muscles.

The proposed learning schemes take advantage of both a classifier and a regressor (using sophisticated machine learning techniques), that cooperate advantageously in order to split the task-space and achieve better estimation accuracy, with task-specific models. Task-specific models outperform - in terms of motion estimation accuracy - general models trained for the whole task-space. The proposed learning schemes can be used for a variety of EMG-based interfaces. These interfaces can be employed for various HRI applications as well as in rehabilitation robots and prosthetic devices, helping patients and amputees respectively regain part of their lost mobility/dexterity.

Regarding HRI applications, this PhD thesis mainly focuses on anthropomorphism of robot artifacts. At first, a distinction between the different notions of anthropomorphism (Functional and Structural Anthropomorphism) is proposed and then a series of metrics for the quantification of anthropomorphism of robotic devices, are introduced. The final score of anthropomorphism uses a set of weighting factors that can be adjusted according to the specifications of each study, providing always a normalized score between 0 (non-anthropomorphic) and 1 (human identical).

The proposed methodology can be used for example to grade the human-likeness of existing and new robotic hands, as well as to provide specifications for the design of the next generation of anthropomorphic hands. Such humanoid robot hands can be used for numerous HRI applications, for humanoid robots or even for the creation of advanced humanlike myoelectric prostheses.
Moreover a complete methodology for mapping human to anthropomorphic robot motion using the notion of Functional Anthropomorphism, is introduced. This latter methodology provides mapping schemes that achieve humanlike robot motion for robot artifacts with arbitrary kinematics (even for the case of hyper-redundant robot arm hand systems), “respecting” specific human imposed functional constraints (e.g., same position and orientation for human and robot end-effectors).

Humanlikeness of robot motion increases safety in HRI applications (anthropomorphic motion can more easily be perceived by humans, who can comply their motion avoiding possible injuries), and human and robot social connection through robot likeability. The proposed schemes can be used for teleoperation or autonomous operation applications, where anthropomorphism is required and skill transfer between humans and robots must be achieved in a learn by demonstration manner.

Finally, a series of affordable, modular, light-weight, intrinsically-compliant, underactuated robot hands and prosthetic devices that can be easily reproduced using off-the-shelf materials, are presented. The design of the proposed robot hands has been coordinated by a robot hands taxonomy that distinguishes and discusses functional and structural aspects for the creation of non-humanlike and human-like robot grippers and hands. The proposed taxonomy follows an order of increased complexity in presenting the different categories (of robot hand designs) and then based on their attributes, the choices made for our design, are appropriately justified.

The proposed robot hands, efficiently grasp a series of everyday life objects and are considered to be general purpose. Moreover, owing to their inherent compliance the proposed robot hands can efficiently grasp a wide range of everyday life objects in human-centric and dynamic environments, under object pose and shape uncertainties.

The possible applications of the proposed hands, range from autonomous grasping and teleoperation/telemanipulation studies (as parts of robot arm hand systems) to humanoids, mobile and aerial vehicle platforms (which can be modified to be grasping capable), educational robotics (provide a low-cost solution for highly intriguing robotics lessons), or even for affordable myoelectric prostheses, assisting amputees in everyday life tasks and helping them regain part of their lost dexterity.

For validating the efficiency of the proposed methods, numerous experiments have been conducted in both structured and dynamic environments, with robot artifacts such as: the Mitsubishi PA10 7DoF robot manipulator, the DLR/HIT II five fingered robot hand and a series of underactuated robot hands developed for that purpose. More details and videos of the experiments, can be found in the “videos” section of my website:

http://www.minasliarokapis.com
The OpenBionics (http://www.openbionics.org) and the HandCorpus (http://www.handcorpus.org) initiatives (created within the context of this PhD thesis), as well as a list of the research papers published during my PhD studies (e.g., papers in international conferences, journals and workshops, book chapters, technical reports etc.), are presented at the appendices of this PhD thesis.
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Part I - Introduction and Problem Statement
Chapter 1

Introduction

Over the last decades the cross disciplinary fields of ElectroMyoGraphy (EMG) based interfaces and Human Robot Interaction (HRI) have received increased attention, due to their numerous applications in everyday life, dynamic and human-centric environments. Typical EMG based applications are, EMG based teleoperation of robot artifacts in remote and/or dangerous environments [1], [2], EMG based control of advanced prostheses [3], EMG control of exoskeletons [4] and development of muscle computer interfaces for human computer interaction [5] and [6], while some indicative HRI applications are, humanoid that interact with children [7], industrial robots that cooperate advantageously with humans [8] in a safe manner [9], intuitive teleoperation of redundant robots [10] and household robots that assist humans in everyday life tasks [11–13].

In this Ph.D. thesis we propose advance learning schemes for EMG based interfaces, that take advantage of both a classifier and a regressor, that cooperate advantageously in order to split the task-space and provide better human motion estimation accuracy with task-specific models. These schemes can be used for numerous HRI applications.

Regarding HRI applications, we mainly focus on anthropomorphism of robot artifacts, proposing methods that can be used to quantify human-likeness or robot artifacts and efficiently map human to anthropomorphic robot motion.

Finally we propose a series of open-source, light-weight, low-cost, modular, under-actuated, intrinsically-compliant robot hands that can be used for both EMG control studies (even as affordable myoelectric prostheses) and HRI applications (for teleoperation/telemanipulation studies as end-effectors of robot arm hand systems), grasping a wide range of everyday life objects in dynamic environments (even under object position and shape uncertainties), owing to their inherent compliance.
The scope of this Ph.D. thesis and our contributions, are discussed in detail at the following sections, focusing on four different fields:

- EMG based interfaces.
- Anthropomorphism of robot artifacts.
- Mapping human to anthropomorphic robot motion.
- Robots operating in structured and dynamic environments.

### 1.1 EMG based interfaces

Although EMG based interfaces are very promising and may have a vital role in human robot/computer interaction applications for the years to come, they also have certain problems that have been identified and discussed in many studies in the past. Some of these problems are, the high-dimensionality and complexity of the human musculoskeletal system, the non-linear relationship between the human myoelectric activity and the motion or force to be estimated, the muscular fatigue, the signal noise caused by electrode perturbations, muscles switching, sweat etc.

In order to address the problem of the high-dimensionality, Principal Components Analysis (PCA) has been used in several studies in the past, to investigate both human hand kinematics and muscular synergies [14–19].

Another major difficulty that researchers face in the field of EMG based interfaces, is the highly nonlinear relationship between the myoelectric activations and the human motion [20]. To overcome this problem the majority of the researchers avoid to decode a continuous representation of human kinematics, focusing on a discrete approach like the directional control of a robotic artifact [21] or the EMG based control of a multifingered robot hand to a series of discrete postures [22–27].

Regarding the continuous EMG based control approach, various models have been used to provide human motion estimates based on human myoelectric activations. Some of them are, the Hill-based musculoskeletal model [28] which is the most commonly used model [20, 29–32], the state-space models [1, 33, 34], Artificial Neural Networks (ANN) [35–37] and Support Vector Machines (SVM) based regressors [2, 38].
Ph.D. Thesis Contribution

In this Ph.D. thesis we formulate a complete learning scheme for EMG based interfaces, that takes advantage of a classifier which is combined with a regressor (combining the discrete and continuous approaches). The classifier and the regressor cooperate advantageously in order to split the task space and provide better estimation accuracy, with task specific models. The whole scheme is based on the random forests methodology for classification and regression.

EMG signals are used to discriminate different reach to grasp movements in 3D space. Task specificity is introduced in three different levels, suggesting that the myoelectric activity differentiates; between reach to grasp movements towards different subspaces, between reach to grasp movements towards different objects, as well as between reach to grasp movements towards a specific object placed at a specific position, but with the intention to perform different tasks (with the grasped object). The classifier uses the human myoelectric activity, to discriminate between those different reach to grasp movements in the $m$-dimensional space of the EMG signals ($m$ is the number of channels). The regressor is first used to train task-specific models for all possible tasks, so as for a task-specific model to be triggered, based on the classification decision.

Classification decision is taken at a frequency of 1kHz, enabling our scheme to identify the task in real time. The proposed scheme can provide continuous estimates of the full human arm hand system kinematics (27 DoFs modeled, 7 for the human arm and 20 for the human hand). Those estimates can be used by a series of EMG based interfaces for different HRI applications. More details can be found in Chapter 3.

Important Questions for EMG Based Interfaces

Some important/motivating questions that we are trying to address in this Ph.D. thesis, are the following:

- Do muscular co-activation patterns differentiate between different tasks?
- Can we decode human intention from myoelectric activations?
- What task information can be extracted from EMG signals?
- Can we improve EMG based motion estimation accuracy?
- Can we define which EMG channels are the most important?
1.2 Anthropomorphism of Robot Artifacts

Anthropomorphism or else humanlikeness of robot motion is also very important, for a variety of HRI applications. Almost 140 years ago Charles Darwin suggested anthropomorphism as a necessary tool for efficiently understanding nonhuman agents [39]. Moreover, recent studies showed that the more human-like a robot is in terms of motion, appearance, expressions and perceived intelligence, then the more easily will manage to establish a solid social connection with human beings [40–42].

Different indexes/metrics of anthropomorphism have been proposed over the past, for assessing humanlikeness of robot artifacts. Most of them focused on anthropomorphism of robot hands. In [43] and [44], anthropomorphism is derived as the weighted sum of kinematics, contact surfaces and size scores, while in [45] and [46], the human and robot hand workspaces were represented in low-dimensional manifolds and then compared. Although, these latter studies are quite interesting, none of them proposed a systematic way of comparing the robot hand kinematics with the full human hand kinematic model (e.g., taking into account the mobility of the palm bones).

Ph.D. Thesis Contribution

In this Ph.D. thesis, we discriminate between the different notions of Anthropomorphism, introducing Functional Anthropomorphism and Perceptional Anthropomorphism. More details regarding their differences can be found in Chapter 4.

Moreover, we propose a complete methodology based on set theory and computational geometry methods, for quantifying anthropomorphism of robot hands. More specifically we introduce a series of metrics based on finger workspace analysis, assessing the relative coverages of human and robot finger phalanges workspaces, as well as human and robot finger base frames workspaces. A weighted sum of the proposed metrics, which can be adjusted according to the specifications of each study, results always to a normalized score of anthropomorphism (i.e. human-likeness) that ranges between 0 (non-humanlike robot hands) and 1 (human-identical robot hands). Three different robotic hands are examined, in order to test the efficacy of the proposed methodology and a series of simulated paradigms of the different types of workspaces are provided. Details on the quantification of anthropomorphism of robot hands, can be found in Chapter 5.
Important Questions Regarding Anthropomorphism

Some important questions that we are trying to address in this Ph.D. thesis, are the following:

- How can we define anthropomorphism of robot artifacts?
- What are the different notions of anthropomorphism?
- What HRI applications require anthropomorphism?
- Is it possible to quantify anthropomorphism of robot artifacts?
- Can we extract design specifications for the creation of humanlike robots?

1.3 Mapping Human to Anthropomorphic Robot Motion

The problem of mapping human to robot motion, has been one of the most challenging problems of the Robotics field, over the last 50 years.

Various human to robot hand motion mapping methodologies, have been proposed in the past: fingertips mapping [47, 48], joint-to-joint mapping [49], functional pose mapping [50] and object specific mapping [51]. Moreover, human grasping synergies have also been mapped to robot hand synergies [52, 53].

Regarding human to robot arm motion mapping, most previous studies focused on a forward-inverse kinematics approach, to achieve same position and orientation for the human and robot end-effectors [54, 55]. Some of them proposed also methodologies to describe and model the dependencies among the human joint angles, acquiring anthropomorphic robot motion [83]. For the general case of highly articulated figures and multi-DoF robot artifacts the human to robot motion mapping problem is typically formulated as constrained non-linear optimization problem [24, 56, 57].

Regarding anthropomorphism of human to robot motion mapping schemes, some recent studies have focused on the extraction of human-like goal configurations for robotic artifacts [58-60], but there is no systematic method for deriving anthropomorphic robot motion even for robot artifacts with non-trivial kinematics (e.g., hyper-redundant robot arm hand systems).
Ph.D. Thesis Contribution

In this Ph.D. thesis, we propose various human to robot motion mapping schemes, for different HRI applications. Different criteria of anthropomorphism are introduced and they are used in order to achieve humanlike robot motion.

For robot arm hand systems with solvable Inverse Kinematics (IK), the IK solutions are computed analytically and the most anthropomorphic solution is chosen using specific criteria/metrics of functional anthropomorphism.

For the general case of redundant or even hyper-redundant robot arms and m-fingered hands, the human to robot motion mapping can be formulated as an optimization problem, that solves inverse kinematics under position and orientation goals (human imposed functional constraints1) and handles redundancies with specific criteria of anthropomorphism.

More specifically, mapping is formulated as a composite optimization problem for the whole arm hand system, where the fingertips of the robot hand are considered to be the end-effectors instead of the robot wrist. Moreover for the case of m-fingered hands we assign human thumb fingertip position as a position goal for one of the robot fingers and we use splines to calculate the rest robot fingertip positions, interpolating between the rest four (index - pinky) fingertip positions of the human hand.

More details regarding the mapping schemes, can be found in Chapter 6. Details regarding the possible HRI applications and experiments conducted in order to validate the efficiency of the proposed methods, can be found in Chapter 7.

Important Questions Regarding Human to Anthropomorphic Robot Motion Mapping Schemes

Some important questions that we are trying to address in this Ph.D. thesis, are the following:

- Is it possible to transfer human skills to robot artifacts? How?
- Is it possible to map human to robot motion, in a humanlike manner?
- Is it possible to map human to anthropomorphic robot motion, for artifacts with arbitrary kinematics?
- Is it possible to perform teleoperation and telesubstitution with robot arm hand systems in a humanlike manner?

1These are tasks constraints not optimization constraints.
1.4 Robots Operating and Interacting with Structured and Dynamic Environments

Nowadays it’s quite typical for robot artifacts, to operate and interact not only within predefined, a-priori known, structured environments, but also in everyday life, dynamic environments. The term interaction, is typically used for robot end-effectors, that are most commonly robot hands (e.g., typically parts of robot arm hand systems).

Over the last fifty years, roboticists have been intrigued to understand and be inspired by nature’s most versatile and dexterous end-effector, the human hand. First robot hands, were actually robot grippers, capable of grasping a limited set of objects with simple geometry, located in a-priori known static environments. Nowadays grippers are still the most common alternative for robot grasping [61, 62], owing to their low-complexity and low-cost.

But the state-of-the-art of robot hands follows the road to increased performance, complexity, cost and humanlikeness [63]. Such robot hands are typically fully actuated, rigid and equipped with sophisticated actuators and sensing elements, in order to perceive the environment. For example it’s crucial for a rigid robot hand to have tactile sensors attached at the robot fingertips, in order for the interaction forces (e.g., with a grasped object) to be measured and appropriate force control policies to be employed. Force control schemes, can ensure efficient grasping of everyday life objects, avoiding also possible damages to both the robot and the environment (e.g., to avoid breaking a fragile object). But these hands are also quite expensive and heavy, thus non-affordable for numerous research groups around the world and inappropriate for various EMG based applications, like myoelectric prostheses.

Recently, several studies focused on low-cost robot hands based on elastomer materials or elastic hinges [64–66]. Such hands, despite the under-actuated design, can also be capable of performing simple manipulation tasks [67] and have been made commercially available, in significant lower prices [68]. Nowadays the minimum cost for a robot hand is 400 USD and the minimum weight is 400 gr (0.88 lb), as reported in [64].

Ph.D. Thesis Contribution

In this Ph.D. thesis we propose a new design approach, for the creation of affordable (less than 100 USD), light-weight (less than 200 gr | 0.44 lb), modular, intrinsically-compliant, underactuated robot hands, that can be easily reproduced with off-the-shelf materials. These robot hands can be used for teleoperation and telemanipulation studies,
to create grasping capable platforms (e.g., mobile and aerial vehicles, for which light-weight design is a prerequisite), for educational robotics or even as affordable, myoelectric prostheses. Extensive experimental paradigms are provided within the context of this thesis, in order to validate the efficiency of the proposed hands. The experiments, involve grasping trials of numerous everyday life objects, myoelectric (EMG) control of robot hands, some preliminary results on a grasping capable quadrotor (using an aerial gripper) and autonomous grasp planning under object position and shape uncertainties (e.g., as end-effector of a robot arm hand system). Details can be found in Chapter 9.

**Important Questions Regarding Robots Interacting with Dynamic Environments**

Some important questions that we are trying to address in this Ph.D. thesis, are the following:

- Can we simplify robot hands design?
- How can we minimize robot hands cost and weight?
- How can we minimize control effort?
- Can we design robot hands that operate efficiently in dynamic environments?
- Is it possible to create low-cost and light-weight robot hands that grasp efficiently a series of everyday life object.
- Will these latter hands be able to grasp objects, even under object position and shape uncertainties?

**1.5 Concluding Remarks**

In this chapter we presented an introduction covering some important aspects, of EMG based interfaces and Human Robot Interaction applications. Then, some well-known problems and open questions of these fields were presented and the motivation for this Ph.D. thesis as well as our contributions were discussed.
Chapter 2

Experimental Setup

In this section we present the experimental setup (motion capture systems, sensors, robots etc.) used in order to conduct the experiments required for this Ph.D. thesis. More precisely we present:

- The Motion Capture Systems (MCS) used to track the human kinematics.
- The bioamplifiers used to capture human myoelectric activations.
- The sensors used to perceive the environment.
- The robots used for the Human Robot Interaction applications.
- The computer systems used and the communication protocols.

2.1 Motion Capture Systems

In order to describe the motion of the human upper limb (arm hand system) in 3-D space we typically use (in some Chapters the kinematic model differs) three rotational DoFs to model the shoulder joint, one rotational DoF for the elbow joint, one rotational DoF for pronation-supination, two rotational DoFs for the wrist and twenty rotational DoFs for the fingers.

Regarding the fingers we use for each of the four kinematically identical fingers (index, middle, ring and pinky) three rotational DoFs for flexion-extension and one rotational DoF for abduction-adduction, while for the thumb we use two rotational DoFs for flexion-extension, one rotational DoF for abduction-adduction and one rotational DoF to model the palm mobility that allows thumb to oppose to other fingers.
Part I - Introduction and Problem Statement

MCS are used in this Ph.D. thesis, for three major applications:

- To facilitate the creation of advanced learning scheme for EMG-based interfaces.
- To map human to robot motion in a humanlike manner.
- For teleoperation and telemanipulation studies.

In order to record the motion of the human arm hand system and to extract the corresponding joint angles (27 modeled DoFs), we use two different magnetic position tracking systems and a dataglove.

Isotrak II, Polhemus

The first magnetic position tracking system is the Isotrak II® (Polhemus Inc.) which is equipped with two position tracking sensors and a reference system. In order to capture human arm kinematics with the Isotrak II, two sensors are placed on the elbow and wrist respectively, while the reference system is placed on the human shoulder. The position measurements are provided at the frequency of 30 Hz. The Isotrak II provides high accuracy in both position and orientation, 0.1 in and 0.75 deg respectively.
Liberty, Polhemus

The second magnetic position tracking system is the Liberty® (Polhemus Inc.) which is equipped with four position tracking sensors and a reference system. In order to capture human arm kinematics with the Liberty system, three sensors are placed on the human shoulder, the elbow, and the wrist respectively. More details on the computation of the kinematics are included in [83]. The Liberty system provides measurements at the frequency of 240 Hz and higher accuracy in both position and orientation, 0.03 in and 0.15 degrees respectively.

Figure 2.3: The Liberty (Polhemus Inc.) magnetic MCS is presented.

Cyberglove II, Cyberglove Systems

In order to measure the rest 22 DoFs of the human hand and the wrist we use the Cyberglove II® (Cyberglove Systems). The Cyberglove II has 22 flex sensors capturing all twenty DoFs of the human hand and the two DoFs of the human wrist. More specifically, the abduction-adduction and flexion-extension of the wrist, the flexion-extension of the proximal, metacarpal and distal joints of each finger and the abduction between the fingers, can be measured. The acquisition frequency of the Cyberglove II is 90 Hz and the accuracy is 1 degree.

Figure 2.4: The Cyberglove II (Cyberglove Systems) flex sensors based MCS is presented.
2.2 Bioamplifiers

Bagnoli 16, Delsys Inc.

The Bagnoli 16° (Delsys Inc.) is an EMG bioamplifier, equipped with 16 single-differential surface EMG electrodes (DE-2.1°, Delsys Inc.). A signal acquisition board (NI-DAQ 6036E°, National Instruments), is used for signal digitization and data acquisition, at a frequency of 1 kHz.

![Figure 2.5: The Bagnoli 16 (Delsys Inc.) bioamplifier, is presented.](image)

2.3 Sensors

RGB-D Camera, Kinect, Microsoft

The Microsoft Kinect features an RGB-D camera (RGB camera plus a depth sensor) and multi-array microphone. It provides full-body 3D motion capture, facial recognition and voice recognition capabilities, but in this Ph.D. thesis was mainly used for object recognition and object pose estimation purposes. For doing so the Point Cloud Library (PCL) [84] was used and appropriate functions were developed.

![Figure 2.6: The Kinect (Microsoft) RGB-D camera, is presented.](image)
2.4 Robots

Mitsubishi PA10 7DoF Robotic Manipulator

The Mitsubishi PA-10 is a redundant robotic manipulator, which has seven rotational DoFs arranged in an anthropomorphic way: three DoFs at the shoulder, two DoFs at the elbow, and two DoFs at the wrist. The robot servo controller communicates with a personal computer (PC) via the ARCNET protocol. More details regarding the kinematics, parameters and control of the Mitsubishi PA10, can be found in [69].

![Figure 2.7: The Mitsubishi PA10 7 DoF robot arm, is depicted.](image)

DLR/HIT II Five Fingered Robot Hand

The DLR/HIT II is a five fingered dexterous robot hand with a total of fifteen DoFs. DLR/HIT II was jointly developed by DLR (German Aerospace Center) and HIT (Harbin Institute of Technology). It has five kinematically identical fingers with three DoFs per finger, two DoFs for flexion and extension (corresponding to the proximal interphalangeal and metacarpophalangeal joints of the human hand) and one DoF for abduction-adduction (corresponding to the metacarpophalangeal joint of the human hand). The last joint of each finger (distal interphalangeal equivalent) is coupled with the middle one, using a mechanical coupling based on a steel wire, with transmission ratio 1:1. The dimensions of the robotic hand are considered to be quite human-like and the total weight is quite low, 1.6 kg. More details regarding the kinematics or other specifications of the DLR/HIT II, can be found in [70].
2.5 Data Collection and Communications

Regarding data collection the trajectory and grasp planning PC (running Ubuntu OS 12.04) is used in order to capture both the myoelectric activations and the kinematics of the full human arm hand system. Appropriate functions have been developed in C/C++ to facilitate data collection from all bioamplifiers and MCS.

![Diagram showing different motion capture systems and bioamplifiers: Bagnoli 16 EMG, Cyberglove II (Hand), Polhemus Isotrak, Polhemus Liberty, EMG Signals, Human Motion, Trajectory and Grasp Planning PC (Ubuntu 12.04).]

**Figure 2.9**: The different motion capture systems and bioamplifiers that capture human arm hand system motion and myoelectric activations respectively, are depicted.
Regarding communications the trajectory and grasp planning PC, establishes with the Mitsubishi PA10 PC/Controller (running a Gentoo Linux soft real-time OS) a TCP-based communication, sending position, velocities or torque commands and getting back the full status of the robot arm (joint angles, velocities, torques). A UDP communication is also established between the trajectory and grasp planning PC and the DLR/HIT II PC/controller (running a QNX hard real-time OS).

2.6 Concluding Remarks

In this chapter we presented the experimental setup (motion capture systems, bioamplifier, sensors and robots) that was used to conduct the experiments required for this PhD thesis, in order to validate the efficiency of the proposed methods.
Part II - EMG Based Interfaces
Chapter 3

A Learning Scheme for EMG Based Interfaces

In this chapter, we present a learning scheme for EMG based interfaces, which can be used to decode human intention and estimate human kinematics using the myoelectric activity captured from human upper-arm and forearm muscles. The proposed learning scheme takes advantage of both a classifier and a regressor, that cooperate advantageously in order to split the task space and provide better estimation accuracy with task-specific models.

Three different task features are distinguished:

- subspace to move towards
- object to be grasped
- task to be executed (with the grasped object)

The discrimination between the different reach to grasp movements is accomplished with a random forest classifier. A Random Forests regressor is used to train task-specific models for all possible tasks. The classification decision triggers a task-specific motion decoding model that outperforms “general” models, providing better estimation accuracy. The proposed scheme can be used for a plethora of EMG-based interfaces focusing on different HRI applications.
3.1 Introduction

EMG based interfaces were first used, for the control of advanced prosthetic devices, 30 years ago [85]. During the last decades, the field has received increased attention, as many applications have emerged. Some of these applications are: EMG based teleoperation [1], [2] of robot artifacts (e.g., in remote or dangerous environments), EMG based control of advanced prosthetic limbs [3] that help patients regain lost dexterity, EMG control of exoskeletons [4] that can be used for rehabilitation purposes and muscle computer interfaces, for human computer interaction [5] and [6].

Thus, EMG based interfaces are definitely very promising and EMG control schemes will probably have a vital role in human robot/computer interaction applications for the years to come, but they also have many problems that have been identified and discussed in many studies in the past. Some of these problems are the high-dimensionality and complexity of the human musculoskeletal system, the non-stationarity of the EMG signals and the non-linear relationship between the human myo-electric activity and the motion or force to be estimated.

In order to overcome the problem of the high-dimensionality of the human musculoskeletal system, standard dimensionality reduction techniques can be employed. Principal components analysis (PCA) has been used by several studies in the past, for the investigation of human hand kinematic and/or muscle synergies. In [14] optical markers were mounted on 23 different points on the human hand and kinematics were captured during an unconstrained haptic exploration task. Authors concluded to a set of hand postures, representative of most naturalistic postures that appear during object manipulation. Santello et al. [15] and Todorov et al. [16] captured the human hand kinematics with datagloves and identified a limited number of postural synergies “representing” most of human grasping variance, for a wide variety of object grasps. In [17] a similar study was conducted, using a camera-based motion capture system. Regarding muscle synergies, glove measurements combined with EMG activity were acquired in [18], from subjects using the American Sign Language (ASL) manual alphabet, revealing temporal synergies across different muscles and different hand movements. Muscle synergies ability to formulate a predictive framework, capable to associate muscular co-activation patterns with new static hand postures, was investigated in [19].

As we have already mentioned some of the main difficulties that researchers face in the field of EMG based interfaces, are the highly nonlinear relationship between the human myoelectric activity and human kinematics as described in [20] and the non-stationarity of the EMG signals. This difficulty forced most researchers to avoid to decode a continuous representation of human kinematics, choosing to focus on a discrete
approach, such as the directional control of a robotic wrist [21] or the control of multifingered robot hands to a series of discrete postures [22], [23] and [24–26, 86]. For doing so, machine learning techniques and more specifically classification methods were used. In [22] and [23] classifiers were used to discriminate based on the human myoelectric activity, between independent human hand’s digit movements or different hand postures. Castellini et al. [27] used forearm surface EMGs for the feed-forward control of a hand prosthesis, discriminating between three different grip types, in real-time. Brochier et al. [87] used the myoelectric activity of two adult macaque monkeys, to discriminate muscular co-activation patterns associated with different grasping postures. The latter study was conducted for grasping tasks involving 12 objects of different shapes.

Although the discrete EMG based control approach, has been used by many studies in the past and has led to many interesting applications, the use of finite postures may cause severe problems such as the lack of motion smoothness. In fact for most EMG based applications, that require the execution of everyday life tasks, decoding of complete trajectories is of paramount importance. Thus, a specification for any proposed methodology, should be to address the issues of continuous and smooth control.

Regarding the continuous EMG based control approach, various techniques have been used to provide estimates of human kinematics based on human myoelectric activity. Some of them are; the Hill-based musculoskeletal model, the state-space model, artificial neural network based models, support vector regression based models and random forests based models. The Hill-based musculoskeletal model [28] is the most commonly used model, for continuous EMG based control of robotic devices, using human motion decoded from EMG signals. Some application of the Hill-based model can be found in [20] and [29–32]. However the aforementioned Hill model based studies, typically focus on few degrees of freedom (DoFs), because Hill model equations are non-linear and there is a large number of unknown parameters per muscle. State-space models were used by Artemiadis et al. in [33],[1] and [34]. In [33], a state-space model was used to estimate human arm kinematics from the myoelectric activity of the muscles of the upper-arm and the forearm, while emphasis was given to the non-stationarity of the EMG signals and the evolution of signal quality over time (i.e. due to muscle fatigue, sweat etc.). In [1] and [34] authors proposed a methodology that “maps” muscular activations to human arm motion, using a state space models and the low dimensional embeddings of the myoelectric activity (input) and kinematics (output). Artificial neural networks (ANN) were used in [35] to estimate the continuous motion of the human fingers, using the myoelectric activity of forearm muscles (only one degree of freedom per finger was decoded), in [36] to control using EMG signals a robot arm with one degree of freedom and in [37] to decode from EMGs human arm motion, restricting the analyzed movements to single-joint isometric motions.
All the aforementioned studies, addressed the issue of EMG based continuous human motion estimation, but none of them focused on the full human arm-hand system coordination. A Support Vector Machines (SVM) based regressor was used in [2] to decode full arm hand system kinematics. However, only the position and orientation of the human end-effector (wrist) and one DoF for the human grasp, were decoded. Such a choice limits method’s applicability to everyday life scenarios, where independent finger motions are of paramount importance. Finally the latter method requires smooth and slow movements from the user.

In [88–90], we proposed learning schemes that combine a classifier with a regressor to perform task-specific EMG-based human motion estimation for reach to grasp movements. Principal Component Analysis (PCA) was applied to extract the low dimensional manifolds of the EMG activity and the human kinematics. These low dimensional spaces, were used to train different task-specific models, formulating a regression problem. The scheme’s classifier was used to discriminate first the task to be executed and then trigger a task-specific EMG based motion decoding model, which achieves better estimation results than “general” models. The estimated output was back projected in the high dimensional space (27 DoFs) to provide an accurate estimate of the full human arm-hand system motion. A similar methodology was recently proposed in [38], where classification techniques were used in order to discriminate between reach to grasp movements towards objects of different sizes and weights. Moreover recently we extended the learning scheme proposed in [90], in order to discriminate also the “task to be executed”, as well as to perform efficient features selection with random forests [91].

3.2 Apparatus and Experiments

3.2.1 Experimental Protocol

Two different types of experiments were conducted for the formulation of the proposed learning scheme. All experiments were performed by five (4 male, 1 female) healthy subjects 21, 24, 27, 28 and 40 years old. The subjects gave informed consent of the experimental procedure and the experiments were approved by the Institutional Review Board of the National Technical University of Athens. Experiments were performed by all subjects, using their dominant hand (right hand for all subjects involved). During experiments the subjects were instructed to perform different reach to grasp movements in 3D space, to reach and grasp different objects placed at different positions in 3D space, in order to execute different tasks with the grasped objects. The object positions, are depicted in Fig. 3.1.
The first type of experiments, involved reach to grasp movements towards different positions (five different positions depicted in Fig. 3.1) and different objects (a mug, a rectangular shaped object and a marker) and was used for EMG-based “subspace discrimination” and “object discrimination”. The second type of experiments, involved reach to grasp movements towards specific positions and objects, in order to execute two different tasks (two classes), with the same object. A tall glass, a wine glass, a mug and a mug plate were used for the second type of “task discrimination” experiments. These first type of experiments was used for the initial formulation of the learning framework proposed in [88] and was once again used in [91] together with the second type of experiments, to discriminate between different tasks and compute feature variables importance for different positions, objects and tasks.

The tasks executed for the second type of experiments appear in Fig. 3.2. During the experiments, each subject conducted several trials, for each position, object and task combination. In order to ensure data quality and avoid fatigue, adequate resting time of one minute, was used between consecutive trials.

### 3.2.2 Motion Data Acquisition

In order to capture efficiently human kinematics - using appropriate motion capture systems - the kinematic models of the human arm and the human hand must be described. The kinematic model of the human arm, that we use in this study, consists of three rotational degrees of freedom (DoFs) to model shoulder joint, one rotational
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Figure 3.2: Tasks executed for the second type of experiments. The tall glass tasks were: task 1, side grasp (to drink from it) and task 2, front grasp (to transpose it). The wine glass tasks were: task 1, side grasp (to drink from it) and task 2, stem grasp (to drink from it). The mug tasks were: task 1, handle grasp (to drink from it) and task 2, top grasp (to transpose it). Finally the mug plate tasks were: task 1, side grasp (to lift and hold it) and task 2, top grasp (to transpose it).

DoF for elbow joint, one rotational DoF for pronation-supination and two rotational DoFs for wrist flexion/extension and abduction/adduction. The kinematic model of the human hand consists of twenty rotational DoFs, four for each one of the five fingers. Regarding fingers we used for the four kinematically identical fingers (index, middle, ring and pinky) three rotational DoFs to model flexion-extension of the different joints and one rotational DoF for abduction-adduction. Human thumb is modeled, using two rotational DoFs for flexion-extension, one rotational DoF for abduction-adduction and one rotational DoF to describe palm’s mobility that allows thumb to oppose to other fingers. The kinematic models of the human arm and hand are presented in Fig. 3.3.

Figure 3.3: Kinematic models depicting the degrees of freedom (DoFs) of the human arm and hand.
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Figure 3.4: Two position tracking sensors of Isotrak II are used to capture user’s shoulder, elbow and wrist position in 3D space, while a dataglove is used to capture the wrist and fingers joint angles. The position tracker reference system is placed on the shoulder. The human arm joint values can be computed through the human arm’s inverse kinematics. \(q_1\) and \(q_2\) jointly correspond to shoulder flexion-extension and adduction-abduction, \(q_3\) to shoulder internal-external rotation, \(q_4\) to elbow flexion-extension, \(q_5\) to pronation-supination and \(q_6\) and \(q_7\) jointly correspond to wrist flexion-extension and adduction-abduction.

In order to capture the human arm hand system motion in 3D space, extracting the corresponding joint angles (27 modeled DoFs), we used a dataglove for the human hand and a magnetic position tracking system for the human arm. The Isotrak II\(^\circledR\) (Polhemus Inc.) magnetic motion capture system used, is equipped with two position tracking sensors and a reference system. The two sensors of Isotrak II, were placed on the elbow and the wrist respectively, while the reference system was placed on the user’s shoulder.

Having captured the positions of the human shoulder, elbow and wrist, the inverse kinematics of the human arm can be computed, following the directions provided in [83]. Alternatively for human robot interaction applications, a human to robot motion mapping procedure like the one proposed in [92], can be used. Regarding the human hand, the Cyberglove II\(^\circledR\) (Cyberglove Systems), is used to measure the two DoFs of the wrist (flexion-extension and abduction-adduction) and the twenty DoFs of the human fingers. The experimental setup that was used to track human arm hand system kinematics, is depicted in Fig. 3.4.

Figure 3.5: The motion capture systems used, are depicted.
3.2.3 Electrode Positioning and EMG Data Acquisition

In total, we recorded the myoelectric activity of sixteen muscles, of the upper arm (eight muscles) and the forearm (eight flexor and extensor muscles). More specifically the chosen muscles are: flexor pollicis longus, flexor digitorum superficialis, flexor carpi ulnaris, flexor carpi radialis, extensor pollicis longus, extensor indicis, extensor carpi ulnaris, extensor carpi radialis, deltoïd anterior, deltoïd posterior, deltoïd middle, trapezius, teres major, brachioradialis, biceps brachii and triceps brachii. The selection of the muscles and the placement of the surface electromyography electrodes, was based on the related literature [22, 93]. In order to achieve easy, portable and fast to use training schemes several researchers have chosen to place the EMG electrodes, in specific regions but in random (not precise) positions [2]. We believe that the next generation of epidermal electronics [94] will make the electrode positioning faster and easier, thus we choose to take advantage of the higher signal to noise ratio, that accurate electrode positioning offers.

EMG signals were acquired and conditioned using an EMG system (Bagnoli-16®, Delsys Inc.), equipped with single differential surface EMG electrodes (DE-2.1®, Delsys Inc.). A signal acquisition board (NI-DAQ 6036E®, National Instruments), was used for signal digitization and data acquisition.

3.2.4 EMG and Motion Data Processing

Regarding data processing, EMG signals were band-pass filtered (20-450 Hz), sampled at 1 kHz, full-wave rectified and low-pass filtered (Butterworth, fourth order, 8 Hz), while for the position measurements, which were provided by the position tracking system at the frequency of 30 Hz, an antialiasing finite-impulse-response filter (low pass, order: 24, cutoff frequency: 100 Hz), was used to resample them at a frequency of 1 kHz (same as the sampling frequency of the EMG signals).

3.2.5 Muscular co-activation patterns extraction

After data collection, all EMG recordings, were pre-processed and epochs of data were created. Those epochs included the different reach-to-grasp movements captured during the experiments. Then, all data were resampled at 100 Hz, where each sample at the new frequency (100 Hz) was calculated as the mean value of ten (10) samples of the original frequency (1kHz). Based on the profiles of the rectified EMG signals at the new frequency, the onset of muscular activations was defined comparing the amplitude of each muscle’s myoelectric activation to it’s relaxed state. Finally, epochs including only
Figure 3.6: Comparison of a Boxplot and a “Boxplot Zone” visualization of muscular co-activation patterns across sixteen (16) muscles of the upper arm and the forearm for one subject (Subject 1), performing reach to grasp movements towards a mug placed at position I.

Muscular activations captured during the actual tasks were created, and were used to formulate synergistic profiles, using a novel statistical representation technique, that we introduced and which we call ”Boxplot Zones”.

A boxplot (alt. box-and-whisker plot) is a method to graphically depict groups of numerical data, through the following five-number summaries: smallest observation (sample minimum), lower quartile (Q1), median (Q2), upper quartile (Q3), and largest observation (sample maximum). Boxplot zones were first defined in [88] to visualize muscular co-activation patterns and are an equivalent of boxplots, while more visually informative representation, suitable for the representation of synergistic profiles. Boxplot zones consist of three different layers. The first layer includes the median line, connecting the medians of all boxplots. The second layer includes the box zone (blue zone), connecting the boxes that contain all the values between the lower and the upper quartile, while the third layer includes the whisker zone (white zone), connecting the whiskers that mark the largest and the smallest observation. A direct comparison of a boxplot and a boxplot zone visualization, can be found in Fig. 3.6.

In Fig. 3.7 we present a “boxplot zones” based visualization of muscular co-activation patterns of sixteen (16) muscles (of the upper arm and the forearm), for one subject (Subject 1) executing reach to grasp movements, towards five (5) different positions in 3D space, to grasp three (3) different objects. The muscular co-activation patterns presented in Fig. 3.7 in terms of synergistic profiles formulated with boxplot zones, depict a significant differentiation between the different reach-to-grasp movements, although the same joints of the arm hand system (human upper arm joints and human hand fingers) are involved, but for a different task. More precisely, if we examine the synergistic profiles (muscular co-activation patterns) across different subspaces (different positions),
we notice that the activity of the muscles of the upper-arm (EMG channels 1-8) reflects most of the differentiation. In contrary if we examine the muscular co-activation patterns across different objects, placed in the same subspace (a specific position), the activity of the muscles of the forearm (EMG channels 9-16) reflects most of the differentiation.

**Figure 3.7:** “Boxplot Zones” visualization of muscular co-activation patterns of sixteen (16) muscles (of the upper arm and the forearm), for one subject (Subject 1) performing reach to grasp movements towards, five different positions ($P_I$, $P_{II}$, $P_{III}$, $P_{IV}$ and $P_V$) in 3D space, to grasp three different objects (a marker, a rectangle and a mug). The sixteen (16) muscles are reported in the following order (1 to 16): deltoid anterior, deltoid middle, deltoid posterior, teres major, trapezius, biceps brachi, brachioradialis, triceps brachii, flexor pollicis longus, flexor digitorum superficialis, flexor carpi ulnaris, flexor carpi radialis, extensor pollicis longus, extensor indicis, extensor carpi ulnaris and extensor carpi radialis.

In Fig. 3.8 we present a “boxplot-zones” based visualization of muscular co-activation patterns differentiation, for 16 muscles of the human upper-arm and forearm, for three different subjects performing different reach to grasp movements, towards five (5) different positions in 3D space, to grasp a specific object (rectangular-shaped object).

As we have already noted there is a significant differentiation between muscular co-activation patterns associated with different reach to grasp movements. Statistical significance of muscular co-activation patterns differentiation, can be assessed using appropriate statistical tests. More precisely the Lilliefors test (adaptation of the Kolmogorov-Smirnov test) was used to test the null hypothesis that the EMG data - containing the myoelectric
activations - come from a normal distribution. The test rejects the null hypothesis at
the 5% significance level ($p = 0.05$), so the data are not normally distributed. Thus, we
use non parametric tests such as, the Kruskal-Wallis and the Wilcoxon rank sum test,
in order to assess the significance of muscular co-activation patterns differentiation, for
different strategies.

The Kruskal-Wallis compares the medians of the myoelectric activity of the selected
muscles, for different muscular co-activation patterns, and returns the $p$ value for the
null hypothesis that all samples are drawn, from the same population (or from different
populations with the same distribution). The Wilcoxon rank sum test, performs a
two-sided rank sum test of the null hypothesis that data of myoelectric activations
with different muscular co-activation patterns, are independent samples from identical
continuous distributions, with equal medians.

More details regarding the statistical procedures used, the reader can find in [95]. All
tests were performed to check the differentiation of muscular co-activation patterns for
the following three cases:

- For the same reach to grasp movement, between different subjects.
- For reach to grasp movements towards five different positions in 3D space.
- For reach to grasp movements towards three different objects, placed at a specific
  position in 3D space.

For all sets, confidence levels were set at 95%. All tests null hypotheses for all three
cases were rejected, proving that muscular co-activation patterns differentiate, between
Figure 3.9: Means and confidence intervals of EMG activity across eight (8) muscles of the upper arm and eight (8) flexor and extensor muscles of the forearm, for one subject (Subject 1) performing reach to grasp movements, towards three (3) different objects, placed at a specific position (Pos 3) in 3D space.

Figure 3.10: Means and confidence intervals of EMG activity across eight (8) muscles of the upper arm and eight (8) flexor and extensor muscles of the forearm, for one subject (Subject 1) performing reach to grasp movements, towards a marker, placed at five (5) different positions in 3D space.

different subjects and between different tasks. In Fig. 3.9, we present the means and the confidence intervals of EMG activity across eight muscles of the upper arm and eight muscles of the forearm, for a subject performing reach to grasp movements, towards three (3) different objects. In Fig. 3.10, we present the means and the confidence intervals of EMG activity across eight muscles of the upper arm and eight muscles of the forearm for a subject performing reach to grasp movements, towards a marker, placed at five (5) different positions in 3D space.

Therefore, we conclude that the muscular co-activation patterns vary significantly not only between different subjects, but also between different reach-to-grasp movements of the same subject (towards different subspaces or different objects placed at specific position), and therefore should be considered and analyzed as subject-specific and task-specific characteristics.
3.3 Methods

In this section we present some typical specifications for EMG based interfaces and we describe the problem formulation and the methods used for discrimination of different muscular co-activation patterns, associated with different reach to grasp movements (classification) and EMG based motion estimation (regression).

3.3.1 Classification and Regression Modules

Some specifications that every learning scheme for EMG based interfaces should have, are the following:

- To be able to “decide” on user’s intention (classification part).
- To decode a continuous representation of human motion (regression part).
- To allow its application at a robot control scheme, in real time.
- To be easy and fast to be trained for different users (as musculoskeletal characteristics may vary significantly across subjects).
- To be able to handle multidimensional spaces and large databases of myoelectric and motion data.

In this chapter we present an EMG-based learning scheme, using the Random Forests (RF) technique - which meets the aforementioned specifications - for both classification and regression. Thus, the classifier and the regressor cooperate advantageously, in order to split the task space and confront the non-linear relationship between the EMG signals the motion to be estimated, with task specific models that provide better estimation accuracy than the “general” models (built for all tasks).

In Fig. 3.11 we present a block diagram of a typical random forests based classification procedure. Random forests are used for a multiclass classification problem, where we need to discriminate between reach to grasp movements, towards different positions, different objects (to be grasped) and different tasks (to be executed with the object) in 3D space, using human myoelectric activity (EMG).

In Fig. 3.12 we present the block diagram for a typical random forests based regression procedure. The task specific models trained are used to estimate for new EMG data (not previously seen during training) “new” human arm hand system kinematics.
A complete block diagram of the EMG-based learning scheme proposed, is depicted in Fig. 3.13. Two main modules appear, the classification module and the task specific model selection module. Classification module provides decision for subspace to move towards, object to be grasped and task to be executed (with the object). Task specific model selection module, examines classification decisions and triggers a subspace, object and task specific motion decoding model.
Figure 3.13: A block diagram of the proposed EMG-based learning scheme is presented. Two main modules, formulate the “backbone” of the learning scheme, the classification module and the task specific model selection module. Classification module (based on the classifier) provides decision for subspace to move towards, object to be grasped and task to be executed with the object. Task specific model selection module (based on the regressor) examines classification decisions and triggers a subspace, object and task specific motion decoding model (from all possible models trained). The task specific motion decoding model efficiently estimates the full human arm hand system motion (27 joint values), using human myoelectric activity (EMG signals). Finally an EMG-based interface can take advantage of the proposed scheme and the estimated human motion. For example a human to robot motion mapping procedure may take as input the estimated human arm hand system motion, to generate equivalent robot motion, as described in Chapter 6. A possible application of the proposed learning scheme, is the EMG-based teleoperation of a robot arm hand system.

3.3.2 Multiclass Classification in the $m$-Dimensional Space of Myoelectric Activations ($m$ - number of EMG channels)

As we have already noted, synergistic profiles depicted in terms of “boxplot zones” in Fig. 3.7 denote that there is a significant differentiation of muscular co-activation patterns for reach to grasp movements towards different positions and different objects placed at the same position. In order to be able to take advantage of this differentiation, we choose to discriminate the different reach to grasp movements in the $m$-dimensional space of the myoelectric activations (where $m$ is the number of EMG channels), using the EMG signals to “decide” on the task to be performed (human intention decoding).
In Fig. 3.14 we present a typical classification problem of discriminating based on the myoelectric activity of 16 muscles of the human arm hand system, two different strategies for reaching and grasping a specific object placed in two different positions. Reaching, grasping and return phases are depicted. The top subplot presents the distance between the two classes in the 16-dimensional space (16 EMG channels are used). Such a distance, give us a measure of classes separability (i.e. how easily these classes can be discriminated). The bottom subplot, presents the evolution of classification decision over time. The accumulation of misclassified samples is reasonable for those time periods, when the distance between the two classes is small (i.e. begin and end of experiments, when human end-effector (wrist), is close to its starting position).

![Figure 3.14: Comparison of two reach to grasp movements towards a marker placed at position I (Strategy I) and a marker placed at position II (Strategy II). First subplot presents the distance of the two strategies in the m-dimensional space (where m=16 the number of the EMG channels). The second subplot focuses on the evolution of classification decision per sample, over time.](image)

In Fig. 3.15 we present the classification problem of discriminating two different different reach to grasp movements, towards a specific object placed at a specific position, but in order to execute two different tasks (with the object). Once again, top subplot presents the distance between the two classes in the 15-dimensional space (15 EMG channels are used), as well as the reaching, grasping and return phases. Bottom subplot presents once again the evolution of the classification decision and there is a similar with Fig. 3.14, accumulation of misclassified samples for the time periods, that the distance between the two tasks is small (i.e. begin and end of the experiment).

3.3.2.1 Random Forests Classifier

The Random Forests technique proposed by Tin Kam Ho of Bell Labs [96] and Leo Breiman [97], can be used for classification creating an ensemble classifier that consists
Figure 3.15: Comparison of two reach to grasp movements, towards Position I to grasp a Tall Glass with two different grasps (side grasp and front grasp), to execute two different tasks. First subplot presents the distance of the two tasks in the $m$-dimensional space (where $m = 15$ the number of the EMG channels). The second subplot focuses on the evolution of classification decision per sample, over time.

Of many decision trees. The Random Forests classifier’s output, is the class that is the mode of the individual trees class’s output. Thus, the classifier consists of a collection of tree structured classifiers $\{h(x, \Theta_N), N = 1, \ldots\}$ where $\{\Theta_N\}$ are independent identically distributed random vectors. Each decision tree of the random forest, casts a vote for the most popular class at input $x$.

The classification procedure for N trees grown is presented in Fig. 3.16. Some advantages of the random forests technique for classification are:

- Runs efficiently and fast on large databases.
- Provides high accuracy.
- Does not overfit.
- Provides feature variables importance.
- Can handle thousands of input variables without variable deletion.
- Can handle multiclass classification problems.
- Can be used efficiently in multidimensional spaces.
3.4 Features Selection with Random Forests

In the aforementioned classification examples we used the random forests technique to discriminate, between different reach to grasp movements in the $m$-dimensional space of the myoelectric activations, using multiple EMG channels ($m$ is 15 or 16). Its quite typical for EMG based interfaces, a limited number of EMG channels to be available (e.g., due to cost or complexity limitations), or EMG electrodes positioning to be not precise (some EMG channels may be more noisy). Thus, a fundamental question is: “Is it possible to select which EMG channels are the most important? How this features selection can be accomplished?”. With Random Forests we can perform efficient features selection, using their ability to compute the importance score of each feature variable and consequently access the relative importance for all feature variables (e.g. EMG channels).

More precisely random forests use for the construction of each tree, a different bootstrap sample set from the original data. One-third of the samples are left out of the bootstrap sample set (out-of-bag samples) and are not used in the construction of the $N$th tree. Feature variables importance, is computed as follows; in every grown tree in the forest, we put down the out-of-bag samples and count the number of votes cast for the correct class. Then the values of a variable $m$ are randomly permuted in the out-of-bag samples and these samples are put down the tree. Subtracting the number of votes casted for the
correct class in the \( m \)-variable permuted out-of-bag data from the previously computed number of votes for the correct class in the untouched out-of-bag data, we get the importance score of a feature variable \( m \) for each tree. The raw importance score for each feature variable \( m \) is the average importance score for all trees of the random forest. The random forests feature variable importance calculation procedure, is depicted in Fig. 3.17.

![Diagram of the random forests feature variable importance calculation procedure. OOB stands for out-of-bag samples.](image)

In case that we want to reduce the number of EMG channels used (in this study we have already used 15 and 16 EMG channels), random forests can be initially run with all the variables (EMG channels) and then run once again with the most important variables selected during the first run. For example, we can use the random forests classifier with all 15 EMG channels, compute the feature variables importance and re-solve the classification problem, using the most “important” EMG channels. Before doing so, we present the feature variables importance for the problems of discriminating from EMG signals, reach to grasp movements towards, different subspaces, different objects and different tasks.

In Fig. 3.18 we present the importance plots of different feature variables (EMG channels), for two different cases, subspace discrimination and object discrimination. We can notice that for subspace discrimination, the feature variables corresponding to upper-arm muscles (first 8 EMG channels) appear to have increased importance, while for object discrimination the feature variables corresponding to the forearm muscles (last 8 EMG channels), accumulate most of the importance.
This latter evidence can also be verified by the fact that for reach to grasp movements towards different subspaces, the muscular co-activation patterns of the upper-arm muscles accumulate most of the differentiation, while for reach to grasp movements towards different objects, the muscular co-activation patterns of the forearm muscles (responsible for grasping), accumulate most of the differentiation.

In Fig. 3.19 we present the importance plots for different feature variables (EMG channels), for task discrimination. Four different barplots are depicted, that contain the importance scores per variable for different objects placed in position I. We can notice that the feature variables corresponding to the forearm muscles (last 8 EMG channels) appear to have once again increased importance (similarly to object discrimination), since the forearm muscles are responsible for hand preshaping, in order to grasp and/or manipulate objects.
3.4.1 Task Specific Motion Decoding Models

3.4.1.1 Task Specific EMG Based Motion Decoding Models based on Random Forests Regression

The Random Forests technique can also be used for regression, growing trees depending on a random vector $\Theta$ such that the tree predictor $h(x, \Theta)$ takes on numerical values (not class labels used for classification). The random forest predictor, is formed similarly to the classification case, as appeared in Fig. 3.16, by taking instead of the most popular class, the average over the $N$ trees of the forest $\{h(x, \Theta_N)\}$.

Some advantages of the random forests regression are the following:

- Are easily implemented and trained.
- Are very fast in terms of time spent for training and prediction.
- Can be parallelized.
- Can handle thousands of input variables and run efficiently on large databases (similarly to classification).
- Are resistant to outliers.
• Have very good generalization properties.

• Can output more information than just class labels (e.g., sample proximities, visualization of output decision trees etc.).

3.4.1.2 Dimensionality Reduction

In order to formulate the regression problem used in this study, we need the low-dimensional spaces of the myoelectric activations and the human motion. Thus, in order to represent our data in low-d spaces, we used the Principal Components Analysis (PCA), dimensionality reduction method. For the EMG signals recorded, a 4-D space suffices, representing most of the original high-dimensional data variance (more than 92%). Regarding the human arm hand system kinematics, a 4-D space once again suffices to describe adequately the 27-DoF motion of the human arm hand system, representing most (94%) of the original data variance. We chose to use the PCA as a dimensionality reduction technique - in order to take advantage of the underlying covariance of our data - representing also the same variability in a low-d space, without losing important information of the original data. More details regarding the employment of PCA in EMG based interfaces, can be found in [1].

3.5 Results

3.5.1 Classifiers Comparison

In order to validate our hypothesis that random forests based classification is an ideal method for EMG based interfaces, we have applied a wide variety of classification techniques in our dataset, comparing them with random forests, in terms of classification accuracy and time required for training.

More precisely, we performed Support Vector Machines (SVM) based classification (with a Radial Basis Function (RBF) kernel), we constructed a single hidden-layer Neural Network (NN) with ten hidden units (trained with the Levenberg-Marquardt backpropagation algorithm) and we used the k nearest neighbors (kNN) classifier, for the simplest case where $k = 3$. Finally random forests were grown with ten trees for speed. Random Forests outperformed the classification performance of all other classifiers and performed quite well in terms of speed of execution.

The classification success rate (classification accuracy) is defined, as the percentage of EMG data points classified to the correct reach to grasp movement. It must be noted that
the classification is done for every acquired EMG data point, thus the proposed learning scheme is able to decide in real-time the reach to grasp movement to be performed (for a specific task), and even switch to different tasks online. All classification results presented in this section, are the average values over the five rounds, of the five-fold cross-validation method applied.

The training dataset that was used to compare classifiers in terms of speed of execution, involved Subject 1 data of reach to grasp movements towards different objects, placed at Position I (Class I) and Position II (Class II). Results are reported in Table 3.1. All benchmarks were performed using MATLAB (Mathworks) in a standard PC with Intel(R) Core(TM) I5 CPU 611 @3.33GHz and 4GB RAM (DDR3) memory.

Table 3.1: Comparison of classifiers in terms of time required for training.

| Classifiers     | Samples               | Training Time |
|-----------------|-----------------------|---------------|
| LDA             | 2 Classes of 1500     | 0.011 sec     |
|                 | 2 Classes of 15000    | 0.058 sec     |
| QDA             | 2 Classes of 1500     | 0.005 sec     |
|                 | 2 Classes of 15000    | 0.051 sec     |
| kNN             | 2 Classes of 1500     | 0.014 sec     |
|                 | 2 Classes of 15000    | 1.65 sec      |
| ANN             | 2 Classes of 1500     | 1.06 sec      |
|                 | 2 Classes of 15000    | 16.05 sec     |
| SVM             | 2 Classes of 1500     | 0.34 sec      |
|                 | 2 Classes of 15000    | 7.09 sec      |
| Random Forests  | 2 Classes of 1500     | 0.06 sec      |
|                 | 2 Classes of 15000    | 0.87 sec      |

The training dataset that was used to compare classifiers in terms of classification accuracy, involved Subject 1 data of reach to grasp movements towards two objects (two classes), placed across three different positions in 3D space. Results are reported in Table 3.2.

3.5.2 Comparison of different Decoding Methods

In order to validate our hypothesis that random forests based regression is an ideal method for EMG based interfaces, we have applied also a wide variety of regression techniques in our data, comparing them with random forests, in terms of estimation accuracy and time spent for training. More specifically we performed Multiple Linear Regression (MLR), we created a State-Space model as described in [1], we performed SVM regression (with a RBF kernel) and we constructed a single hidden layer Neural Network with ten hidden units (trained with the Levenberg-Marquardt backpropagation
Table 3.2: Comparison of classifiers for discriminating two different reach to grasp movements, towards two objects placed across three different positions in 3D space, for Subject 1.

| Classifiers | Positions | Mug     | Rectangle |
|-------------|-----------|---------|-----------|
| LDA         | Pos I     | 96.75%  | 83.36%    |
|             | Pos III   | 96.50%  | 90.40%    |
|             | Pos V     | 91.44%  | 95.00%    |
| QDA         | Pos I     | 95.34%  | 80.52%    |
|             | Pos III   | 97.30%  | 91.45%    |
|             | Pos V     | 92.30%  | 95.60%    |
| kNN         | Pos I     | 96.33%  | 81.63%    |
|             | Pos III   | 98.20%  | 94.50%    |
|             | Pos V     | 96.50%  | 98.68%    |
| ANN         | Pos I     | 94.67%  | 84.63%    |
|             | Pos III   | 98.50%  | 94.76%    |
|             | Pos V     | 94.52%  | 98.87%    |
| SVM         | Pos I     | 97.46%  | 87.42%    |
|             | Pos III   | 98.81%  | 94.50%    |
|             | Pos V     | 98.00%  | 96.50%    |
| Random Forests | Pos I | 99.67%  | 89.02%    |
|             | Pos III   | 100%    | 96.50%    |
|             | Pos V     | 98.87%  | 99.00%    |

algorithm). Finally random forests were used as a regression technique, growing ten (10) decision trees, to increase speed of execution and computational efficiency.

The formulated regression problem, was to map the low-d space (4 dimensions) of the myoelectric activity (EMG signals), to the low-d space (4 dimensions) of the human motion. The low-d spaces of human myoelectric activations and human motion were extracted using the PCA method. Then the estimated low-d human motion was back-projected to the high-d space providing an estimate of the full human arm hand system kinematics (27 DoFs). As far as the estimation accuracy is concerned, we compared the methods for different datasets, estimating human motion for reach to grasp movements, towards different positions, as well as different objects placed at the same position. Regarding training time, we chose to compare the different techniques in terms of time required for training, applying the various methods to a separate dataset, that serves as a benchmark. In table 3.3, we can notice that random forests outperform most other techniques, in terms of speed of execution.
Table 3.3: Time spend for the training procedure across different methods for a specific dataset (10000 samples) that serves as a benchmark (Average Values).

| Method       | Time in sec. |
|--------------|--------------|
| MLR          | 0.0054 sec   |
| State Space  | 8.65 sec     |
| ANN          | 28.83 sec    |
| SVM          | 27.72 sec    |
| Random Forests | 5.89 sec    |

In Table 3.4 we can notice that random forests outperform also the other regression techniques, such as the Support Vector Machines (SVM) and the Artificial Neural Networks (ANN), in terms of estimation accuracy. In order to compare the different regressors a standard PC with an Intel(R) Core(TM) I5 CPU 611 @3.33GHz, equipped with a 4GB RAM (DDR3) memory, was once again used. The benchmark was performed using MATLAB (Mathworks). More information regarding the regression techniques comparison results, can be found in [89].

Table 3.4: Comparison of different methods and estimation results, for specific position (Pos III) and specific object (Marker), for Subject 1. Average values for different validation set splittings.

| Method       | Arm Joints | Hand Joints |
|--------------|------------|-------------|
|               | Similarity (%) | Similarity (%) |
| MLR          | 81.60%     | 84.31%      |
| State Space  | 82.74%     | 85.10%      |
| ANN          | 85.10%     | 86.92%      |
| SVM          | 86.01%     | 88.90%      |
| Random Forests | 86.93%     | 90.42%      |

3.5.3 Classification Results

In Table 3.5, we present the classification results across different reach to grasp movements, for a specific position and three different objects (three classes) for all subjects, using the random forest method. In Table 3.6 we present the classification accuracy across different reach to grasp movements, for a specific object and five different object positions (five classes), for all subjects, using random forests.

In Table 3.7 we present the classification accuracy of random forest models, across reach to grasp movements towards five different positions (five classes), for all objects and subjects, using the random forest method. In Table 3.8, we present the classification
Table 3.5: Classification accuracy across different reach to grasp movements towards a specific position and three different objects (three classes), for all subjects (using random forests)

| Positions | Mug (Classes) | Marker (Classes) | Rectangle (Classes) |
|-----------|---------------|------------------|---------------------|
| Pos I     | 87.82% (±4.52) | 91.15% (±5.31%) | 88.82% (±4.63%)    |
| Pos II    | 84.24% (±5.99%) | 90.40% (±4.52%) | 91.81% (±5.41%)    |
| Pos III   | 84.78% (±5.78%) | 86.72% (±5.16%) | 85.39% (±4.95%)    |
| Pos IV    | 83.24% (±6.14%) | 84.17% (±6.21%) | 86.93% (±4.83%)    |
| Pos V     | 86.55% (±4.39%) | 89.32% (±3.81%) | 90.74% (±3.78%)    |

Table 3.6: Classification accuracy across different reach to grasp movements, for a specific object and five different object positions (five classes), for all subjects (using random forests)

| Positions | Mug (Classes) | Objects (Classes) | Rectangle (Classes) |
|-----------|---------------|-------------------|---------------------|
| Pos I     | 86.01% (±4.16%) | 89.83% (±4.01%) | 87.01% (±6.57%)    |
| Pos II    | 83.76% (±6.24%) | 87.95% (±4.78%) | 88.43% (±5.51%)    |
| Pos III   | 89.74% (±3.41%) | 87.23% (±4.92%) | 90.30% (±4.01%)    |
| Pos IV    | 91.23% (±2.39%) | 90.05% (±4.86%) | 90.51% (±3.92%)    |
| Pos V     | 91.80% (±3.45%) | 92.34% (±2.69%) | 90.90% (±3.01%)    |

results achieved, using 15 EMG channels to discriminate between reach to grasp movements, towards specific position and object combinations (for all objects and positions), to execute two different tasks per object (two classes). As it can noticed, classification accuracy is consistently high across different positions, different objects and different tasks. The latter evidence proves the efficiency of the proposed scheme for various reach to grasp movements and tasks.

Table 3.7: Classification accuracy across different reach to grasp movements towards different positions, for all objects and subjects. Random Forests classifier was used for data with 16 EMG channels, from all subjects.

| Positions | Pos I | Pos II | Pos III | Pos IV | Pos V |
|-----------|-------|--------|---------|--------|-------|
|           | 88.51% | 86.29% | 87.91%  | 89.20% | 91.02% |

In Table 3.8, we reported some interesting classification results for task discrimination, using a lot of EMG channels (15 EMG channels) which typically may not be available, due to hardware, cost or other limitations. Thus in this work we use the random forests technique to compute the feature variables (EMG channels) importance for each position
Table 3.8: Classification accuracy across different reach to grasp movements, towards different positions and objects, to execute two different tasks (two classes). Random forests classifier was used for 15 EMG channels, of Subject 1 data.

| Tall Glass | Side Grasp | Front Grasp |
|------------|------------|-------------|
| Pos I      | 76.31% (±7.41%) | 78.87% (±4.72%) |
| Pos II     | 89.77% (±5.43%) | 87.88% (±9.42%) |
| Pos III    | 84.86% (±8.27%) | 85.75% (±2.38%) |
| Pos IV     | 89.69% (±5.61%) | 86.82% (±8.06%) |
| Pos V      | 87.56% (±8.20%) | 90.30% (±4.77%) |

| Wine Glass | Stem Grasp |
|------------|------------|
| Pos I      | 84.14% (±4.15%) | 85.20% (±4.59%) |
| Pos II     | 71.23% (±5.19%) | 79.72% (±9.31%) |
| Pos III    | 66.64% (±8.15%) | 77.71% (±11.47%) |
| Pos IV     | 87.98% (±5.21%) | 89.02% (±5.81%) |
| Pos V      | 66.44% (±8.66%) | 64.28% (±7.62%) |

| Mug | Handle Grasp | Top Grasp |
|-----|--------------|-----------|
| Pos I | 89.33% (±6.66%) | 90.74% (±6.78%) |
| Pos II | 79.77% (±6.74%) | 82.31% (±7.02%) |
| Pos III | 75.98% (±9.63%) | 83.52% (±7.03%) |
| Pos IV | 84.91% (±3.83%) | 86.99% (±5.20%) |
| Pos V | 77.83% (±5.79%) | 77.36% (±3.95%) |

| Mug Plate | Side-Pinch Grasp | Top Grasp |
|-----------|------------------|-----------|
| Pos I     | 84.98% (±2.52%) | 81.76% (±4.99%) |
| Pos II    | 89.58% (±6.11%) | 92.76% (±4.27%) |
| Pos III   | 86.73% (±7.57%) | 95.58% (±1.92%) |
| Pos IV    | 87.16% (±6.59%) | 85.64% (±9.86%) |
| Pos V     | 91.62% (±3.08%) | 90.78% (±2.98%) |

and object combination and resolve the classification problems for task discrimination, using the 6 most important EMG channels.

Results for task discrimination, using the most important EMG channels, are reported in Table 3.9. We can notice that even for the reduced number of feature variables (EMG channels), classification accuracy remains consistently high and the results are equal or better that the initial results (with the 15 EMG channels).

In the aforementioned results, is evident that the classification accuracy and the overall ability of our scheme to discriminate different reach to grasp movements, towards different tasks (executed with the same object), depends on:
Table 3.9: Classification accuracy across different reach to grasp movements, towards different positions and objects, to execute two different tasks (two classes), for Subject 1. Random forests were used with the 6 most important EMG channels selected using the features selection method.

### Tall Glass

| Tasks     | Side Grasp | Front Grasp |
|-----------|------------|-------------|
| Pos I     | 81.43% (±2.64%) | 79.91% (±7.69%) |
| Pos II    | 89.79% (±7.35%) | 90.79% (±7.97%) |
| Pos III   | 82.84% (±9.12%) | 88.76% (±3.34%) |
| Pos IV    | 89.82% (±5.89%) | 87.71% (±7.97%) |
| Pos V     | 84.66% (±9.98%) | 92.85% (±4.14%) |

### Wine Glass

| Tasks     | Side Grasp | Stem Grasp |
|-----------|------------|------------|
| Pos I     | 86.77% (±3.72%) | 84.30% (±3.77%) |
| Pos II    | 74.50% (±9.81%) | 81.20% (±9.64%) |
| Pos III   | 72.62% (±8.66%) | 79.39% (±13.56%) |
| Pos IV    | 86.90% (±8.40%) | 87.61% (±5.95%) |
| Pos V     | 63.41% (±6.88%) | 64.24% (±9.72%) |

### Mug

| Tasks     | Handle Grasp | Top Grasp |
|-----------|--------------|-----------|
| Pos I     | 87.17% (±4.67%) | 87.85% (±4.59%) |
| Pos II    | 80.10% (±7.36%) | 83.72% (±5.87%) |
| Pos III   | 77.90% (±5.40%) | 81.43% (±6.98%) |
| Pos IV    | 85.35% (±4.14%) | 84.98% (±6.07%) |
| Pos V     | 81.06% (±8.29%) | 78.95% (±9.57%) |

### Mug Plate

| Tasks     | Side-Pinch Grasp | Top Grasp |
|-----------|------------------|----------|
| Pos I     | 84.34% (±5.57%) | 83.60% (±3.44%) |
| Pos II    | 90.74% (±4.59%) | 94.01% (±3.49%) |
| Pos III   | 85.55% (±12.07%) | 95.61% (±2.89%) |
| Pos IV    | 86.74% (±10.18%) | 83.79% (±7.27%) |
| Pos V     | 91.00% (±2.23%) | 92.28% (±3.03%) |

- The “distance” (in the configuration space) between the final postures of the full human arm hand system, that correspond to different tasks.

For example the two tasks of the tall glass, mug and mug plate result to completely different human wrist angles (wrist motion strongly affects forearm muscles). Thus, for these tasks better classification results can be achieved, in contrast to the wine glass tasks that involve mainly finger motions and variations of the aperture (less differentiation of muscular co-activation patterns).

- The position of the object to be grasped, as different positions result to different classification accuracies for the same object and tasks.
For example for positions I and IV the classifier achieves better classification accuracy for wine glass and mug, while positions II and V achieves better results for tall glass and mug plate.

### 3.5.3.1 Majority Vote Criterion

Given the fact that the classification decision in our scheme is taken at a frequency of 1 kHz, we can use a sliding window of width $N$, in order for all the $N$ samples to be used for the classification decision. Inside this window, we can use the Majority Vote Criterion (MVC), which classifies all the samples of a set of $N$ samples, in the class that was the most common between them (the class gathering the most votes). The use of the majority vote criterion, can improve the classification results acquired with the proposed methods.

More details regarding the sliding window and the MVC can be found in [88] and [98]. In Table 3.10, we present improved classification results using the majority vote criterion in a sliding window of $N = 50$ samples, for Subject 1 performing reach to grasp movements, towards a specific object (marker) and varying object position.

**Table 3.10:** Classification accuracy across different reach to grasp movements of Subject 1, towards a specific object (Marker) and varying object position, using random forests and random forests with MVC (in a sliding window of $N=50$ samples).

| Object | Subject 1 |
|--------|-----------|
| Rectangle | Pos I | Pos II | Pos III | Pos IV | Pos V |
| Random Forests | 87.03% | 91.61% | 90.51% | 86.25% | 92.61% |
| RF with MVC | 100% | 100% | 100% | 100% | 100% |

### 3.5.4 Task Specific Motion Decoding Results

In this section we present the EMG-based motion estimation results, for reach to grasp movements towards three different objects, placed at five different positions in 3D space. Highly accurate estimation results are achieved using task-specific random forest models, triggered from our scheme, taking into account the classification decision on the “task” to be executed.

More specifically in Table 3.11 we present estimation results for five subspace specific models, trained with Subject 1 data, to decode human motion during reach to grasp movements, towards five different positions to grasp a specific object (marker). In Table 3.12 we present estimation results for three object specific models, trained with Subject
1 data, to decode human motion during reach to grasp movements, towards a specific position (Pos I), to grasp three different objects (a marker, a rectangle and a mug).

In Tables 3.11 and 3.12 we can notice, that the models trained for each position or object separately, outperformed the “general” models built for all positions (for a marker) and all objects (placed at specific position, Pos III). With the term “general” models we mean those models trained for all positions in 3D space or all objects placed at a specific position (training of “general” models requires a training set that contains data for all classes of a specific problem).

**Table 3.11:** Estimation results for a specific object (a marker) across all five object positions, for Subject 1, using a random forests model.

| Position | Arm Similarity (%) | Hand Similarity (%) |
|----------|------------------|-------------------|
| Pos I    | 83.78% ±4.01%    | 83.43% ±13.77%    |
| Pos II   | 88.80% ±3.98%    | 86.60% ±15.02%    |
| Pos III  | 86.93% ±3.95%    | 90.42% ±10.47%    |
| Pos IV   | 89.47% ±6.25%    | 83.73% ±16.12%    |
| Pos V    | 91.53% ±6.57%    | 89.04% ±10.09%    |
| ALL      | 80.19% ±7.32%    | 81.15% ±16.24%    |

**Table 3.12:** Estimation results for a specific position (Pos III) and all three different objects, for Subject 1, using a random forests model.

| Object   | Arm Similarity (%) | Hand Similarity (%) |
|----------|------------------|-------------------|
| Marker   | 86.93% ±3.95%    | 90.42% ±10.47%    |
| Rectangle| 87.76% ±4.13%    | 82.33% ±12.31%    |
| Mug      | 89.62% ±5.13%    | 83.52% ±13.57%    |
| ALL      | 83.26% ±7.2%     | 80.47% ±11.72%    |

Finally in Table 3.13 its evident, that the estimation results were usually better for the human arm (better estimation accuracy for human arm motion was achieved) than for the case of the human hand (human fingers motion). Such a finding, supports the applicability of our method, since precisely estimating the position of the human arm hand system end-effector (wrist), is far more important than fingers placement.

Similarity between the estimated and the captured human motion is defined as:

$$S = 100(1 - \frac{RMS(q_c - q_e)}{RMS(q_e)})\%$$  \hspace{1cm} (3.1)
Table 3.13: Estimation results for specific position (Pos III) and specific object (a rectangle), for all subjects using a random forests model.

| Subject | Arm Similarity (%) | Hand Similarity (%) |
|---------|--------------------|---------------------|
|         | 87.76% ±4.13%      | 82.33% ±10.47%      |
| Subject 2| 85.91% ±6.21%      | 81.59% ±11.78%      |
| Subject 3| 89.44% ±4.30%      | 84.93% ±14.93%      |
| Subject 4| 87.32% ±5.34%      | 85.28% ±10.16%      |
| Subject 5| 82.11% ±7.79%      | 80.54% ±16.32%      |

where RMS is:

$$RMS(q_c - q_e) = \sqrt{\frac{\sum_{i=1}^{n} (q_c_i - q_e_i)^2}{n}}$$  \hspace{1cm} (3.2)

where \(q_c\) are the captured joint values, \(q_e\) the estimated joint values and \(n\) the number of samples. In Fig. 3.20 we compare the estimated from the task-specific model, user’s wrist position, with the user’s wrist position captured using the Isotrak II motion capture system, during the experiments. The data used are part of a validation set, not previously seen during training.

3.6 Concluding Remarks

A complete learning scheme for EMG based interfaces, has been proposed. A regressor and a classifier cooperate advantageously in order to split the task space, and achieve better motion decoding for reach to grasp movements, using task specific models. Thus, the proposed scheme is formulated so as to first discriminate between different reach to grasp movements, providing an appropriate classification decision and then trigger a task-specific EMG based motion decoding model, that achieves better motion estimation, than the “general” models. Principal Component Analysis (PCA) is used to represent in low dimensional manifolds the human myoelectric activity and the human motion.
The regression problem is then formulated using these low-dimensional embeddings. The estimated output (human motion) can be back projected in the high dimensional space (27 DoFs), in order to provide an accurate estimate of the full human arm-hand system motion. The proposed scheme can be used by a series of EMG-based interfaces and for applications that range from human computer interaction and human robot interaction, to rehabilitation robotics and prosthetics.
Part III - Anthropomorphism
Chapter 4

The Role of Anthropomorphism

Figure 4.1: The DLR Anthropomorphic Arm Hand System.

The essence of anthropomorphism as described in [99], is to imbue the imagined or real behavior of nonhuman agents with humanlike characteristics, motivations, intentions and emotions. Anthropomorphism is derived from the greek word *anthropos* (that means human) and the greek word *morphe* (that means form).

4.1 The Role of Anthropomorphism

Almost 140 years ago Charles Darwin suggested anthropomorphism as a necessary tool for efficiently understanding nonhuman agents [39]. Nowadays, we experience an increasing demand for human robot interaction applications that require anthropomorphism, for two main reasons:
• Safety in human robot interaction.
• Social connection through robot likeability.

Regarding safety in HRI applications, humanlike motion can more easily be interpreted by the humans. Thus, when humans and robots cooperate advantageously in order to execute a series of specific tasks, if robots move anthropomorphically, users can more easily predict robots motion complying accordingly their activity/motion, to avoid possible injuries.

Regarding social connection through robot likeability, the more human-like a robot is in terms of appearance (e.g., humanlike appearance, use of artificial skin etc.), motion (e.g., co-ordinated movements, use of synergies etc.), expressions (e.g., facial expressions) and perceived intelligence (how intelligent the robot “seems” to be), then the more easily will manage to establish a solid social connection with humans. An exception to this rule of thumb, is the well-known uncanny valley, as described by [40] and [41]. More information regarding anthropomorphism and it’s social implications, can be found in [42], [71] and [72].

Figure 4.2: A robot arm helps make engine components at a Volkswagen factory in Germany. For the first time, robots are working alongside humans without guards or other safety barriers between them. Credit: Universal Robots (http://www.universal-robots.com).
4.2 Functional and Perceptional Anthropomorphism

A first approach to investigate the different expressions of anthropomorphism can be found in [74]. In this latter study, the authors discriminate between functional and structural anthropomorphism for the development of technical devices that will assist disabled people. The functional way to develop such a device, is to provide a human function independently of the structural form, while the structural way, is to more or less accurately imitate some part of the human body.

As we have already noted in this Ph.D. thesis, we mainly focus on the different applications of anthropomorphism for robot arm hand systems that can be used with EMG based interfaces, for Human Robot Interaction applications (e.g., EMG based teleoperation, EMG control of anthropomorphic prosthetic devices etc.). Thus, in order to discriminate between the different notions of anthropomorphism, we propose a clear distinction between Functional and Perceptional Anthropomorphism.

Functional Anthropomorphism concerns a mapping approach that has as first priority to guarantee the execution of a specific functionality in task-space and then having accomplished such a prerequisite to optimize anthropomorphism of structure or form (minimizing some “distance” between the human and robot motion). For defining that “distance”, appropriate metrics / criteria of anthropomorphism have to be defined, that will lead with low-complexity in unique anthropomorphic solutions.
On the other hand we suggest *Perceptional Anthropomorphism* as the subcategory of anthropomorphism that concerns co-ordinated motion, behavior, decisions or even emotions that can be perceived intuitively as human-like (of human nature). Perceptional anthropomorphism can be further splitted in structural or postural anthropomorphism focusing on instantaneous structural similarity, motion co-ordination and synergistic performance, as well as in behavioral anthropomorphism concerning the imitation of human behavior by robots (e.g., use of similar facial expressions by humanoids, empathetic behavior etc.).

As it can be easily hypothesized the “boundaries” between postural/structural and behavioral anthropomorphism are not clear, as parameters like the velocity profile of a motion may be classified subjectively in both categories. Thus, we propose the generic term perceptual anthropomorphism to examine all those cases where the “pursuit” of anthropomorphism is not constrained by having as a prerequisite the execution of a specific functionality in task-space.

### 4.3 Applications of Anthropomorphism

Anthropomorphism may be used for various Human Robot Interaction applications. In this Ph.D. thesis we focus on the following two:

- Development of human-like robotic artifacts.
- Mapping human to humanlike robot motion.

In order to develop human-like robots (e.g., human-like robot hands), we need first to be able to measure anthropomorphism/humanlikeness of robot artifacts. Thus, in Chapter 5, we propose a complete methodology for quantifying anthropomorphism of robot hands, comparing them with nature’s most dexterous end-effector, the human hand.

Then, in order to map human to anthropomorphic robot motion we use the notion of Functional Anthropomorphism, proposing a series of mapping schemes, that take advantage of specific criteria of anthropomorphism. These criteria, lead to the minimization of structural dissimilarity between human and robot arm hand systems configurations. More information can be found in Chapter 6.
4.4 Concluding Remarks

In this Chapter we presented a brief introduction on the definition of anthropomorphism of robot artifacts, we discussed the importance of humanlikeness, we introduced the notions of Functional and Perceptual Anthropomorphism and we presented some possible applications.
Chapter 5

Quantifying Anthropomorphism of Robot Artifacts

In this chapter we propose a methodology based on set theory and computational geometry methods, for the quantification of anthropomorphism of robot hands. In order to quantify anthropomorphism we choose to compare human and robot hands in two different levels: comparing finger phalanges workspaces and comparing workspaces of the finger base frames. A series of metrics are introduced that assess robot’s ability to mimic the human hand. The final score of anthropomorphism uses a set of weighting factors for the different metrics (that can be adjusted according to the specifications of each study), providing always an overall normalized score that ranges between 0 (non-anthropomorphic) and 1 (human-identical). The models of three different robot hands have been used for our analysis, the Barrett Hand, the DLR/HIT II and the Shadow hand. The proposed methodology can be used to grade the humanlikeness and to provide specifications for the design of the next generation of anthropomorphic robot hands and myoelectric prostheses, as described in Chapter 9.

5.1 Introduction

During the last decades, the field of robot hands design has received an increased attention, as robot hands can be used for a plethora of everyday life applications, that range from lightweight prostheses that can help amputees regain lost dexterity [100] and teleoperation/telemanipulation studies [101], to autonomous anthropomorphic grasp planning [102]. Nowadays, anthropomorphic characteristics (e.g. appearance, links lengths etc.), use of light-weight, low-cost and flexible materials and synergistic actuation are the prevailing trends for robot hands design.
Despite the increased interest and the numerous robot hand designs proposed, there is still a lack of insight regarding anthropomorphism of robot hands. How can we define “anthropomorphism”? Is it possible to discriminate if a robot hand is more anthropomorphic than another? How can anthropomorphism be helpful? Why do we need anthropomorphism in the first place? These are some of the fundamental questions that will be raised and addressed in this chapter.

As we have already noted in Chapter 4, anthropomorphism becomes a necessity for two main reasons; safety and social connection through robot likeability. Moreover, for the case of robot hands, we must take into consideration the fact that everyday life objects are designed to be manipulated by the human hand. Thus, the pursuit of humanlike design becomes a necessity not only to increase dexterity of the robotic artifacts and to mimic the human hand in terms of appearance, but also in order to incorporate in the robotic hand design some human specifications, according to which the objects surrounding us have been crafted.

Regarding previous attempts to analyze anthropomorphism of robotic hands, an index of anthropomorphism was proposed in [43] and [44], as the weighted sum of kinematics, contact surfaces and size scores. These studies take many robot attributes into consideration, but they don’t provide a comparative analysis of the workspaces of human and robot fingers and they don’t take into consideration the mobility of finger base frames, for the computation of the score of anthropomorphism. In [103] a review of the performance characteristics of many commercial prosthetic and anthropomorphic robotic hands is conducted, but the approach is strictly qualitative. Recent quantitative studies [45] and [46], use Gaussian Process - Latent Variable Models (GP-LVM) to represent in low-dimensional manifolds the human and robot hand workspaces and compare them. Only the fingertip positions are included in their analysis, without taking into account the configurations, the phalanges lengths, or the mobility of the human finger base frames.

Regarding workspaces analysis, in [58] a comparison is performed between a haptic interface (based on two DLR-KUKA LWR arms) and the reachable workspace of the human arm, using the reachability map proposed in [104]. Such an analysis focuses on the position of the tool center point (TCP) in 3D space, discriminating not only the reachable and the dexterous workspaces as defined in [105] but also a capability map for the whole space. Regarding human hand workspace analysis, in [106] the authors propose a methodology that can be used to quantify the functional workspace of the precision thumb - finger grasp, defined as the range of all possible positions in which thumb fingertip and each fingertip can simultaneously contact each other.
5.2 Kinematics Models

This section focuses on the 25 Degrees of Freedom (DoFs) kinematic model of the human hand that we use in this Chapter and presents also the three robot hands, that will be studied.

5.2.1 Kinematic Model of the Human Hand

The kinematic model of the human hand that we use consists of 25 DoFs, five DoFs for the thumb, four DoFs for index and middle fingers and six DoFs for each one of the ring and pinky fingers. We use 6 DoFs for the ring and pinky fingers of the human hand model, in order to take into account the mobility of the carpometacarpal bones of the palm, that results to varying positions for the fingers base frames. Although human hand digit lengths, are quite easy to be measured, expressing the base of each finger relatively to the base of the wrist is a difficult problem, which requires advance techniques such as fMRI \[107\]. In this work we use the parametric models for each human digit (derived from hand anthropometry studies) \[108\], \[109\] and \[110\], in order to define the lengths for all phalanges of the human hand. Moreover we incorporate the kinematics of the carpometacarpal bones as defined in \[111\], in the proposed human hand model in order to be able to compute the workspace of the human fingers base frames. The parametric models depend on specific parameters of the human hand that are the hand length (HL) and the hand breadth (HB). In this study we set both the HL and the HB parameters, to the mean value of the men and women 50th percentiles, according to the hand anthropometry study conducted in \[112\].

5.2.2 Robot Hands

Three quite different robot hands are examined in this study (due to space constraints). The five fingered DLR/HIT II (DLR - German Aerospace Center) \[70\], the Shadow Robot Hand (Shadow) \[113\] and the Barrett Hand (Barrett Technology Inc.) \[114\], that appear in Fig. 9.11.

![Figure 5.1: The robot hands examined in this study.](image)
5.2.3 Defining the Correspondences between Human and Robot Hands Components

In this study, we consider each human and robot finger as a typical finger with two or three joints and three or four DoFs respectively (one for abduction/adduction and two or three for flexion/extension). In case that a robot finger has more degrees of freedom we consider that these DoFs contribute to the positioning of its base frame and we include them in the analysis during human and robot fingers base frames workspaces comparison. Thus human thumb is used for finger phalanges workspaces analysis, as a finger with two joints and three DoFs (one for abduction/adduction and two for flexion/extension) and the rest human fingers are used as fingers with three joints and four DoFs (one for abduction/adduction and three for flexion/extension). If a robot hand has fingers with more than four DoFs (e.g. the pinky finger of Shadow hand [113]), we consider the rest as DoFs of the palm that contribute to the positioning of its fingers base frames. In order to compare human and robot fingers phalanges workspaces we must first define the correspondences between human and robot components. For example it’s quite typical for a robot hand to have less than five fingers or less than three phalanges per finger [114]. To handle such situations we propose to map human to robot fingers with an order of significance starting from thumb and index, to middle, ring and pinky. Such a choice is justified by the fact that thumb, index and middle are the most important fingers participating in the various grasp types according to grasp taxonomy studies [115], [116], while ring and pinky appear to be subsidiary. Regarding the robot to human phalanges correspondence we follow a similar approach, assigning first the distal, then the proximal and finally the middle phalanx. In case that we have to find the correspondences for a robot hand with more than five fingers, we use the combination of consequent fingers that gives the highest score of anthropomorphism and if we have to find correspondences for a robot finger with more than three phalanges, we keep some joints fixed to zero, formulating those virtual phalanges that give once again the highest score of anthropomorphism.
5.3 Methods

5.3.1 Convex Hulls

The convex hull of a set of points $S$ in three dimensions is the intersection of all convex sets containing $S$. For $N$ points $s_1, s_2, ..., s_N$, the convex hull $C$ is given by the expression:

$$C \equiv \left\{ \sum_{k=1}^{N} a_k s_k : a_k \geq 0 \text{ for all } k \text{ and } \sum_{k=1}^{N} a_k = 1 \right\} \quad (5.1)$$

The convex hull of a finite point set $S \in \mathbb{R}^n$ forms a convex polytope in $\mathbb{R}^n$. Each $s \in S$ such that $s \notin \text{Conv}(S \setminus \{s\})$ is called a vertex of $\text{Conv}(S)$. In fact, a convex polytope in $\mathbb{R}^n$ is the convex hull of its vertices. When $S \in \mathbb{R}^3$ as in our case, the convex hull is in general the minimal convex polyhedron $S \subseteq \mathbb{R}^3$ that contains all the points in the set and which is the set of solutions to a finite system of linear inequalities:

$$P = \left\{ s \in \mathbb{R}^3 : As \leq b \right\} \quad (5.2)$$

where $m$ is the number of half-spaces defining the polytope, $A$ is an $m \times n$ matrix, $s$ is an $n \times 1$ column vector of variables, and $b$ is an $m \times 1$ column vector of constants. To compute the exact volume of a polytope $P$, it must be decomposed into simplices, following the simplex volume formula:

$$Vol(\Delta(s_1, ..., s_n)) = \frac{|\det(s_2 - s_1, ..., s_n - s_1)|}{n!} \quad (5.3)$$

where $\Delta(s_1, ..., s_n)$ denotes the simplex in $\mathbb{R}^n$ with vertices $s_1, ..., s_n \in \mathbb{R}^n$. Moreover, when the triangulation method is used to decompose the polytope into simplices, then the volume of $P$ is simply the sum of simplices volumes:

$$Vol(P) = \sum_{i=1}^{N} Vol(\Delta(i)) \quad (5.4)$$

There are plenty of methods available to compute the convex hull of a set $S$ of points. In this study we choose to use the well known quickhull algorithm for convex hulls, that has been proposed in [117].

5.3.2 Quantifying Anthropomorphism of Robot Hands

In order to quantify anthropomorphism of robot hands, we must first answer the question **What are those characteristics that make the human hand the most dexterous and versatile end-effector known?** One main advantage of the human hand, is its ability
to move the fingers base frames, using the mobility of the carpometacarpal bones. More specifically, a series of power-prehensile grasps, such as the circular grasp or the lateral pinch, are typical examples, where the mobility of the human fingers base frames is of outmost importance. Thus, we choose to compare human and robot hands in two different levels: comparing finger phalanges workspaces and comparing human and robot fingers base frames workspaces.

5.3.2.1 Workspaces Computation

In order to quantify robot fingers anthropomorphism, we choose to perform a one-to-one comparison between the workspaces of human and robot fingers. For doing so, we need three sets of points $S_D, S_M, S_P \in \mathbb{R}^3$ for each human and robot finger, that contain the boundary points of the workspaces of the distal, middle (i.e. intermediate) and proximal phalanges respectively. Human thumb doesn’t have a middle phalanx, so the $S_M$ point set is excluded, while thumb’s workspace computation follows the same procedure. In order to conclude to these sets, we set some DoFs fixed to zero and we compute the forward kinematics of each finger while exploring the joint space of the moving DoFs. More specifically to compute set $S_P$ we keep DoFs 3 and 4 fixed to zero, to compute set $S_M$ we keep DoFs 2 and 4 fixed to zero and to compute $S_D$ we keep DoFs 2 and 3 fixed to zero. DoF 1 (abduction/adduction) is always active, as it contributes to the workspaces of all phalanges. To proceed to workspace computation we discretize the joint space of active DoFs using a step of $\frac{R}{n}$, where usually $n=20$ degrees and $R$ is the range of motion. Then we compute the forward kinematics for all $n^2$ possible configurations (where 2 is always the number of the active DoFs). $S_P$ is the set containing all possible joint 2 positions as well as joint 1 static position, $S_M$ is the set containing all possible joint 2 and joint 3 positions, while finally $S_D$ is the set containing all possible joint 3 and fingertip positions. Then, the computed sets of points $S_P, S_M$ and $S_D$ are used to create the convex hulls of the phalanges workspaces, as depicted in Fig. 5.2.

Regarding the computation of robot fingers base frames anthropomorphism, we choose to perform a one-to-one comparison between human and robot fingers base frames workspaces. Base frames may differ not only in positions but also in orientations (relatively to the global reference frame at the center of the wrist), so in order to compute anthropomorphism of robot fingers base frames, we choose to compare human and robot finger bases frames positions and orientations workspaces. For doing so, we need a set of points $S_{BFP}$ containing the boundary points of positions workspaces and a set $S_{BFO}$ containing the boundary points of orientations workspaces (in $S_{BFO}$ points are represented in euler angles). Once again, the workspaces are created using the palm forward kinematics and discretizing the joint space with a step of $\frac{R}{n}$ (usually $n=20$) degrees, where $R$
is the range of motion. Such workspaces will be computed using the robot forward kinematics, only if the robot hand has at least one DoF contributing to the mobility of the fingers base frames. If robot base frames are fixed [70] then the fingers base frames positions “workspace” will be computed as the convex hull created by the five static robot fingers base frames positions, while the orientations “workspace” will be computed as the convex hull created by the five static robot fingers base frames orientations. Finally regarding forward kinematics, we use a simple and systematic approach to assign the DH parameters, as described in [118].

5.3.2.2 Finger Phalanges Workspaces Comparison

Let $S_{HID}$ be the set of points of the human index distal phalanx (HID) and $S_{RID}$ the set of points of the robot index distal (RID) phalanx. We compute the convex hull of the human index distal phalanx workspace $C_{HID}$, and the convex hull of the robot index distal phalanx workspace $C_{RID}$. In order to quantify anthropomorphism of each robot finger, we propose to compare the workspaces of its phalanges with the workspaces of the equivalent human finger phalanges. Thus for index finger, we compute the intersection and the union of the human and robot workspaces for each phalanx. Let $C_{DI} = C_{RID} \cap C_{HID}$, be the intersection of the human and robot index distal phalanges workspaces and $C_{DU} = C_{RID} \cup C_{HID}$ be the union of the human and robot index distal phalanges workspaces. Then, anthropomorphism for the distal phalanx of index finger
(A_{ID}) is computed as follows:\footnote{In this work we use a series of fractions with numerator always the volume of the intersection of the human and robot workspaces and denominator the volume of their union. So in order not to penalize the case a robot hand to be more dexterous than the human hand, if a robot hand has a joint with joint limits greater than human, we change them in order to be equal with the human limits.}

\[ A_{ID} = \frac{Vol(C_{DI})}{Vol(C_{DU})} \times 100 \text{ } (\%) \quad (5.5) \]

Equivalently for index finger, we quantify anthropomorphism for middle phalanx (A_{IM}) and proximal phalanx (A_{IP}).

### 5.3.2.3 Fingers Total Score

In order to conclude to the anthropomorphic score for the whole index finger (A_I), we use a weighted sum of the scores of its phalanges:

\[ A_I = \frac{w_{ID}A_{ID} + w_{IM}A_{IM} + w_{IP}A_{IP}}{w_{ID} + w_{IM} + w_{IP}} \times 100 \text{ } (\%) \quad (5.6) \]

where \( w_{ID} + w_{IM} + w_{IP} = 1 \), \( w_{ID}, w_{IM}, w_{IP} \geq 0 \) are the weights for each phalanx and can be set subjectively according to the specifications of each study. The same procedure can be used to quantify anthropomorphism of robot middle (A_M), robot ring (A_R), robot pinky (A_P) and robot thumb (A_T).

### 5.3.2.4 Fingers Base Frames Positions Comparison

In order to compute the level of anthropomorphism of the robot fingers base frames positions, we choose to compare the human and robot fingers base frames positions workspaces. For doing so, we use the convex hulls created by the human fingers base frames positions and the robot fingers base frames positions. Then, we compute the intersection of the human and robot fingers base frames positions convex hulls:

\[ C_{BFPI} = C_{RBFP} \cap C_{HBFP} \quad (5.7) \]

where \( C_{RBFP} \) is the convex hull of the robot fingers base frames positions, \( C_{HBFP} \) is the convex hull of the human fingers base frames positions and \( C_{BFPI} \) is the convex hull of their intersection. The union of these convex hulls (\( C_{BFPU} \)), can be defined as:

\[ C_{BFPU} = C_{HBFP} \cup C_{RBFP} \quad (5.8) \]
In order to compute the level of anthropomorphism of robot fingers base frames positions \((A_{BFP})\), we proceed as follows:

\[
A_{BFP} = \frac{\text{vol}(C_{BFP})}{\text{vol}(C_{BFPU})} \times 100 \text{ (\%)} \quad (5.9)
\]

### 5.3.2.5 Fingers Base Frames Orientations Comparison

In order to compute the level of anthropomorphism of the robot fingers base frames orientations workspace, we choose to compare the convex hulls created by the human fingers base frames orientations and the robot fingers base frames orientations. More specifically we compute the intersection of the human and robot convex hulls:

\[
C_{BFOI} = C_{RBFO} \cap C_{HBFO} \quad (5.10)
\]

where \(C_{RBFO}\) is the robot fingers base frames orientations convex hull, \(C_{HBFO}\) is the human fingers base frames orientations convex hull and \(C_{BFOI}\) is the convex hull of their intersection. The union of human and the robot fingers base frames orientations convex hulls \((C_{BFOU})\), can be defined as:

\[
C_{BFOU} = C_{HBFO} \cup C_{RBFO} \quad (5.11)
\]

To compute the level of anthropomorphism of robot fingers base frames orientations \((A_{BFO})\), we proceed as follows:

\[
A_{BFO} = \frac{\text{vol}(C_{BFOI})}{\text{vol}(C_{BFOU})} \times 100 \text{ (\%)} \quad (5.12)
\]

### 5.3.2.6 Fingers Base Frames Total Score

In order to conclude to the fingers base frames total score, we use a weighted sum of the base frames positions score and the base frames orientations score, as follows:

\[
A_{BF} = \frac{w_{BFP}A_{BFP} + w_{BFO}A_{BFO}}{w_{BFP} + w_{BFO}} \text{ (\%)} \quad (5.13)
\]

\(w_{BFP}, w_{BFO}\) are the base frames positions and orientations scores weights, where \(w_{BFP} + w_{BFO} = 1\) and \(w_{BFP}, w_{BFO} \geq 0\).
5.3.2.7 Total Score of Anthropomorphism

In order to compute the total score of anthropomorphism for each robot hand \((A_R)\), we use a weighted sum of the computed scores for the robot fingers and the robot fingers base frames, as follows:

\[
A_R = \frac{w_I A_I + w_M A_M + w_R A_R + w_P A_P + w_T A_T + w_{BF} A_{BF}}{w_I + w_M + w_R + w_P + w_T + w_{BF}} \times 100 \%
\]  

(5.14)

where \(w_I + w_M + w_R + w_P + w_T + w_{BF} = 1\), \(w_I, w_M, w_R, w_P, w_T, w_{BF} \geq 0\) are the weights for the robot fingers scores and the robot fingers base frames score respectively and can be also set subjectively according to the specifications of each study. Weights must be chosen according to the relative importance of each part of the hand. For example, the index, the middle and the thumb fingers can be considered more important than the ring and the pinky, while the fingers base frames weight must be quite high, because the ability of fingers base frames to move is a key factor of human hand’s dexterity.

5.4 Results and Simulations

In order to compute and visualize the convex hulls as well as their unions and intersections we used the multiparametric toolbox (MPT) [119], together with the ninth version of Robotics Toolbox developed and distributed by Peter Corke [120]. In Fig. 5.3 the kinematic models of the human hand and the three robot hands are presented together with the convex hulls of their fingers base frames positions workspaces.

![Human Hand Barrett DLR/HIT II Shadow](image)

**Figure 5.3:** Human hand and robot hands kinematic models and fingers base frames positions convex hulls.

Fig. 5.4 and Fig. 5.5 present comparisons between the fingers base frames positions workspaces and the fingers base frames orientations workspaces for human and robot hands, while Table 5.1 presents the score of anthropomorphism for each phalanx of each finger and the total score per finger.

Results in Table 5.1 are reported for all three robot hands and a hypothetical robot hand that “follows” human hand specifications, but with size equal to the 110% of the human hand (like DLR/HIT II). The fingers phalanges weights were set to \(\frac{1}{3}\), except thumb phalanges weights that were set to \(\frac{1}{2}\).
### Part III - Anthropomorphism

**Figure 5.4:** Comparison of human hand (red) and robot hands (black) fingers base frames positions convex hulls. Results can be found in Table 5.2.

**Figure 5.5:** Comparison of human hand (red) and robot hands (black) fingers base frames orientations convex hulls. Results can be found in Table 5.2.

**Table 5.1:** Score of Anthropomorphism for all Robot Hands and Hypothetical Robot Hand (HRobot), for Each Finger and Each Phalanx

|        | Barrett | DLR/HIT II | Shadow |
|--------|---------|------------|--------|
|        | Index   | Middle     | Ring   | Pinky  | Thumb |
| Proximal | 18.89%  | 20.80%     | -      | -      | 0%    |
| Middle  | -       | -          | -      | -      | -     |
| Distal  | 0%      | 0%         | -      | -      | 0%    |
| Total   | 6.30%   | 6.93%      | -      | -      | 0%    |
|        | Proximal | 46.50%     | 55.80% | 67.74% | 28.33% | 16.35% |
|        | Middle   | 40.86%     | 37.08% | 65.60% | 16.28% |
|        | Distal   | 34.33%     | 57.48% | 76.02% | 0.9%   | 0%     |
|        | Total    | 40.56%     | 50.12% | 69.79% | 15.17% | 8.18%  |
|        | Proximal | 45.27%     | 43.02% | 80.85% | 49.18% | 15.77% |
|        | Middle   | 40.86%     | 27.59% | 53.43% | 47.61% |
|        | Distal   | 52.81%     | 39.19% | 70.21% | 22.07% | 22.72% |
|        | Total    | 46.31%     | 36.60% | 68.16% | 39.62% | 19.25% |

|        | Proximal | 75.13%     | 75.13% | 75.13% | 75.13% | 75.13% |
|        | Middle   | 86.49%     | 87.09% | 86.93% | 86.87% | -      |
|        | Distal   | 66.55%     | 61.01% | 57.42% | 68.59% | 88.66% |
|        | Total    | 76.06%     | 74.41% | 73.16% | 76.86% | 81.90% |

Table 5.2 presents the score of anthropomorphism of the palm’s mobility quantified via the comparison of human and robot fingers base frames positions workspaces and fingers base frames orientations workspaces, for all five robot hands using weights: $w_{BFP} = \frac{1}{2}$ and $w_{BFO} = \frac{1}{2}$. 
Table 5.3 presents the overall score of anthropomorphism for each robot hand, as the weighted sum of the aforementioned metrics, using weights: $w_I = 0.2$, $w_M = 0.2$, $w_R = 0.05$, $w_P = 0.05$, $w_T = 0.2$, $w_{BF} = 0.3$.

Shadow hand is reported to be the most anthropomorphic of the robot hands compared, mainly because of the mobility of the thumb and pinky fingers base frames. The high score of the hypothetical robot hand remains a goal for robot hand designers. Table 5.4 assesses the effect of the workspace sampling resolution (expressed as the discretization of the range of motion $R$), on the score of anthropomorphism.

**Table 5.2:** Score of Anthropomorphism of Fingers Base Frames for all Robot Hands and Hypothetical Robot Hand (HRobot)

|            | Barrett  | DLR/HIT II | Shadow  | HRobot  |
|------------|----------|------------|---------|---------|
| Positions  | 44.21%   | 16.85%     | 33.41%  | 75.13%  |
| Orientations | 7.34%   | 0.4%       | 60.67%  | 100%    |
| Total      | 25.78%   | 8.62%      | 47.04%  | 87.57%  |

**Table 5.3:** Total Score of Anthropomorphism for all Robot Hands and Hypothetical Robot Hand (HRobot)

|            | Barrett  | DLR/HIT II | Shadow  | HRobot  |
|------------|----------|------------|---------|---------|
|            | 10.38%   | 26.61%     | 39.93%  | 80.24%  |

**Table 5.4:** Effect of Workspace Sampling Resolution on Anthropomorphic Index Comparing Human vs Shadow Hand for all Index Finger Phalanges ($R = \text{Range of Motion}$)

| Resolution | R/5 | R/10 | R/15 | R/20 | R/25 | R/30 |
|------------|-----|------|------|------|------|------|
| Score      | 46.564 | 46.331 | 46.300 | 46.288 | 46.284 | 46.282 |

Finally in Fig. 5.6, we present a comparison between the finger phalanges workspaces for the human hand and the three robot hands.

### 5.5 Concluding Remarks

In this chapter we proposed a systematic approach to quantify anthropomorphism of robot hands. The proposed methodology is based on computational geometry and set theory methods and takes into account those specifications that make human hand the most dexterous end-effector known (e.g. opposable thumb, palm mobility etc.).
More specifically we choose to compare human and robot hands in two different levels; comparing finger phalanges workspaces and the workspaces of the fingers base frames. The efficacy of our method is validated, comparing three different robot hands against the human hand. The proposed methodology can be used to provide specifications, for the design of a new generation of anthropomorphic robot hands and prosthetic devices.
Chapter 6

Mapping Human to Robot Motion with Functional Anthropomorphism

In this chapter, we propose a series of schemes for mapping human to robot motion with functional anthropomorphism, for the case of different robot arm hand systems. For doing so, we first propose various criteria of functional anthropomorphism that can be incorporated in our mapping schemes.

For the case of Mitsubishi PA10 DLR/HIT II robot arm hand system, a forward/inverse kinematics mapping is used for both the robot arm and the robot hand. Inverse Kinematics (IK) of Mitsubishi PA10 are computed analytically using the IKFast algorithm of OpenRAVE [75] and redundancy handling is performed, selecting the most anthropomorphic solution, derived from a specific criterion of anthropomorphism (solution that minimizes also structural dissimilarity between human and robot artifacts).

For the general case of hyper-redundant robot arms and m-fingered robot hands, we address the mapping as an optimization problem, using a criterion of functional anthropomorphism incorporated in a composite objective function. The role of the proposed function is twofold: a) to guarantee the execution of specific human-imposed functional constraints by the robotic artifacts (i.e. same position and orientation for human and robot end-effectors) and b) to handle redundancies presented at the solution spaces of the robotic artifacts.

In order to prove the efficiency of the proposed methods, we experimentally validate our results, using extensive simulated paradigms as well as real experiments presented for teleoperation and telemanipulation studies in Chapter 7.
6.1 Introduction

Over the last 50 years mapping human to robot motion has been one of the most challenging problems in robotics, with numerous applications varying from teleoperation, to human robot interaction and learn by demonstration. Nowadays anthropomorphism of robot motion is very important, for certain Human Robot Interaction (HRI) applications. Humanoids are used to interact with children, industrial robots must cooperate advantageously with humans, hyper-redundant robots must be teleoperated intuitively in remote and dangerous environments and a new generation of prosthetic or assistive devices must be developed to help patients or amputees regain lost dexterity.

But how anthropomorphism affects the problem of mapping human to robot motion? The answer is that anthropomorphism reformulates the mapping, as a two step procedure that will first guarantee specific human imposed functional constraints and will then “seek” a relationship between the human and the robotic artifact, that will ensure human-likeness of robot motion. In Chapter 4 and in [92], we proposed a clear distinction between Functional and Perceptual Anthropomorphism for human to robot motion mapping.

As we have already mentioned, Functional Anthropomorphism concerns a mapping approach that has as first priority to guarantee the execution of a specific functionality in task-space and then, having accomplished that, to optimize anthropomorphism of structure or form, minimizing a “distance” between the human and robot motion. The idea of a functional constraint is more evident in case of robot arm hand systems, where a typical prerequisite is the human and the robot end-effectors to achieve same position and orientation in 3D space. Moreover anthropomorphism can also be used to handle redundancy of robotic artifacts, so in this chapter we choose to address the problem of human to robot motion mapping, not only for robot artifacts with common kinematics, but also for the general case of highly redundant robotic arm hand systems.

Regarding hand motion mapping, four major methodologies have been proposed in the past: fingertips mapping, joint-to-joint mapping, functional pose mapping and object specific mapping. Fingertips mapping appears in [47, 48, 121–124] and is based on the computation of forward kinematics (FK) and inverse kinematics (IK) for each human and robot finger, in order to achieve same fingertip positions in 3D space. The linear joint-to-joint mapping is a one-to-one, joint-to-joint angle mapping, where the joint angle values of the human hand are mapped to the corresponding joints of the robot hands [49, 125, 126]. In joint-to-joint mapping, the replicated by the robot postures are identical to the human hand postures, as human and robot finger links attain same orientations. Functional Pose Mapping [50] places both the human and the robot hand in a number
of similar functional poses and then a relationship between each human and robot joint is found (e.g., using the least squares fit method). Finally, the object-specific mapping, which was originally proposed in [51], provides a mapping between different human and robot hand configurations for the case of a specific object. More specifically, the object based scheme, assumes that a virtual sphere is held between the human thumb and index fingers. The parameters of the virtual object (size, position and orientation) are scaled independently and non-linearly, to create a corresponding virtual object in the robot hand workspace, that is then used to compute the robot fingertip locations.

A first approach to map human grasping synergies to a robot, was proposed in [52], where the authors trained a neural network, to predict from object features (i.e., length, width, height and pose), the coefficients of the synergies (hand approaching vector, hand posture). In [53] and [127] authors extended the aforementioned object based approach, to map synergies from human to robot hands with dissimilar kinematics. An optimization-based approach for calculating the hand and finger pose, for a given grasp (e.g., precision and pinch grasps), was proposed in [128]. A task-space framework was formulated in [129] for gesture based telemanipulation with a five fingered robot hand. The authors utilized a library of task specific gesture commands, which replaces the conventional mapping between the human and the robot hands and provide extensive experimental paradigms involving a series of manipulation tasks. Finally, a hybrid mapping approach was proposed in [130], where the authors combined some of the best features of the aforementioned mapping methodologies and experimentally validated their approach, with telemanipulation tasks performed using the Schunk Anthropomorphic Hand (SAH).

Regarding arm motion mapping, previous studies focused on a forward-inverse kinematics approach, to achieve same position and orientation for the end-effectors of the human and the robot arm. In [54] and [55] analytical computation of inverse kinematics for seven Degrees of Freedom (DoFs) redundant arms was performed respecting joint limits. A biomimetic approach for the inverse kinematics of a seven DoFs redundant robotic arm (Mitsubishi PA10), has been presented in [83]. Authors used captured human arm kinematics, to describe and model the dependencies among the human joint angles via a Bayesian Network. Then an objective function was built employing the extracted model and was used in a closed loop iterative inverse kinematics algorithm.

Regarding hyper redundant robot arms, in [131] a redundancy resolution method was proposed based on a backbone curve model. In [56] authors used a control approach for hyper-redundant arms based on constrained optimization. In [57] the process of manipulating the pose of an articulated figure, was approached as a non-linear optimization problem. Finally, in [24] authors proposed to handle the inverse kinematics problem
of highly articulated figures with nonlinear programming, formulating the problem as a constrained minimization of a nonlinear function. Despite the fact that nonlinear programming algorithms may terminate at local minima, authors presented significant results that have inspired numerous studies over the years.

Regarding anthropomorphism of robot motion, a recent study [58] focused on the extraction of human-like goal configurations for robotic arm hand systems using a criterion from ergonomics [132], that yields a discrete score of posture’s ergonomical quality. In [59] a combination of bio-inspired optimization principles - like minimization of hand jerk - are incorporated in an optimization problem to compute robot reaching motion trajectories similar to human behavior. The latter methodology was experimentally validated using the iCUB for which “strong anatomical human-robot similarities can be appreciated on the shoulder and elbow joint”, thus it didn’t take into account anthropomorphism as part of the mapping procedure. In [60] authors formulated a nonlinear optimization problem using obstacle constraints (e.g. between the arm hand system and the environment) to generate human-like movements for a high-degree robotic arm-hand system. The latter is quite an interesting approach, which neither minimizes structural dissimilarities between the human and the robot, nor takes into account hyper-redundant artifacts.

6.2 Criteria/Metrics for the Quantification of Functional Anthropomorphism

In this section we present a series of criteria of anthropomorphism that result to the minimization of the structural dissimilarity between the human and the robot artifact.

6.2.1 Volume of the convex hull created by human and robot joint positions

In order to incorporate in the objective function an anthropomorphic criterion that will handle redundancy presented at the solution space of a hyper-redundant robotic arm, or if we want to use a metric capable to extract the most human-like solution of all solutions computed using the analytical IK approach, we first examine for the case of a robot arm the volume of the convex hull created by the human and the robot joint positions, the common base frame (shoulder) and the common end-effector (wrist).

The convex hull of a set of points $S$ in three dimensions is the intersection of all convex sets containing $S$. For $N$ points $s_1, s_2, ..., s_N$, the convex hull $C$ is given by the expression:
The volume formula of a simplex:

\[
Vol(\Delta(s_1, ..., s_n)) = \frac{|\det(s_2 - s_1, ..., s_n - s_1)|}{n!}
\]  

(6.2)

where \(\Delta(s_1, ..., s_n)\) denotes the simplex in \(R^n\) with vertices \(s_1, ..., s_n \in R^n\). Moreover, when the triangulation method is used to decompose the polytope into simplices, then the volume of \(P\) is simply the sum of the volumes of the simplices:

\[
Vol(P) = \sum_{i=1}^{N} Vol(\Delta(i))
\]  

(6.3)

There are plenty of methods available to compute the convex hull of a set \(S\) of points. In this study we choose to use the well known quickhull algorithm for convex hulls, that has been proposed in [117]. More details regarding the decompositions of the convex hulls and their volumes the reader can find in [133] and [134].

6.2.2 Distances between robot joint positions and human elbow.

Another useful criterion of anthropomorphism would be to minimize the distances between the robot joint positions in 3D space and the human elbow. Let \(s_{\text{elbow}} \in R^3\) be the position of the human elbow in 3D space and \(S_{RA}\) be the set of the \(n\) robot joint positions in 3D space. For \(n\) points \(s_1, s_2, ..., s_n\), the distance between the robot joints positions and the human elbow, is given by the expression:

\[
D = \sum_{j=1}^{n} ||s_j - s_{\text{elbow}}||^2
\]  

(6.4)

6.2.3 Area of the triangles defined by human and robot joint positions.

The third criterion is based on the area of the triangles defined by human and robot joint positions. Consider a \(n\)-link robotic arm, where \(n\) is in general different from the number of the human arm links. We initially interpolate extra “virtual” joints in both human and robotic arms, according to the normalized length along their links from the common base to the end-effector. In this respect, both arms possess equal number of
“virtual” joints with the same normalized length. Selecting one of the arms (e.g., the human arm), the structural similarity is quantified via the sum of the area of all facet triangles that are formed by joining every internal joint (besides the common base and the end effector) of the human arm with the corresponding and its subsequent joint of the robot arm. Such similarity criterion is reasonable since its minimum value, which is zero, implies that all triangle areas are zero and consequently that the triplet of joints that form each triangle, are collinear. Thus, the human arm when the criterion reaches its minimum, coincides with the robot arm. To compute the area of the triangles defined by the human and the robot joint positions in 3D space, we use the Heron’s formula:

$$T = \frac{1}{4}\sqrt{(a+b+c)(a-b+c)(a+b-c)(-a+b+c)}$$  \hspace{1cm} (6.5)$$

where a, b and c are the lengths of the sides of each triangle.

### 6.3 Mapping Human to Robot Motion with Functional Anthropomorphism for Mitsubishi PA10 DLR/HIT II

In this section we present a human to robot motion mapping scheme for the Mitsubishi PA10 DLR/HIT II robot arm hand system, which is based on the analytical computation of inverse kinematics of both the robot arm and the robot hand. The proposed scheme guarantees humanlike robot motion, employing a metric of functional anthropomorphism.

#### 6.3.1 Kinematic Model of the Human Hand

The kinematic model of the human hand that we use is inspired by the positioning of Cyberglove II flex sensors. More specifically our model consists of twenty DoFs, four DoFs for index, middle, ring and pinky (three for flexion/extension and one for abduction/adduction) and four DoFs for thumb (two for flexion/extension, one for abduction/adduction and one to model thumb’s ability to oppose to other fingers). It must be noted that each finger is considered as an independent serial kinematic chain. Although human hand digit lengths, are quite easy to be measured, expressing the base of each finger relatively to the base of the wrist is a difficult problem, which requires advance techniques such as fMRI [107]. In this work we use the parametric models for each digit derived from hand anthropometry studies [108].
6.3.2 Inverse Kinematics

6.3.2.1 Inverse Kinematics of Robotic Arm Mitsubishi PA-10

In this section we focus on the inverse kinematics (IK) of the Mitsubishi PA-10 robot arm. According to Craig [105] due to their iterative nature, numerical solutions are much slower than the corresponding closed-form solutions and according to Siciliano [135], they do not allow computation of all admissible solutions. Closed-form solutions are desirable for fast motion planning for the following two reasons:

- Are much faster than those of the numerical IK solvers. (e.g. closed-form methods can produce solutions on the order of 6 microseconds, while numerical at 10 milliseconds, facing also the issue of convergence).
- We can explore the null space of the solution set. The latter can be really useful in applications where anthropomorphism is required, as we can choose the most anthropomorphic solution of the complete set computed.

Thus, in this section we choose to acquire closed-form solutions provided by an inverse kinematics solver extracted by the IKFast algorithm, that is part of the Open Robotics Automation Virtual Environment (OpenRAVE) [75].

Mitsubishi PA10 is an anthropomorphic - redundant manipulator which can be solved using the above analyses (using submodules) by assuming that the translation and rotation components are separable. Such a kind of separability allows much simpler solutions involving quadratic polynomials. More precisely, Mitsubishi PA10 has seven DoFs while we need only six in order to compute inverse kinematics. In this case we pick a joint that is the least important and we call it free joint keeping it fixed, for every inverse kinematics computation for the rest active joints. The “least important” joint is chosen so as for the first three or the last three joints, to intersect at a common point. During planning, we discretize the range of the free joint, using a desired step of $x \, \text{rad}$ (e.g. $x = 0.01$) for it’s full range.

The full solution space for specific end-effector position and orientation can be then searched, in order to select a solution that satisfies joint limits and all other planning constraints and optimizes some appropriately defined metric of anthropomorphism. Details regarding the IKFast algorithm and the OpenRAVE can be found in [75] and [136].
6.3.2.2 Inverse Kinematics of Robotic Hand DLR/HIT II Fingers

Regarding the DLR/HIT II robot hand inverse kinematics, we choose to solve the IK analytically, for each of the five kinematically identical robot fingers. It must be noted that each robot finger is considered as an independent serial kinematic chain, that has a finger base frame, expressed relatively to the center of the wrist. It must be also clarified that the last joint of each robot finger is coupled with the middle one, using the aforementioned mechanical coupling. Thus, this coupling as well as joint limits, should always be taken into account when computing the inverse kinematics.

6.3.3 Employing a Metric of Functional Anthropomorphism

The inverse kinematics technique applied for the robotic arm that we described in the previous section leads us, due to the redundant design of Mitsubishi PA10, to multiple solutions. All these solutions achieve desired position and orientation for the robotic end-effector in 3D space, but the robotic arm configuration may be far from anthropomorphic.

Thus we employ a criterion of anthropomorphism that requires minimization of the volume of the convex hull created by the human and robot joint positions in 3D space, as discussed in subsection 6.2.1.

6.3.4 Handling Redundancy Presented at the Solution Spaces of the Robot Arm and the Robot Hand

For the case of the robot arm (Mitsubishi PA10), the problem of acquiring an anthropomorphic solution from the multiple IK solutions computed (due to the redundancy) becomes to find an IK solution that minimizes the volume of the convex hull created by the human and the robot joint positions in 3D space.

Even if a solution is found, it might not be unique. In this case we still have to handle for a specific configuration of the robot arm, the redundancy caused by “internal motions” as described in [135]. Thus, we choose from the remaining multiple solutions, the one that maximizes velocity manipulability at the end effector of the robot arm. More precisely, we choose the solution that maximizes the manipulability measure, which is defined as:

\[ w(q) = \sqrt{\det(J(q)J^T(q))} \]

where \( J \) is the Jacobian matrix and \( w(q) \) vanishes at singular configurations. Maximizing this measure, redundancy is exploited to move away from singularities.
Figure 6.1: Subfigure [a] represents human and robot hand convex hulls before “wrist” offset elimination, while subfigure [b] represents human and robot hand convex hulls after incorporating the “wrist” offset elimination, as part of the mapping procedure (without fingertips mapping).

For the case of the robot hand (DLR/HIT II), we explore the solution space of each finger, choosing those IK solutions that respect the joint limits that we have set (e.g., hardware or even software joint limits). Then if/when multiple solutions exist, we choose to acquire the one that maximizes the aforementioned manipulability measure, at the fingertip of each robot finger.

6.3.5 Wrist (Robot Arm End-Effector) Offset to Compensate for Human and Robot Hand Dimensional Differences

Typically the human hand and the robot hand (e.g. DLR/HIT II) may have dimensional differences. In order to achieve same position and orientation for the human and the robot hand fingertips in 3D space, using the fingertips mapping methodology, we must first eliminate those dimensional differences. For doing so, we apply an appropriately defined “wrist” offset, that may move robot “wrist” away from the human, but will bring robot fingertip positions closer to the human’s.

In order to acquire this offset we compute the convex hulls created by the robot hand fingertips and the human hand fingertips. The wrist offset is then defined as the translation required to eliminate the distance between the centers of the two convex hulls. In Fig. 6.1 we can see a graphical representation of the wrist offset elimination procedure, which maximizes the covering between the human and the robot hand workspaces.
6.3.6 Mapping Methodology Outline

To summarize, we present the outline of the proposed methodology, that maps human motion to anthropomorphic robot motion using the notion of functional anthropomorphism, for the case of the Mitsubishi PA10 DLR/HIT II robot arm hand system:

- Human wrist (i.e. end-effector) and elbow positions are captured with Isotrak II motion capture system.
- Human hand joint angles are captured with Cyberglove II dataglove.
- Fingertip positions of the human hand are computed using the human hand forward kinematics.
- All possible IK solutions of the robot arm are computed for desired end-effector position (closed form solutions are acquired).
- Redundancy at the solution space of the robot arm is handled with the anthropomorphic criterion of convex hull volume minimization and with the manipulability measure maximization.
- “Wrist” offset is introduced to eliminate dimensional differences between human and robot hands.
- All possible IK solutions for each finger of the robot hand are computed for the desired fingertip positions.
- Redundancy presented at the solution space of the robot hand fingers is handled keeping solution inside joint limits, respecting possible couplings and maximizing manipulability measure.

In order to simulate our models and check the correctness of the forward and inverse kinematics computations, the OpenRave simulation environment has been used together with the ninth version of Robotics Toolbox (MATLAB) developed and distributed by Peter Corke [120].
6.4 Mapping Human to Robot Motion with Functional Anthropomorphism for Hyper-Redundant Robot Arms and m-Fingered Hands

In this section, we propose a generic human to robot motion mapping scheme for the case of redundant or even hyper-redundant robot arms and m-fingered hands. More specifically, we formulate an optimization problem that solves inverse kinematics under position and orientation goals (human imposed functional constraints) and handles redundancies with specific criteria of anthropomorphism. Two different approaches are examined; the first typical approach addresses mapping as a combination of independent optimization problems running in parallel for the two subsystems, the robot arm (an open-chain serial manipulator) and the robot hand, while the second approach, formulates mapping as a unique optimization problem for the whole arm hand system (where the fingertips of the hand are considered now to be the end-effector instead of the wrist). Moreover for the case of m-fingered hands we assign human thumb fingertip position as a position goal for one of the robot fingers and we use splines to calculate the rest robot fingertip positions, interpolating between the rest four (index - pinky) fingertip positions of the human hand.

6.4.1 Kinematic Models

6.4.1.1 Kinematic Model of the Human Arm Hand System

For human arm kinematics, we use a seven DoFs model, that consists of three DoFs for the shoulder (one for abduction/adduction, one for flexion/extension and one for internal/external rotation), two DoFs for the elbow (one for flexion/extension and one for pronation/supination) and two DoFs for the wrist (one for flexion/extension and one for abduction/adduction).

The kinematic model of the human hand that we use, is inspired by the positioning of Cyberglove II flex sensors. More specifically our model consists of fifteen joints and twenty DoFs, four DoFs for index, middle, ring and pinky (three for flexion/extension and one for abduction/adduction) and four DoFs for thumb (two for flexion/extension, one for abduction/adduction and one to model thumb’s ability to oppose to other fingers). Each finger is considered as an independent serial kinematic chain. The proposed methodology can be used with a more sophisticated human hand model, like the one

\footnote{These are tasks constraints not optimization constraints. More information is provided in Section III.}
proposed in [137], in case that there is a motion capture system capable of measuring all DoFs variations of such a complex model. Although human hand digit lengths can be easily measured, expressing the base of each finger relatively to the base of the wrist, is a difficult problem which requires advance techniques such as fMRI [107]. In this work we use parametric models for each digit derived from hand anthropometry studies [108].

6.4.1.2 Kinematic Model of the Robot Arm Hand System

Regarding robot arm kinematics, we create hyper redundant robot arms with \( n \) DoFs that consist of \( \frac{n}{3} \) spherical joints and \( \frac{n}{3} \) links of equal length. In case that a robot arm is created with \( n \) DoFs, where \( n \) is not a multiple of three, then the last one or two DoFs contribute only to the orientation of the end-effector. The number of the total DoFs as well as the links length can be set arbitrarily. In this work we create hyper redundant robot arms with 9, 11, 18, 20, 27, 29 and 44 DoFs that have a total length less, equal or bigger than the mean human arm length that we use in this study (from 90% to 110%). In order to conclude to a common human arm length, we used the mean value of the 50th percentile of men and women, as reported in [112].

Regarding robot hand kinematics the proposed methodology can be used for \( m \)-fingered robot hands with any number of DoFs or phalanges per finger. In this study we create for demonstration purposes, 3, 4, 5 and 6-fingered robot hands that have the same types of DoFs per finger with the human hand, but different phalanges lengths and finger base frames. Such a choice is justified by the fact that we mainly want, the dimensional differences occurred between the human and the robot hand (i.e. palm size etc.), to be easily identifiable in the simulated paradigms.

Remark 6.1. Although the hyper-redundant robot arms are an active topic of research for the last decades [131], nowadays their applications are still limited. Moreover hyper-redundant robot arms with 27 or 44 DoFs like the ones that we present in this work don’t even exist. In this work we choose to focus on hyper-redundant robot arms and \( m \)-fingred hands in order to prove that our methodology can be used with any type of kinematics. Thus, it’s quite meaningful to make comparisons and discuss about anthropomorphism of hyper-redundant robot arm hand systems in contrary with some other robot artifacts with arbitrary kinematics (e.g., parallel structures etc.). Nevertheless, we feel that the field of hyper-redundant robot arms and continuum robotics will flourish over the next years and such robot artifacts will be used for teleoperation or rehabilitation purposes. For example, a hyper-redundant robot arm can be used for upper-limb rehabilitation sessions, with users having different forearm and upper-arm lengths, appropriately adapting it’s configuration.
6.4.2 Methods

In this section, we formulate the problem of human to robot motion mapping as a constrained non-linear optimization problem. We have experimentally validated that the problem is well formed and even when the algorithm used terminates at a local minima, the solution suffices for our purposes. Such a choice is typical for related studies [24]. In the following sections numerous simulated paradigms and real experiments are presented and discussed in detail, validating the efficacy of the proposed methods.

6.4.3 Mapping Human to Robot Arm Motion: The Case of Hyper Redundant Robot Arms

Let \( \mathbf{x}_{RA} = f_{RA}(\mathbf{q}_{RA}) \) denote the forward kinematics mapping from joint to task space for the robot arm and let \( \mathbf{x}_{RAg} \in \mathbb{R}^3 \) denote the desired end-effector position (i.e. human end-effector position). We can define the following objective function under position goals, as follows:

\[
F_{RA}^x(\mathbf{q}_{RA}) = (\mathbf{x}_{RA} - \mathbf{x}_{RAg})^T \cdot (\mathbf{x}_{RA} - \mathbf{x}_{RAg}) = \|\mathbf{x}_{RA} - \mathbf{x}_{RAg}\|^2 \tag{6.6}
\]

Let \( \mathbf{h}_c = (a_c, b_c, c_c, d_c) \), \( \mathbf{h}_g = (a_g, b_g, c_g, d_g) \in \mathbb{R}^4 \) denote the current and the desired (i.e., human) end-effector orientation, expressed in the quaternions representation, to avoid singularities. The distance in \( \mathbb{S}^3 \), between them is

\[
\bar{d}_{RAo}(\mathbf{h}_c, \mathbf{h}_g) = \cos^{-1}(a_c a_g + b_c b_g + c_c c_g + d_c d_g) \tag{6.7}
\]

Hence, taking the identification of antipodal points into account [138], we may formulate the following proper \( SO(3) \) distance metric

\[
d_{RAo}(\mathbf{h}_c, \mathbf{h}_g) = \min\{\bar{d}_{RAo}(\mathbf{h}_c, \mathbf{h}_g), \bar{d}_{RAo}(\mathbf{h}_c, -\mathbf{h}_g)\}. \tag{6.8}
\]

Thus, a common objective function under both position and orientation goals, may be defined as follows:

\[
F_{RA}^{xo}(\mathbf{q}_{RA}) = w_{RX} \|\mathbf{x}_{RA} - \mathbf{x}_{RAg}\|^2 + w_{RAo} d_{RAo}(\mathbf{h}_c, \mathbf{h}_g) \tag{6.9}
\]

where \( w_{RX} \) and \( w_{RAo} \) are weights that adjust the relative importance of the translation goal with respect to the rotation goal. Typically \( w_{RX} = 1 \) and \( w_{RAo} = 10 \).
We must note that we manage to handle multiple goals by combining individual goals into a global objective function using appropriate weight factors. Thus, the problem formulation for our global objective function, can be defined as

$$\text{minimize } F_{RA}(q_{RA})$$

subject to the inequality constraints of joints limits

$$q_{RA}^- < q_{RA} < q_{RA}^+$$

where $q_{RA} \in \mathbb{R}^n$ is the vector of the joint angles for the hyper-redundant robot arm with $n$ DoFs and $q_{RA}^-$, $q_{RA}^+$ are lower and upper limits of the joints respectively.

Remark 6.2. It must be noted that in this work, we use functional anthropomorphism which guarantees the execution of specific functional constraints by the robotic artifacts (e.g., same position and orientation for human and robot end-effectors), but these task constrains are incorporated as position and orientation goals in the objective function and not as equality constraints of the optimization problem, because otherwise for many cases the problem would become infeasible. Moreover formulating the problem using our approach, the user may select the position and orientation accuracies (appropriately defining the related weights), which may be lower for free space motions (focusing on anthropomorphism) and very high during grasping or any other interaction with the environment.

6.4.3.1 Employing a Criterion of Functional Anthropomorphism

In order to conclude to anthropomorphic robot motion, we have to employ a specific criterion of functional anthropomorphism, of those presented in subsection 6.2.1. The efficacy of the presented criteria is assessed with simulated paradigms in Fig. 6.2. All three criteria result to anthropomorphic configurations for the 18 DoF robot arm, in contrary with the no-criterion case.

In Fig. 6.3, Fig. 6.4 and Fig. 6.5, we perform an extensive comparison of the different criteria of anthropomorphism proposed, for 9, 18 and 27 DoF hyper redundant robot manipulators (i.e., robot arms). It must be noted that all metrics perform satisfactory in terms of achieving humanlike configuration for redundant and hyper-redundant robot arms, while their speed of execution is considerably high (C++ implementations perform in “real time”).
In this Ph.D. thesis we choose to use the “Distance Criterion”, because we concluded that it provides the most anthropomorphic solutions (through qualitative - subjective assessment) and because it’s the fastest method examined.
| DoFs   | \( R_L = H_L \) | \( R_L = 0.9H_L \) | \( R_L = 1.25H_L \) |
|--------|-----------------|--------------------|---------------------|
| 9 DoFs | ![Diagram](image1) | ![Diagram](image2) | ![Diagram](image3) |
| 18 DoFs| ![Diagram](image4) | ![Diagram](image5) | ![Diagram](image6) |
| 27 DoFs| ![Diagram](image7) | ![Diagram](image8) | ![Diagram](image9) |

**Figure 6.3:** Human to robot motion mapping using the joint positions distance minimization criterion for hyper-redundant robot arms with 9, 18 and 27 DoFs, \( H_L \) = Human Arm Length, \( R_L \) = Robot Arm Length.
### Figure 6.4: Human to robot motion mapping using the joint positions convex hull minimization criterion for hyper-redundant robot arms with 9, 18 and 27 DoFs, $H_L =$ Human Arm Length, $R_L =$ Robot Arm Length.
Figure 6.5: Human to robot motion mapping using the joint positions triangles area minimization criterion for hyper-redundant robot arms with 9, 18 and 27 DoFs, $H_L =$ Human Arm Length, $R_L =$ Robot Arm Length.
6.4.3.2 Mapping Human to Robot Hand Motion

We define for the case of a m-fingered robot hand m objective functions under position goals or position and orientation goals, according to the finger kinematics and the specifications of the task. Let $x_{RH} = f_{RH}(q_{RH})$ be the forward kinematics mapping from joint to task space for each robot finger and let $x_{RH_{\text{goal}}} \in \mathbb{R}^3$, denote the desired fingertip position and $d_{RH_{o}}(h_c, h_g)$ the distance between the current and the desired orientation (represented using quaternions), for each fingertip of the robot hand respectively, as defined in eq. (6.7,6.8). Then, the objective function can be denoted as

$$F_{x_{RH}}(q) = w_{RH} \|x_{RH} - x_{RH_{\text{goal}}}\|^2 + w_{RH_{o}}d_{RH_{o}}(h_c, h_g) \quad (6.12)$$

Moreover for each finger we may also have equality constraints that will incorporate possible couplings between subsequent joints. Thus, the problem formulation can be defined as

$$\text{minimize } F_{x_{RH}}(q_{RH}) \quad (6.13)$$

subject to the inequality constraints of joints limits

$$q_{RH}^+ < q_{RH} < q_{RH}^- \quad (6.14)$$

where $q_{RH} \in \mathbb{R}^n$ is the vector of the joint angles for the m-fingered robot hand with $m \times n$ DoFs and $q_{RH}^-$, $q_{RH}^+$ are lower and upper limits of the joints respectively. In case that we have also to confront a hyper-redundant robot hand, we can use the metric of anthropomorphism defined for the case of the hyper-redundant robot arm to guarantee minimization of structural dissimilarity between the human and the robot fingers.

6.4.3.3 Mapping for the Case of a m-Fingered Hand where $m \neq 5$

Typically, a robot hand may have less than five fingers [114]. In order to take advantage of the fingertips mapping methodology in such cases, we must define what the robot fingertip positions will be. Previous studies used the virtual finger approach [139], computing the virtual fingertip position of a robot hand, as a linear combination of the fingertip positions of the less significant fingers of the human hand (e.g. ring and pinky fingers) [140]. In this work, we choose to assign human thumb fingertip position as a position goal for one of the robot fingers (the one that we choose to correspond to human thumb). Then, we use splines to calculate the remaining robot fingertip positions, interpolating between the other four (index, middle, ring and pinky) fingertip positions.
of the human hand and selecting $m - 1$ equally distant points on the extracted curve, where $m$ is the number of the robot fingers. Simulated paradigms of the robot fingertip selection for $m$-fingered robot hands can be found in Fig. 6.6. Spline is a low-degree polynomial function that is sufficiently smooth at the places where the polynomial curves connect (i.e. knots). Spline interpolation yields smaller errors than linear interpolation so the resulting interpolant is smoother.  

**Remark 6.3.** It must be noted that this latter approach, does not assure that the robotic fingertips will properly touch the object while performing a grasp. To overcome this problem an appropriate controller that alters the fingers stiffness upon contact and/or takes advantage of tactile sensing, can be introduced. Examples of tactile sensing based robust grasping, can be found in [141] and in the video in [142].

![Figure 6.6: Robot fingertips selection (green circles) with interpolation between the human fingertips positions (red dots) for the case of three and five robot fingers (without counting the thumb).](image)

### 6.4.3.4 Mapping Human to Robot Arm Hand System Motion

Typically, human hands may be mapped to robot hands with quite different dimensions in terms of palm size, finger sizes, phalanges sizes, finger base frames coordinates etc. Thus, sometimes the solution of the fingertips mapping problem between the human and the robotic artifact becomes infeasible. Previously [92], we proposed to apply a wrist offset in order to compensate for dimensional differences between the human and the robot hand. In this work, we propose as a second approach to address human to robot motion mapping as a unified optimization problem for the whole arm hand system. Therefore, we consider as end-effector of our system the fingertips of the robot hand to be mapped, and not the end-effector of the robot arm, compensating possible

---

3Robot thumb (the finger that is chosen to correspond to human thumb) is not taken into account in the fingertips selection procedure, as it must achieve same position and possibly orientation with the human thumb.
dimensional differences and guaranteeing the execution of a specific functionality by the robot fingertips (e.g., to achieve same position with the human fingertips).

More specifically let \( x_{RAH} = f_{RAH}(q_{RAH}) \) denote the forward kinematics mapping from joint to task space for each robot arm hand system’s finger and let \( m \) be the number of the fingers and \( x_{RAH}, x_{RAH\text{goal}} \in \mathbb{R}^3 \) denote the current and desired fingertip position respectively. We can define the following objective function under position goals:

\[
F_{RAH}(q_{RAH}) = \sum_{i=1}^{m} w_{RAHx_i} \| x_{RAH_i} - x_{RAH\text{goal}_i} \|^2 
\]

If we want to achieve also same orientations for the fingertips of the human and the robotic hand, we must also take into account the orientation goals, expressed using the distance between the orientation vectors \( d_{RAHo}(h_c, h_g) \), as defined in eq. (6.7,6.8). Thus, the objective function becomes

\[
F_{RAH}^{op}(q_{RAH}) = \sum_{i=1}^{m} w_{RAHx_i} \| x_{RAH_i} - x_{RAH\text{goal}_i} \|^2 + \sum_{i=1}^{m} w_{RAHo_i} d_{RAHo_i}(h_c, h_g) 
\]

where \( w_{RAHx} \) and \( w_{RAHo} \) are weights that adjust the relative importance of the translation goal, with respect to the rotation goal for each finger and can be set according to the specifications of each study.

Criterion of Anthropomorphism: For the unified optimization problem we use exactly the same criterion of anthropomorphism. The only difference, is the fact that now we don’t have to guarantee as a functional constraint that the human and the robot end-effectors (wrists) must have same position and orientation in 3D space, as the end-effectors now are the human and the robot fingertips.

Problem Formulation: In order to handle multiple goals we combine individual goals into a global objective function using appropriate weight factors. Thus, the problem formulation for our objective function \( F_{RAH} \) for the whole arm hand system, can be defined as follows, considering the criterion that minimizes all distances between the robot joint position and the human elbow in 3D space

\[
F_{RAH}(q_{RAH}) = \sum_{i=1}^{m} w_{RAHx_i} \| x_{RAH_i} - x_{RAH\text{goal}_i} \|^2 
+ \sum_{i=1}^{m} w_{RAHo_i} d_{RAHo_i}(h_c, h_g) + w_D \sum_{j=1}^{n} \| s_j - s_{\text{elbow}} \|^2 
\]
where $s_{\text{elbow}} \in \mathbb{R}^3$ is the position of human elbow in 3D space, $s_j$ represents the positions of robot joints ($n$ joints, without considering the “shoulder” and the end-effector) in 3D space, $w_{RAHx}$ and $w_{RAHo}$ are weights that adjust the relative importance of the translation goal with respect to the rotation goal for each finger and $w_D$ is the weight that adjusts the relative importance of the criterion of anthropomorphism. Typically, $w_{RAHx} = 1$, $w_{RAHo} = 10$ and $w_D = 1/1000$.

Weights can be selected according to the specifications of each study (empirically). These latter weights achieve significant trajectory tracking accuracy (both for position and velocity), while guaranteeing anthropomorphic motion.

### 6.4.4 Results and Applications

In order to test the aforementioned methodologies and prepare the simulated paradigms, we used the ninth version of the Robotics Toolbox [120]. In Fig. 6.8 a series of instances of the simulated experiments - included in the accompanying video - are presented. More specifically mapping human to robot motion is performed for a 18 DoF robot arm, an arm hand system with a 44 DoF robot arm and a 5 fingered robot hand and finally for a 4 fingered robot hand. In all instances the final configuration appears clearly while the initial configuration is blurred. In Fig. 6.7 the trajectory tracking errors both for position and orientation for a 20 DoF’s hyper-redundant robot arm “following” the human imposed functional constraints (i.e., human end-effector position and orientation), are presented. The mean error for position (for all axes) is 0.2 mm and the mean error for orientation is 0.0019 rad (0.10 degrees), both less than the accuracy provided by most industrial and research robots.

![3D Trajectory](image)

**Figure 6.7:** The trajectory tracking errors for the position and orientation (in quaternions) of the end-effector of a 20 DoF hyper-redundant robot arm, are presented. The hand is not considered in this case.
Remark 6.4. It must be noted that although the optimization results depend on the initial robot configuration, different configurations have been considered and the optimization scheme always provided anthropomorphic robot configurations, guaranteeing same human and robot end-effector positions and orientations (both errors where insignificant as depicted in Fig. 6.7).

In Fig. 6.9 the trajectory tracking errors for the fingertip positions of a hyper-redundant robot arm hand system, are depicted. The mean error for all the fingertip positions is less than 1 mm, for all axes and fingers. We notice that for the case of the fingertips, the position errors are bigger than for the case of the robot arm end-effector, but the accuracy is still insignificant, for most robotics applications. In Fig. 6.10 we present the trajectory tracking errors for the fingertips orientations. All angles are represented in quaternions. The tracking errors for index, middle, ring, pinky and thumb fingers are depicted with different colors.

In order to validate the efficiency of the proposed methods two different experiments were conducted. The first experiment involved the Mitsubishi PA10 DLR/HIT II robot arm hand system model teleoperated in the OpenRAVE simulation environment, using the optimization approach to map human to robot arm motion and the joint-to-joint mapping to map human to robot hand motion. Typically for teleoperation studies an analytical approach (if feasible) would be better for the case of the arm [101], but this experiment is conducted in order to validate the efficacy of the real-time (C++ based) implementation of the optimization scheme, using the NLopt open-source library for nonlinear optimization [143]. It must be noted that in this experiment the NLopt [143] based C++ code, provides the first solution in 10 ms and the rest solutions at a frequency of 5kHz (every 0.2 ms).
Figure 6.9: The trajectory tracking errors for the fingertip positions of a hyper-redundant robot arm hand system, are presented. The robot arm hand system model used, consists of a 23 DoFs hyper redundant robot arm and a five fingered robot hand with size equal to the 110% of the human hand. The robot fingertips are considered to be the end-effectors of the robot arm hand system and achieve same position and orientation with the human fingertips.

The second experiment involved a 21 DoFs hyper redundant robot arm model with the DLR/HIT II robot hand model teleoperated again in OpenRAVE, using once again the optimization approach for the arm case, while the joint-to-joint mapping was once again used for the hand case. In this case the optimization scheme is the only available solution, as no analytical solution can be found for the inverse kinematics of hyper redundant manipulators. For the case of the hand, the joint-to-joint mapping is used, which is a simple yet efficient and fast method for teleoperation/telemanipulation studies. It must be noted that real-time performance for the 21 DoFs robot arm is worst than the 7-DoFs robot arm (Mitsubishi PA10), as expected.

Remark 6.5. Although the splines-based fingertips calculation method, is an efficient approach for mapping offline human to robot motion, for autonomous applications with \( m \)-fingered hands where \( m \neq 5 \), is not recommended for real-time telemanipulation studies, for three reasons: it’s a complex method, which is slow and doesn’t offer intuitiveness.

A video of the anthropomorphic teleoperation of Mitsubishi PA10 DLR/HIT II robot arm hand system model, in OpenRAVE can be found in [144]. A video of the teleoperation of a robot arm hand system model that consists of a 21 DoFs robot arm, combined with the DLR/HIT II robot hand, can be found in [145]. Finally, a video presenting extensive simulated paradigms for hyper-redundant robot arms with 9, 11, 18, 20, 27, 29 and 44 DoFs as well as 3, 4, 5 and 6-fingered robot hands, can be found in [146].
Figure 6.10: The trajectory tracking errors for the fingertip orientations of a hyper-redundant robot arm hand system, are presented (in quaternions). The robot arm hand system model used, consists of a 23 DoFs hyper redundant robot arm and a five fingered robot hand with size equal to the 110% of the human hand. The robot fingertips are considered to be the end-effectors of the robot arm hand system and achieve same position and orientation with the human fingertips.

6.5 Concluding Remarks

In this chapter, we proposed two different methodologies for mapping human to robot motion, with functional anthropomorphism. The first methodology, proposed for the Mitsubishi PA10 DLR/HIT II robot arm hand system, uses a forward/inverse kinematics mapping approach for both the robot arm and the robot hand (fingertips mapping), an analytical method for the computation of inverse kinematics and a metric of functional anthropomorphism.

For the second case of hyper redundant robot arm hand systems, mapping is formulated as an optimization problem incorporating a criterion of functional anthropomorphism in the objective function. The criterion minimizes the structural dissimilarity between the human and the robotic artifact, guaranteeing specific human-imposed functional constraints (i.e. same position and orientation for the human and the robot end-effector). The proposed scheme is very efficient in mapping both online and offline (depending on the number of DoFs) human joint-space trajectories to anthropomorphic robot joint-space trajectories and can be used in HRI applications where anthropomorphism is required.
**Experiment 1**
Teleoperation of Mitsubishi PA10 DLR/HIT II model

**Experiment 2**
Teleoperation of 21 DoFs Robot Arm and DLR/HIT II Robot Hand models

*Figure 6.11: Mapping human to robot motion experiments.*
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Chapter 7

Teleoperation and Telemanipulation with Robot Arm Hand Systems

In this chapter the human to robot motion mapping schemes presented in Chapter 6 are used for a series of teleoperation and telemanipulation tasks performed with the Mitsubishi PA10 robot arm and the five fingered DLR/HIT II robot hand.

In order to teleoperate the Mitsubishi PA-10 robot arm we use a human to robot motion mapping scheme, that guarantees functional anthropomorphism. For doing so, two position trackers are used to capture position and orientation of both the human end-effector (wrist) and the human elbow in 3D space. Then we use a forward-inverse kinematics approach computing the analytical IK of Mitsubishi PA-10 robot arm employing the IKFast library solvers of the OpenRAVE simulation environment [75]. In order to handle redundancy we select the solution that minimizes the structural dissimilarity between the human and robot arm configurations (most humanlike solution).

Regarding telemanipulation with the DLR/HIT II robot hand, two different everyday life objects are used: a small ball and a rectangular object. Human to robot hand motion mapping is achieve using the joint-to-joint mapping methodology, taking also into account existing kinematic constraints (e.g., joint couplings). The Cyberglove II motion capture dataglove is used to measure human hand kinematics. A robot hand specific fast calibration procedure is employed in order to map the raw dataglove sensor values to human hand joint angle values and subsequently through the mapping procedure, to DLR/HIT II joint angle values. Finally a novel low-cost force feedback device based on RGB LEDs and vibration motors is developed, in order for the user to be able to perceive the forces exerted by the robot fingertips.
7.1 Introduction

Over the last decades a lot of studies have focused on teleoperation and telemanipulation with robotic arm hand systems. A common research direction is to map human to robot motion so as the robotic artifact not only to move in free space (already covered in Chapter 6) but also to grasp or manipulate everyday life objects or actively interact with the environment. For doing so user’s kinematics have to be captured, with appropriate motion capture systems (e.g. vision based, flex sensors, IMUs etc.), while the forces exerted by the robotic artifacts have to be measured with appropriate force sensing elements mounted at the fingertips of robot hands.

Various methods for teleoperation and telemanipulation with multifingered robot hands (using calibrated datagloves), have been proposed in the past. In [51] authors proposed an advanced cyberglove calibration procedure where the thumb and index fingertips remain in contact with the object, approximating - due to the rolling motion and soft tissue deformations - a closed kinematic chain. Moreover they mapped, using the object-based mapping approach, human index and thumb motion to a two fingered robot hand. In [123] cyberglove calibration is performed with a vision system, using coloured LEDs and two stereo cameras to record the 3D position of thumb, index, middle and ring fingers. Moreover, force sensors were built into the HIT/DLR hand fingertips and the CyberGrasp (Cyberglove Systems) exo-skeleton was used to create one dimensional resistive force feedback per finger. In [124] the authors teleoperated the three fingered Barrett hand using a cyberglove and fingertips position mapping, while the robot hand was equipped with force sensors and the CyberGrasp system was once again used for force feedback. A recent study [129] proposes a task space framework for gesture based telemanipulation with a five fingered robot hand like the DLR/HIT II. This latter approach utilizes a library of task specific gesture commands, which replaces the conventional mapping between the human and the robot hands. An experimental validation of the proposed method is performed using a series of manipulation tasks performed with the 15 DoFs robot hand. Finally in [130] a hybrid mapping scheme combining some of the best features of the aforementioned mapping methodologies, is proposed. The efficiency of the proposed scheme is experimentally validated for teleoperation and manipulation tasks performed with the four fingered Schunk Anthropomorphic Hand (SAH).

Regarding force feedback the related literature focuses on different approaches, that range from vibro-tactile feedback, to visual and auditory feedback. Most of the studies concern devices providing vibro-tactile feedback. In [147] the VibroTac, an ergonomic device using vibration motors is proposed, while in [148] a wearable vibrotactile feedback suit for the whole arm hand system, is presented. Other studies focus on a mixture of
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sensory information including visual and vibrotactile feedback, like [149] where authors propose the RemoTouch, a system providing both tactile and visual feedback to the user. Finally in [150] different feedback strategies for shared control in telemanipulation studies are presented. More specifically authors compare different feedback methods and determine what combinations of force, visual and audio feedback provide the best performance.

7.2 Teleoperation of the Mitsubishi PA10 7DoF Robot Arm using Functional Anthropomorphism

In this section a MCS based teleoperation of a robot arm (Mitsubishi PA-10) is performed, using a human to robot motion mapping scheme that guarantees functional anthropomorphism. For doing so two position trackers are used, to capture position and orientation of human end-effector (wrist) and human elbow in 3D space.

7.2.1 Forward/Inverse Kinematics Mapping

In order to map human to robot arm motion we used a forward-inverse kinematics approach computing the analytical IK of Mitsubishi PA-10 robot arm using the IKFast library of the OpenRAVE simulation environment [75]. Redundancy is handled selecting the solution that minimizes the structural dissimilarity between human and robot arm configurations. This solution leads to a robot arm configuration for which the sum of distances between the human elbow and all robot joint positions, is minimum.

7.2.2 Results

The hereby presented results are an experimental validation with a real robot arm, of the mapping scheme that we presented in Chapter 6. The experimental paradigms involve teleoperation of Mitsubishi PA10 robot arm in different movements in 3D space. The following video discusses methods and results in detail. Regarding future directions the authors plan to use the proposed human to robot motion mapping scheme with the whole robot arm hand system, as described in [90]. The video of the experiment conducted can be found in [76].
7.3 Telemanipulation with the DLR/HIT II Five Fingered Robot Hand

7.3.1 A Low Cost Force Feedback Device based on RGB LEDs and Vibration Motors

In order for the user of the teleoperation scheme to be able to “perceive” the forces exerted by the robot fingertips (e.g., the forces exerted during object manipulation) we developed a low cost force feedback device based on RGB LEDs and vibration motors. In this section we present the hardware specifications for the arduino open-source physical computing platform, the RGB LEDs and the vibration motors that were used to develop the device. Moreover we present the different modules that formulate the aforementioned device: the RGB LEDs based module and the vibration motors based wrist band.

7.3.1.1 Arduino based Architecture

Arduino [151] is an open-source physical computing platform based on a simple I/O board and a development environment that implements the Processing/Wiring language. More specifically for the development of the force feedback device we used the Arduino Mega, a microcontroller board based on the ATmega2560 (high-performance, low-power micro-controller). Arduino Mega has 54 digital input/output pins (of which 14 can be used as PWM outputs), 16 analog inputs, 4 UARTs (hardware serial ports), a 16 MHz crystal oscillator, a USB connection, a power jack, an ICSP header, and a reset button. The Arduino Mega is compatible with most shields designed for the Arduino Duemilanove or Diecimila making future upgrades easy to implement. Arduino was used in our project as it has an insignificant cost and is a common solution, widely available in the market. It must be noted that the main disadvantage of Arduino Mega is the fact that it has quite big dimensions, but any microcontroller platform could have been used for our purposes (e.g. possibly a smaller or even a lighter solution like arduino nano, or another ARM based microcontroller).

![Arduino RGB LED Vibration Motor](image)

Figure 7.1: The arduino platform, a RGB LED and a vibration motor.
7.3.1.2 RGB LEDs and Vibration Motors

The RGB LEDs that we used are the RGB Piranha common cathode LEDs (Brightek Electronics co.) with the 5mm width. The RGB LEDs color ranges are the following: Red (400 - 700 mcd), Green (1000 - 1500 mcd) and Blue (400 - 500 mcd) and their dimensions; width: 0.76 cm, length: 0.76 cm and height: 1 cm. More details for the RGB LEDs can be found in [152].

The vibration motors that we used are 10 mm shaftless vibration motors (Precision Microdrives). The main advantages of the selected vibration motors are their low cost, low weight and small size. These three characteristics are very significant for the implementation of an affordable light-weight force feedback device. The vibration motors have the following characteristics: 3 V voltage, 10 mm frame diameter, 3.4 mm body length, 1.2 g weight, 2.5-3.8 V voltage range, 12000 rpm rated speed and 0.8 G vibration amplitude. More details regarding the vibration motors can be found in [153].

7.3.1.3 RGB LEDs based Wrist Band Module

The RGB LEDs based wrist band module consists of 5 RGB LEDs used to represent visually (fading from blue to red) the amount of force exerted from each robot finger. RGB LEDs relative positions have been chosen to be similar to the finger positions (following the order; thumb, index, middle, ring and pinky), in order for the optical feedback to be more easily interpreted by the user and associated with the corresponding finger. A picture of the RGB LEDs based wrist band module prototype, can be found in Fig. 7.2.

**Figure 7.2:** Screenshot of the RGB LEDs based module. RGB LEDs are positioned so as for their relative positions to be similar to those of the human fingers. The RGB LEDs from left to right correspond to the following fingers; thumb, index, middle, ring and pinky. Such a positioning helps the user to more easily associate the RGB LEDs with the corresponding fingers.
7.3.1.4 Vibration Motors based Wrist Band Module

The vibration motors based Wrist Band module consists of 5 vibration motors used to represent the amount of force exerted from each finger of the five-fingered robot hand through proportional skin vibrations. Vibration motor positions have been chosen so as to be uniformly distributed around the wrist in order to be as easy as possible for the user to interpret the provided vibrations. A picture of the vibration motors based wrist band module prototype, can be found in Fig. 7.3.

![Wrist Band (inner side) and Wrist Band (wrapped)](image)

**Figure 7.3:** Screenshots of the vibration motors based wrist band.

7.3.1.5 Force Measuring Module

A force measuring module was developed, in order to capture the forces exerted by the robot fingertips. The module consists of: a Phidget Interface Kit 8/8/8 (I/O Board from Phidgets [154]), 5 flexiforce sensors (force sensors, one for each finger) and 5 flexiforce sensor adapters. The Phidget Interface Kit 8/8/8, a flexiforce sensor and an adapter, are depicted in Fig. 7.4. Appropriate software written in C++ was used to perform data acquisition, using the force measuring module that establishes a serial communication with the planner PC (Ubuntu 12.04 x86).

![Flexiforce Sensor and Adapter and Phidgets Interface Kit 888](image)

**Figure 7.4:** Flexiforce sensor, Flexiforce adapter and Phidgets Interface Kit 888.

The force sensors used are FlexiForce sensors (Tekscan Inc.) which are ultra-thin and flexible printed circuits [155]. Some important characteristics of the FlexiForce sensors are; the paper-thin construction, the flexibility and their durability. FlexiForce sensors can measure forces between almost any two surfaces and can be used at different environments. Moreover they have better force sensing properties, linearity, hysteresis,
drift, and temperature sensitivity than other thin-film force sensors. Their “active sensing area” is a circle at the end of the sensor with diameter of 1 cm. In case that the specifications of the experiment require very low or very high forces exerted and if we want to measure these forces more precisely, the force measuring module can be used with different types of flexiforce sensors, providing ranges 0 - 10 lbs (0 - 4.4 N), 0 - 25 lbs (0 - 110 N) or even 0-100 lbs (0 - 440 N). Finally in order to interface the Tekscan FlexiForce sensors to the phidget interface, the five flexiforce adapters that appear in Fig. 7.4 are used.

![Figure 7.5: Block diagram of the proposed scheme architecture.](image)

### 7.3.2 Robot Hand Specific Fast Cyberglove Calibration

In order to calibrate the Cyberglove II motion tracking system, we developed a new calibration module, based on:

- The simplified kinematic model of the human hand that consists of 20 DoFs.
- Tuning of sensor gains (to estimate joint angles from raw sensor values), using two different postures and a free movement phase.

The two postures used during the advanced calibration procedure, appear in Fig. 7.6. The first posture is used to measure the raw cyberglove sensor values when all human flexion and abduction/adduction DoFs are in zero position in joint space. The second posture is used to measure the maximum possible cyberglove sensors raw values that correspond to the maximum abduction/adduction of all human hand fingers. It must
be noted that these values differ among subjects, and are used in order to conclude to specific bounds of the calibrated robot hand specific values that the Cyberglove II will provide to the grasp planner PC (e.g., the one that performs position control of the DLR/HIT II).

![Zero Values Posture and Abduction/Adduction Posture]

**Figure 7.6:** The two postures used by the calibration procedure. The zero values posture and the maximum abduction/adduction posture.

It’s quite typical for the human hand to be more dexterous than a multifingered multi-DoF robot hand [137]. Moreover in most cases the human hand has greater joint limits than the robot hand. Thus if we perform a direct join-to-joint mapping between the human and the robot hand we may lead the robot hand to exceed its limits (software/hardware) damaging some finger, or even causing inter-finger collisions.

The free movement phase used by the calibration procedure manages to measure the maximum values reported in terms of raw cyberglove sensors values, for each joint of the human hand. Thus during the free movement phase, users are instructed to “explore” the finger workspaces, in order to store also the maximum values for each finger (flexion/extension and abduction/adduction are considered). In order to conclude to the gains that will linearly map the raw values of the Cyberglove II flex sensors, to the corresponding DLR/HIT II joints angles, we used the robot hand joint limits. To compute the gain for each DoF, we proceed as follows:

\[
k_q = \frac{q_{max}}{|c_{max} - c_{zero}|}
\]  

(7.1)
where $k_q$ is the gain for each DoF, $q_{max}$ is the maximum value that a robot DoF can achieve (joint limit) for the specific DoF, $c_{max}$ is the maximum value of the Cyberglove II flex sensors that was measured and $c_{zero}$ is the value of the Cyberglove II flex sensors, measured at the “zero” posture. It must be noted that the whole calibration procedure comes with a simple user interface and lasts less than 30 seconds. The gains computed are stored in automatically created files, for further use with the data collection software or the DLR/HIT II planner mechanisms.

7.3.3 Joint to Joint Mapping of Human to Robot Hand Motion

Regarding the DLR/HIT II robot hand, human to robot motion mapping is performed using a modified version of the well known joint-to-joint mapping methodology proposed in [49] and [125], based on the robot hand specific Cyberglove II calibration. As we have already mentioned the last two joints of each robot finger of the DLR/HIT II are coupled with a mechanical coupling based on a steel wire. Thus, we are not able to map both the measurements of the Distal Interphalangeal Joint (DIP) and the Proximal Interphalangeal Joint (PIP) of human hand, to the robot hand. In this study we choose to use the cyberglove values of the PIP joints of the human hand and map them to both the PIP and consequently (due to the coupling) to the DIP joints of the robot hand. The choice to use the PIP joint is supported by the fact, that human is able to flex PIP independently, but not DIP due to tendon coupling. Thus if we had selected the DIP there would be cases in which the user would flex only the PIP joint of the human hand and the corresponding robot finger wouldn’t move as DIP value measured from the Cyberglove II would be zero. MetaCarpoPhalangeal (MCP) joints of the human hand are directly mapped using a one-to-one mapping to the MCP joints of the robot hand. Regarding abduction/adduction of robot fingers, for the middle finger, abduction and adduction movements are discarded and the DoF is kept fixed, as it cannot be measured by the Cyberglove II. All other abduction/adduction angles (for the rest fingers) are mapped one-to-one, between fingers of the human and the robot hand.

7.3.4 Mapping Exerted Forces to RGB LEDs Color Information and Vibration Amplitude

Regarding RGB LEDs, each led has three different color intensity values (one for each color) that can be controlled through the arduino platform. The value of each color can range from 0 (off state) to 255 (higher state) so in order to create the different color variations, we fuse different intensity levels of different colors. In this study we chose to represent the absence of force exertion with blue color and the maximum possible force
exertion with red color. Thus we set a $l_{\text{blue}}$ threshold (e.g. $l_{\text{blue}} = 50, 20\%$ of total range), for the blue color to illuminate the led when there is not force exertion and red color is $l_{\text{red}} = 0$. Then in order to map exerted forces to color alternations, we simply map them to proportional fusing values of the red color. The gain that linearly maps exerted forces to red color values is computed as follows:

$$k_{\text{red}} = \frac{256}{f_{\text{max}}}$$  \hspace{1cm} (7.2)

where $f_{\text{max}}$ is the value of the flexiforce sensor for the maximum force exertion that is expected to occur and 256 is the maximum value of the red color intensity. $l_{\text{blue}}$ and $f_{\text{max}}$ can be set according to the specifications of each study, resulting to different force sensitivities for the whole system.

Regarding the vibration motors mapping, we simply used a proportional mapping using a gain $k_{\text{vibr}}$ equal to the ratio defined, with nominator the maximum voltage $v_{\text{max}}$ that can be fed to the vibration motors and denominator the maximum selected force $f_{\text{max}}$ that can be exerted by the robot fingertips. The gain for this proportional mapping is computed as follows:

$$k_{\text{vibr}} = \frac{v_{\text{max}}}{f_{\text{max}}}$$  \hspace{1cm} (7.3)

### 7.3.5 Results and Experimental Validation

In order to validate the efficiency of the proposed methods, a series of experimental paradigms were executed with the DLR/HIT II robot hand. Those paradigms included a free space exploration phase where the DLR/HIT II was teleoperated in different postures in unconstrained 3D space, while the motion imposed by the user was far from typical (different speeds and configurations were tested for all fingers). The second task was a combination of grasp, squeeze and rotation movements for a small plastic ball and a rectangle. In Fig. 7.7 we can see a series of screenshots presenting different postures executed during the first task, while in Fig. 7.8 a similar series of screenshots is used to depict the activity during the manipulation tasks execution. For a clearer understanding of the methods proposed, as well as for a “first hand” evaluation of the robot hand “response” during the experiments, the reader should consult the accompanying video, which is available at the video in [77].
Force feedback is of paramount importance especially for those cases where occlusions occur between the user and the robot hand fingertips (e.g. caused by the objects grasped or the environment).

**Figure 7.7:** Different postures of the human and robot hands, representing the different instances of the teleoperation tasks. The Cyberglove II motion capture system was used to teleoperate the DLR/HIT II robot hand in different postures, performing different motions with various speeds.

**Figure 7.8:** Images depicting instances of the executed manipulation tasks, involving two everyday life objects: a small ball and a rectangle.
DLR/HIT II has a maximum tolerance of 10 N force that can be applied at the fingertips, thus the absence of a system that is able to detect contact as well as the amount of force exerted, may lead to severe damages of the robot fingers. It must be noted that in the screenshots appeared in Figures 7.7 and 7.8 when small amounts of forces are exerted, they mainly appear as changes of LEDs luminosities. Moreover the user is able to easily change the sensitivity of the color alternations changing the threshold of the blue color value during colors fusion (the RGB led module can be adjusted to be more sensitive, representing better lower force values). Finally, it’s evident in the video that in some cases the fingers may contact the object with some part which is not covered with force sensors, thus in order to refine our study and improve the efficiency of our system we plan to integrate new force sensors, covering a greater part of each finger.

7.4 Concluding Remarks

In this chapter we presented a complete system for teleoperation and telemanipulation with the Mitsubishi PA10 7 DoF robot arm and the five fingered DLR/HIT II robot hand. Various MCS were used to capture human arm hand system kinematics and different mapping schemes were used to guarantee anthropomorphism of robot motion. Moreover, a novel low-cost force feedback device based on RGB LEDs and vibration motors - that can provide real-time feedback of the forces exerted by a robot hand - was used, so as for the user to be able to perceive the forces exerted by the robot fingertips. The choice to employ both a visual and a vibro-tactile module to provide a mixture of sensory information for force feedback, was based on the hypothesis that can lead to more easily interpreted by the user results. The efficacy of the proposed methods is proved, using extensive experimental paradigms with the robot arm being teleoperated in 3D space, and the robot hand performing different teleoperation and telemanipulation tasks. The accompanying videos further validate our claims.
Chapter 8

Closed Loop Anthropomorphic Grasp Planning based on Navigation Functions

8.1 Closed Loop Anthropomorphic Grasp Planning based on Navigation Functions

In this chapter, we present a complete scheme for closed loop anthropomorphic grasp planning based on Navigation Functions (NF) models that can be used by a robot arm hand system like the Mitsubishi PA10 DLR/HIT II, to reach and grasp anthropomorphically a wide range of everyday life objects.

For doing so, we use human data in a “Learn by Demonstration” manner to perform “Skill Transfer” between the human and the robot arm hand system. A human to robot motion mapping scheme (like the one presented in Chapter 6) is used, that is capable of transforming human motion to anthropomorphic robot motion (using specific criteria of functional anthropomorphism). Then NF based models are trained, that use “fictitious” obstacle functions learned in the low dimensional space of the anthropomorphic robot motion. Those models produce “new” human-like configurations, guaranteeing also convergence to the desired goal.

Regarding generalization, the NF based models are trained in a task-specific way, using the two of the three task features, described in Chapter 3: the subspace to move towards and the object to be grasped. The final scheme is able to produce adaptive behavior similar to humans by switching to different grasping primitives based on online feedback from a vision system.
The vision system proposed uses RGB-D cameras like Kinect (Microsoft) to perform object recognition and object pose estimation, discriminating the required task features (position and object). Based on the “decision” acquired by the vision system, a task-specific NF model is triggered, for the closed loop control of the robot arm hand system in performing the identified task.

8.2 Learn by Demonstration for Skill Transfer

Learn by Demonstration (LbD) or Robot Programming by demonstration (PbD) has received increased attention over the last 30 years and is a multidisciplinary topic with numerous applications in the field of HRI. The LbD approach “moves from purely preprogrammed robots to very flexible user-based interfaces” according to [156]. Some characteristic studies are those proposed by Dillman et al. in [157–162], as well as those proposed by Schaal et al. in [163, 164].

In this Ph.D. thesis we perform learn by demonstration using human arm hand system’s reach to grasp motions to “teach” the robot artifact how to replicate them. More specifically a human to robot motion mapping procedure is used and human kinematics are mapped to anthropomorphic robot kinematics. Different human to robot motion mapping procedures have been proposed that guarantee anthropomorphism using specific metrics of Functional Anthropomorphism. The mapping schemes are discussed in detail in [92] as well as in Chapter 6.

In order to acquire those human motion data we performed reach to grasp movements towards different positions and objects in 3D space, capturing the full human arm hand system kinematics, with motion capture systems. Those experiments were performed for 22 positions in 3D space, marked on 5 different shelves. Different objects (4) were used for the experiments: a marker, a rectangular box, a small ball and a bottle. For each object and object position combination, 10 reach to grasp and grasp movements were executed and a total of 22 x 4 x 10 = 880 trajectories were collected. An image presenting the objects used in this study appears in Fig. 8.1.

![Fig. 8.1: Image presenting the different objects used in this study.](image_url)
An image presenting the bookcase used, as well as the positions marked on the different shelves appears in Fig. 8.2.

Figure 8.2: Image presenting the bookcase used and the object positions marked on the different shelves.

8.3 Learning NF in the Anthropomorphic Robot Low-D Space

Navigation Functions (NF) have been proposed by Rimon and Koditschek [165], [166]. Their initial formulation is for a priori known sphere worlds, however, application to geometrically more complicated worlds is achieved using diffeomorphisms, which map the actual obstacles to spheres. B-splines have been used to learn the structure of the NF’s obstacle function.

More precisely, given a desired final configuration $q_d$ for the robot arm or the robot hand the control law may be constructed as follows:

$$u(t) = -K_p(\nabla q \phi)(x_t)$$  \hspace{1cm} (8.1)

where $\phi$ is the navigation function responsible for; 1) driving the arm or hand to its final configuration and 2) generating similar anthropomorphic robot trajectories with those used for training. $K_p > 0$ is a constant gain matrix and $x$ is the system’s state. The navigation function is given from the following relationship:

$$\phi = \frac{\gamma_d}{(\gamma_d^k + \beta)^{\frac{1}{\tau}}}$$  \hspace{1cm} (8.2)
where $q$ is the configuration, $\gamma_d (q) = \|q - q_d\|^2$ is the paraboloid attractive effect, $\beta$ is the obstacle function and $k \in N \setminus \{0, 1\}$ is a tuning parameter.

Thus the NF based controller is capable of producing trajectories similar to those formulated by the anthropomorphic robot motion data that were acquired from human motion data using the human to robot motion mapping procedure. It should be noted that the obstacle function is once again a “fictitious” obstacle. This “fictitious” obstacle is actually introduced in the low-d configuration space (using PCA) and applies repulsive effects on the robot arm hand system so as to reach the anthropomorphic configurations most commonly encountered during the training phase. More information regarding the learning procedure can be found in [102].

Some characteristics of the NF based models are the following:

- Provide closed-loop motion planning.
- Guarantee convergence.
- Have highly nonlinear learning capability.
- Can learn high dimensional spaces using dimensionality reduction techniques (e.g., using PCA).
- Provide continuous and smooth trajectories.
- Learn the feasible space.
- Embed anthropomorphism (through human to robot motion mapping) and can learn human movement characteristics (through “mapped” anthropomorphic robot motions).
- Can generalize to similar-neighboring destinations (goal positions).
As we have already noted, the NF models are trained to learn anthropomorphic robot motion and provide a closed loop (robust) scheme that embeds anthropomorphism. In our scheme, no online human to robot motion mapping is required, thus computational effort diminishes. Moreover we manage to guarantee anthropomorphism, as well as to transfer skills from humans to the robot arm hand system, using the aforementioned learn by demonstration approach.

Regarding generalization, we extended the NF scheme proposed by Filippidis et al. [102], in order to generalize to new grasping tasks. NFs are trained in a task-specific way, using the two of the three task features introduced in Chapter 3, subspace to move towards and object to be grasped. The scheme is able to produce adaptive robot behavior similar to humans by switching to different grasping primitives based on online feedback from a vision system based on RGB-D cameras like Kinect (Microsoft).

![Diagram](image)

**Figure 8.4:** Training of task-specific NF models.

A blog diagram presenting the task-specific training procedure for the NF models, is depicted in Fig. 8.4. Different NF based models are trained for the robot arm and the robot hand. All models require as input the “goal” position in the low-d space of the anthropomorphic robot kinematics. This goal position can be provided for “new” tasks by a vision system and projected in the low-d space of robot kinematics.

### 8.4 Vision System based on RGB-D Cameras

In order for the proposed NF based methodology to be able to update the “goal” position of the task to be executed, based on online feedback, we created a vision system based on RGB-Depth (RGB-D) cameras like Kinect (Microsoft). Our vision system, is capable:

- To perform object recognition and pose estimation.
- To perform object tracking (e.g. real time pose estimation).
Results of the different functionalities of the vision system are presented in Fig. 8.5. The Point Cloud Library [84] has been used for the development of our vision system. A block diagram of the NF based scheme with the vision system incorporated, is presented in Fig. 8.6. A video presenting an experimental validation of the object tracking functionality, can be found in [167].

Figure 8.5: Examples of the main functionalities of our vision system, developed using the Point Cloud Library.

A vision system based on RGB-D cameras (Kinect) is used in order to perform object recognition and object pose estimation, feeding with new “desired” positions the NF based scheme.

The developed system is also able to identify online, possible perturbations of the object to be grasped, updating the NF model “goals”.

Figure 8.6: Block diagram of the NF based scheme with the vision system included.
8.5 Results

In this section we present the results of the aforementioned methods. More precisely two different experiments were conducted in order to test the efficiency of our scheme. Both experiments were performed with the Mitsubishi PA10 DLR/HIT II robot arm hand system, while the proposed vision system was used to track objects located in an arbitrary positions and orientations inside the workspace. The NF based scheme was used to reach and grasp the object in an anthropomorphic manner. Moreover the generalization capabilities of our methodology enable us to use the proposed scheme for reaching and grasping - in a synergistic manner - a wide variety of everyday life objects, located in various positions.

Results for the first experiment of reaching and grasping an object placed in an arbitrary position in 3D space (using the vision system for pose estimation), are reported in the video provided in [78].

A screenshot representing the robot arm hand system while it has already grasped the rectangular object is depicted in Fig. 8.7.

![Figure 8.7](image.jpg)

**Figure 8.7:** The Mitsubishi PA 10 DLR/HIT II robot arm hand system is depicted grasping the rectangular shaped object used in the experiment.

A video of the second experiment, where the Mitsubishi PA10 DLR/HIT II robot arm hand system, performs anthropomorphic reaching and grasping of a bottle of juice which is thrown in an arbitrary position on a flat surface, can be found in [79].
Closed-Loop Humanlike Grasp Planning with Mitsubishi PA10 DLR/HIT II

Figure 8.8: Screenshots of the second experiment.

8.6 Concluding Remarks

In this Chapter we presented a complete autonomous grasp planning methodology based on Navigation Functions (NF), that facilitates grasping of a wide variety of everyday life objects. The learning of the NF based models is performed using the anthropomorphic low-d robot space, extracted using Principal Components Analysis (PCA). A “fictitious” obstacle, applies repulsive effects on the robot arm hand system so as to reach anthropomorphic configurations. The scheme is able to produce adaptive robot behavior similar to humans by switching to different grasping primitives based on online feedback (provided by a vision system). A series of accompanying videos, present the experimental validation of the proposed methods.
Chapter 9

Open-Source, Affordable, Light-Weight, Modular, Underactuated Robot Hands

In this chapter we present a series of design directions for the development of affordable, modular, light-weight, intrinsically-compliant, underactuated robot hands, that can be easily reproduced using off-the-shelf materials. The design is coordinated by a robot hands taxonomy that distinguishes and discusses functional and structural aspects for the creation of non-humanlike and human-like robot grippers and hands. The proposed taxonomy follows an order of increased complexity in presenting the different categories and then based on their attributes, the choices made for our design, are appropriately justified. The proposed robot hands, efficiently grasp a series of everyday life objects and are considered to be general purpose, as they can be used for various applications. The possible applications range from autonomous grasping and teleoperation/telemanipulation studies (as parts of robot arm hand systems) to humanoids, mobile and aerial vehicle platforms (which can be modified to be grasping capable), educational robotics (provide a low-cost solution for highly intriguing robotics lessons), or even as affordable myoelectric prostheses, assisting amputees in everyday life tasks and helping them regain part of their lost dexterity. The efficiency of the proposed robot hands has been experimentally validated through a series of experimental paradigms, involving: grasping of multiple everyday life objects with different geometries, myoelectric (EMG) control of the robot hands in grasping tasks, preliminary results on a grasping capable quadrotor and autonomous grasp planning under object position uncertainties.
9.1 Introduction

The problem of grasping has been one of the greatest topics of robotics research, during the last fifty years, as roboticists were always intrigued to understand and be inspired by nature’s most versatile and dexterous end-effector, the human hand. The first robot hands, were actually simple robot grippers, with a limited number of Degrees of Freedom (DoFs), which were capable of grasping a limited set of objects with simple geometry, located in a-priori known static environments. Nowadays grippers are still the most common alternative for robotic grasping, both in industry and research [61], [62], due to their low-complexity and relatively low cost. But the state-of-the-art of robot hands follows the road to increased performance and humanlikeness [63], which leads also undoubtedly to increased complexity and of course increased cost. The issue of cost is definitely not negligible and nowadays robot hands cost thousands of USD, due to the materials used, the complex design and the sophisticated actuators and sensors. Are their grasping capabilities analogous to their price? Our subjective opinion is that the answer is no and that the problem of grasping can become remarkably complex or even remarkably simple, depending on the design choices. A nice collection of different robot hand designs was presented in [168].

![Figure 9.1: A four fingered robot hand model is depicted.](image)

Over the last 10 years a series of studies have focused on low-cost robot hands based on elastomer materials or elastic hinges, that in some cases were also open-source [64], providing directions for the replication of the design. More specifically, in [65] authors presented the development of the humanoid robot hand UB (University of Bologna) Hand 3. This hand is based on an endoskeleton made of rigid links connected with elastic hinges, which is actuated by artificial tendons and the whole hand is covered by compliant pulps. The same hand appears also in [169], where the development timeline of the different UB hand versions is discussed, through a video contribution.
A new design approach for robot hands created using polymer-based shape deposition manufacturing, was first proposed in [170] by Dollar et al. and led eventually to the creation of the highly adaptive SDM hand [66]. The SDM hand is equipped with cable driven fingers, that have viscoelastic flexure joints, stiff links, soft fingerpads and a set of movable pulleys, as a differential mechanism. In [171] an underactuated robot hand with force and joint angle sensors, equipped with a novel movable block differential mechanism, was proposed. Recently, a dexterous gripper with active surfaces, the velvet fingers was proposed [172]. This latter hand, despite its underactuated design, is capable of performing manipulation tasks, using the active surfaces to apply tangential thrust to the contacted object. Another example of a recent underactuated, compliant robot hand, is the i-HY (iRobot-Harvard-Yale) hand [67], which was created for robust grasping, manipulation and in-hand manipulation of everyday life objects. i-HY hand has 5 actuators and fingers equipped with flexure joints and integrated tactile arrays. Finally, an example of a commercially available, compliant robot hand is the Meka H2 hand [68], which consists of 5 elastic actuators, driving 12 joints of four fingers made of urethane, in an underactuated design. It must be noted, that the aforementioned studies have made progress towards the goal of reducing the hand cost and weight. Thus the minimum cost is nowadays 400 USD and the minimum weight is 400 gr (0.88 lb), as reported in [64].

In this chapter we propose a new design approach, for the creation of affordable (less than 100 USD), light-weight (less than 200 gr | 0.44 lb), intrinsically-compliant, underactuated robot hands, that can be easily reproduced with off-the-shelf materials. The possible applications for the proposed hands are numerous, ranging from teleoperation and telemanipulation studies, to grasping capable platforms (e.g., mobile and aerial vehicles, for which light-weight design is a prerequisite), educational robotics or even for affordable, myoelectric prostheses. Extensive experimental paradigms are provided, that involve grasping of numerous everyday life objects, myoelectric (EMG) control of the robot hands, some preliminary results on a grasping capable quadrotor (using an aerial gripper) and autonomous grasp planning under object position uncertainties.

9.2 A Taxonomy for Robot Hands

Over the last decades a lot of researchers have tried to encode in appropriately formulated grasp taxonomies, a series of the most representative grasps that occur in different everyday life environments. Representative studies in this field include some recent works [115, 173] and of course the classic taxonomy of Cutkosky [116].

Recently, Grebenstein et al. created the DLR hand arm system [63], which is equipped with one of the most dexterous and sophisticated robot hands ever built. In his PhD
thesis [174], Grebenstein mentions that Awiwi hand (the hand of the DLR hand arm system) is the first robot hand able to perform all grasps of Cutkosky’s taxonomy [116]. But the Awiwi is a research hand, not yet commercially available (to the best of our knowledge) and even if it becomes available it will cost dozens of thousands of USD.

A completely different approach is not to try to design a perfect and highly dexterous robot hand that mimics the human hand, but to design multiple low-cost robot hands that are optimized for different grasps - included in grasp taxonomies [116] - or custom made to perform specific tasks. This is the philosophical basis for the proposed design and the ultimate scope of this work.

In this section we present a robot hands taxonomy which is to the best of our knowledge the first attempt to systematically capture the functional and structural aspects that lead from the non humanlike pretty basic robot hands and grippers, to the most versatile end-effector known the human hand. All trees presented in our taxonomy, when read from left to right, lead from low complexity and dexterity designs with non human-like characteristics, to anthropomorphic complex designs, that offer increased dexterity.

### 9.2.1 Complexity and Dexterity

The hereby presented robot hands taxonomy - inspired by the grasp taxonomy of Cutkosky [116] - is used to justify the design choices made, comparing them with existing alternatives. As we examine the trees from left to right direction, we can notice that both the complexity and the dexterity of the robot hands increase.

### 9.2.2 Functional Aspects

In this subsection we examine the functional aspects of the different robot hand designs.

**Tree 1. Type Of Actuation**

- Underactuated
- Fully Actuated
- Overactuated

Tree 1. concerns the degree of actuation of each robot hand. A robot hand may be underactuated, fully actuated or over-actuated.
In this work we propose an open-source design for underactuated robot hands, since having less motors to control the same degrees of freedom, means low-cost design and therefore affordable robot hands, which is our first priority.

**Tree 2. Type Of Transmission**

- Indirect
- Direct
- Hybrid

Tree 2. concerns the type of transmission. In this work we choose to use indirect transmission methods (creating cable driven underactuated hands) since we want the simplicity of the underactuated design and the fingers to be as light-weight as possible (a single motor has to control multiple degrees of freedom, avoiding extra motors per finger DoFs).

**Tree 3. Mobility of Finger Base Frames**

- Steady/Fixed
  - Position
  - Rotation
  - Position/Rotation
- Moving

Tree 3. concerns the mobility of finger base frames. Finger base frames may be fixed, or moving in position, orientation or both. A robot hand that has moving finger base frames, is the Shadow hand [113] (thumb and pinky opposition). We use steady base frames to reduce the number of motors required.
9.2.3 Structural Aspects

In this subsection we examine the structural aspects of the different robot hands designs.

Tree 4. Geometry of Finger Base Frames

Line 2D Polytope - Polygon 3D Polytope

Triangle Square Polygon

Tree 4. concerns the geometry of the finger base frames workspace, as defined in [137]. In order to conclude to the type of geometry we perform a delaunay triangulation with input the positions of the finger base frames in 3D space. The result, will be a line for only two points, a 2D polytope for 3 or more co-planar points and a 3D polytope (Convex Hull) for three or more non co-planar points. An example of 3D polytope is the workspace of the human hand finger base frames [137] and DLR/HIT II robot hand’s [70] workspace. It must be noted, that all types of geometries, can be reproduced with our design. More details can be found in Section III.

Tree 5. Flexibility

Joints Links

Compliant Rigid Compliant Rigid

Tree 5. concerns the compliance of the robot hand’s structure. A robot hand may have rigid [70] or compliant joints [64] and links. Of course multiple degrees of compliance can be chosen, but this tree is proposed in order to discriminate between compliant and non-compliant structures without taking into consideration the level of compliance (which will be discussed in a later section). In this work we use compliant joints but rigid-links, in order to be able to attach at the fingertips (rigid links) of the robot hand, any material, with any level of compliance and friction desired.
9.3 Open Source Design

9.3.1 Bioinspired Design of Robot Fingers

The low-cost design, for affordable, underactuated, compliant robot hands that we present in this study, is based on a simple but yet effective idea: to use agonist and antagonist forces to implement flexion and extension of robot fingers, following a bioinspired approach where steady elastomer materials implement the human extensor tendons counterpart, while cables driven through low-friction tubes implement the human flexor tendons analogous.

Recently we proposed a complete methodology based on computational geometry and set theory methods in order to quantify anthropomorphism of robot hands [137]. The idea was simple and clear, to examine the most versatile end-effector known, the human hand and compare it with robot hands, in order to extract design specifications. Specifications according to which the object surrounding us have been crafted. But in order to conclude to those specifications, a new metric was necessary, a metric that would quantify the humanlikeness of robot hands in terms (at least) of kinematic similarity. This latter metric rates the kinematic similarity of any robot hand with the human hand and derives a score, that ranges between 0 (non-humanlike) and 1 (human identical). Although in this study we are not proposing anthropomorphic robot hands, we used this metric and the related hand anthropometry studies [109], in order to define the lengths for all phalanges for our robot hands, the distances between the finger base frames and finally to conclude to a more humanlike design. Such a choice was made based on the hypothesis that if we design even our simple robot hands as anthropomorphically as possible, we will maximize their ability to grasp most objects created for the human hand. For our design we have used identical robot fingers following the dimensions of human index finger. A future direction of ours, is to formulate an optimization problem to maximize anthropomorphism of robot hands [137], taking also into consideration other functional aspects [175], [176] and [177]. The structure of a robot finger is presented in Fig. 9.2.

9.3.2 Compliant Flexure Joints and Soft Fingertips

Our main goal is to provide a design with the ability to stably grasp a wide range of objects. The envisioned design should be of low-complexity and low cost and of course to be lightweight. In order to achieve this, we were based on conclusions extracted by recent works on the design of underactuated hands. More specifically, it has been shown that mounting compliant joints on their fingers, adds adaptability to the mechanism and thus leads to more robust and stable behavior, even when attempting to grasp objects...
Figure 9.2: The structure of one robot finger is presented. The elastomer materials appear at the lower part of the image (white sheets), while the low-friction tubes that are used for tendon routing, appear at the upper part of the image (white tubes) together with the rigid phalanges. The finger base is also depicted at the right part of the figure. For the assembly of the robot fingers we use fishing line and needles in order to stitch the silicone sheets onto the rigid links (the links have appropriate holes by design).

with complex shapes [170]. Besides, soft materials are more preferred for designing the fingertips, as their deformation during contact, leads to larger contact areas, which reduce the impact of contact forces to the grasped object and also enhance stability [178]. Both conclusions can also be verified by our everyday life experience; the human hand, the most perfect end-effector known, can be characterized by high joint compliance and soft fingertips.

Motivated by the previous conclusions, we carefully selected the materials for the joints and the fingertips so that they satisfy our specifications. We made a compromise between affordable cost, lightweight design, high force transmission and adaptability. More specifically, the motion of the fingers in our grippers is implemented through flexure joints as a result of the compliance requirement. The flexible material (silicone and polyurethane sheets were considered) on the joints was selected to be lightweight but also stiff enough to be able to produce a force range, that corresponds to everyday life grasping tasks. Thus our robot hands demonstrate a sufficient ability of force transmission, without compromising deformability/adaptability. As for the fingertips, soft material (a combination of sponge-like tape and low-thickness rubber, was used to increase also friction) was attached at them. This latter choice was made based on the study presented in [179], where various soft materials are used and compared in order to conclude which one is the best choice for the fingertips of robot hands (sponge-like materials).

The incorporation of these design decisions in the robot hands mechanisms can be described by existing models, proposed in recent literature. In particular, the behavior of flexure joints has been extensively studied by Odhner et al. [180, 181]. Their “smooth curvature model” is a computationally effective tool to predict the stiffness of such mechanisms so that real time closed loop control becomes possible. Currently, our ongoing research involves the incorporation of appropriate low-cost sensing elements
for force measurements (at the fingertips) and joint-positions measurements, as well as of a control system implementing torque control policies in our robot hands. Out ultimate scope is to provide a fully autonomous system with adequate documentation. Finally, the behavior of soft materials at the fingertips, involving the force transmission at the contacts can be modeled with the Soft Finger Model, which is described in detail in [182].

| Two Fingers | Three Fingers | Four Fingers v1 | Four Fingers v2 |
|-------------|--------------|----------------|----------------|
| ![Two Fingers](image1) | ![Three Fingers](image2) | ![Four Fingers v1](image3) | ![Four Fingers v2](image4) |

Figure 9.3: Different robot hands created using identical modular fingers and the modular fingers basis. One two-fingered, one three-fingered and two versions of four-fingered robot hands, can be distinguished.

### 9.3.3 A Modular Fingers Basis with Multiple Slots

In this section we present the modular fingers basis that is used for the creation of our robot hands. As it can be noticed in Fig. 9.3 and Fig. 9.4 the basis is equipped with 5 slots that can be used to accommodate a total of four fingers, creating multiple robot hand types from the robot hands taxonomy presented. More specifically robot hands with various geometries of finger base frames, can be developed. Line and 2D polytope geometries are easily created, while for 3D polytope geometries finger bases/connectors with different heights have to be used (to create vertical offsets). Those hands are very capable of grasping various everyday life objects and each one is specialized for different types of tasks, executing in a more efficient manner different types of grasps presented in the various grasp taxonomies.

### 9.3.4 A Cross-Servo Modular Actuator Basis

The cross-servo modular actuator basis is a simple but yet effective design paradigm that lets the user of the robot hand to easily select and/or replace different types of servo motors. Appropriately designed slots are able to keep fixed most of commercially available servo motors, regardless of size and brand. For our robot hands four different types of servo motors have been considered, a micro servo with 2.2 kg/cm torque for the aerial gripper (fixed at the front end of the Ar.Drone platform [183]), a standard servo with 12 kgr/cm torque, a Dynamixel AX-12A with 15.2 kg/cm torque and the HerculeX
Figure 9.4: The robot hands wrist module is depicted. The wrist module contains the fingers basis (left part of the photo) and the servo basis (right part of the photo).

DRS0201 with 24 kg/cm torque. Of course more sophisticated high-torque servos, with torque control can be considered, according to the specification of each study, improving also the performance of our robot hands in terms of maximum force applied at the fingertips (of course with the counter effect of increased cost and weight).

Figure 9.5: Cross-servo modular basis. A standard servo attached at the servo basis is depicted.

9.3.5 A Disk-Shaped Differential Mechanism

A disk-shaped differential mechanism has been developed in order to connect the independent finger cables, with the actuator (servo motor). The differential mechanism allows for independent finger flexions, in case that one or multiple fingers have stopped moving, due to workspace constraints or in case that they are already in contact with the object surface. Our differential mechanism is a variant of the whiffle tree (or seesaw) mechanism, inspired by the interesting work done in [80], where force analysis of connected differential mechanisms was conducted. More specifically in this latter study, authors analyze the concept of underactuation, presenting different categories and discussing appropriate techniques for developing differential mechanisms. A similar triangle-shaped differential mechanism can be found in [81]. An example of the differential mechanism operation, can be found in the accompanying video.
9.3.6 Off-the-Shelf Low-Cost Parts

In Fig. 9.7 and Table 9.1 the different components selected for the development of the proposed robot hands are presented. As it can be noticed, all components are created using off-the-shelf, low-cost materials that can be easily found in hardware stores. For example the low-friction tubes can be substituted by common swabs (used for ear cleaning) by removing the parts covered with cotton. Plexiglas (acrylic) has been chosen as the main material for our design for two main reasons: 1) it is low-cost, light-weight and can be easily found, 2) it has good durability, significant ultimate tensile strength, 8.500 - 11.250 psi and almost the same density, 1.19 gr / cubic cm (0.043 lbs / cubic inch), with other common plastics like ABS. Plexiglas can be cut with laser cutting machines or other machinery (even with hand-held rotary tools), that can be easily found, in contrary (at least for now) with 3D printers proposed by other design paradigms [170]. It must be noted that the hereby proposed design can be implemented with any kind of plastic or other material available and of course with the desired dimensions.

Table 9.1: Parts used for robot hands assembly

| Number | Material            | Characteristics        |
|--------|---------------------|------------------------|
| 1      | sponge-like tape    | width: 1.8 mm          |
| 2      | Dyneema fishing line| strength: 41.5kg (91.5 lb) |
| 3      | low friction tubes  | d: 2 mm D: 2.5mm       |
| 4      | pulleys             | d: 3mm, D:12mm, W: 4mm |
| 5      | silicone sheets     | 3 mm - 4 mm            |
| 6      | fasteners           | width: 3mm             |
| 7      | plexiglas sheets    | 2 mm - 4 mm            |
9.3.7 Electronics, Codes and Communication

In order to control the servo motor that actuates the robot hand we use as low-cost, light-weight and small-sized solution the Arduino Micro platform [151]. An xBee (Digi) module [184] is used in order to implement wireless communications (if needed), between the arduino platform and the planner PC (e.g., in case of robot arm hand systems) or the ground station (e.g., in case of aerial vehicles applications). In case that the robot hand is meant to be used as a myoelectric prosthesis, an appropriate low-cost surface Electromyography (sEMG) sensing kit (Advancer Technologies) [185] compatible with the arduino platform, is used. A standard PCB module has been developed on purpose. The PCB connects the arduino platform, with the servo motor and other sensors (current sensor for motor, flex sensors, force sensors etc).

| Arduino Micro | xBee Module | EMG Module |
|--------------|-------------|------------|
| ![Arduino Micro](image1) | ![xBee Module](image2) | ![EMG Module](image3) |

The serial communication between our robot hands and the Planner PC is implemented with Robot Operating System (ROS). An appropriate OpenBionics ROS package, has been developed. The Planner PC runs two nodes, the client node and the service node. The client node, receives from the user the aperture value (0 when the hand is fully open and 1 when the hand is fully close). The service node, sends the desired aperture to the robot hand. All codes are written in Python.
9.4 Results and Possible Applications

In this section we present a series of robot hands created with the proposed design. All robot hands consist of multiple identical fingers. The ratio between the two angles for a robot finger with two phalanges, as well as the finger workspace, are depicted in Fig. 9.9. The maximum force applied (and retained) per fingertip with the standard servo used, is 6 N for the three-phalanges humanlike robot finger and 8 N with the two phalanges robot finger. It must be noted that the maximum force depends not only on the servo used, but also on the quality and the thickness of the elastomer materials, thus the nominal values can also be adjusted according to the specifications of each study. In Fig. 9.10, we present different force exertion experiments for a single finger in different configurations.

![Figure 9.9](image1.png)

**Figure 9.9:** The left subfigure presents the evolution of the ratio between the two angles, of a robot finger with two phalanges. The ratio approximates a constant value (red dotted line). The right subfigures presents the finger workspace.

![Figure 9.10](image2.png)

**Figure 9.10:** Force exertion experiments for a two-phalanges robot finger at two different configurations (30% and 70% flexed). For each configuration, multiple experiments where conducted. The red lines represent the mean values and the blue dotted lines the min and max values per configuration. The high forces values correspond to the 30% flexed case and reach 18 N (peak), with a standard servo.
Regarding the robot hands, an aerial gripper, a two-fingered robot hand, two three-fingered robot hands and a four fingered, were created. All robot hands prototypes are depicted in Fig. 9.11. Due to the light-weight materials that are used in this design, the total weight of the robot hands remains low for all robot hand types. For example the aerial gripper’s weight is 40 gr (0.088 lb), the two-fingered robot hand’s weight is 120 gr (0.26 lb), the three fingered robot hand’s weight is 180 gr (0.40 lb) and the four fingered robot hand’s weight is 240 gr (0.53 lb), including for all cases the servos and the arduino platform. These are general purpose robot hands that due to their limited cost and significant grasping capabilities can be used for various applications.

| Aerial Gripper  | 2 Fingers   | 3 Fingers   | 3 Fingers   | 4 Fingers   |
|-----------------|-------------|-------------|-------------|-------------|
| 2 Phalanges     | 2 Phalanges | 2 Phalanges | 3 Phalanges | 2 Phalanges |

![Figure 9.11: Different robot hand models and robot hands created with the design directions provided, are depicted.](image)

### 9.4.1 Autonomous Grasping and Telemanipulation Studies

Regarding possible applications, the proposed open source design, can be used by research groups around the world, to create low-cost robot hands for autonomous grasping or teleoperation/telemanipulation studies (as part of robot arm hands systems). For example our lab is equipped with the DLR/HIT 2 robot hand [70], which costs approximately 80.000 USD (of course this price covers also development and manufacturing time, personnel costs etc.) and has a maximum aperture of approximately 7cm failing to grasp numerous everyday life objects and marginally grasping a 500 ml bottle of water. For the 1/1000 of this cost one can have a custom made robot hand, according to the specifications of the desired task to be executed, able to grasp a plethora of everyday life objects (even with large diameters). A future plan of our team is to strengthen the autonomous grasping capabilities of our hands, equipping our design with low-cost sensing elements for measuring force and joint angles, as well as to provide directions, analyses and code for advance control topics.
9.4.2 Creating Mobile and Aerial Grasping Capable Platforms

Another possible application for our robot hands is to be integrated in several aerial and mobile platforms to replace simple grippers with limited grasping capabilities. Examples of such platforms are the Baxter (Rethink Robotics) [61] and the YouBots mobile platform (KUKA) [62]. Moreover their light-weight design makes them the ideal choice for creating aerial grippers, than can be easily incorporated even in non-sophisticated aerial vehicles like the Ar.Drone quadrotor platform [183]. Preliminary results with a grasping capable ArDrone quadrotor platform can be found in the first video presented, at the end of this section.

9.4.3 Towards Low-Cost Task-Specific Myoelectric Prostheses

The idea of low-cost, light-weight prostheses is not a new one [186]. A recent work [187], focused on the findings of multiple studies on upper limb myoelectric prostheses as well as on the comments, suggestions and remarks made by amputees for their prosthetic hands. The subjects of these studies expressed their disappointment for the large initial and maintenance costs of the prostheses, the weight of the prostheses and the difficulties they face with repairs. Moreover the same studies, showed that the involvement of the amputee in the selection of a prosthesis increased 8 times the likelihood of prosthesis acceptance and that the fear of damage, leads most amputees to avoid to use the prostheses in everyday life tasks and use instead simple hooks or grippers, which are reported to have high functional value. Finally it was also reported that an important attribute for amputees, is the prostheses to enable specific motor actions for hobbies, driving/cycling, work etc, in other words to be optimized for specific tasks. Thus our low-cost, light-weight design can be used by millions of amputees around the world (especially amputees from third world countries), which can benefit from the DIY tutorials that we will provide, in order to build personalized, affordable, even task-specific myoelectric prostheses. Those prostheses will assist them in everyday life basis, to grasp various objects and/or interact with the environment, helping them regain part of their lost dexterity.

9.4.4 Videos of Experiments

In Fig. 9.11 the different types of robot hands are depicted both using their 3D models as well as pictures of the actual robot hands developed. In the following video, we present extensive experimental paradigms with two fingered, three fingered and four fingered robot hands. It must be noted, that for all experiments conducted the standard servo
was used, in order for the total cost of the hands created to remain below 100 USD. More specifically at the first part of the video we grasp everyday life objects with a four-fingered (each finger consists of two phalanges) robot hand. At the second part of the video, a three-fingered robot hand is used as a myoelectric prosthesis (by an able-bodied person) and the subject grasps using the myoelectric activity of his forearm muscles, two different objects. The third part of the video presents some preliminary results on a grasping capable quadrotor (based on the AR.Drone platform [183]) that we created in our lab using a two-fingered robot hand prototype. The forth part presents an example of the operation of the disk shaped differential mechanism. The fifth part presents a robot hand grasping a full 500ml bottle of water with a lateral pinch grasp, while the sixth part presents a precision grasp of an egg. Details on EMG signals pre-processing and EMG-based interfaces can be found in [90]. The video (in HD) can be found in [82].

The second video presents, an experimental validation of the efficiency of the proposed robot hands for the case of autonomous grasp planning and can be found in [188]. More specifically Navigation Function based models are learned for moving the Mitsubishi PA10 7 DoFs robot arm in an anthropomorphic manner, while a four fingered robot hand with two phalanges per finger (attached at the end-effector of the robot arm), is developed on purpose. As it can be seen the robot hand efficiently grasps a series of everyday life objects even, if their position is not accurately known/predefined (in case of object position and shape uncertainties).

The third video presents the Grebenstein test, that we use to test a robot hand’s robustness again impacts and can be found in [189].

A website has also been created for our robot hands:

http://www.openbionics.org

It must be noted that OpenBionics initiative is inspired by the open hand project [190] of Grab Lab (Yale University), which was the first attempt (to the best of our knowledge) to create low-cost, open-source robot hands.

9.5 Concluding Remarks

In this chapter we presented a series of design directions for the development of low-cost, light-weight, intrinsically-compliant, modular robot hands, that can be easily reproduced using common, off-the-shelf materials. The hands proposed are general purpose, as they can be used for various applications that range from autonomous grasp planning to
grasping capable mobile and aerial platforms, educational robotics or even as affordable myoelectric prostheses. For creating these hands, we first formulated a robot hands taxonomy, according to which, the design choices made were justified. Then we presented an open-source design, for affordable, modular, intrinsically compliant, underactuated robot hands, capable of grasping various everyday life objects. Extensive experimental paradigms with different types of robot hands, were presented in order to prove the efficiency of the proposed design and the significant grasping capabilities of our hands.
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Conclusions and Major Contributions

10.1 Conclusions

In this Ph.D. thesis we presented advanced learning schemes for EMG based interfaces that can be used for different Human Robot Interaction applications. These schemes are able to efficiently decode the human intention and/or motion from EMG signals, taking advantage of both a classifier and a regressor, that cooperate advantageously in order to split the task-space and achieve better human motion estimation accuracy, with task-specific models.

Regarding HRI applications, we focused on anthropomorphism of robot artifacts. More specifically we discriminated between the different notions of anthropomorphism introducing functional and perceptional anthropomorphism, we presented a series of possible applications, we proposed a complete methodology for the quantification of humanlikeness of robot hands and we created advanced schemes for mapping human to anthropomorphic robot motion, even for robot artifacts with arbitrary kinematics (e.g., hyper-redundant robot arms and m-fingered robot hands).

Moreover, we proposed a new design approach for the creation of affordable, modular, light-weight, intrinsically-compliant, underactuated robot hands and prosthetic devices that can be easily reproduced using off-the-shelf materials. These robot hands - owing to their inherent compliance - can efficiently grasp a wide range of everyday life objects in human-centric and dynamic environments, under object position and shape uncertainties.
In order to prove the efficiency of the proposed methods, various experiments focusing on different Human Robot Interaction applications have been conducted and a variety of robot artifacts have been used.

10.2 Major Contributions

Summarizing, the major contributions of this Ph.D. thesis are the following.

EMG Based Interfaces

We proposed, a complete learning scheme for EMG based interfaces that:

- Uses both a regressor and a classifier that cooperate advantageously.
- Splits the task-space, introducing three task features: subspace to move towards, object to be grasped, task to be executed.
- Can decode both human intention and human motion from EMG signals.
- Can provide better estimation accuracy with task-specific models.

Anthropomorphism of Robot Artifacts

We proposed a methodology based on set theory and computational geometry methods, for quantifying anthropomorphism of robot hands:

- To grade the human-likeness of existing and new robot hands.
- To provide specifications for the design of the next generation of human-like robot hands and prosthetic devices.

We proposed a series of human to robot motion mapping schemes that:

- Guarantee anthropomorphism of robot motion executing accurately specific tasks (respecting specific human-imposed functional constraints).
- Can provide anthropomorphic robot motion, even for robot arm hand systems with arbitrary kinematics (hyper-redundant robot arms, m-fingered robot hands).
- Can be used for various HRI applications.
Affordable Robot Hands

We proposed a series of low-cost, light-weight, modular, intrinsically-compliant, under-actuated robot hands that:

- Can grasp efficiently a series of everyday life objects.
- Are very efficient even under object position and shape uncertainties, owing to their inherent compliance.
- Are considered to be general purpose, as they can be used for various HRI applications (even as affordable myoelectric prostheses).

10.3 Future Directions

- Formulation of semi-autonomous schemes for EMG-based control of robotic artifacts (mainly prostheses).
- Development of open-source, task-specific, affordable, underactuated robot hands and prosthetic devices.
- Development of underactuated robot hands for everyday life manipulation tasks.
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Initiatives

HandCorpus

During my Ph.D. studies I have participated as part of the CSL-NTUA group, at the “The Hand Embodied (THE)” European Committee (EC) project (http://www.thehandembodied.eu/), within the FP7-ICT-2009-4-2-1 Cognitive Systems and Robotics program. I have also been assigned by THE-consortium, the post of technical coordinator of the “HandCorpus” scientific repository.

The HandCorpus, is an open-access initiative for sharing data, tools and analyses about human and robotic hands. Today (July 2014), the HandCorpus repository contains human hand kinematics data, with suitably provided tools for data visualization, related publications and videos. The HandCorpus provides an accurate and coherent record for citing data sets, giving due credit to authors. Data sets are hierarchically indexed and can be easily retrieved using keywords and advanced search operations. A blog, a newsletter, a publication repository and applications for mobile platforms and social networks are also provided.

Figure 11.1: The HandCorpus logo.
Furthermore, 5 European Research Council/European Commission funded projects, support the HandCorpus initiative and the HandCorpus community consists of 20 international research groups from 15 universities and 4 research institutes, across Europe and USA. More information can be found at the following url:

http://www.handcorpus.org
OpenBionics

Moreover, I am the co-founder of the OpenBionics initiative, which aims at the development of affordable, light-weight, modular, underactuated robot hands and prosthetic devices, which can be easily reproduced using off-the-shelf materials. More information regarding the OpenBionics initiative can be found at the following url:

http://www.openbionics.org

Figure 11.2: A photo presenting some of the OpenBionics robot hands.
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