Control over the formation of supramolecular material objects using reaction–diffusion†
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Controlled diffusion, reaction and assembly of hydrogelator precursors can be used to create soft hydrogel objects of defined shape and size. In this study we show that controlling local reaction kinetics by means of pH, diffusion length and the concentrations of reactants allows control over the dimensions of formed supramolecular structures. By correlating a reaction diffusion model to experimental results, we show that the influence of all these control parameters can be unified using the Damköhler number, thus providing an easy-to-use relation between experimental parameters and structure dimensions. Finally, our study suggests that control over concentration gradients and chemical reactivity in combination with supramolecular chemistry is a promising platform for the design of soft matter objects of defined sizes, a concept that has received little attention up until now.

Introduction

Control over structure formation is an important requirement in the fields of hydrogel micro- and nanofabrication. Techniques for controlling the size and/or shapes of structures include photolithography, printing, and microfluidics. Contrary to artificially made structures, the shape and dimensions of naturally formed structures are often dependent on conditions created by a dynamic environment. For selected parameter ranges, chemical gradients can develop from minute concentration differences into natural structures, without additional input of energy. However, transport of components in natural settings is often not only by means of diffusion, but facilitated by a series of transport enzymes separated by small distances. Although enzymatic transport is active as it is facilitated by a series of chemical reactions, molecules cross short distances between enzymes purely by diffusion. Since diffusion is coupled to a series of enzymatic chemical reactions, the overall process is called reaction–diffusion (RD) and it is essential for various cellular mechanisms. Examples from nature include calcium waves, glucose-induced oscillations, transport of ATP to ATP-deficient sites, and building and maintaining of microtubules. First evidence that links RD to pattern formation in living systems was provided by Alan Turing and Boris Belousov. Both Turing’s and Belousov’s systems contain (nonlinear) coupling between reactions and feedback loops which are abundantly employed mechanisms in nature for various regulatory processes and spatial organization. For example, their discoveries provide a suggestion to explain skin pattern formation on animals. Therefore, the spontaneous formation of concentration gradients by coupled reaction and diffusion in dynamic systems should enable the production of novel and diverse artificial materials.

Abundantly present in nature, approaches to use dynamic conditions for the design of structured soft materials are still rare. Some recent examples include imposed gradients of carbon dioxide and oxygen to control the growth of complex inorganic structures, various examples using precipitation of inorganic salts, as well as approaches using DNA assembly networks or enzymatic reaction networks. Recently, we reported a self-assembling system capable of reproducing defined macroscopic objects with varying shape and composition using an RD approach. Imposed concentration gradients were exploited in combination with reaction rates controlled by acid catalysis to control the spatial distribution of soft matter structure formation. We also verified the observed behavior with an RD model. In general, the major drawback of experimental exploration of such large parameter space is that it is often time-consuming. Numerical simulations of the RD model can facilitate this process since they can execute the same task in a matter of hours. On the other hand, writing a custom code for the specific set of RD equations might still require significant time. Therefore, to fully benefit from the RD approach as a tool for object formation, one would ideally want an easy-to-use relation between experimental conditions and complex desired object characteristics.

In this work we demonstrate the facile use of the Damköhler expression for quick order-of-magnitude estimates of the RD object size from experimental conditions. As a starting point,
we focus on a 1D approach. In the future, this may be extended to more dimensions as we demonstrated experimentally in our previous work.\textsuperscript{27} We start by briefly exploring how diffusion and reaction rates influence supramolecular object size, and compare these experimental results with the established RD model. The comparison shows that both the dimensions and the growth process of the supramolecular object are quite well captured by the RD model. This growth process, where the object ceases to grow some time after initial structure formation, is captured in the RD model through hampering of diffusion of reactants and reaction products by the supramolecular object itself.

After presenting the experimental verification of the full RD model, we simplify the model to obtain a simple to use dimensionless Damköhler-based relation between object size and experimental parameters. We anticipate that the methodology developed herein outlines a general approach towards rational design of RD experiments, eliminating laborious experimental investigation of large sets of parameters to optimize the desired object dimensions.

Approach

In our approach towards control of supramolecular object formation by RD we made use of the reactive formation of supramolecular hydrogels from hydrazide (H) and aldehyde (A) derived compounds.\textsuperscript{27} In the RD setup, these precursors H and A are separately dissolved in an aqueous buffer and injected into two containers on opposite sides of a pre-formed agar hydrogel matrix (Fig. 1). Over time, H and A diffuse through the agar matrix forming concentration gradients within. At locations where their gradients overlap H and A react to give the hydrogelator HA\textsubscript{3}, which will subsequently form a fibrous hydrogel network through self-assembly. The width of the resulting supramolecular hydrogel depends on the rates of diffusion and reaction. To understand the relation between the resulting width and the experimental control parameters, we explored three of them: the pH of the buffer, the initial concentration of H (c\textsubscript{H,0}) while fixing the ratio between the initial concentration of H and A (c\textsubscript{A,0}) to c\textsubscript{A,0} : c\textsubscript{H,0} = 1 : 4, and the diffusion distance (L). While c\textsubscript{A,0} and L control the concentration gradient, pH controls the reaction rate constants. In general, the concentration gradient becomes steeper as c\textsubscript{H,0} increases and L decreases, while the reaction rate constants increase for decreasing pH.

Results

Firstly, we investigated experimentally how the width of the supramolecular object (w\textsubscript{HA3}) depends on pH while fixing the other two control parameters (L = 20 mm; c\textsubscript{H,0} = 40 mM). We hereby defined the width as the distance between the edges of the object, see ref. 27 for further details. In all our experiments, it takes at least the diffusion time before the supramolecular object starts to form, and after its initial formation, the growth slows down and the width approaches a steady value, see Fig. 2a. With increasing pH, object formation started later and the object became wider (from 2.6 to 16.7 mm for pH between 3.3 and 7.0).

Both these observations are qualitatively explained from the known reduction in the reaction rate constants at increased pH, such that larger amounts of reagents have diffused to the reaction zone, thus effectively widening it, before reacting to HA\textsubscript{3} and the subsequent self-assembly of HA\textsubscript{3} into the supramolecular gel. Purely from the reaction rate constants it can be estimated that the reaction rate in the reaction zone is 500–1500 times higher at pH 3.3 than at pH 7.0.

Fig. 1 Formation of an object by reaction–diffusion of a two component self-assembling hydrogelator. (a) H and A react to form gelator HA\textsubscript{3} which assembles under ambient conditions in water to form a supramolecular gel, with the reaction rate being controlled by acid catalysis. (b) Schematic representation of reaction–diffusion setup for the object formation. Reactants H (blue, right) and A (yellow, left) are placed into containers on opposite sides of an agar gel matrix. Over time H and A diffuse through the matrix (indicated with arrows), and react upon crossing of their diffusional fronts to form gelator HA\textsubscript{3}, which subsequently self-assembles into a fibrous gel network. This process results in the formation of a turbid white line within the agar matrix. A sketch of the concentration profiles during this process is shown in the bottom.
Secondly, we investigated the effect of $c_{H,0}$ on $w_{HA}$ while fixing $L = 20$ mm, and pH = 4.0. As can be seen in Fig. 3a, object formation started slightly earlier and the final width decreased (from 3.2 to 2.7 mm) when increasing the initial concentrations. These observations are in line with the notion that larger amounts of reagents near the reaction zone lead to faster formation and self-assembly of $HA$, and thus smaller object dimensions. From the model discussed later it can be estimated that the reaction rate in the reaction zone is around 13 times higher when $c_{H,0}$ is 40 mM than when it is 10 mM.

Finally, the effect of $L$ on $w_{HA}$ was investigated by varying the distance between reservoirs of $H$ and $A$ from 5 to 20 mm, while fixing $c_{H,0} = 40$ mM and pH = 4.0. Increasing the driving force for diffusion by decreasing this distance shows similar behavior as for increased initial concentrations, with final widths between 1.6 and 2.7 mm, for $L = 6.7$ and 19 mm, respectively. (Fig. 4a). In this case, the reaction rate in the reaction zone is around 60 times higher when $L$ is 6.7 mm than when it is 19 mm. Taken together, the experimental results show that the final width of the object is most sensitive to changes in pH, while the sensitivity towards the other two control parameters ($c_{H,0}$ and $L$) is modest. The reason is that the local reaction rates vary less than 100-fold depending on chosen values for $c_{H,0}$ and $L$, while they vary over two or three orders of magnitude by changing the pH in the here studied range.

To further understand the formation dynamics of the supramolecular object and its dependence on the experimental control parameters, we developed a quantitative RD model.27

---

**Fig. 2** Controlling the width of the supramolecular object by pH. (a) Time snapshots of experiments conducted at pH of 3.3, 5.5 and 7.0, i.e. in conditions ranging from high reaction rate (3.3) to low reaction rate (7.0). (b) Comparison between the RD model (colored surface) and experiment (black dots). The initial pH in the experiments was 3.3, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5, and 7.0.
The model is discussed in full detail in our previous work, so we briefly mention its main characteristics herein. The RD process is described as a 1D mathematical problem (along the $x$ axis), in line with geometry used for the experiments in which the net mass transport of the components by diffusion is primarily in one direction. The supramolecular gelator HA$_3$ forms from H and A, through a 3-step reaction via intermediates HA and HA$_2$. These reactions are first order with respect to the concentrations,\textsuperscript{28,29} and described with reaction rate constants $k_1$, $k_2$, and $k_3$. The following system of coupled differential equations containing diffusion and reaction terms describes the spatio-temporal concentrations of all species:

\[
\frac{\partial c_H(x,t)}{\partial t} = D_H \frac{\partial^2 c_H(x,t)}{\partial x^2} - k_1 c_H(x,t)c_A(x,t)
\]

\[
\frac{\partial c_A(x,t)}{\partial t} = D_A \frac{\partial^2 c_A(x,t)}{\partial x^2} - k_1 c_H(x,t)c_A(x,t) - k_2 c_{HA}(x,t)c_A(x,t)
\]

\[
\frac{\partial c_HA(x,t)}{\partial t} = D_{HA} \frac{\partial^2 c_{HA}(x,t)}{\partial x^2} + k_1 c_H(x,t)c_A(x,t) - k_2 c_{HA}(x,t)c_A(x,t)
\]

\[
\frac{\partial c_{HA2}(x,t)}{\partial t} = D_{HA2} \frac{\partial^2 c_{HA2}(x,t)}{\partial x^2} + k_2 c_{HA}(x,t)c_A(x,t) - k_3 c_{HA2}(x,t)c_A(x,t)
\]

\[
\frac{\partial c_{HA3}(x,t)}{\partial t} = D_{HA3} \frac{\partial^2 c_{HA3}(x,t)}{\partial x^2} + k_3 c_{HA2}(x,t)c_A(x,t)
\]

Fig. 3 Controlling the width of the supramolecular object by the initial concentration of H. (a) Time snapshots of experiments conducted at 10 mM, 20 mM, and 40 mM H. (b) Comparison between the RD model (colored surface) and experiment (black dots). The initial concentration of H in the experiments was 10.0, 15.0, 20.0, 22.5, 25.0, 27.5, 30.0, 35.0, and 40.0 mM.
with initial conditions defined as $c_{H}(0, 0) = c_{H,0} = 40$ mM and $c_{A}(L, 0) = c_{A,0} = 160$ mM, and boundary conditions defined as $c_{HA3}(0, t) = c_{HA3}(L, t) = 0$ mM (alike for $HA$ and $HA3$) in line with the lack of observed gel formation in any of the reservoirs during the experiment. Initially, the diffusion coefficients $D_{H}$, $D_{A}$, $D_{HA}$, $D_{HA2}$ are set equal to the values found for the diffusion of these components in water inside an agar gel matrix. However, diffusion of $H$, $A$, $HA$ and $HA2$ changes during the course of each simulation (and experiment) due to the formation of the supramolecular $HA3$ gel that slows it down, see ESI† for more details on the implementation of this behavior. For simplicity, the gelation of $HA3$ was simulated by setting $D_{HA3}$ to a very low initial value which did not change during the course of simulation (around $5 	imes 10^{-5}$ times smaller than the other diffusion coefficients). The RD model was solved numerically and the resulting concentration profile of $HA3$ $c_{HA3}(x, t)$ was used to determine the evolution of the width $w_{HA3}(t)$, allowing direct comparison with the experimental data.\(^27\)

The RD model has the same control parameters as those used in the experiments, with the reaction rate constants $k_1$, $k_2$ and $k_3$ being controlled by the pH through established relations.\(^27\) A direct comparison between experiments and RD model is presented in Fig. 2b, 3b and 4b. In general, the model shows good agreement with experimental data for all investigated parameters. Fig. 2b shows that $w_{HA3}(t)$ follows the expected trend when changing the reaction rates through the pH. The model captures the experimental data most accurately for lower values of the pH for which objects with sharply defined edges were obtained. For larger pH, i.e. slow reaction kinetics, the edges are less well defined as can be seen in Fig. 2a for pH = 7.0. The difficulty in defining these edges in the experiments due to considerable smearing partly explains the larger discrepancies between the experimental data and
the model observed above pH = 5.5. All plateauing values of the width predicted by the model are within 18% of the experimental ones. Good agreement is also found between experiment and the RD model when varying the initial concentration (Fig. 3b) and the diffusion distance (Fig. 4b). As mentioned, the local concentration gradient becomes steeper as $c_{4,0}$ increases and as $L$ decreases, which leads to higher local concentration of $H$ and $A$ along $x$ (see Fig. S2 and S3, ESI†). Overall, the plateauing values for $w_{HA3}$ from the model were up to 6.5% larger than the experimental ones for variations in $c_{4,0}$, and within 15% for variations in $L$, demonstrating the validity of the RD model.

In an effort to build a tool for quick order-of-magnitude estimation of achievable object dimensions from known experimental parameters, we here present an approach to simplify the mathematical model described in eqn (1)–(5). First, instead of considering three subsequent reactions forming the gelator $HA_3$, we consider the simplified version in which $H$ reacts with $A$ forming a non-diffusing gelator $HA$ ($D_{20} = 0$), the reaction rate constant being $k$. Second, we consider $H$ and $A$ to diffuse equally fast ($D_H = D_A = D$). Third, we use a fixed value of $L$, instead of one that depends on the formation of the gel and its concentration. Fourth, we fix the concentration of $H$ in the container at the left boundary to its initial value, i.e. $c_H(x = 0, t) = c_{4,0}$, and consider sufficiently fast reactions for which $H$ cannot penetrate beyond the reaction zone without having been consumed, such that $c_H(x = L, t) = 0$. Conversely for $A$: $c_A(x = L, t) = c_{4,0}$, $c_A(x = 0, t) = 0$. Fifth, we set the initial concentrations of $H$ and $A$ equal, i.e. $c_{4,0} = c_{4,0} = 0$. Through these simplifications, the full RD model reduces to the following RD equation

$$\frac{\partial c_A(x, t)}{\partial t} = D \frac{\partial^2 c_A(x, t)}{\partial x^2} - k c_H(x, t) c_A(x, t).$$

(6)

We note that a similar equation holds for $c_H$, but to obtain a scaling relation for the object dimensions considering one equation is sufficient. A sketch of the concentration profiles of $H$ and $A$, which are mirror symmetric around $x = 0$, is shown in the top of Fig. 5. The reaction between $H$ and $A$ occurs in the ‘reaction zone’ where their concentrations overlap, which is a feature common to a reaction front in $A + B \rightarrow C$ systems. The reaction zone is characterized by the concentration $c^*$ and the width $w$, which both need to be determined. Although the simplified model does not include hampering of diffusion of $H$ and $A$ by the formation of $HA$ such that the gel eventually stops growing, it is possible to estimate the final width $w$ of this reaction zone. This is done based on the notion that the reaction zone does not grow further once $w$ and $c^*$ reach their steady values. From then onwards, the rate at which $H$ and $A$ diffuse into the reaction zone is equal to the rate at which they react inside the reaction zone. Using this notion together with the steady state version of eqn (6), we can formulate two relations between the two unknowns $w$ and $c^*$. First, we set the diffusive flux of $A$ into the reaction zone equal to the rate at which $A$ is consumed inside the zone. This equality formally follows from integration of the steady state version of eqn (6) over the reaction zone: $\int_{w/2}^{w/2} D \frac{\partial^2 c_A(x)}{\partial x^2} \, dx = \int_{w/2}^{w/2} k c_H(x) c_A(x) \, dx.$

The left hand side immediately reduces to the diffusive flux entering the reaction zone as evident from $\int_{w/2}^{w/2} D \frac{\partial^2 c_A(x)}{\partial x^2} \, dx = \left[ D \frac{\partial c_A(x)}{\partial x} \right]_{x = w/2}^{x = -w/2} = \frac{c_A(c^*)^2}{2D}$, where we used that the gradient in $c_A(x)$ vanishes at $x = -w/2$. The concentration profile being linear outside of the reaction zone where no reaction occurs, the order of magnitude of the diffusive flux at the boundary of the reaction zone is simply estimated as $\frac{D}{L/2 - w/2} \sim D_{20}^L / L$, since the fast reaction allows $c^* \ll c_0$ and $w \ll L$. The right hand side represents the rate at which $A$ is consumed in the entire reaction zone as evident from the integration of the local reaction rate $kc_H(x) c_A(x)$ over the width of the reaction zone. It represents the area under the curve in the graph in the bottom of Fig. 5 and its order of magnitude is estimated as $R = \int_{-w/2}^{w/2} k c_H(x) c_A(x) \, dx \sim c^* w$. Equating the two obtained terms $D_{20}^L / L$ and $k c^* w$, we find the first relation between the unknowns $w$ and $c^*$

$$c^* w \sim \frac{D_{20}^L}{k L w},$$

(7)

Second, we consider the reaction zone itself and relate $w$ and $c^*$ based on the notion that $A$ and $H$ diffuse over the width of the zone
before being fully consumed. This relation formally follows by integration of the steady state version of eqn (6) twice over the reaction zone. This gives 

\[
\left[ Dc(x, t) \right]_{x=0}^{x=w/2} = \frac{w^2}{D} \frac{Dc}{x} - \frac{Dc}{0} = \frac{w^2}{2} R dx,
\]

where the integral over \( R \) is proportional to \( k c^2 w^2 \). Hence, we find

\[
w^2 \sim \frac{D}{kc^2}.
\]

Combining eqn (7) and (8) we obtain the steady width of the reaction zone

\[
w \sim \left( \frac{L^2 k c_0}{D} \right)^{1/3} \sim Da^{1/3},
\]

where we introduced the dimensionless Damköhler number:

\[
Da = \frac{\tau_D}{\tau_R} = \frac{L^2/D}{1/k c_0} = \frac{L^2 k c_0}{D}.
\]

This number can be seen as a ratio between the time scales for diffusion \( \tau_D \) and reaction \( \tau_R \) and hence naturally appears in RD systems, while the scaling with the \(-1/3\) exponent is characteristic for the here analyzed system.

The simple expression for the width of the reaction zone (eqn (9)) can be readily used as a quick order of magnitude estimation of the resulting size of the supramolecular gel from the experimental parameters. This analysis teaches that all experimental data points in Fig. 2b, 3b and 4b should collapse on a single master curve when plotting the final width of the supramolecular hydrogel against \( Da \). As can be seen in the log-log plot in Fig. 6, the slope of the plot is \(-0.35 \pm 0.03\), in good agreement with the exponent of \(-1/3\) obtained from the simplified model. We do note a slight deviation for the experimental data points with different initial concentrations (red points).

Although the reason is unknown, we confirm this deviation is also seen in the full model, so not an artifact of the experiments. The quantitative agreement between experiments and full model (Fig. 2b, 3b and 4b) together with the qualitative agreement (scaling behavior) between experiments and simplified model (Fig. 6) show that the used assumptions are reasonable and that the simplified model captures the features of the here studied reaction–diffusion system. This shows that knowing the experimental parameters of the RD system, one can obtain a quick order-of-magnitude estimates of the resulting object dimensions through the use of the Damköhler number. We note that one of the key assumptions in this work is that the reaction is fast compared to diffusion, such that the reaction occurs in a well-defined reaction zone. The simplified model hence is developed for RD systems with \( Da \gg 1 \). Previously, Grzybowski showed that the size of cores made inside of cubical particles using RD can be estimated from analysis of underlying RD equations.24 In this work, we showed that the same is valid for a different experimental system suggesting the generality of this approach for estimation of the size of object in other object-forming RD systems. Therefore, the rational experimental design should include this type of analysis followed by experimental confirmation. Then, if desired, the full RD model can be used to explore the parameter space at a higher precision.

**Conclusions**

In summary, this study finds that controlling local reaction kinetics by means of pH, diffusion length and the concentrations of reactants allows control over the dimensions of formed supramolecular objects. Furthermore, it is shown that the influence of all these control parameters on object width can be unified using the Damköhler number, thus providing a simple to use relation between experimental parameters and structure dimensions. This relation can be used as a tool for quick order-of-magnitude estimates of structure dimensions for chosen experimental conditions. Finally, our study suggests that control over concentration gradients and reactivity combined with self-assembly can be a powerful tool for the design of soft matter objects of defined sizes.
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