Evidence for a Regulatory Role of Diatom Silicon Transporters in Cellular Silicon Responses
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The utilization of silicon by diatoms has both global and small-scale implications, from oceanic primary productivity to nanotechnological applications of their silica cell walls. The sensing and transport of silicic acid are key aspects of understanding diatom silicon utilization. At low silicic acid concentrations (< 30 μM), transport mainly occurs through silicic acid transport proteins (SITs), and at higher concentrations it occurs through diffusion. Previous analyses of the SITs were done either in heterologous systems or without a distinction between individual SITs. In the present study, we examined individual SITs in *Thalassiosira pseudonana* in terms of transcript and protein abundance in response to different silicic acid regimes and examined knockdown lines to evaluate the role of the SITs in transport, silica incorporation, and lipid accumulation resulting from silicon starvation. SIT1 and SIT2 were localized in the plasma membrane, and protein levels were generally inversely correlated with cellular silicon needs, with a distinct response being found when the two SITs were compared. We developed highly effective approaches for RNA interference and antisense knockdowns, the first such approaches developed for a centric diatom. SIT knockdown differentially affected the uptake of silicon and the incorporation of silicic acid and resulted in the induction of lipid accumulation under silicon starvation conditions far earlier than in the wild-type cells, suggesting that the cells were artificially sensing silicon limitation. The data suggest that the transport role of the SITs is relatively minor under conditions with sufficient silicic acid. Their primary role is to sense silicic acid levels to evaluate whether the cell can proceed with its cell wall formation and division processes.

Silicon, a member of group 14 of the periodic table containing carbon, germanium, and lead, is one of the most abundant elements (27.7%) of the Earth’s crust second only to oxygen (46.6%) (1). Dissolved silica in the form of orthosilicic acid, Si(OH)₄, derived from the weathering of the Earth’s crust (2), is an essential nutrient for a few groups of organisms of marine and freshwater environments, such as diatoms, radiolaria, silicoflagellates, and sponges (3). Diatoms require a large quantity of silicon, which is biomineralized to form their unique siliceous cell wall (frustule) in various shapes and morphologies with highly intricate and ornate architectures. Diatoms contribute about 40% of the total ocean organic carbon production, and they dominate ocean Si production (4, 5). Though silicon does not appear to be directly involved in cellular metabolic processes, diatoms require silicon for progression of cell cycle events, such as cell division and DNA replication (5–8). Silicon requirements are tightly coupled to cell cycle progression, a unique feature of diatoms (7). Deprivation of Si arrests the cell cycle at G₁, G₂, or M phase, depending upon the diatom species. In *Thalassiosira pseudonana*, upon Si depletion the cell cycle arrests predominantly at the G₁ phase. Cell cycle progression starts with subsequent silicon replenishment. Girdle band synthesis in G₁ occurs at between 0 and 3 h, DNA replication and cytokinesis in S phase occur at between 3 and 4 h, new valve formation inside the silicon deposition vesicle and exocytosis in G₂/M phases occur at between 5 and 8 h, and ultimately, cells separate into two daughter cells and begin a new G₁ phase (8). Thus, Si incorporation occurs in two phases: initially into girdle bands that facilitate cell expansion and later into valves, which enable cell division.

The average concentration of dissolved silicic acid [Si(OH)₄], referred to here as Si] in the world’s oceans is about 70 μM, but the Si concentration of surface water, which is the diatom habitat, is generally less than 10 μM and sometimes less than 1 μM (3, 9). An exception is the Southern Ocean, which has a silicic acid concentration of 65 μM, at which the uncharged Si(OH)₄ molecule passively diffuses through diatom cell membranes (10, 11). The average low Si content of diatom habitats makes an active silicic acid transport mechanism via transporters a necessity for the growth of diatoms in most areas. Specific silicon transporter proteins (SITs) were identified in a large number of evolutionarily diverse diatoms with a high degree of conservation (12–17), showing an absolute necessity of Si transporters for diatom survival. Even the genome of *Phaeodactylum tricornutum*, a diatom without an obligate need for silicon, encodes functional SITs (18, 19). Three SIT genes were identified in the *T. pseudonana* genome on the basis of sequence similarity (12, 15, 20, 21). Under conditions with low Si concentrations (≤30 μM silicic acid), SITs are involved in the uptake of Si(OH)₄, as shown by saturable kinetics and competitive inhibition by germanium (10). An alternative model of silicon uptake during surge uptake to meet the requirement for a large amount of silicon for valve synthesis was based on pinocytosis, which is the nonspecific engulfment of extracellular fluid and dissolved solute.
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particles (22). However, classical pinocytosis is not cost-effective in terms of bioenergetics, membrane recycling, and kinetics, and thus, it cannot be the primary mechanism of silicon uptake in diatoms (23). Lately, a mathematical model based on compartmental analysis supporting the macropinocytosis-mediated silicon uptake hypothesis during initial and early valve formation when a high quantity of silicon is required, albeit without morphological and molecular evidence, was presented (24).

So far, the function of individual SITs in the transport of Si has been analyzed heterologously (15, 25), or silicic acid uptake in the native organism has been monitored without distinguishing between particular SITs (10). The development of transgenic tools enables an investigation into the roles that individual SITs play in vivo. In the study described here, we examined both transcript- and protein-level changes in the SITs in T. pseudonana in response to different silicic acid concentrations. We also determined their spatial localization. In addition, two of the SITs were downregulated using antisense RNA and RNA interference (RNAi), which generated phenotypic changes that suggest a major regulatory or signaling role for the SITs.

MATERIALS AND METHODS

Culture conditions. Thalassiosira pseudonana (CCMP1335) stock cultures were grown in NEPC medium (http://www3.botany.ubc.ca/cccm /NEPPC/ewas.html) containing 100 μM Si(OH)₄. Cultures were grown on an orbital shaker under continuous illumination of cool-white fluorescent lamps at 100 μE m⁻² s⁻¹ and 18°C.

Vector construction. (i) Gateway destination vectors. A T. pseudonana Gateway destination vector, pMHL_78, for antisense RNA and RNAi was constructed by cloning a Gateway frame B cassette (Life Technologies) between the fcp promoter and fcp terminator after removing enhanced green fluorescent protein (eGFP) in pTpFcGFP (26). For expression under the control of native promoters, the Gateway Frame B cassette was cloned into the EcoRV site of pBluescript, generating the expression cassette. (ii) Expression vector. For expression under the control of native promoters, DNA fragments, including promoter and full-length coding sequences devoid of stop codons, were amplified by PCR from T. pseudonana genomic DNA and cloned into a Gateway donor vector, pDONR221 attP1-attP4. The PCR fragment of eGFP was cloned into pDONR221 attP4r-attP3r. Terminator sequences were amplified from T. pseudonana genomic DNA and cloned into pDONR221 attP3-attP2. The respective entry vectors were cloned into the destination vector pMHL_71 to create transformation vectors (see Table S1 in the supplemental material) cloned into the destination vectors using a MultiSite Gateway Pro kit (Life Technologies).

(ii) Expression vector. For expression under the control of native promoters, DNA fragments, including promoter and full-length coding sequences devoid of stop codons, were amplified by PCR from T. pseudonana genomic DNA and cloned into a Gateway donor vector, pDONR221 attP1-attP4. The PCR fragment of eGFP was cloned into pDONR221 attP4r-attP3r. Terminator sequences were amplified from T. pseudonana genomic DNA and cloned into pDONR221 attP3-attP2. The respective entry vectors were cloned into the destination vector pMHL_71 to create transformation vectors (see Table S2 in the supplemental material). The expression vectors were comprised of 429-, 875-, and 810-bp-long 5′ flanking regions incorporating the promoter sequences of SIT1 (Thaps3_268895), SIT2 (Thaps3_41392), and SIT3 (Thaps3_35133), respectively, whereas the 3′ flanking region incorporating the respective terminator sequences were 500 bp in all three vectors. Each transformation vector was cotransformed with pMHL_9 expressing the natI gene (received from N. Kroger, Germany) under the control of the acetyl coenzyme A carboxylase promoter, which confers resistance to the antibiotic nourseothricin.

(iii) RNAi vector. The RNAi vector (see Fig. S4 in the supplemental material) was constructed by cloning a full-length natI gene with the stop codon followed by the first exon and intron of the SIT1 gene fragment in the sense strand and only the first exon in the antisense orientation. The natI gene was PCR amplified with primers GW-35/GW-36, and the entry vector pMHL_103 was generated by BP recombination using the donor vector pDONR221-P1P4. For cloning of a sense fragment, a 346-bp-long fragment of the SIT1 gene, including the 222-bp-long first exon and the 124-bp-long intron, which forms a hairpin loop in the RNA transcript, was PCR amplified using primers GW-19/GW-20, and the entry vector pMHL_104 was generated by BP recombination using the donor vector pDONR221-P5P2. For the antisense fragment, the first exon was amplified in the antisense orientation using primers GW-21/GW-22, and the entry vector pMHL_105 was generated by BP recombination using the donor vector pDONR221-P3P1. Entry vectors pMHL_103, pMHL_104, and pMHL_105 were cloned into the destination vector pMHL_78 by an LR recombination, and the expression vector pMHL_106, which was later transformed into diatom cells, was generated.

(iv) Antisense RNA expression vectors. Antisense RNA expression vectors (see Fig. S4 in the supplemental material) were constructed by cloning a full-length natI gene with the stop codon followed by a SIT1 gene fragment in the antisense orientation to express antisense RNA. The natI gene was PCR amplified with primers GW-25/GW-26, and the entry vector pMHL_107 was generated by BP recombination using the donor vector pDONR221-P1P5r. For cloning of a DNA fragment encoding an antisense RNA, an 820-bp-long fragment of the SIT1 gene, including the 710-bp-long 3′ half of the gene and the 110-bp-long 3′ untranslated region (UTR), was PCR amplified using primers GW-13/GW-14, and entry vector pMHL_99 was generated by BP recombination using the donor vector pDONR221-P5P2. Entry vectors pMHL_107 and pMHL_99 were cloned into the destination vector pMHL_78 by LR recombination, and the expression vector pMHL_108 was generated.

Diatom transformation. Expression vectors were cloned into T. pseudonana by microparticle bombardment using a Bio-Rad Biolistic PDS-1000/He particle delivery system (27, 28). Briefly, exponentially grown cells were harvested, and 100 μg of plasmid DNA per ml of diatom culture was used per transformation. The DNA was coated tungsten beads (1.1 μm; M-17; Bio-Rad) at 1,350 lb/in² under vacuum at a distance of 8 cm onto cells plated on the agar plate (1.5% Bacto agar). The plates were bombarded twice to obtain a higher transformation efficiency. Immediately after bombardment, the cells were overlaid with 10 ml of NEPC medium and placed under light for 24 h. The cells were then plated on NEPC agar containing 100 μg/ml nourseothricin (clonNAT; Werner BioAgents, Germany). Resistant colonies were picked and transferred into each well of 24-well plates containing 2 ml of NEPC medium with nourseothricin. Positive clones were then confirmed by PCR using nourseothricin-specific primers, as described below.

Genomic DNA extraction and PCR. After 1 week, algal cultures grown in 24-well plates were centrifuged (10,000 × g, 2 min), washed once with phosphate-buffered saline (PBS), and resuspended in 25 μl of PBS. The cells were then subjected to three cycles of freeze-thawing by placing them in dry ice for 5 min and heating them for 2 min at 70°C. The lysate was then heated for 5 min at 95°C to denature DNases. After centrifugation, the supernatants containing genomic DNA were stored at −20°C until further use. Several antibiotic-resistant clones were screened by growing them in 24-well plates containing antibiotics, followed by confirmation by PCR.

RNA extraction and quantitative reverse transcription-PCR (RT-PCR). Cells were harvested by centrifugation, and total RNA was extracted using TRIzol reagent (29). RNA was treated with RNase-free DNase, followed by purification and concentration using an RNeasy Plus minikit (Qiagen). cDNA was then synthesized from equal amounts of purified total RNA for each sample using SuperScript III reverse transcriptase (Life Technologies). Quantitative PCR was performed with equal amounts of cDNA using a LightCycler (v2.0) apparatus and a FastStart DNA Master ⁰cMol Sybr green I kit (Roche Applied Science). Primers for quantitative PCR were designed using the Integrated DNA Technologies real-time primer design tool. Standards for real-time PCR were dilutions of T. pseudonana genomic DNA. Normalization was done using the TATA box binding protein (Thaps3_264095) as a housekeeping gene (30). Dilutions of cDNA were done to ensure that amplifications were in the linear range. The antisense clones were verified by antisense quantitative PCR.
Expression of the RNAi and antisense RNA transcripts was verified by PCR amplification with primers RT19/RT20 and RT25/RT26, respectively (see Table S1 in the supplemental material). The effect of antisense RNA and RNAi was analyzed by quantitative RT-PCR with two primer sets, RT30/RT31 and RT30/RT32, for SIT1 and SIT2, respectively (see Table S1 in the supplemental material), and mRNA levels were calculated as their means.

Western blotting. Cells were resuspended in 2% SDS extraction buffer, pH 6.8, and frozen and thawed three times in dry ice (5 min) followed by 70°C water (2 min) and were then heated for 5 min at 95°C. The lysate was centrifuged, and the concentration of the supernatant containing the total protein extract was measured using a Bio-Rad DC protein assay kit before loading an equal amount of protein into each well containing NuPAGE Novex 4 to 12% bis-Tris gel (Life Technologies). Polyvinylidene difluoride membranes blotted with proteins were incubated with anti-SIT antibody (21) or antitubulin antibody (Santa Cruz Biotechnology), followed by horseradish peroxidase-conjugated antirabbit secondary antibodies (Pierce). The blots were then processed using a SuperSignal West Pico kit (Pierce) and exposed on X-ray film. Densitometry was performed using Bio-Rad Image Lab (v4.1) software.

Silicon uptake assay. The silicolybate assay was used to measure the silicic acid concentration in the growth medium (8, 33). Cells were harvested by centrifugation at 10,000 × g for 10 min. A portion of the supernatants was collected, and the silicic acid concentration was quantified. The amount of silicic acid that disappeared from the medium was converted into silicic acid uptake in terms of the number of fmol per cell (8).

Silica incorporation assay. Cells at logarithmic growth phase grown in NEPC medium [100 μM Si(OH)4] were harvested and incubated in silicic acid-free medium for 24 h. One hundred nanograms of PDMPPO [2-(4-pyridyl)-5-[1-(4-(2-dimethylaminoethylamino-carbamoyl)methoxy)phenyl]oxazole; Lysosensor YellowBlue DND-160; Life Technologies] was added, and after 5 min sodium silicate was added to achieve a 20 μM Si(OH)4 concentration. Cell samples were taken at various time points. Incorporation of newly formed silica was analyzed by virtue of PDMPPO fluorescence (34, 35) using an Influx sorting flow cytometer (excitation, 488 nm; emission, 530 nm; 40-nm band pass; BD Biosciences). The flow cytometer data were analyzed using Flowjo (v7.6.5) software.

ImageStream flow cytometry. Cells transformed with an eGFP tag were analyzed with an ImageStream imaging flow cytometer (X-100; Amnis Corp.) using 100-mW 488-nm laser excitation. At least 20,000 fluorescent as well as bright-field and side scatter cell images per sample were collected at ×40 magnification. Data were then analyzed using ImageStream analysis software (IDEAS, v5; Amnis Corp.).

Neutral lipid quantification. The effect of downregulation of silicon transporters on neutral lipid accumulation was analyzed using a green lipophilic fluorescent dye, BODIPY 493/503 (4,4-difluoro-3a,4a diaza-s-indacene; Life Technologies), as a proxy for the neutral lipid (36). Exponentially grown cells were subcultured in NEPC medium with 100 μM Si and grown for 24 h to deplete Si from the medium. Thereafter, 20 μM Si was added to the cultures and samples were taken and stored at −20°C. Cell pellets were incubated with 2.56 μg/ml BODIPY for 15 min at room temperature and analyzed in the Influx flow cytometer (excitation, 488 nm; emission, 530 nm; 40-nm band pass). The data were subsequently analyzed using Flowjo (v7.6.4) software.

RESULTS

Regulation of SIT mRNA in response to Si availability. We analyzed SIT transcript levels during both Si starvation and replenishment. Microarray data showed that during Si starvation, SIT1 and SIT2 mRNAs were upregulated from the 4th hour (Fig. 1A). The SIT1 transcript was more highly induced (4.6 log2-fold change) than the SIT2 transcript (2.8 log2-fold change), and recent RNA-seq analysis indicated that the absolute amounts of SIT1 transcripts were on the order of 3- to 4-fold higher than those of SIT2 (S. R. Smith, C. Glé, R. M. Abbriano, J. C. Traller, E. Trentacoste, A. Davis, O. Cook, M. Vernet, A. E. Allen, and M. Hildebrand, submitted for publication). In contrast, both SIT1 and SIT2 mRNAs were downregulated upon addition of Si after 24 h starvation, with a slight increase being found at 4 h during the S phase of the cell cycle (Fig. 1B). SIT3 mRNA showed minimal responses to either the presence or the absence of Si, with a slight downregulation occurring at 4 h during Si starvation (Fig. 1A) and a slight downregulation occurring in the 2nd hour upon addition of Si (Fig. 1B).

Molecular cloning, localization, and expression analysis of the SIT1 and SIT2 genes in T. pseudonana. To determine the subcellular localization of the silicon transporters, we transformed T. pseudonana with T. pseudonana TpSIT1, TpSIT2, and TpSIT3 genes with eGFP fused to the C terminus under the transcriptional control of the respective native promoters (see Fig. S1 in the supplemental material). Epifluorescence microscopy of transgenic cells expressing SIT1 and SIT2 in Si-depleted cultures showed bright eGFP fluorescence in the plasma membrane under Si starvation for 24 h (Fig. 2). This is consistent with their primary involvement in silicic acid uptake into the cell. The interface regions between two dividing daughter cells had double the fluores-
cidence of the rest of the plasma membrane (Fig. 2A). A faint circular eGFP label was often detected in the endoplasmic reticulum in G1 phase (Fig. 2B) and subsequently incorporated into the new plasma membrane. On the other hand, SIT3 was not localized specifically in the plasma membrane under either Si-replete or -deplete conditions, but we observed a single bright area within the cell, plus diffuse fluorescence in what appeared to be intracellular membranes, irrespective of the presence or absence of Si. Transgenic lines expressing TpSIT3-eGFP were unstable, and in spite of repeated attempts, no data other than initial localization data were obtained for these lines. Overall, the data suggest that SIT1 and SIT2 have differential contributions in Si transport into the cell, whereas there is little to no contribution of SIT3 in external Si uptake.

Protein response to Si depletion. We next monitored the relative abundance of SITs using eGFP fluorescence. To determine the cell-to-cell consistency in response, we quantified not only the fluorescence intensity but also the number of cells expressing eGFP-tagged SITs in Si-replete or -deplete conditions, but we observed a single bright area within the cell, plus diffuse fluorescence in what appeared to be intracellular membranes, irrespective of the presence or absence of Si. Transgenic lines expressing TpSIT3-eGFP were unstable, and in spite of repeated attempts, no data other than initial localization data were obtained for these lines. Overall, the data suggest that SIT1 and SIT2 have differential contributions in Si transport into the cell, whereas there is little to no contribution of SIT3 in external Si uptake.
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crease followed by a leveling off for 200 μM. In general, the reduction in protein levels related inversely to the Si concentration added, but additional features were present. Unlike the results for SIT1, SIT2 levels dipped by 2 h for all Si concentrations. Thereafter, expression continuously increased in the presence of 200 μM Si, whereas in the presence of other concentrations, the level of protein increased, decreased, and then increased in a concentration-dependent manner. As described previously (8), after addition of 200 μM Si into cultures starved for 24 h, releasing Si-starved diatoms from Si arrest, a graph of 1/SIT1 level (derived from Fig. 4A) against the level of rhodamine 123 (a fluorescent dye for staining newly deposited silica)-stained silica incorporation showed a perfect but inverse relation between the level of Si incorporation and the SIT1 level (Fig. 5A and B), consistent with the SIT1 amount being primarily regulated by silica incorporation. Interestingly, the change in the pattern of the SIT2 level (derived from Fig. 4B) coincided with the S-phase peak of the cell cycle, as described previously (8) (Fig. 5C). We repeatedly observed a brief increase in the SIT2 level and mRNA transcript level (1 log₂-fold) during the S phase of the cell cycle (Fig. 1B). On the other hand, the SIT1 mRNA level was upregulated by 0.6 log₂-fold during this time, but an increase in protein level was not observed.

Effect of RNAi- and antisense RNA-mediated downregulation of SIT1 and SIT2. We employed antisense RNA and RNAi to knock down silicon transporter genes in T. pseudonana. We chose SIT1 and SIT2 as the targets for knockdown because of their implied major role in silicic acid transport (10, 21), which includes a role in plasma membrane localization and mRNA and protein changes in relation to silicon status; in contrast, SIT3 did not share these features (Fig. 1 and 2) (21). Because of sequence similarity (see Fig. S3 in the supplemental material), one construct could be used to knock down both genes simultaneously, which, according to our hypothesis, would have a substantial effect on silicic acid incorporation.

FIG 4 Expression of eGFP-tagged SIT1 (A) and SIT2 (B) in the presence of various concentrations of silicic acid added to 24-h silicon-starved cultures. Expression was monitored by measuring the eGFP fluorescence, using an imaging flow cytometer, of the 20,000 cell images collected. Bars represent standard deviations (n = 3).

FIG 5 Correlation between SIT expression and cellular processes. (A) Inverse of the SIT1 level (derived from the results obtained with 200 μM Si, shown in Fig. 4A) versus incorporation of a fluorescent silica tracer, rhodamine 123, as described previously (8), in the cell walls of T. pseudonana; (B) correlation between 1/SIT1 level and Si incorporation; (C) SIT2 expression level relative to percentage of cells in S phase (8).
transport at low extracellular concentrations. Separate knockdowns of SIT1 and SIT2 could not be pursued with the vector construction design used in this study.

Wild-type *T. pseudonana* cells were transformed with plasmid vectors expressing *TpSIT* antisense RNA or RNAi constructs (see Fig. S4 in the supplemental material). Several antibiotic resistance clones were analyzed for the effect of SIT downregulation by Western blotting and real-time quantitative PCR. Two pairs of quantitative RT-PCR primers specific for either *TpSIT1* or *TpSIT2* were used, and mRNA levels were calculated as their means. RNAi clones R-13, R-19, R-20, and R-21 had a lower level of SIT mRNA than the wild type, whereas clone R-14 had a higher level (Fig. 6A and B). Clone R-13 showed the greatest effect of RNAi on the mRNA level (a 95% decrease) relative to that for the wild type; clones R-19 to R-22 showed reductions of 50 to 75%. Antisense clone A-2 showed the greatest effect of antisense RNA on the mRNA level (80% decrease), followed by clones A-7 and A-8 (15% and 10% reductions, respectively). On average, the effect of knockdown was greater for the RNAi clones (50% reduction) than the antisense clones (35% reduction) (Fig. 6B).

Both RNAi and antisense clones were subjected to Western blot analysis using anti-SIT antibodies (21). The antiserum recognizes all three SITs (21); thus, a decrease is representative of a decrease in total SIT levels. Immunoblots were quantified, and the amounts were normalized against the amount for the loading control, α-tubulin. All the transgenic strains showed a decreased amount of SIT compared with that of the wild type (Fig. 6C and D). Overall, the amount of SIT protein in all the RNAi clones was reduced by 80% compared with that in the wild type, whereas the decrease in SIT protein level in the antisense clones was 55% (Fig. 6D), a trend which is consistent with the overall mRNA downregulation (Fig. 6B).

We observed that both the RNAi- and antisense RNA-mediated knockdown methods reduced the protein abundance, but the results did not always correlate with the changes in transcript levels. Clone R-14 had a higher mRNA level, despite a lower protein level, for example, than the wild type. Similarly, mRNA levels in clones A-7 and A-8 were not much lower than the level in the wild type, but the protein levels were reduced (Fig. 6B).

**Effect of SIT downregulation on Si transport and incorporation.** After establishing the effect of antisense RNA and RNAi on SIT mRNA and protein levels, we investigated the effect of the knockdowns on silicon transport and cell wall silica incorporation. Following preliminary Si uptake experiments with RNAi and antisense RNA clones in the presence of 10, 20, and 200 μM Si(OH)₄, we chose 20 μM silicate for use in further experiments, in which the involvement of SITs in the transportation of silicic acid was clearly observed. The net transport of silicic acid was

---

**FIG 6** RNAi and antisense RNA knockdowns of SITs. (A) Quantitative RT-PCR evaluation of the SIT mRNA level in RNAi and antisense RNA transgenic lines. TATA box binding protein mRNA was used for normalization. A and R, antisense RNA and RNAi clones, respectively. Bars represent the standard errors from quantitative RT-PCRs performed with primers specific for SIT1 and SIT2. (B) Average levels of SIT mRNA determined from the results presented in panel A. (C) (Top) Western blot of clones in which SIT was knocked down by antisense RNA and RNAi probed with anti-SIT antiserum; (bottom) Western blot of α-tubulin antibodies used to indicate the amount of protein loaded. (D) Densitometry data normalizing the SIT level to the α-tubulin level. WT, wild type.
measured by the disappearance of silicic acid from the medium (8). The three antisense and three RNAi clones examined had reduced silicic acid transport compared with that of the wild type (Fig. 7). While all silicic acid was taken up by the wild type in 2 h, three RNAi clones took one extra hour to take up the same quantity of silicic acid (Fig. 7A). Similar results were obtained with the antisense RNA knockdowns (Fig. 7B).

We analyzed the effect of SIT downregulation on silica incorporation in the cell wall by virtue of PDMPO labeling (34, 35). In the presence of 20 μM Si(OH)₄, all the antisense and RNAi clones showed lower levels of silica incorporation than the wild type (Fig. 8A and B). Control experiments with a subset of clones showed no difference in incorporation between the wild type and knockdown clones in the presence of 200 μM silicate (Fig. 8C). The relative extent of uptake and incorporation differed substantially when the wild type and the knockdown lines were compared. Comparing the uptake by the wild type with the average uptake by all three clones at 3 h indicated that the clones took up 97% of the silicic acid that the wild type did but incorporated only 62% of the amount of silica (Fig. 7 and 8).

Effect of knockdowns on TAG accumulation. Silicon starvation is an established means to induce the accumulation of triacylglycerol (TAG) in diatoms (37, 38). Obtaining conditions where the amount of Si in the growth medium is minimal in an open outdoor cultivation system, as is anticipated for use for large-scale biofuels production, may be problematic, due to wind-blown dust and other factors. We tested whether the SIT knockdowns could induce TAG more rapidly than the wild type by effectively inducing starvation under conditions in which silicon was still present in small amounts in the medium (Fig. 9). In this experiment, cultures were grown with 100 μM Si(OH)₄ for 24 h, and after harvesting, Si was added at 20 μM and then TAG accumulation was followed by flow cytometry using BODIPY staining (39). According to the data in Fig. 7, all the silicic acid should have been depleted from the medium by the 4-h time point, yet all knockdown clones accumulated TAG more rapidly and to higher levels than the wild type starting at that time. There was no increase in lipid accumulation in the wild type by 4 h, whereas increases of
DISCUSSION

Here we explored the roles of individual SITs in Si transport in *T. pseudonana* by egFP tagging and RNAi- and antisense RNA-mediated knockdown and the effect of knockdown on TAG accumulation. Previous work relied on bulk analyses in which mRNA levels for the different SITs could be distinguished but protein levels could not (21). The development of new genetic manipulation tools enabled examination of the SITs individually at the protein level, and further distinction of their roles was documented. We were able to examine transcript level changes for all three SITs and protein-level changes for SIT1 and SIT2. The knockdown approaches used in this study focused on the SITs predominantly involved in extracellular uptake. Because of extensive sequence similarity and the particular knockdown approaches that we chose to use, we could not distinguish between the roles of SIT1 and SIT2 (both were knocked down), but the results from this study suggest that developing the means to knock them down individually could be fruitful.

It was likely that at least a subset of the SITs in *T. pseudonana* would be localized in the plasma membrane, which is the most logical site for silicon transport from the external milieu into the cell. Here we demonstrated that egFP-tagged SIT1 and SIT2 were indeed localized in the plasma membrane (Fig. 2), consistent with a major role in silicon transport into the cell. Plasma membranes were strongly fluorescent under Si-starved conditions, whereas some weak labeling of what appeared to be the endoplasmic reticulum was also detected. On the other hand, SIT3 under the control of either the native promoter (Fig. 2) or a more highly expressed constitutive *fcp* promoter was not localized to the plasma membrane (data not shown). This may be due to the fact that SIT3 contains a type II signal anchor peptide that usually remains uncleaved (40), whereas SIT1 and SIT2 have type I signal peptides (see Table S3 in the supplemental material). Target prediction with pTARGET predicted the plasma membrane for SIT1 and SIT2 but the peroxisome for SIT3 (see Table S3 in the supplemental material). SIT3 did not appear to have a precise intracellular location but exhibited general labeling in intracellular membrane systems which have features of the endoplasmic reticulum, but it may also be more broadly distributed. Further characterization of the location of SIT3 was not possible because the transgenic lines were consistently unstable and egFP fluorescence was rapidly lost. We can say with certainty only that the protein does not appear to be localized specifically to the plasma membrane, suggesting that SIT3 is not involved in Si uptake into the cell. Potentially, it may play an intracellular transport role or serve a regulatory function. We made other attempts to localize SIT3 by tagging egFP at the N terminus under the control of the native promoter and terminator. However, we could not detect any fluorescence under either Si-replete or Si-starved conditions.

SIT mRNA levels showed a differential response to Si starvation and replenishment (Fig. 1), consistent with the SITs playing different functional roles. The induction of SIT1 and SIT2 mRNA is consistent with a starvation response in which transporter levels increase in an attempt to scavenge whatever substrate is available (29, 41). Downregulation of the SITs after silicic acid addition is consistent with their minor role in uptake under conditions where Si diffusion into the cell would predominate (10). An interesting response seen here and previously (21) is the induction of mRNA during S phase, a time when Si is not needed for cell wall synthesis. This is consistent with a response to populate new cells with the transporters and is not related to a cellular need for Si, as no silica structures are being made at that time.

Previous work indicated a disconnection between SIT transcript and overall protein levels (21), but in this study, SIT1 and SIT2 levels could be distinctly and directly monitored by egFP tagging. The lack of appreciable SIT during growth in the presence of 200 μM exogenous Si (Fig. 3, 0 h) is consistent with a minor role for the SITs in the presence of high Si concentrations that are sufficient to meet cellular Si demand entirely through diffusion. A very small percentage of cells in the population expressed SIT1 and SIT2 at 0 h, and not all cells expressed SIT1 and SIT2 by the time of maximal induction (Fig. 3). This indicates a very tight control of expression, with some variability occurring, possibly due to epigenetic variations or differences in silicon status in individual cells.

The response of egFP-tagged SIT1 and SIT2 to silicon replenishment indicated distinct roles of SIT1 and SIT2. The response for SIT1 was consistent with a need for SITs under conditions with small amounts of Si but not under those with larger amounts of Si. In the presence of 20 and 30 μM Si, cultures would proceed...
through the girdle band formation stage of cell wall synthesis (8) but then become depleted of silicon, resulting in an increase in SIT1 levels (Fig. 4A). The dose dependency of the response is evident because SIT1 increased sooner in the presence of 20 μM Si than in the presence of 30 μM Si. In the presence of 50 μM Si, enough silicon was present to at least initiate valve synthesis at between 3 and 5 h (8), which was manifested as a more rapid decrease in SIT1 levels, after which silicon became limiting, resulting in a subsequent increase in SIT1 levels. In the presence of 200 μM Si, cells would complete valve synthesis and would never be limited for silicon, and SIT1 levels did not increase. The pattern of decrease in the amount of SIT1 at higher concentrations was distinctive and corresponded exactly with previously determined periods of silicic acid requirements for cell wall formation (8). The decrease in the amount of SIT1 during valve formation, when the cell requires more silicic acid, is counterintuitive. This demonstrates that the cell is actively decreasing the SIT1 level in inverse correspondence with Si needs. This indicates a negative regulatory coupling between SIT1 levels and cell wall synthesis. One possible explanation is that the cell is responding to the rapid influx of Si and turns down SIT1 as a response to total influx (or the buildup of an internal pool). An important concept in this hypothesis, consistent with the findings of a previous analysis (8), is that incorporation and not uptake is controlling the process: the cell is drawing in silicic acid when needed and not pumping it in to drive silicification. Another contribution to silicon homeostasis could be Si efflux via efflux transporter proteins. We identified a putative efflux protein via transcriptomics of T. pseudonana, but we have not yet analyzed the role of this protein (42).

SIT2 had a response distinct from that of SIT1 after replenishment with different Si concentrations. Similar to the findings for SIT1, a dose dependency was observed, but a distinctive increase occurred at 3 to 4 h (Fig. 4B). Comparison with previous data (8) indicates that the response correlates well with the percentage of cells in the S phase of the cell cycle, after an initial decline related to recovery from silicon starvation (Fig. 5). Two possible explanations for an increase in SIT2 during S phase, when silicic acid is not needed for cell wall component formation, are that (i) the cell is preloading silicic acid in anticipation of valve formation or (ii) the cell is populating new daughter cells with SITs. Because no appreciable increase in silicic acid intracellular pools occurs during S phase and prior to valve formation (8), the former hypothesis is not supported. This suggests that SIT2 could be replenishing transporter levels during the expansion of cellular membranes.

SIT-knockdown lines enabled us to test the effect of inhibiting transport on cellular processes. In order to select knockdown clones, we had to screen only a few transgenic clones from the agar plates and found that protein in most of them was downregulated, unlike the findings in previous knockdown studies (43). We attributed it to the efficiency of our vector design. A spliceable intron was included as a spacer in the RNAi vector to increase the frequency of silencing (44, 45). Moreover, we used a long gene fragment, which can facilitate efficient gene silencing by minimizing the variability in efficiency attributed to different sites of genes and the length of the short interfering RNA (siRNA) (46). In addition, a long double-stranded inverted repeat cleaved into a number of 19- to 21-bp-long siRNAs by RNase III (47) can contribute to gene silencing efficiency (48). In the case of antisense constructs, we included a 110-bp-long 3′ UTR, in addition to the coding region, which, upon entry into the nucleus, could contribute to increasing the gene silencing efficiency by masking the 3′ UTR from microRNA binding and by modulating polyadenylation and thus alter the function of the target RNA (49–53). On the other hand, stoichiometric binding of antisense RNA at the coding region of the target mRNA in the nucleus induces RNase H1-mediated degradation of the target mRNA, whereas in the cytoplasm it prevents translation into a full-length protein and the resulting improperly folded proteins are destined for destruction (53–55). We observed a range of levels of mRNA transcription and protein expression in knockdown lines (Fig. 6), which could be due to the randomness of transgene insertion in chromosomes, or the positional effect. The general effectiveness of knockdown is obvious from the average level of reduction of mRNA and protein (Fig. 6B and D), and thus, knockdown methods with both RNAi and antisense RNA were generally found to be effective when a complete knockout was not desirable. When required, an individual clone with the strongest knockdown effect can be selected by screening enough transgenic lines.

Initially, we tested the effect of knockdown of SITs in the presence of 200 μM Si(OH)₄ and observed that silicic acid uptake and silica incorporation in all the clones were more or less equal to those in the wild type, consistent with diffusion being predominant. In the presence of 20 μM extracellular silicon (Fig. 7), the wild type depleted the medium of silicon by 2 h, whereas the transgenic clones lagged and took 1 h longer. Diffusion still contributes to overall uptake even at low Si concentrations, but it is clear that knockdown of the SITs has a significant effect. Silica incorporation not only was faster in the wild type than in the downregulated clones (Fig. 8) but also was more complete. This suggests a tighter coupling between the SITs and silica deposition than between the SITs and silicon uptake, which would be expected if diffusion contributes, and this finding is supported by several other pieces of evidence presented here (e.g., Fig. 2) and our hypothesis about coupling between SIT stability and cell wall synthesis. Silica incorporation occurs as a stepwise process during the first 0 to 3 h with the sequential formation of girdle bands (8); perhaps the difference in incorporation between the wild type and the knockdown lines resulted from fewer girdle bands being synthesized in the latter. A nonlinear correlation between the extent of knockdown and a change in Si uptake was observed (Fig. 6 and 7). This could be due to uptake involving both SIT-mediated and diffusional transport, which is especially exacerbated at low Si concentrations. In addition, there was not a linear relation between SIT protein and uptake activity, as has been demonstrated by kinetics measurements showing a sigmoidal curve indicative of a cooperative interaction between proteins involved in affecting transport (10).

An established effect of silicon starvation-induced cell cycle arrest in diatoms is the induction of TAG accumulation (37, 38). This is an attractive feature for the use of diatoms for biofuel production (56), because silicon limitation occurs more rapidly than nitrogen limitation (due to a lack of appreciable intracellular stores) and silicon limitation has fewer detrimental effects on cellular metabolism. The practical limitation of silicic acid in a large-scale open cultivation system may be challenging, given the possibility of undesired Si input from wind or other sources. If the cell could be engineered to sense silicon starvation before levels reach zero, then the induction of TAG accumulation could still occur. This was tested in SIT-knockdown transgenic lines (Fig. 9). The data indicate that even though extracellular Si should be depleted...
by 3 h in all lines (Fig. 7), there was a more rapid induction of TAG accumulation in the transgenic lines by 4 h. The average induction by all three transgenic lines at 4 h was greater than that by the wild type at 12 h. The differences between the transgenic lines and the wild type were consistent from 4 to 12 h, with the average difference being from 1.7- to 1.8-fold higher at each time point evaluated. Thus, the effect of SIT knockdown on lipid accumulation is most significant at the early hours of Si depletion, with little effect subsequently being detected.

Overall, the data presented here substantiate several features related to the presumed roles of SITs but also raise some unanticipated questions regarding their true functions. A general conclusion is that SIT1 and SIT2 play major roles in silicic acid uptake only at environmentally relevant extracellular Si concentrations, consistent with previous kinetic measurements (10), and this has now been substantiated in terms of the regulation of mRNA and protein. This was documented by the decrease in SIT levels with increasing amounts of added Si (Fig. 4) and the lack of an effect of knockdown on Si uptake in the presence of 200 μM Si (Fig. 8C). The concept of SITs being important in Si uptake only in the presence of current environmentally relevant concentrations raises questions about the evolution of these transporters. At the time that diatoms evolved, Si levels in the oceans were high (57), and diffusion-mediated transport of silicon would have been predominant. As diatoms and other siliceous organisms reduced the ocean levels of Si, a need for transporter-mediated uptake would have arisen. This suggests that the SITs may not have been involved in the development of the silicification process, unless they were required for transport across intracellular membranes.

Unanticipated results relate to SIT1 and SIT2 expression patterns and the effect of knockdowns on silica incorporation and TAG accumulation. It may make logical sense to downregulate SIT1 in the presence of excess Si, but why would the cell correlate the downregulation so precisely in accordance with silica incorporation, especially since the cell does not need the SITs when exogenous Si passively diffuses into cells (Fig. 4A)? A hypothesis consistent with the data is that the cell is using the SITs to monitor whether sufficient silicic acid is present to complete the formation of a cell wall component, particularly the valve. Alternatively, another silicon-sensing protein upstream of silicon transport could be involved; however, the SITs are the only proteins yet identified to specifically interact with silicic acid (15), and there is precedence for transporters functioning as sensors (58, 59). The TAG accumulation results (Fig. 9) also support the suggestion that the SITs are directly involved in sensing. Knowing that sufficient Si was present would be essential to cell survival; an incomplete cell wall structure could compromise the integrity of the cell. Titration of the amount of SiT could be a mechanism for monitoring extracellular Si; higher SIT levels relate to lower Si levels. This concept may also relate to the TAG accumulation results. In Fig. 9, at 4 h, Si was depleted from all cultures, but the knockdown lines had accumulated TAG many hours before the wild type did. The difference between the wild type and the knockdowns is the lower abundance of the SITs in the latter. TAG accumulation in diatoms is associated with cell cycle arrest (56). If the cell uses SITs to sense whether enough Si is present to complete the cell wall and cell cycle, and knockdown lines have less SIT, then the mechanism accounting for SIT levels could be affected, signaling, artificially, that the cell will not be able to progress through the cell cycle. In the wild type, the cell will also not be able to progress through the cell cycle, but the signal for this could be lacking. This suggests that the TAG accumulation response could be due to a signaling mechanism and not cell cycle arrest per se.

The ability to monitor individual SIT levels and to knock down the ability of the cell to use SIT-mediated uptake alters our concepts of the role of these proteins in unexpected ways. In addition to the SITs playing a major role in silicon uptake at environmentally relevant extracellular Si concentrations, which was previously documented in kinetic analyses (10), they also appear to play a more substantial regulatory role related to the extracellular availability of silicon. Considering that when diatoms arose evolutionarily, proteins to transport silicon into cells should not have been necessary, it would make sense that the SIT function evolved under conditions with lower levels of ambient environmental silicon to sense whether sufficient silicon was present to complete cell wall structures. The distinct protein-level response comparing SIT1 and SIT2 (Fig. 4) as well as the localization of SIT3 (Fig. 2) suggests further specialization of the roles of SITs. The development of more sophisticated manipulation approaches, such as the use of individual knockdowns for SIT1 and SIT2 or complete knockouts, will facilitate their further study.
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