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Abstract

Mass tensor molecular dynamics was first introduced by Bennett [J. Comput. Phys. 19, 267 (1975)] for efficient sampling of phase space through the use of generalized atomic masses. Here, we show how to apply this method to ab initio molecular dynamics simulations with minimal computational overhead. Test calculations on liquid water show a threefold reduction in computational effort without making the fixed geometry approximation. We also present a simple recipe for estimating the optimal atomic masses using only the first derivatives of the potential energy.
I. INTRODUCTION

The efficiency of molecular dynamics (MD) simulations is governed by the choice of time step, which is usually taken 1/15 - 1/20 of the period of the fastest oscillation in the system. In liquid water, for instance, the O-H stretching mode has a period of 9-10 fs, thus limiting the time step to less than 1 fs. On the other hand, the length of a simulation must be much longer than structural relaxation times of the system, which range from picoseconds for liquid water to microseconds for biological systems [1]. Therefore, much effort has been made to reduce this gap in time scale [2, 3], e.g., by eliminating the high frequency motion, or equivalently, by accelerating the low frequency motion.

One of the most widely used techniques in classical MD is constrained molecular dynamics (CMD) [4, 5], in which the bond lengths and angles may be fixed to their equilibrium values. CMD allows us to increase the time steps by a factor of two to three, due to the absence of fast intramolecular vibrations. CMD is equally valid in ab initio molecular dynamics (AIMD) simulations [6, 7] which provide more accurate interatomic forces at the expense of much higher computational costs [8–10]. We can also use CMD to prevent (undesirable) breaking of covalent bonds in the initial stages of the simulations [11]. However, bond flexibility can play an important role if two or more phases coexist in the simulation cell [12, 13]. Furthermore, overuse of bond angle constraints is prone to numerical artifacts [2].

A more recent development, which is free from these drawbacks, is the multiple time step (MTS) algorithms like Verlet-I [14] and r-RESPA [15]. In MTS, one can use large time steps for computationally expensive long-range interactions, while inexpensive short-range ones are integrated with small time steps. MTS is superior to CMD in that no fixed geometry approximation is required, while a similar or higher gain in performance can be achieved. Unfortunately, interatomic forces from ab initio calculations cannot be divided into short- and long-range components exactly. Therefore, with the exception of approximate implementations [16, 17], MTS is not generally used for AIMD.

In the present paper, we investigate an alternative approach which takes advantage of the extra degrees of freedom associated with the choice of atomic masses. A simple approach along these lines is to rescale the atomic masses appropriately, which is particularly effective in systems containing hydrogen [18–21], as well as for adiabatic free energy calculations [22, 23]. It is also a common practice to replace hydrogen by deuterium in AIMD study of
liquid water [24], thereby increasing the time step by a factor of $\sqrt{2}$.

Whereas the mass scaling method alleviates the time-scale problem to some extent, it does not fully eliminate the strong anisotropy of the phase space caused by covalent bonds. This problem can be overcome by using a more general formulation termed mass tensor molecular dynamics (MTMD), which was first introduced by Bennett more than three decades ago [25]. MTMD enables us to make the phase space nearly isotropic by using a nondiagonal position-dependent mass tensor, thus leading to enhanced sampling. Bennett used a constant, but nondiagonal mass tensor in his calculations on a simple polymer chain, and achieved a five-to tenfold reduction in computational effort. The staging method used in path integral MD [9] can also be viewed as a variant of MTMD. Melchionna has recently developed a similar method using internal coordinates in a series of papers [26–28]. In the present work, we show how to apply MTMD to AIMD simulations with minimal computational overhead. We also demonstrate the effectiveness of our approach in Born-Oppenheimer MD simulation of liquid water.

II. THEORY

The classical Hamiltonian for a system of $N$ atoms is given by

$$ H_0(q, p) = \frac{1}{2} \sum_i \frac{p_i^2}{m_i} + U(q), $$

where $m$, $q$ and $p$ are vectors of dimension $3N$, representing atomic masses, positions and momenta. $U(q)$ denotes either the classical potential energy function [29], or the Kohn-Sham total energy [30, 31]. In what follows, we will focus on the latter problem.

The generalized Hamiltonian introduced by Bennett is given by [25]

$$ H(q, p) = \frac{1}{2} \sum_{i,j} \rho_i \ M^{-1}_{ij}(q) \ p_j + U(q), $$

where $M$ is a positive definite, symmetric matrix of dimension $3N$ which depends on the atomic positions $q$. Let us assume that $\rho(q)$ is the canonical probability distribution in configuration space:

$$ \rho(q) = \frac{\int dp \ \exp(-\beta H)}{\int dq \ dp \ \exp(-\beta H)}. $$
where $\beta = 1/k_B T$ is the inverse temperature. Then, the ensemble average of any operator $A(q)$ is given by

$$\langle A \rangle = \int A(q) \rho(q) dq.$$  \hspace{1cm} (4)

If Eq.(2) is substituted into Eq.(3), and integration over $p$ is performed \cite{32}, we obtain

$$\rho(q) = \frac{|M(q)|^{1/2} \exp(-\beta U(q))}{\int dq |M(q)|^{1/2} \exp(-\beta U(q))}. \hspace{1cm} (5)$$

Therefore, as long as $\det(M) = |M(q)|$ is independent of $q$, $\rho(q)$ (and thus $\langle A \rangle$) agrees with that of the original Hamiltonian. The same conclusion holds true for the microcanonical ensemble \cite{25}.

There are numerous ways to choose $M$ that satisfies the above conditions, but a reasonable choice is

$$M \approx \mathcal{H} \times c(q), \hspace{1cm} (6)$$

where the Hessian matrix $\mathcal{H}$ is given by

$$\mathcal{H}_{ij} = \frac{\partial^2 U(q)}{\partial q_i \partial q_j}, \hspace{1cm} (7)$$

and $c(q)$ is a scalar function to compensate for the $q$-dependence of $|\mathcal{H}|$. If $U(q)$ is a convex quadratic function of $q$, Eq.(6) is optimal in the sense that all normal modes have the same frequency. In practice, it is prohibitively expensive to calculate the exact values of $\mathcal{H}_{ij}$ at each step of AIMD. Instead, we introduce a simple harmonic approximation to $U(q)$, given by

$$V_H(q) = \sum_{\text{angles}} C_a (\theta - \theta_{eq})^2 + \sum_{\text{bonds}} C_b (r - r_{eq})^2, \hspace{1cm} (8)$$

where only covalent bonds contribute to the sum. Then, we can define

$$V_{ij} = \frac{\partial^2 V_H(q)}{\partial q_i \partial q_j}, \hspace{1cm} (9)$$

which is a sparse, symmetric, and indefinite matrix. The simplest way to construct a positive definite matrix similar to $V$ is to define

$$M = (V + \epsilon I) \times c(q) \hspace{1cm} (10)$$

using a small positive constant $\epsilon$. In our experience, however, the value of $\epsilon$ tends to be relatively large in finite temperature simulations, which has a negative impact on the
performance of MTMD. Therefore, we adopt a more robust definition based on the eigenvalue
decomposition of \( V \) \[25\]. \( V \) is first diagonalized by an orthogonal matrix \( P \) as
\[
V = P^T \cdot \Lambda \cdot P,
\]
where \( \Lambda \) is a diagonal matrix given by \( \Lambda_{ij} = \lambda_i \delta_{ij} \). Then, we introduce
\[
M_0 = P^T \cdot f(\Lambda) \cdot P,
\]
where \( f(\lambda) \) is a filtering function given by
\[
f(\lambda) = (\lambda^6 + \epsilon^6)^{\frac{1}{6}}.
\]
At variance with Eq.(10), \( M_0 \) is a positive definite matrix for any nonzero \( \epsilon \). Finally, \( M \) is
given by
\[
M = c_0 \cdot M_0,
\]
where
\[
c_0 = \left( \frac{\alpha}{|M_0|} \right)^{\frac{1}{3}},
\]
and \( \alpha \) is an arbitrary normalization factor which does not depend on \( q \). By definition, \( \det(M) = \alpha \) holds for any \( q \), irrespective of the choice of \( V_H \) and \( \epsilon \).

The equations of motion derived from the generalized Hamiltonian of Eq.(2) are given by
\[
\frac{dq_k}{dt} = \frac{\partial H}{\partial p_k} = \sum_j p_j \cdot M^{-1}_{kj}(q),
\]
and
\[
\frac{dp_k}{dt} = -\frac{\partial H}{\partial q_k} = -\frac{1}{2} \sum_{i,j} p_i p_j \frac{\partial}{\partial q_k} M^{-1}_{ij}(q) - \frac{\partial}{\partial q_k} U(q).
\]
Numerical integration of these equations is performed with the generalized leapfrog algorithm
\[28, 33, 35\],
\[
p_k^{n+\frac{1}{2}} = p_k^n - \frac{h}{2} \left\{ \frac{1}{2} \sum_i p_{i}^{n+\frac{1}{2}} \frac{\partial}{\partial q_k} M^{-1}_{ij}(q) \right\},
\]
\[
d_k^{n+1} = q_k^n + \frac{h}{2} \cdot \sum_j p_{j}^{n+\frac{1}{2}} \left\{ (M^{-1})^{n+1} + (M^{-1}_k)^n \right\},
\]
\[
p_k^{n+1} = p_k^n + \frac{h}{2} \left\{ \frac{1}{2} \sum_i p_{i}^{n+\frac{1}{2}} \frac{\partial}{\partial q_k} M^{-1}_{ij}(q) \right\},
\]
where \( h \) is the time step and the superscript denotes the time-step number. While Eq. (20) is an explicit formula, Eqs. (18) and (19) are implicit, i.e., these equations must be solved iteratively. Note, however, that we need to update only classical variables during the iterations, which is orders of magnitude faster than the evaluation of quantum mechanical forces \((-\partial U/\partial q)\). Therefore, the computational cost of a single MTMD step is comparable to that of a conventional AIMD. Eqs. (18–20) also preserve the symplectic property, if the implicit ones are solved with sufficient accuracy [35]. When \( M \) is independent of \( q \), the generalized leapfrog algorithm reduces to the velocity-Verlet method [36].

III. COMPUTATIONAL DETAILS

We carried out two AIMD simulations of liquid water to evaluate the performance of MTMD in real applications. The reference simulation (hereafter denoted by REF) was performed with \( m_{\text{H}} = 1.00794 \) and \( m_{\text{O}} = 15.9994 \), while the MTMD simulation was performed with \( q \)-dependent masses, as will be explained below.

Atomic forces were calculated within the density functional theory [37, 38]. We used the generalized gradient approximation in the Perdew-Burke-Ernzerhof form [39]. The separable norm-conserving pseudopotentials were employed [40, 41], and only the \( \Gamma \) point was used to sample the Brillouin zone. The electronic orbitals were expanded by the finite-element basis functions [42, 43] with an average cutoff energy of 58 Ry, while the resolution was approximately doubled near the oxygen atoms by adaptation of the grids [44]. Liquid water at an elevated temperature was modeled by 64 molecules in a cubic supercell of side 13.92 Å [45], which was chosen to minimize the effect of nonergodic behavior observed at low temperatures [46]. The equations of motion for the atoms were integrated with the generalized leapfrog algorithm using a time step of 20 a.u. (0.484 fs). Eqs. (18) and (19) were iterated 10 times to achieve full convergence in the MTMD run. Initial atomic velocities were chosen so that the total energies in the two simulations coincide. After equilibration, production runs of 15 ps were carried out in the microcanonical ensemble. The electronic states were quenched to the Born-Oppenheimer surface at each MD step with the limited-memory variant [47, 48] of the quasi-Newton method [49]. The initial guesses were extrapolated from previous MD steps [50].

Atomic masses used in the MTMD run were determined in the following manner. \( V_{\text{H}} \) of
Eq. (8) was first decomposed into a sum of contributions from each water molecule,

$$V_H = \sum_\mu v_\mu.$$  \hspace{1cm} (21)

The potential energy function $v_\mu$ for molecule $\mu$ can be written as

$$v_\mu = \frac{k_1}{2} \left\{ (r_{1,\mu} - r_0)^2 + (r_{2,\mu} - r_0)^2 \right\} + \frac{k_2}{2} (\theta_\mu - \theta_0)^2,$$  \hspace{1cm} (22)

where $r_1 = r(OH_1)$, $r_2 = r(OH_2)$, and $\theta = \angle H_1OH_2$. The parameters $k_1, k_2, r_0$, and $\theta_0$ were determined by the force matching method [51] using the equilibration part of the trajectories, as listed in Table I. Under this definition, $M$ is a block diagonal matrix, with each block being a square matrix of order 9. Therefore, inversion and diagonalization of $M$ can be carried out at negligible cost. In terms of the efficiency of phase space sampling, the value of $\epsilon$ introduced in Eq. (13) should be as small as possible, while too small a value may lead to instability. After some trial and error, $\epsilon = 0.1 \text{ Ha/Bohr}^2$ proved to be a good compromise in the present system. The normalization factor $\alpha$ was adjusted so that the period of the fastest oscillation in MTMD agrees with that in REF, to make a fair comparison between the two simulations.

IV. RESULTS

A. Numerical accuracy

We first show the time evolution of total energy and potential energy during the MTMD run in Fig. II(a), which reflects the accuracy of numerical integration. Conservation of the total energy in REF is also satisfactory. Average temperatures are 415.74 K and 415.42 K for the REF and MTMD run, respectively. Probability distributions of potential energies are also compared in Fig. II(b). These results suggest that, within statistical errors, the two simulations are sampling the same region of phase space. We have also found that 20 - 25 % more computational effort is required for the calculation of interatomic forces in going from REF to MTMD. This is because the atoms move a longer distance at each MTMD step, as will be shown below, which makes the extrapolation of initial guesses less effective [50]. A similar effect was observed in our previous work on CMD [6].
B. Structural properties

Average geometry of each molecule and the radial distribution functions (RDFs) have been calculated from the trajectories, as shown in Table II and Fig.2, respectively. All results are in excellent agreement with each other, as expected from the theoretical analysis. We also compare the convergence of oxygen-oxygen RDFs \( g_{oo} \) with respect to simulation length. The residual error in \( g_{oo} \) is defined by

\[
R(t) = \int_0^{r_{\text{max}}} |g_{oo}(r, t) - g_{oo}(r, t_{\text{max}})|^2 \, dr,
\]

where we set \( r_{\text{max}} = 7 \, \text{Å} \) and \( t_{\text{max}} = 15 \, \text{ps} \), and \( g_{oo}(r, t) \) denotes the oxygen-oxygen RDF, extracted from the trajectory in the range of \([0, t]\). As shown in Fig.3(a), the error for MTMD decays more than three times faster. The rapid convergence of MTMD is more clearly seen in Fig.3(b), where the RDFs at \( t = 1 \, \text{ps} \) are compared with that of \( t = t_{\text{max}} \). The residual errors for oxygen-hydrogen and hydrogen-hydrogen RDFs behave similarly, but are much smaller because there are twice as many hydrogen atoms in the simulation cell.

C. Dynamical properties

The atomic velocities from the simulations have been used to calculate the vibrational spectra shown in Fig.4. The first peak at 3400-3700 \( \text{cm}^{-1} \) in REF corresponds to the O-H stretching mode, while the second peak at 1620-1630 \( \text{cm}^{-1} \) is assigned to the H-O-H bending mode. The low frequency region below 1000 \( \text{cm}^{-1} \) corresponds to the intermolecular modes. When going from REF to MTMD, the two peaks corresponding to the intramolecular modes merge into a single broad peak between 3200 - 3700 \( \text{cm}^{-1} \). Furthermore, the intermolecular modes now extend up to 3000 \( \text{cm}^{-1} \). Therefore, the gaps in the original spectra, which reduce the efficiency of simulations, are absent in the MTMD results. Note also that the highest frequency observed in MTMD is in good agreement with that in REF, which confirms that our choice of \( \alpha \) is appropriate. This also means that MTMD and REF have the same accuracy, in the sense that the time step \( \approx \frac{1}{20} \) of the period of the fastest oscillation (\( \approx 9 \, \text{fs} \)) in both simulations. Finally, we compare the mean square displacements of oxygen atoms from the two simulations in Fig.5. In agreement with the convergence rate of RDFs, the mean square displacement from MTMD is found to grow \( \approx 3.5 \) times faster. If the aforementioned increase in computational cost is taken into account, the use of MTMD
results in a net gain of 2.8 - 2.9 times. This gain is competitive with that of using a rigid water model \[7\], even though no fixed geometry approximation is required in MTMD.

V. DISCUSSION

While ensemble averages of structural properties remain unchanged in MTMD, the same does not hold for dynamical properties like vibrational spectra and self-diffusion coefficients. This is because the trajectories satisfying the generalized equations of motion (Eqs. (16,17)) are unphysical, which can be viewed as a trade-off for enhanced sampling of the phase space. Therefore, MTMD should be used only in the equilibration phase, if dynamical properties are required. Nevertheless, there are several possible ways to recover the vibrational spectra of the original system within the harmonic approximation \[52–55\]. Most of these methods rely on the covariance matrix of atomic fluctuations,

\[
\sigma_{ij} = \langle (q_i - \langle q_i \rangle)(q_j - \langle q_j \rangle) \rangle, \tag{24}
\]

which has the form of an ensemble average. Therefore, we can use the trajectory of MTMD or even Monte Carlo simulations to calculate Eq. (24). In disordered systems, however, care must be taken in the choice of reference frame to take into account the effect of translation and rotation of each molecule. It is also worth noting that a novel algorithm based on the stochastic path-integral formalism \[56\] has recently been proposed, which allows us to recover the time correlation functions of the original system from the trajectory on a modified potential energy surface. A more empirical approach for estimating the self-diffusion coefficient from RDFs is also known for simple liquids \[57\]. The validity of these algorithms will be discussed in more detail elsewhere.

As already mentioned in the Introduction, MTMD generally performs better than mass scaling, because the knowledge of the molecules can be fully exploited in MTMD. Nevertheless, mass scaling is still an attractive option, if chemical reactions can occur during the simulations \[11, 58, 59\]. Moreover, at variance with MTMD, no programming effort is required. To the best of our knowledge, relatively little effort has been made \[60\] to optimize the atomic masses theoretically for finite temperature simulations, although several empirical studies exist \[19, 23\]. To this end, we first introduce the expression for the thermal
average of the Hessian \[36, 55\]:

\[
\langle H_{ij} \rangle = \left\langle \frac{\partial^2 U}{\partial q_i \partial q_j} \right\rangle = \frac{1}{k_B T} \left\langle \left( \frac{\partial U}{\partial q_i} \right) \left( \frac{\partial U}{\partial q_j} \right) \right\rangle,
\]  

(25)

which was originally intended for vibrational analysis \[55\]. Here we propose to use Eq.\( (25) \) to estimate the optimal masses \( m_i^{\text{theory}} \) by

\[
m_i^{\text{theory}} \propto \langle H_{ii} \rangle = \frac{1}{k_B T} \left\langle \left( \frac{\partial U}{\partial q_i} \right)^2 \right\rangle,
\]  

(26)

where we take the average over all directions and atoms of the same element. Then, these masses may be used in conjunction with the original Hamiltonian of Eq.\( (1) \). Eq.\( (26) \) may be viewed as a special case of Eq.\( (6) \). In the case of liquid water, we obtain a ratio of 2.0 for \( m_O^{\text{theory}}/m_H^{\text{theory}} \), which is in close agreement with the empirical results of Feenstra et al. \[19\]. Theoretical prediction will play an important role in more complicated systems containing three or more elements where empirical optimization is prohibitive. Preliminary studies on the lithium borohydride (LiBH\(_4\)) system \[61\] using the optimal masses are showing promising results. We also note that atoms of the same element may have different masses. For instance, hydrogen atoms forming O-H bonds may be made heavier than those forming C-H bonds, if these bonds remain stable throughout the simulations.

VI. CONCLUSION

The importance of the choice of Hessian in \textit{ab initio} geometry optimization is well known \[62-65\]. As we have shown in the present study, Hessian plays an equally important role in finite temperature simulations. MTMD will be the method of choice for nonreactive systems, if the primary interest of the simulations is the equilibrium properties \[66\]. On the other hand, the mass scaling method is applicable to a wider class of problems, and will be particularly effective for systems with large differences in atomic masses, e.g., water/Pt interface \[67\]. These approaches may also prove useful for global optimization problems \[68\]. It would also be interesting to combine MTMD with rare event methods such as hyperdynamics \[69\] and metadynamics \[70\]. Since these methods do not involve kinetic part of the Hamiltonian, the implementation would be straightforward.
ACKNOWLEDGEMENTS

This work was supported by a KAKENHI grant (20038050). Numerical calculations were carried out on the T2K open supercomputer at the University of Tokyo.
[1] M. L. Klein and W. Shinoda, Science \textbf{321}, 798 (2008).
[2] T. Schlick, E. Barth, and M. Mandziuk, Annu. Rev. Biophys. Biomol. Struct. \textbf{26}, 181 (1997).
[3] M. Christen and W. F. van Gunsteren, J. Comput. Chem. \textbf{29}, 157 (2008).
[4] J-P. Ryckaert, G. Ciccotti, and H. J. C. Berendsen, J. Comput. Phys. \textbf{23}, 327 (1977).
[5] H. C. Andersen, J. Comput. Phys. \textbf{52}, 24 (1983).
[6] E. Tsuchida and K. Terakura, J. Phys. Soc. Jpn. \textbf{70}, 924 (2001).
[7] M. Allesch, E. Schwegler, F. Gygi, and G. Galli, J. Chem. Phys. \textbf{120}, 5192 (2004).
[8] R. Car and M. Parrinello, Phys. Rev. Lett. \textbf{55}, 2471 (1985).
[9] M. E. Tuckerman, J. Phys.: Condens. Matter \textbf{14}, R1297 (2002).
[10] D. Marx and J. Hutter, \textit{Ab Initio Molecular Dynamics: Basic Theory and Advanced Methods} (Cambridge University Press, Cambridge, 2009).
[11] Y-K. Choe, E. Tsuchida, T. Ikeshoji, A. Ohira, and K. Kidena, J. Phys. Chem. B \textbf{114}, 2411 (2010).
[12] M. Christen and W. F. van Gunsteren, J. Chem. Phys. \textbf{122}, 144106 (2005).
[13] G. Raabe and R. J. Sadus, J. Chem. Phys. \textbf{126}, 044701 (2007).
[14] H. Grubmüller, H. Heller, A. Windemuth, and K. Schulten, Mol. Sim. \textbf{6}, 121 (1991).
[15] M. Tuckerman, B. J. Berne, and G. J. Martyna, J. Chem. Phys. \textbf{97}, 1990 (1992).
[16] E. Anglada, J. Junquera, and J. M. Soler, Phys. Rev. E \textbf{68}, 055701(R) (2003).
[17] M. Guidon, F. Schiffmann, J. Hutter, and J. VandeVondele, J. Chem. Phys. \textbf{128}, 214104 (2008).
[18] R. Pomès and J. A. McCammon, Chem. Phys. Lett. \textbf{166}, 425 (1990).
[19] K. A. Feenstra, B. Hess, and H. J. C. Berendsen, J. Comput. Chem. \textbf{20}, 786 (1999).
[20] H. Zheng, S. Wang, Y. Zhang, J. Comput. Chem. \textbf{30}, 2706 (2009).
[21] D. Wei and F. Wang, J. Chem. Phys. \textbf{133}, 084101 (2010).
[22] L. Rosso, P. Mináry, Z. Zhu, and M. E. Tuckerman, J. Chem. Phys. \textbf{116}, 4389 (2002).
[23] J. VandeVondele and U. Rothlisberger, J. Phys. Chem. B \textbf{106}, 203 (2002).
[24] M. Sprik, J. Hutter, and M. Parrinello, J. Chem. Phys. \textbf{105}, 1142 (1996).
[25] C. H. Bennett, J. Comput. Phys. \textbf{19}, 267 (1975).
[26] S. Melchionna, Phys. Rev. E \textbf{62}, 8762 (2000).
[27] S. Melchionna, J. Chem. Phys. 121, 4534 (2004).
[28] S. Melchionna, Mol. Phys. 104, 3045 (2006).
[29] A. J. Stone, Science 321, 787 (2008).
[30] R. M. Martin, Electronic Structure: Basic Theory and Practical Methods (Cambridge University Press, New York, 2004).
[31] Y. Saad, J. R. Chelikowsky, and S. M. Shontz, SIAM Rev. 52, 3 (2010).
[32] C. Chatfield and A. J. Collins, Introduction to Multivariate Analysis (Chapman and Hall, London, 1980).
[33] J. M. Sanz-Serna and M. P. Calvo, Numerical Hamiltonian Problems (Chapman and Hall, London, 1994).
[34] J. B. Sturgeon and B. B. Laird, J. Chem. Phys. 112, 3474 (2000).
[35] B. Leimkuhler and S. Reich, Simulating Hamiltonian Dynamics (Cambridge University Press, Cambridge, 2004).
[36] M. P. Allen and D. J. Tildesley, Computer Simulation of Liquids (Oxford Science Publications, Clarendon, Oxford, 1987).
[37] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).
[38] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
[39] J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).
[40] S. Goedecker, M. Teter, and J. Hutter, Phys. Rev. B 54, 1703 (1996).
[41] C. Hartwigsan, S. Goedecker, and J. Hutter, Phys. Rev. B 58, 3641 (1998).
[42] E. Tsuchida and M. Tsukada, Phys. Rev. B 54, 7602 (1996).
[43] E. Tsuchida and M. Tsukada, J. Phys. Soc. Jpn. 67, 3844 (1998).
[44] F. Gygi, Phys. Rev. B 51, 11190 (1995).
[45] I-F. W. Kuo, C. J. Mundy, M. J. McGrath, and J. I. Siepmann, J. Chem. Theory Comput. 2, 1274 (2006).
[46] J. VandeVondele, F. Mohamed, M. Krack, J. Hutter, M. Sprik, and M. Parrinello, J. Chem. Phys. 122, 014515 (2005).
[47] D. C. Liu and J. Nocedal, Math. Prog. 45, 503 (1989).
[48] E. Tsuchida, J. Phys. Soc. Jpn. 71, 197 (2002).
[49] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, Numerical Recipes in Fortran (Cambridge University Press, Cambridge, 1992).
[50] T. A. Arias, M. C. Payne, and J. D. Joannopoulos, Phys. Rev. Lett. 69, 1077 (1992).
[51] F. Ercolessi and J. B. Adams, Europhys. Lett. 26, 583 (1994).
[52] R. M. Levy, O. de la Luz Rojas, and R. A. Friesner, J. Phys. Chem. 88, 4233 (1984).
[53] A. Amadei, A. B. M. Linssen, and H. J. C. Berendsen, Proteins 17, 412 (1993).
[54] M. Schmitz and P. Tavan, J. Chem. Phys. 121, 12233 (2004).
[55] M. Martinez, M.-P. Gaigeot, D. Borgis, and R. Vuilleumier, J. Chem. Phys. 125, 144106 (2006).
[56] C. Xing and I. Andricioaei, J. Chem. Phys. 124, 034110 (2006).
[57] J-L. Bretonnet, J. Chem. Phys. 117, 9370 (2002).
[58] Y-K. Choe, E. Tsuchida, and T. Ikeshoji, J. Chem. Phys. 126, 154510 (2007).
[59] Y-K. Choe, E. Tsuchida, T. Ikeshoji, S. Yamakawa, and S. Hyodo, Phys. Chem. Chem. Phys. 11, 3892 (2009).
[60] M. I. J. Probert, J. Comput. Phys. 191, 130 (2003).
[61] T. Ikeshoji, E. Tsuchida, K. Ikeda, M. Matsuo, H-W. Li, Y. Kawazoe, and S. Orimo, Appl. Phys. Lett. 95, 221901 (2009).
[62] M. Head-Gordon and J. A. Pople, J. Phys. Chem. 92, 3063 (1988).
[63] F. Eckert, P. Pulay, and H-J. Werner, J. Comput. Chem. 18, 1473 (1997).
[64] M. V. Fernández-Serra, E. Artacho, and J. M. Soler, Phys. Rev. B 67, 100101(R) (2003).
[65] J. M. Rondinelli, B. Deng, and L. D. Marks, Comp. Mater. Sci. 40, 345 (2007).
[66] J-L. Li, R. Car, C. Tang, and N. S. Wingreen, Proc. Natl. Acad. Sci. USA 104, 2626 (2007).
[67] M. Otani, I. Hamada, O. Sugino, Y. Morikawa, Y. Okamoto, and T. Ikeshoji, Phys. Chem. Chem. Phys. 10, 3609 (2008).
[68] R. Biswas and D. R. Hamann, Phys. Rev. B 34, 895 (1986).
[69] A. F. Voter, Phys. Rev. Lett. 78, 3908 (1997).
[70] A. Laio and M. Parrinello, Proc. Natl. Acad. Sci. USA 99, 12562 (2002).
FIG. 1. Numerical accuracy of test calculations on liquid water. (a) Time evolution of total energy and potential energy in MTMD run. (b) Probability distributions of potential energies from REF and MTMD runs.
FIG. 2. (a) Oxygen-oxygen, (b) oxygen-hydrogen, and (c) hydrogen-hydrogen radial distribution functions.
FIG. 3. Convergence of oxygen-oxygen RDFs ($g_{oo}(r, t)$) with respect to simulation length $t$. (a) Residual error $R(t)$ as a function of time. The scaled MTMD lines denote $R(t/3.5)$. (b) Comparison of $g_{oo}(r, t)$ at $t = 1$ ps and $t = t_{max}$. 
FIG. 4. Vibrational spectra of liquid water from REF and MTMD.

FIG. 5. Mean square displacements of oxygen atoms from REF and MTMD. No average over time is taken.
TABLE I. Parameters of the force field for water molecules determined by the force matching method [51].

| $k_1$ (kcal/mol·Å$^2$) | $k_2$ (kcal/mol·rad$^2$) | $r_0$ (Å) | $\theta_0$ (deg) |
|------------------------|--------------------------|-----------|------------------|
| 846.87                 | 74.33                    | 0.9846    | 105.01           |

TABLE II. Average structure of water molecules in liquid phase from the simulations.

| $r$(OH) (Å) | $\angle$H$_1$OH$_2$ (deg) |
|-------------|----------------------------|
| REF         | 0.9856 ± 0.0308 104.80 ± 5.72 |
| MTMD        | 0.9857 ± 0.0312 104.84 ± 5.75 |