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1 Introduction

The Schwarzschild black hole is an important solution to Einstein’s equations. Classical string theory is a certain deformation of Einstein’s theory and it would be nice to be able to find the stringy version of Schwarzschild’s solution, which should be described as a certain worldsheet CFT. It is simpler to think about the Euclidean problem so that time is a circle of length $\beta$, asymptotically. For large $\beta$, $\beta \gg l_s$, we expect to have the usual black hole with some $\alpha'$ corrections $[1–3]$. When $\beta$ approaches a special value, $\beta_H$, called the inverse Hagedorn temperature, we expect that the thermal ensemble should not be well defined in the bulk, even far from the black hole. In low number of dimensions, Horowitz and Polchinski found an interesting solution involving a winding condensate when $\beta - \beta_H \ll l_s$ [4]. This solution can be viewed as a self gravitating gas of hot strings, a kind of “string star”. We will refer to the solution as the “Horowitz-Polchinski solution”.

It had also been speculated that small black holes would turn into fundamental strings at this temperature $[5–7]$, see also $[8]$. Since the Horowitz-Polchinski solution already describes an oscillating string, one could wonder whether the black hole and the Horowitz-Polchinski solution are continuously connected as conformal field theories.

One reason for asking this question is that both the Horowitz-Polchinski and the black hole solutions have a classical entropy. However, for the Horowitz-Polchinski solution we have a clear understanding of the microstates in the Lorentzian signature theory: they are just the states of a highly oscillating (and self gravitating) string. For the black hole we do not have a similar description in the gravity theory. So one might hope that by understanding this transition one would get some insight about black hole microstates $[6, 7]$.

We will argue that in the type II string theory case, they are not smoothly connected as worldsheet supersymmetric field theories (even if one does not assume conformal invariance). The argument involves computing the supersymmetric index $[9]$ of the two solutions and finding that it is different on the two sides. The black hole and the Horowitz-Polchinski solution could still be continuously connected for Type II by passing through a point where strong (string) coupling effects are important. In the heterotic case, the supersymmetric
index vanishes on both sides and so presents no obstruction to a smooth interpolation, and, as we explain in section 3.4, there are no other topological obstructions to such an interpolation. This difference between the type II and heterotic cases is perhaps the most unexpected result of our analysis.

More specifically, we will discuss a linear sigma model construction which is expected to flow in the IR either to the Horowitz-Polchinski solution or the black hole solution, after fine tuning one parameter. This fine tuning is expected because both solutions have a negative mode. We have not analyzed the full flow. However, we have classically integrated out the massive modes to land on a non-linear sigma model whose geometry has the same topology as either the Horowitz-Polchinski or black hole solutions. These manifolds are not Ricci flat and are expected to flow to the actual solutions (this is the step we have not verified). Nevertheless, we can see interesting features already in this description. These linear sigma models involve free fields with an appropriate superpotential. For generic values of the parameters the supersymmetric vacua describe a manifold that has the topology of the Horowitz-Polchinski solution or the black hole solution. We get one or the other depending on the detailed values of the parameters. At the transition point, in the type II case, there is a new branch that classically opens up. Quantum mechanically, this branch leads to extra massive vacua. But nothing special happens in the heterotic case. So, in the heterotic case, this suggests a continuous transition between the two. In the type II case, there seems to be a special point where the two massive vacua merge with the non-linear sigma model branch. In the type II case, the two branches (the Horowitz-Polchinski and black hole solutions) have a different spectrum of D-branes and at the transition point, some of the D-branes should become tensionless. This difference between the spectrum of D-branes can also be viewed as resulting from a difference between K-theory invariants on the two sides.

In the type II case, even though they are not continuously connected as CFTs, we could still have a continuous connection but with a special point at which the conformal field theory is singular and the classical limit of the thermodynamic quantities might not be analytic at that point. In other words, we could have a higher order phase transition. This is just one possibility, but others, such as first order phase transitions are also possible in principle. We will not give evidence for or against any of these possibilities in this paper.

We also provide a solution generating procedure that produces a solution with momentum and winding string charges along an internal circle starting from the neutral solution. This is a generalization of the procedure used to generate such solutions in the gravity approximation [10, 11]. We provide a simple formula relating the thermodynamic properties of the charged solution to those of the uncharged solution. This formula is based on two observations. First, the classical on shell action for string theory is given purely by a boundary term which can be computed at infinity in terms of the mass and the asymptotic property of the dilaton. Second, the solution generating transformation is a simple \( O(2, 2) \) transformation at infinity and can be used to determine the asymptotics of the new solution. Of course, this was well known for the black hole case [10, 11]. We have simply extended this to include all \( \alpha' \) corrections. In particular, we also generate a new solution which is the charged version of the Horowitz-Polchinski solution.
The charged version of the Horowitz-Polchinski solution can describe near extremal configurations with momentum and winding charges in four dimensions. In other words, instead of a singular black hole solution we get a non-singular fuzzball-like solution that describes an oscillating string with momentum and winding along the internal circle. This solution exactly reproduces the entropy of an oscillating string with momentum and winding.

We work out these solutions both for the type II and heterotic strings. For the heterotic string we reproduce the expected answers both for BPS and non-BPS “extremal” charged configurations.\(^1\)

We also discuss an open string analog of the two possible configurations. This arises when we consider a brane/anti-brane system separated by some distance \(L\). When \(L\) is very large there is a classical solution that connects the brane and the anti-brane. While for small \(L\) of order the string scale there is a solution with a condensate of the open string mode stretching between the brane and the antibrane that is about to become tachyonic, but is not yet tachyonic. This is a solution that follows from the same logic as that of the Horowitz-Polchinski solution. In this case, the supersymmetric index is the same on the two sides. And a linear sigma model argument also suggests that the two configurations could be continuously connected.

This paper is organized as follows.

In section 2 we review the Horowitz-Polchinski solution, slightly extending the work of [4] by providing the explicit form of the solution, giving the form of the solution in dimensions \(D = 4, 5, 6\) and presenting a formula for the classical entropy. We also interpret the Horowitz-Polchinski solution as a solution producing the decay of the Kaluza-Klein vacuum, analogous to [12], which was expected from the observation in [13] that the Hagedorn transition should be first order.

In section 3 we present the linear sigma model construction for the heterotic and type II cases. We also discuss the computation of the supersymmetric index for both cases, and describe the reasons why, for the type II case, they cannot be continuously connected as CFTs.

In section 4 we recall that the on shell classical action of string theory is a boundary term, and we show it can be expressed in terms of the asymptotic data of the metric and dilaton.

In section 5 we describe the procedure to generate the charged solution starting from the uncharged one. We treat both the type II and heterotic cases, which involve slightly different transformations.

In section 6 we discuss an open string analog of the Horowitz-Polchinski solution and the black hole solution.

In section 7 we conclude with a few remarks.

2 The self gravitating string solution

In [4] Horowitz and Polchinski constructed a solution describing a self gravitating string. In this section we review their work while adding a few additional results and comments. See [14–16] for further perspectives on this solution.

\(^1\)The “extremal” is in quotation marks because for the non-BPS case there are other configurations with lower energy.
The solution is most simply viewed as a solution with a localized winding condensate, which arises as follows. A free string theory at finite temperature in thermal equilibrium can be described in terms of a Euclidean theory on a circle of length \( \beta \), or radius \( R = \beta/2\pi \) (we will work in terms of the “radius” of the circle instead of the length just to eliminate factors of \( 2\pi \) in some formulas). String theory has a limiting temperature called the Hagedorn temperature \([17]\). At this special value of the radius, \( R_H \), a winding mode becomes massless \([18, 19]\). This mode would be tachyonic for \( R < R_H \) (or temperatures \( T > T_H \)). In general, the mass of this winding mode, viewed as a \( D-1 \) dimensional field, is

\[
m^2 = \frac{R^2 - R_H^2}{\alpha' m} , \quad R_H^{\text{Bosonic}} = 2l_s , \quad R_H^{\text{Type II}} = \sqrt{2}l_s , \quad l_s = \sqrt{\alpha'} 
\]

(2.1)

for the bosonic or type II strings or

\[
m^2 = \frac{R^2}{\alpha'} + \frac{1}{4R^2} - \frac{R_H^2}{\alpha' m} + \frac{1}{4R_H^2} , \quad R_H^{\text{Heterotic}} = \left( 1 + \frac{1}{\sqrt{2}} \right) l_s 
\]

(2.2)

for the heterotic string where the thermal mode has also a half unit of momentum \([13, 20, 21]\), in addition to the unit of winding. We can understand the need for this extra half unit of momentum as follows (see also section 3.2.2 below). We consider a heterotic string wound on a circle with antiperiodic boundary conditions for the Green-Schwarz fermions.\(^2\)

Parametrizing the momentum on the circle as \( p = n/R \) we find the conditions

\[
L_0^L = -\frac{\alpha' m^2}{4} + \frac{\alpha'}{4} \left( \frac{R}{\alpha'} + \frac{n}{R} \right)^2 = 1 , \quad L_0^R = -\frac{\alpha' m^2}{4} + \frac{\alpha'}{4} \left( \frac{R}{\alpha'} - \frac{n}{R} \right)^2 = \frac{1}{2} . \quad (2.3)
\]

From the difference between the two equations we find that \( n = \frac{1}{2} \).

We will now consider the effective theory for temperatures \( T \sim T_H \) or \( R - R_H \ll l_s \). In this regime the winding mode is a light field in the \( D-1 \) dimensional theory that results by Kaluza Klein reduction on the circle. We denote the winding mode by \( \chi \) and we write the radius of the circle as \( R e^\phi \) where \( R \) is the asymptotic value of the radius. Then the \( d = D-1 \) dimensional theory contains the following terms (omitting others that will be zero on the solution):

\[
I_d = \frac{1}{16\pi G_N} \int d^d x \sqrt{g} e^{-2\phi} \left[ -R - 4(\nabla \phi_d)^2 + (\nabla \phi)^2 + |\nabla \chi|^2 + m^2(\phi)|\chi|^2 \right] \quad (2.4)
\]

where we wrote the action in terms of the \( d \) dimensional dilaton. The field \( \chi \) is complex because the string can wind the circle in either direction. However, for the solutions we will discuss, the phase of the field is constant and we can view it as a real field. The mass can be expanded as

\[
m^2(\varphi) = m^2_{\infty} + \frac{\kappa}{\alpha'} \varphi + o(\varphi^2) , \quad m^2_{\infty} \sim \frac{\kappa(R - R_H)}{\alpha' R_H} \quad (2.5)
\]

\(^2\)The same answer can be obtained by looking at the string in the NS sector (of the RNS formalism) and imposing a GSO projection with an additional factor of \((-1)^w\), where \( w \) is the winding number on the thermal circle.
where we expanded the mass in (2.1) or (2.2) in powers of $\varphi$ after the replacement $R \rightarrow e^\varphi R$ in those formulas. The first term is the asymptotic value given by (2.1) or (2.2), expanded to first order in $R - R_H$. $\kappa$ is the first derivative with respect to $\varphi$, or $\kappa \equiv \alpha' R \partial_R m^2$. In other words,

$$
\kappa_{\text{Bosonic}} = 8, \quad \kappa_{\text{Type II}} = 4, \quad \kappa_{\text{Heterotic}} = 4\sqrt{2}
$$

(2.6)

where we have set $R \rightarrow R_H$ after taking the derivative, since we are expanding for small $R - R_H$.

It is important in this discussion that $\kappa$ is very large compared to $\alpha' m^2_{\infty}$, and therefore it leads to the most important interaction term in the Lagrangian, which couples $|\chi|^2$ and $\varphi$. For this reason we can neglect all other interaction terms in the Lagrangian and we can set the $d$ dimensional metric to the identity and $\phi_d$ to a constant. The equations of motion for $\varphi$ and $\chi$ then become

$$
0 = -\nabla^2 \chi + \left( m^2_{\infty} + \frac{\kappa}{\alpha'} \varphi \right) \chi, \quad \text{(2.7)}
$$

$$
0 = -2 \nabla^2 \varphi + \frac{\kappa}{\alpha'} |\chi|^2. \quad \text{(2.8)}
$$

We can solve the second equation and obtain

$$
\varphi(x) = -\frac{\kappa}{2(d-2)\omega_{d-1}\alpha'} \int d^d y \frac{|\chi(y)|^2}{|x - y|^{d-2}} \chi(x),
$$

(2.9)

where $\omega_{d-1}$ is the area of the unit $(d-1)$-sphere. Inserting this in (2.7) we get a single integro-differential equation for $\chi$:

$$
-\nabla^2 \chi(x) - \frac{\kappa^2}{2(d-2)\omega_{d-1}\alpha'^2} \int d^d y \frac{|\chi(y)|^2}{|x - y|^{d-2}} \chi(x) = -m^2_{\infty} \chi(x). \quad \text{(2.10)}
$$

It is useful to use rescaled variables

$$
\hat{x} = x \frac{m^2_{\infty}}{\sqrt{\zeta}}, \quad \chi(x) = \frac{\alpha' \sqrt{2(d-2)\omega_{d-1}}}{\kappa} m^2_{\infty} \chi(\hat{x}) \quad \text{(2.11)}
$$

where $\zeta$ is a numerical constant to be determined. Then the equation takes the form

$$
-\hat{\nabla}^2 \hat{\chi}(\hat{x}) - \int d^d \hat{y} \frac{|\hat{\chi}(\hat{y})|^2}{|\hat{x} - \hat{y}|^{d-2}} \hat{\chi}(\hat{x}) = -\zeta \hat{\chi}(\hat{x}).
$$

(2.12)

In terms of the rescaled variables, $\varphi$ is given by

$$
\varphi = \frac{m^2_{\infty}\alpha'}{\kappa \zeta} \hat{\varphi}(\hat{x}), \quad \hat{\varphi}(\hat{x}) \equiv -\int d^d \hat{y} \frac{|\hat{\chi}(\hat{y})|^2}{|\hat{x} - \hat{y}|^{d-2}}.
$$

(2.13)

So far, $\zeta$ has been an arbitrary constant. We now impose the additional condition

$$
\int d^d \hat{x} |\hat{\chi}(\hat{x})|^2 = 1 \quad \rightarrow \quad \int d^d x |\chi(x)|^2 = \frac{2\alpha'^2(d-2)\omega_{d-1}}{\kappa^2} \zeta^{\frac{d}{2}-2} m^4_{\infty}. \quad \text{(2.14)}
$$

---

3The case of $d = 4$ needs to be treated slightly differently; see section 2.3.
With this extra condition on $\hat{\chi}$, the equation (2.12) becomes an eigenvalue equation for $\zeta$, in the sense that there exists a solution satisfying (2.14) only for discrete values of $\zeta$ (for $d < 6$). In the “ground state,” a solution with $\chi$ everywhere positive, $\zeta$ has some numerical value independent of the value of $R - R_H$. We will discuss special cases below, give the explicit values for $\zeta$ for $d = 3, 4, 5$, and explain that there is no normalizable solution for $d \geq 6$.

Note that we have scaled out completely the dependence on $R - R_H$ which comes in through $m_\infty$. In particular, from (2.11) we see that the size of the solution scales as

$$\ell \propto \frac{1}{m_\infty} \propto \sqrt{\frac{l_s}{R - R_H}}.$$  

(2.15)

So as the temperature approaches the Hagedorn temperature the solution becomes larger.

A posteriori, we can check that the approximations were correct in the regime of validity of the Horowitz-Polchinski solution, which is $\alpha' m_\infty^2 \propto (R - R_H)/l_s \ll 1$. First, note that $\varphi$ has an explicit factor of $m_\infty^2$ in (2.13), ensuring that $\varphi \ll 1$. In addition, we find that $\chi \ll 1$ from (2.11). This ensures we can neglect higher order terms in the Lagrangian that involve winding. These include terms of order $|\chi|^4$ [22, 23], as well as interactions of the form $\chi^2 \hat{\chi}_2$ that would create fields with winding number two. In these interactions are present but their effects are parametrically smaller than the terms that were kept.

We are also interested in computing the mass and the entropy of the solution. It is easiest to compute the entropy first. For this purpose we need to recall that when we take the derivative of the action with respect to $\beta$ we want to keep the $D$ dimensional dilaton fixed, so that at infinity we have $e^{-2\phi_D} = e^{-2\phi_D} \beta$ with $\phi_D$ fixed. This explicit factor of $\beta$ doesn’t contribute when we compute the entropy, so

$$S = (1 - \beta \partial_\beta) \log Z = (1 - \beta \partial_\beta)(-I_d) = \int d^d x \sqrt{g} e^{-2\phi_D} \beta \partial_\beta \mathcal{L}_d$$  

(2.16)

where we consider only the explicit $\beta$ dependence of the $d$-dimensional Lagrangian, since the implicit dependence vanishes due to the equations of motion (we are evaluating the action on a solution). This explicit dependence comes from the dependence of $m(R)$ and gives

$$S = \frac{1}{16\pi G_N} \int d^d x \sqrt{g} e^{-2\phi_D} (R \partial_R m^2) |\chi|^2 \sim \frac{\kappa}{\alpha' 16\pi G_N} \int d^d x |\chi|^2,$$  

(2.17)

where we expanded the entropy to leading order in $R - R_H$. We see that this is a classical solution which has a non-zero entropy! It shares this feature with the black hole solution. Here it is arising because the winding mode has a mass that depends on a non-local feature, namely the total size of the circle. Otherwise, a completely local $D$ dimensional Lagrangian on a spacetime where the time circle never shrinks would lead to zero entropy [24]. Since the answer depends on the integral of $|\chi|^2$, we can use (2.14) to determine its value.

Once we have the entropy, we can estimate the mass from thermodynamics, since the temperature is close to the Hagedorn temperature we expect that $M \sim T_H S$, so to first order in $R - R_H$,

$$M \approx \frac{2\alpha'(d-2)\omega_{d-1}}{\kappa} \frac{1}{16\pi G_N} \zeta^{\frac{d}{2} - 2} m_\infty^{4-d} \propto (R - R_H)^{\frac{1-d}{2}}.$$  

(2.18)

$^4$The winding number two mode associated with the tachyon is projected out by the GSO projection in the Type II case, but we can consider other modes with winding number two.
We see that it has a behavior that is sensitive to the dimension $d$. We discuss some cases below in more detail. We will also check (2.18) more explicitly by a direct computation of the mass. In writing this formula, we have assumed that the asymptotic value of the $D$ dimensional dilaton has been absorbed into $G_N$. In other words, we set this asymptotic value to zero, $\phi_{D,\infty} = 0$.

It is tempting to identify the field $\varphi$ with the Newtonian potential. Actually, the field $\varphi$ leads to both a Newtonian potential and a non-trivial dilaton in $D$ dimensions. This is physically related to the fact that different parts of a highly excited string attract each other through both gravity and the dilaton force, since in Einstein frame the tension of the string scales as $T \propto e^{4\phi_D/(D-2)}$ and so that the string sources the dilaton field. More precisely, the $D$ dimensional dilaton field is obtained from

$$e^{-2\phi_d} = e^{-2\phi_D} \beta e^\varphi \quad \longrightarrow \quad \phi_D = \frac{1}{2} \varphi$$

where we assume that $\phi_d$ is a constant, since its coupling to the winding mode involves $\alpha' m_\infty^2$, which is of higher order, and we fix an additive constant in $\phi_D$ by assuming that $\varphi$ and $\phi_D$ vanish at infinity. Similarly, one can extract the mass by writing the string metric in the large $\rho$ region as

$$ds^2 = e^{2\varphi} dt^2 + d\vec{x}^2 \sim e^{2\phi_D} \left( f dt^2 + \frac{d\rho^2}{f} + \rho^2 d\Omega_{D-2}^2 \right), \quad \text{as} \quad \rho \to \infty$$

where all functions are expanded to the first order as $\rho \to \infty$. To put the solution in this form, we introduced a radial coordinate $\rho$ that is not simply $|\vec{x}|$, but satisfies $|\vec{x}|^2 \sim e^{4\phi_D/(D-2)} \rho^2$ for large $|\vec{x}|$. The factor in the parenthesis in (2.20) is the Einstein frame metric, which could then be used to extract the mass

$$M = \frac{(D-2)\omega_{D-2}}{16\pi G_N} \mu.$$

We find agreement with (2.18) once we use the large $|x|$ limit of (2.9) together with (2.14).

### 2.1 Breakdown of the solution for very small $R - R_H$

When we get too close to the Hagedorn temperature these solutions cease to be valid [4]. In this derivation we were treating them as classical solutions, meaning that we were thinking of the string coupling as being smaller than anything else. However, for a fixed and small string coupling, the solutions cease to be valid when $R - R_H$ becomes a certain positive power of the coupling. This arises as follows. We can estimate the size of quantum fluctuations by looking at the change of the action under an order one uniform rescaling of $\chi$, $\chi \rightarrow \lambda \chi$. Of course, we could consider other fluctuations, but this will suffice for our estimate. This gives

$$\delta I_d \propto \frac{\lambda^2}{g^2} m_\infty^2 \int d^d x |\chi|^2 \propto \lambda^2 m_\infty^6 \frac{g^2}{m_\infty^2}.$$  

(2.22)
Figure 1. In red, the size of the Horowitz-Polchinski (HP) solution as a function of the temperature, or \( R - R_H \), for \( d = 3, 4, 5 \). The HP description breaks down at \( R - R_H \sim g^{\frac{4}{d-3}} l_s \), as denoted by the orange blob, where we should transit to the free string picture. In dashed blue, we also plot the curve for a black hole (BH), applicable when \( R \gg l_s \). We also sketched the known leading \( \alpha' \) correction for the black hole [1–3] in solid blue, which lowers the temperature for a fixed size (the leading correction vanishes for \( d = 3 \) in the bosonic or heterotic case). The intermediate regime between the HP and BH descriptions, being the focus of section 3, is represented by the purple blob and is not analytically tractable at present. The plot, as well as figure 3, 5, 7, are only qualitative.

We want the coefficient of \( \lambda^2 \) to be much larger than one in order for the classical solution to be a good approximation. This happens when

\[
\frac{R - R_H}{l_s} \gtrsim g^{\frac{4}{d-3}}.
\]  

(2.23)

We can wonder what happens for smaller values of \( R - R_H \). The idea is that we go over to a free string description [4]. In the free string description the entropy and the size of the string are given by

\[
S \sim \beta H M, \quad \ell \sim l_s \sqrt{l_s M},
\]  

(2.24)

where the size is given by that of a random walk with \( l_s M \) steps, each of size \( l_s \) [25, 26]. Note, in particular that the size grows as \( M \) increases.

In figure 1, we summarize the common properties of the solutions in various dimensions and their breakdown. We now discuss some special cases in more detail.

2.2 \( d = 3 \)

The eigenvalue problem (2.12) has a lowest energy solution, which is spherical symmetric and decays exponentially towards infinity. One can find this solution by numerically solving the equation (2.12) under (2.14), and get \( \zeta = 0.0813 \pm 0.0001 \).\footnote{In practice, it is easier to solve the coupled differential equations (2.7) using the shooting method than solving (2.12) directly.} In fact, the equation (2.12) for the case of \( d = 3 \) has appeared before in the study of gravitating Bose condensates [27–29]. We plot the radial profile of the rescaled solution \( \hat{\chi}(\hat{\rho}) \) and \( \hat{\varphi}(\hat{\rho}) \) in figure 2. We have
Figure 2. Solution for $d = 3$. (a) Plot of the rescaled profile $\hat{\chi}(\hat{\rho})$. (b) Plot of the rescaled gravitational potential $\hat{\varphi}(\hat{\rho}) \equiv -\int d^3\hat{y} \frac{|\hat{\chi}(\hat{y})|^2}{|\hat{\chi}(\hat{y})|^2}$. The true values of $\chi$ and $\varphi$ are related to the rescaled ones through (2.11) and (2.13).

$\varphi(0) \approx -1.9 \frac{m^2}{\kappa} \alpha', \text{ so when } m^2 \alpha' \ll 1 \text{ we indeed have } \varphi(0) \ll 1, \text{ i.e. the gravitational backreaction is small.}$

For $d = 3$ the mass decreases as we approach the Hagedorn temperature as

$$M = \frac{\alpha'}{\kappa} \frac{1}{2 G_N} \frac{m_\infty}{\sqrt{\xi}} = \frac{1}{2 G_N} \sqrt{\frac{\alpha'(R-R_H)}{\kappa R_H \xi}}, \quad (2.25)$$

where we used (2.5). The entropy also decreases as it is simply linear in the mass to the leading order of $R - R_H$. We plot the dependence of the mass and the entropy on the temperature in figure 3(a), (b). For comparison, we plot the behavior of the black hole in the same figure.

In fact, using thermodynamics we can also calculate the next correction to the relation between the mass and the entropy. We note that

$$\frac{dS}{dM} = \beta = \beta_H + (\beta - \beta_H) = \beta_H + \xi M^2, \quad \xi \equiv \frac{8 \pi G_N^2 \kappa R_H}{\alpha'} \xi,$$ \quad (2.26)

where we used (2.25) in the last equality. Integrating this relation, we get

$$S = \beta_H M + \frac{\xi}{3} M^3. \quad (2.27)$$

The second term is the leading correction away from the free string behavior due to self gravitation. The behavior of the size and the entropy as functions of the mass are depicted in figure 3(c) and (d). These diagrams are particularly useful when we want to interpret the solutions as solutions in the microcanonical ensemble.

### 2.3 $d = 4$

The case of $d = 4$ needs to be treated slightly differently, as the rescaling introduced in (2.11) cannot be used to fix the normalization of $\hat{x}$ to be one. Therefore we apply a different rescaling:

$$\hat{x} = m_\infty x, \quad \chi(x) = \frac{\alpha' \sqrt{2(d-2)} \omega_{d-1}}{\kappa} m_\infty^2 \chi(\hat{x}), \quad (2.28)$$
under which the equation (2.10) takes the form
\[
- \hat{\nabla}^2 \hat{\chi}(x) - \frac{1}{\zeta^2} \int d^4 \hat{y} \frac{\left| \hat{\chi}(\hat{y}) \right|^2}{|\hat{x} - \hat{y}|^2} \hat{\chi}(\hat{x}) = -\hat{\chi}(\hat{x}). \tag{2.29}
\]

In this case, the potential \( \varphi \) is given in terms of the rescaled variables as
\[
\varphi = \frac{m^2 \alpha'}{\zeta^2 \kappa} \hat{\varphi}(\hat{x}), \quad \hat{\varphi}(\hat{x}) \equiv - \int d^4 \hat{y} \frac{\left| \hat{\chi}(\hat{y}) \right|^2}{|\hat{x} - \hat{y}|^2}.
\tag{2.30}
\]

Now we can further use the freedom of \( \zeta \) to normalize \( \hat{\chi} \)
\[
\int d^4 \hat{x} |\hat{\chi}(\hat{x})|^2 = 1 \rightarrow \int d^4 x |\chi(x)|^2 = \frac{8\pi^2 \alpha'^2}{\zeta^2 \kappa^2}.
\tag{2.31}
\]

The mass \( M \) of the solution in this case is given by
\[
M \approx \frac{1}{2\pi R_H} S \approx \frac{\kappa}{\alpha' 16\pi G_N} \int d^4 x |\chi(x)|^2 = \frac{\pi \alpha'}{2\kappa G_N \zeta^2}.
\tag{2.32}
\]

Therefore we can also express (2.29) using the mass as
\[
- \hat{\nabla}^2 \hat{\chi}(x) - \frac{2\kappa G_N M}{\pi \alpha'} \int d^4 \hat{y} \frac{\left| \hat{\chi}(\hat{y}) \right|^2}{|\hat{x} - \hat{y}|^2} \hat{\chi}(\hat{x}) = -\hat{\chi}(\hat{x}). \tag{2.33}
\]

The normalizable solution we are looking for only exists for a particular value of the mass \( M \).

In other words, to the leading order in \( R - R_H \), the mass is independent of the temperature.
and takes the value in (2.32). One can find the explicit solution numerically, which gives \( \zeta = 0.361 \pm 0.001 \). The explicit solution is shown in figure 4. The gravitational potential at the center is \( \varphi(0) \approx -4.5 \frac{\alpha' \kappa^2}{\kappa} \). The entropy is also independent of the temperature, to the leading order in \( R - R_H \), since it is proportional to the mass (2.32). We plot the mass and the entropy as functions of the temperature in figure 5(a), (b).

Since the mass is independent of the temperature to the order we are working, in this case we cannot use the method in (2.26) to work out the correction to the \( S \) vs \( M \) relation. Similarly, we cannot determine how the size \( \ell \) of the solution varies with the mass \( M \). Therefore the plots in the microcanonical ensemble (figure 5(c), (d)) are a bit more sketchy compared to the \( d = 3 \) case.
By numerically solving the equation \( (2.12) \) under the condition \( (2.14) \), one gets \( \zeta \approx 108 \pm 1 \). The explicit solution is shown in figure 6. The gravitational potential at the center is \( \varphi(0) \approx -14.6 \cdot G_N \alpha' \kappa \). The mass increases as we approach the Hagedorn temperature as

\[
M = \frac{\pi \alpha'}{\kappa G_N} \sqrt{\frac{\zeta}{m_\infty}} \left( \frac{\alpha'}{\kappa} \right)^{\frac{3}{2}} \sqrt{\frac{\zeta R_H}{R - R_H}},
\]

(2.34)

where we used \( (2.5) \).

As before, by using thermodynamics we can also calculate the next correction to the relation between the mass and the entropy.

\[
\frac{dS}{dM} = \beta = \beta_H + (\beta - \beta_H) = \beta_H + \frac{\xi M^2}{\zeta}, \quad \xi = \frac{2 \zeta R_H}{G_N^2} \left( \frac{\pi \alpha'}{\kappa} \right)^{3/2}.
\]

(2.35)

Integrating this we get

\[
S = \beta_H M - \frac{\xi}{M}.
\]

(2.36)

We plot the mass and the entropy as functions of the temperature in figure 7(a), (b).

In the canonical ensemble, the Horowitz-Polchinski solution and the black hole apply for separate regimes of the temperature, just as the cases for \( d = 3, 4 \). However, the behavior in the microcanonical ensemble is particularly interesting in \( d = 5 \), as can be seen from figure 7(c), (d). There exists a range of mass \( \frac{1}{g_s^2} \ll \ell_s M \ll \frac{1}{g_s^1} \) where the Horowitz-Polchinski solution overlaps with the black hole and the free string. The Horowitz-Polchinski solution has the intermediate size, while it has the smallest entropy. As we will show in section 2.7, the Horowitz-Polchinski solution in \( d = 5 \) is unstable in the microcanonical ensemble. This suggests that in the Lorentzian picture, the self-gravitating string solution is unstable towards either collapsing into a black hole, or expanding and forming a more dilute string gas.
Figure 7. The phase diagrams for $d = 5$. In the plots, the blue, red, green lines represent the black hole, Horowitz-Polchinski solution and free strings, respectively. The orange and purple blobs denote the transition regions between the solutions.

2.5 $d \geq 6$

For $d \geq 6$, it can be shown that there do not exist normalizable solutions to $(2.12)$ and $(2.14)$. One way to see this is to consider the effective action for the winding mode, which can be derived by integrating out $\varphi$ from the original action $(2.4)$:

$$I_{\text{eff}} = \frac{1}{16\pi G_N} \left[ \int d^d x |\nabla \chi|^2 - \frac{\kappa^2}{4(d-2)\omega_{d-1}\alpha'^2} \int d^d y \frac{|\chi(x)|^2|\chi(y)|^2}{|x-y|^{d-2}} + \int d^d x m_\infty^2 |\chi|^2 \right]$$

$$\equiv I_1 - I_2 + I_3,$$  \hspace{1cm} (2.37)

where $I_1, I_2, I_3 > 0$ correspond to the three terms on the first line, respectively. Here we are only keeping the expression to the leading order in $(R - R_H)$, so that we can set the metric to be flat and the dilaton to be zero. The equation of motion $(2.10)$ follows from this action. Assuming that there exists a normalizable solution $\chi_\ast$, we can derive the ratios of the on-shell values $I_{1,\ast}, I_{2,\ast}, I_{3,\ast}$ by considering variations $\chi(x) = \lambda \chi_\ast(x/\gamma)$. It is easy to see that under such variations,

$$I_{\text{eff}} = \lambda^2 \gamma^{d-2} I_{1,\ast} - \lambda^4 \gamma^{d+2} I_{2,\ast} + \lambda^2 \gamma^d I_{3,\ast}.$$  \hspace{1cm} (2.38)

Since $\chi_\ast$ is a solution, we have

$$\left. \frac{\partial I_{\text{eff}}}{\partial \lambda} \right|_{\lambda,\gamma = 1} = \left. \frac{\partial I_{\text{eff}}}{\partial \gamma} \right|_{\lambda,\gamma = 1} = 0,$$  \hspace{1cm} (2.39)

which gives

$$I_{2,\ast} = \frac{2I_{1,\ast}}{d-2}, \quad I_{3,\ast} = \frac{(6-d)I_{1,\ast}}{d-2}.$$  \hspace{1cm} (2.40)
From the second equation, we immediately see that consistency with $I_{1,s}, I_{3,s} > 0$ requires $d < 6$, which shows that there are no normalizable solutions in $d \geq 6$. Also, note that (2.23) suggests, even if classical solutions were found in $d \geq 6$, there does not exist a parameter regime where we can satisfy both $R - R_H \ll l_s$ and $g \ll 1$ so that the solution is trustworthy.

As a side remark, taking (2.40) back into (2.37), we can find an explicit expression for the free energy $F$ of the Horowitz-Polchinski solution

$$F = I_{\text{eff}} = \frac{2I_{3,s}}{6-d} = \frac{2}{6-d} \frac{1}{16\pi G_N} \int d^d x m_\infty^2 |\chi|^2 = \frac{2}{6-d} \frac{1}{16\pi G_N} \frac{2\alpha^2(d-2)\omega_{d-1}}{\kappa^2} \zeta^2 \beta m_\infty^{6-d}$$

(2.41)

where we used (2.14) in the last equality. We see that the free energy is positive, and it decreases as $(R - R_H)^{\frac{6-d}{4}}$ as we approach the Hagedorn temperature.

We could check that the action is consistent with the entropy and the mass in (2.17) and (2.18). For the mass, we have

$$M = \beta \frac{dF}{d\beta} + F \approx \frac{2}{16\pi G_N} \frac{2\alpha^2(d-2)\omega_{d-1}}{\kappa^2} \zeta^2 \beta m_\infty^{4-d}$$

(2.42)

which agrees with (2.18). Notice that we’ve dropped the $+F$ term on the first line since it is higher order in $(R - R_H)$ than the $\beta \frac{dF}{d\beta}$ term and we cannot trust it since we also need to take into account of the corrections to the action. As a result, for the entropy, we simply have that

$$S = \beta \frac{dF}{d\beta} \approx \beta_H M$$

(2.43)

which agrees with (2.17).

2.6 Interpretation as a bubble nucleating the decay of the Kaluza-Klein vacuum

Though we are mainly interested in giving a thermal interpretation to the circle, we could also think of the circle as an ordinary spatial dimension which has been compactified with anti-periodic boundary conditions for the fermions. In this setup we have $d$ spacetime dimensions. The localized solution in Euclidean space can be viewed as a type of bounce solution that mediates the decay of this circle compactification. In other words, we can analytically continue the solution by choosing time to be one of the $d$ dimensions. As is usual with spherically symmetric Euclidean bounces, the Lorenzian solution describes an expanding bubble where the winding mode is condensing. Unfortunately, even though the Euclidean solution is under control, the Lorenzian solution is not under control because the winding mode becomes large in the region of the Lorentzian solution that is to the future of the center of the bubble (see figure 8). This means that higher order terms in $\chi$ in the action become important.

This bubble solution is related to a feature discussed in [13]. There it was noticed that the massless fields imply that the effective potential for the winding mode should

---

6The expression should be modified in $d = 4$ as $I_{\text{eff}} = \frac{1}{16\pi G_N} \frac{\beta^2 \omega^2}{\kappa^2} m_\infty^2$ since we defined $\zeta$ differently.
Figure 8. In the lower part, we illustrate the Euclidean solution, which has an $SO(d)$ symmetry in $d$ dimensional Euclidean space. We can then continue the solution into Lorentzian signature, as shown in the upper half of the figure. The analytic continuation of the winding mode becomes large in the region where the color gets darkest, and we cease to trust the solution there. In the figure, $x^0$ is the time direction of the $d$ dimensional spacetime, while $x^i, i = 1, \ldots, d - 1$ represent the spatial directions.

have a negative quartic term. This negative quartic term is precisely the one arising from integrating out the field $\varphi$ above which gives the term

$$ - \int d^d x d^d y \frac{|\chi(x)|^2|\chi(y)|^2}{|\vec{x} - \vec{y}|^{d-2}} $$

in the effective potential. The bubble solution computes the probability for the nucleation of a phase with larger values of $\chi$.

A relevant observation is that the effective mass squared for the field $\chi$ is negative at the center of the solution, despite being positive far away. This is because the size of the circle becomes smaller near the center. Recall that the size of the circle is changed by the field $\varphi$. We can see that it is negative by multiplying the equation for $\chi$ by $\chi^*$ and integrating. After an integration by parts we get

$$ - \int \nabla \chi^2 = \int m^2(\varphi) |\chi|^2 $$

We see that the left hand side is manifestly negative, which is possible only if $m^2(\varphi) < 0$ in some region. Since $m^2(\varphi)$ acquires its lowest value at the center, we see that the $\chi$ field has negative mass squared at that point. As we continue to the Lorentzian solution we see that $m^2$ becomes even more negative in the region to the future of the center of the bubble.

When the radius is large $R \gg R_H$, the Euclidean black hole solution gives a somewhat similar bubble producing the decay of flat space [12].

2.7 Negative modes of the solutions

In sections 2.2–2.4, we have shown that normalizable saddle point solutions exist for (2.4) in $d = 3, 4, 5$. However, we have not shown that these solutions minimize the action. In the case of the black hole solution, there is a well-known negative mode which lowers the action [30]. We will now show that a similar negative mode also exists for the Horowitz-Polchinski
solutions. In addition, the interpretation of the solution as nucleating the decay of flat space suggests that there should be a negative mode to produce the requisite $i$ multiplying the full amplitude [31].

Instead of examining all possible variations around a solution $\chi_*$, here we focus on the ones that are given by simple rescalings. In other words, we vary $\chi$ around the solution $\chi_*$ through $\chi(x) = \lambda \chi_*(x/\gamma)$, which was considered in section 2.5. We could now expand $I_{\text{eff}}$ in (2.37) to second order of $\delta \lambda = \lambda - 1, \delta \gamma = \gamma - 1$, and get

$$I_{\text{eff}} = \frac{2I_{1,*}}{d-2} + I_{1,*} \left( \delta \gamma \delta \lambda \right) H \left( \delta \gamma \delta \lambda \right), \quad H \equiv \left( \frac{-d^2 - 2d + 8}{d-2} \frac{2(d+2)}{d-2} - \frac{2d-2}{d-2} \frac{-d^2 - 2d + 8}{d-2} \right).$$  (2.46)

It is straightforward to check that the Hessian matrix $H$ has one positive and one negative eigenvalue, for $d = 3, 4, 5$. Therefore we identified a single negative mode for the solutions. This negative mode is similar to the one for the Euclidean black hole, as it can be intuitively interpreted as increasing or decreasing the mass away from the saddle point value. We have not attempted to prove that it is the only negative mode of the solutions.

So far we have been interpreting the self gravitating string solutions as solutions in the canonical ensemble, namely we are fixing the temperature. We could also interpreting them as solutions in the microcanonical ensemble, where we fix the total mass $M$ instead. In this case we should view the $I_3$ term in (2.37) as coming from demanding that $\int d^d x |\chi(x)|^2$ stays a constant, with $m_\chi^2$ being a Lagrange multiplier. In other words, the appropriate effective action for the microcanonical ensemble is

$$I_{\text{eff}}^\text{micro} = I_1 - I_2,$$  (2.47)

subject to the constraint that $\int d^d x |\chi(x)|^2$ stays unchanged. This is the question examined in [4], and we repeat their argument here using our notations. We can still consider the variation $\chi(x) = \lambda \chi_*(x/\gamma)$ while subjecting to the constraint $\lambda^2 \gamma^d = 1$. Therefore

$$I_{\text{eff}}^\text{micro} = \lambda^2 \gamma^{d-2} I_{1,*} - \lambda^4 \gamma^{d+2} I_{2,*} = \gamma^{-2} I_{1,*} - \gamma^{-d+2} I_{2,*}.$$  (2.48)

Expanding around $\gamma = 1$ and using (2.40), we get

$$I_{\text{eff}}^\text{micro} = \frac{d-4}{d-2} I_{1,*} - (d-4)I_{1,*}(\gamma - 1)^2 + \mathcal{O}((\gamma - 1)^3).$$  (2.49)

Therefore we find a difference between $d = 3$ and $d = 4, 5$. In $d = 3$, the variation we considered is not a negative mode. In fact, it was proven in [32] that the solution $\chi_*$ minimizes the action (2.48) globally. However, for $d = 5$ we do find a negative mode. The case of $d = 4$ is inconclusive as the higher order terms in (2.49) also vanish. To resolve the fate of the $d = 4$ case, we need to go to higher orders in $(R - R_H)$.

3 The connection between the Horowitz-Polchinski and black hole solutions

3.1 General remarks

We have reviewed in detail the properties of the Horowitz-Polchinski solution because it is natural to conjecture that, at least for small values of $d$, it might be continuously connected
Figure 9. A Euclidean string worldsheet wrapping the cigar gives rise to the expectation value of the winding mode at position $\rho$, $\chi(\rho) \propto e^{-1\over 2\pi \alpha^{'}}(\text{area}) \propto e^{-(\rho-\rho_0)R/\alpha^{'}}$ in Schwarzschild coordinates, for $\rho \gg \rho_0$, and $R \gg l_s$.

to the black hole regime. The usual black hole solution is trustworthy for $R \gg R_H$, while the Horowitz-Polchinski solution is valid for $R - R_H \ll l_s$. However both have the following properties in common

- Spontaneous breaking of the winding symmetry at the classical level. This is obvious for the Horowitz-Polchinski solution, since $\chi$ is charged under the winding gauge symmetry. For the black hole case this is due to the fact that a string that is wound on the thermal circle can go to the horizon and become unwound. More precisely, one can argue that the winding mode has a vacuum expectation value in the presence of a black hole. This can be estimated as follows. The expectation value of $\chi$ at some position $\rho$ can be computed by considering a classical string worldsheet that wraps the Euclidean cigar and ends at $\rho$, see figure 9. Of course, this gives something very small when $R \gg l_s$, but it shows that this vacuum expectation value is non-zero. One can improve this computation by considering the small fluctuations of the worldsheet, etc. Nevertheless we do not know how to describe this field near the horizon, where it would vary over string scales. In addition, we also expect to have all higher winding modes contributing near the horizon. For a review and further references see [33].

This spontaneous breaking has an associated zero mode. For the Horowitz-Polchinski solution it is the phase of $\chi$, for the black hole it is the integral of the $B$ field on the cigar geometry.

- Both the Horowitz-Polchinski solution and the black hole have a non-zero classical entropy.

---

7The symmetry is broken classically; in the full string theory, after integrating over a zero-mode, the symmetry is restored.

8The winding condensate can be viewed as a gas of strings, and there have been a number of papers which suggest that it might account for all of the black hole entropy, see e.g. [34]. However, these do not seem to rely on controlled approximations, in the sense that the gas of strings would be strongly coupled. Recent attempts include [35–37]. Based on our current understanding, the most reasonable statement would be that the winding mode contributes to a part of the total entropy of the black hole, and its contribution can becomes large at a special temperature for some black holes, see for example [38]. This is in spirit similar to quantum corrections to the black hole entropy, with the main difference being that the winding mode contributes at the classical level.
These similarities would lead us to conjecture that the black hole and the Horowitz-Polchinski solution could be continuously connected as classical string theory solutions.\footnote{As a side remark, we notice that the two coupled SYK model introduced in [39] at finite temperature has a somewhat similar transition where a hot wormhole like phase (analogous to the Horowitz-Polchinski solution) transitions into two separate black holes, analogous to the black hole phase. In that case, there is evidence that the transition is smooth [39, 40].}

A classical string theory solution is a certain CFT. Then the conjecture is that by changing a parameter of this solution, namely the radius of the circle at infinity, we can interpolate between the black hole and the Horowitz-Polchinski solution. Of course, we can only make this conjecture for the dimensions where the Horowitz-Polchinski solution exists. We will be considering solutions which are the product of an internal CFT times a CFT that describes the Horowitz-Polchinski or black hole solutions in $D$ dimensions. Our discussion centers on the CFT that describes the Horowitz-Polchinski or black hole solutions.

Unfortunately, it is too difficult to decide whether it is possible to smoothly interpolate between the black hole and the Horowitz-Polchinski solution via a family of classical solutions — two-dimensional conformal field theories. For one thing, one does not have a very concrete construction of either the black hole or the Horowitz-Polchinski solution as a CFT away from the asymptotic regimes of $R \gg l_s$ or $R - R_H \ll l_s$ that we have discussed. These descriptions are not valid near the hypothetical transition region. However, for either Type II or the heterotic string,\footnote{Type I would be similar to Type II, since the linear sigma models that we consider for Type II are invariant under worldsheet orientation reversal (and could be extended by adding space-filling branes), and therefore have simple analogs for Type I. We do not consider the bosonic string since it has a tachyon and it is not clear that we can generally prevent its condensation on general backgrounds.} one can construct linear sigma models that plausibly flow in the infrared to the black hole or the Horowitz-Polchinski solution. Then we can ask whether, in the framework of linear sigma models, one can interpolate smoothly between a linear sigma model that looks like it could flow to the black hole and one that looks like it could flow to the Horowitz-Polchinski solution. If so, this roughly means that off-shell, it is possible to make a smooth interpolation between the black hole and the Horowitz-Polchinski solution, in the classical limit of string theory.

We describe the linear sigma models for the heterotic string in section 3.2, and those for Type II in section 3.3. Perhaps the most surprising thing to come out of this study is that there is a difference between the heterotic and Type II superstring models. For the heterotic string, one can interpolate smoothly, in the sense of linear sigma models, between the black hole and the Horowitz-Polchinski solution. For Type II, this is not possible. In section 3.4, we discuss the difference between the two cases in a more general way.

The results that we will find do not necessarily mean that the two phases are not continuously connected for Type II. We only learn that these two phases cannot be smoothly connected as classical solutions of string theory. It is possible that they are connected at a critical point at which quantum effects are important. One possible mechanism would be to have a sigma model in which the dilaton becomes infinite in some region of the target space. This happens in some simple non-critical strings [41], or when we approach a conifold transition in string theory [42].
3.2 Linear sigma models for the heterotic string

3.2.1 Construction of the model

A worldsheet theory for the heterotic string should have $(0, 1)$ supersymmetry, which can be realized in a superspace with bosonic coordinates $x^-, x^+$ and a single fermionic coordinate $\theta = \theta^+$. The supersymmetry generator is $Q = \partial_\theta + i \theta \partial_{x^+}$, and commutes with $D = \partial_\theta - i \theta \partial_{x^+}$, which can be used in constructing supersymmetric actions. For more detail, see for instance [43, 44].

We will use two types of superfields in constructing linear sigma models, namely a scalar superfield $\Phi(x, \theta) = \phi(x) + i \theta \psi(x)$, and a fermi superfield $\Lambda(x, \theta) = \lambda_- + \theta F$. Here $\phi$ is a (real) scalar field, $\psi$ and $\lambda_-$ are fermion fields of the indicated chirality, and $F$ is an auxiliary field. Vector multiplets are also possible, but we will not make use of them.

We consider a model with $n$ scalar superfields $\Phi_i$ and $m$ fermi superfields $\Lambda_\alpha$. To generate an ordinary potential energy for the scalar fields, one starts with a superspace interaction of the form

$$\int d^2x d\theta \sum_\alpha \Lambda_\alpha W_\alpha(\Phi_i),$$

with some functions $W_\alpha$. After integrating over $\theta$ and integrating out the auxiliary fields, this leads to an ordinary potential of the form

$$V(\phi_i) = \frac{1}{2} \sum_\alpha W_\alpha(\phi_i)^2.$$  

(3.2)

We see that if $m < n$, it is natural for a model of this kind to lead at low energies to a nonlinear sigma model with a target space of dimension $n - m$. The target space is defined by the vanishing of the potential:

$$W_1(\phi_i) = \cdots = W_m(\phi_i) = 0.$$  

(3.3)

The superspace action (3.1) also leads to a Yukawa coupling

$$i \int d^2x \sum_{\alpha,i} \frac{\partial W_\alpha}{\partial \phi_i} \lambda_{\alpha, -} \psi_{i, +},$$  

(3.4)

which will be relevant later.

For our application, to study the black hole or the HP solution in $D = d + 1$ dimensions, we choose $n = D + 1$, $m = 1$. We take the scalar superfields to consist of a $d$-plet $\vec{Y} = (Y_1, \cdots, Y_d)$ and a 2-component vector $\vec{X} = (X_1, X_2)$. We write $\vec{Y}$, $\vec{X}$ for the bottom components of $\vec{Y}$, $\vec{X}$. We assume these fields have canonical kinetic energy

$$\int d^2x \frac{1}{2} \left( \partial_a \vec{X} \cdot \partial^a \vec{X} + \partial_a \vec{Y} \cdot \partial^a \vec{Y} \right),$$  

(3.5)

after integrating over $\theta$. We also introduce a single fermi superfield $\Lambda$, and an interaction (3.1) with $W = m \left( \vec{Y}^2 + a \right) \left( \vec{X}^2 - b \right) + c$. Here $a, b, c$ are dimensionless constants and $m$ is a constant with dimensions of mass. Classically, the model leads to a nonlinear sigma model supported on the locus $W = 0$, namely

$$(\vec{Y}^2 + a)(\vec{X}^2 - b) + c = 0$$  

(3.6)
or

$$\vec{X}^2 = b - \frac{c}{\vec{Y}^2 + a}. \quad (3.7)$$

At the classical level, the target space metric of the nonlinear sigma model, assuming the fields are normalized canonically as in eq. (3.5), is the flat metric $ds^2 = d\vec{X}^2 + d\vec{Y}^2$, restricted to the locus of eq. (3.6) or eq. (3.7). This metric does not depend on $m$, but it does depend on $a, b, c$. The region in which the nonlinear sigma model is weakly coupled can be reached by scaling up the target space metric by a large factor. We can reach this regime by scaling $a, b, c \rightarrow ta, tb, t^2c$ with $t \gg 1$. In other words, we take $a, b, c$ large with $a/b$ and $ab/c$ fixed.

We are mainly interested in the case $b, c > 0$. Classically, for $|\vec{Y}| \gg 1$, $\vec{X}$ parametrizes a circle of radius $b^{1/2}$, corresponding to an inverse temperature $\beta = 2\pi b^{1/2}$. As $\vec{Y}$ decreases, the circle parametrized by $\vec{X}$ becomes smaller, as expected for both the black hole and the Horowitz-Polchinski solution. Classically, whether we get something more like the black hole or more like the HP solution depends on the value of $b - c/a$. If $b - c/a < 0$, then $\vec{Y}$ is restricted to $\vec{Y}^2 \geq c/b - a$. At $\vec{Y}^2 = c/b - a$, the $\vec{X}$ circle shrinks to a point and the space ends. This is qualitatively similar to the Euclidean Schwarzschild solution; the topology is $S^{d-1} \times B$, where $B$ is a two-dimensional disc. If instead $b - c/a > 0$, then arbitrary values of $\vec{Y}$ are possible and the topology is $\mathbb{R}^d \times S^1$, like that of the Horowitz-Polchinski solution. In summary,

$$c - ab > 0 \sim \text{Black hole}, \quad c - ab < 0 \sim \text{Horowitz Polchinski solution} \quad (3.8)$$
in terms of their topological nature.

Although the space of classical ground states is singular at $ab - c = 0$, one expects the two-dimensional supersymmetric field theory to vary smoothly with the parameters $a, b, c$. That is because no new flat direction in field space opens up at $ab - c = 0$. Accordingly, there is no way for new low energy states to appear or disappear at or near $ab - c = 0$; there is nowhere for them to go. The situation for Type II is different, as we will see in section 3.3.

Therefore, we have found a smooth off-shell continuation from something resembling a black hole to something resembling the Horowitz-Polchinski solution. In particular, it must be impossible to distinguish them by the supersymmetric index $\text{Tr} (-1)^F$ or any other invariant of a two-dimensional theory with $(0,1)$ supersymmetry. In fact, for a $(0,1)$ sigma model with target $M$, $\text{Tr} (-1)^F$ is the index of the Dirac operator on $M$. This is odd under parity, so it vanishes for both the black hole and the Horowitz-Polchinski spacetime. We explain in another way in section 3.4 why no invariant of a $(0,1)$ supersymmetric model can distinguish the black hole from the Horowitz-Polchinski spacetime.

In the usual description of the Horowitz-Polchinski solution, conservation of string winding number is explicitly broken by a condensate of strings that carry winding number. In the linear sigma model description, winding number is not a conserved quantity because the circle $|\vec{X}|^2 = b$ is contractible in the full field space, regardless of the values of the parameters. Accordingly, for suitable values of $a, b, c$, the linear sigma model has the
potential to spontaneously generate the effects of the winding condensate and recover the Horowitz-Polchinski solution.

Though we have found a smooth off-shell continuation between the two solutions, the region in which the nonlinear sigma model is under good control (large $a, b, c$ with fixed $a/b$ and $ab/c$, as explained above) is very far from the region of the possible crossover between the black hole and the Horowitz-Polchinski solution, which is expected to occur for $b \sim 1$.

The construction has a few further limitations. One is that, at least at this level, it is not sensitive to the value of the spatial dimension $d$, while the Horowitz-Polchinski solution depends very much on $d$. Perhaps the renormalization group (RG) running of the model to the infrared is sensitive to $d$, but the semiclassical picture in the ultraviolet is not.

A second point is that the linear sigma model has more parameters than one might wish. The Euclidean black hole and the Horowitz-Polchinski solution depend on a single parameter, the inverse temperature $\beta$, which determines the mass or energy. Another parameter is the asymptotic value of the $D$-dimensional dilaton field $\phi_D$, but the linear sigma model as we have formulated it does not see this parameter.\footnote{Shifting the asymptotic value of $\phi_D$ by a constant can be accomplished by adding to the worldsheet action a multiple of the worldsheet Euler characteristic $\int d^2x \sqrt{g} R$. We could generalize the linear sigma model to a curved worldsheet and add such a coupling. Then we would say that the linear sigma model depends on four dimensionless parameters $(a, b, c$ and the asymptotic value of $\phi_D$), while two, $\beta$ and $\phi_D$, suffice for a description of the black hole or the Horowitz-Polchinski solution.}

The Euclidean black hole and the Horowitz-Polchinski solution are both unstable, with a single unstable mode we identified in section 2.7. Therefore, we expect a CFT description of the black hole or the Horowitz-Polchinski solution to have one relevant operator. Under the influence of this relevant operator, we expect that a generic RG trajectory will flow to either an empty flat space, or to a configuration that expands under the flow and “eats up” the spacetime. For the Euclidean black hole, this was demonstrated in \cite{45, 46}. Hence a linear sigma model description of the black hole or the HP solution needs at least two dimensionless parameters — one relevant parameter must be adjusted to get an RG flow to the black hole or the HP solution, and a second will become the inverse temperature. The linear sigma model that we have described actually has three dimensionless parameters. There is no contradiction here, since the third parameter certainly might become irrelevant in the infrared in the RG sense. But a linear sigma model would be more useful if it had only the necessary dimensionless parameters, or at least, if we knew more about which parameters are the important ones.

In the particular case of $D = 4$ there appears to be another parameter in the black hole side, which corresponds to turning on an NS $B$ field on the $S^2$. This is a marginal coupling at the level of the classical sigma model. However, we expect that worldsheet instanton corrections can generate a superpotential that fixes it to zero.\footnote{Perhaps $\int B = \frac{1}{2}$ can also be considered, but deformations away from it are expected to be relevant, so it is a more fine tuned value than $\int B = 0$.} This parameter is not present on the Horowitz-Polchinski side. Therefore we do not expect to have an extra continuous parameter in either case.

Another issue is the following. We can think of the RG running from the linear sigma model to the infrared in two steps. First we integrate out the massive modes of the sigma

\begin{equation}
\langle r^2 \rangle = \langle x^2 \rangle = \langle y^2 \rangle = \langle z^2 \rangle = \frac{4}{a^2} - \frac{a^2}{b^2}
\end{equation}
model to get a nonlinear sigma model, and then we run the nonlinear sigma model to the infrared. In the above discussion, we carried out the first step classically, but it is actually necessary to be more careful. The magnitude $|\vec{X}|$ of the field $\vec{X}$ is a massive scalar of mass $M |\vec{X}| (\vec{Y}) \sim 2m\sqrt{b}Y^2$ for large $\vec{Y}^2$. Quantum fluctuations of $|\vec{X}|$ give a one-loop contribution to the vacuum expectation value $\langle \vec{X}^2 \rangle$ that is

$$\int \frac{d^2k}{(2\pi)^2} \frac{1}{k^2 + M |\vec{X}| (\vec{Y})^2} = \frac{1}{4\pi} \log(\Lambda^2 / M^2 |\vec{X}| (\vec{Y})), \quad (3.9)$$

where $\Lambda$ is an ultraviolet cutoff. Hence instead of describing the target space of the nonlinear sigma model by the equation (3.7), it would be more accurate to write

$$\vec{X}^2 = b_r - \frac{1}{4\pi} \log(\mu^2 / M^2 |\vec{X}| (\vec{Y})) - \frac{c}{\vec{Y}^2 + a}, \quad (3.10)$$

where $\mu$ is a renormalization point and $b_r$ is a renormalized parameter $b_r = b - \frac{1}{4\pi} \log(\Lambda / \mu)$. For large $\vec{Y}$, the right hand side of eq. (3.10) grows as $\frac{1}{\pi} \log |\vec{Y}|$. Hence in this approximation, the inverse temperature grows as $\log^1/2 |\vec{Y}|$ for large $\vec{Y}$, rather than approaching a constant.

This is a significant drawback of the model, because with the radius of the circle growing logarithmically at infinity, it is doubtful that the RG flow will have the desired behavior. The radius of the circle is a scalar field in $d$ dimensions, and under RG flow it tends to relax to its average value. Since the average of $\log |\vec{Y}|$ is divergent, the RG flow might bring the model to a low temperature limit.

However, it is possible to slightly complicate the model and avoid this issue. We add another scalar superfield $\mathcal{X}'$, and a second fermi multiplet $\Upsilon$. We take the superspace coupling to be

$$\int d^2x d\theta \left( m\Lambda \left( (\vec{Y}^2 + a)(\vec{X}^2 - \mathcal{X}'^2 - b) + c \right) + m'\Upsilon (1 + f\vec{Y}^2) \mathcal{X}' \right), \quad (3.11)$$

with new constants $m'$, $f$. Classically, the new fields $\mathcal{X}'$ and $\Upsilon$ are massive, for any value of $\vec{Y}$, and $\mathcal{X}'$ vanishes in any supersymmetric state. So adding these fields does not affect the description of the classical ground states. But quantum mechanically, the problematic logarithm is absent in this more complicated model. For large $\vec{Y}$, both $\mathcal{X}$ and $\mathcal{X}'$ acquire masses proportional to $|\vec{Y}|^2$. Thus eq. (3.10) is replaced with

$$\vec{X}^2 = b_r - \frac{1}{4\pi} \log(M^2 \mathcal{X}' / M^2 |\vec{X}| (\vec{Y})) - \frac{c}{\vec{Y}^2 + a}. \quad (3.12)$$

Now the argument of the logarithm has a constant limit for $\vec{Y} \to \infty$, so likewise the radius of the $\vec{X}$ circle has a constant limit. Note that since $\mathcal{X}'$ has only one component while $\vec{X}$ has two, this modification of the model does not eliminate the existence of a logarithmic renormalization of $b$ due to “normal ordering”, that is, vacuum fluctuations in $\vec{X}^2 - \mathcal{X}'^2$. However, at large $\vec{Y}$, only one of the two components of $\vec{X}$ is massive, and adding $\mathcal{X}'$ does cancel the logarithmically growing $\vec{Y}$-dependent part of the renormalization of $b$. This cancellation depends on the precise relative factor $-1$ between the $\vec{X}^2$ and $\mathcal{X}'^2$ terms in eq. (3.11). That factor is not affected by normal ordering, which is the only ultraviolet
divergent renormalization in a supersymmetric theory in two dimensions with polynomial couplings. If we slightly change the coefficient $-1$ in the action so that a $\log |\vec{Y}|$ term appears in eq. (3.12) with a small coefficient, then it becomes important at exponentially large values of $|\vec{Y}|$, presumably not affecting the RG behavior in the interior of the spacetime.

By further elaborations of the model, one can eliminate the logarithmic renormalization of $b$ if this is desired. One way to do this is to take $\Upsilon$ and $X'$ to be two-component fields, but with couplings such that only one component of $X'$ gets a mass proportional to $\vec{Y}^2$ for large $\vec{Y}$. For this, one can replace the coupling in (3.11) with

$$\int d^2x d\theta \left( m\Lambda \left( (\vec{Y}^2 + a)(\vec{X}'^2 - b) + c \right) + m'(\Upsilon_1 X_1' + \Upsilon_2(1 + f\vec{Y}^2)X_2') \right).$$ (3.13)

As these examples illustrate, there are many ways to add additional massive fields without changing the fact that classically, the model leads to a nonlinear sigma model of something similar to the black hole or the Horowitz-Polchinski solution, depending on the sign of $ab - c$.

Much of what we have said has an analog for the Type II problem to which we come in section 3.3. Before turning to that problem, however, we consider one more question for the heterotic string.

### 3.2.2 Deriving the quantum numbers of the heterotic string thermal winding mode

An important subtlety of the thermal ensemble for the heterotic string is that the ground state of a string wrapping around the thermal circle has unusual quantum numbers [13, 20, 21, 47]. It is odd under $(-1)^F$, the operator that distinguishes worldsheet bosons and fermions and appears in the GSO projection. And it has a half-unit of $P$, the momentum around the thermal circle. Let us see how these properties arise in the linear sigma model.

The basic idea is to determine the quantum numbers of the fermion ground state in the presence of a string that winds around the thermal circle. In the presence of a background $\vec{X}$, it makes sense to ask how the fermion ground state transforms under those symmetries that preserve the background. The relevant symmetries are $(-1)^F$ and rotation of $\vec{X}$, which ultimately is interpreted as translation along the thermal circle. $(-1)^F$ remains a symmetry in the presence of any background, but rotation of $\vec{X}$ is only a symmetry for special choices of background.

The field $\vec{Y}$ plays no role in the analysis and we can just set it equal to a constant. Thus we can consider a slightly simpler problem with scalar superfields $X_1, X_2$, a fermi superfield $\Lambda$, and a coupling (3.1) with $W = m(\vec{X}^2 - b)$. The scalar multiplets contain positive chirality fermions $\psi_{1,+}, \psi_{2,+}$, and the fermi multiplet contains a negative chirality fermion $\lambda_-$. We consider the theory on a circle of circumference $2\pi$, with metric $dx^2$, $0 \leq x \leq 2\pi$. Since we are fixing the worldsheet metric, the limit in which the linear sigma model may reduce to a CFT is $m \to \infty$. Since we are interested in states in the NS sector, we put antiperiodic boundary conditions for the fermions under $x \to x + 2\pi$. The kinetic energy for $\psi_{1,+}, \psi_{2,+}$ is $-id/dx$, and the kinetic energy for the opposite chirality fermion field $\lambda_-$ is $id/dx$. Because the fermions are antiperiodic, the eigenvalues of $-id/dx$ are arbitrary elements $n$ of $\frac{1}{2} + \mathbb{Z}$. Including the effects of the Yukawa coupling (3.4), the single-particle Hamiltonian in a basis
\[
\begin{pmatrix}
\psi_{1,+} \\
\psi_{2,+} \\
\lambda_-
\end{pmatrix}
\] is
\[
H = \begin{pmatrix}
-i \frac{d}{dx} & 0 & 0 \\
0 & -i \frac{d}{dx} & 0 \\
0 & 0 & i \frac{d}{dx}
\end{pmatrix}
+ im \begin{pmatrix}
0 & 0 & X_1 \\
0 & 0 & X_2 \\
-X_1 & -X_2 & 0
\end{pmatrix}.
\]

(3.14)

First suppose that \( \vec{X} = 0 \). There are no single-particle fermion states of zero energy, since \( n \) takes half-integer values. As usual the fermion ground state is found by filling all the negative energy states. The fermion ground state at \( \vec{X} = 0 \) corresponds to the identity operator of a free fermion CFT, and has vacuum quantum numbers — it is invariant under \((-1)^F\) and under rotation of \( \vec{X} \). Now as a warmup, consider the case that \( \vec{X} \) is a non-zero constant; this preserves the \((-1)^F\) symmetry but not, of course, the symmetry of rotation of \( \vec{X} \). Regardless of \( \vec{X} \), as long as it is constant, \( H \) has no zero eigenvalues. In fact, as long as \( \vec{X} \) is constant, \( H \) is equivalent to a free Dirac Hamiltonian for three fermion modes of which two are massive; regardless of the mass, there are no zero-modes, since the fermions are antiperiodic. Absence of single-particle zero-modes means that as we vary \( \vec{X} \), the filled fermion states remain filled and the empty ones remain empty, so the ground state quantum numbers (under symmetries preserved by the background) do not change, and hence the ground state continues to be invariant under \((-1)^F\).

Now let us consider instead a winding state, with \( (X_1, X_2) = |\vec{X}|(\cos x, \sin x) \). This is invariant under rotation of \( \vec{X} \), combined with a translation of \( x \). That combined operation is what “translation along the thermal circle” means in a winding sector. It is possible to solve explicitly for the eigenvalues of the single-particle Hamiltonian \( H \) in the presence of a background of this kind. The answer is most simply described if one first makes a change of variables

\[
\begin{pmatrix}
\psi'_{1,+} \\
\psi'_{2,+} \\
\lambda'_-
\end{pmatrix} = \begin{pmatrix}
\cos x & \sin x & 0 \\
-\sin x & \cos x & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\psi_{1,+} \\
\psi_{2,+} \\
\lambda_-
\end{pmatrix}.
\]

(3.15)

After the change of variables, the operator that generates rotation of \( \vec{X} \) (together with translation of \( x \)) becomes just \( \mathcal{P} = -id/dx \). The single-particle Hamiltonian becomes

\[
H' = \begin{pmatrix}
-i \frac{d}{dx} & 0 & 0 \\
0 & -i \frac{d}{dx} & 0 \\
0 & 0 & i \frac{d}{dx}
\end{pmatrix}
+ i \begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} + im|\vec{X}| \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{pmatrix}.
\]

(3.16)

In a sector with \(-id/dx\) acting as \( n \in \frac{1}{2} + \mathbb{Z} \), this is

\[
H'_n = \begin{pmatrix}
n & 0 & 0 \\
0 & n & 0 \\
0 & 0 & -n
\end{pmatrix}
+ i \begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} + im|\vec{X}| \begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{pmatrix}.
\]

(3.17)

\[\text{We are going to use this change of variables only as a shortcut to determine the eigenvalues of the single-particle Hamiltonian. We are not making a quantum change of variables that might have an anomaly.}\]
We see that
\[
\det H'_n = -n(n^2 - 1 + m^2|X|^2) \tag{3.18}
\]
Since \( n \) (being valued in \( \frac{1}{2} + \mathbb{Z} \)) never vanishes, for \( H'_n \) to have a zero-mode, we need \( n^2 - 1 + m^2|X|^2 = 0 \). This occurs precisely if \( n = \pm 1/2 \) and \( |X| = \sqrt{\frac{3}{2m}} \).

At \( |X| = 0 \), the eigenvalues of \( H_{1/2} \) are \( 1/2, -1/2, -1/2 \). For \( |X| \neq 0 \) and any sufficiently large \( m \), two eigenvalues of \( H_{1/2} \) are positive and one is negative. Thus, at \( n = 1/2 \), there is one single-particle state whose energy goes from negative to positive as \( |X| \) is turned on. The complex conjugate of this state\(^\text{14} \) is a single particle state at \( n = -1/2 \) whose energy goes from positive to negative as \( |X| \) is turned on. Since the IR limit involves \( m \to \infty \), we always cross this zero mode if \( |X| \neq 0 \). Quantum mechanically, these states correspond to operators \( a, a^\dagger \) obeying the usual fermion relations \( a^2 = a^\dagger 2 = 0, \{a, a^\dagger \} = 1 \). The part of the Hamiltonian that depends on \( a, a^\dagger \) is \( f(|X|)a^\dagger a \), where \( f(0) > 0 \), but \( f(|X|) < 0 \) if \( |X| > \sqrt{\frac{3}{2m}} \). When \( f(|X|) \) becomes negative, the fermion ground state jumps from being annihilated by \( a \) to being annihilated by \( a^\dagger \). A single fermion state of momentum \( P = -1/2 \) that formerly was unoccupied becomes occupied. Therefore, the fermion ground state becomes odd under \((-1)^F\), and carries momentum \( P = -1/2 \). These are the standard CFT results for a winding state of the heterotic string at nonzero temperature, showing that at least in this respect, the linear sigma model does reproduce the results of the CFT.

This discussion has been for the mode with winding number one. For winding number \( k \), we multiply the middle term in (3.17) by \( k \) and the \(-1 \) in (3.18) becomes \(-k^2 \). This means that \( k \) modes cross zero and that the fermion number becomes \((-1)^k \) and the worldsheet momentum becomes \(-k^2/2 \), which implies that \( P \) is half-integral when \( k \) is odd, but integral for \( k \) even, as in [13, 20, 21, 47].

### 3.3 Linear sigma models for type II superstrings

#### 3.3.1 Construction of the model

In Type II superstring theory, we want a worldsheet theory that has \((1, 1)\) supersymmetry, and also a \( \mathbb{Z}_2 \) chiral \( R \)-symmetry, which is needed for the GSO projection. \((1, 1)\) supersymmetry can be realized in a superspace with bosonic coordinates \( x^+, x^- \), and corresponding fermionic coordinates \( \theta^+, \theta^- \). The only type of superfield that we will consider is a scalar superfield \( \Phi(x, \theta) = \phi(x) + i\theta^+ \psi_+(x) + i\theta^- \psi_-(x) + i\theta^+ \theta^- F \), where \( \phi \) is an ordinary (real) scalar field, \( \psi_\pm \) are fermi fields of the indicated chirality, and \( F \) is an auxiliary field. Such a scalar superfield of \((1, 1)\) supersymmetry decomposes under \((0, 1)\) supersymmetry as the direct sum of a scalar superfield and a fermi superfield.

Let us first discuss what happens if we do not impose a \( \mathbb{Z}_2 \) \( R \)-symmetry. Consider a system of \( N \) chiral superfields \( \Phi_i \). To generate a nontrivial potential for the ordinary scalar fields \( \phi_i \), we introduce a real-valued function \( W(\Phi_i) \) known as the superpotential, and include in the action a term
\[
\int d^2 x \, d^2 \theta \, W(\Phi_k). \tag{3.19}
\]
\(^{14}\) Note that \( H'_{-n} \) is minus the complex conjugate of \( H'_n \).
After integrating over $\theta^\pm$ and integrating out the auxiliary fields, this leads to an ordinary potential energy

$$V(\phi_k) = \frac{1}{2} \sum_{i=1}^{N} \left( \frac{\partial W(\phi_1, \cdots, \phi_N)}{\partial \phi_i} \right)^2.$$ (3.20)

To find a classical state with zero energy and unbroken supersymmetry, we need to solve the equations $\partial_k W = 0$, $k = 1, \cdots, N$. These are $N$ equations for $N$ unknowns, so generically the solutions are isolated. It is not natural to get at low energies a nonlinear sigma model with a target space of positive dimension.

Ordinary global symmetries (as opposed to $R$-symmetries) make it possible to generate some sigma models, but not of sufficient generality to study the black hole and the Horowitz-Polchinski solution. If one assumes a group $H$ of ordinary global symmetries and requires $W$ to be invariant under an $H$ action on the $\Phi$’s, then it is natural to get a space of supersymmetric states whose connected components are homogeneous spaces for $H$. Degeneracy beyond that is not natural. The black hole and Horowitz-Polchinski spaces are not homogeneous spaces for any global symmetry group, so we cannot get them by imposing ordinary symmetries.

What does work is to assume a chiral $\mathbb{Z}_2 R$ symmetry $\tau$, which acts on the fermionic coordinates by $\theta^\pm \to \pm \theta^\pm$. (Combining this with the universal $(-1)^F$ symmetry that acts by $\theta^\pm \to -\theta^\pm$, we get an opposite chirality $\mathbb{Z}_2 R$ symmetry $\theta^\pm \to \mp \theta^\pm$.) In any event, we want to assume such a symmetry because it is part of the structure of Type II superstring theory. Since the fermionic measure $d^2 \theta$ is odd under $\tau$, the superpotential $W$ must also be odd to ensure invariance of $\int d^2 \theta W$. To make it possible for the superpotential to be odd under $\tau$, we need superfields that are $\tau$-odd.

In general, we introduce $n$ $\tau$-even superfields $\Phi_i$, transforming by

$$\Phi_i(x, \theta^+, \theta^-) \to \Phi_i(x, \theta^+, -\theta^-),$$ (3.21)

and $m$ $\tau$-odd ones $P_\alpha$, transforming as

$$P_\alpha(x, \theta^+, \theta^-) \to -P_\alpha(x, \theta^+, -\theta^-).$$ (3.22)

We introduce a superpotential of the general form

$$W(P_\alpha, \Phi_i) = \sum_\alpha P_\alpha W_\alpha(\Phi_i).$$ (3.23)

This is certainly odd under the $\mathbb{Z}_2 R$-symmetry, since it is homogeneous and linear in the odd superfields $P_\alpha$. Let us denote the ordinary scalar fields that are the bottom components of $P_\alpha$ and $\Phi_i$ as $\phi_k$ and $\phi_i$. Then by evaluating eq. (3.2), one finds the potential

$$V(P_\alpha, \phi_k) = \frac{1}{2} \sum_\alpha W_\alpha(\phi_k)^2 + \frac{1}{2} \sum_i \left( \sum_\alpha P_\alpha \partial_i W_\alpha(\phi_k) \right)^2.$$ (3.24)

As in section 3.2, assuming that $n > m$, the equations $W_\alpha(\phi_k) = 0$, $\alpha = 1, \cdots, m$ generically define a manifold $M$ of dimension $n - m$. In contrast to section 3.2, to find a supersymmetric classical state, we now have the additional equations

$$\sum_\alpha P_\alpha \partial_i W_\alpha(\phi_k) = 0, \quad i = 1, \cdots, n.$$ (3.25)
These equations are clearly satisfied if the $P_\alpha$ all vanish. A solution with nonzero $P_\alpha$ arises at and only at a singularity of $\mathbb{M}$. In particular, if $\mathbb{M}$ is smooth, the equations are only satisfied for $P_\alpha = 0$, and the low energy physics, at the classical level, will be a nonlinear sigma model with target $\mathbb{M}$. But if $\mathbb{M}$ is singular, the equations have solutions with $P_\alpha \neq 0$. Solutions with $P_\alpha \neq 0$ are precisely the ones that are not invariant under the chiral $R$-symmetry. The equations (3.25) are homogeneous and linear in the variables $P_\alpha$, so if there are solutions with $P_\alpha \neq 0$, then the space of those solutions is a cone and in particular is not compact.

For our purposes, just as in section 3.2, we take $n = D + 1$, $m = 1$. We take the $\tau$-even superfields to be a $d$-plet $\vec{Y}$ and a pair $\vec{X}$, and we introduce a single $\tau$-odd superfield $P$. We denote the bottom components of $\vec{Y}$, $\vec{X}$ and $P$ as $\vec{Y}$, $\vec{X}$, and $P$. For the superpotential, we pick

$$W = mP \left( (\vec{Y}^2 + a)(\vec{X}^2 - b) + c \right).$$

(3.26)

The equations $W_\alpha = 0$ become

$$(\vec{Y}^2 + a)(\vec{X}^2 - b) + c = 0,$$

(3.27)

familiar from section 3.2. For generic values of $a, b, c$, this describes a smooth manifold $\mathbb{M}$, which is qualitatively similar to the black hole or the spacetime underlying the Horowitz-Polchinski solution depending on the sign of $ab - c$. When $\mathbb{M}$ is smooth, $P$ vanishes in all classical supersymmetric states.

What is different from the heterotic string is that the superfield $P$ contains an ordinary scalar field $P$, not just a bosonic auxiliary field. To minimize the energy, there are additional conditions (3.25) involving $P$. These conditions now become

$$P\vec{Y}(\vec{X}^2 - b) = P(\vec{Y}^2 + a)\vec{X} = 0.$$

(3.28)

For $a > 0$, $b \neq 0$, and assuming $P \neq 0$, these conditions are only satisfied at $\vec{X} = \vec{Y} = 0$, which is consistent with eq. (3.27) if and only if $ab = c$. This just reflects the fact that $\mathbb{M}$ is singular at $ab = c$ and its singularity is at $\vec{X} = \vec{Y} = 0$. Thus, precisely when we try to make a transition at the classical level from the black hole to the Horowitz-Polchinski spacetime, a new branch opens up in the space of classical ground states, parameterized by $P$. This is a branch on which the $\mathbb{Z}_2$ chiral $R$-symmetry is spontaneously broken. However, the picture is rather different quantum mechanically, as we explain in section 3.3.2.

We ultimately do not know how the model based on the superpotential $W$ of eq. (3.26), and variants of this model that we describe momentarily, behave in the crossover between the Horowitz-Polchinski model and the black hole. However, we can describe what in a sense is the minimal model in which the puzzle arises. The model based on $W$ has some sort of singular behavior, at the classical level, at $ab = c$. The singularity occurs at $\mathbb{P} = \mathbb{X} = \mathbb{Y} = 0$. 

\textsuperscript{15}$\mathbb{M}$ is smooth at a point $\phi_k = \phi_{k,0}$ if and only if the equations $W_\alpha = 0$ place $m$ independent constraints on a first order variation $\delta \phi_k$ of the $\phi_k$ at that point. Saying that eqs. (3.25) are satisfied with some nonzero $P_\alpha$ is equivalent to saying that a linear combination $\sum_\alpha P_\alpha W_\alpha = 0$ of the equations places no constraint on the $\delta \phi_k$ in first order. This is the condition for a singularity.
If we expand around this point, the leading terms in the superpotential are
\[
\tilde{W} = m P \left( -b \tilde{Y}^2 + a \tilde{X}^2 + c - ab \right). \tag{3.29}
\]
We do not know how this model behaves when \(ab - c\) is changing sign, but whatever the answer is, we suspect that the behavior of the more complete model (3.26) is similar. A linear sigma model similar to (3.29) also appeared in appendix A of [48] as part of a related topology change discussion.

Many remarks in section 3.2.1 have obvious analogs. One point that merits some discussion is the quantum correction to the radius of the \(\tilde{X}\) circle at large \(\tilde{Y}\). In the model as presented so far, this radius grows as \(\log \frac{1}{2} |\tilde{Y}|\), as in the analogous heterotic string model of section 3.2.1. This again can be avoided by adding additional massive fields. As in the discussion of the heterotic string, a minimal choice is to add another \(\tau\)-even superfield \(\tilde{X}'\), and another \(\tau\)-odd one \(T\), and take the superpotential to be
\[
W = m P \left( (\tilde{Y}^2 + a)(\tilde{X}'^2 - b) + c \right) + m'T (1 + f \tilde{Y}^2) \tilde{X}'. \tag{3.30}
\]
As in the case of the heterotic string, a cancellation between the \(\tilde{Y}\) dependence of \(\langle \tilde{X}'^2 \rangle\) and of \(\langle \tilde{X}'^2 \rangle\) ensures that the \(\tilde{X}\) circle has a constant radius for \(\tilde{Y} \to \infty\). If one also wishes to avoid the need for a logarithmic renormalization of \(b\), one can do this, as in eq. (3.13), by taking \(T\) and \(\tilde{X}'\) to be two-component fields and choosing
\[
W = m P \left( (\tilde{Y}^2 + a)(\tilde{X}'^2 - b) + c \right) + m' (T_1 \tilde{X}'_1 + T_2 (1 + f \tilde{Y}^2) \tilde{X}'_2). \tag{3.31}
\]
There are many other ways to add additional massive fields without changing the low energy behavior at the classical level.

It is straightforward to repeat for Type II the analysis given in section 3.2.2 of the quantum numbers of the ground state of a string that wraps around the thermal circle. One simply gets two copies of the previous computation, one copy for modes of positive chirality and one for modes of negative chirality (more precisely, one copy for modes even under the chiral \(R\)-symmetry and one for modes that are odd). The half unit of momentum cancels between the two copies. However, the ground state in this winding sector is odd under the chiral \(R\)-symmetry \(\tau\), and also odd under the opposite chirality \(R\)-symmetry \(\tau(-1)^F\). It is even under \((-1)^F\). This agrees with the standard string theory result [47].

### 3.3.2 The effective superpotential

At the quantum level, in contrast to somewhat similar problems with more supersymmetry, what happens at \(ab = c\) is not the opening up of a new branch of vacua parametrized by \(P\). Rather, because of the spontaneous breaking of the chiral \(R\)-symmetry on the branch with \(P \neq 0\), there is no obstruction to generating an effective superpotential \(W_{\text{eff}}(P)\) on this branch, and such a superpotential is in fact generated. Such a superpotential lifts the degeneracy of the \(P\) branch, generically leaving a finite number of massive vacua.

The details depend on precisely which model one considers. We will make the analysis for the “original” model with superpotential presented in eq. (3.26). Other models such as the ones described in eqs. (3.30) and (3.31) can be treated in a similar fashion. Though
the details are model-dependent, some properties are general. A nontrivial superpotential for \( \mathcal{P} \) is always generated. This leads to new massive vacua at large values\(^{16}\) are of \( P \). The number of such vacua depends on the coupling parameters. The last statement is unavoidable, for a topological reason that will be explained in section 3.4.

A convenient way to compute the effective superpotential for \( \mathcal{P} \) is as follows. Let \( F \) be the auxiliary field in the multiplet \( \mathcal{P} \). In the free field theory of the superfield \( \mathcal{P} \), perturbed by a superpotential \( W_{\text{eff}}(\mathcal{P}) \), \( F \) is related to \( P \) by \( F = \partial_P W_{\text{eff}}(P) \). Hence we can determine \( \partial_P W_{\text{eff}}(P) \) — and therefore \( W_{\text{eff}}(P) \) by integration — by computing \( \langle F \rangle \) as a function of \( \langle P \rangle \), on the branch of classical ground states with \( \langle P \rangle \neq 0 \). Going back to the linear sigma model with canonical kinetic energy and superpotential \( W = m\mathcal{P} \left( \langle \bar{Y}^2 \rangle + a(\bar{X}^2 - b) + c \right) \), we see that the formula \( F = \partial_P W \) (which holds by the equations of motion of the linear sigma model) gives

\[
F = m \left( (Y^2 + a)(X^2 - b) + c \right). \tag{3.32}
\]

So to determine \( \langle F \rangle \), we just have to compute the expectation value of the operator on the right hand side of eq. (3.32) in a vacuum with nonzero \( P \). This can be done reliably in perturbation theory only in the region where \( P \) is large. At large \( P \), the energy is minimized at \( \bar{X} = \bar{Y} = 0 \) and the superfields \( \bar{X}, \bar{Y} \) have masses proportional to \( P \). We can integrate out \( \bar{X}, \bar{Y} \) in perturbation theory by evaluating Feynman diagrams with \( X \) and \( Y \) propagators. Because \( \bar{X} \) and \( \bar{Y} \) have masses of order \( P \) and the linear sigma model is superrenormalizable, most such Feynman diagrams generate contributions proportional to negative powers of \( P \). The only relevant exceptions are the one-loop “bubble” contributions to \( \langle \bar{X}^2 \rangle \) and \( \langle \bar{Y}^2 \rangle \). To evaluate the expectation value of \( m \left( (Y^2 + a)(X^2 - b) + c \right) \) in a state with large \( P \), we just replace \( X^2 \) and \( Y^2 \) with their expectation values \( \langle \bar{X}^2 \rangle \) and \( \langle \bar{Y}^2 \rangle \), computed from the bubble diagram. The computation is the same as the one in eq. (3.9), except that now \( \bar{X} \) has two massive components and \( \bar{Y} \) has \( d \) of them. The result is

\[
F = \frac{\partial W_{\text{eff}}(P)}{\partial P} = \left( -\frac{d}{4\pi} \log(P^2/\mu^2) + a_r \right) \left( -\frac{1}{2\pi} \log(P^2/\mu^2) - b_r \right) + c, \tag{3.33}
\]

where \( a_r \) and \( b_r \) are renormalized versions of \( a \) and \( b \). It is possible to integrate this with respect to \( P \) to get the effective superpotential (and this function is an odd function of \( P \), as expected). However, what we actually want is to identify possible vacuum states in the region of large \( P \). The condition for a vacuum state is \( \partial W_{\text{eff}}(P)/\partial P = 0 \), the vanishing of the right hand side of eq. (3.33). In terms of \( S = \frac{1}{4\pi} \log(P^2/\mu^2) \), the equation for a vacuum state becomes a quadratic equation for \( S \):

\[
(dS - a_r) (2S + b_r) + c = 0, \tag{3.34}
\]

leading to

\[
S = -\frac{(db_r - 2a_r) \pm \sqrt{(db_r - 2a_r)^2 - 8d(c - a_r b_r)}}{4d}. \tag{3.35}
\]

\(^{16}\)Analogs of massive vacua at large \( P \) have been found previously in two-dimensional models with \( (2, 2) \) supersymmetry. See [49] and section 13.6 of [50].
Figure 10. We find three different possibilities for the massive vacua, depending on the values of $d b_r - 2a_r$ and $c - a_r b_r$. The subscripts 0, 2, 4 label how many massive vacua there are in each case. The analysis is not reliable when we are very close to the vertical axis in the plot, where $|P|$ becomes small.

We recall from section 3.2 that the nonlinear sigma model is weakly coupled for large $a_r, b_r$, and $c$ with $a_r/b_r$ and $c/a_r b_r$ fixed.\textsuperscript{17} In this regime, the solutions for $S$ are generically large but not necessarily real or positive. Solutions with $\text{Im } S \neq 0$ do not correspond to vacuum states, since the field $P$ is real. Solutions with $S$ real and negative correspond to small values of $P$ at which the computation is not reliable (small $P$ is the region of the nonlinear sigma model). But solutions with $S$ real and positive (and sufficiently large) correspond to a pair of massive supersymmetric vacua, at $P = \pm \mu \exp(2\pi S)$. Observe that if $S$ is large, $P$ is exponentially large.

From eq. \((3.35)\), we find the following three cases, where we label HP or BH in terms of the sign of $c - a b$, as in \((3.8)\), see also figure 10.

(HP\textsubscript{2}). When $c - a_r b_r < 0$. In this case there is one positive and one negative solution of \((3.35)\), but we can trust only the positive one, which leads to two vacua with opposite values of $\langle P \rangle$.

(BH\textsubscript{0}). This is when there are no positive solutions of \((3.35)\), which happens under two circumstances, when $c - a_r b_r > 0$ and $d b_r - 2a_r > 0$ or, alternatively, when $d b_r - 2a_r < 0$ and $c - a_r b_r$ is sufficiently positive so that there is a pair of complex solutions. In this case there are no vacua in the large $|P|$ region.

(BH\textsubscript{4}). If $d b_r - 2a_r < 0$ and $c - a_r b_r > 0$ but not too positive, then we have two positive real roots in \((3.35)\). For each of them we can have two opposite values of $\langle P \rangle$, so that in total we have four vacua.

These massive vacua exist in addition to the non-compact, non-linear sigma model branches that have the topology of the Horowitz-Polchinski solution or the black hole.

\textsuperscript{17}Because the renormalization from $a$ and $b$ to $a_r$ and $b_r$ is by an additive constant, this assertion is unaffected by replacing $a$ and $b$ with $a_r$ and $b_r$. 

\[(d b_r - 2a_r)^2 = 8d(c - a_r b_r)\]
solution. Note that within the region of parameter space that we have the Horowitz-Polchinski solution, we also have two massive vacua. Surprisingly, in the region of parameter space corresponding to the black hole we have a region with no massive vacua and a region with four massive vacua. At least in the linear sigma model, there cannot be a smooth crossover from the black hole to the Horowitz-Polchinski solution, because somewhere along the way a pair of massive vacua appears or disappears. But we do not know what this phenomenon corresponds to in the infrared, after hypothetically flowing from the linear sigma model to a family of CFT’s and moving to the crossover region with $c - a_r b_r$ small.

In section 3.4, we will explain in terms of the supersymmetric index $\text{Tr} (-1)^F$ the appearance or disappearance of massive vacua in interpolating between the Horowitz-Polchinski solution and the black hole. We will also explain what is happening in the transition from region (BH$_0$) to region (BH$_4$), where the number of massive vacua changes even though the nonlinear sigma model can be weakly coupled and nothing in particular is happening to it.

### 3.4 The topological obstruction

Consider a supersymmetric field theory with Hamiltonian $H$, Ramond sector Hilbert space $\mathcal{H}$, and a space $\mathcal{H}_0$ of supersymmetric ground states. In a family of such theories with discrete spectrum, the index

$$ I = \text{Tr}_{\mathcal{H}_0} (-1)^F = \text{Tr}_\mathcal{H} (-1)^F e^{-\hat{\beta}H} $$

(3.36)

is a constant. Here $\hat{\beta}$ is an arbitrary positive number; the last expression does not depend on $\hat{\beta}$ because states of positive energy occur in bose-fermi pairs and cancel out of the trace.$^{18}$ In the case of a nonlinear sigma model with $(1, 1)$ supersymmetry and with target a $D$-dimensional compact manifold $M$, the space $\mathcal{H}_0$ is the direct sum of the real cohomology group $H^q(M)$, whose dimension is the Betti number $b_q$. The operator $(-1)^F$ acts on $H^q(M)$ as $(-1)^q$. The index is therefore

$$ I = \sum_{q=0}^D \text{Tr}_{H^q(M)} (-1)^F = \sum_{q=0}^D (-1)^q b_q = \chi(M), $$

(3.37)

where $\chi(M)$ is the Euler characteristic of $M$.

A slight generalization of this is to consider a supersymmetric theory with a global symmetry $T$ that commutes with supersymmetry. In a family of such theories with discrete spectrum, the quantity

$$ I_T = \text{Tr}_{\mathcal{H}_0} (-1)^F T = \text{Tr}_\mathcal{H} (-1)^F T e^{-\hat{\beta}H} $$

(3.38)

is a constant. In the case of a nonlinear sigma model with target $M$, if $T$ is a symmetry of $M$, then

$$ I_T = \sum_{q=0}^D (-1)^q \text{Tr}_{H^q(M)} T, $$

(3.39)

a quantity that is known as the Lefschetz number $L_T$ of $T$.

$^{18}$ $\hat{\beta}$ is completely unrelated to the spacetime inverse temperature $\beta$. 
We are not in such a simple situation, because the black hole and the spacetime $\mathbb{R}^d \times S^1$ that underlie the Horowitz-Polchinski solution are not compact. However, the two spacetimes are equivalent at infinity. One would expect that any obstruction to interpolating smoothly from the black hole to the Horowitz-Polchinski solution is local, and depends on what is happening in the interior of the spacetime, not on the geometry at infinity, where nothing is changing. Without changing anything in the interior, we can “cap off” the black hole and Horowitz-Polchinski solutions at spatial infinity and compactify them, making the discussion of $\text{Tr} (-1)^F$ more straightforward. We can do this, for example, by gluing in at infinity a copy of $B \times S^{D-2}$, where $B$ is a two-dimensional disc. The black hole then becomes $S^2 \times S^{D-2}$, and the Horowitz-Polchinski solution becomes $S^D$. We have

$$\chi(S^2 \times S^{D-2}) = 2(1 + (-1)^{D})$$
$$\chi(S^D) = 1 + (-1)^{D}. \quad (3.40)$$

Thus the two differ by 2 if $D$ is even, but agree if $D$ is odd.

To explore the case of odd $D$, it is convenient to let $T$ be a reflection symmetry that reverses the orientation of $S^D$ or $S^{D-2}$. In the linear sigma model, this is the symmetry that reverses the sign of one component of $\mathcal{Y}$, say $\mathcal{Y}_1 \to -\mathcal{Y}_1$. With this choice of $T$, one has

$$L_T(S^2 \times S^{D-2}) = 2(1 + (-1)^{D-1})$$
$$L_T(S^D) = 1 + (-1)^{D-1}. \quad (3.41)$$

These differ by 2 if $D$ is odd, but agree if $D$ is even.

In the case of a nonlinear sigma model with noncompact target space, in general invariants such as $\text{Tr} (-1)^F$ and $I_T$ cannot be computed just by counting normalizable ground states in the theory formulated on a circle, because there may be boundary contributions to these invariants. However, when we compare the black hole to the Horowitz-Polchinski solution, a possible boundary contribution cancels out and so the comparison can be made by counting ground states. For a nonlinear sigma model with target space $M$ formulated on a circle, the normalizable ground states correspond to normalizable harmonic forms on $M$. The Horowitz-Polchinski spacetime is $\mathbb{R}^{d-1} \times S^1$ with a flat metric; it has no normalizable harmonic forms. However, the black hole spacetime has two of them. The black hole metric is

$$ds^2 = \left(1 - \frac{\mu}{\rho^{D-3}}\right) dt^2 + \frac{1}{1 - \frac{\mu}{\rho^{D-3}}} d\rho^2 + \rho^2 d\Omega_{D-2}^2. \quad (3.42)$$

In this spacetime, there are two normalizable harmonic forms. One is $\theta = d\rho dt/\rho^{D-2}$, which is easily seen to be normalizable and to satisfy $d\theta = d\star \theta = 0$ (where $\star$ is the Hodge star operator$^{19}$), and therefore to be harmonic. The second is $\star \theta$, which satisfies the same conditions. Here $\theta$ is a two-form and $\star \theta$ is a $D-2$-form, so they contribute $1 + (-1)^D$ to $\text{Tr} (-1)^F$. Since $\theta$ is even under $T$ and $\star \theta$ is odd, these two states contribute

$^{19}$In its action on the supersymmetric ground states, the chiral $R$ symmetry $\tau$ is equivalent to $\star$. The anomalous commutation relations (3.43) that we discuss momentarily can therefore be seen in the action of $(-1)^F$, $T$, and $\star$ on the states $\theta$ and $\star \theta$. Since $\star$ exchanges these two states, which carry different quantum numbers under $(-1)^F$ and $T$, clearly these operators do not commute.
$1 + (-1)^{D-1}$ to $L_T$. For a proof that there are no other normalizable harmonic forms in the Schwarzschild spacetime, see [51]. Thus, the contributions of $\theta$ and $\ast \theta$ account for the difference between the values of $\text{Tr} (-1)^F$ and $L_T$ for the black hole and the Horowitz-Polchinski spacetime.

The importance of this matter for our purposes is that the different values of $\chi$ and $L_T$ are an obstruction to a smooth interpolation between the black hole and the Horowitz-Polchinski solution; depending on $D$, either $\chi$ or $L_T$ differs by 2 between the black hole and the Horowitz-Polchinski solution. With this in mind, the results found in section 3.3 are natural. In that analysis, we found that in interpolating from the black hole region to the Horowitz-Polchinski region, the number of massive vacua at large $P$ changes by $\pm 2$ (see figure 10). With appropriate assumptions about the quantum numbers of the massive vacua under $(-1)^F$ and $T$, this can account for the jumping of $\chi$ or $L_T$ by 2.

The necessary statements about the quantum numbers of the massive vacua can be largely explained as follows. We recall that the chiral $R$-symmetry $\tau$ exchanges pairs of massive vacua at positive and negative $P$. Classically, $\tau$ commutes with $(-1)^F$ and $T$, but quantum mechanically, in the Ramond sector, there is an anomaly

$$\tau(-1)^F = (-1)^D(-1)^F \tau, \quad \tau T = -T \tau. \quad (3.43)$$

The anomaly can be found by turning off the Yukawa couplings and computing explicitly the action of $\tau$, $(-1)^F$, and $T$ on the Ramond-Ramond ground states of the free theory. Acting on these ground states, the left and right moving fermion zero modes obey the same algebra as gamma matrices. The operators $\tau$, $(-1)^F$ and $T$ are products of gamma matrices (or fermion zero modes) that are uniquely determined by requiring that they transform the fermion zero modes in the expected way. Given these facts, it is straightforward to identify the operators representing $\tau$, $(-1)^F$, and $T$ in the space of ground states and to obtain (3.43). Eq. (3.43) shows that pairs of massive vacua related by $\tau$ have opposite eigenvalues of $T$, and have $(-1)^F$ differing by a factor $(-1)^D$. Therefore, a pair of massive vacua exchanged by $\tau$ always have opposite values of $T$, and have opposite values of $(-1)^F$ if and only if $D$ is odd. These statements make the pattern of jumping of massive vacua found in section 3.3 consistent with the jumping of $\chi$ and $L_T$ in the transition between the black hole and the Horowitz-Polchinski solution.

Finally, in section 3.3, we found that it is possible for two massive vacua to annihilate at large $P$. This occurs (both at positive $P$ and at negative $P$) in the transition between the BH$_0$ and BH$_4$ regions of figure 10. The linear sigma model remains weakly coupled and reliable through this transition. There is a simple interpretation: the two vacua that appear or disappear have opposite values of $(-1)^F$ and the same value of $T$, so they make no net contribution to $\text{Tr} (-1)^F$ or $I_T$. A simple example in which a pair of massive vacua annihilate is a theory with one scalar superfield $P$ and a superpotential $P^3 - aP$, with parameter $a$. For $a > 0$, there is a pair of massive vacua at $P = \pm \sqrt{a/3}$; for $a < 0$, there are none.
3.5 D-branes

The invariance of $\text{Tr} (-1)^F$ and $I_T$ is not the whole story concerning the obstruction to interpolating smoothly between the black hole and the Horowitz-Polchinski solution. There is a mismatch between the $D$-branes of the black hole and of the Horowitz-Polchinski spacetime. In describing this mismatch, we will, except at the end of this section, consider the black hole or Horowitz-Polchinski CFT, together with its $D$-branes, as opposed to the full string theory (in which, in addition to the $D$-branes, one would also consider Ramond-Ramond fields and associated collective coordinates). For a basic illustration of the mismatch, observe that in the black hole spacetime, which is topologically $B \times S^{D-2}$, where $B$ is a two-dimensional ball, it is possible to have a $D$-brane wrapped on $S^{D-2}$ (times a point in $B$). Such a $D$-brane has no analog in the Horowitz-Polchinski spacetime. Conversely, in the Horowitz-Polchinski spacetime $\mathbb{R}^{D-1} \times S^1$, one can have a brane wrapped on $S^1$; this has no direct analog in the black hole spacetime.

To express more systematically the difference between the black hole and the Horowitz-Polchinski spacetime, we observe the following. In any CFT with $(1,1)$ supersymmetry, one can define a group of conserved charges of the $D$-branes (boundary states that preserve one worldsheet supercharge). These charges are invariant under continuous deformation of a $D$-brane, are additive if one takes the direct sum of two $D$-branes, and vanish for any $D$-brane system that can annihilate by tachyon condensation. In the case of a supersymmetric nonlinear sigma model with target $M$, the conserved charges make up what is called the $K$-theory of $M$. $K$-theory is similar to cohomology, but unlike cohomology, which is $\mathbb{Z}$-graded, $K$-theory is only $\mathbb{Z}_2$-graded. Thus there are two $K$-theory groups, $K^0(X)$ (often called just $K(X)$) and $K^1(X)$. If $M$ is a ten-manifold that is a target space of Type II superstring theory, then $K^0(M)$ and $K^1(M)$ are associated to $D$-branes of Type IIB and Type IIA superstring theory on $M$, respectively [52].

$K^0(M)$ and $K^1(M)$ are finitely generated abelian groups. In general, they have torsion subgroups, which correspond to possible discrete charges carried by $D$-branes; if we ignore the torsion subgroups, then $K^0(M)$ is a lattice, isomorphic to $\mathbb{Z}^c$ for some integer $c$, and similarly $K^1(M)$ is a lattice, isomorphic to some $\mathbb{Z}^{c'}$. In fact, if we define the sum of the even Betti numbers of $M$, $b_+ = \sum_{i \in \mathbb{Z}} b_i$, and the sum of the odd Betti numbers, $b_- = \sum_{i \in \mathbb{Z}+1} b_i$, then $c = b_+$, $c' = b_-$.  

Since $K^0(M)$ and $K^1(M)$ are both invariants in a family of theories with $(1,1)$ supersymmetry, we conclude that $b_+$ and $b_-$ are both invariants. This is a stronger statement than invariance of $\text{Tr} (-1)^F = b_+ - b_-$.  

To sum up, in section 3.3, we found that a Type II linear sigma model does not make a smooth interpolation between the black hole and Horowitz-Polchinski phases, and here we have explained why this might be expected. By contrast, in section 3.2, we learned that a linear sigma model with $(0,1)$ supersymmetry, appropriate for the heterotic string, can make a smooth interpolation between the two phases. In fact, it is believed that properties

\footnote{The lattice $K^0(M)$ has the same rank as the direct sum of the even cohomology groups, but in general the lattice structure is different. The same applies for the relation between $K^1(M)$ and the odd cohomology groups. The discrete charges are also different in K theory from what they would be in cohomology.}
of a \((0, 1)\) supersymmetric model in two dimensions that are invariant under arbitrary continuous deformations (including arbitrary RG flows) are very restrictive. In the case of a sigma model with target \(M\), it is believed that all such invariants are cobordism invariants\(^{21}\) of \(M\). The black hole and the Horowitz-Polchinski spacetime are cobordant; a cobordism between them is described by the familiar equation

\[
(\vec{Y}^2 + a)(\vec{X}^2 - b) + c = 0, \tag{3.44}
\]

which we view now as describing a smooth manifold of dimension \(D + 1\) parametrized by \(\vec{X}, \vec{Y},\) and \(c\) (with \(a\) and \(b\) viewed as constants). This manifold has the topology of the black hole if restricted to a value of \(c\) greater than \(ab\), or of the Horowitz-Polchinski solution if restricted to a value of \(c\) less than \(ab\). So it establishes a cobordism between the two spaces. The invariants that we have been discussing, such as \(\text{Tr}(\Lambda)\), \(K^0\), and \(K^1\), are not cobordism invariants and can distinguish the black hole from the Horowitz-Polchinski spacetime in the context of Type II superstring theory. In other words, the fact that these quantities do not have the same values for the black hole and the Horowitz-Polchinski solution is an obstruction to the existence of a smooth transition between them at the level of two-dimensional supersymmetric field theory.

So far we have considered D-branes purely from the standpoint of conformal field theory. In the full string theory, the picture is somewhat different. In string theory, a D-brane is the source of some RR flux; if the D-brane carries a conserved charge, this flux can be measured at infinity. However, depending on the bulk topology, a given RR flux at infinity may not need a D-brane source. For example, the Horowitz-Polchinski solution in Type IIA superstring theory has a D0 brane wrapping the Euclidean time circle. On the black hole side, there is no wrapped D0-brane, but we can obtain a configuration with the same RR flux at infinity by simply taking the RR two-form field \(F_2\) to be a multiple of the harmonic two-form \(\theta\) that was described in section 3.4. This gives a Euclidean description of a black hole carrying D0 brane charge. The difference is that on one side the flux is sourced by an explicit D-brane while on the other it can exist as an everywhere regular flux. In the IIB theory, we can have a similar discussion involving branes which are also wrapped along some spacetime dimensions other than those that parametrize the black hole or the Horowitz-Polchinski solution.

### 4 Action of a classical string theory solution

Let us consider a classical lagrangian of the form

\[
I = \int d^Dx \sqrt{g} e^{-2\phi} \mathcal{L}(\partial_\mu \phi, \eta) \tag{4.1}
\]

where \(\phi\) is the dilaton and \(\eta\) denotes any other fields, including the metric. The important property is that the only \(\phi\)-dependent term that does not involve derivatives of \(\phi\) is the
overall factor of $e^{-2\phi}$ in the action. Then the equation of motion for $\phi$ implies that

$$-2e^{-2\phi} \mathcal{L} = \partial_{\mu} \left( e^{-2\phi} \frac{\delta \mathcal{L}}{\delta \partial_\mu \phi} \right).$$

(4.2)

This implies that, on shell, the action density is a total derivative and therefore the full action reduces to a boundary term [53]. This argument also works if the action involves higher derivatives of $\phi$. The general form of the Lagrangian (4.1) is correct to all orders in the $\alpha'$ expansion, though only at tree level in the string coupling.

If we consider an asymptotically flat solution then the curvatures becomes small as we go to infinity. This means that the boundary term can be evaluated at infinity using the lowest order terms in the action

$$I \sim \frac{1}{16\pi G_N} \left[ \int_M d^Dx \sqrt{g} e^{-2\phi}(-\mathcal{R} - 4(\nabla \phi)^2 + \cdots) - 2 \int_{\partial M} d^{D-1}x \sqrt{h} e^{-2\phi} K \right]$$

(4.3)

where we have also added the Gibbons-Hawking-York boundary term and $h$ is the induced metric on the boundary. Using the equation of motion for the dilaton (4.2) and integrating by parts we find that the total action becomes [55]

$$-I = \frac{1}{8\pi G_N} \int_{\partial M} d^{D-1}y e^{-2\phi} \sqrt{h}(K - 2\partial_n \phi) = \frac{1}{8\pi G_N} \int_{\partial M} d^{D-1}y \partial_n(e^{-2\phi} \sqrt{h}).$$

(4.4)

This is the final form for the on shell action for any classical string theory solution. The action is purely determined in terms of the asymptotic values of the metric and the dilaton at large radius $\rho$

$$\phi \sim \frac{C_\phi}{\rho^{D-3}}$$

$$ds^2 \sim e^{\frac{4\phi}{D-2}} \left[ f dt^2 + \frac{d\rho^2}{f} + \rho^2 d\Omega_{D-2}^2 \right], \quad f \sim 1 - \frac{\mu}{\rho^{D-3}}$$

(4.5)

where we have given the form of the string frame metric, which acquires the usual form in Einstein frame, whose expression is the term in the brackets above. $C_\phi$ and $\mu$ are some constants that depend on the details of the solution. We have also absorbed the asymptotic value of the dilaton into $G_N$ so that $\phi_{D,\infty}$ is set to zero. Of course, this asymptotic value is free parameter of the classical solution.

We can now evaluate the Euclidean action and after subtracting appropriate counterterms we find

$$\log Z \sim -I = \frac{\omega_{D-2}}{8\pi G_N} \lim_{\rho \to \infty} \left[ \sqrt{f} e^{\frac{2\phi}{D-2}} \partial_\rho \left( \sqrt{f} e^{\frac{2\phi}{D-2}} \rho^{D-2} \right) - \sqrt{f} \partial_\rho \rho^{D-2} \right]$$

$$\log Z = -\frac{\omega_{D-2}}{16\pi G_N} \left[ \mu + 4 \frac{D-3}{D-2} C_\phi \right]$$

(4.6)

We might worry about the RR fields, which in the usual presentation do not involve a factor of $e^{-2\phi}$ in their action. However, as discussed in section 12.1 of [54], we can pull out a factor of $e^{-2\phi}$ at the cost of complicating the expressions for the field strength and gauge transformations, which now contain terms proportional to the gradients of $\phi$. In fact, this is the form that comes out naturally from worldsheet perturbation theory. The $\alpha'$ corrections should continue to contain this overall factor of $e^{-2\phi}$ once we choose this other definition of the fields. Of course, in this case, the boundary term can involve the RR potentials and gauge fields at the boundary.
where $\beta$ is the period of the Euclidean time direction. Note that in (4.6) we subtracted the flat space answer with a circle with the Einstein frame length $\beta\sqrt{f}$ at the cutoff $\rho$. Note also that the factors in front of $\partial_{\beta}$ in the first term comes from the relation between $\partial_n$ and $\partial_{\rho}$ in the string frame, (4.5). $C_\phi$ and $\mu$ are functions of $\beta$ which depend on the details of the solution. In fact, all the $\alpha'$ corrections appear through the detailed dependence of $\beta$ in $\mu$ and $C_\phi$. In deriving this formula we have assumed that the solution does not carry any gauge charges, although those can be also incorporated.

This argument is only valid to all orders in $\alpha'$ expansion. But we suspect that the result is also true exactly in $\alpha'$, since the naive value of the classical action from the CFT point of view is zero, due to the division by the volume of $\text{SL}(2, \mathbb{C})$. If we interpret this zero as a manifestation that the action is a total derivative, then we would obtain the above result, (4.6). It would be nice to find out whether this is true or not for the full CFT solution.

From this classical action we can compute the mass as

$$M = -\partial_\beta \log Z = \frac{\omega_{D-2}}{16\pi G_N} \left[ \partial_\beta (\beta \mu) + 4 \frac{D-3}{D-2} \partial_\beta (\beta C_\phi) \right].$$

(4.7)

On the other hand we also expect that the mass should be given in terms of $\mu$ by (2.21). Demanding consistency between (4.7) and (2.21) we get a consistency condition relating $\mu$ and $C_\phi$

$$0 = \beta^{D-2} \partial_\beta \left( \frac{\mu}{\beta^{D-3}} \right) + 4 \frac{D-3}{D-2} \beta \partial_\beta (\beta C_\phi).$$

(4.8)

The equivalence of the two methods for computing the mass comes from the fact that we can think of changing the temperature as either varying $\beta$, or varying the asymptotic value of the $g_{tt}$ metric component. The first way gives us (4.7), while the second way leads to the ADM mass in (2.21). This works in general, while the special property of classical string theory is that through (4.6) the first way gives an expression involving only $\mu$ and $C_\phi$.

In the case that $C_\phi = 0$, (4.8) is automatically obeyed by the Schwarzschild black hole, which has $\mu \propto \beta^{D-3}$. Stringy corrections imply some deviation from this relation and (4.8) implies that necessarily a non-zero dilaton profile is generated. We have checked that indeed (4.8) is obeyed for the known $\alpha'$ corrections to a black hole [1–3].

We can also compute $C_\phi$ and $\mu$ for the Horowitz-Polchinski solution, and from (2.18) to (2.20) we get

$$\mu = -4 \frac{D-3}{D-2} C_\phi \propto (\beta - \beta_H)^\frac{5-D}{2}.$$  

(4.9)

The precise relative numerical coefficient implies that the equation (4.8) is obeyed to leading order in the $\beta - \beta_H$ expansion. By adding suitable higher order terms to $\mu$ and $C_\phi$, we could, in principle, obey (4.8) at higher orders.

The formula (4.6) also implies that the entropy of a classical string theory solution can be written in terms of boundary quantities

$$S = \frac{\omega_{D-2}(D-3)}{16\pi G_N} \beta \left( \mu - 4 \frac{D}{D-2} C_\phi \right).$$

(4.10)

\[ \text{It is curious to note that the combination in the parenthesis corresponds to the coefficient in the asymptotic fall-off of the $g_{tt}$ component of the string frame metric, as can be seen from (4.5).} \]
Of course, for the black hole case, the equations of motion also imply that it can be written as the usual area of the horizon, and also the corresponding Wald corrections [56] if we include $\alpha'$ corrections to the effective action. For the Horowitz-Polchinski solution case, it can be written as (2.17). We should emphasize that (4.10) is true only for classical string theory, and therefore classical gravity. However, it is not true for general theories of gravity. In particular, it is not true when we include higher curvature corrections in M-theory.\footnote{One way to see that it cannot be true is that in M-theory we have no dilaton. Without the dilaton the equation (4.8) implies that $\mu \propto \beta^{D-1}$, which is the classical answer. However, higher curvature corrections modify this relation [3].}

5 Generating charged solutions

The solutions we have discussed so far are neutral — they do not carry any gauge charges. In this section, we show that these solutions can be used to produce charged solutions. More specifically, consider a compactification which contains an internal spatial circle. We can then generate solutions that carry momentum and fundamental string winding charges along this circle. This can be done by a sequence of solution generating transformations which map one solution into another. These have been used previously in order to generate charged black hole solutions starting from uncharged solutions [11, 57]. We want to emphasize that these transformations also make sense at the level of the worldsheet CFT, transforming one worldsheet CFT into another. These transformations can be applied to the Horowitz-Polchinski solution, to the stringy corrected black hole, or to any other interpolating solution we find in the future. We will further see that we can concentrate on the action of those transformations at infinity and use them to calculate the thermodynamic properties of the transformed solution in terms of those of the seed solution.

Let us first discuss the solution generating transformations in the asymptotic region, when $\rho$ is very large. In the Euclidean theory we have two circles: the original Euclidean time circle and the extra internal circle we have introduced. The original theory is $D + 1$ dimensional and after reduction on the two circles the theory is $d = D - 1$ dimensional. This $d$ dimensional theory has an $O(2, 2)$ symmetry group which acts on the scalars that determine the geometry of the two torus spanned by the Euclidean time circle and the extra spatial circle [58, 59].

We follow the formalism in [60] to organize the $O(2, 2)$ symmetry. The scalars can be combined into a matrix (we set $\alpha' = 1$ in this section)

$$M = \begin{pmatrix} G^{-1} & -G^{-1}B \\ BG^{-1} & G - BG^{-1}B \end{pmatrix}, \quad \alpha' = 1$$

(5.1)

where $G$ and $B$ are the metric and the $B$ field on the two torus, viewed as $2 \times 2$ matrices. Under an $O(2, 2)$ transformation $\Omega$, namely a transformation that satisfies

$$\Omega^T \eta \Omega = \eta, \quad \eta = \begin{pmatrix} 0 & 1_{2\times2} \\ 1_{2\times2} & 0 \end{pmatrix},$$

(5.2)
$M$ transforms as

\[ M \rightarrow \Omega M \Omega^T. \quad (5.3) \]

Note that in principle the above explicit transformation is only accurate near the boundary of the spacetime, where the gradients of the fields are negligible. When the gradients are large, one can have $\alpha'$ corrections to the form of the transformation [61–63]. This is related to a subtlety in the heterotic case, as we will discuss in section 5.2. Luckily, for our main purpose of computing thermodynamic quantities, the transformation at infinity is good enough.

Another useful fact is that a string state which carries winding $w_t, w_y$ and momentum $n_t, n_y$ has mass

\[ m^2 = \left( w_t \ w_y \ n_t \ n_y \right) M^{-1} \begin{pmatrix} w_t \\
_y \\
n_t \\
n_y \end{pmatrix}. \quad (5.4) \]

In [64] it was argued that these solution generating transformations should extend to all orders in $\alpha'$ for situations where the seed solution has no momentum and winding. However, as we have argued above, both the Horowitz-Polchinski solution as well as the black hole solution lead to an expectation value for a winding mode. In the heterotic case, this winding mode also has a half unit of momentum, a property we have encountered in section 3.2.2.

Nevertheless, we can still consider transformations $\Omega$ that do not “touch” the winding mode. In particular we require that if we have a mode with the quantum numbers of the winding mode excited in these solutions, then $\Omega$ should leave it invariant

\[ \Omega_{\text{type II}} \begin{pmatrix} 1 \\
0 \\
0 \\
0 \end{pmatrix} = \begin{pmatrix} 1 \\
0 \\
0 \\
0 \end{pmatrix}, \quad \Omega_{\text{heterotic}} \begin{pmatrix} 1 \\
0 \\
\frac{1}{2} \\
0 \end{pmatrix} = \begin{pmatrix} 1 \\
0 \\
\frac{1}{2} \\
0 \end{pmatrix} \quad (5.5) \]

This produces a set of allowed transformations that we can use in each case to generate new solutions. Since the transformations are different in each of the two cases we will treat each of them separately. There is a three parameter set of allowed transformations. One of the parameters is trivial because it just changes the radius of the internal circle. The remaining two parameters will generate momentum and winding charges.

So far, we have defined the solution generating transformations in the asymptotic region. However, we think that these can be extended to the full CFT solution. For the type II case we will present a more detailed argument in section 5.1.1.

First we will discuss some common features. Denoting the parameters of the seed solution in terms of tilde quantities and the parameters of the transformed solution without tildes we have

\[ M = \Omega M \Omega^T, \quad \tilde{G} = \begin{pmatrix} \tilde{R}^2 & 0 \\
0 & \tilde{r}^2 \end{pmatrix}, \quad G = \begin{pmatrix} R^2 + r^2 a^2 \ & r^2 a \\
r^2 a & r^2 \end{pmatrix}, \quad B_{12} = b \quad (5.6) \]
where we are writing the final metric in a Kaluza-Klein form \( ds^2 = R^2 dt^2 \) and we take both \( t \) and \( y \) to be circles of size \( 2\pi \). \( a \) and \( b \) are then related to the chemical potentials for the associated charges

\[
a = iR\mu_p, \quad b = iR\mu_w, \tag{5.7}
\]

where \( a, b, R \) are values at infinity. The relation between the tilde and untilde quantities is determined by \( \Omega \) and depends on those parameters. We will give the explicit expressions below for the type II and the heterotic cases.

As we discussed in section 4, the action is given by equation (4.4) which depends only on the metric and dilaton at the boundary and can be written in terms of

\[
\log Z = -I = \frac{1}{8\pi G_N} \int d^{d-1} y \partial_n(e^{-2\phi_d}\sqrt{h}), \tag{5.8}
\]

where \( \phi_d \) is the \( d \) dimensional dilaton (\( d = D - 1 \)) and \( h \) is the metric on the \( d - 1 \) dimensional boundary. Written in this form it is manifest that the action is independent of \( \Omega \) and it has the same value before and after the transformation. In other words, the new action \( \log \tilde{Z} \), as a function of \( \tilde{R}, \tilde{\phi}_D \),

\[
\log Z(R, r, \mu_p, \mu_w) = \log \tilde{Z}(\tilde{R}, \tilde{\phi}_D). \tag{5.9}
\]

The dependence of the action on the asymptotic value of the dilaton is particularly simple, so it is convenient to strip it out completely by defining

\[
e^{-2\phi_d} \log Z'(R, r, \mu_p, \mu_w) \equiv \log Z(R, r, \mu_p, \mu_w, \phi_D), \quad e^{-2\phi_D} \log \tilde{Z}'(\tilde{R}) \equiv \log \tilde{Z}(\tilde{R}, \tilde{\phi}_D), \tag{5.10}
\]

where the primed quantities no longer depend on the asymptotic value of the dilaton. We can further relate \( \phi_D \) and \( \tilde{\phi}_D \) by utilizing the fact that \( \phi_d \) is invariant under the transformation, which means

\[
e^{-2\phi_d} \tilde{R} = e^{-2\phi_D} R. \tag{5.11}
\]

Combining (5.9), (5.10), (5.11), we have

\[
\log Z'(R, r, \mu_p, \mu_w) = \frac{R}{\tilde{R}} \log \tilde{Z}'(\tilde{R}). \tag{5.12}
\]

This is a key relation that relates the new action and the old action with the dilaton being taken care of, and we can now use it to relate the thermodynamic quantities. We first recall that with the chemical potentials defined in (5.7), the action has the form

\[
\log Z = e^{-2\phi_d} \log Z' = S - 2\pi RE + 2\pi R\mu_pQ_p + 2\pi R\mu_wQ_w. \tag{5.13}
\]

So the various thermodynamic quantities can be computed as

\[
2\pi R Q_p = e^{-2\phi_d} \partial_{\mu_p} \log Z', \quad 2\pi R Q_w = e^{-2\phi_D} \partial_{\mu_w} \log Z', \quad 2\pi E = e^{-2\phi_D} \left(-\partial_R + \frac{\mu_p}{R} \partial_{\mu_p} + \frac{\mu_w}{R} \partial_{\mu_w}\right) \log Z',
\]

\[
S = e^{-2\phi_D} (1 - R\partial_R) \log Z', \tag{5.14}
\]

\(^{25}\)The dependence on \( \tilde{r} \) is implicitly included in \( \tilde{\phi}_D \).
where the partial derivative with respect to $R$ are taken for fixed values of the chemical potentials $\mu_p$, $\mu_w$ (and also fixed $\phi_D$ and $r$). With these definitions $Q_p$ and $Q_w$ are normalized so that they have integer eigenvalues. After using (5.12) we can express (5.14) in terms of the energy and entropy of the original solution. More explicitly, denote the original entropy and energy as $\tilde{S}$, $\tilde{E}$, and similarly strip out the dilaton dependence by defining

$$e^{-2\phi_D} \tilde{S}' \equiv \tilde{S}, \quad e^{-2\phi_D} \tilde{E}' \equiv \tilde{E},$$

we then obtain

$$2\pi Q_p = -e^{-2\phi_D} \frac{1}{R^2} \frac{\partial \tilde{R}}{\partial \mu_p} \tilde{S}', \quad 2\pi Q_w = -e^{-2\phi_D} \frac{1}{R^2} \frac{\partial \tilde{R}}{\partial \mu_w} \tilde{S}' ,$$

$$S = e^{-2\phi_D} \frac{R^2}{R^2} \frac{\partial \tilde{R}}{\partial \tilde{R}} \tilde{S}',$$

$$2\pi E = e^{-2\phi_D} \left[ 2\pi \tilde{E}' + \left( -1 + \frac{R \partial \tilde{R}}{R \partial \tilde{R}} - \frac{\mu_p \partial \tilde{R}}{R \partial \mu_p} - \frac{\mu_w \partial \tilde{R}}{R \partial \mu_w} \right) \frac{\tilde{S}'}{R} \right].$$

We derive these formulas in detail in appendix A. What’s been done here is that we’ve expressed the thermodynamic quantities $S, E, Q_p, Q_w$ of the new solution in terms of $\tilde{S}', \tilde{E}'$ of the old one, up to relations between parameters $\tilde{R}, \mu_p, \mu_w$ and $\tilde{R}$ that will be worked out in section 5.1 and 5.2.

We emphasize that these formulas are valid both for the black hole and the Horowitz-Polchinski solution as well as any other interpolating solution we might find in the future.

One interesting aspect is that we can take a limit of the chemical potentials so that we approach the extremal limit where $E - (Q_p/r \pm Q_w/r)$ becomes small. We will find that as we approach this limit the original radius $\tilde{R}$ becomes small and we should transition from the black hole to the Horowitz-Polchinski solution. So the black hole to string transition for the neutral black hole can be lifted into a similar transition as we approach extremality for a black hole with momentum and winding charges. We will see that the entropy has the expected extremal value based on the corresponding oscillating string (type II or heterotic).

This agreement is not a miracle, it is related to the fact that the Horowitz-Polchinski solution has an entropy that matches that of a highly oscillating string, plus further corrections due to self attraction. We will discuss more on the approach to extremality in section 5.3.

### 5.1 Bosonic and type II strings

In the bosonic as well as the type II case, the winding mode has $\omega_t = \pm 1, n_t = \omega_y = n_y = 0$. Demanding (5.5), we find that the allowed transformations form a two dimensional Poincare algebra

$$[\gamma_1, \gamma_2] = 0, \quad [\gamma_3, \gamma_1] = \gamma_2, \quad [\gamma_3, \gamma_2] = \gamma_1$$

and explicitly we have

$$\gamma_1 = \begin{pmatrix} 0 & 1 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} 0 & -1 & 0 & 1 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad \gamma_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}.$$
The generator $\gamma_3$ simply rescales the $y$ circle, so we are not interested in it. We can arrive at a generic charged solution via applying $\gamma_1$ and $\gamma_2$ consecutively. In other words, we choose $\Omega = \exp \left( \frac{u}{2} \gamma_2 \right) \exp \left( \frac{v}{2} \gamma_1 \right)$, where $u, v$ are two free parameters. We choose this particular parametrization just so that the formulas are simpler. The transformation (5.3) relates the new solution to the old one as

$$ds^2 = R^2 dt^2 + r^2 (dy + adt)^2, \quad B_{ty} = b,$$

$$R^2 = \frac{\tilde{R}^2}{(\tilde{R}^2 + u^2 \tilde{R}_p^2)(1 + v^2 \tilde{R}_p^2)},$$

$$r^2 = \frac{\tilde{R}^2 + u^2 \tilde{R}_p^2}{1 + v^2 \tilde{R}_p^2},$$

$$a = i \mu_p R = - \frac{u \tilde{R}^2}{\tilde{R}^2 + u^2 \tilde{R}_p^2}, \quad b = i \mu_w R = - \frac{v \tilde{R}^2}{1 + v^2 \tilde{R}_p^2}.$$  \hspace{1cm} (5.19)

The metric in (5.19) could be viewed as the metric in the time and internal circle direction for any radial position by thinking of $R$ and $r$ as functions of the radial coordinate, say $\rho$. If the seed solution is a black hole, then the original circle $\tilde{R}$ shrinks to zero in a smooth way at the horizon. From the expression for $R$ in (5.19), we see that when $\tilde{R} \to 0$ we have that $R \sim 1 \cdot \tilde{R}$ and this ensures that the new metric is smooth at the horizon if and only if the old one is. A result $R \sim c \tilde{R}$ with a constant $c \neq 1$ would map a smooth metric to a metric with a conical singularity.

From now on we will think of the values in the left hand side of (5.19) as the asymptotic values. It is possible to invert these expressions to find $\tilde{R}$ as a function of the un-tilde variables

$$\tilde{R} = R \sqrt{\left(1 - r^2 \mu_p^2 \right) \left(1 - \frac{\mu_w^2}{r^2} \right)}.$$  \hspace{1cm} (5.20)

and we can use this to calculate the derivatives

$$\frac{\partial \tilde{R}}{\partial \mu_p} = -r \tilde{R} \frac{r \mu_p}{(1 - r^2 \mu_p^2)}, \quad \frac{\partial \tilde{R}}{\partial \mu_w} = - \frac{\tilde{R} \mu_w/r}{r \left(1 - \frac{\mu_w^2}{r^2} \right)}, \quad \frac{\partial \tilde{R}}{\partial R} = \tilde{R}.$$  \hspace{1cm} (5.21)

We can then insert these derivatives into the general formulas (5.16) to obtain a concrete expression for the thermodynamic quantities. In order to compare to previous literature, it is convenient to introduce the following variables

$$\tanh \alpha = \mu_p r, \quad \tanh \gamma = \frac{\mu_w}{r}.$$  \hspace{1cm} (5.22)

Then we can write

$$R = \tilde{R} \cosh \alpha \cosh \gamma,$$

$$E = e^{-2\phi_D} \left[ \tilde{E}' + \frac{\tilde{S}'}{2\pi \tilde{R}} (\sinh^2 \alpha + \sinh^2 \gamma) \right],$$

$$2\pi Q_p = r e^{-2\phi_D} \frac{\tilde{S}'}{R} \sinh \alpha \cosh \alpha, \quad 2\pi Q_w = \frac{1}{r} e^{-2\phi_D} \frac{\tilde{S}'}{R} \sinh \gamma \cosh \gamma,$$

$$S = e^{-2\phi_D} \frac{\tilde{S}'}{R} \cosh \alpha \cosh \gamma,$$

$$e^{-2\phi_D} = \frac{e^{-2\phi_D}}{\cosh \alpha \cosh \gamma}.$$  \hspace{1cm} (5.23)
We see that the relation between the original and the final dilaton is such that the initial and final entropies are actually equal, which is clear for the black hole case where the entropy is given by the area of the horizon. \( \tilde{S}' \) and \( \tilde{E}' \) are defined in (5.15).

These formulas are the main result of this subsection. They express the thermodynamic quantities of the charged solution in terms of the ones of the uncharged solution which we used as a seed for the procedure. We emphasize that they apply to both the black hole and the Horowitz-Polchinski solution. The difference between the two merely lies in the relation among \( \tilde{E}, \tilde{S}, \tilde{R} \) of the seed solution. In addition, they should apply to any further interpolating solution. In particular, from the \( \alpha' \) corrected thermodynamics of the neutral black hole at large radius, we get the \( \alpha' \) corrected thermodynamics of the charged black hole. We carry this out explicitly in appendix B.

5.1.1 Describing the solution generating technique for a general seed CFT

So far, we have only considered the transformations in the asymptotic region. We will now sketch an argument saying that the transformation can be extended to the full conformal field theory. We perform a sequence of transformations that, in the gravity limit, produces (5.19), but which can be applied to an arbitrary seed CFT. Our assumption is that we start from a seed CFT with a \( t \) shift symmetry. We will call it a \( t \) “rotation” to emphasize that we do not have the winding symmetry. It acts as a rotation at the horizon of the Euclidean black hole. We only have a single non-holomorphic current associated to this \( t \) rotation.

Our starting theory is the seed CFT times a compact circle \( \tilde{y} \) with radius \( \tilde{r} \). In other words, the Lagrangian of the \( \tilde{y} \) direction has the form \( \frac{1}{4\pi \tilde{r}^2} (\partial \tilde{y})^2 \), with \( \tilde{y} \) taking value in \( [0, 2\pi) \). As a starting step, we first decompactify the \( \tilde{y} \) direction and let it take value in \( (-\infty, \infty) \). The product theory now is the seed CFT times a non-compact line: \( \text{CFT}_s \times \mathbb{R} \).

We now perform the following set of operations:

- Quotient the theory by a shift \( \tilde{y} \to \tilde{y} + 2\pi \) combined with a shift \( t \to t + 2\pi u \). By the shift in \( t \) we mean that we act with the generator of the symmetry of the seed theory. We can think of this symmetry as the exponential of an infinitesimal transformation \( U = e^{2\pi Q} \), where \( Q \) is a charge given in terms of a current \( j_Q \) that is a linear combination of the current performing the shift in \( \tilde{y} \) as well as the current generating the \( t \)-rotation symmetry of the seed theory. For generic \( u \), before we take the quotient, the one-parameter group generated by \( Q \) is a copy of \( \mathbb{R} \). But after taking the quotient, \( Q \) generates a \( U(1) \) symmetry group.

- Now we perform a T-duality along the direction associated to \( Q \) and decompactify the T-dual direction. These two steps can be achieved in one go by gauging the \( Q \) symmetry with a compact gauge field \( A \) and adding a term to the lagrangian of the form \( i\tilde{y}dA \), with a non-compact \( \tilde{y} \) \cite{65}. After this step the theory has a symmetry under \( \tilde{y} \) translations and an associated current.

- We now quotient the theory by a \( e^{2\pi Q} \) symmetry that acts as \( \tilde{y} \to \tilde{y} + 2\pi \) and \( t \to t + 2\pi v \). Again we have defined the infinitesimal generator \( \hat{Q} \).
We now do an ordinary T-duality along the direction given by \( \hat{Q} \). This is achieved by gauging the \( \hat{Q} \) symmetry with a compact gauge field \( \hat{A} \) and adding a term to the Lagrangian of the form \( i\hat{y}d\hat{A} \), with a compact \( \hat{y} \).

If we apply this sequence of steps to a seed theory that has a gravity description, then we obtain (5.19), as we show more explicitly in appendix C.

### 5.1.2 Generating the charged version of the Horowitz-Polchinski solution

We now check that after applying (5.23) to the Horowitz-Polchinski solution, we get the expected formulas for the entropy of a highly excited string with momentum and winding charges. It is convenient to introduce the left/right moving charges

\[
Q_{L,R} = \frac{Q_p}{r} \pm rQ_w = e^{-2\phi_p} \frac{\tilde{S}'}{2\pi R} \left( \sinh \alpha \cosh \alpha \pm \sinh \gamma \cosh \gamma \right). \tag{5.24}
\]

For the neutral Horowitz-Polchinski solution, to the leading order in \( \tilde{R} - R_H \), we have \( \tilde{S}' = 2\pi R_H E' \), so we can recast the energy and entropy in (5.23) as

\[
E = e^{-2\phi_p} \frac{\tilde{S}'}{2\pi R_H} \left( 1 + \sinh^2 \alpha + \sinh^2 \gamma \right),
\]

\[
S = e^{-2\phi_p} \tilde{S}' \cosh \alpha \cosh \gamma. \tag{5.25}
\]

Combined with (5.24) and using properties of the hyperbolic functions, we find that to the leading order in \( \tilde{R} - R_H \)

\[
S = 2\pi R_H \frac{1}{2} \left( \sqrt{E^2 - Q^2_p} + \sqrt{E^2 - Q^2_w} \right). \tag{5.26}
\]

Using \( E^2 - Q^2_{p,R} = 4N_{L,R}/\alpha' \), it is straightforward to verify that (5.26) agrees with the Cardy formula \( S = 2\pi \sqrt{cN/6} \), in both the Bosonic and Type II string theory, after using the values of \( R_H \) in (2.1). Of course, for the Horowitz-Polchinski solution we have also worked out the correction to the \( \tilde{S}' - \tilde{M}' \) relation in some cases, and we can combine that with (5.23) to compute the corrections for the charged solutions.

We should remark that in the extremal limit, where \( E \sim Q_p/r \pm Q_w r \), and \( \alpha, \gamma \) become large, we can write the entropy as

\[
S \sim 2\pi \frac{\tilde{R}}{l_s} \sqrt{|Q_p Q_w|} \tag{5.27}
\]

where we restored the string length. \( Q_p \) and \( Q_w \) should be viewed as the values of the quantized charges and are integers. Then the value of the entropy is completely determined by the value of \( \tilde{R} \) as we approach the extremal limit. If we were to (incorrectly) use just the gravity approximation, then we see that \( \tilde{R} \to 0 \) and we get zero entropy. On the other hand, if we note that in the seed solution the value of \( \tilde{R} \) should approach \( R_H \), then we get the expected answer for a string with momentum and winding.
5.1.3 Explicit form of the charged version of the Horowitz-Polchinski solution

In this section we present the form of the charged version of the Horowitz-Polchinski solution obtained via the solution generating procedure. The initial solution has a non-trivial dilaton and \( g_{tt} \) component of the metric specified by a single function \( \varphi \). These are given in (2.20) \( g_{tt} \approx (1 + 2\varphi) \) and also \( 2\tilde{\varphi}_D = 2\tilde{\varphi}_{D,\infty} + \varphi \) from (2.19). We then find that the charged solution has the metric given by (C.5) which we can approximate as

\[
\begin{align*}
\text{\( ds^2 \)} & = \frac{1 + 2\varphi}{(1 - 2\varphi \sin^2 \alpha)(1 - 2\varphi \sin^2 \gamma)} d\tau^2 + \frac{1 - 2\varphi \sin^2 \alpha}{1 - 2\varphi \sin^2 \gamma} \left[ dy - \frac{i \tanh \alpha}{r} (1 + 2\varphi) d\tau \right]^2 + d\vec{x}^2, \\
B_{\nu r} & = -i \tanh \gamma r \frac{1 + 2\varphi}{1 - 2\varphi \sin^2 \gamma}, \\
e^{-2\phi_D} & = e^{-2\phi_{D,\infty}} (1 - \varphi) \sqrt{(1 - 2\varphi \sin^2 \alpha)(1 - 2\varphi \sin^2 \gamma)}.
\end{align*}
\]  

(5.28)

where in this formula we chose the period of the Euclidean time direction as \( \tau \sim \tau + 2\pi R \), which is different from the way we were normalizing it elsewhere. Note that \( \chi(\vec{x}) \) remains what it was in the original seed solution. The expression (5.28) is valid to all orders in \( \varphi \sin^2 \alpha \) and \( \varphi \sin^2 \gamma \), but to first order in \( \varphi \). More precisely there are corrections of the form \( (1 + (\text{constant})\varphi^2 \sin^2 \alpha) \) which we have not computed. Note that the factors of \( i \) disappear if we go to the Lorentzian signature. These metrics have no horizon. When we talk about the Lorenzian signature solution we are imagining computing the Euclidean stress tensor from the winding mode \( \chi \) and then continuing this stress tensor to Lorentzian signature, where we interpret it as coming from an oscillating string. Note that we have \( \varphi < 0 \) in (5.28).

5.2 Heterotic string

In the Heterotic case, the winding mode carries winding and momentum \( \omega_t = \pm 1, n_t = \pm \frac{1}{2}, \omega_y = n_y = 0 \). The transformations obeying (5.5) can be generated via three generators forming an \( \text{SL}(2) \) algebra

\[
[\gamma_1, \gamma_2] = \gamma_3, \quad [\gamma_3, \gamma_1] = 2\gamma_1, \quad [\gamma_3, \gamma_2] = -2\gamma_2,
\]  

(5.29)

and explicitly they are

\[
\gamma_1 = \begin{pmatrix} 0 & 0 & 0 & \sqrt{2} \\ \frac{1}{\sqrt{2}} & 0 & -\sqrt{2} & 0 \\ 0 & 0 & 0 & -\frac{1}{\sqrt{2}} \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} 0 & \sqrt{2} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & -\frac{1}{\sqrt{2}} & 0 & 0 \\ \frac{1}{\sqrt{2}} & 0 & -\sqrt{2} & 0 \end{pmatrix}, \quad \gamma_3 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -2 \end{pmatrix}
\]  

(5.30)

The generator \( \gamma_3 \) simply rescales the \( y \) circle, so we are not interested in it. We can arrive at a generic charged solution via applying \( \gamma_1 \) and \( \gamma_2 \) consecutively. We choose the transformation \( \Omega = \exp \left[ \frac{\sqrt{2} \alpha}{2 - \alpha^2} \gamma_2 \right] \exp \left[ \frac{\alpha}{4} \gamma_1 \right] \), with \( u, v \) being two free parameters. Again,
the particular parametrization is chosen only to make the formulas simpler. Using this transformation, (5.3) relates the new solution to the old solution as

\begin{align}
\mathrm{d}s^2 &= R^2 \mathrm{d}t^2 + r^2 (\mathrm{d}y + \mu \mathrm{d}t)^2, \\
R^2 &= \left(1 - \frac{uv}{2}\right)^2 \frac{\tilde{r}^2 R^2}{(\tilde{r}^2 + u^2 R^2)(1 + v^2 \tilde{r}^2 R^2)}, \\
r^2 &= \frac{1}{(1 - \frac{uv}{2})^2} \frac{\tilde{r}^2 + u^2 R^2}{1 + v^2 \tilde{r}^2 R^2}, \\
a &= i \mu \rho R = - \left(1 - \frac{uv}{2}\right) \frac{u \tilde{R}^2 + \tilde{r}^2}{\tilde{r}^2 + u^2 R^2}, \\
b &= i \mu \omega R = - \frac{1}{1 - \frac{uv}{2}} \frac{\tilde{r}^2 + v \tilde{r}^2 R^2}{1 + v^2 \tilde{r}^2 R^2}.
\end{align}

(5.31)

In (5.31) we can view \(R\) and \(r\) as well as the corresponding tilded quantities as functions of the radial coordinate \(\rho\), though later we will use them mainly as asymptotic values. For the black hole case \(\tilde{R}\) shrinks smoothly to zero at the horizon. As opposed to what happened in the type II case, we do not simply have \(R \to 1 \cdot \tilde{R}\) for small \(\tilde{R}\), because of the extra factor going like \((1 - uv/2)\) in the expression for \(R\) in (5.31). This term is very small in most of the solution when the seed solution is weakly curved so that \(\tilde{R}\) is large everywhere except at the horizon. However this extra factor of \((1 - uv/2)\) becomes important near the horizon. (Here we imagine that \(u \tilde{R}/\tilde{r}\) and \(v \tilde{R} \tilde{r}\) are at most of order one at infinity.) Therefore the transformation maps a solution with a smooth horizon to one with a conical singularity.

We think that the transformation laws need to be changed near the horizon since (5.31) are the transformation laws when we have small field gradients, as we have in the asymptotic region. See [61–63], and references therein, for \(\alpha'\) corrections that might be relevant. We expect that after including all the relevant \(\alpha'\) corrections the metric will turn out to be smooth at the horizon. Note that in the type II case, we did not need any \(\alpha'\) correction to the T-duality in order to preserve the smoothness at the horizon, but it is still possible that there are other type of \(\alpha'\) corrections in that case too.

From now on, we concentrate on the asymptotic region, where (5.31) is applicable. This is all that is necessary in order to compute the thermodynamic quantities. For computing thermodynamic quantities we need partial derivatives of \(\tilde{R}\) with respect to \(R, \mu_p, \mu_w\) keeping \(r\) fixed. We can easily compute the matrix of the derivatives of the untilde variables with respect to the tilde ones. We invert this matrix to find

\begin{align}
\frac{\partial \tilde{R}}{\partial R} = \tilde{R} \frac{1 + \frac{uv}{2}}{R (1 - \frac{uv}{2})}, \\
\frac{\partial \tilde{R}}{\partial \mu_p} = -r \frac{\tilde{R} u/\tilde{r}}{1 + \frac{v^2 \tilde{r}^2 R^2}{\tilde{r}^2}}, \\
\frac{\partial \tilde{R}}{\partial \mu_w} = - \frac{\tilde{R} v/\tilde{r}}{r} \frac{v \tilde{R}}{1 + v^2 \tilde{r}^2 R^2}.
\end{align}

(5.32)

Again, it is convenient to introduce the angles

\begin{align}
\tanh \alpha = i \frac{u \tilde{R}}{\tilde{r}}, \\
\tanh \gamma = i v \tilde{R} \tilde{r}.
\end{align}

(5.33)
Now, using the general formulas (5.16), the derivatives (5.32), as well as (5.33) we obtain

\[ R = \tilde{R} \cosh \alpha \cosh \gamma \left( 1 + \frac{\alpha' \tanh \alpha \tanh \gamma}{2\tilde{R}^2} \right), \]

\[ E = e^{-2\phi_D} \left[ \tilde{\mathcal{E}}' + \frac{\tilde{S}'}{2\tilde{R}} \left( \sinh^2 \alpha + \sinh^2 \gamma \right) \right], \]

\[ 2\pi Q_p = re^{-2\phi_D} \frac{\tilde{S}'}{\tilde{R}} \sinh \alpha \cosh \alpha, \quad 2\pi Q_w = \frac{1}{r} e^{-2\phi_D} \frac{\tilde{S}'}{\tilde{R}} \sinh \gamma \cosh \gamma, \tag{5.34} \]

\[ S = e^{-2\phi_D} \tilde{S}' \cosh \alpha \cosh \gamma \left( 1 - \frac{\alpha' \tanh \alpha \tanh \gamma}{2\tilde{R}^2} \right), \]

\[ e^{-2\phi_D} = \frac{e^{-2\phi_D}}{\cosh \alpha \cosh \gamma \left( 1 + \frac{\alpha' \tanh \alpha \tanh \gamma}{2\tilde{R}^2} \right)}. \]

Notice that the answer agrees with (5.23) up to the terms that involve \( \tanh \alpha \tanh \gamma \alpha' \tilde{R}^2 \), where we restored the \( \alpha' \) dependence in the formulas to highlight that these terms can be viewed as \( \alpha' \) corrections. Note that we claim that (5.34) is exact in \( \alpha' \) so that these are all the \( \alpha' \) corrections that appear explicitly through the solution generating process. Of course, there are other \( \alpha' \) corrections which come in implicitly in (5.34) through the expressions for \( \tilde{E} \) and \( \tilde{S} \) of the seed solution.

### 5.2.1 The charged version of the heterotic Horowitz-Polchinski solution

In this case, we could also verify that we get the expected entropy for a highly excited string carrying charges by applying (5.34) to the Horowitz-Polchinski solution. For the seed solution, to the leading order in \( \tilde{R} - R_H \) we have \( \tilde{S}' = 2\pi R_H \tilde{E}' \), so we can write the energy and entropy in (5.34) as

\[ E = e^{-2\phi_D} \frac{\tilde{S}'}{2\pi R_H} \left[ 1 + \sinh^2 \alpha + \sinh^2 \gamma \right], \]

\[ S = e^{-2\phi_D} \tilde{S}' \cosh \alpha \cosh \gamma \left( 1 - \frac{\alpha' \tanh \alpha \tanh \gamma}{2R_H^2} \right), \tag{5.35} \]

Using the definition of \( Q_{L,R} \) in (5.24) and the specific value \( R_H = \left( 1 + 1/\sqrt{2} \right) l_s \) for heterotic string theory, one can express the entropy as

\[ S = 2\pi l_s \left( \sqrt{E^2 - Q_L^2} + \frac{1}{\sqrt{2}} \sqrt{E^2 - Q_R^2} \right). \tag{5.36} \]

It is straightforward to check that (5.36) agrees with the Cardy formula. The fact that it is asymmetric between the left and right moving parts is a reflection of the difference in the left and right moving central charges. We obtained this asymmetry because the entropy in (5.34) contains a term that depends on the relative sign between \( \alpha \) and \( \gamma \). This term could be viewed as an \( \alpha'/\tilde{R}^2 \) correction for large \( \tilde{R} \). But as \( \tilde{R} \) approach \( R_H \) we get an order one correction as in (5.36). In this case, we can also combine the corrections we computed for the neutral Horowitz-Polchinski solution and (5.34) to get the corrections in the charged cases.
Note that this asymmetry implies that in the two possible extremal limits $E \rightarrow Q_L$ or $E \rightarrow Q_R$ we get entropies

\begin{align}
S &= 2\pi 2\sqrt{|Q_p Q_w|}, \quad \text{for } E \sim Q_R, \quad (5.37) \\
S &= 2\pi \sqrt{2} \sqrt{|Q_p Q_w|}, \quad \text{for } E \sim Q_L. \quad (5.38)
\end{align}

Recall that $Q_p$ and $Q_w$ are normalized so they have integer eigenvalues. These are, of course, just the values we expect for a single string with momentum and winding, though we have obtained them here from the Horowitz-Polchinski solution. Note that the first limit (5.37) corresponds to a BPS limit. While the second one is not BPS, it is extremal, in the sense of taking a minimal value of $E - Q_L$ within the family of solutions we considered. In this second case, there are other configurations with the same charges which are lighter. We could call these “super extremal” configurations, and they have been intensively discussed in the context of the weak gravity conjecture. For a recent paper see [66]. Namely, in the heterotic string we can have states carrying only $Q_L$ with mass $M^2 = Q_L^2 - 1$. For a single string this is a small correction, but we could have a multiparticle state where each particle has a relatively low value of $Q_L$ so that the ratio of the total quantities, $M^{\text{tot}}/Q_L^{\text{tot}}$, becomes significantly smaller than one. In other words, the solution-generating procedure generates a particular solution, but it does not need to produce the lowest energy state.

### 5.3 The approach to extremality

The study of black holes with Kaluza-Klein momentum and fundamental string winding charges was historically interesting [67]. It was a first example of some connection between the entropy of a black hole and that of the extremal strings with momentum and winding. The connection was not perfect because the entropy of the naive extremal solution is zero. Therefore it was necessary to invoke some string scale corrections to get a finite answer. This also prevented a precise matching of the numerical coefficient [67]. Through the discussion in this section we see that the approach to extremality for the charged black hole is essentially the same as the behavior of uncharged black holes as the size of the black hole becomes small. So the assumptions made in [67] are related to the idea that the solution is generated from an uncharged Schwarzschild black hole of string size and string scale temperature, or that the string size neutral black hole turns into strings [7]. In other words, the assumptions of [67] and [7] are equivalent, once we take into account the relations implied by the solution generation procedure.

If we knew the precise way in which an uncharged black hole behaves as we decrease its mass, then we would be able to say what happens with a black hole carrying momentum and winding charges as we approach extremality.\(^{27}\) When thinking about the approach to extremality, it is convenient to calculate (both for type II and heterotic)

\begin{equation}
E - \frac{Q_p}{r} - Q_w r = e^{-2\phi_D} \left[ \tilde{E}' - \frac{\tilde{S}'}{2\pi \tilde{R}} + \frac{1}{2} \frac{\tilde{S}'}{2\pi \tilde{R}} (e^{-2\alpha} + e^{-2\gamma}) \right], \quad \alpha, \gamma \gg 1. \quad (5.39)
\end{equation}

\(^{27}\)There is a caveat to this statement: if the solution develops a strong coupling region, as it might do at a special point in the type II case, in that case our solution generating technique does not apply.
Figure 11. The approach to extremality for a charged black hole with momentum and winding charges follows the behavior of the seed uncharged black hole as we decrease its mass. Here we display the behavior for $d = 3$, or $D = 4$. In other dimensions, such as $d = 5$ we expect to have a first order transition to the free string picture as we approach extremality, see figure 7.

Notice that in the large $\alpha$ and $\gamma$ limit, the original string coupling $\tilde{g}$ is very small, see (5.23) and (5.34). This ensures some reasonable range of validity for the seed solution in the Horowitz-Polchinski case. Also note that as $\tilde{E}' - \frac{\tilde{S}'}{2\pi R} \to 0$, the energy above extremality goes to zero. This is what happens with seed solutions where the energy and the entropy become proportional to each other, as is the case for the Horowitz-Polchinski solution as we approach the free string limit. We will comment on another context where this happens in section 5.4.

For example, in $d = 3$ dimensions (or $D = 4$) we expect a diagram as in figure 11 for the behavior of a charged black hole as we approach extremality. As we decrease the mass for a given charge we expect a series of transitions that come from corresponding transitions in the seed solution. In particular, we expect to go from a black hole solution to a charged version of the Horowitz-Polchinski solution. This solution has no horizon and is describing highly excited strings. Notice that we are near extremality, and the solution can be viewed as a kind of near extremal “fuzzball”, it has no horizon and the microstates are explicit. But it is not trustworthy in the parameter regime that the black hole is trustworthy.

In particular, note that the intrinsic size of the seed solution has a non-monotonic behavior as we decrease the mass, see figure 3(c). This translates also to a non-monotonic behavior for a certain notion of “size” of the charged solution. It has been speculated that the naive solution is corrected at a string frame distance of order $l_s$ from the naive singularity [67]. Here we are saying that, close to extremality, the correction happens at larger sizes, since the radius of the seed Horowitz-Polchinski solution is larger than the string scale. The size increases as we approach extremality along the black arrow while inside the Horowitz-Polchinski region in figure 11.

As we further approach extremality the seed solution undergoes a transition to a free string. For the uncharged solution, this transition was signaled by the appearance of large fluctuations, as mentioned around (2.23). Those fluctuations involve modes whose action is
invariant under the action of the solution generating procedure. So this implies that the charged Horowitz-Polchinski solution ceases to be valid when \( \tilde{g} \) and \( \tilde{R} - R_H \) gets to the lower bound in (2.23). For \( D = 4 \) this translates into

\[
\tilde{E} \sim \frac{1}{g^{1/3}}, \quad \text{(recall that } \alpha' = 1). \tag{5.40}
\]

Of course, but using (5.23) or (5.34) we can express this condition in terms of the quantities, \( E, Q, g \) of the charged solution. In principle, it might also break down earlier, due to other modes, modes whose action depends on the parameters of the solution generating transformation. We have not analyzed the action of all possible modes,\(^{28}\) but we will see we get a nice picture assuming that the transition is at (5.40). Now, at (5.40) the neutral seed solution is expected to transition into a free string description. At this point that string has a size of order

\[
\ell \sim N^{1/4} \sim \sqrt{E} \sim \tilde{g}^{-2/3}, \quad \tilde{N} \equiv \frac{\tilde{E}^2}{4} \tag{5.41}
\]

where we defined and oscillator number and we used the transition value for \( \tilde{E} \) (5.40) as well as (2.15). In terms of the parameters of the charged solution (5.41) becomes

\[
\ell \sim (Q_p Q_w)^{1/4} l_s \tag{5.42}
\]

where we used the expressions for the charges and the dilaton in (5.23), (5.34), as well as \( \tilde{S}'/\tilde{R} \sim \tilde{E}' \sim \tilde{g}^2 \tilde{E} \). This is the size at the point where we transition to a free string. It is the size we would expect for an oscillating BPS string. In such a case, the oscillators are excited at a level of order \( N_{\text{eff}} \sim Q_p Q_w \) and using the usual arguments we are also led to (5.42) from a free string point of view. In other words, once we get to this transition point we expect that the size continues to stay at (5.42) as we continue to approach the BPS limit. We should emphasize that we cannot apply the solution generating transformation to the free string phase since it has large quantum fluctuations. In fact, for the charged solution we expect that the free string description continues to have \( N_{\text{eff}} \sim Q_p Q_w \) and the size (5.42) as we approach extremality. On the other hand, if we incorrectly apply the solution generation to free string, we would have expected that the size goes to zero as \( \tilde{E} \to 0 \) for the uncharged free string.

The conclusion is that we have presented a more accurate picture of the approach to extremality for these charged black holes in \( D = 4 \). Note that even if we cannot say exactly what happens at the transition regions in the figure 11, we can still give a picture well within each region.

Note that the size we are talking about in (5.41) is the size of the seed solution. This is not the same as the gravitational radius of the final charged solution, defined as the position where the final metric differs by an order one amount from the Minkowski metric. The latter contains an additional factor of \( \sinh^2 \alpha \) or \( \sinh^2 \gamma \) (see e.g. (5.28)). In the final

\(^{28}\)Recall that the solution generating procedure leaves the spacetime action invariant, when we consider modes with zero momentum and winding in the internal circles. So the only issue could come from the modes with non-zero momentum in the time or internal circle directions.
charged solution, the size (5.41) tells us the string frame radial distance when the solution differs from the naive singular black hole solution, see (C.7).

In [68] it was observed that, by including certain higher curvature corrections, as in [69], the entropy of the $D = 4$ BPS black hole matches precisely that of the oscillating strings in the heterotic string case, see also [70]. Given that we expect that the proper description near extremality should be closer to that of the Horowitz-Polchinski solution, we could view this agreement as some evidence in favor of a continuous transition between the black hole and the Horowitz-Polchinski solution in the heterotic case. Of course, it is also possible that there is a phase transition but that the extremal entropy is still preserved for some reason. From our point of view this is a bit magical since the solutions in [68, 70] do not seem to be the right ones (they are black holes with higher curvature corrections).

5.4 A comment on black holes with non-zero horizon area at extremality

As a side remark, we note that if we start from the solution for a near extremal five brane, we get a black hole with non-zero horizon area. This is of course a well known way to generate the solution. Here we simply want to emphasize the fact that the reason we get a non-zero entropy is connected to the existence of a limiting temperature for the near extremal fivebrane. This property is formally similar to the limiting temperature that we find in the Horowitz-Polchinski solution, but for different reasons.

As we said, a near extremal fivebrane approaches a constant temperature set by $\tilde{R} \sim l_s\sqrt{N_5}$, for $N_5 \gg 1$, see e.g. [71]. In this situation, we find that

$$2\pi \tilde{E} = 2\pi \tilde{E}_e + \frac{\tilde{S}}{\tilde{R}}, \quad \tilde{R} \sim l_s\sqrt{N_5},$$

(5.43)

where $\tilde{E}_e$ is the energy of the extremal fivebranes and $\tilde{S}$ is the entropy.

We can then see that if we apply the formulas (5.23) to this seed solution, we get a solution whose entropy, in the extremal limit is

$$S = \tilde{R} \sqrt{2\pi Q_p 2\pi Q_w} = 2\pi \sqrt{N_5 Q_p Q_w}.$$  

(5.44)

This is obtained from a formula as in (5.27) where the term involving $\sqrt{N_5}$ comes from the value of $\tilde{R}$ of the seed solution in (5.43). So the formal reason we get a non-zero entropy in the extremal limit is again just that there is a limiting temperature for the seed solution.

In contrast with the Horowitz-Polchinski solution, the near extremal fivebrane entropy cannot be given an interpretation in terms of a gas of strings or anything with a direct microstate interpretation. It has been speculated that a gas of strings in the linear dilaton background could describe such a black hole, see [35]. Unfortunately in such a picture the strings appear to be strongly coupled. What we are pointing out is that an explicit description of the microstates for the near extremal fivebrane would directly translate into one for a Reissner-Nordström black hole with non-zero entropy at extremality.

6 An open string analog of the two solutions

In this section we discuss an open string analog of the two solutions, namely the Horowitz-Polchinski and black hole solutions.
We consider a brane and an anti-brane separated by a distance $L$. (a) When $L - L_c \ll l_s$, we have an analogue of the Horowitz-Polchinski solution, where we have a condensate of open string mode and the two branes are deformed and get a bit closer in the middle. (b) When $L \gg l_s$ we have a solution with the two branes are connected.

We start from a D-brane anti-D-Brane pair separated by some distance $L$. This system has an open string mode with mass

$$m^2 = \frac{L^2}{(2\pi\alpha')^2} - \frac{1}{2\alpha'}$$

which becomes tachyonic at a small enough $L$, $L < L_c = \pi \sqrt{2} l_s$. This critical value of $L$ is somewhat analogous to the Hagedorn inverse temperature for the closed string case. When $0 < L - L_c \ll l_s$ this mode is light and has a positive mass squared. So we can consider an open string effective action of the form

$$I = \frac{T L_c^2}{2} \int d^d x \left[ (\nabla \varphi)^2 + |\nabla \chi|^2 + \left( m_{\infty}^2 + \frac{\kappa}{\alpha'} \varphi \right) |\chi|^2 \right]$$

where $\chi$ is the open string mode and $\varphi$ is related to the distance between the brane and the anti-brane, $L = L_c (1 + \varphi)$. We have truncated the action to include only the light fields that are excited in the solution. Since the action has the same form as (2.4) (2.5) we will have the same solutions, but with a new interpretation. These solutions exist in the same range of dimensions, $3 \leq d \leq 5$ as the Horowitz-Polchinski solution, and they represent a configuration with a localized lump of open string tachyon condensate.\footnote{Brane antibrane annihilation has been discussed from the point of view of the non-abelian Dirac-Born-Infeld action in [72]. The degree of freedom corresponding to the transverse motion of the branes was not taken into account in the analysis, leading to different conclusions.}

In addition, when $L \gg l_s$ there is another solution where the brane and anti-brane are connected as in figure 12, for more details see [73]. The scale size of the solution is of order $L$ and we can trust the solution when $L \gg l_s$. This is somewhat analogous to the black hole solution.

Both of these solutions can be viewed as classical open string solutions, with a positive euclidean action of order $1/g_s$. As is well known, the brane and anti-brane also attract each other after we consider the one loop open string effects, which are of order one in the $g_s$ expansion [74]. We will be ignoring this effect and we will concentrate on the classical solutions. In particular, we can ask whether the two solutions are continuously connected as we vary $L$.\footnote{Brane antibrane annihilation has been discussed from the point of view of the non-abelian Dirac-Born-Infeld action in [72]. The degree of freedom corresponding to the transverse motion of the branes was not taken into account in the analysis, leading to different conclusions.}
The brane/anti-brane system has two separate U(1) gauge symmetries, one U(1) from the brane and the other from the anti-brane. Both of the solutions spontaneously break a linear combination of these two gauge symmetries.

In principle, we could think of both solutions as providing a bounce solution for the annihilation of the brane and the antibrane. As we mentioned, a more dominant process would be one where the brane and the antibrane just move and get closer to each other. Nevertheless, we could imagine small variations of this setup where we hold the branes at least asymptotically in some fashion, perhaps embedding the whole setup in AdS, etc, so that the tunneling process is the dominant decay mode.

In this case the problem reduces to analyzing the space of conformal invariant boundary conditions. The bulk CFT can be taken to be that of free fields. But the boundary will contain interactions. The question is whether the two possibilities are continuously connected as we vary $L$.

### 6.1 Boundary linear sigma model

As in the case of closed strings, we can get some insight by considering a linear sigma model construction. We start with a free bulk theory parametrized by the target space coordinates $(\vec{Y}, X)$ living in $R^{d+1}$. Note that now there is a single $X$ coordinate. We consider Neumann boundary conditions for all coordinates and add a boundary action of the form \[ I_{\text{Bdy}} = \int d\tau d\theta (i\Lambda^2 + \Lambda W(X, Y)) \] (6.3)

where $\Lambda = \eta + \theta h$ is a fermionic supermultiplet living at the boundary. It contains a Majorana fermion $\eta$ as well as an auxiliary field $h$. Here $\theta = \theta_+ = \xi \theta_-$ is the superspace coordinate at the boundary, and $\xi = \pm 1$ corresponding to the two choices we sum over when implementing the GSO projection. Classically integrating out the auxiliary field, we get a boundary potential of the form $W^2$. Then the fields become localized to the region where $W = 0$. For a simple brane we can take $W \sim X$, which would then flow in the IR to a brane at $X = 0$. This is related to the idea that we get a D-brane from tachyon condensation on an unstable brane with one more dimension \[79\].

A brane anti-brane pair can be obtained from the function $W = X^2 - b$ (6.4)

which flows in the IR to a brane at $X = \sqrt{b}$ and an antibrane at $X = -\sqrt{b}$.

If we want to describe the boundary CFT in question, we could start from a more general boundary interaction involving \[ W = (X^2 - b)(Y^2 + a) + c \] (6.5)

The discussion is now similar to that in section 3.2. Depending on the value of $c$ we have a solution with two disconnected surfaces or a single connected surface. There is no new branch opening up at the critical value of $c$. Therefore one would expect that the two should be continuously connected.
This is also supported by a computation of the supersymmetric index. Here we consider
the supersymmetric index for the two dimensional theory on the strip with a boundary
interaction (6.3) given by (6.5) and choosing $\xi$ on the left and right boundary such that
we are in the Ramond sector. When we are at large volume and the brane has a simple
geometric description, the index is just the index of the Dirac operator, since the Ramond
ground states are fermions living on the brane, with fermionic indices both in the tangent
and normal directions to the brane. For the configurations that we have, which are parity
symmetric, we find that the index is zero in both cases.

7 Conclusions and discussion

In this paper we have analyzed aspects of black holes in the stringy regime. We have studied
the possible connection between black holes and the self gravitating string solution of
Horowitz and Polchinski. Each of them defines a worldsheet CFT and we analyzed whether
they could be continuously connected. The Horowitz-Polchinski solution exists in a low
number of dimensions and the most favorable case for our discussion is $D = 4$. It is most
favorable because we can think of the transition both in the canonical or microcanonical
ensembles. We have considered only Euclidean solutions describing configurations in thermal
equilibrium, and we have not addressed the real time question such as what happens to a
black hole as it evaporates down to string scale.

For the heterotic string case we found some evidence that they could be continuously
connected as CFTs. The first hint comes from the computation of the supersymmetric
index which gives the same answer on both branches. More generally, the two solutions are
cobordant, which indicates that there will be no known invariants of $(0,1)$ sigma models
that can distinguish them. The second hint comes from a linear sigma model construction.
From the same linear sigma model we find a space of classical vacua which has the topology
of the Horowitz-Polchinski solution or that of the black hole solution depending on the
parameters. These are not Ricci flat, but we expect that once quantum corrections are
included we would flow to either solution depending on the value of one parameter, which
can be interpreted at the asymptotic value of the temperature. We also expect that we need
to fine tune one of the parameters due to the presence of a negative mode on both sides.

For the type II case, we found an obstruction, the supersymmetric index is different on
both sides. This difference is also related to the different spectrum of D-branes on both
sides. There are D-branes on the Horowitz-Polchinski side which can transform into pure
fluxes on the black hole side. This can be also expressed in terms of a difference of K-theory
invariants.

For the type II case, it is natural to conjecture that the two regimes are connected via a
singular CFT where the dilaton becomes infinite in some region of the target space. It would
be nice to make a reasonable guess for this CFT. In particular, one would like to guess
the region of the CFT near the singular point, which could be a non-critical string as in
some other examples, such as the conifold theory [42]. In the conifold case, one the infinite
liouville-like direction is visible also in the linear sigma model analysis. In our case, all that
is happening in the linear sigma model is the appearance (or disappearance) of massive
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vacua and it is unclear how this is reflected in the conformal limit. Despite the absence of a new branch in the linear sigma model, one might still try to guess that a liouville-like direction emerges. For the $D = 4$ case, a simple guess would be a single dimension with a linear dilaton and a central charge $\hat{c} = 4$ (or $c = 6$). This has the problem that a further Liouville superpotential would be oscillatory. Another possibility is to include also the time direction so that we have a cylinder. This possibility was considered in [8] with a related motivation. However, we would like to see that there are two possible resolutions, or deformations, one giving the Horowitz-Polchinski solution and one the black hole solution. The only resolution with the right symmetries is to transform the cylinder into the two dimensional black hole, which should be equivalent to a winding condensate as per the FZZ duality [80], and not a different deformation! One would also expect that a certain irrelevant deformation of the model would give a pair of massive vacuum on one side and a no extra massive vacua on the other.

It would be interesting to embed this discussion in AdS. One could consider cases where there is a large $N$ gauge theory dual. In such circumstances the Polyakov loop (or thermal Wilson loop) has been studied, and some transitions have been discussed where the eigenvalue distribution develops a cut [81–83]. It has been proposed in [84, 85] that the black hole/string transition corresponds to a situation where a non-uniform eigenvalue distribution develops a cut, namely a region where the eigenvalue distribution vanishes. This is consistent with the idea that the Polyakov loop has a non-zero expectation value on both sides of the transition. This scenario could be explored by considering the expectation values of the trace of powers of the Wilson line, $\text{Tr}[U^n]$ with $U$ the thermal holonomy. We can pick up the various Fourier components of the eigenvalue distribution. These Fourier components should decrease exponentially with $n$ on the side where the eigenvalue distribution is smooth and non-vanishing, but could decay as a power of $n$ if there is a cut. However, in string theory the Wilson lines seems suppressed by the area of the worldsheets, which would lead to an exponential suppression also on the black hole side, which was supposed to be the side having the cut.

It would be also interesting to consider the $\text{AdS}_3$ case with an NS flux. In this case, a similar discussion would suggest the existence of a new solution which would start as similar to the Horowitz-Polchinski solution around a thermal AdS background but which could interpolate to the BTZ black hole.

In our discussion of the solution generating transformation for the heterotic case, we found that the transformation appears to produce a singularity at the horizon of the black hole. We expect that this should be fixed by $\alpha'$ corrections in the transformation law. It would be interesting to understand how this happens. The transformation we used makes a concrete prediction for the $\alpha'$ corrections for the thermodynamics of the charged black hole in the heterotic string B.3. So a first principle computation of those $\alpha'$ corrections would be an independent check of our formulas.

A related problem is that the winding mode for the heterotic string has a half unit of momentum. This would naively suggest that the black hole or Horowitz-Polchinski solution is breaking the Euclidean time translation symmetry. This seems rather peculiar and we expect that it is likely that the proper physical time translation symmetry should be the
unbroken generator which also involves the winding charge. But this is an interesting conceptual question which we have not resolved.\textsuperscript{30}

We have discussed an open string analog of the transition. Perhaps using approximate string field theory techniques one can analyze the solution in the transition region.

Another interesting problem is to understand the behavior of the solution in $D > 6$, where the Horowitz-Polchinski solution does not exist. We suspect that in the canonical ensemble there might be a black hole like solution all the way to $\beta = \beta_H$. In the micro-canonical ensemble it has been argued in [38] that for large $D$ there is a solution with even higher temperatures. Of course, we also have the highly excited free string phase which, for $D > 6$, can exist at any mass [4]. This can compete with the black hole solutions, but the precise location of a possible phase transition requires the knowledge of the mass and entropy of black holes near the Hagedorn temperature.
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A Relating thermodynamic quantities through solution generating procedure

In this appendix we derive (5.16) starting from (5.14). We start with the simple ones, namely the charges $Q_p$ and $Q_w$. We have

$$2\pi R Q_p = e^{-2\phi_D} \partial_{\mu_p} \log Z'$$

$$= e^{-2\phi_D} \partial_{\mu_p} \left[ R \frac{\partial}{R} \log \tilde{Z}'(\tilde{R}) \right]$$

$$= e^{-2\phi_D} R \frac{\partial}{R} R \partial_{\mu_p} \left[ \frac{1}{R} \log \tilde{Z}'(\tilde{R}) \right]$$

$$= e^{-2\phi_D} R \frac{\partial}{R} R \partial_{\mu_p} \tilde{S}' .$$

From the first line to the second line, we used (5.12). We then used that $R$ and $\mu_p$ are independent to pull $R$ out of the derivative, and translated $\partial_{\mu_p}$ into $\partial_{\tilde{R}}$ to get to the third line. In the last equality, we used the definition of $\tilde{S}'$

$$e^{-2\phi_D} \tilde{S}' = \tilde{S} = (1 - \tilde{R} \partial_{\tilde{R}}) \log \tilde{Z} = e^{-2\phi_D} (1 - \tilde{R} \partial_{\tilde{R}}) \log \tilde{Z}' .$$

Cancelling out the $R$ factor on both sides of (A.1), we get the first relation in (5.16). The derivation for $Q_w$ is the same (we only need to change the subscript from $p$ to $w'$).

\textsuperscript{30}We suspect that it is related to the non-trivial transformation law for the $B$ field under local lorentz transformations, as implied by the Green-Schwarz anomaly cancellation mechanism [86].
Next we look at the expression for the entropy. From (5.14) we have

\[
S = e^{-2\phi_D} (1 - R\partial R) \log Z' = e^{-2\phi_D} (1 - R\partial R) \left[ \frac{R}{R} \log \tilde{Z}'(\tilde{R}) \right] = -e^{-2\phi_D} R^2 \partial_R \left[ \frac{1}{R} \log \tilde{Z}'(\tilde{R}) \right] = -e^{-2\phi_D} \frac{R^2}{R^2 \partial_R} \tilde{S}'. \tag{A.3}
\]

We used (5.12) again to get to the second line. From the third line to the fourth line, we traded the derivative with \(R\) for the derivative with \(\tilde{R}\). We used (A.2) again to get to the last line.

Finally, to get the expression for the energy \(E\), we can simply use (5.13) and the expressions for \(S, Q_p, Q_w\) we derived. In other words,

\[
2\pi R E = -\log Z + S + 2\pi R \mu_p Q_p + 2\pi R \mu_w Q_w \]
\[= e^{-2\phi_D} \left[ -\log Z' + \frac{R^2}{R^2} \partial R \tilde{S}' - \mu_p \frac{R}{R^2} \partial_{\mu_p} \tilde{S}' - \mu_w \frac{R}{R^2} \partial_{\mu_w} \tilde{S}' \right] \]
\[= e^{-2\phi_D} \left[ -\frac{R}{R} \tilde{S}' + 2\pi R \tilde{E}' + \frac{R^2}{R^2} \partial R \tilde{S}' - \mu_p \frac{R}{R^2} \partial_{\mu_p} \tilde{S}' - \mu_w \frac{R}{R^2} \partial_{\mu_w} \tilde{S}' \right]. \tag{A.4}
\]

From the second line to the third line, we used (5.12) as well as

\[
e^{-2\phi_D} \log \tilde{Z}' = \log \tilde{Z} = \tilde{S} - 2\pi \tilde{R} \tilde{E} = e^{-2\phi_D} \left( \tilde{S}' - 2\pi \tilde{R} \tilde{E}' \right). \tag{A.5}
\]

Dividing \(R\) on both sides of (A.4) and reorganizing the terms, we recover the expression in (5.16).

**B α’ corrections for charged black holes from the corrections for the uncharged one**

In this appendix we show how the formulas in section 5 can be used to compute the \(\alpha'\) corrections of the thermodynamic quantities of the charged black hole given that we know the corrections for the uncharged one. We discuss the bosonic and type II cases as well as the heterotic one. The bosonic case was considered in [87], but here we demonstrate that the same results can be reached in a more efficient way using our formulas. With a similar method we could also compute the dilaton “charge” or the coefficient of the \(1/\rho^D-3\) term in the form of the dilaton at large \(\rho\). But we will not do it explicitly here.
B.1 Bosonic string corrections

In this case we have corrections at first order in $\alpha'$ [1]

$$2\pi \tilde{E} = \frac{(D-2)}{(D-3)} \gamma_D \tilde{R}^{D-3} \left( 1 - \epsilon_D \frac{\lambda}{R^2} \right), \quad \tilde{S} = \gamma_D \tilde{R}^{D-2} \left( 1 - \sigma_D \frac{\lambda}{R^2} \right),$$  \hspace{1cm} (B.1)

$$\gamma_D \equiv \frac{\omega_{D-2}}{4G_N} \left( \frac{D-3}{2} \right)^{D-2}, \quad \epsilon_D \equiv \frac{2(D-4)(D-2)}{D-3}, \quad \sigma_D \equiv \frac{2(D-5)(D-2)^2}{(D-3)^2}.$$  \hspace{1cm} (B.2)

with $\lambda_{\text{bos}} = \frac{\alpha'}{2}$. Using (5.23) we get

$$R = \tilde{R} \cosh \alpha \cosh \gamma, \quad \lambda_{\text{bos}} = \frac{\alpha'}{2},$$

$$2\pi E = e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left[ (D-2) \left( 1 - \epsilon_D \frac{\lambda}{R^2} \right) + \left( 1 - \sigma_D \frac{\lambda}{R^2} \right) \left( \sinh^2 \alpha + \sinh^2 \gamma \right) \right],$$

$$2\pi Q_p = r e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left( 1 - \sigma_D \frac{\lambda}{R^2} \right) \sinh \alpha \cosh \alpha,$$  \hspace{1cm} (B.3)

$$2\pi Q_w = \frac{1}{r} e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left( 1 - \sigma_D \frac{\lambda}{R^2} \right) \sinh \gamma \cosh \gamma,$$  \hspace{1cm} (B.3)

$$S = e^{-2\phi_D} \gamma_D \tilde{R}^{D-2} \left( 1 - \sigma_D \frac{\lambda}{R^2} \right) \cosh \alpha \cosh \gamma.$$  \hspace{1cm} (B.3)

B.2 Type II string theory the corrections appear at order $\alpha'^3$ [3]

$$2\pi \tilde{E} = \frac{(D-2)}{(D-3)} \gamma_D \tilde{R}^{D-3} \left( 1 - \hat{\epsilon}_D \frac{z}{R^6} \right),$$  \hspace{1cm} (B.4)

$$\hat{S} = \gamma_D \tilde{R}^{D-2} \left( 1 - \hat{\sigma}_D \frac{z}{R^6} \right),$$  \hspace{1cm} (B.4)

with $\gamma_D$ as in (B.2), $z = \frac{\zeta(3)}{16} \alpha'^3$ and

$$\hat{\epsilon}_D \equiv \frac{16}{3} \frac{(D-8)(330 - 489D + 242D^2 - 51D^3 + 4D^4)}{(D-3)^6},$$

$$\hat{\sigma}_D \equiv \frac{16}{3} \frac{(D-9)(D-2)(330 - 489D + 242D^2 - 51D^3 + 4D^4)}{(D-3)^6}.$$  \hspace{1cm} (B.5)

Then using (5.23) we get

$$R = \tilde{R} \cosh \alpha \cosh \gamma,$$

$$2\pi E = e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left[ (D-2) \left( 1 - \hat{\epsilon}_D \frac{z}{R^6} \right) + \left( 1 - \hat{\sigma}_D \frac{z}{R^6} \right) \left( \sinh^2 \alpha + \sinh^2 \gamma \right) \right],$$

$$2\pi Q_p = \frac{r}{e^{-2\phi_D}} \gamma_D \tilde{R}^{D-3} \left( 1 - \hat{\sigma}_D \frac{z}{R^6} \right) \sinh \alpha \cosh \alpha,$$

$$2\pi Q_w = \frac{1}{r} e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left( 1 - \hat{\sigma}_D \frac{z}{R^6} \right) \sinh \gamma \cosh \gamma,$$  \hspace{1cm} (B.6)

$$S = e^{-2\phi_D} \gamma_D \tilde{R}^{D-2} \left( 1 - \hat{\sigma}_D \frac{z}{R^6} \right) \cosh \alpha \cosh \gamma.$$  \hspace{1cm} (B.6)
B.3 Heterotic string corrections

For the heterotic string we again have corrections at first order in $\alpha'$ [1]. They are the same as in (B.1), but with $\lambda_{\text{het}} = \alpha'/4$ (and the same values of $\epsilon_D$ and $\sigma_D$ as in (B.2)). Then using (5.34) we get

$$R = \tilde{R} \cosh \alpha \cosh \gamma \left(1 + \frac{\tanh \alpha \tanh \gamma}{2R^2}\right), \quad \lambda_{\text{het}} = \frac{\alpha'}{4},$$

$$2\pi E = e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left[\frac{(D-2)}{(D-3)} \left(1 - \epsilon_D \frac{\lambda}{R^2}\right) + \left(1 - \sigma_D \frac{\lambda}{R^2}\right) \left(\sinh^2 \alpha + \sinh^2 \gamma\right)\right],$$

$$2\pi Q_p = r e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left(1 - \sigma_D \frac{\lambda}{R^2}\right) \sinh \alpha \cosh \alpha,$$

$$2\pi Q_w = \frac{1}{r} e^{-2\phi_D} \gamma_D \tilde{R}^{D-3} \left(1 - \sigma_D \frac{\lambda}{R^2}\right) \sinh \gamma \cosh \gamma,$$

$$S = e^{-2\phi_D} \gamma_D \tilde{R}^{D-2} \left(1 - \sigma_D \frac{\lambda}{R^2}\right) \cosh \alpha \cosh \gamma \left(1 - \frac{\tanh \alpha \tanh \gamma}{2R^2}\right),$$

where in the expression for the entropy we can expand to first non-trivial order in $1/R^2$. These formulas do not agree with the ones in [87], since those do not include the terms involving the $\tanh \alpha \tanh \gamma/R^2$ corrections.

C Explicit steps for generating the charged solution in the sigma model regime

In this appendix we check that the steps outlined in 5.1.1 indeed lead to (5.19), when applied to a CFT with a gravity limit. The procedure here applies to the bosonic and the Type II case. Our starting point is the $(D+1)$-dimensional metric

$$ds^2 = \tilde{R}^2 dt^2 + \tilde{r}^2 d\tilde{y}^2 + ds_{D-1}^2, \quad t \sim t + 2\pi, \quad \tilde{y} \in (-\infty, \infty).$$

The functions $\tilde{R}^2, \tilde{r}^2$ as well as the dilaton $\tilde{\phi}_D$ only depend on the coordinates of the $(D-1)$ dimensions. There is no non-zero $B$ field to start with. The transformations below do not change the $(D-1)$-dimensional part of the metric, so we leave it implicit and will omit it from the formulas below. Now we follow the steps in 5.1.1:

- In step one, we quotient the $t, \tilde{y}$ directions by a combined translation $t \sim t + 2\pi u, \tilde{y} \sim \tilde{y} + 2\pi$. This is just one transformation changing both coordinates and not two independent transformations. We can also write it as $(t, \tilde{y}) \sim (t, \tilde{y}) + 2\pi(u, 1)$. As part of the original identification we also have $(t, \tilde{y}) \sim (t, \tilde{y}) + 2\pi(1, 0)$. This identification goes along for the ride and we will not discuss it further.

- We now do a T-duality along the same direction that we identified. In practice a T-duality can be implemented by gauging the symmetry in question and adding to the
lagrangian a term of the form $i\tilde{y}dA$ where $\tilde{y}$ is the dual variable [65]. In our particular case this leads to a Lagrangian of the form\footnote{We use the short hand notation $(\partial y - A)^2 = \eta^{\alpha\beta}(\partial_\alpha y - A_\alpha)(\partial_\beta y - A_\beta)$ and $dA = \epsilon^{\alpha\beta} \partial_\alpha A_\beta$ where $\alpha, \beta$ are two dimensional indices. We omitted an overall $1/(4\pi)$ factor multiplying the Lagrangian.}
\begin{equation}
\tilde{R}^2(\partial t - uA)^2 + \tilde{r}^2(\partial \tilde{y} - A)^2 + 2i\tilde{y}dA
\end{equation}
where under a gauge transformation of $A$, $A \rightarrow A + d\epsilon$, we have $(t, \tilde{y}) \rightarrow (t, \tilde{y}) + \epsilon(u, 1)$. Here we take $A$ to be a compact gauge field. We will choose $\tilde{y}$ to be non-compact at this step. So this is a T-duality followed by a decompactification of the dual circle. This is not equivalent to the original theory, but this is not a problem. The point is that we can generate a new theory from the original one. We now choose the gauge $\tilde{y} = 0$ and we integrate out $A$. We find
\begin{equation}
ds^2 = \frac{\tilde{R}^2\tilde{r}^2}{\tilde{r}^2 + u^2\tilde{R}^2}dt^2 + \frac{1}{\tilde{r}^2 + u^2\tilde{R}^2}d\tilde{y}^2,
B_{t\tilde{y}} = \frac{u\tilde{R}^2}{\tilde{r}^2 + u^2\tilde{R}^2},
e^{-2\phi} = e^{-2\tilde{\phi}}(\tilde{r}^2 + u^2\tilde{R}^2).
\end{equation}
On this step we have started to generate a non-trivial dilaton, with $\tilde{\phi}$ being the original dilaton. We also have generated a $B$ field.

- We now do a T-duality again, using the same generator that was used for the quotient in the last step. In practice, this involves adding a gauge field again, call it $\hat{A}$, so that from (C.3) we are led to a lagrangian of the form
\begin{equation}
\frac{\tilde{R}^2\tilde{r}^2}{\tilde{r}^2 + u^2\tilde{R}^2}(\partial t - v\hat{A})^2 + \frac{1}{(\tilde{r}^2 + u^2\tilde{R}^2)}(\partial \tilde{y} - \hat{A})^2 + \frac{2iu\tilde{R}^2}{\tilde{r}^2 + u^2\tilde{R}^2}(dt - v\hat{A}) \wedge (d\tilde{y} - \hat{A}) - 2i\tilde{y}d\hat{A}
\end{equation}
In this case we choose $\tilde{y}$ to be compact. We choose the gauge $\tilde{y} = 0$ and integrate out $\hat{A}$ to find the final form of the metric and the $B$ field
\begin{equation}
ds^2 = \frac{\tilde{R}^2\tilde{r}^2}{(\tilde{r}^2 + u^2\tilde{R}^2)(1 + v^2\tilde{R}^2\tilde{r}^2)}dt^2 + \frac{(\tilde{r}^2 + u^2\tilde{R}^2)^2}{(1 + \tilde{R}^2\tilde{r}^2v^2)}\left[d\tilde{y} - \frac{u\tilde{R}^2}{(\tilde{r}^2 + u^2\tilde{R}^2)}dt\right]^2,
B_{t\tilde{y}} = -\frac{u\tilde{R}^2\tilde{r}^2}{(1 + \tilde{R}^2\tilde{r}^2v^2)},
e^{-2\phi} = e^{-2\tilde{\phi}}(1 + \tilde{R}^2\tilde{r}^2v^2)
\end{equation}
Of course, we could have implemented all these steps in one go by applying the $O(2,2)$ transformation. We chose to do them step by step to argue that we can generalize the procedure to a general seed theory.

The dilaton in (C.5) is the $D+1$ dimensional dilaton. In previous formulas we have considered the $D$ dimensional one. To obtain that one, we need to multiply by the appropriate factor of the radius of the coefficient in brackets in the first line of (C.5).
More explicitly, choosing the seed solution as
\[
\begin{align*}
\text{(C.6)}
\end{align*}
\]
where now \(r\) is just a constant, we arrive at the final form of the metric [11]:
\[
\begin{align*}
\text{(C.7)}
\end{align*}
\]
where
\[
\begin{align*}
f_p = 1 + \frac{\mu \sinh^2 \alpha}{\rho^{D-3}}, \quad
f_w = 1 + \frac{\mu \sinh^2 \gamma}{\rho^{D-3}}, \quad
r = \tilde{r} \cosh \gamma, \quad
\tau \sim \tau + \frac{4\pi \mu^{D-3}}{(D-3) \cosh \alpha \cosh \gamma}
\end{align*}
\]
where the angles \(\alpha, \gamma\) are defined via relations analogous to (5.22), namely
\[
\begin{align*}
tanh \alpha = i \frac{u \tilde{R}}{F}, \quad
\tanh \gamma = iv \tilde{R}.
\end{align*}
\]
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