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Abstract. An interesting result about the existence of “intermediate” set-valued mappings between pairs of such mappings was obtained by Nepomnyashchii. His construction was for a paracompact domain, and he remarked that his result is similar to Dowker’s insertion theorem and may represent a generalisation of this theorem. In the present paper, we characterise the $\tau$-paracompact normal spaces by this set-valued “insertion” property and for $\tau = \omega$, i.e. for countably paracompact normal spaces, we show that it is indeed equivalent to the mentioned Dowker’s theorem. Moreover, we obtain a similar result for $\tau$-collectionwise normal spaces and show that for normal spaces, i.e. for $\omega$-collectionwise normal spaces, our result is equivalent to the Katětov-Tong insertion theorem. Several related results are obtained as well.

1. Introduction

All spaces in this paper are infinite Hausdorff topological spaces. For a set $Y$, we use $2^Y$ to denote the family of all nonempty subsets of $Y$. For a space $Y$, let

$$\mathcal{F}(Y) = \{ S \in 2^Y : S \text{ is closed} \}.$$ 

The following subfamilies of $\mathcal{F}(Y)$ will play an important role in this paper:

$$\mathcal{C}(Y) = \{ S \in \mathcal{F}(Y) : S \text{ is compact} \} \text{ and } \mathcal{C}'(Y) = \mathcal{C}(Y) \cup \{ Y \}.$$ 

Moreover, we will use the subscript “c” to denote the connected members of any one of the above families; namely, $\mathcal{F}_c(Y)$ for the connected members of $\mathcal{F}(Y)$; $\mathcal{C}_c(Y)$ for those of $\mathcal{C}(Y)$; and $\mathcal{C}'_c(Y) = \mathcal{C}_c(Y) \cup \{ Y \}$ provided that $Y$ is itself connected. Let us remark that in the setting of a topological vector space $Y$, some authors have used the subscript “c” in a more restricted sense, namely for the convex members of any of the above families. In this paper, convex sets will not be used explicitly, hence it will not cause any misunderstandings.

For spaces $X$ and $Y$, a set-valued mapping $\Phi : X \to 2^Y$ is lower semi-continuous, or l.s.c., if the set $\Phi^{-1}(U) = \{ x \in X : \Phi(x) \cap U \neq \emptyset \}$ is open in $X$. 
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X for every open \( U \subseteq Y \); and \( \Phi \) is upper semi-continuous, or u.s.c., if \( \Phi^{-1}(F) \) is closed in \( X \) for every closed \( F \subseteq Y \). Equivalently, \( \Phi \) is u.s.c. if

\[
\Phi^\#(U) = X \setminus \Phi^{-1}(Y \setminus U) = \{ x \in X : \Phi(x) \subseteq U \}
\]

is open in \( X \), for every open \( U \subseteq Y \). A set-valued mapping is continuous if it is both l.s.c. and u.s.c. A mapping \( \theta : X \to 2^Y \) is a selection (or, a set-valued selection) for \( \Phi : X \to 2^Y \) if \( \theta(x) \subseteq \Phi(x) \) for all \( x \in X \). To designate that \( \theta \) is a selection for \( \Phi \), we will often simply write \( \theta \leq \Phi \). Moreover, to bring the analogy closer to usual functions, we will also write \( \theta < \Phi \) provided that \( \theta \leq \Phi \) and \( \Phi(x) \setminus \theta(x) \neq \emptyset \), for all \( x \in X \). In [40], Nepomnyashchii showed that if \( X \) is a paracompact space, \( (Y, \rho) \) is a complete metric space, \( \Phi : X \to F_c(Y) \) is l.s.c. such that \( \{ \Phi(x) : x \in X \} \) is uniformly equi-\( LC^0 \) and \( \theta : X \to C(Y) \) is u.s.c. with \( \theta \leq \Phi \), then there exists a continuous mapping \( \varphi : X \to C_c(Y) \) such that \( \theta \leq \varphi \leq \Phi \). For the definition of “uniformly equi-\( LC^0 \), see the next section. In this paper, we will show that such intermediate set-valued mappings can characterise paracompactness and collectionwise normality. To state our results, we briefly recall some terminology. For an infinite cardinal number \( \tau \), a space \( X \) is \( \tau \)-paracompact [34, 35] if each open cover of \( X \) of cardinality \( \leq \tau \), has a locally finite open refinement. If \( \omega \) is the first infinite ordinal, then \( \omega \)-paracompactness is nothing else but countable paracompactness. By definition, a space \( X \) is paracompact if it is \( \tau \)-paracompact for any cardinal number \( \tau \). Paracompactness of \( X \) implies normality of \( X \). However, there are many examples of countably paracompact spaces which are not normal. Also, there are simple examples of \( \tau \)-paracompact spaces which are not \( \tau^+ \)-paracompact [35], where the cardinal \( \tau^+ \) is the immediate successor of \( \tau \). Finally, for a set \( \mathcal{A} \), we will use \( J(\mathcal{A}) \) to denote the metrizable hedgehog of spininess \( |\mathcal{A}| \) obtained from \( \mathcal{A} \) (see \([8, \text{Example 4.1.5}])\). Recall that the point set of \( J(\mathcal{A}) \) is \( \{ 0 \} \cup (0,1] \times \mathcal{A} \), while the metric \( d \) on \( J(\mathcal{A}) \) is defined by

\[
d(0, \langle s, \alpha \rangle) = s \quad \text{and} \quad d(\langle s, \alpha \rangle, \langle t, \beta \rangle) = \begin{cases} |s - t|, & \text{if } \alpha = \beta, \\ s + t, & \text{if } \alpha \neq \beta. \end{cases}
\]

Throughout this paper, \( J(\mathcal{A}) \) will be always endowed with this metric. The following theorem will be proved.

**Theorem 1.1.** For an infinite cardinal number \( \tau \) and a space \( X \), the following conditions are equivalent:

(a) \( X \) is normal and \( \tau \)-paracompact.

(b) If \( \Phi : X \to F_c(J(\tau)) \) is l.s.c., \( \theta : X \to C(J(\tau)) \) is u.s.c. and \( \theta < \Phi \), then there exists a continuous mapping \( \varphi : X \to C_c(J(\tau)) \) such that \( \theta < \varphi \leq \Phi \).

Theorem 1.1 is not only similar, but also represents a natural generalisation of Dowker’s insertion theorem [6], see Lemma 3.4. Moreover, it is still valid
in the setting of not necessarily connected-valued mappings, in which case the intermediate mapping \( \varphi \) in (b) is only supposed to be u.s.c., see Proposition 3.5.

If \( X \) is normal and \( \tau \)-paracompact, \( \Phi : X \to \mathcal{F}_c(\mathcal{J}(\tau)) \) is l.s.c., \( \theta : X \to \mathcal{C}(\mathcal{J}(\tau)) \) is u.s.c. and \( \theta \leq \Phi \), then there also exists a continuous mapping \( \varphi : X \to \mathcal{C}_c(\mathcal{J}(\tau)) \) such that \( \theta \leq \varphi \leq \Phi \), see Theorem 2.2 and Proposition 3.1. In this regard, the author would like to know, but doesn’t, whether this relaxed insertion property may still characterise the \( \tau \)-paracompact spaces. The answer is “Yes” in the special case of \( \tau = \omega \) (Corollary 5.3). Moreover, this property implies both countable paracompactness and \( \tau \)-collectionwise normality, see Theorem 1.2 below.

For an infinite cardinal number \( \tau \), a space \( X \) is called \( \tau \)-collectionwise normal if every discrete family \( \mathcal{F} \) of closed subsets of \( X \), with \( |\mathcal{F}| \leq \tau \), admits a discrete family \( \{U_F : F \in \mathcal{F}\} \) of open subsets of \( X \) such that \( F \subseteq U_F \) for each \( F \in \mathcal{F} \). If, in this definition, “discrete” is changed to “locally finite”, we get another important class of spaces. Namely, a space \( X \) is called \( \tau \)-expandable [22] if every locally finite family \( \mathcal{F} \) of closed subsets of \( X \), with \( |\mathcal{F}| \leq \tau \), admits a locally finite family \( \{U_F : F \in \mathcal{F}\} \) of open subsets of \( X \) such that \( F \subseteq U_F \) for each \( F \in \mathcal{F} \). A space \( X \) is collectionwise normal if it \( \tau \)-collectionwise normal for every \( \tau \), and \( X \) is expandable if it is \( \tau \)-expandable for every \( \tau \). A space \( X \) is normal if and only if it is \( \omega \)-collectionwise normal. However, for every \( \tau \) there exists a \( \tau \)-collectionwise normal space which is not \( \tau^+ \)-collectionwise normal [41]. Similarly, a space \( X \) is \( \omega \)-expandable precisely when it is countably paracompact [22, Theorem 2.5]. Finally, let us explicitly remark that a normal space \( X \) is \( \tau \)-expandable if and only if it is countably paracompact and \( \tau \)-collectionwise normal [7, 20]. Our next result deals with the following characterisation of \( \tau \)-expandable spaces.

**Theorem 1.2.** For an infinite cardinal number \( \tau \) and a space \( X \), the following conditions are equivalent:

(a) \( X \) is normal and \( \tau \)-expandable.

(b) If \( \Phi : X \to \mathcal{C}_c(\mathcal{J}(\tau)) \) is l.s.c., \( \theta : X \to \mathcal{C}(\mathcal{J}(\tau)) \) is u.s.c. and \( \theta \leq \Phi \), then there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c(\mathcal{J}(\tau)) \) such that \( \theta \leq \varphi \leq \Phi \).

For a space \( Y \) and \( k \in \mathbb{N} \), let \( \mathcal{C}_k(Y) = \{ S \in 2^Y : |S| \leq k \} \subseteq \mathcal{C}(Y) \). Regarding the role of countable paracompactness as a component of \( \tau \)-expandable spaces, we will also prove the following theorem which is complementary to Theorem 1.2.

**Theorem 1.3.** For an infinite cardinal number \( \tau \) and a space \( X \), the following conditions are equivalent:

(a) \( X \) is \( \tau \)-collectionwise normal.

(b) If \( \Phi : X \to \mathcal{C}_c^k(\mathcal{J}(\tau)) \) is l.s.c., \( k \in \mathbb{N} \) and \( \theta : X \to \mathcal{C}_k(\mathcal{J}(\tau)) \) is u.s.c. with \( \theta \leq \Phi \), then there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c(\mathcal{J}(\tau)) \) such that \( \theta \leq \varphi \leq \Phi \).
Regarding the role of the metrizable hedgehog, let us remark that the set-valued insertion property in Theorems 1.1, 1.2 and 1.3 remains valid if \( J(\tau) \) is replaced by any (connected) complete metric space \((Y, \rho)\) of topological weight \( w(Y) \leq \tau \), and it is required that the family \( \{ \Phi(x) : x \in X \} \) is uniformly equi-LC\(^0\). Furthermore, one can only require that \( Y \) is completely metrizable and \( \{ \Phi(x) : x \in X \} \) is equi-“locally connected” in the sense of Nepomnyashchii [39, 40]. Finally, let us also remark that some of these results we announced in [10].

The paper is organised as follows. In the next section, we use a general construction “\( \theta \preceq \Phi \rightarrow \mathcal{C}[\theta, \Phi] \)” assigning a set-valued mapping \( \mathcal{C}[\theta, \Phi] : X \rightarrow 2^{\mathcal{Y}(Y)} \) in the hyperspace \( \mathcal{C}(Y) \) corresponding to a pair of mappings \( \theta, \Phi : X \rightarrow 2^Y \) with \( \theta \preceq \Phi \), see (2.2) and (2.3). In this setting, each selection \( \Psi : X \rightarrow 2^{\mathcal{C}(Y)} \) for \( \mathcal{C}[\theta, \Phi] \) can be transformed into an intermediate mapping \( \theta \preceq \bigcup \Psi \preceq \Phi \) by taking the union of the point-images of \( \Psi \). Furthermore, the operation “\( \Psi \rightarrow \bigcup \Psi \)” preserves properties of semi-continuity. The prototype of this construction can be found in [13], it is also implicitly present in [40]. Based on this construction, we obtain a general result for the existence of intermediate continuous mappings, see Theorem 2.2. In fact, this result is a consequence of a previous result of the author [11, Theorem 7.1], and works for set-valued mappings whose domain is a Tychonoff space. However, in contrast to Theorems 1.1, 1.2 and 1.3, it deals with the so called “metric”-lower semi-factorizable mappings (abbreviated “metric”-s.l.s.f.) rather than l.s.c. mappings. Section 3 contains the proof of Theorem 1.1, which is now obtained as a consequence of the general result in Theorem 2.2. An interesting element in this proof is the special case of countably paracompact normal spaces, Lemma 3.4, which is shown to be equivalent to Dowker’s insertion theorem [6]. This is subsequently used in the proof of the general case of \( \tau \)-paracompact normal spaces. The section also contains several other related observations. Theorems 1.2 and 1.3 are obtained in a similar way. Section 4 contains the essential preparation to apply Theorem 2.2 in the proofs of these theorems, see Theorem 4.1. Finally, Theorems 1.2 and 1.3 are proved in Section 5. Just like before, an interesting element in these proofs is a special case — that of normal spaces, see Lemma 5.2. It is now equivalent to the Katětov-Tong insertion theorem, see [18, 19, 44, 45]. Several related results are obtained as well.

2. Continuous Intermediate Mappings

In this section, \((Y, \rho)\) is a fixed metric space. For \( \varepsilon > 0 \), we will use \( O_\varepsilon(p) \) for the open \( \varepsilon \)-ball centred at a point \( p \in Y \); and \( O_\varepsilon^\rho(S) = \bigcup_{p \in S} O_\varepsilon(p) \) whenever \( S \subseteq Y \). In what follows, we will consider the set \( \mathcal{C}(Y) \) as a topological space equipped with the Hausdorff topology, i.e. the topology generated by the Hausdorff distance \( H(\rho) \) on \( Y \) associated to \( \rho \). Recall that \( H(\rho) \) is defined by

\[
H(\rho)(S, T) = \inf \{ \varepsilon > 0 : S \subseteq O_\varepsilon(T) \text{ and } T \subseteq O_\varepsilon(S) \}, \quad S, T \in \mathcal{C}(Y).
\]
A mapping \( \varphi : X \to \mathcal{F}(Y) \) is continuous precisely when it is continuous with respect to the Vietoris topology on \( \mathcal{F}(Y) \), see [24, Corollary 9.3]. However, on the hyperspace \( \mathcal{C}(Y) \), the Hausdorff topology coincides with the Vietoris one, see [24, Theorem 3.3]. Thus, a mapping \( \varphi : X \to \mathcal{C}(Y) \) is continuous precisely when it is continuous with respect to the Hausdorff distance \( H(\rho) \) on \( \mathcal{C}(Y) \).

Motivated by the so-called s.f.s.c. mappings in [9], a mapping \( \Phi : X \to 2^Y \) was said to be lower semi-factorizable with respect to \( \rho \), or \( \rho\text{-l.s.f.} \), [12] if for every closed \( F \subseteq X \), every \( \varepsilon > 0 \) and every (not necessarily continuous) single-valued selection \( s : F \to Y \) for \( \Phi \upharpoonright F \), there exists a locally finite cozero-set (in \( F \)) covering \( \mathcal{U} \) of \( F \) and a map \( \pi : \mathcal{U} \to F \) such that \( |\mathcal{U}| \leq w(Y) \) and

\[
\mathcal{S}(\pi(U)) \subseteq \mathcal{O}_x(\Phi(x)), \quad \text{for every } x \in U \subseteq \mathcal{U}.
\]

The lower semi-factorizable mappings were very successful in [12] to obtain several selection theorems from a common point of view. Regarding set-valued continuous selections, the following refined version of these mappings was introduced in [11].

A mapping \( \Phi : X \to 2^Y \) is strongly lower semi-factorizable with respect to \( \rho \), or \( \rho\text{-s.l.s.f.} \), [11] if for every closed \( F \subseteq X \), every \( \varepsilon > 0 \), and every selection \( \sigma : F \to \mathcal{C}(Y) \) for \( \Phi \upharpoonright F \), there exists a locally finite cozero-set (in \( F \)) covering \( \mathcal{U} \) of \( F \) and a map \( \pi : \mathcal{U} \to F \) such that \( |\mathcal{U}| \leq w(Y) \) and

\[
\mathcal{S}(\pi(U)) \subseteq \mathcal{O}_x(\Phi(x)), \quad \text{for every } x \in U \subseteq \mathcal{U}.
\]

For the proper understanding of these mappings, let us point out the following relationship between them, it was obtained in [11, Corollary 2.2].

**Proposition 2.1** ([11]). For a space \( X \), a metric space \((Y, \rho)\) and \( \Psi : X \to 2^Y \), define a mapping \( \mathcal{C}[\Psi] : X \to 2^{\mathcal{C}(Y)} \) by

\[
\mathcal{C}[\Psi](x) = \{ S \in \mathcal{C}(Y) : S \subseteq \Psi(x) \}, \quad \text{for every } x \in X.
\]

Then \( \Psi \) is \( \rho\text{-s.l.s.f.} \) if and only if \( \mathcal{C}[\Psi] \) is \( H(\rho)\text{-l.s.f.} \).

Here, we will show that one of the main results of [11] implies the existence of continuous intermediate mappings between special pairs of set-valued mappings. To this end, following [13], for \( \Phi : X \to \mathcal{F}(Y) \) and \( \theta : X \to \mathcal{C}(Y) \) with \( \theta \leq \Phi \), we will associate the mappings \( \mathcal{C}[\theta, \Phi], \mathcal{C}_c[\theta, \Phi] : X \to 2^{\mathcal{C}(Y)} \cup \{ \emptyset \} \) defined by

\[
\mathcal{C}[\theta, \Phi](x) = \{ S \in \mathcal{C}(Y) : \theta(x) \subseteq S \subseteq \Phi(x) \} \quad \text{and}
\]

\[
\mathcal{C}_c[\theta, \Phi](x) = \{ S \in \mathcal{C}(Y) : \theta(x) \subseteq S \subseteq \Phi(x) \}, \quad x \in X.
\]

Evidently, \( \mathcal{C}[\theta, \Phi] : X \to \mathcal{F}(\mathcal{C}(Y)) \). If the point-images of \( \Phi \) are connected and locally path-connected, then we also have that \( \mathcal{C}_c[\theta, \Phi] : X \to \mathcal{F}_c(\mathcal{C}(Y)) \). Indeed, in this case, it follows from [5, Lemma 1.3] that each element of \( \mathcal{C}[\theta, \Phi](x) \) is contained in some element of \( \mathcal{C}_c[\theta, \Phi](x) \). Therefore, \( \mathcal{C}_c[\theta, \Phi](x) \) is also nonempty. Since \( \mathcal{C}_c[\theta, \Phi](x) \) is closed, it is a growth hyperspace in the sense of Curtis [4, 5]. Hence, by a result of Kelley [21, Lemma 2.3], see also [5, Lemma 1.1], \( \mathcal{C}_c[\theta, \Phi](x) \)
is path-connected as well, i.e. \( C_\varepsilon[\theta, \Phi] : X \to C_c(\mathcal{C}_\varepsilon(Y)) \). In the sequel, we will freely rely on this fact without any explicit reference.

A family \( \mathcal{S} \subseteq 2^Y \) is uniformly equi-LC\(^0\) [28] if for every \( \varepsilon > 0 \) there is \( \delta(\varepsilon) > 0 \) such that for every \( S \in \mathcal{S} \), every two points \( y_0, y_1 \in S \) with \( \rho(y_0, y_1) < \delta(\varepsilon) \), can be joined by a path in \( S \) of diameter \( < \varepsilon \). Based on strongly lower semifactorizable mappings and uniformly equi-LC\(^0\) families of sets, we now have the following general result about continuous intermediate mappings.

**Theorem 2.2.** Let \( X \) be a Tychonoff space, \( (Y, \rho) \) be a complete metric space and \( \Phi : X \to \mathcal{F}_c(Y) \) be such that \( \{ \Phi(x) : x \in X \} \) is uniformly equi-LC\(^0\). If \( \theta : X \to \mathcal{C}(Y) \) is a selection for \( \Phi \) such that \( C_\varepsilon[\theta, \Phi] : X \to \mathcal{F}_c(\mathcal{C}_\varepsilon(Y)) \) is \( H(\rho) \)-s.l.s.f, then there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c(Y) \) with \( \theta \leq \varphi \leq \Phi \).

**Proof.** According to [40, Lemma 5], see also [5, Lemma 1.4], \( \{ C_\varepsilon[\theta, \Phi](x) : x \in X \} \) is uniformly equi-LC\(^0\) in \( \mathcal{C}_c(Y) \). Since \( \mathcal{C}_c(Y) \) is closed in \( \mathcal{C}(Y) \), it is also complete with respect to \( H(\rho) \). Hence, by [11, Theorem 7.1], \( C_\varepsilon[\theta, \Phi] \) has a continuous selection \( \Psi : X \to \mathcal{C}_c(\mathcal{C}_\varepsilon(Y)) \). Finally, define \( \varphi : X \to 2^Y \) by \( \varphi(x) = \bigcup \Psi(x) \), \( x \in X \). Then by [21, Lemma 1.2], see also [24, Theorem 2.5] and [43, Lemma 2''], \( \varphi : X \to \mathcal{C}_c(Y) \). Moreover, \( \varphi \) is continuous, see [24, Theorem 5.7]. Since \( \theta(x) \subseteq \varphi(x) \subseteq \Phi(x), x \in X \), the proof is complete. \( \square \)

Regarding the proof of Theorem 2.2, let us explicitly remark that the original formulation of [11, Theorem 7.1] is in terms of controlled extensions of continuous set-valued selections. Moreover, it contains the extra condition that \( Y \) itself must be uniformly equi-LC\(^0\). However, one can always embed \( (Y, \rho) \) isometrically into a Banach space and use this Banach space instead of \( Y \).

As we will see in Proposition 3.1 of the next section, Theorem 2.2 contains a result previously obtained by Nepomnyashchii [40, Theorem B], it is in the special case when \( X \) is paracompact, \( \Phi \) is l.s.c. and \( \theta \) is u.s.c. In the same setting, an alternative proof of Nepomnyashchii’s theorem was given by Michael [30]. In fact, the proof of Theorem 2.2 is essentially the same as that of Michael. In this regard, let us also remark that in the setting of the hyperspace \( (\mathcal{C}(Y), H(\rho)) \), the construction (2.2) was previously used in [13, Example 3.11] where the idea was the same, namely to define a set-valued mapping in \( \mathcal{C}(Y) \) and take a set-valued selection of this mapping.

We conclude this section with another general result about continuous intermediate mappings. It is complementary to Theorem 2.2 and deals with the case when the domain \( X \) has a covering dimension \( \dim(X) = 0 \). The result is valid for Tychonoff spaces, but for simplicity we state it for normal spaces. Let us recall that \( X \) is a normal space with \( \dim(X) = 0 \) precisely when every two disjoint closed subsets are contained in disjoint clopen subsets.
**Theorem 2.3.** Let $X$ be a normal space with $\dim(X) = 0$, $(Y, \rho)$ be a complete metric space and $\Phi : X \to \mathcal{F}(Y)$. If $\theta : X \to \mathcal{C}(Y)$ is a selection for $\Phi$ such that $\mathcal{C}[\theta, \Phi] : X \to \mathcal{F}(\mathcal{C}(Y))$ is $H(\rho)$-l.s.f., then there exists a continuous mapping $\varphi : X \to \mathcal{C}(Y)$ with $\theta \leq \varphi \leq \Phi$.

**Proof.** Since $\mathcal{C}[\theta, \Phi]$ is $H(\rho)$-l.s.f., by [12, Theorem 5.1] and [36, Lemma 2.2], there is a metrizable space $Z$ with $\dim(Z) = 0$, an l.s.c. mapping $\Psi : Z \to \mathcal{F}(\mathcal{C}(Y))$ and a continuous map $g : X \to Z$ such that $\Psi(g(x)) \subseteq \mathcal{C}[\theta, \Phi](x)$, for every $x \in X$. Since $Z$ is paracompact, by a result of Michael [26], see also [31], the l.s.c. mapping $\Psi$ has a continuous selection $\psi : Z \to \mathcal{C}(Y)$. Then the composite mapping $\varphi = \psi \circ g : X \to \mathcal{C}(Y)$ is as required. □

**3. Intermediate Selections and Paracompactness**

In this section, we finalise the proof of Theorem 1.1. In the one direction, it is based on Theorem 2.2. To prepare for this, let us state explicitly the following example of strongly lower semi-factorizable mappings.

**Proposition 3.1.** Let $X$ be normal and $\tau$-paracompact, $(Y, \rho)$ be a metric space with $w(Y) \leq \tau$, and $\Phi : X \to \mathcal{F}_c(Y)$ be l.s.c. such that $\{\Phi(x) : x \in X\}$ is uniformly $\text{eqi-LC}^0$. If $\theta : X \to \mathcal{C}(Y)$ is a u.s.c. selection for $\Phi$, then the associated mapping $\mathcal{C}_c[\theta, \Phi] : X \to \mathcal{F}_c(\mathcal{C}(Y))$ is $H(\rho)$-s.l.s.f.

**Proof.** By [30, Lemma 5.3], $\mathcal{C}_c[\theta, \Phi]$ is l.s.c. Then by [11, Example 2.6], it is also $H(\rho)$-s.l.s.f. because $w(\mathcal{C}_c(Y)) \leq \tau$ and $X$ is normal and $\tau$-paracompact. □

The inequality “$\theta < \varphi \leq \Phi$” in Theorem 1.1 is based on the following general property of intermediate mappings.

**Proposition 3.2.** Let $X$ be normal and $\tau$-paracompact, $Y$ be a completely metrizable space with $w(Y) \leq \tau$, $\Phi : X \to \mathcal{F}(Y)$ be l.s.c. and $\theta : X \to \mathcal{C}(Y)$ be u.s.c. with $\theta < \Phi$. Then there exists a u.s.c. mapping $\psi : X \to \mathcal{C}(Y)$ with $\theta < \psi \leq \Phi$.

**Proof.** Let $\mathcal{B}$ be an open base for the topology of $Y$ with $|\mathcal{B}| \leq \tau$. Next, for every $B \in \mathcal{B}$ set $V_B = \Phi^{-1}(B) \cap \theta^\#(Y \setminus B)$. In this way, we get an open subset $V_B$ of $X$ such that $B \cap \Phi(x) \neq \emptyset$ and $B \cap \theta(x) = \emptyset$ for every $x \in V_B$. Hence, $\{V_B : B \in \mathcal{B}\}$ is an open cover of $X$ because $\mathcal{B}$ is a base and by condition, $\Phi(x) \setminus \theta(x) \neq \emptyset$ for every $x \in X$. Since $X$ is $\tau$-paracompact, it has a locally finite open cover $\{U_B : B \in \mathcal{B}\}$ such that $U_B \subseteq V_B$, for every $B \in \mathcal{B}$. Since $X$ is also normal, by the Lefschetz lemma [23], it has a closed cover $\{F_B : B \in \mathcal{B}\}$ with $F_B \subseteq U_B$ for every $B \in \mathcal{B}$. Finally, for every $B \in \mathcal{B}$, define a set-valued mapping $\Phi_B : F_B \to \mathcal{F}(Y)$ by $\Phi_B(x) = \Phi(x) \cap B$, $x \in F_B$. Obviously, each $\Phi_B$ is an l.s.c. selection for $\Phi \upharpoonright F_B$ such that

$$\Phi_B(x) \cap \theta(x) = \emptyset, \quad \text{for every } x \in F_B.$$
By a result of Choban [2, Theorem 11.2], see also Michael [29, Theorem 1.1], each \( \Phi_B \) admits a u.s.c. selection \( \varphi_B : F_B \to \mathcal{C}(Y) \). Since \( \{F_B : B \in \mathcal{B}\} \) is a locally finite closed cover of \( X \), we may now define a u.s.c. selection \( \varphi : X \to \mathcal{C}(Y) \) for \( \Phi \) by \( \varphi(x) = \bigcup \{\varphi_B(x) : x \in F_B \text{ and } B \in \mathcal{B}\}, x \in X \). Then by (3.1), we get that \( \varphi(x) \cap \theta(x) = \emptyset \) for all \( x \in X \). Hence, we may define the required intermediate u.s.c. mapping \( \psi : X \to \mathcal{C}(Y) \) by \( \psi(x) = \theta(x) \cup \varphi(x), x \in X \). \( \square \)

In this section, and what follows, \( J(2) \) is the hedgehog with two spines. By identifying the two spines with the intervals \([-1,0]\) and \([0,1]\), it follows from (1.1) that \( (J(2),d) \) is isometric to the usual interval \([-1,1]\) when this interval is equipped with the Euclidean distance \( d(s,t) = |s-t|, s,t \in [-1,1]\). This implies the following immediate property of the connected subsets of \( J(\tau) \).

**Proposition 3.3.** If \( \tau \) is a cardinal number, then the family \( \mathcal{F}_c(J(\tau)) \) is uniformly equi-LC\(^0\) in \( (J(\tau),d) \).

A function \( \xi : X \to \mathbb{R} \) is lower (upper) semi-continuous if the set
\[
\{x \in X : \xi(x) > r\} \quad \text{(respectively, } \{x \in X : \xi(x) < r\}\}
\]
is open in \( X \) for every \( r \in \mathbb{R} \). For functions \( \xi, \eta : X \to \mathbb{R} \), we write that \( \xi < \eta \) (\( \xi \leq \eta \)), if \( \xi(x) < \eta(x) \) (respectively, \( \xi(x) \leq \eta(x) \)), for every \( x \in X \). In these terms, we have the following set-valued interpretation of Dowker’s insertion theorem [6].

**Lemma 3.4.** For a space \( X \), the following are equivalent:

(a) \( X \) is countably paracompact and normal.
(b) If \( \Phi : X \to \mathcal{F}_c(J(2)) \) is l.s.c., \( \theta : X \to \mathcal{C}(J(2)) \) is u.s.c. and \( \theta < \Phi \), then there exists a continuous mapping \( \varphi : X \to \mathcal{C}(J(2)) \) such that \( \theta < \varphi \leq \Phi \).
(c) If \( \xi : X \to \mathbb{R} \) is upper semicontinuous, \( \eta : X \to \mathbb{R} \) is lower semicontinuous and \( \xi < \eta \), then there exists a continuous function \( f : X \to \mathbb{R} \) such that \( \xi < f < \eta \).

**Proof.** To show that (a) \( \Rightarrow \) (b), suppose that \( X \) is countably paracompact and normal, \( \Phi : X \to \mathcal{F}_c([-1,1]) \) is l.s.c. and \( \theta : X \to \mathcal{C}([-1,1]) \) is u.s.c. with \( \theta < \Phi \). By Proposition 3.2, there exists a u.s.c. mapping \( \psi : X \to \mathcal{C}([-1,1]) \) with \( \theta < \psi \leq \Phi \). Finally, since \( \Phi \) is convex-valued, it follows from Proposition 3.1 that \( \mathcal{C}_c[\psi,\Phi] : X \to \mathcal{F}_c(\mathcal{C}_c([-1,1])) \) is \( H(\rho)\)-s.l.s.f. Therefore, by Theorem 2.2, there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c([-1,1]) \) such that \( \theta < \varphi \leq \Phi \).

Suppose that (b) holds, and take functions \( \xi, \eta : X \to \mathbb{R} \) such that \( \xi \) is upper semicontinuous, \( \eta \) is lower semicontinuous and \( \xi < \eta \). Using the order preserving homeomorphism \( h(t) = \frac{t}{1+|t|}, t \in \mathbb{R} \), of the real line \( \mathbb{R} \) onto the interval \((-1,1)\), we may assume that \( \xi, \eta : X \to (-1,1) \). Define mapping \( \Phi_\xi, \theta_\xi : X \to \mathcal{C}_c([-1,1]) \) by \( \Phi_\xi(x) = [-1, \eta(x)] \) and \( \theta_\xi(x) = [-1, \xi(x)] \), \( x \in X \). Then \( \theta_\xi < \Phi_\xi \). Moreover, \( \Phi_\xi \) is l.s.c. and \( \theta_\xi \) is u.s.c. [27, Example 1.2*], see also [14, Proposition 5.4]. Hence, by
(b), there exists a continuous mapping \( \varphi_\xi : X \to \mathcal{C}_c([-1,1]) \) with \( \theta_\xi < \varphi_\xi \leq \Phi_\xi \). We may now define a continuous function \( f_\xi : X \to (-1,1) \) by \( f_\xi(x) = \max \varphi_\xi(x) \), \( x \in X \), see e.g. [14, Proposition 5.4]. According to the definitions of \( \Phi_\xi \) and \( \theta_\xi \), and the property of \( \varphi_\xi \), it follows that \( \xi < f_\xi \leq \eta \). Similarly, using the function \( \eta \), there also exists a continuous function \( f_\eta : X \to (-1,1) \) such that \( \xi \leq f_\eta < \eta \). Then \( f = \frac{f_\xi + f_\eta}{2} \) is as required in (c). Since the implication (c) \( \Rightarrow \) (a) is a part of Dowker’s insertion theorem [6, Theorem 4], the proof is complete. \( \square \)

Regarding the proper place of Lemma 3.4, it is evident from its proof that the countable paracompactness of \( X \) is only essential for the relation \( \theta < \varphi \leq \Phi \), compare with Lemma 5.2 in the last section.

**Proof of Theorem 1.1.** Let \( \tau \) be an infinite cardinal number, \( X \) be a \( \tau \)-paracompact normal space, \( \Phi : X \to \mathcal{F}_c(\mathcal{J}(\tau)) \) be l.s.c. and \( \theta : X \to \mathcal{G}(\mathcal{J}(\tau)) \) be u.s.c. with \( \theta < \Phi \). By Proposition 3.2, there exists a u.s.c. mapping \( \psi : X \to \mathcal{G}(\mathcal{J}(\tau)) \) such that \( \theta < \psi \leq \Phi \). By Proposition 3.3, the family \( \{ \Phi(x) : x \in X \} \) is uniformly equi-LC\(^0\). Hence, by Proposition 3.1, the mapping \( \mathcal{G}_c[\psi, \Phi] : X \to \mathcal{F}_c(\mathcal{G}_c(\mathcal{J}(\tau))) \) is \( H(\rho) \)-s.l.s.f. Thus, according to Theorem 2.2, there exists a continuous mapping \( \varphi : X \to \mathcal{G}_c(Y) \) such that \( \theta < \psi \leq \varphi \leq \Phi \). This shows (b) of Theorem 1.1.

Conversely, assume that \( X \) is as in (b) of Theorem 1.1. Since \( \mathcal{J}(2) \subseteq \mathcal{J}(\tau) \), it follows from Lemma 3.4 that \( X \) is countably paracompact and normal. To see that \( X \) is also \( \tau \)-paracompact, take an open cover \( \mathcal{U} \) of \( X \) with \( |\mathcal{U}| \leq \tau \). Next, for every \( x \in X \), let \( \mathcal{U}_x = \{ U \in \mathcal{U} : x \in U \} \). When \( \mathcal{U} \) is equipped with the discrete topology, this defines an l.s.c. mapping \( x \to \mathcal{U}_x, x \in X \), see the proof of [2, Theorem 11.2]. In our case, we may use the corresponding sub-hedgehog \( \mathcal{J}(\mathcal{U}_x) \) to get an l.s.c. mapping into the subsets of \( \mathcal{J}(\mathcal{U}) \) corresponding to the cover \( \mathcal{U} \). Namely, define \( \Phi : X \to \mathcal{F}_c(\mathcal{J}(\mathcal{U})) \) by \( \Phi(x) = \mathcal{J}(\mathcal{U}_x), x \in X \). Then \( \Phi \) is l.s.c. which follows easily from the fact that \( \Phi(x) \setminus \{0\} = (0, 1) \times \mathcal{U}_x, x \in X \). Moreover, \( \theta(x) = \{0\}, x \in X \), is clearly a u.s.c. selection for \( \Phi \) with \( \Phi(x) \setminus \theta(x) \neq \emptyset \) for each \( x \in X \). Hence, by assumption, there exists a continuous mapping \( \varphi : X \to \mathcal{G}_c(\mathcal{J}(\mathcal{U})) \) such that \( \theta < \varphi \leq \Phi \). For convenience, for each \( U \in \mathcal{U} \) and \( n \in \mathbb{N} \), set \( O[U,n] = (2^{-n}, 1] \times \{ U \} \) which is an open subset of \( \mathcal{J}(\mathcal{U}) \). Then for each \( n \in \mathbb{N} \), it follows from (1.1) that the family \( \Omega_n = \{ O[U,n] : U \in \mathcal{U} \} \) is discrete in \( \mathcal{J}(\mathcal{U}) \). Accordingly, the family

\[
\forall_n = \varphi^{-1}(\Omega_n) = \{ \varphi^{-1}(O[U,n]) : U \in \mathcal{U} \}
\]

is locally finite and open in \( X \) because the mapping \( \varphi \) is compact-valued and both l.s.c. and u.s.c. Moreover, \( \forall_n \) refines \( \mathcal{U} \) because \( \varphi(x) \cap O[U,n] \neq \emptyset \) implies \( \Phi(x) \cap O[U,n] \neq \emptyset \) and, therefore, \( x \in U \). Finally, \( \bigcup_{n \in \mathbb{N}} \forall_n \) is a cover of \( X \) because \( \varphi(x) \setminus \{0\} = \varphi(x) \setminus \theta(x) \neq \emptyset \) for all \( x \in X \). This shows that \( X \) is \( \tau \)-paracompact being countably paracompact and normal, see [35, Theorem 1.1]. \( \square \)

We conclude this section with some related observations.
**Proposition 3.5.** For an infinite cardinal number $\tau$ and a space $X$, the following conditions are equivalent:

(a) $X$ is normal and $\tau$-paracompact.

(b) If $Y$ is a completely metrizable space with $w(Y) \leq \tau$, $\Phi : X \to \mathcal{F}(Y)$ is l.s.c., $\theta : X \to \mathcal{C}(Y)$ is u.s.c. and $\theta < \Phi$, then there exists a u.s.c. mapping $\psi : X \to \mathcal{C}(Y)$ with $\theta < \psi \leq \Phi$.

**Proof.** The implication (a) $\implies$ (b) is Proposition 3.2. Conversely, assume that (b) holds and take an l.s.c. mapping $\Phi : X \to \mathcal{F}(Y)$, where $Y$ is a completely metrizable space with $w(Y) \leq \tau$. Next, let $Y^*$ be the space obtained from $Y$ by adding an isolated point $*$ to $Y$. We may now define another l.s.c. mapping $\Phi^* : X \to \mathcal{F}(Y^*)$ by $\Phi^*(x) = \Phi(x) \cup \{\ast\}, x \in X$. Also, let $\theta : X \to \mathcal{C}(Y^*)$ be the constant mapping $\theta(x) = \{\ast\}, x \in X$. Then $\theta$ is a u.s.c. selection for $\Phi^*$ with $\Phi^*(x) \setminus \theta(x) = \Phi(x) \neq \emptyset, x \in X$. Hence, by (b), $\Phi^*$ admits a u.s.c. selection $\psi : X \to \mathcal{C}(Y^*)$ such that $\varphi(x) = \psi(x) \setminus \theta(x) \neq \emptyset$ for every $x \in X$. Evidently, this defines a u.s.c. selection $\varphi : X \to \mathcal{C}(Y)$ for $\Phi$. According to [2, Theorem 11.2], $X$ is normal and $\tau$-paracompact.

Proposition 3.5 is complementary to similar characterisations of $\tau$-expandable spaces and $\tau$-collectionwise normal spaces obtained in [32]. Regarding this proposition, let us also remark that upper semi-continuity of the intermediate selection $\psi$ cannot be strengthened to continuity. In fact, in this case, continuity of the intermediate selection is equivalent to $X$ having a covering dimension zero.

**Proposition 3.6.** For an infinite cardinal number $\tau$ and a space $X$, the following conditions are equivalent:

(a) $X$ is a $\tau$-paracompact normal space with $\dim(X) = 0$.

(b) If $Y$ is a completely metrizable space with $w(Y) \leq \tau$, $\Phi : X \to \mathcal{F}(Y)$ is l.s.c., $\theta : X \to \mathcal{C}(Y)$ is u.s.c. and $\theta < \Phi$, then there exists a continuous mapping $\varphi : X \to \mathcal{C}(Y)$ with $\theta < \varphi \leq \Phi$.

**Proof.** To show that (a) $\implies$ (b), let $Y$ be a completely metrizable space with $w(Y) \leq \tau$, $\Phi : X \to \mathcal{F}(Y)$ be l.s.c. and $\theta : X \to \mathcal{C}(Y)$ be u.s.c. with $\theta < \Phi$. By Proposition 3.2, there exists a u.s.c. mapping $\psi : X \to \mathcal{C}(Y)$ such that $\theta < \psi \leq \Phi$. Next, consider the mapping $\mathcal{C}[\psi, \Phi] : X \to \mathcal{F}(\mathcal{C}(Y))$ which is l.s.c., see [13, Example 3.11]. Since $w(\mathcal{C}(Y)) \leq \tau$, it follows from [2, Theorem 11.1], see also [26, Theorem 2], that $\mathcal{C}[\psi, \Phi]$ has a continuous selection $\varphi : X \to \mathcal{C}(Y)$. According to (2.2), this $\varphi$ is as required. To show the converse, assume that (b) holds. Then by Proposition 3.5, $X$ is normal and $\tau$-paracompact. To show that $\dim(X) = 0$, take disjoint closed sets $F_1, F_2 \subseteq X$ and, for convenience, set $Y = \{0, 1, 2\}$. Next, define an l.s.c. mapping $\Phi : X \to 2^Y$ by $\Phi(x) = \{0, i\}$ if $x \in F_i$, and $\Phi(x) = Y$ otherwise. Also, just like before, consider the constant mapping $\theta(x) = \{0\}, x \in X$. Then $\theta < \Phi$ and by (b), there exists a continuous
mapping $\varphi : X \to 2^Y$ with $\theta < \varphi \leq \Phi$. In particular, $\varphi(x) \neq \{0\}$, $x \in X$, and we may define the disjoint sets $U_i = \varphi^{-1}(\{0, i\})$, $i = 1, 2$. Since $Y$ is discrete and $\varphi$ is continuous, $U_1$ and $U_2$ are clopen sets. Moreover, by the definition of $\Phi$, we have that $F_i \subseteq U_i$, $i = 1, 2$. This shows that $\dim(X) = 0$. □

In setting of paracompact spaces, the implication (a) $\implies$ (b) of Proposition 3.6 was stated by Nepomnyashchii [40].

4. Collectionwise Normality and “Metric”-s.l.s.f. Mappings

The proofs of Theorems 1.2 and 1.3 are similar to that of Theorem 1.1 being based on a reduction to Theorem 2.2. However, in the setting of $C'(Y)$-valued mappings, there is no simple version of Proposition 3.1. The reason is that for $\Phi : X \to C'(Y)$ and a selection $\theta : X \to C(Y)$ for $\Phi$, the associated mapping $C[\theta, \Phi]$ in (2.2) is not necessarily $C'(C(Y))$-valued; similarly, for the construction in (2.3). This requires an extra property of the selection $\theta : X \to C(Y)$.

**Theorem 4.1.** Let $X$ be $\tau$-collectionwise normal, $(Y, \rho)$ be a connected metric space with $w(Y) \leq \tau$, and $\Phi : X \to C'_c(Y)$ be l.s.c. such that $\{\Phi(x) : x \in X\}$ is uniformly $\text{equiv-LC}^0$. Also, let $Z$ be a metrizable space, $g : X \to Z$ be continuous and $\Theta : Z \to C(Y)$ be u.s.c. such that $\psi = \Theta \circ g \leq \Phi$. Then the mapping $C_c[\psi, \Phi] : X \to P_c(C_c(Y))$ is $H(\rho)$-s.l.s.f.

The proof of Theorem 4.1 is separated into two parts — the case of the constant mapping $\Phi(x) = Y$, $x \in X$, and that of $\Phi(x)$ being compact for each $x \in X$.

**Proposition 4.2.** Under the conditions of Theorem 4.1, suppose that $\Phi(x) = Y$ for every $x \in X$. Then $C_c[\psi, \Phi] : X \to P_c(C_c(Y))$ is $H(\rho)$-s.l.s.f.

**Proof.** Let $Z$, $\Theta : Z \to C(Y)$, $g : X \to Z$ and $\psi = \Theta \circ g : X \to C(Y)$ be as in Theorem 4.1. Set $\Psi(z) = Y$, $z \in Z$, and consider the associated mapping $C_c[\Theta, \Psi]$ defined as in (2.3). If $F \subseteq X$, then $g(F)$ is paracompact being metrizable. Hence, by Proposition 3.1, $C_c[\Theta, \Psi] | g(F)$ is $H(\rho)$-s.l.s.f. for every $F \subseteq X$. Since $C_c[\psi, \Phi](x) = C_c[\Theta, \Psi](g(x))$ for every $x \in X$, this implies that $C_c[\psi, \Phi]$ is also $H(\rho)$-s.l.s.f. □

It will be useful to state the case of compact-valued mappings in a little bit more general setting. To this end, let us recall that for an infinite cardinal number $\tau$, a space $X$ is called $\tau$-$\text{PF-normal}$ (see [42]) if every point-finite open cover of $X$ of cardinality $\leq \tau$ is normal. Every $\tau$-collectionwise normal space is $\tau$-$\text{PF-normal}$ [25] (see also Kandô [17] and Nedev [38]), and $\omega$-$\text{PF-normality}$ coincides with normality [33]. However, PF-normality is neither identical to collectionwise normality (see Bing's example [1] and [25, Example 1]), nor to normality ([25, Example 1]). For some properties of PF-normal spaces, the interested reader is referred to [15, Section 3] and [25].
Proposition 4.3. Let $X$ be $\tau$-PF-normal, $(Y, \rho)$ be a metric space with $w(Y) \leq \tau$, and $\Phi : X \to \mathcal{C}(Y)$ be l.s.c. such that $\{\Phi(x) : x \in X\}$ is uniformly equi-\(\text{LC}_0\). If $\psi : X \to \mathcal{C}(Y)$ is a u.s.c. selection for $\Phi$, then $\mathcal{C}_c[\psi, \Phi] : X \to \mathcal{P}_c(\mathcal{C}_c(Y))$ is $H(\rho)$-s.l.s.f.

Proof. Set $E = \mathcal{C}_c(Y)$ and $d = H(\rho)$. Then $(E, d)$ is a metric space with $w(E) \leq \tau$. Moreover, by [30, Lemma 5.3], $\Psi = \mathcal{C}_c[\psi, \Phi] : X \to \mathcal{C}_c(E)$ is l.s.c. Consider the mapping $\mathcal{C}[\Psi]$ defined as in (2.1), which remains l.s.c., see [39, Lemma 3.4']. In Neden’s terminology [38], $X$ is $\tau$-PF-normal precisely when it is $\tau^+$-pointwise-$\mathcal{N}_0$-paracompact space. Hence, by [38, Lemma 3.5], $\mathcal{C}[\Psi]$ has the Selection Factorisation Property in the sense of [3, 38] because $w(\mathcal{C}(E)) \leq \tau < \tau^+$. According to the proof of [12, Example 4.2], this implies that $\mathcal{C}[\Psi]$ is $H(\rho)$-l.s.f. Therefore, by Proposition 2.1, $\Psi = \mathcal{C}_c[\psi, \Phi]$ is $d = H(\rho)$-s.l.s.f. \qed

Finally, we also need the following property of $H(\rho)$-s.l.s.f. mappings defined on collectionwise normal spaces.

Proposition 4.4. Let $X$ be $\tau$-collectionwise normal, $(E, d)$ be a metric space and $\Psi : X \to 2^E$ be an l.s.c. mapping. Suppose that $F \subseteq X$ is a closed set, $\varepsilon > 0$, $\mathcal{V}$ is a point-finite open in $F$ cover of $F$ with $|V| \leq \tau$, and $K_V \subseteq \mathcal{C}(E)$, $V \in \mathcal{V}$, are compact sets such that $K_V \subseteq \mathcal{O}^d(\Psi(x))$, for every $x \in V$. Then there exists a locally finite open in $X$ cover $\{U_V : V \in \mathcal{V}\}$ of $F$ such that

$$U_V \cap F \subseteq V \quad \text{and} \quad K_V \subseteq \mathcal{O}^d(\Psi(x)), \quad \text{for every } x \in U_V \text{ and } V \in \mathcal{V}.$$ 

Proof. Take $V \in \mathcal{V}$. Since $K_V$ is compact and $\Psi$ is l.s.c., by [28, Lemma 11.3], there exists an open set $W_V \subseteq X$ such that $W_V \cap F = V$ and $K_V \subseteq \mathcal{O}^d(\Psi(x))$, for every $x \in W_V$. Thus, we get an open in $X$ and point-finite in $F$ cover $\{W_V : V \in \mathcal{V}\}$ of $F$. Since $X$ is $\tau$-collectionwise normal and $|\mathcal{V}| \leq \tau$, by [37, Lemma 1], see also [38, Lemma 1.6], there exists a locally finite open in $X$ cover $\{U_V : V \in \mathcal{V}\}$ of $F$ with $U_V \subseteq W_V$, $V \in \mathcal{V}$. \qed

Proof of Theorem 4.1. Let $X$, $(Y, \rho)$, $\Phi$ and $\psi$ be as in that theorem. Take $\varepsilon > 0$, a closed set $F \subseteq X$ and a selection $\sigma : F \to \mathcal{C}(\mathcal{C}_c(Y))$ for $\mathcal{C}(\mathcal{C}_c[\psi, \Phi]) \mid F$. Set $\Psi(x) = Y$, $x \in X$. Then by Proposition 4.2, $\mathcal{C}_c[\psi, \Phi]$ is $H(\rho)$-s.l.s.f. Hence, by Proposition 4.4 applied with $E = \mathcal{C}(Y)$ and $d = H(\rho)$, there exists a locally finite open in $X$ cover $\mathcal{V}_0$ of $F$ and a map $\pi_0 : \mathcal{V}_0 \to F$ such that $|\mathcal{V}_0| \leq \tau$ and

\begin{equation}
\sigma(\pi_0(V)) \subseteq \mathcal{O}^H(\mathcal{C}_c[\psi, \Phi])(x), \quad \text{for every } x \in V \in \mathcal{V}_0.
\end{equation}

Next, as in the proof of Proposition 4.4, for each $V \in \mathcal{V}$, define an open subset $U_V$ of $V$ by $U_V = \{x \in V : \sigma(\pi_0(V)) \subseteq \mathcal{O}^H(\mathcal{C}_c[\psi, \Phi])(x)\}$. Thus, we get a locally finite open in $X$ family $\mathcal{V}_0 = \{U_V : V \in \mathcal{V}_0\}$ such that

\begin{equation}
\sigma(\pi_0(V)) \subseteq \mathcal{O}^H(\mathcal{C}_c[\psi, \Phi])(x), \quad \text{for every } x \in U_V \text{ and } V \in \mathcal{V}_0.
\end{equation}
Moreover, if $\Phi(x) = Y$ for some $x \in V \in \mathcal{V}_0$, then $\mathcal{C}_c[\psi, \Phi](x) = \mathcal{C}_c[\psi, \Psi](x)$ and by (4.1), $x \in U_V$. Therefore, $\Phi$ is compact-valued on the closed set $F_1 = F \setminus \bigcup \mathcal{V}_0$. Hence, by Propositions 4.3 and 4.4, there is a locally finite open in $X$ cover $\mathcal{U}_1$ of $F_1$ and a map $\pi_1 : \mathcal{U}_1 \to F_1$ such that $|\mathcal{U}_1| \leq \tau$ and

$$
(4.3) \quad \sigma(\pi_1(U)) \subseteq O_\epsilon^{S_{\rho}}(\mathcal{C}_c[\psi, \Phi](x)), \quad \text{for every } x \in U \in \mathcal{U}_1.
$$

We can now take $\mathcal{U}$ to be the disjoint union of $\mathcal{U}_0$ and $\mathcal{U}_1$, and $\pi : \mathcal{U} \to F$ to be defined by $\pi | \mathcal{U}_i = \pi_i$, $i = 0, 1$. Evidently, by (4.2) and (4.3), this implies that $\mathcal{C}_c[\psi, \Phi]$ is $H(\rho)$-s.l.s.f. $\square$

Let us explicitly remark that in Theorem 4.1, the point-images of $\Phi$ were required to be connected and $\{\Phi(x) : x \in X\}$ to be uniformly equi-$LC^0$ only to make sure that $\mathcal{C}_c[\psi, \Phi] : X \to \mathcal{F}_c(\mathcal{C}_c(Y))$. However, this played no other role in the proof Theorem 4.1. If $Y$ is a metrizable space, $\Phi : X \to \mathcal{F}(Y)$ and $\theta : X \to \mathcal{C}(Y)$ is a u.s.c. selection for $\Phi$, then the mapping $\mathcal{C}[\theta, \Phi]$ defined as in (2.2), takes values in $\mathcal{F}(\mathcal{C}(Y))$ and is l.s.c., see the proof of [13, Example 3.11]. Hence, we have the following further result from the proof of Theorem 4.1.

**Theorem 4.5.** Let $X$ be $\tau$-collectionwise normal, $(Y, \rho)$ be a metric space with $w(Y) \leq \tau$, and $\Phi : X \to \mathcal{C}(Y)$ be l.s.c. Also, let $Z$ be a metrizable space, $g : X \to Z$ be continuous and $\Theta : Z \to \mathcal{C}(Y)$ be u.s.c. such that $\psi = \Theta \circ g \leq \Phi$. Then $\mathcal{C}[\psi, \Phi] : X \to \mathcal{F}(\mathcal{C}(Y))$ is $H(\rho)$-s.l.s.f. and, in particular, also $H(\rho)$-l.s.f.

5. Intermediate Selections and Collectionwise Normality

A mapping $\theta : X \to 2^Y$ has the locally finite lifting property [13, (3.3)] (see also [15, 16, 32]) if for every locally finite family $\mathcal{F}$ of closed subsets of $Y$, there is a locally finite family $\{U_F : F \in \mathcal{F}\}$ of open subsets of $X$ such that $\theta^{-1}(F) \subseteq U_F$ for each $F \in \mathcal{F}$. The following key observation will be used in the proofs of both Theorem 1.2 and Theorem 1.3.

**Proposition 5.1.** Let $X$ be $\tau$-collectionwise normal, $(Y, \rho)$ be a connected complete metric space with $w(Y) \leq \tau$, and $\Phi : X \to \mathcal{C}(Y)$ be l.s.c. such that $\{\Phi(x) : x \in X\}$ is uniformly equi-$LC^0$. Also, let $\theta : X \to \mathcal{C}(Y)$ be a u.s.c. selection for $\Phi$ which has the locally finite lifting property. Then there exists a continuous mapping $\varphi : X \to \mathcal{C}_c(Y)$ with $\theta \leq \varphi \leq \Phi$.

**Proof.** Since $\theta : X \to \mathcal{C}(Y)$ has the locally finite lifting property, by [16, Theorem 3.1], there exists a metrizable space $Z$, a continuous map $g : X \to Z$ and a u.s.c. mapping $\Theta : Z \to \mathcal{C}(Y)$ such that $\theta \leq \psi = \Theta \circ g \leq \Phi$. Accordingly, by Theorem 4.1, the mapping $\mathcal{C}_c[\psi, \Phi] : X \to \mathcal{F}_c(\mathcal{C}_c(Y))$ is $H(\rho)$-s.l.s.f. Thus, by Theorem 2.2, there exists a continuous mapping $\varphi : X \to \mathcal{C}_c(Y)$ such that $\theta \leq \psi \leq \varphi \leq \Phi$. $\square$

The other key element in these proofs is the following set-valued interpretation of the Katětov-Tong insertion theorem, see Tong [44, 45] and Katětov [18, 19].
Lemma 5.2. For a space $X$, the following are equivalent:

(a) $X$ is normal.
(b) If $\Phi : X \to \mathcal{C}_c(\mathcal{J}(2))$ is l.s.c., $\theta : X \to \mathcal{C}(\mathcal{J}(2))$ is u.s.c. and $\theta \leq \Phi$, then there exists a continuous mapping $\varphi : X \to \mathcal{C}_c(\mathcal{J}(2))$ such that $\theta \leq \varphi \leq \Phi$.
(c) If $\xi : X \to \mathbb{R}$ is upper semicontinuous, $\eta : X \to \mathbb{R}$ is lower semicontinuous and $\xi \leq \eta$, then there exists a continuous function $f : X \to \mathbb{R}$ such that $\xi \leq f \leq \eta$.

Proof. As in the proof of Lemma 3.4, we identify $\mathcal{J}(2)$ with the interval $[-1,1]$. To show that (a) $\Longrightarrow$ (b), suppose that $X$ is normal, $\Phi : X \to \mathcal{C}_c([-1,1])$ is l.s.c. and $\theta : X \to \mathcal{C}([-1,1])$ is a u.s.c. selection for $\Phi$. Since $\Phi$ is compact-convex-valued, by Proposition 4.3, the associated mapping $\mathcal{C}_c[\theta, \Phi]$ is $H(d)$-s.l.s.f. Hence, just like before, the required $\varphi : X \to \mathcal{C}_c([-1,1])$ is given by Theorem 2.2.

To see that (b) $\Longrightarrow$ (c), following the proof of Lemma 3.4, take functions $\xi, \eta : X \to (-1,1)$ such that $\xi$ is upper semicontinuous, $\eta$ is lower semicontinuous and $\xi \leq \eta$. Next, define mappings $\Phi, \theta : X \to \mathcal{C}_c([-1,1])$ by $\Phi(x) = [-1, \eta(x)]$ and $\theta(x) = [-1, \xi(x)]$, $x \in X$. Then $\Phi$ is l.s.c. and $\theta$ is a u.s.c. selection for $\Phi$. Hence, by (b), there exists a continuous mapping $\varphi : X \to \mathcal{C}_c([-1,1])$ such that $\theta \leq \varphi \leq \Phi$. The function $f : X \to (-1,1)$, defined by $f(x) = \max \varphi(x), x \in X$, is as required in (c). Since the implication (c) $\Longrightarrow$ (a) is a part of the Katetov-Tong insertion theorem, the proof is complete. \hfill $\Box$

Regarding the implication (a) $\Longrightarrow$ (b) of Lemma 5.2, let us remark that we used Theorem 2.2 which is behind the framework of all results of this paper. However, an alternative proof follows using the Katetov-Tong insertion theorem.

Proof of Theorem 1.2. Let $X$ be normal and $\tau$-expandable, $\Phi : X \to \mathcal{C}_c'(\mathcal{J}(\tau))$ be l.s.c. and $\theta : X \to \mathcal{C}(\mathcal{J}(\tau))$ be a u.s.c. selection for $\Phi$. By [13, Example 3.9], $\theta$ has the locally finite lifting property. Moreover, by Proposition 3.3, $\{\Phi(x) : x \in X\}$ is uniformly equi-$LC^0$. Hence, the required intermediate mapping $\varphi$ is now given by Proposition 5.1. This shows the implication (a) $\Longrightarrow$ (b) in Theorem 1.2.

To see the inverse implication, assume that $X$ is as in (b) of Theorem 1.2. Since $\mathcal{J}(2) \subseteq \mathcal{J}(\tau)$, it follows from Lemma 5.2 that $X$ is normal. Take a locally finite family $\mathcal{F}$ of closed subsets of $X$ with $|\mathcal{F}| \leq \tau$. By adding $X$ to $\mathcal{F}$, if necessary, we may assume that $\mathcal{F}$ is a cover of $X$. Next, define a u.s.c. mapping $\theta : X \to \mathcal{C}(\mathcal{J}(\mathcal{F}))$ by $\theta(x) = \{(1, F) : x \in F \text{ and } F \in \mathcal{F}\}$, $x \in X$. Also, let $\Phi(x) = \mathcal{J}(\mathcal{F})$, $x \in X$, be the constant mapping. Evidently, $\Phi : X \to \mathcal{C}_c'(\mathcal{J}(\mathcal{F}))$ is l.s.c. Hence, by assumption, there exists a continuous mapping $\varphi : X \to \mathcal{C}_c(\mathcal{J}(\mathcal{F}))$ with $\theta \leq \varphi \leq \Phi$. For convenience, set $V_F = O_{\tau/2}((1, F))$, $F \in \mathcal{F}$. Thus, we get an open and discrete in $\mathcal{J}(\mathcal{F})$ family $\{V_F : F \in \mathcal{F}\}$ with $(1, F) \in V_F$, $F \in \mathcal{F}$. Moreover, by the definition of $\theta$, we also have that $(1, F) \in \varphi(x)$, whenever $x \in F \in \mathcal{F}$. Since $\varphi$ is compact-valued and both l.s.c. and u.s.c., this implies that
the sets \( U_F = \varphi^{-1}(V_F) \), \( F \in \mathcal{F} \), form a locally finite open family in \( X \) such that \( F \subseteq U_F, F \in \mathcal{F} \). Accordingly, \( X \) is also \( \tau \)-expandable.

The proof of Theorem 1.3 is almost identical to that of Theorem 1.2, so we will briefly point out only the necessary changes. To this end, let us recall that the order \( \text{Ord}(\mathcal{W}) \) of a cover \( \mathcal{W} \) of \( X \) is the smallest cardinal number \( \kappa \) such that \(|\{W \in \mathcal{W} : x \in W\}| \leq \kappa \), for every \( x \in X \).

**Proof of Theorem 1.3.** The implication (a) \( \implies \) (b) in Theorem 1.3 is identical to that of Theorem 1.2. The only difference is in the verification of the locally finite lifting property of the u.s.c. selection \( \theta : X \to \mathcal{C}_c(\mathcal{J}(\tau)) \), where \( k \in \mathbb{N} \). This now follows from [13, Example 3.10] because \( \mathcal{J}(\tau) \) is finite-dimensional. The inverse implication is also very similar to that of Theorem 1.2. The essential difference is about normality of \( X \). To see this, take disjoint closed sets \( A, B \subseteq X \) and define an l.s.c. mapping \( \Phi : X \to \mathcal{C}_c([-1,1]) \) by \( \Phi(x) = [-1,0] \) if \( x \in A \), \( \Phi(x) = [0,1] \) if \( x \in B \) and \( \Phi(x) = [-1,1] \) otherwise. Also, define a u.s.c. mapping \( \theta : X \to \mathcal{C}_c([-1,1]) \) by \( \theta(x) = \{-1,0\} \) if \( x \in A \), \( \theta(x) = \{0,1\} \) if \( x \in B \) and \( \theta(x) = \{0\} \) otherwise. Then \( \theta \leq \Phi \) and by (b) of Theorem 1.3, there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c([-1,1]) \) with \( \theta \leq \varphi \leq \Phi \). Since \( \varphi \) is connected-valued, this implies that \( \varphi(x) = [-1,0] \) for \( x \in A \) and \( \varphi(x) = [0,1] \) for \( x \in B \). We may now use that \([{-1,0}] \) and \([0,1] \) are two different points in the metrizable space \( \mathcal{C}([-1,1]) \). Hence, there are disjoint open sets \( \Omega_A, \Omega_B \subseteq \mathcal{C}([-1,1]) \) such that \([{-1,0}] \in \Omega_A \) and \([0,1] \in \Omega_B \). Since \( \varphi : X \to \mathcal{C}_c(Y) \subseteq \mathcal{C}(Y) \) is continuous as a usual map in this hyperspace \( \mathcal{C}([-1,1]) \), it follows that

\[
U_A = \{x \in X : \varphi(x) \in \Omega_A \} \quad \text{and} \quad U_B = \{x \in X : \varphi(x) \in \Omega_B \}
\]

are disjoint open subsets of \( X \) with \( A \subseteq U_A \) and \( B \subseteq U_B \). Accordingly, \( X \) is a normal space. The rest of the proof is identical to that of Theorem 1.2. Namely, take a locally finite closed cover \( \mathcal{T} \) of \( X \) with \(|\mathcal{T}| \leq \tau \) and \( \text{Ord}(\mathcal{T}) \leq k \) for some \( k \in \mathbb{N} \). Next, as before, define a u.s.c. mapping \( \theta : X \to \mathcal{C}(\mathcal{J}(\mathcal{T})) \) by \( \theta(x) = \{1, F \} : x \in F \in \mathcal{T} \} \), \( x \in X \), and set \( \Phi(x) = \mathcal{J}(\mathcal{T}), x \in X \). Then \( \theta : X \to \mathcal{C}_c(\mathcal{J}(\mathcal{T})) \) because \( \text{Ord}(\mathcal{T}) \leq k \). Hence, by (b) of Theorem 1.3, there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c(\mathcal{J}(\mathcal{T})) \) with \( \theta \leq \varphi \leq \Phi \). Just like in the previous proof, this implies that the existence of a locally finite open cover \( \{U_F : F \in \mathcal{T}\} \) of \( X \) such that \( F \subseteq U_F, F \in \mathcal{T} \). According to a result of Katétov [20], \( X \) is \( \tau \)-collectionwise normal.

Regarding the difference between Theorems 1.1 and 1.2, let us point out the following special case of these theorems.

**Corollary 5.3.** For a space \( X \), the following are equivalent:

(a) \( X \) is normal and countably paracompact.

(b) If \( \Phi : X \to \mathcal{F}_c(\mathcal{J}(\omega)) \) is l.s.c., \( \theta : X \to \mathcal{C}(\mathcal{J}(\omega)) \) is u.s.c. and \( \theta \leq \Phi \), then there exists a continuous mapping \( \varphi : X \to \mathcal{C}_c(\mathcal{J}(\omega)) \) such that \( \theta \leq \varphi \leq \Phi \).
Proof. To see that (a) \(\implies\) (b), let \(X\) be normal and countably paracompact, \(\Phi : X \to \mathcal{F}_c(J(\omega))\) be l.s.c. and \(\theta : X \to \mathcal{C}(J(\omega))\) be a u.s.c. selection for \(\Phi\). By Proposition 3.3, \(\{\Phi(x) : x \in X\}\) is uniformly equi-\(LC^0\). Hence, by Proposition 3.1 and Theorem 2.2, there exists a continuous mapping \(\varphi : X \to \mathcal{C}_c(J(\omega))\) with \(\theta \leq \varphi \leq \Phi\). Since (b) \(\implies\) (a) follows from Theorem 1.2, the proof is complete. \(\square\)

Regarding the role of the family \(\mathcal{C}_c(J(\tau))\) in Theorems 1.2 and 1.3, let us point out the following characterisation of \(\tau\)-PF-normal spaces.

**Theorem 5.4.** For an infinite cardinal number \(\tau\) and a space \(X\), the following conditions are equivalent:

(a) \(X\) is \(\tau\)-PF-normal.

(b) If \(\Phi : X \to \mathcal{C}_c(J(\tau))\) is l.s.c., \(\theta : X \to \mathcal{C}(J(\tau))\) is u.s.c. and \(\theta \leq \Phi\), then there exists a continuous mapping \(\varphi : X \to \mathcal{C}_c(J(\tau))\) such that \(\theta \leq \varphi \leq \Phi\).

Proof. Suppose that \(X\) is \(\tau\)-PF-normal and \(\Phi, \theta : X \to \mathcal{C}(J(\tau))\) are as in (b). Since \(\{\Phi(x) : x \in X\}\) is uniformly equi-\(LC^0\), by Proposition 4.3, the associated mapping \(\mathcal{C}_c[\theta, \Phi]\) is \(H(d)\)-s.l.s.f. and we may now apply Theorem 2.2 to get the required intermediate mapping \(\varphi : X \to \mathcal{C}_c(Y)\).

The inverse implication is also almost identical to that of (b) \(\implies\) (a) in Theorem 1.2. Namely, by Lemma 5.2, \(X\) is normal. Take a locally finite closed cover \(\mathcal{F}\) of \(X\) with \(|\mathcal{F}| \leq \tau\), and a point-finite open cover \(\{O_F : F \in \mathcal{F}\}\) such that \(F \subseteq O_F\), \(F \in \mathcal{F}\). For every \(x \in X\), let \(\mathcal{F}_x = \{F \in \mathcal{F} : x \in O_F\}\) which is a finite set because \(O_F : F \in \mathcal{F}\) is point-finite. Hence, as in the proof of Theorem 1.1, we may define an l.s.c. mapping \(\Phi : X \to \mathcal{C}_c(J(\mathcal{F}))\) by \(\Phi(x) = J(\mathcal{F}_x), x \in X\). Next, as in the proof of Theorem 1.2, define a u.s.c. selection \(\theta : X \to \mathcal{C}(J(\mathcal{F}))\) for \(\Phi\) by \(\theta(x) = \{(1, F) : x \in F \text{ and } F \in \mathcal{F}\}\), \(x \in X\). Thus, by (b), there exists a continuous mapping \(\varphi : X \to \mathcal{C}_c(J(\mathcal{F}))\) with \(\theta \leq \varphi \leq \Phi\). Finally, just like before, there exists a locally finite open cover \(\{U_F : F \in \mathcal{F}\}\) of \(X\) such that \(F \subseteq U_F \subseteq O_F, F \in \mathcal{F}\). According to [15, Theorem 3.1], \(X\) is \(\tau\)-PF-normal. \(\square\)

In the setting of arbitrary \(\mathcal{C}(Y)\)-valued l.s.c. mappings, Theorems 1.2 and 1.3 are somewhat known. Namely, it was shown in [32, Theorem 1.3] that a space \(X\) is normal and \(\tau\)-expandable if and only if for every completely metrizable space \(Y\) with \(w(Y) \leq \tau\), every l.s.c. mapping \(\Phi : X \to \mathcal{C}(Y)\) and every u.s.c. selection \(\theta : X \to \mathcal{C}(Y)\) for \(\Phi\), there are mappings \(\varphi, \psi : X \to \mathcal{C}(Y)\) such that \(\varphi\) is l.s.c., \(\psi\) is u.s.c. and \(\theta \leq \varphi \leq \psi \leq \Phi\). Such a pair \((\varphi, \psi)\) of mappings is often called a Michael pair. So, the pair \((\theta, \Phi)\) admits an intermediate Michael pair \((\varphi, \psi)\). Similarly, it was shown in [32, Theorem 1.4] that a space \(X\) is \(\tau\)-collectionwise normal if and only if for every finite-dimensional completely metrizable space \(Y\) with \(w(Y) \leq \tau\), every l.s.c. mapping \(\Phi : X \to \mathcal{C}(Y)\) and its u.s.c. selection \(\theta : X \to \mathcal{C}_k(Y)\), where \(k \in \mathbb{N}\), there exists an intermediate Michael pair \((\varphi, \psi) : X \to \mathcal{C}(Y)\) for \((\theta, \Phi)\). The results in [32] were not stated in terms of a cardinal number \(\tau \geq \omega\), but the
above characterisations follow easily from the corresponding proofs. Moreover, the characterisation in [32, Theorem 1.4] was stated in the realm of normal spaces, but in the proof of [32, Theorem 1.3] was shown that the intermediate selection property implies normality. These results can be extended to \( \tau \)-PF-normal spaces as well. In fact, all these characterisations can be obtained using the framework of this paper and [12, Theorem 5.1].

Finally, let us briefly point out that Theorems 1.2, 1.3 and 5.4 also have natural zero-dimensional versions, see Proposition 3.6. Namely, we have the following consequences of known results.

**Corollary 5.5.** A space \( X \) is \( \tau \)-expandable, normal and has \( \dim(X) = 0 \) if and only if for every completely metrizable space \( Y \) with \( w(Y) \leq \tau \), every l.s.c. mapping \( \Phi : X \to \mathcal{C}'(Y) \) and every u.s.c. selection \( \theta : X \to \mathcal{C}(Y) \) for \( \Phi \), there exists a continuous mapping \( \varphi : X \to \mathcal{C}(Y) \) with \( \theta \leq \varphi \leq \Phi \).

**Proof.** If \( X \) is a \( \tau \)-expandable normal space with \( \dim(X) = 0 \) and \( Y \) is a metrizable space with \( w(Y) \leq \tau \), then every u.s.c. mapping \( \theta : X \to \mathcal{C}(Y) \) has the locally lifting property [16, Proposition 2.2]. Hence, the insertion property follows from [16, Theorem 3.1] and Theorems 2.3 and 4.5. Conversely, as in the proof of Proposition 3.6, we may show that \( X \) is a normal space with \( \dim(X) = 0 \). Namely, take disjoint closed sets \( F_1, F_2 \subseteq X \) and, for convenience, set \( Y = \{0, 1, 2\} \). Next, define an l.s.c. mapping \( \Phi : X \to 2^Y \) by \( \Phi(x) = \{0, i\} \) if \( x \in F_i \), and \( \Phi(x) = Y \) otherwise. In contrast to the proof of Proposition 3.6, define a u.s.c. selection \( \theta : X \to 2^Y \) for \( \Phi \) by \( \theta(x) = \{0, i\} \) if \( x \in F_i \), and \( \theta(x) = \{0\} \) otherwise. Then by condition, there exists a continuous mapping \( \varphi : X \to 2^Y \) such that \( \theta \leq \varphi \leq \Phi \). In particular, \( \varphi(x) \neq \{0\} \), \( x \in F_1 \cup F_2 \), and we may define the disjoint sets \( U_i = \varphi^{-1}(\{i\}) \cap \varphi^\#(\{0, i\}) \), \( i = 1, 2 \). Since \( Y \) is discrete and \( \varphi \) is continuous, \( U_1 \) and \( U_2 \) are disjoint clopen sets with \( F_i \subseteq U_i \), \( i = 1, 2 \), so \( X \) is a normal space with \( \dim(X) = 0 \). Finally, for each completely metrizable space \( Y \) with \( w(Y) \leq \tau \), by taking \( \Phi(x) = Y \), \( x \in X \), the selection property implies that each u.s.c. mapping \( \theta : X \to \mathcal{C}(Y) \) has the locally finite lifting property being a selection for some continuous mapping \( \varphi : X \to \mathcal{C}(Y) \). Applying [16, Proposition 2.2] once again, this implies that \( X \) is also \( \tau \)-expandable. \( \square \)

**Corollary 5.6.** A space \( X \) is \( \tau \)-collectionwise normal and has \( \dim(X) = 0 \) if and only if for every finite-dimensional completely metrizable space \( Y \) with \( w(Y) \leq \tau \), every l.s.c. \( \Phi : X \to \mathcal{C}'(Y) \) and every u.s.c. selection \( \theta : X \to \mathcal{C}_k(Y) \) for \( \Phi \), where \( k \in \mathbb{N} \), there exists a continuous mapping \( \varphi : X \to \mathcal{C}(Y) \) with \( \theta \leq \varphi \leq \Phi \).

**Proof.** Apply the same proof as in Corollary 5.5, but now use [16, Proposition 2.3] instead of [16, Proposition 2.2]. \( \square \)

Similarly, using [16, Proposition 2.5] instead of [16, Propositions 2.2 and 2.3], we also get the following result in the setting of \( \tau \)-PF-normal spaces.
Corollary 5.7. A space $X$ is $\tau$-PF-normal and has $\dim(X) = 0$ if and only if for every completely metrizable space $Y$ with $w(Y) \leq \tau$, every l.s.c. mapping $\Phi : X \to C(Y)$ and every u.s.c. selection $\theta : X \to C(Y)$ for $\Phi$, there exists a continuous mapping $\varphi : X \to C(Y)$ with $\theta \leq \varphi \leq \Phi$.
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