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Featured Application: This paper introduces a new algorithm to retrieve the position of a user from BLE data, shaped as a zone. This algorithm has not sought to compete in terms of accuracy with already in place indoor positioning algorithm, but rather show a simple and new way to work with such data. This article also describes a typical indoor positioning experiment inside a museum that can be easily reproduced and that doesn’t need a lot of material.

Abstract: Museums are perfect experimentation grounds for indoor positioning technologies. Indeed, museum managers are always pleased to hold these kinds of events where it offers the opportunity to the public to be a part of such experimentation and allowing us at the same time to popularize our research with them. In this paper, we describe an experiment that held within the museum of natural history of La Rochelle with a class of high school volunteers. We will explain our systems that has been built to work in this specific case, and among other things formalize our algorithm for indoor localization that has not had an equivalent in the state of the art. The minimal zone searching algorithm (MZS) can compute in real time the position of a visitor, shaped as a zone with an average surface of 3 m² when resources are limited and when the placement of nodes must respect the constraints imposed by the room’s layout. This method offered good results with data collected during the experimentation, such as a meaningful representation of the position of a visitor and most importantly a stable execution during the whole experience even when the subject was in tight spaces.

Keywords: Bluetooth Low Energy; indoor positioning system; Smart Museum

1. Introduction

The field of indoor positioning seeks the location of an individual, as we can have with GPS, but in a building [1]. As signals from satellites can’t go through walls in those places, a typical indoor positioning system is composed of a set of emitter sending a periodic signal (many types of signals are used such as radio frequency [2,3], ultrasound and infrared) [4–6] and a set of receivers. Based on the strength of the signal measured between an emitter and a receiver (called RSSI for Received Signal Strength Indication), the goal is to determine the position of the user within a room. Among all the signal used in such systems, the BLE (For Bluetooth Low Energy) became more and more popular since 2013, with the iBeacon technology designed specifically for indoor localization, with many applications such as [7].

In recent years, a certain number of indoor positioning studies are aiming to bring tracking technologies to museums [8–10]. Besides allowing museum managers to have a better overview of their places and thus having a better feedback on visits (which pieces of art are popular, and which ones are left), this also makes it possible to study behavior of visitors in such environments [11,12]. Moreover, museums are perfect experimentation grounds for indoor positioning technologies. Indeed, museum managers are always pleased to hold these kinds of events where it offers the opportunity to the public to be a part of
such experimentation and allowing us at the same time to popularize our research with them. On top of that, visitors stay a long time within the same room and walk slowly, which allow us to better capture their path.

But museums also bring with them constraints that indoor localization researchers have to deal with. First, some studies apply machine learning algorithms for indoor localization systems as explain in [13], offering incredible accuracy values and great results overall. It's very difficult to use such methods in museums, as it will take a lot of resources and time to collect data in order to train those models that will only work on one museum (As the architecture and room layout is not the same between museums). Second, we are limited in the number and placements of nodes for our indoor positioning systems. Indeed, our nodes should not disturb visitors during their tours (so we can't place them in the middle of the way) and we have to work around artwork and room layout that were not always designed to accommodate an indoor positioning system.

In this paper, we will describe our indoor positioning experimentation and the system we used to get the position of a visitor, that can be used in real-time. Beside the data process architecture, we will propose a new algorithm which at our knowledge has not had an equivalent in the state of the art and that we named the minimal zone searching algorithm (MSZ). We will then show that this algorithm allows us to get the position of a visitor as a zone with an average surface of 3 m² even when the placement of the nodes is not optimal.

2. Materials and Methods
2.1. Our Indoor Positioning System

Our indoor positioning system is composed of a set of Raspberry Pi (Study like [14] used a similar system) playing the role of sensor and badges to wear around the neck sending a BLE signal. Most indoor localization approaches tend to use smartphone applications, but as we wanted to be as simple as possible, a basic necklace doesn’t require too much investment from visitor and is less intrusive. Also, it avoids technical problems such as storage, type of phone or its version etc.

In Figure 1 we can see a representation of our system of indoor positioning.

Figure 1. Data collection architecture.
2.2. Data Processing

Figure 2 explain our data processing architecture in real time. The data collection step follows Figure 1 directly. The position of the user is monitored during n seconds, when n is the value of the time parameter, in this paper, we used a time window of 5 s. The transmission frequency of our BLE emitter is 1 Hz. We collect data during 5 s and then we apply the following steps of the data preprocessing. Using only BLE signal in an indoor positioning system expose us to use data subject to imprecision and outliers. We then need to collect a certain amount of data to overcome them.

2.2.1. Moving Average Method

The moving average method is frequently used in indoor positioning systems [15–17] as it reduces the value of outliers and smooths the signal making it easier to process. Figure 3 shows the impact of the moving average method on raw data collected by one sensor, smoothing the signal and making it easier to process by removing the drastic variation in our values.

2.2.2. Threshold Filter

The threshold filter step consists to compute the mean value of all RSSI data after the moving average output, and then decide if the sensor is relevant or not. Indeed, in our case the museum has several floors and sometime the BLE signal sent by the visitor’s badge passes through the ceiling. In this paper, we won’t take into account an RSSI value lower than −90 dB. Meaning that we consider that the visitor is not in the studied room if the value is less that the threshold value. The output of this step is a list of sensors and their associated average RSSI value during the last 5 s.
2.2.3. Distance Calculation

The RSSI distance measurement uses the logarithmic distance path-loss model, used in several studies using BLE signals such as [17,18]:

$$L_s = ( -10n) \log_{10}(RSSI_s) + L_0$$

where $L_s$ is the distance in meter based on the RSSI value of sensor $s$, $n$ is the broadcasting power value (2 in our case) and $L_0$ is the measured RSSI power at 1 m. In our case, $L_0$ is equal on average to $-62$ dB, but it is mandatory to keep in mind that this value can drastically change depending on the environment (such as the size of the room studied) and thus this constant must be measured in all new environments.

2.2.4. Positional Algorithms

In this step we apply the positional algorithms requested. Three algorithms have been used during this experimentation.

(1) Triangulation:

The triangulation algorithm such as explain in [19] have been used as it was suitable to our problem. The only minor adjustment we made is that we take into account the zone between all intersection points as a potential position of the visitor. As we are working with data coming from a window of 5 s, a zone is more representative in this context.

(2) Trilateration:

The trilateration algorithm explained in [20] and often used in BLE based indoor positioning works such as [21–23] returned poor results in our case. It may come from the non-optimal placement of our sensors within the room (Such as the “grid” placement), the exclusive use of BLE signal and the 5 s window of data collection which is not suitable for accurate and precise localization in a single point $(x, y)$ of the visitor. In the majority of cases, the trilateration did not return any position.

(3) Minimal zone searching algorithm (MZS):

We also used our proposed algorithm, the MZS algorithm, which will be described in the next section. Considering all sensors within the room, it iterates until getting the minimal zone, representing the movement of a visitor.
(4) Recalibration:
We used a common method for all positional algorithms. When a calculated point such that circle intersection with the triangulation or a $\Gamma_s$ point (The key part of the MZS that we will explain in the next section) is located outside the studied room, we put it down at the limit of this one as described in Figure 4.

![Figure 4](image)

Figure 4. Recalibration of computed point based on room limit.

The angle line in Figure 4 connects a reference point with the point outside the room in order to determine the angle of the intersection with the limit of the room. This reference point is the second intersection point in the triangulation algorithm, and the corresponding $\Gamma_s$ point for sensor $s$ in the proposed algorithm. This simple method has offered significant results in our case.

2.2.5. Frame Rendering
The final step of the data processing architecture is the frame rendering. As our system seeks to render in real time a positioning suggestion, the system will display the current position of the visitor in the room each 5 s. The frame rendering is made in python using the library matplotlib.

3. Minimal Zone Searching (MZS), a New Positional Algorithm
The goal of the proposed algorithm is to find the smallest possible zone where the visitor is likely to be at a certain point in time. As we saw in the previous section, we are working with data coming from sensors based on a time window of 5 s.

Most approaches in indoor positioning systems, such that trilateration or triangulation only takes three to four sensors who recorded the maximum value of RSSI. With this approach we are taking into account all sensors in the room. The algorithm considers the set $S$ of sensors as input, each sensor $s \in S$ is given by its coordinates $(x_s, y_s)$ and its RSSI value $L_s$, and computes a minimal zone as the representation of possible positions of the individual. The algorithm iterates until a the optimal zone is reached. At each iteration $i$, a new zone $\text{zone}_i$ is computed from the centroid of the zone issued from the previous iteration and the RSSI values of each sensor $s$. The treatment is initialized with the first zone $\text{zone}_0$ defined as the convex hull of sensors within the room (Equation (1)):
The MZS algorithm (Algorithm 1) starts by computing the convex hull of sensors within the room, as explained in Equation (1), \( \text{zone}_0 \) represents the initialization step.

\[
\text{zone}_0 = \text{Hull}(x_s, y_s : \text{sensors})
\]  

The zone is then refined as the convex hull of a set of distance points, each distance points \( \Gamma_s \) is computed from a sensor \( s \) and the value of \( L_s \) according to the centroid \( c \) of the previous convex hull: (Equations (2) and (3)).

\[
\Gamma_s = \begin{bmatrix}
    x_c \\
    y_c
\end{bmatrix} + L_s \begin{bmatrix}
    \cos(\alpha_s) \\
    \sin(\alpha_s)
\end{bmatrix}
\]

where we consider a set of sensors noted \( b \) described by their coordinate \( (x_s, y_s) \), and \( L_s \) is a distance in meter computed based on the RSSI value returned by a sensor \( s \) at a time \( t \). The centroid \( C_0(x_c, y_c) \), \( \alpha_s \) the angle in radiant between the centroid \( C \) and sensor \( s \). The next execution (\( n=1 \)), consider the convex hull of all \( \Gamma_s \) point and the new centroid \( C_1 \). The iteration of the zone calculation is based on the following equation:

\[
\text{zone}_i = \text{Hull}([\text{DistancePoints}(L_s, C_{\text{zone}_{i-1}} : \text{sensor } s)])
\]

where \( C_{\text{zone}_{i-1}} \) is the centroid of the \( \text{zone}_{i-1} \) and DistancePoints() is a direct reference to Equation (2).

**Algorithm 1: Minimal Zone Searching.**

**Input:** A set of sensors \( S \), each sensor \( s \in S \) is given with its position \( (x_s, y_s) \) and the distance \( L_s \), A distance threshold \( D \), A max nb of iteration \( M \)

**Output:** A minimal zone

**init**

\[
\text{Hull} \leftarrow \{\} ; \\
\text{Hull} \leftarrow \text{compute}_\text{hull}(S) ; \\
\text{// At this point, the variable “Hull” corresponds to zone}_0 \\
\text{centroid} \leftarrow \text{new}_\text{centroid} ; \\
\text{nb}_\text{iter} \leftarrow 0 ;
\]

**repeat**

\[
\text{nb}_\text{iter} \quad + + ; \\
\text{centroid} \leftarrow \text{new}_\text{centroid} ; \\
\text{li}_\text{DP} \leftarrow []; \\
\text{forall} \ s \ in \ S \ \text{do} \\
[ \quad \Gamma_s = \text{DistancePoints}(L_s, \text{centroid}) ; \\
\quad \text{li}_\text{DP}.\text{push}(\Gamma_s) ; \\
\quad \text{Zone} \leftarrow \text{compute}_\text{hull}(\text{li}_\text{DP}) ; \\
\quad \text{new}_\text{centroid} \leftarrow \text{get}_\text{centroid}(\text{Zone}) ; ]
\]

**until** \( \text{computeDistance(centroid, new_centroid)} > D \ \text{nb}_\text{iter} < M \)

**return** \( \text{Zone} \)

The algorithm will stop when the size and position of \( \text{zone}_{i-1} \) and \( \text{zone}_i \) are comparable and where only minor changes occur, or if we reach the maximum number of executions, i.e., when we obtain a small distance between two consecutive centroids. The threshold value used in this paper is 0.1 m. Using the dataset from our experimentation, we observed that the algorithm needs on average 6 iterations and 0.2 s of computation time to find a “stable” zone, which is suitable for a real time execution.

Figure 5 show a visual representation of an execution step, where \( \Gamma_a, \Gamma_b, \Gamma_c \) and \( \Gamma_d \) are respectively the distance points from sensor A, B, C and D. The figure shows the step between execution \( n = 0 \) and \( n = 1 \) found in Figure 6.
4. Results

4.1. Datasets Used

In this section, two datasets have been used. On each of those datasets, we used the same data processing architecture as explained in Section 2.
DS1: The first dataset is an open access dataset made by Mehdi Mohammadi et al., 2017 [24]. This dataset is composed of BLE RSSI values emitted by 13 iBeacons and the actual position of the user. As this dataset has a ground truth, it allows us to compute the accuracy value of our method. DS1 has a “grid” placement. Table 1 is a description of the dataset. The number of instances is the number of RSSI values for all sensors.

| Number of Sensors | Number of Instances | Placement | Duration | Frames |
|-------------------|---------------------|-----------|----------|--------|
| 13                | 1420                | Grid      | 8m33     | 33     |

The limited number of instances from this dataset forces us to use a time window size of 15 s. Indeed, to validate our approach we need at least 3 sensors returning an RSSI value between the interval of time. This leaves us with 8 min and 33 s of data to process which is limited but, the ground truth is a precious data, especially from an open access dataset.

DS2: The second dataset is made of data collected during the museum experimentation. This experimentation of indoor positioning held within the museum of natural history of La Rochelle. As museums are usually closed due to the pandemic, the experimentation took place during a visit by students from a local high school.

Figure 7 describe sensor placement within the museum. We equipped the largest room in the building, and we get positional data when visitors were within this room. The experiment began at ten in the morning and ended at noon. During those two hours, subjects of the experimentation visited the museum freely. We do not have ground truth, as this is not a dataset made and controlled by our team in our office, but “on the field”, and following visitors could have changed their behavior. Finally, the three trajectories of visitors where build based on 82,630 Bluetooth total footprints collected and process with the methodology explains earlier, except we only consider intervals of time with a mean RSSI value of at least $-90$ dB as explained in Section 2.
Table 2 show the number of sensors used, the total number of instances, the type of placements and the number of subjects. Table 3 show a description of three subjects from our experimentation. We should note that the number of instances is not an indicator for the time spent in the studied rooms as show tag number 3, where from 24,414 instances, we only got 3 min of exploitable data (3 sensors sending an RSSI value greater than $-90$ in the same time window).

### Table 2. Description of DS2.

| Number of Sensors | Total Number of Instances | Placement   | Number of Subjects |
|-------------------|---------------------------|-------------|--------------------|
| 8                 | 82,630                    | Disorganized| 3                  |

### Table 3. Description of subjects for DS2.

| Tag Number | Number of Instances | Duration in Studied Room |
|------------|---------------------|--------------------------|
| 5          | 26,701              | 16 min                   |
| 8          | 31,403              | 22 min                   |
| 3          | 24,414              | 3 min                    |

4.2. Experimentation on DS1

4.2.1. Visual Representation of MZS and the Ground Truth

Figure 8 show a visual representation of the MZS algorithm on a “small portion” of DS1. This “small portion” is composed of 15 frames fused together (4 min), in order to better see the results returned by the MZS algorithm. The trajectory is deduced from the reference point given by the author.

![Figure 8. MZS algorithm applied to DS1.](image-url)
4.2.2. Comparison between MZS and Triangulation

The ground truth from DS1 allows us to compute an accuracy indicator. The accuracy parameter is computed by calculating the Euclidean distance from the returned zone to all verified position points each 15 s, as we can have several points of this type per interval of time. If the zone includes the point, the precision is set to 0.

Table 4 shows the accuracy parameter computed for triangulation and MZS, the average and the standard deviation of size of calculated areas. The “frames computed” column of Table 4 refers to the number of position estimation that could be computed.

We can deduce that a typical “grid positional” arrangement of sensors is more suitable for the triangulation as the accuracy is better than MZS.

But we will see later that this method is vulnerable when the position of the sensors are not ideal. This validation process shows that our algorithm still gives a pretty good idea of the position of the user, even with an open access dataset.

| Method       | Accuracy (m) | Average for Zone Size (m²) | Standard Deviation for Zone Size | Frames Computed |
|--------------|--------------|----------------------------|----------------------------------|-----------------|
| MZS          | 0.74         | 0.49                       | 0.85                             | 25              |
| Triangulation| 0.53         | 1.21                       | 0.95                             | 19              |

4.3. Experimentation on DS2

Importance of the Sensor Positions

The MZS have, as it does not seek intersections between circles, a better accuracy in often case when sensor placement is not optimal. Figure 9 show a situation when the triangulation method doesn’t give the best result. The RSSI value is displayed next to the sensor and the circle around them represent the value in meter of the RSSI value collected by each sensor. It is a good example of how the sensor with the greatest value of RSSI, (and thus indicate that a person is nearby) won’t intersect with any circle making the triangulation method difficult.

Figure 10 show the property of areas computed by both methods. This figure is a result of the museum experimentation and is built based on three visitors wearings tags 5, 8 and 3. In this figure, we are looking at the size of areas with three metrics, the mean size of the zone computed, the median and the standard variation (SD).

Table 5 show on how many frames both methods could have been computed. A frame is an interval of time of 5 s, where at least 2 sensors are returning an RSSI value and thus that a person is in the equipped room.

| Badge | MZS | Triangulation | Total Number of Frames |
|-------|-----|---------------|------------------------|
| 5     | 181 | 135           | 194                    |
| 8     | 254 | 200           | 263                    |
| 3     | 24  | 5             | 31                     |

In Table 5, we see that with tag number 5, 194 frames satisfy those conditions (meaning that this visitor spend approximately at least 16 min within the room). Tag number 8 get 263 exploitable frames (22 min) and tag number 3 get 31 meaning that the visitor probably quickly passes this room.
5. Discussion

With this information in mind, Table 5 shows that the MZS algorithm is able to return a positional area in most of the frames observed, more than the triangulation technique. Also, the MZS gives a more stable result, with a lower value of standard variation. However, the triangulation technique returns a smaller zone in comparison when we take the median. The triangulation technique certainly targets a more accurate position of the user when the target is stationary and unable to work properly when the subject is moving during the five seconds intervals. Also, the position of sensors within the room is not optimized for the triangulation algorithm and may play a big part in those results as situations describe in Figure 9 lead to poor performances.
In Figure 11 we show a visual representation of areas computed by both methods and held as an illustration of data from Table 5 and more precisely the tag number 8. All areas computed by those two algorithms are printed together on the same picture.

![Figure 11](image)

**Figure 11.** Visual comparison between triangulation and MZS, with data from tag number 8 in DS2.

The MZS algorithm shows his strength on this figure: The localisation of the visitor in the center of the room show comparable result between the two methods, but the difference stand in the center to bottom left of the room. We see that the triangulation method show poor result in tight spaces, where only few sensors are reachable. And thus, results returned by the MZS algorithm are more exploitable and give a more meaningful view on the visit of the subject.

6. Conclusions

Indoor positioning services apply to museums offer new and promising ways to study visitor behaviors. It can help the management of such facilities, in order to monitor visitor paths and see what are the pieces they admire the most and what are the ones they miss. Indeed, managers of museums are always looking for new ways to improve the visiting experience, and are often worried that we will miss something during the tour.

But those kind of place also bring architectural constrains in sensor placement, and as we saw, sometime making algorithms such as the triangulation less effective. The MZS...
algorithm in other hand, as promising results as the position of sensors seems to have
less impact, making it specifically useful in tight spaces. This kind of indoor positioning
technique is still in an early stage of development, and improvement can still be made.
An area for improvement can be the use of additional technique, such as trilateration,
to reduce the tracking error. As the MZS algorithm seeks to get a zone and thus can be
taken into account with another method, but if used alone, only return a zone, making
accurate positional representation difficult. Sensor placement can indeed have a huge
impact on accuracy and performances on various techniques, and it’s something that
should be considered more carefully as studies shown [25,26].

BLE remains a reference signal in the field of indoor positioning and make experimen-
tation as the one described in this paper easier and do not need a lot of materials to be
efficient and can alone give a rough idea of the position of a visitor, even in real time.

Finally, we can also add that indoor positioning systems in most cases do not need
a complex algorithm, often too heavy to be processed by a smartphone or too difficult to
implement. Studies such as [27–29],

shows in different ways the use of the architecture and room’s layout of a building.
Thus, the search for maximum accuracy become less relevant, when we know where the
user can and cannot be, and what path could he follow. Therefore, the robustness of a
method should be more valuable than its accuracy.
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