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Abstract
We study the topology associated with physical vector and scalar fields. A mathematical object, e.g., a ball, can be continuously deformed, without tearing or gluing, to make other topologically equivalent objects, e.g., a cube or a solid disk. If tearing or gluing get involved, i.e., the deformation is not continuous anymore, the initial topology will consequently change giving rise to a topologically distinct object, e.g., a torus. This simple concept in general topology may be employed in the study of physical systems described by fields. Instead of continuously deforming objects, we can take a continuously evolving field, with an appropriately defined topology, such that the topology remains unchanged in time unless the system undergoes an important physical change, e.g., a transition to a different energy state. For instance, a sudden change in the magnetic topology in an energetically relaxing plasma, a process called reconnection, strongly affects the dynamics, e.g., it is involved in launching solar flares and generating large scale magnetic fields in astrophysical objects. In this topological formalism, the magnetic topology in a plasma can spontaneously change due to the presence of dissipative terms in the induction equation which break its time symmetry. We define a topology for the vector field \( F \) in the phase space \((\mathbf{x}, F)\). As for scalar fields represented by a perfect fluid, e.g., the inhomogeneous inflaton or Higgs fields, the fluid velocity \( \mathbf{u} \) defines the corresponding topology. The vector field topology in its corresponding phase space \((\mathbf{x}, F)\) will be preserved in time if certain conditions including time reversal invariance are satisfied by the field and its governing differential equation. Otherwise, the field’s topology can suddenly change at some point, similar to a spontaneously broken symmetry, as time advances, e.g., corresponding to an energy transition.

1. Introduction

Vector and scalar fields are functions of space and time which assign, respectively, a vector or a scalar to each point in space. It goes without saying that these fields, and the obvious generalization to tensor fields, play a very important role in different branches of physics. Familiar examples of vector fields include magnetic and electric fields while gravitational potential and the Higgs field exemplify scalar fields. Tensor fields, such as Riemann curvature tensor, are likewise commonplace tools, e.g., in general relativity. Such physical fields are usually governed by differential equations, like Maxwell’s equations, whose solutions provide us with local information about the corresponding system. However, it is interesting, and perhaps useful, to think about the overall shape or global topology of a given field. The magnetic field in a plasma gives us valuable information about the local dynamics, for instance in terms of the evolution of sunspots or coronal mass ejections on the Sun. But we can go further and ask if the topology of the solar magnetic fields in a global sense, once appropriately defined, gives us any additional and useful information, e.g., regarding eruptive changes in the field direction and energy which drive fast jets of hot plasma.

It may seem that an intuitive notion of topology is associated with vector fields, which are usually visualized in terms of their field lines (aka integral curves or streamlines). Yet, vector field topology and topology change are seldom given a precise operational meaning in physical applications. On the other hand, as it turns out, the notion of field lines and also that of field’s topology are not trivial at all, in particular, in the context of time-dependent, stochastic fields in dissipative media. Magnetic and velocity fields are perhaps among the most...
frequently encountered vector fields in physics, hence they will be employed in this paper as examples to represent different concepts. For instance, the magnetic field threading an electrically conducting fluid such as a plasma is said to have a certain topology that may change spontaneously; a process referred to as magnetic reconnection which may strongly affect the system’s dynamics, e.g., it may be the underlying process launching solar flares. In fact, electric field topology [1, 2], magnetic field topology [3, 4] and velocity field topology (see e.g., [5, 6]) are commonly used terminologies in different fields of research. In many problems, for example the generation and reconnection of astrophysical magnetic fields, the field topology plays a crucial role (see e.g., [7–10]). However, it is not clear, from a mathematical point of view, what is exactly meant by magnetic topology change in such dynamic, diffusive and chaotic environments.

The mathematical field of topology studies those properties of geometric objects that are preserved under continuous deformations, i.e. stretching, twisting and bending but not tearing or gluing. Topology is a structure that helps us define, rigorously, the notion of deformation and continuity. A topological space is any arbitrary set that is equipped with a topology. For instance, any Euclidean space with any dimension is a set of points between any pair of which a notion of distance is defined. This notion of distance, formally called a metric, helps define continuity and deformation, therefore, it allows to define a metric topology for the space. Suppose a Euclidean space \( X \) is continuously deformed to space \( Y \): the deformation is a map that takes every point in \( X \) to only one point in \( Y \) and vice versa, because \( Y \) can be deformed back to \( X \). Thus, the map should be onto and one-to-one. It is a continuous map since we wish to avoid tearing/gluing, i.e. arbitrarily close points in \( X \) must remain arbitrarily close in \( Y \). This is the very definition of a continuous map \( f: X \to Y \). Symmetry requires the inverse map \( f^{-1} \) to be continuous as well. Therefore, the continuous deformations used in topology are mathematically defined as one-to-one, onto and continuous maps with continuous inverse between topological spaces—homeomorphisms. Any property invariant under homeomorphisms is a topological property.

Hence, homeomorphisms are continuous maps between topological spaces that keep the topological properties intact; if a time dependent vector field has a preserved topology, its time translation must be a homeomorphism, i.e. it should continuously take the field at time \( t_0 \) and map it to another field with the same topology at a later time \( t_1 > t_0 \). The topology of an object such as a ball is well-defined and easy to visualize. How do we define a topology associated with a vector field? How do we ensure that the field’s time translation is a homeomorphism, thus its topology is preserved in time? Under what conditions, can the vector field topology change to let, for example, magnetic reconnection occur in a magnetized plasma, producing eruptive jets of fluid like what we observe on the solar surface? What about scalar fields; can we take a scalar field such as the Higgs field and assign a physically meaningful topology to it? And finally, is the effort worth the result, in other words, is it useful to develop topologies for physical fields and study the systems described by these fields in terms of their corresponding topology? In this paper, we take the first step forward and show that there is an intuitive and physically plausible topology associated with vector and also real, inhomogeneous scalar fields represented as perfect fluids. We also give examples of systems in the study of which the topological approach seems to be useful or at least promising.

The plan of this paper is as follows: in section 2, after a brief review of the fundamental properties of time dependent vector fields, we discuss the recently introduced concept of spatial complexity. A simple time translation operator for vector fields is also introduced, which plays an important role in constructing vector field topology. In section 3, which introduces the main ideas and results of this paper, we show that the natural metric topology defined using the Euclidean norm is of little interest in physical applications. Instead, a phase space is defined in the context of dynamical systems theory with a built-in topology, which is shown to be the standard topology appropriate for physical applications. Finally, in section 4, we show that certain real, inhomogeneous scalar fields correspond to a vector field whose topology can be defined as the topology of the corresponding scalar field. This is one reason that we mainly focus on vector fields in this paper. In section 5, we summarize and discuss our results and their physical implications.

2. Vector fields

In this section, we introduce the theoretical tools to be employed in section 3, where we develop vector field topology. Most importantly, the concept of vector field complexity, equation (4) introduced recently in [11], and the time translation operator, equation (5), are briefly discussed.

Let us start with the governing equation of the field. Suppose the real field \( F \), defined in \( n \)-dimensional Euclidean space, satisfies a general evolution equation of the following form:

\[
\frac{\partial}{\partial t}F(x, t) = f(F, \partial_x^k F, x, t),
\]

where the notation \( \partial_x^k F \) is used to imply that \( f \) may involve spatial derivatives of order \( k \in \mathbb{N} \). For the sake of simplicity, we will use the notation \( f(x, t) \) throughout this paper keeping in mind that \( f \) may contain \( F \) and its spatial derivatives of any order \( k \in \mathbb{N} \). In physical problems, the field is often studied in a region of space with some
boundaries, thus the problem becomes a boundary value problem which has a unique solution provided that appropriate boundary conditions are applied. We will assume, throughout this paper, the existence of such a unique solution in a spatial volume \( V \) without directly referring to any boundary condition. (For a more general definition on manifolds, and also the conditions for the governing equation to have a unique solution, see appendix A.)

How can we quantify the level of spatial entanglement or complexity associated with a vector field? What quantitative measure distinguishes a smooth field, e.g., the velocity field of the laminar flow in a creek, and a spatially complex field, e.g., the velocity field in a turbulent river?

2.1. Spatial complexity

Before we discuss spatial complexity, let us first illustrate how the governing equation of a given vector field can be decomposed into two differential equations each of which governs either the direction or the magnitude of the field. More details along with some physical implications in electrically conducting fluids can be found in appendix B.

The unit, direction vector corresponding to \( \mathbf{F} \), is defined as \( \hat{\mathbf{F}} = \mathbf{F} / F \) while its magnitude is given by \( F = |\mathbf{F}| = \sqrt{F_1^2 + \ldots + F_n^2} \), which is of course the Euclidean vector norm. The derivative of the unit, direction vector is given by \( \partial_t \hat{\mathbf{F}} = (\partial_t \mathbf{F} / F)_\perp \), and thus equation (1) implies

\[
\partial_t \hat{\mathbf{F}} = \frac{\mathbf{f}_l}{F},
\]

where \( (\cdot)_\perp \) denotes the perpendicular component with respect to \( \mathbf{F} \). Thus, the direction of \( \mathbf{F} \) is determined solely by the perpendicular (with respect to \( \mathbf{F} \)) component of \( \mathbf{f} \). Similarly, it is easy to show that the magnitude of \( \mathbf{F} \) is determined by the parallel (with respect to \( \mathbf{F} \)) component of \( \mathbf{f} \). We have

\[
\partial_t \mathbf{F} = (\partial_t \mathbf{F})_\parallel = f_{l\parallel} \quad \text{or} \quad \partial_t (F^2 / 2) = F f_{l\parallel}.
\]

It follows that

\[
\begin{cases}
\partial_t \hat{\mathbf{F}} = 0 \iff \mathbf{f}_l = 0 \iff \mathbf{f} \times \mathbf{F} = 0,
\partial_t \mathbf{F} = 0 \iff \mathbf{f}_l = 0 \iff \mathbf{f} \cdot \mathbf{F} = 0.
\end{cases}
\]

Therefore, pointwise, \( \mathbf{f} \times \mathbf{F} = 0 \) and \( \mathbf{f} \cdot \mathbf{F} = 0 \) constrain, respectively, the topology and magnitude of the field.

The spatial complexity of the vector field \( \mathbf{F}^1 \):

\[
S_l(t) = \frac{1}{2}(\hat{\mathbf{F}}_l \cdot \hat{\mathbf{F}}_L - 1)_{\text{rms}},
\]

where \( \hat{\mathbf{F}}_l = \mathbf{F}_l / |\mathbf{F}_l| \) and \( \mathbf{F}_l \) is the average field in a spatial volume of length scale \( l \), e.g., defined as

\[
\mathbf{F}_l(x, t) = \int_0^\infty G(\frac{r}{l}) \mathbf{F}(x + r, t) \frac{d^3 r}{l^3},
\]

with \( G(r/l) = G(r/l) \) as a smooth, rapidly decaying function. The large scale field \( \mathbf{F}_L \) with \( L \gg l \) is defined similarly. These are renormalized or coarse-grained fields, while \( \mathbf{F} \) is the bare field. In order to understand the motivation behind the definition (4), note that \( \hat{\mathbf{F}}_L \cdot \hat{\mathbf{F}}_L = \cos \theta \) is a measure of the angle \( \theta \) between the large scale field, \( \mathbf{F}_L \), and small scale field, \( \mathbf{F}_l \), at point \( (x, t) \). A smoothly flowing laminar flow, e.g., in a creek, looks almost the same no matter what we look at it closely or from a distance. In other words, the velocity field of the water flow is almost the same over all scales, thus \( \cos \theta \approx 1 \) and the RMS average \( (\cos \theta - 1)_{\text{rms}} \) would be negligible. A spatially complex vector field, on the other hand, looks very different at different scales, hence \( \cos \theta \) would on average deviate from unity and thus \( (\cos \theta - 1)_{\text{rms}} \) would be greater than zero. To have a positive number between 0 and 1, as a measure of the level of spatial complexity of \( \mathbf{F} \), we can take \( \frac{1}{2}(\cos \theta - 1)_{\text{rms}} \) which is the same as the definition given by equation (4).

As an application of the spatial complexity corresponding to vector fields, defined by equation (4), take the magnetic and velocity fields in magnetized fluids as an example. These fields are governed respectively by the induction and Navier–Stokes equations, which like the field themselves, can be coarse-grained. In doing so, it turns out that the evolution of magnetic complexity is closely related to the spatial complexity of the velocity field, which provides a means to study the phenomena of magnetic reconnection and magnetic field generation in astrophysical bodies. For details see [11, 12] and [13]. Appendix B also provides a general review of these recent developments. We will not delve into mathematical details of such applications here, instead our goal of bringing up the concept of complexity in this paper is to compare and relate it to the notion of topological complexity or entropy discussed in section 3.3.

\(^1\) For a more general definition, see equation (B.7) in appendix B.
2.2. Time translation and time symmetry

In this subsection, we formulate the time evolution of vector fields in terms of the time translation operator \( T(\epsilon) \), which takes the field \( F(x, \; t_0) \) at time \( t_0 \) and maps it into the field \( F(x, \; t_0 + \epsilon) \) at a later time \( t_1 = t_0 + \epsilon \). The reason we need this concept is as follows: the mathematical operation which deforms a ball to make another topologically equivalent object like a cube is in fact a map. The ball is mapped to the cube: because the deformation does not involve tearing/gluing, it keeps the initial topology of the ball. As mentioned in the Introduction, such a topology-keeping map is called a homeomorphism (onto, one-to-one and continuous maps with continuous inverse). Similarly, as the field \( F(x, \; t) \) evolves in time, at any moment \( t_0 \), the field \( F(x, \; t_0) \) is in fact mapped, by the time translation, to the new field \( F(x, \; t_0 + \epsilon) \) (for an arbitrarily small \( \epsilon \)). If the old field shares the same topology with the new field, i.e. if the field’s topology does not change over time, the time translation \( T(\epsilon) \) must be a homeomorphism. This will help us, in section 3, identify the mathematical conditions that should be satisfied by the field and its governing differential equation to keep the field’s topology unchanged.

In order to study the time evolution of \( F \), assuming \( F(x, \; t_0) \) is given at time \( t_0 \), we can solve equation (1) to obtain \( F(x, \; t_0 + \epsilon) \) at a different time \( t_1 = t_0 + \epsilon \) for an infinitesimal \( \epsilon \in \mathbb{R} \) (besides the trivial case of \( \epsilon = 0 \), corresponding to the identity operator, if \( \epsilon > 0 \) we move forward in time, otherwise backward). We can represent this as a linear time translation operator (similar to shift operator in functional analysis or lag operator in time series analysis), \( \hat{T} : \mathbb{R}^n \to \mathbb{R}^n \):

\[
\hat{T}(\epsilon)F(x, \; t_0) = F(x, \; t_0 + \epsilon),
\]

which is linear

\[
\hat{T}(\epsilon) = (\alpha F(x_0, \; t_0) + \beta F(x_1, \; t_0)),
\]

and its inverse is defined as

\[
\hat{T}^{-1}(\epsilon) = \hat{T}(-\epsilon),
\]

with

\[
\hat{T}(0) = \hat{I},
\]

where \( \hat{I} \) is the identity operator. Because \( \epsilon \in \mathbb{R} \) can be positive or negative, the inverse map, \( \hat{T}^{-1} \), is well-defined if the governing equation, equation (1), is invariant under the time reversal operator \( \hat{\Theta} : t \to -t \):

\[
\frac{\partial}{\partial(-t)}F(x, \; -t) = f(x, \; -t).
\]

In order for this condition to be satisfied, there are two possibilities: either we have

\[
\begin{align*}
F(x, \; -t) &= +F(x, \; t), \\
f(x, \; -t) &= -f(x, \; t),
\end{align*}
\]

which indicates an even \( F \) and an odd source \( f \), or else we have

\[
\begin{align*}
F(x, \; -t) &= -F(x, \; t), \\
f(x, \; -t) &= +f(x, \; t),
\end{align*}
\]

which indicates an odd \( F \) and an even \( f \). We will see later, in section 3, that time symmetry plays an important role in the topological formalism of vector fields.

2.3. Field lines

One may wonder if the field lines of a given time-dependent vector field can be used to define a topology for the field. Later, we will use path-lines, which differ from field lines, in the context of dynamical systems and field topology. Therefore, to clarify the different roles of field lines, path lines and also particle trajectories in real space and phase spaces, in this subsection, we briefly review the notion of integral curves or field lines for a given vector field. We also illustrate the fact that, in general, the field lines associated with a given time-dependent vector field cannot be taken as continuously deforming curves in space. Instead, generally speaking, at any moment of time, we may have different field lines.

The field lines of \( F \) can be considered as parametric curves whose tangent vector at any point \( x \) is parallel to \( F \) at that point. At a given time \( t_0 \), therefore, we can parametrize these curves using the arc-length \( s \)

Note that the time translation operator can be written as \( \hat{T}(\epsilon) = e^{\epsilon \partial} \), which is defined operationally in terms of a Taylor series in \( \epsilon \). Hence \( e^{\epsilon \partial}F(x, \; t) \equiv F(x, \; t + \epsilon) \).
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where $\hat{\nabla} = F/|F|$ is the direction (unit) vector. If the unit vector field $\hat{\nabla}$ is Lipschitz continuous in $x$, then the above differential equation has a unique solution and hence there exists a unique field-line $\xi(s, t_0)$ passing through $x$ at time $t_0$. Nevertheless, if the field is Hölder singular, then there may exist infinitely many such integral curves (solutions) satisfying the above differential equation. Thus for Hölder-singular fields, the concept of field line is not generally well-defined. On the other hand, for a renormalized field $F$, integration by parts shows that any spatial derivative $\nabla \cdot F$ acting on $\nabla F$ can be made to act on $G$ instead of $\nabla F$ inside the integral, which implies that $\hat{\nabla} = F/|F|$ is Lipschitz-continuous even if $F$ is not. Thus the notion of field line is well-defined for the renormalized field $F$ even if $F$ is Hölder singular.

In order to understand how the field lines evolve in time, we write the defining equation of the integral curves, given by equation (10), at another time $t_0 + \epsilon$ for a real $\epsilon$ as

$$\frac{\partial \xi(s, t_0 + \epsilon)}{\partial s} = \hat{\nabla}(\xi(s, t_0 + \epsilon), t_0 + \epsilon),$$

The condition for $\xi$ to be continuous in $t$ is $\lim_{\epsilon \rightarrow 0} |\xi(s, t_0 + \epsilon) - \xi(s, t_0)| \rightarrow 0$ for arbitrary curve parameter $s$. This requires (appendix C)

$$|\xi(s, t_0 + \epsilon) - \xi(s, t_0)| \leq |\epsilon| \left( \frac{e^{Ks} - 1}{K_0} \right),$$

for some $K_0 > 0$. For any finite but arbitrarily large $s > 0$, we can take $|\epsilon|$ small enough to make the RHS of (12) that $\xi(s, t_0 + \epsilon)$ is uniformly continuous in $t_0 + \epsilon$, which indicates that $\xi(s, t)$ is uniformly continuous in $t$. Consequently, $\xi(s, t)$ is uniformly continuous in $t$. This indicates that $\hat{\nabla}$ is Lipschitz in both $x$ and $t$ (which can be seen from the last line of equation (C.1) in appendix C). Also note that if $Fi$ is uniformly Lipschitz, i.e. $|Fi(x) - Fi(y)| \leq K|x - y|$ for some $K > 0$, and $F$ has an upper bound, i.e. $\exists M > 0$ s.t. $|F| \leq M$, then $F$ will be uniformly Lipschitz continuous;

$$|F(x) - F(y)| \leq M' |F(x) - F(y)| \leq M' K' |x - y|.$$  
On the other hand, if $F$ is uniformly Lipschitz, i.e. $|F(x) - F(y)| \leq K|x - y|$ for some $K > 0$ and has a lower bound, i.e. $\exists M > 0$ s.t. $|F| \geq M$, then $F$ will be uniformly Lipschitz;

$$\frac{|F(x) - F(y)|}{M' |F(x) - F(y)|} \leq \frac{K}{M} |x - y|.$$  

It should be emphasized that in order to have well-defined field lines, the Lipschitz-continuity of $\hat{\nabla}$ in spatial position vector $x$ is required, otherwise the Picard-Lindelöf theorem cannot be applied to ensure a unique solution for $d\xi/ds = \hat{\nabla}$. In order to have continuously deforming field lines in time, the stronger condition of the Lipschitz continuity of $\hat{\nabla}$ in spacetime position vector $x = (x, t)$ should hold. If the field’s magnitude $|F|$ (or

3. The real function $F(x)$ is Hölder continuous if it satisfies

$$|F(x) - F(x')| \leq \mathcal{J}_0 |x - x'|^{\mathcal{H}},$$

for $\mathcal{H} > 0$ with some constant $\mathcal{J}_0 > 0$. If $\mathcal{H} = 1$, the function is called Lipschitz continuous. If the above condition holds only for $0 < \mathcal{H} < 1$, $F$ is Hölder singular. In this case, the derivatives of $F$ are not well-defined in general, thus any function of these derivatives will be generally ill-defined. Also, $F$ is bi-Lipschitz if some $\mathcal{J}_0 > 0$;

$$\frac{1}{\mathcal{J}_0} |x - x'| \leq |F(x) - F(x')| \leq \mathcal{J}_0 |x - x'|.$$  

4. In general, for $F: \mathbb{R}^n \rightarrow \mathbb{R}^n$ restricted onto a curve $\xi(s)$ parametrized by $s \in \mathbb{I} \subseteq \mathbb{R}$, i.e. $F = F(\xi(s))$, suppose each $F_\ell$ for $1 \leq \ell \leq m$, is continuous on $\mathbb{I} \times \mathbb{R}^n$ and additionally is uniformly Lipschitz continuous, i.e. $|F_\ell(\xi_\ell) - F_\ell(\eta)| \leq \mathcal{F}_\ell |\xi - \eta|$ for some $\mathcal{F}_\ell > 0$. If for $s_0 \in \mathbb{I}$, there are real numbers $s_1, \ldots, s_l$ such that $\xi(s_0) = c$, then there exists a unique solution $\xi(s)$ for the differential equation $d\xi/ds = F(\xi(s))$ with initial conditions $\xi(s_0) = c$. This is the Picard-Lindelöf uniqueness theorem for a system of differential equations. For the simpler problem $y'(t) = f(t, y(t))$ with $y(s_0) = y_0$, the theorem indicates that if $f$ is uniformly Lipschitz continuous in $y$, and continuous in $s$, then for some $\delta > 0$, a unique solution exists on the interval $[s_0 - \delta, s_0 + \delta].$

5. The Peano theorem can still be used to infer the existence of solutions, however, the uniqueness of a solution is guaranteed by the Picard-Lindelöf theorem which requires Lipschitz continuity of $F$ as discussed before.

6. Note that one may also use the Minkowski metric here, which is

$$|v_2 - x_2| = \sqrt{|v_2 - x_2|^2 - |v_2 - x_2|^2}.$$  

In any case, the continuity of the integral curves in time requires continuity of $F$ in spacetime and not just space.
energy density $|\mathbf{F}|^2/2$ is bounded from below and above, i.e. there are positive numbers $M$ and $M'$ such that $M \leq |\mathbf{F}| \leq M'$, the Lipschitz continuity of $\mathbf{F}$ follows from the Lipschitz continuity of $\hat{\mathbf{F}}$ and vice versa.

As an application of the concepts discussed in this subsection, consider magnetic field lines in a dissipative and turbulent fluid, i.e. a real fluid with finite electrical resistivity and viscosity such as most of astrophysical plasmas. Magnetic fields in such environments are usually visualized in terms of their field lines, which may undergo a spontaneous process of breaking apart and re-connecting again, which may accelerate the magnetized fluid by means of the Lorentz forces (i.e. magnetic reconnection; for a review see e.g., [10] and [14]). However, as discussed above, the magnetic field lines in such dissipative and dynamic media cannot be described as continuously evolving curves in space. Although the field lines may be well-defined at any moment of time, they have no identity preserved in time and, at any later time, we will have other distinct field lines. The other complication arises due to the stochastic nature of field lines in real turbulent fluids e.g., in astrophysics. Only recently have these important facts taken into account in problems related to magnetic field generation, evolution and reconnection (see e.g., [9, 11, 15, 16, 13]). The mere purpose of briefly discussing these concepts here is to emphasize that the notion of field lines cannot be used in a rigorous manner to define or even visualize the topology of a time-dependent vector field. We will see in the next section that path-lines may provide a more useful tool as far as the field topology is concerned.

3. Topology

In this section, we present the major result of this paper using the tools introduced in the preceding sections—the metric topology associated with a given vector field $\mathbf{F}(x, t)$.

Let us start with a general remark on the notion of topology in mathematics. Topology is a mathematical concept used to study the properties of an object which are preserved under stretching, bending or twisting but not tearing or gluing. An play dough can be easily deformed, without tearing, to make infinitely many different shapes. But all these shapes are topologically equivalent. However, if we tear the play dough while deforming, we will get separate, disconnected objects. What distinguishes deforming without tearing from deforming with tearing/gluing is that, in the former case, arbitrarily close points remain arbitrarily close while, in the latter case, they do not. One way of defining a topology for an object, therefore, is to use the notion of distance (although it can be defined in other ways as well). A donut, i.e. a torus, made of play dough can be deformed, without tearing or gluing, to make a coffee mug. Thus a donut is topologically equivalent to a coffee mug, however, it is not equivalent to a ball because it cannot be deformed to make a ball without tearing or gluing. That the donut is topologically equivalent to the coffee mug implies that any pair of arbitrarily close points on the donut, say $x$ and $y$, will be mapped into arbitrarily close points on the mug. Mathematically, we can say that two nearby points $x$ and $y$ on the donut, i.e. points with an arbitrarily small distance $|x - y|$, are mapped to two arbitrarily close points $x'$ and $y'$ on the coffee mug, i.e. points with an arbitrarily small distance $|x' - y'|$.

One of the definitions of a topological space, in terms of open sets, is as follows: take an arbitrary non-empty set $X$ and a collection of its subsets, $\tau$, which are called open sets. The pair $(X, \tau)$ is a topological space if (i) the empty set and $X$ both belong to $\tau$, (ii) any arbitrary union of members of $\tau$ is in $\tau$, and (iii) the intersection of any finite number of subsets of the topology $\tau$ belongs to $\tau$. One can equivalently use closed sets instead, in which case (i) the empty set and $X$ both belong to $\tau$, (ii) any finite union of members of $\tau$ is in $\tau$, and (iii) the arbitrary intersection of subsets of the topology $\tau$ belongs to $\tau$. As an example, the familiar Euclidean space $\mathbb{R}^3$ is a topological space. This can be easily verified using the the definition of Euclidean distance between any two points $x, y \in \mathbb{R}^3$. This distance, called metric, helps us define an open ball $B_r(x_0)$ around any arbitrary point $x_0 \in \mathbb{R}^3$ as the set of all points whose distance from $x_0$ is less than a positive number $r > 0$:

$$B_r(x_0) = \{x \in \mathbb{R}^3 | |x - x_0| < r\},$$

which is called an open ball of radius $r > 0$ around $x_0$. These balls form a base for the topology on $\mathbb{R}^3$ because any open set of $\mathbb{R}^3$ can be given by an arbitrary union of these open balls.

Of course, we could consider more general spaces, e.g., $n$-dimensional space $\mathbb{R}^n$, $n \in \mathbb{N}$, which is also a topological space. Generally speaking, any set $M$ equipped with a metric $d$, i.e. an appropriate notion of distance $d(x, y)$ between any pair of its members $x, y \in M$, is called a metric space. For instance, $\mathbb{R}$ is a metric space with the metric $d(x, y) = |x - y|$ as discussed above. Any metric space is a topological space, because we can use the metric to define open balls as the base for the topology as we did for $\mathbb{R}^3$.

---

7 A metric $d$ on a set $M$ is a function $d: M \times M \to \mathbb{R}$ such that for any $x, y, z \in M$ such that (i) $d(x, y) = d(y, x)$, (ii) $d(x, y) = d(y, x)$, (iii) $d(x, z) \leq d(x, y) + d(y, z)$.
3.1. Vector field topology

As discussed previously, any set equipped with a metric, i.e. a notion of distance between its elements, is a metric space and any metric space is a topological space. On the other hand, any vector field $\mathbf{F}(x)$ comes with a natural metric induced by the vector norm, i.e. the distance between $\mathbf{F}(x)$ and $\mathbf{F}(y)$ can be defined as $|\mathbf{F}(x) - \mathbf{F}(y)|$. Hence, a vector field as a set of vectors in $\mathbb{R}^n$ is a topological space. In order to construct a topology, for a given vector field $\mathbf{F}$, let us define an open ball $B_\mathcal{R}(\mathbf{F}(x_0, t_0))$, with radius $\mathcal{R} > 0$, around the vector $\mathbf{F}(x_0, t_0)$ as

$$B_\mathcal{R}(\mathbf{F}(x_0, t_0)) = \{ \mathbf{F}(x, t) | |\mathbf{F}(x, t) - \mathbf{F}(x_0, t_0)| < \mathcal{R} \}. \quad (13)$$

It should be emphasized that, in general, this ball is not localized in real Euclidean space $\mathbb{R}^n$, i.e. it doesn’t imply $|x - x_0| < c$ for some $c > 0$, unless $\mathbf{F}$ is biLipscitz, that is to say there is an $\mathbf{F}_0 > 0$ such that

$$\frac{1}{\mathcal{F}_0}|x - x_0| \leq |\mathbf{F}(x, t_0) - \mathbf{F}(x_0, t_0)| \leq \mathbf{F}_0|x - x_0|.$$ 

Therefore, for a general, non biLipschitz field, the ball defined by equation (13) is a set of vectors $\mathbf{F}(x, t_0)$ which are close to $\mathbf{F}(x, t_0)$ as measured by the metric induced by the vector norm. If we visualize the field in space, e.g., a three-dimensional magnetic field around a magnet, then we will see that the ball defined above is a set of vectors which are scattered in space. If we define open sets using these open balls as the bases, we will have a metric topology for the vector field $\mathbf{F}$.

Let us consider the conditions under which the field $\mathbf{F}$ keeps its topology as it evolves in time. In other words, we look for conditions under which the time translation operator $\hat{T}(\epsilon)$ acting on a given vector field $\mathbf{F}$ is a homeomorphism, i.e. a continuous, bijective map with continuous inverse. Continuous topological deformations do not change the topology; one can deform (i.e. map) an object such as a donut (i.e. a topological space) without cutting and gluing it (i.e. a continuous map which takes nearby points to nearby points) to a coffee mug (i.e. another topological space). Conversely, one should be able to recover the donut by deforming the coffee mug (i.e. the continuous map should have a continuous inverse). In addition, all points on the donut should be mapped; each point to only one point (i.e. an onto and one-to-one map). Instead of two topological spaces $X_0$ and $X_1$, e.g., a donut and a coffee mug, one may consider a vector field at two different times $t_0$ and $t_1 = t_0 + \epsilon$. With our definition for vector field topology given above, the time translation operator $\hat{T}$ should be a homeomorphism to preserve the topological properties of the field as it evolves in time.

In order for $\hat{T}(\epsilon)$ to be one-to-one, it should satisfy the following condition:

$$\hat{T}(\epsilon) \mathbf{F}(x_1, t_0) = \hat{T}(\epsilon) \mathbf{F}(x_2, t_0) \rightarrow \mathbf{F}(x_1, t_0) = \mathbf{F}(x_2, t_0),$$

that is

$$\mathbf{F}(x_1, t_0 + \epsilon) = \mathbf{F}(x_2, t_0 + \epsilon) \rightarrow \mathbf{F}(x_1, t_0) = \mathbf{F}(x_2, t_0).$$

Obviously, this condition will not be satisfied in general. In other words, even for smooth and well-defined vector fields, the time evolution operator $\hat{T}$ is not in general a homeomorphism, hence the natural topology of the vector field can change over time no matter how smooth the field $\mathbf{F}$ is. The other issue is that the open balls, i.e. the bases defining open sets for the field’s metric topology, are not necessarily (except for biLipschitz fields) localized in real space as discussed above. This is extremely restricting in physical applications. It is more desirable to define a topology such that, roughly speaking, open balls are associated with nearby points in both real space and vector space. Such an open ball around $\mathbf{F}(x_0, t_0)$, at a given time $t_0$, is defined as (with a proper non-dimensionalization)

$$B_r(\mathbf{F}(x_0, t_0)) = \{ \mathbf{F}(x, t_0) \} \sqrt{|x - x_0|^2 + |\mathbf{F}(x, t_0) - \mathbf{F}(x_0, t_0)|^2} < r). \quad (14)$$

In fact, this corresponds to an open ball in the phase space $(x, F) \equiv (x, y, z, F_x, F_y, F_z)$. These open balls, therefore, define a topology in this phase space. In the next subsection, we will briefly study this phase space and its topology.

3.2. Phase space and dynamical systems

In the previous subsection, we argued that a physically plausible notion of topology for a vector field $\mathbf{F}$ can be defined as the metric topology of the phase space $(x, F)$. The corresponding dynamical system is defined as

$^8$ A dynamical system is a system whose time evolution is described by an initial value problem. For example, a planet orbiting around the Sun has a velocity $u = dx/dt$, governed by the Newton’s second law, $du/dt = F$ where $F$ is the gravitational force. Depending on the initial position of the planet $x(t_0) = x_0$, its future orbit is determined. Classically, the state of the planet is given by its instantaneous position and velocity (momentum). Hence, the space of all possible configurations is $(x, u)$ which is called the phase space. The phase space is defined similarly in classical statistical mechanics as the space of all possible coordinates $q$ and momenta $p$ $(q, p)$. Quantum mechanics can also be expressed in phase space as a deformation of classical mechanics with deformation parameter $\hbar/(\text{action})$ similar to the deformation of Newtonian mechanics into special relativistic mechanics with deformation parameter $\nu/c$. 

\[
\frac{dx}{dt} = F, \quad \frac{\partial F}{\partial t} = f,
\]  
(15)

which define a dynamical system. Assuming that the second equation in (15) uniquely determines \( F \) (e.g., with appropriate boundary conditions), the first equation requires an initial condition in the form
\[
x(t_0) = x_0
\]
to have a unique solution as a trajectory in the phase space (with uniqueness guaranteed by applying appropriate conditions on \( F \) e.g., Lipschitz continuity). However, we are not interested in any particular trajectory here; we are interested in all possible trajectories \( x = x(t) \) that the field \( F \) defines in the phase space \((x, F)\). Each trajectory is determined by its corresponding initial condition and can be visualized as the trajectory (in the phase space) of a particle moving with the time dependent velocity \( F \). The trajectories are solutions of the following non-autonomous\(^9\) differential equation (cf (10) in the previous section):
\[
\begin{cases}
\frac{dx(t)}{dt} = F(x(t), t), \\
x(t_0) = x_0,
\end{cases}
\]  
(16)

which has a unique solution if \( F \) is uniformly Lipschitz continuous in \( x \) and continuous in \( t \) (cf Lipschitz continuity of \( F \) in \( x \) for equation (10) to define unique field lines). The time translation operator, acting at any point \((x, F(x, t))\) in the phase space, can be represented as
\[
\hat{T}_\epsilon(x, F(x, t)) = (x, F(x, t + \epsilon)).
\]  
(17)

It is easy to see that \( \hat{T}_\epsilon \) is an onto, one-to-one, and continuous map with continuous inverse. For its continuity, for example, we note that \( \hat{T}_\epsilon \), for any \( \epsilon \in \mathbb{R} \), is continuous (so it is its inverse for \( \hat{T}_\epsilon^{-1} = \hat{T}_\epsilon(-\epsilon) \)) if it is continuous at \( \epsilon = 0 \). In order to show this for any \( t \), the following \( L_1 \)-norm should vanish in the limit \( \epsilon \to 0 \),
\[
\lim_{\epsilon \to 0} \int_{t \in \mathbb{R}} dt |\hat{T}_\epsilon(x, F(x, t)) - \hat{T}_\epsilon(0)(x, F(x, t))| = 0.
\]  
(18)

Thus the condition for the continuity of \( \hat{T}_\epsilon \) is
\[
\lim_{\epsilon \to 0} \int_{t \in \mathbb{R}} dt |F(x, t + \epsilon) - F(x, t)| \to 0,
\]  
(19)

which follows if \( F \) is uniformly continuous in \( t \)\(^{10}\). In order to keep the phase space topology preserved in time, we need to ensure that the phase space at any given time \( t_0 \), as a topological space, is homeomorphic to the phase space at another time \( t_1 \). The condition of continuity for \( \hat{T}_\epsilon^{-1} = \hat{T}_\epsilon(-\epsilon) \), on the other hand, requires the equations given by (15) to be time reversal invariant, which requires \( F \) to be odd, i.e. \( F(x, -t) = -F(x, t) \) and \( f \) to be even, i.e. \( f(x, -t) = f(x, t) \).

In short, the topology associated with a given vector field \( F \) is naturally defined in the phase space \((x, F)\). Moreover, in order to ensure that time evolution keeps the topological properties of the phase space, the field \( F(x, t) \) is required to be (i) Lipschitz continuous in \( x \), (ii) uniformly continuous in \( t \) and (iii) odd under time reversal, i.e. \( F(x, -t) = -F(x, t) \), such that its governing equation, \( \frac{\partial F}{\partial t} = f \), equation (1), is time reversal invariant.

As for physical applications, once again, we can think about magnetic fields. Magnetic topology in magnetized fluids is often claimed to change during magnetic reconnection—eruptive fluid motions spontaneously driven by Lorentz forces generated by the relaxing field, see e.g., [14, 17]. Magnetic field is governed by the induction equation and the velocity field by Navier–Stokes equation. Both turbulent and small-scale plasma effects appear in these differential equations as non-ideal terms which break the time symmetry. A detailed consideration of magnetic and velocity field topologies in such systems is beyond the scope of this paper and will be presented elsewhere, however, here we note that this topological approach relates phenomena such as magnetic reconnection to more fundamental concepts such as time reversal invariance. The presence of non-ideal terms in the field equations break the time symmetry, which is related to entropy increase, thus violating one of the conditions to have a preserved topology. In fact, the presence of dissipative phenomena and also

\(^9\) The differential equation \( d\xi(t)/dt = F(x(t), t) \) is a non-autonomous equation because \( F \) explicitly depends on time \( t \). Dynamical systems governed by such non-autonomous equations are much more difficult to study. One might naively attempts to eliminate this time-dependence by introducing a new variable, \( \tau(t) \) such that \( d\tau(t)/dt = 1 \). With this choice, the equation \( d\xi(t)/dt = F(x(t), \tau(t)) \) becomes autonomous. However, this does not simplify the task of solving the equations since the dimension of the problem is increased by introducing a new function.

\(^{10}\) Similarly, the shift operator defined by \( \hat{\partial}_\epsilon f(x) = f(x + \epsilon) \) is continuous if \( f \) has compact support and is continuous, which implies that \( f \) is uniformly continuous.
turbulence will in general indicate that the velocity and magnetic fields are also Hölder singular, therefore, real magnetic fields e.g., on the solar surface, are expected to change their topology frequently.

3.3. Topological entropy
In section 2.1, we introduced a measure for the spatial complexity of a vector field. On the other hand, as discussed in the previous subsection, a well-defined time dependent vector field defines a phase space and a dynamical system. The complexity of dynamical systems is quantified using a mathematical concept called topological entropy. Therefore, it is interesting to see if the vector field complexity has anything to do with the topological complexity associated with the dynamical system defined by that vector field. In this subsection, we consider this question, although in a very brief form as a more detailed consideration is obviously out of the scope of this paper.

In a given phase space, we are interested to distinguish two distinct groups of points in a neighborhood of a given trajectory; those points whose distance grows over time as the system evolves from those points whose distance does not. This can be made precise in terms of a metric given trajectory: those points whose scope of this paper.

Consider this question, although in a very brief form as a more detailed consideration is obviously out of the scope of this paper.

In a given phase space, we are interested to distinguish two distinct groups of points in a neighborhood of a given trajectory; those points whose distance grows over time as the system evolves from those points whose distance does not. This can be made precise in terms of a metric, although there are other equivalent ways to do so, e.g., in terms of covers in compact Hausdorff spaces. The topological entropy is a way of counting the number of distinct trajectories which are generated as the dynamical system evolves in time. For a dynamical system governed by a given iterated function, the topological entropy can be thought of as a measure of the exponential growth rate of the number of distinguishable orbits, which is an extended real number. In other words, topological entropy is a measure of the system’s complexity level.

One can also consider the vector field \( \frac{d\mathbf{x}}{dt} = \mathbf{F} \) in the phase space \((\mathbf{x}, \mathbf{F})\) and ask how the complexity of the dynamical system, measured by the entropy, manifests itself in terms of the vector field \( \mathbf{F} \). The field \( \mathbf{F}(\mathbf{x}, t) \), as a function of \( \mathbf{x} \), is the vector tangent to the trajectory \( \mathbf{x}(t) \). As the system evolves, therefore, the vector field \( \mathbf{F} \) determines the direction of motion in the phase space. Consequently, two distinct points on two close trajectories in the phase space will remain close if the corresponding tangent vectors of their trajectories remain close (in the tangent bundle). This argument suggests that the topological entropy is intimately related to the evolution of the spatial configuration associated with the corresponding vector field, i.e. the spatial complexity defined by equation (4). For example, the velocity field corresponding to a laminar flow retains its untangled and smooth configuration in time, unlike the entangled and complex velocity field corresponding to a fully turbulent flow. These are expected to be associated respectively with lower and higher entropies in the corresponding phases spaces.

4. Scalar fields
There is a certain type of scalar fields which can be presented as a perfect fluid with a well-defined velocity field in \( \mathbb{R}^3 \). The scalar field topology can then be studied in terms of this vector field. The main purpose of this final section, therefore, is to illustrate how an appropriate vector field can be defined for an inhomogeneous (i.e. a field with dependence on spatial coordinates \( \mathbf{x} \)) scalar field \( \phi(\mathbf{x}, t) \). Examples include the real, inhomogeneous inflaton field (believed, in inflationary cosmology, to cause an exponential expansion before eventually decaying to baryonic matter/radiation in the early universe) as well as quintessence (the field corresponding to a time-dependent vacuum energy) and Higgs field (the field whose coupling to matter fields gives particles their mass).

Consider the Lagrangian

\[
\mathcal{L} = -\frac{1}{2} g^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi + V(\phi),
\]

with an arbitrary potential function \( V(\phi) \). The action \( S = \int d^4x \sqrt{-\det g_{\mu\nu}} \mathcal{L}(\phi, \partial_{\mu} \phi) \) is by definition stationary with respect to general coordinate transformations, therefore, we get the corresponding energy-momentum tensor as \( T_{\mu\nu} = g_{\mu\nu} \mathcal{L} + \partial_{\mu} \phi \partial_{\nu} \phi \). Comparing this to the energy-momentum tensor of a perfect fluid with
density $\rho$, pressure $P$ and four-velocity $u^\mu = \frac{dt}{d\tau}(1, v)$, i.e. $T^\mu{}\nu = P g^{\mu{}\nu} + (\rho + P) u^\mu u^\nu$, it is straightforward to show (appendix D) that the perfect fluid velocity is given by

$$v(x, t) = -\frac{\nabla \phi(x, t)}{\phi(x, t)},$$

(21)

provided that $\dot{\phi} \equiv \partial_t \phi \neq 0$. This velocity, equation (21), solves the relativistic Euler equation:

$$\frac{\partial v}{\partial t} + v \cdot \nabla v = -\frac{1}{P + \rho} \left( \nabla P + v \frac{\partial P}{\partial t} \right),$$

(22)

where $v \equiv |v|$. The fluid pressure is given by $P = -\frac{1}{2} S_{\mu\nu} \partial^\mu \phi \partial^\nu \phi - V(\phi)$ and the density by $\rho = -\frac{1}{2} S_{\mu\nu} \partial^\mu \phi \partial^\nu \phi + V(\phi)$.

A non-ideality associated with $\phi$, in this picture, would add terms to the Lagrangian, the energy-momentum tensor and consequently the Euler equation above. For example, in inflationary cosmology, the inflaton field has to eventually couple to normal matter/radiation in order to decay and give rise to the standard radiation dominated Big Bang cosmology in the early universe. This is usually accounted for by adding a decay term to the Lagrangian, which modifies the equation of motion. Consequently, with additional terms in the energy-momentum tensor, the fluid becomes imperfect whose Euler equation contains additional non-ideal terms. Such terms in turn can break the conditions required for an invariant topology, such as time reversal invariance. Thus the inflaton decay may be identified with a topology change.

Similar arguments can possibly be advanced for other fields with interesting physical implications, however, we will not pursue these considerations here. This section should in fact be taken only as a short remark to remind us that the scalar fields, that come with a perfect fluid representation, define a natural velocity field $v$ with a metric topology in the corresponding phase space $(x, v)$.

5. Summary and conclusions

Vector fields in physics are usually visualized in terms of their integral curves, or field lines, while the field topology is implicitly used, in fact, only as a synonym for the field configuration in terms of its field lines. This vague picture differs from the mathematical notion of topology in the context of topological spaces. In fact, in order to have well-defined field lines for a given vector field $F$, the Lipschitz-continuity of $\hat{F} = F/F$ in spatial position vector $x$ is required. In order to have continuously deforming field lines in time, the stronger condition of the Lipschitz continuity of $\hat{F}$ in spacetime position vector $\vec{x} = (x, t)$ should also be satisfied. These requirements are not met in many applications, e.g., velocity and magnetic fields in turbulent plasmas are non-Lipschitz and also have stochastic behavior. As for the field’s topology and topology change, these notions are usually employed in physical applications, e.g., in plasma physics literature in the context of magnetic fields threading highly conducting fluids, to indicate a spontaneous change in the field configuration in terms of its field lines. This is once again different from what a topology change means in mathematics, i.e., maps between topological spaces which fail to be a homeomorphism and therefore may change the topological properties.

In order to study the topology change of a given vector field $F$, one needs to (i) define vector field topology using the standard mathematical formalism e.g., in terms of open sets, (ii) define a time translation map which takes a time dependent vector field as a topological space at time $t_0$ and maps it to another vector field at another arbitrary time $t_1$, and finally (iii) find the conditions under which such a time translation map is a homeomorphism, i.e. a continuous, bijective map with continuous inverse (for only homeomorphisms, by definition, preserve topological properties). Scalar fields, such as the inhomogeneous inflaton and quintessence fields, define a perfect fluid velocity field, which can be used as a vector field to define the scalar field topology.

The Euclidean vector norm defines a metric for the vector field $F$, as $d(F(x), F(y)) = |F(x) - F(y)|$. With this metric, the vector field defines a topological space and hence a topological space since there is a natural notion of distance between any pair of vectors $F(x)$ and $F(y)$. However, with this definition, the time translation of $F$ is not a homeomorphism in general, thus this topology is not preserved and hence not interesting physically. In other words, the topology defined by $F(x, t_0)$ may differ in general from that defined by $F(x, t_1)$ for $t_0 \neq t_1$.

Furthermore, in physical applications, one is interested in vectors which are not only close in the above sense but also are located at nearby points in real space. For example, when the magnetic field threading a plasma undergoes reconnection, we are concerned with the magnetic vectors in a spatial volume, i.e., the reconnection region. Thus we are interested in the vectors $F(x)$ and $F(y)$ for which

$$\sqrt{|x - y|^2 + |F(x) - F(y)|^2} < r$$
for some $r > 0$, which naturally defines an open ball in the phase space $(\mathbf{x}, \mathbf{F})$. Any trajectory $\mathbf{x}(t)$ in this phase space is a solution to an initial value problem $\frac{d\mathbf{x}(t)}{dt} = \mathbf{F}(\mathbf{x}(t), t)$, $\mathbf{x}(0) = \mathbf{x}_0$. Therefore, the vector field topology is naturally defined as the phase space topology. In order to ensure that time evolution preserves the topological properties of the phase space, the field $\mathbf{F}(\mathbf{x}, t)$ is required to be (i) Lipschitz continuous in $\mathbf{x}$, (ii) uniformly continuous in $t$ and (iii) odd under time reversal $\mathbf{F}(\mathbf{x}, -t) = -\mathbf{F}(\mathbf{x}, t)$ with a time reversal invariant governing equation $\partial_t \mathbf{F} = \mathbf{f}$.

Field lines, which are defined only for Lipschitz fields and do not continuously transform in time unless strong conditions are satisfied, are not very appropriate objects in the study of the field topology, time evolution and topology change. Instead the trajectories in the phase space $(\mathbf{x}, \mathbf{F})$ provide better means for such considerations. Dynamics and statistics of physical vector fields, such as stochastic and Hölder singular magnetic and velocity fields in turbulent plasmas can be studied in the context of mathematical theory of non-autonomous dynamical systems. One implication is that we can also take the phase space trajectories as curves in real Euclidean space. This translates into the fact that instead of field lines (or streamlines), defined by

$$
\forall t_0 \in \mathbb{R}: \frac{\partial \mathbf{\xi}_x(s, t_0)}{\partial s} = \hat{\mathbf{f}}(\mathbf{\xi}_x(s, t_0), t_0), \quad \text{with} \quad \mathbf{\xi}_x(0, t_0) = \mathbf{x},
$$

one can use path-lines in real space defined by

$$
\frac{d\mathbf{x}(t)}{dt} = \mathbf{F}(\mathbf{x}(t), t) \quad \text{with} \quad \mathbf{x}(0) = \mathbf{x}_0.
$$

This may provide a more appropriate presentation of vector fields in physical applications.

**Appendix A. General definition of vector fields**

In general, a vector field $\mathbf{F}$ can be defined as a map from a manifold $\mathcal{M}$ to its tangent bundle $\mathcal{T}\mathcal{M}$:

$$
\mathbf{F}: \mathcal{M} \to \mathcal{T}\mathcal{M}, \quad \mathbf{x} \mapsto \mathbf{F}(\mathbf{x}),
$$

such that the image of $\mathbf{x} \in \mathcal{M}$, i.e. $\mathbf{F}(\mathbf{x})$, lies in the tangent space at $\mathbf{x}$, i.e. $\mathcal{T}_\mathbf{x}\mathcal{M}$. In this paper, we will assume $\mathcal{M} = \mathbb{R}^n$, i.e. the real $n$-dimensional Euclidean space, unless stated otherwise. We will consider a real, time-dependent vector field $\mathbf{F}(\mathbf{x}, t)$ such that

$$
\mathbf{F}: \mathbb{R}^n \times [0, t_{\text{max}}] \to \mathbb{R}^n,
$$

where $t \in [0, t_{\text{max}}] \subseteq \mathbb{R}$, with the notation $\mathbf{F}(\mathbf{x}, t) = \mathbf{F}(\mathbf{x}) = (F_1(\mathbf{x}), \ldots, F_n(\mathbf{x}))$, where $\mathbf{x} = (x_1, \ldots, x_n)$. If the field is defined for all times, i.e. $\mathbb{R} = [0, t_{\text{max}}]$, we have a flow, otherwise a semi-flow. It goes without saying that a straightforward generalization of multivariate calculus can be applied to vector fields, e.g., $\mathbf{F}(\mathbf{x})$ is continuous if $\lim_{\mathbf{x} \to \mathbf{a}} \mathbf{F}(\mathbf{x}) = \mathbf{F}(\mathbf{a})$.

A general governing equation can take the following form in terms of the field components $F_i$:

$$
\frac{\partial^m F_i}{\partial t^m} = f_i\left(t, x_1, \ldots, x_n, F_0, \ldots, F_n, \ldots, \frac{\partial^k F_j}{\partial x_1^{k_1} \ldots \partial x_n^{k_n}} \right),
$$

with $i, j = 1, 2, \ldots, n$; $k = k_0 + k_1 + \ldots + k_n \leq n, k_0 < n$. The initial conditions are given at time $t = t^0$ on a hyper-surface (called Cauchy data) in the following form:

$$
\frac{\partial^k F_i}{\partial x_1^{k_1} \ldots \partial x_n^{k_n}}(t^0, x_1, \ldots, x_n) = g_i^{(k)}(x_1, \ldots, x_n),
$$

with $k = 0, 1, 2, \ldots, n - 1$. The Cauchy-Kowalevski theorem guarantees a unique solution for the above initial value problem providing that the functions $f_i$ and $g_i$ are analytic. More precisely, if all $f_i$ functions are analytic in a neighborhood of the point $(t^0, x_1^0, \ldots, x_n^0)$, then all functions $g_i^{(k)}$ are analytic in some neighborhood of $(x_1^0, \ldots, x_n^0)$, then the Cauchy problem has a unique, analytic solution in some neighborhood of $(t^0, x_1^0, \ldots, x_n^0)$.

**Appendix B. Physical implications of spatial complexity**

In this appendix, we give a brief account of the recent developments on the evolution of turbulent magnetic and velocity fields in electrically conducting fluids based on the concept of spatial complexity. Details can be found in [11–13].

The velocity field $\mathbf{u}$ at a fixed point $\mathbf{x}$ in a river has a well-defined and definite direction if observed from a distant point; e.g., if the river flows from east to west, the velocity field will point from east to west. One may call
this the large scale velocity field. However, as we approach the river and look at smaller and smaller scales around the point \( \mathbf{x} \), we see more complex motions in different directions—the direction of the small scale velocity field will not generally be from east to west. The large scale velocity at point \( \mathbf{x} \) can be defined as the coarse-grained field at a large scale \( L \):

\[
\mathbf{u}_L(\mathbf{x}, t) = \int_V G_L(\mathbf{r}) \mathbf{u}(\mathbf{x} + \mathbf{r}, t) \, d^3r,
\]

which is the average velocity of a fluid parcel of size \( L \) located at \( \mathbf{x} \). Here, \( G_L(\mathbf{r}) = G(\mathbf{r}/L) \) is a rapidly decaying function, e.g., \( G_L(\mathbf{r}) \sim e^{-r^2/L^2} \), and thus the integral gets more contributions from points at a distance \( \lesssim L \) from \( \mathbf{x} \) than distant points. The small scale field at \( \mathbf{x} \) is similarly defined as

\[
\mathbf{u}_L(\mathbf{x}, t) = \int_V G_l(\mathbf{r}) \mathbf{u}(\mathbf{x} + \mathbf{r}, t) \, d^3r,
\]

which is the velocity of a fluid parcel of size \( l \) located at \( \mathbf{x} \). The above definitions of large and small scale velocities are examples of the mathematical objects called distributions.

How different are the directions of the small and large scale fields at point \( \mathbf{x} \)? Denote by \( \theta \) the angle between these vectors, which is a function of space and time, i.e. \( \theta = \theta(\mathbf{x}, t) \) and can be obtained easily using the inner product \( \mathbf{u}_L \cdot \mathbf{u}_L = u_L u_l \cos \theta \) or \( \cos \theta = \mathbf{u}_L \cdot \mathbf{u}_L \). Hence we can use this angle to quantify the difference between the directions of the large and small scale velocity fields at point \( \mathbf{x} \) and time \( t \). The larger is the deviation angle \( \theta \), the more complex the flow is at point \( \mathbf{x} \) and time \( t \). Moreover, if the flow is turbulent, it becomes a stochastic variable which measures the level of randomness in the velocity field at \( (\mathbf{x}, t) \). Hence, a measure of spatial complexity, or level of randomness, of the velocity field \( \mathbf{u} \) in a given volume can be defined as \( S(t) = \frac{1}{2} (\mathbf{u}_L \cdot \mathbf{u}_L - 1) \). In what follows we formulate this idea in a more formal and general fashion which also introduces a measure for the energy of the field at different scales.

The quantity \( \mathbf{u}_L \cdot \mathbf{u}_L \) not only tells us how strong the small and large scale velocity fields are at \( \mathbf{x} \) (because it depends on the magnitudes \( u_L \) and \( u_l \)) but also it tells us how parallel they are (because of its dependence on \( \theta \)). For a general vector field \( \mathbf{F} \), we define

\[
\psi_{L}(\mathbf{x}, t) = \frac{1}{2} \mathbf{F}(\mathbf{x}, t) \cdot \mathbf{F}(\mathbf{x}, t) - \frac{1}{2} \int_V \int_V G_L(\mathbf{r}) \, d^3r G_L(\mathbf{r}',) \times \mathbf{F}(\mathbf{x} + \mathbf{r}, t),
\]

as a generalized energy density at point \( \mathbf{x} \). The function \( \psi_{L}: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) is in fact a scalar field\(^{12} \) which noting that \( \lim_{L \to 0} F_L \to F \), can be thought of as a generalization of the energy density;\(^{13} \)

\[
U(\mathbf{x}, t) = \frac{1}{2} \mathbf{F}(\mathbf{x}, t) \cdot \mathbf{F}(\mathbf{x}, t) - \frac{1}{2} \int V \int V G_L(\mathbf{r}) \cdot \mathbf{F}(\mathbf{x} + \mathbf{r}, t),
\]

It is also more convenient to consider direction and magnitude of the field separately by writing

\[
\psi_{L}(\mathbf{x}, t) = \frac{1}{2} F_{L}(\mathbf{x}, t) \cdot F_{L}(\mathbf{x}, t) \chi_{L}(\mathbf{x}, t)
\]

with two scalar fields

\[
\phi_{L}(\mathbf{x}, t) = \begin{cases} 0, & \text{if } F_{L} = 0 \text{ and } F_{L} = 0; \end{cases}
\]

\[
\chi_{L}(\mathbf{x}, t) = \frac{1}{2} F_{L}(\mathbf{x}, t) \cdot F_{L}(\mathbf{x}, t).
\]

From equations (2) and (3), we realize that \( \phi_{L} \) is related to the field’s topology whereas \( \chi_{L} \) is associated with the field’s magnitude. In fact, for non-zero vectors \( \mathbf{F}_L \) and \( \mathbf{F}_L \), the scalar field \( \phi_{L} \) is the cosine of the angle between two coarse-grained components of the vector field \( \mathbf{F}(\mathbf{x}, t) \) at different scales \( L \) and \( l \) at point \( (\mathbf{x}, t) \), i.e.

\[
\phi_{L} = \cos \theta = \mathbf{F}_L \cdot \mathbf{F}_L.
\]

At any given point \( (\mathbf{x}, t) \), this scalar field is simply what is known as the cosine similarity

\[
\psi_{L}(\mathbf{x}, t) = \lim_{L \to 0} \psi_{L}(\mathbf{x}, t) = \frac{1}{2} \mathbf{F}(\mathbf{x}, t) \cdot \mathbf{F}(\mathbf{x}, t).
\]

where \( \lim_{L \to 0} \mathbf{F}(\mathbf{x} + \mathbf{r}, t)(d^3r/V) \) is the spatial (volume) average of \( \mathbf{F} \). The above expression follows from the properties of the kernel \( G_L(\mathbf{r}) \).
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between two vectors. This scalar field is called the topology field to imply its relationship with the vector field topology. On the other hand, \( \chi_{ll} \) is in fact twice the geometric mean of the field energy densities at scales \( l \) and \( L \). In other words, we can write

\[
\chi_{ll} = \sqrt{U_l U_L}
\]

where \( U_l = F_l^2 / 2 \) and similarly \( U_L = F_L^2 / 2 \). For simplicity, we will drop the index \( l, L \) hereafter.

Based on the quantities discussed above, we can now define the spatial complexity or self-entanglement (of order \( p \in \mathbb{N} \)) associated with the field \( F(x, t) \) as

\[
s_p(t) = \frac{1}{2} \| \phi(t) - \| \phi \|_p \|_p.
\]

For instance, taking \( p = 2 \), we find the second order self-entanglement;

\[
s_2(t) = \frac{1}{2} [\phi - \phi_{\text{rms}}]_{\text{rms}}.
\]

This form resembles the definition of the conventional standard deviation corresponding to a random variable \( X; \sigma_X = \sqrt{(X - \langle X \rangle)^2} \) where \( \langle \cdot \rangle \equiv E[\cdot] \) denotes the expected value calculated in the usual way using a given probability measure. In fact, in case of a probability measure, one can use the standard deviation definition in the conventional way, that is

\[
s(t) = \frac{1}{2} E[(\phi - E[\phi])^2].
\]

Nevertheless, instead of probability measures, unlikely to be given in many real world applications, the definition (B.5) is based only on spatial volume averages, which are easy to calculate in practice. In any case, although its numerical value will depend on the method used to calculate it, the concept of self-entanglement or spatial complexity will retain its meaning as a characteristic of the field. In fact, another even simpler measure can be defined in terms of the deviation of \( \phi \) from unity rather than its \( L_p \)-norm (or rms value \( \phi_{\text{rms}} \)) since for an unentangled, smooth field \( |\phi|_p \approx 1 \). This form is more convenient since its time derivative is easy to work with, however, as statistical tools, they convey the same phenomenology, i.e. a generalization of deviation from the mean. Thus one can define the field’s spatial complexity (self-entanglement) as

\[
S_p(t) = \frac{1}{2} \| \phi(x, t) - 1 \|_p^p = \frac{1}{2} \left[ \int_V |\phi - 1|_p^p d^p x \right]^{1/p}.
\]

The topological deformation (of order \( p \)) of the vector field \( F(x, t) \) is the rate of change of its spatial complexity with time

\[
T_p(t) = \frac{\partial S_p(t)}{\partial t} = \frac{S_{p}^{p} - S_{p}^{p}}{2p} \int_V (\phi - 1) \frac{\partial \phi}{\partial t} |\phi - 1|_{p-2} d^p x.
\]

Using the formalism developed above, few other useful statistical measures can also be defined. For instance, the \( (p) \)th order cross energy corresponding to the vector field \( F \) is defined as

\[
E_p(t) = ||\chi||_p.
\]

Its time derivative corresponds to the dissipation rate;

\[
D_p(t) = \frac{\partial E_p(t)}{\partial t} = E_{p}^{p} - E_{p}^{1-p} \int_V \chi \frac{\partial \chi}{\partial t} |\chi|_{p-2} d^p x.
\]

We can take \( p = 2 \) for simplicity, therefore, the second order spatial complexity (self-entanglement) \( S_2(t) \), topological deformation \( T_2(t) \), cross energy \( E_2(t) \), and dissipation \( D_2(t) \) are respectively given by

\[
S_2(t) = \frac{1}{2} (\phi - 1)_{\text{rms}},
\]

\[
T_2(t) = \frac{1}{4 S_2(t)} \int_V (\phi - 1) \frac{\partial \phi}{\partial t} d^p x,
\]

\[
E_2(t) = \chi_{\text{rms}},
\]

14 This is analogous to the Otsuka-Ochiai coefficient \( \frac{\|X\|_p \|Y\|_q}{\|X\|_p + \|Y\|_q} \) for two sets \( X \) and \( Y \), where \( |\cdot| \) denotes the number of elements, as the similarity measure. This measure in fact reduces to the cosine similarity if \( X \) and \( Y \) are bit vectors (i.e. maps from a set of integer numbers to the interval \([0, 1])\).

15 The \( L_p \) norm of \( f: \mathcal{R}^n \rightarrow \mathcal{R}^n \) is the mapping \( f \rightarrow ||f||_p = \left( \int_V |f(x)|^p (d^p x / V) \right)^{1/p} \). For \( p = 2 \), \( ||f||_2 = f_{\text{rms}} \) is the root-mean-square (rms) value of \( f \). For \( p < q \), \( ||f||_p \leq ||f||_q \). Also \( ||f||_\infty = \lim_{p \rightarrow \infty} ||f||_p = ||f||_{\text{max}} \).
and

$$D_2(t) = \frac{1}{E_2(t)} \int_V \chi \partial_t \chi \frac{d^nx}{V}.$$  \hfill (B.14)

One can use the renormalized evolution equation of the field, that is $\partial_t F_i(x, t) = f_i(x, t)$, to obtain explicit expressions for $T_2$ and $D_2$. The time derivative of the topology field $\phi(x, t)$ is given by

$$\frac{\partial \phi}{\partial t} = \left[ \frac{\partial F_i}{F_i} (I - \hat{F}_l) \right] \hat{F}_L + \left[ \frac{\partial F_i}{F_i} (I - \hat{F}_l \hat{F}_i) \right] \hat{F}_L = \hat{F}_L \left( \frac{\partial F_i}{F_i} \right)_{\perp F} + \hat{F}_i \left( \frac{\partial F_i}{F_i} \right)_{\perp F}.$$  \hfill (B.15)

Here, $I = I_{n\times n}$ is the identity tensor and $(\cdot)_{\perp F}$ represents the perpendicular component with respect to $F$. We find

$$T_2(t) = \frac{1}{4S_2} \int_V [\hat{F}_L (\hat{F}_L - 1) \left( \frac{f_i}{F_i} \right)_{\perp F} + \hat{F}_i \left( \frac{f_i}{F_i} \right)_{\perp F}] \frac{d^nx}{V}.$$  \hfill (B.16)

The time evolution of the scalar field $\chi(x, t)$ can be similarly obtained,

$$\frac{\partial \chi}{\partial t} = \frac{1}{2} F_i F_i \left[ \left( \frac{\partial F_i}{F_i} \right)_{\perp F} + \left( \frac{\partial F_i}{F_i} \right)_{\parallel F} \right].$$  \hfill (B.17)

Here, $(\cdot)_{\parallel F}$ represents the parallel component with respect to $F$. We have

$$D_2(t) = \frac{1}{4E_2} \int_V \left[ F_i F_i (F_i^2/2) + F_i F_i (F_i^2/2) \right] \frac{d^nx}{V} = \frac{1}{E_2} \int_V \left( \frac{f_i}{F_i} \right)_{\parallel F} + \left( \frac{f_i}{F_i} \right)_{\parallel F} \frac{d^nx}{V},$$  \hfill (B.18)

which is obviously related to the temporal changes in energy densities $F_i^2/2$ and $F_i^2/2$ at scales $l$ and $L$. This is in turn related to the parallel component of the renormalized evolution equation, i.e. $\partial_t F_i = f_i$ (and $\partial_t F_i = f_i$ at the scale $L$). For a physical application, see [11, 12] and [13].

**Appendix C. Continuity of field lines**

The condition for the integral curve $\xi_s$, which satisfies eqs. (11), to be continuous in time $t$ is given by

$$\lim_{s \to 0} |\xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0)| \to 0$$

for arbitrary curve parameter $s$. We write

$$|\xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0)| = \left| \int_0^\epsilon ds' [\hat{F}(\xi(s', t_0 + \epsilon), t_0 + \epsilon) - \hat{F}(\xi(s', t_0), t_0)] \right| \leq \int_0^\epsilon ds' |\hat{F}(\xi(s', t_0 + \epsilon), t_0 + \epsilon) - \hat{F}(\xi(s', t_0), t_0)|$$

Assuming that $\hat{F}$ is Lipschitz in spacetime position vector $\vec{x} = (x, t)$, i.e.

$$|\hat{F}(\vec{x}) - \hat{F}(\vec{y})| \leq K_0|\vec{x} - \vec{y}| = K_0|\vec{x}_2 - \vec{x}_1| = K_0|\vec{x}_2 - \vec{x}_1|^2 + |t_2 - t_1|^2,$$

for some $K_0 > 0$, we can write

$$|\xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0)| \leq K_0 \int_0^\epsilon ds' \left| \xi_s(s', t_0 + \epsilon) - \xi_s(s', t_0) \right|^2 + \epsilon^2.$$

Therefore, we find

$$\frac{\partial}{\partial s} |\xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0)| \leq K_0 \left| \xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0) \right|^2 + \epsilon^2$$

$$\leq K_0 \left( |\xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0)| + |\epsilon| \right),$$  \hfill (C.1)

which implies

$$|\xi_s(s, t_0 + \epsilon) - \xi_s(s, t_0)| \leq |\epsilon| \left( \frac{e^{K_0 \epsilon} - 1}{K_0} \right)$$  \hfill (C.2)

This is the inequality given by (12).
Appendix D. Scalar fields as perfect fluids

In this appendix, we illustrate how a velocity field can be attributed to a given scalar field \( \phi(x, t) \) represented as a perfect fluid.

The equation of motion is obtained from an action, with potential \( V(\phi) \):

\[
S = -\int \sqrt{-g} \, dx \mathcal{L}(\phi, \partial_\mu \phi) = -\int \sqrt{-g} \, dx \left( \frac{1}{2} \partial^\mu \phi \partial_\mu \phi + \mathcal{L}(\phi) \right),
\]

where \( g \) is the determinant of the metric \( g_{\mu\nu} \). The Lagrangian density is \( \mathcal{L} = \left( \frac{1}{2} g_{\mu\nu} \partial^\mu \phi \partial_\nu \phi + V(\phi) \right) \), and the Euler–Lagrange equations read \( \partial^\mu \frac{\partial \mathcal{L}}{\partial (\partial_\mu \phi)} = \frac{\partial \mathcal{L}}{\partial \phi} \), which give the equation of motion. For instance, with the quadratic potential \( V(\phi) = m^2 \phi^2 / 2 \), we get the Klein–Gordon equation: \( -\partial_\mu \partial^\mu + m^2 \phi = 0 \). Note that here we use the metric sign convention \( -,+,+,+ \) and work in natural units thus \( c \equiv 1 \equiv h \).

The density and pressure corresponding to the scalar field \( \phi \) is obtained by comparing its energy-momentum tensor to that of a perfect fluid:

\[
\begin{align*}
T^{\mu\nu} &= \mathcal{L} g^{\mu\nu} + \partial_\mu \phi \partial_\nu \phi, \quad \text{(scalar field)} \\
T^{\mu\nu} &= P g^{\mu\nu} + (P + \rho) u^\mu u^\nu, \quad \text{(perfect fluid)}
\end{align*}
\]

with metric sign convention \( -1 = g_{\mu\nu} u^\mu u^\nu \). Here \( u^\mu = dx^\mu / d\tau \) is the four-vector while \( P \) and \( \rho \) are the pressure and density of the fluid. We find the density, pressure and velocity field of the perfect fluid, respectively, as the following:

\[
\begin{align*}
\rho &= -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + V(\phi), \\
P &= -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi),
\end{align*}
\]

and

\[
\rho = \pm \frac{g^{\mu\nu} \partial_\mu \phi}{\sqrt{-g^{\mu\nu} \partial_\nu \phi \partial_\nu \phi}}.
\]

The sign of \( u^\mu \) is arbitrary and independent of \( T^{\mu\nu} \). We can choose it in a way that \( u^0 \) is positive for a positive \( \phi \), i.e. an increasing scalar field. We find

\[
u^\mu \equiv \left( \frac{d\tau}{dt}, \frac{dx}{d\tau} \right) = \pm \frac{1}{\sqrt{-g^{\mu\nu} \partial_\nu \phi \partial_\nu \phi}} \left( \phi, -g^{0\nu} \partial_\nu \phi \right),
\]

where \( \phi \equiv \partial \phi / \partial \tau \), and \( g^{0\nu} \) is the purely spatial part of the metric \( g^{\mu\nu} \). Noting that \( u^\mu = \frac{d\tau}{dt} \left( 1, \frac{dx}{d\tau} \right) \), we find

\[
\gamma \equiv \frac{d\tau}{dt} = \frac{\dot{\phi}}{\sqrt{-g^{\mu\nu} \partial_\nu \phi \partial_\nu \phi}},
\]

and (if \( \phi \equiv 0 \))

\[
\frac{dx^i}{dt} = -g^{i\mu} \frac{1}{\phi} \partial_\phi \partial x^\mu. \quad \text{(no summation)}
\]

Consequently, the ordinary 3-velocity in a general curvilinear coordinates with (spatial) metric \( g^{ij} = h_i^{-2} \delta_{ij} \) is

\[
\nu_j = h_j \frac{dx^j}{dt} = -\frac{1}{\phi} \frac{\partial \phi}{h_i \partial x^i}. \quad \text{(no summation)}
\]

Using the gradient operator \( \nabla \equiv \frac{\partial}{h_i \partial x^i} \) in the curvilinear spatial coordinates, we can finally write the 3-velocity as

\[
\mathbf{v}(x, t) = -\nabla \phi(x, t) \quad \text{(D.3)}
\]

In conclusion, a real, inhomogeneous, time-dependent scalar field \( \phi = \phi(x, t) \), represented as a perfect fluid, defines a vector field \( \mathbf{v}(x, t) \) at any point in spacetime at which \( \phi \equiv 0 \).

As an example, with the Robertson-Walker metric in a flat universe, \( -dt^2 = -a(t)^2 + a^2(t) dx^2 \), with scale factor \( a(t) \), the 3-velocity defined by the inflaton field is given by \( \mathbf{v}(x, t) = -a^{-1} \nabla \phi / \phi \). (Dividing the gradient operator by the factor \( a(t) \) is due to the stretching of the physical coordinates as a result of the expansion of the
Universe: $\nu_{\text{physical}} \equiv a^{-1}\nu_{\text{comoving}}$. Equivalently, we can include this in the spatial part of the metric $g_{\mu\nu}$, i.e. in the definition of $h_i$’s in the Robertson-Walker metric.

It is easy to check that this velocity satisfies the general relativistic Euler equation. For instance, in a flat and expanding universe (i.e. using the Robertson-Walker metric with zero spatial curvature):

$$\frac{d\nu}{dt} + a^{-1} v \nabla \nu = -\frac{1}{P + \rho} \left( a^{-1} \nabla P + \nu \frac{\partial P}{\partial t} \right) - \frac{\dot{a}}{a} v (1 - v^2),$$

with $v \equiv |\nu|$. For a non-expanding fluid, $a(t) \equiv 1$, and the Hubble parameter vanishes $H \equiv \dot{a}/a = 0$. Thus, the 3-velocity given by equation (D.3) satisfies the familiar special relativistic Euler equation:

$$\frac{d\nu}{dt} + v \nabla \nu = -\frac{1}{P + \rho} \left( \nabla P + \nu \frac{\partial P}{\partial t} \right),$$

which is equation (22).

In the end, we note that the velocity given by equation (D.3) is in fact quite general and can also be obtained in a rather informal way. The simplest vector associated with a scalar field is its gradient, e.g., in electrostatics, the electric field is proportional to the gradient of the scalar potential; $E = -\nabla \phi$. We may in fact represent the scalar field as a fluid whose velocity field is proportional to the field gradient. In a relativistic setup, one can define the fluid’s four-velocity as $U^\mu \equiv (\partial_t \Phi, -\nabla \Phi)$, but the relativistic relation $U^\mu U_\mu = -1$ would require then $- (\partial_t \Phi)^2 + |\nabla \Phi|^2 = -1$, which is an additional and undesired constraint. A simple solution is to normalize the velocity field and re-define it as

$$U^\mu = \frac{1}{\sqrt{(\partial_t \Phi)^2 - |\nabla \Phi|^2}} (\partial_t \Phi, -\nabla \Phi) = \frac{\Phi}{\sqrt{1 - |\nabla \Phi|^2}} \left( 1, -\nabla \Phi \right)$$

which satisfies $U^\mu U_\mu = -1$ without setting any constraint on the field $\Phi$ provided that $\Phi(x, t) \equiv \partial_t \Phi(x, t) \neq 0$. This leads to equation (D.3). The Lorentz factor is defined as $\gamma \equiv \frac{dt}{d\tau} = \pm (\Phi/|\Phi|) (1 - |\nu|^2)^{-1/2}$ with plus (minus) sign chosen for $\Phi > 0$ ($\Phi < 0$). Therefore, $\gamma = (1 - |\nu|^2)^{-1/2}$ as desired.
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