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Abstract

How to learn a universal facial representation that boosts all face analysis tasks? This paper takes one step toward this goal. In this paper, we study the transfer performance of pre-trained models on face analysis tasks and introduce a framework, called FaRL, for general facial representation learning. On one hand, the framework involves a contrastive loss to learn high-level semantic meaning from image-text pairs. On the other hand, we propose exploring low-level information simultaneously to further enhance the face representation by adding a masked image modeling. We perform pre-training on LAION-FACE, a dataset containing a large amount of face image-text pairs, and evaluate the representation capability on multiple downstream tasks. We show that FaRL achieves better transfer performance compared with previous pre-trained models. We also verify its superiority in the low-data regime. More importantly, our model surpasses the state-of-the-art methods on face analysis tasks including face parsing and face alignment.

1. Introduction

Face analysis tasks are of crucial importance to social interactions and have received extensive attention over the past decades. Many existing state-of-the-art results [7, 50, 92] come from deep neural networks with supervised learning. However, such supervised models, in order to learn appropriate feature representations for each given task, are studied separately with large-scale manually annotated data which is expensive and difficult to acquire, especially for some face tasks such as face parsing and face alignment.

Recently, visual representation learning in computer vision appears to be paved by a popular learning paradigm, pre-training, due to the remarkable success of the groundbreaking models in Natural Language Processing such as BERT [24] and GPT-series [5, 74, 75], followed by a wide variety of multiple techniques [25, 45, 52, 71, 76]. Thereafter in vision, many attempts [13, 33, 36] along this path have been proposed, showing promising results using approaches related to contrastive loss [2, 10, 29, 35, 69].

Meanwhile in the area of vision-language tasks involving multi-modality, there are studies [44, 53, 54, 62, 73, 87] exploring learning directly from large, freely available image-text pairs up to hundreds of millions. Their results show that natural language supervision is beneficial for visual representation learning, bringing superior performance to most tasks on general images. Such pre-training has several advantages: 1) showing promising few-shot transfer performance, alleviating the hard-acquired labeled data issue; 2) enabling convenient deployment by extracting general feature representation once and then applying to diverse downstream tasks. Yet when it comes to the face domain, one of the most important domains in computer vision, the effectiveness of pre-training is relatively unexplored.

In this paper, we study the behaviors of transfer performance of pre-trained models on face analysis tasks and introduce a framework, FaRL, to learn general facial representation in a visual-linguistic manner. Instead of crawling images and texts from the Web by manually designed face-related queries, we create a dataset by filtering out from a large openly available image-text-pair dataset [82], resulting in a subdataset containing 20 million face images, denoted as LAION-FACE.

We adopt the widely used contrastive loss to pull the embeddings of matched image-text pair together while pushing those of non-matched image-text pairs apart, which provides high-level semantic meaning. We propose exploring supplementary low-level information simultaneously to further enhance the face representation, by adding a masked
image modeling inspired from BEiT [3]. We perform pre-
training on LAION-FACE and evaluate the representation
capability with the frozen backbone, as our ultimate goal is
to offer a general facial representation that can be quickly
to adapt to downstream tasks.

We measure the performance on several important down-
stream face tasks, including face parsing, face alignment
and face attribute prediction, for which labeled data is usually
difficult to acquire. We show that better transfer per-
formance can be achieved compared with other pre-trained
models. We also demonstrate its superiority in the low-data
regime. Moreover, our model outperforms the state-of-the-
art methods on face tasks including face parsing and face
alignment.

In summary, our major contributions are as follows:

1. We present an extensive study about the transferable
visual models learned in a visual-linguistic manner on
versatile face analysis tasks, which is relatively unexp-
lored in the literature.

2. We introduce a new framework, exploring low-level
and high-level information simultaneously for bet-
ter representation. We achieve superior transfer per-
formance than previous pre-training approaches, and
more importantly on face parsing and face alignment,
our model has surpassed the state-of-the-art methods.

2. Related Works

2.1. Visual Representation Learning

Ever since the pioneering work [49] on ImageNet recog-
nition followed by numerous improvements [38,40,85,102],
ImageNet classification [19] has been the de facto pre-
training task for visual representation learning. The back-
bones for a wide range of visual tasks including image clas-
sification, object detection, semantic segmentation and hu-
mans pose estimation are often initialized from ImageNet
pre-trained weights with the goal of less task-specific data
and fewer training epochs. Supervised pre-training then
becomes the predominant recipe in visual representation
learning, with a scaling-up trend in the size and complex-
ity of the network [47] as well as the size of the training
dataset, e.g., JFT-300M [88] and Instagram-1B [64].

As pre-training with large Transformer-based networks
on large corpora [5,24,25,52,74,75] has pushed the state of
the art forward in natural language processing, there emerge
lots of inspired advancements in visual representation learn-
ing. The vision Transformer [28, 95] applied a standard
Transformer directly to image classification by splitting an
image into patches, similar to the tokens in NLP. iGPT [12]
deﬁned the auto-regressive and BERT objective in the con-
text of images by predicting pixels whose color is indexed
by k-means clustering. On the other hand, BEiT [3] de-
digned a BERT-style loss based on the visual discrete tokens
obtained by the discrete variational auto-encoder.

Subsequently, the remarkable success of natural lan-
guage processing also ﬂourished the visual-language pre-
training, where large amounts of freely available image text
pairs can be acquired on the Internet. Without relying on the
the pre-trained object detector to extract image region fea-
tures as previous works [17, 43, 56, 90, 104, 105], CLIP [73]
and ALIGN [44] adopt the contrastive loss, an effective loss
in self-supervised representation learning, to pull the em-
bedding of matched image-text pairs together while pushing
those of non-matched pairs apart, followed by ALBEF [54]
which further improves the visual-language pre-training.

Another line of works [13–16, 33, 36] focus on learning
visual representation without any supervision. Among the
most successful of recent efforts, the critical core also relates
to contrastive loss, measuring the similarities of augmented
image pairs in a representation space.

2.2. Facial Representation Learning

In the area of face analysis, most tasks [7, 42, 50, 57,
92, 93] are solved by supervised training with manually la-
beled data. Such supervised methods require a large num-
ber of training samples and may suffer from overfitting be-
cause of the massive number of model parameters. While
pre-training has shown impressive performance on few-shot
learning and also help reduce overfitting [39], the effective-
ness of pre-training on face domain is rarely explored yet.
Another major advantage of pre-training is that there will be
a universal facial representation that can be well transferred
to a variety of downstream tasks, which is particularly de-
sirable for resource-limited mobile devices.

There exist several works addressing few-shot learn-
ing [4, 84] and transfer learning [1, 110] on a speciﬁc face
task instead of examining pre-training over diverse face
tasks. Closely related to our work is [6], which explored
unsupervised pre-training for facial representation learn-
ing. In contrast, we bring clarity to an unexplored regime,
weakly-supervised pre-training, on face domain as it has
been shown in [73] that leveraging massive web image-text
pairs, which provides weak supervision for images, is help-
ful for learning visual representations in few-shot scenarios.

3. FaRL

3.1. Visual Linguistic Face Data

Our goal is to learn a transferable facial representa-
tion in a visual-linguistic manner. For this purpose, we
start by collecting a sufﬁciently large dataset that con-
tains image-text pairs where the image includes a face re-
gion and the text label is natural language. Existing face
datasets [34,41,51,58,60,79] are mainly designed for a spe-
specific face task. For example, the associated labels of corresponding datasets are identities, semantic masks, landmark locations, attribute tags for face recognition, face parsing, face alignment and attribute prediction respectively.

To enable learning from natural language supervision, which benefits from the large quantities of data available on the Internet, we construct a new dataset consisting of 20 million image-text pairs. Specifically, we leverage the large openly available image-text-pair dataset, LAION [82], that contains 400 million samples. To filter out those non-face images, we adopt a face detector, RetinaFace [23], to identify the presence of a face in an image. 20 million pairs are randomly sampled from those whose face detection scores are greater than 0.9. The resulting dataset is denoted as LAION-FACE. Figure 1 shows some image-text-pair samples from the dataset. The distribution of the number of faces in each image is shown in Figure 2.

### 3.2. Image-text Contrastive Learning

Following [44,73], we adopt the image-text contrastive loss, which has been shown to be more compute-efficient than generative models [12] and learn better representation than the predictive counterpart [94]. The contrastive learning learns by comparing, according to some notion of similarity. Precisely, consider a given image-text pair \(\{T, I\}\), the extracted feature representations are \(\{f^T_{\text{cls}}, f^T_1, \ldots, f^T_N\} = E_T(I), \{f^I_{\text{cos}}, f^I_1, \ldots, f^I_N\} = E_I(T)\), where \(E_I\) denotes the image Transformer-based encoder and \(E_T\) denotes the text Transformer-based encoder. \(f^T_{\text{cls}}\) is short for class token, \(e^I\) is short for end of sequence token and \(1, \ldots, N(M)\) denotes the index of visual (language) tokens. The features from the \(f^I_{\text{cos}}\) token are then fed into a projection head (a small MLP) to obtain the metric embeddings, i.e. \(e^I = P_T(f^I_{\text{cls}}), e^T = P_T(f^T_{\text{cos}})\). The contrastive loss, in the scenario of image-text pairs, is given as

\[
\begin{align*}
L_I &= -\frac{1}{B} \sum_{i=1}^{B} \frac{\sigma}{\sum_{j=1}^{B} \exp(e^I_i e^T_j / \sigma)}, \\
L_T &= -\frac{1}{B} \sum_{i=1}^{B} \frac{\sigma}{\sum_{j=1}^{B} \exp(e^T_i e^I_j / \sigma)},
\end{align*}
\]

where \(B\) is the number of image-text pairs in a mini-batch, and \(\sigma\) is the temperature to scale the logits, which is learned together with all other parameters.

### 3.3. Masked Image Modeling

It is intuitively plausible that the image-text contrastive learning facilitates to learn semantic feature representations from text about concrete or visualizable concepts. To further enhance the face representation, we add a masked image modeling task that masks some image patches in the input and predicts the visual tokens corresponding to the masked patches. This objective is similar to image inpainting aiming at filling in holes of an image, which is a representative low-level vision task. We hypothesize that this masked image modeling will help the features to capture low-level information, providing complementary information to high-level semantics.

Formally, let \(\tilde{I}\) be the masked image, where some image patches are randomly masked. That is to say, if a given input image \(I\) is split into \(N\) image patches \(\{I_1, \ldots, I_N\}\), the masked image \(\tilde{I}\) is also represented as \(N\) image patches \(\{\tilde{I}_1, \ldots, \tilde{I}_N\}\) with

\[
\tilde{I}_k = \begin{cases} 
I_k, & k \notin \mathcal{M} \\
\text{m}, & k \in \mathcal{M}
\end{cases},
\]

Figure 1. Image-text pairs randomly sampled from LAION-FACE. Web texts are not always accurate but often easier to acquire.

Figure 2. Distribution of #faces in each image in LAION-FACE.

Figure 3. Illustrating our pre-training framework. We integrate masked image modeling with image-text contrastive learning. The two \(E_I\) in this figure stand for the same image encoder. After the pre-training, we use \(E_I\) to boost downstream face tasks.
where \( \mathcal{M} \subset \{1, \ldots, N\} \) denotes the positions where image patches are masked, and \( m \) is the masked token, a learnable vector as same dimension as non-masked patches. After we get the features from the image encoder, \( \{f_{\text{cls},k}, f_1^k, \ldots, f_{14}^k\} = E_I(I) \), we feed them into a small Transformer which outputs the final hidden vectors, \( \{h_{\text{cls}}, h_1, \ldots, h_{14}\} = E_{\text{MIM}}(f_{\text{cls},k}, f_1^k, \ldots, f_{14}^k) \). The objective is to predict the masked region from the corresponding hidden vectors \( \{h_k^k, k \in \mathcal{M}\} \). Instead of directly predicting pixels requiring huge memory consumption, the discrete variational autoencoder [70] is utilized here to first encode each image patch to one of \( |\mathcal{V}| \) possible values, with \( \mathcal{V} \) being the vocabulary of the autoencoder. Thereafter, a classification layer is attached on the hidden vector \( \tilde{h}_k^k \) to predict the corresponding masked patch’s index among \( \{1, \ldots, |\mathcal{V}|\} \). The loss function is given as,

\[
L_{\text{MIM}} = - \sum_{k \in \mathcal{M}} \log p \left( q_{\text{cls}}^k(I)|\tilde{I} \right),
\]

where \( p(q_{\text{cls}}^k(I)|\tilde{I}) \) denotes the classification score of classifying the \( k \)-th hidden vector belonging to the visual token \( q_{\text{cls}}^k(I) \), where \( q_{\text{cls}} \) is the categorical distribution.

The whole framework is illustrated in Figure 3. In the experiment, we directly use the publicly available discrete variational autoencoder described in [77].

3.4. Pre-training Details

Model architecture. Our model consists of an image encoder \( E_I \), a text encoder \( E_T \) and a masked image modeling module \( E_{\text{MIM}} \). We implement the image encoder \( E_I \) following prior works [3,28,73] for fair comparison. Specifically, it is a 12-layer 768-width visual Transformer ViT-B/16 [28] with 87M parameters and 224 × 224 input. The input image is first split into 14 × 14 image patches, followed by a linear projection to obtain 14 × 14 patch embeddings. A learnable \( \text{cls} \) token is prepended to these 196 embeddings, which is called the [CLS] token. The input face image is aligned to the mean face as input. For images containing more than one face, we will choose one randomly. During pre-training, every input image will be fed into image encoder twice: one for image-text contrastive learning, one with randomly masked (at most 75 patches) image patches for masked image modeling.

3.5. Downstream Face Tasks

We adapt our model to multiple downstream face tasks that span various categories (segmentation, regression and classification) to evaluate its transfer performance:

Face parsing predicts pixel-wise regions of face components. Two popular datasets are used for this task: LaPa [58] and CelebAMask-HQ [51]. LaPa contains over 22K images, 18,176 for training and 2K for testing, each annotated with an 11-category pixel-level label map. CelebAMask-HQ consists of around 30K facial images, 24,183 for training and 2,824 for testing, each annotated with a 19-category label map including not only facial components but also body parts and accessories like eyeglasses, earrings and necklaces. Following [58,92,93], the F1 scores of facial components are used to measure the performance.

Face alignment aims to regress 2D face landmark coordinates on a face image. We use three popular datasets: AFLFW-19 [109] with 20K images for training and 4,386 for testing, each annotated with 19 landmarks; 300W [79–81] with 3,837 images for training and 600 for testing, each annotated with 68 landmarks; WFLW [99] with 7,500 training data and 2,500 testing data, each annotated with 98 landmarks. Following common practice, we use normalized mean error (NME), failure rate (FR) and AUC as the metric.

Face attributes recognition predicts multiple attributes (e.g., gender, age and race) of a given face image, which can be viewed as a multi-label classification. Two datasets are adopted: CelebA [60] and LFSA [60]. CelebA consists of over 202K facial images, while LFSA consists of 13,143 images, both with 40 attribute annotations per image. Following [60,84], on CelebA, we use 162,770 for training and 19,962 for testing; on LFSA, We use 6,263 for training and the rest for testing. The averaged accuracy over all attributes is used as the metric.

4. Experiments

4.1. Setup

Different heads are designed for different downstream tasks. All the heads exploit features not only from the last layer of the visual Transformer \( E_I \), but also from some intermediate layers of it. Let \( \{f_{\text{cls},k}; f_1^k; f_2^k; \ldots; f_{14}^k\} \) be the feature representations from the \( k \)-th layer, with \( 1 \leq k \leq 12 \), since \( E_I \) consists of 12 layers in total.

We design a simple head for face attributes recognition. Let \( K \) be the set of selected layers for downstream. We com-
F2D feature map of size $N \times \sqrt{N}$ responds to image patches, hence they can be reshaped to a vector for multi-label binary classification. The head is trained by layer-normalized linear to compute three feature vectors from each layer $k \in \mathcal{K}$: the $cls$ token feature $f^{l}_{cls,k}$, the mean of all non-cls token features and the global max-pooling of all non-cls token features. These $3 \times |\mathcal{K}|$ vectors are then layer-normalized and linearly combined into one vector through learnable weights, appended with a fully connected layer to generate the logits for multi-label binary classification. The head is trained with binary-cross-entropy loss and AdamW [61] optimizer. We adopt a learning rate of $1e^{-3}$ and weight decay $1e^{-5}$. Tanh-warping [57] is employed to balance the segmentation performance between the inner facial components and the hair region.

The face alignment head predicts heatmaps of the 2D landmark points, as is practiced by [42, 50, 97]. We render groundtruth landmark points as Gaussian heatmaps of size $128 \times 128$ with a one-pixel $\sigma$ and values $\in [0, 1]$. Instead of using those complex loss functions designed by [30, 42, 97], we simply train the head with a soft-label cross-entropy loss. UperNet [101] is also employed to output the heatmap logits. We train the head using AdamW with learning rate $0.01$ and weight decay $1e^{-5}$.

For all downstream tasks, we follow [3] and set the selected layers $\mathcal{K} = \{4, 6, 8, 12\}$. The above setups are also adopted for other pre-trained models for fair comparison. Please refer to the appendix for more details.

### 4.2. Comparing with Pre-trained Transformers

We are curious about a question: given one face image as input, is it possible that the feature output from our pre-trained model could be quickly adapted to benefit all downstream tasks? To answer this question, we freeze our pre-trained model, extract features from input face images using the same frozen encoder $E_{f}$, and directly leverage the output features to facilitate downstream training.

We compare FaRL with other publicly available pre-trained Transformers. For fairness, all models share the same backbone structure (ViT-B/16)\(^1\). We ensure that they only differ in backbone weights, with all other settings (head structures, training hyper-parameters etc.) identical.

We compare with six pre-trainings: 1) MoCo v3 [16], a model pretrained on ImageNet-1K using image-wise contrastive learning; 2) BEiT [16], pretrained on ImageNet-22K with mask image modeling only; 3) ViT [28], the classic vision transformer pretrained with large-scale human an-

---

\(^1\)Except Face Transformer, which has smaller patch size of 8 but a larger transformer layer number of 20. We set $\mathcal{K} = \{6, 9, 13, 20\}$ for Face Transformer.
We evaluate the effectiveness of different training components through ablation experiments reported in Table 3, where ITC represents the image text contrastive learning. MIM stands for the masked image modeling. MIM1 means to append an additional 1-layer Transformer to $E_I$ for masked image modeling, while MIM6 means to append 6 layers. ALIGN means we would follow Section 3.4 and randomly select one face from the original image, align and crop it to $224 \times 224$ before feeding into the vision encoder. If without ALIGN, we would follow CLIP [73] instead and do random crop to get the $224 \times 224$ input.

4.3. Ablating Pre-training Components

We evaluate the effectiveness of different training components through ablation experiments reported in Table 3, where ITC represents the image text contrastive learning. MIM stands for the masked image modeling. MIM1 means to append an additional 1-layer Transformer to $E_I$ for masked image modeling, while MIM6 means to append 6 layers. ALIGN means we would follow Section 3.4 and randomly select one face from the original image, align and crop it to $224 \times 224$ before feeding into the vision encoder. If without ALIGN, we would follow CLIP [73] instead and do random crop to get the $224 \times 224$ input.

### Table 3. Ablating the different components of FaRL pre-training w.r.t downstream task performances. *ITC+MIM1+ALIGN* is the default setting of FaRL.

| Pre-training Settings | LaPa | AFLW-19 | CelebA |
|------------------------|------|---------|--------|
| ITC                    | 91.75| 1.009   | 91.31  |
| ITC+MIM                | 91.82| 1.004   | 91.21  |
| ITC+MIM1+ALIGN (FaRL)  | 92.32| 0.991   | 91.39  |
| ITC+MIM6+ALIGN         | 92.19| 1.002   | 91.38  |
| ITC+MIM1+ALIGN         | 91.99| 0.992   | 91.20  |
| ITC+ALIGN              | 91.88| 1.012   | 91.40  |
| ITC (LAION-RANDOM)     | 91.68| 1.010   | 90.76  |

Compared to ITC only, adding MIM1 improves performances on face parsing (LaPa) and face alignment (AFLW-19), but not on face attributes recognition (CelebA). This supports our hypothesis that MIM helps capturing more low-level information, thus it is more beneficial for downstream tasks depending on relatively low-level features. Although ALIGN is the most critical component for CelebA, adding both MIM1 and ALIGN together achieves generally better scores on most downstream benchmarks (LaPa, AFLW-19). In addition, a heavier MIM6 head is not as good as MIM1, suggesting that the deeper head may weaken the effect of the MIM loss. Therefore, we select ITC+MIM1+ALIGN as the default setting of FaRL.

We also append a result of an ITC-only model pre-trained on a dataset called LAION-RANDOM in Table 3. LAION-RANDOM has the same size with LAION-FACE but its data is randomly sampled from LAION, thus containing lots of non-face images. The model pre-trained on LAION-FACE is consistently better than the model pre-trained on LAION-RANDOM, showing the importance of face data in pre-training. The ratio of face images is more crucial for face attributes recognition (CelebA) but relatively less important for face parsing (LaPa) and face alignment (AFLW-19). It might be because face attributes recognition require reasoning on higher-level semantics. To implicitly acquire the high-level knowledge related with facial attributes and identity, the model needs to see a lot more face images in pre-training.

### 4.4. Comparing with State-of-the-Art Face Methods

In this section, we compare FaRL with the state-of-the-art methods in multiple downstream face tasks. Different variants of FaRL are also compared. We use the name FaRL to represent our vanilla FaRL model whose pre-trained backbone is always frozen. FaRL$_{sh}$ denotes the model that is fully fine-tuned from the vanilla FaRL for the specific downstream task. While both FaRL and FaRL$_{sh}$ accepts $224 \times 224$ inputs, we also fine-tune a model that accepts two-times larger input resolution, namely FaRL$_{448}$. FaRL$_{448}$ shares the same initial parameters with FaRL$_{sh}$, but its positional embeddings are initialized by a bi-cubic up-sampling from the positional embeddings of FaRL$_{sh}$. In order to investigate whether the gains are brought by our pre-
training method or just come from the Transformer-based framework. We also append a model named Scratch. It stands for a model which shares the same network structure with FaRL, but is specifically fully trained on the corresponding dataset from scratch.

**Face parsing.** As illustrated in Table 4 and Table 5, our methods achieve remarkable performances on LaPa and CelebAMask-HQ. The vanilla FaRL surpasses the prior arts on both benchmarks. The refined FaRL\(_{\text{ft}}\) brings even higher F1 scores. The ultimate performance is achieved by FaRL\(_{\text{448}}\), which outperforms the state-of-the-art method [92] by 1.58% and 4.06% on LaPa and CelebAMask-HQ, respectively. We note that the input resolution plays a critical role in face parsing performance, it is especially effective for small components (e.g., *nose* in *CelebAMask-HQ*). Even though, the required resolution of FaRL\(_{\text{448}}\) is lower than the resolution needed by the state-of-the-art approach [92] which is 473. It is also worth noting that the backbone-frozen FaRL achieves even better performances than the Scratch models on both benchmarks, showing that the representation learned from FaRL is not only widely applicable, but also sufficiently effective.

**Face alignment.** We compare with previous face alignment methods on three benchmarks: AFLW-19, 300W and WFLW, and report results in Table 6, Table 7 and Table 8, respectively. The Transformer-based methods achieve performances superior to all prior arts on AFLW-19, as shown by Table 6. Among these Transformer-based methods, the vanilla FaRL consistently outperforms Scratch, and our FaRL\(_{\text{448}}\) achieves new state-of-the-art performances on both AFLW-19 and WFLW, while being comparable with [42] on 300W. But unlike [42], our method does not assume any co-boundary relationship among landmark points. In addition, our methods outperform a previous work [6], which also leverages unified face representation pre-training, by a large margin.
We freeze the pretrained backbones and only fine-tune the FairFace dataset for balanced race, gender, and age. It categorizes image dataset FairFace [46]. FairFace is a face attribute dataset and although we choose a roundabout way of filtering out face images from a general image-text pair dataset, we are aware that there are still limitations of our model. First, as discussed above, our model presents bias to a certain degree, which might be caused by: 1) the data bias existing in the original LAION dataset [82], or 2) the performance bias of the face detector [20] we use. Second, our current work has not yet adapted to some important face tasks, e.g., face detection, face anti-spoofing and face forgery detection. We expect our future updates would address these issues.

5. Discussions

In this section, we discuss the pros and cons of our model. While some of these have been analyzed in previous various sections, we summarize and collect them here.

The benefits of our model. First and most important, our model provides a general facial representation learning framework showing excellent performance on downstream tasks. In this way, a face image can be fed into a general feature extraction module once and for all, then the feature is used in different decision modules for different respective face tasks. This is particularly useful for resource-restricted mobile devices. Second, our model is applicable for low-level face tasks as well as high-level face tasks, due to the joint learning of the contrastive learning capturing the semantics and the masked image modeling harnessing the low-level information. Last, we show that the framework achieves satisfactory results based on 20M samples, much fewer compared with general image representation pre-training [73] utilizing hundreds of millions of samples. This will facilitate its adoption.

Ethical considerations. Our model relies on the large-scale image-text data which is usually crawled from the Internet with a huge amount of data publicly available in such form. While crawling face images seems to be another matter, it may suffer from social biases as it would be unlikely to fully cover all different aspects of face-related queries when crawling. Although we choose a roundabout way of filtering out face images from a general image-text pair dataset, it is still possible that bias exists in the extracted subdataset.

Table 9. Comparing with other face attributes recognition methods under both full-shot and few-shot protocols on CelebA and LFWA. Results are reported in mean accuracy (%).

| Model     | White | Non-White | Average | Discrepancy |
|-----------|-------|-----------|---------|-------------|
| Age       |       |           |         |             |
| FairFace  | 60.05 | 60.63     | 60.52   | +0.58       |
| CLIP [73] | 62.25 | 61.95     | 62.00   | -0.30       |
| FaRL      | 61.49 | 61.84     | 61.78   | +0.55       |
| Gender    |       |           |         |             |
| FairFace  | 94.15 | 94.41     | 94.36   | +0.26       |
| CLIP [73] | 94.87 | 95.78     | 95.61   | +0.91       |
| FaRL      | 95.16 | 95.77     | 95.65   | +0.61       |

Table 10. Age and gender classification accuracies on FairFace. Results are reported w.r.t two race groups.

FaRL exhibits gaps between different race groups, the gap values of FaRL are relatively moderate among others.

Limitations. We are aware that there are still limitations of our model. First, as discussed above, our model presents bias to a certain degree, which might be caused by: 1) the data bias existing in the original LAION dataset [82], or 2) the performance bias of the face detector [20] we use. Second, our current work has not yet adapted to some important face tasks, e.g., face detection, face anti-spoofing and face forgery detection. We expect our future updates would address these issues.

6. Conclusion

In this paper, we investigate the transfer performance of pre-trained models on face analysis tasks. We design a pre-training method, called FaRL, that leverages image-text contrastive learning as well as masked image modeling, to learn more general facial representation. We show that the face representation learned by FaRL transfers well to downstream face analysis tasks, including face parsing, face alignment, and face attributes recognition. Compared with previous pre-trained models, our model FaRL achieves superior transfer performance.
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2 We compare with CLIP-ViT-B/16 under the same fine-tuning protocol for fairness.
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