Abstract—Wireless sensor network (WSN) plays an important role in the large scale farmland environmental monitoring. The complex farmland environment has a great impact on the WSN performance. Extremely low power consumption of WSN is required because of the long monitoring period and limited energy. In the considering of network coverage, connectivity, organization and power consumption, this paper proposes a new deployment strategy in the consideration of solar power nodes. A mixed deployment method combining with structure and random filling deployment is used. The hot-spot nodes in the network are replaced by solar nodes in order to get a longer lifetime. The simulation results show that the new method has a better performance than the traditional algorithms.
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I. INTRODUCTION

With the development of MEMS (Micro-Electro-Mechanical System) and wireless communication technologies[1], WSNs (Wireless Sensor Networks) have played an important role in many fields[2-3]. In agriculture, it is helpful in monitoring the farmland environment with WSNs. In this case, the environment information can be automatically measured, gathered and transmitted to a base station far away. Agriculture workers would use these information to guide and improve the agricultural production. However, there are many restrictions and problems in farmland WSN applications.

One of the most important question is how many nodes should be deployed to the farmland. The connectivity of the network may be bad when there are not enough nodes, or some nodes are not in a suitable place. Increasing the number of nodes often improves network connectivity, but the cost may increase. Some node deployment methods are proposed for this kind of issue.

Limited energy is the bottleneck in the farmland WSN application. So the low power strategies are very important. The low power strategy will decrease the power consumption of each node or average the power consumption between nodes, both of which would lead to a longer network lifetime.

Due to the need of accurate and convenient accessing of farmland environmental information, WSN has become a key technology in the implementation of precision agriculture. In the large scale farmland wireless sensor network monitoring applications, there are many characteristics need to be considered, such as large monitoring area, huge number of nodes, very limited node energy and etc. Node deployment will affect data collection and network lifetime and other properties directly. For all the above reason, how to deploy the nodes effectively becomes a research point.

Existing node deployment research mainly focused in two parts. One is using minimal nodes to achieve the coverage of the monitoring area. The other is how these nodes located to make sure the wireless sensor network has good performance such as connectivity, lifespan and so on. It is very hard to change node batteries in the farmland application, so the energy limitation is more critical. In recent years, renewable energy is a new idea in dealing with the WSN energy problems. Farmland is rich in solar and wind energy resources, by using these, the WSN energy problems could be solved fundamentally. Because of the high cost of the solar power system, there are only a small part of nodes could using it in the agricultural WSN application.

Considering the feature of large scale farmland heterogeneous network and the solar energy obtaining, this paper proposes NHSND (Network Hot-spot Solar Node Deployment). The scheme reduces the deployment complexity and significantly extending the lifespan of the overall network.

II. RELATED WORKS

Node deployment research mainly focuses on the network connectivity and coverage. A reasonable node deployment can offer a good network performance. A redundant deployment may bring better network connectivity and higher coverage rate, but also increases network cost and power consumption. So a key issue in node deployment is to find a balance point between connectivity, coverage, costs and power. The deployment strategy can be classified in different ways, such as structure deployment and random deployment, static deployment and dynamic deployment.

Static deployment is a commonly used method in which the location of nodes is fixed or changed slightly after deployment. A static deployment algorithm focuses on finding an optimization method for large combination of nodes. Many algorithms are proposed for solving this kind of issue, such as Glowworm Swarm Optimization (GSO) algorithm[4], Particle Swarm Optimization (PSO) algorithm[5] and Simulated Annealing (SA) algorithm[6]. All these methods have been find good performances in agriculture WSN applications, especially in large scale network.
However, when the working environment of the WSN changes, the original deployment may perform badly in connectivity or coverage. And dynamic deployment algorithms are proposed to dealing with it. In dynamic deployment, the node is supposed to have the ability to change its location. After the initial deployment, the nodes could choose to move or not based on the environment change. By change the node's location, the dynamic deployment algorithm can achieve a better performance with lower cost than static method.

Random deployment is the simplest deploying method, but in some cases most useful. In some danger or complex environment, such as the battlefield, special terrain, disaster area, it is unable to place the nodes directly by human. In these cases, random deployment by machines or airdrop will be high efficiency. Liu[8] proposed an scheme to estimate the required number of nodes under random deployment. In order to ensure the connectivity and coverage of the wireless sensor network, and lower the network power and cost, the node density $\lambda$ should be

$$\frac{\sqrt{\pi}}{6R_s^2} \leq \lambda \leq \frac{2\sqrt{\pi}}{3R_s^2}. \tag{1}$$

Where, $R_s$ is the perception radius of the sensor nodes.

However, the random deployment may be insufficient for the uncertain location of nodes. Some nodes may be very close to each other, which will raise network redundancy. And the network performance of the random deployment could not be guaranteed.

Under a controllable environment, the structured deployment could be done. Firstly, the monitoring area is divided according to the topology geometry. The node position is previously calculated and then the sensor nodes are deployed. Liu[8] proposed a systematic regular deployment in patterns such as triangular lattice, square lattice and hexagon lattice, and the maximum lattice side in each pattern was given. The deployment cost and connectivity in these three regular patterns were also discussed. Sun[9] compared random deployment, square deployment and hexagon deployment by simulation. The hexagonal plan was determined as the final deployment algorithm can achieve a better performance with the same size $l$.

(4) The network has only one sink node(or base station) with infinite energy collects the data from all other nodes;

(5) There two types of nodes in the network. One is battery powered with finite energy. The other is solar powered which has continuous energy input. For assumption, $E_b$ refers to the initial power of a battery powered node, and $E_r$ refers to the initial power of a solar powered node. $E_b << E_r$;

(6) All nodes have the capability of monitoring the energy level of itself;

(7) The network is hierarchical structure organized, with a cluster radius $r$.

### B. System Models

The communication power consumption model is set as reference [18]. The transmitting power $E_t$ is:

$$E_t = \begin{cases} \frac{E_b}{2} + \frac{1}{2}l \cdot r \cdot d^3 \cdot d \cdot d_{\text{crossover}}, \\ \frac{E_b}{2} + \frac{1}{2}l \cdot r \cdot d^3 \cdot d \cdot d_{\text{crossover}}, \end{cases} \tag{2}$$

where, $l$ refers to the number of bits in a packet, $E_{\text{crossover}}$ refers to the energy consumption which transmitting circuit or receiving circuit transmit one bit data, $d$ refers to the distance between the transmit and receive nodes, $d_{\text{crossover}} = \sqrt{r^2 - d^2}$, is a threshold distance in the model, if $d$ is less than $d_{\text{crossover}}$, then the free space attenuation model is used. if $d$ is larger than $d_{\text{crossover}}$, the multi-path attenuation model is used and $E_a$ are the energy coefficients of power amplification in two models.

The receiving power $E_{r}$ is:

$$E_r = lE_{\text{crossover}}. \tag{3}$$

There are cluster-head nodes and non-cluster head nodes. So the total energy consumption is the sum of cluster heads and non-cluster heads. The power consumption of cluster-head node $E_{CH}$ is calculated as:

$$E_{CH} = \frac{N}{K} \cdot lE_{r} + \frac{N}{K} \cdot lE_{t}, \tag{4}$$
where, $E_{BF}$ refers to the cluster-head's data fusion power per bit information, $d_{oACH}$ refers to the distance between cluster-head and the base station.

The power consumption of intra-cluster nodes $E_{ioCH}$ is calculated as:

$$E_{ioCH} = le_{ioCH} \frac{N}{k} + ld_{ioCH}. \quad (5)$$

where, $d_{ioCH}$ refers to the distance between intra-cluster node and cluster-head.

According to the system model, each cluster region is considered as a round area with a cluster as the center. The total monitoring area is $M^2$, the optimal cluster number is set to $k$. Intra-cluster nodes distribute evenly in the round area. The expectation of $d^2_{ioCH}$ is calculated as:

$$E[d^2_{ioCH}] = \iint (x^2 + y^2) \rho(x, y) dx dy = \frac{M^2}{2\pi}. \quad (6)$$

where, $\rho$ refers to the node distribution coefficient, the value of $\rho$ equals the reciprocal of area when the nodes are evenly distributed.

C. Problem Description

According to the network models and assumptions, there are high performance and high cost solar powered nodes in the network, so the network overall power consumption and cost should take into consideration as well as network connectivity and coverage. Under the mixed power supply WSNs, there four types of problems need to be considered in the network deployment strategy optimization.

1. Network connectivity and area coverage, which are the basic requirement of the deployment strategy;
2. Network cost. The performance would be better if there is more nodes. The problem is to meet the basic performance requirement in a lowest cost;
3. Node location. Under a certain number of nodes, the nodes location have a huge impact to the network performance and lifetime. The location of each node is the key problem in the deployment.
4. Number and location of solar powered nodes. Solar nodes have better performance and much more power, but the number of solar nodes should be limited due to the high cost. And their location are also important to the overall performance.

IV. NETWORK HOT-SPOT SOLAR NODE DEPLOYMENT STRATEGY

A. Undifferentiated node deployment stage

In this stage, all nodes is treated as battery node in order to satisfy the network coverage and connectivity[18-20]. The deploy method proposed in this paper is a combination of structure and random filling deployment. The structure deployment could provide an overall coverage of the monitoring area which avoids nodes unbalance distribution. The random filling deployment provides a more operational way for deployment in large-scale farmland environment, which reduces the difficulties in the deployment. The nodes unbalance distribution caused by random deployment can be ignored in a small region.

The number of nodes should be decide according the monitoring area and node coverage area.

$$N_c = \frac{A_c}{ar}. \quad (7)$$

where, $N_c$ refers to the needed number of nodes, $A_c = M \times M$ refers to the monitoring area, $r$ refers to the node sensing radius, $k$ is the coverage factor. The network will have more nodes with a bigger $C_r$, which may lead to a higher performance and redundancy. Generally $C_r$ takes a value between 1.5 to 2.

The structure deployment method includes deltoid deployment, square deployment and hexagon deployment. Reference [3] has proved the hexagon deployment is better than square deployment. So the hexagon deployment is used as structure deployment method in the paper. An illustration of mixed deployment is shown in figure 1.

![Figure 1. Steps in mixed deployment](http://www.i-joe.org)

As it is shown in figure 1(a), a regular hexagon frame structure deployment is used, which is used to meet the basic network coverage requirement. By doing this, the probability of uneven distribution of random deployment is minimized. A random filling deployment in each frame area is done, as it is shown in figure 1(b), which can simply implement and satisfy the network connectivity.

$N_f$ is the number of nodes which build the regular hexagon frame.

$$N_f = 6A_c - \left[ \frac{A_c}{ar} \right]. \quad (8)$$

where, $A_c = \left[ \frac{A_c}{ar} \right]$ refers to the number of regular hexagon area, $a$ refers to the edge length of regular hexagon. The deployment is more randomize when $a$ becomes larger. When $a \geq r$ the mixed deployment becomes a structure deployment. In this paper $a = 3r$.

$N_c$ refers to the average number of nodes which filling to the each frame area.

$$N_c = \left[ \frac{N_c + N_f}{A_c} \right]. \quad (9)$$
heads which consume more power than the other normal nodes is the hot-spot of the network. Solar powered nodes which have continuous power supply are suit for cluster heads. Meanwhile, there is plenty of solar power in the farmland environment which is easy to get use of. The introduce of solar power can prolong the lifespan of farmland wireless sensor network, but also rises the network cost. So the number of solar node need to be optimized in order to get a balance between network lifetime and cost.

After the undifferentiated node deployment stage, the total number of the nodes and the location of nodes are all fixed. In the second stage, the number and location of solar powered node would be decided. In this section, a solar node deployment strategy based on network hot-spot is proposed. The flowchart of network hot-spot solar node deployment algorithm is shown in figure 2.

![Network hot-spot solar node deployment flowchart](image)

The number of solar nodes equals to the optimal number of clusters $k$. In order to get an optimal $k$, a Linear Programming issue is built. The constrain is to minimize the network overall energy consumption.

\[
\begin{align*}
\frac{dE_{\text{total}}}{dk} &= 0 \\
\frac{d^2E_{\text{total}}}{dk^2} &> 0.
\end{align*}
\]  

(10)

where $E_{\text{total}}$ refers to the overall network power consumption, and $k$ refers to the optimal cluster number.

According to the system models such as equation (4), (5) and (6), the network overall energy consumption is:

\[
E_{\text{total}} = k(E_{\text{elec}} + \frac{N}{k}E_{\text{elec}})
- \left(2E_{\text{elec}}N + E_{\text{elec}}N + kE_{\text{elec}}^2 + NE_{\text{elec}}^2 + \frac{M^2}{2k}\right).
\]  

(11)

Lead equation (11) into formula (10), the optimal $k$ could be obtained as.

\[
k = \frac{\sqrt{N} \sqrt{\varepsilon_r} M}{\sqrt{2\pi} \sqrt{\varepsilon_r} d_{ij}}.
\]  

(12)

After the number of solar nodes is got, the location of the solar nodes could be decided by the following steps.

1. Randomly choose $k$ nodes to be solar powered.
2. Load estimation and comparison.
3. If the target set stable or maximum cycle times.
4. Yes, decide the optimal solar node number $k$.
5. End.

Add $S_j$ to the target set and delete $S_i$.
Repeat step 2 and step 3 until there is no node change in the target set, or reach the maximum cycle times.

V. SIMULATION AND RESULTS

A. Network simulation environment

The simulation was worked out using MATLAB 2012. According to reference [19], network model parameters are shown in table I.

| Parameter | Value |
|-----------|-------|
| Monitoring area | 1000m$^2$$\times$1000m |
| Sink(BS) location | (500,3000) |
| $E_{\text{elec}}$ | 0.5J |
| $E_{\text{r}}$ | 5J |
| $r$ | 100m |
| $c_j$ | 0.0013pJ/b |
| $c$ | 10pJ/b |
| $e_r$ | 50nJ/b |
| $l$ | 400b |
| Basic coverage requirement | 85% |

B. Result and analysis

To test the validity of the algorithm proposed in the paper, random deployment strategy and GA(Genetic Algorithm) was used as the comparison to the NHSND algorithm. The coverage comparison using these three algorithms with different number of nodes was done.

As it is shown in figure 3. When the number of nodes equals 50, the coverage of random deployment is about 30%, GA is about 35%, and NHSND is about 38%. When node number below 200, coverage of all three algorithms increases rapidly with the increasing of node number. The coverage of random deployment is about 60%, GA is about 85%, and NHSND is about 85% with a node number of 200. When the number of nodes is small, the coverage of random deployment algorithm is lower than the
other two methods. Because there may be overlapping between node coverage areas. When the node number goes over 200, the coverage of GA is almost the same, with a final value of about 86%. The coverage of random algorithm keeps increasing when the node number goes over 200, and reaches the highest value of 95% when the number is 400. The coverage of NHSND algorithm keeps increasing when the node number goes over 200 to 300, but the increasing rate is decreased. When the node number is more than 300, the coverage of NHSND keeps stable at a value of about 95%.

When the number of nodes gets large, the redundancy of the network gets high, the coverage of random deployment gets to about 95% in the final state. GA has a good coverage performance when the node number is small. When the node number is larger than 200, the coverage of genetic algorithm keeps below 87%. GA is a local optimization algorithm, which may find a local optimal result instead of a global one. NHSND algorithm has a better performance than the other two in both small and large $N_a$ situations. The network coverage of NHSND reaches about 85% when $N_a$ is 200. NHSND algorithm could reach about 95% coverage when $N_a$ is larger than 300.

As shown in figure 5, when the number of solar nodes $k$ is zero, the result is the same as in figure 4, die nodes appear at about round 400, 10% nodes die at round 1100, 90% nodes die at round 1400, and all nodes goes dead at round 1600. When $k$ equals to 10, die nodes appear at about round 800, 10% nodes die at round 1000, and the alive nodes decrease rapidly to about 100 at round 1600. The reason is that some part of region do not have solar power nodes, so the nodes go dead very quickly. Then the number of alive node do not decrease until round 4000. About half of nodes could find a solar node as a cluster head, so they consume less energy, and work for more than 4000 rounds. After 4000 rounds, the number of alive nodes goes down slowly. The reason may be the nodes which have a distance to the hot-spot exhausted its power. The optimal value of $k$ equals to 21 according to the result in section IV(b). A over solar node supply case of $k$ equals to 40 is used as a comparison. Die nodes appear at about round 4000 in both $k=21$ and $k=40$. In $k=21$ case, 10% nodes die at round 4800, 50% nodes die at maximum round 6000. In $k=40$ case, 10% nodes die at round 5000, 40% nodes die at maximum round 6000. Meanwhile the decreasing rate of alive node is almost the same in these two cases. The extra 19 solar nodes have only a little contribution to the network lifetime cannot balance node energy consumption very well, and it has the least stable period. In genetic algorithm, die nodes also appear at about round 400, but the number of alive nodes in genetic algorithm do not decrease as fast as in random deployment. In genetic algorithm, 10% nodes die at round 700, 90% nodes die at round 1300, and all nodes die at round 1400. The alive nodes number decreases rapidly from round 700 to round 800, round 1000 to round 1100, and also round 1200 to round 1400. In other rounds, the number of alive nodes decrease slowly. That may be because GA is a local optimization algorithm. The deployment of GA may be not so good in some area. Nodes in these areas consume their energy faster than other parts of network. In NHSND algorithm, die nodes appears at round 800, 10% nodes die at round 1100, 90% nodes die at round 1400, and all nodes goes dead at round 1600. The network life time of NHSND is about 2 times of random deployment and 1.3 times of GA.

The introducing of solar power is the key point of NHSND, but GA and random deployment algorithm could not handle this situation. The simulation under solar power situation compares different number of solar nodes in NHSND algorithm.
network lifetime according to the result. The simulation results prove the optimal value’s validity.

VI. Conclusion

Agriculture wireless sensor networks has attracted a lot of attention in the recent years and introduced unique challenges compared to WSN in other applications. In this paper, a new deployment method NHSND is proposed in the consideration of solar power node. A mixed deploy method combining with structure and random filling deployment is proposed to make sure the network coverage and connectivity. A solar power location selection method base on network hot-spot is presented with an optimal number of solar nodes. According to the simulation results, the NHSND algorithm has a better coverage and network life time than genetic algorithm and random deployment. The results also show the optimal number of solar nodes is validate in the NHSND algorithm. On summary, NHSND meets the basic network coverage and has a better energy consumption performance. The proper number of solar nodes balanced the network life time and the overall cost.
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