Neural activation and connectivity during cued eye blinks in Chronic Tic Disorders
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ABSTRACT

Objective: The pathophysiology of Chronic Tic Disorders (CTDs), including Tourette Syndrome, remains poorly understood. The goal of this study was to compare neural activity and connectivity during a voluntary movement (VM) paradigm that involved cued eye blinks among children with and without CTDs. Using the precise temporal resolution of electroencephalography (EEG), we used the timing and location of cortical source resolved spectral power activation and connectivity to map component processes such as visual attention, cue detection, blink regulation and response monitoring. We hypothesized that neural activation and connectivity during the cued eye blink paradigm would be significantly different in regions typically associated with effortful control of eye blinks, such as frontal, premotor, parietal, and occipital cortices between children with and without CTD.

Method: Participants were 40 children (23 with CTD, 17 age-matched Healthy Control [HC]), between the ages of 8–12 (mean age = 9.5) years old. All participants underwent phenotypic assessment including diagnostic interviews, behavior rating scales and 128-channel EEG recording. Upon presentation of a cue every 3 s, children were instructed to make an exaggerated blink.

Results: Behaviorally, the groups did not differ in blink number, latency, or ERP amplitude. Within source resolved clusters located in left dorsolateral prefrontal cortex, posterior cingulate, and supplemental motor area, children with CTD exhibited higher gamma band spectral power relative to controls. In addition, significant diagnostic group differences in theta, alpha, and beta band power in inferior parietal cortex emerged. Spectral power differences were significantly associated with clinical characteristics such as tic severity and premonitory urge strength. After calculating dipole density for 76 anatomical regions, the CTD and HC groups had 70% overlap of top regions with the highest dipole density, suggesting that similar cortical networks were used across groups to carry out the VM. The CTD group exhibited significant information flow increase and dysregulation relative to the HC group, particularly from occipital to frontal regions.

Conclusion: Children with CTD exhibit abnormally high levels of neural activation and dysregulated connectivity among networks used for regulation and effortful control of voluntary eye blinks.

1. Introduction

Chronic Tic Disorders (CTDs), including Tourette's Disorder, affect approximately 20–30% of children, with worldwide prevalence of CTDs estimated at 1–2% (Schlander et al., 2011). Although the natural history of CTDs is not well studied, tics continue into adulthood for up to 50% of individuals (Bloch et al., 2006). CTDs are associated with increased rates of comorbid psychopathology, most often ADHD and OCD (Specht et al., 2011), as well as considerable distress, elevated levels of suicidal ideation, discrimination, and social and academic impairment across the lifespan (Scahill et al., 2005; Storch et al., 2015).

Despite a building research base on this neurodevelopmental disorder, numerous recent reviews agree that the etiology and pathophysiology of CTDs remain poorly understood (Hashemiyoon et al., 2017). Thus far, convergent data from genetics, neuroimaging, neurochemical, and neuropsychological studies have implicated cortico-striatal-thalamo-cortical circuits as underlying tic generation in CTDs (Ganos et al., 2013). In addition to the cortico-thalamic network, interactions between and among several other neural circuits have been implicated. For example, the fronto-parietal attention, cingulo-opercular, and...
somatosensory networks have been implicated in playing a role in the basic pathophysiology and pathogenesis of CTDs (Church et al., 2009). Published electroencephalography (EEG) and event-related potential (ERP) studies in CTDs have been largely consistent with neuroimaging findings and report deviations in cortical activity patterns in frontal and sensorimotor regions (Serrien et al., 2005; Thibault et al., 2009; Yordanova et al., 2006). Recent treatment studies of deep brain stimulation for CTD suggest that thalamic gamma band synchronization and theta-gamma cross frequency coupling may be important biomarkers of tic severity (Maling et al., 2012). Collectively, data suggest that aberrant activity in more than one neural circuit occurs in CTDs, however, findings are confounded by small (usable) sample sizes, developmental differences across wide subject age ranges, potential medication effects, and the uncontrolled presence of psychiatric co-morbidities.

One method for studying the interaction of brain networks involved in attention, task control and movement has been to use voluntary movements, such as finger tapping and blink suppression paradigms. Voluntary movement is an interesting paradigm to study CTDs for several reasons. First, although CTDs primarily involve involuntary movement, there is a voluntary aspect in that most individuals with CTD are able to voluntarily suppress their tics for varying lengths of time and that tic expression is sensitive to environmental factors (Piacentini and Chang, 2006). This suggests some level of conscious control over movement is in play in CTDs. Second, studies suggest that there is continuity in neural circuitry underlying voluntary movement and urge suppression among individuals with and without CTD. For example, it is hypothesized that the inhibitory control exerted by frontal structures such as dorsolateral prefrontal cortex (DLPFC), inferior frontal gyrus (IFG), and supplemental motor area (SMA) during voluntary movement and self-regulation is consistent with neural activity reported during tic inhibition and suppression (Deckerbach et al., 2014; Ganos et al., 2014; Roessner et al., 2011). Finally, eye blinking in particular, is a naturally occurring phenomena that occurs in all people, but is one of the most frequently reported tics that often occurs with premonitory urge (McGuire et al., 2015); blink suppression paradigms have been successfully employed to examine neural correlates of urge in control populations (Berman et al., 2011).

Studies of healthy adults report that the neural correlates of voluntary eye blinking are activations in multiple areas of the frontal lobe, including the medial frontal gyrus, superior frontal gyrus, medial precentral gyrus and supplemental motor area (SMA), as well as the posterior parietal cortex (PPC), and occipital cortices (Berman et al., 2011; Bodis-Wollner et al., 1999; Chung et al., 2006). In addition, numerous studies have suggested that the SMA, in coordination with motor and parietal cortices, is critically involved in voluntary movement preparation, action planning, and intentional blinking (Chung et al., 2017; Franzkowiak et al., 2012). EEG studies of voluntary motor movements (primarily finger tapping or large muscle movements) report parietal alpha- and beta-band spectral power decrease (which is thought to be associated with activation of underlying cortex) and increased coherence and effective connectivity between parietal, SMA and motor areas across broad band frequency ranges (Chung et al., 2017; Franzkowiak et al., 2012; Franzkowiak et al., 2010). Overall, voluntary blinking is associated with a widely distributed cortical network of frontal, motor, parietal and occipital regions.

When healthy adults were asked to suppress, regulate or control eye blinks, a network of brain regions overlapping with voluntary blinking such as superior/medial frontal gyrus, precentral gyrus and SMA was activated, but also involved unique neural regions such as inferior frontal gyrus (IFG), dorsolateral prefrontal cortex (DLPFC), cingulate gyrus, precuneus, inferior parietal lobe, fusiform gyrus, and sensory association areas (Chung et al., 2006; Abi-Jaoude et al., 2018). Poor performance (escape blinks or poor suppression) was associated with activation of several areas including anterior cingulate cortex (ACC), paracentral lobule (SMA), inferior parietal lobule (IPL), angular gyrus, and precuneus (Abi-Jaoude et al., 2018). To our knowledge, there have not been any studies examining voluntary eye blinks or eye blink inhibition in typically developing children or individuals with Chronic Tic Disorders of any age.

While activation and connectivity within the visual system (i.e., fronto-occipital) pathway has not been extensively studied in CTDs, individuals with CTD have been noted to have smaller inferior occipital volumes relative to controls (Peterson et al., 2001) and decreased white matter volume in left lingual gyrus (Liu et al., 2013). In addition, aberrant visual area connectivity has been noted among individuals with CTDs. A recent study reported reduced nodal efficiencies in several occipital regions (inferior occipital gyrus and lingual gyrus) that are important for visual processing (Wen et al., 2017). DTI studies provided direct evidence for disrupted structural integrity in various WM tracts in children with CTD, including the superior and inferior fronto-occipital fasciculus (Wen et al., 2016), which are the bases for structural connectivity between the occipital and frontal regions. Weak fronto-occipital connectivity may be, at least in part the reason for weaknesses in the integration of visual inputs and organized motor outputs that have been noted among children with CTDs (Como, 2001). The time course of the fronto-occipital activation and connectivity is not well delineated given that most studies use MRI or are structural in nature. The current study will use the precise timing of electroencephalography (EEG) to allow parsing of the time course of neural activation and connectivity between frontal, motor, parietal and occipital pathways during the cognitive processing stages leading up to the blink response.

The goal of the current study was to investigate the neural processes underlying a cued (as opposed to self-paced) voluntary movement that replicate a common tic behavior - an exaggerated eye blink - among children with and without CTDs. To address the challenge of movement limitations inherent in traditional brain imaging methods, we used a new approach, mobile brain/body imaging (MoBI) (Delorme et al., 2011), which allows movement of the head and body to occur during simultaneous EEG recording (Gwinn et al., 2011), to characterize neural circuitry involved in CTDs. Both temporally resolved oscillatory activity as well as functional connectivity at the cortical source level were examined with the hypothesis that children with CTD would exhibit significantly higher activation and increased connectivity between regions that are associated with blink regulation and control among healthy adults such as the DLPFC, SMA, sensorimotor cortex, inferior parietal lobule, and occipital cortex. We will further use the precise time resolution of EEG to disentangle subcomponent processes involved in the cued blink task, starting with visual processing of the cue through blink initiation and response monitoring along classic neural pathways associated with effortful voluntary movements (Roessner et al., 2013).

2. Method

2.1. Sample

Participants were 40 children (23 with CTD, 17 Healthy Control [HC]), between the ages of 8–12 years old. Children were recruited from the community through radio and newspaper advertisements. After receiving verbal and written explanations of study requirements, and prior to any study procedures, all parents/participants provided written informed consent/assent as approved by the Institutional Review Board.

2.2. Procedures

All participants underwent diagnostic interviews and EEG recording. Psychiatric diagnoses were determined using a semi-structured diagnostic interview, the Anxiety Disorder Interview Schedule, Child Version (ADIS) (Silverman and Albano, 1996), modified to cover Tourette and other tic disorders (Walkup et al., 2008), and administered by trained and carefully supervised graduate level psychologists.
The ADIS was supplemented by the clinician-administered Yale Global Tic Severity Schedule (YGTSS) (Leckman et al., 1989), Child Yale-Brown Obsessive-Compulsive Scale (CYBOCS) (Scahill et al., 1997), and Premonitory Urge for Tics Scale (PUTS) (Woods et al., 2005). To assess and quantify broad-band behavioral functioning, parents completed the Child Behavior Checklist (CBCL) (Achenbach, 2000) and the Behavior Rating of Individual Executive Functions (BRIEF) (Gioia et al., 2002). Senior clinicians (JP, SC) confirmed the presence of DSM-5 psychiatric diagnoses after individual review of each participant's symptoms, duration, and impairment level. Estimated intelligence (IQ) was assessed using the Wechsler Abbreviated Scale of Intelligence (WASI) (Weschler, 1999).

Subjects were excluded from participation if they were positive for any of the following: head injury resulting in concussion, diagnoses of autism, major depression, bipolar disorder, panic disorder or psychosis, estimated Full Scale IQ <80 or YGTSS <15 (CTD only). In addition, HC subjects were excluded if they had any major Axis I diagnosis or were on any type of psychoactive medication. CTD subjects with comorbid ADHD on stimulant medication discontinued use for 24 h prior to their visit.

2.3. Experimental task

All children were instructed to perform a 3.5-min cued voluntary movement (VM) task, during which they were instructed to make an exaggerated blink each time they saw the visual cue, which was a yellow dot 2-cm in diameter, shown on a 21.5-in screen with 1280 × 1024 resolution, and presented 70 times, every 3-s (stimulus duration = 1000-ms, ISI = 2000 ms). All children were observed to successfully practice and subsequently perform the VM on cue. Furthermore, the number of blinks exhibited during the task was tested at the group level to ensure equivalent performance across groups. This VM was chosen over others (i.e., finger tapping) because it approximates a common motor tic, therefore increasing the relevance to CTDs.

2.4. EEG recording

EEG signals were recorded using the Electrical Geodesics Incorporated (EGI) hardware and software with 128 Hydrocel electrodes in an extended International 10/10 configuration. Data were sampled at 1000 samples per second, referenced to Cz and impedance threshold was set at 50 kΩ (per manufacturer standard). Eye movements were monitored by electrodes placed above the eyes for vertical eye movements and on the outer canthus of each eye for horizontal movements (REOG, LEOG). Facial electromyography (EMG) leads were placed on the cheeks bilaterally over the zygomaticus major muscles. Key head landmarks (nasion, preauricular notches) and 3-D electrode locations were recorded via Polhemus, Inc. Raw EEG with embedded event markers (VM cue) was recorded using the Lab Streaming Layer (https://github.com/sccn/labstreaminglayer), which allows integration of multiple information streams, which is critical to the MoBI approach (Delorme et al., 2011).

2.5. EEG analysis

2.5.1. Overview

Data processing relied primarily on two complementary techniques for artifact correction: artifact subspace reconstruction (ASR) (Mullen et al., 2015) and independent component analysis (ICA) (Makeig et al., 1996). ASR removes and interpolates linear components of non-stationary artifacts using a sliding window and principal component analysis (PCA), while the subsequent ICA captures stationary brain and non-brain (i.e., artefactual) source activities. To characterize changes in EEG power across time (i.e., time-frequency power analysis), event-related spectral perturbation (ERSP) was computed using Morlet wavelet transform to indicate time-frequency characteristics of the decomposed event-related potential. In parallel, to characterize effective connectivity among independent component source activations, renormalized partial directed coherence (rPDC) (Schelter et al., 2009) was computed.

2.5.2. Preprocessing

The EEG data analyses were carried out in EEGLAB (Delorme and Makeig, 2004) with plugin tools. Separate preprocessing pipelines were applied for ERSP and connectivity analyses (see Supplemental Materials S1). In short, data were down sampled to different sampling rates (250 Hz vs. 100 Hz) with different anti-aliasing filter parameters for ERSP and connectivity analyses, respectively (Barnett and Seth, 2011).

2.5.3. Artifact subspace reconstruction (ASR)

EEGLAB plugin clean_rawdata() was used to de-noise continuous channel data (Mullen et al., 2015). The process includes: 1) Removing channels with flat signal longer than 5 s; 2) Removing channels that were poorly correlated (r < 0.85) with adjacent channels; 3) Applying ASR to remove and interpolate non-stationary high-amplitude bursts (see Supplemental Materials S2 for details). This process improved data stationarity, which is an assumption for the subsequent ICA.

2.5.4. Independent component analysis

Adaptive mixture independent component analysis (AMICA) (Palmer et al., 2006, 2007) was applied (see Supplemental Materials S3 for parameters). Equivalent current dipoles were estimated using Fieldtrip (Oostenveld et al., 2011) for scalp projections of the independent components (ICs). Brain ICs were selected if the estimated dipolar source was inside the brain and had <15% residual variance (see Supplemental Materials S4 for details).

2.5.5. Time-frequency analysis – group-level ERSP

The continuous IC activations were epoched from −4 to 4 s relative to visual cue onset to blink. Out of 60 trials, 54–56 trials were left for HC and CTD groups on average for final analysis. Using the EEGLAB STUDY framework, k-means algorithm was applied on dipole location (dimension, 3; weight, 10) and frequency spectrum (3–50 Hz). EEGLAB’s default blend of Morlet wavelet transform and short-term Fourier transform was performed using a 3.34-s sliding window to generate time-frequency data from −2.3 to 2.3 s (11.6 ms step) relative to stimulus onset and from 1 to 60 Hz (log-scaled 50 bins) while linearly increasing the number of cycles from 3 to 15 as the bin frequency increased. The single-trial values were averaged and converted to decibel (dB) unit; baseline was mean power between −1 and 0 s.

2.6. Connectivity analysis

We computed the multivariate autoregressive (MVAR) model across ICA-derived effective EEG sources using Source Information Flow Toolbox (SIFT) (Delorme et al., 2011). Although we hypothesized increased connectivity within the neural network involved in effortful control of eye blinks, these results were derived on healthy adults and it was unclear whether they were generalizable to children with and without CTD; thus whole brain connectivity was calculated. The data were epoched to −1 to 2 s relative to stimulus onset. The length of the sliding window length was 1-s, window step size was 20 ms, and there were 30 log-scaled frequency bins from 2 to 45 Hz. Vieira-Morf algorithm was used to fit a parametric MVAR model. This generated 100 data points from −0.5 to 1.5 s relative to stimulus onset. To compute causal connectivity, rPDC (Schelter et al., 2009) was computed to estimate multivariate information flow (see Supplemental Materials S6 for details).

The locations of ICs were smoothed with a 3-D Gaussian kernel with full-width at half maximum (FWHM) at 20 mm, which transformed the dipole locations into probabilistic dipole density. The dipole density was then segmented into 76 anatomical cortical regions of interest.
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2.7. Statistical tests

For both the ERSP and the weighted rPDC, a two-sample t-test was used to generate the initial t-score maps masked with an uncorrected p < .01. For multiple comparison correction, family-wise error rate (FWER) control, also known as cluster-level correction (Groppe et al., 2011a; Groppe et al., 2011b), was performed using permutation test with p < .05 threshold (see Supplemental Materials S7). Note that the surrogate data, which in the current context of FWER is called ‘mass of cluster’, were pooled across all edges so that 2.5th percentile and 97.5th percentile values of the total distribution were applied to correct all the edges and provide control of overall familywise error in any time-frequency plot of cluster/graph edge. MANCOVA and partial correlation analyses controlling for covariates such as age and psychiatric co-morbidity were run in SPSS v.23. Finally, movies were generated to visually explore group differences in the temporal dynamics and spatial structure of event-related effective connectivity.

3. Results

3.1. Sample demographics and clinical characteristics

As seen in Table 1, the two groups did not differ in age or IQ. There was a trend towards a gender disparity between the two groups, with the HC group having a lower percentage of males relative to the CTD. The EEG data were subsequently tested for gender differences, no significant effects emerged for any measure (all p’s > .20); nonetheless, gender was included as a covariate in the analytic models.

3.2. Blink validation

Behavioral characteristics of the cued blink task for CTD and HC groups are shown in Fig. 2. The mean number of blinks and blink latency were not significantly different in the CTD and HC groups (p’s > .35). The visual inspection of the histogram (Fig. 2a) showed that the peaks of the both groups are nearly overlapping. Thus, the CTD group did not exhibit significantly more extraneous blinks, despite 12 out of 23 CTD subjects having a reported eye-blink tic and CTD subjects were not explicitly instructed to suppress any tics, including blinks. This data suggests that eye blinks may have been entrained during the task resulting in suppression of extra blink tics.

Next, we tested group differences in blink ERP amplitude at the channel level for differences in the duration and intensity of the emitted blinks. For this purpose, the computed ICA weight matrices from the final results were transferred to the minimally processed raw data (for complete preprocessing steps, see Supplemental Materials S5). To confirm blink ERPs on peri-occular channels, we selected the frontal five channels on the forehead (Fig. 2b) and calculated the blink ERP with minimally-processed raw data. In addition, to demonstrate that this large-amplitude blink ERP is efficiently modeled by ICA (being modeled as independent component means it can be subtracted later without affecting other independent components that represent various brain activities), we calculated the blink ERP with the three far-frontal EEG-IC clusters that accounted for 93% of ERP variance across the groups. Finally, we plotted the fully-cleaned data that were used for the final statistical comparison. The results showed that the ERP waveforms of the raw data and the back projection of the identified EEG-IC clusters were almost completely overlapped for both groups, indicating that these high-amplitude blink ERPs were mostly due to the contributions by the EOG-IC clusters identified. The ERP plots in Fig. 2c, d show a time window of 0–3000 ms relative to blink cue onset (which is the same length as each cued blink trial) and the baseline window was

| Table 1 Sample demographics and clinical characteristics. |
|-------------|----------|----------|
|             | HC       | CTD      |
| N            | 17       | 23       |
| Age, years   | 9.8 (1.7) | 9.7 (1.6) |
| Sex, % males | 42%      | 73%      |
| Estimated IQ | 114 (15) | 116 (113)|
| CBCL total   | 42.1 (9.7) | 53.7 (12.5)|
| CYBOC total  | 0        | 10.9 (9.6)|
| YGTSS total  | 0        | 25 (8.5) |
| PUTS urge presence | 0 | 4.4 (2.2) |
| PUTS urge strength | 0 | 4.1 (2.0) |
| PUTS tic frequency | 0 | 4.5 (2.3) |
| Co-morbid OCD | 0 | 39% |
| Co-morbid ADHD | 0 | 31% |
| Tourette disorder | 0 | 74% |
| Chronic motor tic disorder | 0 | 21% |
| Chronic vocal tic disorder | 0 | 5% |
| Taking psychotropic medications | 0 | 26% |

HC = Healthy Control, CTD = Chronic Tic Disorder, IQ = intelligence, CBCL = Child Behavior Checklist, CYBOC = Child Yale-Brown Obsessive-Compulsive Scale; YGTSS = Yale Global Tic Severity Schedule; PUTS = Premonitory Urge for Tics Scale; OCD = Obsessive Compulsive Disorder, ADHD = Attention Deficit Hyperactivity Disorder.

*p < .05.

*p < .10
0–100ms (i.e., the mean value within this window was subtracted from all the data points). The blink ERP peak window was visually defined to be from 338 to 838ms (group-average ERP peak latency = 488ms), and mean ERP amplitudes within the window were not significantly different across groups \( (p = .16) \). These data indicate that both groups successfully performed the cued blink task with no significant diagnostic group differences in number, latency, or amplitude of blinks.

### 3.3. Brain oscillatory activity during cued voluntary movement

Having confirmed similar performance of the cued eye-blink, analyses of brain oscillatory activity resulted in a 15-cluster cortical source resolved solution (see Supplemental Materials S8 for scalp map and anatomical locations and S9 for channel-level ERP waveforms and scalp topographies). The CTD and HC groups differed significantly in spectral power within regions associated with blink control, such as DLPFC and SMA, and inferior parietal lobe (Abi-Jaoude et al., 2018). Clusters with centroid dipoles in bilateral motor cortices and visual cortices (mid and lateral occipital) were present in the 15-cluster solution, however, there were no significant group differences in spectral power between children with and without CTD. Thus, brain oscillatory activities in motor and visual clusters were not further examined.

Group differences in spectral power emerged primarily in the left DLPFC, SMA, inferior parietal and posterior cingulate sources (see Fig. 3). Differential activation began just after the VM cue with significant gamma power differences in SMA and posterior cingulate cortex \( (p < .05, \text{corrected}; \text{Fig. 3a, c}) \). Specifically, CTD individuals exhibited stronger gamma band (30–50 Hz) event-related increase (ERI) compared to the HC group, suggesting increased activation in response to the cue in the SMA and posterior cingulate cortex. Group differences in gamma power in the left DLPFC occurred largely after the blink occurred (Fig. 3b) suggesting differential response evaluation processes by diagnostic group. Alpha power decrease in the posterior cingulate at \( \approx 2000 \text{ms} \) post-cue for the CTD group (Fig. 3a) may indicate heightened visual-spatial attention, motor planning, and executive motor control as well as interoceptive processing compared to the HC group (Abi-Jaoude et al., 2018; Deiber et al., 2012; Leech and Sharp, 2014; Lerner et al., 2009). Finally, the HC group exhibited inferior parietal alpha band event-related decrease (ERD) (Fig. 3d) before, during and after the cued blink, whereas the CTD individuals had attenuated alpha ERD and alpha- and beta-band spectral power ERI during blink execution and response evaluation (500–1500ms). These results remained significant when analyses were re-run using gender, ADHD and OCD comorbidity, and medication status as covariates.

In order to guide functional interpretation of the brain oscillatory activity differences between groups, Pearson correlations using all subjects were run between behavioral functioning measures and significant voxels of spectral power in the four cortical sources. In Table 2,
Fig. 3. Group differences in oscillatory activity during cued eye blink initiation and execution. Significant differences in spectral power were apparent in frontal, pre-motor, and parietal regions. Outlined in black are pixels significant at $p < .05$, corrected. Solid line at latency = 0 is blink cue onset. Dotted line indicates the group mean for blink latency. CTD = Chronic Tic Disorder, HC = Healthy Control, Post Cing = Posterior Cingulate, DLPFC = Dorsolateral prefrontal cortex, SMA = supplemental motor area, Inf = inferior, Hz = hertz, dB = decibel.
strong and significant associations between frontal gamma power and parietal alpha power with tic severity and impairment (YGGSS Total and Impairment) emerged. Gamma power in the DLPFC, SMA, and posterior cingulate clusters was also significantly associated with tic frequency and urge strength (PUTS), anxiety/depression (CBCL), and emotional control (BRIEF). These correlations suggest that, in general, higher frontal and parietal spectral power was associated with greater tic severity, stronger premontary urge and affective dysregulation.

3.4. Connectivity dynamics across ICA-resolved sources during cued voluntary movement

After calculating dipole density for 76 anatomical regions, the CTD and HC groups had 70% overlap of top regions with the highest dipole density, suggesting that similar cortical networks were used across groups to carry out the VM. Given the significant overlap, we focused on the 12 regions shared between the two groups as dominant nodes for the connectivity analysis: bilateral precuneus, bilateral supplemental motor area, bilateral superior frontal cortex, bilateral midcingulate cortex, left (L) cuneus, L precentral, L calcarine, and L superior occipital (see Fig. 4). Despite the overlap, regions of highest dipole density for the HC group were generally in frontal regions (60%), whereas the regions for children with CTD were predominantly posterior (80%).

To determine the group difference in information flow, the subtraction of CTD – HC groups was performed on time-frequency points of the overlapping edges. The results indicated significant information flow increase in CTD group from occipital to the frontal regions after the VM cue (see Supplemental Material, S10 for node analysis). Visual inspection of the full-spectrum results (2–45 Hz) indicated that major modulation of information flows were present in the lower frequency range of 2–13 Hz, which includes delta, theta, and alpha frequency bands, which subsequently became the focus for the effective connectivity analysis.

Analyses of information flow across the graph edges in the 2–13 Hz range indicate that the CTD group exhibited significantly increased information flow compared with HC group. The evolving group dynamics across time can be viewed in two movies from axial and sagittal viewpoints (Supplementary Videos).

A snapshot of the group differences in the 2–13 Hz range from occipital to frontal regions at 420 ms after stimulus onset is depicted in Fig. 5B. The CTD group showed an immediate increase in information flow after the VM cue from occipital to midcingulate and frontal regions, whereas the HC group showed general decrease of information flows relative to the baseline period (Fig. 5C). The same pattern was also found in the edge from the SMA to precuneus, although the magnitude of and group difference in information flow was modest. A closer investigation of the generated movie revealed that there are two peaks in the envelope of information flow time series, one at 140 ms and the other at 420 ms (Fig. 5B, bottom). The first peak is associated with unidirectional information flows from occipital to frontal. However, from 340 ms the information flow between these regions becomes bi-directional, which continues until 440 ms. These observations suggest that the nature of connectivity dysregulation in CTD may be characterized as abnormal increase of 1) initial information flow from occipital to frontal (140 ms) regions, likely representing visual information processing of the cue (Greent’-Jong and Woldorff, 2007), and 2) subsequent frontal responses to the occipital region (340–440 ms), critical to motor planning and blink preparation (Deiber et al., 2012), which immediately precedes blink execution at ~600–650 ms.

4. Discussion

Our results provide the first cortical source-resolved, event-related assay of brain oscillatory activity and effective connectivity underlying cued eye blinks in a sample of children (mean age of 9.5 years) with and without CTD. Overall, the EEG results suggest that the CTD group exhibited increased activation of regions related to blink regulation and control (DLPFC, SMA, inferior parietal) as well as those associated with top-down attention processes (DLPFC, posterior cingulate). The brain oscillatory activities in frontal and parietal regions are strongly and significantly associated with clinical characteristics such as tic severity, premonitory urge, emotion regulation and anxiety/depression, suggesting that similar neural mechanisms exert executive control over both visual-motor, attention and emotional responses. Group-level effective connectivity analyses suggest a largely overlapping connectivity network across diagnostic groups, however, children with CTD exhibit network dysregulation, particularly increased information inflow and outflow from posterior to frontal regions, relative to controls.

In terms of brain oscillatory activity, patients with CTD tended to show higher gamma spectral power in SMA, left DLPFC, and posterior cingulate sources relative to controls. High frequency gamma band (30–50 Hz) oscillations reflect a local state of high excitability and synchronization among neuronal assemblies (Hashemiyoon et al., 2017). A recent fMRI study of blink inhibition and control reported increased activity in DLPFC, SMA, precuneus, and cuneus as well as the midcingulate and somatosensory areas (Abi-Jaadou et al., 2018), suggesting children with CTDs required more neural resources than controls for the same level of behavioral performance. A predominant model for CTD dysfunction has been based on insufficient inhibitory motor control due to decreased inhibitory output from the basal ganglia, which may result in frontal cortical hyperactivation as a result of thalamic disinhibition (Albin and Mink, 2006). Thus, cortical dysfunction may be a key mechanism for CTD pathophysiology (Thomalla et al., 2014), consistent with previous reports that the anterior
The cingulate cortex, insula and SMA have been implicated in CTDs as they are believed to be important for urge and impulse control (Hallett, 2015). Furthermore, gamma band modulation was recently suggested as a putative biomarker of tic severity, due to a significant correlation with tic severity when deep brain stimulation treatment was applied to the thalamus (Maling et al., 2012). Aberrant glutamate/GABA interneuron signaling, with which gamma band activity has been associated (Hashemiyoon et al., 2017), has also been suggested as a neurochemical basis for tics (Kanaan et al., 2017). Collectively, the activation results suggest that higher frontal gamma power and cortical activation may be a compensatory mechanism needed to override thalamic disinhibition and higher levels of ‘neural noise.’

Similarly, greater activation of the posterior cingulate and parietal cortex among individuals with CTDs relative to HC children may represent compensatory mechanisms of visuospatial attention, stimulus evaluation, response selection, motor planning, and internal and external monitoring (Deiber et al., 2012; Baddeley, 2012; Petruo et al., 2018). Suppression of alpha- and beta-band oscillations have been shown to be correlates of active cortical processing, motor planning and inhibitory mechanisms (Foxe and Snyder, 2011; Klimesch et al., 2007) and this was also notably weaker in bilateral inferior parietal regions among children with CTDs relative to the HC group. Collectively, the activation results suggest that higher frontal gamma power and cortical activation may be a compensatory mechanism needed to override thalamic disinhibition and higher levels of ‘neural noise.’

The connectivity results suggest that overlapping neural networks were used to respond to the VM cue, however, children with CTD had a preponderance of posterior cortical sources (80%) while the majority of active nodes for HC were frontal (60%). These results are highly compatible with recent neuroimaging studies that showed similar small-world organization and hub distributions of white matter tracts but disrupted network integrity, particularly in parieto-occipital cortex, paracentral lobule (mid-cingulate), and precuneus (Wen et al., 2016). These same three regions constituted the dominant nodes and edges in this connectivity analysis, with bilateral precuneus having the highest dipole density for both groups. Thus, decreased structural connectivity and nodal efficiency may underlie greater information flow dysregulation from occipital to frontal/central areas exhibited by children with CTD. These results may support the ‘immature brain’ hypothesis of CTD (Hashemiyoon et al., 2017; Ghanizadeh and Mosallaei, 2009), which postulates that proper regulation or suppression of information flow and top down control over sensorimotor areas by frontal areas is developmentally delayed among children with CTD. Further support for this hypothesis can be found in a recent meta-analysis of neuroimaging studies of CTD, where only activation in prefrontal and motor preparation regions significantly predicted tic severity (Polyanska et al., 2017). Finally, this hypothesis helps to explain the clinical course of tics and tic severity, which generally lessen into adolescence and adulthood, when frontal lobes are developing for the vast majority of individuals with CTD. Taken together, the connectivity results suggest aberrant interactions and information flow among regions associated with effortful control of blinks such as fronto-occipital pathways as well as attention, sensorimotor integration, and motor planning in children with CTD, the results of which are higher levels of activation and connectivity in order to carry out the cued eye blink.

The connectivity results suggest that overlapping neural networks were used to respond to the VM cue, however, children with CTD had a preponderance of posterior cortical sources (80%) while the majority of active nodes for HC were frontal (60%). These results are highly compatible with recent neuroimaging studies that showed similar small-world organization and hub distributions of white matter tracts but disrupted network integrity, particularly in parieto-occipital cortex, paracentral lobule (mid-cingulate), and precuneus (Wen et al., 2016). These same three regions constituted the dominant nodes and edges in this connectivity analysis, with bilateral precuneus having the highest dipole density for both groups. Thus, decreased structural connectivity and nodal efficiency may underlie greater information flow dysregulation from occipital to frontal/central areas exhibited by children with CTD. These results may support the ‘immature brain’ hypothesis of CTD (Hashemiyoon et al., 2017; Ghanizadeh and Mosallaei, 2009), which postulates that proper regulation or suppression of information flow and top down control over sensorimotor areas by frontal areas is developmentally delayed among children with CTD. Further support for this hypothesis can be found in a recent meta-analysis of neuroimaging studies of CTD, where only activation in prefrontal and motor preparation regions significantly predicted tic severity (Polyanska et al., 2017). Finally, this hypothesis helps to explain the clinical course of tics and tic severity, which generally lessen into adolescence and adulthood, when frontal lobes are developing for the vast majority of individuals with CTD. Taken together, the connectivity results suggest aberrant interactions and information flow among regions associated with effortful control of blinks such as fronto-occipital pathways as well as attention, sensorimotor integration, and motor planning in children with CTD, the results of which are higher levels of activation and connectivity in order to carry out the cued eye blink.

To our knowledge, this is the first ICA-resolved, event-related assay of brain oscillatory activity and effective connectivity occurring during a cued eye blink paradigm. A limitation of this data is that it may not
Fig. 5. Connectivity analysis results. A. The connectivity matrix of $76 \times 76$ anatomical ROIs. Significant edges are color-coded. B. One frame of the information flow movie at 420 ms after the blink cue onset seen from a sagittal and axial views. The bottom panel shows the envelope of the significant edges between 2 and 13 Hz. C. The four most dominant edges showing group differences ($p < .05$). CTD patients failed to suppress information flow from occipital to frontal/central and motor to intraparietal/occipital. Solid black line at Latency = 0 is the blink cue onset. Dotted line indicates mean blink latency. RPDC = renormalized partial directed coherence.
inform the neural mechanisms underlying tic generation, premonitory urge or even voluntary suppression of a tic since mechanisms underlying generation of involuntary and voluntary motor behaviors may be different (Ganos et al., 2013). However, the frontal and parietal activation results were significantly correlated with behavioral ratings of tic severity and premonitory urge, potentially suggesting strong overlap in functionality of these areas within CTD. Second, the cued VM replicates a common tic behavior, eyeblinks, which may increase the relevance of the task but also be confounded by tic activity. ICA performs exceptionally well in extracting eyeblink data, which helps to ensure that the data are minimally affected by EMG, which is always a concern with higher frequency bands such as gamma, and also allows examination of the behavioral task performance. The two groups did not differ significantly in blink number, latency, or ERP amplitude during the VM session, suggesting that extraneous eye blink tics were not likely to be a confound in the current results. Finally, the underlying neurobiology of CTDs is widely noted to involve aberrant subcortical activity within the cortico-striato-thalamo-cortical motor network (Ganos et al., 2013), which EEG is not well suited to detect. However, we note that recent imaging studies and a meta-analysis of task-based neuroimaging studies failed to find significant differences in activation and network disruptions involving basal ganglia or thalamic regions (Wen et al., 2017; Wen et al., 2016). While subcortical activity likely plays a role in tic generation, there are clear cortical dysfunctions that contribute meaningfully to the CTD phenotype that are well assessed by EEG.

In conclusion, this study utilized an innovative mobile brain-body imaging approach (i.e., integrated EEG, EMG, HD video) and a novel voluntary movement paradigm to demonstrate that children with CTDs required higher neural activation and connectivity within regions typically associated with effortful control of cued eye blinks relative to controls, despite similar levels of behavioral performance.
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