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Abstract

This paper addresses the problem of phase retrieval using random subgaussian measurements. Even in this simple setting, the question of which signals can be reconstructed from phaseless measurements is somewhat delicate. It is known that one must impose additional conditions on the measurement distribution \( D \), for instance by controlling its small-ball probabilities, in order to recover arbitrary signals.

This paper shows a complementary result: even when one does not make any additional assumptions about \( D \), there is still a large class of signals that can be successfully recovered. This class consists of all non-peaky signals \( x \in \mathbb{R}^n \), which satisfy \( \|x\|_\infty \leq \mu \|x\|_2 \), where \( \mu \in (0, 1) \) is a constant that does not depend on \( n \). This phenomenon is illustrated by two results: first, a proof of stability and uniqueness, extending previous work by Eldar and Mendelson; and second, a uniform recovery guarantee for the PhaseLift algorithm, extending previous work by Candès and Li. In all of these cases, the number of measurements \( m \) approaches the information-theoretic lower bound.

Finally, for certain special choices of \( D \) (e.g., random Bernoulli measurements with erasures), it is shown that PhaseLift achieves uniform recovery of all signals in \( \mathbb{R}^n \) (including peaky ones).
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I. INTRODUCTION

A. Phase Retrieval

Phase retrieval is the problem of recovering an unknown vector \( x \in \mathbb{C}^n \) from measurements of the form

\[
y_i = |a_i^T x|^2 + w_i \quad (\text{for } i = 1, \ldots, m),
\]

where the vectors \( a_i \in \mathbb{C}^n \) are known, and the \( w_i \in \mathbb{R} \) represent additive noise which is unknown. (The name phase retrieval refers to the fact that the measurements reveal the magnitudes, but not the phases, of the \( a_i^T x \).) Phase retrieval has numerous applications including X-ray crystallography [1], [2], astronomy [3], diffraction imaging [4], and quantum state tomography [5].

The scenario in which the \( a_i \)'s are chosen at random according to certain distributions has been investigated intensively over the last few years. Two main viewpoints have been taken, focusing either on stable uniqueness, or on recovery via computationally tractable algorithms. The first viewpoint asks when \( x \) is uniquely determined from the measurements \( (1) \) (up to sign ambiguity and a small reconstruction error resulting from the noise) \( (14) \). Such stability results are known in rather general settings, where \( x \) is promised to lie in some known set \( T \subset \mathbb{R}^n \) (for instance, the set of \( k \)-sparse vectors), and one wants to bound the number of measurements \( m \) as a function of some complexity parameter of the set \( T \).

(Note, however, that these stability results \( (14) \) were shown in the real case, where the signal \( x \) and the measurements \( a_i \) are in \( \mathbb{R}^n \), rather than \( \mathbb{C}^n \). For simplicity, in this paper we will likewise focus on the real case.)

The second viewpoint aims at finding tractable algorithms with provable recovery guarantees. A well-known example is PhaseLift, which reduces the problem to one of low-rank matrix recovery, and then solves a convex relaxation \( (6), (7), (8) \). In particular, these works show that PhaseLift can recover any vector \( x \in \mathbb{C}^n \) using \( m = O(n) \) noisy measurements.

The initial works from both of these viewpoints were specific to Gaussian random measurement vectors \( a_i \). Subsequent work (mainly from the recovery viewpoint) succeeded in partially derandomizing these results, using techniques such as spherical designs [9], [5] and coded diffraction patterns [10], [11]. In addition, stable uniqueness results have been shown for \( a_i \) chosen from subgaussian distributions, subject to additional assumptions on their small ball probabilities or their fourth moments [14]. Nonetheless, even these assumptions on the distribution of the \( a_i \)'s are somewhat restrictive.

It is natural to ask whether these stability analyses and recovery guarantees can be extended to the most straightforward generalization of the Gaussian measurement setup, namely subgaussian measurement vectors \( a_i \) sampled from a product
distribution (i.e., each entry $a_{ij}$ is sampled independently from a subgaussian distribution $\mathcal{D}$ on $\mathbb{R}$). But it is well known that these stability and recovery results can fail when one uses subgaussian measurements. For instance, suppose the $a_i$ are Bernoulli random vectors, where each entry $a_{ij}$ is chosen independently to be $\pm 1$ with equal probability. Then it is impossible to distinguish between the vectors $x = (1, 0, 0, \ldots, 0)$ and $\tilde{x} = (0, 1, 0, \ldots, 0)$ using phaseless measurements, since $|a_i^T x|^2 = 1 = |a_i^T \tilde{x}|^2$. Hence phase retrieval is simply impossible in this case. In order to exclude pathological cases such as these, one must impose restrictions on the distribution of the $a_i$, such as the small-ball and fourth moment assumptions used in [14].

### B. Our Results

In this paper we approach this situation from a different angle: we ask what subset of vectors $x$ can be recovered successfully, without imposing additional conditions on the distribution of the $a_i$? We show that the class of vectors $x$ that can be recovered is surprisingly large. In particular, one can recover all vectors $x$ that are \emph{not too peaky} in the sense that at most a constant fraction of their mass is concentrated on any one coordinate. More precisely, one can recover all vectors $x \in \mathbb{R}^n$ that are $\mu$-flat in the sense that they satisfy

$$\|x\|_\infty \leq \mu \|x\|_2,$$

where $\mu \in (0, 1)$ is a constant that depends on $\mathcal{D}$, but not on the dimension $n$.

In particular, our results apply for Bernoulli measurements $a_i$. Also, note that the $\mu$-flatness requirement does \emph{not} rule out all sparse vectors. For instance, a vector that has support of size $1/\mu^2$ (i.e., constant size), and that does not have any unusually large entries, will still satisfy equation (2), and hence will still be recoverable.

To some extent, our results are analogous to a recent result on one-bit compressed sensing [15]. Subgaussian measurements also fail in that context, and this issue can be overcome by restricting to the case of signals which are not too peaky. However, the techniques used there are somewhat different.

We prove three main results. First, we consider stable uniqueness, as in [14]. We show that the results of [14], on phase retrieval of signals $x$ belonging to some set $T \subset \mathbb{R}^n$, can be generalized to the setting of subgaussian measurements $a_i$ (with independent entries $a_{ij}$), provided that all signals in the set $T$ are $\mu$-flat (for some constant $\mu$). We emphasize that the $a_i$ need not satisfy any small-ball or fourth-moment assumptions.

In particular, we show that the number of measurements $m$ scales with the complexity of the set $T$ in the same way as in [14]. For instance, where [14] showed results on phase retrieval of $k$-sparse vectors in $\mathbb{R}^n$, we obtain comparable results on phase retrieval of $\mu$-flat $k$-sparse vectors in $\mathbb{R}^n$. (Note that a vector can be both $k$-sparse and $\mu$-flat, as long as $k \geq 1/\mu^2$.)

Second, we prove that the PhaseLift convex program achieves uniform recovery of all $\mu$-flat vectors in $\mathbb{R}^n$, using $m = O(n)$ subgaussian measurements, in the presence of noise. This extends the work of Candès and Li, who showed a similar statement for the recovery of all vectors $x \in \mathbb{R}^n$, when the $a_i$ are Gaussian distributed [8].

Here, uniform recovery means that, with high probability, a random choice of the $a_i$ will allow correct recovery of all possible vectors $x$; in contrast, a non-uniform guarantee states that for any particular vector $x$, with high probability over the choice of the $a_i$, $x$ will be recovered correctly. Note that the use of $m = O(n)$ measurements is optimal up to a constant factor.

Our proof follows a similar approach as Candès and Li [8], but we encounter some technical differences, since in our setting the vectors $a_i$ do not have the convenient properties of Gaussian random vectors, and at several points we need to exploit the $\mu$-flatness of the vector $x$.

Third, we consider a special class of subgaussian measurements, sometimes called random Bernoulli vectors with erasures. Roughly speaking, these are random vectors $a_i$ whose entries $a_{ij}$ are chosen independently from some symmetric distribution on $\{1, 0, -1\}$. Intuitively, phase retrieval works well with these kinds of measurement vectors, because the presence of zeroes (“erasures”) prevents the pathological behavior that occurs with Bernoulli vectors. Indeed, this idea was used previously in work on phase retrieval using coded diffraction patterns [10], [11].

We show that PhaseLift can recover all vectors in $\mathbb{R}^n$ (without any restriction to non-peaky or $\mu$-flat vectors), using $m = O(n)$ random Bernoulli measurements with erasures (using a particular choice $p = 2/3$ for the “erasure probability”). Our recovery guarantee holds uniformly over all signals in $\mathbb{R}^n$, with noisy measurements.

This gives a new example of a class of non-Gaussian measurements where PhaseLift works nearly as well as it does in the case of Gaussian measurements. We remark that while stability and uniqueness in this setting were previously known (since the $a_{ij}$ satisfy Eldar and Mendelson’s fourth-moment conditions) [14], there is hardly any previous work involving PhaseLift in this situation. (The only exception we know is [18], which uses Bernoulli measurements with erasures in an experimental procedure for characterizing linear optical circuits, which have applications in quantum information processing. Ref. [18] also proves recovery guarantees for PhaseLift with this particular class of measurements, but using a different technique from ours.)

---

1 A conference version of this first part has appeared in [12].
2 This second part also extends a conference version, which has appeared in [13].
3 In the precise definition, the $a_{ij}$ are multiplied by a normalization factor, so that the distribution has variance 1.
Overall, we see our work as a proof of concept that shows that recovery guarantees are possible for many kinds of random measurements that were not previously considered to be suitable. This is useful in certain situations. For instance, the authors of [18] remark that in their optical devices, Bernoulli measurements with erasures can be implemented more easily than Gaussian measurements that were not previously considered to be suitable. This is useful in certain situations. For instance, the authors of [18] remark that in their optical devices, Bernoulli measurements with erasures can be implemented more easily than Gaussian measurements that were not previously considered to be suitable. This is useful in certain situations. For instance, the authors of [18] remark that in their optical devices, Bernoulli measurements with erasures can be implemented more easily than Gaussian measurements that were not previously considered to be suitable. This is useful in certain situations.

An important next step will be to carry over this approach to more realistic and practical scenarios, such as measurements using coded diffraction patterns [10], [11]. Previous work in this area uses measurements that involve random masks that are generated from a very specific distribution. We think it is an interesting question whether one can make a tradeoff, similar to that shown in the present paper, which would allow more flexibility in the choice of masks, at the expense of slightly restricting the class of signals.

C. Outline of the Paper, and Notation

We introduce some basic definitions in Section II. We state and prove our results on stable uniqueness in Sections III and IV. We then present our results on PhaseLift in Sections V through IX. Finally, we describe some directions for future work in Section X.

We let \([m] = \{1, 2, \ldots, m\}\). We write vectors in boldface, and matrices in boldface capital letters. \(\|x\|_p\) denotes the \(\ell_p\) norm of a vector \(x\). \(\|X\|_F\) and \(\|X\|\) denote the Frobenius and operator (spectral) norms of a matrix \(X\), respectively.

II. Preliminaries

In this paper, we will consider phaseless measurements of the form (1). Following [14], we will consider the real case, where the signal \(x\) and the measurement vectors \(a_i\) are real (rather than complex).

Also following [14], we will suppose that the measurement vectors \(a_i \in \mathbb{R}^n\) are sampled independently from some subgaussian distribution. We recall that a random vector in \(\mathbb{R}^n\) is called \(L\)-subgaussian if all of its one-dimensional marginals are \(L\)-subgaussian in the following sense:

**Definition II.1.** (cf. [17]) A real valued random variable \(X\) is subgaussian with parameter \(L\), if for every \(u \geq 1\), one has

\[
\Pr[|X| \geq Lu] \leq 2 \exp(-u^2/2).
\]

Here we will consider the (more specific) situation where each \(a_i\) consists of independent subgaussian entries \(a_{ij} \in \mathbb{R}\), each sampled from some distribution \(D\).

The main results in [14] concern measurements \(a_i\) that are subgaussian and satisfy a small-ball probability assumption: there exists some constant \(c > 0\) such that, for all vectors \(t \in \mathbb{R}^n\) and for all \(\varepsilon > 0\),

\[
\Pr[|a_i^T t| \leq \varepsilon |t|_2] \leq c\varepsilon.
\]

(3)

In addition, some results are shown in [14] for measurements that satisfy a fourth-moment condition: the \(a_{ij}\) are symmetric, with variance \(\mathbb{E}(a_{ij}^2) = 1\), and fourth moment \(\mathbb{E}(a_{ij}^4) > 1\).

In contrast, here we will make no such assumptions on the \(a_i\). In particular, our results will hold for Bernoulli measurements \(a_i\), which are sampled uniformly from the set \(\{1, -1\}^n\), and which violate both the small-ball assumption\(^4\) and the fourth-moment condition.

Our results will apply to signals \(x \in \mathbb{R}^n\) that are not too peaky, in the following sense. Let \(\mu \in (0, 1)\) be a constant that depends on \(D\), but not on the dimension \(n\).

**Definition II.2.** We say that a vector \(x \in \mathbb{R}^n\) is \(\mu\)-flat if it satisfies

\[
\|x\|_\infty \leq \mu \|x\|_2.
\]

(4)

A set \(T \subset \mathbb{R}^n\) is called \(\mu\)-flat if all its elements are \(\mu\)-flat.

III. Stable Uniqueness

Our first main result concerns stable uniqueness, and follows the approach taken by Eldar and Mendelson [14]. That is, the goal will be to find conditions to ensure that if the measurements \(y_1\) and \(y_2\) are close, then the underlying signals \(x_1\) and \(x_2\) must also be close (up to sign ambiguity, i.e., either \(x_1 - x_2\) or \(x_1 + x_2\) must be small).

For conciseness, we write the phaseless measurement operation as

\[
y = \phi(Ax) + w,
\]

(5)

where \(A \in \mathbb{R}^{m \times n}\) is the matrix whose \(i\)’th row is the measurement vector \(a_i\), and \(\phi: \mathbb{R}^m \to \mathbb{R}^m\) is the function that maps

\[
\phi: (s_1, s_2, \ldots, s_m) \mapsto (|s_1|^2, |s_2|^2, \ldots, |s_m|^2).
\]

(6)

\(^4\)This can be seen by setting \(t = (1, 1, 0, \ldots, 0)\).
A. The Noise-Free Case

We begin by considering the noise-free case. Here the notion of stability is formalized in the following definition. One assumes that the signal $x$ lies in some known set $T \subset \mathbb{R}^n$, in order to address situations where the signal has some known structure, such as sparsity.

**Definition III.1** (Definition 2.3 in [14]). The mapping $\phi(Ax)$ is stable with constant $C > 0$ in a set $T \subset \mathbb{R}^n$ if for every $s, t \in T$,
\[
\|\phi(As) - \phi(At)\|_1 \geq C\|s - t\|_2\|s + t\|_2.
\]

One then shows that, if the number of measurements $m$ is sufficiently large (with respect to certain parameters that quantify the complexity of the set $T$), then the mapping $\phi(Ax)$ is stable. In particular, Eldar and Mendelson [14] proved results of this type, for several natural choices of the set $T$, where the measurements $a_i$ are subgaussian and satisfy small-ball or fourth-moment assumptions. They showed that stability is achieved with a number of measurements $m$ that is only slightly larger than the information-theoretic lower bound.

We show analogous results, for the same choices of the set $T$ as in [14], but restricted to $\mu$-flat vectors with constant $\mu$, and where the measurements $a_i$ are subgaussian with independent coordinates, but without any small-ball or fourth-moment assumptions. In particular, we consider the set $T_\mu \subset \mathbb{R}^n$ of all $\mu$-flat vectors, and the set $T_{\mu,k} \subset \mathbb{R}^n$ of all vectors which are both $k$-sparse and $\mu$-flat. We find that stability holds with a number of measurements $m$ that scales in the same way as in [14].

**Theorem III.2.** For every $L > 0$, there exist constants $c_1, \ldots, c_8$ for which the following holds. Let $0 < \mu < \frac{1}{2\sqrt{2}}$, and let $T_{\mu,k} \subset T_{\mu} \subset \mathbb{R}^n$ be as in the preceding paragraph.

Consider a random vector $a \in \mathbb{R}^n$ with independent $L$-subgaussian entries $a_j$ with mean zero and unit variance. Let $A \in \mathbb{R}^{m \times n}$ be a matrix whose rows are independent copies of this vector. Then:

(a) for $u \geq c_1$ and $m \geq c_2u^3 \frac{n}{\log(cn/k)}$, one has with probability at least $1 - 2 \exp(-c_3u^2n)$ that the mapping $\phi(Ax)$ is stable with constant $c_4(1 - 8\mu^2)^{1/2}$ in $T_{\mu}$.

(b) for $u \geq c_5$ and $m \geq c_6u^3 \frac{L\log(cn/k)}{1 - 8\mu^2}$, one has with probability at least $1 - 2 \exp(-c_7u^2k\log(cn/k))$ that the mapping $\phi(Ax)$ is stable with constant $c_8(1 - 8\mu^2)^{1/2}$ in $T_{\mu,k}$.

To summarize, in these two instances of the phase retrieval problem, most assumptions on the distribution of the measurement vectors $a_i$ can be dropped if $\mu$-flatness is introduced as an additional condition on the signal $x$, while leaving the other parts of the result unchanged. As we will see, the proof is quite general, and likely applies to many other instances of the problem.

B. Proof Outline

We now sketch the proof of Theorem III.2. This uses the framework introduced in [14], with some technical modifications to take advantage of the $\mu$-flatness property of the signals. First, we define the complexity parameter $\rho_{T,m}$ as follows. We define $T_+$ and $T_-$ via

\[
T_- := \{\frac{s+t}{\|s-t\|_2} : s, t \in T, t \neq -s\}
\]

and then we set $\rho_{T,m} = \frac{E}{\sqrt{m}} + \frac{E^2}{m}$, where

\[
E = \max (\mathbb{E} \sup_{v \in T_-} \sum_{i=1}^n g_i v_i, \mathbb{E} \sup_{w \in T_+} \sum_{i=1}^n g_i w_i)
\]

with $g_i$ independent centered Gaussian random variables of unit variance.

For technical reasons, we will slightly modify the definition of the second complexity parameter $\kappa$ that was used in [14]. Namely, in our definition of $\kappa$ we restrict to $S^{n-1}$, setting for any $v, w \in S^{n-1}$

\[
\kappa(v, w) = \mathbb{E} |\langle a, v \rangle \langle a, w \rangle|.
\]

In this modified notation and restricted to our measurement setup, the main result of [14] for the noiseless case reads as follows.

**Theorem III.3** (Theorem 2.4 in [14]). For every $L \geq 1$ and $T \subset \mathbb{R}^n$, there exist constants $c_1, c_2, c_3$ that depend only on $L$ such that the following holds.

Let $a \in \mathbb{R}^n$ be a random vector with independent, $L$-subgaussian entries with mean zero and unit variance. Consider a matrix $A \in \mathbb{R}^{m \times n}$ whose rows are independent copies of this vector.

Then, for $u \geq c_1$, with probability $\geq 1 - 2 \exp(-c_2u^2 \min(m, E^2))$, the mapping $\phi(Ax)$ is stable in $T$ with constant

\[
C = \inf_{s, t \in T} \kappa(\frac{s+t}{\|s-t\|_2}, \frac{s+t}{\|s+t\|_2}) - c_3u^3 \rho_{T,m}.
\]
Thus in addition to bounding $\rho_{T,m}$ from above, it suffices to estimate the infimum of $\kappa$ over the set

$$T_\infty = \{ (\bar{t}, \bar{\kappa}) : s, t \in T, s \neq t, s \neq -t \}. \quad (9)$$

As it turns out, this refined infimum allows for sharper bounds when the set under consideration consists of not too peaky vectors. Our technical contribution consists of a lower bound on $\kappa$, which holds for $\mu$-flat sets:

**Proposition III.4.** For each $L > 0$ there exists a constant $c > 0$ such that the following holds. Consider a random vector $a$ with independent $L$-subgaussian entries $a_i$ with mean zero and unit variance. Let $T_\infty$ and $\kappa$ be defined as in equations (9) and (7). Then if $T \subset \mathbb{R}^n$ is $\mu$-flat for some $\mu < \frac{1}{2\sqrt{2}}$, one has

$$\inf_{(v,w) \in T_\infty} \kappa(v, w) \geq c(1 - 8\mu^2)^{1/2}. \quad (10)$$

**Proof of Theorem III.2:** We seek to apply Theorem III.3 thus we need to bound the right hand side of (8) from below. Applying Proposition III.4 yields a lower bound of $c(1 - 8\mu^2)^{1/2}$ for the first summand. For the second summand, we ignore the $\mu$-flatness, which can only make $\rho_{T,m}$ larger and hence the bound smaller. The resulting setup is exactly the same as in [14], so the bounds from Sections 3.3.1 and 3.3.2 in [14] directly imply

$$\rho_{T,m} \lesssim \sqrt{\frac{n}{m}} + \frac{n}{m} \quad \text{and} \quad \rho_{T,\mu,k,m} \lesssim \sqrt{\frac{k \log(en/k)}{m}} + \frac{k \log(en/k)}{m}.$$ 

Noting that in both cases, for our choice of $m$, the square root is of leading order, (8) yields the result. \qed

**C. The Noisy Case**

In [14], also an analysis of the case of phase retrieval with noise is presented. The results are technically somewhat more involved. It should be noted, however, that again the only place where additional assumptions on the measurement vectors enter is that they ensure a lower bound of $\kappa$.

A minor difference from the noise-free case is that in this framework, one needs a bound on $\kappa(\frac{s}{\|s\|_2}, \frac{t}{\|t\|_2})$, $s, t \in T$ rather than $\kappa(\bar{t}, \bar{\kappa})$ (both in terms of the definition of $\kappa$ given above, which is slightly different from the one in [14]). We obtain the following bound for the noisy case:

**Proposition III.5.** For each $L > 0$ there exists a constant $c > 0$ such that the following holds. Consider a random vector $a$ with independent $L$-subgaussian entries $a_i$ with mean zero and unit variance. Let $\kappa$ be defined as in equation (7). Then if $v, w \in S^{n-1}$ and at least one of them is $\mu$-flat for some $\mu < \frac{1}{\sqrt{2}}$, one has

$$\kappa(v, w) \geq c(1 - 2\mu^2)^{1/2}. \quad (11)$$

Taking the infimum over all $v = \frac{s}{\|s\|_2}$, $w = \frac{t}{\|t\|_2}$ for $s, t \in T$ yields analogous results to those in [14] for the noisy case with independent measurement entries, where no small ball probability or moment assumptions are required provided $T$ is $\mu$-flat. Again, the stability constant has an additional factor of $(1 - 8\mu^2)^{1/2}$. To prove the proposition, the ingredients necessary in addition to the proof in [14] are exactly the same as in the noise-free case discussed in Theorem III.2 above. We thus refrain from repeating these details.

**IV. LOWER-BOUNDS ON $\kappa$**

Here we prove the lower-bounds on $\kappa$ that are used to show stable uniqueness. We will first prove Proposition III.8 then use it to show Proposition III.9.

**A. Proof of Proposition III.8.**

By the $\mu$-flatness assumption and as $v, w \in S^{n-1}$, one has

$$\|v\|_\infty \leq \mu \quad \text{and} \quad \|w\|_\infty \leq \mu$$

and thus

$$\sum_{i=1}^n v_i^2 w_i^2 \leq \mu^2 \max(\|v\|_2^2, \|w\|_2^2) = \mu^2. \quad (12)$$

Set

$$Z = \langle a, v \rangle \langle a, w \rangle. \quad (13)$$
and observe that
\[ \|Z\|_{L^2}^2 = E |\langle a, v \rangle \langle a, w \rangle|^2 \]
\[ = E \sum_{i,j,k,\ell=1}^n a_i a_j a_k a_\ell v_i v_j w_k w_\ell \]
\[ = E \left[ 2 \sum_{i,j=1, i \neq j}^n a_i^2 a_j^2 v_i v_j w_i w_j + \sum_{i,k=1, i \neq k}^n a_i^2 a_k^2 v_i^2 w_k^2 + \sum_{i=1}^n a_i^4 v_i^2 w_i^2 \right] \]
\[ = 1 + 2 \langle v, w \rangle^2 - 2 \sum_{i=1}^n v_i^2 w_i^2 + \sum_{i=1}^n (E a_i^4 - 1) v_i^2 w_i^2 \]
\[ \geq 1 - 2\mu^2. \]  
(14)

Here the third equality uses that due to the independence assumption, all summands where an \( a_i \) appears in first power have zero mean, so only those terms with two different \( a_i \)'s appearing as a square or just one \( a_i \) appearing in fourth power contribute to the sum. The fourth equality uses that the \( a_i \)'s are all unit variance, and in the last inequality we use (12) as well as the fact that a random variable’s fourth moment always dominates its variance.

B. Proof of Proposition III.4

Consider \((v, w) \in T^\perp\). Then by definition, there exist vectors \( s, t \in T \) such that \( v = \frac{s-t}{\|s-t\|_2} \) and \( w = \frac{s+t}{\|s+t\|_2} \). Using the triangle inequality, and the fact that \( s, t \) are \( \mu \)-flat, we have that:
\[ \|s + t\|_\infty \leq \mu (\|s\|_2 + \|t\|_2), \]
\[ \|s - t\|_\infty \leq \mu (\|s\|_2 + \|t\|_2). \]
(15) (16)

Also, using the triangle inequality,
\[ \|s + t\|_2 + \|s - t\|_2 \geq 2\|s\|_2, \]
\[ \|s + t\|_2 + \|s - t\|_2 \geq 2\|t\|_2, \]
(17) (18)

hence
\[ \|s\|_2 + \|t\|_2 \leq \|s + t\|_2 + \|s - t\|_2 \leq 2 \max \{ \|s + t\|_2, \|s - t\|_2 \}. \]
(19)

Combining all of the above, we see that at least one of the following inequalities must hold:
\[ \|s + t\|_\infty \leq 2\mu\|s + t\|_2, \]
\[ \|s - t\|_\infty \leq 2\mu\|s - t\|_2. \]
(20) (21)

This shows that at least one of \( s + t \) and \( s - t \) is \( 2\mu \)-flat. The result follows by applying Proposition III.5.

V. **PhaseLift**

Our second main result concerns the PhaseLift algorithm [6, 7, 8]. PhaseLift (in the noiseless case) is based on a matrix reformulation of the problem in terms of the rank one matrix \( X = xx^T \), namely

find \( X \in \mathbb{R}^{n \times n} \)

such that \( X \succeq 0, \rank(X) = 1, \)
\[ \text{tr}(a_ia_i^T X) = y_i \quad (\forall i = 1, \ldots, m). \]
(22)

Then one solves a convex relaxation of this problem:

find \( X \in \mathbb{R}^{n \times n} \) that minimizes \( \text{tr}(X) \)

such that \( X \succeq 0, \)
\[ \text{tr}(a_ia_i^T X) = y_i \quad (\forall i = 1, \ldots, m). \]
(23)

This yields a solution \( \hat{X} \), from which one extracts the leading eigenvector \( \hat{x} \); one hopes that \( \hat{x} \approx x \).

PhaseLift can be modified to handle noise in different ways; in particular, one can solve the following convex program [8]:

find \( X \in \mathbb{R}^{n \times n} \) that minimizes
\[ \sum_{i=1}^m |\text{tr}(a_ia_i^T X) - y_i| \]

s.t. \( X \succeq 0. \)
(24)
A. Recovery of Non-Peaky Signals from Subgaussian Measurements

We assume that each measurement vector \( \mathbf{a}_i \in \mathbb{R}^n \) is chosen by sampling its entries \( a_{ij} \) \( (j = 1, 2, \ldots, n) \) independently from some subgaussian distribution \( D \) on \( \mathbb{R} \). We assume that \( D \) has mean zero and variance 1. Also, we let \( C_4 \) and \( C_{\psi_2} \) denote its fourth moment and \( \psi_2 \)-norm, respectively:

\[
\begin{align*}
    & \mathbb{E} a_{ij} = 0, \quad \mathbb{E}(a_{ij}^2) = 1, \quad C_4 := \mathbb{E}(a_{ij}^4) \geq 1, \quad C_{\psi_2} := \|a_{ij}\|_{\psi_2}.
\end{align*}
\]  

(25)

We are interested in recovering signals that are non-peaky, or \( \mu \)-flat in the sense of Definition \( \text{[II.2]} \). We show that, for any choice of \( D \), there is a constant \( \mu \in (0, 1) \) such that, for all sufficiently large \( n \), PhaseLift achieves uniform recovery of all \( \mu \)-flat vectors in \( \mathbb{R}^n \), using \( m = O(n) \) measurements, in the presence of noise.

This extends the order-optimal results of Candès and Li \( \text{[8]} \) to a larger class of measurement distributions, at the expense of a mild non-peakiness restriction on the class of vectors to be recovered. We emphasize that there is no dependence of \( \mu \) on the dimension \( n \).

More precisely, we prove:

**Theorem V.1.** Consider PhaseLift with noisy measurements, as shown in equations \( \text{(1)} \) and \( \text{(24)} \). Let \( D \) be any subgaussian distribution on \( \mathbb{R} \), with mean 0, variance 1, and parameters \( C_4 \) and \( C_{\psi_2} \) as shown in equation \( \text{(25)} \). Then there exist constants \( 0 < \mu < 1 \) and \( \kappa_0 > 1 \) such that the following holds.

For all \( n \) sufficiently large, and for all \( m \geq \kappa_0 n \), with probability at least \( 1 - e^{-\Omega(n)} \) (over the choice of the measurement vectors \( \mathbf{a}_i \)), PhaseLift achieves uniform recovery of all \( \mu \)-flat vectors in \( \mathbb{R}^n \): for all \( \mu \)-flat vectors \( \mathbf{x} \in \mathbb{R}^n \), the solution \( \hat{\mathbf{X}} \) to equation \( \text{(24)} \) obeys

\[
\|\hat{\mathbf{X}} - \mathbf{x}\mathbf{x}^T\|_F \leq C_0 \frac{\| \mathbf{w} \|_1}{m},
\]

(26)

where \( \| \cdot \|_F \) is the Frobenius norm, \( C_0 \) is a universal constant, and \( \mathbf{w} \) is the noise term in equation \( \text{(1)} \). If we let \( \hat{\mathbf{x}} \) be the leading eigenvector of \( \hat{\mathbf{X}} \), then \( \hat{\mathbf{x}} \) satisfies the bound

\[
\|\hat{\mathbf{x}} - e^{i\phi} \mathbf{x}\|_2 \leq C_0 \min \left\{ \| \mathbf{x} \|_2, \frac{\| \mathbf{w} \|_1}{m \| \mathbf{x} \|_2} \right\},
\]

(27)

for some \( \phi \in [0, 2\pi] \).

Note that here the success probability is \( 1 - e^{-\Omega(n)} \), rather than \( 1 - e^{-\Omega(m)} \) as in \( \text{[8]} \). This is due to a technical difference in the proof: in our setting, the sampling operator \( \mathcal{A} \) satisfies the desired injectivity properties with probability \( 1 - e^{-\Omega(n)} \), rather than \( 1 - e^{-\Omega(m)} \). However, note that the construction of the dual certificate still succeeds with probability \( 1 - e^{-\Omega(m)} \), as needed in order to use the union bound over \( \mathbb{R}^n \). (See the following section for details.)

B. Recovery of Arbitrary Signals from Bernoulli Measurements with Erasures

Next we consider a special class of subgaussian measurements, namely Bernoulli measurements with erasure probability \( p \in [0, 1] \). We let each measurement vector \( \mathbf{a}_i \in \mathbb{R}^n \) have iid entries chosen from the following distribution:

\[
\begin{align*}
    a_{ij} &= \begin{cases} 
        1/\sqrt{1-p} & \text{with probability } (1-p)/2, \\
        0 & \text{with probability } p, \\
        -1/\sqrt{1-p} & \text{with probability } (1-p)/2.
    \end{cases}
\end{align*}
\]

(28)

This distribution has the following properties:

\[
\begin{align*}
    & \mathbb{E} a_{ij} = 0, \quad \mathbb{E}(a_{ij}^2) = 1, \quad C_4 := \mathbb{E}(a_{ij}^4) = \frac{1}{1-p}, \quad C_{\psi_2} := \|a_{ij}\|_{\psi_2} \leq \frac{1}{\sqrt{1-p}}.
\end{align*}
\]

(29)

We consider the phase retrieval problem using these types of measurements, for arbitrary signals \( \mathbf{x} \in \mathbb{R}^n \) (without any \( \mu \)-flatness assumption). The basic question of stable uniqueness was already settled by Eldar and Mendelson \( \text{[14]} \): whenever \( p > 0 \), the distribution of the \( a_{ij} \) satisfies their fourth-moment condition, hence stable uniqueness holds. However, no recovery guarantees using PhaseLift were previously known. Here we show that, in the particular case where \( p = 2/3 \), PhaseLift achieves uniform recovery of all vectors in \( \mathbb{R}^n \), using \( m = O(n) \) measurements, in the presence of noise.

**Theorem V.2.** Consider PhaseLift with noisy measurements, as shown in equations \( \text{(1)} \) and \( \text{(24)} \). Let the \( \mathbf{a}_i \in \mathbb{R}^n \) be Bernoulli random vectors with erasure probability \( p = 2/3 \), as shown in equation \( \text{(28)} \). Then there exists a constant \( \kappa_0 > 1 \) such that the following holds.

For all \( n \) sufficiently large, and for all \( m \geq \kappa_0 n \), with probability at least \( 1 - e^{-\Omega(n)} \) (over the choice of the \( \mathbf{a}_i \)), PhaseLift achieves uniform recovery of all vectors in \( \mathbb{R}^n \). Furthermore, for all \( \mathbf{x} \in \mathbb{R}^n \), the PhaseLift solution \( \hat{\mathbf{X}} \) satisfies the same error bounds as in Theorem \( \text{V.1} \).

\footnote{For the definition of the \( \psi_2 \)-norm, see, e.g., \( \text{[17]} \).}
VI. Proof Outline

We begin by describing the proof of Theorem VI.1. (We will prove Theorem VI.2 later, in Section VII) Our proof uses the same overall strategy as in previous work on PhaseLift [6, 7, 8], though new techniques are needed in several places.

We begin by showing an injectivity property of the sampling operator $A : X \mapsto \langle x(i), a(i)^T X \rangle_{i \in [m]}$, but while this follows from relatively straightforward arguments in [8, 7, 6], in our setting we need to use more sophisticated arguments due to Eldar and Mendelson [14] (including a bound on empirical processes from [16]).

To characterize the solution of the PhaseLift convex program, we construct a dual certificate $Y$, which is similar to that of Candès and Li [8] (see also similar work by Demanet and Hand [7]). Because the $a_i$ are no longer Gaussian distributed, our proofs are somewhat more involved: we use various fourth-moment estimates, and large-deviation bounds for sums of independent subgaussian and sub-exponential random vectors [17].

A. Injectivity of the sampling operator

We define the sampling operator $A : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^m$ as follows:

$$A(X) = \langle x(i), a(i)^T X \rangle_{i \in [m]}.$$  \hspace{1cm} (30)

We will prove that $A$ satisfies certain injectivity properties. First, we need an upper bound on $\|A(X)\|_1$, which is a straightforward generalization of the first half of Lemma 2.1 in [8], and of Lemma 3.1 in [6].

Lemma VI.1. Let $D$ be as in Theorem VI.1 Then there exist constants $C > 0$ and $c > 0$ such that the following holds.

Fix any $0 < \delta < \frac{1}{5}$, and assume that $m \geq 20(C/\delta)^2 n$. Let $\varepsilon > 0$ be the positive root of $\frac{1}{4} \varepsilon^2 = \varepsilon^2 + c$, that is, $\varepsilon = \frac{1}{2}(-1 + \sqrt{1 + \delta})$. Then with probability at least $1 - 2e^{-cm\varepsilon^2}$ (over the choice of the $a_i$), the sampling operator $A$ has the property that:

$$\frac{1}{m} \|A(X)\|_1 \leq (1 + \delta) \text{tr}(X), \quad \forall X \succeq 0.$$  \hspace{1cm} (31)

The proof is identical to that of Lemma 3.1 in [6], but using bounds on the singular values of random matrices whose rows are independent subgaussian vectors (rather than Gaussian vectors), as in Theorem 5.39 in [17].

Next we prove a lower bound on $\|A(X)\|_1$, which resembles the second half of Lemma 2.1 in [8], and Lemma 3.2 in [6]. Our lemma differs from these previous works in that it only applies to matrices $X$ that lie in the tangent spaces $T(x_0)$ associated with $\mu$-flat vectors $x_0$, rather than all matrices $X$ that are symmetric with rank 2. However, this lemma is sufficient for our purposes.

Formally, fix some $\mu \in (0,1)$, and let $S(\mu)$ be the set of all $\mu$-flat vectors:

$$S(\mu) = \{ x \in \mathbb{R}^n \mid \|x\|_\infty \leq \mu \|x\|_2 \}.$$  \hspace{1cm} (32)

For any vector $x_0 \in S$, define $T(x_0)$ to be the following subspace of $\mathbb{R}^{n \times n}$:

$$T(x_0) = \{ X \in \mathbb{R}^{n \times n} \mid X = xx_0^T + x_0x_0^T, \quad x \in \mathbb{R}^n \}.$$  \hspace{1cm} (33)

We will prove:

Lemma VI.2. Let $D$ be as in Theorem VI.1 Then there exist constants $0 < \mu < 1$, $\kappa_0 > 1$, $c > 0$ and $\alpha > 0$ such that the following holds.

For all $n$ sufficiently large, and for all $m \geq \kappa_0 n$, with probability at least $1 - e^{-cn}$ (over the choice of the measurement vectors $a_i$), the sampling operator $A$ satisfies:

$$\frac{1}{m} \|A(X)\|_1 \geq \alpha \|X\|, \quad \forall x_0 \in S(\mu) \setminus \{0\}, \quad \forall X \in T(x_0) \setminus \{0\}.$$  \hspace{1cm} (34)

Note that here the constant $\alpha > 0$ may be quite small, in contrast to previous work [8] where this constant was close to 1. Because of this difference, we will have to construct a dual certificate $Y$ that satisfies $\|Y_T\|_F \leq \varepsilon_2$ (for a small constant $\varepsilon_2 > 0$), rather than $\|Y_T\|_F \leq \frac{1}{20}$ as in [8]. (See Sections VI-B and VI-C for details.)

The proof of this lemma is different from [8, 6]. It uses arguments due to Eldar and Mendelson, in particular a Paley-Zygmund argument for lower-bounding an expectation value of the form $E[|Z|]$ (Lemma 3.6 in [14]), and a bound on the suprema of certain empirical processes (Theorem 2.8 in [14], see also [16]). The proof of this lemma is given in Section VII.
B. Approximate dual certificates

Following [8], we will use approximate dual certificates to characterize the solutions to the PhaseLift convex program. First, we will show that, for any \( \mu \)-flat vector \( x_0 \), with high probability (over the choice of the measurement vectors \( a_i \)), there exists an approximate dual certificate \( Y \) (for the vector \( x_0 \)). We will then use the union bound over an \( \epsilon \)-net on the unit sphere \( S^{n-1} \) in \( \mathbb{R}^n \), together with a continuity argument (which shows that any vector in \( S^{n-1} \) can be approximated by a vector in the \( \epsilon \)-net). This will prove a uniform guarantee: with high probability (over the choice of the \( a_i \)), for all \( \mu \)-flat vectors \( x_0 \), there is a dual certificate \( Y \).

For the first claim, we will prove a variant of Lemma 2.3 in [8]:

**Lemma VI.3.** Let \( D \) be as in Theorem [V.7]. Let \( \varepsilon_1 > 0 \) and \( \varepsilon_2 > 0 \) be any constants. Then there exist constants \( 0 < \mu < 1 \), \( \kappa_0 > 1 \), \( \kappa_0 > 1 \), \( \epsilon > 0 \) and \( B_0 > 0 \) such that the following holds.

For all sufficiently large \( n \), and for all \( m \geq \kappa_0 n \), let \( x_0 \in S(\mu) \) be any \( \mu \)-flat vector, and let \( T = T(x_0) \) be the tangent space. Then with probability at least \( 1 - e^{-cm}(\text{over the choice of the measurement vectors } a_i) \), there exists a dual certificate \( Y \in \mathbb{R}^{n \times n} \), which has the form \( Y = A^*(\lambda) \), where \( \| \lambda \|_\infty \leq \frac{B_0}{m} \), and which satisfies

\[
\| Y_{T^\perp} + 2I_{T^\perp} \| \leq \varepsilon_1, \quad \| Y_T \|_F \leq \varepsilon_2.
\]  

(35)

Here, \( A^* : \mathbb{R}^m \rightarrow \mathbb{R}^{n \times n} \) denotes the adjoint of the linear operator \( A \), \( Y_T \) denotes the projection of \( Y \) onto the subspace \( T \), and \( Y_{T^\perp} \) denotes the projection of \( Y \) onto the subspace \( T^\perp \), which is the orthogonal complement of \( T \) in \( \mathbb{R}^{n \times n} \).

The proof of this lemma is given in Section VIII. The dual certificate is constructed in a similar way to [8], but the analysis is more involved. In particular, unlike the Gaussian case studied in [8], here the distribution of the vectors \( a_i \) is not rotationally invariant. We use vector analogues of Hoeffding’s inequality and Bernstein’s inequality [17], combined with fourth-moment estimates which depend on the \( \mu \)-flatness of the vector \( x_0 \).

From the above lemma, one concludes a uniform guarantee on the existence of dual certificates for all \( \mu \)-flat vectors \( x_0 \). To see this, one first constructs a dual certificate for all points \( x_0 \) in an \( \epsilon \)-net, via a union bound; second, one shows that this dual certificate works well for all points \( x_0 \), using a continuity argument. This part of the proof is identical to the proof of Corollary 2.4 in [8], so we refrain from repeating the details.

C. Combining the pieces

We can characterize the solution of the PhaseLift convex program, using the injectivity of the sampling operator \( A \), and the existence of a dual certificate \( Y \). We restate the bound proved in Section 2.3 in [8] (with more general choices for the parameters):

**Lemma VI.4.** Suppose that the sampling operator \( A \) satisfies equations (31) and (34), with parameters \( \delta \) and \( \alpha \). Let \( x_0 \) be any \( \mu \)-flat vector in \( \mathbb{R}^n \), and let \( \hat{X} \) be the solution of the PhaseLift convex program with noisy measurements, as in equations (7) and (24).

Suppose that there exists a dual certificate \( Y \in \mathbb{R}^{n \times n} \) that satisfies \( Y_{T^\perp} \preceq -I_{T^\perp} \) and \( \| Y_T \|_F \leq \varepsilon_2 \), where \( \varepsilon_2 < \frac{\alpha}{(1+\delta)\sqrt{2}} \).

Also suppose that \( Y \) has the form \( Y = A^*(\lambda) \), where \( \| \lambda \|_\infty \leq \frac{B_0}{m} \). Then \( \hat{X} \) must satisfy

\[
\| \hat{X} - x_0 x_0^T \|_F \leq 2C_0 \frac{\| w \|_1}{m},
\]  

(36)

where \( C_0 = (1 + \varepsilon_2)(\frac{\alpha}{(1+\delta)\sqrt{2}} - \varepsilon_2)^{-1}(\frac{1}{1+\delta} + B_0) + B_0 \).

The proof of this lemma is identical to that in [8]. By combining this with the preceding lemmas, we prove Theorem [V.1]

VII. Injectivity of the sampling operator

We now prove Lemma [VI.2].

For any \( x_0 \in S(\mu) \setminus \{0\} \), and any \( X \in T(x_0) \setminus \{0\} \), we can write \( X = x x_0^T + x_0 x_0^T \). Since all the variables are real, we can write

\[
\frac{1}{m} \| A(X) \|_1 = \frac{1}{m} \sum_{i=1}^{m} |\text{tr}(a_i a_i^T X)| = \frac{1}{m} \sum_{i=1}^{m} |a_i^T x| |a_i^T x_0|.
\]  

(37)

Next we reduce to the case where \( \| x \|_2 = \| x_0 \|_2 = 1 \). Let \( S^{n-1} \) denote the unit sphere in \( \mathbb{R}^n \). For any \( v \in S^{n-1} \), and any \( v_0 \in S \cap S^{n-1} \), define

\[
\Gamma(v, v_0) = \frac{1}{m} \sum_{i=1}^{m} |a_i^T v| |a_i^T v_0|.
\]  

(38)

Furthermore, define

\[
\kappa(v, v_0) = \mathbb{E}_A \Gamma(v, v_0)
\]  

(39)
and
\[ \delta = \sup_{v \in S^{n-1}, v_0 \in S(\mu) \cap S^{n-1}} |\Gamma(v, v_0) - \mathbb{E}_A \Gamma(v, v_0)|. \] (40)

So we can write
\[ \frac{1}{m} \|A(X)\|_1 = 2\|x\|_2 \|x_0\|_2 \Gamma(\frac{x}{\|x\|_2}, \frac{x_0}{\|x_0\|_2}) \geq 2\|x\|_2 \|x_0\|_2 (\kappa(\frac{x}{\|x\|_2}, \frac{x_0}{\|x_0\|_2}) - \delta) \geq (\kappa(\frac{x}{\|x\|_2}, \frac{x_0}{\|x_0\|_2}) - \delta) \|X\|, \] (41)

which is valid provided that \( \kappa(\frac{x}{\|x\|_2}, \frac{x_0}{\|x_0\|_2}) \geq \delta \), and where we used the fact that \( \|X\| \leq \|xx_0^T\| + \|x_0x^T\| \leq 2\|x\|_2 \|x_0\|_2 \).

We now proceed to bound \( \kappa(v, v_0) \), using a version of the Paley-Zygmund argument from Corollary 3.7 in [14]. We note that \( \kappa(v, v_0) \) can be written in terms of a single measurement vector \( a \), as follows:
\[ \kappa(v, v_0) = \mathbb{E}_a |a^T v|^2 |a^T v_0| = \mathbb{E} |Z|, \] (42)

where \( Z \) is defined as in (13).

Now fix any \( q > 2 \). Using (14) combined with the same argument as in Corollary 3.7 in [14], we have that \( \|Z\|_L_q \leq C_q \), where \( C_q < \infty \) depends only on the parameter \( q \) and the distribution \( D \) (and not on the dimension \( n \)). Finally, using Lemma 3.6 in [14], we get that
\[ \kappa(v, v_0) = \mathbb{E} |Z| \geq c_1 \|Z\|_{L_2} \geq c_1 \sqrt{1 - 2 \mu^2}, \] (43)

where \( c_1 > 0 \) depends only on the choice of \( q \) and the distribution \( D \) (and not on the dimension \( n \)). We assume that \( \mu \) is a constant satisfying \( \mu < 1/\sqrt{2} \); then \( \kappa(v, v_0) \) is lower-bounded by a constant that is strictly greater than 0.

Next, we will upper-bound \( \delta \), by bounding the supremum of an empirical process, using Theorem 2.8 in [14] (see also [16]). Here the empirical process is indexed by two sets \( T_1 = S^{n-1} \) and \( T_2 = S(\mu) \cap S^{n-1} \). We define the diameter of a set \( T \subset \mathbb{R}^n \) to be \( d(T) = \sup_{t \in T} \|t\|_2 \). So for the sets \( T_1 \) and \( T_2 \), we have \( d(T_1) = d(T_2) = 1 \). We define the Gaussian complexity of a set \( T \subset \mathbb{R}^n \) to be \( \ell(T) = \mathbb{E}[\sup_{t \in T} |t|^2] \), where \( g \) is a Gaussian random vector in \( \mathbb{R}^n \) with mean 0 and covariance matrix \( I \). The Gaussian complexities of \( T_1 \) and \( T_2 \) can be bounded by \( \ell(T_2) \leq \ell(T_1) \leq \sqrt{n} \) (see, e.g., Section 3.3.1 in [14]).

Now Theorem 2.8 in [14] implies that there exist constants \( c_1, c_2 > 0 \) and \( c_3 \) (which depend on the distribution \( D \), but not on the dimension \( n \)) such that the following holds: for all \( u \geq c_1 \), with probability at least \( 1 - 2 \exp(-c_2 u^2 \min\{m, n\}) \) (over the choice of the measurement vectors \( a_i \)), we have that
\[ \delta \leq c_3 u^3 \sqrt{\frac{m}{m + n}}. \] (44)

Now set \( u \) to be constant, and set \( m \geq \kappa_0 n \). By choosing \( \kappa_0 \) large, we can make \( \delta \) arbitrarily small.

Now substitute equations (43) and (44) into (41). This completes the proof of Lemma VI.2. \( \square \)

VIII. CONSTRUCTING THE DUAL CERTIFICATE

We now prove Lemma VI.3:

**Part 1:** We first show some properties of the distribution \( D \). Note that for any \( \delta_{ct} > 0 \), we can define a cutoff parameter \( R_{ct} > 0 \) such that, for any \( x \in S^{n-1} \), we have
\[ \Pr[|a_i^T x| \geq R_{ct}] \leq \delta_{ct}. \] (45)

(This follows from standard large-deviation bounds.) In particular, for any \( \delta_{ct} > 0 \), there exists some \( R_{ct} > 0 \) such that, for all \( x \in S^{n-1} \), equation (45) is satisfied. To see this, use a Hoeffding-type inequality (Prop. 5.10 in [17]):
\[ \Pr[|a_i^T x| \geq R_{ct}] \leq e \cdot \exp(-cR_{ct}^2/C_{\psi_2}), \] (46)

where \( c > 0 \) is an absolute constant. Then set \( R_{ct} \) to be:
\[ R_{ct} = \left( \frac{1}{c} \ln \left( \frac{\alpha}{\alpha_0} \right) \right)^{1/2} C_{\psi_2}. \] (47)

We now calculate certain fourth moments of the \( a_i \), namely \( \mathbb{E}[a_i^T x_0]^4 \), \( \mathbb{E}[a_i^T x_0]^2(a_i^T v)^2 \) and \( \mathbb{E}[a_i^T x_0]^4(a_i^T v) \) (where \( v \in \mathbb{R}^n \) is a unit vector orthogonal to \( x_0 \)). We show that when the vector \( x_0 \) is \( \mu \)-flat, these moments have approximately the same values as if \( a_i \) were a Gaussian random vector. This is the key fact that allows us to apply the proof techniques from [8] in this more general setting.
First, let $x_0$ be a “μ-flat” signal, and assume without loss of generality that $\|x_0\|_2 = 1$. We consider the 4th moment of $a_i^T x_0$, and we write

$$
E[(a_i^T x_0)^4] = E\left[\left(\sum_{j=1}^n a_{ij} x_{0j}\right)^4\right]
$$

$$
= \sum_j E[a_{ij}^4] x_{0j}^4 + 3 \sum_{j\neq k} E[a_{ij}^2] E[a_{ik}^2] x_{0j}^2 x_{0k}^2
$$

$$
= \sum_j (C_4 - 3) x_{0j}^4 + 3 \sum_{j\neq k} x_{0j}^2 x_{0k}^2
$$

$$
= \sum_j (C_4 - 3) x_{0j}^4 + 3.
$$

(48)

In the special case where $a_i$ is a Gaussian random vector, we have $C_4 = 3$ and $E[(a_i^T x_0)^4] = 3$. In the general case, we can use the μ-flatness of $x_0$ to show that $E[(a_i^T x_0)^4] \approx 3$, as follows:

$$
|E[(a_i^T x_0)^4] - 3| \leq |C_4 - 3| \|x_0\|^2_\infty \|x_0\|^2_2
$$

$$
\leq |C_4 - 3| \mu^2 =: \varepsilon_4.
$$

(49)

Note that we can choose $\mu > 0$ to be small, in order to make $\varepsilon_4$ an arbitrarily small constant.

Next, let $v \in \mathbb{R}^n$ be a unit vector orthogonal to $x_0$, i.e., $\|v\|_2 = 1$ and $v^T x_0 = 0$. We calculate the following mixed 4th moment of $a_i$:

$$
E[(a_i^T x_0)^2(a_i^T v)^2]
$$

$$
= \sum_j E[a_{ij}^4] x_{0j}^2 v_j^2 + 3 \sum_{j\neq k} E[a_{ij}^2] E[a_{ik}^2] x_{0j}^2 x_{0k}^2 v_j v_k
$$

$$
= (C_4 - 3) \sum_j x_{0j}^2 v_j^2 + 3 \sum_{j\neq k} x_{0j}^2 x_{0k}^2 v_j v_k
$$

$$
= (C_4 - 3) \sum_j x_{0j}^2 v_j^2 + 3 \|x_0\|^2_\infty \|v\|^2_2
$$

$$
= (C_4 - 3) \sum_j x_{0j}^2 v_j^2 + 3 \|x_0\|^2_\infty \|v\|^2_2
$$

$$
= (C_4 - 3) \sum_j x_{0j}^2 v_j^2 + 1.
$$

(50)

In the special case where $a_i$ is a Gaussian random vector, we have $C_4 = 3$ and $E[(a_i^T x_0)^2(a_i^T v)^2] = 1$. In general, we have

$$
|E[(a_i^T x_0)^2(a_i^T v)^2] - 1| \leq |C_4 - 3| \|x_0\|^2_\infty \|v\|^2_2
$$

$$
\leq |C_4 - 3| \mu^2 =: \varepsilon_4.
$$

(51)

Finally, we calculate another mixed 4th moment of $a_i$:

$$
E[(a_i^T x_0)^3(a_i^T v)]
$$

$$
= \sum_j E[a_{ij}^4] x_{0j}^3 v_j + 3 \sum_{j\neq k} E[a_{ij}^2] E[a_{ik}^2] x_{0j}^2 x_{0k} v_j
$$

$$
= (C_4 - 3) \sum_j x_{0j}^3 v_j + 3 \sum_{j\neq k} x_{0j}^2 x_{0k} v_j
$$

$$
= (C_4 - 3) \sum_j x_{0j}^3 v_j + 3 \|x_0\|^2_\infty \|x_0^T v\|
$$

$$
= (C_4 - 3) \sum_j x_{0j}^3 v_j.
$$

(52)

In the special case where $a_i$ is a Gaussian random vector, we have $C_4 = 3$ and $E[(a_i^T x_0)^3(a_i^T v)] = 0$. In general, we have

$$
|E[(a_i^T x_0)^3(a_i^T v)]| \leq |C_4 - 3| \|x_0\|^2_\infty \|x_0\|^2_2 \|v\|_2
$$

$$
\leq |C_4 - 3| \mu^2 =: \varepsilon_4.
$$

(53)
**Part 2:** We now construct the dual certificate \( Y \), following the same approach as [8]. Without loss of generality, we can assume \( \|x_0\|_2 = 1 \). We construct \( Y \) as follows:

\[
Y := \sum_{i=1}^{m} \lambda_i a_i^T,
\]

\[
\lambda_i := \frac{1}{m} \left( t_a^T x_0 \right)^2 \mathbb{1}[|t_a^T x_0| \leq R_{ct}] - \beta_0,
\]

where we set

\[
\beta_0 := \mathbb{E}[(t_a^T x_0)^4 \mathbb{1}[|t_a^T x_0| \leq R_{ct}]].
\]

This choice of \( \beta_0 \) ensures that \( \mathbb{E} x_0^T Y x_0 = 0 \), which will be useful later.

Note that \( \beta_0 \approx \mathbb{E}[(t_a^T x_0)^4] \approx 3 \), and note that this implies \(|\lambda_i| \leq \frac{1}{n}(R_{ct}^2 + \beta_0) \leq O(\frac{1}{m})\). We can bound \( \beta_0 \) rigorously as follows: write \( \beta_0 = \mathbb{E}[(t_a^T x_0)^4] - \delta_0 \), where

\[
\beta_0 := \mathbb{E}[(t_a^T x_0)^4 \mathbb{1}[|t_a^T x_0| > R_{ct}]]
\]

\[
\leq \mathbb{E}[(t_a^T x_0)^8]^{1/2} \Pr[|t_a^T x_0| > R_{ct}]^{1/2}
\]

\[
\leq \|a_1^T x_0\|_{\psi_2} \sqrt{8} R_{ct}^{1/2}
\]

\[
\leq C^2 R_{ct} \cdot 64 \delta_0^{1/2},
\]

where we used the Cauchy-Schwarz inequality and standard properties of subgaussian random variables, and where \( C_0 \) is some universal constant (see Lemma 5.9 in [17]). Thus, for any constant \( \varepsilon_{ct} > 0 \), there exists a sufficiently large constant \( R_{ct} > 0 \) such that we can choose \( \delta_{ct} \) sufficiently small to ensure that \( 0 \leq \delta_{ct} \leq \varepsilon_{ct} \). Combining with equation (49), we see that

\[
|\beta_0 - 3| \leq \varepsilon_4 + \varepsilon_{ct}.
\]

We now show that \( Y \) has the desired properties. To do this, it is convenient to write \( Y = Y^{(0)} - Y^{(1)} \), where

\[
Y^{(0)} := \frac{1}{m} \sum_{i=1}^{m} (t_a^T x_0)^2 \mathbb{1}[|t_a^T x_0| \leq R_{ct}] a_i a_i^T,
\]

\[
Y^{(1)} := \frac{1}{m} \sum_{i=1}^{m} \beta_0 a_i a_i^T.
\]

**Part 3:** First, we want to bound \( Y_{T^\perp} \). We begin by bounding \( Y^{(1)}_{T^\perp} \), using a similar argument to [8], with more general bounds for subgaussian random matrices [17]. This will show that \( \|Y^{(1)}_{T^\perp} - 3I_{T^\perp}\| \) is small.

We proceed as follows. We can write

\[
Y^{(1)} = \frac{1}{m} \beta_0 A^T A,
\]

where \( A \) is a random \( n \times m \) matrix whose \( i \)’th row is the vector \( a_i^T \). Note that \( \mathbb{E} Y^{(1)} = \beta_0 I \) and \( \mathbb{E} A = 0 \). Using standard bounds on the singular values of random matrices with independent subgaussian rows (Lemma 5.39 in [17]), we get that there exist constants \( C > 0 \) and \( c > 0 \) (which depend only on the subgaussian norm of the rows, given by \( C_0 \)), such that for all \( t \geq 0 \), with probability \( \geq 1 - 2 \exp(-ct^2) \), \( A \) satisfies

\[
\sqrt{m} - C\sqrt{n} - t \leq s_{\min}(A) \leq s_{\max}(A) \leq \sqrt{m} + C\sqrt{n} + t,
\]

where \( s_{\max}(A) \) and \( s_{\min}(A) \) denote the largest and smallest singular values of \( A \).

We restate this as follows, substituting \( t = \varepsilon_0 \sqrt{m} \): for all \( \varepsilon_0 \geq 0 \), with probability \( \geq 1 - 2 \exp(-c_0 \varepsilon_0^2 m) \), \( A \) satisfies

\[
1 - C\frac{1}{\sqrt{\kappa_0}} - \varepsilon_0 \leq s_{\min}(A) \leq s_{\max}(A) \leq 1 + C\frac{1}{\sqrt{\kappa_0}} + \varepsilon_0.
\]

This implies (using Lemma 5.36 in [17]) that

\[
\left\| \frac{1}{m} A^T A - I \right\| \leq 3 \max \left\{ \frac{C}{\sqrt{\kappa_0}} + \varepsilon_0, \left( \frac{C}{\sqrt{\kappa_0}} + \varepsilon_0 \right)^2 \right\}
\]

\[
\leq 3 \left\{ 2\varepsilon_0, (2\varepsilon_0)^2 \right\} \leq 6\varepsilon_0,
\]

assuming that \( \kappa_0 \) is large enough so that \( \frac{C}{\sqrt{\kappa_0}} \leq \varepsilon_0 \), and assuming that \( \varepsilon_0 \leq \frac{1}{2} \). This implies \( \|Y^{(1)} - \beta_0 I\| \leq 6\beta_0\varepsilon_0 \), hence

\[
\|Y_{T^\perp}^{(1)} - \beta_0 I_{T^\perp}\| \leq 6\beta_0\varepsilon_0,
\]

and hence

\[
\|Y_{T^\perp}^{(1)} - 3I_{T^\perp}\| \leq 6(3 + \varepsilon_4 + \varepsilon_{ct})\varepsilon_0 + \varepsilon_4 + \varepsilon_{ct}.
\]
Next, we will bound $Y_{T,0}^{(0)}$. We can write it in the form:

$$Y_{T,0}^{(0)} = \frac{1}{m} \sum_{i=1}^{m} \xi_i^T, \quad \xi_i := (a_i^T x_0) \mathbb{1}[[a_i^T x_0] \leq R_{ct}[\Pi_0 a_i],$$

where $\Pi_0 = I - x_0 x_0^T$ is the projector onto the subspace orthogonal to $x_0$. As in [8], the random variables $\xi_i$ are subgaussian, but there may be added complications, because the $\xi_i$ may have nonzero mean and may not be isotropic. We will center and whiten the $\xi_i$, and then use the argument from [8]. This will show that $\|Y_{T,0}^{(0)} - I_{T,0}\|$ is small.

We first shift $\xi_i$ to get a centered random variable $\zeta_i$:

$$\zeta_i := \xi_i - \mu_i, \quad \mu_i := \mathbb{E}[\xi_i].$$

For future use, we also define

$$Z := \frac{1}{m} \sum_{i=1}^{m} \zeta_i \zeta_i^T.$$  

We then take the spectral decomposition of the covariance matrix $\mathbb{E}[\zeta_i \zeta_i^T] =: QDQ^T$, and we transform $\zeta_i$ to get an isotropic random variable $\varphi_i$:

$$\varphi_i := D^{-1/2} Q^T \zeta_i,$$

where we define $D^{-1/2}$ to act on the subspace orthogonal to $x_0$. We also define

$$F := \frac{1}{m} \sum_{i=1}^{m} \varphi_i \varphi_i^T.$$  

We can bound the effect of these transformations as follows. First, we can bound $\mu_i = \mathbb{E}[\xi_i]$. We write

$$\xi_i = \theta_i - \nu_i,$$

where $\theta_i = (a_i^T x_0)(\Pi_0 a_i)$ and $\nu_i = (a_i^T x_0) \mathbb{1}[[a_i^T x_0] > R_{ct}[\Pi_0 a_i])$. For any $v \in S^{n-1}$ such that $v^T x_0 = 0$, we have

$$\mathbb{E}[v^T \theta_i] = \mathbb{E}[(a_i^T x_0)(v^T a_i)] = v^T \mathbb{E}[a_i a_i^T] x_0 = v^T x_0 = 0,$$

and using equation (51), we have

$$|v^T \mathbb{E}[\nu_i]| = |\mathbb{E}[(a_i^T x_0) \mathbb{1}[[a_i^T x_0] > R_{ct}[\nu_i a_i]]|$$

$$\leq \mathbb{E}[(a_i^T x_0)^2 (v^T a_i)^2]^{1/2} \mathbb{P}[|a_i^T x_0| > R_{ct}]^{1/2}$$

$$\leq \sqrt{1 + \varepsilon_4 \sqrt{\delta_{ct}}},$$

hence we conclude that $\mathbb{E}[\theta_i] = 0$, $\|\mathbb{E}[\nu_i]\|_2 \leq \sqrt{1 + \varepsilon_4 \sqrt{\delta_{ct}}}$, and

$$\|\mu_i\|_2 \leq \sqrt{1 + \varepsilon_4 \sqrt{\delta_{ct}}}.$$  

We can bound $QDQ^T = \mathbb{E}[\zeta_i \zeta_i^T]$ as follows. First we write

$$\mathbb{E}[\zeta_i \zeta_i^T] = \mathbb{E}[\xi_i \xi_i^T - \mu_i \mu_i^T],$$

and note that $\|\mu_i \mu_i^T\| = \|\mu_i\|_2^2 \leq (1 + \varepsilon_4) \delta_{ct}$. Next we write

$$\mathbb{E}[\xi_i \xi_i^T] = \mathbb{E}[\theta_i \theta_i^T - \theta_i \nu_i^T - \nu_i \theta_i^T + \mu_i \nu_i^T] = \mathbb{E}[\theta_i \theta_i^T - \nu_i \nu_i^T],$$

using the fact that $\theta_i \nu_i^T = \nu_i \theta_i^T = \nu_i^T$. For any $v \in S^{n-1}$ such that $v^T x_0 = 0$, we have

$$v^T \mathbb{E}[\theta_i \theta_i^T] v = \mathbb{E}[(a_i^T x_0)^2 (v^T a_i)^2] \in [1 - \varepsilon_4, 1 + \varepsilon_4],$$

and using the same argument as in equation (56), we have

$$|v^T \mathbb{E}[\nu_i \nu_i^T] v| = |\mathbb{E}[(a_i^T x_0) \mathbb{1}[[a_i^T x_0] > R_{ct}[\nu_i a_i]]|$$

$$\leq \mathbb{E}[(a_i^T x_0)^2 (v^T a_i)^2]^{1/2} \mathbb{P}[|a_i^T x_0| > R_{ct}]^{1/2}$$

$$\leq \mathbb{E}[(a_i^T x_0)^4]^{1/4} \mathbb{E}[(v^T a_i)^8]^{1/4} \delta_{ct}^{1/2}$$

$$\leq C_0^2 C_4^4 \cdot 64 \delta_{ct} \leq \varepsilon_4,$$

hence we conclude that $\|\mathbb{E}[\theta_i \theta_i^T - I_{T,0}]\| \leq \varepsilon_4$ and $\|\mathbb{E}[\nu_i \nu_i^T]\| \leq \varepsilon_4$. Combining these pieces, we get that

$$\|QDQ^T - I_{T,0}\| \leq \varepsilon_4 + \varepsilon_4 + (1 + \varepsilon_4) \delta_{ct},$$

(77)
We can now bound \( F = \frac{1}{n} \sum_{i=1}^{m} \varphi_i \varphi_i^T \) as follows. Note that the \( \varphi_i \) are subgaussian, with norm
\[
\| \varphi_i \|_{\psi_2} \leq \| D^{-1/2} \| \| \xi_i \|_{\psi_2}
\leq \frac{\| \xi_i \|_{\psi_2} + \| \mu_i \|_{\psi_2}}{\sqrt{1 - \varepsilon_4 - \varepsilon_\alpha - (1 + \varepsilon_4)\delta_\alpha}}
\leq \frac{R_\alpha CC_{\psi_2} + \sqrt{1 + \varepsilon_4}\sqrt{\delta_\alpha}}{\sqrt{1 - \varepsilon_4 - \varepsilon_\alpha - (1 + \varepsilon_4)\delta_\alpha}},
\]
which is constant with respect to \( n \).

We bound \( F \) using the same argument that led to equation (63). We get that there exist constants \( C > 0 \) and \( c > 0 \) (which depend only on \( \| \varphi_i \|_{\psi_2} \), such that for all \( \varepsilon_0 \geq 0 \), with probability \( \geq 1 - 2 \exp(-c\varepsilon_0^2m) \), \( F \) satisfies
\[
\| F - I_{T^\perp} \| \leq 6\varepsilon_0.
\]

We now use our bound on \( F \) to deduce a bound on \( Y_{T^\perp}^{(0)} \). First, we write
\[
\| Y_{T^\perp}^{(0)} - I_{T^\perp} \| \leq \| Y_{T^\perp}^{(0)} - Z \| + \| Z - QDQ^T \| + \| QDQ^T - I_{T^\perp} \|,
\]
and we bound each of the terms that appear on the right hand side.

For the first term in (80), we have
\[
\| Y_{T^\perp}^{(0)} - Z \| = \| \sum_{i=1}^{m} (\xi_i \mu_i^T + \mu_i \xi_i^T + \mu_i \mu_i^T) \|
= \| (\frac{1}{m} \sum_{i=1}^{m} \xi_i \mu_i^T + \mu_1 (\frac{1}{m} \sum_{i=1}^{m} \xi_i^T) + \mu_1 \mu_i^T) \|
\leq 2 \| \frac{1}{m} \sum_{i=1}^{m} \xi_i \|_2 \| \mu_1 \|_2 + \| \mu_1 \|_2^2
\leq 2 \| \sum_{i=1}^{m} \xi_i \|_2 \sqrt{1 + \varepsilon_4\sqrt{\delta_\alpha}} + (1 + \varepsilon_4)\delta_\alpha.
\]

We will bound \( \| \frac{1}{m} \sum_{i=1}^{m} \xi_i \|_2 \) using a Hoeffding-type inequality for subgaussian random vectors (Lemma [A.1]). Note that the \( \xi_i \) are independent, centered random variables taking values in \( \text{span}(x_0)^\perp \subset \mathbb{R}^n \), and they are subgaussian with norm
\[
\| \xi_i \|_{\psi_2} \leq \| \xi_i \|_{\psi_2} + \| \mu_i \|_{\psi_2}
\leq R_\alpha CC_{\psi_2} + \sqrt{1 + \varepsilon_4}\sqrt{\delta_\alpha} =: K.
\]

Using Lemma [A.1] we have that there exists a universal constant \( c > 0 \) such that, for all \( t \geq 0 \) and \( 0 < \varepsilon < 1 \),
\[
\Pr[\| \sum_{i=1}^{m} \xi_i \|_2 \geq \frac{1}{1 - \varepsilon} \varepsilon] \leq e \cdot \exp(n \ln(\frac{3}{\varepsilon}) - ct^2n).
\]
Setting \( t = K(1 - \varepsilon) \), and recalling that \( m \geq \kappa_0n \), we get that:
\[
\Pr[\| \sum_{i=1}^{m} \xi_i \|_2 \geq K] \leq e \cdot \exp(\frac{1}{\kappa_0} \ln(\frac{3}{\varepsilon})m - c(1 - \varepsilon)^2m).
\]

Assuming that \( \kappa_0 \) is sufficiently large so that \( \frac{1}{\kappa_0} \ln(\frac{3}{\varepsilon}) - c(1 - \varepsilon)^2 \leq 0 \), we get that:
\[
\Pr[\| \sum_{i=1}^{m} \xi_i \|_2 \geq K] \leq \exp(-\Omega(m)).
\]

Thus, with probability \( \geq 1 - \exp(-\Omega(m)) \), we have that \( \| \sum_{i=1}^{m} \xi_i \|_2 \leq K \). Plugging this into equation (81), using the definition of \( K \) in equation (82), and setting \( R_\alpha \) according to equation (47), we get that
\[
\| Y_{T^\perp}^{(0)} - Z \| \leq 2K \sqrt{1 + \varepsilon_4\sqrt{\delta_\alpha}} + (1 + \varepsilon_4)\delta_\alpha
\leq 2R_\alpha CC_{\psi_2} + \sqrt{1 + \varepsilon_4}\sqrt{\delta_\alpha} + 3(1 + \varepsilon_4)\delta_\alpha
\leq 2\left(\frac{1}{c} \ln(\frac{3}{\varepsilon})\right)^{1/2} C_{\psi_2}^2 C \sqrt{1 + \varepsilon_4\sqrt{\delta_\alpha}} + 3(1 + \varepsilon_4)\delta_\alpha.
\]
This quantity can be made arbitrarily small, by choosing \( \delta_\alpha \) to be a sufficiently small constant.
We now bound the second and third terms in equation (80). For the second term, note that $Z = QD^{1/2}FD^{1/2}Q^T$, so we can write:

$$\|Z - QDQ^T\| = \|QD^{1/2}(F - I_{T⊥})D^{1/2}Q^T\| \leq \|D\| \|F - I_{T⊥}\|$$

(87)

where we used equations (77) and (79). For the third term, we simply recall equation (77).

Combining equations (80), (86), (87), and (77), we see that with probability $\geq 1 - e^{-\Omega(m)}$, $\|Y^{(0)}_{T⊥} - I_{T⊥}\|$ is upper-bounded by a constant, which can be made arbitrarily small by choosing the other parameters appropriately.

Finally, we can write

$$\|Y_{T⊥} + 2I_{T⊥}\| \leq \|Y^{(0)}_{T⊥} - I_{T⊥}\| + \|Y^{(1)}_{T⊥} - 3I_{T⊥}\|.$$  

(88)

By using the result of the preceding paragraph together with equation (63), we see that with probability $\geq 1 - e^{-\Omega(m)}$, $\|Y_{T⊥} + 2I_{T⊥}\|$ is upper-bounded by a constant, which can be made arbitrarily small by choosing the other parameters appropriately.

**Part 4:** We now want to bound $Y_T$. Following [8], we can write

$$\|Y_T\|_F^2 = \|x_0^TYx_0\|^2 + 2\|\Pi_0 Yx_0\|_2^2.$$  

(89)

where $\Pi_0 = I - x_0x_0^T$ is the projector onto span$(x_0)^\perp$, and we assume (without loss of generality) that $\|x_0\|_2 = 1$. We will bound each term in equation (89) separately.

For the first term in (89), we use same argument as in [8]. We can write

$$x_0^TYx_0 = \frac{1}{m} \sum_{i=1}^m \xi_i,$$  

(90)

where $\xi_i := (a_i^TX_0)^4 \|a_i^T x_0\| \leq R_{cl} - \beta_0 (a_i^T x_0)^2$. Note that $E \xi_i = 0$, by our choice of $\beta_0$ in equation (55). Furthermore, $\xi_i$ is a sub-exponential random variable, since the first term is bounded by $R_{cl}$, and the second term is the square of a subgaussian random variable. In particular, we can write

$$\|\xi_i\|_{\psi_1} \leq R_{cl}^4 + \beta_0 \|a_i^T x_0\|^2 \|\psi_1\|_{\psi_1}$$

$$\leq R_{cl}^4 + 2\beta_0 \|a_i^T x_0\|^2 \|\psi_2\|_{\psi_2}$$

$$\leq R_{cl}^4 + 2\beta_0 C^2 C^2$$

$$=: K,$$

(91)

where we used Lemmas 5.14 and 5.24 in [17], and $C$ is some universal constant. Thus we can use a Bernstein-type inequality (Cor. 5.17 in [17]) to bound $x_0^TYx_0$. We get that there exists a universal constant $c > 0$ such that, for all $\varepsilon \geq 0$,

$$\Pr[|x_0^TYx_0| \geq \varepsilon] \leq 2 \exp(-c \min\{\varepsilon^2, \varepsilon^2\}m).$$  

(92)

Hence, for any constant $\varepsilon_{\text{corner}} > 0$, with probability $\geq 1 - \exp(-\Omega(m))$, we have

$$|x_0^TYx_0| < \varepsilon_{\text{corner}}.$$  

(93)

For the second term in (89), we need to use a different argument. The proof in [8] uses the fact that $a_i^T x_0$ and $\Pi_0 a_i$ are *independent* random variables, when $a_i$ is sampled from a spherical Gaussian distribution; but this no longer holds in our setting. Instead, we give a more general argument. We write

$$\Pi_0 Yx_0 = \frac{1}{m} \sum_{i=1}^m s_i - t_i,$$  

(94)

where $s_i := (a_i^T x_0)^3 \|a_i^T x_0\| \leq R_{cl}[(\Pi_0 a_i)$, and $t_i := \beta_0 (a_i^T x_0)(\Pi_0 a_i)$. We note that $s_i$ is a subgaussian random vector and $t_i$ is a sub-exponential random vector. We then use a Bernstein-type inequality (for vectors rather than scalars) to bound $\Pi_0 Yx_0$.

To make this precise, we begin by calculating $E s_i$ and $E t_i$. Let us write $s_i$ as a difference of two terms,

$$s_i = s_{i0} - s_{i1},$$  

(95)

where we define $s_{i0} := (a_i^T x_0)^3 (\Pi_0 a_i)$ and $s_{i1} := (a_i^T x_0)^3 \|a_i^T x_0\| > R_{cl}[(\Pi_0 a_i)$. Now consider any vector $v \in S^{n-1}$ such that $v^T x_0 = 0$. We have the following bounds:

$$|v^T(Es_{i0})| = |E[(a_i^T x_0)^3(v^T a_i)]| \leq \varepsilon_4,$$  

(96)
where we used equation (33):
\[
|v^T (E s_{i1})| = |E[(a_i^T x_0)^3 (v^T a_i) 1[|a_i^T x_0| > R_{ct}]|]
\leq E[(a_i^T x_0)^6 (v^T a_i)^2]^{1/2} Pr[|a_i^T x_0| > R_{ct}]^{1/2}
\leq E[(a_i^T x_0)^{12}]^{1/4} E[(v^T a_i)^4]^{1/4} \delta_{ct}^{1/2}
\leq (\|a_i^T x_0\|_{\psi_2} \sqrt{12})^3 (\|v^T a_i\|_{\psi_2} \sqrt{4}) \delta_{ct}^{1/2}
\leq (CC_{\psi_2})^4 (48 \sqrt{3}) \delta_{ct}^{1/2},
\]
where we used standard properties of subgaussian random variables, with \( C \) a universal constant; and
\[
v^T (E t_i) = E[\beta_0 (v^T a_i) (a_i^T x_0)]
= \beta_0 v^T E[a_i a_i^T] x_0 = \beta_0 v^T x_0 = 0.
\]
Thus we conclude that \( E s_i \) is bounded as follows:
\[
\|E s_i\|_2 \leq \|E s_{0}\|_2 + \|E s_{1}\|_2
\leq \varepsilon_4 + (CC_{\psi_2})^4 (48 \sqrt{3}) \delta_{ct}^{1/2}
= : \varepsilon_{column1},
\]
and
\[
E t_i = 0.
\]
Note that \( \varepsilon_{column1} \) can be made arbitrarily small, by choosing \( \delta_{ct} \) and \( R_{ct} \) appropriately.

Next, we note that \( s_i \) and \( t_i \) are sub-exponential random vectors, whose norms are bounded by:
\[
\|s_i\|_{\psi_1} = \sup_{v \in S^{n-1}} \|v^T s_i\|_{\psi_1} \leq \sup_{v \in S^{n-1}} \|v^T s_i\|_{\psi_2}
\leq \sup_{v \in S^{n-1}} R_{ct}^3 \|v^T \Pi_0 a_i\| \leq R_{ct}^3 CC_{\psi_2},
\]
and
\[
\|t_i\|_{\psi_1} = \sup_{v \in S^{n-1}} \|v^T t_i\|_{\psi_1}
\leq \sup_{v \in S^{n-1}} 2\beta_0 \|a_i^T x_0\|_{\psi_2} \|v^T \Pi_0 a_i\|_{\psi_2}
\leq 2(3 + \varepsilon_4 + \varepsilon_{ct})(CC_{\psi_2})^2,
\]
where \( C \) is a universal constant, and we used standard properties of sub-exponential random variables.

We will now bound \( \Pi_0 Y x_0 \), using a Bernstein-type inequality for sub-exponential random vectors (Lemma A.2). We define centered random variables \( u_i = s_i - t_i - E s_i + E t_i \), and we write
\[
\Pi_0 Y x_0 = \frac{1}{m} \sum_{i=1}^{m} u_i + \frac{1}{m} \sum_{i=1}^{m} (E s_i - E t_i).
\]
Note that the \( u_i \) are sub-exponential, with norm
\[
\|u_i\|_{\psi_1} \leq \|s_i\|_{\psi_1} + \|t_i\|_{\psi_1} + \|E s_i\|_2
\leq R_{ct}^3 CC_{\psi_2} + 2(3 + \varepsilon_4 + \varepsilon_{ct})(CC_{\psi_2})^2 + \varepsilon_{column1}
=: K.
\]
Using Lemma A.2, we get that, for any \( t \geq 0 \) and any \( 0 < \varepsilon < 1 \),
\[
Pr[\|\frac{1}{m} \sum_{i=1}^{m} u_i\|_2 \geq \frac{\varepsilon}{1-\varepsilon} t] \leq 2 \exp\left(n \ln\left(\frac{2}{K}\right) - c \min\left(\frac{t^2}{\varepsilon^2}, \frac{t^2}{\varepsilon}\right) n\right),
\]
In particular, note that for any two scalar-valued random variables \( X \) and \( Y \),
\[
\|X Y\|_{\psi_1} = \sup_{p \geq 1} \frac{1}{p} E[|X Y|^p]^{1/p}
\leq \sup_{p \geq 1} \frac{1}{p} E[|X|^{2p}]^{1/2p} E[|Y|^{2p}]^{1/2p}
\leq 2 \sup_{p \geq 1} \frac{1}{p} E[|X|^{2p}]^{1/2p} \sup_{q \geq 1} \frac{1}{q} E[|Y|^{2q}]^{1/2q}
\leq 2 \|X\|_{\psi_2} \|Y\|_{\psi_2}.
\]
where $c > 0$ is a universal constant. We substitute $t \mapsto t(1 - \varepsilon)$, and recall that $m \geq \kappa_0 n$; this gives

$$\Pr[\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{u}_i\|_2 \geq t] \leq 2 \exp\left(\frac{1}{\kappa_0} \ln\left(\frac{3}{\varepsilon}\right)m - c \min\left\{ \frac{t^2 (1-\varepsilon)^2}{K^2}, \frac{t(1-\varepsilon)^2}{K} \right\} m \right). \quad (107)$$

Hence we conclude that, for any constant $\varepsilon_{\text{column}} > 0$, there exists some constant $\kappa_0 > 0$ that is sufficiently large so that

$$\Pr[\|\frac{1}{m} \sum_{i=1}^{m} \mathbf{u}_i\|_2 \geq \varepsilon_{\text{column}}] \leq \exp(-\Omega(m)). \quad (108)$$

Finally we plug into equation (104) to get a bound on $\|\Pi_0 Yx_0\|_2$: with probability $\geq 1 - \exp(-\Omega(m))$, we have

$$\|\Pi_0 Yx_0\|_2 \leq \varepsilon_{\text{column}} + \varepsilon_{\text{column}}. \quad (109)$$

Combining equations (89), (93) and (109), we get the following bound on $Y_T$: with probability $\geq 1 - \varepsilon_{\text{corner}}^2$, $\|Y_T\|_F^2 \leq \varepsilon_{\text{corner}}^2 + 2(\varepsilon_{\text{column}} + \varepsilon_{\text{column}})^2$. \quad (110)

This completes the proof. $\square$

IX. PROOF OF THEOREM V.2

To prove Theorem V.2 we follow the same strategy used to prove Theorem V.1 as described in the preceding sections. Now the measurement vectors $a_i \in \mathbb{R}^n$ are Bernoulli random vectors with erasures, which are a special case of the subgaussian random vectors considered previously; hence most of the proof goes through in the same way as before.

The present situation is different, however, in that the signal $x \in \mathbb{R}^n$ is no longer assumed to be $\mu$-flat. This affects Lemma VI.2 (injectivity of the sampling operator) and Lemma VI.3 (construction of the dual certificate). We claim that, if the $a_i$ are Bernoulli random vectors with erasure probability $p = 2/3$, then we can set $\mu = 1$ in both of these lemmas, so that both lemmas now apply to all $x$ (as the $\mu$-flatness condition is trivially satisfied).

In the original proofs of these two lemmas, the $\mu$-flatness conditions are used via equations (14), (49), (51) and (53), which bound certain 4th moments of the $a_i$, involving projections onto vectors $v$ that are $\mu$-flat. We claim that similar bounds hold in our new situation (where the $a_i$ are Bernoulli random vectors with erasure probability $p = 2/3$, and we allow the vector $v$ to be arbitrary).

To see this, note that when $p = 2/3$, the $a_{ij}$ have mean $E a_{ij} = 0$, variance $E(a_{ij}^2) = 1$ and fourth moment $C_4 := E(a_{ij}^4) = \frac{1}{(1-p)^4} = 3$, which are the same as the moments of the Gaussian distribution. Intuitively, this means that the $a_i$ behave like Gaussian random vectors, which are rotationally symmetric in $\mathbb{R}^n$. Thus, there is no pathological behavior in the 4th moments of the $a_i$, when one projects onto a direction $v$ that is not $\mu$-flat.

To make this rigorous, we can redo the calculation of equation (14) as follows: for any $v, w \in S^{n-1}$,

$$E[(a_i^T v)^2(a_i^T w)^2] = C_4 \sum_{i=1}^{n} v_i^2 w_i^2 + \sum_{i \neq j} v_i^2 w_j^2 + 2 \sum_{i \neq j} (v_i w_i)(v_j w_j) = (C_4 - 3) \sum_{i=1}^{n} v_i^2 w_i^2 + \|v\|_2^2 \|w\|_2^2 + 2(v^T w)^2 \quad (111)$$

Note that this bound holds for arbitrary unit vectors $v$ and $w$, which need not be $\mu$-flat. This bound serves the same purpose as equation (14). When we set $v = w$, this bound serves the same purpose as equation (49). When we choose $v$ and $w$ that are orthogonal, this bound serves the same purpose as equation (51).

Finally, we can redo the calculation of equation (53) as follows: for any $v, w \in S^{n-1}$,

$$E[(a_i^T) v^2(a_i^T) w^2] = C_4 \sum_{j} v_j^2 w_j + 3 \sum_{j \neq k} v_j^2 v_k w_k = (C_4 - 3) \sum_{j} v_j^2 w_j + 3 \sum_{j \neq k} v_j^2 v_k w_k \quad (112)$$

$$= (C_4 - 3) \sum_{j} v_j^2 w_j + 3 \|v\|_2^2 (v^T w) = 3(v^T w).$$

Again, this holds for arbitrary unit vectors $v$ and $w$, which need not be $\mu$-flat. When we choose $v$ and $w$ that are orthogonal, this bound serves the same purpose as equation (53).

Following these changes, the rest of the proof goes through as before.
X. Discussion

Broadly speaking, in this paper we have investigated the power of subgaussian measurements for phase retrieval. It is known that for certain natural classes of subgaussian measurements, such as Bernoulli random vectors, phase retrieval is impossible, in that certain signals can never be distinguished without unambiguity. We have shown that a large class of signals, namely those that are “non-peaky” (more precisely, those that are $\mu$-flat), can still be recovered in this setting. This $\mu$-flatness condition, where $\mu$ can be a constant independent of the dimension $n$, is surprisingly weak. We have extended recent results on stable uniqueness [13] and PhaseLift [8] to this setting.

In addition, we have shown that for one particular example of a subgaussian measurement distribution, namely Bernoulli random vectors with erasures, one does not need any $\mu$-flatness restriction at all: PhaseLift can recover all vectors in $\mathbb{R}^n$, using $m = O(n)$ measurements. This is close to the information-theoretic lower-bound.

It would be interesting to understand better what conditions on the measurements $a_i$ and the signal $x$ are necessary and sufficient for phase retrieval. For example, Eldar and Mendelson’s small-ball and fourth-moment conditions involve the $a_i$, while our $\mu$-flatness condition involves $x$. Both of these seem to be special cases of some more general conditions that involve the $a_i$ and $x$ jointly. In particular, these conditions seem to involve certain fourth moments of the $a_i$ projected onto directions that depend on $x$, as seen in equations (14), (49), (51) and (53). Understanding these conditions may be helpful for generalizing our results to other types of measurements, and other classes of signals.
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APPENDIX

The following variants of the Hoeffding and Bernstein inequalities, for sums of independent subgaussian and subexponential random vectors, are straightforward generalizations of the standard results.
Lemma A.1 (Vector Hoeffding inequality). Let $x_1, \ldots, x_N$ be independent, centered, subgaussian random variables taking values in $\mathbb{R}^n$, and let $K = \max_{i \in [N]} \|x_i\|_2$. Fix some $a = (a_1, \ldots, a_N) \in \mathbb{R}^N$. Let $0 < \varepsilon < 1$ and $t \geq 0$. Then

$$\Pr\left[ \left\| \sum_{i=1}^{N} a_i x_i \right\|_2 \geq \frac{1}{1-\varepsilon} t \right] \leq e \cdot \exp\left( n \ln\left( \frac{2}{\varepsilon} \right) - \frac{ct^2}{K^2 \|a\|_2^2} \right),$$

where $c > 0$ is a universal constant.

Proof: We use the Hoeffding inequality for scalar random variables, together with a covering argument over the unit sphere.

For any vector $w \in S^{n-1}$, we have $\|w^T x_i\|_2 \leq K$. Using the scalar Hoeffding inequality (Prop. 5.10 in [17]), we get that

$$\Pr\left[ |w^T \sum_{i=1}^{N} a_i x_i| \geq t \right] \leq e \cdot \exp\left( -\frac{ct^2}{K^2 \|a\|_2^2} \right).$$

(114)

Using Lemma 5.2 in [17], we know that there is an $\varepsilon$-net for $S^{n-1}$, with respect to the $\ell_2$ norm, with cardinality $(1 + \frac{2}{\varepsilon})^n$; call this set $N_\varepsilon$. Note that when $0 < \varepsilon < 1$, we can simplify this to get $|N_\varepsilon| \leq (\frac{3}{\varepsilon})^n$. Taking the union bound over all $w \in N_\varepsilon$, we get that

$$\Pr\left[ \exists w \in N_\varepsilon \text{ s.t. } |w^T \sum_{i=1}^{N} a_i x_i| \geq t \right] \leq e \cdot \exp\left( n \ln\left( \frac{3}{\varepsilon} \right) - \frac{ct^2}{K^2 \|a\|_2^2} \right).$$

(115)

Finally, a standard argument (similar to Lemma 5.3 in [17]) shows that, for any vector $v \in \mathbb{R}^n$,

$$\max_{x \in N_\varepsilon} v^T x \leq \|v\|_2 \leq \frac{1}{1-\varepsilon} \max_{x \in N_\varepsilon} v^T x.$$

(116)

Thus, if $\|\sum_{i=1}^{N} a_i x_i\|_2 \geq \frac{1}{1-\varepsilon} t$, then there must exist some $w \in N_\varepsilon$ such that $|w^T \sum_{i=1}^{N} a_i x_i| \geq t$. Combining this with equation (115) completes the proof. □

Lemma A.2 (Vector Bernstein inequality). Let $x_1, \ldots, x_N$ be independent, centered, sub-exponential random variables taking values in $\mathbb{R}^n$, and let $K = \max_{i \in [N]} \|x_i\|_1$. Fix some $a = (a_1, \ldots, a_N) \in \mathbb{R}^N$. Let $0 < \varepsilon < 1$ and $t \geq 0$. Then

$$\Pr\left[ \left\| \sum_{i=1}^{N} a_i x_i \right\|_2 \geq \frac{1}{1-\varepsilon} t \right] \leq 2 \exp\left( n \ln\left( \frac{2}{\varepsilon} \right) - c \min\left\{ \frac{t^2}{K^2 \|a\|_2^2}, \frac{t}{\|a\|_\infty} \right\} \right),$$

where $c > 0$ is a universal constant.

Proof: We use the same argument as for Lemma A.1 but starting from a scalar Bernstein inequality (Prop. 5.16 in [17]). □