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Abstract

In interdependent networks, nodes are connected to each other with respect to their failure dependency relations. As a result of this dependency, a failure in one of the nodes of one of the networks within a system of several interdependent networks can cause the failure of the entire system. Diagnosing the initial source of the failure in a collapsed system of interdependent networks is an important problem to be addressed. We study an online failure diagnosis problem defined on a collapsed system of interdependent networks where the source of the failure is at an unknown node (ν). In this problem, each node of the system has a positive inspection cost and the source of the failure is diagnosed when ν is inspected. The objective is to provide an online algorithm which considers dependency relations between nodes and diagnoses ν with minimum total inspection cost. We address this problem from worst-case competitive analysis perspective for the first time. In this approach, solutions which are provided under incomplete information are compared with the best solution that is provided in presence of complete information using the competitive ratio (CR) notion. We give a lower bound of the CR for deterministic online algorithms and prove its tightness by providing an optimal deterministic online algorithm. Furthermore, we provide a lower bound on the expected CR of randomized online algorithms and prove its tightness by presenting an optimal randomized online algorithm. We prove that randomized algorithms are able to obtain better CR compared to deterministic algorithms in the expected sense for this online problem.
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1 Introduction

Muro et al. [16] provided an extensive study of the recovery of interdependent networks. In this study, complex networks are defined as a collection of nodes and links in which the components of the system are denoted as nodes and the links give their interactions. Traditionally, the main focus of network analysis studies was to address single isolated networks neglecting their interactions and dependency to other networks. However, nowadays more research is devoted to analysis of interdependent networks. The inter-dependency and interactions of different real-life networks such as the transportation systems, power grids, communication infrastructure and gas transmission networks are beyond question and form the main stream of research in the field of network analysis. From a modelling perspective, interdependent networks have novel characteristics that were not present in classical network analysis models and now they should be addressed. For example, a collection of networks with inter-dependency is considerably more vulnerable compared to each of the networks within that collection of the networks [18]. In particular, minor local failures in one of the networks can lead to cascading failures among all the networks which may result in disastrous consequences. In other words, a small failure in just a single node from a network within a collection of interdependent networks can result in a complete collapse of all the networks. A real-life case of such events is the 2003 electrical blackout in Italy. In this event, a shutdown in one of the power stations caused failure of a number of Internet communication nodes which in turn caused more shutdowns within the power distribution network [9].

As a result of such events and observations, recent studies addressing failures in network analysis problems aim to identify scenarios that might result in system failures and focus on cascading failures in a collection of networks with interdependency relations [9]. A major question that should be investigated in a post-failure situation is how to diagnose the source of the system collapse by considering dependency relations between nodes in the system. In this study, we consider a system of interdependent networks where nodes are linked to each other with respect to their failure dependency relations. We analyze a post-failure problem where the nodes in a subset of the nodes of the system are collapsed and the cause of the breakdown is at an unknown node among collapsed nodes. In this problem, a positive inspection cost is assigned to each node of the system and the source of the system breakdown is diagnosed when the inspection cost of its corresponding node is incurred. The goal of this study is to provide an online algorithm which diagnoses the source of the system failure with minimum total incurred inspection cost.

In our study, a competitive analysis of this problem is provided for the first time. Within a competitive analysis framework, the performance of an online algorithm is assessed by comparing its results with the offline optimal solution. In here, an online algorithm refers to an algorithm that provides a solution for an online problem under incomplete information and offline optimal solution is the extracted optimal solution when all the information is known in advance, i.e., the optimal
solution to the offline problem. In this approach, an analysis of the worst-case performance is provided and hence no probabilistic knowledge of future events is required in advance. Sleator and Tarjan [21] is the first study that proposed competitive analysis as a framework to analyze online problems. However, Karlin et al. [13] was the first study that proposed the name “competitive analysis” for this kind of analysis of online problems.

Online algorithms are divided into two categories as deterministic and randomized. In a deterministic algorithm, actions of the decision maker do not depend on probabilistic outcomes, whereas in a randomized algorithm the actions of the decision maker are taken according to some probability distribution [2]. Sleator and Tarjan [21] also introduced competitive ratio (CR) as a notion to assess the performance of online algorithms. This notion was then adopted and used by many researchers in this field. The CR of a deterministic online algorithm on an online problem is the maximum fraction value derived from dividing the obtained objective function value of that online algorithm to the optimal objective value of the offline version of the problem over all the instances of that problem. In a randomized algorithm however, the expected value of CR should be used. The expected CR of a randomized algorithm on a problem is equivalent to the maximum fraction obtained from dividing the expected objective function value of the online algorithm to the optimal objective value of the offline variation considering the entire set of problem instances.

1.1 Problem Definition

We study a system involving $m$ interdependent networks $N_1, N_2, ..., N_m$ with node sets $V_1, V_2, ..., V_m$, where the nodes in $V_l$ and $V_k$ ($l, k = 1, 2, 3, ..., m$) are connected to each other with respect to their failure dependencies, i.e., failing a node causes the failure of all linked nodes to that node. We let $V = V_1 \cup V_2 \cup V_3 \cup ... \cup V_m$ be the global node set of the system. We consider a post-failure problem where the nodes in a subset of connected nodes $V' \subset V$ are failed and caused the system breakdown. The source of the breakdown is at an unknown node $v \in V'$. In this problem, a positive inspection cost $c_i$ is associated with each node $v_i \in V$. The goal is to propose an online algorithm which inspects $v$ and diagnoses the source of the system collapse with minimum total inspection cost. We refer to this problem as the online failure diagnosis problem in interdependent networks (OFDIN). In the offline version of the OFDIN, the failing node containing the source of the system collapse is known, i.e., $v$ is known. Hence, the cost or the objective function value of the offline optimum equals the inspection cost of $v$. Table 1 gives a list of utilized notations in our problem.

2 Literature Review

In our study, we consider a collapsed system of interdependent networks and aim to find an unknown node in the system which is the source of the system failure. Therefore, the primary focus of our literature review is to address two categories of studies. First, we present an overview of articles that consider system failures
on interdependent networks. Next, we discuss the studies which investigate search problems defined on networks. Finally, we give our contributions in section 2.3.

### 2.1 Related Studies on Interdependent Networks

Rinaldi et al. [17] was the first study that introduced inter-dependencies among critical infrastructures and showed that cascading failure between interdependent networks can lead to catastrophic events. A theoretical framework to address inter-dependency among networks has been proposed by [9]. By considering potential cascading failures, this framework provides a better understanding of the robustness in interdependent networks. Moreover, this study proposes exact analytical solutions to identify the set of critical nodes that their failure can cascade in the system of the interdependent networks to a point where the system is fragmented into two separated networks. Chen et al. [10] analyzed and studied cascading failures in real-life interdependent networks. In particular, the authors focused on the interdependencies between communication networks and power grids. They proposed a model which is able to identify essential nodes from the perspective of robustness by critically analyzing nodes on each of the networks.

Zhang and Modiano [24] studied the inter-dependency of supply and demand networks. They have addressed cascading failures by investigating the minimum number of supply nodes that eliminating them would result in a disconnection between the demand and supply networks. They developed algorithms to assess the connectivity of the supply node on various network topologies and under different inter-dependency scenarios. Ajam et al. [1] investigated the dynamic inter-dependency between the status of a road network and the critical demand locations in a post-disaster condition. In this study, some road segments are blocked due to a disaster and opening them can provide accessibility to demand nodes. Muro et al. [16] introduced a recovery strategy for nodes in a collapsed network. They developed a framework for recovery of cascading failures in a collection of networks with inter-dependency relations by providing a numerical analysis and an efficient strategy. Shekhtman et al. [18] provided a review of the developed frameworks that address the recovery and vulnerability of interdependent networks.
2.2 Related Search Problems on Networks

Search problems defined on single networks are closely related to our study. An extensive amount of research has been conducted on search problems in which a static hider is positioned at a point or node on a given network, and a moving agent/searcher targets to locate the hider in the shortest time by traversing the edges and inspecting the nodes of the network. The hiders in the search problems correspond to the failures in interdependent networks, and the searchers in the search problems correspond to the agents who are responsible to identify the failures within the interdependent networks. In the search problems, the searcher starts from a node of the network which could be either decided by the searcher or is known and fixed in advance. The literature on this type of search problems is divided into two main streams. In the first stream, the hider is permitted to be positioned at any point within the network. This could be a node or alongside any of the edges. The hider is located by the searcher once the searcher arrives at the point in which the hider is positioned. This stream of search problems corresponds to continuous search problems. For problems belonging to the first stream, see [4, 5, 11 and 12].

The second stream assumes that the hider can only be positioned at one of the nodes within the network. Each node is associated with an inspection cost that can have different values for each node and the agent/searcher should conduct the inspection at the node where the hider is located before the location of the hider is identified. Hence, the agent/searcher bears both the search and travelling costs. This second stream of search problems corresponds to discrete search problems. Another assumption of discrete search problems is that the searcher does not need to inspect every node along its path. The searcher can pass through the nodes without conducting an inspection. If a node was only passed through and not inspected at a point, the searcher has the option of returning to that node for an inspection if the hider is not located. In the literature of the discrete search problems, two decision rules are utilized: 1) Bayes, in which the searcher minimizes the expected cost with respect to a prior distribution, and 2) minimax, in which the problem is modeled as a zero-sum game where the hider and the agent/searcher are its players. In the Bayes approach, the probability of overlooking the hider in case the searcher probes the same node in which the hider is positioned is also taken into account.

Loessner and Wegener [15] studied a variation of the second stream of the search problems where the starting node is decided by the searcher from Bayes perspective. They obtained sufficient and essential conditions for the existence of optimal strategies. Wegener [22] investigated the complexity of the same problem as the one considered in [15] and proved that this problem is NP-hard. Kikuta [14] studied another variation of the search problems belonging to the second stream on finite cyclic networks from the minimax point of view, where the starting node of the searcher is given. They modeled the problem as a zero-sum game between two persons and solved it for a special case. This study also proposed properties of optimal strategies for both the agent/searcher and the hider. Baston and Kikuta [6] investigated a version of search problems of the second stream from the minimax perspective, where the starting node is decided by the searcher. They modeled this problem as a zero-sum game between two persons and provided an upper bound for the value of the game. In addition, they proved a
lower bound on the value of the game when the edge costs are uniform. Baston and Kikuta [6] also provided results on special cases of star and line networks. In another article, Baston and Kikuta [7] analyzed a version of discrete search problems from the minimax perspective on directed but not necessarily strongly connected networks. In this problem, the starting node is decided by the searcher.

Recently, Shiri et al. [20] studied a discrete search-and-rescue problem defined on a network where multiple searching agents aim to find multiple hiders which are positioned at nodes of the network. The hiders in this problem represent victims of a natural or man-made disaster. They studied this problem from competitive analysis point of view and presented lower bounds on the CR of online algorithms with a deterministic nature. They also proposed heuristic online algorithms to solve this problem and tested their heuristic algorithms on randomly generated instances. Alpern and Gal [3] provides more information on search theory and related problems, where zero-sum search games between the searcher and the hider under different scenarios are considered.

2.3 Our Contributions

In this study, we investigate an online failure diagnosis problem (OFDIN) on a system of interdependent networks from competitive analysis perspective for the first time in the literature. Our contributions are listed below:

- We provide worst-case optimal policies for the OFDIN.
- We derive a lower bound on the CR of the online algorithms with a deterministic nature. We prove the tightness of our algorithm by proposing an optimal deterministic algorithm whose CR matches with our lower bound.
- We provide a lower bound for the expected CR of online algorithms with a randomized nature. We show the tightness of our lower bound by developing an optimal randomized algorithm in which the expected CR meets the proposed lower bound.
- We present results which suggests that randomized algorithms are capable of finding better CR values in comparison to deterministic algorithms for the OFDIN in the expected sense.

The remainder of this paper is organized as follows. In Section 3, we derive a lower bound on the CR of deterministic online algorithms and prove its tightness by introducing an optimal deterministic online algorithm in Section 4. In Section 5, we prove a tight lower bound on the expected CR of randomized online algorithms. We propose an optimal randomized online algorithm in Section 6. Concluding remarks are presented in Section 7.
3 Tight Lower Bound on the Competitive Ratio of Deterministic Algorithms

In competitive analysis of a problem, in order to prove that a $LB^D$ is a lower bound on the CR of deterministic algorithms for an arbitrary online problem, it is sufficient to prove that for an arbitrary deterministic algorithm, $ALGD^D$, at least one instance $I^D$ exists that $ALGD^D$ is not able to obtain a CR better than $LB^D$ on $I^D$. Hereafter, we let $V = \{v_1, v_2, ..., v_n\} = V_1 \cup V_2 \cup ... \cup V_m$. We recall that $V' \subset V$ is the subset of failing nodes in the problem definition.

Lemma 1 If $n$ shows the number of nodes in $V$, then there are no deterministic online algorithms that can achieve a CR which is less than $n$ for the OFDIN.

Proof We consider an instance of the problem where all pairs of the nodes in $V$ are connected, i.e., each pair of nodes in $V$ have failure dependencies and the failure of a single node cause all the remaining nodes in the system to fail. We set the inspection cost of all $n$ nodes in $V$ equal to one. Since the nodes in $V$ are completely connected, an arbitrary deterministic online algorithm $ALGD^D$ applied to this worst-case instance, corresponds to a solution in which the order of the $n$ nodes that should be inspected is given. Let $v$ denote the node which contains the source of the system failure. For $ALGD^D$, we consider the instance in which $v$ is inspected last. Hence, the objective function value of $ALGD^D$ is $n$. It is trivial that the optimal cost of the offline problem is one since the inspection cost of all nodes is one, the CR of $ALGD^D$ is larger than $n$.

4 An Optimal Deterministic Online Algorithm

Next, we propose a deterministic online algorithm which achieves the CR of $n$ for the OFDIN. We call this algorithm the low-cost-first (LCF).

The LCF algorithm.

- Input. Take $m$ interdependent networks $N_1, N_2, ..., N_m$ with node sets $V_1, V_2, ..., V_m$, the edges (i.e., failure dependencies) between nodes in $V_l$ and $V_k$ for $l, k = 1, 2, ..., m$, the inspection cost ($c_i$) of each node $v_i$ in $V = V_1 \cup V_2 \cup ... \cup V_m$, and the set of failing nodes $V' \subset V$ as input.
- Step 1. Calculate the degree of each node in $V'$. Go to Step 2.
- Step 2. Inspect the node $v$ in $V'$ with the minimum inspection cost. If there are more than one nodes with the minimum inspection cost, let $v$ be the node with the minimum inspection cost which has the highest degree. If the source of the failure is diagnosed, terminate. Otherwise, go to Step 3.
- Step 3. Set $V = V \setminus \{v\}$ and $V' = V' \setminus \{v\}$. Update the edges between nodes in $V$. Go to Step 2.
Below we prove that the LCF algorithm meets the CR of $n$ for the OFDIN.

**Theorem 1** The deterministic algorithm LCF is optimal and achieves the CR value of $n$ for the OFDIN.

**Proof** Suppose that the nodes $v_1, v_2, \ldots, v_{n'} \in V'$ are labelled in a non-decreasing order of their inspection costs from 1 to $n'$ and the source of the system failure is at the $j$th ($j \in \{1, 2, \ldots, n'\}$) node, i.e., the optimal objective function value of the offline problem is $c_j$. Note that the corresponding objective function value of the LCF algorithm is $c_1 + c_2 + \ldots + c_j$. Hence, the CR of the LCF algorithm cannot be more than $\frac{\sum_{i=1}^{j} c_i}{c_j}$. Note that $c_1 \leq c_2 \leq \ldots \leq c_j$ since the LCF algorithm examines the nodes in non-decreasing order of their inspection costs according to Step 2. Therefore, the CR of the LCF is less than $j$. The theorem has been proved since $j \leq n' \leq n$.

In the next section, we show that randomized algorithms are able to obtain a better expected CR in comparison to the CR that can be obtained from the best deterministic online algorithms for the OFDIN.

## 5 Tight Lower Bound on the Expected Competitive Ratio of Randomized Algorithms

Derivation of a lower bound for the CR usually requires a set of specific instances in which there are no online algorithm that are capable of finding good solutions compared to the optimal solution of the offline variation of the problem. However, providing such lower bounds on the expected objective function value for randomized algorithms has proven to be usually very complex. Yao’s Principle is a standard tool for providing lower bounds on the expected CR for randomized algorithms. [23] proved that the expected objective function value for a randomized algorithm on the worst-case scenario of a problem cannot be better than the worst-case random probability distribution of the best performing deterministic algorithm for that distribution. Yao’s Principle enable us to look at the randomization within the input of the problem instead of facing it in the proposed online algorithm. We apply Yao’s Principle in the next lemma in order to provide a tight lower bound on the expected CR of randomized algorithms for the OFDIN.

**Lemma 2** There are no online algorithms with a randomized nature that can achieve an expected CR which is less than $\frac{n + 1}{2}$ for the OFDIN. In here, $n$ shows the number of nodes in $V$.

**Proof** Same as the proof of Lemma 1, we investigate an instance of the problem where all nodes in $V$ are linked, i.e., $V = V'$ and failure of a single node causes the failure of all other nodes in $V$. We set the inspection cost of all $n$ nodes in $V$ to one. Thus, the optimal
objective function value of the offline problem is one. We choose $i^* \in \{1, 2, ..., n\}$ uniformly at random and assume that the source of the system failure is at node $i^*$. An arbitrary deterministic online algorithm $ALGD^D$ applied to this instance examines node $i^*$ and finds the source of the failure with probability $\frac{1}{n}$ at the $i$th iteration for $i = 1, 2, ..., n$. If $ALGD^D$ terminates at the $i$th iteration, it incurs a cost of $i$. Therefore, the expected objective function value of $ALGD^D$ is $\frac{1}{n} \sum_{i=1}^{n} i = \frac{n+1}{2}$. We just showed that the expected cost of $ALGD^D$ with respect to the uniform distribution given on the input is $\frac{n+1}{2}$ for an instance of the OFDIN. The lemma follows by Yao’s Principle [23] since the optimal objective function value of the offline problem is one.

In the next section, we propose a randomized online algorithm whose expected CR meets the obtained lower bound of $\frac{n+1}{2}$.

6 An Optimal Randomized Online Algorithm

We need to present the following definition before describing our optimal randomized algorithm. Note that this property is defined in a different structure for the online $k$-Canadian traveler problem in [8]. Below, we provide the definition in a generalized structure.

**Definition 1** The elements $\theta_1, \theta_2, ..., \theta_n$ which are associated with costs $c_1, c_2, ..., c_n$ have the similar costs structure if for all $i = 1, 2, ..., n$ it follows that

$$c_i \leq \frac{2}{n} \sum_{i=1}^{n} c_i.$$

To devise our randomized algorithm, we apply the probability distribution that is presented in the following lemma. The proof of this lemma can be found in [9].

**Lemma 3** Assume that the elements $\theta_1, \theta_2, ..., \theta_n$ with costs $c_1 \leq c_2 \leq ... \leq c_n$ satisfy the given costs structure in Definition 1. Then the distribution of probabilities given as $\Omega_n = \lambda^* \pi'$ belongs to the polyhedron $Q_n$, in which $\Omega_n$ and $\pi'$ denote the $n$-vectors, $\lambda^* = \sum_{i=1}^{n} \frac{1}{p_i} \in [0, 1]$,

$$p'_i = \frac{(2-n)c_i + \sum_{j=1, j \neq i}^{n} 2c_j}{n^2c_i} \quad \forall i = 1, 2, ..., n$$

and

$$Q_n = \{ p \in \mathbb{R}_+^n : (2-n)p_i + \sum_{j=1, j \neq i}^{n} 2 \frac{c_j}{c_i} p_j \leq 1 \quad \forall i = 1, 2, ..., n, \sum_{i=1}^{n} p_i = 1 \}.$$
Next, we present our optimal randomized algorithm. Since the algorithm utilizes similar costs property, we call it ANALOG.

6.1 The Optimal Randomized Online Algorithm (ANALOG)

• Input. Take \( m \) interdependent networks \( N_1, N_2, ..., N_m \) with node sets \( V_1, V_2, ..., V_m \), the edges (i.e., failure dependencies) between nodes in \( V_l \) and \( V_k \) for \( l, k = 1, 2, ..., m \), the inspection cost \( (c_i) \) of each node \( v_i \) in \( V = V_1 \cup V_2 \cup ... \cup V_m \), and the set of failing nodes \( V' \subset V \) as input.

• Step 1. Let \( n' \) give the number of nodes in \( V' \). Label the nodes in \( V' \) from 1 to \( n' \) in a way that \( c_1 \leq c_2 \leq ... \leq c_{n'} \). Define \( S \) as the selection list. Define \( S' \) as the search list. Add all \( n' \) nodes in \( V' \) to \( S' \). Go to Step 2.

• Step 2. For any arbitrary set of \( t \) nodes with search costs \( c_1 \leq c_2 \leq ... \leq c_t \) satisfying a similar cost structure, let the probability distribution \( \Omega_t = (p_1, p_2, ..., p_t) \in Q_t \) be the probabilities that are denoted within Lemma 3. Go to Step 3.

• Step 3. Set \( S = \emptyset \). Add the nodes from \( S' \) to \( S \) by searching them in their non-decreasing inspection cost values to the point which adding the next node violates the similar costs property. Go to Step 4.

• Step 4. Let \( t \) give the number of nodes in \( S \). Choose one of the \( t \) nodes in \( S \) according to \( \Omega_t \) and inspect the node. If the source of the system failure is diagnosed, terminate. Otherwise, remove the inspected node from \( S' \), \( V' \), and \( V \). Go to Step 3.

To prove that the ANALOG algorithm is optimal, we utilize the following lemma which is proven in [19].

Lemma 4 Suppose that the elements \( \theta_1, \theta_2, ..., \theta_n \) with costs \( c_1 \leq c_2 \leq ... \leq c_n \) have the similar costs property. It holds that \( \sum_{i=1}^{n} p_i c_i \leq \sum_{i=1}^{n} \frac{1}{n} c_i \), where \( \Omega_n = (p_1, p_2, ..., p_n) \in Q_n \) is the probability distribution which is defined in Lemma 3.

Theorem 2 The randomized algorithm ANALOG is optimal and can obtain an expected CR of \( \frac{n + 1}{2} \) for the OFDIN. In here, \( n \) gives the number of nodes in \( V \).

Proof Note that \( n' (n' \leq n) \) denotes the number of failing nodes in \( V' \). We prove the theorem by induction on \( n \).

- Base case. When \( n = n' = 1 \), the only failing node in the system is inspected with probability \( p_1 = 1 \). Hence, the costs of ANALOG and the offline optimum equal \( c_1 \). Thus, the CR of ANALOG is one.

- Inductive step. For \( n \geq n' \geq 2 \), suppose that the nodes in \( V' \) are labelled from 1 to \( n' \) (\( n' \geq 2 \)) such that \( c_1 \leq c_2 \leq ... \leq c_{n'} \). Also let node \( i^* (i^* \in \{1, 2, ..., n'\}) \) be the node containing the source of the system failure. Hence, the cost value
of the offline problem is \( c_\ast \). While Step 3 of the algorithm is implemented for the first time, we add the nodes from the search list \((S')\) to the selection list \((S)\) based on their non-decreasing inspection costs up to the point where adding the nodes to the selection list disrupts the given costs structure. After Step 3 of the algorithm is implemented for the first time, the selection list will be updated by adding a number of nodes to it. Let us denote these nodes by 1, 2, ..., \( t \) \((t \leq n' \leq n)\) with search costs \( c_1, c_2, ..., c_\ast \). After this point, the strategy moves to Step 4 which incorporates two scenarios. The rest of our proof is presented in following considering these scenarios.

- Case 1. the selection list does not include node \( i_\ast \). In this scenario, one of the nodes 1, 2, ..., \( t \) is inspected according to the probability distribution \( \Omega_t = (p_1, p_2, ..., p_t) \) (Lemma 3). Hence, ANALOG incurs an expected cost of \( \sum_{i=1}^{t} p_i c_i \) at the end of the first implementation of Step 4. Note that \( \sum_{i=1}^{t} p_i c_i \leq \sum_{j=1}^{t} \frac{1}{t} c_j \) according to Lemma 4. If the source of the failure is diagnosed, the algorithm terminates. Otherwise, the inspected node is removed from \( V \). Let \( C^{n-1} \) give the expected cost of ANALOG from the time that the first implementation of Step 4 is completed (i.e., when \( |V| = n - 1 \)) until the time when the algorithm terminates. Note that \( C^{n-1} \) is at most \( \left( \frac{n}{2} \right) c_\ast \) by the induction assumption (e.g., for \( n = 2 \), \( C^1 = c_\ast \) according to the base case). Thus, the expected cost of ANALOG is at most \( \sum_{j=1}^{t} \frac{1}{t} c_j + \left( \frac{n}{2} \right) c_\ast \). Since node \( i_\ast \) is not in the selection list, it can be observed that this node does not adhere a similar cost structure with the \( t \) nodes which are already added to the selection list. Hence, \( \sum_{j=1}^{t} \frac{1}{t} c_j < \frac{c_\ast}{2} \) according to Definition 1. Consequently, the expected cost of ANALOG is at most \( \frac{n + 1}{2} c_\ast \) and the expected CR of ANALOG is at most \( \frac{n + 1}{2} \).

- Case 2. the selection list includes node \( i_\ast \). In this case, one of the nodes 1, 2, ..., \( t \) is inspected according to the probability distribution \( \Omega_t = (p_1, p_2, ..., p_t) \) (Lemma 3). If the source of the system failure is not diagnosed, ANALOG removes the inspected node from the search list; otherwise, the source of the breakdown is found and the algorithm ends. Suppose that the source of the failure is not diagnosed and a node is removed from \( V \), i.e., \( |V| = n - 1 \). Let \( C^{n-1} \) gives the expected objective function value of ANALOG from the time that the first implementation of Step 4 is completed until the time when the algorithm terminates. Since \( t \leq n' \leq n \), an upper bound on the expected CR can be given as

\[
p_\ast + \sum_{j=1 \neq i_\ast}^{t} p_j \frac{c_j + C^{n-1}}{c_\ast} \leq p_\ast + \sum_{j=1 \neq i_\ast}^{n} p_j \frac{c_j + C^{n-1}}{c_\ast}.
\]

Note that \( C^{n-1} \) is less than \( \left( \frac{n}{2} \right) c_\ast \) by the assumption that we made in the induction. As a result, the expected CR has an upper bound given by
We show that the expected CR is at most $\frac{n+1}{2}$ for all $i^* = 1, 2, ..., n$, i.e.,

$$(1 - \frac{n}{2})p_i + \sum_{j=1,j\neq i}^{n} p_j \frac{c_j}{c_i} \leq \frac{1}{2}$$

for all $i = 1, 2, ..., n$, or equivalently

$$(2 - n)p_i + \sum_{j=1,j\neq i}^{n} p_j \frac{2c_j}{c_i} \leq 1$$

for all $i = 1, 2, ..., n$. Since the probability distribution $\Omega_n = (p_1, p_2, ..., p_n)$ belongs to the polyhedron $Q_n$, the proof holds by the description of $Q_n$ in Lemma 3.

**Corollary 1** The optimal randomized algorithm ANALOG obtains a better CR when compared to the best deterministic algorithm LCF in the expected sense.

**Proof** The corollary follows since $\frac{n+1}{2} \leq n$ for positive integer values of $n$.

### 7 Concluding Remarks

We studied a post-failure problem defined on a system of interdependent networks where nodes are linked to each other with respect to their failure dependency relations. In this problem, a subset of nodes of the system are collapsed and the reason of the system failure is at an unknown node among the failing nodes. A positive inspection cost is assigned to each of the nodes in the system and the source of the system breakdown is diagnosed when the inspection cost of its corresponding node is incurred. The goal of this study is to devise an online algorithm which diagnoses the source of the system breakdown with minimum total incurred inspection cost.

- We proposed online algorithms with deterministic and randomized nature that are optimal with respect to the worst-case scenarios.
- We proposed a lower bound on the competitive ratio of online algorithms with a deterministic nature and proved that our lower bound is tight.
- We proved the tightness of our lower bound by developing an optimal deterministic algorithm whose competitive ratio matches the suggested tight lower bound.
- We also derived a lower bound on the expected competitive ratio for online algorithms with an online nature.
- We proved the tightness of this lower bound by providing an optimal randomized algorithm with a matching expected competitive ratio.
- Our results confirm that online algorithms with a randomized nature can obtain better competitive ratio in comparison to deterministic algorithms in the expected sense for the OFDIN.
A summary of the results is given in Table 2

| Solution type       | Tight lower bound on the (expected) competitive ratio | Matching online algorithm | Competitive ratio of the matching algorithm |
|---------------------|-------------------------------------------------------|---------------------------|--------------------------------------------|
| Deterministic       |  \( n \)                                              | LCF                       | \( n \)                                    |
| algorithms          |                                                       |                           |                                            |
| Randomized          |  \( \frac{n+1}{2} \)                                   | ANALOG                    | \( \frac{n+1}{2} \)                        |
| algorithms          |                                                       |                           |                                            |

An advantage of applying competitive analysis is that optimal solutions which are robust against the worst-case scenarios are provided for the OFDIN. Given that obtaining probability distributions is not practical in several real-life applications of the OFDIN, another advantage of utilizing the competitive analysis approach is that no probability distribution is required to model the uncertainties of the systems and instead solutions are dynamically provided while new information is revealed. As it is stated above, competitive analysis focuses on the worst-case performance of solutions. Hence, a disadvantage of this approach is that the provided solutions may achieve undesirable average performance over all instances of the problem.

As a future research direction, the variation of the OFDIN where there is a switch cost between the interdependent networks can be investigated. Another interesting future research direction is to study the OFDIN with multiple inspecting agents. In the case with multiple agents, the communication level among them can also be investigated. For instance, the agents can have a full and immediate communication where they can inform each other about visited nodes or the communication could be partial or with delays. Applying the proposed algorithms on real systems of interdependent networks and real-world case studies is another future research direction for the introduced online problem in this study.
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