A Survey on Aspect-Based Sentiment Analysis: Tasks, Methods, and Challenges

Wenxuan Zhang, Xin Li, Yang Deng, Lidong Bing, and Wai Lam, Senior Member, IEEE

Abstract—As an important fine-grained sentiment analysis problem, aspect-based sentiment analysis (ABSA), aiming to analyze and understand people’s opinions at the aspect level, has been attracting considerable interest in the last decade. To handle ABSA in different scenarios, various tasks are introduced for analyzing different sentiment elements and their relations, including the aspect term, aspect category, opinion term, and sentiment polarity. Unlike early ABSA works focusing on a single sentiment element, many compound ABSA tasks involving multiple elements have been studied in recent years for capturing more complete aspect-level sentiment information. However, a systematic review of various ABSA tasks and their corresponding solutions is still lacking, which we aim to fill in this survey. More specifically, we provide a new taxonomy for ABSA which organizes existing studies from the axes of concerned sentiment elements, with an emphasis on recent advances of compound ABSA tasks. From the perspective of solutions, we summarize the utilization of pre-trained language models for ABSA, which improved the performance of ABSA to a new stage. Besides, techniques for building more practical ABSA systems in cross-domain/lingual scenarios are discussed. Finally, we review some emerging topics and discuss some open challenges to outlook potential future directions of ABSA.
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1 INTRODUCTION

Discovering and understanding opinions from online user-generated content is crucial for widespread applications. For example, analyzing customer sentiments and opinions from reviews in E-commerce platforms helps improve the product or service, and make better marketing campaigns. Given the massive amount of textual content, it is intractable to manually digest the opinion information. Therefore, designing an automatic computational framework for analyzing opinions hidden behind the unstructured texts is necessary, resulting in the emergence of the research field sentiment analysis and opinion mining [1].

Conventional sentiment analysis studies mainly perform prediction at the sentence or document level [2], [3], [4], identifying the overall sentiment towards the whole sentence or document. To make the prediction, it is assumed that a single sentiment is conveyed towards the single topic in the given text, which may not be the case in practice. Under this circumstance, the need for recognizing more fine-grained aspect-level opinions and sentiments, dubbed as Aspect-Based Sentiment Analysis (ABSA), has received increasing attention in the past decade [5], [6]. In the ABSA problem, the concerned target on which the sentiment is expressed shifts from an entire sentence or document to an entity or a certain aspect of an entity. For instance, an entity can be a specific product in the E-commerce domain, and its property or characteristics such as the price and size are the aspects of it. Since an entity can also be regarded as a special “general” aspect, we collectively refer to an entity and its aspect as “aspect” in this paper. ABSA is thus the process of building a comprehensive opinion summary at the aspect level, which provides useful fine-grained sentiment information for downstream applications.

Generally, the main research line of ABSA involves the identification of various aspect-level sentiment elements, namely, aspect terms, aspect categories, opinion terms and sentiment polarities [7]. As shown in Fig. 1, given a sentence “The pizza is delicious.”, the corresponding sentiment elements are “pizza”, “food”, “delicious”, and “positive” respectively, where “pizza” and “delicious” are explicitly expressed, “food” and “positive” belong to the predefined category and sentiment sets. Early works in ABSA begin with identifying each single sentiment element separately. For instance, the aspect term extraction (ATE) task [8] aims to extract all mentioned aspect terms in the given text; while the aspect sentiment classification task [9] predicts the sentiment polarity for a specific aspect within a sentence. In this paper, we refer to these tasks as Single ABSA tasks.

However, finding a single sentiment element is still far from satisfactory for understanding more complete aspect-level opinion, which requires not only the extraction of multiple sentiment elements but also the recognition of the correspondence and dependency between them. To this end, several new ABSA tasks [7], [10], [11], [12] together with corresponding benchmark datasets have been introduced in recent years to facilitate the study on the joint prediction of multiple sentiment elements. These tasks are referred to as compound ABSA tasks.
Compound ABSA tasks, in contrast to Single ABSA tasks involving a single sentiment element only. For example, the aspect-opinion pair (AOPE) extraction task requires extracting the aspect and its associated opinion term in a compound form, i.e., extracting \( \text{pizza, delicious} \) pair from the previous example sentence. It thus provides a clearer understanding of what the mentioned opinion target and its associated opinion expression are. Following some pioneering works, a wide variety of frameworks have been proposed to tackle different compound ABSA tasks for enabling aspect-level opinion mining in different scenarios. However, a systematic review of various ABSA tasks, especially recent progress on compound ABSA tasks, is lacking in the existing surveys, which we aim to fill through this survey paper.

Aside from designing specific models for different tasks, the advent of pre-trained language models (PLMs) such as BERT and RoBERTa has brought substantial improvements on a wide range of ABSA tasks in recent years. With PLMs as the backbone, the generalization capability and the robustness of ABSA models have been significantly improved. For example, Li et al. show that using a simple linear classification layer stacked on top of BERT can achieve more competitive performance than previous specifically designed neural models for the End-to-End ABSA task. Although constructing ABSA models based on PLMs has become ubiquitous nowadays, they are not discussed in the existing surveys due to their recency of publication. Therefore, in this paper, we provide an in-depth analysis of existing PLM-based ABSA models by discussing both their advances and limitations.

To conduct ABSA in practical settings, we also review the recent works tackling the cross-domain and cross-lingual ABSA problem. Current ABSA models that achieved satisfactory performance in various tasks often hold a common assumption: the training and testing data come from the same distribution (e.g., the same domain or the same language). When the distribution of data changes, re-training the ABSA model is often needed to guarantee the performance. However, it is usually expensive or even impossible to collect additional large volume of labeled data, especially for the ABSA task requiring aspect-level annotations. In this case, adapting the trained model to unseen domains, i.e., cross-domain transfer or unseen languages, is supposed to fall into a category set \( C \), pre-defined for each specific domain of interest. For example, \( \text{food} \) and \( \text{service} \) can be aspect categories for the \textit{restaurant} domain.

Aspect term \( a \) is the target which explicitly appears in the given text, e.g., \( \text{“pizza”} \) in the sentence \( \text{“The pizza is delicious.”} \). When the target is implicitly expressed (e.g., \( \text{“It is overpriced!”} \)), we can denote the aspect term as a special one named \( \text{“null”} \).

Opinion term \( o \) is the expression given by the opinion holder to express his/her sentiment towards the target. For instance, \( \text{“delicious”} \) is the opinion term in the running example \( \text{“The pizza is delicious.”} \).

Sentiment polarity \( p \) describes the orientation of the sentiment over an aspect category or an aspect term, which usually belongs to \textit{positive}, \textit{negative}, and \textit{neutral}.

Fig. 1. An example of the four key sentiment elements of ABSA.

### 2 BACKGROUND

#### 2.1 Four Sentiment Elements of ABSA

According to Liu, the general sentiment analysis problem consists of two key components: target and sentiment. For ABSA, the target can be described with either an aspect category \( c \) or an aspect term \( a \), while the sentiment involves a detailed opinion expression - the opinion term \( o \) and a general sentiment orientation - the sentiment polarity \( p \). These four sentiment elements constitute the main line of ABSA research:

- **aspect category** \( c \) defines a unique aspect of an entity and is supposed to fall into a category set \( C \), pre-defined for each specific domain of interest. For example, \( \text{food} \) and \( \text{service} \) can be aspect categories for the \textit{restaurant} domain.
- **aspect term** \( a \) is the opinion target which explicitly appears in the given text, e.g., \( \text{“pizza”} \) in the sentence \( \text{“The pizza is delicious.”} \). When the target is implicitly expressed (e.g., \( \text{“It is overpriced!”} \)), we can denote the aspect term as a special one named \( \text{“null”} \).
- **opinion term** \( o \) is the expression given by the opinion holder to express his/her sentiment towards the target. For instance, \( \text{“delicious”} \) is the opinion term in the running example \( \text{“The pizza is delicious.”} \).
- **sentiment polarity** \( p \) describes the orientation of the sentiment over an aspect category or an aspect term, which usually belongs to \textit{positive}, \textit{negative}, and \textit{neutral}.

Note that in the literature, the terminologies of ABSA studies are often used interchangeably, but sometimes they
have different meanings according to the context. For example, “opinion target”, “target”, “aspect”, “entity” are usually used to refer to the target on which the opinion is expressed. However, they can be either an aspect category or an aspect term depending on the context. This may cause unnecessary confusion and often makes the literature review incomplete. In this survey, we adopt the most commonly accepted terminologies while also ensuring that similar concepts are clearly distinguishable. Therefore, as defined above, we would use “aspect term” and “aspect category” to differentiate different formats of the aspect, and only use “target” or “aspect” as a general expression for describing an opinion target.

2.2 ABSA Definition

With the four key sentiment elements defined in the last section, we can give a definition of ABSA from the perspective of concerned sentiment elements:

Aspect-based sentiment analysis (ABSA) is the problem to identify sentiment elements of interest for a concerned text item, either a single sentiment element, or multiple elements with the dependency relation between them.

We can thus organize various ABSA studies according to the sentiment elements involved. Depending on whether the desired output is a single sentiment element or multiple coupled elements, we can categorize ABSA tasks into single ABSA tasks and compound ABSA tasks, e.g., aspect term extraction (ATE) is a single ABSA task that aims to extract all aspect terms a given a sentence, while aspect-opinion pair extraction (AOPE) task is a compound ABSA task since it extracts all \((a,o)\) pairs. From this perspective, we present a new taxonomy for ABSA which systematically organizes existing works from the axes of concerned sentiment elements. We present an overview of different ABSA tasks and representative methods for each task in Fig. 2.

In the light of the above definition, we describe single ABSA tasks in Section 3 and compound ABSA tasks in Section 4. For each task, we describe what the sentiment elements in the input and output are, what its relation with other tasks is, what the existing solutions are, especially recent progress achieving state-of-the-art performance, as well as general observations and conclusions from previous studies.

2.3 Modeling Paradigms

Before describing specific ABSA tasks and their solutions, we introduce several mainstream natural language processing (NLP) modeling paradigms that are commonly employed for ABSA tasks, including Sequence-level Classification (SeqClass), Token-level Classification (TokenClass), Machine Reading Comprehension (MRC), and Sequence-to-Sequence modeling (Seq2Seq). Each paradigm denotes a general computational framework for handling a specific task. Some representative models for each paradigm are listed below:

SeqClass: BILSTM [8], WDEmbed [22], RNCRF [23], MIN [24], CMLA [25], HAST [26], DE-CNN [27], Seq2SeqATE [28], CL-BERT [29], PoD [30]

TokenClass: Conditional Augment [31], SoftProtot [32], Self-Training [33]

MRC: ABAE [34], AE-CA [35], LCC+GBC [36]

Seq2Seq: RepLearn [37], TAN [38], IFCD [39], Proto-AWATM [40]

Fig. 2. Taxonomy of ABSA tasks, with representative methods of each task.

1. In most ABSA benchmark datasets, a sentence is treated as the text item, we thus use “sentence” to refer to a concerned text in this paper. However, the reader should be aware that the described methods naturally handle texts with any length.
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input and output format. Therefore, by formulating a task as the specific format, the same paradigm can be used to solve multiple tasks [106]. Besides these four unified paradigms which tackle the task in an end-to-end fashion, some complicated ABSA tasks can be solved by the Pipeline (Pipeline) paradigm which pipes multiple models to make the final prediction. In Table 1, we present representative studies of different modeling paradigms for each task.

We denote a dataset corresponding to a certain ABSA task as $\mathcal{D} = \{X_i, Y_i\}_{i=1}^{n}$, where $X_i$ and $Y_i$ are the input and the ground-truth label of the $i$th data instance respectively. We then use such a notation to describe each paradigm.

### 2.3.1 Sequence-Level Classification (SeqClass)

For the sequence-level classification, a model typically first feeds the input text $X$ into an encoder $\text{Enc}(\cdot)$ to extract the task-specific features, followed by a classifier $\text{CLS}(\cdot)$ to predict the label $Y$:

$$Y = \text{CLS}(\text{Enc}(X)),$$

where $Y$ can be represented as one-hot or multi-hot vectors (for single-label and multi-label classification, respectively). In the era of deep learning, the encoder $\text{Enc}(\cdot)$ could be convolutional networks [107], recurrent networks [108], or Transformers [109] for extracting contextual features. In some cases, the input text $X$ may contain multiple parts, e.g., for the aspect sentiment classification task, both the sentence and a specific aspect are treated as the input. Then the encoder needs to not only extract useful features, but also capture the interactions between the inputs. The classifier $\text{CLS}(\cdot)$ is usually implemented as a multi-layer perceptron with a pooling layer to make the classification.

### 2.3.2 Token-Level Classification (TokenClass)

In contrast to the sequence-level classification that assigns the label to the whole input text, token-level classification (also referred to as sequence labeling or sequence tagging) assigns a label to each token in the input text. It also first encodes the input text into contextualized features with an encoder $\text{Enc}(\cdot)$, while employs a decoder $\text{Dec}(\cdot)$ to predict the labels $y_1, ..., y_n$ for each token $x_1, ..., x_n$ in the input $X$:

$$y_1, ..., y_n = \text{Dec}(\text{Enc}(x_1, ..., x_n)),$$

where $\text{Dec}(\cdot)$ can be implemented as either a multi-layer perceptron with a softmax layer, or conditional random fields (CRF) [110]. Different tagging schemes can also be used, e.g., the BIOES tagging scheme (B-beginning, I-inside, O-outside, E-ending, S-singleton) [111].

### 2.3.3 Machine Reading Comprehension (MRC)

The MRC paradigm [112] extracts continuous text spans from the input text $X$ conditioned on a given query $X_q$. Therefore, ABSA methods with the MRC paradigm need to construct a task-specific query for the corresponding task, i.e., a query denoting what is the desired information. For example, $X_q$ can be constructed as “What are the aspect terms?” in the ATE task. The original text, as well as the constructed query can then be used as the input to a MRC model to extract the text spans of aspect terms. It produces the result through predicting the starting position $y_s$ and the ending position $y_e$ of the text span:

$$y_s, y_e = \text{CLS}(\text{Enc}(X, X_q)),$$

where there are typically two linear classifiers, stacked on top of an encoder $\text{Enc}(\cdot)$, for predicting the starting and the ending positions, respectively.

### 2.3.4 Sequence-to-Sequence (Seq2Seq)

The sequence-to-sequence (Seq2Seq) framework takes an input sequence $X = \{x_1, ..., x_n\}$ as input and aims to generate an output sequence $Y = \{y_1, ..., y_m\}$. A classical NLP application with such a paradigm is the machine translation task [113]. It is also used for solving ABSA tasks, e.g., directly generating the label sequence or desired sentiment elements given the input sentence. Taking the ATE task as an example, $X$ can be “The fish dish is fresh”, and $Y$ can be “fish dish” in the natural language form. It typically adopts an encoder-decoder model such as Transformer [109]:

$$y_1, ..., y_m = \text{Dec}(\text{Enc}(x_1, ..., x_n)),$$

where the encoder $\text{Enc}(\cdot)$ encodes contextualized features of the input, the decoder $\text{Dec}(\cdot)$ generates a token at each step, based on the encoded input and the previous output.
2.3.5 Pipeline Method (Pipeline)

The pipeline method is usually used for tackling compound ABSA tasks due to their complexities. As the name suggests, it sequentially pipes multiple models with possibly different modeling paradigms to obtain the final result. The prediction of the former model is used as the input for the latter model, until the final output is produced. For example, the aforementioned AOPE problem aims to extract all (aspect term, opinion term) pairs. Therefore, one straightforward pipeline-style solution is to first use an ATE model to extract potential aspect terms, then employ another model to identify the corresponding opinion terms for each predicted aspect term. The valid predictions can then be organized as (aspect term, opinion term) pairs as the final results.

Compared with unified paradigms described in the previous sections that solve the original problem in an end-to-end manner, the pipeline method is usually easier to implement, since solutions to each sub-problem often already exist. However, it suffers from the error propagation issue, i.e., the errors produced by early models would propagate to the later models and affect the final overall performance. Return to the above example, if the ATE model produces wrong predictions, the final pair extraction results would be incorrect no matter how accurate the second model is. Given the imperfect performance of even simple ABSA tasks, pipeline methods often perform poorly on compound ABSA tasks, especially the complex ones. This often serves as the main motivation to design a unified model to handle the compound ABSA tasks in recent years, as we will discuss in the later sections.

2.4 Datasets & Evaluations

Annotated datasets play an essential role in the development of ABSA methods. This section presents some commonly used datasets and the corresponding evaluation metrics. An overview of each dataset with its language, data domain, annotated sentiment elements, and URL is summarized in Table 2.

Table 2: An Overview of Common ABSA Benchmark Datasets, Listed in Chronological Order

| Dataset       | Language | Major Domains* | Annotations | URL                                      |
|---------------|----------|----------------|-------------|-----------------------------------------|
| SemEval-2014  | English  | Lap, Rest      | a, c, p     | https://alt.qcri.org/semeval2014/task4/ |
| SemEval-2015  | English  | Lap, Rest      | a, c, p     | https://alt.qcri.org/semeval2015/task12/|
| SemEval-2016  | multilingual | Elec, Hotel, Rest | a, c, p     | https://alt.qcri.org/semeval2016/task5/ |
| TOWE [45]     | English  | Lap, Rest      | a, o        | https://github.com/NJUNLP/TOWE          |
| ASC-QA [117]  | Chinese  | Bag, Cos, Elec | a, c, p     | https://github.com/siat-nlp/ASC-QA       |
| MAMS [118]    | English  | Rest           | a, b, c, P  | https://github.com/siat-nlp/MAMS-for-ABSA|
| ARTS [119]    | English  | Lap, Rest      | a, p        | https://github.com/zhijing-jin/ARTS_TestSet|
| ASTE-Data-V2 [92] | English | Lap, Rest | a, p, o     | https://github.com/xuuluuluu/Position-Aware-Tagging-for-ASTE |
| ASAP [120]    | Chinese  | Rest           | c, p        | https://github.com/Meituan-Dianping/asap |
| ACOS [103]    | English  | Lap, Rest      | a, c, p, o  | https://github.com/NUSTM/ACOS            |
| ABSA-QUAD [7] | English  | Rest           | a, c, p, o  | https://github.com/IsakZhang/ABSA-QUAD   |

* Domain abbreviations: Lap-laptops, Rest-restaurants, Elec-electronics, Cos-cosmetics.
scores can be calculated accordingly and used to compare among different methods.

3 SINGLE ABSA TASKS

We first discuss single ABSA tasks in this section, whose target is to predict a single sentiment element only. As introduced in Section 2.1, there are four tasks (corresponding to four sentiment elements), namely the aspect term extraction (ATE), aspect category detection (ACD), aspect sentiment classification (ASC), and opinion term extraction (OTE). A detailed taxonomy and representative methods are listed in the top branch of Fig. 2.

3.1 Aspect Term Extraction (ATE)

Aspect term extraction is a fundamental task of ABSA, aiming to extract explicit aspect expressions on which users express opinions in the given text. For example, two aspect terms “pizza” and “service” are supposed to be extracted for the example sentence “The pizza is delicious, but the service is terrible.” In Table 3. According to the availability of labeled data, ATE methods can be categorized into three types: supervised, semi-supervised, and unsupervised methods.

Supervised ATE problem is often formulated as a token-level classification (i.e., tokenClass) task since the desired aspect terms are usually single words or phrases appeared in the sentence. Therefore, sequence labeling methods based on CRF [22], RNN [8], and CNN [27] have been proposed. Since ATE requires domain-specific knowledge to identify aspects in a given domain, many research efforts are dedicated to improving word representation learning. Yin et al. [22] utilize the dependency path to link words in the embedding space for learning word representations. DE-CNN model proposed by Xu et al. [27] employs a dual embedding mechanism, including general-purpose and domain-specific embeddings. Xu et al. [62] further post-train BERT on domain-specific data to obtain better word representations.

3.2 Aspect Category Detection (ACD)

Aspect category detection is to identify the discussed aspect categories for a given sentence, where the categories belong to a pre-defined category set and is often domain-specific [114]. As shown in Table 3, an ACD method should predict

| Task                           | Input | Example Input | Output      |
|-------------------------------|-------|---------------|-------------|
| Aspect Term Extraction        | s     | sentence      | {a}         |
| Aspect Category Detection     | s     | sentence      | {c}         |
| Aspect Opinion Co-Extraction  | s     | sentence      | {a}, {o}    |
| Target-oriented Opinion Words Extraction | s, a1 | sentence, pizza | a1 | delicious |
|                              | s, a2 | sentence, service | a2 | terrible  |
| Aspect Sentiment Classification | s, a1 | sentence, pizza | p1 | POS       |
|                              | s, a2 | sentence, service | p2 | NEG       |
| Aspect-Opinion Pair Extraction | s     | sentence      | {(a, o)}    |
| End-to-End ABSA              | s     | sentence      | {(a, p)}    |
| Aspect Category Sentiment Analysis | s     | sentence      | {(c, p)}    |
| Aspect Sentiment Triplet Extraction | s     | sentence      | {(c, a, p)} |
| Aspect-Category-Sentiment Detection | s     | sentence      | {(a, p, o)} |
| Aspect Sentiment Quad Prediction | s     | sentence      | {(c, a, p, o)} |

*We assume the concerned “sentence” for all example inputs is: “The pizza is delicious, but the service is terrible”.

3.3 Aspect Sentiment Triplet Extraction

Aspect sentiment triplet extraction is a task to predict aspect terms and corresponding opinion expressions for a sentence. As introduced in Section 2.1, there are four tasks (corresponding to four sentiment elements), namely the aspect term extraction (ATE), aspect category detection (ACD), aspect sentiment classification (ASC), and opinion term extraction (OTE). A detailed taxonomy and representative methods are listed in the top branch of Fig. 2.

3.4 Aspect-Category-Sentiment Detection

Aspect-category-sentiment detection is a task to predict aspect terms, their corresponding opinion expressions, and their corresponding sentiment elements. As introduced in Section 2.1, there are four tasks (corresponding to four sentiment elements), namely the aspect term extraction (ATE), aspect category detection (ACD), aspect sentiment classification (ASC), and opinion term extraction (OTE). A detailed taxonomy and representative methods are listed in the top branch of Fig. 2.
the category food and service given the sentence. Compared with the ATE task, ACD can be beneficial from two perspectives: First, ATE predicts individual aspect terms while the predicted category of ACD can be regarded as an aggregated prediction, which is more concise to present the opinion target. Second, ACD can identify the opinion targets even when they are not explicitly mentioned. For example, given a sentence “It is very overpriced and not tasty”, ACD can detect two aspect categories price and food, whereas ATE is not applicable to such a case.

ACD can be classified into supervised ACD and unsupervised ACD, depending on whether the annotated data is available. The supervised ACD task is usually formulated as a multi-label classification (i.e., SeqClass) problem, treating each aspect category as a label. An early work named RepLearn [37] trains the word embedding on a noisy labeled dataset and obtains hybrid features through different feed-forward networks. A logistic regression model is then trained with such features to make the prediction. Later methods further leverage different characteristics of the task to improve the performance, e.g., using attention mechanism to attend to different parts of the text for different categories [38], considering the word-word co-occurrence patterns [122], and measuring the text matching between the sentence and a set of representative words in each specific category to predict whether a category exists [39].

To tackle the ACD task in an unsupervised manner, it is often decomposed into two steps: (1) extracting candidate aspect terms, and (2) mapping or clustering the aspect terms to aspect categories in a pre-defined category set [34], e.g., clustering “pizza” and “pasta” to the aspect category food. The first step is essentially the same as tackling the unsupervised ATE problem. For the second step, the most straightforward solution is to manually assign a label for each detected aspect cluster from the first step as the aspect category [34], [35], but it is time-consuming and may lead to errors when the detected aspects are noisy. In CAT [41], the cosine similarity between the sentence vector and the category vector is computed to assign the category label. Most recently, Shi et al. [42] propose a high-resolution selective mapping strategy to improve the mapping accuracy.

### 3.3 Opinion Term Extraction (OTE)

Opinion term extraction (OTE) is the task to identify opinion expressions towards an aspect. Since the opinion term and aspect term always co-occur, solely extracting the opinion term without considering its associated aspect is meaningless. Therefore, depending on whether the aspect term appears in the input or output, OTE can be roughly divided into two tasks: 1) aspect opinion co-extraction (AOCE) and 2) target-oriented opinion words extraction (TOWE).

Aspect opinion co-extraction (AOCE) attempts to predict the aspect and opinion terms together. For the running example in Table 3, the target output of AOCE is thus two aspect terms “pizza” and “service”, as well as two opinion terms “delicious” and “terrible”. Note that although two sentiment elements are involved here, AOCE is still a single ABSA task since the dependency relation between the two sentiment elements (e.g., “delicious” is used to describe “pizza”) is not considered. Very often, it is formulated as a TokenClass problem with either two label sets to extract aspect and opinion terms separately [43], or a unified label set (e.g., [B-A, I-A, B-O, I-O, N] denotes the beginning (B) or inside (I) of an aspect (-A) or opinion term (-O), or none of them (N)) to extract both sentiment elements simultaneously [44], [123]. Considering the close relationship between the aspect and opinion, the main research question of AOCE is how to model such a dependency relation. Various models have been developed to capture the aspect-opinion dependency, including dependency-tree based models [22], [23], attention-based models [24], [25], [26], and the models considering the syntactic structures to explicitly constrain the prediction [43], [44].

On the other hand, TOWE aims to extract the corresponding opinion terms given a specific aspect term within the text [45]. As shown in Table 3, an aspect of interest (e.g., “pizza”) is assumed to be given with the sentence, then a TOWE model aims to predict the corresponding opinion term (e.g., “delicious”). TOWE is also often formulated as a TokenClass problem towards the input sentence, whereas the main research problem becomes how to model the aspect-specific representation in the input sentence to extract the corresponding opinions. Fan et al. [45] propose a neural model to incorporate the aspect information via an inward-outward LSTM to generate the aspect-fused context. Later methods manage to enhance the accuracy of extraction from several aspects: Wu et al. [124] utilize the general sentiment analysis dataset to transfer the latent opinion knowledge for tackling TOWE. Veyseh et al. [47] leverage the syntactic structures such as the dependency tree-based distance to the aspect to help identify the opinion terms. Mensah et al. [48] empirically evaluate the importance of positional embeddings based on various text encoders and find that BiLSTM-based methods have an inductive bias appropriate for the TOWE task, and using a GCN [125] to explicitly consider the structure information only brings minor performance gains.

### 3.4 Aspect Sentiment Classification (ASC)

Aspect sentiment classification (ASC), also called aspect-based/-targeted/-level sentiment classification, aims to predict the sentiment polarity for a specific aspect within a sentence. Generally, the aspect can be instantiated as either aspect term or aspect category, yielding two ASC problems: aspect term-based sentiment classification and aspect category-based sentiment classification. Regardless of some subtle differences (e.g., the given aspect term comes from the sentence, then its position information can be exploited), the main research question underlying these two settings is the same: how to appropriately exploit the connection between the aspect (term/category) and the sentence context to classify the sentiment. In fact, some works consider these two subtasks at the same time and tackle them seamlessly with the same model [52], [58], [126], [127]. Therefore, we do not specifically differentiate these two subtasks in this section and use “aspect” to refer to either an aspect term or an aspect category.

In fact, we can directly call this task as “OTE” if we neglect the prediction of aspect terms. But purely extracting opinion expressions without their targets is meaningless, leading to the AOCE task.
Deep learning based ASC has attracted a lot of interest and a variety of neural network based models have been proposed and brought large performance improvements [14], [15], [50]. To model the interaction between the aspect and sentence context, pioneering neural models such as TC-LSTM [51] employ relatively simple strategies such as concatenation to fuse the aspect information with the sentence context. Based on the intuition that different parts of the sentence play different roles for a specific aspect, the attention mechanism is widely employed to obtain aspect-specific representations [52], [55], [57], [70], [126], [128]. A representative work is Attention-based LSTM with Aspect Embedding (ATAE-LSTM) model proposed by Wang et al. [52] which appends the aspect embedding to each word vector of the input sentence for computing the attention weight, and an aspect-specific sentence embedding can be computed accordingly to classify the sentiment. The following methods design more complicated attention mechanisms to learn better aspect-specific representations, for instance, IAN [54] interactively learns attention in the aspect and sentence, and generate the representations for them separately. Apart from the LSTM network, other network structures have also been explored for supporting the attention mechanism, including the CNN-based network [58], [59], memory network [53], [56], and the gated network [58], [129]. Recently, pre-trained language models have become the mainstream building block for the ASC task [62], [130], [131], [132]. For example, Sun et al. [130] transform the ASC task as a sentence pair classification problem by constructing an auxiliary sentence, which can better utilize the sentence pair modeling ability of BERT.

Another line of the ASC research explicitly models the syntactic structure of the sentence to make the prediction, since the structural relation between the aspect and its associated opinion often indicates the sentiment orientation. In fact, earlier machine learning based ASC systems already take mined syntactic trees as features for the classification [133], [134]. However, as the dependency parsing itself is a challenging NLP task, ASC methods with inaccurate parsers did not show clear advantages than other methods [132]. Thanks to the improvements from the neural network based dependency parsing in recent years, more accurate parse trees have brought significant improvements for the dependency-based ASC model. For example, Sun et al. [67] and Zhang et al. [66] employ the graph neural network (GNN) [135] to model the dependency tree for exploiting the syntactical information and word dependencies. Following this direction, a variety of GNN-based methods have been proposed to explicitly leverage the syntactic information [68], [69], [71], [72], [73], [75], [136], [137], [138]. Besides the syntactic structure inside the sentence, other structural information has also been considered. Rudr et al. [139] model the relation between multiple review sentences, with the assumption that they build and elaborate upon each other and thus their sentiments are also related. Similarly, Chen et al. [140] consider the document-level sentiment preference to fully utilize the information in the existing data to improve the ASC performance.

### 4 Compound ABSA Tasks

We then describe compound ABSA tasks whose target involves multiple sentiment elements. A detailed task taxonomy and representative methods are shown in the bottom branch of Fig. 2. Very often, these tasks can be treated as integrated tasks of the aforementioned single ABSA tasks. However, the goal of these compound tasks is not only the extraction of multiple sentiment elements, but also coupling them by predicting the elements in the pair (i.e., two elements), triplet (i.e., three elements), or even quad (i.e., four elements) format. Fig. 3 shows the relation between these tasks. Considering the inter-related dependency of the four sentiment elements, providing an integrated solution is a promising direction. Many research efforts have been made recently, which we systematically review in this section.

#### 4.1 Aspect-Opinion Pair Extraction (AOPE)

As discussed in Section 3.3, studies of the aspect opinion co-extraction (AOCE) task often found that the extraction of each element can mutually reinforce each other. However, the output of the AOCE task contains two separate sets: an aspect set and an opinion set. The corresponding pairwise relation is neglected. This motivates the task of aspect-opinion pair extraction (AOPE), aiming to extract the aspect and opinion terms in pairs so as to provide a clear picture of what the opinion target is and what the corresponding opinion expression is [11], [13].

To tackle AOPE, one can adopt the pipeline approach to decouple it into several subtasks and pipe them together to obtain the aspect-opinion pairs. One solution is to first conduct the AOCE task for obtaining the aspect and opinion sets, then employ a classification model to pair the potential aspect and opinion terms, i.e., classify whether an aspect-opinion pair is valid. An alternative method is to first extract the aspect (i.e., the ATE task), then identify the corresponding opinion terms for each predicted aspect term (i.e., the TOWE task). Gao et al. [77] take the second approach with the MRC paradigm where they first use an MRC model to extract all aspect terms, then for each extracted aspect term, a query is constructed for another MRC model to identify the text span of the corresponding opinion term.

Efforts have also been made to tackle AOPE in a unified manner, for alleviating the potential error propagation of the pipeline approach. Wu et al. [76] propose a grid tagging scheme (GTS): for each word pair, the model predicts whether they belong to the same aspect, the same opinion, the aspect-opinion pair, or none of the above. Then the original pair extraction task is transformed into a unified TokenClass problem. Zhao et al. [13] treat the problem as a joint term and relation extraction, and design a span-based
multi-task learning (SpanMlt) framework to jointly extract the aspect/opinion terms and the pair relation: a span generator is first used to enumerate all possible spans, then two output scorers assign the term label and evaluate the pairwise relations. Similarly, Chen et al. [11] propose a model containing two channels to extract aspect/opinion terms, and the relations respectively. Two synchronization mechanisms are further designed to enable the information interaction between two channels. More recently, syntactic and linguistic knowledge is also considered for improving the extraction performance [78].

4.2 End-to-End ABSA (E2E-ABSA)
Given a sentence, End-to-End ABSA is the task of extracting the aspect term and its corresponding sentiment polarity simultaneously, i.e., extracting the \((a, p)\) pairs. It can be naturally broken down into two sub-tasks, namely ATE and ASC [84], and an intuitive pipeline method is to conduct them sequentially. However, detecting the aspect boundary and classifying the sentiment polarity can often reinforce each other. Taking the sentence “I like pizza” as an example, the context information “like” indicates a positive sentiment and also implies that the following word “pizza” is the opinion target. Inspired by such an observation, many methods have been proposed to tackle the problem in an end-to-end manner.

These end-to-end methods can be generally divided into two types [10], [79], as shown in Table 4. The first “joint” method exploits the relation between two subtasks via training them jointly within a multi-task learning framework [82], [83], [85], [86], [87]. Two label sets including the aspect boundary label (the first row) and the sentiment label (the second row) are adopted to predict the two types of sentiment elements. Then the final prediction is derived from the combination of the outputs of two subtasks. Another type of method dismisses the boundary of these two subtasks and employs a “unified” (also called collapsed) tagging scheme to denote both sentiment elements in the tag of each token [19], [80], [81]. As shown in the last row of Table 4, the tag for each token now contains two parts of information: the first part \((B, I, E, S, O)\) denotes the boundary of the aspect (B-beginning, I-inside, O-outside, E-ending, S-singleton) [111], the second part \((\text{POS}, \text{NEG}, \text{NEU})\) is the sentiment polarity of the corresponding token.

For instance, B-NEG refers to the beginning of an aspect whose sentiment is negative. By using a collapsed label scheme, the E2E-ABSA task can be tackled with the Token-Class paradigm via a standard sequence tagger [19].

Whichever type of method is adopted, some ideas are often shared and appear frequently in different models. For example, considering the relation between the aspect boundary and sentiment polarity has shown to be an important factor [81]. As opinion terms provide indicative clues for the appearance of aspect terms and the orientation of the sentiment, opinion term extraction is often treated as an auxiliary task [81], [83], [87], [88]. For example, the relation-aware collaborative learning (RACL) framework [85] explicitly models the interactive relation of three tasks with a relation propagation mechanism to coordinate these tasks. Liang et al. [87] further design a routing algorithm to improve the knowledge transfer between these tasks. Document-level sentiment information is also used to equip the model with coarse-grained sentiment knowledge, so as to better classify the sentiment polarity [83], [87].

Regarding these three types of methods for tackling E2E-ABSA (i.e., pipeline, joint, and unified method), it is still unclear which one is the most suitable. Early works such as [10] found that the pipeline method performs better, but Li et al. [81] show that using a tailor-made neural model with the unified tagging scheme gives the best performance. Later, Li et al. [19] further verify that using a simple linear layer stacked on top of the pre-trained BERT model with the unified tagging scheme can achieve promising results, without complicated model design. More recently, research works based on either pipeline [94], [95], unified [141], or the joint method [87] all achieve good performance, i.e., around 70% F1 scores on benchmark datasets. This makes the comparison between different types of methods unclear and needs further exploration.

4.3 Aspect Category Sentiment Analysis (ACSA)
Aspect category sentiment analysis (ACSA) aims to jointly detect the discussed aspect categories and their corresponding sentiment polarities. For example, an ACSA model is expected to predict two category-sentiment pairs \((\text{food}, \text{POS})\) and \((\text{service}, \text{NEG})\) for the example in Table 3. Though ACSA is similar to the E2E-ABSA task (only the format of the aspect is different), the results of ACSA can be provided regardless of whether the aspect is implicit or explicitly mentioned in the sentence, thus ACSA is widely used in industries [120].

The most straightforward method to tackle ACSA is the pipeline approach: first detecting the mentioned aspect categories (i.e., the ACD task), then predicting the sentiment polarities for those detected categories (i.e., the ASC task).
However, the detection of a subset of the aspect categories appearing in the sentence is nontrivial, as discussed in Section 3.2. The errors from the first step would severely limit the performance of the overall pair prediction. Moreover, the relations between these two steps are ignored, which is found to be important for both tasks [142]. In fact, performing these two tasks in the multi-task learning framework has shown to be beneficial for each separate task [142], [143], [144].

In essence, the ACD task is a multi-label classification problem (treating each category as a label), and the ASC task is a multi-class classification problem (where each sentiment polarity is a class) for each detected aspect category. As shown in Fig. 4, existing methods of tackling ACSA in a unified manner can be roughly categorized into four types: (1) Cartesian product, (2) add-one-dimension, (3) hierarchy classification, and (4) Seq2Seq modeling. The Cartesian product method enumerates all possible combinations of category-sentiment pairs by a Cartesian product. Then a classifier takes both the sentence and a specific category-sentiment pair as input, the prediction is thus a binary value, indicating whether such a pair holds [46]. However, it generates the training set several times larger than the original one, greatly increasing the computation cost. An alternative solution is to add one extra dimension to the prediction of the aspect category. Previously, for each aspect category, we predict its sentiment polarity, which normally has three possibilities: positive, negative, and neutral. Schmitt et al. [89] add one more dimension called “N/A” denoting whether the category appears in the sentence or not, thus handling the ACSA in a unified way.

Cai et al. [90] propose a hierarchical GCN-based method named Hier-GCN: a lower-level GCN first captures the relations between categories, then a higher-level GCN is used to capture the relations between categories and category-oriented sentiments. Finally, an integration module takes the interactive features as inputs to perform the hierarchy prediction. Similarly, Li et al. [145] utilize a shared sentiment prediction layer to share the sentiment knowledge between different aspect categories to alleviate the data deficiency issue. Recently, Liu et al. [91] adopts the Seq2Seq modeling paradigm to tackle the ACSA problem. Based on a pre-trained generative model, they use natural language sentences to represent the desired output (see Fig. 4(4)) which outperforms previous classification type models. Moreover, the experimental results suggest that such paradigm can better utilize the pre-trained knowledge and have large advantages in few-shot and zero-shot settings.

### 4.4 Aspect Sentiment Triplet Extraction (ASTE)

The aspect sentiment triplet extraction (ASTE) task attempts to extract \((a, o, p)\) triplets from the given sentence, which tells what the opinion target is, how its sentiment orientation is, and why such a sentiment is expressed (through the opinion term) [12]. Therefore, a model which can predict opinion triplets shows more complete sentiment information, compared with previous models working for individual tasks. The ASTE task has attracted lots of attention in recent years. A variety of frameworks with different paradigms have been proposed for the ASTE task, we show some representative works of each paradigm in Fig. 5.

Peng et al. [12] first introduce the ASTE task and propose a two-stage pipeline method for extracting the triplets. As shown in Fig. 5a, two sequence tagging models are first performed to extract aspects with their sentiments, and the opinion terms respectively. In the second stage, a classifier is utilized to find the valid aspect-opinion pairs from the predicted aspects and opinions and finally construct the triplet prediction. To better exploit the relations of multiple sentiment elements, many unified methods have been proposed. Zhang et al. [93] present a multi-task learning framework including aspect term extraction, opinion term extraction, and sentiment dependency parsing tasks. Then heuristic rules are applied to produce the sentiment triplets from the predictions of those subtasks. Another potential direction is to design unified tagging schemes to extract the triplet in one-shot [76], [92]: JET model proposed by Xu et al. [92] utilizes a position-aware tagging scheme which extends the previous unified tagging scheme of the E2E-ABSA task [81] with the position information of the opinion term, as depicted in Fig. 5b. Similarly, Wu et al. [76] extend the grid tagging scheme (GTS) for the AOPE task described in Section 4.1 to also make a prediction on the sentiment polarity. Since those methods rely on the interactions between word pairs, they may not perform well when the aspect terms or the opinion terms are multi-word expressions. Motivated by this observation, Xu et al. [98] propose a span-level interaction model which explicitly considers the interactions between the whole spans of aspects and those of opinions to improve the performance.

Other modeling paradigms such as MRC (see Fig. 5c) [94], [95] and Seq2Seq modeling (see Fig. 5d) [96], [97], [99], [100] have also been employed for tackling ASTE. Mao et al. [95] transform the original problem as two MRC tasks by designing specific queries: the first MRC model is used to extract the aspect terms, the second MRC model then predicts the corresponding opinion term and sentiment polarity. Chen et al.
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4.5 Aspect-Category-Sentiment Detection (ACSD)

Although the aspect category and aspect term can both serve as the opinion target when analyzing aspect-level sentiment, the sentiment often depends on both of them [47]. To capture such a dual dependence, Wan et al. [46] propose to detect all (aspect category, aspect term, sentiment polarity) triplets for a given sentence. They separate the joint prediction task into two subtasks on the basis of (aspect category, sentiment polarity) pairs, whose idea is similar to the "Cartesian Product" for the ACSA task described in Section 4.3. Therefore, given a sentence with a specific combination of the aspect category and sentiment, the remaining problems are: whether any aspect terms exist for such a combination, and if so, what the aspect terms are? The former one can be formulated as a binary SeqClass task, and the latter becomes a conditional TokenClass problem. For example, given the sentence "The pizza is delicious" with (food, POS, pizza) pair, the first subtask would predict that this combination exists and the sequence labeling model should extract "pizza" as the corresponding aspect term. Then a triplet (food, POS, delicious) can be output as a prediction. However, when receiving the same sentence with the (service, POS) pair as input, the first subtask is supposed to predict this combination does not exist. The overall training objective can be the combined loss of these two subtasks.

Following this direction, Wu et al. [102] propose a model called MEJD which handles the task by using the sentence and a specific aspect category as input, then the remaining problems becomes: (1) predicting the sentiment polarity for the given category (i.e., a SeqClass problem), and (2) extract the corresponding aspect terms if exist (i.e., a TokenClass problem). Since a specific aspect category may not always exist in the concerned sentence, MEJD adds an extra dimension "N/A" in the SeqClass task, sharing the similar idea of the "add-one-dimension" method [89] introduced in Section 4.3. Therefore, when the classification model outputs "N/A", it shows that there is no triplet related to the category in the input. Moreover, a GCN with an attention mechanism is employed in MEJD to capture the dependency between the aspect and the context.

As the number of predefined aspect categories for a specific domain is generally small, the aforementioned methods can decompose the original ACSD task by combining the sentence with each category as the input. Instead, Zhang et al. [96] tackle the problem in a Seq2Seq manner where they append the desired sentiment elements in the original sentence and treat it as the target sequence for a generation model to learn the mapping relation. Zhang et al. [7] further design a Paraphrase model which constructs a natural language sentence containing all the sentiment elements as the target sequence for the sequence-to-sequence learning.

4.6 Aspect Sentiment Quad Prediction (ASQP)

The primary motivation of various compound ABSA tasks discussed above is to capture more detailed aspect-level sentiment information, either in the format of pair extraction (e.g., AOPE) or triplet extraction (e.g., ASTE). Although they can be useful under different scenarios, a model which can predict the four sentiment elements in one shot is
supposed to provide the most complete aspect-level sentiment structure. This leads to the aspect sentiment quad prediction (ASQP) task proposed recently\textsuperscript{6} [7], [103], aiming to predict all the four sentiment elements in the quadruplet form given a text item. Returning to the example in Table 3, two sentiment quads are expected: (food, pizza, POS, delicious) and (service, service, NEG, terrible).

Cai et al. [103] study the ASQP task with an emphasis on the implicit aspects or opinions. The authors argue that implicit aspects or opinions appear frequently in real-world scenarios, and use “null” to denote them in the sentiment quads. They introduce two new datasets with sentiment quad annotations and construct a series of Pipeline baselines by combining existing models to benchmark the task. Zhang et al. [7] propose a Paraphrase modeling strategy to predict the sentiment quads in an end-to-end manner. By combining the annotated sentiment elements with a pre-built template and using the obtained natural language sentence as the target sequence, they transform the original quad prediction task to a text generation problem and tackle it via the Seq2Seq modeling paradigm. Therefore, the label semantics (i.e., the meaning of the sentiment elements) can be fully exploited. Following this direction, later methods further formulate the task as generating opinion trees [104], [105] or structured schema [101].

Compared to other ABSA tasks, ASQP is the most complete and also the most challenging task. The main difficulty lies in the accurate coupling of different sentiment elements. Given the importance of the it and the potential large improvement space (e.g., the current best-performing models only achieve about 40% F1 scores on benchmark datasets), we expect to see more related studies in the future.

5 ABSA with Pre-Trained Language Models

Conventional neural ABSA models usually couple the pre-trained word embeddings, such as Word2Vec [183] and GloVe [184], with a well-designed task-specific neural architecture. Despite their effectiveness compared with early feature-based models, the improvement from these models gradually reached a bottleneck. One reason is that the context-independent word embeddings are insufficient for capturing the complex sentiment dependencies in the sentence. Besides, the sizes of existing ABSA datasets do not support the training of very complicated architecture. In recent years, pre-trained language models (PLMs) such as BERT [186] and RoBERTa [187] have brought substantial improvements on a wide range of NLP tasks. Naturally, they are also introduced for further improving the performance of the ABSA problem.

The initial works [62], [150], [151] do not spend too much effort on task-specific model designs, but simply introduce the contextualized embeddings from PLMs as the replacement of word embeddings. Given the rich knowledge learned in the pre-training stage, simply utilizing such contextualized embeddings already brings in a large performance gain. For instance, Li et al. [19] investigate the usage of stacking several standard prediction layers on top of a PLM for the E2E-ABSA task. They find that using the simplest linear classification layer with a PLM can outperform previous carefully-designed neural ABSA models. Similarly, simply concatenating the given sentence and a concerned aspect as the input to PLMs and utilizing the sentence-level output (e.g., representations corresponding to the [CLS] token for BERT) establishes new state-of-the-art results of the ASC task [62]. Moreover, the authors show that further post-training the model on the domain and task related data can capture better domain- and task-specific knowledge, thus leading to better performance.

However, simply adopting PLMs as the context-aware embedding layer might be insufficient. From the perspective of ABSA tasks, complicated tasks often require not only the identification of the sequence- or token-level labels but also the dependency relations between them, it thus needs more designs to make full use of the contextualized embeddings from PLMs. From the perspective of PLMs, the rich knowledge learned in the pre-training stage might not be sufficiently induced and utilized for the concerned ABSA tasks. To this end, many efforts have been made on better adapting the PLMs for different downstream ABSA tasks. An early attempt is Sun et al. [130] where they transform the ASC as a sentence pair classification task. Motivated by the observation that BERT has an advantage in tackling sentence pair classification problems such as question answering, they construct an auxiliary sentence for each aspect and feed the original sentence and the constructed sentence to BERT, achieving much better performance than previous works. Following similar intuition, Gao et al. [77], [94], [95] solve the AOPE and ASTE task via the MRC modeling paradigm. By decomposing the original task as a series of MRC processes, the pairwise relation is thus naturally captured via the query-answer matching. Another line of work is to utilize the pre-trained generative models such as BART [152] and T5 [153] to solve various ABSA tasks [7], [91], [96], [97]. By transforming the original task to a Seq2Seq problem, the label semantics (i.e., the meaning of the desired sentiment elements) can be appropriately incorporated.

In addition to serving as the backbone of ABSA models, PLMs can benefit tackling ABSA tasks from other aspects. For example, the language modeling task used in the pre-training stage of PLMs often brings in the capability of performing generative data augmentation. Li et al. [31] employ PLMs as a conditional text generator and design a mask-then-predict strategy to generate the augmented training sentences for the ATE task. Hsu et al. [146] do not borrow the external linguistic resources but utilize the PLMs to achieve semantic-preserved augmentation in a generative manner, obtaining clear improvements over the baseline method on a series of ABSA tasks. Another interesting but largely ignored role of PLMs is to provide better dependency trees for various ABSA models, e.g., methods discussed in Section 3.4. Explicitly utilizing the semantic relation can be beneficial for many ABSA tasks, but their performance heavily depends on the accuracy of the adopted dependency tree [132], [133], [134]. As the first attempt, Wu et al. [154] discover the dependency parse tree from PLMs with a tailor-made probing method and feed the obtained tree into a dependency-based ABSA model, achieving better ASC results than the model using the tree
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6. It is also called Aspect-Category-Opinion-Sentiment (ACOS) quadruple extraction task in [105].
from the off-the-shelf parsers. Following them, Dai et al. [132] fine-tune the PLMs with the ASC data to inject the sentiment knowledge. The sentiment-oriented dependency tree is then induced from the fine-tuned PLMs, which further improves the performance of several state-of-the-art dependency-based models.

So far, the common viewpoint in the NLP community is that PLMs are capable of accurately reflecting the semantic meanings of input words [155]. However, the contextualized embeddings obtained via the self-attention mechanism that captures full word dependencies within the sentence are presumably redundant for the ABSA tasks. In fact, the superiority of the works [29], [71], [138], which explicitly guide the further transformation of PLM representations with meaningful structure, to those using “CLS” representation for predictions indirectly suggests the existence of such redundancy. How to consolidate meaningful and sparse structure with PLMs or refine the intrinsic fully-connected self-attention for obtaining ABSA-related representations in a more efficient way deserves more attention and research efforts. On the other hand, there is still room for improving the robustness of PLM-based ABSA models. Particularly, as observed in Xing et al. [119], even though the PLM-based models significantly outperform the previous neural models on the adversarial examples, it still suffers from more than 25% performance drop on the simplest ASC task. We believe that exploiting PLMs for truly understanding the aspect-level sentiment, e.g., being robust to the reversed opinion and sentiment negation, instead of learning the spurious correlations between the aspect and sentiment labels is the future challenge for building PLM-based ABSA models. But there is still a long way to realize such kind of intelligence.

6 TRANSFERABLE ABSA

6.1 Cross-Domain ABSA

The supervised ABSA models within a single domain have been well developed. However, in real-world scenarios which involve texts from multiple or even unseen domains, it is likely that these models fail to obtain satisfactory predictions. The major reason is that the aspects referring to the opinion target from different domains are usually of great difference, and the models may not have prior knowledge about the frequently-used terms in the unseen domains. A straightforward solution is to create labeled data for these domains and re-train additional in-domain models. Considering that the ABSA tasks require fine-grained annotations, it is often expensive or even impossible to collect sufficient amount of labeled data. To enable the cross-domain ABSA predictions at lower cost, domain adaptation techniques [20], [156] are employed to provide alternative solutions for well generalizing the ABSA systems to other domains. Roughly speaking, the majority of these works can be separated into two groups: feature-based transfer and data-based transfer.

The core idea of feature-based transfer is to learn domain-independent representations for the ABSA tasks. Jakob and Gurevych [157] and Chernyshevich [158] instantiate this idea by introducing rich syntactic features, which are invariant across domains, into a CRF tagger for the cross-domain ATE task. Wang and Pan [123], [159] design a dependency edge prediction task to enforce the learning of syntactic-aware representations, with the aim of reducing the domain shift at the word level. Other auxiliary tasks, such as domain classification [160], [161], aspect-opinion interaction prediction [162] and opinion term detection [163], are also integrated to better align the representations in different domains. Different from the above studies, Chen and Qian [164] simply aggregate the syntactic roles for each word and regard the syntactic embedding as the bridge between the source domain and target domain, which considerably improves the efficacy of domain adaptation. Liang et al. [165] assume the availability of sentence-level aspect category annotations in the target domain and propose an interaction transfer network to capture the domain-invariant category-term correlations.

Compared to feature-based transfer, data-based transfer aims to adjust the distribution of the training data to better generalize the ABSA model to the target domain [166], [167]. Ding et al. [168] employ high-precision syntactic patterns together with some domain-independent opinion terms to create pseudo-labeled data in the target domain. The pseudo-labeled target data is then augmented to the source domain training set for building cross-domain ABSA models. Li et al. [169] build target-domain pseudo-labeled data in a similar way and perform re-weighting on the source domain training instances based on the pseudo-labeled data. Instead of producing supervision signals on the unlabeled target-domain data, Yu et al. [166] develop an aspect-constrained (opinion-constrained) masked language model, which takes the source domain labeled reviews as input and perform in-place aspect term (opinion term) conversion from the source domain to the target domain as the silver training data.

In addition, Gong et al. [170] propose to couple a token-level instance re-weighting strategy with domain-invariant representation learning from auxiliary tasks to consolidate feature-based transfer and data-based transfer for better domain adaptation across different domains. However, annotating labeled data for each language can be time-consuming, which motivates the task of cross-lingual ABSA
(XABSA). Due to the difficulty of cross-lingual transfer, most XABSA studies are conducted on simple ABSA tasks such as cross-lingual aspect term extraction (XATE) [173], [174], [175], [176], cross-lingual aspect sentiment classification (XASC) [177], [178], [179], and cross-lingual End-to-End ABSA [180], [181].

To realize the cross-lingual transfer, the key problem is to obtain the language-specific knowledge in the target language. Early methods typically rely on translation systems to obtain such knowledge. The sentence is first translated from the source to the target language with an off-the-shelf translation system. The label is then similarly projected from the source to target, either directly or with word alignment tools such as FastAlign [182] since some ABSA tasks (e.g., XATE) require token-level annotations. Therefore, an ABSA model can be trained with the obtained (pseudo-)labeled target language data. Because the performance of this type of method heavily relies on the quality of the translation and label projection, many techniques have been proposed to improve the data quality, including the co-training strategy [173], instance selection [174], or constrained SMT [177].

Cross-lingual word embeddings pre-trained on large parallel bilingual corpus have also been used for XABSA. By sharing a common vector space, the model can be used in a language-agnostic manner [178], [179]. For example, Wang and Pan [175] utilize a transition-based mechanism to tackle the XATE task by aligning representations in different languages into a shared space through an adversarial network. Jebbara and Cimiano [176] consider the zero-shot ATE task with two types of cross-lingual word embeddings. Especially, they find that transferring from multiple source languages can largely improve the performance.

Recently, inspired by the success of exploiting monolingual PLMs, utilizing multilingual PLMs (mPLMs) such as multilingual BERT [17] and XLM-RoBERTa [183] to tackle cross-lingual NLP tasks has become a common practice. Typically, a PLM is first pre-trained on a large volume of multilingual corpus, then fine-tuned on the source language data for learning task-specific knowledge. Finally, it can be directly used to conduct inference on the target language testing data (called zero-shot transfer). Thanks to the language knowledge obtained in the pre-training stage, zero-shot transfer has shown to be an effective method for many cross-lingual NLP tasks [184], [185]. However, the language knowledge learned in the pre-training step may be insufficient for the XABSA problem. As compensation, utilizing the translated (pseudo-)labeled target language data can equip the model with richer target language knowledge. For example, Li et al. [180] propose a warm-up mechanism to distill the knowledge from the translated data in each language to enhance the performance. Zhang et al. [181] point out the importance of the translated target language data and propose an alignment-free label projection method to obtain high-quality pseudo-labeled target data. They show that even fine-tuning the mPLMs on such data can establish a strong baseline for the XABSA task.

Compared with the monolingual ABSA problem, the XABSA problem is relatively underexplored. Although mPLMs are widely used for various cross-lingual NLP tasks nowadays, exploring their usage in the XABSA can be tricky since language-specific knowledge plays an essential role in any ABSA task. Therefore, it calls for better adaption strategies of the mPLMs to inject the model with richer target language knowledge. On the other hand, existing studies mainly focus on relatively easier ABSA tasks, exploring the cross-lingual transfer for more difficult compound ABSA tasks can be challenging while useful in practice.

7 Challenges and Future Directions

Over the last decade, we have seen great progress on the ABSA problem, either new tasks or novel methods. Despite the progress, there remains challenges for building more intelligent and powerful ABSA systems. In this section, we discuss some challenges, as well as potential directions which we hope can help advance the ABSA study.

7.1 Quest for Larger and More Challenging Datasets

As discussed in Section 2.4, most existing ABSA datasets are derived from the SemEval shared challenges [114], [115], [116] with additional data processing and annotations for specific tasks. However, the relatively small size of data (e.g., hundreds of sentences) makes it difficult to clearly compare different models, especially for PLM-based models having millions of parameters. Currently, it is a common practice to train a model with different random seeds (often five or ten) and report the model performance with averaged scores across different runs, but it would be better to introduce larger datasets for more fair and reliable comparisons. Besides, although existing datasets provide valuable test beds for comparing different methods, there remains a great need for proposing more challenging datasets to satisfy the real-world scenarios. For example, datasets containing reviews from multiples domains or multiple languages can help evaluate multi-domain and multi-lingual ABSA systems. Moreover, since user opinions can be expressed in any kind of format, we also expect datasets collected from different opinion-sharing platforms such as question-answering platforms [141] or customer service dialogues [186].

7.2 Multimodal ABSA

Most existing ABSA works focus on analyzing opinionated texts such as customer reviews or tweets. However, users often share their opinions with other modalities such as images. Since contents in different modalities are often closely related, exploiting such multimodal information can help better analyze users’ sentiments towards different aspects [187], [188]. Recent studies on multimodal ABSA mainly concentrate on simple ABSA tasks such as multimodal ATE [189], [190] and multimodal ASC [191], [192], [193], [194]. To align the information from different modalities, the text and image are often first encoded to feature representations, then some interaction networks are designed to fuse the information for making the final prediction. More recently, inspired by the success of the E2E-ABS task in a single modal (i.e., based on texts only), Ju et al. [195] study the task of multimodal E2E-ABS, aiming to capture the connection between its two subtasks in the multimodal scenario. They present a multimodal joint learning method with auxiliary cross-modal relation detection to obtain all aspect term and sentiment polarity pairs. Despite these initial attempts, there remain some promising directions:
from the perspective of the task, handling more complicated multimodal ABSA tasks should be considered; from the perspective of the method, more advanced multimodal techniques should be proposed for fusing the multimodal opinion information, e.g., constructing models based on the multimodal PLMs. We believe multimodal ABSA would receive more attention given its increasing popularity in real-world applications.

7.3 Unified Model for Multiple Tasks

During the introduction of various ABSA tasks, we can notice that some ideas and model designs appear from time to time. Indeed, solutions to one ABSA task can be easily borrowed to tackle another similar task since these tasks are often closely related. This naturally poses a question: can we build a unified model that can tackle multiple (if not all) ABSA tasks at the same time? If so, there is no need to design specific models for every task. It can be also useful in practice because we may not want to change the model architecture and re-train it every time we have some new data with different types of opinion annotations. In Section 2.3, we show that different tasks can be tackled via the same model if they can be formulated as the same modeling paradigm. Several recent studies demonstrate some initial attempts along this direction. They either transform the task into the MRC paradigm by designing task-specific queries for the MRC model [77], [94], [95], or the Seq2Seq paradigm by directly generating the target sentiment elements in the natural language form [7], [96], [97]. Beyond solving multiple tasks with the same architecture, Zhang et al. [7] further found that the task-specific knowledge could be easily transferred across different ABSA tasks (called cross-task transfer) if they are under the same modeling paradigm. We expect more research efforts would appear to enable more practically useful ABSA systems.

7.4 Lifelong ABSA

Lifelong learning, also referred to as continual learning, aims at accumulating knowledge learned from previous tasks and adapting it for helping future learning during a sequence of tasks [196]. Chen et al. [197] first study the sentiment analysis from the perspective of lifelong learning and propose the lifelong sentiment classification problem which requires a model to tackle a series of sentiment classification tasks. Wang et al. [198] impose the idea of lifelong learning into the ASC task with memory networks. Recent studies begin to investigate the catastrophic forgetting issue during the sequential learning [199], [200], [201], [202], instead of simply studying it as an extension of cross-domain sentiment analysis for knowledge accumulation. However, existing studies mainly focus on domain incremental learning for the ASC task [201], [202], where all tasks sharing the same fixed label classes (e.g., positive, negative, and neutral) and no task information is required. To develop more advanced lifelong ABSA systems, it inevitably requires studying the incremental learning of the class and task. For instance, the classes of aspect categories vary in different applications, which calls for methods that can adapt to the changing categories. Besides, cross-task transfer [7] has been shown to be effective in transferring knowledge learned from low-level ABSA tasks to high-level ABSA tasks. Therefore, it is also worth exploring lifelong learning across different types of ABSA tasks.

8 Conclusion

This survey aims to provide a comprehensive review of the aspect-based sentiment analysis problem, including its various tasks, methods, current challenges, and potential directions. We first set up the background of ABSA research with the four sentiment elements of ABSA, the definition, common modeling paradigms, and existing resources. Then we describe each ABSA task with their corresponding solutions in detail, with an emphasis on the recent advances of the compound ABSA tasks. Meanwhile, we categorize existing studies from the sentiment elements involved and summarize representative methods of different modeling paradigms for each task, which provides a clear picture of current progress. We further discuss the utilization of pre-trained language models for the ABSA problem, which has brought large improvements to a wide variety of ABSA tasks. We investigate the advantages they have, as well as their limitations. Besides, we review advances of cross-domain and cross-lingual ABSA, which can lead to more practical ABSA systems. Finally, we discuss some current challenges and promising future directions for this field.
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