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Abstract—Smooth behaviors are preferable for many contact-rich manipulation tasks. Impedance control arises as an effective way to regulate robot movements by mimicking a mass-spring-damping system. Consequently, the robot behavior can be determined by the impedance gains. However, tuning the impedance gains for different tasks is tricky, especially for unstructured environments. Moreover, online adapting the optimal gains to meet the time-varying performance index is even more challenging. In this paper, we present Safe Online Gain Optimization for Variable Impedance Control (Safe OnGO-VIC). By reformulating the dynamics of impedance control as a control-affine system, in which the impedance gains are the inputs, we provide a novel perspective to understand variable impedance control. Additionally, we innovatively formulate an optimization problem with online collected force information to obtain the optimal impedance gains in real-time. Safety constraints are also embedded in the proposed framework to avoid unwanted collisions. We experimentally validated the proposed algorithm on three manipulation tasks. Comparison results with a constant gain baseline and an adaptive control method prove that the proposed algorithm is effective and generalizable to different scenarios. Experiment videos are available at https://msc.berkeley.edu/research/safe-ongo-vic.html

I. INTRODUCTION

Impedance control is a powerful way to let robots safely interact with unknown environments. However, it is challenging and time-consuming to tune the impedance gains in order to achieve desired robot behaviors. Furthermore, the adjusted gains may be specific to one environment and can hardly generalize to others. Therefore, a method that is able to obtain the optimal gains for different scenarios is vital for practical use of impedance control.

To adapt the optimal gains for different scenarios, adaptive control has been studied to adjust the controller online [1], [2]. The impedance gains will adapt following a predefined adaptive control law. However, to get a satisfactory result, it is necessary to tune good initial impedance gains. Moreover, most adaptive laws introduce additional hyper-parameters to the problem and complicate the overall tuning process.

Machine learning is a powerful way to learn the optimal impedance controller. Well-known methods include learning from demonstrations (LfD) [3]–[5] and reinforcement learning (RL) [5]–[8]. For LfD approaches such as [3], [4], the robot collects data from expert demonstrations, and a variable impedance policy can be obtained by fitting the collected data. However, the learned policy is specific to the demonstrated task and may not be robustly transferred to different task settings. In the RL field, by encoding the robot’s performance into a reward function and setting variable impedance as the action space, the robot can learn the variable impedance policy to achieve the desired performance in the simulation [6]–[8]. However, as a common problem of machine learning-based methods, it is time-consuming to collect data and train the policy, which limits their ability for real-time application.

Optimization is also a powerful tool for gain tuning. Mehti [9] pioneered to use Particle Swarm Optimization (SWO) to tune the impedance controller offline. Similarly, Lahr [10] proposed to use a multi-objective genetic algorithm to optimize the impedance gains and demonstrated the effectiveness on a real robot. Unfortunately, these methods usually require extensive computation power. The high computation time limits their use in the online phase. One possible reason for the low efficiency is that they do not have an explicit relation between the impedance gains and the robot behavior. Thus, they had to rely on black-box optimization solvers to deal with an overly complicated problem. To the author’s knowledge, there are no online optimization methods in the literature for tuning the impedance controller.

To obtain the optimal impedance gains in real-time, we propose an online gain optimization framework (Safe OnGO-VIC). In contrast with other methods that view impedance gain as a parameter, we express the dynamics of the impedance control into a control-affine system and consider the impedance gain as a control input. By doing these, we provide a new perspective to understand gain tuning and innovatively formulate an optimization problem to optimize the impedance gains online. An objective function that is able to regulate smooth robot behaviors is designed. Compared with previous optimization and learning methods, our method does not require offline data collection and can be optimized online for different tasks and environments efficiently. Furthermore, benefiting from the novel structure, safety constraints can be embedded into the framework in order to avoid unwanted collisions by adjusting the impedance gains.

In summary, the contributions of this paper are as follows:

• A new perspective to understand the relationship between impedance gains and the robot states.
• An efficient online gain optimization framework for variable impedance control.
• Collision avoidance for variable impedance control.
• Comparative experiments demonstrating the effectiveness of the proposed algorithm.
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II. PROPOSED METHOD

A. Preliminary: Cartesian Space Impedance Control

The dynamics model of a 6-DOF manipulator in Cartesian space is written as [11]

\[ M_r(p) \ddot{p} + C_r(p, \dot{p}) \dot{p} + G_r(p) = J^T \tau + F \]  
(1)

where \( \dot{p}, p, \tau \in \mathbb{R}^6 \) are the Cartesian acceleration, velocity and position of the robot end-effector, \( M_r(p) \in \mathbb{R}^{6 \times 6} \) stands for the mass-inertia matrix, \( C_r(p, \dot{p}) \in \mathbb{R}^{6 \times 6} \) denotes the Coriolis matrix, \( G_r(p) \in \mathbb{R}^6 \) is the gravity vector, \( J \in \mathbb{R}^{6 \times 6} \) is the Jacobian matrix, \( F \in \mathbb{R}^6 \) represents the external force, and, \( \tau \in \mathbb{R}^6 \) stands for the torque input of the joints.

By utilizing the impedance control law [11]

\[ \tau = J^T \{ -F + M_r(p) \ddot{p} + C_r(p, \dot{p}) \dot{p} + G_r(p) - M_r \dot{M}_r^{-1} \{ M_r \dot{p} - \hat{p} \dot{p} + K_p (p - p_d) - F \} \} \]  
(2)

the robot system acts as a mass-spring-damping system

\[ M \ddot{e} + K_d \dot{e} + K_p e = F' \]  
(3)

where \( e = p - p_d, \dot{e} = \dot{p} - \dot{p}_d \) and \( \ddot{e} = \ddot{p} - \ddot{p}_d \) denote tracking position, velocity and acceleration errors. \( M, K_d \) and \( K_p \in \mathbb{R}^{6 \times 6} \) are the desired mass, damping and stiffness matrices. By selecting \( M, K_d, K_p \) matrices, we can change the characteristics of the robot.

B. Dynamics Formulation

For impedance control [3], a necessary condition to ensure stability is to guarantee the impedance gains are positive-definite [12]. Therefore, we can left-multiply the inverse of \( M \) and obtain

\[ \ddot{e} + K'_d \dot{e} + K'_p e = F' \]  
(4)

where \( K'_d = M^{-1} K_d \) and \( K'_p = M^{-1} K_p \) are the transformed gain matrices and \( F' = M^{-1} F \).

We assume that the gain matrices \( M, K_d, K_p \) are diagonal matrices [13], [14]

\[ K'_d = \text{diag} \{ K_{d1}, K_{d2}, \ldots, K_{d6} \} = \text{diag} \{ K'_{d1}, K'_{d2}, \ldots, K'_{d6} \} \]
\[ K'_p = \text{diag} \{ K_{p1}, K_{p2}, \ldots, K_{p6} \} = \text{diag} \{ K'_{p1}, K'_{p2}, \ldots, K'_{p6} \} \]
\[ F' = [F_1, F_2, \ldots, F_6] \]

where \( \{ M_1, \ldots, M_6 \}, \{ K_{d1}, \ldots, K_{d6} \}, \{ K_{p1}, \ldots, K_{p6} \} \) are diagonal elements of \( M, K_d, K_p \) matrices, and \( F = [F_1, \ldots, F_6] \) is the 6-dimensional external wrench given by the environment. We can further reformulate (4) into a control-affine form by collecting terms together:

\[ \dot{x} = \begin{bmatrix} \dot{e} \\ \dot{\dot{e}} \end{bmatrix} = f(x) + g(x) u = \begin{bmatrix} \dot{e} \\ \dot{\dot{e}} \end{bmatrix} + \begin{bmatrix} 0 \\ g_2(x) \end{bmatrix} u \]  
(5)

where the input \( u = [K'_{d1}, K'_{d2}, K'_{p1}, K'_{p2}, M_{-1}^{-1} M_{-1}] \)
\( g_2(x) \) is given by:

\[ g_2(x) = \begin{bmatrix} -e_1 & -e_1 & \cdots & -e_1 \\ \ddots & \ddots & \ddots & \ddots \\ -e_6 & -e_6 & \cdots & -e_6 \end{bmatrix} \begin{bmatrix} F_1 \\ \cdots \\ F_6 \end{bmatrix} \]

Equation (5) reveals the relation between impedance gains and the robot states. With this specific formulation, we can further prove the effectiveness of FITAVE.

C. Objective Function

Minimizing the integral of time-weighted absolute error (ITAE) [15] is a commonly used objective to tune PID parameters offline:

\[ \text{ITAE} = \int_0^t |e(t)| dt \]

where \( e(t) \) is the robot position error at time \( t \).

For contact-rich manipulation tasks, such as grinding and polishing, we prefer smoother trajectories. Therefore, inspired by the idea of the ITAE, we propose a new cost function named the finite-time integral of time-weighted absolute velocity error (FITAVE) in (7) to minimize the velocity error for a smooth trajectory.

\[ \text{FITAVE} = \int_0^T |\dot{e}(t)| dt \]
\[ = \int_0^T \left| \int_0^t \dot{e}(\tau) d\tau \right| dt \]
\[ = \int_0^T \left| \int_0^t g_2(x) u d\tau \right| dt \]
where \( x \) is the robot states, \( g_2(x) \) is the robot dynamics in (5), and \( u \) is the optimization variable for impedance gains.

Fig. 1. The simulation results of FITAVE

The dynamics of the surface is modeled by a spring with large stiffness. The objective is to select proper impedance gains to make contact as smooth as possible. We compared the results obtained from FITAVE with ITAE and manually tuned gains. The simulation result corroborates that FITAVE can generate smooth robot behaviors as we expected. Our experiment results in Section IIIC further prove the effectiveness of FITAVE.
D. Collision Constraints for Safe Interaction

Consider a safe set defined as \( h(x) \geq 0 \), where \( h(x) \) is continuously differentiable. The robot should not exceed this safe set throughout the entire task execution. More formally, with the robot dynamics in (5), we want to ensure that with proper gains \( u \) selection, \( x \) remains in the safe set.

According to Nagumo’s theorem [16] and Zeroing Barrier Functions (Proposition 1 in [17]), a sufficient condition to ensure \( h(x) \geq 0 \) is given as follows,

\[
\dot{h}(x) = h(x) + \gamma h(x) \geq 0
\]

where \( \dot{h} \) is the time derivative of \( h(x) \) given in (9) and \( \gamma > 0 \) is an extended class \( \kappa \) function suggested by Remark 6 in [17].

Therefore, ensuring \( h'(x) \geq 0 \) is sufficient to guarantee the robot stays in the safe set, and we can construct the constraint on \( u \). In this paper, we consider robot collision constraint \( h(x) = h_p(e) \), which only depends on the robot position. Since, the first element of \( g(x) \) in the robot dynamics (5) is zero (relative degree greater than 1), the impedance gains \( u \) do not show up in \( h'(x) \) as shown in Appendix A, we cannot directly obtain the constraints on \( u \) to regulate the robot. Similarly, we note that \( h'(x) \geq 0 \) is ensured if \( h'(x) + \gamma h(x) \geq 0 \). This condition results in (10) as the final collision constraint. The derivation is provided in the Appendix A.

\[
S(x) = \left\{ u \in \mathbb{R}_{18}^+ : \frac{\partial h_p}{\partial e} e^2 + \frac{\partial h_p}{\partial e} [g_2(x)u + 2\gamma e] + \gamma^2 h_p(e) \geq 0 \right\}
\]

E. Safe OnGO-VIC Algorithm

The goal of the proposed Safe OnGO-VIC is to find optimal impedance gains and ensure safety. Since safety has the highest priority, we propose a framework that consists of two-level optimizations, a high-frequency safety optimization and a low-frequency gain optimization.

For the low-frequency gain optimization in (11), the goal is to obtain the optimal impedance gains based on the online collected force data. The objective function is to minimize FITAVE in (6) to achieve smooth behaviors.

\[
\min_{u \in \mathbb{R}_{18}} \text{FITAVE}
\]

For the high-frequency safety optimization, the goal is to keep the robot satisfying the safety constraints by changing impedance gains. Thus, we include the collision constraints that are shown in (12). The objective function is designed to minimize the change of gains, where \( u^* \) is the optimal gain values obtained from the previous low-frequency optimization step.

\[
\min_{u \in \mathbb{R}_{18}} \| u - u^* \|^2 \\
\text{s.t. } u \in S(x)
\]

The high frequency safety optimization (12) is convex, while the low frequency gain optimization (11) is not because of the environment force in \( g_2(x) \). In practice, both problems can be tackled by a Sequential Quadratic Programming (SQP) solver [18]. After solving the optimization, impedance gains can be recovered by:

\[
M = \text{diag}\{u_{13}, \cdots, u_{18}\}^{-1} \\
K_d = M \cdot \text{diag}\{u_1, \cdots, u_6\} \\
K_p = M \cdot \text{diag}\{u_7, \cdots, u_{12}\}
\]

The whole algorithm is illustrated in Alg. 1. At runtime, gains are initialized with random positive values. At each sampling interval, the high-frequency optimization is calculated based on the current robot states, and impedance gains are recovered by (13). At the same time, the force sensor data is collected. Every \( T \) second, the low-frequency gain adaptation optimization calculates the optimal impedance gain \( u^* \) and sends it to the impedance controller.

Algorithm 1: Safe OnGO-VIC

Input: Initialize \( u \)
1: while task not terminated do
2: if every \( T \) seconds then
3: \( u^* \leftarrow \) Low-frequency optimization in (11)
4: \( M, K_p, K_d \leftarrow \) Recover impedance gain by (13)
5: end if
6: \( u \leftarrow \) High-frequency optimization in (12)
7: \( M, K_p, K_d \leftarrow \) Recover impedance gain by (13)
8: \( \{ F \} \leftarrow \) Collect force sensor data
9: end while

III. EXPERIMENTS

We test the proposed Safe OnGO-VIC in three tasks: collision avoidance, surface contact, and board wiping. The proposed method is benchmarked with two baselines, 1) conventional constant-gain impedance control (CGIC) and 2) an advanced adaptive VIC (AVIC) proposed in [19].

A. Experiment Setup

As shown in Fig. 2, we use a 6-DOF FANUC LR Mate 200iD robot to validate the proposed method. The coordinate system of the robot is shown in Fig. 2. A Microsoft Kinect 2.0 is utilized to monitor the environment. The robot is equipped with an ATI Mini 45 F/T sensor to measure the external wrench. The Cartesian space impedance control law (2) is implemented in Simulink Real-Time on a target PC to control the robot. The proposed Safe OnGO-VIC is programmed on a host PC with a communication frequency of 125Hz.

B. Exp1: Safety Guarantee in Constrained Environments

First, we evaluate the effectiveness of the high-frequency safety optimization in a constrained environment, where manipulation tasks should be accomplished within a safe region.
Fig. 2. Experiment setup for three real-world experiments.

As shown in Fig. 2, the robot picks an object on the shelf. While the human, as a random disturbance, disturbs the robot in different directions. We want to show that Safe OnGO-VIC is able to optimize impedance gains in order to stay safe. The constraints in (14) is to enable the robot to stay within a ‘safety zone’ and is enforced at 125 Hz:

\[
\begin{align*}
    h_1(x) &= d_{ub} - e(t) \geq 0 \\
    h_2(x) &= e(t) - d_{lb} \geq 0
\end{align*}
\]

(14)

where \(d_{lb}, d_{ub} \in \mathbb{R}^3\) are the safety boundaries.

Fig. 3 (a) shows the snapshots of the experiments. In the beginning, the robot is away from the safety boundary, and impedance gains \(K_p, K_d, M\) are chosen to achieve a smooth behavior under external force. After humans drag the end-effector towards the boundary, the robot is aware of the danger and quickly adapts the \(K_p, K_d, M\) to resist the disturbance and stay inside the safe region.

As a comparison, the results of the constant gain impedance control law are provided on our website. The results show that they are not able to stay within the safety region and avoid potential collisions with obstacles.

C. Exp2: Online Gain Adaptation in Unknown Environments

The experiment is to let the proposed algorithm obtain the optimal impedance gain (without human tuning) to make the robot end-effector smoothly contact with different surfaces, such as plastic, metal, and wood boards (as shown in Fig. 2).

We first test the performance of the constant gain baseline (CGIC). As shown in Fig. 4, parameters of the constant gain method are tuned to the best performance on a foam surface and then transferred to three test surfaces. However, the constant gain baseline cannot achieve satisfactory results in other scenarios due to the lack of generalizability. Furthermore, the gain value does not reflect the change of the environment characteristics, and therefore, it results in the oscillation of the end-effector.

For the adaptive gain baseline (AVIC), the initial impedance gains are the same as CGIC. During the task execution, the control law adapts the damping term according to the current force value. From the result in Fig. 5, the adaptive gain baseline performs better than the constant gain. However, it takes a long time to reach the steady-state and also results in some oscillation behaviors.

The proposed Safe OnGO-VIC algorithm does not require any offline tuning, and it is randomly initialized with some gain values. As shown in Fig. 6 and the videos, the robot initially contacts the board hardly and results in clear oscillations. While the robot measures the contact, the gain adaptation optimization is aware of the change of environment characteristics and updates the impedance values immediately to make contact smoother. From the figures and the videos, we can observe that after one step of update, the robot stops oscillating, and the force profile immediately becomes stable. The low-frequency optimization collects the force sensor data for every 3 second, and the optimization takes about 0.6 seconds to solve. Moreover, after successfully adapting to the surface, the human lifts the robot to some random positions (at 18 s, 23 s, 28 s, and 37 s in the video on our website), the robot can recover to the desired position smoothly using the obtained optimal impedance gain. Similarly, the results on the metal board and wood board are illustrated in Fig. 6 (b) and (c), respectively. According to the force curve, the results also reveal that
TABLE I

|                           | Plastic Board | Metal Board | Wood Board |
|---------------------------|---------------|-------------|------------|
|                            | CGIC   | AVIC   | Proposed | CGIC   | AVIC   | Proposed | CGIC   | AVIC   | Proposed |
| Approaching Time (s)      | 2.91   | 4.33   | 3.13     | 2.92   | 3.78   | 3.30     | 2.29   | 4.18   | 2.67     |
| Settling Time of Position Error (s) | > 4.47 | 16.54 | 1.85     | 2.01   | 10.14  | 2.50     | > 6.59 | 15.10  | 1.39     |
| Variance of External Force at Steady State ($N^2$) | N/A    | 6.52   | 0.12     | 5.54   | 2.21   | 0.14     | N/A    | 1.81   | 0.09     |

Fig. 4. Results of Exp2 with CGIC

Fig. 5. Results of Exp2 with AVIC

Fig. 6. Results of Exp2 with Safe OnGO-VIC
our method has the smallest force ripple in the steady-state compared with CGIC and AVIC in all the scenarios.

Table I summarizes the performance of each algorithm and quantitatively compares the results. It indicates that the proposed Safe OnGO-VIC algorithm can optimize the performance after the robot contacts the surfaces, achieving the shortest settling time and the smallest force variance at the steady state. Moreover, the proposed algorithm is able to approach the surface rapidly with shorter approaching times compared with AVIC. As for the constant gain method, the robot’s position error cannot converge to the steady state on plastic and wood boards for a long time. These numerical results prove the advantage of the proposed method over CGIC and AVIC again.

Fig. 7. Exp3 with Safe OnGO-VIC

D. Exp3: Contact Rich Manipulation Task - Surface Wiping

The experiment’s goal is to provide an application of the proposed method (low-frequency and high-frequency) and verify its effectiveness and robustness further. As shown in Fig. 2, the robot contacts with the board and wipes the “stain” without going out to a predefined unsafe area (denotes by the purple line on the board). A Microsoft Kinect 2.0 is utilized to monitor the board and sends the “stain” location to the controller as the reference position.

Fig. 7 illustrates the change of the robot position and impedance gains. Similar to the results of Exp2, the robot finds optimal impedance gains after a few steps of adaptation, and when the human draws some “markers” on the board, the camera detects the position and sends it to the controller as a new reference point. At the same time, the gain adaptation optimization constantly collects the force data and optimizes impedance gains. The success of this task with the proposed method proves that our method can obtain the optimal impedance gain for different tasks online while guaranteeing safety at the same time.

IV. CONCLUSION

We proposed Safe OnGO-VIC, an efficient online gain optimization algorithm, for variable impedance control. The relation between impedance gains and robot behavior is explicitly constructed as a control-affine system. Based on that, an optimization problem is formulated to optimize impedance gains in real-time based on the online collected force data. Moreover, collision constraint is embedded into the framework to ensure safety. A series of experiments demonstrates the performance of the proposed method, and the comparison with the constant gain baseline and an adaptive gain baseline also indicates that the proposed method is more effective and robust to different unknown scenarios.

For future work, we plan to incorporate the regulation of contact force into the objective function to make the robot apply a constant force to the environment. Moreover, we will test the proposed algorithm in other contact-rich manipulation tasks, such as polishing and grinding.

V. APPENDIX

A. Derivation of the Collision Constraint

For collision constraint $h(x) = h_p(e)$ only on robot position, we have

$$\frac{\partial h}{\partial x} = \begin{bmatrix} \frac{\partial h_p}{\partial e} \\ 0 \end{bmatrix}$$

Substituting the above equation and the robot dynamics, we can obtain

$$h'(x) = h(x) + \gamma h(x)$$

$$= \frac{\partial h}{\partial x} ^T \cdot [f(x) + g(x)u] + \gamma h(x)$$

$$= \left[ \frac{\partial h_p}{\partial e} \right] ^T \cdot \left[ \dot{e} + g_2(x)u \right] + \gamma h_p(e)$$

$$= \frac{\partial h_p}{\partial e} \dot{e} + \gamma h_p(e)$$

Therefore, ensuring $h'(x) \geq 0$ is sufficient to guarantee the robot stays in the safe set. However, the impedance gains $u$ do not show up in the above equation (relative degree greater than 1), we cannot directly obtain the constraints on $u$ to regulate the robot. Therefore, we apply the condition once more on $h'(x)$ to get the collision constraint.

$$h'(x) + \gamma h'(x) = \frac{\partial h}{\partial x} ^T \cdot \frac{dx}{dt} + \gamma h(x)$$

$$= \left[ \frac{\partial^2 h_p}{\partial e^2} \dot{e} + \gamma \frac{\partial h_p}{\partial e} \right] \cdot \frac{dx}{dt} + \gamma h(x)$$

$$= \frac{\partial^2 h_p}{\partial e^2} \dot{e} \cdot \frac{dx}{dt} + \gamma h(x)$$

$$\leq \frac{\partial^2 h_p}{\partial e^2} \dot{e}^2 + \gamma^2 h_p(e)$$
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