THE TWISTED TWIN OF THE GRIGORCHUK GROUP
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Abstract. We study a twisted version of Grigorchuk’s first group, and stress its similarities and differences to its model.

In particular, we show that it admits a finite endomorphic presentation, has infinite-rank multiplier, and does not have the congruence property.

1. Introduction

The first Grigorchuk group $\Gamma$ appeared in [Gri80] in the early 1980’s, as an example of a finitely generated, infinite, torsion group. It was soon shown to be just-infinite, and to have intermediate word growth [Gri83], answering Milnor’s question [Mil68]. To this date it remains the fundamental example of such a group.

The usual description of $\Gamma$ is as a “group generated by automata”. As such, it acts on a binary rooted tree, and its elements are described by finite-state transducer automata. One may close $\Gamma$ using the topology of the automorphism group of the binary rooted tree; Sunic and Grigorchuk asked in 2007, in Cardiff, whether the closure $\overline{\Gamma}$ of $\Gamma$ contained other finite-state transducer automata, and in particular other with only one non-trivial cycle (so-called “bounded automata”).

In answering that question, the second author discovered a “twisted” version $G$ of $\Gamma$, and the purpose of the present paper is to study some of its algebraic properties. In summary, $G$ also acts on the infinite binary tree, and shares many properties with $\Gamma$:

• $G$ is torsion, just-infinite, and has the same closure as $\Gamma$ in the group of automorphisms of the tree;

• $G$ has a finite endomorphic presentation

$$G = \langle a, \beta, \gamma, \delta \mid a^2, \beta^2, \gamma^2, \delta^2, \varphi^n(R) \text{ for all } n \geq 0 \rangle,$$

where $R = \{[\delta^a, \delta], [\delta, \gamma^a \beta], [\delta, (\gamma^a \beta)^\gamma], [\gamma^a \beta, \gamma \beta^a] \}$ and $\varphi$ is the endomorphism of the free group on $a, \beta, \gamma, \delta$ induced by

$$a \mapsto \gamma^a, \quad \beta \mapsto \delta, \quad \gamma \mapsto \beta^a, \quad \delta \mapsto \gamma,$$

see Theorem 4.1. Moreover, its relators are independent in $H_2(G, \mathbb{Z})$ which, qua $(\mathbb{Z}/2\mathbb{Z})[\varphi]$-module, is freely generated by $R$, see Theorem 5.3.

• $G$ has bounded width: more precisely, if $(\gamma_n)$ denote its lower central series, then $\gamma_n/\gamma_{n+1}$ is an elementary Abelian 2-group of rank 2 if $\frac{3}{2}2^i + 1 \leq n \leq 2^i$ for some $i$, and of rank 4 otherwise, see Corollary 7.5.

• $G$ and $\Gamma$ are not isomorphic; $\Gamma$ does not have the congruence property, and more precisely its congruence kernel is isomorphic to $(\mathbb{Z}/4\mathbb{Z})[[\{0,1\}^\omega]]$ as a profinite $\overline{\Gamma}$-module.

This paper is related to [BSZ09] which studies more systematically the congruence problem for groups generated by automata.

Another purpose of this paper is to assemble, in a systematic manner, the various tools and techniques used to study a new example of group generated by automata. We believe that the very computational nature of these groups lends itself to computer calculations, and we make liberal use of GAP [GAP08] to complete several steps.
We use the Knuth-Bendix procedure implemented in the package KBMAG [KBMAG09] to improve a presentation of our group. Many proofs reduce to computations in finite permutation groups; they are easily performed in GAP. Some other proofs are more involved, often relying on an induction process. The induction basis boils down to verifications in nilpotent quotients of L-presented groups and happily, such quotients are now efficiently implemented in the package NQL [NQL09].

We insist however that these computations could very well have been done, and written down, by hand, at the cost of trebling the length of this paper; and that the statements of this paper are true and not empirical facts.

The methods presented here can all be applied with only slight modifications to the Grigorchuk group, or to other groups generated by automata, yet to come under the spotlight. We therefore include the GAP command sequences we have used in an appendix.

2. Basic Definitions and Notation

We introduce the necessary vocabulary describing groups acting on rooted trees. The main notions are summarized in Table 1.

We consider the alphabet $X = \{0, 1\}$ and we identify the free monoid $X^\ast$ over $X$ with the vertices of an infinite binary tree. We let $\text{Aut} X^\ast$ denote the automorphism group of the tree $X^\ast$.

Let $v$ be a vertex of $X^\ast$. The stabilizer of $v$ is the group $\text{Stab}(v)$ of elements of $\text{Aut} X^\ast$ which fix $v$. The $n$-th level stabilizer, written $\text{Stab}(n)$, is the subgroup of $\text{Aut} X^\ast$ consisting of the elements that fix all the vertices of the $n$-th level. It is a normal subgroup of $\text{Aut} X^\ast$. The quotient $\text{Aut} X^n = \text{Aut} X^\ast/\text{Stab}(n)$ is a finite 2-group isomorphic to the $n$-th fold iterated wreath product of $\text{Sym}(X)$, a cyclic group of order 2. Moreover, the group $\text{Aut} X^\ast$ is the projective limit of the projective system $\text{Aut} X^n$, and hence $\text{Aut} X^\ast$ is a profinite group. A basis of neighbourhoods of the identity is given by the collection $\{\text{Stab}(n) : n \geq 0\}$.

For $n \geq 0$, we define the map

$$
\psi_n : \text{Aut} X^\ast \to \text{Aut} X^\ast \wr \text{Aut} X^n
$$

$$
g \mapsto (g \circ v \mid v \in X^n)\sigma.
$$

We shall often write $\psi$ for $\psi_1$. The above defines the symbol $g \circ v$. Namely, $g \circ v$ is the projection of $g$ onto the $v$-th coordinate under $\psi_n$, where $n$ is the length of $v$. A subset $S \subseteq \text{Aut} X^\ast$ is called self-similar if $S \circ v$ is contained in $S$ for all $v \in X^\ast$. For a vertex $v \in X^\ast$ and an automorphism $g \in \text{Aut} X^\ast$, we let $v \ast g$ denote the automorphism satisfying

$$
\psi_{|v|}(v \ast g) = (1, \ldots, 1, g, 1, \ldots, 1),
$$

so that $(v \ast g) \circ v = g$.

Consider a group $G \leq \text{Aut} X^\ast$. The group $G$ is level-transitive if the action of $G$ is transitive on each level $X^n$. The group $G$ is recurrent if $\text{Stab}_G(v) \circ v = G$ for all $v \in X^\ast$. A branching subgroup is a subgroup $K \leq G$ so that $X^n \ast K = \prod_{v \in X^n} v \ast K$ is a subgroup of $K$ for all $n \geq 0$. The group $G$ is weakly regular branch if it has a non-trivial branching subgroup. The group $G$ is regular branch if it is weakly regular branch and $X^n \ast K$ has finite index in $G$ for all $n \geq 0$. In such a situation we say that $G$ is regular branch over $K$.

3. Definition of the Group

We define recursively the following elements of $\text{Aut} X^\ast$:

$$
a = \sigma, \quad \psi(\beta) = (\gamma, a), \quad \psi(\gamma) = (a, \delta), \quad \psi(\delta) = (1, \beta),
$$

where $\sigma$ is the automorphism which permutes the two maximal subtrees. We let $G$ be the group generated by $a, \beta, \gamma, \delta$. We shall call this group the twisted twin of the Grigorchuk group. The motivation for this terminology is that the automaton defining $G$ is very similar to the one defining the Grigorchuk group, and moreover both groups have identical closure.
in Aut $X^*$ (see [OS]). However, $G$ is not isomorphic to the Grigorchuk group as we shall see.

Let $N$ be the generating set $\{1, a, \beta, \gamma, \delta\}$ of $G$. Clearly $N$ is self-similar, and therefore so is $G$. Next, $G$ acts transitively on $X$, and it is recurrent on the first level: $\text{Stab}_G(v) @ x = G$ for all $v \in X$. Therefore $G$ is level-transitive and recurrent. In particular, this implies that $G$ is infinite.

Define the group $K \leq G$ by

$$K = \langle [a, \beta], [\beta, \gamma], [\beta, \delta], [\gamma, \delta], \beta \gamma \delta \rangle^G$$

where the exponent stands for normal closure in $G$.

**Proposition 3.1.** The group $G$ is regular branch over $K$. Moreover, $K$ contains $\text{Stab}_G(3)$.

**Proof.** Write $B = \langle \beta, \gamma \delta \rangle^G$. The group $G/B$ is generated by the images of $a$ and $\delta$, and therefore has order at most $|\langle a, \delta \rangle| = 8$.

The group $B/K$ is generated by the image of $\beta$, hence it is of order at most 2. Therefore $K$ is of index at most 16 in $G$. A direct computation shows that $K/\text{Stab}_K(3)$ has index 16 in $G/\text{Stab}_G(3)$. This proves that $K$ has index 2 in $B$, that $B$ has index 8 in $G$, and that $K$ contains $\text{Stab}_G(3)$.

We now prove that $X * K$ is contained in $K$. For this we simply show that $1 * g$ is contained in $K$ for all $g \in \{[a, \beta], [\beta, \gamma], [\beta, \delta], [\gamma, \delta], \beta \gamma \delta\}$:

$$[\beta, \delta] = 1 * [a, \beta], \quad [\delta, \beta] = 1 * [\beta, \gamma],$$

$$[\delta, \delta] = 1 * [\beta, \delta], \quad [\beta, \gamma] = 1 * [\gamma, \delta],$$

$$(a, \beta) = 1 * [\beta, \gamma \delta] = 1 * [\beta, \gamma] \beta \delta.$$ 

The last thing to prove is that $X^n * K$ has finite index in $K$. Since $G$ is self-similar, $\text{Stab}_G(n + 3)$ is a subgroup of $X^n * \text{Stab}_G(3)$. Now $X^n * K$ contains $X^n * \text{Stab}_G(3)$, and therefore it also contains $\text{Stab}_G(n + 3)$, which has finite index in $G$. $\square$

**Remark 3.2.** Further computations show that the Abelianization of $K$ is $C_2 \times (C_4)^3 \times C_8$ and that $K/(X * K)$ is a cyclic group of order 4.
4. A Presentation

Recall that an (invariant) L-presentation is an expression of the form
\[ \langle X \mid \Phi \mid R \rangle \]
where \( X \) is a set, \( \Phi \) is a collection of endomorphisms of the free group \( F_X \) with basis \( X \), and \( R \) is a set of elements of \( F_X \). The group defined by this L-presentation is then \( \langle X \mid \{ \phi(r) \} \rangle \) where \( \phi \) ranges over the monoid generated by \( \Phi \), and \( r \) ranges over \( R \). Obviously, each endomorphism in \( \Phi \) induces an endomorphism of the L-presented group.

L-presentations were introduced in [Bar03]; a fundamental example was Lysionok’s presentation of the Grigorchuk group [Lys85].

The main result of this section is the following

**Theorem 4.1.** The group \( G \) admits the L-presentation
\[ G = \langle a, \beta, \gamma, \delta \mid \tilde{\phi} \rangle \]
where \( \tilde{\phi} \) is the endomorphism of the free group on \( a, \beta, \gamma, \delta \) induced by
\[ a \mapsto \gamma, \quad \beta \mapsto \delta, \quad \gamma \mapsto \beta, \quad \delta \mapsto \gamma. \]

Let \( \varphi \) be the following map, defined on the generators of \( G \):
\[ a \mapsto \gamma, \quad \beta \mapsto \delta = \psi^{-1}(1, \beta), \quad \gamma \mapsto \beta = \psi^{-1}(a, \gamma), \quad \delta \mapsto \gamma = \psi^{-1}(a, \delta). \]

**Proposition 4.2.** The map \( \varphi \) extends to an endomorphism of \( G \).

**Proof.** From the above it is enough to prove that the map defined by
\[ a \mapsto \delta, \quad \beta \mapsto 1, \quad \gamma \mapsto a, \quad \delta \mapsto a \]
extends to a homomorphism \( G \to G \). The group generated by \( a \) and \( \delta \) is a dihedral group of order 8, and one can check that the map above factors through \( G \to G/\text{Stab}_G(3) \). □

It is immediate that the restriction of \( \varphi \) to \( K \) sends \( x \) to \( \psi^{-1}(1, x) \). We shall now prove Theorem 4.1 and then some results which follow from this theorem.

**Definition 4.3.** A self-similar group \( G \subseteq \text{Aut} X^* \) is contracting if there is a finite set \( N \subseteq G \) such that for every \( g \in G \) there is an integer \( n \) such that \( g \circ w \in N \) for all \( w \in X^* \) of length at least \( n \). The minimal set \( N \) with this property is the nucleus of \( G \).

**Lemma 4.4.** The group \( G \) is contracting with nucleus \( N = \{ 1, a, \beta, \gamma, \delta \} \).

**Proof.** There are several ways of proving that \( G \) is contracting. The most direct one is to notice that \( N \) generates \( G \); and that, if \( g \) is in \( N^2 \), then \( g \circ w \) is in \( N \) for all \( w \) of length at least 3.

It is then easy to prove that \( N \) is the nucleus of \( G \), by induction on the length of the elements (see [Nek05] where this is done in detail, and in greater generality). □

We recall the general strategy in obtaining presentations by generators and relations for self-similar groups; for more details see [Bar03] or [Sid87].

The only relations of length \( \leq 3 \) among elements of \( N \) are \( a^2 = \beta^2 = \gamma^2 = \delta^2 = 1 \).

We thus consider the group \( F = \langle a, \beta, \gamma, \delta \mid a^2, \beta^2, \gamma^2, \delta^2 \rangle \). The decomposition map \( \psi : G \to G \ast \text{Sym}(X) \) restricts to a map \( N \to N^X \times \text{Sym}(X) \), which induces a homomorphism \( \psi : F \to F \ast \text{Sym}(X) \). Thanks to the relations of length \( \leq 3 \) we took in \( F \), the recursion \( \psi \) is also contracting, with nucleus \( \{ 1, a, \beta, \gamma, \delta \} \); see again [Nek05] for details. Set \( R_0 = 1 \circ F \) and \( R_{n+1} = \psi^{-1}(R_n^X) \) for all \( n \geq 0 \).

**Lemma 4.5.** \( G = F/\bigcup_{n \geq 0} R_n \).
Proposition 4.6. We conclude:

\[ \text{Given } w \in F; \text{ if } w \text{ belongs to } R_n \text{ for some } n, \text{ then it is clear that } w \text{ is trivial in } G. \]

Conversely, if \( w \) is trivial in \( G \), then there exists \( n \) such that all \( w \)'s level-\( n \) states belong to \( N \) and act trivially; so they are all 1; so \( w \) belongs to \( R_n \).

Proof of Theorem 4.1. Using Theorem 4.1, we see that \( \psi(F) \) is clearly a consequence for \( \psi(G) \). Therefore it is enough to consider 8 values of \( w \).

Remark 4.7. In the same way, one can also recover the usual presentation of the Grigorchuk group (see [Lys85]):

\[ G = \langle a, \beta, \gamma, \delta \mid a^2, \beta^2, \gamma^2, \delta^2, [\alpha^a, \beta^\delta, \gamma^\delta, \delta^\alpha] \rangle \]

where \( \alpha \) ranges over the elements of the infinite dihedral group generated by \( \gamma \) and \( \delta \).

Proposition 4.8. The group \( K \) contains \( \gamma_3(G) \).

Proof. By our choice of relations in \( F \), the decomposition \( \bar{\psi} \) is contracting on \( F \), with nucleus \( \{1, a, \beta, \gamma, \delta\} \). Given \( w \in F \); if \( w \) belongs to \( R_n \) for some \( n \), then it is clear that \( w \) is trivial in \( G \). Conversely, if \( w \) is trivial in \( G \), there exists \( n \) such that all \( w \)'s level-\( n \) states belong to \( N \) and act trivially; so they are all 1; so \( w \) belongs to \( R_n \).

Proof. By Proposition 4.2, for all normal generators \( \alpha \), \( \beta \), \( \gamma \), \( \delta \), \( \psi \) is a homomorphism. Indeed, \( \bar{\psi} \).

We now consider the homomorphism \( \bar{\psi} : F \rightarrow F \) defined by

\[ a \mapsto \gamma^a, \quad \beta \mapsto \delta, \quad \gamma \mapsto \beta^\alpha, \quad \delta \mapsto \gamma. \]

By Proposition 4.2, for all normal generators \( \alpha \) of \( R_1 \) we have \( \psi(\bar{\psi}(\alpha)) = (\psi(\bar{\psi}(\alpha))^4 = 1. \)

Therefore it is enough to consider 8 values of \( w \), for example the following ones:

\[ w \in \{1, \gamma, \gamma^a, \gamma^\gamma, \gamma^\gamma^a, \gamma^\gamma^\gamma^a, \gamma^\gamma^\gamma^\gamma^a, \gamma^\gamma^\gamma^\gamma^\gamma^\gamma^a \}. \]

Also, \( \bar{\psi}(s) \) is clearly a consequence for \( s \) in \( \{a^2, \beta^2, \gamma^2, \delta^2\} \).

Proposition 4.9. The group \( \langle a \rangle \) contains \( \gamma_3(G) \) and has index 16 in \( G \).
Lemma 5.5. from the proof of [Gri00, Theorem 4].

Corollary 5.4. enough.

Therefore the branch kernel of $G$ Any non-trivial normal subgroup of $G$ and therefore the rigid kernel of $G$ is just-infinite. This implies that the congruence and the branch topologies coincide, which is a finite 2-group. The rest is routine check using NQL [NQL09].

The following Proposition is needed in the article [BSZ09].

Proposition 4.10. The group $[K, G]$ has index 128 in $G$ and is generated by $\gamma_3(G)$ and $[a, \beta \gamma \delta]$. Moreover, $[K, G]$ contains $\gamma_3(G)$ and the quotient $K/[K, G]$ is isomorphic to $C_4 \times C_2$, where $C_4$ is generated by $\beta \gamma \delta$ and $C_2$ is generated by $[a, \beta]$.

Proof. Since $K$ contains $\gamma_3(G)$, the group $[K, G]$ contains $\gamma_4(G)$. Therefore, all computations can be made in $G/\gamma_4(G)$, which is a finite 2-group. The rest is routine check using NQL [NQL09].

Let $C$ be the group generated by $[K, G]$ and $[a, \beta][\beta, \gamma]$.

Proposition 4.11. The group $C$ is normal, of index 64 in $G$. Moreover, $C$ contains $\gamma_3(G)$ and the quotient $K/C$ is isomorphic to $C_4$, generated by $\beta \gamma \delta$.

Proof. Since $[K, G]$ contains $\gamma_3(G)$, all computations can be made in $G/\gamma_3(G)$, which is a finite 2-group. The rest is routine check using NQL [NQL09].

5. The Congruence Kernel

5.1. A Basis of Neighbourhoods of the Identity in $\hat{G}$.

Definition 5.1. Let $X$ be a set and let $\{A_i\}_{i \in I}$ and $\{B_j\}_{j \in J}$ be two filters in $X$. We say $\{A_i\}$ is cofinal to $\{B_j\}$ if for every $j \in J$, there is $i \in I$ such that the inclusion $A_i \leq B_j$ holds. We say $\{A_i\}$ and $\{B_j\}$ are cofinal if $\{A_i\}$ is cofinal to $\{B_j\}$ and $\{B_j\}$ is cofinal to $\{A_i\}$.

Definition 5.2. Let $G$ be a subgroup of $\operatorname{Aut} X^*$. A subgroup $H \leq G$ is called a congruence subgroup if $H$ contains $\operatorname{Stab}_G(n)$ for some $n \geq 0$.

Consider the three collections $\mathcal{C} = \{\operatorname{Stab}_G(n) : n \geq 0\}$, $\mathcal{B} = \{X^n \ast K : n \geq 0\}$ and $\mathcal{P} = \{N \leq G : N$ is normal of finite index in $G\}$. Taken as basis of neighbourhoods of the identity in $G$, they define the congruence, branch and profinite topology, respectively.

We already know that $\mathcal{C}$ and $\mathcal{B}$ are cofinal by Proposition 5.1. That is, every $X^n \ast K$ is a congruence subgroup. This implies that the congruence and the branch topologies coincide, and therefore the rigid kernel of $G$ is trivial, in the terminology introduced in [BSZ09].

The completion of $G$ with respect to $\mathcal{C}$ is $\hat{G} = \varprojlim G/\operatorname{Stab}_G(n)$; this group is the closure of $G$ in $\operatorname{Aut} X^*$. The completion of $G$ with respect to $\mathcal{P}$ is $\hat{G} = \varprojlim \mathcal{P} G/N$, this is the profinite completion of $G$.

Recall the group $C$ from Proposition 4.11. We now prove that the collection $\mathcal{P}$ and the sequence $\{X^n \ast C : n \in \mathbb{N}\}$ are cofinal. We shall see later that the groups $X^n \ast C$ are not congruence subgroups. Therefore the branch kernel of $G$ is non-trivial.

Proposition 5.3. Any non-trivial normal subgroup of $G$ contains $X^n \ast C$ for all $n$ big enough.

Corollary 5.4. $G$ is just-infinite.

The proof of the proposition splits into three lemmas. The following has been extracted from the proof of [Gri00, Theorem 4].

Lemma 5.5. Let $G \leq \operatorname{Aut} X^*$ be a level-transitive, self-similar, regular branch group over $K$. Then any non-trivial normal subgroup of $G$ contains $X^n \ast K'$ for all $n$ big enough.

Since the above lemma applies for $G$, the next two prove Proposition 5.3.
Lemma 5.6. The group $K'$ contains $X^n * [K,G]$ for all $n$ big enough.

Proof. We shall prove the statement for $n = 5$. Since $K'$ contains $K' \times K'$, the claim follows.

$K'$ is characteristic in $K$ which is normal in $G$, thus $K'$ is normal in $G$. Hence it is sufficient to show that $1^5 * [k,s]$ is in $K'$ for all $k \in K$ and $s \in \{a, \beta, \gamma, \delta\}$. We define the following elements of $K$:

$$
ga = [a, \beta]^{4\gamma} \beta^s, \quad \ngb = [\gamma, \delta]^4,$$

$$\ng = [\beta, \delta] \beta^s, \quad \ngs = [a, \beta]^{4\gamma}.$$

Then $g_{a} \in \text{Stab}_{K}(1^5)$ and $(g_{a}) \circ 1^5 = s$ for all $s \in \{a, \beta, \gamma, \delta\}$. Therefore $[1^5 * k, g_{a}] = 1^5 *[k, s]$ is in $K'$ for all $k \in K$ and $s \in \{a, \beta, \gamma, \delta\}$. □

Lemma 5.7. The group $[K,G]$ contains $X * C$.

Proof. Since $C$ is a subgroup of $K$, and $C$ is normal in $G$ and generated by $[K,G]$ and $x = [a, \beta][\beta, \gamma]$, it is enough to show that $1 * x = \varphi(x)$ is contained in $[K,G]$. One can check that $1 * x$ is trivial in $G / \gamma_3$. □

5.2. The Kernel. The congruence kernel of $G$ is non-trivial, and therefore $G$ does not have the congruence subgroup property:

Theorem 5.8. The congruence kernel $\ker(\hat{G} \to \overline{G})$ is isomorphic to $(\mathbb{Z}/4\mathbb{Z})[[X^n]]$ as a profinite $\overline{G}$-module.

Proof. We use the method presented in [BSZ09] to compute the kernel. It is proved that one can compute the congruence kernel as $A / [A / \overline{G_w}]$, where $A$ is the finite group $\bigcap_{n \geq 0} \varphi^n(K / C)$ and $\overline{G_w}$ is the stabilizer of a point of the boundary of the tree in $\overline{G}$.

$K / C$ is a cyclic group of order 4, and $\varphi$ induces the non-trivial automorphism of this group. Therefore $A \simeq \mathbb{Z}/4\mathbb{Z}$. Next, the action of $G$ by conjugation on $K / [K,G]$ is clearly trivial. Since $K / C$ is a quotient of that group, $G$ acts trivially on it. Therefore the action of $\overline{G}$ on the congruence kernel is given by the canonical action on the boundary $X^\infty$ of $X^*$, and the kernel is $(\mathbb{Z}/4\mathbb{Z})[[X^n]]$. □

6. Germs

We construct a homomorphism from $G$ to a finite group, which does not factor through $\text{Aut} X^n$ for any $n$. More precisely, we give explicit functions $G \to \mathbb{F}_2$, where $\mathbb{F}_2$ is the finite field with two elements (endowed with the discrete topology), which are continuous for the profinite topology on $G$, but not for the congruence topology. This yields some insights about the germs of the action on the boundary of the tree.

Consider the group $C$ of Proposition 4.11 and write $\Gamma = G / C$, a group of order $2^6$. Define, for all $n \in \mathbb{N}$, the homomorphism $\pi_n : G \to \Gamma \cong \text{Aut} X^n$ as $\psi : G \to G / \text{Aut} X^n$ followed by the natural quotient map.

Theorem 6.1. Every epimorphism from $G$ onto a finite group factors through $\pi_n$ for all $n$ big enough.

The explicit computation of the maps $\pi_n$ is a bit technical, and shall be given after the proof of Theorem 6.1. Recall that $N = \{1, a, \beta, \gamma, \delta\}$ is the nucleus of $G$; see Definition 4.3.

Lemma 6.2. For all $g, h \in G$, there is an integer $n$ such that $g \circ w$, $h \circ w$ and $(gh) \circ w$ all belong to $N$ for all words $w$ of length at least $n$.

Proof. By definition there is $n_g$ such that $g \circ w$ is in $N$ for all $w$ of length at least $n_g$. Similarly there is $n_h$ for $h$ and $n_{gh}$ for $gh$. The claim obviously holds with $n = \max\{n_g, n_h, n_{gh}\}$. □
Define the permutation $\tau$ of the set $\{\beta, \gamma, \delta\}$ as

$$
\beta \mapsto \gamma, \quad \gamma \mapsto \delta, \quad \delta \mapsto \beta,
$$

so that $\tau^3$ is the identity. To each $\xi \in \{\beta, \gamma, \delta\}$ we associate a function $G \to \mathbb{F}_2$ defined by

$$
[\xi](g) = \begin{cases} 
1 & \text{if } g = \xi, \\
0 & \text{if } g \neq \xi \text{ but } g \in N, \\
\sum_{x \in X} [\xi^{-1}](g \circ x) & \text{otherwise.}
\end{cases}
$$

It is clear that the relation

$$
[\xi](g) = \sum_{w \in X^n} [\xi^w](g \circ w)
$$

holds for all $\xi \in \{\beta, \gamma, \delta\}$, $g \in G$, and all $n \geq 0$.

The restriction of the function $[\xi]$ to $N$ is the characteristic function of $\xi$. We now prove that $[\xi](g)$ is the number (modulo 2) of occurrences of $\xi$ in a decomposition of $g$ as a product of elements of $N$. This statement is made precise in the following lemma.

**Lemma 6.3.** Let $\xi$ be one of $\beta, \gamma, \delta$. Then $\xi : G \to \mathbb{F}_2$ is a well-defined group homomorphism.

**Proof.** The group $G$ is contracting, therefore the computation of $[\xi](g)$ only involves a finite number of steps; hence $[\xi]$ is well-defined.

Note that another way to compute $[\xi](g)$ is as follows. Choose a multiple $n$ of 3 such that $g \circ w$ is in $N$ for all $w \in X^n$. Then $[\xi](g)$ is the number (modulo 2) of words $w$ of length $n$ such that $g \circ w = \xi$. This is equivalent to the original definition of $[\xi]$ by Equation (6.1).

The fact that $[\xi]$ is a group homomorphism follows from the above observation. Because $N$ generates $G$ it is sufficient to show that for all $s \in N$ and $g \in G$ the relation $[\xi](sg) = [\xi](s) + [\xi](g)$ holds. In other words we must show that the following holds for all $s \in N$ and $g \in G$:

$$
[\xi](sg) - [\xi](g) = \begin{cases} 
1 & \text{if } s = \xi, \\
0 & \text{otherwise.}
\end{cases}
$$

Consider $s \in N$ and $g \in G$ and let $n$ be a multiple of 3 big enough so that $s \circ v \circ w$ is in $N$ for all $w \in X^n$ (cf. Lemma 6.2). Note that we have the relation

$$
(sg) \circ w = (s \circ v)(g \circ v^w).
$$

If $s \neq \xi$ it is clear that $s \circ v$ is different from $\xi$ for all $w$ of length $n$, and therefore $[\xi](sg) = [\xi](g)$. If $s = \xi$ then there is exactly one word $v$ of length $n$ such that $s \circ v = \xi$. Then $[\xi](sg \circ w) = [\xi](sg \circ v^w)$ for all $w \neq v$ of length $n$, but we have $[\xi](sg \circ v) = [\xi](g \circ v^w) + 1$ (mod 2). Therefore $[\xi](sg) = \sum_{w \in X^n} [\xi](sg \circ v) = [\xi](g) + 1$ (mod 2) in this case. \qed

We define the notation $[x\xi](g) = [\xi](g \circ x)$ for $x \in X$, $\xi \in \{\beta, \gamma, \delta\}$ and $g \in G$. Also, we let $[\varnothing] : G \to \mathbb{F}_2$ be the canonical epimorphism $G \to G/\text{Stab}_G(1)$, after identifying $G/\text{Stab}_G(1)$ with the additive group of $\mathbb{F}_2$.

**Lemma 6.4.** The following relations hold

| $f$ | $f(\alpha g) - f(g)$ | $f(\beta g) - f(g)$ | $f(\gamma g) - f(g)$ | $f(\delta g) - f(g)$ |
|-----|----------------------|----------------------|----------------------|----------------------|
| $[\varnothing] \cdot [\beta]$ | $[\beta](g)$ | $[\beta](g)$ | $0$ | $0$ |
| $[\varnothing] \cdot [\gamma]$ | $[\gamma](g)$ | $0$ | $[\beta](g)$ | $0$ |
| $[\varnothing] \cdot [\delta]$ | $[\delta](g)$ | $0$ | $0$ | $[\beta](g)$ |

for all $g \in G$.

**Proof.** These are straightforward consequences of the definitions and of Lemma 6.3. For example, we have $([\varnothing] \cdot [\beta])(ag) = ([\varnothing](a) + [\varnothing](g)) \cdot ([\beta](a) + [\beta](g)) = ([\varnothing] \cdot [\beta])(g) + [\beta](g)$. \qed
The following relations hold

\[ [x\xi](sg) = [x\xi](s) + [x\xi](g) + [\varnothing](s) \cdot [\xi^{-1}](g) \]

for all \( x \in X \), \( \xi \in \{\beta, \gamma, \delta\} \) and \( s, g \in G \).

**Proof.** We compute \( [x\xi](sg) = [\xi]((sg) @ x) = [\xi]((s @ x)(g @ x^s)) = [\xi](s @ x) + [\xi](g @ x^s) = [x\xi](s) + [x^s\xi](g) \). The claim follows from the relation \( [\xi](g) = \sum_{x \in X} [x\xi](g) \). \( \square \)

In the following we write \( \bar{x} = 1 - x \).

**Corollary 6.6.** The relations \([x\xi](ag) = [\bar{x}\xi](g)\) and \([x\xi](ag) - [x\xi](g) = [\xi^{-1}](g)\) hold for all \( g \in G \).

**Corollary 6.7.** The relation \([x\xi](sg) = [x\xi](g) + [x\xi](s)\) holds for all \( s \in \{\beta, \gamma, \delta\} \) and all \( g \in G \).

**Corollary 6.8.** The following relations hold

| \( f \) | \( f(\varnothing g) - f(g) \) | \( f(\beta g) - f(g) \) | \( f(\gamma g) - f(g) \) | \( f(\delta g) - f(g) \) |
|--------|---------------------|---------------------|---------------------|---------------------|
| \( 1\gamma \) | \( \beta \)(\(g\)) | 0 | 0 | 0 |
| \( 0\delta \) | \( \gamma \)(\(g\)) | 0 | 0 | 0 |
| \( 0\beta \) | \( \delta \)(\(g\)) | 0 | 0 | 0 |

for all \( g \in G \).

Define recursively the following functions

\[
f_1(g) = [0\delta](g) + [1\gamma](g) + [0\delta](g) \cdot [1\delta](g) + \sum_{x \in X} ([x\beta](g) \cdot [\bar{x}\delta](g) + f_2(g @ x)),
\]

\[
f_2(g) = [0\beta](g) + [1\gamma](g) + [0\gamma](g) \cdot [1\gamma](g) + \sum_{x \in X} f_3(g @ x),
\]

\[
f_3(g) = [0\delta](g) + [1\gamma](g) + [0\gamma](g) \cdot [1\gamma](g) + \sum_{x \in X} ([x\beta](g) \cdot [\bar{x}\gamma](g) + [x\beta](g) \cdot [\bar{x}\delta](g) + f_1(g @ x)).
\]

**Lemma 6.9.** The functions \( f_i : G \to \mathbb{F}_2 \) are well-defined for all \( i \in \{1, 2, 3\} \).

**Proof.** This follows again form the fact that \( G \) is contracting. Indeed, each of the functions \( f_i \) consists of infinitely many terms. On the other hand it is easy to see that \( f_i(0) = 0 \) for all \( g \in N \) because all the terms of these infinite sums vanish. Therefore the evaluation of \( f_i(g) \) only involves finitely many non-zero terms. \( \square \)

**Proposition 6.10.** The following relations hold

| \( f \) | \( f(\varnothing g) - f(g) \) | \( f(\beta g) - f(g) \) | \( f(\gamma g) - f(g) \) | \( f(\delta g) - f(g) \) |
|--------|---------------------|---------------------|---------------------|---------------------|
| \( f_1 \) | \( \beta \)(\(g\)) + [\gamma](\(g\)) + [\gamma](\(g\)) + [\delta](\(g\)) + 0 | \( \gamma \)(\(g\)) |
| \( f_2 \) | \( \beta \)(\(g\)) + \[\gamma](\(g\)) | \( \delta \)(\(g\)) | \( \beta \)(\(g\)) + [\delta](\(g\)) | 0 |
| \( f_3 \) | \( \beta \)(\(g\)) + [\gamma](\(g\)) | 0 | \( \beta \)(\(g\)) | \( \beta \)(\(g\)) + [\gamma](\(g\)) |

for all \( g \in G \).

**Proof.** We begin with the first column, using Corollary 6.6. The quadratic terms of each \( f_i \) contribute to nothing in \( f_i(\varnothing g) - f_i(g) \). Moreover, \( \sum_{x \in X} f_i((ag) @ x) = \sum_{x \in X} f_i((x @ x^a)) = \sum_{x \in X} f_i(\bar{x} @ x) \), and therefore this term also gives no contribution. The linear terms clearly yield the result.

We use Corollary 6.7 to prove the other nine relations. The proof goes by induction, using the fact that \( G \) is contracting. We compute \( f_1(\beta g) - f_1(g) \) as follows. We note that \( [x\xi](\beta) = 0 \) unless \( x = 0 \) and \( \xi = \gamma \). Therefore we have

\[
f_1(\beta g) - f_1(g) = f_2(\gamma \cdot g @ 0) - f_2(g @ 0) + f_2(\beta \cdot g @ 1) - f_2(g @ 1).
\]
Now we already computed $f_2(a \cdot g @ 1) - f_2(g @ 1) = ([\beta] + [\delta])(g @ 1) = ([\beta] + [\delta])(g)$. Thus we get

$$f_1(\beta g) - f_1(g) = [1 \beta](g) + [1 \delta](g) + f_2(\gamma \cdot g @ 0) - f_2(g @ 0)$$

$$= [\delta](g) + [\gamma](g) + f_2(\gamma \cdot g @ 0) - f_2(g @ 0) - [\beta](g @ 0) - [\delta](g @ 0).$$

This is exactly what we wanted, if the relation $f_2(\gamma g) - f_2(g) = [\beta](g) + [\delta](g)$ holds. In the same way, one shows that the latter holds provided $f_3(\delta g) - f_3(g) = [\beta](g) + [\gamma](g)$ holds. This, in turn, holds if $f_4(\beta g) - f_4(g) = [\gamma](g)$ holds, and we are back where we started. For the other relations, the induction step follows in a similar way.

Thus, we are proving all the relations in a cyclic manner. For the basis of the induction it is enough to consider the case $g \in N$. Better, we only need to compute $f_i(sg) - f_i(g)$ for all $s, g \in N$ so that $sg$ is in $N$ (cf. Lemma 6.2). Now $f_i(sg) - f_i(g)$ is obviously 0 if $g$ is trivial, because $f_i(s) = 0$ for all $s \in N$. The only case left is $s = g$, and it is clear that $f_i(sg) - f_i(g)$ also vanishes in this situation.

**Theorem 6.11.** Let $\Gamma$ be the nilpotent group of order $2^6$ given by the following presentation:

$$\Gamma = \langle a, b, c, d \mid a^2, b^2, c^2, d^2, [a, b]^2, [a, c]^2, [a, b] = [b, c] = [c, d] = [d, b], [a, d] = [a, b][a, c],$$

and consider the map $\pi : G \rightarrow \Gamma$ defined by $\pi(g) = a^{[\beta](g)} b^{[\beta](g)} c^{[\gamma](g)} d^{[\delta](g)} [a, b]^{[\alpha](g)} [a, c]^{[\alpha](g)}$ with $e(\gamma) = (f_3 + [\alpha]) \cdot (\lceil \beta \rceil + [\delta]) \cdot (\lceil \gamma \rceil + [\beta]) \cdot [\beta]$ holds. In the $g$ is trivial, because $f_i(s) = 0$ for all $s \in N$. The only case left is $s = g$, and it is clear that $f_i(sg) - f_i(g)$ also vanishes in this situation.

**Proof.** The identity is mapped to the identity under $\pi$. Thus it is enough to show that $\pi$ is multiplicative. Using Lemma 6.4 Corollary 6.8 and Proposition 6.10 it is straightforward to check that we have the relations

| $\phi$ | $\phi(a g) - \phi(g)$ | $\phi(\beta g) - \phi(g)$ | $\phi(\gamma g) - \phi(g)$ | $\phi(\delta g) - \phi(g)$ |
|-------|---------------------|---------------------|---------------------|---------------------|
| $e$   | 0                   | $[\beta](g)$       | $[\gamma](g)$       | $[\delta](g)$       |
| $f$   | 0                   | 0                   | $[\beta](g)$       | $[\gamma](g)$       |

for all $g \in G$. Therefore $\pi$ is a group homomorphism, since $a, \beta, \gamma, \delta$ generate $G$ as a semigroup.

One can check that $\pi$ is surjective, and that $C$ is mapped to the trivial group. Since $C$ has index $2^6$ in $G$, the theorem is proved.

**Proof of Theorem 6.7.** By the previous theorem, the kernel of $\pi_n$ is $X^n * C$. Any finite-index subgroup contains $X^n * C$ for all $n$ big enough, by Proposition 5.3.

7. The Lower Central Series

Let $\gamma_1 = G$ and $\gamma_{n+1} = [G, \gamma_n]$ be the terms of the lower central series of $G$.

**Proposition 7.1.** We have, for all $n \geq 3$:

$$\gamma_{2n-1} = \gamma_n \times \gamma_n,$$

$$\gamma_{2n} = \{(g, g^{-1}) : g \in \gamma_n\} \gamma_{2n+1}.$$ 

We first prove two lemmas and then the proposition. Define $\tilde{\gamma}_{2n-1} = \gamma_n \times \gamma_n$ and $\tilde{\gamma}_{2n} = \{(g, g^{-1}) : g \in \gamma_n\} \tilde{\gamma}_{2n+1}$ for $n \geq 3$. The groups $\tilde{\gamma}_k$ are subgroups of $G$, because $K$ contains $\gamma_3$ (see Proposition 4.3). Notice that the groups $\tilde{\gamma}_k$ form a descending filtration in $G$.

**Lemma 7.2.** We have the inclusion $[\tilde{\gamma}_k, G] \subseteq \tilde{\gamma}_{k+1}$ for $k \geq 5$. More precisely, for all $h \in \text{Stab}_G(1)$ we have $[\tilde{\gamma}_k, h] \subseteq \tilde{\gamma}_{k+2}$ and $[\tilde{\gamma}_k, a] \subseteq \tilde{\gamma}_{k+1}$ if $k$ is odd, and $[\tilde{\gamma}_k, h] \subseteq \tilde{\gamma}_{k+1}$ and $[\tilde{\gamma}_k, a] \subseteq \tilde{\gamma}_{k+2}$ if $k$ is even.
Proposition 7.1 can be rewritten as

\[ n \leq \{ \text{endomorphism by those from Equation (4.2)} \} \]

\[ \text{Proof.} \]

\[ \square \]

Lemma 7.3. For all \( n \geq 3 \), we have the inclusion \( \bar{\gamma}_{2n-1} \supseteq \bar{\gamma}_{2n} \); for all \( n \geq 3 \), if the equality \( \bar{\gamma}_k = \gamma_k \) holds for all \( 5 \leq k \leq n+2 \), then we have the inclusion \( \bar{\gamma}_{2n} \supseteq \bar{\gamma}_{2n+1} \).

\[ \text{Proof.} \]

It is clear that \( \bar{\gamma}_{2n-1} \supseteq (1, \gamma, \{ (g, g^{-1}) \text{ for all } g \in \gamma_n, \text{ since } G \text{ is generated by involutions, the quotients in the lower central series are elementary Abelian 2-groups. This implies that } g^2 \in \gamma_{n+1} \text{ and thus } [(g, g^{-1}), a] = (g^{-2}, g^2) \in \gamma_{2n+2} \}. \]

Notice that we already proved the inclusions \( [\bar{\gamma}_{2n+1}, h] \subseteq \bar{\gamma}_{2n+1} + \bar{\gamma}_{2n+2}, \) so we are done.

\[ \square \]

Proof of Proposition 7.1. We need to prove the equality \( \bar{\gamma}_k = \gamma_k \) for all \( k \geq 5 \). Note that if we prove this for \( 5 \leq k \leq n \), then Lemmata 7.2 and 7.3 show that \( \bar{\gamma}_k, G \supseteq \bar{\gamma}_{k+1} \) for all \( 5 \leq k \leq 2n-3 \). In turn, this implies \( \bar{\gamma}_k = \gamma_k \) for \( 5 \leq k \leq 2n-3 \). Therefore, since \( 2n-2 \geq n \) for \( n \geq 5 \), we only need to prove the case \( k = 5 \). This is done using GAP in Lemma 9.3.

Remark 7.4. The same proposition, with the same proof, holds for the Grigorchuk group. The only change is in Lemma 9.3, where one needs to replace the presentation and the endomorphism by those from Equation (4.2).

It is convenient to introduce some notation. For a set \( S \subseteq \text{Aut} X^* \), we define \( \Delta * S = \{ (g, g^{-1}) \mid g \in S \} \) and \( 0 * S = \{ (g, 1) \mid g \in S \} \). We then write \( \Delta \Delta * S \) instead of \( \Delta * (\Delta * S) \) and so on.

Corollary 7.5. The group \( G \) has finite width. More precisely, \( \gamma_n / \gamma_{n+1} \) is a \( (\mathbb{Z}/2\mathbb{Z}) \)-vector space, and

\[ \text{rank}(\gamma_n / \gamma_{n+1}) = \begin{cases} 2 & \text{if } \frac{3}{4} 2^i + 1 \leq n \leq 2^i \text{ for some } i \in \mathbb{N}, \\ 4 & \text{otherwise}. \end{cases} \]

\[ \text{Proof.} \]

Proposition 7.1 can be rewritten as

\[ \gamma_{2n-1} = X * \gamma_n, \quad \gamma_{2n} = (\Delta * \gamma_n)(X * \gamma_{n+1}), \]

for all \( n \geq 3 \). From this it is immediate that

\[ \gamma_{2n} / \gamma_{2n+1} \simeq \gamma_{2n-1} / \gamma_{2n} \simeq \gamma_n / \gamma_{n+1} \]

holds for all \( n \geq 3 \). Therefore \( G \) has finite width. Even more is true: if \( S_n \) is a minimal generating set for \( \gamma_n \) modulo \( \gamma_{n+1} \), then \( 0 * S_n \) is a minimal generating set for \( \gamma_{2n-1} \) modulo \( \gamma_{2n} \), and \( \Delta * S_n \) is a minimal generating set for \( \gamma_{2n} \) modulo \( \gamma_{2n+1} \). Therefore we obtain the
following sequence
\[ S_1, S_2, S_3, S_4, \]
\[ 0 \ast S_1, \Delta \ast S_1, 0 \ast S_4, \Delta \ast S_4, \]
\[ 0 \ast S_3, \Delta 0 \ast S_3, 0 \Delta \ast S_3, \Delta \Delta \ast S_3, 0 \ast S_4, \Delta 0 \ast S_4, \Delta \Delta \ast S_4, \ldots \]
of minimal generating sets for \( \gamma_n \) (modulo \( \gamma_{n+1} \)). Explicitly, we compute the rank and a minimal generating set for \( \gamma_n / \gamma_{n+1} \) in Lemma 9.4 for \( 1 \leq n \leq 4 \). It follows that the rank of \( \gamma_n / \gamma_{n+1} \) is given by
\[ 4, 4, 4, 2, 4, 4, 2, 2, 4, 4, 4, 2, 2, 2, \ldots \]
\[ \square \]

8. The Schur Multiplier

In this section we compute the second homology group of \( G \), also known as the Schur multiplier \( M(G) = H_2(G, \mathbb{Z}) \). Since it has infinite rank, the group \( G \) cannot be finitely presented.

Let \( \Gamma \) be the group given by the presentation \( \langle a, \beta, \gamma, \delta \mid a^2, \beta^2, \gamma^2, \delta^2 \rangle \) and let \( \Omega \) be the kernel of the map \( \Gamma \to G \) sending generators to generators. Let \( \varphi \) be the endomorphism of \( \Gamma \) induced by the one in Theorem 4.1. Write \( r_1(0) = [\delta^n, \delta], r_2(0) = [\delta, \gamma^a \beta], r_3(0) = [\delta, (\gamma^a \beta)\gamma] \) and \( r_4(0) = [\gamma^a \beta, \gamma^a \beta] \), and \( r_i(n) = \varphi^a(r_i(0)) \) for \( n \geq 0 \). Then the elements \( r_i(0) \) form a set of normal generators of \( \Omega \) in \( \Gamma \).

Using the “five-term homology sequence” \[ \text{Rob96} \] applied on the extension \( 1 \to \Omega \to \Gamma \to G \to 1 \), we get the following exact sequence:
\[ M(\Gamma) \to M(G) \to \Omega / [\Gamma, \Omega] \to \Gamma / \Gamma' \to G / G' \to 1. \]
Now \( \Gamma / \Gamma' \to G / G' \) is an isomorphism, and the group \( \Gamma \) is isomorphic to a free product of four copies of \( \mathbb{Z} / 2\mathbb{Z} \), whence \( M(\Gamma) = 0 \). Thus we have an isomorphism \( M(G) \cong \Omega / [\Gamma, \Omega] \).

We shall write \( M = M(G) = \Omega / [\Gamma, \Omega] \) and denote by \( \bar{\tau} \) the image in \( M \) of an element \( r \in \Omega \).

Lemma 8.1. The group \( M \) is an elementary Abelian 2-group.

Proof. Since \( \Omega \leq \Gamma \), the quotient \( \Omega / [\Gamma, \Omega] \) is clearly Abelian. Moreover, the images of the elements \( r_i(0) \) and of their iterates under \( \varphi \) generate \( M \). Therefore it is enough to show that \( r_i \) is conjugate to its inverse for \( i = 1, 2, 3, 4 \). A direct computation yields
\[ [\delta, \delta^n] = [\delta^n, \delta^n], \quad [\gamma^a \beta, \delta] = [\delta, \gamma^a \beta]^\delta, \]
\[ [(\gamma^a \beta)^\gamma, \delta] = [\delta, (\gamma^a \beta)^\gamma]^\delta, \quad [\gamma^a \beta^2, \gamma^a \beta] = [\gamma^a \beta, \gamma^a \beta]^a, \]
thus \( M \) is an elementary Abelian 2-group. \[ \square \]

Let \( \psi : \Gamma \to \Gamma / C_2 \) be the lift of the wreath decomposition of \( G \) defined by
\[ \psi(a) = \sigma, \quad \psi(\beta) = (\gamma, a), \quad \psi(\gamma) = (a, \delta), \quad \psi(\delta) = (1, \beta). \]

Lemma 8.2. We have the inclusion \( \psi([\Gamma, \Omega]) \leq ([\Gamma, \Omega] \times [\Gamma, \Omega])\{(r, r^{-1}) \mid r \in \Omega \} \).

Proof. We know that the map \( \psi \) descends to \( G \). Therefore \( \psi(\Omega) \leq \Omega \times \Omega \). Let \( \Sigma \leq \Gamma \) be the subgroup of index 2 generated by \( \{ \beta, \gamma, \delta, \delta^a \} \). Then clearly \( \psi([\Sigma, \Omega]) \leq [\Gamma, \Omega] \times [\Gamma, \Omega] \).
Finally, write \( \psi(r) = (r_1, r_2) \) for \( r \in \Omega \). Then \( \psi([a, r]) = (r_2^{-1}r_1, r_1^{-1}r_2) \), so we proved the claim. \[ \square \]

Let \( \Delta \) be the subgroup \( \{(\delta, r^{-1}) \mid r \in \Omega \} \) of \( M \times M \). This is a subgroup since \( M \) is Abelian. Then the group \( (M \times M) / \Delta \) is naturally isomorphic to \( M \). Thus by the above lemma, the map \( \psi : \Omega \to \Omega \times \Omega \) induces a map \( \Psi : M \to (M \times M) / \Delta \cong M \). This endomorphism can be computed as follows. Let \( \bar{\tau} \) be an element of \( M \) and choose a lift \( r \in \Omega \). Then \( \Psi(\bar{\tau}) \) is the image of \( \psi(r) \in \Omega \times \Omega \) modulo \( ([\Gamma, \Omega] \times [\Gamma, \Omega])\{(r, r^{-1}) \mid r \in \Omega \} \).
Lemma 8.3. We have the isomorphism $M = \ker \Psi \times \Psi(M)$.

Proof. We clearly have the exact sequence $1 \to \ker \Psi \to M \to \Psi(M) \to 1$. Since $M$ is elementary Abelian, the extension is a direct sum. \hfill \qed \\

Let $R$ be the subgroup of $M$ generated by $r_1^{(0)}$. The following lemma explains the behaviour of $\Psi$.

Lemma 8.4. For all $i = 1, 2, 3, 4$ and $n > 0$, the map $\Psi$ sends $r_i^{(n)}$ to $r_i^{(n-1)}$, modulo $R$.

Proof. Consider $r_i^{(n)} = \varphi(r_i^{(n-1)})$ with $n > 0$. Let $D \leq \Gamma$ be the infinite dihedral group generated by $a$ and $\delta$. Then $\psi(r_i^{(n)})$ equals $(1, r_i^{(n-1)})$ modulo $D \times 1$. Moreover, since $\psi(r_i^{(n)})$ is in $\Omega \times \Omega$, we must have $\psi(r_i^{(n)}) = (1, r_i^{(n-1)})$ modulo $R \times 1$ with $R = D \cap \Omega = \langle r_1^{(0)} \rangle$. This last equality holds because $a$ and $\delta$ generate a dihedral group of order 8 in $G$. Thus we proved the equality $\Psi(r_i^{(n)}) = r_i^{(n-1)}$ modulo $R$. \hfill \qed \\

Lemma 8.5. The group $N_0 \leq M$ generated by $\{r_1^{(0)}, r_2^{(0)}, r_3^{(0)}, r_4^{(0)}, r_1^{(1)}\}$ is in the kernel of $\Psi$.

Proof. For $i = 1, 2, 3, 4$, the element $\psi(r_i^{(0)})$ is trivial in $\Gamma \times \Gamma$ as a direct computation shows. Another straightforward computation yields $\psi(r_i^{(1)}) = (r_1^{(0)}, r_i^{(0)})$ modulo $[\Gamma, \Omega] \times [\Gamma, \Omega]$, and thus $r_i^{(1)}$ is also in the kernel of $\Psi$. \hfill \qed \\

Proposition 8.6. The elements $r_i^{(n)}$ are all independent in $M$, and $\Psi(r_i^{(n)})$ is non-trivial unless $r_i^{(n)}$ is in $N_0$.

Proof. For $n > 0$, let $N_n \leq M$ be the subgroup generated by $\{r_2^{(n)}, r_3^{(n)}, r_4^{(n)}, r_1^{(n+1)}\}$. Note that by Lemma 9.3 the group $N_0$ is isomorphic to $(\mathbb{Z}/2\mathbb{Z})^5$.

Lemma 8.4 shows that for all $n > 0$, we have $\Psi(r_i^{(n)}) = r_i^{(n-1)}$ modulo $R$ for $i \in \{2, 3, 4\}$ and similarly $\Psi(r_1^{(n+1)}) = r_1^{(n)}$ modulo $R$. Thus $\Psi(N_n) = N_{n-1}$, modulo $R$.

We now prove by induction that for all $n > 0$, the group $N_n$ has rank 4 and trivial intersection with $N_0 \cdots N_{n-1}$. For the case $n = 1$, we note the isomorphism $N_0/R \simeq (\mathbb{Z}/2\mathbb{Z})^4$. Since $\Psi(N_1) = N_0$ modulo $R$, it follows that $N_1$ has rank 4. And $N_1$ has trivial intersection with $N_0$ because $\Psi(N_0) = 0$ and $\Psi(N_1) \simeq (\mathbb{Z}/2\mathbb{Z})^4$.

Now suppose the induction hypothesis holds for some $n > 0$. Then $N_n\Gamma/R$ has rank 4. We have $\Psi(N_{n+1}) = N_n$ modulo $R$, and therefore $N_{n+1}$ has rank 4. Next $\Psi^{n+1}(N_0 \cdots N_n) = 0$, whereas $\Psi^{n+1}(N_{n+1}) = N_0$ modulo $R$. This proves that $\Psi^{n+1}(N_{n+1}) \simeq (\mathbb{Z}/2\mathbb{Z})^4$ and so $N_{n+1}$ has trivial intersection with $N_0 \cdots N_n$. Therefore the $r_i^{(n)}$ are all independent. \hfill \qed \\

Corollary 8.7. The kernel of $\Psi$ is $N_0 \simeq (\mathbb{Z}/2\mathbb{Z})^5$.

The endomorphism $\varphi$ of $\Gamma$ induces an endomorphism on $G$. Therefore $\varphi(\Omega) \leq \Omega$ and $\varphi$ induces an endomorphism (which we still write $\varphi$) on $M$ defined by $\varphi \mapsto \varphi(r)$. Thus one can consider $M$ as a $(\mathbb{Z}/2\mathbb{Z})[\varphi]$-module.

Lemma 8.8. The endomorphism $\varphi$ is a right inverse of $\Psi$ modulo $R$.

Proof. Clearly $\varphi^m(r_i^{(n)}) = r_i^{(m+n)}$. Using Lemma 8.4, we deduce $(\Psi \circ \varphi)(r_i^{(n)}) = r_i^{(n)}$ modulo $R$, for all $i = 1, 2, 3, 4$ and $n \geq 0$. Since the $r_i^{(n)}$ generate $M$, the claim is proved. \hfill \qed \\

We summarize our results in the following

Theorem 8.9. The Schur multiplier $M(G)$ is isomorphic to a direct sum of four copies of $(\mathbb{Z}/2\mathbb{Z})[\varphi]$. More precisely, a set of $(\mathbb{Z}/2\mathbb{Z})[\varphi]$-independent generators of $M(G)$ is $\{r_1^{(0)}, r_2^{(0)}, r_3^{(0)}, r_4^{(0)}\}$. 

Remark 8.10. For the Grigorchuk group, the situation is slightly more subtle. First, one proves that the Schur multiplier is elementary Abelian “by hand”, as in Lemma 8.1.

Then, as auxiliary group, one uses $\Gamma = \langle a, b, c, d \mid a^2, b^2, c^2, d^2, bcd \rangle \simeq (\mathbb{Z}/2\mathbb{Z})^2 \times (\mathbb{Z}/2\mathbb{Z})^2$. The reason for this is that otherwise $bcd$ would be fixed by $\Psi$. The Schur multiplier of $\Gamma$ is $\mathbb{Z}/2\mathbb{Z}$, and using the five-term homology sequence we get the extension $1 \to \mathbb{Z}/2\mathbb{Z} \to M(G) \to \Omega/\lbrack \Gamma, \Omega \rbrack \to 1$. The rest of the proof is absolutely similar to the above, and one finally gets $M(G) \simeq \mathbb{Z}/2\mathbb{Z} \times (\mathbb{Z}/2\mathbb{Z})^2$, which one could pedantically write as $M(G) \simeq (\mathbb{Z}/2\mathbb{Z})[\varphi]/(\varphi - 1) \times (\mathbb{Z}/2\mathbb{Z})[\varphi]^2$, see [Gri99].

9. GAP Computations

Lemma 9.1. The L-presentations

(i) $\langle a, b, c, d \mid \widetilde{\varphi} \mid a^2, b^2, c^2, d^2, [\delta^a, \delta], [\delta, \gamma^a \beta], [\delta, (\gamma^a \beta) \gamma], [\gamma^a \beta, \gamma^a \beta] \rangle$

(ii) $\langle a, b, c, d \mid \widetilde{\varphi} \mid a^2, b^2, c^2, d^2, [\delta^a, \delta^w], [\delta, (\gamma^a \beta) \gamma], [\gamma^a \beta, (\gamma^a \beta) \gamma] \rangle$

with $w \in \{1, \gamma, \gamma^a, \gamma^a \gamma, \gamma^a \gamma \gamma, \gamma^a \gamma \gamma \gamma, \gamma^a \gamma \gamma \gamma \gamma \}$

define the same group.

Proof. Clearly, all the relations in (i) are relations in (ii). Therefore it is enough to check that the normal closure of the relations in (i) together with some of their iterates under $\widetilde{\varphi}$ contains all the relations of (ii). This is done via the following commands using GAP, together with the package KBMAG [KBMA09]:

```gap
gap> f := FreeGroup("a","b","c","d");;
gap> AssignGeneratorVariables(f);
#I Assigned the global variables [ a, b, c, d ]
gap> frels := \[a^2,b^2,c^2,d^2\];;
gap> conjs := \[One(f),c,c^a,c,c^a*c,c^a*c^a,c^a*c^a,c^a*c,c^a\];;
gap> irels := Flat(List(conjs, x -> [Comm(d^a,d^x), Comm(d^a,(c*b^a)^x), Comm(c^a*b,(c*b^a)^x)]));;
gap> endos:=\[GroupHomomorphismByImages(f,f,[a,b,c,d],[c^a,d,b^a,c])\];;
gap> k := 2;;
gap> selectedrels := \[Comm(d^a,d), Comm(d^a,c*b^a), Comm(c^a*b,c*b^a), Comm(d,(c*b^a)^x)\];;
gap> g := f / Concatenation(frels, Flat(List([0..k], i -> List(selectedrels, r -> r^(endos[1]^i)))));
gap> rws := KBMAGRewritingSystem(g);
gap> KnuthBendix(rws);
false
gap> Set(List(irels, x -> ReducedWord(rws, x))) = \[One(f)\];
#WARNING: system is not confluent, so reductions may not be to normal form.
true
```

We do not require the Knuth-Bendix procedure to terminate. Indeed, the command KnuthBendix stops automatically after a few seconds, once it has computed a few thousand new rules. At this point, the rewriting system already contains enough rules to prove that all the words of $\text{irels}$ are congruent to the identity. \[\square\]

Let $\gamma_n$ be the $n$-th term of the lower central series of $G$.

Lemma 9.2. The inclusion $[\gamma_3, \{\beta, \gamma, \delta\}] \subseteq \gamma_5$ and $[\gamma_4, a] \subseteq \gamma_6$ hold.

Proof. It is enough to work in $G/\gamma_6$, and then to check:

```gap
gap> G := AsLpGroup(GrigorchukEvilTwin);;
gap> pi := NqEpimorphismNilpotentQuotient(G, 5);;
gap> g := Image(pi);;
```
Lemma 9.3. We have the equality $\gamma_5 = \gamma_3 \times \gamma_3$.

Proof. Let $G = F/(R_{\infty})^F$ be a presentation of $G$, where $R$ is a finite set, and $R_{\infty} = \bigcup_{n \geq 0} \phi^n(R)$ (see Theorem 4.1). We compute a lift $\tilde{S}$ in $F$ of a set $\tilde{S}$ of normal generators of $\gamma_3$. By Proposition 4.8, $\gamma_3$ is a subgroup of $K$, and therefore $\varphi(\gamma_3) = 1 \times \gamma_3$. Thus $\gamma_3 \times \gamma_3$ is the normal closure of $\varphi(\gamma_3)$, and $\varphi(S)$ is a set of normal generators of $\gamma_3 \times \gamma_3$. Therefore $F/(R_{\infty} \cup \varphi(\tilde{S}))^F$ is a presentation of $G/(\gamma_3 \times \gamma_3)$. This observation allows us to verify that the group $G/(\gamma_3 \times \gamma_3)$ has nilpotency class (at most) 4:

The attentive reader will notice that we compute $G/(\gamma_3 \times \gamma_3) \simeq F/(R_{\infty} \cup \varphi(\tilde{S}))^F$, but the equality $\langle R_{\infty} \cup \varphi(\tilde{S}) \rangle^F = (R_{\infty} \cup \varphi(\tilde{S}))^F$ holds because $\varphi(\gamma_3)$ is a subgroup of $\gamma_3$, and thus $\varphi(\tilde{S})$ is contained in $\langle R_{\infty} \cup \varphi(\tilde{S}) \rangle^F$.

Further, we can now easily prove the inclusion $\gamma_5 \supseteq \gamma_3 \times \gamma_3$. We simply need to check

so the image of $\varphi(\tilde{S})$ is trivial in $G/\gamma_5$. □

Lemma 9.4. The rank of $\gamma_n/\gamma_{n+1}$ is $4,4,4,2$ for $n = 1,2,3,4$ respectively. Moreover, minimal generating sets are given in the following table:
Proof. We compute in $G/\gamma$:

\begin{verbatim}
gap> G := AsLpGroup(GrigorchukEvilTwin);;
gap> NqEpimorphismNilpotentQuotient(G, 4);;
gap> a := G.1^pi;; b := G.2^pi;; c := G.3^pi;; d := G.4^pi;;
gap> Image(pi);
\end{verbatim}

For the following lemma the notations are as in Section 8.

**Lemma 9.5.** The elements \( \{ r^{(0)}_1, r^{(0)}_2, r^{(0)}_3, r^{(0)}_4, r^{(1)} \} \) generate a group isomorphic to \( (\mathbb{Z}/2\mathbb{Z})^5 \) in the group \( \Omega/([\Gamma, \Omega]) \varphi^2(\Omega)/(\gamma_8(\Gamma) \cap \Omega) \).

**Proof.** We first define the group \( \text{gam} = \Gamma/([\Gamma, \Omega]) \varphi^2(\Omega) \) as an \( L \)-presented group using the package NQL [NQL09].

\begin{verbatim}
gap> f := FreeGroup("a","b","c","d");;
gap> AssignGeneratorVariables(f);
#I Assigned the global variables [ a, b, c, d ]
gap> phi := GroupHomomorphismByImages(f, f, [a,b,c,d], [c^a,d,b^a,c]);
gap> Rel(s) := [Comm(a,b), Comm(a,c), Comm(a,d), Comm(b,c),
              [LeftNormedComm([a,b,a]), LeftNormedComm([a,b,c]),
              LeftNormedComm([a,b,d]), LeftNormedComm([a,c,a])],
              [LeftNormedComm([a,b,c,a]), LeftNormedComm([a,b,d,a])]];
gap> ForAll([1..4], i -> lcs[i] = ClosureGroup(lcs[i+1],s[i]));
true
\end{verbatim}

Then we kill the eighth term of the lower central series of \( \text{gam} \), and look at the group generated by the images of \( \{ r^{(0)}_1, r^{(0)}_2, r^{(0)}_3, r^{(0)}_4, r^{(1)} \} \).

\begin{verbatim}
gap> AssignGeneratorVariables(gam);
#I Assigned the global variables [ a, b, c, d ]
gap> Rel(s) := [Comm(d,d^a), Comm(d,c^a*b), Comm(d,(c^a*b)^c), Comm(c^a*b,c*b^a),
              Comm(c,c^(c^a))];
gap> pi := NqEpimorphismNilpotentQuotient(gam, 7);
gap> Relspi := List(Reles, x -> x^pi);
\end{verbatim}

This is \( (\mathbb{Z}/2\mathbb{Z})^5 \), as we wanted to prove.
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