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Abstract. We solve a class of optimization problems for (phylogenetic) \( X \)-trees or their shapes. These problems have recently appeared in different contexts, e.g. in the context of the impact of tree shapes on the size of TBR neighborhoods, but so far these problems have not been characterized and solved in a systematic way. In this work we generalize the concept and also present several applications. Moreover, our results give rise to a nice notion of balance for trees, which plays an important role in various different research areas, including mathematical phylogenetics as well as computer science. Unsurprisingly, so-called caterpillars are the most unbalanced tree shapes, but it turns out that balanced tree shapes cannot be described so easily as they need not even be unique.

1 Introduction

Tree balance plays an important role in many different research areas, ranging from studies on evolution (cf. [1, 2]) to theoretical computer science (cf. [14]). In this regard, recently various balance indices for rooted trees have been studied in detail (cf. [5, 7, 16]). However, the balance of unrooted trees has so far only been considered in few studies (e.g. [11, 23]). Many questions concerning the balance of unrooted trees are therefore still open. In the present manuscript, we suggest a general framework for balance indices for unrooted trees, with a special focus on unrooted phylogenetic trees.

When such phylogenetic trees are considered, i.e. trees describing the evolutionary history of \( n \) present-day species which label the leaves of the tree, one is often confronted with the need to find the extreme values of the expression

\[
\Phi_f(\tau) = \sum_{\sigma \in \Sigma^*(\tau)} f(\|\sigma\|).
\]
Here, $\tau$ varies over all phylogenetic trees with $n$ leaves, and $\Sigma^*(\tau)$ is the set of so-called non-trivial splits of $X = \{1, \ldots, n\}$ induced by $\tau$. Recall that a split $\sigma$ of a set $X$ is just a bipartition of this set into two non-empty subsets $A$ and $B$ (we then write $\sigma = A|B$), and a split is called non-trivial whenever both parts of the bipartition have cardinality at least 2. Splits of the species set $X$ play an important role in mathematical phylogenetics, because every edge of a phylogenetic tree induces such a split, and splits are non-trivial if and only if they are induced by an inner edge of the tree (i.e. not by an edge connected to a leaf). Moreover, in the above definition of $\Phi_f(\tau)$, $||A|B|| = \min(|A|, |B|)$ denotes the cardinality of the smaller part of the split.

Such expressions recently appeared in different contexts, each time with a different choice of the monotonic function $f: \{2, \ldots, \lfloor n/2 \rfloor\} \to \mathbb{R}_{\geq 0}$:

1. The size of a TBR-neighborhood of the tree $\tau$ with $f(k) = k(n - k)$, see [12]. This example is also related to the so-called Wiener index of the tree [23]. For this index, you need to assign edge lengths to all edges of $\tau$. Then, the Wiener index is defined as $W(\tau) = \sum_{u,v \in V(T)} d_\tau(u, v)$, where $V(\tau)$ refers to the vertex set of $\tau$ and $d_\tau$ refers to the pairwise distances between any two vertices induced by the edge lengths.

2. An estimate of the diameter of the (unweighted) tree space under Gromov-type distance measures introduced in [15] with $f(k) = k(\ell^1 - \text{Gromov})$ and $f(k) = \sqrt{k \cdot (1 - k/n)} (\ell^2 - \text{Gromov})$.

3. The number of so-called cherries of a tree, i.e. splits $\sigma = A|B$ with $||A|B|| = \min(|A|, |B|) = 2$, can be described with $f(k) = \begin{cases} 1 & k = 2 \\ 0 & k > 2 \end{cases}$. Note that the number of cherries is a simple but well-known measure of tree balance for rooted trees [22], so the stated definition of $f$ generalizes this concept.

In many situations, it turns out that the extremal shapes (giving the minimal or maximal values of the functional) are so-called caterpillars (i.e. rooted trees with just one cherry or unrooted trees with just two cherries) and so-called semi-regular trees, i.e. trees which have at most one non-leaf vertex that is not of maximum degree and that such a vertex, if it exists, cannot be adjacent to more than one non-leaf vertex [23]. While the first kind of trees, the caterpillars, are often considered the most unbalanced tree shapes, the latter kind, i.e. the semi-regular trees, are considered to be most balanced. This reoccurrence is challenging, as there seems to be no study of the whole family of functionals with $f$ broadly varying. We regard the present note as the beginning of this study.

But how is $\Phi_f(\tau)$ measuring the balance of the shape of $\tau$? Intuitively, splits $\sigma \in \Sigma^*(\tau)$ with a high value of $||\sigma||$ are very balanced, and it seems that the maximum of $\Phi_f(\tau)$ should be attained by the most balanced shapes. But, more importantly, the balanced tree shapes display more splits $\sigma$ with a small $||\sigma||$, for example cherries. Thus they realise a smaller value of $\Phi_f$ than caterpillars.

In fact, the Arxiv version of [11], namely [12], provided already the main idea for deriving the maximal value for increasing functions $f$. As this Arxiv version provides a few more details than the published manuscript, we will subsequently refer to that version. Anyway, a lot of structure is required for deriving the minimal value of $\Phi_f$, whereas its maximum is significantly easier to establish, cf. [12, 23].

We will show in the following that for general functions $f$, the main principle becomes even more transparent when considering particular functionals. Last but not least, we also give further applications to topological indices.
2 Preliminaries

Let \( T_n \) be the set of all (unrooted) phylogenetic trees (i.e., connected acyclic graphs with leaves labelled by a so-called taxon set \( X \)) with \( |X| = n \geq 6 \) leaves, and \( T^*_n \) the subset of \( T_n \) which contains all fully resolved (i.e., binary, bifurcating) trees in \( T_n \); i.e., the trees in \( T^*_n \) have the property that all vertices have either degree 3 (inner nodes) or 1 (leaves). When there is no ambiguity, we often just say tree when referring to a phylogenetic tree or, when the leaf labeling is not important, its so-called tree shape, respectively.

Caterpillars with \( n \) leaves are binary phylogenetic trees with two leaves, say 1, \( n \), such that every vertex of the tree is on the path from 1 to \( n \) or adjacent to a vertex on this path. In the so-called Newick format [6], which gives a nested list of all leaves such that leaves which are separated by fewer edges in the tree are also separated by fewer brackets, caterpillars may be denoted by the expression \( \tau_c = (((1, 2), 3), \ldots, n) \).

If \( \tau \in T_n \), let \( \Sigma(\tau) \) denote the set of all splits, i.e., all partitions of the leaf set \( X \) into two non-empty subsets \( A \) and \( B \), and let \( \Sigma^*(\tau) \) be the set of all non-trivial splits \( \sigma = A|B \) induced by inner edges of \( \tau \), i.e., \( \Sigma^*(\tau) \) contains all splits for which both \( |A| \geq 2 \) and \( |B| \geq 2 \). For a split \( \sigma = A|B \) let \( \|\sigma\| = \|A|B\| = \min(|A|, |B|) \) denote its size.

Now we introduce for any function \( f : \{2, \ldots, \lfloor n/2 \rfloor\} \to \mathbb{R}_{\geq 0} \) the functional \( \Phi_f : T_n \to \mathbb{R}_{\geq 0} \) via
\[
\Phi_f(\tau) = \sum_{\sigma \in \Sigma^*(\tau)} f(\|\sigma\|).
\]

Clearly, a tree and its contraction, obtained by suppressing all inner vertices of degree 2, share the same value of \( \Phi_f \). A rotation of the tree, which is obtained by permuting the leaf labels, does not alter the value of \( \Phi_f \) either. So \( \Phi_f \) is just a function of the phylogenetic tree shape of \( \tau \). Particularly, all caterpillars get the same value under \( \Phi_f \).

Another concept we need to introduce before we can present our results are so-called NNI-moves on binary trees. NNI stands for Nearest Neighbor Interchange, and in order to perform an NNI-move on a binary tree \( \tau \), you fix an inner edge of \( \tau \). This edge is connected to four subtrees, two on either side. You then swap two of these subtrees from opposite sides of the edge. This procedure is called NNI-move, and the resulting tree \( \tau' \) is called an NNI-neighbor of \( \tau \). You can also define a metric based on NNI in order to measure the distance between two trees \( \tau, \tau' \) such that \( d(\tau, \tau') \) equals the minimum number of NNI moves needed to get from \( \tau \) to \( \tau' \).

Finally, recall that a vector or sequence \( s \) is called Pareto maximal (or Pareto minimal) in a set \( S \subseteq \mathbb{R}^n \), if it is maximal (minimal) with respect to the componentwise order. This means that none of its entries can be increased (decreased) within the set \( S \) without decreasing (increasing) another one.

3 Results for increasing functions \( f \)

In this section, we consider a function \( f : \{1, \ldots, \lfloor n/2 \rfloor\} \to \mathbb{R}_{\geq 0} \) with the additional assumption that \( f \) is increasing, i.e., if \( x > y \), then \( f(x) \geq f(y) \). The following theorem, which is based on ideas presented in [12], shows that caterpillars maximize \( \Phi_f \) in this case.

**Theorem 1** Let \( \tau_c \in T_n \) be a caterpillar and \( f : \{2, \ldots, \lfloor n/2 \rfloor\} \to \mathbb{R}_{\geq 0} \) increasing. Then for all \( \tau \in T_n \)
\[
\Phi_f(\tau_c) \geq \Phi_f(\tau).
\]
If \( f \) is strictly increasing and \( \tau \in \mathcal{T}_n \) is a point of maximum of \( \Phi_f \), then \( \tau \) is a caterpillar.

Before presenting the proof, we consider the following elementary lemma, which we will need subsequently.

**Lemma 1** Let \( f : \{2, \ldots, \lfloor n/2 \rfloor \} \to \mathbb{R}_{\geq 0} \) be strictly increasing. Then for all \( m \in \{2, \ldots, n-2\} \)

\[
\sum_{l=2}^{m} f(\min(l, n-l)) < \sum_{l=2+p}^{m+p} f(\min(l, n-l)).
\]

**Proof:** For symmetry reasons we may assume that \( p \leq \lfloor (n-2-m)/2 \rfloor \) and consider the function \( g : \{0, \ldots, \lfloor (n-2-m)/2 \rfloor \} \to \mathbb{R}_{\geq 0} \),

\[
g(p) = \sum_{l=2+p}^{m+p} f(\min(l, n-l)).
\]

We find

\[
g(p+1) - g(p) = f(\min(m+p+1, n-m-p-1)) - f(\min(2+p, n-2-p)) > 0
\]

since \( \min(m+p+1, n-m-p-1) > \min(2+p, n-2-p) \).

**Proof:** [Proof of Theorem 1.] Consider first the case that \( f \) is strictly increasing and \( \tau \) is such that \( \Phi_f(\tau) \) is maximal. We now follow directly the arguments in the proof of [12, Lemma 4.1].

Fix two cherries \( x_1, x_2 \) and \( x_3, x_4 \) of \( \tau \) and partition \( \{1, \ldots, n\} \) by the edges of the path from \( x_1 \) to \( x_4 \), see Fig. 1.

![Diagram of trees \( \tau \) and \( \tau' \)]

Figure 1: The structure of the trees \( \tau \) and \( \tau' \) in the proof of Theorem 1. The labels with round edges refer to leaves \( x_1, \ldots, x_4 \), whereas the squares refer to subtrees \( Y_1, \ldots, Y_k \).

We just want to prove that the number of leaves in \( Y_i \), which we denote by \( |Y_i| = y_i \), equals 1 for all \( i = 1, \ldots, k \), because this is equivalent to \( \tau \) being a caterpillar. So let us assume there is an
with \( y_i \geq 2 \). We choose \( i \) minimal, i.e. \( y_1 = y_2 = \cdots = y_{i-1} = 1 \). We now construct a new tree \( \tau' \) by moving \( Y_i \) such that it is now a neighbor of \( x_1 \), see again Figure 1. We now consider several kinds of non-trivial splits in \( \tau' \):

1. Splits \( \sigma \) which are not on the path from \( x_1 \) to \( x_4 \). For those splits \( \| \sigma \| \) is the same for \( \tau' \) as for \( \tau \).

2. Splits \( \sigma \) on the path from \( x_1 \) to \( x_4 \) before the edge splitting \( Y_{i-1} \) from \( Y_{i+1} \) (i.e. in Figure 1 to the left of this split). Enumerating these splits by their distance from \( x_1 \) in \( \tau \) and \( \tau' \), the size of the \( l \)th split changes from \( \min(l + 1, n - l - 1) \) to \( \min(l + y_i, n - l - y_i) \).

3. The edge on the path from \( x_1 \) to \( x_4 \) which separates \( Y_{i-1} \) from \( Y_{i+1} \). Here, the size of \( \sigma \) in \( \tau' \) equals the size of the split splitting \( Y_i \) from \( Y_{i+1} \) in \( \tau \).

4. Splits \( \sigma \) on the path from \( x_1 \) to \( x_4 \) after the edge splitting \( Y_{i-1} \) from \( Y_{i+1} \), i.e. in Figure 1 at the right-hand side. Here, the size of \( \sigma \) remains unchanged from \( \tau \) to \( \tau' \).

Thus we find

\[
\Phi_f(\tau') - \Phi_f(\tau) = \sum_{i=1}^{k} f(\min(l + y_i, n - l - y_i)) - f(\min(l + 1, n - l - 1)) > 0
\]

by Lemma 1. However, this implies that \( \tau \) is not optimal. This is a contradiction, because \( \tau \) was chosen to be optimal. So we conclude that the assumption is wrong and \( y_i = 1 \) for all \( i = 1, \ldots, k \). Therefore, \( \tau \) is a caterpillar.

If \( f \) is increasing but not strictly increasing take an arbitrary tree \( \tau \) and a caterpillar \( \tau_c \). For an arbitrary \( \varepsilon > 0 \) consider the function \( f_\varepsilon : \{1, \ldots, \lfloor n/2 \rfloor \} \rightarrow \mathbb{R}_{\geq 0}, \)

\[
f_\varepsilon(k) = f(k) + \varepsilon k \text{ for all } k = 1, \ldots, \lfloor n/2 \rfloor.
\]

\( f_\varepsilon \) is strictly increasing and we obtain from the previous arguments

\[
\Phi_{f_\varepsilon}(\tau_c) \geq \Phi_{f_\varepsilon}(\tau).
\]

For \( \varepsilon \downarrow 0 \) we have \( \Phi_{f_\varepsilon}(\tau_c) \downarrow \Phi_f(\tau_c) \) and \( \Phi_{f_\varepsilon}(\tau) \downarrow \Phi_f(\tau) \), which completes the proof. \( \square \)

Looking for an unconstrained minimum over \( \mathcal{T}_n \) does not make much sense since it is attained at the most unresolved tree \( \tau_0 \) with no inner splits: \( \Sigma^*(\tau) = \emptyset \). Note that such a tree is also often referred to as a star-tree. If we restrict our consideration to \( \mathcal{T}^2_n \), instead of considering the minimum of an increasing function, we could equivalently consider decreasing functions \( f \) and look again at the maximum. Anyway, the analysis is much more difficult, which is why we first need to present an important concept needed in this context, namely the so-called split size sequences.

### 4 Results for split size sequences and minima

From now on, we focus on binary trees, and we now introduce so-called split size sequences. In order to obtain these, we first associate to every binary tree \( \tau \in \mathcal{T}^2_n \) the (multi-)set of split sizes \( \{\| \sigma \| : \sigma \in \Sigma^*(\tau)\} \). However, for ease of notation, it is better to work with ordered \( n - 3 \) tuples instead of (unordered) sets, which is why we continue with the following definition.
Definition 1 Let \( \tau \in T_n^2 \). Then, \( \tau \) induces \( n-3 \) non-trivial splits, i.e. \( |\Sigma^*(\tau)| = n-3 \). We assume an arbitrary ordering \( \sigma_1, \ldots, \sigma_{n-3} \) of these splits and define the \((n-3)\)-tuple \( \bar{s}(\tau) \) as follows:

\[
\bar{s}(\tau)_i = \|\sigma_i\| \quad \text{for all } i = 1, \ldots, n-3.
\]

We then define the split size sequence \( s(\tau) \) as follows: Order the \( n-3 \) entries of \( \bar{s}(\tau) \) increasingly and call the resulting ordered sequence \( s(\tau) \). This is the split size sequence. Moreover, we denote by \( S_n = \{ s(\tau) : \tau \in T_n^2 \} \) the set of all split size sequences on \( n \) taxa.

As an example for the split size sequence, we now consider the caterpillar tree. Consider again Figure 1. If \( \tau \) in this figure is a caterpillar, denoted \( \tau_c \), it has \( |Y_1| = \cdots = |Y_k| = 1 \). In order to get an (unordered) sequence of all split sizes, we start at one cherry, say \( x_1, x_2 \) and subsequently consider the splits \( \{x_1, x_2, Y_1\} \setminus \{x_1, x_2, Y_1\}, \ldots, \{x_1, x_2, Y_1, \ldots, Y_k\} \setminus \{x_1, x_2, Y_1, \ldots, Y_k\} \). It is clear that the cherry contributes the value 2 to \( \bar{s}(\tau_c) \), then we get a 3, 4, 5, and so forth. However, as soon as there are fewer leaves on the right-hand side, say in set \( B \), than on the left-hand side, say in set \( A \), where \( \sigma = A|B \), the sequence will continue with \( |B| = n-|A| \) instead of \( |A| \). In the end, we order the elements of \( \bar{s}(\tau_c) \) increasingly in order to derive \( s(\tau_c) \). For example, if the caterpillar has \( n = 6 \) leaves, we get \( s(\tau_c) = (2, 2, 3) \), if \( n = 7 \), we get \( s(\tau_c) = (2, 2, 3, 3) \), if \( n = 8 \), we get \( s(\tau_c) = (2, 2, 3, 3, 4) \), and so forth.

Note that there is an alternative equivalent definition of \( s(\tau) \). At first, it might seem a little less intuitive, but it proves to be useful in the following. Consider the increasing sequence \( m(\tau) \in \mathbb{N}^{\lfloor n/2 \rfloor} \) whose entries are defined as follows:

\[
m(\tau)_j = |\{ \sigma \in \Sigma^*(\tau) : \|\sigma\| \leq j \}| \quad \text{for all } j = 2, \ldots, \lfloor n/2 \rfloor.
\]

In order to clarify \( m(\tau) \), consider again the above caterpillar examples. If \( n = 6 \), we have \( s(\tau_c) = (2, 2, 3) \), so we have 2 splits of size \( \leq 2 \) and 3 splits of size \( \leq 3 \). So we get \( m(\tau_c) = (2, 3) \). Similarly, if \( n = 7 \), we get \( m(\tau_c) = (2, 4) \), and for \( n = 8 \), we have \( m(\tau_c) = (2, 4, 5) \).

Now note that \( s(\tau) \in \mathbb{N}^{n-3} \) is just the left inverse of \( m(\tau) \):

\[
s(\tau)_i = \min \{ j : m(\tau)_j \geq i \}.
\]

This means

\[
s(\tau)_i = j \quad \text{if } m(\tau)_j \geq i \text{ and } m(\tau)_{j-1} < i.
\]

The function \( m \) will be used in the subsequent proofs.

Note that it is not so clear how to characterize \( S_n \), i.e. all possible split size sequences. However, in the following we investigate them a bit further. Therefore, first of all we order \( S_n \) in the pointwise sense. So we say that \( \tau \in T_n^2 \) is not less balanced\(^1\) than \( \tau' \in T_n^2 \), denoted \( \tau \preceq \tau' \), if

\[
s(\tau)_i \leq s(\tau')_i \quad \text{for all } i = 1, \ldots, n-3,
\]

or equivalently,

\[
m(\tau)_j \geq m(\tau')_j \quad \text{for all } j = 2, \ldots, \lfloor n/2 \rfloor.
\]

This leads to the following theorem.

\(^1\)As we will show in the present manuscript, the balance definition as chosen here is sensible in the sense that it for instance leads to caterpillars being the least balanced trees. Not only does this make sense intuitively, it also coincides with the extremal behavior of commonly used balance indices for rooted trees, like e.g. the Sackin [7, 19], Colless [3, 4] or Total Cophenetic [16] indices. So the definition as presented here provides a desirable generalization of the rooted case.
Theorem 2 Let $\tau, \tau' \in \mathcal{T}_n^2$. Then, we have $\tau \preceq \tau'$ if and only if for all increasing $f : \{2, \ldots, [n/2]\} \to \mathbb{R}_{\geq 0}$

\[
\Phi_f(\tau) \leq \Phi_f(\tau').
\]  

(1)

Proof: First, let $\tau, \tau' \in \mathcal{T}_n^2$ such that $\tau \preceq \tau'$. Then, by definition, we have

\[
\Phi_f(\tau) = \sum_{i=1}^{n-3} f(s(\tau)_i) \leq \sum_{i=1}^{n-3} f(s(\tau')_i) = \Phi_f(\tau'),
\]

where the inequality is due to $\tau \preceq \tau'$, which implies $s(\tau)_i \leq s(\tau')_i$, for all $i = 1, \ldots, n-3$, and $f$ being increasing. This completes the first part of the proof.

Now assume we have (1) for all increasing $f : \{2, \ldots, [n/2]\} \to \mathbb{R}_{\geq 0}$. Then, in particular (1) holds for the following family of increasing functions: For each $j \in \{2, \ldots, [n/2]\}$, define

\[
f_j(k) = \begin{cases} 
1 & k \geq j \\
0 & k < j.
\end{cases}
\]

We obtain

\[
\sum_{i=1}^{n-3} f_j(s(\tau)_i) = \Phi_{f_j}(\tau) \leq \Phi_{f_j}(\tau') = \sum_{i=1}^{n-3} f_j(s(\tau')_i) \quad \text{for all } j = 2, \ldots, [n/2].
\]

By the definition of $f_j$, this implies

\[
|\{\sigma \in \Sigma^*(\tau) : \|\sigma\| \geq j\}| \geq |\{\sigma \in \Sigma^*(\tau') : \|\sigma\| \geq j\}|
\]

and thus

\[
|\{\sigma \in \Sigma^*(\tau) : \|\sigma\| \leq j\}| \leq |\{\sigma \in \Sigma^*(\tau') : \|\sigma\| \leq j\}|.
\]

This immediately leads to $m(\tau)_j \preceq m(\tau')_j$ for all $j = 2, \ldots, [n/2]$ and thus $\tau \preceq \tau'$.

Remark 1 From an abstract point of view the result is almost obvious: The functions

\[
f_j(k) = \begin{cases} 
1 & k \geq j \\
0 & k < j.
\end{cases}
\]

which we used in the proof of the above theorem, generate the extremal rays of the convex cone $\{f : \{2, \ldots, [n/2]\} \to \mathbb{R}_{\geq 0} : f \not\parallel\}$ and thus determine the order $\preceq$. On the other hand, $\Phi_{f_j}(\tau) = n - 3 - m_{j-1}(\tau)$.

Theorem 3 The only maximal point of $\mathcal{S}_n$ is derived from the sequence $m(\tau)_j = \min(2j-2, n-3)$ or $s(\tau)_i = \lfloor (i + 3)/2 \rfloor$ corresponding to caterpillar trees $\tau$.

Proof: That caterpillars give the only maximal point on $\mathcal{S}_n$ is derived easily from the previous two theorems, as for a caterpillar $\tau_c$ we have $\Phi_f(\tau_c) \geq \Phi_f(\tau)$ for all $\tau \in \mathcal{T}_n^2$ by Theorem 1, and thus, by Theorem 2 we conclude $\tau \preceq \tau_c$ for all $\tau$. The split size sequence of caterpillars has already been described above.

Thus, the Pareto maximum of $\mathcal{S}_n$ is unique. It even corresponds to a unique tree shape. Unfortunately, $s(\tau)$ does not determine the shape of $\tau$ in general. This means that $\preceq$ does not induce a partial order on tree shapes. We illustrate this with the following example.
Example 1 The basis for this example are the following two trees:

\[
\tau = T_1 \bullet T_2 \quad \text{and} \quad \tau' = T_1 \bullet T_2
\]

for two (rooted) subtrees \(T_1, T_2\) on the same number of leaves with different shape. \(\tau\) and \(\tau'\) are just one NNI-move apart, which means that only two subtrees have to swap their position across one inner edge. Note that \(\tau\) and \(\tau'\) show the same split size sequences: First of all, both trees contain the splits induced by edges inside \(T_1\) and \(T_2\), as well as the four splits separating either of the two copies of \(T_1\) or either of the two copies of \(T_2\) from the rest of the tree. However, \(\tau\) and \(\tau'\) are different because they differ in the split induced by the central edge: this split separates the two copies of \(T_1\) from the two copies of \(T_2\) in \(\tau\) and thus differs from the edge separating one copy of both \(T_1\) and \(T_2\) from another copy of \(T_1\) and \(T_2\). But even for these two splits the split size is the same, namely \(n/2\), because \(T_1\) and \(T_2\) have the same number of leaves. Clearly, \(\tau\) and \(\tau'\) differ in shape if \(T_1, T_2\) do so. The simplest situation is for \(|T_1| = |T_2| = 4\), because for fewer than 4 leaves, there is only one rooted binary tree shape, respectively. However, for 4 leaves we have the following two distinct trees:

\[
T_1 = \begin{array}{c}
\bullet \\
1 & 2 & 3 & 4
\end{array} \quad \text{and} \quad T_2 = \begin{array}{c}
\bullet \\
1 & 2 & 3 & 4
\end{array}
\]

Using these two trees \(T_1\) and \(T_2\) in the construction of \(\tau\) and \(\tau'\) as described above leads to two different binary unrooted trees, both of which share the same split size sequence:

\[
s(\tau) = (2, 2, 2, 2, 2, 2, 3, 4, 4, 4, 4, 8)
\]

So \(\tau\) and \(\tau'\) have the same split size sequence but differ in shape. By exhaustive search we found different (more complex) tree shapes with the same split size sequence already for \(n = 11^2\). For \(n \leq 10\), all binary trees with the same split size sequence have the same shape.

So far we have analyzed the maximum of \(S_n\) and have seen that it is achieved uniquely by the caterpillar tree. However, we also want to find the most balanced tree shape(s), i.e. Pareto minima of \(S_n\). Surprisingly, they are not unique, as we will demonstrate now.

Example 2 Let \(n = 8\) and consider the trees \(\tau, \tau' \in T_8^2\) with split size sequences

\[
s(\tau) = (2, 2, 2, 2, 4) \quad \text{and} \quad s(\tau') = (2, 2, 2, 3, 3)
\]

There are actually two pairs of trees with 11 taxa which share their split size sequence, respectively. We refrain from depicting them here, because the construction explained in the example – even though it is not minimal – leads to an entire class of counterexamples, whereas the examples for \(n = 11\) seem a bit more arbitrary. The interested reader can, however, find one example for \(n = 11\) in Figure 3 of [21], where two trees on 11 taxa are depicted in a different context, but both of them happen to share the same split size sequence.
which are depicted in Figure 2. One could think of $\tau$ being mostly balanced with respect to the edge 12345678 and $\tau'$ being mostly balanced with respect to the vertex which is incident to the three edges 12345678, 12345678 and 12367845.

For the increasing function $f$ with

$$f(k) = \begin{cases} 1 & k \geq 4 \\ 0 & \text{otherwise} \end{cases},$$

we derive $\Phi_f(\tau) = 1 > 0 = \Phi_f(\tau')$. On the other hand, for the increasing function $g$ with

$$g(k) = \begin{cases} 1 & k \geq 3 \\ 0 & \text{otherwise} \end{cases},$$

we derive $\Phi_g(\tau) = 1 < 2 = \Phi_g(\tau')$.

![Diagram of trees τ and τ′ with different Pareto minima of $S_8$.](image)

Figure 2: The structure of the trees $\tau$ and $\tau'$ with different Pareto minima of $S_8$.

So depending on the underlying increasing function, either tree can be better than the other one. However, that the split size sequences induced by these trees are both Pareto minimal, i.e. that there is no tree which is more balanced than these two trees, can be seen when considering the hypothetical split size sequence $(2, 2, 2, 2, 3)$. This sequence would clearly dominate the above sequences, but $(2, 2, 2, 2, 3) \notin S_8$: There are only eight leaves, so if there are four splits of size 2, this implies that all leaves should be in cherries. However, this contradicts the existence of a split of size 3.
As we have seen above, Pareto minima are not necessarily unique. The above example employed eight leaves. The following example shows that for $n = 12$, there are even more Pareto minima, namely three.

**Example 3** There are more than 2 Pareto minima for large $n$. E.g., for $n = 12$,

\[
(2, 2, 2, 2, 2, 4, 4, 4) \\
(2, 2, 2, 2, 2, 3, 4, 5) \\
(2, 2, 2, 2, 3, 3, 3, 6)
\]

are all minimal with respect to $\prec$.

We explicitly calculated the number of Pareto minima of $S_n$ up to $n = 22$\(^3\). Surprisingly, the number of Pareto minima is not monotonical, see Figure 3. The sequence of the numbers of Pareto minima had not been contained in the online encyclopedia of integer sequences before we submitted it, which means that it seems to be unrelated to problems inducing other known integer sequences. It can now be found as sequence A275882 in [20].

Next we want to focus on NNI-moves and the neighborhoods they induce.

**Definition 2** Let $f$ be increasing. Then $\tau \in T^2_n$ is called an NNI-local minimum of $\Phi_f$ if for $\tau'$ in the 1-NNI-neighborhood of $\tau$, i.e. in the set of trees which can be reached from $\tau$ by performing one NNI-move, we have $\Phi_f(\tau') \geq \Phi_f(\tau)$.

**Lemma 2** Let $\tau \in T^2_n$ be a binary tree with its leaves labelled by $X$, $|X| = n$, and $f$ be strictly increasing. Then $\tau$ is an NNI-local minimum of $\Phi_f$ if and only if for all $\sigma \in \Sigma^*(\tau)$ such that $\sigma = X_1 \cup X_2 | X_3 \cup X_4$ and $X_i | (X \setminus X_i) \in \Sigma(\tau)$ for all $i = 1, \ldots, 4$, we have

---

\(^3\)The R program containing all calculations is publicly available at: [https://github.com/hvlieb/code/blob/master/balancetrees_supp.R](https://github.com/hvlieb/code/blob/master/balancetrees_supp.R)
\[
\min\{n_1 + n_2, n_3 + n_4\} \leq \min\{n_1 + n_3, n_2 + n_4, n_1 + n_4, n_2 + n_3\},
\]

where \(n_i := |X_i|\) for \(i = 1, \ldots, 4\).

**Proof:** Let \(\sigma = X_1 \cup X_2 | X_3 \cup X_4 \in \Sigma(\tau)\) such that the splits \(X_i|(X \setminus X_i)\) for all \(i = 1, \ldots, 4\) are contained in \(\Sigma(\tau)\). Note that this implies that \(\tau\) looks as follows:

\[
\tau = \begin{array}{c}
X_1 \\
\sigma \\
X_2 \\
X_3
\end{array}
\]

Now, tree \(\tau'\) in the 1-NNI-neighborhood of \(\tau\) contains without loss of generality the edge \(X_1 \cup X_3 | X_2 \cup X_4\) inducing split \(\sigma'\) as depicted below.

\[
\tau' = \begin{array}{c}
X_1 \\
\sigma' \\
X_3 \\
X_2 \\
X_4
\end{array}
\]

Note that \(\tau\) and \(\tau'\) differ only in this edge, i.e., all other splits are the same in \(\Sigma(\tau)\) and \(\Sigma(\tau')\). Therefore, we can conclude that:

\[
\Phi_f(\tau') \geq \Phi_f(\tau) \iff f(\|\sigma'\|) \geq f(\|\sigma\|)
\]

\[
\iff f(\min\{n_1 + n_3, n_2 + n_4\}) \geq f(\min\{n_1 + n_2, n_3 + n_4\}).
\]

Since \(f\) is strictly increasing, \(\Phi_f(\tau') \geq \Phi_f(\tau)\) happens if and only if

\[
\min\{n_1 + n_3, n_2 + n_4\} \geq \min\{n_1 + n_2, n_3 + n_4\}.
\]

Using an analogous argument for the other possible tree \(\tau''\) containing split \(\sigma'' = X_1 \cup X_4 | X_2 \cup X_3\) leads to the desired result. \(\square\)

**Remark 2** Note that (3) is just NNI-local minimality with respect to the function \(f(k) = k\).

We now consider the role of NNI concerning the Pareto minima discussed earlier.

**Lemma 3** Let \(f\) be an increasing function. Let \(\tau \in T_n^2\) for some \(n \in \mathbb{N}\) such that \(s(\tau)\) is a Pareto minimum. Then, \(\tau\) is a local NNI minimum.

**Proof:** Any NNI-move changes at most one split size. Thus, Inequality (3) follows immediately from Pareto minimality of \(s(\tau)\). \(\square\)

We are now in the position to state the following proposition.

**Proposition 1** Let \(f\) be strictly increasing. Then for any minimal point \(\tau \in T_n^2\) of \(\Phi_f\), the split size sequence \(s(\tau)\) is a Pareto minimum of \(S_n\).
Proof: Let \( \tau \) be such that \( \Phi_f(\tau) \) is minimal, i.e.

\[
\Phi_f(\tau) = \frac{1}{n-3} \sum_{i=1}^{n-3} f(s(\tau)_i) \leq \frac{1}{n-3} \sum_{i=1}^{n-3} f(s(\tilde{\tau})_i) = \Phi_f(\tilde{\tau}) \quad \text{for all } \tilde{\tau} \in T_n^2.
\]

Now let \( \tau' \in T_n^2 \) be such that \( \tau' \) dominates \( \tau \), i.e. \( \tau' \preceq \tau \), i.e. \( s(\tau')_i \leq s(\tau)_i \) for all \( i = 1, \ldots, n-3 \). This immediately implies

\[
\sum_{i=1}^{n-3} f(s(\tau')_i) \leq \sum_{i=1}^{n-3} f(s(\tau)_i).
\]

So altogether, this gives us

\[
\sum_{i=1}^{n-3} f(s(\tau')_i) = \sum_{i=1}^{n-3} f(s(\tau)_i).
\]

So now assume that there is an \( i \in \{1, \ldots, n-3\} \) such that \( s(\tau')_i < s(\tau)_i \) and consequently \( f(s(\tau')_i) < f(s(\tau)_i) \) and \( f(s(\tau')_j) \leq f(s(\tau)_j) \) for \( j \neq i \). We derive

\[
\sum_{i=1}^{n-3} f(s(\tau')_i) = \sum_{i=1}^{n-3} f(s(\tau)_i),
\]

which is a contradiction and thus completes the proof. \( \Box \)

Following the convention of [23], we call a tree \( \tau \) semi-regular, if for all representations

\[
\tau = \begin{array}{c}
\begin{array}{c}
\quad X_1 \\
X_2 \\
\end{array} \\
\begin{array}{c}
\quad Y_3 \\
Y_4 \\
Y_5 \\
Y_6 \\
\quad X_3 \\
\end{array}
\end{array}
\]

with (without loss of generality) \( n_1 \leq n_2 \) and \( n_3 \leq n_4 \), we additionally have \( n_2 \leq n_3 \) or \( n_4 \leq n_1 \). There is a unique semi-regular tree shape for every \( n \geq 4 \) which is completely characterized [11].

Remark 3 Inequality (3) is just semi-regularity of \( \tau \) as defined above and in [23], but restricted to adjacent vertices.

We are now in the position to state and prove the following theorem.

Theorem 4 Let \( f : \{1, \ldots, \lfloor n/2 \rfloor\} \to \mathbb{R}_{\geq 0} \) be strictly increasing and strictly concave, i.e. \( 2f(k) \geq f(k-1) + f(k+1) \) for all \( k = 2, \ldots, \lfloor n/2 \rfloor - 1 \). If \( \tau \) is a minimal point of \( \Phi_f \) then \( \tau \) is semi-regular.

Proof: First observe that we can extend \( f \) to a concave function \( f : \{1, \ldots, n-1\} \to \mathbb{R}_{\geq 0} \) with \( f(n-k) = f(k) \). Now consider a tree of the form depicted in (4)
and assume $n_2 > n_3$ and $n_4 > n_1$. Fix the trees

$$
\tau_1 = \begin{array}{c}
X_1 \\
X_3 \\
Y_1 \\
Y_2 \\
Y_k \\
X_4
\end{array}
$$

and

$$
\tau_2 = \begin{array}{c}
X_4 \\
X_2 \\
Y_1 \\
Y_2 \\
Y_k \\
X_1
\end{array}
$$

We set now $\lambda = \frac{n_2 - n_3}{n_2 - n_3 + n_4 - n_1}$, and $z_j = \sum_{m=1}^{j} y_j$ where $z_0 = 0$. This way we obtain from strict concavity and

$$
n_1 + n_2 + z_j = \lambda(n_1 + n_3 + z_j) + (1 - \lambda)(n_4 + n_2 + z_j)
$$

that

$$
\Phi_f(\tau) - \lambda \Phi_f(\tau_1) - (1 - \lambda) \Phi_f(\tau_2)
= \sum_{j=0}^{k} f(n_1 + n_2 + z_j) - \lambda f(n_1 + n_3 + z_j) - (1 - \lambda) f(n_4 + n_2 + z_j)
> 0.
$$

Thus, at least one of $\Phi_f(\tau_1)$ or $\Phi_f(\tau_2)$ is less than $\Phi_f(\tau)$. This contradicts minimality of $\tau$, so the assumption was wrong. This leads to the desired result. \hfill \square

**Remark 4** Note that the trees $\tau_1$, $\tau_2$ are exactly at NNI distance $2k + 1$ from $\tau$. This is due to the fact that we first need to move the subtree with taxon set $X_2$ (or $X_1$ in case of $\tau_2$, respectively) across all $k + 1$ inner edges on the path between $X_1$ and $X_4$. The last of these moves can be used to swap $X_2$ and $X_3$ (or $X_1$ and $X_4$, respectively), which is why we then only need $k$ more moves to get $X_3$ (or $X_4$, respectively) across these inner edges into the right position.

Furthermore, this example shows that the size of the NNI-neighborhood for one NNI-move is not sufficiently large for minimality (and maximality) for $n \geq 8$, as the minimum (or maximum) might be further away than just one NNI-step. This is consistent with the empirical observation that tree search algorithms using too small NNI-neighborhoods often get stuck in local minima [10, Section 3.3]. Note that it looks like strict concavity is not needed, but we are still lacking a more general proof for this case.

**Example 4** Also for non-concave $f$ the semi-regular pattern can be the minimal point. For $n = 12$ we saw that there are 3 different Pareto minima. For the convex function $f(k) = k^2$ we obtain the values 72, 79, 88 for the split sequences in (2). This means the semi-regular pattern $(2, 2, 2, 2, 2, 2, 4, 4, 4)$ is still the minimizer.

We conclude this section with the following lemma which is used in a later example.
Lemma 4 Let $\tau \in T_n^2$ with $n \geq 4$. Then, we have $\lceil n/3 \rceil \leq s(\tau)_{n-3} \leq \lfloor n/2 \rfloor$.

**Proof:** Let $\sigma$ be the split the size of which is $s(\tau)_{n-3}$. Consider the edge $e$ of $\tau$ corresponding to $\sigma$. Note that $e$ splits $\tau$ into two parts, which we call the left-hand part and the right-hand part. Moreover, $e$ must be an inner edge (as $n \geq 4$ and thus there is at least one inner edge giving rise to one non-trivial split, so the split of size $s(\tau)_{n-3}$, which is maximal, has to refer to a non-trivial split). Without loss of generality assume that the left-hand part of $\tau$ corresponds to $s(\tau)_{n-3}$. Then, the left-hand side end vertex of edge $e$ must have degree 3 (as $e$ is an inner edge). The splits corresponding to the two other edges coincident with this vertex must have a size not larger than $s(\tau)_{n-3}$. Thus $3 \cdot s(\tau)_{n-3} \geq n$ and the lower bound is derived. The upper bound is trivial.

5 Applications

As we already mentioned in the introduction, functionals of the kind analyzed in the present manuscript have recently occurred in various contexts, some of which we want to mention here.

Example 5 In [12] the authors considered the functional

$$\Gamma(\tau) = \sum_{A|B \in \Sigma^*(\tau)} |A| \cdot |B|,$$

which is equivalent to $\Phi_f$ for $f(k) = k \cdot (n-k)$. They considered the functional only on $T_n^2$, but for the maximum there is no difference anyway. The application of Theorem 1 is just the same as [12, Lemma 4.1], where we adapted our proof of Theorem 1 from. Further, the minimum is attained for the semi-regular shape, since $f$ is even strictly increasing.

There is also a close relation between $\Gamma(\tau)$ and the Wiener index of $\tau$ as described in the next section, see also [23].

Example 6 Recently, the maximum parsimony distance was defined independently in [8] and [17]. We will now briefly explain this concept before we show how it is related to the topic of this manuscript.

Recall that a character $\chi$ is a function $\chi : X_\tau \rightarrow C$ from the leaf set $X_\tau$ of $\tau$ to an alphabet $C$. In biology, $C$ often refers to the four nucleotides in the DNA alphabet, but we do not restrict the definition to this case. Then, an extension $\chi : V(\tau) \rightarrow C$ is a function from the vertex set $V(\tau)$ of $\tau$ to $C$ which agrees with $\chi$ on the leaf set $X$. For a character $\chi$ with extension $\tilde{\chi}$, the changing number of $\tilde{\chi}$, denoted $ch(\tilde{\chi})$, is defined as the number of edges $e = \{u,v\}$ such that $\tilde{\chi}(u) \neq \tilde{\chi}(v)$, and the parsimony score $PS(\chi,\tau)$ is then defined as the minimum number of changes over all extensions $\tilde{\chi}$ of $\chi$ on $\tau$, i.e. $PS(\chi,\tau) = \min_{\tilde{\chi}} ch(\tilde{\chi})$. Note that the parsimony score of a character on a binary tree can be easily calculated with the Fitch algorithm [9].

Now, the parsimony distance between two trees $\tau_1$ and $\tau_2$ is defined as follows: $d_{MP}(\tau_1,\tau_2) = \max_{\chi} |PS(\chi,\tau_1) - PS(\chi,\tau_2)|$. It has been shown [8, 13] that it is NP-hard to calculate this distance for two given trees (even if both trees are binary). We now consider neighborhoods induced by this metric.

In [17], the size of the 1-neighborhood of a tree $\tau \in T_n$ with respect to $d_{MP}$ was derived to be

$$n_p(\tau) = 4 \sum_{A|B \in \Sigma^*(\tau)} |A| \cdot |B| - 4(n-2)(n-3) + 2|V_2(\tau)| + 6|V_3(\tau)|$$
where $V_q(\tau)$, $q = 1, 2, 3$ is the set of vertices of degree $q$ after removal of all pendant edges. Clearly, $V_1(\tau)$ are just all cherries. Unfortunately, $|V_2(\tau)|$ is not of the form $\Phi_f$, but we can provide bounds on the minimal and maximal values, since we have

$$4\Gamma(\tau) + 2(n - 2 - |V_1(\tau)|) \leq n_p(\tau) + 4(n - 2)(n - 3) \leq 4\Gamma(\tau) + 6(n - 2 - |V_1(\tau)|).$$

To be precise, consider the parametric functions

$$f_c(k) = \begin{cases} 4k \cdot (n - k) & k > 2, \\ 8(n - 2) - c & k = 2. \end{cases}$$

We observe

$$4\Gamma(\tau) - c|V_1(\tau)| = \Phi_{f_c}(\tau)$$

such that $c = 2$ helps in deriving a lower bound for $n_p$, $c = 6$ for the upper bound likewise.

For all $c < 2n + 2$, $f$ is strictly increasing and concave. Note that for binary trees, the first instance with more than one unrooted tree shape is for $n = 6$ leaves. So for $c = 2, 6$, we find maximal values of $\Phi_{f_c}$ at caterpillars and its minimal values at semi-regular shapes. Those values for $c = 2, 6$ can be used to bound $n_p(\tau)$.

Note that if you restrict the parsimony distance to binary characters, denoted $d_{MP}(\tau, \tau_0)$, where $\tau_0$ denotes the star-tree, i.e. the tree with no inner edges, then by Lemma 4, we have $f(\tau) \leq \lceil n/2 \rceil - 1$ and $f(\tau) \geq \lceil n/3 \rceil - 1$. It can easily be seen that $f$ is maximized by all trees containing an edge inducing a split $\sigma = AB$ with $|A| = \lfloor n/2 \rfloor$ and $|B| = \lceil n/2 \rceil$. This is due to the fact that if a binary character contains, say, $|A|$ taxa in state $a$ and $|B|$ taxa in state $b$, the parsimony score on the star-tree will be precisely $\min\{|A|, |B|\}$, because the root state will be chosen to be the state that occurs most often in the character, and all other taxa require changes. Of course $\min\{|A|, |B|\}$ is maximized when $|A| = \lfloor n/2 \rfloor$ and $|B| = \lceil n/2 \rceil$ (or vice versa). On the other hand, a binary character contains precisely two states, so at least one change is always needed. So $f(\tau) = d_{MP}^2(\tau, \tau_0) \leq \lfloor n/2 \rfloor - 1$, where equality is achieved if and only if $\tau$ contains the split corresponding to a binary character with $\lceil n/2 \rceil$ many $a$’s and $\lfloor n/2 \rfloor$ many $b$’s (otherwise, the parsimony score on $\tau$ would be strictly more than 1).

Thus, all trees containing an edge inducing a split $\sigma = AB$ with $|A| = \lfloor n/2 \rfloor$ and $|B| = \lceil n/2 \rceil$ maximize $f$. For instance, caterpillar trees have this property, but they are not the only ones. On the other hand, $f$ is minimized by all trees containing a node which is adjacent to three subtrees of size at least $\lfloor n/3 \rfloor$. Therefore, the minimum is not unique, either.

**Example 7** Consider the functional $\tau \mapsto |V_1(\tau)|$, the number of cherries. Clearly, this functional is equal to $\Phi_f$ taking

$$f(k) = \begin{cases} 1 & k = 2, \\ 0 & \text{otherwise}. \end{cases}$$

Since $f$ is decreasing and convex (on $\{2, \ldots, \lfloor n/2 \rfloor\}$), the minimum number 2 of cherries is attained by caterpillars only. The maximal number of cherries is yielded by the semi-regular shapes. As stated before, this functional is directly related to the so-called cherry tree balance index for rooted trees [22].

**Example 8** Another application are estimates of the diameter of $T_n$ with respect to the Gromov-type $\ell^p$-distances on $T_n$ introduced in [15] for $p = 1, 2$. We do not want to repeat the lengthy
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It is enough to note that Example 3 from that paper computed $D_p(\tau, \tau')$ if $\tau$ and $\tau'$ differ by one split, say $A \mid B$. Then

$$D_p(\tau, \tau') = \begin{cases} \min(|A|, |B|) & \text{for } p = 1, \\ \sqrt{|A| \cdot |B| / n} & \text{for } p = 2. \end{cases}$$

So we fix the functions $\tilde{f}_p$, $p = 1, 2$, $\tilde{f}_1(k) = k$, $\tilde{f}_2(k) = \sqrt{k \cdot (1 - k/n)}$ which are both strictly increasing and concave on $\{2, \ldots, \lfloor n/2 \rfloor\}$. Let $\tau_0 \in T_n$ denote the star tree, i.e. $\Sigma^*(\tau_0) = \emptyset$. We see for all trees $\tau \in T_n$:

$$D_p(\tau_0, \tau) \leq \Phi(f_p(\tau)),$$

Theorem 1 gives us for even $n$ the estimates

$$\text{diam}_{D_1}(T_n) \leq 2 \sum_{k=2}^{n/2} 2k = n^2 - 2n - 4$$

and

$$\text{diam}_{D_2}(T_n) \leq 2 \sum_{k=2}^{n/2} 2\sqrt{k \cdot (1 - k/n)} \sim 4n^{3/2} \int_0^{1/2} \sqrt{x(1-x)} \, dx = \pi n^{3/2}$$

on the diameter of $T_n$.

Unfortunately, these bounds are less tight than the ones derived in [15, Lemma 9]. Nevertheless the same technique would apply to any other tree distance if we had estimates for Robinson-Foulds moves [18] in terms of $\|\sigma\|$.

At least, Theorem 1 supports now the conjecture that the maximal distance is attained between two caterpillars. But note that we are just dealing with upper bounds on the diameter here.

**Example 9** Another simple functional is defined through

$$\Phi(\tau) = \max \{\|\sigma\| : \sigma \in \Sigma^*(\tau)\} = s(\tau)_{n-3}.$$  

This functional is not of the form $\Phi_f$. Still, it is increasing with respect to $\prec$. Its extremal values $\lfloor n/2 \rfloor, \lceil n/3 \rceil$ were derived in Lemma 4. By the previous section, they are achieved by caterpillars (cf. Theorem 3) and some Pareto minimum cf. Examples 2 and 3), possibly among others.

For $n = 8$ we computed the Pareto minima, see Example 2. $(2, 2, 2, 2, 3, 3)$ realizes the minimal value 3 for $\Phi$. But, the other (semi-regular) split size sequence $(2, 2, 2, 2, 4)$ realizes the maximal value for $\Phi$.

**6 Discussion**

We derived necessary and sufficient criteria to compute minimal and maximal points of the functionals $\Phi_f$. There were a lot of specific functionals of this kind considered in the past, see the previous section. By our theory, it is now less surprising that quite often caterpillars yielded maximal values and the semi-regular trees yielded minimal ones. But, we also saw that sometimes the minimum of $\Phi_f$ could be achieved by a different Pareto minimum. So the set of split size sequences $S_n$ and their Pareto minima seems quite interesting to study. For instance, it would be nice to know whether all Pareto minima, not only the semi-regular one, correspond to a unique tree shape.
The $\Gamma$–index from Example 5 is closely related to the Wiener index of graphs, it is its leaf-restricted form. Indeed it holds that:

$$\Gamma(\tau) = \sum_{u,v \in L(\tau)} d_\tau(u,v),$$

where $d_\tau$ is the metric induced by $\tau$ and $L(\tau)$ are the leaves of $\tau$, see [23]. This kind of index is a shape invariant of $\tau$.

It is easy to see that we can derive a whole family of similar topological indices if we introduce another metric on the tree, still just depending on the shape of $\tau$. More precisely, introduce for any $\sigma \in \Sigma(\tau)$ a weight $w(\sigma, \tau) = g(\|\sigma\|) \geq 0$ and the corresponding (semi-)metric $d^w_\tau$ on $L(\tau)$. Then, setting

$$\Gamma^w(\tau) = \sum_{u,v \in L(\tau)} d^w_\tau(u,v)$$

we obtain $\Gamma^w(\tau) = \Phi_f(\tau)$ for $f(k) = g(k)k(n-k)$. If $g$ is increasing, $f$ is increasing as well. Unfortunately, concavity is not so easy to derive. Nevertheless, our theory will apply to many of these $\Gamma^w$–indices.

Clearly, these indices are linear in $d_\tau$. It is easy to derive similar functionals which are quadratic in $d_\tau$ or depending on triple partitions $A|B|C$ compatible with the tree $\tau$. For instance, the functional $\Phi(\tau) = |V_2(\tau)|$ from Example 6 is of this kind. It would be quite valuable to extend our theory to this type of functionals.

Acknowledgements

The authors wish to thank two anonymous reviewers for their helpful comments and suggestions, which helped to improve the manuscript. Moreover, MF wishes to thank the European Social Fund (ESF) and the Ministry of Education, Science and Culture of Mecklenburg-Western Pomerania, as parts of this manuscript were completed within the scope of the project DIG-IT! (ESF/14-BM-A55-5340/3060).

References

[1] M. Blum and O. François. On statistical tests of phylogenetic tree imbalance: The Sackin and other indices revisited. Mathematical Biosciences, 195(2):141 – 153, 2005. doi:10.1016/j.mbs.2005.03.003.

[2] M. G. B. Blum, E. Heyer, O. François, and F. Austerlitz. Matrilineal fertility inheritance detected in hunter–gatherer populations using the imbalance of gene genealogies. PLOS Genetics, 2(8):1–9, 08 2006. doi:10.1371/journal.pgen.0020122.

[3] D. Colless. Review of ”Phylogenetics: the theory and practice of phylogenetic systematics”. Systematic Zoology, 31:100, 1982.

[4] T. M. Coronado, M. Fischer, L. Herbst, F. Rosselló, and K. Wicke. On the minimum value of the Colless index and the bifurcating trees that achieve it, 2018. arXiv:1801.10418.

[5] T. M. Coronado, A. Mir, F. Rosselló, and G. Valiente. A balance index for phylogenetic trees based on quartets, 2018. arXiv:1803.01651.
On the Balance of Unrooted Trees

[6] J. Felsenstein, J. Archie, W. H. Day, W. Maddison, C. Meacham, F. J. Rohlf, and D. Swoford. The Newick tree format, 1986. URL: http://evolution.genetics.washington.edu/phylip/newicktree.html.

[7] M. Fischer. Extremal values of the Sackin balance index for rooted binary trees, 2018. arXiv: 1801.10418.

[8] M. Fischer and S. Kelk. On the maximum parsimony distance between phylogenetic trees. Annals of Combinatorics, 20(1):87–113, Mar 2016. doi:10.1007/s00026-015-0298-1.

[9] W. M. Fitch. Toward Defining the Course of Evolution: Minimum Change for a Specific Tree Topology. Systematic Biology, 20(4):406, 1971. doi:10.1093/sysbio/20.4.406.

[10] E. Ford. Phylogenetic trees and their analysis. "Online available at https://academicworks.cuny.edu/gc_etds/37", 2014. CUNY Academic Works.

[11] P. J. Humphries and T. Wu. On the neighborhoods of trees. IEEE/ACM Transactions on Computational Biology and Bioinformatics, 10(3):721–728, May 2013. doi:10.1109/TCBB.2013.66.

[12] P. J. Humphries and T. Wu. On the neighborhoods of trees (Arxiv version of [11]), 2013. arXiv:1202.2203.

[13] S. Kelk and M. Fischer. On the complexity of computing mp distance between binary phylogenetic trees. Annals of Combinatorics, 21(4):573–604, Dec 2017. doi:10.1007/s00026-017-0361-1.

[14] D. E. Knuth. The Art of Computer Programming, Volume 3: (2Nd Ed.) Sorting and Searching. Addison Wesley Longman Publishing Co., Inc., Redwood City, CA, USA, 1998.

[15] V. Liebscher. New Gromov-inspired metrics on phylogenetic tree space. Bulletin of Mathematical Biology, 80(3):493–518, Mar 2018. doi:10.1007/s11538-017-0385-z.

[16] A. Mir, F. Rosselló, and L. Rotger. A new balance index for phylogenetic trees. Mathematical Biosciences, 241(1):125 – 136, 2013. doi:10.1016/j.mbs.2012.10.005.

[17] V. Moulton and T. Wu. A parsimony-based metric for phylogenetic trees. Advances in Applied Mathematics, 66, 05 2015. doi:10.1016/j.aam.2015.02.002.

[18] D. Robinson and L. Foulds. Comparison of phylogenetic trees. Mathematical Biosciences, 53(1):131 – 147, 1981. doi:10.1016/0025-5564(81)90043-2.

[19] M. Sackin. "good" and "bad" phenograms. Systematic Zoology, 21:225, 1972.

[20] N. Sloane. The On-Line Encyclopedia of Integer Sequences OEIS, 2018. URL: https://oeis.org.

[21] M. Steel. Distribution of the symmetric difference metric on phylogenetic trees. SIAM Journal of Discrete Mathematics, 1:451–551, 11 1988. doi:10.1137/0401050.

[22] M. Steel. Phylogeny: Discrete and random processes in evolution. CBMS-NSF Regional conference series in Applied Mathematics. SIAM., 2016.

[23] L. Székely, H. Wang, and T. Wu. The sum of the distances between the leaves of a tree and the 'semi-regular' property. Discrete Mathematics, 311(13):1197 – 1203, 2011. Selected Papers from the 22nd British Combinatorial Conference. doi:10.1016/j.disc.2010.06.005.