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ABSTRACT

Industry recommender systems usually suffer from highly-skewed long-tail item distributions where a small fraction of the items receives most of the user feedback. This skew hurts recommender quality especially for the item slices without much user feedback. While there have been many research advances made in academia, deploying these methods in production is very difficult and very few improvements have been made in industry. One challenge is that these methods often hurt overall performance; additionally, they could be complex and expensive to train and serve.

In this work, we aim to improve tail item recommendations while maintaining the overall performance with less training and serving cost. We first find that the predictions of user preferences are biased under long-tail distributions. The bias comes from the differences between training and serving data in two perspectives: 1) the item distributions, and 2) user’s preference given an item. Most existing methods mainly attempt to reduce the bias from the item distribution perspective, ignoring the discrepancy from user preference given an item. This leads to a severe forgetting issue and results in sub-optimal performance.

To address the problem, we design a novel Cross Decoupling Network (CDN) to reduce the two differences. Specifically, CDN (i) decouples the learning process of memorization and generalization on the item side through a mixture-of-expert architecture; (ii) decouples the user samples from different distributions through a regularized bilateral branch network. Finally, a new adapter is introduced to aggregate the decoupled vectors, and softly shift the training attention to tail items. Extensive experimental results show that CDN significantly outperforms state-of-the-art approaches on popular benchmark datasets. We also demonstrate its effectiveness by a case study of CDN in a large-scale recommendation system at Google.
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1 INTRODUCTION

In industry recommender systems, user feedback towards items usually exhibits server long-tail distributions. That is, a small fraction of items (head items) are extremely popular and receive most of the user feedback, while rest of the items (tail items) have very little if any user feedback. Recommender models that are trained based on the long-tail data usually amplify head items, enable the “rich get richer” effect while hurting long-term user satisfaction. Models trained on highly skewed data distribution may lead to even worse skewness in real-world applications. Hence, it’s critical to address the long-tail distribution problem in industry recommenders.

There have been some methods that are successfully deployed in production models to alleviate the long-tail distribution influence, for example, logQ corrections [17, 27] and re-sampling. However, further improvements in this area for industry models are very limited, despite many research advances made in academia [31]. There are several challenges which make putting these research in production models difficult. First, many work targeting long-tail performance would hurt head or overall performance, directly impacting top line business metrics. Second, production models have very strict latency requirements for real-time inference, while many existing techniques are complex and expensive to serve. Third, production models prefer simplicity for easy adoption and maintenance. Many research (e.g., meta-learning [14], transfer learning [29]) are difficult to be productionized due to these challenges.

In our work, we aim to improve tail item recommendations while maintaining the overall performance with less training and serving.
cost. We draw our inspiration from recent work with great success in computer vision [13]. Its core idea is that representation learning and classification learning require different data distributions, where traditionally models don’t consider such decoupling for model parameters. Specifically, they propose a two-stage decoupling strategy to mitigate the forgetting issue of existing methods, where it not only improves tail item performance, but also preserves or even improves the overall performance. Further, it adopts a co-training scheme that is easy to maintain. These all make CDN suitable for industrial caliber applications.

The contributions of this paper are 4-fold:

- We provide a theoretical understanding on how the long-tail distribution influences recommendation performance from both item and user perspectives.
- We propose a novel cross decoupling network that decouples the learning process of memorization and generalization, and the sampling strategies. A γ-adapter is utilized to aggregate the learning from the two sides.
- Extensive experimental results on public dataset show CDN significantly outperforms the SOTA method, improving performance on both overall and tail item recommendations.
- We further provide a case study of applying CDN to a large-scale recommender system at Google. We show that CDN is easy to adapt to real setting and achieves significant quality improvements both offline and online.

2 LONG-TAIL DISTRIBUTION IN RECOMMENDATION AND MOTIVATION

Problem Settings. Our goal is to predict user engagement (e.g. clicks, installs) of candidates (e.g. videos, apps) that are in long-tail distributions. We start with formulating the problem: Given a set of users \( \mathcal{U} = \{1, 2, \ldots, m\} \), a set of items \( \mathcal{I} = \{1, 2, \ldots, n\} \) and their content information (e.g. item tags, categories). Let \( d(u, i) \)
be the user $u$’s feedback (e.g. click, install) towards item $i$ in the training set: $\hat{d}(u,i) = 1$ (considered a positive) when $u$ provides a click/install to item $i$, otherwise it is 0 (considered a negative). Let $d(u,i)$ be the user feedback towards items in the test set, which we aim to predict.

In the training set, the frequency of the user’s positive feedback towards item $i$ could be described as $\sum_{u \in U} \hat{d}(u,i)$, which follows a highly skewed long-tail distribution across items [19]. This means a few head items receive most of the users’ feedback, while most items receive little user feedback (tail items). Such imbalance is often quantified by the imbalance factor IF [12, 14] $\max_{i \in I} \frac{\sum_{u \in U} \hat{d}(u,i)}{\sum_{u \in U} d(u,i)}$.

In industry, IF of item distribution could be very large (e.g., >100000 in production datasets), making it extremely challenging. Furthermore, it also requires the overall performance should be neutral/improvement for production usage. Hence, we target improving recommendation performance for tail items, while maintaining or even improving the overall performance. Key notations are listed in Table 1.

### Theoretical Analysis and Model Design Motivations

By Bayes’ theorem, we theoretically show the long-tail distribution influence comes from two perspectives:

- The item distribution discrepancy between training and serving data: the item distribution between the training and serving datasets are often different (a.k.a., training / serving skew), and we refer to this as the discrepancy of the item prior probability $p(i)$. This causes the model to have a large bias on serving data, even if the model fits the training data well.

- The discrepancy of user preference given items between training and serving data: the estimated user preference under the long-tail distribution settings could be biased, and we refer to this as the discrepancy of the conditional probability $p(u|i)$. This is especially true for tail items, where the model underfits due to a lack of training examples. This underfitting leads to a large bias even for training data, let alone serving data.

Concretely, for a given user $u$, recommenders aim to accurately approximate the user’s preference towards item $i$. The probability of such preference is commonly estimated by the softmax function in recommendation [27]:

$$p(i|u) = \frac{e^{s(u,i)}}{\sum_{j \in I} e^{s(u,j)}},$$

where $s(u,i)$ is the true user $u$ preference towards the item $i$, and could be computed through an inner product between user and item embeddings [27].

Using Bayes’ theorem, we find the estimated $\hat{p}(i|u)$ based on the training set could be described as:

$$\hat{p}(i|u) = \frac{e^{s(u,i)} - \log p(i)}{\sum_{j \in I} e^{s(u,j)} - \log p(j)}$$

where $\hat{p}(i)$ and $\hat{p}(u|i)$ are the estimated probabilities learned from the long-tail training dataset. We see that in order for $\hat{p}(i|u)$ to closely approximate $p(i|u)$ (comparing Eq. (1) and Eq. (2)), we need both of the estimated prior and conditional probability to well approximate the true probabilities, i.e., $\log \frac{p(i)}{p(j)} \to 0$ and $\log \frac{p(u|i)}{p(u|j)} \to 0$. Motivated by this, in the following we propose a new model to address the long-tail distribution problem from these two perspectives.

### 3 CROSS DECOUPLING NETWORK

Based on the analysis, we propose a scalable cross decoupling network (CDN) that addresses the two discrepancies on the item and user sides. The main architecture is depicted in Figure 2.

- On the item side, we propose to decouple the memorization and generalization for head and tail item representation learning. To do so, we utilize a gated mixture of experts (MOE) architecture. In our version of MOE, we feed memorization related features into expert sub networks that focus on memorization. Similarly, we feed content related features into expert sub networks that dedicate for generalization. A gate (i.e., a learnable function) is introduced to decide how much weight the model should put on for memorization and generalization for an item representation. The enhanced item representation learning can mitigate the item distribution discrepancy [12].

- On the user side, we decouple the user sampling strategies through a regularized bilateral branch network to reduce the user preference discrepancy. The network consists of a main branch for a universal user preference learning, and a regularizer branch to compensate for the sparsity of user feedback towards tail items. A shared tower between two branches are used for scaling up to production usage.

Finally, we cross combine the user and item learning to learn the users’ diverse preference towards head and tail items in the long-tail distributions with a $\gamma$-adapter.

#### 3.1 Item Memorization and Generalization Decoupling

We introduce the concepts of memorization features and generalization features, and then describe our method to decouple them through a gated mixture-of-expert architecture.

| Table 1: Notations. |
|---------------------|
| Notation | Explanation |
| $U, I$ | user set, item set |
| $u, i$ | user, item |
| $\hat{d}(u,i), d(u,i)$ | user feedback in the training/test set |
| $\hat{p}(i|u), p(i|u)$ | given user $u$, the estimated (by training data)/true probability of picking item $i$ from candidate pool $I$ |
| $\hat{p}(i), p(i)$ | estimated/true item prior probability |
| $\hat{p}(i|u), p(i|u)$ | estimated/true conditional probability of user click when item $i$ is known |
| $\Omega_m, \Omega_r$ | training dataset in main/regularizer branch |
| $\mathbf{x}_m, \mathbf{y}_m$ | user/item representation in main branch |
| $\mathbf{x}_r, \mathbf{y}_r$ | user/item representation in regularizer branch |
| $\alpha$ | learning adapter |
3.1.1 Features for memorization and generalization. Industry recommenders systems usually consider hundreds of features as model inputs. Instead of encoding those features in the same way, we begin by splitting those features into two groups: memorization features and generalization features.

Memorization features. They help memorize the interactions between user and item (collaborative signal) in the training data, such as the item ID. Formally, these features are often categorical features that satisfy:

- **Uniqueness**: for its feature space \( \mathcal{V} \), \( \exists f_{in} \) that satisfies \( f_{in} : \mathcal{I} \rightarrow \mathcal{V} \), and

- **Independence**: for \( \forall v_1, v_2 \in \mathcal{V} \), the change of \( v_1 \) does not influence \( v_2 \);

In production recommenders, these features are typically represented by embeddings. Their embedding parameters can only be updated by the corresponding item (uniqueness), and do not share any information with other items (independence). Hence, they only memorize the information for a specific item, and cannot generalize to other existing or unseen items. In the meantime, these features also demonstrate a long-tail distribution due to the uniqueness. Therefore, for features that correspond to head items, their embeddings are updated more often, leading to a remarkable memorization effect. While for features corresponding to tail items, their embeddings may be more noisy due to a lack of gradient update.

Generalization features. Generalization features are those that can learn the correlations between user preference and item features, and that can be generalized to other items. These features are either shared across different items (e.g., item categories, tags), or are continuous features. Hence, they can generalize to other existing or unseen items, and are important in improving tail item representation learning.

3.1.2 Item representation learning. We adopt the mixture-of-expert (MoE) structure with a frequency-based gating to decouple the memorization features and generalization features. The structure is depicted on the Item (left) side of Figure 2.

That is, for a training example \((u, i)\), the item embedding is represented as:

\[
y = \sum_{k=1}^{n_1} G(i)_k \hat{e}_k^{mm}(i_{mm}) + \sum_{k=n_1+1}^{n_1+n_2} G(i)_k \hat{e}_k^{gen}(i_{gen}) \tag{3}
\]

where \( \hat{e}_k^{mm}(\cdot) \) represent the memorization-focused experts which take all memorization features \( i_{mm} \) (e.g., item ID) by concatenating their embeddings as input ; \( \hat{e}_k^{gen}(\cdot) \) represent generalization-focused experts which take all generalization features \( i_{gen} \) (e.g., item categories) by concatenating their embeddings as input; and \( G(\cdot) \) is the gating function with \( G(i)_k \) being its \( k \)-th element, and \( \sum_{k=1}^{n_1} G(i)_k = 1 \). The gating here is critical for dynamically balancing memorization and generalization for head and tail items. Intuitively, the gate could take item frequency as the input, and transform it through a non-linear layer: \( g(i) = \text{softmax}(W_{freq}) \), where \( W \) is a learnable weight matrix. It could also take input from other features, and we found feeding the item popularity as input to work pretty well empirically.

The proposed mechanism uncovers the differences for items in the long-tail distribution in a simple and elegant way for enhanced item representation learning. By decoupling memorization and generalization, the head items can achieve better memorization ability and tail items can be more generalized in the same time. As indicated by [12], the enhanced item representation learning can help compensate the inconsistency of conditional distribution between \( p(u|i) \) and \( p(u) \). Additionally, by decoupling the memorization and generalization through experts with frequency-based gates, we are able to mitigate the forgetting issue when the learning attention is shifted towards tail items. That is, with the decoupling, when the training attention shifts to tail items, the gradients (knowledge) from tail items will mainly update the model parameters in the generalization-focused expert, while maintaining the well-learned memorization expert from head items.
3.2 User Sample Decoupling

As shown on the user (right) side of Figure 2, inspired by [13, 20, 29], we propose a regularized bilateral branch network that consists of two branches: A “main” branch that trains on the original highly skewed long-tail distribution $Ω_m$, and a novel “regularizer” branch that trains on a relatively balanced data distribution $Ω_r$. $Ω_m$ includes all the user feedback from both head and tail items. $Ω_r$, on the other hand, includes all the user feedback for the tail items, while down-sampling the user feedback for head items to be as frequent as the most popular tail items. A shared tower between two branches is used for scalability. The method can softly up-weight the learning of user preference towards tail items. So this corrects the under-estimation of user’s preference towards tail items, and mitigates the popularity bias of user preference estimation.

In each step, a training example $(u_m, l_m) \in Ω_m$ and $(u_r, l_r) \in Ω_r$, is fed to the main branch and the regularizer branch respectively. Then the user representation vectors are calculated by:

$$x_m = h_{m}(f(u_m)), \quad x_r = h_{r}(f(u_r)).$$

where $f(\cdot)$ is a sub-network shared for both branches, $h_{m}(\cdot)$ and $h_{r}(\cdot)$ are the branch-specific sub-networks. The shared network helps to communicate the learned knowledge from both distributions, and largely reduces the computational complexity. The branch-specific subnetwork learns the unique knowledge for each data distribution (head and tail items). Therefore, the $Ω_m$ and $Ω_r$ are jointly learned to approximate the $\tilde{p}(i)$ to $p(i)$, reduce the inconsistency of prior perspective.

The main branch aims to learn high-quality user representations that retain the characteristics of the original distribution, acting as the cornerstone to support the further learning in regularizer branch. As indicated by [13], training on original distribution can learn the best and most generalizable representations. The regularizer branch is designed to (1) add more tail information to the model and alleviate the high IF influence on tail items; (2) prevent over-fitting for tail items through a regularized adapter (the adapter details are discussed in Section 3.3).

In the application to production, the two branches can be trained simultaneously. So the extra training cost would be limited. Note that at inference time, only the main branch is used, so there would be no extra serving cost.

3.3 Cross Learning

To bridge the gap between head and tail items, we cross the learning of the decoupled information from user and item side through a $γ$-adapter.

The $γ$-adapter is designed to fuse the learned representations and softly shifts the learning focus towards tail items. Specifically, for $x_m$ and $x$, which are the learned user representations from main and regularizer branch, and $y_m$ and $y$, which are corresponding learned item representations. The predicted logit is formalized as:

$$s(i_m, i_r) = α_t y^T_m x_m + (1 - α_t) y^T_i x_r,$$

where $α_t$ is the $γ$-adapter, and a function of the training epoch $t$:

$$α_t = 1 - \left(\frac{t}{γ \times T}\right)^2, \quad \text{where } γ > 1.$$

Here $T$ is the total number of epochs, and $γ$ is the regularizer rate. We see that $α_t$ decays as the training progresses (as $t$ increases), and this shifts the model’s learning focus from the original distribution to the rebalanced data distribution. This way, we learn the universal patterns first and then gradually shift towards tail items to improve their performance. This order is critical in obtaining a high-quality representation learning, which can further facilitate the learning of the regularizer branch, as indicated by [32]. The constrain $γ > 1$ is also important in the recommender setting to mitigate the forgetting issue: It ensures that the main focus always stays on the main branch throughout the training.

This is a desirable feature for long-tail distributions with different imbalanced factor IF, when IF is high, a larger $γ$ is preferred. In fact, we empirically found this $γ$-adapter significantly benefits the learning in the highly-skewed long-tail distribution.

With the logit $s(i_m, i_r)$, we calculate the probability of user $u$’s preference towards different items through a softmax function:

$$p(i|u) = \frac{e^{s(i_m, i_r)}}{\sum_{j \in I} e^{s(i_m, j)}}.$$  \hspace{1cm} (7)

In the industry application, the batch softmax [27] is used for scalability. Then, the loss function can be formulated as:

$$L = - \sum_{u \in U, i \in I} α_t \hat{d}(u_m, i_m) \log p(i|u) + (1 - α_t) \hat{d}(u_r, i_r) \log p(i|u),$$

where $\hat{d}(u_m, i_m)$ and $\hat{d}(u_r, i_r)$, respectively, is the user feedback from the main and the regularizer branch. They help to learn high preference scores for items that user engaged with in the two branches.

For the inference, to predict a user’s preference towards an item, we only use the main branch, and calculate the preference score as:

$$s(u, i) = y^T_m x_m.$$  \hspace{1cm} (9)

to obtain the logits in softmax. The regularizer branch functions as a regularizer for the training. At prediction time, the test data is also long-tail, and adding the regularizer branch would introduce another layer of mismatch in distributions.

Training and serving cost: CDN has negligible extra cost for training, compared with the standard two tower model. At serving time, the user side only uses the main branch, and the item side has the same total number of parameters/ FLOPs as in the two tower setting. At training time, the extra cost on the user side is on the head for the regularizer branch, which is negligible.

Discussion: An intuitive question is why we decouple the user and item sides from different aspects? In this work, we consider the long-tail distributions from the item side (i.e. the long-tail item distribution), which treats users as samples in the long-tail distributions. If we want to consider the long-tail distribution from the user side, then a direct approach would be switching the decoupling methods between users and items as [29]. However, we argue that the long-tail user distributions should be modeled differently since the IF for the user side is usually substantially smaller than the item side. Additionally, the long-tail distributions from both sides are highly correlated and they can influence the IF in each side. This is a nontrivial problem and we leave it for future exploration.
4 EXPERIMENT

In this section, we conduct extensive experiments to address the following key questions:

RQ1: How well does the cross decoupling network CDN perform compared to the state-of-the-art methods, especially the traditional decoupling methods?

RQ2: How does the cross decoupling work in user and item sides?

RQ3: How would the expert design influence the CDN performance? How does the model balance between tail/head items by gating mechanisms?

RQ4: What’s the influence of γ-adapter for recommendations on head and tail items?

RQ5: Are we learning better representations for tail items?

RQ6: How does the CDN work on real-world recommenders?

4.1 Experimental Setup

Datasets. We use both public benchmark datasets and production dataset at Google which contain rich user and item content information. The public datasets are MovieLens1M and BookCrossing. The production dataset is from user logs in Google app ads platform. Items in three datasets follow the highly-skewed long-tail distribution, which suggests that they are well-suited for studying the targeted long-tail problem. For most experiments, we report the averaged metrics from 5 independent trials followed by the standard error of the mean after the ± sign.

Evaluation Criteria. We measure the model performance using the widely used metrics [24, 29] – Hit Ratio at top K (HR@K) and NDCG at top K (NDCG@K). HR@K measures the percentage of whether the ground-truth item is retrieved in the top K ranked items. NDCG@K further considers the ranked positions of the ground-truth items by assigning higher scores if ground-truth items are correctly recommended and have lower ranked positions.

We report both metrics evaluated on the tail, head slices and overall items, to provide different perspectives of recommendation performance. Similar as [29], based on the Pareto Principle [2, 19], we consider the top 20% most frequent items in MovieLens1M and 0.1% items in BookCrossing as head items, and rest as tail items.

Our goal is to build a single model that can improve the recommendation performance on tail items, while maintaining or even improving the overall performance that can be easily applied for production usage with good scalability and efficiency.

Baselines. We use the widely adopted production model Two-tower model as the backbone model. Baselines are chosen based on the production usage and similar training/serving time.

- Two-tower Model [27]: The Two-tower model is a popular architecture for modeling different types of content information. Due to its scalability and efficiency, it is widely adopted in real-world applications [16, 26, 29].

Re-balance strategies:

- ClassBalance [6]: It calculates an effective number of samples for each imbalanced class and adopts it in a re-weighting term in loss function. We adapt the method to the recommendation task similar to [29].

- LogQ [17, 27]: The method is widely applied in production usage. It constructs an item frequency-related term to adjust the softmax logit in the loss function, in order to re-weight head and tail items differently in the learning process.

Decoupling:

- NDP [13]: The method is adapted from a recent state-of-the-art method for long-tail distribution problem in computer vision. Instead of jointly learning image representation and classification, it separately considers the two learning processes in a two-stage training and shows great success in image classification. We adapt the method to recommendation, and treat users as representations and items as classes as [27].

- BBN [32]: BBN utilizes an uniform sampler and a reversed sampler to create a Bilateral-Branch Network (BBN), and jointly learns the two sampled distributions through an adaptor. In this work, BBN is applied to the image side to improve its representation learning. Hence, we follow a similar strategy where we treat the user as the representation learning and item as the classifier.

4.2 Recommendation Performance (RQ1)

We first evaluate CDN and baselines on public datasets. All the methods have similar training time. Table 2 and Table 3 show the recommendation performance of CDN and baselines on the MovieLens1M and BookCrossing datasets.

The proposed CDN achieves the best performance – it brings significant improvements not only for tail items, but also for head items and overall recommendation performance. It is worth to notice that most of the baselines only improve on tail items, while the performance of head items significantly degrades (we find inverse propensity score IPS has similar performance as LogQ here). This shows that when we focus the learning attention on tail items, it is very challenging to maintain the performance for head items.

When comparing decoupling methods NDP, BBN and CDN, CDN outperforms the other methods, especially for the overall recommendation. In particular, NDP that adopts the two-stage training improves the recommendation for tail item; however the head item performance degrades. This verifies the forgetting issue of the two-stage training method in recommenders. CDN, on the other hand, is able to mitigate the forgetting issue through the cross decoupling technique, which results in an improvement of not only for tail but also for head items. It is also interesting to note that BBN failed to deliver an improvement either for the tail items or for the head items. One hypothesis is that BBN considers the branch that trains on the balanced data to be as important as the main branch, which does not work well in recommendation where the test distribution is also long tail. This demonstrates the importance to treat the regularizer branch (which takes a balanced distribution) as a regularizer, which softly introduces tail signals to the model while maintaining the main focus on head items.
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Table 2: The recommendation performance of CDN versus baselines on MovieLens1M. Numbers after ± indicate the standard error of the mean. The last row shows the improvement of CDN over the backbone Two-tower model.

| Measure% | Overall | Head | Tail |
|----------|---------|------|------|
|          | HR@50   | NDCG@50 | HR@50 | NDCG@50 | HR@50 | NDCG@50 |
| Two-tower | 24.68±0.16 | 7.29±0.06 | 33.83±0.39 | 10.06±0.14 | 10.32±0.50 | 2.96±0.14 |
| ClassBalance | 20.21±0.17 | 5.91±0.06 | 30.20±0.20 | 8.96±0.09 | 5.19±0.16 | 1.34±0.03 |
| LogQ | 13.37±0.23 | 3.50±0.07 | 10.75±0.38 | 2.62±0.09 | 17.30±0.15 | 4.81±0.05 |
| NDP | 14.72±0.14 | 4.28±0.06 | 14.92±0.22 | 4.20±0.07 | 14.41±0.22 | 4.41±0.07 |
| BBN | 16.18±0.38 | 4.84±0.17 | 22.55±0.91 | 6.89±0.36 | 6.19±0.82 | 1.61±0.25 |
| CDN | 26.75±0.12 | 7.93±0.04 | 36.46±0.14 | 10.97±0.04 | 11.51±0.18 | 3.15±0.08 |
| Improv% | 8.39% | 8.78% | 7.77% | 9.05% | 11.53% | 6.42% |

Table 3: The recommendation performance of CDN versus baselines on BookCrossing. Numbers after ± indicate the standard error of the mean. The last row shows the improvement of CDN over Two-tower model.

| Measure% | Overall | Head | Tail |
|----------|---------|------|------|
|          | HR@50   | NDCG@50 | HR@50 | NDCG@50 | HR@50 | NDCG@50 |
| Two-tower | 2.32±0.45 | 0.81±0.17 | 19.76±4.62 | 7.58±1.81 | 0.72±0.08 | 0.19±0.02 |
| ClassBalance | 1.47±0.32 | 0.47±0.10 | 8.94±2.46 | 3.36±0.88 | 0.79±0.13 | 0.21±0.04 |
| LogQ | 1.27±0.25 | 0.37±0.07 | 5.39±1.54 | 1.76±0.51 | 0.89±0.14 | 0.24±0.04 |
| NDP | 1.58±0.30 | 0.42±0.08 | 7.24±1.78 | 1.94±0.48 | 1.06±0.19 | 0.43±0.09 |
| BBN | 0.80±0.20 | 0.20±0.05 | 2.62±0.96 | 0.66±0.26 | 0.63±0.14 | 0.16±0.04 |
| CDN | 2.52±0.3 | 0.82±0.15 | 21.18±4.82 | 7.42±1.86 | 0.81±0.05 | 0.22±0.01 |
| Improv% | 8.94% | 1.16% | 7.21% | -2.09% | 13.31% | 12.90% |

Moreover, CDN is more robust for both tail items and overall performance. The standard error of the mean in CDN is smaller than the Two-tower baseline. One possible reason is that CDN is jointly trained with both the original and the balanced dataset. This achieves a similar effect as the data augmentation technique, which effectively alleviates the over-fitting issues for tail items and results in lower model variances.

4.3 Cross-Decoupling (RQ2)

We further did ablation studies to explore how different design choices affect CDN performance:

- **BDN**: This model considers the main and regularizer branches on the user side to be equally important, as opposed to softly shifting the focus towards regularizer branch and treating it as a regularizer. The preference score is calculated by the averaged outputs of the two branches: $s(t_m, t_r) = 0.5y^T_m x_m + 0.5y^T_r x_r$.

- **UDN**: This model only decouples the user side by adopting the Bilateral-Branch Network. For the serving, same as CDN, only the main branch is used to calculate the user preference.

- **IDN**: This model only decouples the item side by utilizing the memorization-focused and generalization-focused experts with item frequency based gating. The serving is the same as CDN.

We see from Table 4 that CDN achieves the best performance for both tail items and head items. Concretely, UDN, IDN and CDN outperforms the two tower model and CDN has the largest improvements. It shows the benefits of cross decoupling. BDN outperforms the two-tower model on the tail items; however the head performance significantly degrades. This verifies the importance of considering the balanced branch as a regularizer rather than a component in the model for the heavily skewed long-tail distribution dataset in recommendation.

4.4 Comparison of Expert Design (RQ3)

Is the designed memorization-focused and generalization-focused experts in CDN can well handle the high heterogeneity between head and tail items in recommendation? To answer the question, we further compared our method with other expert design choices: separate the learning of unbalanced/balanced dataset (similar as the user tower), or head/tail items. We then analyze how head and tail items balance between memorization and generalization through experts’ gate values.

4.4.1 Recommendation performance. To separately consider the head and tail items for item representation learning, there are some design choices:

- **Unbalanced/Balanced**: Similar as the user side, we use two experts: one trains on the original dataset, and the other trains on the balanced dataset. Item samples from the two distributions are separately fed to each expert for learning.

- **Head/Tail**: We directly let one expert trains over head items, and the other trains over tail items. Then, the two experts are aggregated through a 0-1 gating network [15].

- **Mem/Gen**: This is the design in CDN, where one expert considers the memorization features while the other considers the generalization features.

We only change the expert design while keeping the other settings the same for a fair comparison; for different expert designs, model sizes are kept the same. As shown in Table 5, CDN which
adopts Mem/Gen experts achieves the best performance. Specifically, when compared with UDN (in Table 4) which only decouples the user side, our method that further decouples the item size through Mem/Gen experts shows improvements for both head and tail items; while alternative designs using Unbalanced/Balanced and Head/Tail experts yield a neutral performance for head items. It is worth to note that compared with UDN, the tail performance on Head/Tail relatively degrades. One possible reason is that training tail items alone easily causes over-fitting. This demonstrates the advantages to separately consider the memorization and generalization for item representation learning.

4.4.2 Memorization vs Generalization. We then checked how CDN balances memorization and generalization between head and tail items through the learned gate values in CDN. The results are very inspiring and shows many insights.

Concretely, Figure 3 shows the gate values of head items (blue bars) and tail items (orange bars) on memorization-focused expert (left) and generalization-focused expert (right). Comparing between values learned from generalization-focused expert (right) and memorization focused expert (left), we see both head and tail items put a higher weight on the generalization-focused expert. It is reasonable since both datasets are very sparse and we utilize rich content information which are better at generalization. More importantly, when comparing between head and tail items, we see that head items put more weights on memorization-focused experts while tail items put more weights on generalization-focused experts. This is consistent with our assumption that head items prefer more memorization abilities as their user feedback information is already very rich, while tail items prefer more generalization abilities due to training data sparsity. This healthy balance of memorization and generalization in CDN is important in improving the performance of both head and tail items.

4.5 $\gamma$-Adapter (RQ4)

The $\gamma$-adapter controls the decay speed of the adaptor function as well as its lower bound. In this section, we check how it influence the recommendation performance on head and tail items.

Figure 4 shows how NDCG@50 changes as we increase $\gamma$ (similar for HR). When $\gamma$ becomes larger, it puts more weights on the main branch in most epochs. We see in the region where $\gamma$ is small (e.g., $\gamma < 5$ in x-axis), increasing $\gamma$ yields a significant improvement. This suggests the importance of maintaining a focus on the main branch. That is, treating the regularizer branch as a regularization term. When $\gamma$ is large (e.g., $\gamma > 5$), we see that the performance saturated when we further increase $\gamma$. Furthermore, for tail items (green line), larger $\gamma$ could hurt its performance (e.g. when $\gamma = 4$). This shows the regularizer branch benefits tail item to avoid overfitting.

4.6 Representation Visualization (RQ5)

We visualize the learned embeddings from CDN and two-tower model to analyze semantics of the learnt representations, as shown in Figure 5. We see that compared to the two-tower model, CDN’s embeddings are more coherently clustered (movies in the same genre tend to cluster together). This suggests that CDN is able to learn more semantic meaningful representations for tail items, which also aligns with the findings in Section 4.4.2 where tail slice items put more weights on the generalization experts.

### Table 4: Cross decoupling study on MovieLens1M. Numbers after ± indicate the standard error of the mean.

| Measure | Overall | Head | Tail |
|---------|---------|------|------|
|         | HR@50 NDCG@50 | HR@50 NDCG@50 | HR@50 NDCG@50 |
| Two-tower | 24.68±0.16 | 7.29±0.06 | 10.77±0.03 |
| BDN | 18.35±0.21 | 5.27±0.06 | 18.35±0.03 |
| UDN | 25.55±0.08 | 7.53±0.03 | 25.55±0.08 |
| IDN | 25.85±0.15 | 7.58±0.05 | 25.85±0.15 |
| CDN | 26.75±0.12 | 7.93±0.04 | 26.75±0.12 |
We conduct a study to showcase CDN framework’s performance in a real-world recommender system at Google. Results show that CDN is easy to adapt with industry scale and constraints, and delivers significant offline and online performance through live A/B experiments.

Concretely, given queries and candidates, the task is to predict the likelihood of a user installing an app. The training data is sampled from user logs and consists of hundreds of billions of training examples. Rich content features of query and candidates are used as inputs in the model. We use a binary label of whether a user installed the app, and the positive labels are sparse compared to the negatives. Due to the constraints on the infrastructure side, here we focus on the item side decoupling. And instead of focusing on head and tail items, we adopted different approaches to define dense and sparse data slices based on the production application. Results are shown in table 6.

As shown in the table 6, CDN delivers significant improvements on top of the production model for both offline and online experiments. We use AUCLoss (1 - AUC) as the offline evaluation metric, and see 0.27% overall improvements, 0.66% improvement on the sparse slice, and 0.26% improvement on the dense slice (0.1% is considered significant). In a time frame of 14 days, the online metrics were also highly positive, with 1.43% improvements on key online metric. What is encouraging is that we see even bigger improvements for sparse slice compared to the dense slice, with 3.75% improvements on key online metric. The results further confirm the effectiveness of CDN to improve the sparse slice performance and model generalization.

### 4.7 Experiments in a Google System (RQ6)

We conduct a study to showcase CDN framework’s performance in a real-world recommender system at Google. Results show that CDN is easy to adapt with industry scale and constraints, and delivers significant offline and online performance through live A/B experiments.

Concretely, given queries and candidates, the task is to predict the likelihood of a user installing an app. The training data is sampled from user logs and consists of hundreds of billions of training examples. Rich content features of query and candidates are used as inputs in the model. We use a binary label of whether a user installed the app, and the positive labels are sparse compared to the negatives. Due to the constraints on the infrastructure side, here we focus on the item side decoupling. And instead of focusing on head and tail items, we adopted different approaches to define dense and sparse data slices based on the production application. Results are shown in table 6.

As shown in the table 6, CDN delivers significant improvements on top of the production model for both offline and online experiments. We use AUCLoss (1 - AUC) as the offline evaluation metric, and see 0.27% overall improvements, 0.66% improvement on the sparse slice, and 0.26% improvement on the dense slice (0.1% is considered significant). In a time frame of 14 days, the online metrics were also highly positive, with 1.43% improvements on key online metric. What is encouraging is that we see even bigger improvements for sparse slice compared to the dense slice, with 3.75% improvements on key online metric. The results further confirm the effectiveness of CDN to improve the sparse slice performance and model generalization.

### 5 RELATED WORK

#### Long-tail Problem

Large-scale real-world datasets often exhibit a long-tail distribution, that pose critical challenges to many industry recommender systems [11, 18]. Industry solutions usually focus on rebalancing the data distribution through resampling and reweighting [6, 17, 27]. While improving performance for tail classes, they may under-represent the head classes. In fact, recent studies [13, 32] find that the rebalancing methods could hurt the representative capability when the original distribution gets distorted badly.

Many of the progresses mentioned above are achieved in academia [4, 7], especially computer vision area [13, 25, 30]. However, directly adapting those methods to industry-scale recommenders is very challenging. For example, a closely related academia work [29] uses meta-learning to address the long-tail distribution problem. It shows great success in the academia datasets. However, we find the training time of the method to be doubled compared to the production baseline. The increased training time cannot justify the performance gain, making it infeasible in practice. Furthermore, in recommendation, the imbalance factor IF is magnitudes higher, and IF is a core factor that influence the recommendation performance. Moreover, to improve the performance of tail items, most related work in recommendation are focusing on cold-start items by investigating effective ways to incorporate content information [14, 33]. This is a different scenario from the long-tail distribution problem. In our long-tail case, we need to consider the influence from the imbalanced distribution and aim to not only improve the tail performance but also maintain the overall performance.

#### Memorization and Generalization

This is a key topic that has been widely studied [1, 3, 28]. They directly influence the model’s expressiveness and performance on unseen data or new tasks. [9] theoretically shows that memorizing data labels is necessary to achieve a good performance, and many experiments [10] further strengthen the importance of memorization. Recently, generalization receives extensive attention for different model designs, such as meta-learning [8], reinforcement learning [23]. Research has shown that generalization is especially crucial when the data is sparse or insufficient for a given task, e.g., the distribution shift and adversarial attack [34] problems. [28] conducted empirical analysis on the generalization for different models, and shows that a model’s generalization ability is closely related to its architecture. In recommendation, the wide-and-deep model [5] explains the importance of considering both memorization and generalization in model design, and is widely adopted in many real-world applications.

### 6 CONCLUSION

In this work, we propose a scalable cross decoupling network (CDN) to address the long-tail distribution in industry recommender systems. CDN decouples the memorization and generalization on the item side, as well as the user sampling from the user side. Then, a new γ-adaptor is introduced to softly shift the learning attention to tail items, while smoothly aggregating the learning from both sides. Experiments on public dataset show that CDN delivers significant improvements for both tail and overall recommendations. The case study of applying CDN to a large-scale recommendation system at Google further demonstrates CDN can also improve overall model performance and model generalization in real-world scenarios.
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