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Abstract. Deep neural network based face recognition models have been shown to be vulnerable to adversarial examples. However, many of the past attacks require the adversary to solve an input-dependent optimization problem using gradient descent which makes the attack impractical in real-time. These adversarial examples are also tightly coupled to the attacked model and are not as successful in transferring to different models. In this work, we propose ReFace, a real-time, highly-transferable attack on face recognition models based on Adversarial Transformation Networks (ATNs). ATNs model adversarial example generation as a feed-forward neural network. We find that the white-box attack success rate of a pure U-Net ATN falls substantially short of gradient-based attacks like PGD on large face recognition datasets. We therefore propose a new architecture for ATNs that closes this gap while maintaining a 10000x speedup over PGD. Furthermore, we find that at a given perturbation magnitude, our ATN adversarial perturbations are more effective in transferring to new face recognition models than PGD. ReFace attacks can successfully deceive commercial face recognition services in a transfer attack setting and reduce face identification accuracy from 82% to 16.4% for AWS SearchFaces API and Azure face verification accuracy from 91% to 50.1%.

Keywords: Adversarial machine learning, adversarial attacks, deep learning, security, face recognition

1 Introduction

Face recognition and verification systems are widely used for identity authentication in government surveillance, military applications, public security settings such as airports, hotels, banks as well as smartphones to unlock applications. Over recent years, Convolutional Neural Networks (CNNs) have achieved state-of-the-art results on several face recognition and verification benchmarks outperforming traditional computer vision algorithms that rely on hand engineered features. With the widespread adoption of face recognition models in surveillance and other security sensitive applications, careful vulnerability analysis is imperative to ensure their safe deployment.

Several works have shown that deep neural networks (DNNs) are vulnerable to adversarial examples, causing the model to make an incorrect prediction with higher confidence [4,13,20,25]. Particularly, past attacks [10,31] on face recognition systems have garnered immense media attention [12] by utilizing projected gradient descent (PGD) [23] based approaches to achieve high fooling success rates. However, designing such adversarial examples requires the adversary to solve an optimization problem for each input. This makes the attack impractical in real-time since the adversary would need to re-solve the data-dependent optimization problem from scratch for every new input.

To generate adversarial attacks against classification systems in real-time, some past works, such as Adversarial Transformation Networks (ATNs) [5], have attempted to learn a perturbation function with a neural network. ATNs are encoder-decoder neural networks that are trained to generate an adversarial image directly from an input image without having to perform multiple forward-backward passes on the victim classification model during inference, thereby making the attack possible in real time. However, ATNs have only been explored for classification tasks. The training objective studied thus far for an ATN is to push the classifier’s
output outside the decision boundary of the correct class. Unlike a classification model, where model outputs are class probabilities, the output space of a typical face recognition system is an embedding vector. A face recognition system is trained to cluster the embeddings of the same identity together in the embedding space while ensuring they are well separated from the embeddings of other identities. Therefore when attacking such a setup, the attack objective requires the adversary to target the embedding space rather than the decision boundaries of the classifier.

To perform attacks on face recognition models, we first develop training objectives that target the embedding space of face recognition models and optimize metrics that degrade the identification and verification performance of such models. To minimize perceptibility of our perturbations, we incorporate Learned Perceptual Image Patch Similarity $L_{pips}$ perceptual loss [36] in addition to the $L_{\infty}$ constraint during training. Next, to perform real-time attacks, we design a new ATN based on the U-net [29] architecture, since U-nets have been notably effective in many prior image-to-image translation tasks [18,17]. We find that while a U-net based ATN can generate real-time adversarial examples, the attack performance falls short as compared to per-image gradient based attacks such as PGD [23] at the same magnitude of adversarial perturbation. This is because gradient-based attacks generate highly tailored adversarial examples that are optimized on a single image. We address the performance gap between ATN and PGD attacks through neural architectural improvements to our ATN model which we describe in Section 3.4.

Having bridged the gap with gradient based attacks on seen victim models, we evaluate the transferability of our adversarial samples to unseen models. Since ATNs are trained on a diverse set of images, we find that perturbations generated from an ATN are more transferable to unseen architectures as compared to per-input PGD attack, while being much faster to compute. To further improve our attack transferability, we adapt our ATN training framework to target an ensemble of face recognition models with various backbone architectures. Our best ATN attacks on unseen models successfully reduce the performance of face recognition models to the level of random guessing or worse. We present a demo video of our attack in real-time on our project webpage with sample images presented in Figure 1. Finally, we demonstrate our attack effectiveness against cloud-hosted face recognition APIs in a complete black-box setting. The technical contributions of our work are as follows:

- We propose a real-time attack framework to study the robustness of face recognition systems and demonstrate that our ATNs can synthesize adversarial examples several orders of magnitude faster than existing attacks on face recognition systems while achieving comparable attack success metrics as past works. To the best of our knowledge this is the first real-time attack on face recognition systems, in contrast to previous works which perform gradient based attacks or study real-time attack only in the classification domain.
- We bridge the performance gap between real-time ATN attacks and PGD attacks by developing a Residual U-net architecture that allows us to effectively increase the capacity of the ATN (Section 3.4). Our ResU-
Net ATN approaches PGD performance in white-box attacks and outperforms PGD on black-box transfer attacks.

- We develop and release a benchmarking library for face recognition models (Section 4.1). This allows us to evaluate our attacks on diverse set of architectures and loss functions. This library may be used to develop more robust face recognition models and to provide benchmarks of models’ performance in an adversarial setting.

- We demonstrate the effectiveness of our real-time attacks on commercial face recognition services such as Amazon Face Rekognition and Microsoft Azure Face. Our attacks reduce face identification accuracy from 82% to 16.4% for AWS SearchFaces and face verification accuracy from 91% to 50.1% for Microsoft Azure.

2 Related Work

An adversarial example is an input sample which has been perturbed in a way that is intended to cause misclassification by a victim machine learning model [6,35]. Prior work on attacks have demonstrated that adversarial examples can circumvent state-of-the-art image classification models while remaining indistinguishable from benign images for humans [9,13,23,16,15,25,26,32]. However many of these works are gradient based attacks, which cannot be performed in real-time. To address this limitation, the authors of UAPs [24] demonstrated that there exist universal input-agnostic perturbations which when added to any image will cause the image to be misclassified by a victim network. The existence of such perturbations poses a threat to machine learning models in practical settings since the adversary may simply add the same pre-computed perturbation to a new image and cause misclassification in real-time. Also addressing the real-time challenge, the authors of [5] designed Adversarial Transformation Networks (ATNs) that follow an encoder-decoder architecture and output an adversarial perturbation for each input image, without having to compute gradients from the victim classification model during inference [5]. Unlike UAPs, ATNs generate input-specific perturbations. However these ATN attacks are specific to image classification tasks and cannot be directly used to attack face recognition models that use task-specific model and loss functions as opposed to the standard cross-entropy loss used by classifiers.

Studies on generating adversarial examples for face recognition models are relatively fewer in literature as compared to image classification attacks. The authors of [28] attempt to target face “classification” networks which operate differently from face recognition networks that perform face verification and identification. Prior works such as [12,50,51,10] generate adversarial examples for face recognition systems by optimizing the perturbation for each image using white-box access to a face-recognition model. One such attack [10] demonstrates that it is possible to generate adversarial faces by optimizing in the model embedding space using PGD [23] and CW [9] attack, however reports an attack run-time from 6 seconds to 373 seconds per image while using 2 GPUs. Another gradient based attack Lowkey [11] generates image-specific adversarial samples for face recognition models and demonstrates their transferability to public cloud provider APIs, however reports an attack run-time of 32 seconds per image. To generate adversarial examples in black-box settings, the authors of [12] utilize an evolutionary optimization technique, but require at least 1,000 queries to the target face recognition system before a realistic adversarial face can be synthesized. Similarly, the more recently proposed black-box attack by [7] on face recognition systems requires at least 1700 queries to generate successful attacks. The time for generating adversarial examples using these techniques can potentially bottleneck real-time image upload making the attacks impractical for deployment. In contrast, we propose a framework to adversarially modify query images in real-time, such that the performance of face recognition models deteriorate significantly in both white-box and transfer based black-box attack settings.

3 Methodology

3.1 Victim Models

A typical face recognition pipeline first detects and crops faces. Next, they map each cropped image $x$ to an embedding vector $y$ using $F: x \mapsto y$. Typically, such models are trained on a dataset of facial images and identity labels, with the objective of clustering embeddings of images from the same identity together and ensuring
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separability between embeddings of images from different identities. State-of-the-art face recognition models are commonly trained with objectives that effectively optimize a cosine distance metric e.g. SphereFace [22] or DeepID [33] loss. During inference, a face recognition model can be used for one of the following goals:

1. **Verification** - A face recognition model can be used to verify whether two images belong to the same person or not. In this setting, the model compares the embeddings of two probe images and reports a match if the distance between the embeddings of the two models is below a certain threshold.

2. **Identification** - In this setting, the face recognition system tries to associate a person with an identity from a set of identities in *gallery images* stored in the system’s database. When presented with a *probe image*, the system compares the embedding of the probe image with the gallery images to find the closest matching neighbour in the gallery and determine the identity of the probe image.

In our work, we attack CNN-based face recognition models in real time and assess the success rate against both of the above goals. To simplify experimentation, we do not include the detection and cropping step in our attacks pipeline. Instead we use the pre-cropped images provided by standard datasets.

### 3.2 Problem Formulation

We design a perturbation generator that operates in real-time and finds a quasi-imperceptible adversarial perturbation for an input image, which when added to the input causes mis-prediction of the embedding vector thereby degrading the verification and identification performance of the face recognition model. When attacking a *face verification* system, we adversarially perturb one of the two probe images. In this attack setting, our goal is to reduce the true recall rate of the verification system (performance on positive pairs). When attacking a *face identification* system, we assume the probe images have been adversarially perturbed while the dataset of gallery images is benign. In this attack setting, our goal is to lower the recognition rate of the face identification system.

To achieve the above objectives, we train a perturbation generator $g_{\theta}$, parameterized by $\theta$, which takes as input an image $x$ and generates an adversarial perturbation $g_{\theta}(x)$ that can be added to $x$ to synthesize an adversarial example $x_{adv}$. The optimization objective of $g_{\theta}$ is to maximize the cosine distance the embeddings of the adversarial and original image, while constraining the amount of the perturbation added to the image.

This is different from the objective for fooling classification systems, where the commonly used objective for
Untargeted attacks is to maximize the cross-entropy loss with the correct label. $L_p$ norm is a widely used distance metric for measuring the distortion between the original and adversarial inputs. Prior works \cite{13} recommend constraining the maximum distortion of any individual pixel using the $L_{\infty}$ norm. To further reduce the perceptibility of the perturbation we incorporate $L_{\text{pips}}$ \cite{36} loss during training. $L_{\text{pips}}$ distance measures the visual similarity between two images by comparing the embeddings from a pre-trained CNN model.

Mathematically, our attack objective is as follows:

$$\forall x \in X \maximize [d(F(x_{adv}), F(x)) - \lambda L_{\text{pips}}(x_{adv}, x)] \quad (1)$$

where $x_{adv} = \text{clip}_{[0,1]}(x + g_{\theta}(x))$

$$\text{s.t. } \|g_{\theta}(x)\|_{\infty} < \epsilon$$

where $d(F(x_{adv}), F(x))$ is the cosine distance between embeddings of the adversarial and original image and $\lambda$ is the loss coefficient for $L_{\text{pips}}$. In Figure 3, we illustrate how an optimum solution to the above problem of maximizing the cosine distance completely degrades the performance of a face recognition model. A visualization of such embedding clusters for a hypothetical case of four individuals on a 2-D unit sphere is shown on the left in Figure 3. If we were to find the optimum solution to our attack objective in an unbounded attack setting, the embeddings clusters for adversarial images will move to the opposite end of the unit sphere (to maximize the cosine distance). This clearly results in hampering both verification and identification performance of the model since the embeddings of benign and adversarial examples are completely rotated to the opposite ends in the unit sphere.

In our work, we model $g_{\theta}$ as a neural encoder-decoder architecture called an Adversarial Transformation Network (ATN) (Section 3.3).

### 3.3 ATN: Adversarial Transformation Network

An ATN is a neural network trained to produce adversarial images, with the form $g_{\theta} : \mathcal{X} \rightarrow \mathcal{X}$. Since the network only needs one forward pass to compute the perturbation, it is less expensive than an iterative gradient-based optimization procedure. We obtain an adversarial image from a benign image using the neural network $N_{\theta}$ as follows:

$$g_{\theta}(x) = \epsilon \cdot \tanh(N_{\theta}(x)) \quad (2)$$

With this formulation we enforce the constraint $\|x_{adv} - x\|_{\infty} < \epsilon$ since the output of tanh is bounded between $[-1, 1]$. 
Algorithm 1  Ensemble attack training procedure

**Inputs:** Victim Models $F = F_1, \ldots, F_n$, image dataset $X$

**Output:** Perturbation engine ($g_\theta$) parameters $\theta$

**HyperParams:** Learning rate $\alpha$, $L_\infty$ bound $\epsilon$, $L_{pips}$ loss coefficient $\lambda$

Initialize ATN: $N_\theta$

Batch training images: $X_{batched} \leftarrow \text{Batch}(X)$

**for** epoch in 0 to $N_{epochs}$ **do**

**for** $x$ in $X_{batched}$ **do**

$x_{adv} \leftarrow \text{clip}_{[0, 1]}(x + \epsilon \cdot \tanh(N_\theta(x)))$

loss $\leftarrow 0$

**for** $F_i$ in $F$ **do**

loss $\leftarrow$ loss $+ (\neg d(F_i(x), F_i(x_{adv})))$

end for

loss $\leftarrow$ loss $/ \text{len}(F)$

loss $\leftarrow$ loss $+ \lambda L_{pips}(x_{adv}, x)$

$\theta \leftarrow \theta - \alpha \cdot \nabla_{\theta}(\text{loss})$

end for

end for

return $\theta$

We train the ATN to generate adversarial examples using the procedure described in Algorithm 1. Our ATN can be trained to target one or more face recognition models in the model set $F$. During each mini-batch iteration, we generate a batch of adversarial images from the ATN and compute the cosine distance between embeddings of benign and adversarial images. We accumulate the loss for all models in the set $F$ and can optionally add the $L_{pips}$ loss to minimize the perceptibility of the adversarial perturbation. Finally, we backpropagate through all models in the set $F$ to compute the gradient of the loss with respect to the parameters $\theta$ of the ATN and update the ATN parameters using mini-batch gradient descent with a learning rate $\alpha$. Targeting an ensemble of face recognition models during training can result in more transferable adversarial attacks. In our experiments, we verify this hypothesis and demonstrate that ATNs trained to target an ensemble of models result in better transferability to unseen models.

### 3.4 The search for an effective ATN architecture

The input and output domains of the ATN have the same spatial dimension, so a logical choice for the network architecture is a U-net [29]. U-nets are commonly used for several image-to-image translation problems. The architecture consists of several down-sampling layers followed by an equal number of up-sampling layers. The feature maps from the down-sampling layers have skip connections that are concatenated to the up-sampling layers with matching resolution. Previous work with ATNs used different architectures, but in our preliminary experiments, we found that U-nets were far more effective than alternate architectures at the same level of perturbation.

However, we still found that there was a large gap between a U-net based ATN and an iterative gradient-based white-box attack, even on the training data. This is illustrated in Figure 5 in our experiments comparing PGD-30 (i.e., 30 iterations of PGD) to the U-net ATN. From the universal approximation theorem [27], a neural network could in principle represent a close approximation of the PGD-30 function. As this neural network would have lower training loss than the U-net ATN, it appears that this architecture is underfitting. We therefore explored ways to add capacity to the ATN. We found that adding layers and making the layers wider both led to small gains in performance with diminishing returns.

One feature of the U-net is that every layer changes the spatial resolution. The deeper layers of the U-net necessarily operate at very low spatial resolutions. Intuitively, it may be useful to be able to express complex hierarchical functions at higher resolutions. We developed a new Residual U-net architecture, illustrated in Figure 4 that replaces individual convolution and transpose convolution layers in a U-net with groups of residual blocks. We use 2-layer pre-activation blocks with ReLU and batch normalization. One skip connection per downsampling is carried over to the decoder, which allows arbitrary numbers of residual blocks at each step.
We denote the number of blocks in each group as a vectors $\mathbf{E}$ and $\mathbf{D}$ for the encoder and decoder, respectively. While similar architectures have been proposed in the past [3, 21], they are not widely used and have not been used in adversarial perturbation literature.

We found that adding layers in this architecture was considerably more effective than in the pure U-net ATN. We performed an architecture search to find an effective balance between computational cost and attack effectiveness. The optimal architecture from this process had five downsampling steps with $\mathbf{E} = [1, 1, 2, 3, 5]$ and $\mathbf{D} = [1, 1, 1, 1, 1]$. We use a base width of 64 channels and double the width at each downsampling step except for the last. Using this ResU-net architecture, the ATN approached the performance of PGD-30 (plotted in Figure 5b) with roughly $10,000 \times$ less run-time. We refer the readers to the code-base included in our supplementary material for the precise model implementation.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{residual_u-net.png}
\caption{Residual U-net architecture: We replace the strided convolutions and transposed convolutions in the U-Net architecture with residual blocks. Each residual block contains multiple convolutions (in the encoder) or transposed convolution (in the decoder) layers.}
\end{figure}

4 Experiments

4.1 Dataset and Models

We developed a benchmarking framework to evaluate both white-box and transfer attack performance of adversarial examples generated using our ATNs. Our experiments are designed to examine how factors such as network architecture, training loss functions, and random initialization affect the transferability of attacks. We used two main CNN architectures for the face recognition models: pre-activation ResNet [14] and Inception-v4 [34]. Within these architectures, we varied the number of blocks leading to networks ranging from 22 to 118 layers which were trained with two different loss functions: DeepID [33] and SphereFace [22]. The face recognition models are trained on the training partition of the VGGFace2 dataset [8]. We start with the standard crops provided by each dataset and perform random resized cropping for data augmentation during training.

These models are listed in Table 1 and are used to train our ATNs. The model sets include both single and ensemble face recognition models for each architecture to test the effectiveness of ensemble attacks on unseen models. For ensemble models, the reported metrics are averaged over all individual models in the ensemble. We split the VGGFace2 validation set into two equal partitions with disjoint identities. We train our ATNs on the first partition and evaluate them on the second.

4.2 Evaluation Metrics

We evaluate the performance of face recognition models on both verification and identification tasks with the metrics described below.
## Table 1. Victim model sets used for conducting our attack evaluations. Experiments are conducted on both single and ensemble model sets. The verification and identification metrics are averages over the whole model set reported on the clean unperturbed VGGFace2 test set.

| Name     | Architecture | # Models | Loss | V-AUC | V-Acc. | R1-Acc. |
|----------|--------------|----------|------|-------|--------|---------|
| RN-SF-1  | ResNet       | 1        | SphereFace | 0.99  | 95.2   | 84.4    |
| RN-DID-1 | ResNet       | 1        | DeepID  | 0.98  | 93.3   | 78.0    |
| IN-SF-1  | InceptionNet | 1        | SphereFace | 0.99  | 94.4   | 78.5    |
| RN-SF-6  | ResNet       | 6        | SphereFace | 0.99  | 94.3   | 82.0    |
| RN-DID-6 | ResNet       | 6        | DeepID  | 0.98  | 93.0   | 77.4    |
| IN-SF-4  | InceptionNet | 4        | SphereFace | 0.99  | 94.4   | 78.9    |

**Face Verification Metrics:** For each identity in the test set, we prepare all possible pairs of distinct images that have the same identity. To keep our problem balanced, we randomly sample an equal number of non-matching pairs. On the test set of VGGFace2, this creates a total of 917,692 verification tests where half have a pair of images with matching identities (positive labels) and half have different identities (negative labels). Given this binary classification problem, we report the following metrics:

1. **Verification AUC (V-AUC):** We use the cosine distance between the embedding of the two images along with the verification label to generate a Receiver Operating Characteristic curve (ROC). Our metric is the standard area under the ROC curve (AUC).

2. **Verification Accuracy (V-Acc.):** To determine the accuracy, we need a threshold for the cosine distance, across which the example is labelled positive or negative. For each model, we set this to equal error rate threshold of the model on the (clean) VGGFace2 validation set.

**Face Identification Metric:** We use the VGGFace2 test set to create a random gallery with 100 unique identities. For each of these 100 identities, we select a probe image with one of the identities appearing in the gallery and compute its distance to each image in the gallery. This creates 100 identification tests. We repeat this gallery test on 1000 random galleries to create a total of 100,000 identification tests. When evaluating attacks, we perturb the probe image and leave the gallery unmodified. We report the **Rank-1 Accuracy (R-1)**, which is the percentage of tests where the image in the gallery with the minimum distance to the probe image has the same identity as the probe image.

### 4.3 Baseline Attacks

We compare the effectiveness of ATN attacks against three alternate attacks:

1. **Universal Adversarial Perturbations (UAP):** UAP is a single input-agnostic perturbation vector that can be added to all images to fool the victim models. UAP can be formulated as a simplified ATN where the ATN formulation reduces to: $g_\theta(x) = \epsilon \cdot \tanh(\theta_{h\times w\times c})$. That is, instead of modeling ATN as a neural network, the ATN is modelled using a perturbation vector $\theta_{h\times w\times c}$ which is trained using the same procedure given by Algorithm 1.

2. **Fast Gradient Sign Method (FGSM):** FGSM [13] attack obtains an adversarial example for an image by obtaining the gradient of the optimization objective with respect to the image and then perturbing the image in the direction of the gradient with step size $\epsilon$. That is, $x_{adv} = \text{clip}_{[0,1]}(x + \epsilon \cdot \text{sign}(\nabla_x L(x)))$ where $L(x)$ is the optimization objective given by Equation 1.

3. **Projected Gradient Descent (PGD):** PGD [23] attack is a multi-step iterative variant of the FGSM attack. Unlike ATNs and UAPs, PGD attack requires several forward and backward passes through a victim face-recognition model to find an adversarial perturbation that is highly optimized for a single image. We perform PGD attack as a baseline because it has been commonly adopted by past attacks such as Fawkes [31], Face-Off [10] and achieves highest white-box attack success rates.
5 Results

We train six ATN models each targeting one of the model sets listed in Table 1. The ATNs are trained using mini-batch gradient descent with a batch size 32 for 500K iterations using Adam optimizer [19] with a learning rate $2 \times e^{-4}$. Our primary evaluation is conducted using the ResU-Net ATN architecture described in Section 3.4 at max $L_\infty$ distortion $\epsilon = 0.03$ in $[0, 1]$ pixel scale. We present the white-box and transfer attack results of our primary evaluation in Table 2. Additionally, we present the results and comparisons for the pure U-Net architecture in Section 5.2 and comparison against alternate attacks at $\epsilon = [0.01, 0.02, 0.03]$ in Figure 5.

| Verification AUC | Single Defender Models | Ensemble Defender Models |
|------------------|------------------------|-------------------------|
| No Attack        | Clean                  | 0.99 0.98 0.99          |
| Single Model Attack | RN-SF-1                | 0.03 0.59 0.87          |
|                  | RN-DID-1               | 0.58 0.04 0.88          |
|                  | IN-SF-1                | 0.75 0.77 0.03          |
| Ensemble Model Attack | RN-SF-6                | 0.06 0.12 0.35          |
|                  | RN-DID-6               | 0.13 0.07 0.45          |
|                  | IN-SF-4                | 0.37 0.43 0.05          |

| Verification Accuracy | Single Defender Models | Ensemble Defender Models |
|-----------------------|------------------------|-------------------------|
| No Attack             | Clean                  | 95.2% 93.3% 94.4%       |
| Single Model Attack   | RN-SF-1                | 48.8% 59.3% 67.9%       |
|                       | RN-DID-1               | 62.5% 49.4% 82.3%       |
|                       | IN-SF-1                | 71.2% 68.9% 48.4%       |
| Ensemble Model Attack | RN-SF-6                | 48.4% 48.5% 53.4%       |
|                       | RN-DID-6               | 48.8% 48.7% 57.2%       |
|                       | IN-SF-4                | 50.8% 51.0% 47.9%       |

| Rank-1 Accuracy | Single Defender Models | Ensemble Defender Models |
|-----------------|------------------------|-------------------------|
| No Attack       | Clean                  | 84.4% 78.0% 78.5%       |
| Single Model Attack | RN-SF-1                | 0.0% 12.6% 43.5%       |
|                 | RN-DID-1               | 16.4% 0.0% 43.1%       |
|                 | IN-SF-1                | 30.3% 26.1% 0.0%       |
| Ensemble Model Attack | RN-SF-6                | 0.1% 0.2% 5.3%       |
|                 | RN-DID-6               | 0.7% 0.1% 8.6%       |
|                 | IN-SF-4                | 2.2% 2.2% 0.0%       |

Table 2. White-box and transfer attack results of ATN attack at $\epsilon = 0.03$. A lower value for all three metrics indicates a more successful attack. The diagonal entries in each of the three tables represents a white-box attack while all other entries represent a transfer (black-box) attack.

5.1 Single Model Attack vs Ensemble Attack

Adversarial perturbations trained on an ensemble of victim models exhibit better transferability across model architectures than those trained on a single model. That is, the attack success metrics on unseen models for ATNs trained on ensemble models (RN-SF-6, RN-DID-6 and IN-SF-4) are significantly better than ATNs trained on single models (RN-SF-1, RN-DID-1 and IN-SF-1 respectively). The only difference amongst the models in an ensemble is their weight initialization. It is interesting to note that this difference in weight initialization offers enough variance in the model set to train significantly more generalizable perturbations, at the same level of distortion as compared to the single-model attacks.

5.2 PGD vs. ATN

We compare the effectiveness of ATNs and PGD on both seen and unseen models. We optimize PGD-30 and ATN attacks on the same surrogate models and perform the attack on a random subset of 10,000 images.
from the test set. For a fair comparison, we drop the $L_{pips}$ term from the loss and train purely to maximize the cosine distance with an $L_{\infty}$ constraint. Figure 5a shows white-box attack success rate of PGD and ATN attacks on the RN-SF-1 model. As discussed in Section 3.4, Residual U-Net ATN architecture provides a large improvement over a basic U-net and bridges the white-box performance gap between the ATN and PGD-30.

We also performed an ensemble attack on the six models from RN-SF-6. Running PGD-30 against six surrogate models simultaneously took more than three seconds per image, while the ATN’s forward pass was the same complexity as other experiments - more than 10,000× faster than PGD-30. Table 3 reports the timing comparison of ATN and PGD attacks. In addition to being fast, ATNs learn attacks that generalize effectively to new models. We evaluated how well the perturbed images transferred to two different models. First, we evaluated against a ResNet+SphereFace model that is similar to the RN-SF-6 models, but has a different number of layers. Second, we evaluated against an open source model from the FaceNet repository. This model uses a different architecture (Inception ResNet), loss (DeepID) and training procedure. We did not do any parameter tuning based on this model, so it serves as an independent validation of the transferability of our attacks.

Figure 5b compares the attacks at different $L_{\infty}$ thresholds. As expected, transferring an attack from RN-SF-6 to the FaceNet model was more difficult than the ResNet+SphereFace model. However, in both cases the ATN attack is effective at $\epsilon = 0.02$ and transfers much better than PGD to the new models.

5.3 UAP vs ATN

We find that attacks utilizing ATNs outperform the UAP attacks at the same level of perturbation. Since the goal of finding a single input-agnostic perturbation is more challenging than finding one perturbation per image, a higher amount of distortion is required for a successful attack using UAPs as compared to the ATN based attacks. This is indicated by less successful attack metrics (higher V-AUC) from UAPs in Figure 5. However, it is important to note that UAPs pose a significant threat to face recognition models since they can be easily shared amongst attackers and are simpler to implement as compared to ATNs.

---

Fig. 5. Comparison of PGD and ATN based attacks. (a) compares white-box attacks on the single RN-SF-1 model. (b) compares transfer attacks optimized on the six RN-SF-6 models and evaluated on two different models.

Fig. 6. Sample adversarial images generated at $\epsilon = 0.03$ and their benign counterparts. Photo credit: Georges Biard, Christopher Michel, honeyfitz

---
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Table 3. Average Wall-Clock time in seconds required for generating a single adversarial image on GPU and CPU platforms using different attacks. Time for RN-SF-1 process indicates the forward pass computation time for a single ResNet Face Recognition model.

| Process | GPU   | CPU   |
|---------|-------|-------|
| RN-SF-1 | 2.93e-2 | 1.02e-1 |
| ATN     | 2.83e-3 | 5.67e-2 |
| UAP     | 1.89e-4 | 5.39e-3 |
| PGD     | 3.73   | 365.2 |

5.4 Attacking Public APIs

We demonstrate the effectiveness of our attacks against commercial face recognition systems. These systems are black-box, proprietary, and are abstracted away through a web-based API. We evaluate our perturbations against the Amazon (AWS) Rekognition and Microsoft Azure Face services.

**Face Verification:** In this setting, we target the `CompareFaces` API in AWS and the `verify_face_to_face` API in the Azure Face client. We prepare a total of 1000 image pairs (500 positive and 500 negative) and report the verification metrics in Table 4.

**Face Identification:** We target the `SearchFaces` API in AWS Rekognition. The API accepts a gallery of $N$ faces $x_1, x_2, x_3, ..., x_N$ and a query image $x_q$, and returns similar faces to the query image from those in the gallery, ranked in order of similarity to the query image. We generate a gallery of 500 benign faces each with unique identities and 500 adversarial samples by adversarially perturbing alternate images of the same identities as those in the gallery, resulting in a total of 500 trials. We report the Rank-1 accuracy of this experiment in Table 4.

Table 4. ATN attack results at $\epsilon = 0.03$ against AWS and Azure face recognition APIs. The ATN was trained jointly on RN-SF-6 and IN-SF-4. Recall(%) indicates the verification accuracy on only the positive pairs in the evaluation set. For verification, we use the default match threshold 0.5 for both AWS and Azure.

| Input type | V-Acc. (%) | Recall (%) | Rank-1 Acc. (%) |
|------------|------------|------------|-----------------|
| Clean images | 95.5       | 91.0       | 91.0            | 83.0 | 82.0 | 16.4 |
| Ensemble ATN | 64.7       | 50.1       | 30.2            | 2.1  |     |     |

6 Conclusion

We develop real-time attacks using ATNs for fooling face recognition systems. Using our ResU-Net ATN model, we bridge the performance gap between ATN and gradient-based PGD attacks while being several orders of magnitude faster than PGD attacks. We demonstrate that adversarial examples generated using ATNs can effectively bypass face recognition systems in both white-box and black-box transfer attack settings. Adversarial examples generated from our framework can bypass commercial face recognition APIs in a complete black-box setting and reduce face identification accuracy from 82% to 16.4%.
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