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Abstract—This paper is concerned with the sequential covariance intersection (CI) fusion problem that the fusion result is independent of fusion structure including the fusion order and the number of estimates fused in each sequential fusion. An enhanced sequential CI fusion is first developed to better meet the practical requirements as compared with the existing batch and sequential CI fusion. Meanwhile, it is proved that the enhanced sequential CI fusion ensures the fusion estimate and covariance are unbiased and consistent. Notice that the fusion structure of the enhanced sequential CI fusion is unpredictable in practice, which may have negative impacts on the fusion performance. To this end, a weighting fusion criterion with analytical form is further proposed, and can be depicted by different formulas when choosing different performance indexes. For this criterion, it is proved that the fusion results are not affected by the fusion structure, and thus the fusion performance can be guaranteed. Finally, simulation examples are utilized to demonstrate the effectiveness and advantages of the proposed methods.

Index Terms—Fusion Estimation; Covariance Intersection Fusion; Sequential Processing.

I. INTRODUCTION

In distributed fusion estimation, the sensors first filter their own raw measurements to produce local estimates, and then transmit them to the fusion node (FN) for subsequent processing. Due to its flexible structure and good robustness, distributed fusion estimation has received a great deal of attention in the fields of localization [1], medicine [2] and lithium-ion battery [3]. Furthermore, distributed fusion can be divided into two types depending on the data fusion process: batch fusion and sequential fusion. Under the batch fusion as shown in Fig. 1(a), the FN receives the local estimates are predictable. Under this case, the computational burden is concentrated at the moment when the last local estimate is received, and thus computational delay may be induced. In contrast, under the sequential fusion as shown in Fig. 1(b), the FN receives the local estimates and fuses the local estimates in parallel. In this case, the computational resources are utilized more efficiently and the computational delay can be reduced. Particularly, the optimal batch and sequential fusion algorithms in the sense of minimum mean square error (MMSE) have been presented in [4], [5] respectively, and it was shown in [4] that the sequential and batch MMSE fusion algorithms have the same accuracy. However, implementing both the batch and sequential MMSE fusion algorithms requires knowledge of the correlations (i.e., cross-covariances) among local estimates, which are difficult to be obtained in practice. Therefore, it is more practical to study distributed fusion estimation with unknown correlations.

At present, the most popular method is covariance intersection (CI) fusion when the correlations are unknown. The key advantage of CI fusion is that, it can provide a conservative covariance which overestimates the true covariance of the fusion estimate without knowing correlations [9]. However, most of the existing works focus on the batch CI (BCI) fusion [10–19], while only few works aim to studying the sequential CI (SCI) fusion [20–23]. By embedding the classical BCI fusion algorithm [13] into the sequential fusion framework, a series SCI fusion algorithms were proposed in [20–23]. Notice that, due to the differences in deployment and computation speed of different sensor nodes, the moments that the FN receives the local estimates are unpredictable. Under this case, the fusion accuracy of the algorithms in [20–22] cannot be guaranteed and may deteriorate. Moreover, in the popular consensus scheme, all nodes are required to have the same state [17]. This is where it becomes very necessary to eliminate the effect of fusion order on fusion results. For this reason, a sequential fast CI (SFCI) fusion algorithm that is insensitive to the fusion order was proposed in [23] by modifying the weights. However, to achieve this purpose, it assigns larger weights to those local estimates with little reliability, which is clearly not reasonable. Furthermore, when utilizing the SCI fusion algorithms in [20–23], the FN has to perform a fusion for each local estimate received. In fact, during the actual communication, the FN may receive multiple packets in a flash, in which case the above SCI fusion algorithms may no longer meet the requirements.

Motivated by the above analysis, this paper aims to investigate the CI fusion under sequential fusion framework such that fusion results are not affected by the fusion structure including the fusion order and the number of estimates fused in each sequential fusion. The main contributions of this paper are summarized as follows:

- An enhanced SCI (ESCI) fusion is developed to be more universal than the existing BCI and SCI fusion, and it is proved that the proposed ESCI fusion has the unbiasedness and consistency.
- A weighting fusion criterion with analytical form is designed such that the fusion result is independent of the fusion structure. Moreover, this criterion satisfies the principle of importance allocation and allows different im-
portance indicators to be selected for satisfying different requirements.

Finally, three simulation examples are used to show the advantages of the proposed methods.

Notations: $\mathbb{R}^r$ and $\mathbb{R}^{r \times s}$ denote the $r$-dimensional and $r \times s$ dimensional Euclidean spaces, respectively. $E(\cdot)$ denotes mathematical expectation. $\text{diag}(\cdot)$ stands for block diagonal matrix. $O$ is zero matrix. $I$ stands for identity matrix. $\text{Tr}(\cdot)$ and $\text{Det}(\cdot)$ represent the trace and determinant of matrix, respectively. $A > B$ and $A \geq B$ imply that $A - B$ is a semi-positive definite and positive definite matrix respectively.

II. Problem Formulation

Consider the scenario that a quantity $x \in \mathbb{R}^d$ is estimated by multiple sensor nodes. Each sensor node can produce a local estimate and a local covariance. Suppose $n$ available local estimate pairs (EPs) $\{x_j, P_j\}$, $j = 1, 2, \ldots, n$ are to be fused at a FN, where $x_j \in \mathbb{R}^d$ and $P_j \in \mathbb{R}^d \times d$ denote the $j$th local estimate and covariance, respectively.

The data fusion process of BCI fusion is plotted in Fig. 2(a). In this case, the FN fuses local EPs together after receiving all of them. Particularly, the mathematical expression for the BCI fusion is

$$\begin{align*}
\{x^b, P^b\} &= \left\{ \sum_{j=1}^{n} w_j^b P_j^{-1} x_j, \sum_{j=1}^{n} w_j^b P_j^{-1} \right\},
\end{align*}$$

(1)

where $\{x^b, P^b\}$ is the fusion EP of BCI fusion and the weights satisfy $\sum_{j=1}^{n} w_j^b = 1$, $0 \leq w_j^b \leq 1$. However, the BCI fusion tends to waste computational resources and induce computational delay, which needs to be avoided.

Let the FN receive the local EPs in the order $\{x_{r_1}, P_{r_1}\}, \{x_{r_2}, P_{r_2}\}, \ldots, \{x_{r_n}, P_{r_n}\}$, and then the data fusion process of SCI fusion is shown in Fig. 2(b). As can be seen from Fig. 2(b), the FN performs a fusion for each local EP it receives. In this case, the computational resources are utilized more efficiently and computational delay can be reduced. Moreover, the SCI fusion can be formulated as

$$\begin{align*}
\{x^s, P^s\} &= \left\{ w_i^s P_i^{-1} (P_{i-1})^{-1} x^s_{i-1} + w_i^s P_i^{-1} x_{r_i}, \right. \\
&= \left. (w_i^s P_i^{-1})^{-1} + w_i^s P_i^{-1} (P_{i-1})^{-1} \right\},
\end{align*}$$

(2)

where $\{x^s, P^s\}$ is the fusion EP when the $i$th SCI fusion is performed. The weights satisfy $w_i^s + w_i^s = 1$, $0 \leq w_i^s \leq 1$ and $0 \leq w_i^s \leq 1$. Meanwhile, $w_i^s \triangleq 0$, $x^s_0 \triangleq 0$ and $(P^s_0)^{-1} \triangleq O$.

From the above analysis we can see that the BCI fusion (1) and the SCI fusion (2) are extreme. Specifically, (1) fuses all $n$ local EPs at once and (2) allows only one local EP to be fused at a time. In fact, it is possible for the FN to receive multiple local EPs in a flash. Under this case, the BCI and SCI fusion is no longer applicable. Therefore, an enhanced SCI (ESCI) fusion is developed in this paper, and its data fusion process is shown in Fig 2(c). Suppose ESCI fusion are performed $t$ times to fuse the $n$ local EPs, and then the mathematical expression for the ESCI fusion can be written as

$$\begin{align*}
x^e_t &= w^e_t P^{-1} (P_{t-1})^{-1} x^e_{t-1} \\
+ \sum_{j=b_{i-1}+1}^{b_i} w^e_{j} P^{-1} P_{j-1} x_{r_j},
\end{align*}$$

(3)

$$\begin{align*}
P^e_{t} &= \left\{ \sum_{j=b_{i-1}+1}^{b_i} w^e_{j} P^{-1} P_{j-1}^{-1}, \right.
\end{align*}$$

(3)

where $\{x^e_t, P^e_t\}$ is the fusion EP when $i$th ESCI fusion is performed. $b_i \triangleq \sum_{j=1}^{i} a_j$, where $a_i$ is the number of local EPs fused in the $i$th ESCI fusion. Moreover, $b_0 \triangleq 0$, $w^e_0 \triangleq 0$, $x_{r_0} \triangleq O$, $P^{-1}_{e,0} \triangleq O$ and the weights $w^e_t$ and $w^e_{t,i}$ should satisfy

$$\begin{align*}
0 \leq w^e_t \leq 1, 0 \leq w^e_{t,i} \leq 1,
\end{align*}$$

(4)

Before proceeding further, define the series $r \triangleq \{r_1, r_2, \ldots, r_n\}$ and $a \triangleq \{a_1, a_2, \ldots, a_t\}$. Here, $r$ is used to represent the order that the FN receives the local EPs, $a$ is used to denote the number of local EPs fused in each ESCI fusion, and $r$ and $a$ are referred to as fusion structure. Obviously, when $a = \{n\}$ and $a = \{1, 1, \ldots, 1\}$, the proposed ESCI fusion framework (3) will degenerate to the BCI fusion (1) and SCI fusion (2), respectively. This fact means that the ESCI fusion is more universal than the BCI and SCI fusion, and thus it can better meet the practical requirements. Moreover, notice that the unbiasedness and consistency are the most important properties possessed by the BCI and SCI fusion. In this case, it is necessary to prove the developed ESCI fusion also has the unbiasedness and consistency.

On the other hand, the moments of FN receives the local EPs are unpredictable in practice. As a result, the fusion order of local EPs (i.e., $r$) and the number of local EPs fused in each ESCI fusion (i.e., $a$) are unpredictable as well. Then, if $\{x^e_t, P^e_t\}$ varies with $r$ and $a$, the fusion performance is necessarily not guaranteed and even deteriorates. Therefore, it is desired that $\{x^e_t, P^e_t\}$ is not affected by $r$ and $a$.

Based on the above analysis, the problems to be solved in this paper are summarized as:
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(a) Then data fusion process of the BCI fusion; (b) The data fusion process of the SCI fusion; (c) The data fusion process of the ESCI fusion.
• Prove the developed ESCI fusion (3) has the unbiasedness and consistency.
• Design \(w_i^e\) and \(w_{i,j}^e\) such that \(\{x_i^e, P_i^e\}\) is independent of \(r\) and \(a\).

**Remark 1:** An example is provided to explain the fusion structure. Assume 4 local EPs are available in a FN. When \(r = \{1, 2, 3, 4\}\) and \(a = \{3, 1\}\), the fusion structure is shown in Fig. 3(a) and the fusion EP is denoted as \(\{x(1), P(1)\}\). When \(r = \{4, 2, 1, 3\}\) and \(a = \{2, 2\}\), the fusion structure is shown in Fig. 3(b) and the fusion EP is represented as \(\{x(2), P(2)\}\).

Moreover, when \(r\) and \(a\) take other values, there will also be \(\{x(i), P(i)\}\), \(i = 3, 4, \cdots\). Since the fusion structure is unpredictable, we cannot determine in advance which fusion EP of the FN will be. In this case, it is desired that the final fusion EP should be independent of \(r\) and \(a\), i.e., let \(x(i) = x(j)\) and \(P(i) = P(j)\) \((\forall i, j \in \{1, 2, \cdots\})\) for different \(r\) and \(a\).

**III. MAIN RESULTS**

**Theorem 1:** The ESCI fusion (3) can provide the unbiased and consistent fusion EP, i.e., \(\{x_i^e, P_i^e\}\) satisfies the following properties:

1. When the local estimates satisfy \(E[x_i] = E[x]\), \(i = 1, 2, \cdots, n\), then the fusion estimate will also satisfy \(E[x_i^e] = E[x]\).
2. When the local covariances satisfy \(P_i \geq E[(x_i - x)(x_i - x)^T]\), \(i = 1, 2, \cdots, n\), then the fusion covariance will also satisfy \(P_i^e \geq E[(x_i^e - x)(x_i^e - x)^T]\).

**Proof:** It is clear that the ESCI fusion (3) reduces to BCI fusion (1) when \(a = \{n\}\), in which case (2) is consistent and unbiased [10]. Thus, only the case of \(a \neq \{n\}\) will be discussed later. Firstly, it follows from (3) that

\[
(P_i^e)^{-1} x_i^e = w_i^e (P_i^e)^{-1} x_i^e + \sum_{j=b_{i-1}+1}^{b_i} w_{i,j}^e P_{r,j}^{-1} x_{r,j}
\]

Then, by substituting (5) into (3), \(x_i^e\) is recursively reduced to

\[
x_i^e = \sum_{k=2}^{t} \prod_{i=k}^{t} w_i^e \sum_{j=b_{k-1}+1}^{b_k} w_{k-1,j}^e P_{r,j}^{-1} x_{r,j}
\]

\[
+ \sum_{j=b_{t-1}+1}^{b_t} w_{t,j}^e P_{r,t}^{-1} x_{r,t}
\]

Similarly, \(P_i^e\) can also be recursively simplified as

\[
P_i^e = \left( \sum_{k=2}^{t} \prod_{i=k}^{t} w_i^e \sum_{j=b_{k-1}+1}^{b_k} w_{k-1,j}^e P_{r,j}^{-1} \right) + \sum_{j=b_{t-1}+1}^{b_t} w_{t,j}^e P_{r,t}^{-1}.
\]

Let us define

\[
\begin{align*}
    u_j & \triangleq \prod_{i=1}^{j} w_i^e w_i^j, \quad j = b_0 + 1, \cdots, b_1, \\
    u_j & \triangleq \prod_{i=3}^{j} w_i^e w_i^2, \quad j = b_1 + 1, \cdots, b_2, \\
    & \vdots \\
    u_j & \triangleq \prod_{i=t}^{j} w_i^e w_i^{t-1}, \quad j = b_{t-1} + 1, \cdots, b_t,
\end{align*}
\]

and then (6) and (7) are rewritten as

\[
x_i^e = \sum_{i=1}^{n} u_i^e P_i^e P_i^{-1} x_{r,i},
\]

\[
P_i^e = \left( \sum_{i=1}^{n} u_i^e P_i^{-1} \right)^{-1}.
\]

When \(E[x_i] = E[x]\), it follows from (9) and (10) that

\[
E[x_i^e] = \sum_{i=1}^{n} u_i^e P_i^e P_i^{-1} E[x_{r,i}]
\]

\[
= P_i^e \left( \sum_{i=1}^{n} u_i^e P_i^{-1} \right) E[x] = E[x].
\]

Thus, the property (T.1) in Theorem 1 holds.

On the other hand, it is seen from (9) and (10) that the simplified \(P_i^e\) has a similar form to \(P_i^b\). At this point, it only needs to show that \(\sum_{i=1}^{n} u_i^e = 1\) and \(0 \leq u_i^e \leq 1\) for property (T.2) to hold. Therefore, substituting (4) into (8) yields

\[
\begin{align*}
    \sum_{j=b_{0}+1}^{b_1} u_j & = \prod_{i=2}^{t} w_i^e \sum_{j=b_{0}+1}^{b_1} w_{i,j}^e, \\
    \sum_{j=b_{1}+1}^{b_2} u_j & = \prod_{i=3}^{t} w_i^e \sum_{j=b_{1}+1}^{b_2} w_{i,j}^e, \\
    & \vdots \\
    \sum_{j=b_{t-1}+1}^{b_t} u_j & = \prod_{i=t}^{t} w_i^e \sum_{j=b_{t-1}+1}^{b_t} w_{i,j}^e = 1 - w_t^e.
\end{align*}
\]

Then, summing over \(u_i\) according to (12), one has

\[
\sum_{j=1}^{n} u_j = (1 - w_t^e) + (w_t^e w_{t-1}^e - w_{t-1}^e w_{t-1}^e) + \cdots + \left( \prod_{i=3}^{t} w_i^e - \prod_{i=2}^{t} w_i^e \right) + \prod_{i=2}^{t} w_i^e = 1.
\]

Moreover, from (4) and (8) one can easily obtain \(0 \leq u_i^e \leq 1\). Under this case, it follows from the section 2 of [10] that the property (T.2) in Theorem 1 holds. This completes the proof. \(\square\)
Moreover, although the fusion order \( P_i \) is independent of \( r \) and \( a \), here, \( f(\{x_i, P_i\}) \) is a function whose input is an EP and output is a positive scalar.

**Proof:** When \( \omega_{r}^i \) and \( \omega_{r,i}^i \) satisfy (14), it is obvious that the normalization condition in (4) holds.

By substituting (14) into (8), one has

\[
\omega_{r}^i = \frac{f(\{x_r, P_r\})}{\sum_{j=1}^{n} f(\{x_r, P_j\})},
\]

(15)

Moreover, although the fusion order \( r \) is arbitrary, the available local estimates are constant, which means that \( \{r_i|i=1, 2, \ldots, n\} = \{i|i=1, 2, \ldots, n\} \). In this case, it follows from (15) that (9) and (10) are reduced to

\[
x_r^i = \sum_{i=1}^{n} \frac{f(\{x_r, P_i\})}{\sum_{j=1}^{n} f(\{x_j, P_j\})} P_i^{r-1} x_r,
\]

(16)

\[
P_r^i = \sum_{i=1}^{n} \frac{f(\{x_r, P_i\})}{\sum_{j=1}^{n} f(\{x_j, P_j\})} P_i^{r-1}.
\]

(17)

Obviously, the final expressions (16) and (17) do not contain \( r \) and \( a \), and hence \( \{x_r^i, P_r^i\} \) is independent of them. The proof is completed.

According to Theorem 2, \( \{x_r^i, P_r^i\} \) is equal to (16) and (17) regardless of \( r \) and \( a \) when \( \omega_{r}^i \) and \( \omega_{r,i}^i \) \((j = b_{i-1} + 1, \ldots, b_i, i = 1, 2, \ldots, t)\) are calculated by (14). In this case, it is sufficient to only discuss (16) and (17) in what follows. From (16) and (17), \( \{x_r^i, P_r^i\} \) is only relevant to \( \{x_i, P_i\} \) and \( f(\cdot) \). Therefore, it is essential to choose a reasonable \( f(\cdot) \). Then, an intuitive idea is to adopt the principle of importance assignment (i.e., assigning greater weight to \( \{x_i, P_i\} \) that have a high degree of importance). Notice that, the weights in (16) and (17) satisfy

\[
f(\{x_i, P_i\}) \geq f(\{x_k, P_k\})
\]

\[
\sum_{j=1}^{n} f(\{x_j, P_j\}) \geq f(\{x_k, P_k\}).
\]

This fact inspires us to choose \( f(\{x_i, P_i\}) \) as an indicator to measure the degree of importance of \( \{x_i, P_i\} \). It is well known that the smaller the trace or determinant of the covariance, the more accurate the data tend to be. Therefore, it is advocated that \( f(\{x_i, P_i\}) \) can be chosen as \( \frac{1}{\text{Tr}(P_i)} \) or \( \frac{1}{\text{Det}(P_i)} \). Moreover, the inverse of the covariance matrix is known as the information matrix, and larger trace or determinant of the information matrix, the more reliable the data tend to be. Therefore, \( f(\{x_i, P_i\}) \) is also suggested to be chosen as \( \frac{1}{\text{Tr}(P_i)}^{-1} \) or \( \frac{1}{\text{Det}(P_i)}^{-1} \). Furthermore, apart from \( \frac{1}{\text{Tr}(P_i)} \) and \( \frac{1}{\text{Det}(P_i)} \), \( f(\{x_i, P_i\}) \) can also be chosen to be other forms depending on the practical situations, as long as it reflects the degree of importance of \( \{x_i, P_i\} \). For example, choose \( f(\{x_i, P_i\}) = \frac{1}{\text{Tr}(DP_i)} \), where \( D \) is a diagonal matrix. When part of the components of \( x \) are of primary interest, larger values can be assigned to the corresponding diagonal terms of \( D \).

Based on the above analysis, we can summarize an ESCI fusion algorithm and the specific implementation steps are shown in Algorithm 1.

**Algorithm 1** ESCI fusion algorithm

1: \( i = 0, t = 0, b_0 \neq 0, W_0 \neq 0, x_0^\infty \neq O, (P_0^\infty)^{-1} \neq O; \)
2: while new local EP is received do
3: \( i \leftarrow i + 1; \)
4: Record the latest received EP as \( \{x_i, P_i\}; \)
5: if Event \( A \) is true then
6: \( t \leftarrow t + 1, b_i = i; \)
7: \( W_t = W_{t-1} + \sum_{j=b_{i-1}}^{b_i} w_j, \) where \( w_j = f(\{x_j, P_j\}); \)
8: \( P_t^\infty = P_{t-1}^\infty + \sum_{j=b_{i-1}}^{b_i} w_j P_j^{-1}; \)
9: end if
10: end while
11: Output \( \{x_r^i, P_r^i\}. \)

**Remark 2:** When \( A \) is set to “all local EPs have been received”, the data fusion process of Algorithm 1 is the same as (1). When \( A \) always holds, the data fusion process of Algorithm 1 is the same as (2). Furthermore, in practice the FN may receive multiple EPs in a flash. In this case, an alternative is to set \( A \) as a time-related event, i.e., the FN divided the period \( \Delta t \) into \( m \) equal intervals, and fusion will be carried out once every \( \Delta t/m \) passes, as shown in Fig. 3. This is equivalent to set \( A \) as \( "i/(\Delta t/m) = 0", \) where \( t \) represents the current time.

![Fig. 4. The time shaft corresponding to Algorithm 1 when \( A \) is a time-related event.](image)

**Remark 3:** To eliminate the effect of the fusion order \( r \) on (2), a SFCI fusion algorithm was proposed in [23]. Although this algorithm is independent of \( r \), it measured the degree of importance of \( \{x_i, P_i\} \) by \( \frac{1}{\text{Tr}(P_i)} \). In this case, greater weights are assigned to those EPs with higher unreliability, which is clearly not reasonable. Notice that (2) is a special case of (3), and thus the proposed ESCI fusion algorithm can also be applied in (2) to solve the problem in [23]. Furthermore, due to the more reasonable importance indicator being chosen, the
ESCI fusion algorithm tends to be superior to the SFCI fusion algorithm in terms of performance, which has been shown by the simulations in Examples 2-3.

**Remark 4:** The algorithms in [20–22] do not work in the ESCI fusion framework (3) in this paper, and therefore cannot be compared with Algorithm 1. However, note that [20–22] both adopted the same scheme, i.e., the classic BCI (BCCI) fusion algorithm was directly used in the SCI fusion framework (2). Similarly, we can also use the CCCI fusion algorithm directly in (3), which is referred to as the CSCI fusion algorithm based on [20–22]. In this case, Algorithm 1 can be compared with the CSCI fusion algorithm based on [20–22] to show the advantages of the ESCI fusion algorithm.

### IV. Simulation Results

**A. Numerical example**

In this subsection, a intuitive numerical example is employed to show the influence of the fusion structure on different methods. Suppose that the following 4 local EPs are available:

\[
\{x_1, P_1\} = \{(0, -0.1), (2, 0.1; 0.1, 1.5)\}

\{x_2, P_2\} = \{(-0.2, 0.3), (3, 0.7; 0.7, 2)\}

\{x_3, P_3\} = \{(-0.5, -0.35), (1.5, 0.5; 0.5, 3.2)\}

\{x_4, P_4\} = \{(0.3, -0.15), (3.2, 2; 2, 3)\}.

Then, 10 different fusion structures are considered:

**Structure 1:** \(a = \{4\}\), i.e., ESCI fusion (3) is the same as the BCI fusion (1).

**Structure 2-10:** Other fusion structures that different from structure 1.

The fusion results for the CSCI (see Remark 4) and the ESCI fusion algorithms are shown geometrically in Fig. 5 and Fig. 6, where the trajectory \(X\) of the fusion ellipse is

\[
\{X | (X - x_{fusion})^T P_{fusion}^{-1} (X - x_{fusion}) = 1\},
\]

where \(x_{fusion}, P_{fusion}\) denotes the fusion EP. In particular, the “fmincon” function in MATLAB is utilized to solve for the weights in CSCI fusion algorithm. From Fig. 5, it can be seen that the CSCI fusion algorithm based on [20–22] is sensitive to the fusion structure. In contrast, it is known from Figs. 6 that, when different \(f(\cdot)\) are chosen, the fusion ellipses of ESCI fusion algorithms do not vary with the fusion structure. This demonstrates that the proposed ESCI fusion algorithm is independent of the fusion structure, which is as expected for the proposed fusion methods.

**B. Target Tracking System**

In this subsection, a more practical example is given to demonstrate the advantages of the ESCI fusion algorithm proposed in this paper. Consider a target tracking system with the following state-space model:

\[
\begin{align*}
x_k &= \begin{bmatrix} 1 & \Delta t & 0 & 0 \\ 0 & \Delta t & 0 & 0 \\ 0 & 0 & 1 & \Delta t \\ 0 & 0 & 0 & \Delta t \end{bmatrix} x_{k-1} + \begin{bmatrix} \Delta t^2 & 0 \\ \Delta t & 0 \\ 0 & \Delta t^2 \\ 0 & \Delta t \end{bmatrix} \omega_{k-1} \\
z_i &= \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} x_k + v_i^k, \quad i = 1, 2, \cdots, 10
\end{align*}
\]

where \(x_k = [s_{x,k}, v_{x,k}, s_{y,k}, v_{y,k}]^T\). \(s_{x,k}\) and \(s_{y,k}\) respectively represent the coordinates of the target in the \(x\) and \(y\) directions. \(v_{x,k}\) and \(v_{y,k}\) represent the velocities of the target in the \(x\) and \(y\) directions, respectively. \(\omega_k \in \mathbb{R}^2\) and \(v_i^k \in \mathbb{R}^2\) are uncorrelated Gaussian white noise with covariance \(Q_k\) and \(R_k\), respectively. In this example, 10 sensors are used to sense the target and the Kalman filter [24] is embedded in each sensor to generate local EP. The simulation parameters are set as:

\[
\begin{align*}
x_0 &= [100 \ m / s \ 100 \ m / s \ 5 \ m / s], \quad \Delta t = 0.2 \ s \\
Q_k &= 4 \times \text{diag}(1 \ m^2, 1 \ m^2), \\
R_{k}^i &= 1 \times \text{diag}(1 \ m^2, 1 \ m^2), \quad i = 1, 2, 3, \\
R_k^i &= 4 \times \text{diag}(1 \ m^2, 1 \ m^2), \quad i = 4, 5, 6, \\
R_k^i &= 9 \times \text{diag}(1 \ m^2, 1 \ m^2), \quad i = 7, 8, 9, 10.
\end{align*}
\]

Suppose there exists a fusion center to receive and fuse the local EPs. Meanwhile, the fusion center divides each period \(\Delta t\) into 10 equal intervals (see Remark 2). Moreover, the “rand” function in MATLAB is utilized to model the unpredictability of the moments in which fusion center receives the local EPs. Then, by implementing Algorithm 1 with different \(f(\cdot)\), the estimated target trajectories and actual target trajectory are drawn in Fig. 7. From this figure, it is observed that the proposed ESCI fusion algorithm can track the target well.

To compare the ESCI fusion algorithm proposed in this paper with the methods in [20-23], root mean square error
(RMSE) is used as an indicator and 500 Monte Carlo simulations are performed to approximate the ideal RMSE. Meanwhile, the CBCI fusion algorithm in [13] which can minimize the trace of $P^b$ in (1) is also considered here as a benchmark. Then, Fig. 8 shows the position RMSEs of CBCI, CSCI and ESCI fusion algorithms with different $f(\cdot)$. From Fig. 8 we see that the ESCI fusion algorithm with $f = \text{Tr}((P_i)^{-1})$ has the lowest accuracy, which implies that treating $\text{Tr}((P_i)^{-1})$ as a importance indicator in [23] leads to poor fusion performance. This is in line with the analysis in Remark 3. Moreover, it can be known from Fig. 8 that the accuracy of CSCI fusion algorithm based on [20–22] is lower than that of CBCI fusion algorithm. This illustrates that using the CBCI fusion algorithm directly in the ESCI fusion framework is an unsatisfactory scheme (see Remark 4). Meanwhile, when $f = \text{Tr}(P_i^f)$, $f = \text{Tr}(P_i^{-1})$, and $f = \text{Tr}((P_i)^{-1})$, though the accuracy of ESCI fusion algorithms is slightly lower than that of CBCI fusion algorithm in [13], it is much higher than that of CSCI fusion algorithm based on [20–22].

On the other hand, although CBCI fusion algorithm has the highest accuracy, its computational costs are very large and concentrated in a instant within each period, as shown in Fig. 9. Under this case, the CBCI fusion algorithm in [13] tends to induce severe computational delay. Moreover, although the computational costs of CSCI fusion algorithm based on [20–22] spread over the entire period, it also requires an optimization algorithm to solve for the weights, which makes it computationally intensive as well. Furthermore, it is clear from Fig. 9 that the computational costs of the proposed ESCI fusion algorithm are small and spread over the entire time shaft, and thus the proposed ESCI fusion algorithm is more efficient.

C. Mobile Robot Localization

In this subsection, the performance of the ESCI fusion algorithm in nonlinear system is further demonstrated by a common two-wheel differential robot motion model [25]:

$$
x_{k+1} = \begin{bmatrix}
s_{x,k} + u_{v,k}\cos(\theta_k)\Delta t \\
s_{y,k} + u_{v,k}\sin(\theta_k)\Delta t \\
\theta_k + u_{\theta,k}\Delta t
\end{bmatrix} + \omega_k,
$$

where the state $x_k = [s_{x,k}, s_{y,k}, \theta_k]$, $\theta_k$ is the heading angle, $u_{v,k}$ and $u_{\theta,k}$ are the control inputs, $\omega_k$ is Gaussian white noise with covariance $Q_k$. Four sensors equipped with the cubature Kalman filter (CKF) [26] are used to locate the robot, and the measurement equations are

$$
z_{k+1}^i = \sqrt{\left(s_{x,k+1} - l_{x}^i\right)^2 + \left(s_{y,k+1} - l_{y}^i\right)^2} + v_{k+1}^i,
$$

where $(l_{x}^i, l_{y}^i)$ represents the coordinate of the $i$th sensor in the $x$-$y$ plane, $v_{k+1}^i$ is measurement noise with covariance $R_k^i$. The simulation parameters are set as:

$$
\begin{align*}
x_0 &= [200cm\ 200cm\ 0], \quad \Delta t = 0.08s, \\
Q_k &= \Delta t^2 \times \text{diag}(1cm^2/s^2, 1cm^2/s^2, (1^\circ)^2/s^2), \\
R_k^i &= 0.1^2 \times \text{diag}(1cm^2, (1^\circ)^2), \quad i = 1, 2, \\
R_k^i &= 0.2^2 \times \text{diag}(1cm^2, (1^\circ)^2), \quad i = 3, 4.
\end{align*}
$$

By implementing Algorithm 1 with different $f(\cdot)$, the estimated target trajectories and actual target trajectory are drawn in Fig. 10. From this figure, we can see that the proposed ESCI fusion algorithm provides an accurate location for the robot.

Under 20 different fusion structures, the position RMSEs of the CSCI and ESCI fusion algorithms with different $f(\cdot)$ are plotted in Fig. 11. As can be seen from Fig. 11, the fusion structure has strong influences on the CSCI fusion algorithm based on [20–22]. In this case, the performance of CSCI fusion algorithm cannot be guaranteed in practice. On the contrary, it is seen from Fig. 11 that the position RMSEs of the ESCI fusion algorithms are invariant under different fusion structures. This indicates that the ESCI fusion algorithm is also independent of the fusion structure in the nonlinear system. Furthermore, it can be known from Fig. 11 that the accuracy
of ESCI with $f = \frac{1}{\text{Tr}(P_i)}$ is lower than that of ESCI with $f = \frac{1}{\text{Tr}(P_i)^{-1}}, f = \frac{1}{\text{Det}(P_i)}$. This is because the unreliable local EPs will be assigned greater weights when the degree of importance of local EPs is measured by $\frac{1}{\text{Tr}(P_i)^{-1}}$ as in [23].

![Figure 11](image-url)  
**Fig. 11.** Position RMSEs of CSCI and the proposed ESCI fusion algorithm with different $f(\cdot)$ under different fusion structures.

V. CONCLUSION

This paper proposed an ESCI fusion which possessed the unbiasedness and consistency. Particularly, both the existing BCI and SCI fusion were special cases of the ESCI fusion and therefore it had better prospects in practice. Notice that the fusion structure of ESCI fusion is unpredictable due to practical factors. To avoid unpredictable effects of the fusion structure on performance, a weighting criterion for the proposed ESCI fusion was further designed, which had two important properties: 1. It made the fusion results be independent of the fusion structure and thus can solve the above problem; 2. It obeyed the principle of importance assignment, and the importance indicator was not fixed but allowed to be chosen as different forms for meeting different practical requirements. Finally, three simulation examples were used to demonstrate the effectiveness and advantages of the proposed approach.
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