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Abstract

In this paper we derive results concerning the connected components and the diameter of random graphs with an arbitrary i.i.d. degree sequence. We study these properties primarily, but not exclusively, when the tail of the degree distribution is regularly varying with exponent $1 - \tau$. There are three distinct cases: (i) $\tau > 3$, where the degrees have finite variance, (ii) $\tau \in (2, 3)$, where the degrees have infinite variance, but finite mean, and (iii) $\tau \in (1, 2)$, where the degrees have infinite mean. These random graphs can serve as models for complex networks where degree power laws are observed.

Our results are twofold. First, we give a criterion when there exists a unique largest connected component of size proportional to the size of the graph, and study sizes of the other connected components. Secondly, we establish a phase transition for the diameter when $\tau \in (2, 3)$. Indeed, we show that for $\tau > 2$ and when nodes with degree 2 are present with positive probability, the diameter of the random graph is, with high probability, bounded below by a constant times the logarithm of the size of the graph. On the other hand, assuming that all degrees are at least 3 or more, we show that, for $\tau \in (2, 3)$, the diameter of the graph is with high probability bounded from above by a constant times the log log of the size of the graph.

1 Introduction

Random graph models for complex networks have received a tremendous amount of attention in the past decade. Measurements have shown that many real networks share two properties. The first fundamental network property is the fact that typical distances between nodes are small. This is called the ‘small world’ phenomenon (see [27]). For example, in the Internet, IP-packets cannot use more than a threshold of physical links, and if the distances in terms of the physical links would be large, e-mail service would simply break down. Thus, the graph of the Internet has evolved in such a way that typical distances are relatively small, even though the Internet is rather large. The second and maybe more surprising property of many networks is that the number of nodes with degree $k$ falls off as an inverse power of $k$. This is called a ‘power law degree sequence’, and resulting graphs often go under the name ‘scale-free graphs’, which refers to the fact that the asymptotics of the degree sequence is independent of the size of the graph (see [15]). We refer to [2, 24, 26] and the references therein for an introduction to complex networks and many examples where the above two properties hold.

The observation that many real networks have the above two properties has incited a burst of activity in network modeling using random graphs. These models can be divided into two distinct types: ‘static’ models, where we model a graph of a given size as a time snap of a real network,
and ‘dynamical’ models, where we model the growth of the network. Static models aim to describe real networks and their topology at a given time instant. Dynamical models aim to explain how the networks came to be as they are. Such explanations often focus on the growth of the network as a way to explain the power law degree sequences by means of ‘preferential attachment’ growth rules, where added nodes and edges are more likely to be attached to nodes that already have large degrees. See [5] for a popular account of preferential attachment.

The random graph where the degrees are i.i.d. is sometimes called the configuration model (see [24]). In this paper, we study properties of the connected components in the random graph with i.i.d. degrees, and prove results concerning the scaling of the largest and second largest connected components, as well as the diameter.

The remainder of this introduction is organized as follows. In Section 1.1 we start by introducing the configuration model, and in Section 1.2, we discuss the new results concerning component sizes and diameter of this graph. We describe related work and open questions in Section 1.3. We complete the introduction with the organization of the paper in Section 1.4.

1.1 The configuration model

Fix an integer $N$. Consider an i.i.d. sequence of random variables $D_1, D_2, \ldots, D_N$. We will construct an undirected graph with $N$ nodes where node $j$ has degree $D_j$. We will assume that $L_N = \sum_{j=1}^{N} D_j$ is even. If $L_N$ is odd, then we add a stub to the $N$th node, so that $D_N$ is increased by 1. This single change will make hardly any difference in what follows, and we will ignore this effect. We will later specify the distribution of $D_1$.

To construct the graph, we have $N$ separate nodes and incident to node $j$, we have $D_j$ stubs or half-edges. All stubs need to be connected to build the graph. The stubs are numbered in a given order from 1 to $L_N$. We start by connecting at random the first stub with one of the $L_N - 1$ remaining stubs. Once paired, two stubs form a single edge of the graph. Hence, a stub can be seen as the left or the right half of an edge. We continue the procedure of randomly choosing and pairing the stubs until all stubs are connected. Unfortunately, nodes having self-loops may occur. However, self-loops are scarce when $N \to \infty$, as shown in [7].

The above model is a variant of the configuration model, which, given a degree sequence, is the random graph with that given degree sequence. The degree sequence of a graph is the vector of which the $k$th coordinate equals the fraction of nodes with degree $k$. In our model, by the law of large numbers, the degree sequence is close to the distribution of the nodal degree $D$ of which $D_1, \ldots, D_N$ are i.i.d. copies.

The probability mass function and the distribution function of the nodal degree law are denoted by

$$P(D_1 = k) = f_k, \quad k = 1, 2, \ldots, \quad \text{and} \quad F(x) = \sum_{k=1}^{\lfloor x \rfloor} f_k,$$  \hspace{1cm} (1.1)

where $\lfloor x \rfloor$ is the largest integer smaller than or equal to $x$. We pay special attention to distributions of the form

$$1 - F(x) = x^{1-\tau} L(x),$$  \hspace{1cm} (1.2)

where $\tau > 1$ and $L$ is slowly varying at infinity. This means that the random variables $D_j$ obey a power law, and the factor $L$ is meant to generalize the model. For one of our main results (Theorem 1.2 below) we assume the following more specific conditions, splitting between the cases $\tau \in (1, 2), \tau \in (2, 3)$ and $\tau > 3$:

Assumption 1.1  \hspace{1cm} (i) For $\tau \in (1, 2)$, we assume (1.2).

(ii) For $\tau \in (2, 3)$, we assume that there exists $\gamma \in [0, 1)$ and $C > 0$ such that

$$x^{1-\tau-C(log x)^{\gamma-1}} \leq 1 - F(x) \leq x^{1-\tau+C(log x)^{\gamma-1}}, \quad \text{for large } x.$$  \hspace{1cm} (1.3)
For $\tau > 3$, we assume that there exists a constant $c > 0$ such that

\[ 1 - F(x) \leq cx^{1-\tau}, \quad \text{for all } x \geq 1, \quad (1.4) \]

and that $\nu > 1$, where $\nu$ is given by

\[ \nu = \frac{\mathbb{E}[D_1(D_1 - 1)]}{\mathbb{E}[D_1]}. \quad (1.5) \]

Distributions satisfying (1.4) include distributions which have a lighter tail than a power law, and (1.4) is only slightly stronger than assuming finite variance. The condition in (1.3) is slightly stronger than (1.2).

### 1.2 Connected components and diameter of the random graph

In this paper, we prove results concerning the sizes of the connected components in the random graph, and give bounds on the diameter.

For these results, we need some additional notation. For $\tau > 2$, we introduce a delayed branching process $\{Z_n\}_{n \geq 1}$, where in the first generation the offspring distribution is chosen according to (1.1) and in the second and further generations the offspring is chosen in accordance to $g$ given by

\[ g_k = \frac{(k + 1)f_{k+1}}{\mu}, \quad k = 0, 1, \ldots, \quad \text{where} \quad \mu = \mathbb{E}[D_1]. \quad (1.6) \]

In the statements below, we write $G$ for the random graph with degree distribution given by (1.1), and we denote for $\tau > 2$ the survival probability of the delayed branching process $\{Z_n\}$ described above by $q$. When $1 < \tau < 2$, for which $\mu = \mathbb{E}[D_1] = \infty$, we define $q = 1$. We define, for $\delta > 0$,

\[ \gamma^*_1 = \frac{1 + \delta}{\log \mu - \log 2} \quad (\tau > 2), \quad \gamma^*_2 = \frac{\tau - 1}{2 - \tau} (1 + \delta) \quad (\tau \in (1, 2)). \quad (1.7) \]

In the sequel we use the abbreviation \textit{whp} to denote that a statement holds with probability $1 - o(1)$ as $N \to \infty$.

\[ \textbf{Theorem 1.2 \ (The giant component)} \quad \text{Fix } \delta > 0. \quad \text{When Assumption (I.1) holds and } q \in (0, 1), \quad \text{then, \textit{whp}, the largest connected component in } G \text{ has } qN(1 + o(1)) \text{ nodes, and all other connected components have at most } \gamma^*_2 \text{ nodes when } \tau \in (1, 2), \quad \text{and at most } \gamma^*_1 \log N \text{ nodes when } \tau > 2 \text{ and } \mu > 2. \]

Theorem 1.2 is similar in spirit to the main results in [22, 23], where the connected components in the configuration model were studied for \textit{fixed} degrees, rather than i.i.d. degrees. In [22, 23], however, restrictions were posed on the maximal degree. Indeed, for the asymptotics of the largest connected component, it was assumed that the maximal degree is bounded by $N^{\frac{1}{\tau - 1 - \varepsilon}}$, for some $\varepsilon > 0$. Since, for i.i.d. degrees, the maximal degree is of the order $N^{\frac{1}{\tau - 1} + o(1)}$, where $\tau > 1$ is the degree exponent, this restricts to $\tau > 5$. Theorem 1.2 allows for any $\tau > 1$, at the expense of the assumption that $\mu > 2$ and the fact that the degrees are i.i.d. The latter restriction comes from the fact that, in the proofs, we make essential use of the results in [17, 19, 20]. However, a close inspection of the proofs in [17, 19, 20] shows that independence is not exactly needed. This is explained in more detail for the case that $\tau \in (2, 3)$ in [20]. The restriction $\mu > 2$ is somewhat unusual, and is not present in [22, 23]. However, for most real networks, this condition is satisfied (see e.g., [4, 24]).

In [19], a similar result as Theorem 1.2 was proved for the case when $\tau > 3$, using the results of [22, 23], without the assumption that $\mu > 2$. In this case, the main restriction is that $\nu > 1$. This result is proved by suitably adapting the graph by erasing some edges from the nodes with degree...
larger than $N^{\frac{1}{2} - \varepsilon}$. The result in [22, 23] can be restated as saying that the largest component is $qN(1 + o(1))$ when $\nu > 1$ and is $o(N)$ when $\nu < 1$. Our result applies in certain cases where the results of [22, 23] do not apply (such as the cases when $\tau \in (2, 3)$ and $\tau \in (1, 2)$), and our proof is relatively simple and yields rather explicit bounds.

The proof of Theorem 1.2 is organized as follows. In [19] and [20], respectively, it was shown that for $\tau > 2$ the probability that two nodes are connected is asymptotically equal to $q^2$, where $q$ arises as the survival probability of the branching process approximation of the shortest-path graph from a given node. For $\tau \in (1, 2)$ this branching process is not defined and we use the convention $q = 1$, because for $\tau \in (1, 2)$ it was shown in [17] that the probability that two arbitrary nodes are connected equals 1 with high probability. These results suggest that there exists a largest connected component of size roughly equal to $qN$. The proofs in [19, 20] rely on branching process comparisons of the number of nodes that can be reached within $k$ steps. The proof in [17] relies mainly on extreme value theory. The main ingredient in the proof of Theorem 1.2 is that we show that, when $\mu > 2$, any connected component is either very large, or bounded above by $\gamma_2^+ \log N$ when $\tau > 2$ (see Proposition 3.3 below). The proof of these facts again relies on branching process comparisons, using the detailed estimates obtained in [19, 20]. Since any two nodes are connected to each other with positive probability, there must be at least one such large connected component. The proof is completed by showing that this largest connected component of size proportional to the size of the graph is unique, and that its size is close to $qN$.

While Theorem 1.2 provides good upper bounds on the second largest component and detailed asymptotics on the largest component, it leaves a number of questions open. For example, how large is the second largest component, and, when $q = 1$, is the graph connected? We next investigate these questions.

The following theorem says that $\gamma_1^*$ and $\gamma_2^*$ defined in (1.7) provide quite sharp estimates for the size of the connected components that are not the largest in the random graph. Define for $f_1 > 0,$

$$\gamma_1^{**} = \frac{1 - \delta}{\log \mu - \log f_1} \quad (\tau > 2), \quad \gamma_2^{**} = \frac{\tau - 1}{2 - \tau}(1 - \delta) \quad (\tau \in (1, 2)).$$

Theorem 1.3 (Sizes of non-giant components) 

(i) Let $\tau \in (1, 2)$ and $f_1 > 0$. Then, for any $\delta > 0$ and $k \leq \gamma_2^{**}$, and such that $f_k > 0$, whp the random graph contains a connected component with $k + 1$ nodes.

(ii) Let $\tau > 2$ and $\mu > f_1 > 0$, and assume that

$$f_k = L_f(k)k^{-\tau}, \quad k \to \infty,$$

where $L_f(\cdot)$ is a slowly varying function. Then, for any $\delta > 0$, and $k = k_N \leq \gamma_1^{**} \log N$ and such that $f_k > 0$, whp the random graph contains a connected component with $k + 1$ nodes.

We present some further results in the more special case when $q = 1$. In this case, either $\mu = \infty$ or $D \geq 2$ a.s. Then, from Theorem 1.2 we have that there exists a unique connected component of size $N - o(N)$ and all other connected components are much smaller. For this case we investigate when the random graph is whp connected. Let $C_N$ denote the number of nodes in the complement of the largest connected component of the random graph.

Theorem 1.4 (Size of complement of giant component) 

(i) Let $\mathbb{P}(D \geq 2) = 1$ and $2 < \mu < \infty$. Then, there exists $a < 1$ and $b > 0$ such that for each $1 \leq k \leq N$, as $N \to \infty$,

$$\mathbb{P}(C_N \geq k) \leq ba^k.$$

(ii) If $\mathbb{P}(D \geq 3) = 1$, then

$$\lim_{N \to \infty} \mathbb{P}(C_N = 0) = 1.$$

Consequently, in the latter case, the random graph is connected whp.
(iii) The conclusion (1.11) also holds when $\mu = \infty$ and $\mathbb{P}(D \geq 2) = 1$ instead of $\mathbb{P}(D \geq 3) = 1$.

(iv) The conclusion (1.11) also holds when $L_N/N^2 \to \infty$ in probability without any further restrictions on the degree distribution.

Clearly, the restriction $\mathbb{P}(D \geq 2) = 1$ is necessary to obtain a connected graph, but it is not sufficient, as we will see below. Equation (1.10) establishes that the complement of the connected component has exponential tails. When $f_2 = \mathbb{P}(D = 2) > 0$, then it is not hard to see that the expected number of pairs of nodes with degree equal to two that are connected to each other, for $\mu < \infty$, is asymptotically equal to

$$\frac{(f_2 N)^2}{2} \frac{2}{(\mu N)^2} = \left( \frac{f_2}{\mu} \right)^2 > 0.$$  (1.12)

Indeed, $(N f_2)^2 / 2$ is roughly equal to the number of pairs of nodes with degree 2, and $2(L_N)^{-2}$ is roughly equal to the probability that the two stubs between these two nodes are connected to each other. The above mean is strictly positive, which suggests that the number of pairs of nodes with degree equal to two that are connected to each other is with strictly positive probability positive. We believe that the proof in [6, Section 2.4] can be followed to show that this number is close to a Poisson distribution with parameter $(f_2 / \mu)^2$. Similar computations can be performed for the number of cycles of length 3 or larger consisting of nodes with degree precisely equal to 2. Thus, for $f_2 > 0$, (1.10) seems the best possible result. We show in Theorem (i) that, when $f_1 + f_2 = 0$, the graph is connected whp. The same result holds (see Theorem (iii) and (iv)) when $f_1 = 0$ and $\mu = \infty$, or when $L_N/N^2 \to \infty$ in probability.

Finally, we give, in Theorem 1.5 and 1.6 below, bounds on the diameter of the graph, which we define as the largest distance between any two nodes that are connected:

Theorem 1.5 (Lower bound on diameter) For $\tau > 2$, assuming that $f_1 + f_2 > 0$ and $f_1 < 1$, there exists a positive constant $\alpha$ such that whp the diameter of $G$ is bounded below by $\alpha \log N$, as $N \to \infty$.

The result in Theorem 1.5 is most interesting in the case when $\tau \in (2, 3)$. Indeed, by [20, Theorem 1.2], the typical distance for $\tau \in (2, 3)$ is proportional to $\log \log N$, whereas we show here that the diameter is bounded below by a constant times $\log N$ when $f_1 + f_2 > 0$ and $f_1 < 1$. Therefore, we see that the average distance and the diameter are of different orders of magnitude, which is rather interesting. The pairs of nodes where the distance is of order $\log N$ are thus scarce. The proof of Theorem 1.5 reveals that these pairs are along long lines of vertices with degree 2 that are connected to each other.

We end with a theorem stating that when $\tau \in (2, 3)$, the above assumption that $f_1 + f_2 > 0$ is necessary and sufficient for $\log N$ lower bounds on the diameter. We assume that there exists a $\tau \in (2, 3)$ such that, for some $c > 0$ and all $x \geq 1$,

$$1 - F(x) \geq cx^{1-\tau}.$$  (1.13)

Observe that (1.13) is strictly weaker than (1.3). Then the main result is as follows:

Theorem 1.6 (Upper bound on diameter) Assume that $f_1 + f_2 = 0$ and that (1.13) holds. Then, there exists a positive constant $C_F$ such that whp the diameter of $G$ is bounded above by $C_F \log \log N$, as $N \to \infty$.

In the course of the proof of Theorem 1.6 we will establish an explicit expression for $C_F$ in terms of $F$.

We remark that Theorems 1.3–1.6 do not rely on Assumption 1.1, while Theorem 1.2 does. The reason for this is that the proof of Theorem 1.2 relies on the results proved in [17, 19, 20], while the proofs of Theorems 1.3–1.6 are completely self-contained.
1.3 Related results and open problems in static models

As mentioned in the introduction the results in this paper are partly based on a coupling between
the configuration model and branching processes, presented in two previous publications \[19\] and
\[20\]. For later reference, we will summarize the graph distance results obtained in these papers and
in \[17\], for the case \(\tau \in (1, 2)\).

The graph distance \(H_N\) between the nodes 1 and 2 is defined as the minimum number of edges
that form a path from 1 to 2. By convention, the distance equals \(\infty\) if 1 and 2 are not connected.
Observe that the distance between two randomly chosen nodes is equal in distribution to
\(H_N\), because the nodes are exchangeable. The main result in \[17\] is that for \(\tau \in (1, 2)\) and in the limit
for \(N\) tending to infinity, the distribution of the graph distance is concentrated on the points 2 and
3, i.e., when Assumption 1.1 holds, then,

\[
\lim_{N \to \infty} \mathbb{P}(H_N = 2) = 1 - \mathbb{P}(H_N = 3) = p, \quad (1.14)
\]

where \(p = p_F \in (0, 1)\). For \(\tau \in (2, 3)\) we showed in \[20\], that when Assumption 1.1 holds, the
fluctuations of \(H_N\) around

\[
2 \log \log N \left/ \log(\tau - 2) \right. \quad \text{(1.15)}
\]

are \(O_p(1)\) as \(N \to \infty\); and finally, we showed in \[19\] that the same result holds for \(\tau > 3\), with the
centering in (1.15) replaced by

\[
\log_p N. \quad \text{(1.16)}
\]

The model studied in this paper with \(\tau \in (2, 3)\) is also studied in \[25\], where it is proved that
\text{whp} the graph distance \(H_N\) is less than \(2 \log \log N \left/ \log(\tau - 2) \right. + 2\kappa(N)\), where

\[
\kappa(N) = \left[ \exp \left( \frac{2}{3 - \tau} \ell(N) \right) \right] \quad \text{with} \quad \lim_{N \to \infty} \frac{\ell(N)}{\log \log \log \log N} = \infty. \quad (1.17)
\]

At approximately the same moment the \(\log \log N\)-scaling result appeared in the physics literature
\[11\], where it was derived in a non-rigorous way. The distance results in \[19\] was generalized to a
much larger class of random graphs in \[16\].

There is substantial work on random graphs that are, although different from ours, still similar in
spirit. In \[1, 12, 13, 22, 23\], random graphs were considered with a degree sequence that is \textit{precisely}
equal to a power law, meaning that the number of nodes with degree \(k\) is precisely proportional to
\(k^{-\tau}\). A second related model can be found in \[8, 9\], where edges between nodes \(i\) and \(j\) are present
with probability equal to \(w_i w_j / \sum_l w_l\) for some ‘expected degree vector’ \(w = (w_1, \ldots, w_N)\). In \[10\],
these authors study a so-called \textit{hybrid} model.

Arratia and Liggett \[3\] study whether \textit{simple} graphs exist with an i.i.d. degree distribution,
i.e., graphs without self-loops and multiple edges. It is not hard to see that when \(\tau < 2\) this
happens with probability 0 (since the largest degree is larger than \(N\)). When \(\tau > 2\), however, this
probability is asymptotic to the probability that the sum of \(N\) i.i.d. random variables is even, which
is close to \(1/2\). When \(\tau = 2\), the probability can converge to any element of \([0, 1/2]\), depending on
the slowly varying function in (1.2). A similar problem is addressed in \[7\], where various ways how
self-loops and multiple edges can be avoided are discussed. Among others, in \[7\], it is proved that
when the degrees are i.i.d. and all self-loops and multiple edges are removed, then the power law
degree sequence remains valid.

There are many open questions remaining in the configuration model. For instance, in \[19\], we
have shown that for \(\tau > 3\), the largest connected component has size \(qN\), where \(q\) is the survival
probability of the delayed branching process. All other connected components have size at most
\(\gamma \log N\), for some \(\gamma > 0\). For \(\tau \in (2, 3)\), such a result is given in this paper under the extra
assumption that \(\mu > 2\). It would be of interest to investigate whether the same result holds for
\(\tau \leq 3\) and general \(\mu\) when \(q > 0\).
A second quantity of interest is the diameter of the graph which is important in many applications. For instance, in the Internet, a message is killed when the number of hops exceeds a finite threshold. Thus, it would be interesting to investigate how the diameter grows with the size of the graph. The result in Theorem 1.5 is a lower bound in the case when \( f_2 > 0 \), whereas Theorem 1.6 gives an upper bound for \( \tau \in (2, 3) \), when \( f_1 + f_2 = 0 \); however a better understanding of the diameter is necessary.

An important property of the topology of a graph is its clustering, which basically describes how likely two nodes that have an edge to a common node are to be connected by an edge. In general, in random graphs, this clustering is much smaller than the clustering in real networks. It would be of interest to investigate graphs with a higher clustering in more detail. The hybrid graphs in [10] are an important step in that direction.

1.4 Organization of the paper

The paper is organized as follows. In Section 2, we prove Theorem 1.4, and in Section 3, we prove Proposition 2.1. Finally, in Section 4, we prove the lower bounds on the second largest connected component in Theorem 1.3 and on the diameter in Theorem 1.5 and 1.6.

2 Connectivity properties

In this section we prove connectivity properties of the random graph defined in Section 1.1. In particular we will prove Theorem 1.4, which states among other things that

\[ \Pr(C_N \geq k) \leq \sum_{j=s}^{N-s} \left( \frac{2^{N-s}}{L_N} \right)^j, \quad \text{a.s.} \]  

We first show that Theorem 1.4(i), (iii) and (iv) are an immediate consequence of Proposition 2.1. Theorem 1.4(ii) is proved in Section 4.3 below.

Proof of Theorem 1.4(i), (iii) and (iv). We start with case (i) where \( 2 < \mu < \infty \), and \( \Pr(D \geq 2) = 1 \). We denote by \( \mu_N = L_N/N \). Taking expectations on both sides of (2.1), yields for \( r = 2 \), and with \( 1 \leq s \leq N/3 \),

\[ \Pr(C_N \geq s) \leq E \left( \sum_{j=s}^{N-s} \left( \frac{2}{\mu_N} \right)^j \right) + \Pr(\mu_N < 1 + \mu/2) \]

\[ \leq \frac{\left( \frac{2}{1+\mu/2} \right)^s}{1 - \frac{2}{1+\mu/2}} + \Pr(\mu_N < 1 + \mu/2) \leq \frac{2(2 + \mu)}{\mu - 2} \left( \frac{4}{2 + \mu} \right)^s + e^{-1N}, \]

where \( I \) is the exponential rate of the event \( \mu_N = L_N/N < (1 + \mu/2) \), which is strictly positive since \( \{1 + \mu/2 < \mu\} \). Indeed, the final inequality of (2.2) holds for all \( N \geq 1 \), because of Chernov’s bound and the fact that \( \mu > 2 \), and that for \( t > 0 \) the Laplace transform \( \mathbb{E}[\exp\{-tD_1\}] \) exists. For \( 2 < \mu < \infty \), and \( \Pr(D \geq 2) = 1 \), this shows that (1.10) holds for all \( N \geq 1 \) and \( 1 \leq s \leq N/3 \), by taking \( a = \max\{e^{-3I}, \frac{4}{2+\mu}\} \), and \( b = 1 + \frac{2(2+\mu)}{\mu - 2} \). The statement for \( N/3 \leq s \leq N \) follows from:

\[ \Pr(C_N \geq s) \leq \Pr(C_N \geq N/3) \leq b a^{N/3} = b(a^{1/3})^N \leq b(a^{1/3})^s. \]
This proves (i).

Consider next the case (iii), where \( \mu = \infty \) and \( \mathbb{P}(D \geq 2) = 1 \). Then, for any \( \varepsilon > 0 \) and large enough \( N \),

\[
\mathbb{P}\left( \frac{2N}{L_N} \leq \varepsilon \right) \geq 1 - \varepsilon.
\]

Hence, the probability that the random graph is disconnected, or \( \mathbb{P}(C_N \geq 1) \), is due to (2.1) at most

\[
\mathbb{E} \left( 2 \sum_{j=1}^{N-1} \left( \frac{2N}{L_N} \right)^j I[2N \leq \varepsilon L_N] \right) + \mathbb{P} \left( \frac{2N}{L_N} > \varepsilon \right) \leq 2 \sum_{j=1}^{N-1} \varepsilon^j + \varepsilon < \frac{2\varepsilon}{1 - \varepsilon} + \varepsilon. \tag{2.4}
\]

Since \( \varepsilon > 0 \) can be chosen arbitrarily small the probability that the graph is disconnected tends to zero, as \( N \) tends to infinity.

We complete the proof with the case (iv), where \( L_N/N^2 \to \infty \), in probability, which for example is the case when \( \tau \in (1, \frac{3}{2}) \). In this case, we take \( r = s = 1 \), and we use the assumption that \( N^2/L_N \to 0 \) in probability as \( N \to \infty \), to see that

\[
\mathbb{P}(C_N \geq 1) \leq 2 \sum_{j=1}^{N-1} (2\varepsilon)^{\lfloor j/2 \rfloor} + \mathbb{P}(N^2/L_N > \varepsilon) \leq 9\varepsilon, \tag{2.5}
\]

for each \( \varepsilon > 0 \). \( \square \)

**Proof of Proposition 2.1.** For any \( s \leq N/3 \), we estimate the probability that \( C_N \geq s \). If \( C_N \geq s \), then there exist two disjoint sets of nodes, one with \( s \leq j \leq N - s \) nodes and another with \( N - j \), such that all stubs of the first set pair within the first set and all stubs of the second set pair within the second. To see this, we note that when the largest component has size at least \( s \), then the statement is correct, and the two disjoint sets are the nodes in the largest component and the ones outside of the largest component. Thus we are left to prove the statement when the largest component has size at most \( s - 1 \). In this case we order the connected components by size (and when there are multiple components of the same size, we do so in an arbitrary way). Then we start with the largest component and we successively add to it the largest component that is still available, until the total size of these connected components is larger than \( s \). Since the largest component has size at most \( s - 1 \), the total size we end up with is in between \( s \) and \( 2s \). Since \( s \leq N/3 \) we obtain \( 2s \leq N - s \), and we arrive at the claim that the set consists of a number of nodes which is in between \( s \) and \( N - s \). Put the chosen connected components into the first set and all remaining nodes in the second. By construction there are no edges between these two sets of nodes.

Our plan is to show that the probability that the first set of size \( j \), where \( s \leq j \leq N - s \), pairs within its own group and the second set of size \( N - j \) also pairs within its own group is bounded by the right side of (2.1). We use Boole’s inequality to bound the probability of the union of all possible choices for the first set.

To this end, let \( i_1, \ldots, i_j \) be the nodes and \( A_j = \sum_{i=1}^{j} D_{i_j} \) be the total number of stubs in the first group, and \( k_1, \ldots, k_{N-j} \) and \( B_{N-j} \) the nodes and number of stubs in the second group. We remark that \( A_j + B_{N-j} = L_N \), and since the groups are not connected, both \( A_j \) and \( B_{N-j} \) are even. The \( \mathbb{P}_N \)-probability that the groups are not connected is then, for each fixed choice \( i_1, \ldots, i_j \), equal to

\[
\frac{\prod_{n=0}^{A_j-1} (A_j - 2n - 1)}{\prod_{n=0}^{A_j-1} (L_N - 2n - 1)} = \frac{\prod_{n=0}^{A_j-1} (A_j - 2n - 1)}{\prod_{m=0}^{2m+1} (L_N - 2m - 1)} = \prod_{m=0}^{A_j-1} \frac{2m+1}{L_N - 2m - 1}. \tag{2.6}
\]
By symmetry between $A_j$ and $B_{N-j}$, we also obtain that this probability is equal to

$$\frac{B_{N+1}-1}{2} \prod_{m=0}^{[jr/2]-1} \frac{2m+1}{L_N - 2m - 1}. \tag{2.7}$$

Observe that for integers $j \geq 0$, the map

$$j \mapsto \prod_{m=0}^{j} \frac{2m+1}{L_N - 2m - 1}$$

is decreasing for $j \leq \frac{L_N}{4} - \frac{1}{2}$. \tag{2.8}

Suppose that $A_j \leq L_N/2 - 1$. Then we use (2.6). Due to $\mathbb{P}(D_1 \geq r) = 1$, and since $A_j$ is even we have $[jr/2] \leq A_j/2 \leq L_N/4 - 1/2$ a.s., and hence, by (2.8), the final expression in (2.6) is at most

$$\prod_{m=0}^{[jr/2]-1} \frac{2m+1}{L_N - 2m - 1}.$$

Suppose that $A_j \geq L_N/2$. Since $A_j + B_{N-j} = L_N$ and $\mathbb{P}(D_1 \geq r) = 1$, we have then that $[(N-j)r/2] - 1 \leq B_{N-j}/2 - 1 \leq L_N/4 - 1/2$ a.s., and we estimate (2.7), by (2.8), by

$$\prod_{m=0}^{[jr/2]-1} \frac{2m+1}{L_N - 2m - 1}.$$

Hence, the $\mathbb{P}_N$-probability that the two groups of nodes are not connected is at most

$$\prod_{m=0}^{[jr/2]-1} \frac{2m+1}{L_N - 2m - 1} \prod_{m=0}^{[(N-j)r/2]-1} \frac{2m+1}{L_N - 2m - 1}$$

$$\leq \prod_{m=0}^{[jr/2]-1} \frac{2m+1}{L_N - 2m - 1} \prod_{m=0}^{[(N-j)r/2]-1} \frac{2m+1}{L_N - 2m - 1}. \tag{2.9}$$

For $1 \leq j \leq N - 1$, we have at most $\binom{N}{j}$ ways to choose $j$ nodes $i_1, \ldots, i_j$. Hence, by Boole's inequality,

$$\mathbb{P}_N(C_N \geq s) \leq \sum_{j=s}^{N-s} \frac{N!}{j!(N-j)!} \left( \prod_{m=0}^{[jr/2]-1} \frac{2m+1}{L_N - 2m - 1} + \prod_{m=0}^{[(N-j)r/2]-1} \frac{2m+1}{L_N - 2m - 1} \right), \tag{2.10}$$

where by convention the product of the empty set equals 1, and where we used symmetry (between $s$ and $N - s$) together with the identity

$$\frac{N!}{j!(N-j)!} = \prod_{m=0}^{j-1} \frac{N-m}{m+1}.$$

For the remaining part of the proof we will make use of the following lemma:

**Lemma 2.2** For any $1 \leq k \leq N - 1$,

$$\prod_{m=0}^{k-1} \frac{(N-m)(2m+1)}{(m+1)(2N-2m-1)} \leq 1. \tag{2.11}$$
Proof. Define, for $0 \leq m \leq N - 1$,
\[ h(m) = \frac{(N - m)(2m + 1)}{(m + 1)(2N - 2m - 1)}. \]

Then
\[ h(m) \leq 1, \quad \text{if } m \leq (N - 1)/2, \]
\[ h(m)h(N - m - 1) = 1, \quad \text{for all } 0 \leq m \leq N - 1, \]
\[ h((N - 1)/2) = 1, \quad \text{if } N \text{ is odd}. \]

Hence, (2.11) is trivial for $k \leq (N - 1)/2 + 1$. If $k > (N - 1)/2 + 1$ then $N - k < (N - 1)/2$, and
\[ \left( \prod_{m=0}^{k-1} h(m) \right)^2 \leq \left( \prod_{m=N-k}^{k-1} h(m) \right)^2 = \prod_{m=N-k}^{k-1} h(m)h(N - m - 1) = 1. \]

Thus we have (2.11) for all $1 \leq k \leq N - 1$. \hfill \Box

We now finish the proof of Proposition 2.1 when $r = 2$. In this case, due to (2.11), the right side of (2.10), with $r = 2$, is at most
\[
2 \sum_{j=s}^{N-s} \prod_{m=0}^{j-1} \left( \frac{(N - m)(2m + 1)}{(m + 1)(2N - 2m - 1)} \right) \leq 2 \sum_{j=s}^{N-s} \prod_{m=0}^{j-1} \left( \frac{2N - 2m - 1}{L_N - 2m - 1} \right) \leq 2 \sum_{j=s}^{N-s} \left( \frac{2N}{L_N} \right)^j,
\]

since $L_N \geq 2N$, a.s. This completes the proof when $r = 2$.

When $r = 1$, the right side of (2.10) equals
\[
2 \sum_{j=s}^{N-s} \left( \prod_{m=[j/2]}^{j-1} \left( \frac{N - m}{m + 1} \right) \left( \frac{(N - m)(2m + 1)}{(m + 1)(2N - 2m - 1)} \right) \right),
\]

which, due to (2.11), is at most
\[
2 \sum_{j=s}^{N-s} \left( \prod_{m=[j/2]}^{j-1} \frac{N - m}{m + 1} \right) \left( \frac{2N - 2m - 1}{L_N - 2m - 1} \right) \leq 2 \sum_{j=s}^{N-s} N^{[j/2]} \left( \frac{2N}{L_N} \right)^{[j/2]} \leq 2 \sum_{j=s}^{N-s} \left( \frac{2N^2}{L_N} \right)^{[j/2]}.
\]

This completes the proof of Proposition 2.1 \hfill \Box

3 On the connected component sizes

In this section, we investigate the largest connected component in more detail and prove Theorem 1.2. We start with some definitions. For $\delta, \varepsilon > 0$, we define $\gamma_N = \gamma_N(\delta, \varepsilon)$ by
\[
\gamma_N = \frac{1 + \delta}{\log \mu_N - \log 2 - \frac{1}{1 - 2\varepsilon}} \log N, \quad (3.1)
\]

where as before $\mu_N = L_N/N$. We also define a deterministic version of $\gamma_N$ in the following way:
\[
\bar{\gamma}_N = \frac{1 + \delta}{\log \underline{\mu}_N - \log 2 - \frac{1}{1 - 2\varepsilon}} \log N, \quad (3.2)
\]

where $\underline{\mu}_N$ is a deterministic sequence for which
\[
\mathbb{P}(\mu_N \geq \underline{\mu}_N) = 1 - o(1), \quad N \to \infty. \quad (3.3)
\]
We start by formulating a version of Theorem 1.2 that is valid under the $\mathbb{P}_N$-probability. Before stating this theorem, we need a number of assumptions. Define

$$q_N = \frac{1}{N} \sum_{i=1}^{N} \mathbb{P}_N(|C_i| \geq \gamma_N), \tag{3.4}$$

where $C_i$ is the connected component that contains $i$ and $|C|$ denotes the number of nodes in $C \subseteq \{1, \ldots, N\}$. We assume that

$$\frac{1}{N(N-1)} \sum_{i \neq j} \mathbb{P}_N(i, j \text{ connected}) = q^2_N(1 + o(1)). \tag{3.5}$$

Note that (3.5) is an assumption involving the $\mathbb{P}_N$-probability. We can interpret (3.5) as saying that, under $\mathbb{P}_N$, a large proportion of nodes $i, j$ for which the connected component consists of more than $\gamma_N$ nodes, are connected.

Before we proceed with the preliminaries of the proof of Theorem 1.2 we give an outline of this proof. Denote for $\tau > 2$ by $q$ the survival probability of the branching process $\{Z_l\}$ and set $q = 1$ for $\tau \in (1, 2)$. We will show, using the coupling in [19] that

(i) $q_N \rightarrow q$, see Lemma 3.7 below,

(ii) $\text{Var}_N(X_N) = o(N^2)$, where $X_N = \sum_{i=1}^{N} I[|C_i| \geq \bar{\gamma}_N]$, see Lemma 3.8 below.

Having verified these two items, we can apply Proposition 3.6 below, because $L_N \geq 2N$ follows from $\mu > 2$ when $\tau > 2$ holds, and is immediate for $\tau \in (1, 2)$. In the proof of Proposition 3.6 we will order the connected components according to their size: $|C_{(1)}| \geq |C_{(2)}| \geq \ldots$, and will prove that

$$\mathbb{P}(|C_{(2)}| \geq \bar{\gamma}_N) = o(1),$$

in two steps. In the proof of these two steps the statement of Lemma 3.4 below: the probability that there exists a connected component with at most $\eta N$ nodes, and in between $\varepsilon L_N$ and $(1 - \varepsilon)L_N$ stubs, is exponentially small in $N$ plays a prominent role. We then finish with a proof that whp,

$$X_N = \sum_{i=1}^{N} I[|C_i| \geq \bar{\gamma}_N] = \sum_{l} |C_{(l)}| I[|C_{(l)}| \geq \bar{\gamma}_N] = |C_{(1)}| I[|C_{(1)}| \geq \bar{\gamma}_N] = |C_{(1)}|,$$

and reach the conclusion that $X_N = |C_{(1)}|$ is of order $Nq_N$ by showing that $\mathbb{P}(|X_N - Nq_N| > \omega_N \text{Var}(X_N)) = o(1)$, for each sequence $\omega_N \rightarrow \infty$.

We now turn to the preliminaries of the proof of Theorem 1.2.

**Theorem 3.1** Assume that: (i) $L_N \geq 2N$, (ii) Relation (3.5) holds, and (iii) $q_N \geq \varepsilon$ as $N \rightarrow \infty$, for some $\varepsilon > 0$. Then, whp, under $\mathbb{P}_N$, the largest connected component in $G$ has $q_N N(1 + o(1))$ nodes, and all other connected components have at most $\gamma_N$ nodes. Moreover, whp, under $\mathbb{P}_N$, the largest connected component has in between $q_N N(1 \pm \omega_N \sqrt{2N})$ nodes for any $\omega_N \rightarrow \infty$.

**Remark 3.2** Observe that besides the results on the sizes of the components, Theorem 3.1 also includes a bound on the fluctuation of the size of the largest component.

The remainder of this section is organized as follows. In Section 3.1 we prove Theorem 3.1. In Section 3.2 we use a modification of the proof of Theorem 3.1 to prove Theorem 1.2.
3.1 Connected components under $\mathbb{P}_N$

We start with a proposition that shows that the connected components, measured in terms of their number of edges, are either quite small, i.e., less than $\gamma_N$, or very large, i.e., a positive fraction of the total number of edges.

**Proposition 3.3** Fix $\delta > 0$, assume that $\mu_N > 2$, and let $0 < \varepsilon < \frac{1}{10}$ be such that $\log \mu_N - \log 2 - \frac{\varepsilon}{1 - 2\varepsilon,} > 0$. Then, the $\mathbb{P}_N$-probability that there exists a connected component with in between $\gamma_N = \gamma_N(\varepsilon, \delta)$ and $\varepsilon L_N$ edges is bounded by $O(N^{-\delta})$.

Consequently, when $\mu > 2$ or $\mu = \infty$, the $\mathbb{P}$-probability that there exists a connected component with in between $\gamma_N$ and $\varepsilon L_N$ edges converges to 0, as $N \to \infty$.

Of course, we expect that there is a unique such large connected component, and this is what we will prove later on. Note that when $\tau \in (1, 2)$, then, with large probability, $\mu_N = L_N/N \geq N^\eta$, for some $\eta > 0$. In this case, we even have that $\gamma_N$ is uniformly bounded in $N$, and thus, the connected components that do not contain a positive fraction of the edges are uniformly bounded in their number of edges.

**Proof of Proposition 3.3.** We adapt the proof of Proposition 2.1. Denote by $k$ the number of edges in the connected component with in between $\gamma_N$ and $\varepsilon L_N$ edges. Then, we must have that all the $2k$ stubs are connected to each other, i.e., they are not connected to stubs not in the $k$ edges. This probability is bounded by

$$
\frac{2k - 2n - 1}{L_N - 2m - 1} = \frac{2m + 1}{L_N - 2m - 1},
$$

ignoring the fact that the component needs to be connected. We first prove the statement for $k \leq \left(\frac{N}{2} - 1\right) \wedge \varepsilon L_N$, and in a second step prove the statement for $\left(\frac{N}{2} - 1\right) \wedge \varepsilon L_N < k \leq \varepsilon L_N$. We abbreviate $R_N = \left(\frac{N}{2} - 1\right) \wedge \varepsilon L_N$.

Denote the number of nodes in the connected component by $l$. Note that when a connected component consists of $k$ edges, then $l \leq k + 1$. Therefore, the total number of ways in which we can choose these $l$ nodes is at most $\binom{N}{l} \leq \binom{N}{k+1}$, when $k \leq \frac{N}{2} - 1$. Thus, the $\mathbb{P}_N$-probability that there exists a component with in between $\gamma_N$ and $R_N$ edges is bounded by

$$
\sum_{k = \gamma_N}^{R_N} \binom{N}{k+1} \frac{2m + 1}{L_N - 2m - 1} \leq \sum_{k = \gamma_N}^{R_N} \frac{N!}{(N - k - 1)!} \gamma^k \prod_{m=0}^{k-1} (L_N - 2m - 1)^{-1}
$$

$$
\leq N \sum_{k = \gamma_N}^{R_N} \left(\frac{2 \mu_N}{k!}\right)^k \prod_{m=0}^{k-1} (1 + \frac{2m + 1}{L_N - 2m - 1}). \tag{3.6}
$$

Next, we use that $1 + x \leq e^x$ for $x \geq 0$, to obtain that the $\mathbb{P}_N$-probability that there exists a component with in between $\gamma_N$ and $R_N$ edges is bounded by

$$
N \sum_{k = \gamma_N}^{R_N} \left(\frac{2 \mu_N}{k!}\right)^k \exp \left\{ \sum_{m=0}^{k-1} \frac{2m + 1}{L_N - 2m - 1} \right\} \leq N \sum_{k = \gamma_N}^{R_N} \left(\frac{2 \mu_N}{k!}\right)^k e^{\frac{k^2}{2L_N}}
$$

$$
\leq N \sum_{k = \gamma_N}^{R_N} \left(\frac{2 \mu_N}{k!}\right)^k e^{\frac{k^2}{2L_N}} \leq \eta^{-1} N \left(\frac{2 \mu_N e^{\frac{\varepsilon}{1 - 2\varepsilon}}}{\gamma_N}\right), \tag{3.7}
$$

provided that $\frac{2 \mu_N e^{\frac{\varepsilon}{1 - 2\varepsilon}}}{\gamma_N} \leq 1 - \eta$. The right side of (3.7) is bounded by $\eta^{-1} N^{-\delta}$ for the choice of $\gamma_N$ in (3.1).
We complete the proof by dealing with the case that \( R_N < k \leq \varepsilon L_N \). In this case, we must have that \( R_N = \frac{N}{2} - 1 \), otherwise there is nothing to prove, so that \( k \geq \frac{N}{2} \). Then, we bound the total number of ways in which we can choose the \( l \leq k + 1 \) nodes by \( 2^N \). Since \( 2^N \leq 2^{2k} \), for all \( k \geq N/2 \), we arrive at the fact that the probability that there exists a connected component with in between \( N/2 \) and \( \varepsilon L_N \) edges is bounded by

\[
\sum_{k=N/2}^{\varepsilon L_N} 2^N \prod_{m=0}^{k-1} \frac{2m+1}{L_N - 2m - 1} \leq \sum_{k=\frac{N}{2}}^{\varepsilon L_N} 2^{2k} \left( \frac{2\varepsilon}{1 - 2\varepsilon} \right)^k \leq \frac{1 - 2\varepsilon}{1 - 10\varepsilon} \left( \frac{8\varepsilon}{1 - 2\varepsilon} \right)^{N/2},
\]

(3.8)

which is exponentially small in \( N \) when \( \varepsilon < \frac{1}{10} \). Thus, this probability is certainly bounded above by \( N^{-\delta} \).

For the bound on the \( \mathbb{P} \)-probability that there exists a connected component with in between \( \bar{\gamma}_N \) and \( \varepsilon L_N \) edges, we denote by \( F(k, l) \) the event that there exists a connected component with in between \( k \) and \( l \) edges. Then we can bound

\[
\mathbb{P}(F(\bar{\gamma}_N, \varepsilon L_N)) \leq \mathbb{P}(\mu_N < \mu_N^L) + \mathbb{E}[I[\mu_N \geq \mu_N^L] \mathbb{P}_N(F(\gamma_N, \varepsilon L_N))],
\]

(3.9)

where we use that \( \bar{\gamma}_N \geq \gamma_N \) when \( \mu_N \geq \mu_N^L \), choosing \( \mu_N^L = (\mu + 2)/2 \) for \( \mu < \infty \) and \( \mu_N^L = 3 \) for \( \mu = \infty \). The first term is \( o(1) \) by (3.3), the second term is small by the estimate \( \mathbb{P}_N(F(\gamma_N, \varepsilon L_N)) \leq N^{-\delta} \) proved above.

We next present a lemma that will be used in the proof of Theorem 3.1.

**Lemma 3.4** \( \) Fix \( \varepsilon > 0 \) and \( 0 < \eta < \varepsilon \) sufficiently small. Then, when \( L_N \geq 2N \), the \( \mathbb{P}_N \)-probability that there exists a connected component with at most \( \eta N \) nodes, and in between \( \varepsilon L_N \) and \((1-\varepsilon)L_N \) stubs, is exponentially small in \( N \). Consequently, the same estimate is true for the \( \mathbb{P} \)-probability of this event provided that \( \mathbb{P}(L_N < 2N) \) is exponentially small.

**Proof.** Take \( 0 < \eta < \varepsilon \). Again denote by \( k \) the number of edges in an arbitrary connected component satisfying \( \frac{\varepsilon}{2} L_N \leq k \leq \frac{(1-\varepsilon)}{2} L_N \). Then, we must have that all the \( 2k \) stubs are connected to each other, i.e., they are not connected to stubs not in the \( k \) edges. The \( \mathbb{P}_N \)-probability of this event is bounded by

\[
\prod_{n=0}^{k-1} \frac{2k - 2n - 1}{L_N - 2n - 1} \leq \prod_{n=0}^{k-1} \frac{2k - 2n}{L_N - 2n} = \prod_{n=0}^{k-1} \frac{k - n}{L_N^2 - n} = \left( \frac{L_N^2}{k} \right)^{-1}.
\]

We next use that the number ways of choosing at most \( \eta N \) nodes, with \( \eta < \frac{1}{2} \), is bounded from above by

\[
\sum_{j=0}^{\eta N} \binom{N}{j} \leq (\eta N + 1) \binom{N}{\eta N} < N \binom{N}{\eta N}.
\]

(3.10)

Therefore, the \( \mathbb{P}_N \)-probability that there exists a connected component with in between \( \varepsilon L_N \) and \((1-\varepsilon)L_N \) stubs and at most \( \eta N \) nodes is bounded by

\[
\mathbb{P}_N \left( \binom{N}{\eta N} \left( \frac{L_N^2}{k} \right)^{-1} \leq N L_N \left( \frac{N}{\eta N} \right) \left( \frac{L_N^2}{\varepsilon L_N} \right)^{-1} \right)
\]

\[
= NL_N \exp\{c_n N(1 + o(1))\} \exp\{-c_n \frac{L_N}{2} (1 + o(1))\},
\]

(3.11)

where we have bound the sum by the number terms times the largest summand, and where we have used that for \( \eta \) small, \( \left( \frac{N}{\eta N} \right) = e^{c_n N(1 + o(1))} \), where \( c_n \downarrow 0 \) as \( \eta \downarrow 0 \). Therefore, using that \( L_N \geq 2N \),
it suffices to take \( \eta > 0 \) so small that \( c_\eta N < (c_\varepsilon - \delta) \frac{L_N}{N} \), for some \( \delta > 0 \) sufficiently small, to see that this probability is exponentially small in \( N \).

For the statement involving the unconditional probability we denote by \( G_{\varepsilon, \eta} \) the event that there exists a connected component with at most \( \eta N \) nodes, and in between \( \varepsilon L_N \) and \((1 - \varepsilon)L_N\) stubs. Then

\[
P(G_{\varepsilon, \eta}) = \mathbb{E}[P_N(G_{\varepsilon, \eta})] \leq P(L_N < 2N) + \mathbb{E}[P_N(G_{\varepsilon, \eta}, L_N \geq 2N)]
\]

and both terms are exponentially small. This completes the proof of Lemma 3.4. \( \square \)

We are now ready for the proof of Theorem 3.1:

**Proof of Theorem 3.1.** Take \( \varepsilon, \delta > 0 \) and fix \( \gamma_N \) as in (3.1). Recall that \( C_i \) denotes the connected component that \( i \) belongs to. We define the random variable \( X_N \) by

\[
X_N = \sum_{i=1}^{N} I[|C_i| \geq \gamma_N],
\]

so that \( X_N \) equals the total number of nodes in connected components of size at least \( \gamma_N \). By (3.4),

\[
\mathbb{E}_N[X_N] = \sum_{i=1}^{N} \mathbb{P}_N(|C_i| \geq \gamma_N) = Nq_N,
\]

where \( \mathbb{E}_N \) is the expected value under \( \mathbb{P}_N \). We first prove that the variance of \( X_N \) under the law \( \mathbb{P}_N \) is small, so that \( X_N \) is with high probability close to \( Nq_N \):

**Lemma 3.5** With probability 1,

\[
\text{Var}_N(X_N) = Nq_N(1 - q_N) + O\left(\frac{\gamma_N^2 N^2}{L_N}\right),
\]

where \( \text{Var}_N \) denotes the variance under \( \mathbb{P}_N \).

**Proof.** Without explicit mentioning all statements in the proof hold with probability 1. We first note that \( \text{Var}_N(X_N) = \text{Var}_N(N - X_N) = \text{Var}_N(Y_N) \), where

\[
Y_N = \sum_{i=1}^{N} I[|C_i| < \gamma_N].
\]

Therefore,

\[
\text{Var}_N(Y_N) = \sum_{i,j} \mathbb{P}_N(|C_i| < \gamma_N, |C_j| < \gamma_N) - [N(1 - q_N)]^2
\]

\[
= \sum_{i \neq j} \mathbb{P}_N(|C_i| < \gamma_N, |C_j| < \gamma_N) + N(1 - q_N) - N^2(1 - q_N)^2.
\]

For the first term we use the coupling in [19] Proof of Lemma A.2.2, with \( N^{1/2 - \eta} \) replaced by \( \gamma_N \), to obtain that

\[
\mathbb{P}_N(|C_i| < \gamma_N) = \mathbb{P}_N\left( \sum_l \hat{Z}^{(i,N)}_l < \gamma_N \right) + O\left(\frac{\gamma_N^2}{L_N}\right),
\]

where \( \{\hat{Z}^{(i,N)}_l\}_{l \geq 1} \) is a branching process with offspring distribution

\[
g_n^{(N)} = \frac{n + 1}{L_N} \sum_{j=1}^{N} I[D_j = n + 1], \quad n \geq 0,
\]
and with $\hat{Z}_i^{(i,N)} = D_i$, the degree of node $i$. The coupling is described in full detail in [19] Section 3, whereas the bound in (3.18) follows from the proof of [19] Lemma A.2.2, which holds under the $\mathbb{P}_N$-probability and is therefore true for any degree sequence, and hence in particular for each $\tau > 1$.

Moreover, for $i \neq j$, it is described in [19] Section 3] that we can couple $|\mathcal{C}_i|$ and $|\mathcal{C}_j|$ simultaneously to two independent branching processes to obtain

\[
\mathbb{P}_N(|\mathcal{C}_i| < \gamma_N, |\mathcal{C}_j| < \gamma_N) = \mathbb{P}_N(\sum_i \hat{Z}_i^{(i,N)} < \gamma_N)\mathbb{P}_N(\sum_j \hat{Z}_j^{(j,N)} < \gamma_N) + O\left(\frac{\gamma^2}{L_N}\right). \tag{3.20}
\]

Therefore,

\[
\sum_{i \neq j} \mathbb{P}_N(|\mathcal{C}_i| < \gamma_N, |\mathcal{C}_j| < \gamma_N) = \sum_{i \neq j} \left[ \mathbb{P}_N(\sum_i \hat{Z}_i^{(i,N)} < \gamma_N)\mathbb{P}_N(\sum_j \hat{Z}_j^{(j,N)} < \gamma_N) + O\left(\frac{\gamma^2}{L_N}\right) \right]
\]

\[
= \left( \sum_{i=1}^{N} \mathbb{P}_N(\sum_i \hat{Z}_i^{(i,N)} < \gamma_N) \right)^2 - (1 - q_N)^2N + O\left(\frac{\gamma^2N^2}{L_N}\right)
\]

\[
= (N^2 - N)(1 - q_N)^2 + O\left(\frac{\gamma^2N^2}{L_N}\right), \tag{3.21}
\]

using (3.4) and (3.18). So, substituting (3.21) into (3.17),

\[
\text{Var}_N(X_N) = \text{Var}_N(Y_N) = Nq_N(1 - q_N) + O\left(\frac{\gamma^2N^2}{L_N}\right). \tag{3.22}
\]

We continue with the proof of Theorem 3.1, which is a consequence of the following proposition. This proposition will also be used to prove Theorem 1.2 below. In its statement, we let $Q$ be a probability distribution, which we will take to be $\mathbb{P}_N$ in the proof of Theorem 3.1 and $\mathbb{P}$ in the proof of Theorem 1.2. Let $\gamma^*_N = \gamma_N$ when $Q = \mathbb{P}_N$ and $\gamma^*_N = \bar{\gamma}_N$ when $Q = \mathbb{P}$, see (3.1) and (3.2) for the definitions of $\gamma_N$ and $\bar{\gamma}_N$. Furthermore, we take $X_N = \sum_{i=1}^{N} I[|\mathcal{C}_i| \geq \gamma^*_N]$ and define

\[
q^*_N = \frac{1}{N} \sum_{i=1}^{N} Q(|\mathcal{C}_i| \geq \gamma^*_N). \tag{3.23}
\]

**Proposition 3.6** Let $Q = \mathbb{P}$ or $Q = \mathbb{P}_N$. Suppose that (i) $L_N \geq 2N$, (ii) $\text{Var}_Q(X_N) \leq B_N = o(N^2)$, and

\[
(iii) \quad E_Q[X_N] = Nq^*_N, \quad \sum_{i,j} Q(i, j \text{ connected}) = (Nq^*_N)^2(1 + o(1)), \tag{3.24}
\]

where $q^*_N \geq \varepsilon$ for some $\varepsilon > 0$, as $N \to \infty$. Then,

(i) **whp** the second largest component has at most $\gamma^*_N$ nodes;

(ii) **whp** the largest connected component has in between $Nq^*_N \pm \omega_N \sqrt{B_N}$ nodes for any $\omega_N \to \infty$, such that $\omega_N \sqrt{B_N} = o(N)$.

To prove Theorem 3.1 we use the above with $Q = \mathbb{P}_N$ and $B_N = C\frac{\gamma^2N^2}{L_N}$.

**Proof.** We define the event

\[
E_N = \{|X_N - Nq^*_N| \leq \omega_N \sqrt{B_N}\}. \tag{3.25}
\]

Then, by the Chebycheff inequality,

\[
Q(E^c_N) \leq \left(\omega_N \sqrt{B_N}\right)^{-2} \text{Var}_Q(X_N) \leq \omega_N^{-2} = o(1). \tag{3.26}
\]
We write $C_{(1)}, C_{(2)}, \ldots$ for the connected components ordered according to their sizes, so that $|C_{(1)}| \geq |C_{(2)}| \geq \ldots$ and $C_{(i)}$ and $C_{(j)}$ are disjoint for $i \neq j$. Then we clearly have that

$$\sum_{i,j} \mathbb{Q}(i, j \text{ connected}) = \sum_{i,j} \mathbb{Q}\left( \bigcup_{l} \{i, j \in C_{(l)}\} \right) = \sum_{l} \sum_{i,j} \mathbb{Q}(i, j \in C_{(l)}) = \sum_{l} \mathbb{E}_{\mathcal{Q}}[|C_{(l)}|^2]. \quad (3.27)$$

Combining with $(3.34)$ we get,

$$\sum_{l} \mathbb{E}_{\mathcal{Q}}[|C_{(l)}|^2] = (Nq_{N}^*)^2(1 + o(1)). \quad (3.28)$$

Furthermore,

$$\sum_{l} \mathbb{E}_{\mathcal{Q}}[|C_{(l)}|^2I[|C_{(l)}| < \gamma_{N}^*]] \leq \gamma_{N}^* \sum_{l} \mathbb{E}_{\mathcal{Q}}[|C_{(l)}|I[|C_{(l)}| < \gamma_{N}^*]] \leq \gamma_{N}^* N. \quad (3.29)$$

Therefore, since $\gamma_{N}^* = O(\log N) = o(N)$ and $q_{N}^* \geq \varepsilon$, we obtain that

$$\sum_{l} \mathbb{E}_{\mathcal{Q}}[|C_{(l)}|^2I[|C_{(l)}| \geq \gamma_{N}^*]] = (Nq_{N}^*)^2(1 + o(1)). \quad (3.30)$$

By $(3.26)$, we thus also have that

$$\mathbb{E}_{\mathcal{Q}}\left[ \sum_{l} |C_{(l)}|^2I[|C_{(l)}| \geq \gamma_{N}^*]|E_{N}] \right] = (Nq_{N}^*)^2(1 + o(1)). \quad (3.31)$$

We will now prove that

$$\mathbb{Q}(|C_{(2)}| \geq \gamma_{N}^*) = o(1). \quad (3.32)$$

This proceeds in two key steps. We first show that for some $\eta > 0$ sufficiently small

$$\mathbb{Q}(|C_{(2)}| \geq \gamma_{N}^*) = \mathbb{Q}(|C_{(2)}| > \eta N) + o(1), \quad (3.33)$$

and then that the assumption that

$$\limsup_{N \to \infty} \mathbb{Q}(|C_{(2)}| > \eta N) = \theta > 0, \quad (3.34)$$

leads to a contradiction. Together, this proves $(3.32)$. We start by proving $(3.33)$. We note that we only need to prove that $\mathbb{Q}(|C_{(2)}| \geq \gamma_{N}^*)$ is less than or equal to the right side of $(3.33)$, since the other bound is trivial (even with $o(1)$ replaced by 0).

To prove $(3.33)$, we split for $i = 1, 2$,

$$\mathbb{Q}(|C_{(i)}| \geq \gamma_{N}^*) = \mathbb{Q}(|C_{(i)}| \geq \gamma_{N}^*, |C_{(i)}|b \leq \varepsilon L_N) + \mathbb{Q}(|C_{(i)}| \geq \gamma_{N}^*, |C_{(i)}|b > \varepsilon L_N), \quad (3.35)$$

where $|C|_b$ denotes the number of edges in $C$. Since $|C|_b \geq |C| - 1$, for any connected component $C$, by Proposition $(3.3)$ for any $\delta > 0$, and for $i = 1, 2$, since $\gamma_{N}^* = \gamma_{N}$ or $\gamma_{N}^* = \gamma_{N}$, when \textbf{w.h.p} $\gamma_{N} \geq \gamma_{N}$, we obtain

$$\mathbb{Q}(|C_{(i)}| \geq \gamma_{N}, |C_{(i)}|b \leq \varepsilon L_N) \leq \mathbb{Q}(\gamma_{N} \leq |C_{(i)}|b \leq \varepsilon L_N) = o(1), \quad (3.36)$$

so that

$$\mathbb{Q}(|C_{(2)}| \geq \gamma_{N}^*) = \mathbb{Q}(|C_{(2)}| \geq \gamma_{N}^*, |C_{(2)}|b > \varepsilon L_N) + o(1). \quad (3.37)$$

By Lemma $(3.3)$ and because $\{|C_{(1)}|b > \varepsilon L_N\} \Rightarrow \{|C_{(2)}|b < (1 - \varepsilon)L_N\}$, we further have that for $\eta > 0$ sufficiently small

$$\mathbb{Q}(|C_{(2)}| \leq \eta N, |C_{(1)}|b > \varepsilon L_N, |C_{(2)}|b > \varepsilon L_N) = o(1), \quad (3.38)$$

Therefore, using $(3.37)$

$$\mathbb{Q}(|C_{(2)}| \geq \gamma_{N}^*) \leq \mathbb{Q}(|C_{(2)}| > \eta N, |C_{(1)}|b > \varepsilon L_N, |C_{(2)}|b > \varepsilon L_N) + o(1) \leq \mathbb{Q}(|C_{(2)}| > \eta N) + o(1). \quad (3.39)$$
This proves (3.33).

We next prove that (3.34) is in contradiction with (3.31). Observe that

\[ X_N = \sum_{i=1}^{N} I[|C_i| \geq \gamma_N^*] = \sum_{i} |C_{(i)}| I[|C_{(i)}| \geq \gamma_N^*], \tag{3.40} \]

so that, on the event \( E_N \), we have that

\[ \sum_{i} |C_{(i)}| I[|C_{(i)}| \geq \gamma_N^*] = Nq_N^*(1 + o(1)). \]

Using (3.40) we can bound

\[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] \leq |C_{(2)}|^2 + \left( \sum_{i \neq 2} |C_{(i)}| I[|C_{(i)}| \geq \gamma_N^*] \right)^2 \leq |C_{(2)}|^2 + (X_N - |C_{(2)}|)^2. \tag{3.41} \]

We split the expectation in (3.31) by intersecting with the event \( \{ |C_{(2)}| > \eta N \} \) and its complement:

\[ \mathbb{E}_q \left[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] I[E_N] \right] = \mathbb{E}_q \left[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] I[E_N \cap \{ |C_{(2)}| > \eta N \}] \right] + \mathbb{E}_q \left[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] I[E_N \cap \{ |C_{(2)}| \leq \eta N \}] \right]. \tag{3.42} \]

We next use a simple calculus argument. For \( \eta N \leq x \leq y/2 \), the function \( x \mapsto x^2 + (y - x)^2 \) is maximal for \( x = \eta N \). We apply the arising inequality to the right side (3.41), with \( x = |C_{(2)}| \) and \( y = X_N \geq |C_{(1)}| + |C_{(2)}| \geq 2|C_{(2)}| = 2x \), so that,

\[
\mathbb{E}_q \left[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] I[E_N \cap \{ |C_{(2)}| > \eta N \}] \right] \\
\leq \mathbb{E}_q \left[ \left( \eta^2 N^2 + (X_N - |C_{(2)}|)^2 \right) I[E_N \cap \{ |C_{(2)}| > \eta N \}] \right] \\
\leq \mathbb{E}_q \left[ (\eta^2 + (q_N^* - \eta)^2) N^2 \mathbb{Q}(|C_{(2)}| > \eta N)(1 + o(1)) \right]. \tag{3.43} \]

where we used in the last step that on \( E_N \) we have \( X_N = q_N^* N(1 + o(1)) \), because \( \omega_N \sqrt{B_N} = o(N) \).

On the other hand, we have, on the event \( E_N \), using again that \( \omega_N \sqrt{B_N} = o(N) \),

\[
\sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] \leq \left( \sum_{i} |C_{(i)}| I[|C_{(i)}| \geq \gamma_N^*] \right)^2 = X_N^2 = (Nq_N^*)^2(1 + o(1)), \tag{3.44} \]

implying that

\[
\mathbb{E}_q \left[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] I[E_N \cap \{ |C_{(2)}| \leq \eta N \}] \right] \leq \mathbb{Q}(\gamma_N^* \leq |C_{(2)}| \leq \eta N) N^2 q_N^*(1 + o(1)). \tag{3.45} \]

Together, (3.32), (3.43) and (3.45) yield

\[
\mathbb{E}_q \left[ \sum_{i} |C_{(i)}|^2 I[|C_{(i)}| \geq \gamma_N^*] I[E_N] \right] \tag{3.46} \]

so that the assumption that \( \limsup_{N \to \infty} \mathbb{Q}(|C_{(2)}| > \eta N) = \theta > 0 \) is in contradiction with (3.31), because assuming both (3.31) and (3.46) would imply that \( \eta \geq \limsup q_N^* = \varepsilon \), since for \( 0 < \eta < q_N^* \) we have \( \eta^2 + (q_N^* - \eta)^2 < (q_N^*)^2 \). This proves that the assumption in (3.34) is false, and we conclude that (3.32) holds, which proves the claim for the second largest component.

We now prove that **whp** the largest component has size in between \( N q_N^* \pm \omega_N \sqrt{B_N} \) for any \( \omega_N \to \infty \). For this, we note that on the event that the second largest component has size less than or equal to \( \gamma_N^* \), we have (compare (3.40)),

\[
X_N = \sum_{i} |C_{(i)}| I[|C_{(i)}| \geq \gamma_N^*] = |C_{(1)}| I[|C_{(1)}| \geq \gamma_N^*] = |C_{(1)}|. \tag{3.47} \]
By (3.26) and (3.32), which is now established, we thus obtain that
\[ Q\left( |\mathcal{C}_{(1)} - Nq_N^*| > \omega_N \sqrt{B_N} \right) \leq Q\left( |X_N - Nq_N^*| > \omega_N \sqrt{B_N} \right) + Q(|\mathcal{C}_{(2)}| > \gamma_N^*) = Q(E_N^c) + Q(|\mathcal{C}_{(2)}| > \gamma_N^*) = o(1). \] (3.48)

This completes the proof of Proposition 3.6. \( \square \)

The proof of Theorem 3.1 follows from Proposition 3.6 by taking \( Q = \mathbb{P} \), and \( B_N = C \frac{\gamma_N^2}{L_N} = o(N^2) \). For this we note that \( E_N[X_N] = Nq_N \) follows from (3.41). The second assumption in (3.24) follows from (3.5) and Lemma 3.5 as follows:
\[ \sum_{i,j} \mathbb{P}(i, j \text{ connected}) = \sum_{i,j} \mathbb{P}(i, j \in \mathcal{C}_{(1)}) = \sum_l \mathbb{E}_N[|\mathcal{C}_{(1)}|^2|\mathcal{C}_{(1)} \geq \gamma_N]] + o(N^2), \] (3.49)

because \( \gamma_N = o(N) \). In turn:
\[ \sum_l |\mathcal{C}_{(1)}|^2 I[|\mathcal{C}_{(1)}| \geq \gamma_N] = \sum_{i,j} |\mathcal{C}_{(1)}| \geq \gamma_N, |\mathcal{C}_{(1)}| \geq \gamma_N], \] (3.50)

so that
\[ \sum_l \mathbb{E}_N[|\mathcal{C}_{(1)}|^2 I[|\mathcal{C}_{(1)}| \geq \gamma_N]] = \mathbb{E}_N[X_N^2] = (\mathbb{E}_N[X_N])^2 + \text{Var}_N(X_N) = N^2 q_N^2 (1 + o(1)), \] (3.51)

because Lemma 3.5 stated that \( \text{Var}_N(X_N) \) is of order \( N \). \( \square \)

### 3.2 Proof of Theorem 1.2

The proof of Theorem 1.2 will be given by verifying the conditions of Proposition 3.6 with \( Q = \mathbb{P} \) and \( \gamma_N^* = \tilde{\gamma}_N \) defined in (3.3). In order to do so we will use results proved in [19] for \( \tau > 3 \), [20] for \( \tau \in (2, 3) \) and [17] for \( \tau \in (1, 2) \) (when we apply these results we will give more specific references).

We now turn to the proof of the theorem in question. Because in the configuration model the nodes 1, 2, \ldots, \( N \) are exchangeable,
\[ \mathbb{E}_N[X_N] = N \mathbb{P}(|\mathcal{C}_1| > \tilde{\gamma}_N), \] (3.52)

and this identifies \( q_N = \mathbb{P}(|\mathcal{C}_1| > \tilde{\gamma}_N) \) (see (3.4)). We next note that (again using that the nodes 1, 2, \ldots, \( N \) are exchangeable),
\[ \sum_{i,j} \mathbb{P}(i, j \text{ connected}) = N(N - 1) \mathbb{P}(1, 2 \text{ connected}) + N. \] (3.53)

In [19] p. 99, Equation (4.22) (case \( \tau > 3 \)), [20] (4.96) (for \( \tau \in (2, 3) \)), it was shown that
\[ \mathbb{P}(1, 2 \text{ connected}) = q^2 (1 + o(1)), \] (3.54)

where \( q \) is the survival probability of the delayed branching process \( \{Z_t\}_{t \geq 1} \). For \( \tau \in (1, 2) \) we showed in [17] Theorem 1.1 that the graph-distance between between 1 and 2 is whp either equal to 2 or to 3, so in this case (3.54) holds with \( q = 1 \).

Comparing the conditions of Proposition 3.6 and those of Theorem 1.2 shows that in order to use Proposition 3.6 it remains to show that: (i) \( q_N = q + o(1) \), and (ii) to give a bound \( B_N = o(N^2) \) on \( \text{Var}_N(X_N) \). This is indeed so, because \( L_N \geq 2N \) follows from \( \mu \geq 2 \), when \( \tau > 2 \), or is immediate from \( \tau \in (1, 2) \). We prove (i) in Lemma 3.7 and (ii) in Lemma 3.8 below.

**Lemma 3.7** \( q_N = q + o(1) \).
Proof. We have that

\[ q_N = \mathbb{P}(|C_1| > \gamma N) = 1 - \mathbb{P}(|C_1| \leq \gamma N). \]  

(3.55)

Using (3.18), we obtain

\[ \mathbb{P}(|C_1| \leq \gamma N) = \mathbb{E}[\mathbb{P}_N\left(\sum_l \hat{Z}_l^{(1,N)} \leq \gamma N\right)] + O\left(\frac{\gamma^2}{L_N}\right). \]  

(3.56)

The coupling is described in full detail in [19, Section 3, p. 87], whereas the bound in (3.18) and hence (3.56) follows from the proof of [19, Lemma A.2.2, p. 111], which holds under the \( \mathbb{P}_N \)-probability and is therefore true for any degree sequence. Therefore,

\[ q_N = 1 - \mathbb{E}[\mathbb{P}_N\left(\sum_l \hat{Z}_l^{(1,N)} \leq \gamma N\right)] + O\left(\frac{\gamma^2}{L_N}\right). \]  

(3.57)

We start with \( \tau \in (1, 2) \). We note that with probability 1,

\[ \mathbb{P}_N\left(\sum_l \hat{Z}_l^{(1,N)} \leq \gamma N\right) \leq \mathbb{P}_N(\hat{Z}_2^{(1,N)} \leq \gamma N) \leq \sum_{n=1}^{\gamma N} g_n^{(N)} = \sum_{i=1}^N D_i \mathbb{P}(D_i \leq \gamma N + 1) \leq \frac{(\gamma N + 1)N}{L_N}. \]  

(3.58)

Therefore, since by dominated convergence both \( \mathbb{E}\left[\gamma^2 N\right] \rightarrow 0 \) and \( \mathbb{E}\left[\frac{(\gamma N + 1)N}{L_N}\right] \rightarrow 0 \), we conclude that \( q_N = 1 - o(1) \), when \( \tau \in (1, 2) \).

We next turn to \( \tau \in (2, 3) \) and \( \tau > 3 \), which we treat simultaneously. For this, we use that we can prove by coupling (see [19, Section 3, p. 87]) that

\[ \mathbb{P}_N\left(\sum_l \hat{Z}_l^{(1,N)} \leq \gamma N\right) = \mathbb{P}_N\left(\sum_l Z_l \leq \gamma N\right) + O(\gamma N p_N) = \mathbb{P}\left(\sum_l Z_l \leq \gamma N\right) + O(\gamma N p_N), \]  

(3.59)

where \( p_N \) is the total variation distance between \( \{g_n^{(N)}\} \) and \( \{g_n\} \) given by

\[ p_N = \frac{1}{2} \sum_{n=0}^\infty |g_n^{(N)} - g_n|, \]  

(3.60)

and where the second equality in (3.59) follows since the offspring distribution of \( \{Z_l\}_{l \geq 0} \) does not depend on the degrees \( D_1, D_2, \ldots, D_N \).

In [19, Proposition 3.4, p. 92], it is shown that for \( \tau > 3 \), and some \( \alpha_2, \beta_2 > 0 \),

\[ \mathbb{P}(p_N > N^{-\alpha_2}) \leq N^{-\beta_2}. \]  

(3.61)

In [19, Remark A.1.3, p. 107], the same conclusion is derived for \( \tau \in (2, 3) \). Therefore,

\[ q_N = 1 - \mathbb{P}\left(\sum_l Z_l \leq \gamma N\right) + O\left(\frac{\gamma^2}{L_N}\right) + O(N^{-\beta_2}) + O(\gamma N N^{-\alpha_2}), \]  

(3.62)

so that, in turn,

\[ q_N = q - \mathbb{P}(\bar{\gamma}_N < \sum_l Z_l < \infty) + o(1). \]  

(3.63)

We have that

\[ \mathbb{P}(\bar{\gamma}_N < \sum_l Z_l < \infty) = (1 - q)\mathbb{P}(\sum_l Z_l > |\bar{\gamma}_N| \text{ extinction}). \]  

(3.64)

A supercritical branching process conditioned on extinction is a branching process with law

\[ g_n^* = (1 - q)^{n-1} g_n \quad (n \geq 1), \quad g_0^* = 1 - \sum_{n=1} g_n^*. \]  

(3.65)
Indeed, if $F_n$ is the event that $Z_t$ has $n$ children in the first generation, then
\[
P(Z_t \text{ dies out}, F_n) = g_n P(n \text{ copies of } Z_t \text{ die out}) = (1 - q^n) g_n.
\] (3.66)
It is not hard to see that $g^*$ is a subcritical offspring distribution, and it clearly has finite mean. Therefore, in particular, the total progeny has finite mean (in fact, even exponential tails), so that by the Markov inequality
\[
P(\sum_t Z_t > \gamma_N | \text{ extinction}) \leq \gamma_N^{-1} E(\sum_t Z_t | \text{ extinction}) = O(\gamma_N^{-1}) = o(1).
\] (3.67)
This completes the proof of Lemma 3.7.

We must also show (ii), i.e., we have to show that the variance of $X_N$ is bounded by $B_N = o(N^2)$. We will show:

**Lemma 3.8** There exists $\beta > 0$ such that
\[
\text{Var}(X_N) = O(N^{2-\beta}).
\] (3.68)

**Proof.** We follow the proof of Lemma 3.5. We rewrite
\[
\text{Var}(X_N) = \text{Var}(Y_N) = E(\text{Var}(Y_N)) + E(E_N[Y_N]^2) - E[Y_N]^2.
\] (3.69)
By Lemma 3.5, $E(\text{Var}(Y_N))$ is certainly bounded by $O(N^{2-\beta})$, and we are left to bound the second term. We start with $\tau \in (1, 2)$. We use (3.58) to see that \text{whp}, and for some $\eta > 0$
\[
P_N(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N) \leq \frac{(\bar{\gamma}_N + 1)N}{L_N} \leq N^{-\eta}.
\] (3.70)
Therefore, using that $Y_N = \sum_{i=1}^N I[|C_i| \leq \bar{\gamma}_N]$, we get
\[
E(E_N[Y_N]^2) \leq E(N^{2}E_N^2(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N)) + O(N^2 \frac{\bar{\gamma}_A^4}{L_N}) = O(N^{2-\eta}).
\] (3.71)
Therefore, (3.68) holds with $\beta = \eta$.

We next turn to $\tau \in (2, 3)$ and $\tau > 3$, which we treat simultaneously. Using once more the fact that $Y_N = \sum_{i=1}^N I[|C_i| \leq \bar{\gamma}_N]$ and (3.58), we get
\[
E[Y_N] = \sum_{i=1}^N P_N(|C_i| \leq \bar{\gamma}_N) = \sum_{i=1}^N P_N(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N) + O(\frac{N\bar{\gamma}_A^2}{L_N}).
\] (3.72)
Hence
\[
E(E_N[Y_N]^2) - E[Y_N]^2 = \sum_{i,j} \left\{ E[P_N(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N)P_N(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N)] - P(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N)P(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N) \right\} + O(\frac{N^2\bar{\gamma}_A^2}{L_N}).
\] (3.73)
Now, by (3.59), we can replace $P_N(\sum_i \hat{Z}_{i}^{(1,N)} \leq \bar{\gamma}_N)$ by $P_N(\sum_i \hat{Z}_{i}^{(i)} \leq \bar{\gamma}_N)$, at the cost of an additional error term $O(\bar{\gamma}_NP_N)$, where $\{Z_i^{(i)}\}_{i \geq 1}$ for $i = 1, 2, \ldots, N$ are independent copies of the branching process $Z_t$. Since $\{Z_i^{(i)}\}_i$ and $\{Z_i^{(j)}\}_i$ are independent for $i \neq j$ and their law is independent of the degree sequence, we have that
\[
P_N(\sum_i \hat{Z}_{i}^{(i)} \leq \bar{\gamma}_N)P_N(\sum_i \hat{Z}_{i}^{(i)} \leq \bar{\gamma}_N) = P^2(\sum_i Z_i \leq \bar{\gamma}_N),
\] (3.74)
so that we obtain
\[
E(E_N|Y_N|^2) - E[Y_N]^2 = O(N^2\tilde{\gamma}_N E[p_N]) + O\left(\frac{N^2\tilde{\gamma}_N^2}{L_N}\right) = O(N^{2-\beta}),
\]
(3.75)
by bounding the sum over \(i\) by \(N\), and using (3.61), which implies \(E[p_N] \leq N^{-(\alpha_2 \wedge \beta_2)}\), so that choosing \(0 < \beta < \alpha_2 \wedge \beta_2\), kills the additional factor \(\log N\) originating from \(\tilde{\gamma}_N\).

This concludes the proof of Theorem 1.2. We even obtain an improvement, since \(\sqrt{B_N} \leq N^{1-\beta'}\) for any \(\beta' < \beta\), so that \textbf{whp} the largest cluster is in between \(Nq_N \pm \omega_N N^{1-\beta'}\).

\[\Box\]

4 Further bounds on connected components and diameter

4.1 On connected components

The proof of Theorem 1.3 is based on the following lemma. Recall that \(f_k = P(D = k), k \geq 1\).

\[\text{Lemma 4.1} \quad \text{Assume the conditions of Theorem 1.3. Suppose further that for some } k = k_N = O(\log N), \text{ and some } 0 < \delta < 1/6, \text{ \textbf{whp}}\]
\[Nf_k \left(\frac{f_1(1 - \delta)}{\mu_N}\right)^k \to \infty. \tag{4.1}\]

Then \textbf{whp} the random graph contains a connected component with \(k + 1\) nodes.

\[\text{Proof.}\] Take \(k\) such that \(f_k > 0\) and consider the star-like connected component, with one node of degree \(k\) at the center and \(k\) nodes of degree 1 at the ends (see Figure 1).

\[\text{Figure 1: A star-like connected component with } k + 1 \text{ nodes.}\]

We will show that if the condition of the lemma holds, then, the random graph contains the above connected component \textbf{whp}.

The main idea behind the proof is the following. There are \textbf{whp} at least \(f_1(1 - \delta)N\) nodes of degree one. Hence, the probability that we connect a node of degree \(k\) to \(k\) nodes of degree 1 is at least
\[
\left(\frac{f_1(1 - \delta)N}{L_N}\right)^k = \left(\frac{f_1(1 - \delta)}{\mu_N}\right)^k.
\]
(4.2)
Since, \textbf{whp} there are about \(Nf_k\) nodes of degree \(k\), we have about \(Nf_k\) trials to make such a \(k\)-star component. The mean number of successful trials is then about
\[
Nf_k \left(\frac{f_1(1 - \delta)}{\mu_N}\right)^k \to \infty,
\]
by condition (4.1). Hence, \textbf{whp} we expect to make at least one successful trial, and find a \(k\)-star component.
We will now give the details of the proof. First we define a procedure which determines the existence of $k$-stars in the random graph. Consider the process of pairing stubs in the graph. We are free to choose the order in which we pair them. Consider $D_{j_1}, \ldots, D_{j_{\ell_N}}$, where we abbreviate $\ell_N = N(k)$ to be equal to the number of the nodes with degree $k$, which we call $k$-nodes for brevity. We pair the stubs in the following order:

Let $S_{(1)} = S_{1,1}, \ldots, S_{1,k}$ be the stubs of node $j_1^* = j_1$. We first pair $S_{1,1}$. If it is paired with a stub of a node of degree 1, then we call this pairing successful and consider the pairing of $S_{1,2}$. If $S_{1,2}$ is paired with a stub of a node of degree 1, then we call the second pairing successful and consider the pairing of $S_{1,3}$, and so on until the first moment when one of the two following things happens. The first case is that all stubs of node $j_1$ are paired with nodes of degree 1. Then we observe a $k-$star component, we call the first trial successful and stop. The second case is that we come to $l < k$ such that the $l$th pairing is unsuccessful, i.e., $S_{1,l}$ is not paired with a node of degree 1. Then we call the whole trial unsuccessful and stop with pairing of the stubs in $S_{(1)}$. In the later case it is possible that $S_{1,l}$ is paired with another node in $j_2, \ldots, j_{\ell_N}$. Such node can not turn into a $k$-star anymore, we call this node, as well as node $j_1$, used and discard them in the procedure.

We define our successive trials inductively. For any $m \geq 2$, let $j_m^*$ be the first unused node in the sequence $j_1, \ldots, j_{\ell_N}$. Then, for $j_m^*$ we use the same procedure as with $j_1^*$ to determine whether the $m$th trial is successful or not. If the trial is not successful, then node $j_m^*$ becomes used, and if the corresponding unsuccessful pairing involves another unused $k$-node, then we also call this node used. We always discard all used nodes from the procedure.

We repeat these trials until we find a successful $k$-node or until all $k$-nodes are used. The $P_N$-probability that the $j$th trial is successful is

$$
\prod_{s=0}^{k-1} \frac{N(1) - L_N(1,j) - s}{L_N - 2jk - 2s - 1} I[N(k) \geq j] I[N(1) - L_N(1,j) \geq k],
$$

where $N(1) - L_N(1,j)$ is the remaining number of free stubs of the degree 1 nodes up to the moment of the $j$th trial. Let $\tau_N(k)$ be the number of trials. Since at every unsuccessful trial the number of used nodes of degree $k$ increases by at most two, we have $\tau_N(k) \geq \lfloor N(k)/2 \rfloor$. Instead of using all these trials, we will only use $[\delta^2 N(k)]$ of them. Then, after $[\delta^2 N(k)]$ trials, there are at least $N(1) - k \lfloor \delta^2 N(k) \rfloor$ remaining free stubs attached to nodes of degree 1. Hence, for $j \leq [\delta^2 N(k)]$, (4.3) is at least

$$
\left( \frac{N(1) - \delta^2 kN(k)}{L_N} \right)^k I[N(k) \geq j] I[N(1) - \delta^2 kN(k) \geq 0],
$$

where we use that if $N(1) - \delta^2 kN(k) \geq 0$, then, for all $j \leq [\delta^2 N(k)] - 1$, we have that $N(1) - L_N(1,j) \geq k$. Then, the $P_N$-probability that all $[\delta^2 N(k)]$ trials are unsuccessful is at most

$$
\prod_{i=0}^{[\delta^2 N(k)]-1} \left( 1 - \left( \frac{N(1) - \delta^2 kN(k)}{L_N} \right)^k \right) I[N(1) - \delta^2 kN(k) \geq 0].
$$

If we show that whp

(i) $N(1) - \delta^2 kN(k) \geq (1-\delta)N f_1,$

(ii) $N(k) \geq N f_k/2,$

(4.6)

then, again whp, the probability that all $[\delta^2 N(k)]$ trials are unsuccessful is at most

$$
N^{\delta^2 f_k/2} \prod_{i=0}^{1} \left( 1 - \left( \frac{(1-\delta)N f_1}{L_N} \right)^k \right) \leq \exp \left\{ -\left( N \delta^2 f_k/2 + 1 \right) \left( \frac{(1-\delta)f_1}{(L_N/N)} \right)^k \right\} = o(1),
$$

due to (4.4), where we further used that $1-x \leq e^{-x}$ for $x > 0$. Hence, we are done if we prove (4.6).
For $\tau \in (1, 2)$, we have by assumption $f_k > 0$, for some $k \leq \gamma_{2}^{**}$ (see (1.8). It follows that $k$ is bounded and so by the law of large numbers we have whp,

$$(1 - \delta)N f_k \leq N(k) \leq (1 + \delta)N f_k.$$  

(4.8)

Hence, part (4.6(ii)) is clear from the lower bound in (4.8) when $\delta \leq 1/2$. For part (4.6(i)), we use (4.8) together with the similar bound that whp

$$(1 - \delta^2)N f_1 \leq N(1) \leq (1 + \delta^2)N f_1.$$  

(4.9)

Then

$$N(1) - \delta^2 k N(k) \geq (1 - \delta^2)N f_1 - \delta^2(1 + \delta)N k f_k = N\left[f_1 - \delta^2(f_1 + (1 + \delta)k f_k)\right] \geq N f_1(1 - \delta),$$  

(4.10)

when $\delta$ is sufficiently small, since $k$ is fixed. This completes the proof of (4.6) when $\tau \in (1, 2)$.

We turn to the case $\tau > 2$. In this case $k = k_N = O(\log N)$ and hence the law of large numbers does not apply. Instead, we use (4.1), which states that a binomial random variable $X$ satisfies

$$\mathbb{P}(|X - \mathbb{E}[X]| \geq t) \leq 2e^{-\frac{t^2}{2(\mathbb{E}[X] + t/3)}},$$  

(4.11)

for all $t > 0$. We apply the above result with $X = N(k)$, $\mathbb{E}[X] = N f_k$ and $t = \delta N f_k$. Then we obtain for large enough $N$,

$$\mathbb{P}(|N(k) - N f_k| \geq \delta f_k N) \leq 2e^{-\frac{\delta^2 N f_k}{2(\mathbb{E}[X] + t/3)}} = o(1),$$  

(4.12)

uniformly in $N$ and $k = k_N = O(\log N)$. This yields (4.8) and hence (4.6(ii)), whp, when $\delta \leq 1/2$. Furthermore, for $\tau > 2$ we obtain because the expectation $\sum j f_j < \infty$ that $k f_k = o(1)$ when $k \to \infty$. Hence, whp for large enough $N$,

$$N(1) - \delta^2 k N(k) \geq (1 - \delta^2)N f_1 - \delta^2(1 + \delta)N k f_k / 2 \geq (1 - \delta) f_1 N,$$

uniformly in $N$ and in $k = k_N = O(\log N)$, for $\delta > 0$ small enough, so that (4.6(i)) holds. This completes the proof of (4.6) for $\tau > 2$.

\[\Box\]

**Proof of Theorem 1.3(i).** We check the conditions of Lemma 4.1 for $\tau \in (1, 2)$. Firstly, since $k \leq \gamma_{**}$, and $\gamma_{**}$ being constant, the condition $k = k_N = O(\log N)$, of Lemma 4.1 is trivially fulfilled. Secondly, we rewrite the left side of (1.11) as

$$N f_k \left(\frac{f_1(1 - \delta)}{\mu_N}\right)^k = f_k (f_1(1 - \delta))^k e^{\log N - k \log(\mu_N)}.$$  

(4.13)

Fix $0 < \delta' < \delta < 1/6$, and let $\varepsilon > 0$ be arbitrary. Since $L_N = D_1 + \cdots + D_N$, where $D_i$ is in the domain of attraction of a stable law (18, Corollary 2, XVII.5, p. 578), we have

$$\mathbb{P}\left(\log \mu_N \leq (1 + \delta') \frac{2 - \tau}{\tau - 1} \log N\right) = \mathbb{P}\left(\mu_N \leq N^{(1+\delta')\frac{2 - \tau}{\tau - 1}}\right) = \mathbb{P}\left(L_N \leq N^{\frac{1}{\tau-1} + \frac{\delta'(2 - \tau)}{\tau - 1}}\right) \geq 1 - \varepsilon,$$

(4.14)

since $(2 - \tau)/(\tau - 1) > 0$, for $\tau \in (1, 2)$. Thus, we obtain that, with probability at least $1 - \varepsilon$,

$$N f_k \left(\frac{f_1(1 - \delta)}{\mu_N}\right)^k = f_k (f_1(1 - \delta))^k e^{\log N - k \log(\mu_N)} \geq f_k (f_1(1 - \delta))^k N^{1-\delta'}(1 - \delta) \to \infty,$$

(4.15)

for every $k \leq \gamma_{2}^{**}$, where $\gamma_{2}^{**}$ is defined in (1.8). Therefore, the conditions of Lemma 4.1 are fulfilled, and Theorem 1.3(i) follows. \[\Box\]
Proof of Theorem 1.3(ii). We again use Lemma 1.1 and check its conditions. Firstly, by the condition of the theorem, \(k\) clearly satisfies \(k = k_N = O(\log N)\). Secondly, we rewrite the expression in the left side of (4.1), using (1.9), and with \(k\) replaced by \(\delta'\), as

\[
N f_k \left( \frac{f_1(1 - \delta')}{\mu_N} \right)^k = L_f(k) e^{-\tau \log k} e^{\log N + k \log f_1(1 - \delta')/\mu_N}. \tag{4.16}
\]

Since \(\tau > 2\), we have by the weak law of large numbers (w.l.l.n., \(\mu_N \to \mu\) in probability, as \(N \to \infty\), so that \(\text{whp} \ \mu_N \leq \mu/(1 - \delta')\). On this event, we then obtain the lower bound

\[
\log N + k \log \left( \frac{f_1(1 - \delta')}{\mu_N} \right) \geq \log N - \gamma_1 \log N \cdot \log \left( \frac{\mu}{f_1(1 - \delta')^2} \right) \geq \log N \left( 1 - \frac{1 - \delta}{\log(\mu/f_1)} \right) \geq \frac{\delta}{2} \log N,
\]

when \(\delta' > 0\) is sufficiently small. Substituting the above lower bound in the right side of (4.16), we obtain from (1.9) that, for sufficiently large \(N\), \(\text{whp}\)

\[
N f_k \left( \frac{f_1(1 - \delta')}{\mu_N} \right)^k \geq L_f(k) e^{-\tau \log k} N^{\delta/2} \to \infty, \quad \text{as} \quad N \to \infty,
\]

where we have used that \(k = k_N = O(\log N)\) so that \(e^{-\tau \log k} = e^{-O(\log \log n)}\). We conclude that the condition (4.1) is fulfilled with some \(\delta' > 0\), and we have proved Theorem 1.3(ii). \(\square\)

4.2 A lower bound on the diameter

We now prove Theorem 1.5 which gives a lower bound on the diameter.

Proof of Theorem 1.5. We start by proving the claim when \(f_2 > 0\). The idea behind the proof is simple. Under the conditions of the theorem, one can find, \(\text{whp}\), a path \(\Gamma(N)\) in the random graph such that this path consists exclusively of nodes with degree 2 and has length at least \(2\alpha \log N\). This implies that the diameter \(D(G)\) is at least \(\alpha \log N\), since the above path could be a cycle.

Below we define a procedure which proves the existence of such a path. Consider the process of pairing stubs in the graph. We are free to choose the order in which we pair the free stubs, since this order is irrelevant for the distribution of the random graph. Hence, we are allowed to start with pairing the stubs of the nodes of degree 2.

Let \(S_N(2) = (i_1, \ldots, i_{N(2)}) \in \mathbb{N}^{N(2)}\) be the nodes of degree 2, where we recall that \(N(2)\) is the number of such nodes. We will pair the stubs and at the same time define a permutation \(\Pi(N) = (i^*_{\alpha}, \ldots, i^*_{N(2)})\) of \(S_N(2)\), and a characteristic \(\chi(N) = (\chi_1, \ldots, \chi_{N(2)})\) on \(\Pi(N)\), where \(\chi_j\) is either 0 or 1. \(\Pi(N)\) and \(\chi(N)\) will be defined inductively in such a way that for any node \(i^*_k \in \Pi(N)\), \(\chi_k = 1\), if and only if node \(i^*_k\) is connected to node \(i^*_{k+1}\). Hence, if \(\chi(N)\) contains a substring of at least \(2\alpha \log N\) ones then the random graph contains a path \(\Gamma(N)\) of length at least \(2\alpha \log N\).

We initialize our inductive definition by \(i^*_1 = i_1\). The node \(i^*_1\) has two stubs, we consider the second one and pair it to an arbitrary free stub. If this free stub belongs to another node \(j \neq i^*_1\) in \(S_N(2)\) then we choose \(i^*_2 = j\) and \(\chi_1 = 1\), else we choose \(i^*_2 = i_2\), and \(\chi_1 = 0\).

Suppose for some \(1 < k \leq N(2)\), the sequences \((i^*_1, \ldots, i^*_k)\) and \((\chi_1, \ldots, \chi_{k-1})\) are defined. If \(\chi_{k-1} = 1\), then one stub of \(i^*_k\) is paired to a stub of \(i^*_{k-1}\), and another stub of \(i^*_k\) is free, else, if \(\chi_{k-1} = 0\), node \(i^*_k\) has two free stubs. Thus, node \(i^*_k\) has at least one free stub. We pair this stub to an arbitrary remaining free stub. If this second stub belongs to node \(j \in S_N(2) \setminus \{i^*_1, \ldots, i^*_k\}\), then we choose \(i^*_{k+1} = j\) and \(\chi_k = 1\), else we choose \(i^*_{k+1}\) as the first stub in \(S_N(2) \setminus \{i^*_1, \ldots, i^*_k\}\), and \(\chi_k = 0\). Hence, we have defined \(\chi_k = 1\), if and only if node \(i^*_k\) is connected to node \(i^*_{k+1}\).
We show that \( \text{whp} \) there exists a substring of ones of length at least \( 2\alpha \log N \) in the first half of \( \chi_N \), i.e., in \( \chi_{-1}^2(N) = (\chi_{2-1}^1, \ldots, \chi_{N(2)/2}) \). For this purpose, we couple the sequence \( \chi_{-1}^2(N) \) with a sequence \( B_{-1}^2(N) = \{\xi_k\} \), where \( \xi_k \) are i.i.d. Bernoulli random variables taking value 1 with probability \( f_2/(4\mu) \), and such that \( \chi_{-1}^2_i \geq \xi_k \), for all \( k \in \{1, \ldots, \lfloor N(2)/2 \rfloor \} \), \( \text{whp} \). Indeed, for any \( 1 \leq k \leq \lfloor N(2)/2 \rfloor \), the \( \mathbb{P}_N \)-probability that \( \chi_{-1}^2_i = 1 \) is at least

\[
\frac{2N(2) - C_N(k)}{L_N - C_N(k)}, \tag{4.19}
\]

where as before \( N(2) \) is the total number of nodes with degree 2, and \( C_N(k) \) is the total number of paired stubs after \( k + 1 \) pairings. By definition of \( C_N(k) \), for any \( k \leq N(2)/2 \), we have

\[
C_N(k) = 2(k - 1) + 1 \leq N(2). \tag{4.20}
\]

Due to the \textbf{w.l.l.n.} we also have that \( \text{whp} \)

\[
N(2) \geq f_2N/2, \quad L_N \leq 2\mu N. \tag{4.21}
\]

Substitution of \( 4.20 \) and \( 4.21 \) into \( 4.19 \) gives us that the right side of \( 4.19 \) is at least

\[
\frac{N(2)}{L_N} \geq \frac{f_2}{4\mu}.
\]

Thus, \( \text{whp} \) we can stochastically dominate all coordinates of the random sequence \( \chi_{-1}^2(N) \) with an i.i.d. Bernoulli sequence \( B_{-1}^2(N) \) of \( N f_2/2 \) independent trials with success probability \( f_2/(4\mu) \). It is well known (see \cite{14}) that the probability of existence of a run of \( 2\alpha \log N \) ones converges to one whenever

\[
2\alpha \log N \leq (1 - \varrho) \frac{\log (N f_2/2)}{\log(f_2/(4\mu))},
\]

for some \( 0 < \varrho < 1 \).

We conclude that \( \text{whp} \) the sequence \( B_{-1}^2(N) \) contains a group (and hence a substring) of \( 2\alpha \log N \) ones. Since \( \text{whp} \) \( \chi_N \geq B_{-1}^2(N) \), where the ordering is componentwise, \( \text{whp} \) the sequence \( \chi_N \) also contains the same substring of \( 2\alpha \log N \) ones, and hence there exists a required path consisting of at least \( 2\alpha \log N \) nodes with degree 2. Thus, \( \text{whp} \) the diameter is at least \( \alpha \log N \), and we have proved the theorem in the case that \( f_2 > 0 \).

We now complete the proof of Theorem \ref{thm:main} when \( f_2 = 0 \) by adapting the above argument. When \( f_2 = 0 \), and since \( f_1 + f_2 > 0 \), we must have that \( f_1 > 0 \). Let \( k^* > 2 \) be the smallest integer such that \( f_{k^*} > 0 \). This \( k^* \) must exist, since \( f_1 < 1 \). Denote by \( N^*(2) \) the total number of nodes of degree \( k^* \) of which its first \( k^* - 2 \) stubs are connected to a node with degree 1. Thus, effectively, after the first \( k^* - 2 \) stubs have been connected to nodes with degree 1, we are left with a structure which has 2 free stubs. These nodes will replace the \( N(2) \) nodes used in the above proof. It is not hard to see that \( \text{whp} \) \( N^*(2) \geq f_{k^*}^* N/2 \) for some \( f_{k^*}^* > 0 \). Then, the argument for \( f_2 > 0 \) can be repeated, replacing \( N(2) \) by \( N^*(2) \) and \( f_2 \) by \( f_{k^*}^* \). In more detail, for any \( 1 \leq k \leq \lfloor N^*(2)/(2k^*) \rfloor \), the \( \mathbb{P}_N \)-probability that \( \chi_{-1}^2_i = 1 \) is at least

\[
\frac{2N^*(2) - C_N^*(k)}{L_N - C_N^*(k)}, \tag{4.22}
\]

where \( C_N^*(k) \) is the total number of paired stubs after \( k + 1 \) pairings of the free stubs incident to the \( N^*(2) \) nodes. By definition of \( C_N^*(k) \), for any \( k \leq N^*(2)/(2k^*) \), we have

\[
C_N(k) = 2k^*(k - 1) + 1 \leq N^*(2). \tag{4.23}
\]

Substitution of \( 4.23 \), \( N^*(2) \geq f_{k^*}^* N/2 \) and the bound on \( L_N \) in \( 4.21 \) into \( 4.22 \) gives us that the right side of \( 4.22 \) is at least

\[
\frac{N^*(2)}{L_N} \geq \frac{f_{k^*}^*}{4\mu}.
\]

Now the proof can be completed as above. We omit further details. \( \square \)
4.3 A log log upper bound on the diameter for \( \tau \in (2, 3) \)

In this section, we investigate the diameter of the configuration model when \( f_1 + f_2 = 0 \), or equivalently \( \mathbb{P}(D \geq 3) = 1 \). We assume (1.13) for some \( \tau \in (2, 3) \). We will show that under these assumptions \( C_F \log \log N \) is an upper bound on the diameter of \( G \) for some sufficiently large constant \( C_F \) (see Theorem 1.6).

The proof is divided into two key steps. In the first, in Proposition 4.2, we give a bound on the diameter of the core of the configuration model consisting of all nodes with degree at least a certain power of \( \log N \). This argument is very close in spirit to the one in [25], the only difference being that we have simplified the argument slightly. After this, in Proposition 4.5, we derive a bound on the distance between nodes with small degree and the core. We note that Proposition 4.2 only relies on the assumption in (1.13), while Proposition 4.5 only relies on the fact that \( \mathbb{P}(D \geq 3) = 1 \).

We start by investigating the core of the configuration model.

We take \( \sigma > \frac{1}{3 - \tau} \) and define the core \( \text{Core}_N \) of the configuration model to be

\[
\text{Core}_N = \{i : D_i \geq (\log N)^\sigma\},
\]

i.e., the set of nodes with degree at least \( (\log N)^\sigma \). Then, the diameter of the core is bounded in the following proposition:

**Proposition 4.2 (The diameter of the core)** For every \( \sigma > \frac{1}{3 - \tau} \), the diameter of \( \text{Core}_N \) is bounded above by

\[
\frac{2 \log \log N}{|\log (\tau - 2)|}(1 + o(1)).
\]

**Proof.** We note that (1.13) implies that whp the largest degree \( D_N \) satisfies

\[
D_N \geq u_1, \quad \text{where} \quad u_1 = N^{1/\tau} (\log N)^{-1},
\]

because for \( N \to \infty \),

\[
\mathbb{P}(D_{(N)} > u_1) = 1 - \mathbb{P}(D_{(N)} \leq u_1) = 1 - [F(u_1)]^N \geq 1 - (1 - c(N)^{1-\tau})^N = 1 - \left(1 - \frac{c (\log N)^{\tau-1}}{N}\right)^N \sim 1 - \exp(-c N)^{\tau-1} \to 1.
\]

Define

\[
\mathcal{N}^{(1)} = \{i : D_i \geq u_1\},
\]

so that, whp, \( \mathcal{N}^{(1)} \neq \emptyset \). For some constant \( C > 0 \), which will be specified later, and \( k \geq 2 \) we define recursively

\[
u_k = C \log N (u_{k-1})^{\tau-2}.
\]

Then, we define

\[
\mathcal{N}^{(k)} = \{i : D_i \geq u_k\}.
\]

We start by identifying \( u_k \):

**Lemma 4.3 (Identification of \( u_k \))** For each \( k \in \mathbb{N} \),

\[
u_k = C^{a_k} (\log N)^{b_k} N^{c_k},
\]

with

\[
c_k = \frac{(\tau - 2)^{k-2}}{\tau - 1}, \quad b_k = \frac{1}{3 - \tau} - \frac{4 - \tau}{3 - \tau} (\tau - 2)^{k-1}, \quad a_k = \frac{1 - (\tau - 2)^{k-1}}{3 - \tau}.
\]
Proof. We will identify $a_k$, $b_k$ and $c_k$ recursively. We note that $c_1 = \frac{1}{\tau - 1}, b_1 = -1, a_1 = 0$. By (4.29), we can, for $k \geq 2$, relate $a_k, b_k, c_k$ to $a_{k-1}, b_{k-1}, c_{k-1}$ as follows:

$$c_k = (\tau - 2)c_{k-1}, \quad b_k = 1 + (\tau - 2)b_{k-1}, \quad a_k = 1 + (\tau - 2)a_{k-1}. \quad (4.33)$$

As a result, we obtain

$$c_k = (\tau - 2)^{k-1}c_1 = \frac{(\tau - 2)^{k-1}}{\tau - 1}, \quad (4.34)$$

$$b_k = b_1(\tau - 2)^{k-1} + \sum_{i=0}^{k-2}(\tau - 2)^i = \frac{1 - (\tau - 2)^{k-1}}{3 - \tau} - (\tau - 2)^{k-1}, \quad (4.35)$$

$$a_k = \frac{1 - (\tau - 2)^{k-1}}{3 - \tau}. \quad (4.36)$$

The key step in the proof of Proposition 4.2 is the following lemma:

Lemma 4.4 (Connectivity between $\mathcal{N}^{(k-1)}$ and $\mathcal{N}^{(k)}$) Fix $k \geq 2$, and $C > 4\mu/c$ (see (1.6), and (1.15) respectively). Then, the probability that there exists an $i \in \mathcal{N}^{(k)}$ that is not directly connected to $\mathcal{N}^{(k-1)}$ is $o(N^{-\delta})$, for some $\delta > 0$ independent of $k$.

Proof. We note that, by definition,

$$\sum_{i \in \mathcal{N}^{(k-1)}} D_i \geq u_{k-1} |\mathcal{N}^{(k-1)}|. \quad (4.37)$$

Also,

$$|\mathcal{N}^{(k-1)}| \sim \text{Bin}(N, 1 - F(u_{k-1})), \quad (4.38)$$

and we have that, by (1.13),

$$N[1 - F(u_{k-1})] \geq cN(u_{k-1})^{1-\tau}, \quad (4.39)$$

which, by Lemma 4.3 grows as a positive power of $N$, since $c_k \leq c_2 = \frac{\tau - 2}{\tau - 1} < \frac{1}{\tau - 1}$. Using (4.11), we obtain that the probability that $|\mathcal{N}^{(k-1)}|$ is bounded below by $N[1 - F(u_{k-1})]/2$ is exponentially small in $N$. As a result, we obtain that for every $k$, and whp

$$\sum_{i \in \mathcal{N}^{(k)}} D_i \geq \frac{c}{2}N(u_k)^{2-\tau}. \quad (4.40)$$

We note (see e.g., [20] (4.34)) that for any two sets of nodes $A, B$, we have that

$$\mathbb{P}_N(A \text{ not directly connected to } B) \leq e^{-\frac{DA DB}{L_N}}, \quad (4.41)$$

where, for any $A \subseteq \{1, \ldots, N\}$, we write

$$DA = \sum_{i \in A} D_i. \quad (4.42)$$

On the event where $|\mathcal{N}^{(k-1)}| \geq N[1 - F(u_{k-1})]/2$ and where $L_N \leq 2\mu N$, we then obtain by (4.41), and Boole’s inequality that the $\mathbb{P}_N$-probability that there exists an $i \in \mathcal{N}^{(k)}$ such that $i$ is not directly connected to $\mathcal{N}^{(k-1)}$ is bounded by

$$Ne^{-\frac{u_k u_{k-1}[1 - F(u_{k-1})]}{2\mu N}} \leq Ne^{-\frac{c_{u_k}(u_{k-1})^{2-\tau}}{4\mu}} = N^{1 - \frac{c_{u_k}}{4\mu}}, \quad (4.43)$$

where we have used (4.29). Taking $C > 4\mu/c$ proves the claim. \qed
We now complete the proof of Proposition 4.2. Fix
\[ k^* = \frac{2 \log \log N}{|\log (\tau - 2)|}. \]  
(4.44)

As a result of Lemma 4.4, we have whp that the diameter of \( N^{(k^*)} \) is at most \( 2k^* \), because the distance between any node in \( N^{(k^*)} \) and the node with degree \( D_{(N)} \) is at most \( k^* \). Therefore, we are done when we can show that
\[ \text{Core}_N \subseteq N^{(k^*)}. \]  
(4.45)

For this, we note that
\[ N^{(k^*)} = \{ i : D_i \geq u_{k^*} \}, \]  
(4.46)

so that it suffices to prove that \( u_{k^*} \geq (\log N)^\sigma \), for any \( \sigma > \frac{1}{3-\tau} \). According to Lemma 4.3,
\[ u_{k^*} = C a_{k^*} (\log N)^{b_{k^*} N^{c_{k^*}}} \]  
(4.47)

Because for \( x \to \infty \), and \( 2 < \tau < 3 \),
\[ x(\tau - 2)^{\frac{2 \log x}{\log (\tau - 2)}} = x \cdot x^{-2} = o(\log x), \]  
(4.48)

we find with \( x = \log N \) that
\[ \log N \cdot (\tau - 2)^{\frac{2 \log \log N}{\log (\tau - 2)}} = o(\log \log N), \]  
(4.49)

implying: \( N^{c_{k^*}} = (\log N)^{o(1)} \), \( (\log N)^{b_{k^*}} = (\log N)^{\frac{1}{3-\tau} + o(1)} \), and \( C a_{k^*} = (\log N)^{o(1)} \). Thus,
\[ u_{k^*} = (\log N)^{\frac{1}{3-\tau} + o(1)}, \]  
(4.50)

so that, by picking \( N \) sufficiently large, we can make \( \frac{1}{3-\tau} + o(1) \leq \sigma \). This completes the proof of Proposition 4.2. \( \Box \)

Define
\[ C(m, \varepsilon) = \left( \frac{\tau - 2}{3 - \tau} + 1 + \varepsilon \right) / \log m, \]  
(4.51)

where \( \varepsilon > 0 \) and \( m \geq 2 \) is an integer.

**Proposition 4.5 (The maximal distance between the periphery and the core)** Assume that \( \mathbb{P}(D \geq m + 1) = 1 \) for some \( m \geq 2 \), and take \( \varepsilon > 0 \). Then, whp, the maximal distance between any node and the core is bounded from above by \( C(m, \varepsilon) \log \log N \).

**Proof.** We start from a node \( i \) and will show that the probability that the distance between \( i \) and \( \text{Core}_N \) is at least \( C(m, \varepsilon) \log \log N \) is \( o(N^{-1}) \). This proves the claim. For this, we explore the neighborhood of \( i \) as follows. From \( i \), we connect the first \( m + 1 \) stubs (ignoring the other ones). Then, successively, we connect the first \( m \) stubs from the closest node to \( i \) that we have connected to and have not yet been explored. We call the arising process when we have explored up to distance \( k \) from the initial node \( i \) the \( k \)-exploration tree.

When we never connect two stubs between nodes we have connected to, then the number of nodes we can reach in \( k \) steps is precisely equal to \((m + 1)m^{k-1}\). We call an event where a stub on the \( k \)-exploration tree connects to a stub incident to a node in the \( k \)-exploration tree a collision. The number of collisions in the \( k \)-exploration tree is the number of cycles or self-loops in it. When \( k \) increases, the probability of a collision increases. However, for \( k \) of order \( \log \log N \), the probability that more than two collisions occur in the \( k \)-exploration tree is small, as we will prove now:
Lemma 4.6 (Not more than one collision) Take \( k = \lceil C(m, \varepsilon) \log \log N \rceil \). Then, the \( \mathbb{P}_N \)-probability that there exists a node of which the \( k \)-exploration tree has at least two collisions, before hitting the core \( \text{Core}_N \), is bounded by \((\log N)^d L_N^{-2} \), for \( d = 4C(m, \varepsilon) \log (m + 1) + 2\sigma \).

Proof. For any stub in the \( k \)-exploration tree, the probability that it will create a collision before hitting the core is bounded above by \((m + 1)m^{k-1}(\log N)^{\sigma} L_N^{-1} \). The probability that two stubs will both create a collision is, by similar arguments, bounded above by \([(m + 1)m^{k-1}(\log N)^{\sigma} L_N^{-1}]^2 \). The total number of possible pairs of stubs in the \( k \)-exploration tree is bounded by
\[
[(m + 1)(1 + m + \ldots + m^{k-1})]^2 \leq [(m + 1)m^k]^2,
\]
so that by Boole’s inequality, the probability that the \( k \)-exploration tree has at least two collisions is bounded by
\[
[(m + 1)m^k]^4(\log N)^{2\sigma} L_N^{-2}.
\]
When \( k = C(m, \varepsilon) \log \log N \), we have that \([(m + 1)m^k]^4(\log N)^{2\sigma} \leq (\log N)^d \), where \( d = 4C(m, \varepsilon) \log (m + 1) + 2\sigma \).

Lemma 4.6 is interesting in its own right. For example, we will now use it together with Theorem 1.4(i) to prove Theorem 1.4(ii):

Proof of Theorem 1.4(ii). By Lemma 4.6 there are at most 2 collisions in the \( k \)-exploration tree from any vertex \( i \in \{1, \ldots, N\} \) before hitting the core. As a result, for any \( i \), we have that the \( k \)-exploration tree contains at least \( \min\{(m - 1)m^k, (\log N)^{\sigma}\} \) stubs. When \( k = C(m, \varepsilon) \log \log N \), we have that \((m - 1)m^k \gg \log N\), so that the \( k \)-exploration tree contains at least \( K \log N \) stubs for some large enough \( K > 0 \). By Proposition 3.3 the connected component of \( i \) has whp at least \( \varepsilon L_N \) edges, and, in turn, by Theorem 3.3 at least \( \eta N \) nodes. By Theorem 1.4(i) (which has already been proved in Section 2) and which applies, since \( \mathbb{P}(D \geq 3) = 1 \) and \( \mu \geq 3 > 2 \) when \( \mathbb{P}(D \geq 3) = 1 \), we have that the size of the complement of the largest connected component is bounded whp. Therefore, we must have that \( i \) is part of the giant component. Since this is true for every \( i \in \{1, \ldots, N\} \), we obtain that the giant component must have size \( N \), so that the random graph is connected.

Finally, we show that for \( k = C(m, \varepsilon) \log \log N \), the \( k \)-exploration tree will, whp connect to the \( \text{Core}_N \):

Lemma 4.7 (Connecting the exploration tree to the core) Take \( k = C(m, \varepsilon) \log \log N \). Then, the probability that there exists an \( i \) such that the distance of \( i \) to the core is at least \( k \) is \( o(N^{-1}) \).

Proof. Since \( \mu < \infty \) we have that \( L_N/N \sim \mu \). Then, by Lemma 4.6 the probability that there exists a node for which the \( k \)-exploration tree has at least 2 collisions before hitting the core is \( o(N^{-1}) \). When the \( k \)-exploration tree from a node \( i \) does not have two collisions, then there are at least \( (m - 1)m^{k-1} \) stubs in the \( k \)-th layer that have not yet been connected. When \( k = C(m, \varepsilon) \log \log N \) this number is at least equal to \((\log N)^{C(m, \varepsilon) \log m + o(1)}\). Furthermore, the number of stubs incident to the core \( \text{Core}_N \) is stochastically bounded from below by \((\log N)^{\sigma}\) times a binomial distribution with parameters \( N \) and success probability \( \mathbb{P}(D_1 \geq (\log N)^{\sigma}) \). The expected number of stubs incident to \( \text{Core}_N \) is therefore at least \( N(\log N)^{\sigma}\mathbb{P}(D_1 \geq (\log N)^{\sigma}) \) so that whp the number of stubs incident to \( \text{Core}_N \) is at least (by (4.11))
\[
\frac{1}{2}N(\log N)^{\sigma}\mathbb{P}(D_1 \geq (\log N)^{\sigma}) \geq \frac{c}{2}N(\log N)^{\frac{2 - \tau}{3 - \tau}}.
\]
By (4.11), the probability that we connect none of the stubs of the \( k \)-exploration tree to one of the stubs incident to \( \text{Core}_N \) is bounded by
\[
\exp \left\{ -\frac{cN(\log N)^{\frac{2 - \tau}{3 - \tau}} + C(m, \varepsilon) \log m}{2L_N} \right\} \leq \exp \left\{ -\frac{c}{4\mu}(\log N)^{\frac{2 - \tau}{3 - \tau}} + C(m, \varepsilon) \log m \right\} = o(N^{-1}),
\]
because \( \text{whp} \ L_N/N \leq 2\mu \), and since 
\[
\frac{2 - \tau}{\log \tau} + C(m, \varepsilon) \log m = 1 + \varepsilon.
\]
\( \square \)

Propositions \( \ref{prop:prop1} \) and \( \ref{prop:prop2} \) prove that \( \text{whp} \) the diameter of the configuration model is bounded above by \( C_F \log \log N \), where
\[
C_F = \frac{2}{\log (\tau - 2)} + \frac{2(\frac{\tau - 2}{3} - 1 + \varepsilon)}{\log m}. \tag{4.55}
\]

This completes the proof of Theorem \( \ref{thm:thm1} \). \( \square \)
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