Bayesian active learning for closed-loop synaptic characterization
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Abstract

Model fitting methods have been widely used in neuroscience to infer the parameters of a biophysical system from its responses to experimental stimulations. For instance, the parameters of a chemical synapse can be estimated from its postsynaptic responses to evoked stimuli. However, these estimates critically depend on the stimulation protocol being used. Experiments are often conducted with non-adaptive stimulation protocols that may not yield enough information about the parameters. Here, we propose using Bayesian active learning (BAL) for synaptic characterization, and to choose the most informative stimuli by maximizing the mutual information between the data and the unknown parameters. This requires performing high-dimensional integrations and optimizations in real time. Current methods are either too time consuming, or only applicable to specific models. We build on recent developments in non-linear filtering and parallel computing to provide a general framework for online BAL, which is fast enough to be used in real-time biological experiments and can be applied to a wide range of statistical models. Using synthetic data, we show that our method has the potential to significantly improve the precision of inferred synaptic parameters. Finally, we explore the situation where the constraint is not given by the total number of observations but by the duration of the experiment.

1 Introduction

In most chemical synapses, the postsynaptic responses to presynaptic stimulations are built up of several and similar quanta of current, each of them arising from the release of one presynaptic vesicle. A classical biophysical model used to describe this stochastic release of neurotransmitter is the binomial model: upon the arrival of a presynaptic action potential, vesicles from a pool of \( N \) independent release sites open with a probability \( p \), each of these release events giving rise to a quantal current \( q \). In addition, synaptic transmission is also dynamic. Short-term depression (STD) depends on the rate at which vesicles refill during inter-stimulation intervals (ISI). A synapse is thus described by its parameters \( N, p, q, \) and by its depression time constant \( \tau_D \).

These parameters cannot be measured directly, but can be inferred using excitatory postsynaptic currents (EPSCs) recorded on the postsynaptic side and elicited by stimulating the presynaptic cell, a method known as synaptic characterization. For instance, it is possible to use the Expectation-Maximization algorithm to obtain a point-based estimate of the parameters, or the Metropolis-Hastings algorithm to compute their full posterior distribution. However, the accuracy of these
Figure 1: Optimal infomax design of experiment using Bayesian active learning. At each time step, the response of the synapse (system) to artificial stimulation is recorded. This observation $x_t$ is used by the filter to compute the posterior distribution of parameters $p(\theta | x_{1:t}, \Delta_{1:t})$. The controller then computes the next stimulation time $\Delta^*_t$ to maximize the expected gain of information. In classical experiment design, the stimulation times $\Delta_{1:T}$ are defined and fixed prior to the recordings.

estimates critically depends on the experimental protocol used for stimulating the presynaptic cell. If observations are noisy or scarce, parameter estimates will be unreliable, leading to identifiability issues [6, 7]. If ISI are longer than the depression time constant $\tau_D$, STD will not be precisely quantified. A Poisson stimulation protocol (in which ISI are drawn from an exponential distribution) provides better estimates of synaptic parameters compared to periodic spike trains with constant ISI, as it spans a broader frequency space [8].

Most experiments still rely on periodic, pre-defined and non-adaptative spike trains, which may not yield enough information about the true parameters. As a consequence, those experiments require more observations, which increases their cost, time, and need for subjects. Here, we propose to apply Bayesian active learning (BAL) to synaptic characterization. Knowing the current estimate of the parameters, the experimental protocol (i.e. the next presynaptic stimulation times) can be optimized on the fly so as to maximize the mutual information between the recordings and the parameters (Figure 1).

Bayesian active learning is a branch of Optimal Experiment Design (OED) theory [9, 10, 11]. It has already been used in neuroscience to infer the parameters of a Generalized Linear Model (GLM) [12], the receptive field of a neuron [13], or the nonlinearity in a linear-nonlinear-Poisson (LNP) encoding model [14]. Implementing BAL for biological settings can be challenging, especially for real-time applications: it requires computing an update of the posterior distribution of parameters after each time step; and using it to compute the expected information gain from future experiments, which involves solving an optimization problem over a possibly high-dimension stimulus space. Different Monte Carlo (MC) methods have been proposed to perform these computations [15, 16], but their computation time can be several orders of magnitude larger than the typical ISI, making them impractical for synaptic characterization.

Our contribution is threefold. Firstly, we provide the first application of Bayesian active learning to synaptic characterization. Stimulation times are computed on the fly in order to maximize the mutual information between the observations and the inferred parameters. Using synthetic data, we show that our method allows to significantly reduce the uncertainty of the estimate in comparison to classically used non-adaptive stimulation protocols. Secondly, we provide a general framework for online active learning, building on recent developments in non-linear filtering [17] and parallel computing [18, 19]. While previous implementations of active learning either relied on time consuming MC methods or were only applicable to special cases, such as linear models or GLM [12], our proposed solution is fast enough to be used in real-time biological experiments and can be applied to many statistical model. Finally, we extend active learning to non-myopic designs. To reduce computational complexity, classical implementations of sequential experiment design usually only optimize for the immediate next observation. This classical myopic approach disregards all future observations in the experiment, and is thus possibly suboptimal [11, 20]. Here, we show that the rate of information gain (in bit/s) of the whole experiment can be optimized by adding a penalty term for longer ISI.
2 Bayesian active learning

When using active learning in sequential experiments, three key elements need to be defined (Figure 1): (1) The system to be studied: its parameters $\theta$ can be inferred from its observed responses to a set of input stimuli (i.e., the experimental protocol $\Psi$). Given the stochastic nature of most systems studied in biology, the observations $X$ can take various values $x$ according to a distribution $p(x|\Psi, \theta)$ (see Section 3); (2) A filter that computes the posterior distribution of the parameters given the previous inputs and observations $p(\theta|x, \Psi)$: it is updated after each new observation (see Section 4); (3) A controller that computes the next input stimuli so as to maximize a certain utility function $U(\Psi)$ (see Section 5). The three following sections will describe each of these elements in detail.

In general, the utility of a given protocol $\Psi$ can be expressed as the mutual information between the parameter random variable $\Theta$ and the response random variable $X$, i.e., $I(\Theta; X)$ (see [15, 21] for a detailed discussion). In synaptic characterization, $\Psi$ corresponds to a set of $T$ stimulation times $\Delta_{1:T}$ and observations correspond to recorded EPSCs $x_{1:T}$. In case of successive experiments [13], the mutual information between the parameters and the next observation $x_{t+1}$ conditioned on the previous inputs and observations is:

$$I^\Delta_{x_{t+1}}(\Theta; X_{t+1}) = H_{x_{1:t},\Delta_{1:t}}(\Theta) - H^\Delta_{x_{t+1}}(\Theta | X_{t+1})$$

(1)

where

$$H_{x_{1:t},\Delta_{1:t}}(\Theta) = -\int d\theta p(\theta|x_{1:t}, \Delta_{1:t}) \log p(\theta|x_{1:t}, \Delta_{1:t})$$

is the entropy of the distribution of $\Theta$ at time $t$; and

$$H^\Delta_{x_{t+1}}(\Theta | X_{t+1}) = \int dx_{t+1} p(x_{t+1}|x_{1:t}, \Delta_{1:t+1}) H_{x_{1:t+1},\Delta_{1:t+1}}(\Theta)$$

is the expected entropy of the distribution of $\Theta$ at time $t + 1$.

The latter depends on the future observation $x_{t+1}$ which is unknown. We thus take its average over $x_{t+1}$: as the predictive distribution depends on the unknown parameters, we also have to take an average over $\theta$, using the current posterior distribution $p(\theta|x_{1:t}, \Delta_{1:t})$ at time $t$:

$$p(x_{t+1}|x_{1:t}, \Delta_{1:t+1}) = \int d\theta p(x_{t+1}|x_{1:t}, \Delta_{1:t+1}, \theta) p(\theta|x_{1:t}, \Delta_{1:t})$$

(12). The goal of Bayesian active learning (or infomax design) is to select the next stimulation time to maximize this mutual information (see Figure 1):

$$\Delta^*_t = \arg\max_{\Delta_{t+1}} I^\Delta_{x_{t+1}}(\Theta; X_{t+1})$$

(2)

Different methods have been proposed to compute Eq. (1). Monte Carlo (MC) methods [15] or a variational approach [16] can be employed, but they usually require long computation times that can be impractical if the time between successive experiments is short. Closed-form solutions can be computed for some special cases, such as linear models of GLM [12].

3 The system: a binomial model of neurotransmitter release

A classically used model to describe the release of neurotransmitters at chemical synapses is called the binomial model [2, 4, 5, 6, 22, 23]. Under this model, a synapse is described as a Hidden Markov Model (HMM) with the following parameters (units are given in square brackets, see also Figure 2 (a)): $N$ (the number of independent release sites [–]); $p$ (their release probability [–]); $\sigma$ (the recording noise [A]); $q$ (the quantum of current elicited by one release event [A]); $\tau_D$ (the time constant of vesicles refilling [s]). The variables $n_t$, $k_t$, and $x_t$ represent, respectively, the number of available vesicles at the moment of spike $t$, the number of vesicles released after spike $t$, and the $t$-th recorded EPSC. For simplicity, we use the notation $p_\theta(\cdot) = p(\cdot|\theta)$ with $\theta = [N, p, q, \sigma, \tau_D]$. The probability
with I

where p(I|k) = N(x: q, σ²) is the emission probability, i.e. the probability to record x given that k vesicles released neurotransmitter; pθ(k|nt) is the binomial distribution and represents the probability that, given nt available vesicles, k of them will indeed release neurotransmitter:

\[ p_\theta(k|n_t) = \binom{n_t}{k} (1 - p)^{n_t - k} p^k \]

and \( p_\theta(n_t|n_{t-1}, k_{t-1}, \Delta_t) \) represents the process of vesicles refilling. During the time interval \( \Delta_t \), each empty vesicle can refill with a probability \( I_t(\Delta_t) \):

\[ p_\theta(n_t|n_{t-1}, k_{t-1}, \Delta_t) = \binom{N - n_{t-1} + k_{t-1}}{n_t - n_{t-1} + k_{t-1}} I_t(\Delta_t)^{n_t - n_{t-1} + k_{t-1}} (1 - I_t(\Delta_t))^{N - n_t} \]  

with \( I_t(\Delta_t) = 1 - \exp\left(-\frac{\Delta_t}{\tau_D}\right) \). Eqs. 3 to 4 define the observation model of the studied system (see Figure 1), i.e. the probability of an observation \( x_t \) given a vector of stimuli \( \Delta_{1:t} \) and a vector of parameters \( \theta \).

### 4 The filter: online computation of the posterior distributions of parameters

Different methods have been proposed to obtain either a point-based estimate [4] or the full posterior distribution of the synaptic parameters [5] based on observed EPSCs. However, these methods have two main drawbacks. Firstly, their algorithmic complexity scales with \( N^4 \) and makes them impractical for studying synapses with a large number of vesicles. Secondly, these methods are not online: the computation time scales with \( t \) and thus increases after each new observation [24].

To compute the posterior distribution of parameters \( p(\theta|x_{1:t}, \Delta_{1:t}) \), we propose to use the Nested Particle Filter (NPF) [17]. This algorithm is asymptotically exact and purely recursive, and thus
allows to directly estimate the parameters as recordings are acquired (see Figure 2(b)). The NPF relies on two nested layers of particle filtering to approximate the posterior distributions of both the static parameters of the stochastic model and of its hidden states. A first outer filter with $M_{\text{out}}$ particles is used to compute the posterior distribution of parameters $p(\theta | x_{1:t}, \Delta_{1:t})$ based on the hidden states $n_t$ and $k_t$; and for each of these particles, an inner filter with $M_{\text{in}}$ particles is used to estimate the said hidden states (so that the total number of particles in the system is $M_{\text{out}} \times M_{\text{in}}$). After each new observation, these particles are resampled based on their respective likelihoods.

Algorithm 1: NPF [17] for computing one step update of the posterior distribution of parameters

\begin{algorithm}
\caption{NPF [17] for computing one step update of the posterior distribution of parameters}
\begin{algorithmic}
\STATE \textbf{Input:} \{\theta^i_{t-1}\}_{1 \leq i \leq M_{\text{out}}}, \{n^i_{t-1}, k^i_{t-1}\}_{1 \leq j \leq M_{\text{in}}}, x_t, \Delta_t ;
\FOR{$i$ in $1 \ldots M_{\text{out}}$}
\STATE \textbf{Jittering:} update the outer particles $\theta^i_t \equiv \kappa(\theta^i_{t-1})$;
\FOR{$j$ in $1 \ldots M_{\text{in}}$}
\STATE \textbf{Propagation:} Draw $n^{i,j}_t \sim p(n_t^{i,j} | n_{t-1}^{i,j}, k_{t-1}^{i,j}, \theta^i_t, \Delta_t)$ and $k^{i,j}_t \sim p(k_t^{i,j} | n_{t}^{i,j}, \theta^i_t)$;
\STATE \textbf{Likelihood:} compute $\tilde{w}^{i,j}_t = p(x_t | n^{i,j}_t, k^{i,j}_t, \theta^i_t)$;
\ENDFOR
\STATE \textbf{Normalization:} $\tilde{w}^{i,j}_t \leftarrow \tilde{w}^{i,j}_t / \sum_j \tilde{w}^{i,j}_t$;
\STATE \textbf{Inner particles resampling:} resample $\{n^{i,j}_t, k^{i,j}_t\}_{1 \leq j \leq M_{\text{in}}}$ based on $\{\tilde{w}^{i,j}_t\}_{1 \leq j \leq M_{\text{in}}}$;
\ENDFOR
\STATE Compute $w^i_t = \frac{1}{M_{\text{in}}} \sum_j \tilde{w}^{i,j}_t$;
\STATE \textbf{Normalization:} $w^i_t \leftarrow w^i_t / \sum_i w^i_t$;
\STATE \textbf{Outer particles resampling:} resample $\{\theta^i_t\}_{1 \leq i \leq M_{\text{out}}}$ and $\{n^i_t, k^i_t\}_{1 \leq j \leq M_{\text{in}}}$ based on $\{w^i_t\}_{1 \leq i \leq M_{\text{out}}}$;
\STATE \textbf{Output:} $\{\theta^i_t\}_{1 \leq i \leq M_{\text{out}}}, \{n^i_t, k^i_t\}_{1 \leq j \leq M_{\text{in}}}$.
\end{algorithmic}
\end{algorithm}

Computing the posterior distribution of $\theta$ also implies to specify a prior $p(\theta)$ from which the initial particles $\{\theta^i_0\}_{1 \leq i \leq M_{\text{out}}}$ will be drawn. For simplicity, we consider here uniform priors (as in [5][6]), although the algorithm readily extends to different choices of prior.

The NPF relies on the following approximation to recursively compute the likelihood of each particle. Once the observation $x_t$ has been recorded, the likelihood of particle $\theta^i_t$ (with $i$ in $1 \ldots M_{\text{out}}$) depends on

$$p(\theta^i_t | x_{1:t}) \propto p(x_t | x_{1:t-1}, \theta^i_t, \Delta_t) p(\theta^i_t | x_{1:t-1})$$

(5)

with

$$p(x_t | x_{1:t-1}, \theta^i_t, \Delta_t) = \sum_{(n,k)_{t-1:t}} p(x_t | n_t, k_t, \theta^i_t) p(n_t, k_t | n_{t-1}, k_{t-1}, \theta^i_{t-1}, \Delta_t) p(n_{t-1}, k_{t-1} | x_{1:t-1}, \theta^i_{t-1})$$

(6)

If the variance of the jittering kernel $\kappa$ (which mutates the samples to avoid particles degeneracy and local solutions, see Section 3.2 in [17] for a detailed discussion) is sufficiently small, and hence if $\theta^i_t \approx \theta^i_{t-1}$, the approximation $p(n_t | n_{t-1}, k_{t-1} | x_{1:t-1}, \theta^i_t) \approx p(n_t, k_t | n_{t-1}, k_{t-1}, \theta^i_{t-1})$ allows to recursively compute Eq. 5. In practice, the different terms in Eq. 6 are computed as such: $p(x_t | n_t, k_t, \theta^i_t)$ corresponds to the 

\textbf{Likelihood} step of Algorithm 2; \textbf{p}(n_t, k_t | n_{t-1}, k_{t-1}, \theta^i_{t-1}, \Delta_t) \textbf{corresponds to the Propagation} step; and \textbf{p}(n_{t-1}, k_{t-1} | x_{1:t-1}, \theta^i_{t-1}) \textbf{corresponds to the distribution of hidden states at time} t - 1 (see Section 3.4 in [17] for a detailed explanation).

Contrary to previous methods for fast posterior computation that were only applicable to specific models [12], the NPF can be applied to a broad range of state-space dynamical systems. Moreover, it does not require to approximate the posterior as a Gaussian nor require a time consuming (and possibly unstable) numerical optimization step, while being highly parallelizable and efficient [18][19]: each posterior update step in Algorithm 1 requires less than 1.8ms on an Nvidia Geforce GTX 1080 Ti GPU.
5 The controller: computation of the optimal next stimulation time

5.1 Mean-field approximation of vesicles dynamics

Our model of the synapse, as defined by Eq. 3 to 4, is a Hidden Markov Model with observations \( x_t \) and hidden states \( n_t \) and \( k_t \). The predictive distribution \( p(x_{t+1}|x_{1:t}, \Delta_{1:t+1}, \theta) \) used in Eq. 1 can be computed using the Baum-Welch algorithm: however, the algorithmic complexity of this forward-backward procedure, which scales with \( N^4 \), makes it impractical for closed-loop applications. Here, we suggest that computation can be massively simplified by using a mean-field approximation of the vesicle dynamics: the analytical mean and variance of hidden and observed variables can be computed using recursive formulae.

Let \( r_t \in [0,1] \) denote the average fraction of release-competent vesicles at the moment of spike \( t \). Its values, given \( \theta = [N, p, q, \sigma, \tau_D] \) and \( \Delta_{1:t} \), can be iteratively computed (see [4], Eq. (7)) from the equations of the Tsodyks-Markram model [3]:

\[
\Delta(\Theta, |\theta|) = (1-r_t)p_t(1-p) + \text{Var}(n_t) + \text{Var}(n_t) p_t(1-p) + \text{Var}(n_t) p_t^2
\]

Similarly, the variance of the number of available vesicles \( \text{Var}(n_t) \) can be computed using the law of total variance: \( \text{Var}(n_t) = \mathbb{E}(\text{Var}(n_t|n_{t-1}, k_t-1)) + \text{Var}(\mathbb{E}(n_t|n_{t-1}, k_t-1)) \). Since \( n_t = n_{t-1} - k_t-1 + v_t \) with \( v_t \sim \text{Bin}(N - n_{t-1} - k_t-1, I_t) \), it follows that \( \text{Var}(n_t) = I_t(1-I_t)N(1-r_t-1+p_r(1-1-I_t)+1-I_t)^2 \text{Var}(n_t-1-k_t-1) \).

Finally, by noting that \( (n_t - k_t) n_t \sim \text{Bin}(n_t, 1-p) \) and using again the law of total variance to compute \( \text{Var}(n_{t-1} - k_{t-1}) = \mathbb{E}(\text{Var}(n_{t-1} - k_{t-1}|n_{t-1})) + \text{Var}(\mathbb{E}(n_{t-1} - k_{t-1}|n_{t-1})) \), we obtain

\[
\text{Var}(x_t) = \sigma^2 + q^2(Nr_t p(1-p) + \text{Var}(n_t)^2)
\]

5.2 Computation of the optimal next stimulation time

The objective of experiment design optimization is to minimize the uncertainty of the estimates (which can be quantified using the variance or the entropy) while reducing the cost of experimentation. The optimal next stimulation time \( \Delta_{t+1}^* \) that will maximize the mutual information (i.e. minimize the uncertainty about \( \theta \) as measured by the entropy) can be written from Eq. 1 and 2 as

\[
\Delta_{t+1}^* = \arg \min_{\Delta_{t+1}} \int d\theta p(\theta|x_{1:t}, \Delta_{1:t}) \int dx_{t+1} p(x_{t+1}|x_{1:t}, \Delta_{1:t}, \theta) H^{\Delta_{t+1}}_{x_{t+1}, \Delta_{1:t}}(\Theta|X_{t+1} = x_{t+1})
\]

Eq. 9 requires to compute two (possibly high-dimensional) integrals over \( \theta \) and \( x_{t+1} \), for which closed-form expressions only exist for specific models. To avoid long MC simulations, we propose the following point-based approximations. Firstly, instead of computing the full expectation over \( p(\theta|x_{1:t}, \Delta_{1:t}) \), we set \( \theta \) to its maximum a posteriori (MAP) value \( \hat{\theta} = \arg \max_{\theta} p(\theta|x_{1:t}, \Delta_{1:t}) \). Eq. 9 thus becomes

\[
\Delta_{t+1}^* \approx \arg \min_{\Delta_{t+1}} \int dx_{t+1} p(x_{t+1}|x_{1:t+1}, \hat{\theta}) H^{\Delta_{t+1}}_{x_{t+1}, \Delta_{1:t}}(\Theta|X_{t+1} = x_{t+1})
\]

Secondly, instead of computing the full expectation over the future observation, we set \( x_{t+1} \) to its mean posterior given \( \hat{\theta} \) and \( \Delta_{1:t+1} \) using Eq. 7 giving:

\[
\Delta_{t+1}^* \approx \arg \min_{\Delta_{t+1}} H^{\Delta_{t+1}}_{x_{t+1}, \Delta_{1:t}}(\Theta|X_{t+1} = \mathbb{E}(x_{t+1}))
\]
Although crude, the point-based approximations used in Algorithm 2 allow, for a given number of observations, to significantly reduce the uncertainty (as measured by the entropy) of the parameter estimates compared to other stimulation protocols, while being sufficiently fast for online applications. For simplicity, we focus on optimizing the inference of $\tau_D$, since it is usually harder than other parameters to infer precisely and critically depends on the ISI \cite{4,8}. We compare our implementation of active learning to the following protocols: in the Constant protocol, the synapse is probed at a constant frequency $\Delta_t = \text{cst}$; in the Uniform protocol, ISI are uniformly drawn from a set $S$ of candidates $\Delta_t$ consisting of equidistantly separated values ranging from $\Delta^\text{min} = 0.005s$ (i.e. one order of magnitude shorter than the shortest ISI used in \cite{4}) to $\Delta^\text{max}$, finally, in the Poisson protocol, ISI are drawn from an exponential distribution with mean $\tau$. Such a protocol had been shown to provide better estimates of synaptic parameters compared to periodic spike trains with constant ISI \cite{4,8}.

The efficiency of these protocols will depend on their respective parametrizations. Figure 3 (a) shows the average final entropy decrease (i.e. the information gain) after 200 observations using the Constant (top), Uniform (middle), or Poisson (bottom) protocol, for different values of their parameters. Vertical red lines indicate the ground truth value $\tau^*_D = 0.2s$ used for simulations. If ISI are longer than the depression time constant $\tau^*_D$, STD will not be precisely quantified, and the inferred parameter will be unreliable. The optimal ISI to be used in the Constant protocol is thus of the same order of magnitude as $\tau^*_D$. Conversely, the optimal parameters for the Uniform and Poisson protocols should be larger than $\tau^*_D$, so as to span a broader frequency space.

These classical protocols (with their optimal respective parametrizations) are compared to Bayesian active learning implementing Algorithm 2. $S$ ranges from 0.005s to 2s (i.e. one order of magnitude higher than $\tau^*_D$). Results are displayed in Figure 3 (b). For the different protocols, the average (over 400 independent repetitions) entropy of the posterior distribution of $\tau_D$ is plotted as a function of the number of observations. The NPF requires a minimum number of observations to converge (see Figure 2 (b)). Once it has converged to a reliable estimate of the parameters and hence $\hat{\theta} \approx \theta^*$ (i.e. after ~100 observations), active learning outperforms other protocols.

It should be noted that in Figure 3 (b) online active learning is compared to other protocols whose respective parameters have been optimized offline. In real physiology experiments, classical protocols are non-adaptable and are defined using (possibly sub-optimal) default parameters. In contrast, in active learning the protocol is optimized on the fly as data are recorded, and its performance will not depend on a prior parametrization. Finally, our online implementation of active learning (purple line in Figure 3 (b)) is compared to exact active learning (black dashed line), in which Eq. 9 is computed exactly using MC samples. Samples to compute the expectation over $\theta$ are drawn from $p(\theta|x_{t+1}, \Delta_{t+1})$, while samples used to compute the expectation over $x_{t+1}$ are drawn from a normal distribution with mean $E(x_{t+1})$ (Eq. 7) and variance $\text{Var}(x_{t+1})$ (Eq. 8). This shows that
Figure 3: Simulated experiment. (a) Average information gain after 200 observations for different parametrizations of the Constant (top), Uniform (middle), and Poisson (bottom) protocols. Red vertical lines show the ground truth $\tau^*_D = 0.2$s. (b) Entropy of the posterior distribution of $\tau_D$ vs. number of observations for different stimulation protocols: Constant (blue), Uniform (red), Poisson (green), and online Bayesian active learning (purple). Dashed black line: exact active learning from Eq. 9. Synthetic data were generated from a model of synapse with ground truth parameters $N^* = 10$, $p^* = 0.85$, $q^* = 1$ A, $\sigma^* = 0.2$ A, and $\tau^*_D = 0.2$s. Traces show average over 400 independent repetitions.

the approximations used in Algorithm 2 to make active learning online only have a small effect on performance.

6.2 Second setting: reducing the uncertainty of estimates for a given experiment time

Active learning allows, for a given number of observations, to improve the reliability of the estimated parameters. However, in its classical implementation, only the next stimulus input is optimized, disregarding all future observations in the experiment. This myopic approach is thus suboptimal. Moreover, neurophysiology experiments are not only constrained by the number of observations, but also by the total time of the experiment. Since cells have a limited life time after they start being probed, the total time of an experiment protocol $\sum_{t=1}^{T} \Delta_t$ also needs to be accounted for.

Optimizing all stimulation times (for a given experiment end time) would be an intractable problem (especially for online applications), since the algorithmic complexity would scale exponentially with the number of observations. Here, to account for the total time of the experiment, and to globally optimize the information gain per unit of time, we propose to modify the classical formulation of active learning (Eq. 9) by adding a penalty term for longer ISI:

$$
\Delta^*(\eta) = \arg\min_{\Delta_{t+1}} \left\{ \eta \Delta_{t+1} + \int d\theta p(\theta|x_{1:t}, \Delta_{1:t}) \int dx_{t+1} p(x_{t+1}|\Delta_{1:t+1}, \theta) H^{\Delta_{t+1}}_{x_{1:t}, \Delta_{1:t}}(\Theta|x_{t+1}) \right\}
$$

The effect of the penalty weight $\eta$ on the entropy of the posterior distribution of $\tau_D$ is displayed in Figure 4 (a). As expected, adding a penalty term to Eq. 2 reduces the precision of the inferred parameter. The loss of information gain increases with the penalty weight $\eta$. However, increasing $\eta$ also increases the speed of information gain, as seen on Figure 4 (b). Depending on the available time for the experiment, it is thus possible to tune $\eta$ so as to find a trade-off between precision (Figure 4 (a)) and information rate (Figure 4 (b)).

7 Discussion

The use of non-adaptative protocols in physiology experiments often leads to a large variance of the estimated parameters, even when using a large number of trials or data points. Applying Bayesian
active learning allows to reduce the uncertainty of inferred parameters when studying a statistical model. Our main contribution is to use the NPF for the filter, and to apply mean-field approximations for the controller: the result is a proposed framework for active learning which is general and sufficiently fast to be applied to a wide range of physiology experiments. For instance, it can be used to infer the parameters of a GLM, a LNP, or behavioral models. Here, we use it to infer the parameters of a model of synapse. For this specific example, the computation time is a critical constraint, since the typical ISI is usually shorter than 1s.

We expect active learning to be particularly beneficial to neurophysiology experiments involving live cells or subjects. By reducing the number of samples required to obtain a certain result or improving the efficiency of information gain, we can reduce the cost of the experiment and the need for animal subjects. A possible negative impact would be that improving the relative efficiency of neurophysiology experiments may lead to a larger field of applications and therefore a larger demand for animal experiments, analogously to Jevons Paradox [25].

Applying our online active learning algorithm to real recordings is currently still a work in progress. This requires to set up a real-time hardware and software pipeline, and to modify classical experimental apparatus so as to modify scheduled spike trains on the fly. However, previous studies have already illustrated that applying active learning to real neural data is realistic [12, 13, 14]. Moreover, as the Nested Particle Filter is robust to time-varying parameters and model uncertainties [17], we believe that our proposed solution will be particularly relevant for neurophysiology experiments.

Our approach has some limitations. An evident drawback of a weighted method such as the Nested Particle Filter is that it requires a very large number of particles to provide low variance estimates, as the approximation error only decreases with the square root of the number of particles. Moreover, we apply our solution to a simplified model of chemical synapse, which includes neither short-term facilitation [4, 5, 6, 8] nor vesicle content variability [26, 27]. Given the complexity of presynaptic vesicles dynamics, characterizing STD with a single time constant might be an oversimplification [28]. Finally, we lack theoretical results on the convergence of the estimators when using active learning. When observations are independent and identically distributed (i.i.d.), active learning will give an unbiased estimate of the parameters, which variance will decrease with the number of observations [29]. Here, EPSCs are correlated, which may induce information saturation [30] or biased estimates.

Overall, we expect our proposed solution to pave the way towards better estimates of stochastic models in neuroscience. Especially, applying it to synaptic characterization would allow to better understand the role of synaptic transmission in learning and memory [31], to study the role of synaptic stochasticity [32, 33], and lead to an improved understanding of synaptic homeostasis [34, 35], plasticity [36, 37, 38], and connectivity [39].

Figure 4: Effect of penalizing long ISI on parameter estimates uncertainty and rate of information gain. (a) Entropy of the posterior distribution of $\tau_D$ vs. number of observations for different values of $\eta$ in Eq. 10. Same settings as in Figure 3. (b) Same results, but displayed as a function of time. Inset: slope of the entropy vs. time curves (i.e. information rate) vs. $\eta$ after 10 seconds.
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A Appendix

Figure 5: Same results as in Figure 3(b). Shaded areas represent the standard deviations of results.