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Abstract

Knowledge bases, and their representations in the form of knowledge graphs (KGs), are naturally incomplete. Since scientific and industrial applications have extensively adopted them, there is a high demand for solutions that complete their information. Several recent works tackle this challenge by learning embeddings for entities and relations, then employing them to predict new relations among the entities. Despite their aggrandizement, most of those methods focus only on the local neighbors of a relation to learn the embeddings. As a result, they may fail to capture the KGs’ context information by neglecting long-term dependencies and the propagation of entities’ semantics. In this manuscript, we propose ÆMP (Attention-based Embeddings from Multiple Patterns), a novel model for learning contextualized representations by: (i) acquiring entities context information through an attention-enhanced message-passing scheme, which captures the entities local semantics while focusing on different aspects of their neighborhood; and (ii) capturing the semantic context, by leveraging the paths and their relationships between entities. Our empirical findings draw insights into how attention mechanisms can improve entities’ context representation and how combining entities and semantic path contexts improves the general representation of entities and the relation predictions. Experimental results on several large and small knowledge graph benchmarks show that ÆMP either outperforms or competes with state-of-the-art relation prediction methods.
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1. Introduction

Humankind’s knowledge processed by machines can be posed as sets of information (i.e., facts, beliefs, and rules) circa entities. By connecting these sets of information and their relationships, we can build a network of knowledge. Knowledge bases (KBs) play a fundamental role in compiling this network of knowledge to structure and store information, properties, and relationships.

Existing compiled KBs \[1, 2\] have succeeded as core resources on language and knowledge-related tasks such as question answering \[3\], information retrieval \[4\], recommender systems \[5\], and even commonsense reasoning \[6\], among others. Typically, the information in these bases are organized in the form of triples \((\text{head}, \text{relation}, \text{tail})\), in which \text{head} and \text{tail} are entities (also called subject and object, respectively) and \text{relation} (also called predicate) is the relationship between both entities that qualifies the triple semantics. KBs are commonly represented as knowledge graphs (KG), which are labeled multi-digraph whose nodes are the entities (\text{head} and \text{tail}), the edges express relationships between entities, and the edges’ labels define the semantics of each relationship (\text{relation}).

Despite the success of KGs as core resources for a large plethora of tasks, real-world KGs usually experience incompleteness and noisy information. They are strictly dependable on new information acquisition, which is often hard to obtain and noisy prone once the information continuously evolves over time \[7\]. Thus, an essential need regarding KGs arises: the existence of automatic methods to complete their information. This capacity involves solving the prediction of missing relations among entities in the KG. Such a task is either framed as i) link or entity prediction, when the target is to find a missing entity, given the relation and the other entity \((\text{head}, \text{relation}, ?)\), for example; or ii) relation prediction when the target is to find a missing relation \((\text{head}, ?, \text{tail})\). Often, KGs suffer from completing missing facts given existing ones (relation prediction), differently from question-answering-related tasks, which already have a pair of entity-relationship aiming to find the other correspondent entity (entity prediction) \[8, 9\]. Consequently, targeting completing missing facts in KGs, in this
manuscript, we follow the formalization of the relation prediction task\footnote{Although in this manuscript we make such a distinction, there are previous works that use those two terms interchangeably. For example, in [10] and [11], the proposed methods focus on what we call link prediction but nominate the task as relation prediction.}.

Several previous works have proposed techniques to predict and infer new relationships targeting completing knowledge graphs. Such methods can be roughly divided into two categories [12]: i) distributional [13, 14, 15, 16, 17] and ii) symbolic methods [18, 19]. The former relies on encoding the interactions between entities’ neighborhoods into low-dimensional dense vectors, i.e., embeddings vectors, which allow for new relationships between entities to be predicted from interactions of the embeddings [20]. Differently, the later [18, 19] aim at predicting new relations from the observed examples in the KG by extracting logical patterns in the form of semantic paths between entities [20]. Methods grounded in the symbolic paradigm can reason over complex relational paths due to their rule-based grounding. However, they are well-known for suffering from scalability issues, which limit their rule-inference search space. In contrast, the embedding-based methods scale, but they can only learn local structures, requiring further enhancements for more generality. Section 2 provides more details on previous work focused on completing KGs.

In this manuscript, we address the relation prediction challenge to complete knowledge bases designing an embedding-based model called ÆMP (Attention-based Embeddings from Multiple Patterns). ÆMP aims at the major advantages of each paradigm:
efficient embeddings learning from the distributional paradigm and capturing generality with semantic paths from the symbolic paradigm. To that, ÆMP addresses learning contextualized representations from the combination of entities’ context and semantic paths. The key insights of ÆMP are based on the perception that multiple patterns exist to relate entities. Like a word in a sentence, entities’ local neighborhood evidences their structure and properties, while semantic paths relate to long-term dependencies. This contextual information’s unification enhances information to predict new relations among existing entities in knowledge graphs.

Figure 1 exemplifies the patterns and mechanisms that ÆMP uses to learn representations. Primarily, ÆMP operates an attention-enhanced message-passing scheme to iteratively propagate the $k$-hop local neighbor information of a given entity over the neighborhood edges, paying attention in local (Figure 1 red-shaded areas – light red is the 1-hop neighbors, and the dark red is the 2-hop neighbors), global (Figure 1 green area), and random (Figure 1 blue area) aspects of the neighborhood to learn a unique contextualized representation of the given entity and its neighborhood. Secondly, ÆMP identifies the paths between a pair of entities and combines them into a single semantic path representation (Figure 1 yellow arrows). Finally, ÆMP combines both contextualized entities and semantic path representations in order to inform the probability of a new relationship between a pair of entities. Section 3 presents ÆMP in great detail.

We conduct an extensive evaluation of ÆMP on the main KGs benchmarks (WN18 [13], WN18RR [21], FB15k [13], and FB15k-237 [22]). Furthermore, we experiment with two small KGs [23] (UMLS and Kinship) to assess ÆMP when only limited information is available. We compare ÆMP’s efficiency against state-of-the-art models in the relation prediction task. The results show that ÆMP outperforms the compared methods in five (WN18, WN18RR, FB15k, UMLS, and Kinship) out of the six datasets and demonstrates competitive results on the sixth benchmark. Also, we conduct several ablation studies, where we assess the importance of each pattern observed by the model, namely, the semantic paths and their length, the number of entities context hops on overall performance, and the learning capabilities enabled by each attention mechanism and their combinations. All the results are presented and described in Section 4.

The main contributions of this manuscript are:
i) An attention-enhanced message-passing scheme for learning contextualized entities representations;

ii) Identification of semantic paths between a pair of entities and the combination of the paths’ representations into a single general semantic path representation;

iii) Combination of contextualized entities representations and semantic path representations for relation prediction; and

iv) Extensive experimental evaluation on several knowledge graphs benchmarks showing the proposed solutions either outperforms or competes with existing state-of-the-art methods.

2. Related work

Most current distributional methods for learning KGs induce entity embeddings based only on their direct neighbors \cite{13,14,21}, neglecting that the triples where entities appear are part of a much richer structure (the KG itself). In the following, we revisit methods with similar motivation as ours: entities are likely to be better represented when contextual information is incorporated into the learning process; hence, one may reach better predictive results to complete the KGs. We also review some recent approaches that rely on attention mechanisms over knowledge graphs representation. Finally, as
ÆMP incorporates the message-passing mechanism, commonly used in graph neural networks, we also bring attention to some of those methods in this section.

**Entities Context.** Luo et al. [24] pioneered the generation of context-dependent entity embeddings by learning contextual connectivity patterns from 1-hop neighborhood of entities. Later, Oh et al. [25] proposed context-aware embeddings by jointly learning from an entity and its multi-hop neighborhood. Both approaches only adopt the entities’ neighbors’ representations as context, neglecting the semantics of the relationships between neighbors. In contrast, we build ÆMP upon Wang et al. [26], which addressed entities’ local context from a message-passing scheme to learn entities $k$-hop neighborhood based on the aggregation of graph’s edges. However, although the message-passing scheme holds the potential to acquire entities’ local structures, [26] equally weights the neighbors within the aggregation process. Thus, in this paper, we also benefit from the message-passing scheme, yet we adopt an attention mechanism to focus on different aspects of the passed messages. With that, we weight the importance of each fact in the neighborhood for the final entity representation.

**Relational Paths.** Several of previous works count with semantic composition among entities to add contextual information to KG’s embeddings, either in the form of constraints or as sequence of relations [27][28][29][30][31][32]. PTransE [27] extends the use of translation-based embeddings mechanisms [13] by including multiple-step relation paths between two entities. Gu et al. [28] proposes additive and multiplicative compositions over relations while [33] leverages recurrent neural networks to consider relational paths of entities. Aiming at complex reasoning to populate KBs from texts, [34] and [29] incorporate multiple paths built not only upon relations but also with other entities. More recently, Guo et al. [31] also targeted at learning from relational paths by using a recurrent neural network with residual connections. ÆMP also builds paths motivated by the semantic enrichment that one entity may provide to the others. However, we focus on message-passing schemas leveraged by different attention patterns to let the model find out during the learning which elements are more relevant to the embeddings and, consequently, the relation prediction task.
Attention-based Embeddings. GAT [35] employs the concept of attention to learn representations from graph-based data. It computes attention weights over every other node (in the most general formulation) while not considering possible labeled relations between them. Here, besides allowing different views of attention over the nodes and edges, we aim at predicting relations in knowledge graphs. The first attempt to use attention-based mechanisms to predict missing entities in KGs was presented in [10]. To capture distant entities’ contributions, they relied on a relation composition mechanism that introduces auxiliary edges between neighbors in hops. Also, attention mechanisms are used to encode additional information within the learned representation [9] [11]. ÆMP, on the other hand, allows for local and global attention mechanisms to potentially focus on close and distant neighbors during the message-passing mechanism. Moreover, we include a random attention mechanism that potentially learns when to attend near and distant neighbors to predict missing relations. Selecting neighbors at random to proceed with the message passing introduces an indiscriminate bias once it bases itself on the sparse aspects of the node’s neighborhood.

Graph Neural Networks. Commonly, Graph Neural Networks (GNN) methods follow the propagation-aggregation node-based message-passing paradigm over multi-hop neighbors [36] [37] [38] [39]. ÆMP also follows the message-passing schema, yet the messages are passed along the edges to capture semantic relationships expressed on them. The entities’ messages are aggregated from the relation representations that connect them. Previous approaches have also explored GNN to complete knowledge graphs, primarily focusing on link/entity prediction tasks. Several of them leverage on the local neighborhood context of entities only [40] [41] [10] [42] while here we explore global and random contexts besides the local neighborhood. There are many ways to explore local information. For instance, Zhang et al. [42] assume there is a hierarchical structure in the local neighborhood of an entity while Schlichtkrull et al. [40] and [43] extend Convolutional Neural Network to knowledge base completion by addressing the local context of nodes. Teru et al. [44] also take advantage of a GNN framework yet assuming an entity-independent semantics to learn to predict relations to
handle inductive reasoning problems. They built the learning framework upon several
other approaches and offered a set of inductive relation prediction benchmarks to the
community. Evolving ÄEMP to the inductive setting, particularly regarding the semantic
paths component, is an appealing direction for the future.

3. Our Approach: Attention-based Embeddings from Multiple Patterns

In this section we propose ÄEMP\(^2\) (Attention-based Embeddings from Multiple
Patterns). Figure 2 depicts an illustration of how the different components of the
proposed architecture interact. Roughly speaking, ÄEMP includes entities’ context
enhanced by three attention mechanisms and semantic paths to induce the embeddings
of entities. Those embeddings are the input of a softmax function that defines the
probability of a relation connects two entities, i.e., a (missing) candidate triple. We start
by defining the problem we tackle. Next, we provide ÄEMP components in details.

| Symbol    | Description                          |
|-----------|--------------------------------------|
| \(h, t\)  | Head and tail entities               |
| \(r\)     | Relationship between a pair of entities |
| \(m^i_e\) | Message of entity \(e\) at iteration \(i\) |
| \(s^i_r\) | Representation of a relationship \(r\) at iteration \(i\) |
| \(N(e)\)  | Incident relationships of an entity \(e\) |
| \(N(r)\)  | Incident entities to a relationship \(r\) |
| \(W\)     | Arbitrary weights matrix             |
| \(\lambda\) | Attention mechanism (local, global, or random) |
| \(\alpha^{\lambda k}_r\) | Attention alignment score          |
| \(s^{\lambda k}_r\) | Attention-enhanced relationship representation |
| \(\mathcal{CR}_r\) | Context set of the relationship \(r\) |
| \(C_I\)   | Iterations’ context set              |
| \(m^{ATT}_e\) | Final representation of an entity \(e\) |
| \(\mathcal{M}_{(h,t)}\) | Final entities context representation of entities pair \((h, t)\) |
| \(\mathcal{P}_{(h,t)}\) | Final semantic path representation of entities pair \((h, t)\) |

**Problem Formulation.** Given a Knowledge Base represented by a labeled multi-

\(^2\)https://github.com/MeLLL-UFF/AEMP
digraph $\mathcal{KG} = (E, R, F)$, where $E$ is the set of nodes that represents the entities, $R$ is the set of edges’ labels that represents the relations, and $F : E \times R \times E$ is the set of triples $(h, r, t)$ that represent logical facts $r(h, t)$. Our goal is, given a pair of entities $(h, t)$, where $h \in E$ and $t \in E$, to predict the existence of a relation $r$ connecting these two entities given by the probability $P(r|h, t)$. The outcome assembles a new (missing) triple $f' = (h, r, t)$, where $r \in R$ is the predicted relation, and $f'$ is the candidate triple.

The notations used in this section and the rest of this manuscript, together with their descriptions, are presented in Table 1.

3.1. Entities Context

Here we describe the attention-enhanced mechanism for learning the joint representation of entities and their contexts, according to a message-passing scheme (overview in Figure 2(b)). ÆMP employs three attention mechanisms to learn the entities’s representation, namely, a local (Figure 2(c)), global (Figure 2(d)), and random (Figure 2(e)) attention.

Algorithm 1 brings the steps proposed here for capturing and learning entities’ context. The development of this attention-enhanced procedure is inspired by the advances in attention mechanisms over graphs (GATs) [35], as well as their sparse versions [45, 46]. The message-passing scheme resembles the aggregating entities’ neighborhood representations proposed in [26]. ÆMP relies on the message-passing scheme to interactively learn the entities’ representations from the propagation of their multi-hop neighborhood edges representations. After, it submits the learned representations to an attention layer that combines local, global, and random attention mechanisms. Such a combination of different views benefits the model to learn the entities’ context while focusing on different aspects of the neighborhood. Following the example illustrated in Figure 1, local attention reinforces local connective patterns, providing a narrow view of the entities and their surroundings (e.g., the red-shaded areas in the figure; the relationship between entities PatrickStewart and England).

Global attention reinforces global connective patterns, broadly focusing on the entities neighborhood (e.g., the green-shaded area in the figure; the relationship between entities England and XMen). Random attention assists in capturing non-directed patterns (e.g.,
the blue-shaded area in the figure; the relationship between entities IanMcKellen
and Magneton).

Algorithm 1: Attention-enhanced Message-Passing Scheme

1 Input: maximum number of iterations $K$, maximum hop $H$, probability for the
random mechanism $p$
2 Output: final representation message $M^{ATT}$
3 $k ← 1$
4 $S_i ← S_0$
5 $S_{random} ← \{\}$
6 $S_{global} ← S_0$
7 $S_{local} ← S_0$
8 while $k ≠ K$ do
9   $S_{k+1} ← \{\}$
10  hop ← 1
11  while hop $≠ H$ do
12    $M_k ← \text{Equation 1}(S_i)$
13    $s^{k+1}_r ← \text{Equation 2}(M_k)$
14    $S_{k+1} ← S_{k+1} ∪ s^{k+1}_r$
15    $S_{local} ← S_{local} ∪ s^{k+1}_r$
16    if with a probability $p$ then
17      hop ← hop + 1
18    end
19  end
20  $S_{local} ← \text{Equation 4}(S_{k+1}, S_{local})$
21  $S_{global} ← S_{global} ∪ S_{k+1}$
22  $k ← k + 1$
23 end
24 $M_{local} ← S_{local}$
25 $M_{global} ← \text{Equation 6}(S_K, S_{global})$
26 $M_{random} ← \text{Equation 8}(S_K, S_{random})$
27 $M^{ATT} ← M_{local} ⊕ M_{global} ⊕ M_{random}$
28 return $M^{ATT}$

Equations 1 calculates the message representation of an entity $e$ according to the
message-passing scheme, while Figure 2(b) illustrates it. The message $m^i_e ∈ \mathbb{R}^D$ is
the contextual representation of an entity $e ∈ E$, according to the context captured as $s^i_r$,
which is the representation of a relationship $r$ (an edge) between a pair of entities:

$$m^i_e = \sum_{r ∈ N(e)} s^i_r, \quad (1)$$

Both $m^i_e$ and $s^i_r$ are the entity message and relationship representation computed in
the $i$-th iteration of the outer loop of the Algorithm. Note that the message associated
with an entity \( e \) is built upon the aggregation of the relationship’s representation that connects \( e \) to another entity, according to \( e \)’s neighborhood \( \mathcal{N}(e) \). The messages of two entities are combined through a pairwise product:

\[
s_{r}^{i+1} = \sigma \left( \text{flatten} \left( m_h^i m_t^i \right) W_1^i + s_r^i W_2^i + b_r^i \right),
\]

\( h, t \in \mathcal{N}(r), \ m_h^i m_t^i = \begin{bmatrix} m_{h}^{i(1)} & m_{t}^{i(1)} & \ldots & m_{h}^{i(d)} & m_{t}^{i(d)} \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ m_{h}^{i(d)} & m_{t}^{i(1)} & \ldots & m_{h}^{i(d)} & m_{t}^{i(d)} \end{bmatrix} \).  

Precisely, the entity’s message representation \( m_e^i \in \mathbb{R}^D \) calculated within an iteration \( i \) is the sum of all current incident relationship representation \( s_r^i \) where \( r \in \mathcal{N}(e) \) (the neighbourhood of the entity \( e \) ) (Equation 1). The relation representation is also updated iteratively according to Equation 2, where the next relation representation \( s_r^{i+1} \) is updated based on a cross-neighbor aggregator operation [26]. The aggregator models the entities’ cross matrix, a pairwise product of the entities’ message representations \( m_{h}^{i(d_v)} \) and \( m_{t}^{i(d_v)} \), where \( m_{h}^i \) and \( m_{t}^i \) are the head and tail representations, respectively, \( r \) connects \( h \) and \( t \), and \( (d_v) \) is each dimension in \( \mathbb{R}^D \). The updated relation representation \( s_r^{i+1} \) is a combination of the flattened entities’ cross matrix with the current relation representation \( s_r^i \), both linear transformed with learned weights \( W_1 \) and \( W_2 \), followed by a final nonlinear transformation \( \sigma \).

Built on top of the message-passing scheme, we define a multi-context attention layer motivated by GAT and the sparse attention mechanism [46]. We extend the GATs’ attention mechanism by adopting local and global attention. Moreover, we include random attention within the message-passing scheme iterations to leverage from sparsely arranged possible relationships.

Assume a particular iteration \( 1 \leq k \leq K \), where \( K \) is the maximum number of iterations according to Algorithm [1]. The local attention mechanism focuses on the relationships’ messages acquired in each hop visited within \( k \) (inner loop of Algorithm [1]) as the context message \( s^k \) resultant of that iteration. The context message allows for the querying message to be informed of its local context structure captured by
its neighborhood structural information. Figure 2(c) illustrates this mechanism and Equations 3 and 4 formalize it:

\[ \alpha_{r\text{, local}} = \text{align}_r(s^k, s^k_r) = \frac{\exp(s^k W_{l_n} s^k_r)}{\sum_{r' \in C_R} \exp(s^k W_{l_n} s^k_{r'})}, \] (3)

\[ s^k_{\text{local}} = \sigma \left( \sum_{r' \in C_R} \alpha_{r'\text{, local}} W_{s_n} s^k_{r'} \right), \] (4)

where \( \alpha_{r\text{, local}} \) is the local attention weight calculated at iteration \( k \) when focusing on a relation \( r \), \( s^k \) is the gathered representation of relations participating at the iteration \( k \), \( s^k_r \) is the representation of a particular relation \( r \) at the iteration \( k \), \( C_R \) is the set of other relations in the relation \( r \)'s local context, i.e., those relations sharing a node with \( r \), and \( \{W_{l_n}, W_{l_t}\} \in \mathbb{R}^{D \times D} \) are arbitrary weights associated with the local attention. Finally, \( s^k_{\text{local}} \) is the local relation representation. To calculate it, \( \text{ÆMP} \) first calculates a linear composition of the local attention weights and representation of relations that belong to the context \( C_R \) of \( r \), weighted by a learned matrix \( W_{s_n} \). After, to finally get \( s^k_{\text{local}} \), that linear transformation passes through a nonlinear transformation with \( \sigma \).

The global attention, illustrated in (Figure 2(d), operates over the final entities' messages of each iteration. By doing so, the global semantic of each iteration is captured and informed to the querying message. The following equations define how \( \text{ÆMP} \) computes the global attention weights and related relation representations:

\[ \alpha_{r\text{, global}} = \text{align}_r(s_r, s^k_r) = \frac{\exp(s^k W_{g_n} s^k_r)}{\sum_{r' \in C_I} \exp(s^k W_{g_n} s^k_{r'})}, \] (5)

\[ s^k_{\text{global}} = \sigma \left( \sum_{r' \in C_I} \alpha_{r'\text{, global}} W_{g_s} s^k_{r'} \right), \] (6)

where \( \alpha_{r\text{, global}} \) are the global attention weights, \( s_r \) is the representation of the relation \( r \) detached from any iteration, while \( s^k_r \) is the representation of the relation \( r \) computed within the iteration \( k \), \( \{W_{g_n}, W_{g_s}\} \in \mathbb{R}^{D \times D} \), \( W_g \) are learned according to the global attention, and \( C_I \) is the set of relations taken into account during the iteration \( k \).
Note that the local attention has the point of view of representations computed at a iteration $k$, namely $s^k$ and $s^k_r$ while the global attention also focuses on $s^k_r$ but aligns it with the representation of the relation detached from a specific iteration, namely, $s_r$.

Finally, the random attention, illustrated in Figure 2(e), randomly captures further aspects of the entities’ neighborhood. Those are information that might get neglected by the local attention based on each hop or the global attention based on a whole iteration update. In this way, the random attention weights are built upon both the hops and iterations. It acts only if a probability $p$ is reached, as depicted in lines 13 and 14 of Algorithm 1 precisely to capture different information than the local and global mechanisms. In this way, the random mechanism allows the querying message to pay attention to sparse aspects of the node’s neighborhood, introducing an indiscriminate bias. While the relations representations are updated at each iteration in the outermost loop for the global and local mechanisms, the random context is only updated if a randomly generated number reaches the probability $p$.

The random attention mechanism is formalized as follows:

$$
\alpha_{rk}^{\text{random}} = \text{align}_r(s, s^k_r) = \frac{\exp(s^T W_{rs} s^k_r)}{\sum_{(s', r') \in CR_r} \exp(s'^T W_{rs} s^k_{r'})},
$$

$$
s_{r}^{\text{random}} = \sigma \left( \sum_{(s, r) \in CR_r} \alpha_{rk}^{\text{random}} W_{rs} s^k_r \right),
$$

where $\alpha_{rk}^{\text{random}}$ are the random attention weights, $s$ is a representation captured from any relation, $s^k_r$ is the representation of the relation $r$ at the iteration $k$, $\mathcal{CR}_r$ is the context of a relation, $\{W_{rs}, W_{r'}\} \in \mathbb{R}^{D \times D}$, $W_{rs}$ are learned to weigh the random attention weights.

Each attention mechanism provides a final representation from their point of view to an entity $e$. In this way, the message representation $m_{e}^{\text{local}}$ of an entity $e$ according to the local attention is given by

$$
m_{e}^{\text{local}} = \sum_{r \in \mathcal{N}(e)} s_{r}^{\text{local}},
$$
by summing out the local representations of each relation $r$ in the neighbourhood $\mathcal{N}(e)$ of $e$, where the local representations are computed according to Equation 4 after reaching the final iteration when $k = K$.

Next, the message representation $m^g_{global}$ of an entity $e$ according to the global attention mechanism is given by

$$m^g_{global} = \sum_{r \in \mathcal{N}(e)} s^g_{global},$$

computed over similar conditions of the local message.

Finally, the message find out by the random attention mechanism is defined by the following equation, with similar definitions as above.

$$m^r_{random} = \sum_{r \in \mathcal{N}(e)} s^r_{random}.$$ (11)

The final representation of an entity and its local, global, and random contexts $m^ATT_e$ is the concatenation of the outcome representation of each attention mechanism:

$$m^ATT_e = m^l_{local} \oplus m^g_{global} \oplus m^r_{random},$$ (12)

Finally, to provide the final embedding of the head and tail pair $M(h,t)$, we concatenate the head and tail final messages:

$$M(h,t) = m^ATT_h \oplus m^ATT_t,$$ (13)

where $m^ATT_h$ and $m^ATT_t$ are the final representation messages from entities head and tail, respectively.

### 3.2. Semantic Path Context

Next, we describe the capture of semantic paths (Figure 2(a)) and how they are aimed as context information within the learning process. The aforementioned attention-based approaches provide essential information for learning entities’ local context.
Patrick Stewart and Ian McKellen entities, respectively. However, it may fail at capturing long semantic paths, i.e., long sequences of relations between entities. As an example, the semantic path (Figure 1 yellow-shaded arrows) between Patrick Stewart and Ian McKellen entities is overlooked, since it is longer than the entities context hops. To address this issue, ÆMP introduces representations learned from the semantic paths between entities when learning the embeddings to predict a missing relation.

Algorithm 2 describes the procedure for capturing the semantic paths and Figure 3 illustrates the mechanism. The procedure first identifies $m$ semantic paths $P(h, t) = \{p_1, \ldots, p_m\}$ between two entities (Algorithm 2 – Line 1), where $h$ and $t$ are the head and tail entities. $p_i = (r_1, \ldots, r_m)$ is a semantic path $h \xrightarrow{r_1, \ldots, r_m} t$ of size $i$ in between the entities $h$ and $t$, and $r_j$ is a relation within the path. The procedure collect the paths with a depth-limited breadth-first search algorithm constrained to a maximum path length. After, the algorithm creates one-hot representations to the paths (Algorithm 2 – Lines 2-4) and, to learn a single representation of the semantic paths, it performs a linear transformation [27] (Algorithm 2 – Line 6) over the concatenation of the paths’ representations (Algorithm 2 – Line 4), mapping the concatenated representation to the same dimensional space of $M(h, t)$:

$$P(h, t) = W_p \|_{p \in P(h, t)} P(h, t),$$

where $W_p$ denotes the linear transformation matrix weights, and $\|$ denotes the concatenation operation.
Algorithm 2: Learning semantic paths representation

1. \( P(h, t) \leftarrow \text{BreadthFirstSearch}(h, t, \text{max}\_\text{length}) \)
2. \( P(h, t) \leftarrow \text{OneHotEncoding}(p'); p' \in P(h, t) \)
3. \( \text{foreach } p \in P(h, t) - \{ p' \} \text{ do} \)
4. \( P(h, t) \leftarrow P(h, t) \oplus \text{OneHotEncoding}(p) \)
5. \( \text{enddo} \)
6. \( P(h, t) \leftarrow W P(h, t) \)
7. \( \text{return } P(h, t) \)

3.3. Training Objective

To predict relations over KGs, we rely on a loss function based on the distribution probability of a relation over a head and tail pair [26]. Like so, we take the probability distribution computed by a softmax function from the addition of both entities context \( M(h, t) \) and semantic path context \( P(h, t) \) representations:

\[
P(r|h, t) = \text{softmax}(M(h, t) + P(h, t)).
\] (15)

We target at minimizing the cross-entropy loss between the predicted probability of a training fact \( T \) and its ground-truth:

\[
\min L(\Omega) = - \sum_{(h, r, t) \in T} r \log(P(r|h, t; \Omega)).
\] (16)

4. Experiments

We conduct experiments on real-world KGs largely used in the literature and report the results compared with several previous methods that have also focused on the relation prediction task. Furthermore, we conduct three ablation studies, where we draw insights over ÆMP and its variations.

4.1. Experimental Setting

Datasets. The experiments are based on six widely used datasets: WN18, WN18RR, FB15k, FB15k-237, UMLS, and Kinship. Details and statistics about them can be found in Appendix A. WN18 [13] is a subset from WordNet [1], a KG containing lexical relations among English words. FB15k [13] is a subset from Freebase [2], a KG
containing human knowledge facts. WN18RR [21] and FB15k-237 [22] are subsets of WN18 and FB15k, respectively, where the original inverse relations were removed. UMLS [23] is built upon data from the Unified Medical Language System [47], a biomedical ontology. Kinship [23] contains information regarding kinship relationships among members of an Australian tribe [48]. We used the originally provided data splits for WN18, WN18RR, FB15k, and FB15k-237, and for UMLS and Kinship, we use the data splits provided by [10].

**Baselines.** When experimenting with WN18, WN18RR, FB15k, and FB15k-237, we compare ÆMP, and its variations, with six models that have results also targeting at the relation prediction task: TransE [13], ComplEx [14], SimplE [49], RotatE [15], QuatE [16] are the models representing the state-of-the-art in embedding-based models, while PathCon [26] is the state-of-the-art closer to our model, using entities context and relational path as features in the learning process. We reused the results reported in [26]. We trained from scratch UMLS, and Kinship with PathCon [26] as this is the most similar method to ÆMP and the SOTA in the relation prediction task.

**Implementation details.** We implemented ÆMP [9] using PyTorch [50] and trained using a single Nvidia V100 GPU. Appendix B shows the hyperparameters’ search space, which were varied in the experiments. In our best experimentation settings, we have a learning rate of $10^{-3}$ with Adam [51] optimizer. To avoid overfitting, we employ L2 regularization using L2 weight loss of $10^{-7}$. We adopt a batch size of 128, 25 training epochs, hidden states of 64 dimensions, and 0.2 as the random attention context selection criteria. Finally, on WN18, WN18RR, UMLS, and Kinship benchmarks, we employed three-hops entities context and semantic path length up to three; on FB15k and FB15k-237 benchmarks, we employed two-hops entities’ context and semantic path length up to two, due to hardware limitations and the size of each benchmark.

**Evaluation protocol.** We evaluate all models on their capabilities of completing missing
Table 2: Relation prediction results on WN18 and WN18RR datasets. $L$, $G$, and $R$ stand for the local, global, and random attention mechanisms, respectively. [*]: Results are taken from [26]. The best and second-best results are highlighted in bold and underlined, respectively.

| Model    | MRR ↑ | WN18   | Hi@1 ↑ | Hi@3 ↑ | WN18R  | MRR ↑ | Hi@1 ↑ | Hi@3 ↑ |
|----------|-------|--------|--------|--------|--------|-------|--------|--------|
| TransE*  | 0.971 | 1.190  | 0.955  | 0.974  | 2.079 | 0.860  | 0.870  |
| ComplEx* | 0.985 | 1.098  | 0.979  | 0.984  | 2.053 | 0.777  | 0.840  |
| Simple*  | 0.972 | 1.256  | 0.964  | 0.976  | 3.159 | 0.659  | 0.755  |
| RotatE*  | 0.984 | 1.159  | 0.979  | 0.999  | 2.284 | 0.735  | 0.823  |
| QuatE*   | 0.981 | 1.170  | 0.975  | 0.983  | 2.404 | 0.767  | 0.852  |

Table 3: Relation prediction results on FB15k and FB15k-237 datasets. $L$, $G$, and $R$ stand for the local, global, and random attention mechanisms, respectively. [*]: Results are taken from [26]. The best and second-best results are highlighted in bold and underlined, respectively.

| Model    | MRR ↑ | FB15k  | Hi@1 ↑ | Hi@3 ↑ | FB15k-237 | MRR ↑ | Hi@1 ↑ | Hi@3 ↑ |
|----------|-------|--------|--------|--------|-----------|-------|--------|--------|
| TransE   | 0.962 | 1.684  | 0.940  | 0.966  | 1.352     | 0.946  | 0.994  |
| ComplEx  | 0.965 | 1.553  | 0.844  | 0.966  | 1.494     | 0.946  | 0.994  |
| Simple   | 0.983 | 1.308  | 0.972  | 0.971  | 1.407     | 0.955  | 0.987  |
| RotatE   | 0.979 | 1.206  | 0.867  | 0.970  | 1.315     | 0.951  | 0.980  |
| QuatE    | 0.994 | 1.207  | 0.972  | 0.974  | 1.283     | 0.958  | 0.988  |

facts on KGs, assessing them under the relation prediction task. As described in Section 3 the task aims to infer a new fact $f = (h, r, t)$ by predicting a relation $r$ given a pair of entities $(h, t)$. We report results from Mean Reciprocal Rank (MRR), Mean Rank (MR), and correctly predicted relations (Hit ratio) in the top 1 and 3 rank evaluation metrics. A lower value of MR points out better results, while the other metrics target higher values. The results are the average and standard deviation values from five independent executions.

4.2 Results

The empirical results are reported in Table 2 and Table 3 on the large datasets (WN18, WN18RR, FB15k, and FB15k-237), and in Table 4 on the small datasets (UMLS, and Kinship). $L$, $G$, and $R$ stand for $\text{ÆMP}$ relying on local, global, and random attention mechanisms only, respectively. When there is more than one mechanism taking place, we add two or more of those letters. $\text{ÆMP}$ achieves competitive results, outperforming the other methods on all metrics for WN18, WN18RR, UMLS, and Kinship datasets.
Table 4: Relation prediction results on UMLS and Kinship datasets. L, G, and R stand for the local, global, and random attention mechanisms, respectively. The best and second-best results are highlighted in bold and underlined, respectively.

| Model           | UMLS MRR | MR Hit@1 | Hit@3 | Kinship MRR | MR Hit@1 | Hit@3 |
|-----------------|----------|----------|-------|-------------|----------|-------|
| PathCon         | 0.9385 ± 0.0151 | 1.1791 ± 0.0531 | 0.9166 ± 0.0118 | 0.9031 ± 0.0108 | 1.3011 ± 0.0286 | 0.8062 ± 0.0282 | 0.9007 ± 0.0081 |
| ÆMP (L)         | 0.9289 ± 0.0355 | 1.2475 ± 0.1040 | 0.9100 ± 0.0584 | 0.9759 ± 0.0201 | 0.9004 ± 0.0060 | 1.2922 ± 0.0185 | 0.8211 ± 0.0119 | 0.9791 ± 0.0067 |
| ÆMP (G)         | 0.9465 ± 0.0144 | 1.1972 ± 0.0408 | 0.9150 ± 0.0204 | 0.9816 ± 0.0110 | 0.9232 ± 0.0137 | 0.8325 ± 0.0164 | 0.9577 ± 0.0084 | 0.9879 ± 0.0039 |
| ÆMP (R)         | 0.9492 ± 0.0089 | 1.1425 ± 0.0375 | 0.9106 ± 0.0143 | 0.9887 ± 0.0068 | 0.9013 ± 0.0069 | 1.3233 ± 0.0122 | 0.7965 ± 0.0282 | 0.9777 ± 0.0013 |
| ÆMP (L+G)       | 0.9183 ± 0.0208 | 1.2697 ± 0.0408 | 0.9033 ± 0.0226 | 0.9707 ± 0.0206 | 0.9013 ± 0.0110 | 1.2061 ± 0.0430 | 0.8584 ± 0.0206 | 0.9705 ± 0.0019 |
| ÆMP (L+R)       | 0.9097 ± 0.0198 | 1.3972 ± 0.0437 | 0.9322 ± 0.0280 | 0.9647 ± 0.0169 | 0.9428 ± 0.0048 | 1.1725 ± 0.0441 | 0.8975 ± 0.0104 | 0.9889 ± 0.0088 |
| ÆMP (G+R)       | 0.9130 ± 0.0191 | 1.1879 ± 0.0431 | 0.9270 ± 0.0223 | 0.9825 ± 0.0079 | 0.9393 ± 0.0115 | 1.3834 ± 0.0270 | 0.8105 ± 0.0230 | 0.9781 ± 0.0013 |
| ÆMP (L+G+R)     | 0.9194 ± 0.0097 | 1.2106 ± 0.0434 | 0.9378 ± 0.0104 | 0.9944 ± 0.0069 | 0.9379 ± 0.0104 | 1.1756 ± 0.0424 | 0.8839 ± 0.0131 | 0.9703 ± 0.0085 |

two out four metrics for FB15k. For FB15k-237, PathCon achieves the higher values on three metrics, yet ÆMP surpassed the other models. These findings go towards our initial premise that contextual information does enhance the learned representations.

In general, when ÆMP uses the global attention only, it achieves the best overall results reaching the best or the second-best cases in seven cases for the large datasets. Following, we see that the random attention mechanism is in six times in the first two positions (either it is the best or the second-best result), followed by the combination of local and global attention mechanisms and the random and global attention mechanisms (they are both fives times in the first two places). While the global mechanism may have pushed forward those results, we can see that there are several cases where the global attention is neither the best nor the second-best choice. At the same time, some other method still wins – for example, Hit@3 of WN18 and MRR of FB15k-237 of the random mechanism is better than global alone or some of its combinations.

The greater absolute gains on the large datasets occur in WN18 and WN18RR, which are sparse KGs, i.e., KGs of low average entities’ degree. Those results point out that the attention mechanisms are able to reinforce connective patterns between entities, leading to better representations. The learning entities context assisted by the random attention mechanisms demonstrates better results over denser (higher average entities degree) KGs (FB15k, FB15k-237).

PathCon presents itself as a good choice for FB15k-237. Regarding all the datasets and metrics, it reaches the best results in five of the cases and the second-best results in three cases. However, ÆMP ties with PathCon in two of the five winner situations (MRR of FB15k-237 and Hit@3 of FB15k) and is close in the other two (Hit@1 and Hit@3 of FB15k-237). These results further indicate that adding different patterns of
attention favors finding missing relations in KGs.

On the smaller datasets (UMLS and Kinship), the entities’ context sparse representation provided by the use of the random attention mechanism in ÆMP shows overall better performance by achieving alone the best results in all four metrics on UMLS and in combination with local attention mechanism in three metrics on Kinship. On the other hand, both datasets differ on the density of relationships, i.e., Kinship has a higher nodes’ connection degree than UMLS (see Appendix A). This observation led to the second-best results being related to the global attention mechanism on UMLS and the local attention mechanism on Kinship, once a higher nodes’ connection degree eases ÆMP to capture semantics from the local neighborhood. At the same time, learned representations from sparse KGs (e.g., UMLS) benefit from capturing semantics based on the global attention mechanism and the representation of the semantic path. The obtained results show that, on smaller and denser KGs, the sparse representation of the entities’ neighborhood reinforces once-neglected information during the message-passing iterations.

4.3. Ablation Studies

To better assess the capabilities of ÆMP we conduct three ablation studies. As such, we (i) evaluate the benefits of using semantic paths’ representations towards the capacity of ÆMP to predict relations, and (ii) investigate the influence of the number of hops and the number of context neighbors, towards the predictions’ results. The results of the first ablation studies are illustrated in Figure 4, and details of used parametrization are shown in Appendix C. Finally, the third (iii) ablation study, illustrated in Figure 5, inspects closely the relation between correct predictions made by ÆMP and its variations and the relations’ frequency within the KG. The parameters’ settings in the fourth study are the same as those used in the previous section.

In the first study (Figure 4a), we assess the top 1 hit ratio (Hit@1) on WN18RR, varying each attention mechanism and their combination alongside either enabling or disabling the representation of semantic paths. Considering the variations that implement only a subset of the attention mechanisms, ÆMP achieves its best performance when it is able to combine both entities’ context representation with the representation of the
semantic path. However, when all three local, global, and random attention mechanisms are enabled, and their patterns are observable, ÆMP reaches equivalent results when either using the representation of the semantic paths or not. This observation empirically indicates that the attention-enhanced message-passing scheme might be able to not only represents entities’ local neighborhood but also to learn longer sequences of relationships, i.e., the semantic paths between the head and tail entities.

In the second study (Figure 4b), we assess the top 1 hit ratio on WN18RR regarding different numbers of entities’ context hops and semantic path length. ÆMP (circle symbol) achieves the overall better results using two contexts hops. In comparison, the subset variations achieve overall better results using the maximum numbers of entities’ context hops and semantic path length. Those results reinforce the previous study, suggesting that ÆMP with its attention-enhanced message-passing scheme have generalizations capabilities, capturing contextual semantics with less context information.

The third study’s goal is to investigate the learning capabilities enabled by each attention mechanism and their combinations. To that, we analyze the Hit@1 performance of ÆMP and its variations regarding each existing relation within the WN18RR dataset. Figure 5 depicts the confusion matrices of each ÆMP and its variations. The local attention mechanism (ÆMP (L) – Figure 5a) demonstrates better performance predicting commonly seen relations and an almost perfect score on the top two most common relations. However, on rarely seen relations, the method tends to present poor results. In contrast, the global and random attention mechanisms (ÆMP (G) – Figure 5b)
Figure 5: Ablation study (iv) containing the confusion matrices of ÆMP and its variations on WN18RR. X-axis shows the ground truth and y-axis contains the predicted results. Besides, the axes are ordered in descending order of the relations’ frequency (i.e., top-bottom for y-axis, and left-right for the x-axis are ordered from the most common to the least common relations). The heatmap indicates the Hit@1 metric varying from 0 to 1. L, G, and R stand for the local, global, and random attention mechanisms, respectively, and ÆMP (R) – Figure 5c) respectively) presents smoother results on rarely seen relations, but both perform worst than the ÆMP (L) on the most common relations. The combination of local attention mechanism with global or local attention mechanisms (ÆMP (L+G) – Figure 5d and ÆMP (L+R) – Figure 5e) respectively) presents improvement on rarely seen relations, while keeping the good performance on commonly seen relations. Finally, the three combined attentions mechanisms (ÆMP (L+G+R) – Figure 5g) suffers on the least seen relation. Nonetheless, the model presents overall better results, achieving good higher hit ratios on most relations.

5. Conclusion

In this paper, we devised ÆMP, a novel learning method that learns contextualized representations from the combination of distinct views of entities context and semantic
path context. Our results show that ÆMP has the potential to outperform state-of-the-art models in the relation prediction task. The empirical analysis indicates that the proposed attention-enhanced message-passing scheme can represent not only the entities and their context but also the semantic path context. As future works, we point out three research questions: (i) can the proposed message-passing scheme be generalized to represent even longer sequences of relations, replacing the representation of semantic paths?; (ii) how ÆMP compares with pure symbolic approaches according to their reasoning skills?; and (iii) may other design alternatives (e.g., recurrent networks or transformers) better represent longer semantic paths?
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Appendix A. Datasets

Statistics regarding entities and relations of the knowledge graphs described in Section 4.1.

Table A.5: Datasets statistics summary.

| Dataset  | Edges | Entities | | | | |
|----------|-------|----------|---|---|---|---|
|          | Training | Validation | Test | Total | Unique | Average degree |
| WN18     | 141442 | 5000 | 5000 | 151442 | 40943 | 5 | 7.39 ± 16.46 |
| WN18RR   | 86835 | 3134 | 3034 | 93003 | 40943 | 5754 | 4.54 ± 8.57 |
| FB15k    | 483142 | 59071 | 50000 | 592213 | 14951 | 21 | 79.22 ± 220.72 |
| FB15k-237| 272115 | 20466 | 17535 | 310116 | 14541 | 314 | 42.65 ± 127.70 |
| UMLS     | 5216 | 652 | 661 | 6529 | 135 | 0 | 96.72 ± 87.44 |
| Kinship  | 8544 | 1068 | 1074 | 10686 | 104 | 0 | 205.50 ± 1.67 |

Appendix B. Hyperparameters Search Space

The hyperparameters search space used in the experiments of Section 4.2.

Table B.6: Search space of the ÆMP’s hyperparameters.

| Hyperparameter                  | Search space |
|---------------------------------|--------------|
| Batch size                      | {64, 128}    |
| Epoch                           | {25, 50}     |
| Hidden state dimension          | {64, 128}    |
| L2 regularization weight        | {10^{-6}, 10^{-7}, 10^{-8}} |
| Learning rate                   | {10^{-1}, 10^{-2}, 10^{-3}} |
| Maximum entities context hops   | {1, 2, 3}    |
| Maximum semantic path length    | {1, 2, 3}    |
| Random attention context selection criteria | {0.2, 0.25, 0.5, 0.75} |

Appendix C. Ablation Studies

Appendix C.1. Parametrization from Section 4.3

The parametrization used in the ablation studies discussed in Section 4.3.
Table C.7: Ablation studies parametrization settings.

| Hyperparameter               | Ablation Studies |
|------------------------------|------------------|
|                              | (i)              |
|                              | (ii)             |
| Batch size                   | 128              |
| Epoch                        | 20               |
| Hidden state dimension       | 128              |
| L2 regularization weight     | $10^{-7}$        |
| Learning rate                | $10^{-3}$        |
| Maximum entities context hops| 3                |
| Maximum semantic path length | 3                |
| Random attention context selection criteria | 0.2 |

Appendix C.2. Extended ablation studies

In this section, we conduct two more studies on ÆMP. The first evaluates the scalability of ÆMP while the second evaluates the use of a sparse or dense representation for the semantic path representation.

The first extended study (Figure C.6) analyzes the scalability capacity of ÆMP. We measure its training time regarding the number of triples on each previously introduced dataset. Results show that the training time curve of ÆMP grows slower than linear time over the number of triples, indicating that it is suitable to learn from larger KGs.

![Boxplot of the training time from ÆMP regarding different sized KGs.](image)

The second extended study (Table C.8 and Figure C.7) discusses the use of a dense representation over a sparse representation to model semantic paths in ÆMP framework. To do so, we replace the semantic paths capturing process described in 3.2 for a recurrent
neural network. We measure the MRR and Hit@1 metrics on the six used datasets and insert the results in Table C.8.

Table C.8: Relation prediction results on all datasets using dense mechanisms to represent semantic paths. L, G, and R stand for the local, global, and random attention mechanisms, respectively.

| Model     | WN18 MRR | WN18 Hit@1 | WN18RR MRR | WN18RR Hit@1 | FB15k MRR | FB15k Hit@1 |
|-----------|----------|------------|------------|--------------|-----------|-------------|
| ÆMP (L)  | 0.7823 ± 0.0716 | 0.6689 ± 0.1047 | 0.9486 ± 0.0281 | 0.9143 ± 0.0517 | 0.8226 ± 0.0209 | 0.7545 ± 0.0228 |
| ÆMP (G)  | 0.9554 ± 0.0228 | 0.9185 ± 0.0051 | 0.9651 ± 0.0202 | 0.9379 ± 0.0044 | 0.9696 ± 0.0003 | 0.9485 ± 0.0007 |
| ÆMP (R)  | 0.9551 ± 0.0033 | 0.9185 ± 0.0060 | 0.9626 ± 0.0036 | 0.9336 ± 0.0088 | 0.9694 ± 0.0010 | 0.9480 ± 0.0015 |
| ÆMP (L+G) | 0.9716 ± 0.0112 | 0.6273 ± 0.1466 | 0.9496 ± 0.0233 | 0.9182 ± 0.0501 | 0.9795 ± 0.0033 | 0.9663 ± 0.0098 |
| ÆMP (L+R) | 0.9243 ± 0.0506 | 0.6860 ± 0.1024 | 0.9753 ± 0.0113 | 0.9603 ± 0.0222 | 0.7613 ± 0.0431 | 0.6916 ± 0.0183 |
| ÆMP (G+R) | 0.9577 ± 0.0212 | 0.9234 ± 0.0082 | 0.9648 ± 0.0016 | 0.9380 ± 0.0031 | 0.9688 ± 0.0004 | 0.9472 ± 0.0007 |
| ÆMP (L+G+R) | 0.9417 ± 0.0075 | 0.7200 ± 0.1562 | 0.9778 ± 0.0099 | 0.9655 ± 0.0195 | 0.9786 ± 0.0017 | 0.9641 ± 0.0047 |

Also, to ease comparison with the representation proposed in ÆMP, Figure C.7 shows the absolute difference of the best Hit@1 metric between representations of each model on each dataset. In general, both representations present similar results in all model-dataset pairs. Specifically, the results indicate a slight performance gain using sparse representation for larger dataset (such as WN18 and FB15k), and, on smaller datasets (UMLS and Kinship), the gains tend to be neutral.

Figure C.7: Absolute difference of the best Hit@1 metric between semantic paths sparse and dense representation of each model on each dataset. Zero value means that both representation approaches perform equally, while positive and negative values indicate better performance using sparse and dense representations, respectively.