A Reinforcement Learning Approach for Scheduling in mmWave Networks
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Abstract—We consider a source that wishes to communicate with a destination at a desired rate, over a mmWave network where links are subject to blockage and nodes to failure (e.g., in a hostile military environment). To achieve resilience to link and node failures, we here explore a state-of-the-art Soft Actor-Critic (SAC) deep reinforcement learning algorithm, that adapts the information flow through the network, without using knowledge of the link capacities or network topology. Numerical evaluations show that our algorithm can achieve the desired rate even in dynamic environments and it is robust against blockage.

I. INTRODUCTION

Millimeter wave (mmWave) networks are expected to form a core part of 5G and support a number of civilian and military applications; a number of use cases are currently built around multi-hop mmWave networks that range from private networks, such as in shopping centers, airports, museums and enterprises; mmWave mesh networks that use mmWave links as backhaul in dense urban scenarios; and military applications employing mobile hot spots, remote sensing, control of unmanned aerial vehicles and surveillance of terrorist activities by full motion videos [1]–[9].

But for the promise of these applications, it is well known that mmWave links are highly sensitive to blockage, channels may abruptly change and paths may get disrupted - and this is especially so for military applications [10]–[13]. Indeed, in battlefields, nodes can be destroyed, communication links can be highly volatile due to mobility of individual nodes, blockage can occur not only due to natural environment but also due to jamming, and it can be difficult and costly to replace nodes and repair damaged network connectivity [14], [15]. Thus, we need efficient transmission mechanisms that can fast adapt to blockages and abrupt channel variations, and offer throughput guarantees resilient to disruptions.

In this paper, we explore the use of Deep Reinforcement Learning (DRL) techniques, to gracefully adapt to blocked links and failed paths without collecting topology and channel knowledge. In particular, we consider a source that communicates with a destination over an arbitrary mmWave network, and ask to find which paths the source should use and at which rates to connect with the destination. A challenging aspect, captured through the 1-2-1 model that we introduced in [16]–[18], is that of scheduling: in mmWave (and higher) frequencies, due to high path loss, nodes communicate with each other by using beamforming, and steering their beams to connect to different neighbors: scheduling which nodes should communicate and for how long, is a non-trivial optimization problem. In this paper, we resort to intelligent (RL) techniques, to gracefully adapt the schedule in the presence of disruptions, as a building stone towards autonomous network operation.

Related Work. Several works in the literature propose relay selection schemes for mmWave networks [19]–[21], but focus on selecting the single path that has the highest signal-to-noise ratio (SNR), and thus do not offer resilience to blockage. A number of works, such as [22]–[25] look at problems related to scheduling and mmWave beamforming, but require channel state information (CSI) and topology knowledge - our approach requires neither. Closer to ours is perhaps the work in [26], which uses multitask deep learning for multiuser hybrid beamforming - this work again relies on perfect knowledge of CSI and does not perform online learning. In this paper, we take advantage of deep learning, and in particular DRL algorithms, to select which paths to use in an online manner without using CSI or the network topology.

DRL algorithms use deep neural networks as function approximators in large state and action spaces, and have been widely employed in a multitude of applications such as games, robotics and communication networks [27], [28]. These algorithms provide robust solutions in dynamic environments, without requiring analytical models of large and complex systems [28]. A number of works use RL for scheduling, routing and traffic engineering problems [29]–[31], but do not directly extend to mmWave networks. Closer to ours are the works in [32] and [33], that look at scheduling over mmWave networks using RL-based techniques - unlike ours, both approaches use CSI.

Contributions. In our work, we leverage a state-of-the-art DRL algorithm called Soft Actor-Critic (SAC) algorithm [34], to support a desired rate between a source and a destination over an arbitrary mmWave network. To the best of our knowledge, this is the first time a DRL algorithm is employed for online optimization of multiple paths rates in mmWave networks. Our DRL algorithm:

• Does not require knowledge of network topology or link capacities, and thus is well suited to volatile environments, such as encountered in military operations.
• Robustly adapts to link and node failures, as our evaluation
results indicate, offering a superior performance to alternative algorithms we evaluate.

**Paper Organization.** Section II provides background on the 1-2-1 network model for mmWave networks and DRL. Section III explains the proposed algorithm. Section IV presents the evaluation results of the proposed algorithm. Section V concludes the paper.

**II. SYSTEM MODEL AND BACKGROUND**

In this section, we provide background on Gaussian 1-2-1 networks and DRL.

**Notation.** \(|\cdot|\) is cardinality for sets, \(E[\cdot]\) denotes the expectation of a random variable, \(\mathcal{H}(\cdot)\) is its entropy.

**A. Gaussian 1-2-1 Networks**

Gaussian 1-2-1 networks were introduced in [16] to model information flow and study the capacity of multi-hop mmWave networks. In an \(N\)-relay Gaussian Full-Duplex (FD) 1-2-1 network, \(N\) relays assist the communication between the source node (node 0) and a destination node (node \(N + 1\)). Each FD node can simultaneously transmit and receive by using a single transmit beam and a single receive beam. Any two nodes have to direct their beams towards each other in order to activate a link that connects them. Therefore, Gaussian 1-2-1 networks capture the steerable directivity of transmission in mmWave networks.

**Capacity of FD 1-2-1 networks.** In [16], the capacity of a Gaussian FD 1-2-1 network was approximated to within a constant gap that only depends on number of nodes in the network. In particular, it was shown in that the following Linear Program (LP) can compute the approximate capacity and the optimal beam schedule in polynomial-time:

\[
P_1: \mathcal{C} = \max \sum_{p \in \mathcal{P}} x_p C_p,
\]

\[
(P1a) \quad x_p \geq 0 \quad \forall p \in \mathcal{P},
\]

\[
(P1b) \quad \sum_{x_p \in \mathcal{P}} x_p f_{p,nx(i),i} \leq 1 \quad \forall i \in [0:N],
\]

\[
(P1c) \quad \sum_{x_p \in \mathcal{P}} x_p f_{p,pr(i),j} \leq 1 \quad \forall i \in [1:N+1],
\]

where: (i) \(\mathcal{P}\) is the collection of all paths connecting the source to the destination; (ii) \(C_p\) is the capacity of path \(p\); (iii) \(\mathcal{P}_i \subseteq \mathcal{P}\) is the set of paths that pass through node \(i\) where \(i \in [0:N+1]\); (iv) \(p,nx(i)\) (respectively, \(p,pr(i)\)) is the node that follows (respectively, precedes) node \(i\) in path \(p\); (v) the variable \(x_p\) is the fraction of time path \(p\) is used; and (vi) \(f_{p,i,j}\) is the optimal activation time for the link of capacity \(\ell_{j,i}\) when path \(p\) is operated, i.e., \(f_{p,i,j} = C_p/\ell_{j,i}\). Here, \(\ell_{j,i}\) denotes the capacity of the link going from node \(i\) to node \(j\) where \((i,j) \in [0:N] \times [1:N+1]\). We refer readers to [16] for a more detailed description.

**Remark 1:** The aforementioned algorithm relies on the centralized knowledge of network link capacities to find the optimal schedule. In this paper, we discard the assumption of the centralized knowledge and consider an online approach for scheduling that relies on the interaction between a DRL agent and the network.

**B. Deep Reinforcement Learning**

In this section, we provide background on DRL and in particular on the state-of-the-art SAC algorithm.

In RL, an agent observes an environment and interacts with it. At time step \(t\), the agent at state \(s_t\) takes the action \(a_t\) and it moves to the next state \(s_{t+1}\) while receiving the reward \(r(s_t, a_t)\). In RL settings, states represent the environment and the set of all states is called the state space \(\mathcal{S}\). Actions are chosen from an action space \(\mathcal{A}\), where we use \(\mathcal{A}(s_t)\) to denote the set of possible (valid) actions at state \(s_t\). Rewards are numerical values given to the agent according to its actions and the aim of the agent is to maximize the long-term cumulative reward [35]. At each time step, the agent follows a policy \(\pi(\cdot | s_t)\) that is a distribution (potentially deterministic) over actions given the current state \(s_t\). For episodic RL, the agent interacts with the environment for a finite horizon \(T\) to maximize its long term cumulative reward.

In a lot of interesting RL settings, the enormous - if not continuous - nature of state and action spaces renders the use of classical tabular methods prohibitively inefficient. Thus, function approximators and model-free RL techniques are employed to deal with these shortcomings [27]. Although such techniques can be successful on challenging tasks, they suffer from two major drawbacks: high sample complexity and sensitivity to hyperparameters. Off-policy learning algorithms are proposed to improve sample efficiency, but they tend to experience stability and convergence issues particularly in continuous state and action spaces.

The state-of-the-art SAC algorithm was proposed in [34] to improve the exploration and solve these stability issues. Since large state-action spaces require function approximators, SAC uses approximators for the policy and Q function. In particular, the algorithm uses five parameterized functional approximators: policy function \((\phi)\); soft Q functions \((\theta_1\) and \(\theta_2)\); and target soft Q functions \((\tilde{\theta}_1\) and \(\tilde{\theta}_2)\). The aim is to maximize the following objective function

\[
J(\pi) = \sum_{t=0}^{T} E[r(s_t, a_t) + \alpha \mathcal{H}(\pi(\cdot | s_t))],
\]

where: (i) \(T\) is the horizon; and (ii) the temperature parameter \(\alpha\) indicates the relative importance of the entropy term to the reward. The entropy term enables SAC algorithm to achieve improved exploration, stability and robustness [34].

**III. PROPOSED REINFORCEMENT LEARNING METHOD**

In this section, we explain our network structure, RL formulation and the proposed algorithm.

**A. Network structure and RL environment**

We consider a Gaussian 1-2-1 network with an arbitrary topology where \(N\) relay (intermediate) nodes operating in FD mode assist the communication between a source node (node 0) and a destination node (node \(N + 1\)). We assume that the channel coefficients (and as a consequence the link capacities) are unknown and they can change over time. Our aim is to
reach a certain desired rate $R^*$ by using a small subset of the possible paths $\mathcal{P}_k$, where $\mathcal{P}_k \subseteq \mathcal{P}$ and $|\mathcal{P}_k| = k$. Therefore, our input and output size is equal to $k$. The number $k$ affects the complexity of our algorithm. An implicit requirement is that, the selected set of paths $\mathcal{P}_k$ can jointly support the desired rate. Selecting such a set of paths may require some network knowledge; yet we note that, unless we wish to operate a mmWave network close to its (very high) capacity, even randomly selected paths tend to meet this requirement.

The reason we aim to reach a desired rate instead of the full network capacity, is that, achieving the capacity may require a large number of paths, which can increase the dimension of the problem substantially and render the RL problem infeasible for large networks. We formulate a single agent RL problem for this task by defining a Markov Decision Process (state space, action space and the reward function) as follows:

- **State Space ($S$):** Each state vector consists of rates of the selected paths. Therefore, if we denote the rate of the $i$th path in $\mathcal{P}_k$ at step $t$ by $x_{i,t}$, then the state vector at step $t$ is $s_t = [x_{1,t}, x_{2,t}, ..., x_{k,t}]$.

- **Action Space ($A$):** Each action vector represents the changes in path rates of the selected paths. Formally, the action vector at step $t$ is $a_t = [y_{1,t}, y_{2,t}, ..., y_{k,t}]$, where $y_{i,t}$ denotes the change in the path rate of the $i$th path in $\mathcal{P}_k$ at step $t$. Therefore, the state at step $t+1$ is

$$ s_{t+1} = s_t + a_t = [x_{1,t} + y_{1,t}, x_{2,t} + y_{2,t}, ..., x_{k,t} + y_{k,t}] $$

- **Reward Function ($r(s,a)$):** If the sum of the rates through the $k$ paths exceeds the desired rate $R^*$, the agent terminates the episode and receives a reward equal to 1. Otherwise, the agent does not receive any rewards.

The definitions of the state space, action space and reward function do not assume knowledge of link capacities. We consider an episodic RL for this continuous control problem where each episode lasts for a finite horizon $T$. However, if the agent reaches the specified desired rate $R^*$ during an episode, the episode ends early. Moreover, the next step has to be a physically feasible state, i.e., the fraction of time each path is used should satisfy the constraints of LP P1 in (1). This means that all path rates have to be nonnegative, and a node cannot transmit or receive more than 100% of the time. Therefore, if the action vector makes the next state invalid, it is assumed that the agent stays at the current state. We assume that the environment can determine whether a state is valid or not since if the path rates at a particular state are invalid, the network cannot support those rates and enters outage (for instance, drops packets due to queue congestion). In a real deployment, the source node can be the agent, and it can observe the rates of the selected paths through TCP feedback and by observing packet drops. It can accordingly adjust the path rates at each step, and if it reaches the desired rate, terminate the episode.

In summary, the agent updates the path rates of the selected paths at each step through the action vector unless the action vector makes the next state invalid. In the latter case, the path rates are not changed and the agent stays at the current state. The proposed algorithm is provided in Algorithm 1.

![Algorithm 1 Proposed Scheduling Algorithm](image)

**Algorithm 1:** Proposed Scheduling Algorithm

```plaintext
Input: Desired rate $R^*$ and the set of paths $\mathcal{P}_k$.
for each episode do
  • Start with zero initial state, i.e., $s_0 = 0$.
  for each environment step do
    • Get action $a_t$ from policy $\pi_\phi(a_t | s_t)$.
    • If the action makes the next state valid, move to the state $s_{t+1} = a_t + s_t$. Otherwise, stay at the current state, i.e., $s_{t+1} = s_t$.
    if the current rate is greater than or equal to $R^*$ then
      • Receive reward $r_t = 1$.
      • Store the tuple $(s_t, a_t, r_t, s_{t+1})$ in the replay buffer.
      • Terminate the episode.
    else
      • Receive reward $r_t = 0$.
      • Store the tuple $(s_t, a_t, r_t, s_{t+1})$ in the replay buffer.
  end if
end for
for each gradient step do
  • Update the network parameters using gradient descent.
end for
```

**TABLE I: SAC hyperparameters**

| Parameter                  | Value          |
|----------------------------|----------------|
| optimizer                  | Adam           |
| learning rate              | $3 \cdot 10^{-4}$ |
| discount                   | 1              |
| replay buffer size         | $10^6$         |
| number of hidden layers    | 2              |
| number of hidden units per layer | 256       |
| number of samples per minibatch | 32          |
| nonlinearity               | ReLU           |
| target smoothing coefficient| 0.005          |

IV. PERFORMANCE EVALUATION

Here, we numerically evaluate the proposed method with respect to different performance metrics, as we discuss next.

A. Experiment Settings

**Simulated Network.** We used the same network architecture and the hyperparameters in [34] for the SAC algorithm (Table I lists the hyperparameters). The source code of our implementation is available online.

We considered a fully-connected Gaussian 1-2-1 network with $N = 15$ relay nodes. The capacity of each link is sampled from a uniform distribution between 0 and 10. We considered both a static and a time-varying network case. In the static case, the link capacities stayed constant throughout training, and the approximate capacity of the generated network was
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equal to 9.48 as computed using the approach in [16]. In the time-varying case, the capacity of each link was changed by a small random amount after each episode. This amount was sampled from a uniform distribution between −1 and 1 (the average link capacity was 5.12). The variation in the link capacities captures mobility of nodes or varying channel conditions. Among all possible paths, we used 15 paths to reach a desired rate - the remaining paths were not used. In the static case, the desired rate $R^\star$ was set to 60% of the network capacity and stayed constant during training. In the time-varying case, the desired rate $R^\star$ was set to 50% of the network capacity. Since the link capacities changed in every episode, the network capacity and the desired rate $R^\star$ also changed accordingly. We note that although in our experiments we calculated the capacity $C$ to display the performance, this is not needed in a real deployment: as our evaluation shows, if a desired rate is achievable, a good agent achieves it.

We are particularly interested in evaluating whether our algorithm can offer robust solutions in the presence of blockage. To create a realistic scenario, we considered a different blockage probability for each link, to capture effects such as the link length. In particular, we assigned a randomly generated weight $w_{j,i}$ to the link connecting node $i$ to node $j$ to represent its length, where $(i,j) \in [0 : N] \times [1 : N + 1]$. The weights were generated between 0 and 250 and they were symmetric, i.e., $w_{j,i} = w_{i,j}$, $\forall (i,j) \in [1 : N] \times [1 : N]$. We also assumed that the arrival process of blockers is Poisson as in [10] and thus, we blocked the links between node $i$ and node $j$ with probability $1 - e^{-\lambda w_{i,j}}$ where $\lambda$ subsumes the effects of blocker density and velocity of blockers. We chose $\lambda = 1/500$ in our experiments so that a high fraction of links could be blocked. Note that if the weight (length) of a link is higher, the probability of that link being blocked is higher as well. During training, at every 10 episodes, a new set of links was blocked and these links remained blocked until a new set was selected. For the blockage evaluations, we again considered the time-varying network, and the desired rate was set to 50% of the network capacity in every episode.

The dimension of the state and action spaces is equal to the number of selected paths $k = 15$. Among the 15 paths, we included both high and low capacity paths to ensure that the desired rate could be supported and make our evaluation more realistic. At a specific time, the network rate is calculated as the sum of rates of these selected 15 paths.

We trained the agent for 200 episodes and each episode had $T = 500$ time horizon, i.e., each episode lasted at most 500 time steps. At each time step, an action vector was sampled from the policy which had a Gaussian distribution in our experiments. After sampling the action vector, we applied the hyperbolic tangent function (tanh) to the sample in order to bound the actions to a finite interval [34]. Moreover, we performed action clipping such that if the elements of the action vector (after applying tanh function) were less than $10^{-3}$, these elements were taken as 0's. The action clipping is necessary because the agent might need to take zero actions for some paths, particularly if these paths are blocked, and it is not possible to instantiate zero action by sampling from a continuous distribution without action clipping.

Baseline Methods. Although there exists a considerable number of routing algorithms in the literature, we cannot compare our proposed method with them: these existing algorithms are tailored to general networks and do not consider the scheduling constraints on mmWave networks, or they rely on knowledge of link capacities. Therefore, we compared our proposed method with the following two baselines.

• **Shortest Paths (SP):** We found the shortest two paths out of $k = 15$ paths by using the lengths $w_{j,i}$’s. Since the blockage probability of a link is high if the length of the link is high, we expect the probability of two shortest paths being blocked to be small. We should note that we did not select a single path whose length was the smallest since the network would not be able to reach the desired rate if this single path was blocked. Due to the scheduling constraints on mmWave networks, we performed equal time sharing across these two paths.

• **Equal Time Sharing (ES):** We exploited all 15 paths by performing equal time sharing across them due to the scheduling constraints.

Performance Metrics. We evaluated the performance of the proposed algorithm by using the following two metrics.

• **Average Training Rate.** This is the average rate achieved during training, which has important practical implications: it captures whether and how fast the network is able to support reasonable rates while training; it thus indicates whether it is possible to perform training online, while still utilizing the network. Towards this end, we trained five different instances of the algorithm with different random seeds and for each instance, we examined the average rate achieved in every episode during training. We found the average rate achieved in an episode by taking the average of the rates achieved at each time step during that episode. For episodes terminating earlier than the time horizon, the last rate is assumed to be maintained for the rest of the episode. We finally took the average of the rates over these five instances.

• **Evaluation Rate.** At the end of each training episode, we performed evaluation and found the rate achieved by the agent. Thus, this process could be considered as the validation of the policy during training. While finding the evaluation rate at the end of an episode, the agent started from zero initial state and adjusted the path rates by using its current policy. We again used $T = 500$ time horizon; if the agent exceeded the desired rate during the evaluation, it stopped; otherwise, the final rate was the rate achieved at the last time step $t = 500$. We should note that the policy of the agent in SAC algorithm is stochastic, therefore the agent can take different actions even at the same state. Thus, we repeated the same evaluation procedure for five times and took the average of the final rates to find the evaluation rate at that episode.

---

**Footnotes:**

2There were in total $35546 \times 10^8$ possible paths in the network.

3There were 4 high capacity paths among the selected 15 paths.
B. Evaluation

We here compare through simulation results the performance of our proposed algorithm versus the baseline algorithms SP and ES. Fig. 1 plots the achieved rates for the static case, the time-varying case, and the time-varying case with blockage. We observe the following.

- **Static network.** As shown in Fig. 1a, ES could not reach the desired rate. Indeed, ES performs equal time-sharing across all 15 paths which is not an optimal schedule: to support high rates, we need to activate the high capacity paths for a longer time and the low capacity paths for a shorter time, while still satisfying the constraints of LP P1 in (1). This illustrates that a naive (suboptimal) schedule can result in a significant waste of resources. On the other hand, SP reached the desired rate despite the equal time sharing approach since the two shortest paths were strong enough to support the desired rate. Finally, the proposed algorithm exploited all 15 paths and adjusted their rates following a schedule that allowed to reach the desired rate.

- **Time-varying network.** In Fig. 1b, we considered the time-varying network case (without blockage). Neither ES nor SP supported the desired rate. As discussed earlier, ES uses equal time sharing across 15 paths, thus wasting resources on low capacity paths. SP also fails in this case, because over a volatile network the 2 paths used may not remain strong enough to support the desired rate. Finally, the proposed algorithm exploited all 15 paths and adjusted their rates following a schedule that allowed to reach the desired rate.

- **Blockage.** In Fig. 1c, we considered the time-varying network with blockage. Fig. 2 shows that a good fraction of the paths (up to 10 out of the selected 15) was blocked in every episode. As shown in Fig. 1c, neither ES nor SP supported the desired rate. Indeed, neither ES nor SP adapt to blockage - if a path they use gets blocked, the corresponding time slot remains idle which results in wasted resources. We note that SP uses the two paths with the smallest probability of blockage (shortest paths); yet blockage may still occur in one of them, which renders the target rate unattainable. On the other hand, our proposed approach adjusts the path rates such that it adapts to blockage and effectively exploits the unblocked paths. We should note that the agent does not use any side information - understanding if there are blockages in the network and bypassing the blocked paths is a part of its learning process.

- **Different number of paths.** In the previous experiments, the agent used \( k = 15 \) paths. In Fig. 3, we show the performance of our algorithm when we vary the value \( k \) in the time-varying network without blockage. We added new paths to the set \( P_k \) as we increased \( k \). The algorithm could not support the desired rate (50% of the capacity) by using \( k = 1 \) or \( k = 5 \) paths since the selected paths were not strong enough to support the desired rate. Although the network supported the desired rate for \( k = 15 \) paths, its performance degraded for higher values of \( k \). As \( k \) increases, the dimension of the continuous state and action spaces increases, and the agent needs to explore the space more effectively in order its function approximators to generalize well for unseen state-action pairs. Thus, there is a trade-off: we may reach higher...
rates if a higher number of paths is used, however, this renders exploration more challenging. Further exploring this trade-off is part of our future work.

V. CONCLUSIONS AND DISCUSSION

In this paper, we started developing a DRL based approach to adaptively select and route information over multiple paths in mmWave networks so as to achieve a desired source-destination rate. We formulated a single agent RL framework that does not assume any knowledge about the link capacities or the network topology. Our evaluations show that the proposed scheduling algorithm is robust against channel variations and blockage. Our work indicates that DRL techniques are promising and worth further exploration in the context of mmWave networks and our techniques form an encouraging first step towards robust and adaptable algorithms for military network scenarios, and a stepping stone towards autonomous network operation.
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