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ABSTRACT

This paper presents the design and evaluation of a new data collection protocol for Underwater Wireless Sensor Networks called the Data Collection Tree Protocol (DCTP). It uses an efficient distributed algorithm to proactively construct and maintain a data collection tree rooted at the sink node. The pre-constructed and maintained data collection tree allows the efficient selection of a single forwarding node at each hop when routing a data packet. We prove the correctness of the constructed data collection tree and we show that under some stability conditions, the constructed tree converges to an optimal shortest-path tree. Results of extensive simulations show a big improvement in terms of packet delivery ratio, end-to-end delay and energy consumption compared to the well-known VBF protocol. The simulated cases show increases in the packet delivery ratio between 20% and 122%, reductions in the average end-to-end delay between 15% and 55% and reductions in the energy consumption between 20% and 50%. These results clearly demonstrate the attractiveness of the proposed DCTP protocol.
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1. INTRODUCTION

Underwater wireless sensor networks (UWSNs) are used for underwater data collection for various applications such as undersea exploration of natural resources, natural disaster monitoring, military surveillance, and mines detection. Many aspects of underwater wireless sensor networks have been studied including medium access [1], deployment [2], localization [3], routing [4], energy conservation [5] and void handling [6].

Routing is an important problem for UWSNs. It is more energy-efficient to perform routing in UWSNs using several shorter hops compared to one longer hop [7]. Many routing protocols have been proposed for UWSNs [8][9][10]. One of the well-known routing protocols is the Vector-Based Forwarding (VBF) protocol proposed in [11]. In this protocol a routing pipe from the source to the destination is defined and only the nodes located inside this pipe can contribute to the forwarding of packets from the source to the destination. Another protocol is the Depth-Based Routing (DBR) protocol proposed in [12]. In DBR, a node forwards a received packet only if it is located at a lower depth than the depth of the previous forwarder. In [13] the Focused Beam Routing (FBR) protocol has been introduced. In this protocol only the nodes which are located inside a cone of a certain angle between the source and the destination are allowed to perform forwarding. In [14] the authors have proposed a Multi-Path Routing (MPR) protocol. MPR routes packets from a source to a destination over a multi-path. A multi-path is a sequence of 2-hop sub-paths each using a different relay node for reducing data collision.
We propose a new approach based on using an efficient distributed algorithm for proactively constructing and maintaining a data collection tree connecting the sensor nodes to the sink node. We call the proposed protocol the Data Collection Tree Protocol (DCTP). Attributed to the availability of the pre-constructed data collection tree, the DCTP protocol outperforms considerably the well-known VBF protocol in terms of energy consumption, packet delivery ratio and end-to-end delay as clearly demonstrated by the obtained simulation results.

2. The DCTP Data Collection Tree Protocol

Figure 1 outlines the details of the DCTP protocol and the following is an overview description of the protocol. DCTP proactively constructs and periodically updates a data collection tree which has the sink node as its root. The tree is used for forwarding data packets from the sensor nodes to the sink node. The sink node initiates a distributed algorithm for the construction of the data collection tree by setting its tree LEVEL to zero (root level) and initializing a sequence (period) number SEQ to zero. Periodically (every \( \tau \) seconds), the sink node increments its SEQ number (indicating a new tree updating period) and sends a beacon packet containing its SEQ and LEVEL values to all sensor nodes in its transmission range. A sensor node receiving a beacon packet makes use of the LEVEL and SEQ values contained in the beacon packet to determine if it is sent by a potential parent node (a node one hop closer to the sink) and whether it is from an old period, the current period or a new period. If it is from a current or a new period then the node makes use of the information in the beacon packet to update its local SEQ value, its tree LEVEL value and its set of potential parents. After processing a beacon packet, a sensor node either discards the packet (if it is from an old period) or sends it to all nodes in its transmission range after inserting its updated LEVEL and SEQ values. This allows each sensor node to maintain a set of potential parent nodes (each one hop closer to the sink node) from which it selects a forwarder node when it needs to forward a data packet towards the sink node. This selection can for example use a round-robin scheme, a random selection or a remaining energy based selection. This allows to balance the data forwarding load among the sensor nodes and maximize the sensors lifetime. When a sensor node has no parent node, it buffers the data packets it generates or it receives for forwarding in a QUEUE until a parent node becomes available in which case it calls a FLUSH_QUEUE function to clear the buffered packets.

When a sensor node wants to send or forward a data packet to the sink node, it invokes the function SEND_DATA_PACKET. In this function, the node sends the packet to the PARENT node. If the PARENT node does not acknowledge reception of the data packet within a certain timeout period, the sensor node removes the PARENT node from the set of potential parent nodes PARENT_SET and selects another parent node from this set unless the set has become empty in which case the node buffers the data packet in its local QUEUE. Upon receiving a data packet, a sensor node sends an acknowledgment back to the sender and invokes the SEND_DATA_PACKET function to forward the packet towards the sink node.
Sink Node s:
- Initialize SEQ<sub>s</sub> to 0 and set LEVEL<sub>s</sub> to 0
- Every period (every \( r \) seconds) do:
  - SEQ<sub>s</sub> = SEQ<sub>s</sub>+1 //new period
  - Send a BEACON<SEQ<sub>s</sub>, LEVEL<sub>s</sub>> packet to all sensor nodes in range.
- When a data packet is received from a sensor node
  - Send ACK packet to sender
  - Consume received data packet

Sensor Node u
- SEQ<sub>u</sub> = 0; PARENT_SET<sub>u</sub> = \\( \emptyset \); LEVEL<sub>u</sub> = \( \infty \)
- When the node u receives a BEACON<SEQ<sub>v</sub>, LEVEL<sub>v</sub>> packet from a sender node v:
  - If (SEQ<sub>v</sub> > SEQ<sub>u</sub>) then // new period
    - SEQ<sub>u</sub> = SEQ<sub>v</sub>; LEVEL<sub>u</sub> = LEVEL<sub>v</sub>+1
    - PARENT_SET<sub>u</sub> = \{v\}; PARENT<sub>u</sub> = v
    - Send BEACON<SEQ<sub>u</sub>, LEVEL<sub>u</sub>> to all sensor nodes in range
    - Call the FLUSH_QUEUE() function
  - else if (SEQ<sub>v</sub> = SEQ<sub>u</sub>) //received beacon from current period
    - if (LEVEL<sub>v</sub> < LEVEL<sub>u</sub>-1) //a better parent (closer to the sink)
      - PARENT_SET<sub>u</sub> = \{v\}; PARENT<sub>u</sub> = v
      - Send BEACON<SEQ<sub>u</sub>, LEVEL<sub>u</sub>> to all nodes in range
      - Call the FLUSH_QUEUE() function
    - else if (LEVEL<sub>v</sub> = LEVEL<sub>u</sub>-1) //an alternative parent
      - PARENT_SET<sub>u</sub> = PARENT_SET<sub>u</sub> \( \cup \) \{v\}
      - PARENT<sub>u</sub> = SELECT(PARENT_SET<sub>u</sub>)
      - Call the FLUSH_QUEUE() function
  - else discard received BEACON packet //sender not closer to sink
- When the sensor node wants to send a data PACKET to the sink node:
  - Call the SEND_DATA_PACKET(PACKET) function
- When the sensor node receives a data PACKET from another sensor node
  - Send ACK packet to sender
  - Call the SEND_DATA_PACKET(PACKET) function
  - function SEND_DATA_PACKET(PACKET)
    - while(true)
      - if (PARENT<sub>u</sub> = NULL)
        - Add PACKET to QUEUE<sub>u</sub> // no parent, queue the packet
        - return false //packet not sent, it was queued
      - Send PACKET to PARENT<sub>u</sub> //attempt to forward packet towards sink
      - Wait for ACK (set timer)
      - if (timeout) //no ACK received from parent
        - PARENT_SET<sub>u</sub> = PARENT_SET<sub>u</sub> \( \setminus \) \{PARENT<sub>u</sub>\} //remove this parent
        - if (PARENT_SET<sub>u</sub> = \\( \emptyset \))
          - PARENT<sub>u</sub> = NULL
          - Add PACKET to QUEUE<sub>u</sub>
          - return false //packet not successfully forwarded, it was queued
        - else PARENT<sub>u</sub> = SELECT(PARENT_SET<sub>u</sub>)
      - else //packet successfully forwarded, update parent to distribute load
        - PARENT<sub>u</sub> = SELECT(PARENT_SET<sub>u</sub>)
        - return true //packet successfully forwarded
  - function FLUSH_QUEUE()
    - flag = true
    - while (QUEUE<sub>u</sub> \( \neq \) \( \emptyset \)) and (flag = true)
      - extract PACKET from QUEUE<sub>u</sub>
      - flag = SEND_DATA_PACKET(PACKET)
      - if (flag = false) Add PACKET to QUEUE<sub>u</sub> // packet not successfully sent
3. ON THE CORRECTNESS AND OPTIMALITY OF THE TREE

We first prove that the node-parent relation established by the DCTP protocol defines a correct directed tree rooted at the sink node. Therefore, DCTP delivers packets to the sink node following paths along the tree without looping. We then address the issue of optimality of the constructed tree. We show that after a tree update, the resulting tree is a shortest-path tree provided that any connected nodes at the start of the update remain connected for the amount of time needed to complete the update.

Definition 1: Let $s$ denote the since node. At any given time, let $G = (V_G, E_G)$ be the directed graph given by:

$$V_G = \{s\} \cup \{\text{all sensor nodes}\}$$

$$E_G = \{(u, v), u \in V_G, v \in V_G \text{ and } \text{PARENT}_u = v\}$$

Definition 2: At any given time, let $T = (V_T, E_T)$ be the directed sub-graph of $G$ given by:

$$V_T = \{s\} \cup \{\text{all sensor nodes } u \text{ for which there is a path in } G \text{ from } u \text{ to } s\}$$

$$E_T = \{(u, v) \in E_G \text{ such that } u \in V_T \text{ and } v \in V_T\}$$

We shall prove that at any time, $T$ is a rooted directed tree with roots. We first establish the following preliminary results. In the remainder of this section we will use the symbol $S$ instead of SEQ and the symbol $L$ instead of LEVEL for clarity of the proofs.

Lemma 1: For any node $u$ and at any given time, if $v \in \text{PARENT}_u$, then either $(S_v > S_u)$ or $(S_v = S_u \text{ and } L_v < L_u)$.

Proof: We prove that for any sensor node $u$, the property is initially true and that it remains true after any modification that affects this property assuming that the property was true before the modification. Based on the statement of the claimed property, the only modifications that can affect the property are those that modify: (a) $\text{PARENT}_u$, (b) $S_u$ for any $v \in \text{PARENT}_u$, (c) $S_u$, (d) $L_u$ for any $v \in \text{PARENT}_u$, or (e) $L_u$. Since $\text{PARENT}_u$ is initially set to empty, the claimed property is therefore initially vacuously true. Now we show that the property remains true after any of the modifications (a) to (e) assuming it was true before the modification.

$\text{PARENT}_u$ is modified by the DCTP protocol only in the following four situations:

(i) $\text{PARENT}_u$ is modified when $u$ receives a BEACON from a node $v$ with $S_v > S_u$. In this case, $S_u$ is set to $S_v$, $\text{PARENT}_u$ is set to $\{v\}$ and $L_u$ is set to $L_v + 1$. After these settings the claimed property is true since after the modification $S_v = S_u$ and $L_u = L_v + 1$, hence $L_v < L_u$.

(ii) $\text{PARENT}_u$ is also modified when $u$ receives a BEACON from a node $v$ at a time when $S_u = S_v$ and $L_v < L_u - 1$. As in case (i), in this case $\text{PARENT}_u$ is set to $\{v\}$, $L_u$ is set to $L_v + 1$, and $S_u$ remains equal to $S_v$. After these settings the property remains true for the same reasons as in (i).

(iii) $\text{PARENT}_u$ is also modified when $u$ receives a BEACON from a node $v$ at a time when $S_u = S_v$ and $L_v = L_u - 1$. In this case, $v$ is added to $\text{PARENT}_u$, while $S_u$ is not modified and remains equal to $S_v$, and $L_u$ is not modified and remains equal to $L_v + 1$. After these settings the claimed property remains true since for the only added node $v$ to $\text{PARENT}_u$, we have $S_v = S_u$ and $L_u = L_v + 1$ (hence $L_v < L_u$). No other node $w$ in $\text{PARENT}_u$ is affected and hence the property $(S_v > S_u)$ or $(S_v = S_u \text{ and } L_v < L_u)$ remains true since it was true before the modification.
(iv) \( \text{PARENT\_SET}_u \) is also modified by the \text{SEND\_DATA\_PACKET} function when there is a timeout (no ACK received from \text{PARENT}_u). At this time the node \text{PARENT}_u is removed from the set \text{PARENT\_SET}_u but the property \((S_u > S_v)\) or \((S_v = S_u \text{ and } L_v < L_u)\) remains true for any node \( v \) not removed from \text{PARENT\_SET}_u since it was true for that node \( v \) before the modification. If \text{PARENT\_SET}_u becomes empty after removing \text{PARENT}_u, then the property becomes vacuously true after the modification.

(b) For any \( v \in \text{PARENT\_SET}_u \), \( S_v \) is only modified when node \( v \) receives a \text{BEACON} packet from a node \( w \) with \( S_w > S_v \). In this case, \( S_v \) is set to a higher value \( S_w \). Since the property was true before the modification, then we must have had either \((S_w > S_v)\) or \((S_v = S_w \text{ and } L_v < L_w)\) before the modification. In both cases, we will have \( S_v > S_u \) after the modification since \( S_v \) is set to a higher value \( S_w \), hence the property remains true.

(c) \( S_u \) is only modified when node \( u \) receives a \text{BEACON} packet from a node \( v \) with \( S_u > S_v \). In this case, \( S_u \) is set to \( S_v \) and \( L_u \) is set to \( L_v + 1 \). Therefore, after the modification we have \( S_v = S_u \) and \( L_v < L_u \).

(d) For any \( v \in \text{PARENT\_SET}_u \), \( L_v \) is modified only in the following two situations:

(i) \( L_v \) is modified when node \( v \) receives a \text{BEACON} packet from a node \( w \) with \( S_v > S_w \). In this case \( S_v \) is set to a higher value \( S_w \) and \( L_v \) is set to \( L_v +1 \). Since the property was true before the modification, then we must have had either \((S_w > S_v)\) or \((S_v = S_w \text{ and } L_v < L_w)\) before the modification. In both cases, we will have \( S_v > S_u \) after the modification since \( S_v \) is set to a higher value \( S_w \), hence the property remains true.

(ii) \( L_v \) is also modified when \( v \) receives a \text{BEACON} from a node \( w \) with \( S_w = S_v \) and \( L_v < L_w -1 \). In this case, \( S_v \) is not modified and \( L_v \) is set to \( L_v +1 \) which is smaller than its previous value. Since \( S_v \) is not modified and \( L_v \) is decreased, the property \((S_v > S_u)\) or \((S_v = S_u \text{ and } L_v < L_u)\) remains true, assuming it was true before the modification.

(e) \( L_u \) is modified only in the following two situations:

(i) \( L_u \) is modified when node \( u \) receives a \text{BEACON} packet from a node \( v \) with \( S_u > S_v \). In this case \( S_u \) is set to \( S_v \), \( \text{PARENT\_SET}_u \) is set to \( \{v\} \) and \( L_u \) is set to \( L_v +1 \). After these settings, node \( v \) is the only node in \( \text{PARENT\_SET}_u \) and it satisfies \((S_v = S_u \text{ and } L_v < L_u)\). Hence the claimed property is satisfied.

(ii) \( L_u \) is also modified when \( u \) receives a \text{BEACON} from a node \( v \) with \( S_v = S_u \) and \( L_v < L_u -1 \). In this case, \( S_u \) is not modified and remains equal to \( S_v \), \( \text{PARENT\_SET}_u \) is set to \( \{v\} \) and \( L_u \) is set to \( L_v +1 \). As in the previous case, after these settings node \( v \) is the only node in \( \text{PARENT\_SET}_u \) and it satisfies \((S_v = S_u \text{ and } L_v < L_u)\). Hence the claimed property is satisfied.

**Lemma 2:** For any sensor node \( u \) and at any time, if \( \text{PARENT}_u = v \) for some node \( v \), then either \((S_v > S_u)\) or \((S_v = S_u \text{ and } L_v < L_u)\).

**Proof:** As shown in Figure 1, we have either \( \text{PARENT}_u = \text{NULL} \) or \( \text{PARENT}_u \in \text{PARENT\_SET}_u \) at all times including initially and after any modification to \( \text{PARENT}_u \) or \( \text{PARENT\_SET}_u \). Therefore, by Lemma 1 the claimed property is satisfied. QED

**Proposition 1:** The graph \( G \) is a directed acyclic graph (DAG).
Proof: Let R be the binary relation on the set of nodes $V_G$ defined as follows: $u R v$ if and only if $(S_r > S_v)$ or $(S_r = S_u$ and $L_u < L_v)$. We prove that R is a strict partial order on the set $V_G$ and then derive based on Lemma 2 that $G$ is a directed acyclic graph (DAG).

To prove that R is a strict partial order we have to show that R is (a) irreflexive, (b) transitive and (c) asymmetric.

(a) R is irreflexive: Assume $u R v$ for some nodes $u$ and $v$ in $V_G$. Then either $S_r > S_u$ or $L_u < L_v$. Therefore, $u \neq v$. Hence R is irreflexive.

(b) R is transitive: Assume $u R v$ and $v R w$ for some nodes $u$, $v$ and $w$ in $V_G$. Since $u R v$ then $(S_r > S_u)$ or $(S_r = S_u$ and $L_u < L_v)$. Since also $v R w$, therefore $(S_r > S_v)$ or $(S_r = S_v$ and $L_v < L_w)$. There are four cases:

(i) If $(S_r > S_u)$ and $(S_v > S_u)$, then $S_u > S_u$, hence $u R w$.
(ii) If $(S_r > S_u)$ and $(S_u = S_v$ and $L_u < L_v)$, then $S_u > S_u$, hence $u R w$.
(iii) If $(S_r = S_u$ and $L_u < L_v)$ and $(S_v > S_u)$, then $S_u > S_u$, hence $u R w$.
(iv) If $(S_r = S_u$ and $L_u < L_v)$ and $(S_u = S_v$ and $L_u < L_v)$, then $(S_u = S_u$ and $L_u < L_v)$, hence $u R w$.

Therefore, $u R w$ in all cases. Hence R is transitive.

(c) R is asymmetric: Assume $u R v$ for some nodes $u$ and $v$ in $V_G$. Then either $(S_r > S_u)$ or $(S_r = S_u$ and $L_u < L_v)$. If $S_r > S_u$ then neither $S_r > S_u$ is true nor $S_u > S_r$ is true. Therefore, $v R u$ is not true.

On the other hand, if $(S_r = S_u$ and $L_u < L_v)$ then neither $S_u > S_r$ nor $L_r < L_v$. Therefore, $v R u$ is also not true in this case. Hence R is asymmetric.

Therefore, R defines a strict partial order on $V_G$. Furthermore, by definition of the graph $G$, for any edge $(u, v)$ in $E_G$, we have $\text{PARENT}_u = v$ and hence by Lemma 2, we have $u R v$. Therefore, G cannot possibly contain any cycles. Hence $G$ is a directed acyclic graph (DAG). QED

Corollary 1: The sub-graph T of the graph G is a directed tree.

Proof: By the definitions of G and T, we can infer that for any sensor node $u$ in $V_T$, there is a path in T from u to s. Therefore, T is a connected graph. Furthermore, T is a sub-graph of G and G is acyclic (by Proposition 1). Therefore, T is also acyclic. Hence T is a directed tree. QED

Now we show that after a tree update, the resulting tree is a shortest-path tree provided that connected nodes remain connected for the amount of time needed to propagate to all reachable nodes a beacon issued by the sink node at the start of the update.

Definition 3: For any sensor node $u$ in $V_G$, let $\text{OPT-DIST}_u$ be the length of the shortest path from u to the sink node $s$ in the graph G.

Proposition 2: If during a tree updating period, any two connected nodes in G remain connected, then we will have $L_u = \text{OPT-DIST}_u$ for any node $u$ in $V_T$, by the end of the period, assuming the period is long enough to allow for the beacon packet issued by the sink node at the start of the period to be propagated to all sensor nodes.

Proof: (by induction on $L_u$) As induction basis, the only node $u$ in $V_T$ with $L_u = 0$ is the sink node s and we obviously have $L_s = \text{OPT-DIST}_s = 0$. Assume that during a given tree updating period, any two connected nodes in G remain connected. Assume also that this period is long enough to allow for the beacon packet issued by the sink node at the start of the period to be propagated to all reachable nodes. As induction hypothesis, assume that by the end of the period, $L_w = \text{OPT-DIST}_w$ for any node $w$ in $V_T$ satisfying $L_w < k$ (for some $k > 0$). Now as induction step, consider a
node $u$ in $V_T$ with $L_u = k$. Let $v$ be the node selected by $u$ as its parent by the end of the current period. Let $S$ be the sequence number (period number) of the beacon packet issued by the sink node at the start of the period. Since this beacon packet had enough time to be propagated to all reachable sensor nodes before the end of the period, all these nodes will have their sequence number equal to $S$ by the end of the period. Therefore, $S_u = S_v = S$ by the end of the period. Furthermore, by Lemma 2, either ($S_v > S_u$) or ($S_v = S_u$ and $L_v < L_u$). Since $S_u = S_v = S$, we must have $L_v < L_u = k$. Hence by induction hypothesis we have $L_v = \text{OPT-DIST}_v$ by the end of the period. Therefore, $\text{OPT-DIST}_u = \text{OPT-DIST}_v + 1 = L_v + 1 = L_u$. QED

**Corollary 2:** If any two connected nodes in $G$ at the start of a tree update remain connected until completion of the update then the resulting tree $T$ is a shortest-path tree.

### 4. Performance Evaluation of DCTP

We have simulated the DCTP protocol using the Aqua-Sim [15] simulator. Aqua-Sim is a special simulator for underwater networks which supports 3D deployment.

Table I lists the simulations settings used in the evaluation. We have assumed the technical specifications of a real underwater acoustic sensor modem. More specifically, the values of the transmission range, transmission power, reception power, idle power, frequency, bit rate and bit error rate are of the acoustic modem UWM2000H [16], which is available in the market.

According to [17], underwater sensor nodes move with water currents typically with speeds ranging between 3 and 6 km/h (i.e., around 0.8–1.6 m/s). The node speeds used to evaluate our protocol are 0, 0.5, 1.0 and 1.5 m/s.

A CSMA-based MAC protocol is assumed which has been used by several other studies such as [11] and [18]. We have also assumed the Reference Point Group Mobility (RPGM) mobility model [19] which is suitable for UWSNs [20]. In each simulation run a set of source nodes is selected randomly to inject data packets according to an exponential distribution. We have averaged 25 runs and presented the results with 95% confidence intervals.

The simulation settings listed in Table 1 are similar to the settings we have used in a previous study [21] for evaluating the performance of a grid-based routing protocol.

We have chosen the VBF [11] routing protocol to compare DCTP against since it is one of the most widely cited routing protocols in UWSNs, and it has been used in simulation and comparison with other protocols.

We have measured the packet delivery ratio, the amount of consumed energy and the average packet delivery delay for both DCTP and VBF and compared their performance. We have assessed the impact on these measures of the following parameters: (a) the number of nodes (with values 54, 162 and 270), (b) the traffic load (with sending probability values 0.3, 0.5 and 0.7) and (c) the node mobility speed (with values 0.1 and 1.5 m/sec).
Table 1. Simulation settings

| Parameter                  | Value                              |
|---------------------------|------------------------------------|
| Underwater region         | 3 km × 3 km × 3 km                 |
| Transmission range        | 1 km                               |
| Transmission power        | 8.0 W                              |
| Reception power           | 0.8 W                              |
| Idle power                | 0.008 W                            |
| Frequency                 | 35.695 kHz                         |
| Bit rate                  | 17.8 kbps                          |
| Bit error rate            | 10e-9                              |
| MAC protocol              | CSMA-based                         |
| Mobility model            | RPGM                               |
| Number of nodes           | 54, 162, 270                       |
| Initial energy            | 300 J                              |
| Data packet size          | 150 Bytes                          |
| Traffic injection rate    | 0.07 packets/s                     |
| Sink beacon period        | (R/2)/max speed                    |
| Sensor beacon period      | 2 × beacon period                  |
| Maximum speed             | (0, 0.5, 1.0, 1.5) m/sec           |
| Sending probability       | 0.3, 0.5, 0.7                      |
| Pipe width (for VBF)      | 400 m                              |
| Simulation run            | 2000 seconds                       |

Parameters for the RPGM Mobility Model

|                      |                                  |
|----------------------|----------------------------------|
| Pause time           | 20 s                             |
| Distribution of nodes| 10 nodes/group                    |
| Probability of group changes | 0.01                            |
| Maximum distance to group centre | 2.5                             |
| Standard deviation   | 2.0                              |

4.1. Effect of the Number of Nodes

The results of Figure 2 show how the Packet Delivery Ratio (PDR) varies as a function of the number of deployed sensor nodes. Clearly, the PDR for each of DCTP and VBF increases when increasing the number of sensor nodes. This is justified by the increase in the probability of finding candidate forwarders. However, DCTP has increased PDR compared to VBF by more than 20% in all tested cases. For instance, when the number of sensor nodes is set to 270, DCTP has improved PDR by 21% compared to VBF. This percentage has reached 42% for 162 nodes and 122% for 54 nodes. This can be explained by the fact that in DCTP each node selects one forwarding node at a time while in VBF data packets are broadcasted in each hop, which increases the channel congestion and the probability of dropping packets.
Figure 2. PDR vs the number of nodes

Figure 3 shows how the average end-to-end delay is affected by the number of sensor nodes. The two protocols exhibit different trends. In VBF, the end-to-end delay goes up when the number of deployed sensor nodes is increased. This is because when there are more sensor nodes, the number of forwarders for the same packet increases causing congestion and long waiting times for channel access. In DCTP on the other hand, the average end-to-end delay decreases with the increase in the number of nodes. This is due to the increase in the probability of finding a forwarder for relaying a packet. Furthermore, the congestion in DCTP is lower compared to VBF as only one node participates in the packet forwarding. Figure 3 shows that DCTP has reduced the end-to-end delay compared to VBF by 15%, 50% and 55% for 54, 162 and 270 nodes respectively.

Figure 3. Average end-to-end delay vs the number of nodes

Figure 4 shows how the total energy consumed by the deployed nodes varies with the number of sensor nodes on. When the number of nodes goes up, the two protocols consume more energy due to the increase in the number of transmissions and receptions of packets. However, VBF exhibits a faster increase of the energy consumption compared to DCTP. This can be justified by the increase in the number of nodes broadcasting data packets in VBF, and hence, multiple copies of the same packet are propagated in the network. On the other hand, a data packet in DCTP is forwarded to only one node at a time. Although DCTP uses beacon control packets to proactively
build and maintain the data collection tree, but this overhead becomes substantially lower than the number of duplicate data packet retransmissions in VBF when the number of nodes is higher. As shown in Figure 4 DCTP saves 35% of energy compared to VBF when the number of sensor nodes reaches 270 nodes.

![Energy consumption vs the number of nodes](image)

**Figure 4.** Energy consumption vs the number of nodes

### 4.2. Effect of the Traffic Load

Figure 5 shows how the sending probability impacts PDR. When the sending probability is increased PDR decreases for both DCTP and VBF. The reason is that when the sending probability increases the number of data packets propagated in the network increases leading to channel access conflicts. This causes more collisions among packets and hence a lower delivery ratio. Though, DCTP has achieved higher PDR than VBF. This is due to the efficient forwarding mechanism of DCTP which sends only one copy of the data packet each time. As an example, when the sending probability is 0.7, DCTP has improved PDR by 43% compared to VBF.

![PDR vs the sending probability](image)

**Figure 5.** PDR vs the sending probability

Figure 6 shows that DCTP outperforms VBF in terms of the average end-to-end delay for all tested values of the sending probability. DCTP has reduced the end-to-end-delay compared to VBF by over 50%. The reason is that in VBF there are multiple forwarders of a packet at each hop. This increases traffic and hence the queueing delays. On the other hand, in DCTP only one forwarder is selected at each hop.
As demonstrated in Figure 7, the energy consumption increases with the increase in the nodes sending probability for the two protocols. The reason is that as the sending probability increases, the number of source nodes generating data packets increases. This leads to the increase in the number of propagated data packets. However, DCTP has consumed less energy than VBF. For example, with a sending probability of 0.7, DCTP has reduced the energy consumption by 20% compared to VBF. This is due to the fact that a forwarder in VBF broadcasts the packet to all nodes within its transmission range. Hence, in VBF multiple copies of a single data packet are forwarded in the network which consumes more energy.

4.3. Effect of the Nodes Mobility

The PDR achieved by the two protocols as a function of the nodes’ speed is shown in Figure 8. For both protocols the PDR is not affected much by the nodes speed. This may be attributed to the relatively low speeds used in the simulation. Nevertheless, DCTP has outperformed VBF in delivering data packets for all tested node speeds. For example, with a node mobility speed of 1 m/sec, DCTP has improved the PDR by 24% compared to VBF.
The average delay experienced by the data packets received by the sink node as the nodes speed varies as illustrated in Figure 9. With the increase in the speed of the nodes, there is almost no variation in the average end-to-end delay for both protocols VBF and DCTP. However, DCTP incurred lower average end-to-end delay than VBF for all tested node speeds. For instance, with a mobility speed of 1 m/sec, DCTP incurred 49% lower end-to-end delay than VBF.

Figure 9. Average end-to-end delay vs the nodes’ mobility speed

Figure 10 shows the energy consumption of the two protocols for different nodes mobility speeds. DCTP has outperformed VBF in saving energy for all tested mobility speeds. For example, with a node mobility speed of 1m/sec, DCTP has consumed nearly 50% less energy than VBF.
Despite the fact that DCTP incurs some communication overhead (beacon packets) to build and maintain the data collection tree, it has outperformed VBF in all three measures of delivery ratio, communication delay and energy consumption. This is attributed to the efficient forwarding mechanism of DCTP which selects a single forwarder closer to the sink node at each routing step.

5. CONCLUSION

A new data collection protocol for Underwater Wireless Sensor Networks called DCTP is proposed and evaluated. An efficient distributed algorithm is used to proactively construct and maintain a data collection tree connecting the sensor nodes to the sink node. The pre-constructed and maintained data collection tree allows a fast and efficient selection of a single forwarding node at each hop when routing a data packet. We have proved the correctness of the data collection tree construction and we have shown that under some stability conditions, the constructed tree converges to an optimal shortest-path tree. Results from extensive simulations have shown that DCTP considerably improves energy consumption, packet delivery ratio and end-to-end delay compared to the well-known VBF protocol.
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