CLASSICAL MULTIDIMENSIONAL SCALING ON METRIC MEASURE SPACES

SUNHYUK LIM AND FACUNDO MÉMOLI

Abstract. We study a generalization of the classical Multidimensional Scaling procedure (cMDS) which is applicable in the setting of general metric measure spaces which can be seen as natural "continuous limits" of finite data sets. We identify certain crucial spectral properties of the generalized cMDS operator thus providing a natural and rigorous formulation of cMDS. Furthermore, we characterize the cMDS output of several continuous exemplar metric spaces such as high dimensional spheres and tori (both with their geodesic distance). In particular, the case of spheres (with geodesic distance) requires that we establish that its cMDS operator is trace class, a condition which is natural in the context when the cMDS operator has infinite rank. Finally, we establish the stability of the generalized cMDS method with respect to the Gromov-Wasserstein distance.
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1. **Introduction**

The direct manipulation of high dimensional data is often difficult if not intractable. Nevertheless, many areas of science (e.g., neuroscience, climate science, network science, etc) have increasingly been confronted with large volumes of high dimensional data whose acquisition or generation has been facilitated by rapid technological advances.

Dimension reduction techniques have become central to data science in the past several decades due to their ability to obtain low-dimensional data representations which retain meaningful intrinsic properties of the original data.

When a dataset is modeled as a collection of points in some Euclidean space, principal component analysis (PCA) provides a natural change of basis which can be used for ulterior processing such as dimension reduction [43]. However, PCA cannot be directly applied to “non-Euclidean” datasets such as those given in the form of dissimilarity matrices.

Classical Multidimensional Scaling (cMDS, from now on) is a nonlinear dimension reduction procedure which is applicable to data given as a dissimilarity or distance matrix. For a given dataset, modeled as finite metric space \((X, d_X)\), the goal of cMDS is to find an optimal embedding of \(X\) into Euclidean space. This optimality condition requires minimizing a certain notion of distortion (cf. Theorem 2).

From a mathematical perspective, the following result proved by Schoenberg in the early 1930s [49] (cf. Theorem 1) can be regarded as a cornerstone of the theory supporting cMDS:

A finite metric space \(X = (X, d_X)\) can be embedded into a Euclidean space if and only if the matrix \(K_X := ((K_X)_{ij})\), where

\[
(K_X)_{ij} := -\frac{1}{2} \left( d_X^2(x_i, x_j) - \frac{1}{n} \sum_{s=1}^{n} d_X^2(x_i, x_s) - \frac{1}{n} \sum_{r=1}^{n} d_X^2(x_r, x_j) + \frac{1}{n^2} \sum_{r,s=1}^{n} d_X^2(x_r, x_s) \right),
\]

is positive semi-definite.

Schoenberg’s theorem not only provides a direct method for ascertaining the embedability of a given finite metric space into some Euclidean space, but also it reveals that the obstacle to achieving this dwells in the presence of negative eigenvalues of the matrix \(K_X\). In this way it leads to one idea about how to produce an embedding of \(X\) to Euclidean space by abandoning the negative eigenvalues of \(K_X\), which is exactly what cMDS does (cf. Algorithm 1).

Schoenberg’s theorem was independently rediscovered by scientists working in psychophysics [46, 60] whose original motivation came from the area of sensory analysis. More precisely, their goal was to estimate the dimensionality of the stimulus space, as well as the positions of the stimuli within this space [40]. A few years later, Torgerson and Gower gave the formulation of cMDS that we know today and provided a supporting mathematical theory [54, 55, 24].
The list of dimension reduction techniques has been constantly growing. Some notable examples are isomap [53], locally linear embeddings [47], Laplacian eigenmaps [7], diffusion maps [15], Hessian eigenmaps [18], and more recently t-SNE [56] and UMAP [39]. While their differences mainly come from how the distance (or, proximity) of data points is computed, these methods all attempt to preserve the local structure of data.

Contributions. The cMDS method has been mostly considered through its applicability to data analysis tasks, which means that its understanding has been mostly restricted to the case of finite datasets. Properties such as its stability and consistency (i.e. the behavior of the result of applying cMDS to a sample of a space as the cardinality of the sample increases) have not yet been clarified. In order to tackle these and other questions, in this paper we study a generalization of Schoenberg’s result to the metric measure space setting [25, 42] which will permit (1) modeling both these ideal limiting objects and their finite approximations within a flexible framework and (2) reasoning about such questions in an effective manner.

A metric measure space is a triple \((X,d_X,\mu_X)\) where \(X = (X,d_X)\) is a compact metric space and \(\mu_X\) is a full-support Borel probability measure on \(X\). In this setting, we aim to quantify how much distortion will incurred when trying to embed \(X\) into Euclidean space of a given dimension via a certain generalized formulation of the cMDS procedure. This extension of cMDS to metric measure spaces was first considered in [30, 2] where the authors were able to compute the spectrum of the cMDS operator for the case of the circle \(S^1\) with geodesic distance and normalized length measure. They also formulated a number of questions, such as extending the analysis to the case of spheres with arbitrary dimension (with geodesic distance and normalized volume measure) and establishing the stability of the cMDS procedure. The results in the present paper fully answer those and other questions about cMDS on continuous spaces.

When studying the spectral properties of the generalized cMDS operator in the setting of possible continuous metric measure spaces (such as spheres with their geodesic distance), one must pay careful attention to the possibility that the rank of the generalized cMDS operator can be infinite. This leads to considering on the collection of metric measure spaces with traceable cMDS operators.

Ascertaining whether the cMDS operator associated to a given non-euclidean metric measure space is traceable (i.e. in trace class) or not is far from trivial. In this paper we do this for some concrete examples, including spheres of arbitrary dimension with geodesic distances, tori and metric graphs (with their geodesic distances). In particular, we compute all eigenvalues and eigenfunctions of the cMDS operator for spheres \(S^{d-1}\) with its geodesic distance \(d_{S^{d-1}}\) and normalized volume measure (i.e. regarded as a metric measure space), and establish that the cMDS operator is indeed trace class.

Furthermore, we fully characterize the metric induced on \(S^{d-1}\) by the cMDS operator: we prove that this metric precisely coincides with \(\sqrt{\pi} \cdot d_{S^{d-1}}\) (cf. Theorem 7).

In order to highlight the difficulty in establishing that a given metric measure space induces a traceable cMDS operator, we describe the construction of a pathological space which induces a non-traceable cMDS operator (cf. §3.3). We also formulate a number of questions suggested by our analysis.

Finally, we prove results which clarify the stability properties of the cMDS procedure with respect to the Gromov-Wasserstein distance.

This paper is part of the first author’s PhD dissertation [34, Chapter 5].

Kroshnin, Stepanov and Trevisan have independently developed related results – we refer the reader to their preprint [31].

\(^1\)Note that all finite metric measure spaces induce traceable cMDS operators.
Organization. In §2, we provide some necessary definitions and results on the classical multidimensional scaling on finite metric spaces.

In §3, we consider a generalized version of cMDS for metric measure spaces and prove some basic properties. We define a notion of distortion involving the negative eigenvalues of the cMDS operator, and show that it somehow measures non-flatness of a metric measure space. Also, we prove that this generalized cMDS operator is the optimal choice in a certain rigorous sense. Next, we show that the generalized cMDS procedure (mapping any metric measure space into $\ell^2$) is well-defined whenever the generalized cMDS operator is traceable. Moreover, we provide an example of a metric measure space associated to a non-traceable cMDS operator. Lastly, we study how a certain notion of thickness of Euclidean data interacts with the embeddings produced by the cMDS operator.

In §4, we analyze the behaviour of the generalized cMDS operator on a variety of metric measure spaces which include the circle $S^1$, products such as the $n$-torus, and also metric graphs.

In §5, we carefully analyze the spectrum of the generalized cMDS operator for higher dimensional spheres $S^{d-1}$ ($d \geq 3$) with their geodesic distance and prove that this operator is in trace class. Furthermore, we establish a precise relationship between the geodesic metric of $S^{d-1}$ and the Euclidean metric resulting from applying the generalized cMDS to $S^{d-1}$.

In §6, we prove that, in a certain sense, the generalized cMDS procedure is stable with respect to the Gromov-Wasserstein distance and briefly discuss an application to proving the consistency of cMDS.

In Appendix §A we provide several relegated proofs. In Appendix §B we provide an account of concepts from the spectral theory of operators which are used throughout the paper. In Appendix §C, we collect some of standard results on the spherical harmonics which will be employed in order to analyze the cMDS embedding of $S^{d-1}$.
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2. cMDS: THE CASE OF FINITE METRIC SPACES

Throughout this paper, $\mathbb{R}^k$ will denote $k$-dimensional Euclidean space and, as an abuse of notation, $\| \cdot \|$ will denote both of the Euclidean norm and the metric induced by it.

In this section we will provide a terse overview of cMDS on finite metric spaces. The main reference for this subsection is [37, Chapter 14]. Throughout this section we will also intersperse restricted versions of novel results that we prove in this paper.

For each $n \in \mathbb{Z}_{>0}$, let $\mathcal{M}_n$ be the collection of all finite metric spaces $\mathcal{X} = (X,d_X)$ with $\text{card}(X) = n$. Schoenberg’s Theorem (Theorem 1) provides a criterion for checking whether a finite metric space $\mathcal{X} = (X,d_X) \in \mathcal{M}_n$ admits an isometric embedding into Euclidean space $\mathbb{R}^k$. We need some preparation before stating this theorem.

2.1. The formulation of cMDS on finite metric spaces. For a finite metric space $\mathcal{X} = (X = \{x_1,\ldots,x_n\},d_X) \in \mathcal{M}_n$, consider an $n$ by $n$ matrix $A_X$ where $(A_X)_{ij} := d_X^2(x_i,x_j)$ for each $i,j = 1,\ldots,n$. Next, construct another $n$ by $n$ matrix

$$K_{\mathcal{X}} := -\frac{1}{2}H_nA_XH_n$$
where \( H_n := I_n - \frac{1}{n}e_n e_n^T \), \( I_n \) is the \( n \) by \( n \) identity matrix, and \( e_n \) is the \( n \) by 1 column vector where every entry is 1.

Let us collect some of simple properties of \( A_X \) and \( K_X \).

**Lemma 2.1.** \( X = (X,d_X) \in \mathcal{M}_n \) is given. \( A_X \) and \( K_X \) are as before. Then,

1. \( A_X \) and \( K_X \) are symmetric matrices.
2. \( (K_X)_{ij} = -\frac{1}{2} \left( (A_X)_{ij} - \frac{1}{n} \sum_{s=1}^{n} (A_X)_{is} - \frac{1}{n} \sum_{t=1}^{n} (A_X)_{tj} + \frac{1}{n^2} \sum_{r,s=1}^{n} (A_X)_{rs} \right) \) for each \( i, j = 1, \ldots, n \).
3. \( (A_X)_{ij} = d_X^2(x_i, x_j) = (K_X)_{ii} + (K_X)_{jj} - 2(K_X)_{ij} \) for each \( i, j = 1, \ldots, n \).
4. \( e_n \) is an eigenvector of \( K_X \) with zero eigenvalue. In particular, \( \dim(\ker K_X) \geq 1 \).
5. If \( v \in \mathbb{R}^n \) is an eigenvector for a nonzero eigenvalue of \( K_X \), then \( \sum_{i=1}^{n} v(i) = 0 \).

**Remark 2.2.** Observe that, by item (2) of Lemma 2.1, we have that the trace of \( K_X \) satisfies

\[
\text{Tr}(K_X) = \frac{1}{2n} \sum_{i,j=1}^{n} d_X^2(x_i, x_j).
\]

Hence, for any non-singleton metric space \( X = (X,d_X) \), \( K_X \) must have at least one strictly positive eigenvalue.

**Theorem 1** (Schoenberg’s Theorem [49, 60, 37]). Let \( X = \{x_1, \ldots, x_n\}, d_X \in \mathcal{M}_n \) and define \( K_X \) as before. Then, \( X \) is isometric to some \( \{z_1, \ldots, z_n\} \subset \mathbb{R}^k \) for some positive integer \( k \) if and only if \( K_X \) is positive semi-definite.

**Remark 2.3.** The proof of this theorem reveals that, if \( X \) is isometric to \( Z = \{z_1, \ldots, z_n\} \subset \mathbb{R}^k \), then the rank of \( K_X \) is less than or equal to \( k \) since \( K_X = (ZH_n)^T (ZH_n) \) where \( ZH_n \) is a \( k \) by \( n \) matrix (by interpreting \( Z \) as a \( k \) by \( n \) matrix with columns \( z_1^T, \ldots, z_n^T \)).

**Definition 2.4.** For each square symmetric matrix \( A \) of size \( n \),

\( \text{pr}(A) := \text{the number of positive eigenvalues of } A \text{ counted with their multiplicity.} \)

Of course, not every finite metric space can be isometrically embedded into Euclidean space. However, Schoenberg’s result shows that the negative eigenvalues of \( K_X \) are the obstruction to achieving this. Indeed, by eliminating such negative eigenvalues and by keeping the \( k \) largest eigenvalues and their corresponding orthonormal eigenvectors, the classical cMDS algorithm [37] (see item (6) in Algorithm 1 below) gives a precise way of building a cMDS embedding \( \Phi_{X,k} : X \rightarrow \mathbb{R}^k \) together with its induced finite metric space \( \hat{X}_k \).

**Algorithm 1.**

1. **Input:** \( X = (X,d_X) \in \mathcal{M}_n \) and a positive integer \( k \leq \text{pr}(K_X) \).
2. Construct \( A_X \) and \( K_X \) as before.
3. Compute the eigenvalues \( \lambda_1 \geq \cdots \geq \lambda_{\text{pr}(K_X)} > 0 = \lambda_{\text{pr}(K_X)+1} \geq \cdots \geq \lambda_n \) and corresponding orthonormal eigenvectors \( v_1, \ldots, v_n \) of \( K_X \).
4. Construct \( \hat{\Lambda}_k^{\frac{1}{2}} \hat{V}_k^T \) where \( \hat{\Lambda}_k := \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_k) \) and \( \hat{V}_k := [v_1 \ldots v_k] \).
5. Let \( \Phi_{X,k}(x_i) \in \mathbb{R}^k \) be the \( i \)-th column vector of \( \hat{\Lambda}_k^{\frac{1}{2}} \hat{V}_k^T \) for each \( i = 1, \ldots, n \).
6. **Output:** the embedding \( \Phi_{X,k} : X \rightarrow \mathbb{R}^k \), and its induced finite metric space \( \hat{X}_k := (\Phi_{X,k}(X), \| \cdot \|) \).

For the case when \( X \in \mathcal{M}_n \) and \( k = n \), often we will use the notation \( \hat{X} \) instead of \( \hat{X}_n \).

**Remark 2.5.** Here are some simple facts from the above cMDS procedure.

1. \( \Phi_{X,k}(x_i) = (\lambda_1^\frac{1}{2} v_1(i), \ldots, \lambda_k^\frac{1}{2} v_k(i))^T \) for each \( i = 1, \ldots, n \).
Theorem 2. The centroid of $\Phi_{X,k}(x_1), \ldots, \Phi_{X,k}(x_n)$ is the origin $(0, \ldots, 0) \in \mathbb{R}^k$ by Lemma 2.1 item (5).

(3) $\lambda_1 \geq \cdots \geq \lambda_k$ are all positive eigenvalues of $K_{\widehat{X}_k}$ and all the other eigenvalues are zero.

Consider Example 2.6. The eigenvalues of $K$ are

$$K = \begin{pmatrix} 0 & 1 & 1 & 1 \\ 1 & 0 & 4 & 4 \\ 1 & 4 & 0 & 4 \\ 1 & 4 & 4 & 0 \end{pmatrix}$$

and

$$K_{\widehat{X}_2} = \frac{1}{16} \begin{pmatrix} -3 & 1 & 1 & 1 \\ 1 & 21 & -11 & -11 \\ 1 & -11 & 21 & -11 \\ 1 & -11 & -11 & 21 \end{pmatrix}$$

The eigenvalues of $K_{\widehat{X}_2}$ are $2, 2, 0, -1/4$. Their corresponding mutually orthogonal eigenvectors are $(0, 1, 0, -1), (0, -1/2, 1, -1/2), (1, 1, 1, 1), (-3, 1, 1, 1)$. Therefore, the result of cMDS into $\mathbb{R}^2$ is the following: $\Phi_{X,2}(x_0) = (0, 0), \Phi_{X,2}(x_1) = (1, -\frac{1}{\sqrt{3}}), \Phi_{X,2}(x_2) = (0, \frac{2}{\sqrt{3}})$, and $\Phi_{X,2}(x_3) = (-1, -\frac{1}{\sqrt{3}})$.

Moreover, this $\widehat{X}_k$ is the optimal one in the following sense identified by Mardia [38].

Theorem 2 ([37, 38]). Suppose $X = (X, d_X) \in \mathcal{M}_n$ and $k \leq \text{pr}(K_X)$ are given. Then, for any positive semi-definite matrix $A$ of size $n$ with rank($A$) $\leq k$, we have

$$\|K_X - A\|_F \geq \|K_X - K_{\widehat{X}_k}\|_F$$

where $\| \cdot \|_F$ is the Frobenius norm.

Theorem 2 will be suitably generalized to the case of an arbitrary metric measure space in Theorem 3. This generalization will be crucial for establishing the stability results in §6.

2.2. The metric distortion incurred by cMDS. Now we know that for a given $k \in \mathbb{N}$ the cMDS method gives an optimal embedding into $\mathbb{R}^k$ (with respect to the Frobenius norm on the induced), the next natural goal is to estimate the metric distortion incurred during this process. It will turn out that there is a distinguished sense in which distortion is controlled.

To explain this phenomenon assume that $k = \text{pr}(K_X)$. We consider two different types of distortion: the $L^\infty$-metric distortion is the number

$$\max_{i,j} \|\Phi_{X,\text{pr}(K_X)}(x_i) - \Phi_{X,\text{pr}(K_X)}(x_j)\| - d_X(x_i, x_j)$$

\footnote{Note that in contrast to the 'metric' formulation of multidimensional scaling, the underlying optimality criterion does not directly compare distance matrices, but instead compares the Gram matrices they induce.}
whereas the $L^2$-metric distortion is the number
\[
\text{dis}(\mathcal{X}) := \left( \frac{1}{n^2} \sum_{i,j=1}^{n} \left\| \Phi_{X,\text{pr}(K_X)}(x_i) - \Phi_{X,\text{pr}(K_X)}(x_j) \right\|^2 - d_X^2(x_i, x_j) \right)^{\frac{1}{2}}.
\]

In what follows, for a symmetric square matrix $A$, let $\text{Tr}_{\text{neg}}(A)$ be the sum of the absolute values of the negative eigenvalues of $A$. Suppose $\mathcal{X} = (X = \{x_1, \ldots, x_n\}, d_X) \in \mathcal{M}_n$ is given. Let $\lambda_1 \geq \cdots \geq \lambda_{\text{pr}(K_X)} > 0 = \lambda_{\text{pr}(K_X)+1} \geq \cdots \geq \lambda_n$ be the eigenvalues of $K_X$ and $\{v_m\}_{m=1}^{n}$ be the corresponding orthonormal eigenvectors. Then, by item (3) of Lemma 2.1 and item (1) of Remark 2.5, it is easy to check that for any $i, j \in \{1, \ldots, n\}$:

- $d_X^2(x_i, x_j) = \sum_{m=1}^{n} \lambda_m (v_m(i) - v_m(j))^2$, and
- $\|\Phi_{X,\text{pr}(K_X)}(x_i) - \Phi_{X,\text{pr}(K_X)}(x_j)\|^2 = \sum_{m=1}^{\text{pr}(K_X)} \lambda_m (v_m(i) - v_m(j))^2$.

Because of these observations and through a direct calculation, it holds that:

$$0 \leq \|\Phi_{X,\text{pr}(K_X)}(x_i) - \Phi_{X,\text{pr}(K_X)}(x_j)\| - d_X(x_i, x_j) \leq \sqrt{2 \text{Tr}_{\text{neg}}(K_X)},$$

for every $i, j = 1, \ldots, n$. The leftmost inequality implies that the cMDS embedding $\Phi_{X,\text{pr}(K_X)}$ is non-contractive, and the rightmost inequality implies that the $L^\infty$-metric distortion of $\Phi_{X,\text{pr}(K_X)}$ is upper bounded by $\sqrt{2 \text{Tr}_{\text{neg}}(K_X)}$. However, the two examples below demonstrate that $\sqrt{2 \text{Tr}_{\text{neg}}(K_X)}$ does not scale well with respect to the cardinality of $X$.

In contrast, the $L^2$-metric distortion satisfies the equality below (which is also derived through direct calculation via the spectral expansion mentioned above and by the leftmost inequality in equation (1)) and is well behaved (see examples below):

$$\text{dis}(\mathcal{X}) = \sqrt{\frac{2 \text{Tr}_{\text{neg}}(K_X)}{n}}.$$
such that $C$ is an integer multiple of $m$. For example, the set of regular polygons in $\mathbb{R}^2$ is a metric space whose MDS operator is ill-behaved.

Let $\lambda$ be a circulant matrix, then $K = \text{Tr} \circ \lambda$ to obtain an explicit formula $K_{ij} = \sum_{i=1}^{q} \lambda_i^k$. Furthermore, since the total number of eigenvalues of $K_{X_k}$ is at most $2k$, the triangle inequality of $d_{X_k}$ must hold.

A calculation shows that for every eigenvector $v$ of $K_{G_q}$, with eigenvalue $\lambda$, and for each $i = 1, \ldots, k$, the vector $f_i : X_k \rightarrow \mathbb{R}$ defined by

$$f_i(x) := \begin{cases} v(x) & \text{if } x \in V(G_q^i) \\ 0 & \text{otherwise} \end{cases}$$

is an eigenvector of $K_{X_k}$ associated to the eigenvalue $\lambda$. This implies that $0$ (with multiplicity at least $k$) and $\frac{5\pm 3\sqrt{q}}{4}$ (each with multiplicity at least $\frac{k(q-1)}{2}$) are eigenvalues of $K_{X_k}$. Furthermore, since the total number of eigenvalues of $K_{X_k}$ is exactly $kq$, it must be that both $0$ is an eigenvalue with multiplicity exactly $k$ and $\frac{k(q-1)}{2}$ is an eigenvalue with multiplicity exactly $\frac{k(q-1)}{2}$. Hence, $\text{Tr}_{\text{neg}}(K_{X_k}) = k \cdot \text{Tr}_{\text{neg}}(K_{G_q})$.

Thus, $\sqrt{2} \text{Tr}_{\text{neg}}(K_{X_k}) \rightarrow \infty$ as $k \rightarrow \infty$, whereas $\sqrt{\frac{2\text{Tr}_{\text{neg}}(K_{X_k})}{kq}} = \sqrt{\frac{2\text{Tr}_{\text{neg}}(K_{G_q})}{q}} < \infty$ for $k \geq 1$.

In §3.3 Paley graphs will provide building blocks for constructing a discrete but infinite metric (measure) space whose cMDS operator is ill-behaved.

**Example 2.8** (vertex set of regular polygons). Let $C_n = (C_n, d_{C_n}) \in M_n$ be a finite metric space such that $C_n \subset S^1$ is a set of $n$ evenly spaced points on $S^1$, and $d_{C_n}$ is the metric inherited from the geodesic metric $d_{S^1}$ of $S^1$. Kassab already pointed out in [30, Lemma 7.2.1] that, since $d_{C_n}$ is a circulant matrix, then $\lambda_k(n) := -\frac{1}{2} \sum_{j=0}^{n-1} d_{ij} \omega_n^{jk}$ for $k = 1, \ldots, n-1$ are all nonzero eigenvalues of $K_{C_n}$ where $\frac{n}{2\pi} d_{ij} := \begin{cases} j & \text{for } 0 \leq j \leq \lfloor \frac{n}{2} \rfloor \\ n-j & \text{for } \lceil \frac{n}{2} \rceil \leq j \leq n-1 \end{cases}$ and $\omega_n := e^{\frac{2\pi i}{n}}$. We now push this observation further to obtain an explicit formula for all eigenvalues $\lambda_k(n)$ when $n = 4m + 2$ for some positive integer $m$. 

![Figure 2. $G_5$, $G_{17}$, and $G_{29}$.](image-url)
From the above, when \( n = 4m + 2 \), one can verify that
\[
(2) \quad \left( \frac{4m + 2}{2\pi} \right)^2 \lambda_k(4m + 2) = \frac{1}{2}(2m + 1)^2(-1)^k - S_k(m),
\]
where \( S_k(m) := \sum_{j=0}^{2m+1} j^2 \cos \left( \frac{jk\pi}{2m+1} \right) \). Moreover, by “summation by parts” \([48, \text{Theorem 3.41}]\) and the Lagrange’s trigonometric identities \([29, \text{pg.130}]\),
\[
S_k(m) = \sum_{j=0}^{2m}(2j+1) \sum_{l=j+1}^{2m+1} \cos \left( \frac{lk\pi}{2m+1} \right) = \frac{1}{2}(2m+1)^2(-1)^k - \frac{1}{2\sin \left( \frac{k\pi}{4m+2} \right)} \sum_{j=0}^{2m}(2j+1) \sin \left( \frac{(2j+1)k\pi}{4m+2} \right).
\]
Hence, \( (\frac{4m+2}{2\pi})^2 \lambda_k(n) = \frac{1}{2\sin \left( \frac{k\pi}{4m+2} \right)} \sum_{j=0}^{2m}(2j+1) \sin \left( \frac{(2j+1)k\pi}{4m+2} \right) \). By elementary but tedious computations, we finally obtain the explicit formula:
\[
(3) \quad \lambda_k(4m + 2) = \left( \frac{2\pi}{4m + 2} \right)^2 \frac{(-1)^{k+1}(4m + 2)}{4 \sin^2 \left( \frac{k\pi}{4m+2} \right)}.
\]
By equation (3), \( \lambda_k(4m + 2) < 0 \) if and only if \( k = 2, 4, \ldots, 4m \). Hence, from equation (2):
\[
\text{Tr}_{neg}(K_{4m+2}) = \left( \frac{2\pi}{4m + 2} \right)^2 \left( \sum_{j=0}^{2m+1} j^2 \sum_{l=1}^{2m} \cos \left( \frac{2lj\pi}{2m+1} \right) - m(2m+1)^2 \right)
\]
\[
= \left( \frac{\pi}{2m + 1} \right)^2 \frac{m(m+1)(4m+2)}{3}
\]
where the last equality holds because of Lagrange’s trigonometric identities. Therefore, whereas \( \text{Tr}_{neg}(K_{4m+2}) \to \infty \) as \( m \to \infty \), \( \frac{\text{Tr}_{neg}(K_{4m+2})}{4m+2} \) (and therefore the distortion \( \text{dis}(C_{4m+2}) \)) not only remain bounded but in fact converge to \( \frac{\pi^2}{12} \) (and \( \frac{\pi^2}{12\sqrt{6}} \), respectively). It will turn out that \( \frac{\pi^2}{12} \) also coincides with the negative trace of the limiting space \( S^1 \) which we will study in §3 (cf. Definition 3.23 and Corollary 4.11).

2.3. The stability of cMDS on finite metric spaces. Stability of cMDS is an obviously desirable property which guarantees that a small perturbation in the input data does not much affect the output of the cMDS procedure.

There are some major existing contributions on this topic. In [51], Sibson studies the robustness of cMDS when applied to finite sets in Euclidean space in the following manner. Let \( \mathcal{X} \) be a finite set in Euclidean space where its true dimensionality is known and the positive eigenvalues of its Gram matrix \( K_\mathcal{X} \) are all simple. He first analyzes how the spectrum of \( K_\mathcal{X} \) is affected if \( K_\mathcal{X} \) is perturbed to \( K_\mathcal{X} + \varepsilon \cdot C + O(\varepsilon^2) \) where \( C \) is symmetric and \( \varepsilon > 0 \) is small enough (so that the smallest genuine eigenvalues are much larger than the largest spurious ones). Observe that the perturbed matrix \( K_\mathcal{X} + \varepsilon \cdot C + O(\varepsilon^2) \) is in general not the Gram matrix associated to a finite set in Euclidean space (i.e. some of its eigenvalues might be negative). Through this analysis, Sibson computes the first order error of the cMDS embedding (where the target dimension of the embedding is equal to the true dimension of \( \mathcal{X} \)).

In [16], de Silva and Tenenbaum slightly modify the argument in [51] in order to show the robustness of landmark MDS, a variant of cMDS which they introduce. Though their setting is quite similar to Sibson’s, there are some improvements. Firstly, the positive eigenvalues of \( K_\mathcal{X} \), the Gram matrix associated to the input data, are not required to be simple. Secondly, it is not necessary to know the true dimension of the input dataset in order to apply their result. Instead, the target dimension of the embedding is required to satisfy certain conditions involving the eigenvalues of \( K_\mathcal{X} \).
More recently, in [3], Arias-Castro et al. establish other perturbation bounds for cMDS. For example, in [3, Corollary 2] the authors consider a finite set $X$ in Euclidean space and its associated squared distance matrix $A_X$.

Next, they assume another squared distance matrix $A_Y$ is close enough to $A_X$ (with respect to a certain matrix norm) where $Y$ is a finite metric space with the same cardinality as $X$. Note that in [3, Corollary 2] $Y$ is not required to be Euclidean. Finally, via an analysis of the stability of Procrustes-like methods, the authors show that a certain distance between $X$ and the result of the cMDS embedding on $Y$ (where the target dimension is equal to the dimension of $X$) is stable with respect to the Frobenius norm of the difference between $A_X$ and $A_Y$.

Proposition 2.9 below extends the existing stability results for cMDS of finite metric spaces in a certain way that we will explain below. Theorem 10 will eventually generalize Proposition 2.9 beyond the case of finite metric spaces and will be used to obtain convergence/consistency results for cMDS.

Unlike the results discussed above, the proof of Proposition 2.9 heavily relies on both the convexity of the set of positive semi-definite matrices and the optimality of cMDS (cf. Theorem 2). Some advantages of our result are the following:

1. We do not require the input metric spaces to be Euclidean,
2. The difference (measured by the Frobenius norm) between the Gram matrices associated to the two input metric spaces is not required to be small for our results to be applicable (actually, the difference can be arbitrarily large), and
3. Our results hold in the continuous setting as well as in the finite setting (cf. Theorem 10).

One disadvantage of our approach is that the target dimension of the embedding Euclidean space must be high in order to invoke the convexity of the set of positive semi-definite matrices.

The setting of continuous metric (measure) spaces is considered in §6 which deals with the formulation of Theorem 10 (which is applicable in the setting of metric measure spaces with the Gromov-Wasserstein distance). Though the argument employed to prove Theorem 10 is fairly complicated, its core idea is exemplified in the proof of the following proposition.

**Proposition 2.9.** Let $n \geq 1$ be any positive integer and let $X$ be any finite set with cardinality $n$. Let $d_1$ and $d_2$ be any two metrics on $X$. Consider the finite metric spaces $X_1 = (X, d_1)$, $X_2 = (X, d_2) \in \mathcal{M}_n$. Then, we have the following inequality:

$$\|K_{X_1} - K_{X_2}\|_F \leq \|K_{X_1} - K_{X_2}\|_F.$$

**Proof.** Let PSD($n$) denote the set of positive semi-definite $n$ by $n$ matrices. Also, recall that $\mathbb{R}^{n \times n}$ equipped with the Frobenius norm is a Hilbert space and PSD($n$) is a convex subset of $\mathbb{R}^{n \times n}$. Also, by Theorem 2, $K_{X_1}$ is the (unique) nearest projection of $K_{X_1}$ to PSD($n$) (cf. §3.2.2). Similarly, $K_{X_2}$ is the (unique) nearest projection of $K_{X_2}$ to PSD($n$). We obtain the claim via the nonexpansive property of the nearest point projection (cf. Theorem 11). See Figure 3. \qed

### 3. Generalized cMDS on metric measure spaces

The set of square-summable sequences $\{(x_1, x_2, \ldots) : x_i \in \mathbb{R} \text{ for } i \in \mathbb{Z}_{>0} \text{ and } \sum_{i=1}^{\infty} x_i^2 < \infty\}$, together with the Euclidean inner product structure, will be denoted by $\ell^2$. Also, $m_k$ will denote the Lebesgue measure on $\mathbb{R}^k$.

From now we will model (possibly infinite) datasets as **metric measure spaces**, that is triples $X = (X, d_X, \mu_X)$ where $(X, d_X)$ is a compact metric space and $\mu_X$ is a Borel probability measure.

---

3We have used slightly different notation.
on $X$ with full support.\footnote{The support of $\mu_X$ is defined as the smallest closed set $C$ satisfying $\mu_X(X \setminus C) = 0$ and is denoted by $\text{supp} [\mu_X]$. Note that if $X$ is discrete, $\text{supp} [\mu_X] = \{ x \in X : \mu_X(x) > 0 \}$.} We will denote the collection of all compact metric measure spaces by $\mathcal{M}_w$. Given any metric measure space $\mathcal{X}$ and $p \in [1, \infty)$, the $p$-diameter of $\mathcal{X}$ is

$$\text{diam}_p(\mathcal{X}) := \left( \int X \times X d_{\mathcal{X}}^p(x, x') \mu_X(dx) \mu_X(dx') \right)^{1/p}.$$  

The most basic example of an mm-space is $\star$, the metric measure space consisting of a single point. Another family of examples comes from compact Riemannian manifolds endowed with their geodesic distances and normalized volume measures.

**Example 3.1.** For any $d \geq 2$, we consider the standard unit $(d - 1)$-dimensional sphere

$$S^{d-1} := \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d : \sum_{i=1}^d x_i^2 = 1 \right\}$$

with the canonical Riemannian metric. Let $d_{S^{d-1}}$ be the geodesic distance of $S^{d-1}$ and let $\text{vol}_{S^{d-1}}$ be the volume measure of $S^{d-1}$ induced by the canonical Riemannian metric. Since the volume $\text{vol}_{S^{d-1}}(S^{d-1})$ of $S^{d-1}$ will be used multiple times, we introduce the abbreviated notation $|S^{d-1}| := \text{vol}_{S^{d-1}}(S^{d-1})$.\footnote{The following equality is well-known ([4, (1.19)]): $|S^{d-1}| = \frac{2 \pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)}$.} Consider the probability measure $\text{nvol}_{S^{d-1}} := \frac{1}{|S^{d-1}|} \text{vol}_{S^{d-1}}$ induced in this way. Then, $(S^{d-1}, d_{S^{d-1}}, \text{nvol}_{S^{d-1}})$ is a metric measure space.

### 3.1. cMDS for metric measure spaces

The treatment of cMDS of finite metric spaces reviewed in §2 can be recovered from the point of view in this section by noticing that any finite metric space $(X, d_X)$ can be regarded as a metric measure space $\mathcal{X} = (X, d_X, \mu_X)$ where $\mu_X$ is the uniform probability measure on $X$, that is $\mu_X = \frac{1}{\text{card}(X)} \sum_{x \in X} \delta_x$.

This section will employ a number of standard results from Functional Analysis and Spectral Theory of operators which can be consulted in Appendix §B.

Assume a metric measure space $\mathcal{X} \in \mathcal{M}_w$ is given. Partially motivated by [61] and cMDS for finite metric spaces, and following [30, 2], we now define a generalized cMDS procedure for the metric measure space $\mathcal{X} = (X, d_X, \mu_X)$ in the following way.
First, define the integral kernel $K_X : X \times X \to \mathbb{R}$, for each $x, x' \in X$, by

$$K_X(x, x') := -\frac{1}{2} \left( d_X^2(x, x') - \int_X d_X^2(x, v) \, d\mu_X(v) - \int_X d_X^2(u, x') \, d\mu_X(u) + \int_{X \times X} d_X^2(u, v) \, d\mu_X(u) \, d\mu_X(v) \right).$$

**Remark 3.2.** The last term in the above definition is $(\text{diam}_2(X))^2$, cf. equation (4).

**Remark 3.3** (finite metric measure spaces). Notice that when $X = (X, d_X, \mu_X)$ is a finite metric measure space with cardinality $n$ and $\mu_X$ is the uniform measure on $X$, then the integral kernel $K_X$ coincides with the expression of the matrix $K_X$ described in item (2) of Lemma 2.1.

Now we are ready to define the generalized cMDS operator.

**Definition 3.4** (generalized cMDS operator). For a given $X \in M_w$, we define the generalized cMDS operator $\mathcal{R}_X : L^2(\mu_X) \to L^2(\mu_X)$ in the following way:

$$\phi \mapsto \mathcal{R}_X(\phi) := \int_X K_X(x, x') \phi(x') \, d\mu_X(x').$$

We now establish some basic properties of $K_X$ and $\mathcal{R}_X$.

**Lemma 3.5.** Let $X = (X, d_X, \mu_X) \in M_w$ be given and let $K_X$ and $\mathcal{R}_X$ be as above. Then,

1. $K_X(x, x') = K_X(x', x)$ for any $x, x' \in X$. In particular, $\mathcal{R}_X$ is a self-adjoint operator.
2. $\mathcal{R}_X$ is a Hilbert-Schmidt operator\(^6\). In particular, it is a compact operator.
3. $d_X^2(x, x') = K_X(x, x) + K_X(x', x') - 2K_X(x, x')$ for any $x, x' \in X$.
4. The constant function $\phi \equiv 1$ is an eigenfunction of $\mathcal{R}_X$ with zero eigenvalue. In particular, $\dim(\ker(\mathcal{R}_X)) \geq 1$.
5. If $\phi \in L^2(\mu_X)$ is an eigenfunction for a nonzero eigenvalue of $\mathcal{R}_X$, then $\int_X \phi(x) \, d\mu_X(x) = 0$.
6. If $\phi \in L^2(\mu_X)$ is an eigenfunction for a nonzero eigenvalue of $\mathcal{R}_X$, then there is a uniformly continuous function $\phi'$ such that $\phi = \phi' \, \mu_X$-almost everywhere.

**Proof.** (1) Obvious from the definition since $d_X$ is metric.

(2) Note that, since $X$ is compact, $\text{diam}(X) < \infty$ and $\sup_{x, x' \in X} |K_X(x, x')| \leq 2 (\text{diam}(X))^2$. Hence, $\int_X \int_X (K_X(x, x')^2) \, d\mu_X(x') \, d\mu_X(x) \leq 4 (\text{diam}(X))^4 < \infty$. This implies that $\mathcal{R}_X$ is a Hilbert-Schmidt operator. In particular, this is a compact operator.

(3) Easy to show by using the definition and direct computation.

(4) Let $\phi \equiv 1$. Then, $\mathcal{R}_X(\phi)(x) = \int_X K_X(x, x') \phi(x') \, d\mu_X(x') = \int_X K_X(x, x') \, d\mu_X(x') = 0$ for any $x \in X$.

(5) Obvious by item (3) of Theorem B.2 and item (4) of this lemma.

(6) Let $\phi$ be an eigenfunction of $\mathcal{R}_X$ with nonzero eigenvalue $\lambda$. This implies $\phi(x) = \frac{1}{\lambda} \mathcal{R}_X \phi(x)$ for $\mu_X$-a.e. $x \in X$. Hence, it is enough to show that $\phi' := \frac{1}{\lambda} \mathcal{R}_X \phi$ is a uniformly continuous function on $X$. Since $K_X$ is continuous on a compact space $X \times X$, it is uniformly continuous. Therefore, for arbitrary $\varepsilon > 0$, there exists $\delta > 0$ such that $|K_X(x, x'') - K_X(x', x'')| < \varepsilon$ for any $x, x', x'' \in X$ whenever $d_X(x, x') < \delta$. Moreover, observe that $\int_X |\phi| \, d\mu_X = C_\phi > 0$ since otherwise $\phi = 0$ $\mu_X$-almost everywhere which would contradict the fact that $\lambda \neq 0$. Also, $C_\phi$ cannot be infinity because

---

\(^6\)See Definition B.14 for the general definition of Hilbert-Schmidt operators. For the case when the operator $\mathcal{R}$ is induced by an integral kernel $K$, it is known that $\mathcal{R}$ is Hilbert-schmidt if and only the $L^2$-norm of $K$ is finite (cf. Theorem B.11). Also, every Hilbert-Schmidt operator is compact.
\( L^2(\mu_X) \subset L^1(\mu_X) \) (see [21, Proposition 6.12]). Now, observe that

\[
\frac{1}{\lambda} R_X \phi(x) - \frac{1}{\lambda} R_X \phi(x') = \frac{1}{\lambda} \left( \int_X (K_X(x, x'') - K_X(x', x'')) \phi(x'') \, d\mu_X(x'') \right)
\leq \frac{1}{\lambda} \int_X |K_X(x, x'') - K_X(x', x'')| \phi(x'') \, d\mu_X(x'')
\leq \frac{\varepsilon}{\lambda} \int_X |\phi(x'')| \, d\mu_X(x'') = \frac{C_\phi \varepsilon}{\lambda}
\]

for \( x, x' \in X \) with \( d_X(x, x') < \delta \). Since \( \varepsilon > 0 \) is arbitrary, this concludes the proof.

Even though the definition of the kernel \( K_X \) appears to be rather complicated, finding the spectrum of \( R_X \) can be reduced to a simpler eigenproblem involving the kernel \(-\frac{1}{2} d_X^2\) as made explicit in the following result.

**Lemma 3.6.** Suppose \( X \in \mathcal{M}_w \) is given. If \( \lambda \in \mathbb{R} \) and \( 0 \neq \phi \in L^2(\mu_X) \) satisfy the following two conditions:

1. \(-\frac{1}{2} \int_X d_X^2(x, x') \phi(x') \, d\mu_X(x') = \lambda \phi(x) \) for \( \mu_X \)-a.e. \( x \in X \), and
2. \( \int_X \phi(x) \, d\mu_X(x) = 0 \),

then \( \lambda \) is an eigenvalue of \( R_X \) and \( \phi \) is a associated eigenfunction.

**Proof.** Assume \( \phi \) and \( \lambda \) satisfy the two conditions above. Then, for any \( x \in X \), we have

\[
\int_X K_X(x, x') \phi(x') \, d\mu_X(x') = -\frac{1}{2} \left( \int_X d_X^2(x, x') \phi(x') \, d\mu_X(x') - \int_X d_X^2(x, v) \, d\mu_X(v) \cdot \int_X \phi(x') \, d\mu_X(x') \right)
- \int_{X \times X} d_X^2(u, x') \phi(x') \, d\mu_X(u) \, d\mu_X(x') + \int_{X \times X} d_X^2(u, v) \, d\mu_X(u) \, d\mu_X(v) \cdot \int_X \phi(x') \, d\mu_X(x')
= \lambda \phi(x) - \lambda \int_X \phi(u) \, d\mu_X(u) = \lambda \phi(x).
\]

This completes the proof. \( \square \)

Moreover, the reverse implication of Lemma 3.6 holds for nonzero eigenvalues in the setting of two-point homogeneous spaces (cf. Corollary 3.9).

**Definition 3.7** (two-point homogeneous space). A metric measure space \( X = (X, d_X, \mu_X) \in \mathcal{M}_w \) is said to be two-point homogeneous if it satisfies the following condition:

For arbitrary \( x, x' \in X \) there is an isometry \( f : X \to X \) such that \( f_\ast \mu_X = \mu_X \) and \( f(x) = x' \).

**Proposition 3.8.** Suppose \( X = (X, d_X, \mu_X) \in \mathcal{M}_w \) is two-point homogeneous. Then,

\[
K_X(x, x') = -\frac{1}{2} \left( d_X^2(x, x') - \left( \text{diam}_2(X) \right)^2 \right)
\]

for every \( x, x' \in X \).

**Proof.** Fix arbitrary \( x, x' \in X \). Since \( X \) is two-point homogeneous, there exist an isometry \( f \) such that \( f(x) = x' \) and \( f_\ast \mu_X = \mu_X \). Then, it is easy to check that \( \int_X d_X^2(x, u) \, d\mu_X(u) = \int_X d_X^2(x', u) \, d\mu_X(u) \). This implies that the map \( x \mapsto \int_X d_X^2(x, u) \, d\mu_X(u) \) is constant, and therefore the constant is equal to its average \( \left( \text{diam}_2(X) \right)^2 \). Hence, the claim follows. \( \square \)

**Corollary 3.9.** Suppose \( X = (X, d_X, \mu_X) \in \mathcal{M}_w \) is two-point homogeneous. Then, if \( \lambda \) is a nonzero eigenvalue of \( R_X \) with an associated eigenfunction \( \phi \in L^2(\mu_X) \), then the following two equalities hold:
Algorithm 2.

By item (6) of Lemma 3.5, one can assume that
Remark 3.12.

Let $\kappa$ be a compact and self-adjoint operator on a Hilbert space $H$. Then, one can easily show that

$$K_\chi(x, x') = \langle x - \text{cm}(\chi), x' - \text{cm}(\chi) \rangle$$

for any $x, x' \in X$ where $\text{cm}(\chi) := \int_X x d\mu_k(x) \in \mathbb{R}^k$ is the center of mass of $\chi$. This means that $\kappa_\chi$ is positive semi-definite (cf. Definition B.5), since

$$\langle \kappa_\chi \phi, \phi \rangle = \left\| \int_X (x - \text{cm}(\chi)) \phi(x) d\mu_k(x) \right\|^2 \geq 0$$

for any $\phi \in L^2(\mu_k)$. Moreover, observe that $\kappa_\chi = \kappa_2 \circ \kappa_1$ where

$$\kappa_1 : L^2(\mu_k) \rightarrow \mathbb{R}^k \text{ s.t. } \phi \mapsto \int_X (x - \text{cm}(\chi)) \phi(x) d\mu_k(x), \text{ and }$$

$$\kappa_2 : \mathbb{R}^k \rightarrow L^2(\mu_k) \text{ s.t. } x \mapsto \langle \cdot - \text{cm}(\chi), x \rangle.$$

In particular, this implies that the rank of $\kappa_\chi$ is at most $k$ since the domain of $\kappa_2$ is $\mathbb{R}^k$.

3.2. The cMDS embedding for metric measure spaces. Since by items (1) and (2) of Lemma 3.5 the generalized cMDS operator $\kappa_\chi$ is compact and self-adjoint, standard results from functional analysis guarantee that $\kappa_\chi$ has discrete spectrum consisting of real eigenvalues (cf. Theorem B.2, Theorem B.4 and Theorem B.5).

Definition 3.11. Let $A$ be a compact and self-adjoint operator on a Hilbert space $H$. Then,

$$\text{pr}(A) := \text{cardinality of the set of positive eigenvalues of } A \text{ counted with multiplicity},$$

$$\text{nr}(A) := \text{cardinality of the set of negative eigenvalues of } A \text{ counted with multiplicity}.$$

The cMDS procedure for finite metric spaces (cf. Algorithm 1) will be now generalized to general metric measure spaces in the following way: For a given $\mathcal{X} \in \mathcal{M}_w$, choose $k \leq \text{pr}(\kappa_\chi)$. We build a generalized cMDS embedding

$$\Phi_{\mathcal{X}, k} : X \rightarrow \mathbb{R}^k$$

together with its induced metric measure space $\hat{\mathcal{X}}_k$ by eliminating all negative eigenvalues and by keeping the top $k$ largest (positive) eigenvalues of $\kappa_\chi$ and their corresponding orthonormal eigenfunctions.

Algorithm 2.

1. **Input**: $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w$ and a positive integer $k \leq \text{pr}(\kappa_\chi)$.
2. Construct $K_\chi$ and $\kappa_\chi$ as before.
3. Compute the positive eigenvalues $\lambda_1 \geq \cdots \geq \lambda_{\text{pr}(\kappa_\chi)} > 0$ (pr$(\kappa_\chi)$ can be infinite) and corresponding orthonormal eigenfunctions $\{\phi_i\}_{i=1}^{\text{pr}(\kappa_\chi)}$ of $\kappa_\chi$.
4. $\Phi_{\mathcal{X}, k}(x) := (\lambda_1^2 \phi_1(x), \lambda_2^2 \phi_2(x), \ldots, \lambda_k^2 \phi_k(x)) \in \mathbb{R}^k$ for each $x \in X$.
5. **Output**: $\Phi_{\mathcal{X}, k} : X \rightarrow \mathbb{R}^k$, and $\hat{\mathcal{X}}_k := (\Phi_{\mathcal{X}, k}(X), \| \cdot \|, (\Phi_{\mathcal{X}, k})_* \mu_X) \in \mathcal{M}_w$.

Remark 3.12. By item (6) of Lemma 3.5, one can assume that $\Phi_{\mathcal{X}, k}$ is continuous.
Definition 3.13 (generalized cMDS into $\mathbb{R}^k$). Given a metric measure space $X = (X, d_X, \mu_X) \in \mathcal{M}_w$ and orthonormal eigenfunctions $a = \{\phi_i\}_{i=1}^{\text{pr}(\mathcal{R}_X)}$ of $\mathcal{R}_X$ for the corresponding positive eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots > 0$, one defines the following map:

$$\Phi_{X,k}^a : X \rightarrow \mathbb{R}^k$$

$$x \mapsto \left(\lambda_1^{\frac{1}{2}} \phi_1(x), \lambda_2^{\frac{1}{2}} \phi_2(x), \ldots, \lambda_k^{\frac{1}{2}} \phi_k(x)\right).$$

This map $\Phi_{X,k}^a$ is called generalized cMDS embedding into $\mathbb{R}^k$ of $X$, and the resulting metric measure space is denoted by

$$\widehat{X}_k := (\Phi_{X,k}^a(X), \|\cdot\|, (\Phi_{X,k}^a)_*\mu_X) \in \mathcal{M}_w.$$ 

In practice, the superscript $a$ will be omitted in many cases for the simplicity, unless we have to specify the set of orthonormal eigenfunctions.

One critical difference between the cMDS method for finite metric spaces (see §2) and the generalized cMDS method is the possibility that there can exist infinitely many positive eigenvalues of $\mathcal{R}_X$. $S^{d-1}$ ($d \geq 2$) and $\mathbb{T}^N$ ($N \geq 2$) are actual examples with such property, and they are studied in §4.2, §4.3, and §5. To encompass such cases where $\text{pr}(\mathcal{R}_X) = \infty$, we consider a variant of the cMDS method where the target space is infinite dimensional, namely $\ell^2$. As a result of applying the generalized cMDS method to a given metric measure space $X$ into $\ell^2$, we formally expect to be able to build the following embedding:

$$\Phi_X^a : X \rightarrow \ell^2 \text{ s.t. } x \mapsto \left(\lambda_1^{\frac{1}{2}} \phi_1(x), \lambda_2^{\frac{1}{2}} \phi_2(x), \ldots\right)$$

for a fixed family of orthonormal eigenfunctions $a = \{\phi_i\}_{i=1}^{\text{pr}(\mathcal{R}_X)}$.

However, to guarantee that (as defined above) $\Phi_X^a(x)$ is a point in $\ell^2$, the square summability of the sequence $\left(\lambda_1^{\frac{1}{2}} \phi_1(x), \lambda_2^{\frac{1}{2}} \phi_2(x), \ldots\right)$ is required. This can be ensured $\mu_X$-a.e (see Proposition 3.15) by assuming that the cMDS operator $\mathcal{R}_X$ is trace class (cf. Definition B.12).

**Traceability of $\mathcal{R}_X$.** Here we provide an abridged explanation of what it means for the generalized cMDS operator to be trace class (or traceable).

Recall that, for a given $X \in \mathcal{M}_w$, since $\mathcal{R}_X$ is a compact and self-adjoint operator (cf. Lemma 3.5), $\mathcal{R}_X$ has a discrete set of real eigenvalues.

Under these conditions, we define the trace norm of $\mathcal{R}_X$ (denoted by $\|\mathcal{R}_X\|_1$) to be the sum of absolute values of all eigenvalues of $\mathcal{R}_X$ (counted with their multiplicity). Now, we say $\mathcal{R}_X$ is trace class (equivalently, $\mathcal{R}_X$ is traceable) if $\|\mathcal{R}_X\|_1 < \infty$ (cf. Theorem B.8). Moreover, if $\mathcal{R}_X$ is trace class, then the trace of $\mathcal{R}_X$ (denoted by $\text{Tr}(\mathcal{R}_X)$) is well-defined and it coincides with the sum of all eigenvalues of $\mathcal{R}_X$ (counted with their multiplicity).

Readers may check Definition B.12 in Appendix §B to see the detailed general definition of **trace class** operators.

3.2.1. **Traceable metric measure spaces.** Therefore, we will define this version of cMDS mapping into $\ell^2$ under the assumption that $\mathcal{R}_X$ is trace class (see Algorithm 3 and Definition 3.16).

**Definition 3.14.** The collection of all metric measure spaces $X = (X, d_X, \mu_X) \in \mathcal{M}_w$ such that $\mathcal{R}_X : L^2(\mu_X) \rightarrow L^2(\mu_X)$ is trace class is said to be the collection of all **traceable compact metric measure spaces** and is denoted by $\mathcal{M}_w^{tr}$.
Naturally, establishing canonical examples of metric measure spaces which belong to $\mathcal{M}^\text{tr}_w$ will be an important topic of the later part of this paper. However, there exist metric measure spaces which do not induce traceable cMDS operators — a construction of one such pathological metric measure space will be described in §3.3.

Before we formally introduce a generalized cMDS formulation for metric measure spaces in $\mathcal{M}^\text{tr}_w$ which produces embeddings into $\ell^2$, it is worth mentioning that there is a coordinate-free interpretation of generalized cMDS which we will describe first. Even though in that scenario we lose precise coordinatizations, this alternative formulation is far more general in the sense that it is well defined even in the case when the cMDS operator is not trace class. Moreover, the stability of cMDS with respect to the Gromov-Wasserstein distance holds for this coordinate-free interpretation (Theorem 10) without having to assume the traceability of the cMDS operator.

3.2.2. Coordinate-free interpretation of generalized cMDS. Fix an arbitrary $X \in \mathcal{M}_w$. Let $L^2_{\text{sym}}(\mu_X \otimes \mu_X)$ denote the subset of symmetric kernels in $L^2(\mu_X \otimes \mu_X)$ (cf. Definition B.18). Observe that $K_X \in L^2_{\text{sym}}(\mu_X \otimes \mu_X)$. Also, let $L^2_{\geq 0,\text{sym}}(\mu_X \otimes \mu_X)$ denote the set of symmetric kernels whose associated integral operator is positive semi-definite. Note that $L^2_{\geq 0,\text{sym}}(\mu_X \otimes \mu_X)$ is a convex subset of $L^2_{\text{sym}}(\mu_X \otimes \mu_X)$.

Finally, let $P_{\mu_X}$ be the nearest point projection (with respect to the $L^2(\mu_X \otimes \mu_X)$-norm) from $L^2_{\text{sym}}(\mu_X \otimes \mu_X)$ to the closure of $L^2_{\geq 0,\text{sym}}(\mu_X \otimes \mu_X)$. Let

$$K^+_X := P_{\mu_X}(K_X)$$

be the nearest point projection of the cMDS operator $\mathcal{R}_X$ (cf. Theorem 3). Then, the map $K_X \mapsto K^+_X$ can be regarded as an alternative, coordinate free, interpretation of cMDS. In §3.2.3 we will define for each $X \in \mathcal{M}^\text{tr}_w$ the embedding $\Phi_X : X \rightarrow \ell^2$ together with its induced metric measure space $\hat{X}$. Moreover, we will prove that $K_{\hat{X}} = K^+_X$ (cf. Proposition 3.17) when $X \in \mathcal{M}^\text{tr}_w$.

3.2.3. Coordinate-dependent interpretation of generalized cMDS into $\ell^2$. Now we introduce the coordinate-dependent version of cMDS mapping into $\ell^2$ that we promised.

The following proposition shows that the traceability of $\mathcal{R}_X$ guarantees that the $\mu_X$-almost everywhere square summability of the sequence $\left(\lambda_1^{\frac{1}{2}} \phi_1(x), \lambda_2^{\frac{1}{2}} \phi_2(x), \ldots \right)$.

**Proposition 3.15.** Let $X = (X,d_X,\mu_X) \in \mathcal{M}^\text{tr}_w$. Then, $\sum_{i=1}^{\text{pr}(\mathcal{R}_X)} \lambda_i(\phi_i(x))^2 < \infty$ for $\mu_X$-almost every $x \in X$ where $\lambda_1 \geq \cdots \geq \lambda_\text{pr}(\mathcal{R}_X) > 0$ are all positive eigenvalues and $\{\phi_i\}_{i=1}^{\text{pr}(\mathcal{R}_X)}$ are corresponding orthonormal eigenfunctions of $\mathcal{R}_X$.

**Proof.** If $\text{pr}(\mathcal{R}_X) < \infty$, the claim is obvious. Consider the $\text{pr}(\mathcal{R}_X) = \infty$ case. We define the map $f : X \longrightarrow [0,\infty]$ by $x \mapsto \sum_{i=1}^{\infty} \lambda_i(\phi_i(x))^2$. Note that $f$ is measurable since it is the pointwise limit of a sequence of continuous functions (cf. item (6) of Lemma 3.5).

Therefore, by the monotone convergence theorem,

$$\int_X f \, d\mu_X(x) = \sum_{i=1}^{\infty} \lambda_i \int_X (\phi_i(x))^2 \, d\mu_X(x) = \sum_{i=1}^{\infty} \lambda_i \leq \|\mathcal{R}_X\|_1 < \infty.$$

Hence, $\sum_{i=1}^{\infty} \lambda_i(\phi_i(x))^2 < \infty$ for $\mu_X$-almost every $x \in X$. –
Hence, for any \( X \in \mathcal{M}_{w}^{\text{tr}} \), we consider the following type of cMDS embedding where the target space \( \ell^2 \) is infinite dimensional:

**Algorithm 3.**

1. **Input:** \( X = (X, d_X, \mu_X) \in \mathcal{M}_{w}^{\text{tr}} \).
2. Construct \( K_X \) and \( \mathcal{R}_X \) as before.
3. Compute the positive eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots > 0 \) and corresponding orthonormal eigenfunctions \( \{\phi_i\}_{i=1}^{\text{pr}(\mathcal{R}_X)} \) of \( \mathcal{R}_X \).
4. Define \( \Phi_X(x) := \begin{cases} (\lambda_1^2 \phi_1(x), \lambda_2^2 \phi_2(x), \ldots, \lambda_k^2 \phi_{\text{pr}(\mathcal{R}_X)}(x), 0, 0, \ldots) & \text{if } \text{pr}(\mathcal{R}_X) < \infty \\ (\lambda_1^2 \phi_1(x), \lambda_2^2 \phi_2(x), \ldots) & \text{if } \text{pr}(\mathcal{R}_X) = \infty \end{cases} \)
   for each \( x \in X \). Note that \( \Phi_X(x) \in \ell^2 \), \( \mu_X \)-a.e. by Proposition 3.15.
5. **Output:** \( \Phi_X : X \rightarrow \ell^2 \), and \( \hat{X} := (\Phi_X(X), \| \cdot \|, (\Phi_X)_{*} \mu_X) \).

**Definition 3.16** (generalized cMDS into \( \ell^2 \)). Given a metric measure space \( X = (X, d_X, \mu_X) \in \mathcal{M}_{w}^{\text{tr}} \) and orthonormal eigenfunctions \( a = \{\phi_i\}_{i=1}^{\text{pr}(\mathcal{R}_X)} \) of \( \mathcal{R}_X \) for the corresponding positive eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots > 0 \), one defines the following map:

\[
\Phi_X^a : X \rightarrow \ell^2
\]

\[
x \mapsto \begin{cases} (\lambda_1^2 \phi_1(x), \lambda_2^2 \phi_2(x), \ldots, \lambda_k^2 \phi_{\text{pr}(\mathcal{R}_X)}(x), 0, 0, \ldots) & \text{if } \text{pr}(\mathcal{R}_X) < \infty \\ (\lambda_1^2 \phi_1(x), \lambda_2^2 \phi_2(x), \ldots) & \text{if } \text{pr}(\mathcal{R}_X) = \infty \end{cases}
\]

This map \( \Phi_X^a \) is called **generalized cMDS embedding into \( \ell^2 \)** of \( X \), and the resulting metric measure space is denoted by

\[
\hat{X} := (\Phi_X^a(X), \| \cdot \|, (\Phi_X^a)_{*} \mu_X).
\]

Unless we have to specify the set of orthonormal eigenfunctions, the superscript \( a \) will be omitted, for simplicity.

The following proposition shows that the coordinate-free interpretation agrees with the coordinate-dependent interpretation when the traceability of the cMDS operator is assumed.

**Proposition 3.17.** Let \( X \in \mathcal{M}_{w}^{\text{tr}} \). Then, \( K_X^\perp = K_{\hat{X}}^\perp \).

**Proof.** Theorem 3 below establishes that \( K_{\hat{X}} \) is the nearest projection of \( K_X \) to \( L^2_{\otimes \text{sym}}(\mu_X \otimes \mu_X) \). Since there is the unique nearest projection point to a closed convex subset, we can conclude that \( K_X^\perp = K_{\hat{X}}^\perp \) in this case. \( \square \)

**Remark 3.18.** Suppose \( X = (X, d_X, \mu_X) \in \mathcal{M}_w \) and positive integer \( k \leq \text{pr}(\mathcal{R}_X) \) are given. Then,

\[
\| \phi_{X,k}(x) - \phi_{X,k}(x') \|^2 = \sum_{i=1}^{k} \lambda_i (\phi_i(x) - \phi_i(x'))^2
\]

for any \( x, x' \in X \) where \( \lambda_1 \geq \lambda_2 \geq \cdots > 0 \) are positive eigenvalues of \( \mathcal{R}_X \), and \( \{\phi_i\}_{i=1}^{\text{pr}(\mathcal{R}_X)} \) are their corresponding orthonormal eigenfunctions. Then, by definition, it follows that

\[
K_{\hat{X},k}(x, x') = \sum_{i=1}^{k} \lambda_i \phi_i(x) \phi_i(x')
\]

for any \( x, x' \in X \). Similarly, if \( X \in \mathcal{M}_{w}^{\text{tr}} \), we have both

\[
\| \phi_X(x) - \phi_X(x') \|^2 = \sum_{i=1}^{\text{pr}(\mathcal{R}_X)} \lambda_i (\phi_i(x) - \phi_i(x'))^2 \quad \text{and} \quad K_{\hat{X}}(x, x') = \sum_{i=1}^{\text{pr}(\mathcal{R}_X)} \lambda_i \phi_i(x) \phi_i(x').
\]
Remark 3.19. If $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w^r$, by Theorem B.12 and the definition of $K_X$, we have
\[
\text{Tr}(\mathbf{K}_X) = \int_X K_X(x,x) \, d\mu_X(x) = \frac{1}{2} \int_X \int_{X \times X} d_X^2(u,v) \, d\mu_X(u) \, d\mu_X(v) = \frac{1}{2} (\text{diam}_2(X))^2.
\]
This implies that, unless $\text{diam}_2(X) = 0$ (i.e., $\mathcal{X}$ is the one point metric measure space), there must be at least one positive eigenvalue of $\mathbf{K}_X$.

Now, let us collect some simple examples of spaces which belong to $\mathcal{M}_w^r$. More advanced examples of metric measure space in $\mathcal{M}_w^r$ can be found in §4.2, §4.3, and §5.

Remark 3.20. If $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w$ is a finite metric measure space, then $\mathcal{X}$ belongs to $\mathcal{M}_w^r$ since there are only finitely many eigenvalues.

Remark 3.21. For a compact subset $X$ of $\mathbb{R}^k$ with $m_k(X) > 0$, we consider $\mathcal{X} = (X, \|\cdot\|, \overline{m}_k) \in \mathcal{M}_w$ as in Remark 3.10. Then, there are only finitely many eigenvalues of $\mathbf{K}_X$ since $\text{rank}(\mathbf{K}_X) \leq k$. Hence, $\mathcal{X} \in \mathcal{M}_w^r$.

Example 3.22. Consider the interval $\mathcal{X} = (X, \|\cdot\|, \overline{m}_1) \in \mathcal{M}_w$ where $X := [-1,1]$ and $\overline{m}_1 := \frac{1}{2} m_1$. Then, by Remark 3.10, $K_{\mathcal{X}}(x, x') = xx'$ for any $x, x' \in X$ since the center of mass of $\mathcal{X}$ is the origin. Therefore, observe that
\[
\mathbf{K}_{\mathcal{X}} \text{Id}_{[-1,1]}(x) = \int_{[-1,1]} x(x')^2 \text{d}\overline{m}_1(x') = \frac{1}{2} \int_{[-1,1]} x(x')^2 \text{d} \overline{m}_1(x') = \frac{1}{3} x = \frac{1}{3} \text{Id}_{[-1,1]}(x)
\]
for any $x \in X$. Therefore, the identity map is an eigenfunction of $\mathbf{K}_{\mathcal{X}}$ for the eigenvalue $\frac{1}{3}$, which is the unique nonzero eigenvalue of $\mathbf{K}_{\mathcal{X}}$.

3.3. A metric measure space with non-traceable cMDS operator. We adapt a construction due to Lyons [36, 35] which arose in the context of the notion of distance covariance between metric spaces.

The construction. For each prime $q$ that is congruent to 1 modulo 4, let $G_q$ be the Paley graph consisting of $q$ vertices (see Example 2.7 to review the definition of Paley graphs).

Now, let $G_q := (V(G_q), d_{G_q}, \mu_{G_q})$ be the metric measure space such that $V(G_q)$ is the set of vertices of $G_q$, $d_{G_q}$ is the shortest path metric, and $\mu_{G_q}$ is the uniform probability measure.

It is well-known that the adjacency matrix of $G_q$ has eigenvalues $\frac{q+1}{2}$ (with multiplicity 1) and $\frac{-1 \pm \sqrt{q}}{2}$ (with multiplicity $\frac{q-1}{2}$ each) [11, Proposition 9.1.1]. Moreover, the eigenvectors of its adjacency matrix are either constant vectors or are orthogonal to constant vectors. The constant eigenvectors correspond to the eigenvalue $\frac{q+1}{2}$, whereas eigenvectors orthogonal to constant vectors correspond to the eigenvalue $\frac{-1 \pm \sqrt{q}}{2}$. With these facts, the strong regularity of $G_q$, and Lemma 3.6, one can easily check that (1) the eigenvalues of $\mathbf{K}_{G_q}$ are 0 (with multiplicity 1) and $\lambda_{q}^{\pm} := \frac{5 \pm \sqrt{q}}{4q}$ (each with multiplicity $\frac{q-1}{2}$) and (2) eigenfunctions of $\mathbf{K}_{G_q}$ are either constant functions or orthogonal to constant functions: Constant eigenfunctions correspond to the eigenvalue 0, and the eigenfunctions orthogonal to constant functions correspond to the eigenvalue pair $\lambda_{q}^{\pm}$. At any rate, note that the trace norm (cf. Definition B.12) $\|\mathbf{K}_{G_q}\|_1$ is approximately $\frac{3 \sqrt{q}}{4q}$ as $q \to \infty$.

Now, choose a sequence $(q_n)$ of primes $q_n \equiv 1 \pmod{4}$ so that $\sum_n \frac{1}{\sqrt{q_n}} =: \frac{1}{c} < \infty$. We let $\mathcal{X} := (X, d_X, \mu_X)$ be the metric measure space defined as follows:

- $X := \cap_n V(G_{q_n})$,
- $d_X|_{V(G_{q_m}) \times V(G_{q_m})} = d_{G_{q_n}}$ for each $n$, whereas, for $n \neq m$, $d_X|_{V(G_{q_m}) \times V(G_{q_n})} = 1$.
- $\mu_X$ is the probability measure on $X$ which assigns mass $c q_n^{-3/2}$ to each point of $V(G_{q_n})$. 


We will prove that $\mathfrak{K}_X$ is not trace class.

A calculation shows that for any eigenvector $v_n \perp 1$ of $\mathfrak{K}_{G_{qn}}$ (necessarily) with eigenvalue $\lambda = \lambda_{qn}^{\pm}$, the function $f_n : X \to \mathbb{R}$ defined by

$$f_n(x) := \begin{cases} v_n(x) & \text{if } x \in G_{qn} \\ 0 & \text{otherwise} \end{cases}$$

is an eigenfunction of $\mathfrak{K}_X$ for the eigenvalue $\frac{\lambda_{qn}^{\pm}}{\sqrt{q_n}}$ by Lemma 3.6. Therefore, for each $n$, $\lambda_{qn}^{\pm} \cdot c_{qn} = \frac{1}{2}$ is an eigenvalue of $\mathfrak{K}_X$ with multiplicity at least $\frac{4n}{q_n} - 1$. This implies that the trace norm of $\mathfrak{K}_X$ satisfies

$$\|\mathfrak{K}_X\|_1 \geq \sum_n \|\mathfrak{K}_{G_{qn}}\|_1 \cdot \frac{c}{\sqrt{q_n}}.$$ 

Hence, $\|\mathfrak{K}_X\|_1$ cannot be finite since

$$\lim_{n \to \infty} \|\mathfrak{K}_{G_{qn}}\|_1 \cdot \frac{c}{\sqrt{q_n}} = \lim_{n \to \infty} 3\sqrt{q_n} \cdot \frac{c}{\sqrt{q_n}} = \frac{3c}{4} > 0.$$

Therefore, $\mathfrak{K}_X$ is not trace class.

We point out that the space $X$ constructed above is not compact. This motivates:

**Question 1.** Is it true that any compact metric measure space induces a cMDS operator which is trace class?

### 3.4. Distortion incurred by the cMDS operator

We define the following notions in order to measure the metric distortion incurred by the generalized cMDS method.

**Definition 3.23** (negative trace). Let $\mathfrak{A}$ be a compact and self-adjoint operator on a Hilbert space $\mathcal{H}$. Then, the **negative trace** of $\mathfrak{A}$ is defined in the following way:

$$\text{Tr}_{\text{neg}}(\mathfrak{A}) := \sum_{i=1}^{\text{nr}(\mathfrak{A})} |\zeta_i|$$

where $\zeta_1 \leq \cdots \leq \zeta_{\text{nr}(\mathfrak{A})} < 0$ are the negative eigenvalues of $\mathfrak{A}$.

**Definition 3.24.** Let $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w^{\text{tr}}$. For each $k \leq \text{pr}(\mathfrak{K}_X)$, we define:

$$\text{dis}_k(\mathcal{X}) := \left( \int_X \int_X \|\Phi_{X,k}(x) - \Phi_{X,k}(x')\|^2 - d_X^2(x, x') \right)^{\frac{1}{2}} \mu_X(x') d\mu_X(x),$$

and

$$\text{dis}(\mathcal{X}) := \left( \int_X \int_X \|\Phi_{X}(x) - \Phi_{X}(x')\|^2 - d_X^2(x, x') \right)^{\frac{1}{2}} \mu_X(x') d\mu_X(x).$$

**Proposition 3.25** (generalized cMDS bounds). Let $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w^{\text{tr}}$. Then the following bounds hold:

1. *(cMDS is non-contracting)* For $\mu_X \otimes \mu_X$-almost every $(x, x') \in X \times X$,

$$d_X(x, x') \leq \|\Phi_{X}(x) - \Phi_{X}(x')\|$$

and for any integer $k \leq \text{pr}(\mathfrak{K}_X)$ and $\mu_X \otimes \mu_X$-almost every $(x, x') \in X \times X$,

$$\|\Phi_{X,k}(x) - \Phi_{X,k}(x')\| \leq \|\Phi_{X}(x) - \Phi_{X}(x')\|.$$

2. *(L²-distortion)*

$$\text{dis}(\mathcal{X}) = \sqrt{2 \text{Tr}_{\text{neg}}(\mathfrak{K}_X)}.$$
Remark 3.26. Note that item (1) of Proposition 3.25 implies that

\[ d_X(x, x') \leq \|\Phi_X(x) - \Phi_X(x')\| \geq \|\Phi_{X,k}(x) - \Phi_{X,k}(x')\| \]

for any integer \( k \leq \text{pr}(\mathcal{K}_X) \) and \( \mu_X \otimes \mu_X \)-almost every \((x, x') \in X \times X\). Also, in general it is not true that \( d_X(x, x') \leq \|\Phi_{X,k}(x) - \Phi_{X,k}(x')\| \) for \( \mu_X \otimes \mu_X \)-almost every \((x, x') \in X \times X\). Indeed, one such example is given by the case when \( X = S^1 \) and \( k = 1 \) (see §4.2). By Proposition 4.9, we can choose a cMDS embedding of \( S^1 \) into \( \mathbb{R}^1 \)

\[ \Phi_{S^1,1} : S^1 \rightarrow \mathbb{R} \text{ s.t. } \theta \rightarrow \sqrt{2} \cos \theta. \]

Then, \( d_{S^1}(0, \pi) = \pi > 2\sqrt{2} = |\Phi_{S^1,1}(0) - \Phi_{S^1,1}(\pi)| \).

Proof of Proposition 3.25. (1) Let \( \lambda_1 \geq \cdots \geq \lambda_{\text{pr}(\mathcal{K}_X)} > 0 \) be all positive eigenvalues and \( \{\phi_i\}_i \) be the corresponding orthonormal eigenfunctions of \( \mathcal{K}_X \). Also, let \( \zeta_1 \leq \cdots \leq \zeta_{\text{nr}(\mathcal{K}_X)} < 0 \) be all negative eigenvalues and let \( \{\psi_i\}_i \) be the corresponding orthonormal eigenfunctions of \( \mathcal{K}_X^* \). Since \( \mathcal{K}_X \) is trace class, we have that

\[ K_X(x, x') = \sum_{i=1}^{\text{pr}(\mathcal{K}_X)} \lambda_i \phi_i(x) \phi_i(x') \text{ and } K_X^*(x, x') := \sum_{i=1}^{\text{nr}(\mathcal{K}_X)} (-\zeta_i) \psi_i(x) \psi_i(x') \]

are well-defined for \( \mu_X \otimes \mu_X \)-almost every \((x, x') \in X \times X\). Moreover, because both kernels \( K_X^* - K_X \) and \( K_X^* \) generate the same operator, by Corollary B.17 we have

\[ K_X(x, x') - K_X(x, x') = K_X^*(x, x') = \sum_{i=1}^{\text{nr}(\mathcal{K}_X)} (-\zeta_i) \psi_i(x) \psi_i(x') \]

for \( \mu_X \otimes \mu_X \)-almost every \((x, x') \). Therefore,

\[
\begin{align*}
\|\Phi_X(x) - \Phi_X(x')\|^2 &- d_X^2(x, x') \\
&= (K_X^*(x, x) - K_X(x, x)) + (K_X^*(x', x') - K_X(x', x')) - 2(K_X^*(x, x') - K_X(x, x')) \\
&= \sum_{i=1}^{\text{nr}(\mathcal{K}_X)} (-\zeta_i) (\psi_i(x) - \psi_i(x'))^2 \geq 0
\end{align*}
\]

Thus, \( \|\Phi_X(x) - \Phi_X(x')\| \geq d_X(x, x') \) for \( \mu_X \otimes \mu_X \)-almost every \((x, x') \). Also,

\[
\|\Phi_X(x) - \Phi_X(x')\|^2 - \|\Phi_{X,k}(x) - \Phi_{X,k}(x')\|^2 = \sum_{i=k+1}^{\text{pr}(\mathcal{K}_X)} \lambda_i ((\phi_i(x) - \phi_i(x'))^2 \geq 0
\]

for \( \mu_X \otimes \mu_X \)-almost every \((x, x') \). Hence, we have \( \|\Phi_X(x) - \Phi_X(x')\| \geq \|\Phi_{X,k}(x) - \Phi_{X,k}(x')\| \) for \( \mu_X \otimes \mu_X \)-almost every \((x, x') \).
(2) Since we already know \( \| \Phi_X(x) - \Phi_X(x') \| \geq d_X(x, x') \) and \( \| \Phi_X(x) - \Phi_X(x') \|^2 - d^2_X(x, x') = \sum_{i=1}^{nr(\tilde{\mathcal{K}})} (-\zeta_i) (\psi_i(x) - \psi_i(x'))^2 \) for \( \mu_X \otimes \mu_X \)-almost every \( (x, x') \), we have:

\[
\begin{align*}
\text{dis}(\mathcal{X})^2 &= \int_X \int_X \left( \| \Phi_X(x) - \Phi_X(x') \|^2 - d^2_X(x, x') \right) d\mu_X(x') d\mu_X(x) \\
&= \int_X \int_X \sum_{i=1}^{nr(\tilde{\mathcal{K}})} (-\zeta_i) (\psi_i(x) - \psi_i(x'))^2 d\mu_X(x') d\mu_X(x) \\
&= \sum_{i=1}^{nr(\tilde{\mathcal{K}})} (-\zeta_i) \int_X \int_X (\psi_i^2(x) + \psi_i^2(x') - 2\psi_i(x)\psi_i(x')) d\mu_X(x') d\mu_X(x) \\
&= 2 \sum_{i=1}^{nr(\tilde{\mathcal{K}})} (-\zeta_i) (\cdot : \{\psi_i\}_i \text{ are orthonormal and item (5) of Lemma 3.5}) \\
&= 2 \text{Tr}_{\text{neg}}(\tilde{\mathcal{R}}_X).
\end{align*}
\]

This completes the proof. \(\square\)

3.5. Optimality of the generalized cMDS. We establish the following optimality result for generalized cMDS in a manner is analogous to Theorem 2 (which is only applicable to finite metric spaces).

**Theorem 3.** Suppose \( \mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_{\mu_X}^1 \). Then,

1. \( \| K_X - K \|_{L^2(\mu_X, \mu_X)} \geq \| K_X - \tilde{K}_X \|_{L^2(\mu_X, \mu_X)} \) for any positive integer \( k \leq \text{pr}(\tilde{\mathcal{R}}_X) \), and \( K \in L^2_{\geq 0, \text{sym}}(\mu_X, \mu_X) \) with rank(\( \mathcal{R} \)) \leq k where \( \tilde{\mathcal{R}} \) is the positive semi-definite operator induced by \( K \).

2. \( \| K_X - K \|_{L^2(\mu_X, \mu_X)} \geq \| K_X - \tilde{K}_X \|_{L^2(\mu_X, \mu_X)} \) for any \( K \in L^2_{\geq 0, \text{sym}}(\mu_X, \mu_X) \).

We provide the proof of Theorem 3 in Appendix §A.1. This theorem is stated in [30]. We provide a proof of this result to make our paper self-contained and to fill in some gaps in the argument given therein\(^7\); See Appendix §A.1 for details.

3.6. Thickness and spectrum of \( \mathcal{R}_X \) for Euclidean data. In this section, we prove that if \( \mathcal{X} \) is a compact subset of Euclidean space, then the smallest positive eigenvalue of \( \mathcal{R}_X \) is upper bounded by a certain notion of thickness of \( \mathcal{X} \) (Proposition 3.30). This result exemplifies the phenomenon that the spectrum of \( \mathcal{R}_X \) is controlled by the underlying geometry of \( \mathcal{X} \).

We begin with an example.

**Example 3.27.** For \( a \geq b > 0 \) consider the following ellipse in \( \mathbb{R}^2 \): \( \mathcal{X} := (X, \| \cdot \|, \bar{m}_2) \) where \( \bar{m}_2 = \frac{1}{ab\pi}m_2 \) is the normalized Lebesgue measure and

\[
X := \left\{ x = (x_1, x_2) \in \mathbb{R}^2 : \left( \frac{x_1}{a} \right)^2 + \left( \frac{x_2}{b} \right)^2 \leq 1 \right\}.
\]

By Remark 3.10, \( K_X(x, x') = \langle x, x' \rangle \) for any \( x, x' \in X \), \( \mathcal{R}_X \) is positive semi-definite, and the rank of \( \mathcal{R}_X \) is at most 2. Let \( \lambda_1 \geq \lambda_2 \geq 0 \) be the two largest eigenvalues of \( \mathcal{R}_X \). We show that \( \pi_1 := \langle \cdot, e_1 \rangle \) and \( \pi_2 := \langle \cdot, e_2 \rangle \) are their corresponding eigenfunctions.

First, consider \( \pi_1 \) and notice that: \( \int_X \left( \pi_1(x) \right)^2 d\bar{m}_2(x) = \frac{a^2}{\pi} \). Hence, \( \| \pi_1 \|_{L^2(\bar{m}_2)} = \frac{a}{\pi} \). Also,

\[
\mathcal{R}_X \pi_1(x) = \int_X \langle x, x \rangle \pi_1(x) d\bar{m}_2(x) = \frac{1}{ab\pi} \int_X x_1(x')^2 dm_2(x) + \frac{1}{ab\pi} \int_X x_2x'_2 dm_2(x) = \frac{a^2x_1}{4} = \frac{a^2}{4} \pi_1(x)
\]

\(^7\)In particular, the arguments in [30] do not consider the possibility that the cMDS operator may fail to be traceable.
for any \( x \in X \). In a similar way, show that the \( L^2 \)-norm of \( \pi_2 = \langle \cdot, e_2 \rangle \) is \( \frac{b}{2} \) and that \( \mathcal{R}_X \pi_2 = \frac{b^2}{4} \pi_2 \). Therefore \( \frac{a^2}{4} \geq \frac{b^2}{4} > 0 \) are the only positive eigenvalues, and \( \frac{2a_1}{a}, \frac{2\pi_2}{b} \) are the corresponding orthonormal eigenfunctions.

With the aid of the above calculations, it is easy to check \( \Phi_{X,1}(x) = \frac{a}{2} \cdot \sqrt{\pi_1}(x) = x_1 \) for any \( x = (x_1, x_2) \in X \). Hence, if we only retain the 1st coordinate produced by cMDS, we incur the distortion:

\[
\left( \text{dis}_1(\mathcal{X}) \right)^2 = \int_X \int_X \left\| \Phi_{X,1}(x) - \Phi_{X,1}(x') \right\|^2 - \left\| x - x' \right\|^2 \, d\bar{m}_2(x') \, d\bar{m}_2(x) \\
= \int_X \int_X \left( (x_1 - x'_1)^2 + (x_2 - x'_2)^2 - (x_1 - x'_1)^2 \right) \, d\bar{m}_2(x') \, d\bar{m}_2(x) \\
= 2 \int x_2^2 \, d\bar{m}_2(x) - 2 \left( \int x_2 \, d\bar{m}_2(x) \right)^2 = \frac{b^2}{2}.
\]

Hence, \( \text{dis}_1(\mathcal{X}) = \frac{b}{\sqrt{2}} \) which is consistent with the fact that, for thin ellipses \( (a \gg b) \), the cMDS method with 1 coordinate causes small distortion.

We now introduce a notion of thickness which is applicable in general.

**Definition 3.28.** For a given metric measure space \( \mathcal{X} = (X, \| \cdot \|, \bar{m}_k) \in \mathcal{M}_w \) where \( X \) is a compact subset of \( \mathbb{R}^k \) with \( m_k(X) > 0 \) and \( \bar{m}_k := \frac{1}{m_k(X)} m_k \), the thickness of \( \mathcal{X} \) is the number

\[
\text{Th}(\mathcal{X}) := \inf_{u \in S^{k-1}} \left( \int_X \left( \pi_u(x - \text{cm}(\mathcal{X})) \right)^2 \, d\bar{m}_k(x) \right)^{\frac{1}{2}},
\]

where \( \pi_u(x) := \langle x, u \rangle \).

In words, given a unit vector \( u \in \mathbb{R}^k \), one first projects (via push-forward) the measure \( \bar{m}_k \) under the map \( f_u : \mathbb{R}^k \to \mathbb{R} \) defined by \( x \mapsto \pi_u(x - \text{cm}(X)) \). Then, \( \text{Th}(\mathcal{X}) \) is calculated as the infimum of the standard deviation of \( (f_u)\#\bar{m}_k \) over all such \( u \).

**Example 3.29.** For the ellipse considered above, its thickness is \( \frac{b}{2} \).

The discussion above can be generalized as follows.

**Proposition 3.30.** Suppose \( \mathcal{X} = (X, \| \cdot \|, \bar{m}_k) \in \mathcal{M}_w \) is given, where \( X \) is a compact subset of \( \mathbb{R}^k \) with \( m_k(X) > 0 \) and \( \bar{m}_k := \frac{1}{m_k(X)} m_k \). Then, the \( k \)-th eigenvalue \( \lambda_k \) of \( K_\mathcal{X} \) satisfies the following inequality:

\[
\lambda_k \leq \left( \text{Th}(\mathcal{X}) \right)^2.
\]

The proof of the proposition will make use of the optimality theorem (Theorem 3).

**Proof.** Fix any \( u \in S^{k-1} \). Without loss of generality, we may assume \( \text{cm}(\mathcal{X}) = 0 \). Choose an orthonormal basis \( v_1, \ldots, v_{k-1}, v_k = u \) of \( \mathbb{R}^k \). Then, consider the following map

\[
\pi_{u^+} : \mathbb{R}^k \longrightarrow \mathbb{R}^{k-1} \quad \text{s.t.} \quad x \longmapsto (\pi_{v_1}(x), \ldots, \pi_{v_{k-1}}(x)),
\]

and the kernel

\[
K_{u^+} : X \times X \longrightarrow \mathbb{R} \quad \text{s.t.} \quad (x, x') \longmapsto \langle \pi_{u^+}(x), \pi_{u^+}(x') \rangle.
\]

Then, by Theorem 3, we have the following inequality:

\[
\| K_\mathcal{X} - K_{u^+} \|_{L^2(\bar{m}_k \otimes \bar{m}_k)} \geq \| K_\mathcal{X} - K_{\mathcal{X}_{k-1}} \|_{L^2(\bar{m}_k \otimes \bar{m}_k)}.
\]
It is easy to show that \(\|K_X - K_{X^*}\|_{L^2(\mathbb{m}_k\otimes\mathbb{m}_k)} = \lambda_k\). Also, by Remark 3.10, we have \(K_X(x, x') = \langle x, x' \rangle\) for any \(x, x' \in X\). Therefore, for any \(x, x' \in X\).

\[
K_X(x, x') - K_{u^*}(x, x') = \sum_{i=1}^{k} \pi_{v_i}(x)\pi_{v_i}(x') - \sum_{i=1}^{k-1} \pi_{v_i}(x)\pi_{v_i}(x') = \pi_{v_k}(x)\pi_{v_k}(x') = \pi_u(x)\pi_u(x').
\]

Hence,

\[
\|K_X - K_{u^*}\|_{L^2(\mathbb{m}_k\otimes\mathbb{m}_k)}^2 = \int_X \int_X (\pi_u(x)\pi_u(x'))^2 \mathbb{m}_k(x') \mathbb{m}_k(x) = \left(\int_X (\pi_u(x))^2 \mathbb{m}_k(x)\right)^2
\]

so that we have \(\|K_X - K_{u^*}\|_{L^2(\mathbb{m}_k\otimes\mathbb{m}_k)} = \int_X (\pi_u(x))^2 \mathbb{m}_k(x)\). Finally, we achieve

\[
\lambda_k \leq \int_X (\pi_u(x))^2 \mathbb{m}_k(x).
\]

Since \(u\) is arbitrary, the conclusion follows.

\[\square\]

4. Traceability of cMDS on the circle, tori, metric graphs and fractals

In this section, we study the traceability of the generalized cMDS procedure when applied to exemplar metric measures such as spheres, tori, and metric graphs. In particular Corollary 4.5 establishes that if \(\mathcal{X}, \mathcal{Y} \in \mathcal{M}_{tr}^r\) then their product \(\mathcal{X} \times \mathcal{Y}\) is also in \(\mathcal{M}_{tr}^r\).

4.1. Generalized cMDS for product spaces. Let \(\mathcal{X} = (X, d_X, \mu_X)\) and \(\mathcal{Y} = (Y, d_Y, \mu_Y)\) be two metric measure spaces in \(\mathcal{M}_{tr}\). Now, we consider the following product metric measure space:

\[
\mathcal{X} \times \mathcal{Y} := \left(X \times Y, d_{X \times Y} = \sqrt{d_X^2 + d_Y^2}, \mu_X \otimes \mu_Y\right) \in \mathcal{M}_{tr}.
\]

In other words, the product metric measure space consists of the \(l^2\)-product metric and the product measure.

Lemma 4.1. Two metric measure spaces \(\mathcal{X} = (X, d_X, \mu_X)\) and \(\mathcal{Y} = (Y, d_Y, \mu_Y)\) are given. Then,

\[
K_{\mathcal{X} \times \mathcal{Y}}((x, y), (x', y')) = K_X(x, x') + K_Y(y, y')
\]

for any \(x, x' \in X\) and \(y, y' \in Y\).

The proof follows by direct calculation and we omit it.

Remark 4.2. The situation described above can be obviously generalized as follows. Let \(N \geq 2\) be a positive integer and let \(\mathcal{X}_i = (X_i, d_{X_i}, \mu_{X_i}) \in \mathcal{M}_{tr}\) for each \(i = 1, \ldots, N\). Let \(\mathcal{X}\) be the product metric measure space

\[
\mathcal{X} := \left(X_1 \times \cdots \times X_N, \sqrt{d_{X_1}^2 + \cdots + d_{X_N}^2}, \mu_{X_1} \otimes \cdots \otimes \mu_{X_N}\right).
\]

Then, by using induction on \(N\) together with Lemma 4.1, we have:

\[
K_{\mathcal{X}}((x_1, \ldots, x_n), (x'_1, \ldots, x'_n)) = \sum_{i=1}^{N} K_{\mathcal{X}_i}(x_i, x'_i)
\]

for any \((x_1, \ldots, x_n), (x'_1, \ldots, x'_n) \in \mathcal{X}\).

The following proposition clarifies what the spectrum of \(\mathcal{R}_{\mathcal{X} \times \mathcal{Y}}\) is for given \(\mathcal{X}, \mathcal{Y} \in \mathcal{M}_{tr}\).

Proposition 4.3. Two metric measure spaces \(\mathcal{X} = (X, d_X, \mu_X), \mathcal{Y} = (Y, d_Y, \mu_Y) \in \mathcal{M}_{tr}\) are given. Then,

1. Let \(\phi\) be an eigenfunction of \(\mathcal{R}_{\mathcal{X}}\) for some nonzero eigenvalue, and \(\psi\) be an eigenfunction of \(\mathcal{R}_{\mathcal{Y}}\) for some nonzero eigenvalue. Then, \(\phi \times \psi\) becomes an eigenfunction of \(\mathcal{R}_{\mathcal{X} \times \mathcal{Y}}\) for the zero eigenvalue.
(2) Let $\phi$ be an eigenfunction of $\mathcal{R}_X$ for some nonzero eigenvalue $\lambda$, and $\psi$ be an eigenfunction of $\mathcal{R}_Y$ for the zero eigenvalue. Then, $\phi \times \psi$ becomes an eigenfunction of $\mathcal{R}_{X \times Y}$ for the eigenvalue $\lambda \cdot \int_Y \psi \, d\mu_Y$.\footnote{Note that an analogous statement, for the (symmetric) case when $\phi$ is an eigenfunction of $\mathcal{R}_X$ for the zero eigenvalue and $\psi$ is an eigenfunction of $\mathcal{R}_Y$ for some nonzero eigenvalue, also holds.}

(3) Let $\phi$ be an eigenfunction of $\mathcal{R}_X$ for the zero eigenvalue, and $\psi$ be an eigenfunction of $\mathcal{R}_Y$ for the zero eigenvalue. Then, $\phi \times \psi$ becomes an eigenfunction of $\mathcal{R}_{X \times Y}$ for the zero eigenvalue.

**Remark 4.4.** In item (2) above, note that $\psi \equiv 1$ is always an eigenfunction of $\mathcal{R}_Y$ for the zero eigenvalue (cf. item (4) of Lemma 3.5) so that $\int_Y \psi \, d\mu_Y = 1$.

**Proof of Proposition 4.3.** By Lemma 4.1,

$$\int_{X \times Y} K_{X \times Y}((x, y), (x', y')) \phi(x') \psi(y') \, d\mu_X(x') \, d\mu_Y(y')$$

$$= \int_Y \int_X K_X(x, x') \phi(x') \psi(y') \, d\mu_X(x') \, d\mu_Y(y') + \int_X \int_Y K_Y(y, y') \phi(x') \psi(y') \, d\mu_X(x') \, d\mu_Y(y')$$

$$= \int_X K_X(x, x') \phi(x') \, d\mu_X(x') \cdot \int_Y \psi(y') \, d\mu_Y(y') + \int_Y K_Y(y, y') \psi(y') \, d\mu_Y(y') \cdot \int_X \phi(x') \, d\mu_X(x')$$

for any $(x, y) \in X \times Y$. Hence,

(1) If $\phi$ be an eigenfunction of $\mathcal{R}_X$ for some nonzero eigenvalue, and $\psi$ be an eigenfunction of $\mathcal{R}_Y$ for some nonzero eigenvalue: Then,

$$\int_{X \times Y} K_{X \times Y}((x, y), (x', y')) \phi(x') \psi(y') \, d\mu_X(x') \, d\mu_Y(y') = 0$$

since $\int_Y \psi(y') \, d\mu_Y(y') = \int_X \phi(x') \, d\mu_X(x') = 0$ by item (5) of Lemma 3.5. Hence, $\phi \times \psi$ is an eigenfunction for zero eigenvalue.

(2) If $\phi$ be an eigenfunction of $\mathcal{R}_X$ for some nonzero eigenvalue $\lambda$, and $\psi$ be an eigenfunction of $\mathcal{R}_Y$ for zero eigenvalue: Then,

$$\int_{X \times Y} K_{X \times Y}((x, y), (x', y')) \phi(x') \psi(y') \, d\mu_X(x') \, d\mu_Y(y') = \left(\lambda \cdot \int_Y \psi \, d\mu_Y\right) \phi(x)$$

since $\int_X \phi(x') \, d\mu_X(x') = 0$ by item (5) of Lemma 3.5. Hence, $\phi \times \psi$ is an eigenfunction for $\lambda \cdot \int_Y \psi \, d\mu_Y$.

(3) If $\phi$ be an eigenfunction of $\mathcal{R}_X$ for zero eigenvalue, and $\psi$ be an eigenfunction of $\mathcal{R}_Y$ for zero eigenvalue: Then,

$$\int_{X \times Y} K_{X \times Y}((x, y), (x', y')) \phi(x') \psi(y') \, d\mu_X(x') \, d\mu_Y(y') = 0$$

by the assumption on $\phi$ and $\psi$. Hence, $\phi \times \psi$ is an eigenfunction for the zero eigenvalue. \hfill $\square$

**Corollary 4.5.** If $X = (X, d_X, \mu_X), Y = (Y, d_Y, \mu_Y) \in \mathcal{M}_w^\text{fr}$, then $X \times Y \in \mathcal{M}_w^\text{fr}$.

**Proof of Corollary 4.5.** Let $\{\phi_i\}_{i=1}^{\dim(\ker \mathcal{R}_X)}$ be an orthonormal basis of $\ker \mathcal{R}_X$ with $\phi_1 \equiv 1$ (one can always find such basis by choosing $\{\phi_i\}_{i=1}^{\dim(\ker \mathcal{R}_X)}$ as an orthonormal basis of $\ker \mathcal{R}_X \cap \{\phi_1\}^\perp$). Similarly, let $\{\psi_j\}_{j=1}^{\dim(\ker \mathcal{R}_Y)}$ be an orthonormal basis of $\ker \mathcal{R}_Y$ with $\psi_1 \equiv 1$. Then, it is easy to verify that $\|\mathcal{R}_{X \times Y}\|_1 = \|\mathcal{R}_X\|_1 + \|\mathcal{R}_Y\|_1 < \infty$ where the first equality holds by Proposition 4.3. This completes the proof. \hfill $\square$
Proposition 4.6. Suppose $X_i = (X_i, d_{X_i}, \mu_{X_i}) \in \mathcal{M}_w$ for $i = 1, \ldots, N$ are given. Let $X := X_1 \times \cdots \times X_N$ be the product metric measure space. Then, if $\lambda_i$ is an eigenvalue of $\mathfrak{R}_X$ with an eigenfunction $\phi_i$ for each $i = 1, \ldots, N$, the function $\phi_1 \times \cdots \times \phi_N : X_1 \times \cdots \times X_N \to \mathbb{R}$ is an eigenfunction of $\mathfrak{R}_X$ with eigenvalue:

$$
\begin{cases}
0 & \text{if there are at least two of nonzero } \lambda_i\text{s.} \\
\lambda_i \cdot \left( \prod_{j \neq i} \int_{X_j} \phi_j \, d\mu_{X_j} \right) & \text{if } \lambda_i \neq 0 \text{ and } \lambda_j = 0 \text{ for any } j \neq i. \\
0 & \text{if } \lambda_i = 0 \text{ for any } i = 1, \ldots, N.
\end{cases}
$$

Proof. Follow the proof of Proposition 4.3 and use the observation in Remark 4.2. □

Corollary 4.7. Suppose $X = (X, d_X, \mu_X) \in \mathcal{M}_w$ satisfies $\dim(\ker \mathfrak{R}_X) = 1$. Let $X^\otimes N = X \times \cdots \times X$ (the product of $N$ copies of $X$). Then,

1. $\|\mathfrak{R}_X\otimes N\|_1 = N \cdot \|\mathfrak{R}_X\|_1$. In particular, this implies $X^\otimes N \in \mathcal{M}_w$.
2. $\text{Tr}(\mathfrak{R}_X\otimes N) = N \cdot \text{Tr}(\mathfrak{R}_X)$.
3. $\text{Tr}_{\text{neg}}(\mathfrak{R}_X\otimes N) = N \cdot \text{Tr}_{\text{neg}}(\mathfrak{R}_X)$.
4. For any $k \leq \text{pr}(\mathfrak{R}_X)$ and $(x_1, \ldots, x_N), (x'_1, \ldots, x'_N) \in X^\otimes N$, we have

$$
\|\Phi_{X^\otimes N,kN}(x_1, \ldots, x_N) - \Phi_{X^\otimes N,kN}(x'_1, \ldots, x'_N)\|^2 = \sum_{i=1}^N \|\Phi_{X,k}(x_i) - \Phi_{X,k}(x'_i)\|^2,
$$

and

$$
\|\Phi_{X^\otimes N}(x_1, \ldots, x_N) - \Phi_{X^\otimes N}(x'_1, \ldots, x'_N)\|^2 = \sum_{i=1}^N \|\Phi_{X}(x_i) - \Phi_{X}(x'_i)\|^2.
$$

Proof. Observe that the assumption $\dim(\ker \mathfrak{R}_X) = 1$ implies that constant functions are the only eigenfunctions for the zero eigenvalue. Then, this corollary is a direct result of Proposition 4.6. □

4.2. The case of $S^1$. We will compute eigenvalues and corresponding eigenfunctions of the cMDS operator on $S^1$ (with geodesic metric) and apply generalized cMDS. In this subsection, we will view $S^1$ as $\mathbb{R}/2\pi$.

The following formulas can be obtained through direct calculation.

Lemma 4.8. For any $n \in \mathbb{Z} \setminus \{0\}$ we have:

1. $\int_{-\pi}^{\pi} u^2 \cos(nu) \, du = \frac{(-1)^{n+1} \pi}{n^2}$, and
2. $\int_{-\pi}^{\pi} u^2 \sin(nu) \, du = 0$.

The following result has been described in [2, Proposition 5.1]. However, we provide a proof here in order to give a concise standalone treatment which will be contrasted with the much harder case of $S^{d-1}$ for $d \geq 3$ (which will be dealt with in §5).

Proposition 4.9. The multiset of eigenvalues of $\mathfrak{R}_{S^1}$ consists of 0 (with multiplicity 1) and $\left\{ \frac{(-1)^{n+1}}{n^2} \right\}_{n=1}^\infty$ (each with multiplicity 2). Moreover, the eigenspace corresponding to 0 is spanned by a nonzero constant function and the eigenspace corresponding to $\frac{(-1)^{n+1}}{n^2}$ is spanned by the functions $\theta \mapsto \cos(nt\theta)$ and $\theta \mapsto \sin(nt\theta)$, for each $n \geq 1$. Therefore, $\left\{ \sqrt{2} \cos(nt\theta), \sqrt{2} \sin(nt\theta) \right\}_{n=1}^\infty$ together with $\phi_0 \equiv 1$ form an orthonormal basis of $L^2(\text{nuvol}_{S^1})$ consisting of eigenfunctions of $\mathfrak{R}_{S^1}$.

Remark 4.10. For any $n \geq 3$, recall that $C_n$ is a metric space consisting of the vertices of the regular $n$-gon inscribed in $S^1$ equipped with the metric inherited from $S^1$. In Example 2.8, we studied $\lambda_k(n)$, the $k$-th eigenvalue of the matrix $K_{C_n}$ for $0 \leq k \leq n-1$, and $\text{Tr}_{\text{neg}}(K_{C_n})$. If we view $C_n$ as a metric measure space equipped with the uniform probability measure, then it is easy to verify that $\tilde{\lambda}_k(n) := \frac{\lambda_k(n)}{n}$ is an eigenvalue of $\mathfrak{R}_{C_n}$ for each $0 \leq k \leq n-1$. Moreover, in [30, Corollary 7.2.2],

\footnote{This also follows more explicitly from equation (3).}
it is proved that \( \tilde{\kappa}(n) \) converges to \( \frac{(-1)^{k+1}}{k} \) which, as we established above, coincides with the \( k \)-th eigenvalue of \( \mathcal{R}_{S^1} \) as \( n \to \infty \) for any \( k \geq 1 \).

Proof of Proposition 4.9. We already know that any nonzero constant function is an eigenfunction of \( \mathcal{R}_{S^1} \) associated to the eigenvalue 0 (cf. item (4) of Lemma 3.5).

Claim 1. For each \( n \geq 1 \), \( \theta \mapsto \cos(n\theta) \) and \( \theta \mapsto \sin(n\theta) \) are eigenfunctions of \( \mathcal{R}_{S^1} \) associated to the eigenvalue \( \frac{(-1)^{n+1}}{n^2} \).

Proof of Claim 1. Observe that, for any \( \theta \in S^1 \),
\[
-\frac{1}{2} \int_{S^1} d_{S^1}^2(\theta, \theta') \cos(n\theta') d\theta' = -\frac{1}{2} \cdot \frac{1}{2\pi} \int_{\theta - \pi}^{\theta + \pi} (\theta' - \theta)^2 \cos(n\theta') d\theta' = -\frac{1}{4\pi} \int_{-\pi}^{\pi} u^2 \cos(nu + nu) du \quad \text{(by substituting } u = \theta' - \theta) = -\cos(n\theta) \cdot \left( \frac{1}{4\pi} \int_{-\pi}^{\pi} u^2 \cos(nu) du \right) + \sin(n\theta) \cdot \left( \frac{1}{4\pi} \int_{-\pi}^{\pi} u^2 \sin(nu) du \right) = \frac{(-1)^{n+1}}{n^2} \cos(n\theta) \quad \text{(cf. Lemma 4.8)}.
\]

Also,
\[
-\frac{1}{2} \int_{S^1} d_{S^1}^2(\theta, \theta') \sin(n\theta') d\theta' = -\frac{1}{2} \cdot \frac{1}{2\pi} \int_{\theta - \pi}^{\theta + \pi} (\theta' - \theta)^2 \sin(n\theta') d\theta' = -\frac{1}{4\pi} \int_{-\pi}^{\pi} u^2 \sin(nu + nu) du \quad \text{(by substituting } u = \theta' - \theta) = -\cos(n\theta) \cdot \left( \frac{1}{4\pi} \int_{-\pi}^{\pi} u^2 \sin(nu) du \right) - \sin(n\theta) \cdot \left( \frac{1}{4\pi} \int_{-\pi}^{\pi} u^2 \cos(nu) du \right) = \frac{(-1)^{n+1}}{n^2} \sin(n\theta) \quad \text{(cf. Lemma 4.8)}.
\]

Moreover, since \( \int_{-\pi}^{\pi} \cos(n\theta) d\theta = \int_{-\pi}^{\pi} \sin(n\theta) d\theta = 0 \), the proof of this claim is completed by invoking Lemma 3.6.

Claim 2. If \( \lambda \) is an arbitrary eigenvalue of \( \mathcal{R}_{S^1} \) and \( \phi \) is a corresponding eigenfunction, then \( \lambda = 0 \) and \( \phi \) is a nonzero constant function, or, \( \lambda = \frac{(-1)^{n+1}}{n^2} \) and \( \phi \) is spanned by \( \theta \mapsto \cos(n\theta) \) and \( \theta \mapsto \sin(n\theta) \) for some \( n \geq 1 \).

Proof of Claim 2. It is well-known that \( \{ \cos(n\theta), \sin(n\theta) \}_{n=1}^{\infty} \) together with a constant function form an orthogonal basis of \( L^2(\text{vol}_{S^1}) \). Hence, \( \phi(\theta) = a_0 + \sum_{m=1}^{\infty} (a_m \cos(m\theta) + b_m \sin(m\theta)) \) for some \( \{a_m\}_{m=0}^{\infty}, \{b_m\}_{m=1}^{\infty} \subset \mathbb{R} \). Therefore, we have
\[
(5) \quad \mathcal{R}_{S^1} \phi(\theta) = \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m^2} (a_m \cos(m\theta) + b_m \sin(m\theta)) = \lambda a_0 + \sum_{m=1}^{\infty} \lambda (a_m \cos(m\theta) + b_m \sin(m\theta)).
\]

Since the coefficients of a vector with respect to a given basis are uniquely determined, we conclude that \( \lambda = 0 \) and \( \phi \) is a nonzero constant function, or, \( \lambda = \frac{(-1)^{n+1}}{n^2} \) and \( \phi = a_n \cos(n\theta) + b_n \sin(n\theta) \) for some \( n \geq 1 \).

This completes the proof.

Corollary 4.11. \( (1) \) \( \text{pr}(\mathcal{R}_{S^1}) = \infty \) and \( \text{nr}(\mathcal{R}_{S^1}) = \infty \).
\( (2) \) \( \|\mathcal{R}_{S^1}\|_{1} = 2 \cdot \frac{\pi^2}{\pi} = \pi^2 \). In particular, \( S^1 \in \mathcal{M}_{tr}^{\infty} \).
(3) \( \text{Tr}(\mathcal{R}_{S^1}) = 2 \cdot \left( \sum_{n \geq 1} \frac{1}{n^2} - \frac{1}{n^2} \sum_{n \geq 1} \frac{1}{n^2} \right) = \frac{\pi^2}{6}. \)

(4) \( \text{Tr}_{\text{neg}}(\mathcal{R}_{S^1}) = 2 \cdot \frac{1}{n^2} \sum_{n \geq 1} \frac{1}{n^2} = \frac{1}{2} \sum_{m=1}^{\infty} \frac{1}{m^2} = \frac{\pi^2}{12}. \) As a consequence, \( \text{dis}(S^1) = \frac{\pi}{\sqrt{6}}. \)

(5) For all \( \theta, \theta' \in S^1, \)

\[
||\Phi_{S^1}(\theta) - \Phi_{S^1}(\theta')|| = \sqrt{\pi} \left( d_{S^1}(\theta, \theta') \right)^{1/2}.
\]

Item (5) provides a conclusive answer to the discussion at the end of [2, Section 5].

**Proof of Corollary 4.11.** Items (1), (2), (3), and (4) are achieved from the well-known fact \( \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6} \) and Proposition 4.9. Let’s prove item (5).

Without loss of generality, we may assume that \( \theta \geq \theta' \) and \( 2\pi \geq \theta - \theta' \geq 0. \) Also,

\[
||\Phi_{S^1}(\theta) - \Phi_{S^1}(\theta')||^2 = \sum_{\text{odd } n \geq 1} \frac{1}{n^2} \left( 2(\cos(n\theta) - \cos(n\theta')) + 2(\sin(n\theta) - \sin(n\theta'))^2 \right)
\]

\[
= \sum_{\text{odd } n \geq 1} \frac{4}{n^2} \left( 1 - \cos(n(\theta' - \theta)) \right)
\]

\[
= 4 \sum_{\text{odd } n \geq 1} \frac{1}{n^2} - 4 \sum_{\text{odd } n \geq 1} \frac{\cos(n(\theta' - \theta))}{n^2}
\]

Here, by [10, Section 21.6], we have

\[
\sum_{\text{odd } n \geq 1} \frac{\cos(n(\theta' - \theta))}{n^2} = \begin{cases} \frac{\pi}{4}(\frac{\pi}{2} - (\theta' - \theta)) & \text{if } 0 \leq \theta' - \theta \leq \pi \\
\frac{\pi}{4}((\theta' - \theta) - \frac{3\pi}{2}) & \text{if } \pi < \theta' - \theta \leq 2\pi.
\end{cases}
\]

Hence, combining the above with the fact \( \sum_{\text{odd } n \geq 1} \frac{1}{n^2} = \frac{\pi^2}{8}, \) one concludes

\[
||\Phi_{S^1}(\theta) - \Phi_{S^1}(\theta')||^2 = 4 \left( \frac{\pi^2}{8} - \left( \frac{\pi^2}{8} - \frac{\pi}{4} d_{S^1}(\theta, \theta') \right) \right) = \pi d_{S^1}(\theta, \theta').
\]

\[\square\]

Item (5) of Corollary 4.11 motivates the following conjecture which we arrived at via numerical computations.

**Conjecture 1.** For any integer \( n \geq 1, \) and for all \( \theta, \theta' \in S^n \) it holds that

\[
||\Phi_{S^n}(\theta) - \Phi_{S^n}(\theta')|| = \sqrt{\pi} \left( d_{S^n}(\theta, \theta') \right)^{1/2}.
\]

It turns out that, the above conjecture is true. See Theorem 7.

**Lemma 4.12.** The dimension of \( \ker(\mathcal{R}_{S^1}) \) is exactly 1. In other words, there are no eigenfunctions for zero eigenvalue other than constant functions (see item (4) of Lemma 3.5).

**Proof.** Observe that \( \phi_0 \equiv 1, \phi_n(\theta) = \sqrt{2}\cos(n\theta), \) and \( \psi_n(\theta) = \sqrt{2}\sin(n\theta) \) for \( n \geq 1 \) form a complete orthonormal basis of \( L^2(\text{vol}_{S^1}). \) Also, \( \phi_n \) and \( \psi_n \) are the eigenfunctions for a nonzero eigenvalue \( \frac{(-1)^{n+1}}{n^2} \) for each \( n \geq 1. \) This completes the proof. \[\square\]

### 4.3. The case of \( T^N = (S^1)^N. \) Applying the results about product spaces (see §4.1) we have the following result for tori.

**Corollary 4.13.** Let \( T^N = (S^1)^N \) be the \( N \)-torus. Then,

1. \( \|\mathcal{R}_{T^N}\| = \frac{N\pi^2}{3}. \) In particular, \( T^N \in \mathcal{M}_{\text{tr}}. \)
2. \( \text{Tr}(\mathcal{R}_{T^N}) = \frac{N\pi^2}{6}. \)
3. \( \text{Tr}_{\text{neg}}(T^N) = \frac{N\pi^2}{12}. \)
(4) For any positive integer $k$ and $(\alpha_1, \ldots, \alpha_N), (\beta_1, \ldots, \beta_N) \in \mathbb{T}^N$, we have

$$
\|\Phi_{T^N,kN}(\alpha_1, \ldots, \alpha_N) - \Phi_{T^N,kN}(\beta_1, \ldots, \beta_N)\|^2 = \sum_{i=1}^N \|\Phi_{S^1,k}(\alpha_i) - \Phi_{S^1,k}(\beta_i)\|^2, \text{ and}
$$

$$
\|\Phi_{T^N}(\alpha_1, \ldots, \alpha_N) - \Phi_{T^N}(\beta_1, \ldots, \beta_N)\|^2 = \sum_{i=1}^N \|\Phi_{S^1}(\alpha_i) - \Phi_{S^1}(\beta_i)\|^2 = \pi \sum_{i=1}^N d_{S^1}(\alpha_i, \beta_i).
$$

Proof. Apply Corollary 4.7, Corollary 4.11, and Lemma 4.12. \qed

Remark 4.14 (cMDS distortion and sectional curvature). Consider the case when $X \in \mathcal{M}_{\text{t}}$, is a compact Riemannian manifold. A basic fact in Riemannian geometry is that the sectional curvature $K$ measures the deviation of the geometry of $X$ from being locally Euclidean. Also, as we’ve already seen in item (2) of Proposition 3.25, $\sqrt{2 \text{Tr}_{\text{neg}}(X)}$ equals the distortion incurred by the cMDS embedding of $X$ into the Euclidean space $\ell^2$. Therefore, it is natural to ask what is the precise relationship between the sectional curvature and the negative trace of $X$.

The first observation is that, even if $X$ has the zero sectional curvature everywhere, one cannot expect that in general $\text{Tr}_{\text{neg}}(X) = 0$. This is because the negative trace of $X$ is determined by the global geometry of $X$, whereas sectional curvature reflects local information.

Here is a specific example. Note that the compact metric measure space $T^N = S^1 \times \cdots \times S^1$ ($N$ times) defined as in §4.1 coincides with the $N$-flat torus, as a Riemannian manifold (as defined in [17, Example 2.7]) because the $L^2$-product of distances is generated by the product Riemannian metric.\(^{10}\) In other words, the sectional curvature of $T^N$ is identically zero everywhere whereas $\text{Tr}_{\text{neg}}(T^N) = N \pi^2 / 12 \to \infty$ as $N \to \infty$ by item (3) of Corollary 4.13.

On the contrary, if $\text{Tr}_{\text{neg}}(X) = 0$, then $X$ can be isometrically embedded in Euclidean space which forces the sectional curvatures of $X$ to be zero everywhere. Hence, we think the following question is intriguing:

**Question 2.** When $X$ is a compact Riemannian manifold, is it possible to bound the absolute magnitude of its sectional curvature with respect to $\text{Tr}_{\text{neg}}(X)$?

4.4. Metric graphs and fractal spaces. In this section we consider a fairly large class of one-dimensional metric spaces called metric graphs and prove that they all induce traceable cMDS operators.

The literature on metric graphs in the computational geometry and computational topology is keep growing. In particular, metric graphs are one of the important tools for the shape comparison and the topological data analysis [28, 50, 6] and in the study of quantum graphs [32]. Furthermore, the class of metric graphs also includes metric trees, which feature prominently in phylogenetics.

Definition 4.15 ([13, Definition 3.2.11]). A metric graph is the result of gluing of a disjoint collection of segments $\{E_i\}$ and points $\{v_j\}$ (regarded with the length metric on the disjoint union) along with an equivalence relation $R$ defined on the union of the set $\{v_j\}$ and the set of the endpoints of the segments.

Alternatively, a metric graph can be regarded as a geodesic metric space which is homeomorphic to a topological graph. Note that any compact geodesic metric space can be approximated by finite graphs with respect to the Gromov-Hausdorff distance [13, Theorem 7.5.5].

Recall that a subset $Y$ of a metric space $(X,d_X)$ is said to be $\varepsilon$-net if $Y = \bigcup_{y \in Y} B_\varepsilon(y,X)$.

Definition 4.16 (metric entropy). Let $(X,d_X)$ be a totally bounded metric space. Then, given $\varepsilon > 0$, the metric entropy $N(\varepsilon,X)$ is the smallest $n$ such that there exists a $\varepsilon$-net $\{x_1, \ldots, x_n\}$ for $(X,d_X)$.

\(^{10}\)This is a standard fact which can be easily checked.
Then, we have the following result.

**Theorem 4.** If $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w$ satisfies $N(\varepsilon, X) \leq C \varepsilon^{-d}$ for some $d \in (0, 2)$, $C > 0$, and for all $\varepsilon \in (0, 1)$, then $\mathcal{R}_X$ is trace class. Hence, $\mathcal{X} \in \mathcal{M}_{tr}$.

We now apply this result to metric graphs. Similar consequences follow for certain fractal metric measure spaces such as those considered in [33].

**Corollary 4.17.** If $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w$ is a metric graph with uniform probability measure, then $\mathcal{X}$ belongs to $\mathcal{M}_{tr}$.

**Proof.** Since $\mathcal{X}$ is a metric graph with the uniform measure, $N(\varepsilon, X) \leq C \varepsilon^{-1}$ for some $C > 0$. Hence, if we apply Theorem 4, we are able to complete the proof.

In order to prove the above theorem, we need the following theorem from [23] relating traceability and metric entropy.

**Theorem 5** ([23, Theorem 1]). Let $\mathcal{X} = (X, d_X, \mu_X)$, $\mathcal{Y} = (Y, d_Y, \mu_Y) \in \mathcal{M}_w$ be two metric measure spaces, $K \in L^2(X \times Y, \mu_X \otimes \mu_Y)$ where

$$\mathcal{R} : L^2(\mu_Y) \rightarrow L^2(\mu_X)$$

is the integral operator generated by $K$, and $K_Y := \{K(\cdot, y) : y \in Y\} \subseteq L^2(\mu_X)$. Suppose $K$ is such that for some $M < \infty$ and $r < 2$, we have $N(\varepsilon, K_Y) \leq M \varepsilon^{-r}$ for any $0 < \varepsilon < 1$. Then $\mathcal{R}$ is trace class.

**Proof of Theorem 4.** First, observe that for any $x, x', x'' \in X$

$$K_X(x, x') - K_X(x, x'') = -\frac{1}{2} \left( d_X^2(x,x') - d_X^2(x,x'') - \int_X d_X^2(u,x') \, d\mu_X(u) + \int_X d_X^2(u,x'') \, d\mu_X(u) \right).$$

Hence, because of the triangle inequality and the factorization $a^2 - b^2 = (a + b)(a - b)$,

$$|K_X(x, x') - K_X(x, x'')| \leq 2 \text{diam}(X) \, d_X(x', x'')$$

for any $x, x', x'' \in X$. Hence, $K_X$ is a $(2 \text{diam}(X))$-Lipschitz function with respect to the second variable. Now, fix arbitrary $\varepsilon \in (0, 1)$. Then, from the assumption, we are able to choose $\{x_1, \ldots, x_N\} \subseteq X$ which is an $\varepsilon$-net of $X$ and $N \leq C \varepsilon^{-d}$.

Now, choose arbitrary $x' \in X$. Then, there exist $x_i$ such that $d_X(x', x_i) \leq \varepsilon$. Therefore,

$$\|K_X(\cdot, x') - K_X(\cdot, x_i)\|_{L^2(\mu_X)}^2 = \int_X |K_X(x, x') - K_X(x, x_i)|^2 \, d\mu_X(x) \leq 4 \text{diam}(X)^2 \, d_X(x', x_i)^2.$$ 

Hence, $\|K_X(\cdot, x') - K_X(\cdot, x_i)\|_{L^2(\mu_X)} \leq 2 \text{diam}(X) \, d_X(x', x_i) \leq 2 \text{diam}(X) \varepsilon$ which implies that $N(2 \text{diam}(X) \varepsilon, K_X(\cdot, x)) \leq N(\varepsilon, X) \leq C \varepsilon^{-d}$. Hence, finally,

$$N(\varepsilon, K_X(\cdot, X)) \leq N\left( \frac{\varepsilon}{2 \text{diam}(X)}, X \right) \leq C \cdot (2 \text{diam}(X))^d \cdot \varepsilon^{-d}.$$ 

So, by Theorem 5, $\mathcal{R}_X$ is trace class. \qed

5. **Traceability of CMDS on Higher Dimensional Spheres**

We will solve the eigenvalue problem for $\mathcal{R}_{S^{d-1}}$ when $d \geq 3$. For this, some standard results about spherical harmonics will be employed; these are collected in Appendix §C.

Since $S^{d-1}$ is two-point homogeneous, by Lemma 3.6 and Corollary 3.9, the eigenvalue problem mentioned above is equivalent to solving the following simpler eigenvalue problem:

(A) $-\frac{1}{2} \int_{S^{d-1}} d_{S^{d-1}}^2(u,v) \phi(v) \, d\text{vol}_{S^{d-1}}(v) = \lambda \phi(u)$ for any $u \in S^{d-1}$, and

(B) $\int_{S^{d-1}} \phi(u) \, d\text{vol}(u) = 0.$
This simplified problem can be completely solved via the Funk-Hecke theorem (cf. Theorem 6), as we describe next.

Below \( \mathbb{Y}_n^d \) denotes the space of spherical harmonics of order \( n \) in \( d \) dimensions\(^{11}\) and \( P_{n,d}(t) \) denotes the Legendre polynomial of degree \( n \) in \( d \) dimensions\(^{12}\). \( P_{n,d}(t) \) is characterized by the fact that the map \( (x_1, \ldots, x_d) \mapsto P_{n,d}(x_d) \) becomes a specific spherical harmonic of order \( n \) often called Legendre harmonic [4, Section 2.1.2].

We are ready to state our main tool for studying the output of the cMDS procedure on \( S^{d-1} \).

**Theorem 6** (Funk-Hecke theorem [4, Theorem 2.22]). Let \( d \geq 3 \) and \( n \geq 0 \) be given. If a real-valued measurable map \( f \) on \([-1,1]\) satisfies \( \int_{-1}^{1} \rho(t)(1-t^2)^{\frac{d-3}{2}} \, dt < \infty \), then the following Funk-Hecke formula holds
\[
\int_{S^{d-1}} f((u,v)) \, d\nu_{S^{d-1}}(v) = \kappa_{n,d,f} Y_n^d(u)
\]
for any \( u \in S^{d-1} \) and \( Y_n^d \in \mathbb{Y}_n^d \) where the real number \( \kappa_{n,d,f} \) is defined by
\[
\kappa_{n,d,f} := \int_{S^{d-1}} P_{n,d}(\rho) f((u,v)) \, d\nu_{S^{d-1}}(v) = \left| S^{d-2} \right| \int_{-1}^{1} P_{n,d}(t) f(t)(1-t^2)^{\frac{d-3}{2}} \, dt.
\]

In other words, \( \kappa_{n,d,f} \) is an eigenvalue and any \( Y_n^d \in \mathbb{Y}_n^d \) is a corresponding eigenfunction for the kernel \( (u,v) \mapsto f((u,v)) \). In particular, by choosing \( f(t) = \arccos^p(t) \) for a given \( p \in [1,\infty) \) we obtain the following result (w.r.t the normalized volume measure):

**Proposition 5.1.** Let \( d \geq 3 \), \( n \geq 0 \), and \( p \geq 1 \) be given. Then, for any \( u \in S^{d-1} \) and \( Y_n^d \in \mathbb{Y}_n^d \), the following equality holds
\[
\int_{S^{d-1}} \rho^p_{S^{d-1}}(u,v) Y_n^d(v) \, d\nu_{S^{d-1}}(v) = \tau_{n,d,p} Y_n^d(u)
\]
where \( \tau_{n,d,p} := \left| S^{d-2} \right| \int_{-1}^{1} P_{n,d}(t) \arccos^p(t)(1-t^2)^{\frac{d-3}{2}} \, dt \).

Note that \( \tau_{n,d,p} = \frac{1}{|S^{d-1}|} \kappa_{n,d,\arccos^p(\cdot)} \). As a corollary to Proposition 5.1, and because of (A) and (B) above, we obtain a formula for the nonzero eigenvalues of the cMDS operator \( \mathcal{R}_{S^{d-1}} \):

**Corollary 5.2.** Let \( d \geq 3 \) be given. Then, the multiset of the eigenvalues of \( \mathcal{R}_{S^{d-1}} \) consists of \( \{0 \} \) (with multiplicity \( 1 \)) and \( \{\lambda_{n,d}^{\infty} \}_{n=1}^{\infty} \) (each with multiplicity \( N_{n,d} \)) where
\[
\lambda_{n,d} := -\frac{\tau_{n,d,2}}{2} = -\frac{|S^{d-2}|}{2|S^{d-1}|} \int_{-1}^{1} P_{n,d}(t) \arccos^2(t)(1-t^2)^{\frac{d-3}{2}} \, dt \text{ for each } n \geq 1.
\]

Moreover, any spherical harmonic \( Y_n^d \in \mathbb{Y}_n^d \) is an eigenfunction of \( \mathcal{R}_{S^{d-1}} \) associated to the eigenvalue \( \lambda_{n,d} \) for each \( n \geq 1 \).

**Proof.** Fix \( n \geq 1 \) and choose an arbitrary spherical harmonic \( Y_n^d \in \mathbb{Y}_n^d \).

Observe that \( \int_{S^{d-1}} Y_n^d(u) \, d\nu_{S^{d-1}}(u) = 0 \) (cf. Corollary C.6) and
\[
-\frac{1}{2} \int_{S^{d-1}} \rho^2_{S^{d-1}}(\cdot,v) Y_n^d(v) \, d\nu_{S^{d-1}}(v) = -\frac{\tau_{n,d,2}}{2} Y_n^d(\cdot)
\]
holds by Proposition 5.1. By Lemma 3.6 this concludes that \( Y_n^d \) is an eigenfunction of \( \mathcal{R}_{S^{d-1}} \) associated to the eigenvalue \( \lambda_{n,d} \).

\(^{11}\)Any \( Y_n^d \in \mathbb{Y}_n^d \) is a real valued function defined on the sphere \( S^{d-1} \); see Definition C.2 for the definition of spherical harmonics. Also, the dimension of \( \mathbb{Y}_n^d \) is denoted by \( N_{n,d} \) which equals \( \frac{(2n+d-2)(n+d-3)!}{n!(d-2)!} = O(n^{d-2}) \) (see [4, (2.10),(2.12)]).

\(^{12}\)See Definition C.4 for the definition of Legendre polynomials.
It is well known that \( \bigcup_{n \geq 1} \{ Y_n^d \}_{j=1}^{N_{n,d}} \) together with \( \phi_0 \equiv 1 \) form an orthonormal basis of \( L^2(\text{vol}_{S^{d-1}}) \) where for each \( n \geq 1 \) \( \{ Y_{n,j}^d \}_{j=1}^{N_{n,d}} \) is an orthonormal basis of \( \mathbb{Y}_n^d \). With this fact and an argument similar to the one used in the proof of Proposition 4.9 (cf. equation (5)), one can easily verify that the multiplicity of the eigenvalue 0 is exactly 1, the multiplicity of the eigenvalue \( \lambda_{n,d} \) is exactly \( N_{n,d} \), and these are all possible eigenvalues of \( \mathbb{K}_{S^{d-1}} \).

In the following example we explicitly compute \( \lambda_{n,3} \) for small \( n \) via Corollary 5.2.

**Example 5.3.** When \( d = 3 \), by Corollary 5.2, the eigenvalues \( \lambda_{n,3} \) of \( \mathbb{K}_{S^2} \) have the expression:

\[
\lambda_{n,3} = -\frac{1}{4} \int_{-1}^{1} P_{n,3}(t) \arccos^2(t) \, dt.
\]

Since \( P_{1,3}(t) = t \), \( P_{2,3}(t) = \frac{3}{2} t^2 - \frac{1}{2} \), \( P_{3,3}(t) = \frac{5}{2} t^3 - \frac{3}{2} t \), and \( P_{4,3}(t) = \frac{35}{8} t^4 - \frac{15}{4} t^2 + \frac{3}{8} \), etc we have

\[
\lambda_{1,3} = \frac{\pi^2}{12}, \quad \lambda_{2,3} = -\frac{1}{9}, \quad \lambda_{3,3} = \frac{\pi^2}{250}, \quad \lambda_{4,3} = -\frac{4}{1025}, \quad \lambda_{5,3} = \frac{2}{1025}, \quad \lambda_{6,3} = -\frac{64}{1025}.
\]

From this calculation, one might conjecture that \( \lambda_{n,3} \) is positive for odd \( n \) and negative for even \( n \). This expectation turns out to be true, even for an arbitrary \( d \geq 3 \) (cf. Proposition 5.4).

### 5.1. Explicit formula for the eigenvalues of \( \mathbb{K}_{S^{d-1}} \) and consequences

In this section, we provide two results for \( \lambda_{n,d} \), the eigenvalues of \( \mathbb{K}_{S^{d-1}} \). These will help both establishing the traceability of \( \mathbb{K}_{S^{d-1}} \) and answering Conjecture 1.

First, Proposition 5.4 provides an expression of \( \lambda_{n,d} \) any \( n > 0 \) and any \( d \geq 3 \). Although this expression is rather complicated, since it has a form of series, from it we are able to deduce the useful fact that \( \lambda_{n,d} \) is positive for odd \( n \) and negative for even \( n \). This information about the sign of the eigenvalues is then crucially used to prove the traceability of \( \mathbb{K}_{S^{d-1}} \) (cf. Theorem 8).

**Proposition 5.4.** For any \( n > 0 \) and \( d \geq 3 \),

\[
\lambda_{n,d} = \begin{cases} 
\frac{\pi |S^{d-2}|}{2 |S^{d-1}|} \sum_{k=0}^{\infty} \frac{1}{2^k (2k)!} \frac{\Gamma(k+\frac{1}{2}) \Gamma(d-\frac{1}{2})}{\Gamma(k+n+\frac{1}{2})} & \text{if } n \text{ is odd} \\
-\frac{|S^{d-2}|}{2 |S^{d-1}|} \sum_{k=0}^{\infty} \left( \sum_{i,j:2(i+j+1)=n+2k} a_i a_j \right) \frac{\Gamma(k+\frac{1}{2}) \Gamma(d-\frac{1}{2})}{2^{2k} (2k)!} & \text{if } n \text{ is even}
\end{cases}
\]

where \( a_i := \frac{(2i)!}{2^{2i} (i!)^2 (2i+1)!} \) for integers \( i \geq 0 \). Thus, \( \lambda_{n,d} > 0 \) if \( n \) is odd and \( \lambda_{n,d} < 0 \) if \( n \) is even.

Secondly, Proposition 5.5 establishes a precise relationship between \( \lambda_{n,d} \) and \( \eta_{n,d} \) for odd \( n \) where \( \{ \eta_{n,d} \}_{n \geq 0} \) are the eigenvalues of the integral operator on \( L^2(\text{vol}_{S^{d-1}}) \) generated by the kernel \( (x,x') \mapsto d_{S^{d-1}}(x,x') \). Thanks to this connection, we can deduce (a) the precise relationship between the geodesic metric \( d_{S^{d-1}} \) and the Euclidean metric obtained after applying the cMDS embedding of \( S^{d-1} \) into \( \ell^2 \) (cf. Theorem 7) and (b) a closed-form expression for \( \lambda_{n,d} \) for odd \( n \) (cf. Corollary 5.11) by employing an explicit formula for \( \eta_{n,d} \) for odd \( n \) (cf. Lemma 5.10).

**Proposition 5.5.** For any \( d \geq 3 \) and odd \( n \geq 1 \), \( \lambda_{n,d} = -\frac{\pi}{2} \eta_{n,d} \).

Observe that \( \eta_{n,d} \) is equal to the value \( \tau_{n,d,1} \) given by Proposition 5.1. Hence,

\[
\eta_{n,d} = \frac{|S^{d-2}|}{|S^{d-1}|} \int_{-1}^{1} P_{n,d}(t) \arccos(t) (1-t^2)^{\frac{d-3}{2}} \, dt
\]

and that any \( Y_n^d \in \mathbb{Y}_n^d \) is an eigenfunction corresponding to \( \eta_{n,d} \). Therefore, we have the following expression for \( d_{S^{d-1}} \):

\[
d_{S^{d-1}}(x,x') = \sum_{n \geq 0} \eta_{n,d} \left( \sum_{j=1}^{N_{n,d}} Y_{n,j}^d(x) Y_{n,j}^d(x') \right) \quad \text{for any } x, x' \in S^{d-1}
\]
where \(\{Y^d_{n,j}\}_{j=1}^{N_{n,d}}\) is any orthonormal basis of \(\mathbb{Y}_n^d\). Actually, \(\eta_{n,d} = 0\) for even \(n \geq 1\).

**Lemma 5.6.** For any \(d \geq 3\) and even \(n \geq 1\), we have \(\eta_{n,d} = 0\)

Proposition 5.5 and Lemma 5.6 help in settling Conjecture 1.

**Theorem 7.** For any \(d \geq 3\), and \(u, v \in \mathbb{S}^{d-1}\),

\[
\|\Phi_{\mathbb{S}^{d-1}}(u) - \Phi_{\mathbb{S}^{d-1}}(v)\|^2 = \pi \cdot d_{\mathbb{S}^{d-1}}(u, v).
\]

**Proof.** Observe that, by Lemma 5.6 and equation (7),

\[
\text{Theorem 7.}
\]

For any \(u, v \in \mathbb{S}^{d-1}\),

\[
\text{Theorem 7.}
\]

\[
\|\Phi_{\mathbb{S}^{d-1}}(u) - \Phi_{\mathbb{S}^{d-1}}(v)\|^2 = \pi \cdot d_{\mathbb{S}^{d-1}}(u, v).
\]

\[
\text{Theorem 7.}
\]

Proof. Observe that, by Lemma 5.6 and equation (7),

\[
d_{\mathbb{S}^{d-1}}(u, v) = \eta_{0,d} + \sum_{\text{odd } n \geq 1} \eta_{n,d} \left( \sum_{j=1}^{N_{n,d}} Y^d_{n,j}(u) Y^d_{n,j}(v) \right)
\]

for any \(u, v \in \mathbb{S}^{d-1}\)

where \(\{Y^d_{n,j}\}_{j=1}^{N_{n,d}}\) is an orthonormal basis of \(\mathbb{Y}_n^d\) and \(N_{n,d} = \dim(\mathbb{Y}_n^d)\). In particular, if we choose \(u = v\), we obtain

\[
0 = \eta_{0,d} + \sum_{\text{odd } n \geq 1} \eta_{n,d} \left( \sum_{j=1}^{N_{n,d}} (Y^d_{n,j}(u))^2 \right) = \eta_{0,d} + \sum_{\text{odd } n \geq 1} \eta_{n,d} N_{n,d}
\]

since \(\left( \sum_{j=1}^{N_{n,d}} (Y^d_{n,j}(u))^2 \right) = N_{n,d}\) by the addition theorem (Theorem C.1).

Also, recall that

\[
\|\Phi_{\mathbb{S}^{d-1}}(u) - \Phi_{\mathbb{S}^{d-1}}(v)\|^2 = K_{\mathbb{S}^{d-1}}(u, u) + K_{\mathbb{S}^{d-1}}(v, v) - 2 K_{\mathbb{S}^{d-1}}(u, v)
\]

for any \(u, v \in \mathbb{S}^{d-1}\). Moreover, since \(\lambda_{n,d} > 0\) only for odd \(n\) by Proposition 5.4,

\[
K_{\mathbb{S}^{d-1}}(u, u) = \sum_{\text{odd } n \geq 1} \lambda_{n,d} \left( \sum_{j=1}^{N_{n,d}} (Y^d_{n,j}(u))^2 \right) = \sum_{\text{odd } n \geq 1} \lambda_{n,d} N_{n,d}
\]

where the the third equality holds by Proposition 5.5.

Similarly, \(K_{\mathbb{S}^{d-1}}(v, v) = -\frac{\pi}{2} \sum_{\text{odd } n \geq 1} \eta_{n,d} N_{n,d}\). Hence, via equation (9) we find:

\[
K_{\mathbb{S}^{d-1}}(u, u) + K_{\mathbb{S}^{d-1}}(v, v) = \pi \left( - \sum_{n \geq 1, \text{odd}} \eta_{n,d} N_{n,d} \right) = \pi \cdot \eta_{0,d}.
\]

Also,

\[
K_{\mathbb{S}^{d-1}}(u, v) = \sum_{\text{odd } n \geq 1} \lambda_{n,d} \left( \sum_{j=1}^{N_{n,d}} Y^d_{n,j}(u) Y^d_{n,j}(v) \right) = -\frac{\pi}{2} \sum_{n \geq 1, \text{odd}} \eta_{n,d} \left( \sum_{j=1}^{N_{n,d}} Y^d_{n,j}(u) Y^d_{n,j}(v) \right).
\]

Finally, one concludes that

\[
\|\Phi_{\mathbb{S}^{d-1}}(u) - \Phi_{\mathbb{S}^{d-1}}(v)\|^2 = \pi \left( \eta_{0,d} + \sum_{n \geq 1, \text{odd}} \eta_{n,d} \left( \sum_{j=1}^{N_{n,d}} Y^d_{n,j}(u) Y^d_{n,j}(v) \right) \right) = \pi \cdot d_{\mathbb{S}^{d-1}}(u, v)
\]

where the last equality holds because of equation (8).
Remark 5.7. Note that Theorem 7 implies that
\[ \delta(d - 1) := \text{dis}(S^{d-1}) = \left( \pi \text{diam}_1(S^{d-1}) - (\text{diam}_2(S^{d-1}))^2 \right)^{\frac{1}{2}}. \]
Also, observe that \( \text{diam}_1(S^{d-1}) = \frac{\pi}{2} \) (cf. [42, Example 5.7]) and \( \text{diam}_2(S^{d-1}) \rightarrow \text{diam}_1(S^{d-1}) = \frac{\pi}{2} \) as \( d \uparrow \infty \) via concentration of measure considerations. This suggests that \( \delta(\infty) = \frac{\pi}{2} \).

5.1.1. Proofs of Proposition 5.4 and Lemma 5.9. In order to prove Proposition 5.4, we need following lemmas.

Lemma 5.8. For any \( t \in [-1,1] \), \( \arccos(t) = \frac{\pi}{2} - \sum_{n=0}^{\infty} a_n x^{2n+1} \) where \( a_n := \frac{(2n)!}{2^{2n} (n!)^2} \). This implies, \( \arccos^2(t) = \frac{\pi^2}{4} - \pi \sum_{n=0}^{\infty} a_n x^{2n+1} + \sum_{n,m=0}^{\infty} a_n a_m x^{2(n+m+1)} \).

Lemma 5.9. For any \( n, m > 0 \), \( k \geq 0 \), and \( d \geq 3 \),
\[
\int_{-1}^{1} P_{n,d}(t) t^n (1-t^2)^{\frac{d-3}{2}} \, dt = \begin{cases} 
0 & \text{if the parities of } n, m \text{ are different} \\
0 & \text{if the parities of } n, m \text{ are the same, and } n > m \\
\pi \int_{-1}^{1} P_{n,d}(t) t^{2i+1}(1-t^2)^{\frac{d-3}{2}} \, dt & \text{if the parity of } n, m \text{ are the same, and } m = n + 2k.
\end{cases}
\]

Now we are ready to prove Proposition 5.4.

Proof of Proposition 5.4. By Corollary 5.2 and Lemma 5.8,
\[
\lambda_{n,d} = -\frac{|S^{d-2}|}{2|S^{d-1}|} \int_{-1}^{1} P_{n,d}(t) \arccos^2(t)(1-t^2)^{\frac{d-3}{2}} \, dt
= -\frac{|S^{d-2}|}{2|S^{d-1}|} \left( \frac{\pi^2}{4} \int_{-1}^{1} P_{n,d}(t) (1-t^2)^{\frac{d-3}{2}} \, dt - \pi \sum_{i=0}^{\infty} a_i \int_{-1}^{1} P_{n,d}(t) t^{2i+1}(1-t^2)^{\frac{d-3}{2}} \, dt \right)
+ \sum_{i,j=0}^{\infty} a_i a_j \int_{-1}^{1} P_{n,d}(t) t^{2(i+j+1)}(1-t^2)^{\frac{d-3}{2}} \, dt.
\]

Also, \( \int_{-1}^{1} P_{n,d}(t)(1-t^2)^{\frac{d-3}{2}} \, dt = 0 \) for any \( n > 0 \) by item (5) of Lemma C.7, which implies that the first term vanishes.

If \( n \) is odd, \( \int_{-1}^{1} P_{n,d}(t)t^{2(i+j+1)}(1-t^2)^{\frac{d-3}{2}} \, dt = 0 \) and \( \int_{-1}^{1} P_{n,d}(t)t^{2i+1}(1-t^2)^{\frac{d-3}{2}} \, dt = 0 \) if \( 2i+1 < n \) by Lemma 5.9. Also, for any \( k \geq 0 \),
\[
\int_{-1}^{1} P_{n,d}(t)t^{n+2k}(1-t^2)^{\frac{d-3}{2}} \, dt = \frac{(n+2k)!}{2^n(2k)!} \frac{\Gamma(k+\frac{1}{2})\Gamma(d-\frac{1}{2})}{\Gamma(k+n+\frac{d}{2})}
\]
by Lemma 5.9. Therefore,
\[
\lambda_{n,d} = \frac{\pi |S^{d-2}|}{2|S^{d-1}|} \sum_{k=0}^{\infty} \frac{a_{n+2k-1}}{2^n(2k)!} \frac{(n+2k)!}{\Gamma(k+n+\frac{d}{2})} > 0.
\]

If \( n \) is even, \( \int_{-1}^{1} P_{n,d}(t)t^{2i+1}(1-t^2)^{\frac{d-3}{2}} \, dt = 0 \) and \( \int_{-1}^{1} P_{n,d}(t)t^{2(i+j+1)}(1-t^2)^{\frac{d-3}{2}} \, dt = 0 \) if \( 2(i+j+1) < n \) by Lemma 5.9. Also, for any \( k \geq 0 \),
\[
\int_{-1}^{1} P_{n,d}(t)t^{n+2k}(1-t^2)^{\frac{d-3}{2}} \, dt = \frac{(n+2k)!}{2^n(2k)!} \frac{\Gamma(k+\frac{1}{2})\Gamma(d-\frac{1}{2})}{\Gamma(k+n+\frac{d}{2})}
\]
by Lemma 5.9. Therefore,
\[
\lambda_{n,d} = -\frac{|S^{d-2}|}{2|S^{d-1}|} \sum_{k=0}^{\infty} \left( \sum_{i,j:2(i+j+1)=n+2k} a_i a_j \right) \frac{(n+2k)!}{2^n(2k)!} \frac{\Gamma(k+\frac{1}{2})\Gamma(d-\frac{1}{2})}{\Gamma(k+n+\frac{d}{2})} < 0.
\]
\[\square\]
Proof of Lemma 5.9. We carry out a case-by-case analysis.

(1) If the parities of $n$, $m$ are different: Then, by item (4) of Lemma C.7 and the parity assumption, $P_{n,d}(t)^m (1 - t^2)^{d/2}$ is odd function. So, $\int_{-1}^1 P_{n,d}(t)^m (1 - t^2)^{d/2} dt = 0$.

(2) If the parities of $n, m$ are the same, and $n > m$: It is easy to show that $t^m = \sum_{k=0}^m b_k P_{k,d}(t)$ since each $P_{k,d}(t)$ is a degree $k$ polynomial on $t$. So, by orthogonality (see item (6) of Lemma C.7) and $n > m$, we have

$$\int_{-1}^1 P_{n,d}(t)^m (1 - t^2)^{d/2} dt = 0.$$ 

(3) If the parities of $n, m$ are the same, and $m = n + 2k$: Recall the Rodrigues representation formula (see item (3) of Lemma C.7):

$$P_{n,d}(t) = (-1)^n R_{n,d}(1 - t^2)^{\frac{d-1}{2}} \left(\frac{d}{dt} \right)^n (1 - t^2)^{n + \frac{d-1}{2}}$$

where $R_{n,d} = \frac{\Gamma\left(\frac{d-1}{2}\right)}{2^{n} \Gamma\left(n + \frac{d-1}{2}\right)}$. Therefore,

$$\int_{-1}^1 P_{n,d}(t)^{n+2k} (1 - t^2)^{\frac{d-1}{2}} dt = (-1)^n R_{n,d} \int_{-1}^1 \left(\frac{d}{dt} \right)^n (1 - t^2)^{n + \frac{d-1}{2}} l^{n+2k} dt$$

$$= R_{n,d} \frac{(n + 2k)!}{(2k)!} \int_{-1}^1 (1 - t^2)^{n + \frac{d-1}{2}} l^{2k} dt \quad (\because \text{integration by parts } n \text{ times})$$

$$= R_{n,d} \frac{(n + 2k)!}{(2k)!} \int_{0}^1 (1 - s)^{n + \frac{d-1}{2}} s^{k - \frac{1}{2}} ds$$

$$= R_{n,d} \frac{(n + 2k)!}{(2k)!} B \left( k + \frac{1}{2}, n + \frac{d-1}{2} \right)$$

where $B(x, y) := \frac{\Gamma(x) \Gamma(y)}{\Gamma(x + y)}$ represents the Beta function (see [4, 1.14]). Hence,

$$\int_{-1}^1 P_{n,d}(t)^{n+2k} (1 - t^2)^{\frac{d-1}{2}} dt = R_{n,d} \frac{(n + 2k)! \Gamma\left(k + \frac{1}{2}\right) \Gamma\left(n + \frac{d-1}{2}\right)}{(2k)! \Gamma\left(k + n + \frac{d-1}{2}\right)} = \frac{(n + 2k)! \Gamma\left(k + \frac{1}{2}\right) \Gamma\left(\frac{d-1}{2}\right)}{2^n (2k)! \Gamma\left(k + n + \frac{d-1}{2}\right)}.$$ 

5.1.2. Proofs of Proposition 5.5 and Lemma 5.6.

Proof of Proposition 5.5. Recall that, by Corollary 5.2 and equation (6),

$$\lambda_{n,d} = \frac{\|S^d\|^2}{2\|\mathbb{S}^{d-1}\|} \int_{-1}^1 P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} dt$$

and $\eta_{n,d} = \frac{\|S^d\|^2}{2\|\mathbb{S}^{d-1}\|} \int_{-1}^1 P_{n,d}(t) \arccos(t)(1 - t^2)^{\frac{d-3}{2}} dt$.

Since $n$ is odd, $P_{n,d}(-t) = -P_{n,d}(t)$ (cf. item (4) of Lemma C.7) for $t \in [-1, 1]$. Hence,

$$\int_{-1}^1 P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} dt$$

$$= \left( \int_{0}^1 P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} dt - \int_{-1}^0 P_{n,d}(t) \arccos^2(-t)(1 - t^2)^{\frac{d-3}{2}} dt \right)$$

$$= \left( \int_{0}^1 P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} dt - \int_{0}^1 P_{n,d}(t)(\pi - \arccos(t))^2(1 - t^2)^{\frac{d-3}{2}} dt \right)$$

$$= -\pi^2 \int_{0}^1 P_{n,d}(t)(1 - t^2)^{\frac{d-3}{2}} dt + 2\pi \int_{0}^1 P_{n,d}(t) \arccos(t)(1 - t^2)^{\frac{d-3}{2}} dt.$$
Also,

\[
\int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt \\
= \int_{0}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt - \int_{0}^{1} P_{n,d}(t) \arccos(-t)(1-t^2)^{\frac{d-3}{2}} \, dt \\
= \int_{0}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt - \int_{0}^{1} P_{n,d}(t)(\pi - \arccos(-t))(1-t^2)^{\frac{d-3}{2}} \, dt \\
= 2 \int_{0}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt - \pi \int_{0}^{1} P_{n,d}(t)(1-t^2)^{\frac{d-3}{2}} \, dt.
\]

Hence,

\[
\int_{0}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt = \frac{1}{2} \left( \int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt + \pi \int_{0}^{1} P_{n,d}(t)(1-t^2)^{\frac{d-3}{2}} \, dt \right).
\]

Therefore,

\[
\int_{-1}^{1} P_{n,d}(t) \arccos^2(t)(1-t^2)^{\frac{d-3}{2}} \, dt = \pi \int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt.
\]

This implies that \(\lambda_{n,d} = -\frac{\pi}{2} \eta_{n,d}\), as we required. \(\square\)

**Proof of Lemma 5.6.** Recall from equation (6) that \(\eta_{n,d} = \frac{|S^{d-2}|}{|S^{d-1}|} \int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt\). Also, note that \(P_{n,d}(-t) = P_{n,d}(t)\) for any \(t \in [-1, 1]\) by item (4) of Lemma C.7. Hence,

\[
\int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt = \int_{-1}^{1} P_{n,d}(-u) \arccos(-u)(1-u^2)^{\frac{d-3}{2}} \, du \text{ (by substituting } u = -t) \\
= \int_{-1}^{1} P_{n,d}(u)(\pi - \arccos(u))(1-u^2)^{\frac{d-3}{2}} \, du \\
= - \int_{-1}^{1} P_{n,d}(u) \arccos(1-u)(1-u^2)^{\frac{d-3}{2}} \, du \text{ (} ∴ \text{ item (6) of Lemma C.7).}
\]

Hence, \(\int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} \, dt = 0\) so that \(\eta_{n,d} = 0\). \(\square\)

**5.1.3. A closed-form expression for the positive eigenvalues of \(\mathcal{R}_{S^{d-1}}\).** As another application of Proposition 5.5, we obtain a closed-form expression for \(\lambda_{n,d}\) for odd \(n \geq 1\). We need the following lemma whose proof is given in Appendix §A.2.

**Lemma 5.10.** For any \(d \geq 3\) and odd \(n \geq 1\), we have \(\eta_{n,d} = -\frac{\pi^{\frac{d-1}{2}} n!\Gamma(d)\Gamma(n)}{n^{2}\Gamma(\frac{n+d}{2})^{2}|S^{d-1}|}\).

**Corollary 5.11** (formula for positive eigenvalues of \(\mathcal{R}_{S^{d-1}}\)). For any \(d \geq 3\) and odd \(n \geq 1\), we have

\[
\lambda_{n,d} = \frac{\pi^{\frac{d-1}{2}} n!\Gamma(d)\Gamma(n)}{n^{2}\Gamma(\frac{n+d}{2})^{2}|S^{d-1}|}.
\]

**Remark 5.12.** Observe that although the formula for \(\lambda_{n,d}\) given by Proposition 5.4 is very intricate, Corollary 5.11 provides an explicit expression \(\lambda_{n,d}\) for odd \(n\) without evaluating the formula.

**Remark 5.13.** Observe that, by item (2) of Proposition 3.25, Remark 5.7, and Theorem 7,

\[
\text{Tr}_{\text{neg}}(\mathcal{R}_{S^{d-1}}) = \frac{(\text{dis}(S^{d-1}))^{2}}{2} = \frac{\pi}{2} \text{diam}_{1}(S^{d-1}) - \frac{1}{2} (\text{diam}_{2}(S^{d-1}))^{2} = \frac{\pi^{2}}{4} - \frac{1}{2} (\text{diam}_{2}(S^{d-1}))^{2}.
\]
As an application of the above fact, we can verify that, despite the apparent complexity of equation (10), evaluating the series of $\lambda_{n,d}$ for odd $n \geq 1$ given in Corollary 5.11 becomes very simple; note that $\text{Tr}(\mathcal{R}_{d-1}) = \sum_{n \geq 1} \lambda_{n,d} - \text{Tr}_{\text{neg}}(\mathcal{R}_{d-1}) = \frac{1}{2} (\text{diam}_2(\mathcal{X}))^2$ (cf. Remark 3.19). Hence, the sum of the positive eigenvalues of $\mathcal{R}_{d-1}$ is,

$$
\sum_{\text{odd } n \geq 1} \lambda_{n,d} = \frac{1}{2} (\text{diam}_2(\mathcal{X}))^2 + \text{Tr}_{\text{neg}}(\mathcal{R}_{d-1}) = \frac{\pi^2}{4}.
$$

Moreover, with this we can also establish that $\text{diam}_2(\mathcal{S}^{d-1})$ does not depend on $d$:

$$
\text{diam}_2(\mathcal{S}^{d-1}) = \sqrt{2} \text{Tr}(\mathcal{R}_{d-1}) = \sqrt{2} \sum_{\text{odd } n \geq 1} \lambda_{n,d} = \frac{\pi}{\sqrt{2}}.
$$

5.2. Traceability of $\mathcal{R}_{d-1}$. We already know that $\mathcal{R}_{3}$ is trace class. In this section, we establish the traceability of $\mathcal{R}_{d-1}$ for any $d \geq 3$. A strategy exploiting the so called Poisson identity for Legendre polynomials (cf. item (7) of Lemma C.7) leads to a successful approach (see the proof of Theorem 8 in page 36). First, we need the following technical lemma.

**Lemma 5.14.** Suppose a positive integer $d \geq 3$ is given. Then,

$$
\int_{-1}^{1} \frac{\arccos^2(t)(1 - t^2)^{d-3}}{(1 + r^2 + 2rt)^{\frac{d}{2}}} \, dt \in \left[0, \frac{2\pi^2}{1 - r^2}\right] \text{ for each } r \in (0, 1).
$$

With this we can the following theorem.

**Theorem 8.** For any $d \geq 3$, $\mathcal{R}_{d-1}$ is trace class.

**Proof.** Proving that $\mathcal{R}_{d-1}$ is trace class is equivalent to showing that $\|\mathcal{R}_{d-1}\|_1 = \sum_{n=1}^{\infty} |\lambda_{n,d}| N_{n,d} < \infty$ (see Theorem B.8). Fix arbitrary $r \in (0, 1)$. Then,

$$
\sum_{n=1}^{\infty} |\lambda_{n,d}| N_{n,d} r^n
$$

$$
= -\sum_{n=1}^{\infty} \lambda_{n,d} (-r)^n N_{n,d} \quad (\because \lambda_{n,d} > 0 \text{ for odd } n \text{ and } \lambda_{n,d} < 0 \text{ for even } n \text{ by Proposition 5.4})
$$

$$
= \frac{|\mathcal{S}^{d-2}|}{2|\mathcal{S}^{d-1}|} \sum_{n=1}^{\infty} \int_{-1}^{1} P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} (-r)^n N_{n,d} \, dt
$$

$$
= \frac{|\mathcal{S}^{d-2}|}{2|\mathcal{S}^{d-1}|} \left( \sum_{n=0}^{\infty} \int_{-1}^{1} P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} (-r)^n N_{n,d} \, dt - \int_{-1}^{1} \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} \, dt \right)
$$

$$
= \frac{|\mathcal{S}^{d-2}|}{2|\mathcal{S}^{d-1}|} \sum_{n=0}^{\infty} \int_{-1}^{1} P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} (-r)^n N_{n,d} \, dt - \frac{1}{2} (\text{diam}_2(\mathcal{S}^{d-1}))^2
$$

$$
= \frac{|\mathcal{S}^{d-2}|}{2|\mathcal{S}^{d-1}|} \int_{-1}^{1} \sum_{n=0}^{\infty} P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} (-r)^n N_{n,d} \, dt - \frac{1}{2} (\text{diam}_2(\mathcal{S}^{d-1}))^2
$$

Here, note that the last equality holds by the dominated convergence theorem since, by item (7) of Lemma C.7 and Lemma 5.14, the series

$$
\sum_{n=0}^{k} P_{n,d}(t) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}} (-r)^n N_{n,d} \quad k \to \infty \quad \frac{(1 - r^2) \arccos^2(t)(1 - t^2)^{\frac{d-3}{2}}}{(1 + r^2 + 2rt)^{\frac{d}{2}}} \ \text{uniformly}
$$

$$
\int_{-1}^{1} \frac{1}{1 + r^2 + 2rt} \, dt = \frac{\pi}{\sqrt{2}(1 - r^2)}.
$$
where the limit function is non-negative and integrable. Then,

\[
\frac{|S^d| - 2}{|S^d| - 1} \int_{-1}^{1} \sum_{n=0}^{\infty} P_n(t) \arccos^2(t)(1 - t^2)^{-\frac{d-3}{2}}(-r)^n N_{n,d} \, dt - \frac{1}{2}(\text{diam}_2(S^{d-1}))^2
\]

\[
= \frac{|S^d| - 2}{|S^d| - 1} \int_{-1}^{1} (1 - r^2) \arccos^2(t)(1 - t^2)^{-\frac{d-3}{2}} \, dt - \frac{1}{2}(\text{diam}_2(S^{d-1}))^2
\]

\[
\leq \frac{|S^d| - 2}{|S^d| - 1} - \frac{1}{2}(\text{diam}_2(S^{d-1}))^2 \quad (\because \text{Lemma 5.14}).
\]

Let \(C_d := \frac{|S^d| - 2}{|S^d| - 1} - \frac{1}{2}(\text{diam}_2(S^{d-1}))^2 > 0\). We have proved \(\sum_{n=1}^{\infty} |\lambda_{n,d}| N_{n,d} r^n < C_d\) for every \(r \in (0, 1)\).

Now, to obtain a contradiction, suppose \(\sum_{n=1}^{\infty} |\lambda_{n,d}| N_{n,d} = \infty\) and choose a positive integer \(m > 0\) such that \(\sum_{n=1}^{m} |\lambda_{n,d}| N_{n,d} > 2C_d\). Also, choose \(r \in (0, 1)\) so that \(r > 2^{-\frac{1}{m}}\). Then,

\[
\sum_{n=1}^{\infty} |\lambda_{n,d}| N_{n,d} r^n \geq \sum_{n=1}^{m} |\lambda_{n,d}| N_{n,d} r^n \geq \left(\sum_{n=1}^{m} |\lambda_{n,d}| N_{n,d}\right) r^m > 2C_d r^m > C_d,
\]

which is a contradiction. Hence, \(\sum_{n=1}^{\infty} |\lambda_{n,d}| N_{n,d} < \infty\) as we required. \(\square\)

**Proof of Lemma 5.14.** Observe that \(\arccos^2(t), (1 - t^2), (1 + r^2 + 2rt) \geq 0\) for any \(r \in (0, 1)\) and \(t \in [-1, 1]\). So, obviously \(\int_{-1}^{1} \frac{\arccos^2(t)(1 - t^2)^{-\frac{d-3}{2}}}{(1 + r^2 + 2rt)^{\frac{d}{2}}} \, dt \geq 0\). Moreover,

\[
\int_{-1}^{1} \arccos^2(t)(1 - t^2)^{-\frac{d-3}{2}} \, dt \leq \pi^2 \int_{-1}^{1} \frac{(1 - t^2)^{-\frac{d-3}{2}}}{(1 + r^2 + 2rt)^{\frac{d}{2}}} \, dt \quad (\because \arccos(t) \in [0, \pi])
\]

\[
\leq \pi^2 \int_{-1}^{1} \frac{(1 + r^2 + 2rt)^{-\frac{d-3}{2}}}{(1 + r^2 + 2rt)^{\frac{d}{2}}} \, dt \quad (\because 1 - t^2 \leq 1 + r^2 + 2rt)
\]

\[
= \pi^2 \int_{-1}^{1} \frac{1}{(1 + r^2 + 2rt)^{\frac{d}{2}}} \, dt
\]

which equals \(\frac{2\pi^2}{1 - r^2}\), as we wanted. \(\square\)

### 5.3. Metric transforms of \(S^2\)

In this section, we introduce a family of metrics on \(S^2\) all of which ensure the traceability of their respective cMDs operators.

Suppose \(f : [-1, 1] \to \mathbb{R}\) is an almost everywhere (with respect to the Lebesgue measure) smooth function such that

\[
d_f : S^2 \times S^2 \to \mathbb{R} \text{ s.t. } (u, v) \mapsto f(\langle u, v \rangle)
\]

becomes a metric on \(S^2\) compatible with the standard topology of \(S^2\). Then, this leads to considering the metric measure space \(\mathcal{S}_S^2 := (S^2, d_f, \text{vol}_{S^2})\) where the metric on the sphere is now given by \(d_f\) instead of the usual Euclidean or geodesic metrics. Let \(M(\mathcal{S}_S^2)\) denote the set of all maps \(f : [-1, 1] \to \mathbb{R}\) satisfying the above properties. Some examples of \(f\) in \(M(\mathcal{S}_S^2)\) are given snowflake transforms of the Euclidean or geodesic distance on \(S^2\):

- \(f(t) = (\arccos(t))^\frac{1}{p}\) for \(p \geq 1\) (if \(p = 1, d_f\) is the geodesic metric on \(S^2\)).
- \(f(t) = (\sqrt{2} - 2t)^\frac{1}{p}\) for \(p \geq 1\) (if \(p = 1, d_f\) is the Euclidean metric on \(S^2\) inherited from \(\mathbb{R}^d\) for any \(d \geq 2\)).
Moreover, as in Corollary 5.2, we can verify that any spherical harmonic \( Y_n^3 \in \mathbb{R}^3 \) is an eigenfunction of \( R_{t_f} \) for the eigenvalue

\[
\lambda_{n,3}^f := -\frac{|S^1|}{2|S^2|} \int_{-1}^1 P_{n,3}(t)f^2(t) \, dt.
\]

Theorem 9 below follows by estimating the rate of convergence of \( |\lambda_{n,3}^f| \) to 0 with respect to \( n \) (cf. Lemma 5.16). For each \( f \in M(S^2) \), we define the following map:

\[ D_f : S^2 \to \mathbb{R} \text{ s.t. } u \mapsto d_f^2(e_3, u) \text{ where } e_3 := (0, 0, 1). \]

Below, \( \Delta \) denotes the Laplace-Beltrami operator on \( S^2 \).

**Theorem 9.** Let \( f \in M(S^2) \) and \( \delta \in (0, 1) \) be s.t. \( \| \Delta D_f \|_{L^{1+\delta}(\text{vol}_{S^2})} < \infty \). Then \( S_f^2 \in \mathcal{M}^\text{tr}_w \).

**Example 5.15.** As an application of Theorem 9, we verify that \( S_f^2 \in \mathcal{M}^\text{tr}_w \) when \( f(t) = \arccos(t) \) (so that \( d_f = d_{S^2} \) and we recover Theorem 8 for the case when \( d = 3 \)) and \( f(t) = (2 - 2t)^{\frac{1}{4}} \) (so that \( d_f \) is the square root of the Euclidean metric). See §5.3.2 below for details.

Note that the definitions of \( d_f, S_f^{d-1} \), and \( M(S^{d-1}) \) can be extended to the case of an arbitrary \( d \geq 3 \). Unfortunately, though, for \( d \geq 4 \) the argument given in the proof of Lemma 5.16 does not provide a fast enough rate of convergence to 0 which could help establish the traceability of the cMDS operator of \( S_f^{d-1} \) for an arbitrary \( f \in M(S^{d-1}) \). Moreover, the argument via the Poisson identity used in Theorem 8 does not seem applicable to the study \( S_f^{d-1} \) for an arbitrary \( f \in M(S^{d-1}) \) for \( d \geq 4 \). The general classification of \( f \) such that \( S_f^{d-1} \in \mathcal{M}^\text{tr}_w \) is currently not known. Related questions can be traced back to some classical papers by Von Neumann and Schoenberg such as [58].

5.3.1. **Proof of Theorem 9.** We need the following lemma for proving Theorem 9.

**Lemma 5.16.** Suppose \( S_f^2 \in \mathcal{M}_w \) is given for a map \( f : [-1, 1] \to \mathbb{R} \). Then, for any \( \delta \in (0, 1) \), there exists a constant \( C_\delta > 0 \) such that

\[
|\lambda_{n,3}^f| \leq C_\delta \frac{\| \Delta F(u) \|_{L^{1+\delta}(\text{vol}_{S^2})}}{n(n+1)} N_{n,3} \text{ for all } n \geq 1
\]

where

\[ F : S^2 \to \mathbb{R} \text{ s.t. } u \mapsto d_f^2(e_3, u). \]

**Proof of Theorem 9.** Choose \( \delta \in (0, 1) \) such that \( \| \Delta F \|_{L^{1+\delta}(\text{vol}_{S^2})} < \infty \). Since by Lemma 5.16, we know

\[
|\lambda_{n,3}^f| \leq C_\delta \frac{\| \Delta F(u) \|_{L^{1+\delta}(\text{vol}_{S^2})}}{n(n+1)} N_{n,3}^{-\frac{1}{1+\delta}},
\]

we have

\[
\sum_{n=1}^{\infty} N_{n,3} |\lambda_{n,3}^f| \leq \sum_{n=1}^{\infty} C_\delta \frac{\| \Delta F(u) \|_{L^{1+\delta}(\text{vol}_{S^2})}}{n(n+1)} N_{n,3}^{1-\frac{1}{1+\delta}}.
\]

But, since \( N_{n,3} = 2n + 1 \),

\[
\frac{N_{n,3}^{-\frac{1}{1+\delta}}}{(n+1)^{1/2}} = O(n^{1/2})
\]

since \( \frac{1}{1+\delta} - 2 < -1 \), we conclude that \( \sum_{n=1}^{\infty} \frac{N_{n,3} |\lambda_{n,3}^f|}{n(n+1)} \) converges so that \( R_{t_f} \) is trace class.

**Proof of Lemma 5.16.** By equation (11),

\[
\lambda_{n,3}^f = -\frac{|S^1|}{2|S^2|} \int_{-1}^1 P_{n,3}(t)f^2(t) \, dt = -\frac{1}{2|S^2|} \int_{S^2} P_{n,3}(\langle e_3, u \rangle) F(u) \text{ dvol}_{S^2}(u).
\]
Observe that, for any $\delta \in (0, 1)$,

$$|\lambda_{n,3}^f| = \frac{1}{2|S^2|} \left| \int_{S^2} P_{n,3}(\langle e_3 \cdot u \rangle)F(u) \, d\text{vol}_{2}(u) \right|$$

$$= \frac{1}{2(n+1)|S^2|} \left| \int_{S^2} \langle \nabla u P_{n,3}(\langle e_3 \cdot u \rangle), \nabla F(u) \rangle \, d\text{vol}_{2}(u) \right| \quad \text{(\because item (9) of Lemma C.7)}$$

$$= \frac{1}{2(n+1)|S^2|} \left| \int_{S^2} P_{n,3}(\langle e_3 \cdot u \rangle) \Delta F(u) \, d\text{vol}_{2}(u) \right| \quad \text{(\because item (8) of Lemma C.7)}$$

$$\leq \frac{1}{2(n+1)|S^2|} \| P_{n,3}(\langle e_3 \cdot u \rangle) \Delta F(u) \|_{L^1(\text{vol}_{2})} \tag{12}$$

$$\leq \frac{1}{2(n+1)|S^2|} \| P_{n,3}(\langle e_3 \cdot u \rangle) \|_{L^{1+\frac{1}{\delta}}(\text{vol}_{2})} \cdot \| \Delta F(u) \|_{L^{1+\delta}(\text{vol}_{2})} \quad \text{(\because Holder's inequality)}$$

where the second and third equality make sense because $f$ is smooth almost everywhere so that $\nabla F$ and $\Delta F$ are well-defined almost everywhere on $S^2$. Moreover, note that

$$\int_{S^2} |P_{n,3}(\langle e_3, u \rangle)|^{1+\frac{1}{\delta}} \, d\text{vol}_{2}(u) = \int_{S^2} |P_{n,3}(\langle e_3, u \rangle)|^2 \cdot |P_{n,3}(\langle e_3, u \rangle)|^{1-\frac{1}{\delta}} \, d\text{vol}_{2}(u)$$

$$\leq \int_{S^2} |P_{n,3}(\langle e_3, u \rangle)|^2 \, d\text{vol}_{2}(u) \quad \text{(\because item (1) of Lemma C.7)}$$

$$= \frac{|S^2|}{N_{n,3}} \quad \text{(\because item (2) of Lemma C.7)}.$$

This implies that $\| P_{n,3}(\langle e_3 \cdot u \rangle) \|_{L^{1+\frac{1}{\delta}}(\text{vol}_{2})} \leq C_{\delta} N_{n,3}^{-\frac{1}{1+\frac{1}{\delta}}} \frac{1}{n(n+1)}$ for some positive constant $C_{\delta} > 0$. Finally, from equation (12) we conclude that

$$|\lambda_{n,3}^f| \leq \frac{C'_{\delta} \| \Delta F(u) \|_{L^{1+\delta}(\text{vol}_{2})}}{n(n+1)} N_{n,3}^{-\frac{1}{1+\frac{1}{\delta}}} \text{ for some } C'_{\delta} > 0.$$

\[\square\]

5.3.2. Details about Example 5.15. The example hinges on the following two claims.

Claim 3. If $f(t) = \arccos(t)$, then $S^2_f \in \mathcal{M}^{1\alpha}_{w}.$

Claim 4. If $f(t) = (2 - 2t)^\frac{1}{2}$, then $S^2_f \in \mathcal{M}^{1\alpha}_{w}.$

Lemma 5.17. For any $d \geq 3$, $\Delta d_{2d-1}(e_d, \cdot)(u) = -(d-2) \cdot \cot d_{2d-1}(e_d, u)$ for any $u = (u_1, \cdots, u_d) \in S^{d-1} \setminus \{e_d, -e_d\}$ where $e_d = (0, \cdots, 0, 1) \in S^{d-1}$ is the north pole of $S^{d-1}$.

The proof of Lemma 5.17 is relegated to Appendix §A.3.

Proof of Claim 3. Fix an arbitrary $\delta \in (0, 1)$. Since $d_f = d_{S^2}$, observe that

$$\Delta D_f = \Delta d_{2d}^2(e_3, \cdot) = \nabla \cdot \nabla d_{S^2}^2(e_3, \cdot) = 2\nabla \cdot (d_{S^2}(e_3, \cdot) \nabla d_{S^2}(e_3, \cdot))$$

$$= 2(\| \nabla d_{S^2}(e_3, \cdot) \|^2 + d_{S^2}(e_3, \cdot) \Delta d_{S^2}(e_3, \cdot)).$$
Also, since $d_{S^2}(e_3, \cdot)$ is 1-Lipschitz, $\|\nabla d_{S^2}(e_3, \cdot)\| \leq 1$ a.e.. Moreover,
\[
\int_{S^2} |d_{S^2}(e_3, u) \Delta d_{S^2}(e_3, u)|^{(1+\delta)} \, d \text{vol}_{S^2}(u) = \int_{S^2} |d_{S^2}(e_3, u) \cot d_{S^2}(e_3, u)|^{(1+\delta)} \, d \text{vol}_{S^2}(u) \quad (\because \text{Lemma 5.17}) \\
= |S^1| \int_{0}^{\pi} |\theta \cot \theta|^{1+\delta} \sin \theta \, d\theta \\
= |S^1| \int_{0}^{\pi} \frac{\theta^{1+\delta} \cos \theta|^{1+\delta}}{(\sin \theta)^{\delta}} \, d\theta.
\]

Let’s bound $\int_{0}^{\pi} \frac{\theta^{1+\delta} \cos \theta|^{1+\delta}}{(\sin \theta)^{\delta}} \, d\theta$. Observe that,
\[
\int_{0}^{\frac{\pi}{2}} \frac{\theta^{1+\delta} \cos \theta|^{1+\delta}}{(\sin \theta)^{\delta}} \, d\theta \leq \int_{0}^{\frac{\pi}{2}} \frac{\theta^{1+\delta}}{(\sin \theta)^{\delta}} \, d\theta \quad (\because \cos \theta \in [-1, 1]) \\
\leq \int_{0}^{\frac{\pi}{2}} \theta \left(\frac{\pi}{2}\right)^{\delta} \, d\theta \quad (\because \frac{\theta}{\sin \theta} \leq \frac{\pi}{2}) < \infty,
\]
and
\[
\int_{\frac{\pi}{2}}^{\pi} \frac{\theta^{1+\delta} \cos \theta|^{1+\delta}}{(\sin \theta)^{\delta}} \, d\theta \leq \pi^{1+\delta} \int_{\frac{\pi}{2}}^{\pi} \frac{\cos \theta}{(\sin \theta)^{\delta}} \, d\theta \quad (\because \cos \theta \in [-1, 1]) \\
= -\pi^{1+\delta} \int_{\frac{\pi}{2}}^{\pi} \frac{\cos \theta}{(\sin \theta)^{\delta}} \, d\theta = \pi^{1+\delta} \int_{0}^{1} t^\delta \, dt = \pi^{1+\delta} \frac{1}{1-\delta} < \infty.
\]

So, we conclude that $\|\Delta D_f\|_{L^{1+\delta}(\text{vol}_{S^2})} < \infty$. Hence, $S^2_f \in \mathcal{M}^{tr}_w$ by Theorem 9. \hfill \Box

Proof of Claim 4. In this case, we verify that $\|\Delta D_f\|_{L^{1+\delta}(\text{vol}_{S^2})} < \infty$ when $\delta = \frac{1}{7}$.

Indeed, it is easy to check that in the coordinate system where $S^2 \ni u = (\sqrt{1-t^2} \cos \theta, \sqrt{1-t^2} \sin \theta, t)$, $t \in [-1, 1]$ and $\theta \in [0, 2\pi]$ we have: $\|\nabla d_f(e_3, \cdot)(\sqrt{1-t^2} \cos \theta, \sqrt{1-t^2} \sin \theta, t)\| = \frac{\sqrt{1+t^2}}{2\sqrt{2-t}}$, and
\[
\Delta d_f(e_3, \cdot)(\sqrt{1-t^2} \cos \theta, \sqrt{1-t^2} \sin \theta, t) = \frac{2(2-2t)^{\frac{3}{2}}}{4\sqrt{2-t}} + \frac{(1+t)^{3}}{8(2-t)^{\frac{3}{2}}}. \quad \text{Therefore,}
\]
\[
\Delta D_f(\sqrt{1-t^2} \cos \theta, \sqrt{1-t^2} \sin \theta, t) = 2(\|\nabla d_f(e_3, \cdot)\|^2 + d_f(e_3, \cdot)\Delta d_f(e_3, \cdot)) = \frac{(1+t)}{4\sqrt{2-t}} - \frac{\sqrt{2-2t}}{4}
\]
for any $\theta \in \mathbb{R}$ and $t \in (-1, 1)$. The $L^{\frac{3}{2}}(\text{vol}_{S^2})$-norm of the second term is obviously finite since $|\frac{\sqrt{2-2t}}{4}| \leq \frac{1}{2}$. For the first term, observe that:
\[
\int_{S^2} \left|\frac{(1+t)}{4\sqrt{2-t}}\right|^\frac{3}{2} \, d\text{vol}_{S^2}(\sqrt{1-t^2} \cos \theta, \sqrt{1-t^2} \sin \theta, t) = 2\pi \int_{-1}^{1} \left(\frac{(1+t)}{4\sqrt{2-t}}\right)^\frac{3}{2} \, dt \\
\leq \frac{\pi}{\sqrt{2}} \int_{-1}^{1} \frac{1}{(2-t)^{\frac{3}{2}}} \, dt = 2\pi < \infty.
\]

Therefore $\|\Delta D_f\|_{L^{\frac{3}{2}}(\text{vol}_{S^2})} < \infty$ as we required. Hence, $S^2_f \in \mathcal{M}^{tr}_w$ by Theorem 9. \hfill \Box

6. Stability of Generalized cMDS

In this section we establish the stability of the coordinate-free generalized cMDS procedure (cf. §3.2.2) in the sense of the Gromov-Wasserstein distance. See §2.3 for a brief overview of existing results about the stability of cMDS on finite metric spaces.
6.1. The Gromov-Wasserstein distance. In [41, 42], the author defines the Gromov-Wasserstein distances combining ideas related to the Wasserstein distance and the Gromov-Hausdorff distance. Let \((X, d_X)\) be a compact metric space and let \(\mathcal{P}(X)\) be the set of all Borel probability measures on \(X\). Let us recall the definition of a coupling measure.

**Definition 6.1.** Let \((X, \Sigma_X, \mu_X)\) and \((Y, \Sigma_Y, \mu_Y)\) be two measure spaces. Then, we call a measure \(\mu\) on \(X \times Y\) a coupling measure between \(\mu_X\) and \(\mu_Y\) if \(\mu(A \times Y) = \mu_X(A)\) and \(\mu(X \times B) = \mu_Y(B)\) whenever \(A\) and \(B\) are any measurable subsets of \(X\) and \(Y\), respectively. Also, we denote with \(\Gamma(\mu_X, \mu_Y)\) the set of all coupling measures.

**Remark 6.2.** \(\Gamma(\mu_X, \mu_Y)\) is nonempty since this set always contains the product measure \(\mu_X \otimes \mu_Y\).

The Wasserstein distance on \(\mathcal{P}(X) \times \mathcal{P}(X)\) is defined as follows.

**Definition 6.3** (Wasserstein distance [57]). Assume \((X, d_X)\) is a compact metric space. For each \(p \in [1, \infty)\) and \(\alpha, \beta \in \mathcal{P}(X)\),

\[
d_W(X,\alpha,\beta)^p = \inf_{\mu \in \Gamma(\alpha,\beta)} \left( \int_X d_X(x, x')^p d\mu(x, x') \right)^{\frac{1}{p}}.
\]

Now, consider the collection of all compact metric measure spaces, that is triples \(\mathcal{X} = (X, d_X, \mu_X)\) where \((X, d_X)\) is a compact metric space and \(\mu_X\) is a fully supported Borel probability measure on \(X\). This collection will be denoted by \(\mathcal{M}_w\).

**Definition 6.4** (Gromov-Wasserstein distances [42]). For two compact metric measure spaces \(\mathcal{X} = (X, d_X, \mu_X)\) and \(\mathcal{Y} = (Y, d_Y, \mu_Y)\) and each \(p \in [1, \infty)\),

\[
d_{GW, p}(\mathcal{X}, \mathcal{Y}) = \frac{1}{2} \inf_{\mu \in \Gamma(\mu_X, \mu_Y)} \left( \int_{X \times Y \times X \times Y} |d_X(x, x') - d_Y(y, y')|^p d(\mu \otimes \mu)(x, y, x', y') \right)^{\frac{1}{p}}.
\]

The Gromov-Wasserstein distance \(d_{GW, p}\) defines a pseudometric on \(\mathcal{M}_w\) and it can be extended to a proper metric on the collection of isomorphism classes of compact metric measure spaces [42]. We say two compact metric measure spaces \(\mathcal{X} = (X, d_X, \mu_X)\) and \(\mathcal{Y} = (Y, d_Y, \mu_Y)\) are isomorphic if there is a bijective map \(f: X \to Y\) satisfying \(d_X(x, x') = d_Y(f(x), f(x'))\) for all \(x, x' \in X\) and \(\mu_Y(B) = \mu_X(f^{-1}(B))\) for any Borel set \(B \subseteq Y\). i.e., \(\mu_Y = f_* \mu_X\). We call this \(\mu_Y\) the pushforward measure induced by \(f\).

**Remark 6.5.** Suppose \(\mathcal{X}, \mathcal{Y} \in \mathcal{M}_w\) and \(p \in [1, \infty)\) are given. The following properties of \(d_{GW, p}\) and \(\text{diam}_p\) are proved in [42]:

1. \(\text{diam}_p(\mathcal{X}) \leq \text{diam}(X)\).
2. \(d_{GW, p}(\mathcal{X}, \ast) = \frac{1}{2} \text{diam}_p(\mathcal{X})\).
3. \(\frac{1}{2} |\text{diam}_p(\mathcal{X}) - \text{diam}_p(\mathcal{Y})| \leq d_{GW, p}(\mathcal{X}, \mathcal{Y}) \leq \frac{1}{2} (\text{diam}_p(\mathcal{X}) + \text{diam}_p(\mathcal{Y}))\).

6.2. Stability. It is reasonable to expect that, the cmDS method is stable with respect to “perturbations” of metric measure spaces in the Gromov-Wasserstein sense. This expectation indeed turns out to be true for metric measure spaces satisfying the “Lebesgue differentiability property”.

**Definition 6.6.** A compact metric measure space \(\mathcal{X} = (X, d_X, \mu_X)\) is said to satisfy the Lebesgue differentiability property if for any \(f \in L^1(\mu_X)\)

\[
\lim_{r \to 0} \frac{1}{\mu_X(B(x, r))} \int_{B(x, r)} f(x') d\mu_X(x') = f(x) \quad \mu_X\text{-a.e.}
\]

**Remark 6.7.** Many types of spaces satisfy the Lebesgue differentiability property: it is known that \(\mathcal{X} \in \mathcal{M}_w\) satisfies the Lebesgue differentiability property when \(\mathcal{X}\) is

1. a finite metric measure space.
Figure 4. Description of how to upper bound $\|K_X^+ - K_Y^+\|_{L^2(\mu \otimes \mu)}$ by $\|K_X - K_Y\|_{L^2(\mu \otimes \mu)}$ for a given coupling measure $\mu \in \Gamma(\mu_X, \mu_Y)$. Cf. Lemma 6.13.

(2) an ultrametric space with any Borel probability measure [20, p.141-169], [52, Theorem 9.1].

(3) a Riemannian manifold with the normalized Riemannian volume measure [20, p.141-169], [52, Theorem 9.1].

(4) a doubling metric measure space [27, Theorem 1.8].

**Theorem 10** (stability of generalized cMDS). For any $\mathcal{X} = (X, d_X, \mu_X), \mathcal{Y} = (Y, d_Y, \mu_Y) \in \mathcal{M}_w$ satisfying the Lebesgue differentiability property, we have

$$\inf_{\mu \in \Gamma(\mu_X, \mu_Y)} \|K_X^+ - K_Y^+\|_{L^2(\mu \otimes \mu)} \leq 8 \max\{\text{diam}(X), \text{diam}(Y)\} \cdot d_{GW,2}(X, Y).$$

**Remark 6.8** (stability and traceability). We emphasize that Theorem 10 does not require the traceability of $\mathfrak{R}_X$ and $\mathfrak{R}_Y$. The proof takes place purely at the level of kernel spaces, in other words: the cMDS embeddings into $\ell^2$ are not necessary.

Let us overview the proof at the high level; see Figure 4.

Recall that $K_X^+$ (resp. $K_Y^+$) is the nearest projection of $K_X$ (resp. $K_Y$) onto the closure of the convex set consisting of all symmetric kernels associated to a positive semi-definite operator (cf. §3.2.2).

Roughly, there are two major steps in the proof: for a given coupling measure $\mu \in \Gamma(\mu_X, \mu_Y),$

(1) showing $\|K_X^+ - K_Y^+\|_{L^2(\mu \otimes \mu)}$ is stable with respect to $\|K_X - K_Y\|_{L^2(\mu \otimes \mu)}$ (cf. Lemma 6.13), and

(2) showing $\|K_X - K_Y\|_{L^2(\mu \otimes \mu)}$ is stable with respect to $\|d_X - d_Y\|_{L^2(\mu \otimes \mu)}$ and $d_{GW,2}(X, Y)$ (cf. Lemma 6.12).

The second step is relatively straightforward. So, we concentrate explaining the idea of the first step. Note that $K_X, K_X^+$ and $K_Y, K_Y^+$ sit in different spaces ($L^2_{sym}(\mu_X \otimes \mu_X)$ and $L^2_{sym}(\mu_Y \otimes \mu_Y)$ respectively). Hence, in order to measure the dissimilarity between them, we apply the pullback maps...
(\pi_X \times \pi_X)^* and (\pi_Y \times \pi_Y)^* to them so that the resulting kernels \( K_X^*, (K_X^*)^*, K_Y^*, (K_Y^*)^* \) all sit in the common space \( L^2_{sym}(\mu \otimes \mu) \). Furthermore, under the condition that \( \mu \) is absolutely continuous with respect to \( \mu_X \otimes \mu_Y \), we are able to prove that indeed \( (K_X^*)^* \) (resp. \( (K_Y^*)^* \)) is the nearest projection of \( K_X^* \) (resp. \( K_Y^* \)) onto the closure of a convex subset \( L^2_{sym}(\mu \otimes \mu) \). Hence, by the nonexpansive property of the nearest projection in a Hilbert space (cf. Theorem 11), we conclude

\[ \|K_X^* - K_Y^*\|_{L^2(\mu \otimes \mu)} = \|(K_X^*)^* - (K_Y^*)^*\|_{L^2(\mu \otimes \mu)} \leq \|K_X^* - K_Y^*\|_{L^2(\mu \otimes \mu)} = \|K_X - K_Y\|_{L^2(\mu \otimes \mu)}. \]

Of course, if we assume that \( \mathcal{X}, \mathcal{Y} \in \mathcal{M}_w \), then we obtain the following corollary since \( K_X^* = K_\hat{X} \) and \( K_Y^* = K_\hat{Y} \) in that case.

**Corollary 6.9.** For any spaces \( \mathcal{X} = (X, d_X, \mu_X) \) and \( \mathcal{Y} = (Y, d_Y, \mu_Y) \in \mathcal{M}_w \) satisfying the Lebesgue differentiability property, we have

\[ \inf_{\mu \in \Gamma(\mu_X, \mu_Y)} \|K_\hat{X} - K_\hat{Y}\|_{L^2(\mu \otimes \mu)} \leq 8 \max\{\text{diam}(X), \text{diam}(Y)\} \cdot d_{GW,2}(\mathcal{X}, \mathcal{Y}). \]

**Proof.** Apply Proposition 3.17 and Theorem 10. \( \square \)

**Remark 6.10.** Corollary 6.9 suggests asking whether one would be able to control the difference between \( \hat{X} \) and \( \hat{Y} \) as subsets of \( \ell^2 \) by inf\( \mu \in \Gamma(\mu_X, \mu_Y) \) \( \|K_\hat{X} - K_\hat{Y}\|_{L^2(\mu \otimes \mu)} \). Though this question is not easy to answer in general, note that there exist results in the literature which are useful when \( \mathcal{X} \) and \( \mathcal{Y} \) are finite spaces (cf. §2.3). For example, consider the case when \( X_1 := (X, d_1, \mu_X) \) and \( X_2 := (X, d_2, \mu_X) \) (i.e., two mm-spaces with the same finite underlying set \( X \), the same probability measure \( \mu_X \), but different metrics). Then, one can directly apply [3, Theorem 1] in order to bound the difference between \( \hat{X}_1 \) and \( \hat{X}_2 \) (measured via Procrustes-like ideas) by \( f(\|K_\hat{X}_1 - K_\hat{X}_2\|_{L^2(\mu_X \otimes \mu_X)}) \)

where \( f \) is a certain specific decreasing function such that \( f(t) \to 0 \) as \( t \to 0^+ \).

In terms of a possible generalization, one goal would attempt to establish the following inequality:

\[ \inf_{\phi: \ell^2 \to \ell^2} d^2_{W,2}(\Phi_X, \mu_X, (\phi \circ \Phi_Y), \mu_Y) \leq f \left( \inf_{\mu \in \Gamma(\mu_X, \mu_Y)} \|K_\hat{X} - K_\hat{Y}\|_{L^2(\mu \otimes \mu)} \right) \]

where \( d^2_{W,2} \) is the 2-Wasserstein distance on the space of probability measures on \( \ell^2 \) (see [57, §7.1] for the precise definition). Recall that \( \hat{X} \) (resp. \( \hat{Y} \)) is the image of the cMDS embedding \( \phi_X \) (resp. \( \phi_Y \)). This could be regarded as an extension of [3, Theorem 1] to general compact metric measure spaces.

**Remark 6.11** (stability of cMDS into \( \mathbb{R}^k \)). Note that our proof of stability of the coordinate free version of the cMDS procedure bypasses the cMDS embedding \( \Phi_{X,k} \) and it crucially relies on a projection argument, which itself hinges on the convexity of the set of all symmetric kernels on a given set associated to positive semi-definite operators. If we were to specify a maximal embedding dimension parameter \( k \) as in Algorithm 2 and Definition 3.13, we would have to contend with the collection of all symmetric kernels associated to positive semi-definite operators with rank at most \( k \), which is non-convex. Alternatively, one could attempt to establish stability at the level of the embeddings of \( \mathcal{X}_k \) and \( \mathcal{Y}_k \) into \( \mathbb{R}^k \), which would require carefully expressing the stability of eigenvalues and eigenfunctions of the respective cMDS operators; see [31, Proposition 5.4] for a restricted version of this.

### 6.2.1. The proof of Theorem 10.

We need a few lemmas before proving the stability theorem.

**Lemma 6.12.** Suppose \( \mathcal{X} = (X, d_X, \mu_X), \mathcal{Y} = (Y, d_Y, \mu_Y) \in \mathcal{M}_w \) and a coupling measure \( \mu \in \Gamma(\mu_X, \mu_Y) \) are given. Then,

\[ \|K_X - K_Y\|_{L^2(\mu \otimes \mu)} \leq \max\{\text{diam}(X), \text{diam}(Y)\} \cdot (3\|d_X - d_Y\|_{L^2(\mu \otimes \mu)} + 2d_{GW,2}(\mathcal{X}, \mathcal{Y})). \]
Proof. By the definition of $K_X$ and $K_Y$ we have:

$$2 |K_X(x, x') - K_Y(y, y')| \leq |d_X^2(x, x') - d_Y^2(y, y')| + \left| \int_X d_X^2(x, u) \, d\mu_X(u) - \int_Y d_Y^2(y, v) \, d\mu_Y(v) \right|$$

$$+ \left| \int_X d_X^2(x', u) \, d\mu_X(u) - \int_Y d_Y^2(y', v) \, d\mu_Y(v) \right| + |(\text{diam}_2(\mathcal{X}))^2 - (\text{diam}_2(\mathcal{Y}))^2|$$

for any $x, x' \in X$ and $y, y' \in Y$. Also, if $D := \max\{\text{diam}(X), \text{diam}(Y)\}$, we have

$$|d_X^2(x, x') - d_Y^2(y, y')| = |d_X(x, x') + d_Y(y, y')| : |d_X(x, x') - d_Y(y, y')| \leq 2D \cdot |d_X(x, x') - d_Y(y, y')|.$$ 

Also, by employing similar manipulations together with Remark 6.5, we can deduce:

$$\left| \int_X d_X^2(x, u) \, d\mu_X(u) - \int_Y d_Y^2(y, v) \, d\mu_Y(v) \right| \leq 2D \cdot \left( \int_{X \times Y} |d_X(x, u) - d_Y(y, v)|^2 \, d\mu(u, v) \right)^{\frac{1}{2}}$$

$$\left| \int_X d_X^2(x', u) \, d\mu_X(u) - \int_Y d_Y^2(y', v) \, d\mu_Y(v) \right| \leq 2D \cdot \left( \int_{X \times Y} |d_X(x', u) - d_Y(y', v)|^2 \, d\mu(u, v) \right)^{\frac{1}{2}}$$

$$\left| (\text{diam}_2(\mathcal{X}))^2 - (\text{diam}_2(\mathcal{Y}))^2 \right| \leq 4D \cdot d_{GW,2}(\mathcal{X}, \mathcal{Y})$$

The claim is obtained by combining all the above. \hfill $\square$

Also, we need to recall the following classical result.

**Theorem 11** ([22, Theorem 3.6]). The (unique) nearest point projection onto a closed convex subset of a Hilbert space is nonexpansive.

Suppose $\mathcal{X}, \mathcal{Y} \in \mathcal{M}_w$ and $\mu \in \Gamma(\mu_X, \mu_Y)$ are given. Then, for any $K \in L^2(\mu_X \otimes \mu_X)$, we have the *pullback* kernel

$$(\pi_X \times \pi_X)^*(K) := K \circ (\pi_X \times \pi_X) \in L^2(\mu \otimes \mu)$$

where $\pi_X : X \times Y \to X$ is the canonical projection. It is clear that the map

$$(\pi_X \times \pi_X)^* : L^2(\mu_X \otimes \mu_X) \hookrightarrow L^2(\mu \otimes \mu)$$

thus defined is an isometric embedding. Also, we define $(\pi_Y \times \pi_Y)^* : L^2(\mu_Y \otimes \mu_Y) \hookrightarrow L^2(\mu \otimes \mu)$ in a similar manner where $\pi_Y : X \times Y \to Y$ is the canonical projection.

**Lemma 6.13.** Suppose $\mathcal{X}, \mathcal{Y} \in \mathcal{M}_w$ are given. If a coupling measure $\mu \in \Gamma(\mu_X, \mu_Y)$ satisfies $\mu \ll \mu_X \otimes \mu_Y$ (i.e., $\mu$ is absolutely continuous with respect to $\mu_X \otimes \mu_Y$), then the following holds, where $f := \frac{d\mu}{d(\mu_X \otimes \mu_Y)}$ is the density of $\mu$ relative to $\mu_X \otimes \mu_Y$:

1. For $\mu_X$-almost everywhere $x \in X$, $f(x, \cdot) \, d\mu_Y$ is a probability measure on $Y$.
2. $(\pi_X \times \pi_X)^*(K_X^+)$ and $(\pi_Y \times \pi_Y)^*(K_Y^+)$ are the nearest projections of $(\pi_X \times \pi_X)^*(K_X)$ and $(\pi_Y \times \pi_Y)^*(K_Y)$, respectively, to the closure of $L^2_{\geq 0, \text{sym}}(\mu \otimes \mu)$.
3. $\|K_X^+ - K_Y^+\|_{L^2(\mu \otimes \mu)} \leq \|K_X - K_Y\|_{L^2(\mu \otimes \mu)}$.

**Proof.** Let’s prove item (1) first. Since $f \in L^1(\mu_X \otimes \mu_Y)$, the map $x \mapsto \int_Y f(x, y) \, d\mu_Y(y)$ is well-defined $\mu_X$-almost everywhere. Furthermore, because $\mu$ is a coupling measure between $\mu_X$ and $\mu_Y$, we have

$$\int_{B(x, r)} \int_Y f(x', y) \, d\mu_Y(y) \, d\mu_X(x') = \mu(B(x, r) \times Y) = \mu_X(B(x, r))$$

for any $x \in X$ and $r > 0$. Hence, by the Lebesgue differentiability property of $\mathcal{X}$, we conclude

$$\int_Y f(x, y) \, d\mu_Y(y) = \lim_{r \to 0} \frac{1}{\mu_X(B(x, r))} \int_{B(x, r)} \int_Y f(x', y) \, d\mu_Y(y) \, d\mu_X(x') = 1$$

$\mu_X$-almost everywhere.
To prove item (2), it is enough to show

$$
\| (\pi_X \times \pi_X)^*(K_X) - (\pi_X \times \pi_X)^*(K_X^+) \|_{L^2(\mu \otimes \mu)} \leq \| (\pi_X \times \pi_X)^*(K_X) - L \|_{L^2(\mu \otimes \mu)}
$$

for an arbitrary fixed $L \in L^2_{\geq 0, sym}(\mu \otimes \mu)$. We define

$$
\overline{L} : X \times X \to \mathbb{R} \ \text{s.t.} \ (x, x') \mapsto \iint_{Y \times Y} L(x, y, x', y') f(x, y) f(x', y') \, d\mu_Y(y) \, d\mu_Y(y').
$$

Note that $\overline{L}$ is well-defined since $L \in L^2(\mu \otimes \mu)$.

**Claim 5.** $\overline{L} \in L^2_{\geq 0, sym}(\mu_X \otimes \mu_X)$.

**Proof of Claim 5.** Observe that

$$
\iint_{X \times X} |\overline{L}(x, x')|^2 \, d\mu_X(x) \, d\mu_X(x')
\leq \iint_{X \times X} \left( \iint_{Y \times Y} |L(x, y, x', y') f(x, y) f(x', y') \, d\mu_Y(y) \, d\mu_Y(y') \right)^2 \, d\mu_X(x) \, d\mu_X(x')
\leq \iint_{X \times Y \times X \times Y} |L(x, y, x', y')|^2 f(x, y) f(x', y') \, d\mu_X(x) \, d\mu_Y(y) \, d\mu_X(x') \, d\mu_Y(y')
= \iint_{X \times Y \times X \times Y} |L(x, y, x', y')|^2 \, d\mu(x, y) \, d\mu(x', y') < \infty
$$

since $L \in L^2(\mu \otimes \mu)$. Hence, $\overline{L} \in L^2(\mu_X \otimes \mu_X)$. $\overline{L}$ is obviously symmetric since $L$ is so. Finally, fix an arbitrary $\phi \in L^2(\mu_X)$ and note that,

$$
\iint_{X \times X} \overline{L}(x, x') \phi(x) \phi(x') \, d\mu_X(x) \, d\mu_X(x')
= \iint_{X \times Y \times X \times Y} L(x, y, x', y') \phi(x) \phi(x') f(x, y) f(x', y') \, d\mu_X(x) \, d\mu_Y(y) \, d\mu_X(x') \, d\mu_Y(y')
= \iint_{X \times Y \times X \times Y} L(x, y, x', y') \phi(x) \phi(x') \, d\mu(x, y) \, d\mu(x', y') \geq 0
$$

since the integral operator associated to $L$ is positive semi-definite. Hence, we can conclude that $\overline{L} \in L^2_{\geq 0, sym}(\mu_X \otimes \mu_X)$.

**Claim 6.** $\| K_X - \overline{L} \|_{L^2(\mu_X \otimes \mu_X)} \leq \| (\pi_X \times \pi_X)^*(K_X) - L \|_{L^2(\mu \otimes \mu)}$.
Proof of Claim 6.

\[
\|K_X - \mathcal{L}\|^2_{L^2(\mu_X \otimes \mu_X)}
= \int_{X \times X} |K_X(x, x') - \mathcal{L}(x, x')|^2 \, d\mu_X(x) \, d\mu_X(x')
= \int_{X \times X} \left( \int_{Y \times Y} (K_X(x, x') - L(x, y, x', y')) f(x, y) f(x', y') \, d\mu_Y(y) \, d\mu_Y(y') \right)^2 \, d\mu_X(x) \, d\mu_X(x')
\leq \int_{X \times X} \left( \int_{Y \times Y} |K_X(x, x') - L(x, y, x', y')|^2 f(x, y) f(x', y') \, d\mu_X(x) \, d\mu_X(x') \, d\mu_Y(y) \, d\mu_Y(y') \right)^2 \, d\mu_X(x) \, d\mu_X(x')
\leq \int_{X \times X \times Y \times Y} |K_X(x, x') - L(x, y, x', y')|^2 d\mu(x, y) d\mu(x', y')
= \| (\pi_X \times \pi_X)^* (K_X) - L \|^2_{L^2(\mu \otimes \mu)}.
\]

Then, finally we can prove the following inequality:

\[
\| (\pi_X \times \pi_X)^* (K_X) - (\pi_X \times \pi_X)^* (K_Y^+) \|^2_{L^2(\mu \otimes \mu)} = \| K_X - K_X^+ \|^2_{L^2(\mu_X \otimes \mu_X)}
\leq \| K_X - \mathcal{L} \|^2_{L^2(\mu_X \otimes \mu_X)} (\because \text{definition of } K_X^+ \text{ and Claim 5})
\leq \| (\pi_X \times \pi_X)^* (K_X) - L \|^2_{L^2(\mu \otimes \mu)} (\because \text{Claim 6}).
\]

This completes the proof of item (2).

Lastly, for item (3), observe that

\[
\| (\pi_X \times \pi_X)^* (K_X^+) - (\pi_Y \times \pi_Y)^* (K_Y^+) \|^2_{L^2(\mu \otimes \mu)} \leq \| (\pi_X \times \pi_X)^* (K_X) - (\pi_Y \times \pi_Y)^* (K_Y) \|^2_{L^2(\mu \otimes \mu)}
\]
by item (2) and Theorem 11. Hence,

\[
\| K_X^+ - K_Y^+ \|^2_{L^2(\mu \otimes \mu)} = \| (\pi_X \times \pi_X)^* (K_X^+) - (\pi_Y \times \pi_Y)^* (K_Y^+) \|^2_{L^2(\mu \otimes \mu)}
\leq \| (\pi_X \times \pi_X)^* (K_X) - (\pi_Y \times \pi_Y)^* (K_Y) \|^2_{L^2(\mu \otimes \mu)} = \| K_X - K_Y \|^2_{L^2(\mu \otimes \mu)}.
\]

Now we are ready to prove the stability theorem.

Proof of Theorem 10. Fix arbitrary \( \varepsilon > d_{GW,2}(\mathcal{X}, \mathcal{Y}) \). Then, there is a coupling measure \( \mu_\varepsilon \in \Gamma(\mu_X, \mu_Y) \) such that \( d_X - d_Y \|^2_{L^2(\mu \otimes \mu_\varepsilon)} < 2\varepsilon \). Moreover, by [19, Proposition 2.8], we can assume that \( \mu_\varepsilon \ll \mu_X \otimes \mu_Y \). Therefore,

\[
\inf_{\mu \in \Gamma(\mu_X, \mu_Y)} \| K_X^+ - K_Y^+ \|^2_{L^2(\mu \otimes \mu)} \leq \| K_X^+ - K_Y^+ \|^2_{L^2(\mu_\varepsilon \otimes \mu_\varepsilon)}
\leq \| K_X - K_Y \|^2_{L^2(\mu_\varepsilon \otimes \mu_\varepsilon)} (\because \text{item (3) of Lemma 6.13})
\leq \max \{ \text{diam}(X), \text{diam}(Y) \} (6\varepsilon + 2d_{GW,2}(\mathcal{X}, \mathcal{Y}))
\]

where the last inequality holds by Lemma 6.12 and the assumption on \( d_X - d_Y \|^2_{L^2(\mu \otimes \mu_\varepsilon)} \). Since \( \varepsilon > d_{GW,2}(\mathcal{X}, \mathcal{Y}) \) is arbitrary, this completes the proof. \( \square \)
6.3. Consistency. A basic consequence of our stability bounds is that cMDS is consistent for traceable metric measure spaces satisfying the Lebesgue differentiability property.

It is useful to define the following notion of convergence of 4-tuples $\mathcal{X} := (X, \Sigma_X, P_X, \mu_X)$ where $(X, \Sigma_X, \mu_X)$ is a measure space endowed with a $\sigma$-algebra $\Sigma_X$, a probability measure $\mu_X$, and $P_X \in L^2(\mu_X \otimes \mu_X)$ is a kernel on $X$ whose associated integral operator is positive semi-definite (see Appendix §B). We say that a sequence $(X_n = (X_n, \Sigma_n, P_{X_n}, \mu_{X_n}))_n$ of such 4-tuples converges weakly to $\mathcal{X} = (X, \Sigma_X, P_X, \mu_X)$ if for each $n$ there exist a couplings $\mu_n \in \Gamma(\mu_X, \mu_{X_n})$ such that $\|P_X - P_{X_n}\|_{L^2(\mu_X \otimes \mu_n)} \to 0$ as $n \to \infty$. We denote this by $P_{X_n} \xrightarrow{\mu} P_X$.

Together with Theorem 10, Theorem 5.1 item (e) of [42] imply:

**Corollary 6.14** (consistency). Let $\mathcal{X} = (X, d_X, \mu_X) \in \mathcal{M}_w^r$ satisfies the Lebesgue differentiability property and let $X_n = X_n(\omega) = \{x_i(\omega), i = 1, \ldots, n\}$ be any collection of i.i.d. random variables chosen from $X$ w.r.t. the measure $\mu_X$ for $\omega \in \Omega$, for some probability space $\Omega$. Let $X_n = X_n(\omega) = (X_n, d_X|_{X_n \times X_n}, \mu_{X_n})$ be the random metric measure where $\mu_{X_n}$ is the uniform measure on $X_n$. Then, for $\mu_X$-almost every $\omega \in \Omega$:

$$K_{X_n(\omega)} \xrightarrow{n} K_{X}.$$  

This corollary provides a partial answer to [2, Conjecture 6.1].
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Appendix A. Relegated proofs

A.1. Proof of Theorem 3. Our proof strategy is structurally similar to the proof of Theorem 2 (the optimality of the cMDS for finite metric spaces) given in [37, Theorem 14.4.2]. Also, although we developed our proof separately, it shares the common strategy used in the proof of [30, Theorem 6.4.3] since Kassab’s proof also motivated by the proof of [37, Theorem 14.4.2]. However, Kassab’s proof does not contemplate that some infinite sums therein considered may fail to converge (as they would if applied to the pathological metric measure space constructed in §3.3) – a problem which we circumvent by imposing the traceability condition §3.2.1.

We need the following preliminary results.

Definition A.1 (doubly (sub)stochastic matrix). A square matrix \( A = (a_{ij})_{i,j=1}^n \) of size \( n \) is called doubly stochastic (resp. doubly substochastic) if it satisfies:

1. \( a_{ij} \geq 0 \) for any \( i, j \in \{1, \ldots, n\} \).
2. \( \sum_{j=1}^n a_{ij} = 1 \) for any \( i \in \{1, \ldots, n\} \) (resp. \( \sum_{j=1}^n a_{ij} \leq 1 \) for any \( i \in \{1, \ldots, n\} \)).
3. \( \sum_{i=1}^n a_{ij} = 1 \) for any \( j \in \{1, \ldots, n\} \) (resp. \( \sum_{i=1}^n a_{ij} \leq 1 \) for any \( j \in \{1, \ldots, n\} \)).

Theorem A.1 (rearrangement inequality [26, Theorem 368]). Suppose we have two sequences of real numbers \( x_1 \leq \cdots \leq x_n \) and \( y_1 \leq \cdots \leq y_n \) for some positive integer \( n \). Then,

\[
x_n y_1 + x_{n-1} y_2 + \cdots + x_1 y_n \leq x_{\sigma(1)} y_1 + x_{\sigma(2)} y_2 + \cdots + x_{\sigma(n)} y_n \leq x_1 y_1 + x_2 y_2 + \cdots + x_n y_n
\]

for any permutation \( \sigma \) on \( [n] = \{1, \ldots, n\} \).

Theorem A.2 (Birkhoff–von Neumann theorem [12, Theorem 1.7.1]). Any doubly stochastic matrix is a convex combination of permutation matrices.

Theorem A.3 ([1, Theorem 3.2.6]). A square matrix \( A = (a_{ij})_{i,j=1}^n \) of size \( n \) is doubly substochastic matrix if and only if there is a doubly stochastic matrix \( B = (b_{ij})_{i,j=1}^n \) of size \( n \) such that \( 0 \leq a_{ij} \leq b_{ij} \) for any \( i, j = 1, \ldots, n \).

Lemma A.2. Let \( \mathcal{H} \) be a separable Hilbert space, \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \) be Hilbert-Schmidt and self-adjoint, and \( \mathfrak{B} \in \mathcal{L}(\mathcal{H}) \) be Hilbert-Schmidt, self-adjoint, and positive semi-definite. Then, we have

\[
\text{Tr}(\mathfrak{A}\mathfrak{B}) \leq \sum_{i=1}^M \lambda_i \lambda'_i
\]

where \( M := \min\{\text{rank}(\mathfrak{B}), \text{pr}(\mathfrak{A})\} \), \( \lambda_1 \geq \lambda_2 \geq \cdots > 0 \) are the positive eigenvalues of \( \mathfrak{A} \), and \( \lambda'_1 \geq \lambda'_2 \geq \cdots > 0 \) are the positive eigenvalues of \( \mathfrak{B} \).

Proof. Let \( \{\lambda_i\}_{i=1}^{\text{pr}(\mathfrak{A})} \) be the positive eigenvalues with corresponding orthonormal eigenfunctions \( \{\phi_i\}_{i=1}^{\text{pr}(\mathfrak{A})} \) of \( \mathfrak{A} \), \( \{\zeta_i\}_{i=1}^{\text{nr}(\mathfrak{A})} \) be the negative eigenvalues with corresponding orthonormal eigenfunctions \( \{\psi_i\}_{i=1}^{\text{nr}(\mathfrak{A})} \) of \( \mathfrak{A} \), and \( \{\lambda'_i\}_{i=1}^{\text{rank}(\mathfrak{B})} \) be the positive eigenvalues with corresponding orthonormal eigenfunctions \( \{\zeta'_i\}_{i=1}^{\text{rank}(\mathfrak{B})} \) of \( \mathfrak{B} \).
eigenfunctions \( \{ \phi'_i \} \) of \( \mathfrak{B} \). Then,

\[
\text{Tr}(\mathfrak{A}\mathfrak{B}) = \sum_{j=1}^{\text{rank}(\mathfrak{B})} \langle \phi'_j, \mathfrak{A}\phi'_j \rangle = \sum_{j=1}^{\text{rank}(\mathfrak{B})} \lambda'_j \langle \phi'_j, \mathfrak{A}\phi'_j \rangle
\]

\[
= \sum_{j=1}^{\text{rank}(\mathfrak{B})} \lambda'_j \left( \sum_{i=1}^{\text{pr}(\mathfrak{A})} \lambda_i \phi_i \phi'_i + \sum_{i=1}^{\text{nr}(\mathfrak{A})} \zeta_i \phi_i \phi'_i \right)
\]

\[
\leq \sum_{j=1}^{\text{rank}(\mathfrak{B})} \sum_{i=1}^{\text{pr}(\mathfrak{A})} \lambda'_j \lambda_i (\phi'_j, \phi_i)^2 + \sum_{j=1}^{\text{nr}(\mathfrak{A})} \lambda'_j \lambda_i (\phi'_j, \psi_i)^2
\]

First, let’s consider the case when \( M = \text{rank}(\mathfrak{B}) \). Observe that \( \sum_{j=1}^{\text{rank}(\mathfrak{B})} (\phi'_j, \phi_i)^2 \leq 1 \) for each \( i = 1, \ldots, \text{pr}(\mathfrak{A}) \), and \( \sum_{i=1}^{\text{pr}(\mathfrak{A})} (\phi'_j, \phi_i)^2 \leq 1 \) for each \( j = 1, \ldots, \text{rank}(\mathfrak{B}) \) by the orthonormal property. Now, we carry out a case-by-case analysis.

1. If \( \text{pr}(\mathfrak{A}) < \infty \): Observe that, if we define \( A = (a_{ji})_{j,i=1}^{\text{pr}(\mathfrak{A})} \) where

\[
a_{ji} = \begin{cases} 
(\phi'_j, \phi_i)^2 & \text{if } j = 1, \ldots, \text{rank}(\mathfrak{B}) \\
0 & \text{if } j = \text{rank}(\mathfrak{B}) + 1, \ldots, \text{pr}(\mathfrak{A}) \end{cases}
\]

then \( A \) is a substochastic matrix. Then, by Theorem A.3, \( A \) is (entrywisely) upper bounded by some doubly stochastic matrix \( B = (b_{ji})_{j,i=1}^{\text{pr}(\mathfrak{A})} \). Hence,

\[
\sum_{j=1}^{\text{rank}(\mathfrak{B})} \sum_{i=1}^{\text{pr}(\mathfrak{A})} \lambda'_j \lambda_i (\phi'_j, \phi_i)^2 = \sum_{j=1}^{\text{rank}(\mathfrak{B})} \lambda_j \left( \sum_{i=1}^{\text{pr}(\mathfrak{A})} a_{ji} \lambda_i \right) \leq \sum_{j=1}^{\text{rank}(\mathfrak{B})} \lambda_j \left( \sum_{i=1}^{\text{pr}(\mathfrak{A})} b_{ji} \lambda_i \right) \leq \sum_{i=1}^{\text{pr}(\mathfrak{A})} \lambda_i \lambda'_i
\]

as we wanted, where the last inequality holds by Theorem A.1 and Theorem A.2.

2. When \( \text{pr}(\mathfrak{A}) = \infty \), there are two sub-cases:

   1. If \( \text{rank}(\mathfrak{B}) < \infty \): Choose arbitrary positive integer \( l \geq k \). Then, by the similar argument of the previous case (1), we have

\[
\sum_{j=1}^{\text{rank}(\mathfrak{B})} \sum_{i=1}^{l} \lambda'_j \lambda_i (\phi'_j, \phi_i)^2 \leq \sum_{i=1}^{\text{rank}(\mathfrak{B})} \lambda_i \lambda'_i
\]

   Since \( l \) is arbitrary, \( \sum_{j=1}^{\text{rank}(\mathfrak{B})} \sum_{i=1}^{\infty} \lambda'_j \lambda_i (\phi'_j, \phi_i)^2 \leq \sum_{i=1}^{\text{rank}(\mathfrak{B})} \lambda_i \lambda'_i \) as we wanted.

   2. If \( \text{rank}(\mathfrak{B}) = \infty \): Choose arbitrary positive integers \( l \leq l' \). Then, by the similar argument of the previous case (1), we have

\[
\sum_{j=1}^{\text{rank}(\mathfrak{B})} \sum_{i=1}^{l} \lambda'_j \lambda_i (\phi'_j, \phi_i)^2 \leq \sum_{i=1}^{\text{rank}(\mathfrak{B})} \lambda_i \lambda'_i
\]

Since \( l, l' \) are arbitrary, we have \( \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} \lambda'_j \lambda_i (\phi'_j, \phi_i)^2 \leq \sum_{i=1}^{\infty} \lambda_i \lambda'_i \) as we wanted.

The case when \( M = \text{pr}(\mathfrak{A}) \) is proved in a similar manner, which we omit. \( \square \)

**Proof of Theorem 3.** Let’s prove the first claim.

Let \( \{ \lambda_i \}_{i=1}^{\text{pr}(\mathfrak{A})} \) be the positive eigenvalues with corresponding orthonormal eigenfunctions \( \{ \phi_i \}_{i=1}^{\text{pr}(\mathfrak{A})} \) of \( \mathfrak{A} \cdot \mathfrak{X} \). \( \{ \zeta_i \}_{i=1}^{\text{nr}(\mathfrak{A})} \) be the negative eigenvalues with corresponding orthonormal eigenfunctions \( \{ \psi_i \}_{i=1}^{\text{nr}(\mathfrak{A})} \).
of $\mathcal{R}_X$, and $\{\lambda_i^{\text{rank}(\mathcal{R})}\}_{i=1}^{\text{rank}(\mathcal{R})}$ be the positive eigenvalues with corresponding orthonormal eigenfunctions $\{\phi_i^{\text{rank}(\mathcal{R})}\}_{i=1}^{\text{rank}(\mathcal{R})}$ of $\mathcal{R}$. Note that $\text{rank}(\mathcal{R}) \leq k \leq \text{pr}(\mathcal{R}_X)$. Then,

$$
\|K_X - K\|_{L^2(\mu_X \otimes \mu_X)}^2 = \|\mathcal{R}_X - K\|_{L^2(\mu_X \otimes \mu_X)}^2 = \text{Tr}((\mathcal{R}_X - \mathcal{R})^*(\mathcal{R}_X - \mathcal{R})) \\
= \text{Tr}((\mathcal{R}_X - \mathcal{R})^2) = \text{Tr}(\mathcal{R}_X^2) + \text{Tr}(\mathcal{R}^2) - 2 \text{Tr}(\mathcal{R}_X \mathcal{R}) \quad (\because \text{item (4) of Lemma B.15})
$$

$$
\geq \sum_{i=1}^{\text{rank}(\mathcal{R})} \lambda_i^2 + \sum_{i=1}^{\text{rank}(\mathcal{R})} \sum_{j=1}^{\text{rank}(\mathcal{R})} (\lambda_j')^2 - 2 \sum_{i=1}^{\text{rank}(\mathcal{R})} \lambda_i \lambda'_i \quad (\because \text{Lemma A.2})
$$

$$
\geq \sum_{i=\text{rank}(\mathcal{R})+1}^{\text{rank}(\mathcal{R})} \lambda_i^2 + \sum_{i=\text{rank}(\mathcal{R})+1}^{\text{rank}(\mathcal{R})} \sum_{j=\text{rank}(\mathcal{R})+1}^{\text{rank}(\mathcal{R})} (\lambda_j')^2 \geq \|K_X - \mathcal{R}_X\|_{L^2(\mu_X \otimes \mu_X)}^2.
$$

So, this concludes the first claim. The second claim is proved by a similar argument. \hfill \Box

### A.2. Proof of Lemma 5.10.

**Proof of Lemma 5.10.** We follow a strategy akin to [8, Section 6]. Recall that

$$
\eta_{n,d} = \frac{|S^{d-2}|}{|S^{d-1}|} \int_{-1}^{1} P_{n,d}(t) \arccos(t)(1-t^2)^{\frac{d-3}{2}} dt.
$$

Moreover, by Erdelyi’s argument [5, pg.248], it is shown that

$$
\eta_{n,d} = \frac{n^{\frac{d}{2}}(2\pi)^{\frac{d}{2}}}{|S^{d-1}|} \int_{-\infty}^{\infty} t^{1-\frac{d}{2}} J_{n+\frac{d}{2}-1}(t) \hat{f}(t) dt
$$

where $J_{n+\frac{d}{2}-1}(t)$ denotes Bessel function [5, Chapter VII], and $\hat{f}(t) = \frac{1}{2\pi} \int_{-1}^{1} e^{-ixt} \arccos(x) dx$. Moreover, by substituting $x = \cos \theta$,

$$
\hat{f}(t) = \frac{1}{2\pi} \int_{-1}^{1} e^{-ixt} \arccos(x) dx = \frac{1}{2\pi} \int_{0}^{\pi} \theta \sin \theta e^{-i\theta} \sin \theta d\theta = \frac{1}{2it} (e^{it} - J_0(t))
$$

Corresponding to the two terms in $\hat{f}(t)$ there are two terms in $\eta_{n,d}$ via equation (13). The integral including $e^{it}$ is zero for all $n \neq 0$ and the integral with $J_0(t)$ is,

$$
\eta_{n,d} = -\frac{n^{\frac{d}{2}}(2\pi)^{\frac{d}{2}}}{|S^{d-1}|} \int_{0}^{\infty} t^{\frac{d}{2}} J_{n+\frac{d}{2}-1}(t) J_0(t) dt
$$

The last integral can be computed using the following integral [5, 7.7.4.30]

$$
\int_{0}^{\infty} t^{-\rho} J_{\mu}(t) J_{\nu}(t) dt = \frac{\Gamma(\rho)\Gamma\left(\frac{1}{2}(\nu + \mu + 1 - \rho)\right)}{2\rho\Gamma\left(\frac{1}{2}(1 + \nu + \mu + \rho)\right)\Gamma\left(\frac{1}{2}(1 + \mu - \nu + \rho)\right)}.
$$

Hence, the final result is

$$
\eta_{n,d} = -\frac{1}{|S^{d-1}|}(-1)^{\frac{n-1}{2}} \frac{n^{\frac{d}{2}}}{\Gamma\left(\frac{n+d}{2}\right)} \frac{\Gamma\left(\frac{n+d}{2}\right)\Gamma\left(\frac{d}{2}\right)}{(\Gamma\left(\frac{n+d}{2}\right))^2} = -\frac{1}{n^{\frac{d-1}{2}} \cdot n!! \cdot \Gamma\left(\frac{n+d}{2}\right) n \cdot \frac{n^{\frac{d-1}{2}}}{2}} \left|S^{d-1}\right|
$$

\hfill \Box
A.3. Proof of Lemma 5.17.

Proof of Lemma 5.17. Let \( u = (u_1, \ldots, u_d) \in S^{d-1} \subset \mathbb{R}^d \). Observe that \( d_{S^{d-1}}(e_d, u) = \arccos(\langle e_d, u \rangle) = \arccos(u_d) \). We use the following expression for the Laplace-Beltrami operator \( \Delta \) on \( S^{d-1} \) in these coordinates (see \([4, (3.18)]\)): \( \Delta = -\sum_{1 \leq j < i \leq d} \left( u_i \frac{\partial}{\partial u_j} - u_j \frac{\partial}{\partial u_i} \right)^2 \arccos(u_d) \).

Thus,

\[
\Delta d_{S^{d-1}}(e_d, \cdot)(u) = -\sum_{1 \leq j < i \leq d} \left( u_i \frac{\partial}{\partial u_j} - u_j \frac{\partial}{\partial u_i} \right)^2 \arccos(u_d)
= -\sum_{j=1}^{d-1} \left( u_j \frac{\partial}{\partial u_j} - u_d \frac{\partial}{\partial u_d} \right) \frac{u_j}{\sqrt{1 - u_d^2}}
= -\sum_{j=1}^{d-1} \left( \frac{u_d}{\sqrt{1 - u_d^2}} - \frac{u_j^2 u_d}{(1 - u_d^2)^{3/2}} \right)
= -(d - 1) \cdot \frac{u_d}{\sqrt{1 - u_d^2}} + \frac{u_d}{\sqrt{1 - u_d^2}} \left( \sum_{j=1}^{d-1} u_j^2 = 1 - u_d^2 \right)
= -(d - 2) \cdot \frac{u_d}{\sqrt{1 - u_d^2}} = -(d - 2) \cdot \cot d_{S^{d-1}}(e_d, u).
\]

\( \square \)

APPENDIX B. CONCEPTS FROM FUNCTIONAL ANALYSIS AND SPECTRAL THEORY OF OPERATORS

We review the basics of spectral theory, including the notions of compact and self-adjoint operators on Hilbert spaces. See \([44\) and \([45, \text{Chs. 6 and 8}]\) for a complete treatment.

**Definition B.1** (bounded operator). Let \((\mathcal{B}, \| \cdot \|_\mathcal{B})\) and \((\mathcal{C}, \| \cdot \|_\mathcal{C})\) be Banach spaces, and \( \mathfrak{A} : \mathcal{B} \rightarrow \mathcal{C} \) be an operator from \( \mathcal{B} \) to \( \mathcal{C} \). Then, \( \mathfrak{A} \) is said to be **bounded** if

\[
\| \mathfrak{A} \| := \sup_{b \in \mathcal{B} \setminus \{0\}} \frac{\| \mathfrak{A} b \|_\mathcal{C}}{\|b\|_\mathcal{B}} < \infty.
\]

From now on, \( \mathcal{L}(\mathcal{B}, \mathcal{C}) \) denotes the set of bounded operators from \( \mathcal{B} \) to \( \mathcal{C} \). Also, for the simplicity, we use \( \mathcal{L}(\mathcal{B}) \) instead of \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \).

**Theorem B.1** (adjoint \([44, \text{Section VI.2}]\)). Let \( \mathcal{H} \) be a Hilbert space. Then, for any \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \), there is a unique bounded operator \( \mathfrak{A}^* : \mathcal{H} \rightarrow \mathcal{H} \) satisfying:

\[
\langle u, \mathfrak{A} v \rangle = \langle \mathfrak{A}^* u, v \rangle \text{ for any } u, v \in \mathcal{H}.
\]

From now on, the operator \( \mathfrak{A}^* \) will be called the **adjoint** of \( \mathfrak{A} \).

**Definition B.2** (self-adjoint operator). Let \( \mathcal{H} \) be a Hilbert space. Then, \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \) is said to be **self-adjoint** if \( \mathfrak{A} = \mathfrak{A}^* \). Equivalently, if \( \mathfrak{A} \) satisfies the following:

\[
\langle \mathfrak{A} u, v \rangle = \langle u, \mathfrak{A} v \rangle \text{ for any } u, v \in \mathcal{H}.
\]

**Definition B.3**. Let \( \mathcal{H} \) be a Hilbert space and \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \). Then, a complex number \( \lambda \) is said to be in the **resolvent set** \( \rho(\mathfrak{A}) \) of \( \mathfrak{A} \) if \( \lambda I - \mathfrak{A} \) is a bijection with a bounded inverse. If \( \lambda \notin \rho(\mathfrak{A}) \), then \( \lambda \) is said to be in the **spectrum** \( \sigma(\mathfrak{A}) \) of \( \mathfrak{A} \).

**Definition B.4**. Let \( \mathcal{H} \) be a Hilbert space and \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \).
(1) An \( u \neq 0 \) which satisfies \( \mathfrak{A}u = \lambda u \) for some \( \lambda \in \mathbb{C} \) is called an **eigenvector** of \( \mathfrak{A} \); \( \lambda \) is called the corresponding eigenvalue. If \( \lambda \) is an eigenvalue, then \( \lambda I - \mathfrak{A} \) is not injective so \( \lambda \in \sigma(\mathfrak{A}) \). The set of all eigenvalues is called the **point spectrum** of \( \mathfrak{A} \).

(2) If \( \lambda \) is not an eigenvalue and if the range of \( \lambda I - \mathfrak{A} \) is not dense, then \( \lambda \) is said to be in the **residual spectrum**.

**Theorem B.2** ([44, Theorem VI.6, Theorem VI.8]). Let \( \mathfrak{A} \) be a bounded and self-adjoint operator on a Hilbert space \( \mathcal{H} \). Then,

1. \( \mathfrak{A} \) has no residual spectrum.
2. The spectrum \( \sigma(\mathfrak{A}) \) of \( \mathfrak{A} \) is a subset of \( \mathbb{R} \). In particular, \( \sup_{\lambda \in \sigma(\mathfrak{A})} |\lambda| = \|\mathfrak{A}\| \).
3. Eigenvectors corresponding to distinct eigenvalues of \( \mathfrak{A} \) are orthogonal.

**Definition B.5** (positive semi-definite operator). Let \( \mathcal{H} \) be a Hilbert space and \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \). \( \mathfrak{A} \) is called **positive semi-definite** if \( \langle u, \mathfrak{A}u \rangle \geq 0 \) for any \( u \in \mathcal{H} \). We write \( \mathfrak{A} \preceq 0 \) if \( \mathfrak{A} \) is positive semi-definite.

**Remark B.6.** If \( \mathfrak{A} \) is a bounded operator on a Hilbert space \( \mathcal{H} \). Then, \( \mathfrak{A}^* \mathfrak{A} \) is always positive semi-definite.

**Theorem B.3** ([44, Theorem VI.9]). Let \( \mathfrak{A} \) be a positive semi-definite and bounded operator on a Hilbert space \( \mathcal{H} \). Then, there is a unique positive semi-definite bounded operator \( \mathfrak{B} \) on \( \mathcal{H} \) satisfying \( \mathfrak{B}^2 = \mathfrak{A} \). Furthermore, \( \mathfrak{B} \) commutes with every bounded operator commuting with \( \mathfrak{A} \).

By Theorem B.3 and Remark B.6, we define \( |\mathfrak{A}| \) in the following way.

**Definition B.7.** Let \( \mathfrak{A} \) be a bounded operator on a Hilbert space \( \mathcal{H} \). Define the following associated operators: \( |\mathfrak{A}| := \sqrt{\mathfrak{A}^* \mathfrak{A}} \), \( \mathfrak{A}^+ := \frac{1}{2}(\mathfrak{A} + \mathfrak{A}^*) \), and \( \mathfrak{A}^- := \frac{1}{2}(\mathfrak{A} - \mathfrak{A}^*) \). Note that \( \mathfrak{A} = \mathfrak{A}^+ - \mathfrak{A}^- \).

**Definition B.8** (compact operator). Let \( (\mathcal{B}, \|\cdot\|_B) \) and \( (\mathcal{C}, \|\cdot\|_C) \) be Banach spaces. An operator \( \mathfrak{A} \in \mathcal{L}(\mathcal{B}, \mathcal{C}) \) is called **compact** if \( \mathfrak{A} \) takes bounded sets in \( \mathcal{B} \) into precompact sets in \( \mathcal{C} \).

**Theorem B.4** (Riesz-Schauder Theorem, [44, Theorem VI.15]). Let \( \mathcal{H} \) be a separable Hilbert space and \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \) be a compact operator. Then, \( \sigma(\mathfrak{A}) \) is a discrete set having no limit points except perhaps \( \lambda = 0 \). Further, any nonzero \( \lambda \in \sigma(\mathfrak{A}) \) is an eigenvalue with finite multiplicity (i.e. the corresponding space of eigenvectors is finite dimensional).

**Theorem B.5** (Hilbert-Schmidt Theorem, [44, Theorem VI.16] and [45, Theorem 8.94]). Let \( \mathcal{H} \) be a separable Hilbert space and \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \) be compact and self-adjoint. Then, there is a complete orthonormal basis \( \{\phi_i\}_{i=1}^N \) for \( \mathcal{H} \) where \( N = \dim(\mathcal{H}) \) so that \( \mathfrak{A}\phi_i = \lambda_i \phi_i \), \( |\lambda_i| \) is monotone nonincreasing, and if \( N = \infty \), \( \lim_{i \to \infty} \lambda_i = 0 \). Furthermore, \( \mathfrak{A} \) can be represented by

\[
\mathfrak{A}(\cdot) = \sum_{i=1}^N \lambda_i \langle \phi_i, \cdot \rangle \phi_i.
\]

**Definition B.9** (singular values). Let \( \mathcal{H} \) be a separable Hilbert space and \( \mathfrak{A} \in \mathcal{L}(\mathcal{H}) \) a compact operator. Then, the non-negative square roots of eigenvalues of the self-adjoint operator \( \mathfrak{A}^* \mathfrak{A} \) are called **singular values** of \( \mathfrak{A} \).

For a given metric measure space \( X = (X, d_X, \mu_X) \in \mathcal{M}_w \), the following theorem gives conditions under which the Hilbert space \( L^2(\mu_X) \) is separable.

**Proposition B.10** ([14, Proposition 3.4.5]). Let \( (X, \Sigma_X, \mu_X) \) be a measure space, and let \( p \) satisfy \( 1 \leq p < \infty \). If \( \mu_X \) is \( \sigma \)-finite and \( \Sigma_X \) is countably generated, then \( L^p(X, \Sigma_X, \mu_X) \) is separable.

In particular, if \( (X, d_X) \) is complete and separable metric space (every compact metric space satisfies these conditions) and \( \mu_X \) is Borel probability measure, then \( L^2(\mu_X) \) is separable.

Next, we introduce particularly important kinds of compact operators: Trace class and Hilbert-Schmidt operators.
Theorem B.6 ([44, Theorem VI.18]). Let $\mathcal{H}$ be a separable Hilbert space and let $\{\phi_i\}_{i=1}^N$ be an orthonormal basis of $\mathcal{H}$. Then, for any positive semi-definite operator $\mathfrak{A} \in \mathcal{L}(\mathcal{H})$, the value $\sum_{i=1}^N \langle \phi_i, \mathfrak{A} \phi_i \rangle$ does not depend on the choice of basis.

Note that each summand in the expression in Theorem B.6 is non-negative since $\mathfrak{A}$ is positive semi-definite. Hence, the summation is well-defined though it can be infinite.

Definition B.11 (trace of a positive semi-definite operator). Let $\mathcal{H}$ be a separable Hilbert space and $\mathfrak{A} \in \mathcal{L}(\mathcal{H})$ be a positive semi-definite operator. Then, $\text{tr}(\mathfrak{A}) := \sum_{n=1}^N \langle \phi_n, \mathfrak{A} \phi_n \rangle$ where $\{\phi_n\}_{n=1}^N$ is an orthonormal basis of $\mathcal{H}$.

The notion of trace can be extended from positive semi-definite operators to trace class operators via the following theorem.

Definition B.12 (trace class). Let $\mathcal{H}$ be a separable Hilbert space. Then, for any $\mathfrak{A} \in \mathcal{L}(\mathcal{H})$, we define the trace norm of $\mathfrak{A}$ in the following way:

$$\|\mathfrak{A}\|_1 := \text{tr}(|\mathfrak{A}|).$$

Moreover, $\mathfrak{A}$ is said to be trace class or traceable if $\|\mathfrak{A}\|_1 < \infty$. The set of all traceable operators in $\mathcal{L}(\mathcal{H})$ is denoted by $\mathcal{L}_1(\mathcal{H})$.

Theorem B.7 ([44, Theorems VI.19 and VI.20]). Let $\mathcal{H}$ be a separable Hilbert space. Then,

1. $\mathcal{L}_1(\mathcal{H})$ is a Banach space with the trace norm $\|\cdot\|_1$.
2. If $\mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$ and $\mathfrak{B} \in \mathcal{L}(\mathcal{H})$, then $\mathfrak{A} \mathfrak{B} \in \mathcal{L}_1(\mathcal{H})$ and $\mathfrak{B} \mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$.
3. If $\mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$, then $\mathfrak{A}^* \in \mathcal{L}_1(\mathcal{H})$.

Theorem B.8 ([44, Theorem VI.21]). If $\mathfrak{A}$ is trace class, then $\mathfrak{A}$ is compact. Moreover, a compact operator $\mathfrak{A}$ is trace class iff $\sum_{i=1}^N \lambda_i < \infty$ where $\{\lambda_i\}_{i=1}^N$ are the singular values of $\mathfrak{A}$.

Moreover, the notion of trace can be extended to trace class operators via the following theorem.

Theorem B.9 ([44, Theorem VI.24]). Let $\mathcal{H}$ be a separable Hilbert space, and $\{\phi_i\}_{i=1}^N$ be an orthonormal basis of $\mathcal{H}$. Then, for any $\mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$, the value $\sum_{i=1}^N \langle \phi_i, \mathfrak{A} \phi_i \rangle$ converges absolutely and the limit does not depend on the choice of basis.

Definition B.13 (trace of a trace class operator). Let $\mathcal{H}$ be a separable Hilbert space and $\mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$. Then, $\text{Tr}(\mathfrak{A}) := \sum_{n=1}^N \langle \phi_n, \mathfrak{A} \phi_n \rangle$ where $\{\phi_n\}_{n=1}^N$ is an orthonormal basis of $\mathcal{H}$. Observe that $\text{Tr}(\mathfrak{A}) = \text{tr}(\mathfrak{A})$ if $\mathfrak{A}$ is positive semi-definite.

Theorem B.10 ([44, Theorem VI.25]).

1. $\text{Tr}(c \mathfrak{A} + \mathfrak{B}) = c \text{Tr}(\mathfrak{A}) + \text{Tr}(\mathfrak{B})$ for any $\mathfrak{A}, \mathfrak{B} \in \mathcal{L}_1(\mathcal{H})$ and $c \in \mathbb{C}$.
2. $\text{Tr}(\mathfrak{A}^*) = \overline{\text{Tr}(\mathfrak{A})}$ for any $\mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$.
3. $\text{Tr}(\mathfrak{A} \mathfrak{B}) = \text{Tr}(\mathfrak{B} \mathfrak{A})$ if $\mathfrak{A} \in \mathcal{L}_1(\mathcal{H})$ and $\mathfrak{B} \in \mathcal{L}(\mathcal{H})$.

Next, we introduce the notion of Hilbert-Schmidt operators.

Definition B.14 (Hilbert-Schmidt operator). Let $\mathcal{H}$ be a separable Hilbert space. Then, for any $\mathfrak{A} \in \mathcal{L}(\mathcal{H})$, we define the Hilbert-Schmidt norm of $\mathfrak{A}$ in the following way:

$$\|\mathfrak{A}\|_2 := \left( \text{Tr}(\mathfrak{A}^* \mathfrak{A}) \right)^{\frac{1}{2}}.$$ 

Moreover, $\mathfrak{A}$ is called Hilbert-Schmidt operator if $\|\mathfrak{A}\|_2 < \infty$. The set of all Hilbert-Schmidt operators in $\mathcal{L}(\mathcal{H})$ is denoted by $\mathcal{L}_2(\mathcal{H})$.

Let us collect some useful properties of trace, trace class and Hilbert-Schmidt operators.

Lemma B.15 ([44, Theorem VI.19, Theorem VI.21, Theorem VI.22, Theorem VI.25]). Let $\mathcal{H}$ be a separable Hilbert space and $\mathfrak{A}, \mathfrak{B}, \mathfrak{C} \in \mathcal{L}(\mathcal{H})$. Then,

1. $\|\mathfrak{A}\| \leq \|\mathfrak{A}\|_2 \leq \|\mathfrak{A}\|_1$. 

(2) If $\mathfrak{A}$ is Hilbert-Schmidt operator, then $\mathfrak{A}$ is compact. Moreover, a compact operator $\mathfrak{A}$ is Hilbert-Schmidt if and only if $\sum_{i=1}^{N} \lambda_{i}^{2} < \infty$ where $\{\lambda_{i}\}_{i=1}^{N}$ are the singular values of $\mathfrak{A}$.

(3) $\mathfrak{A}$ is trace class if and only if $\mathfrak{A} = \mathfrak{B}\mathfrak{C}$ for some Hilbert-Schmidt operators $\mathfrak{B}, \mathfrak{C}$.

(4) $\text{Tr}(\mathfrak{A}\mathfrak{B}) = \text{Tr}(\mathfrak{B}\mathfrak{A})$ if both of $\mathfrak{A}$ and $\mathfrak{B}$ are Hilbert-Schmidt operators.

Proof. To prove item (4), which is the only one having no proof in [44], we use item (3) of this lemma and follow the proof of [44, Theorem VI.25].

The following theorem connects Hilbert-Schmidt operator and integral kernel.

**Theorem B.11** ([44, Theorem VI.23]). Let $(X, \Sigma, \mu)$ be a measure space with the separable Hilbert space $L^{2}(\mu)$. Then, $\mathfrak{R} \in \mathcal{L}(L^{2}(\mu))$ is Hilbert-Schmidt if and only if there is a function

$$K \in L^{2}(\mu \otimes \mu) \text{ with } \mathfrak{R}\phi = \int_{X} K(\cdot, x') \phi(x') \, d\mu(x').$$

Moreover, $\|\mathfrak{R}\|_{2}^{2} = \|K\|_{L^{2}(\mu \otimes \mu)}^{2}$.

Furthermore, the integral kernel associated to a given Hilbert-Schmidt operator on $L^{2}(\mu)$ is uniquely determined (save for a set with zero measure); cf. the following lemma and corollary.

**Lemma B.16** ([59]). Suppose a measure space $(X, \Sigma, \mu)$ and the separable Hilbert space $L^{2}(\mu)$ are given. Let $K \in L^{2}(\mu \otimes \mu)$ and let $\mathfrak{R} \in \mathcal{L}(L^{2}(\mu))$ be the Hilbert-Schmidt operator associated to $K$. If $\mathfrak{R} = 0$, then $K = 0$ ($\mu \otimes \mu$)-almost everywhere.

**Corollary B.17.** Suppose a measure space $(X, \Sigma, \mu)$ and the separable Hilbert space $L^{2}(\mu)$ are given. Let $K_{1}, K_{2} \in L^{2}(\mu \otimes \mu)$ and $\mathfrak{R}_{1}, \mathfrak{R}_{2} \in \mathcal{L}(L^{2}(\mu))$ be the Hilbert-Schmidt operators associated to $K_{1}$ and $K_{2}$ respectively. If $\mathfrak{R}_{1} = \mathfrak{R}_{2}$, then $K_{1} = K_{2}$ ($\mu \otimes \mu$)-almost everywhere.

**Definition B.18** (symmetric kernel). Let $(X, \Sigma, \mu)$ be a measure space. A kernel $K : X \times X \to \mathbb{R}$ is said to be **symmetric** if $K(x, x') = K(x', x)$ ($\mu \otimes \mu$)-a.e.

**Theorem B.12** ([9, Corollary 3.2]). Let $\mu$ be a $\sigma$-finite Borel measure on a second countable space $X$, and let $K$ be the integral kernel of a trace class operator $\mathfrak{R}$ on $L^{2}(\mu)$. If $K$ is continuous at $(x, x)$ for $\mu$-almost every $x$ then

$$\text{Tr}(\mathfrak{R}) = \int_{X} K(x, x) \, d\mu(x).$$

**Appendix C. Spherical harmonics, Legendre Polynomials, and the Funk-Hecke Theorem**

Now we review basic results on spherical harmonics. Our main reference is [4].

For any $d \geq 2$ and $n \geq 0$, let $\mathbb{H}_{n}^{d}$ be the space of all homogeneous polynomials of degree $n$ in $d$ dimensions.

**Example C.1.** Here are some examples of $\mathbb{H}_{n}^{d}$.

- $\mathbb{H}_{0}^{2} = \{a_{1}x_{1}^{2} + a_{2}x_{1}x_{2} + a_{3}x_{2}^{2} : a_{1}, a_{2}, a_{3} \in \mathbb{R}\}$.
- $\mathbb{H}_{1}^{2} = \{a_{1}x_{1}^{2} + a_{2}x_{1}x_{2} + a_{3}x_{1}^{2}x_{2} + a_{4}x_{2}^{3} : a_{1}, a_{2}, a_{3}, a_{4} \in \mathbb{R}\}$.
- $\mathbb{H}_{2}^{2} = \{a_{1}x_{1}^{2} + a_{2}x_{2}^{2} + a_{3}x_{1}x_{2} + a_{4}x_{1}x_{2} + a_{5}x_{2}^{3}x_{3} + a_{6}^{2}x_{3}^{2}x_{1} : a_{1}, \ldots, a_{6} \in \mathbb{R}\}.$
Recall that a function $f : \mathbb{R}^d \to \mathbb{R}$ is called **harmonic** if $\Delta f = 0$. The space of homogeneous harmonics of degree $n$ in $d$ dimension is denoted by $\mathbb{Y}_n(\mathbb{R}^d)$. More precisely,

$$\mathbb{Y}_n(\mathbb{R}^d) := \{ f \in \mathbb{H}_d^n : \Delta f = 0 \}.$$  

Let $N_{n,d} := \dim(\mathbb{Y}_n(\mathbb{R}^d))$. The following equality is well-known ([4, (2.10)])

$$N_{n,d} = \frac{(2n + d - 2)(n + d - 3)!}{n!(d - 2)!}. \tag{14}$$

Moreover, $N_{n,d} = O(n^{d-2})$ for $n$ sufficiently large ([4, (2.12)])

Finally, we are ready to introduce spherical harmonics.

**Definition C.2** (spherical harmonics). $\mathbb{Y}_n^d := \mathbb{Y}_n(\mathbb{R}^d)|_{\mathbb{S}^{d-1}}$ is called the spherical harmonic space of order $n$ in $d$ dimensions. Any function in $\mathbb{Y}_n^d$ is called a spherical harmonic of order $n$ in $d$ dimensions.

**Remark C.3.** It is known that $\dim(\mathbb{Y}_n^d) = \dim(\mathbb{Y}_n(\mathbb{R}^d)) = N_{n,d}$.

Now, let us introduce Legendre polynomials, which will be useful later. A more detailed explanation on Legendre polynomials can be found in [4, Section 2].

**Definition C.4** (Legendre polynomial). The map $P_{n,d} : [-1, 1] \to \mathbb{R}$

\[ t \mapsto n! \Gamma \left( \frac{d-1}{2} \right) \frac{n!}{2^n} \sum_{k=0}^\infty (-1)^k \frac{(1-t^2)^k}{4^k k! (n-2k)!} \frac{(n-2k)!}{\Gamma \left( k + \frac{d-1}{2} \right)} \]

is said to be the **Legendre polynomial of degree $n$ in $d$ dimensions**.

The following theorem connects spherical harmonics and Legendre polynomials.

**Theorem C.1** (addition theorem [4, Theorem 2.9]). Let $\{Y_{n,j}^d : 1 \leq j \leq N_{n,d}\}$ be an orthonormal basis of $\mathbb{Y}_n^d$, i.e.,

$$\int_{\mathbb{S}^{d-1}} Y_{n,j}^d(u) Y_{n,k}^d(u) \, d\text{vol}_{\mathbb{S}^{d-1}}(u) = \delta_{jk}.$$ 

Then

$$\sum_{j=1}^{N_{n,d}} Y_{n,j}^d(u) Y_{n,j}^d(v) = \frac{N_{n,d}}{|\mathbb{S}^{d-1}|} P_{n,d}(\langle u, v \rangle)$$

for any $u, v \in \mathbb{S}^{d-1}$.

**Lemma C.5** ([4, Corollary 2.15]). For $m \neq n$, $\mathbb{Y}_m^d \perp \mathbb{Y}_n^d$ in $L^2(\text{vol}_{\mathbb{S}^{d-1}})$.

**Corollary C.6.** For any $n > 0$ and $Y^d_n \in \mathbb{Y}_n^d$, $\int_{\mathbb{S}^{d-1}} Y^d_n(u) \, d\text{vol}_{\mathbb{S}^{d-1}}(u) = 0$.

**Proof.** Apply Lemma C.5 and the fact $Y^d_0 \equiv 1 \in \mathbb{Y}_0^d$. \hfill $\square$

Let us collect some useful properties of Legendre polynomials which will be used in the main body.

**Lemma C.7.** For any $d \geq 3$, $m, n \geq 0$, and $t \in [-1, 1]$,

1. $|P_{n,d}(t)| \leq 1 = P_{n,d}(1)$ (see [4, (2.39)])
2. $\int_{\mathbb{S}^{d-1}} |P_{n,d}(\langle u, v \rangle)|^2 \, d\text{vol}_{\mathbb{S}^{d-1}}(v) = \frac{|\mathbb{S}^{d-1}|}{N_{n,d}}$ for any $u \in \mathbb{S}^{d-1}$ (see [4, (2.40)])
3. (Rodrigues representation formula) $P_{n,d}(t) = \langle t \rangle^2 n R_{n,d} \left( -\frac{2}{n+2} \right) \left( \frac{(d-2)}{(d+2)} \right)^n (1-t^2)^{n+\frac{d-3}{2}}$ where $R_{n,d} = \frac{(d-1)!}{2^n (n+\frac{d-1}{2})}$ (see [4, Theorem 2.23])
(4) \( P_{n,d}(-t) = (-1)^n P_{n,d}(t) \) (see [4, (2.73)]).

(5) If \( f \in C^n([-1, 1]) \), then
\[
\int_{-1}^{1} f(t) P_{n,d}(t)(1 - t^2)^{\frac{d-3}{2}} dt = R_{n,d} \int_{-1}^{1} f^{(n)}(t)(1 - t^2)^{n + \frac{d-3}{2}} dt
\]
where \( R_{n,d} = \frac{\Gamma(\frac{d-1}{2})}{2^n \Gamma(n + \frac{d-1}{2})} \) (see [4, Proposition 2.26]).

(6) \( \int_{-1}^{1} P_{n,d}(t) P_{n,d}(t)(1 - t^2)^{\frac{d-4}{2}} dt = \frac{1}{N_{n,d}N_{n,d-1}} \delta_{mn} \) (see [4, (2.79)]).

(7) **Poisson identity** For any \( r \in (-1, 1) \) and any \( t \in [-1, 1] \),
\[
\sum_{n=0}^{\infty} N_{n,d} P_{n,d}(t) r^n = \frac{1 - r^2}{(1 + r^2 - 2rt)^{\frac{d}{2}}}.
\]
Moreover, for each fixed \( r \in (-1, 1) \), the convergence is uniform as a function of \( t \) (see [4, Proposition 2.28]).

(8) **Green-Beltrami identity** For any \( f \in C^2(S^{d-1}) \) and any \( g \in C^1(S^{d-1}) \), we have
\[
\int_{S^{d-1}} g \Delta f \, d\nu_{S^{d-1}} = - \int_{S^{d-1}} \langle \nabla g, \nabla f \rangle \, d\nu_{S^{d-1}}
\]
(see [4, Proposition 3.3]).

(9) For any \( f \in C^1(S^{d-1}) \) and \( u \in S^{d-1} \), we have
\[
\int_{S^{d-1}} \nabla f(\nu) \cdot \nabla P_{n,d}(\langle u, \nu \rangle) d\nu_{S^{d-1}}(v) = n(n + d - 2) \int_{S^{d-1}} f(v) P_{n,d}(\langle u, v \rangle) d\nu_{S^{d-1}}(v)
\]
(see [4, (3.21)]).

(10) For any \( u \in S^{d-1} \), we have
\[
\int_{S^{d-1}} \| \nabla P_{n,d}(\langle u, \nu \rangle) \|^2 d\nu_{S^{d-1}}(v) = n(n + d - 2) \frac{N_{n,d}}{N_{n,d}}
\]
(see [4, Proposition 3.6]).

**Proof.** For item (7) (Poisson identity), the uniform convergence holds because of the following argument: Observe that, for any positive integer \( k > 0 \),
\[
\sum_{n=k}^{\infty} N_{n,d} P_{n,d}(t) r^n \leq \sum_{n=k}^{\infty} N_{n,d} |P_{n,d}(t)| |r|^n = \sum_{n=k}^{\infty} N_{n,d} |r|^n \quad (\colon \text{item (1)}).
\]
But, since
\[
\sum_{n=0}^{\infty} N_{n,d} |r|^n = \sum_{n=0}^{\infty} N_{n,d} P_{n,d}(1) |r|^n = \frac{1 + |r|}{(1 - |r|)^d} < \infty,
\]
\( \sum_{n=k}^{\infty} N_{n,d} |r|^n \) becomes arbitrarily small for large enough \( k \).
For the proof of the other items, see [4]. \( \square \)