Minimizing Convergence Error in Multi-Agent Systems via Leader Selection: A Supermodular Optimization Approach
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Abstract

In a leader-follower multi-agent system (MAS), the leader agents act as control inputs and influence the states of the remaining follower agents. The rate at which the follower agents converge to their desired states, as well as the errors in the follower agent states prior to convergence, are determined by the choice of leader agents. In this paper, we study leader selection in order to minimize convergence errors experienced by the follower agents, which we define as a norm of the distance between the follower agents’ intermediate states and the convex hull of the leader agent states. By introducing a novel connection to random walks on the network graph, we show that the convergence error has an inherent supermodular structure as a function of the leader set. Supermodularity enables development of efficient discrete optimization algorithms that directly approximate the optimal leader set, provide provable performance guarantees, and do not rely on continuous relaxations. We formulate two leader selection problems within the supermodular optimization framework, namely, the problem of selecting a fixed number of leader agents in order to minimize the convergence error, as well as the problem of selecting the minimum-size set of leader agents to achieve a given bound on the convergence error. We introduce algorithms for approximating the optimal solution to both problems in static networks, dynamic networks with known topology distributions, and dynamic networks with unknown and unpredictable
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topology distributions. Our approach is shown to provide significantly lower convergence errors than existing random and degree-based leader selection methods in a numerical study.

I. INTRODUCTION

In a multi-agent system (MAS), distributed agents exchange information in order to compute their internal states and perform a shared task, such as achieving consensus [1] or maintaining and controlling a physical formation [2]. A diverse class of systems, including unmanned vehicles [3], sensor networks [4], and social networks [5] are modeled and designed using the MAS framework. In a leader-follower MAS, a set of leader agents acts as external control inputs in order to steer the states of the follower agents [6]. The goal of the system is for the follower agents to converge to a desired state that is determined by the set of leader agents.

Linear weighted averaging algorithms are widely used by MAS in domains such as parallel computing [7], distributed control [8], and networking [9] due to their computational efficiency, distributed operation, and robustness to network topology changes. In such algorithms, the leader and follower agents periodically broadcast their state information and each follower agent computes its new state as a weighted average of the state values of its neighbors. The dynamics of the follower agents are influenced by the leader agents through the weighted averaging rule. The distributed nature of these algorithms, however, can lead to errors in either the asymptotic states of the follower agents, when the followers converge to an incorrect value, or in the intermediate states of the follower agents, prior to convergence of the algorithm. Both types of errors in the follower agent states impact the system performance, for example, by causing formation errors in unmanned vehicle networks [10] and inaccurate estimates in sensor networks [11].

In [12], it was shown that linear weighted averaging algorithms achieve asymptotic consensus to the leader agent state in both static networks and networks with dynamic topologies, provided the network is connected. Moreover, in [13] and [14], the authors showed that the follower agent states are controllable from a set of leader agents if the eigenvalues of the graph Laplacian are distinct. While these existing results imply that the follower agent states can be driven to any value asymptotically, the convergence requires an arbitrary length of time, and the follower agents’ intermediate states prior to convergence may deviate significantly from their desired steady-state values.
The intermediate behavior of agents under linear weighted averaging algorithms was studied in [15], in which upper and lower bounds on the errors in the follower agents’ intermediate states were derived for static networks without leaders. These errors were analyzed for leader-follower systems with given leader sets based on the eigenvalues of the graph Laplacian in [16] and [17], where it was observed that the errors depend on the given leader set. Hence, an efficient, analytical approach to selecting leaders in order to minimize errors in the follower agents’ intermediate states would enable the leader agents to steer the followers to the desired state while improving performance prior to convergence.

In this paper, we study leader selection in order to minimize the convergence error in the intermediate states of the follower agents, defined as the $l^p$-norm of the distance between the follower states and the convex hull of the leader agent states. In the special case where the leader agent states are equal, this error reduces to the $l^p$-norm of the difference between the follower agent states and their desired steady-state values. We formulate two leader selection problems, namely (a) selecting a set of up to $k$ leaders in order to minimize the convergence error, and (b) selecting the minimum-size set of leaders to achieve a given bound on the convergence error. We make the following specific contributions towards addressing these problems:

- We derive upper bounds on the convergence error at a given time that depend on the network topology and leader set but not on the initial agent states. We establish the equivalence between the derived upper bounds and the time for a random walk on the network graph to travel from a given follower agent to any leader agent.
- Using the connection to random walks, we prove that the upper bound on the convergence error is a supermodular function of the leader set. We then introduce polynomial-time leader selection algorithms for problems (a) and (b) in static networks and use supermodularity to prove that the algorithms approximate the optimal convergence errors for each problem up to a provable bound.
- We extend our approach to dynamic networks, including networks with topologies that vary in time according to a known probability distribution, and dynamic topologies that vary with unknown and unpredictable distributions. For dynamic topologies with unknown distributions, we prove a lower bound on the best possible convergence error that can be achieved by any leader selection algorithm, as well as an upper bound on the error achieved by our proposed algorithm.
Our results are illustrated through a numerical study, which compares our supermodular optimization approach with random and degree-based leader selection in static and dynamic networks.

The paper is organized as follows. In Section II, we discuss the related work. The system model, as well as background on submodular functions and experts algorithms, are described in Section III. The connection between convergence error and random walks, along with our proposed leader selection algorithms for networks with static topology, are presented in Section IV. Leader selection algorithms for dynamic networks are described and analyzed in Section V. Section VI presents our numerical study. Section VII concludes the paper.

II. RELATED WORK

We first consider the related work on convergence of leader-follower systems and minimizing convergence error in MAS through methods other than leader selection. We review related work on leader selection for other criteria, including controllability and minimizing error due to link noise. We also consider previous applications of submodular optimization techniques and review related work on the connection between MAS algorithms and Markov chains.

The asymptotic convergence of MAS algorithms has been extensively studied. Surveys of recent results can be found in [18] and [19]. The convergence rate and errors in the intermediate follower agent states have been analyzed for static consensus networks in [15]. Subsequent works analyzed the convergence rate in networks experiencing link failures [20] and quantized consensus networks [21]. The connection between the convergence rate and the spectrum of the network graph has been observed in leader-follower systems [16] and networks without leaders [11]. The problem of containment, defined as guaranteeing that the follower node states converge to the convex hull of the leader node states, was studied for static networks in [22] and dynamic networks in [23].

Current approaches to synthesizing MAS, either with a given leader set or without leader agents, with minimum convergence error are mainly focused on optimizing the agent dynamics. In [11], the authors minimize the convergence error by optimizing the weights that each agent assigns to each of the inputs from its neighbors in a distributed fashion. In [10], an approach for dynamically modifying the weights assigned to each agent in order to increase the rate of consensus was introduced. In addition to optimizing the behavior of the follower agents, the
inputs from the leader agents can be designed using optimal control theory in order to efficiently steer the follower agents to the desired state [24]. These existing methods focus on minimizing convergence errors when the leader set is given, rather than determining which agents should act as leaders, and are therefore complementary to the approach presented in this paper.

Leader selection in multi-agent systems is an emerging area of research. In [25], a polynomial-time algorithm based on graph matching was introduced in order to find a set of leaders that guarantee structural controllability of the network from the leader set. Algorithms for selecting leaders in order to minimize the impact of noise in the agent states, based on different greedy heuristics and convex relaxations, were introduced in [26] and [27], [28], respectively. In [29], the authors proposed a greedy algorithm for maximizing the manipulability of the network from the leader set, defined as the ratio between the norm of the follower agents’ response to a given leader input and the norm of the leader input. Supermodular optimization methods have been used to develop leader selection algorithms for minimizing the errors due to noise [30] and joint optimization of performance and controllability [31]. In the preliminary version of the present paper [32], a supermodular optimization approach to leader selection for minimizing convergence errors in a known, static network was proposed. In the present paper, we introduce methods for leader selection in networks with unknown and/or time-varying topologies, which was were not considered in [32].

Submodular optimization has also been applied in the related context of influence maximization in social networks in [33] and [34]. The main interest of these works, however, is in maximizing the number of agents that are influenced by the leaders in steady-state, rather than the rate of convergence. Surveys of submodular functions and submodular optimization can be found in [35] and [36].

The connection between multi-agent system protocols and Markov chains was first explored in [37]. More recently, a Markov chain interpretation was used to prove asymptotic convergence of consensus in networks with dynamic topologies in [38] and [39]. To the best of our knowledge, however, the connection between the bounds we derive on the convergence error and the Markov process consisting of a random walk on the graph does not appear in the existing literature on MAS and Markov chains.
III. System Model and Preliminaries

In this section, we define the system model and convergence error metric used in this work, and give needed preliminary results on supermodular functions. We consider a graph abstraction of the network. To be consistent with graph-theoretic terminology, we refer to agents as nodes in the subsequent text, with leader agents denoted as leader nodes and follower agents denoted as follower nodes.

A. System Model

We consider a network of $n$ agents, indexed in the set $V = \{1, \ldots, n\}$. An edge $(i, j)$ exists from node $i$ to node $j$ if node $j$ is within communication range of node $i$. Let $E$ denote the set of edges. The set of neighbors of node $i$ is defined by $N(i) \triangleq \{j : (i, j) \in E\}$. The number of edges outgoing from $i$ is denoted the outdegree of $i$, while the number of edges incoming to $i$ is the indegree of $i$. We assume that the graph $G$ is strongly connected, so that for each pair of nodes $i$ and $j$, there exists a directed path from $i$ to $j$.

Each node $i$ is assumed to have a time-varying internal state, $x_i(t) \in \mathbb{R}$. Each node $j$ in the leader set, denoted $S$, maintains a constant state value equal to $x_j^* \in \mathbb{R}$. For every leader node $j \in S$, the state value is initialized to $x_j(0) = x_j^*$. The leader states may be distinct, so that $x_j^* \neq x_{j'}^*$ for $j, j' \in S$.

The follower nodes compute their states according to the distributed rule

$$
\dot{x}_i(t) = \sum_{j \in N(i)} W_{ij} (x_j(t) - x_i(t)),
$$

(1)

where $W_{ij}$ is a nonnegative constant for a given node pair $(i, j)$. The Laplacian matrix $L$, which will be used to derive the convergence properties of the dynamics (1), is defined by

$$
L_{ij} = \begin{cases} 
-W_{ij}, & j \in N(i), \ i \notin S \\
\sum_{j \in N(i)} W_{ij}, & i = j, \ i \notin S \\
0, & i \in S \\
0, & \text{else}
\end{cases}
$$

By [37], for any $t > 0$, $e^{-Lt}$ is a stochastic matrix with nonzero entries. Letting $x(t) \in \mathbb{R}^n$ denote the vector of node states at time $t$, equation (1) is written in vector form as $\dot{x}(t) = -Lx(t)$. The node states $x(t)$ depend on the leader set, $S$. When defining the convergence error, we
represent this dependence explicitly by writing $x(t, S)$ to denote the node states. For simplicity of notation, we write $x(t)$ when describing the node dynamics. The following lemma describes the asymptotic behavior of the dynamics in (1).

**Lemma 1 ([22]).** The vector of follower agent states converges to a fixed point of $\dot{x}(t) = -Lx(t)$, denoted $x^*$. Furthermore, for each $j \in V$, $x^*_j \in \text{co}(\{x^*_i : i \in S\})$, where $\text{co}(\cdot)$ denotes the convex hull.

Let $A = \{x^*_i : i \in S\}$ and $\overline{A} = \text{co}(A)$. If the state of each follower node converges to $\overline{A}$, then the system is said to achieve containment [22].

**B. Definition of Convergence Error**

Although Lemma [1] implies that the nodes will asymptotically converge to the convex hull of the leader node states, the node states will deviate from their desired values at each finite time. A family of metrics for quantifying these convergence errors in the intermediate states is defined as follows. We let $||\cdot||_p$ (where $1 \leq p < \infty$) denote the $l^p$-norm of a vector.

**Definition 1.** Suppose $t > 0$ and $1 \leq p < \infty$. The convergence error $f_t(S)$ for leader set $S$ is defined by

$$f_t(S) \triangleq \left( \sum_{i \in V} \left( d(x_i(t, S), \overline{A})^p \right) \right)^{1/p} = \left( \sum_{i \in V} \min_{y \in \overline{A}} \{|x_i(t, S) - y|^p\} \right)^{1/p}.$$  \hspace{1cm} (2)

When the leaders all have the same state, $A = \overline{A} = \{x^*_1\}$ and $f_t(S) = ||x(t, S) - x^*_1||_p$.

The metric $f_t(S)$ measures the deviation of $x(t, S)$ from containment at time $t$ as a function of the leader set $S$. In general, $f_t(S)$ is not a monotonic function of $t$. When the graph $G$ is undirected and the matrix $W$ satisfies $W_{ij} = W_{ji}$ for all $i, j$, however, the system response, and hence the convergence error is monotonic, as described in the following lemma.

**Lemma 2.** If the weight matrix $W$ is symmetric and $t_0 > 0$, then $f_t(S) \leq f_{t_0}(S)$ for all $S \subseteq V$ and $t \geq t_0$.

A proof is given in the appendix. The value of $f_t(S)$ depends on the value of $t$ that is chosen. One approach to choosing $t$ is to select a set $S$ at random and then select the smallest $t$ such that $f_t(S) \leq \beta$, where $\beta > 0$ is a desired bound on the convergence error. This choice of $t$ guarantees
that the convergence error arising from our proposed approach will be no more than $f_t(S)$, and hence no more than the constraint $\beta$. Alternatively, the total convergence error, defined as

$$w(S) \triangleq \int_0^\infty f_t(S) \, dt,$$

does not depend on any fixed value of $t$. In Section IV we show that $w(S)$ can be substituted for $f_t(S)$ in our algorithms while preserving the optimality guarantees that we derive.

C. Supermodular Functions

In this section, we give the definition and an example of supermodular functions, as well as a preliminary lemma that will be used in the subsequent analysis.

Definition 2 (Supermodularity [36]). Let $V$ be a finite set. A function $f : 2^V \rightarrow \mathbb{R}$ is supermodular if for every sets $S$ and $T$ with $S \subseteq T \subseteq V$ and every $v \notin T$,

$$f(S) - f(S \cup \{v\}) \geq f(T) - f(T \cup \{v\}). \tag{3}$$

A function $f : 2^V \rightarrow \mathbb{R}$ is submodular if $(-f)$ is supermodular.

An example of a supermodular function is as follows. Let $V = \{1, \ldots, n\}$ denote a set of sensor nodes, where $S \subseteq V$ is a set to be activated. Suppose that the nodes are deployed over a region $A$, and each sensor node $i \in V$ covers a region $A_i \subseteq A$. Letting $|A|$ denote the area of region $A$, the area left uncovered by $S$, defined by

$$f_1(S) \triangleq |A| - \left| \bigcup_{i \in S} A_i \right|$$

is supermodular as a function of $S$, since adding a node to $S$ will cover a larger additional area than adding a node to a larger set $T$.

As a property of Definition 2, a nonnegative weighted sum of supermodular functions is supermodular [36]. In addition, the following lemma gives a method for constructing supermodular functions.

Lemma 3 ([36]). Let $f : 2^V \rightarrow \mathbb{R}_{\geq 0}$ be a supermodular function, and suppose that $f(S) \geq f(T)$ for all $S \subseteq T$. Let $g$ be a nondecreasing, convex, differentiable function. Then the composition $h = g \circ f$ is supermodular.
IV. LEADER SELECTION IN STATIC NETWORKS

In this section, we discuss leader selection in order to minimize the convergence error in the intermediate states of networks with static topologies. We first derive an upper bound on the convergence error that is independent of the initial leader and follower agent states, $\mathbf{x}(0)$. We then introduce a connection between the derived upper bound and a random walk on the network graph, which provides the critical step towards formulating the leader selection problem as supermodular optimization. Using the upper bound on the convergence error as a cost function, we formulate two leader selection problems, namely: (i) the problem of selecting a fixed set of up to $k$ leaders to minimize the convergence error, and (ii) the problem of selecting the minimum-size leader set in order to satisfy a given bound on the convergence error. In order to efficiently approximate the solutions to (i) and (ii), we prove that the upper bound on the convergence error is a supermodular function of $S$. Supermodularity leads to polynomial-time algorithms for approximating (i) and (ii) up to a provable constant factor.

A. Random Walk-based Upper Bound on Convergence Error

As the first step in analyzing the convergence error and establishing a connection between the convergence error and a random walk on the graph $G$, an upper bound on the convergence error $f_t(S)$ is given by the following theorem.

**Theorem 1.** Let $q$ satisfy $\frac{1}{p} + \frac{1}{q} = 1$, and suppose $||\mathbf{x}(0)||_q \leq K$, where $K$ is a positive constant. Further, define $P_t = e^{-Lt}$ and let $e_i$ denote the canonical vector with a 1 in the $i$-th entry and 0’s elsewhere. Then for any leader set $S$, the convergence error satisfies

$$f_t(S) \leq K \left( \sum_{i \in V \setminus S} \left[ \sum_{j \in V \setminus S} (e_i^T P_t)_j^p + \left( 1 - \sum_{j \in S} (e_i^T P_t)_j \right)^p \right] \right)^{1/p}.$$  \hspace{1cm} (4)

**Proof:** Define $\Pi(S) \triangleq \{ \pi \in \mathbb{R}^n_{\geq 0} : 1\pi = 1, \pi_i = 0 \forall i \notin S \}$, so that each $\pi$ defines a convex combination. The convergence error is defined by

$$f_t(S) = \left( \sum_{i \in V} \left[ \min_{y \in A} \{ ||\mathbf{x}_i(t) - y||_p \} \right] \right)^{1/p} = \left( \sum_{i \in V} \left[ \min_{\pi \in \Pi(S)} \{ ||e_i^T P_t \mathbf{x}(0) - \pi^T \mathbf{x}(0)||_p \} \right] \right)^{1/p}.$$  \hspace{1cm} (4)

Bounding the above equation using Hölder’s inequality yields

$$f_t(S) \leq \left( \sum_{i \in V} \left[ \min_{\pi \in \Pi(S)} \{ ||\mathbf{x}(0)||_q, ||e_i^T P_t - \pi^T||_p \} \right] \right)^{1/p} \leq K \left( \sum_{i \in V} \left[ \min_{\pi \in \Pi(S)} \{ ||e_i^T P_t - \pi^T||_p \} \right] \right)^{1/p}.$$  \hspace{1cm} (4)
Now, suppose that a distribution $\pi^*_i \in \Pi(S)$ is chosen such that $\pi^*_i(j) \geq (e_i^T P_t)_j$ for all $j \in S$. It is always possible to construct such a distribution since $1^T \pi = 1$ for all $\pi \in \Pi(S)$ and $\sum_{j \in S} (e_i^T P_t)_j \leq 1$. Define $\hat{\pi}_i(j) = \pi^*_i(j) - (e_i^T P_t)_j$. Then we have

$$f_t(S) \leq K \left( \sum_{i \in V \setminus S} \left[ \sum_{j \in V \setminus S} |(e_i^T P_t)_j|^p + \sum_{j \in S} \hat{\pi}_i(j)^p \right] \right)^{1/p} \leq K \left( \sum_{i \in V \setminus S} \left[ \sum_{j \in V \setminus S} (e_i^T P_t)_j^p + \left( \sum_{j \in S} \hat{\pi}_i(j) \right)^p \right] \right)^{1/p},$$

where the bound on the first term follows from the fact that $\hat{\pi}_i(j) \geq 0$ for all $i \in V \setminus S$ and $j \in S$. Using the facts that $\hat{\pi}_i(j) = \pi^*_i(j) - (e_i^T P_t)_j$ and $\sum_{j \in S} \pi^*_i(j) = 1$ yields the desired result.

We observe that, while the bound (4) is loose in general, the left and right hand sides of (4) become arbitrarily close as $t$ grows large.

We define the notation $\hat{f}_t(S)$ for the upper bound on the convergence error $f_t(S)$ as given in Theorem 1 as

$$\hat{f}_t(S) \triangleq \sum_{i \in V \setminus S} \left[ \sum_{j \in V \setminus S} (e_i^T P_t)_j^p + \left( 1 - \sum_{j \in S} (e_i^T P_t)_j \right)^p \right]. \quad (5)$$

We now establish a mathematical relationship between the terms of the inner summation of (5) and a random walk on $G$ that will be used to prove supermodularity of $\hat{f}_t(S)$ later. Intuitively, the inputs from the leader nodes can be viewed as diffusing from the leader nodes to the follower nodes via a random walk. The connection is described formally as follows.

We define a random walk on $G$ as follows. Choose $\delta > 0$ such that $t = \tau \delta$ for some positive integer $\tau$. Define $X(\tau)$ to be a random walk with transition matrix $P_\delta \triangleq e^{-L \delta}$ (as in Theorem 1). The following is a standard result, which we prove for completeness.

**Theorem 2.** Choose $\delta > 0$ such that $t = \tau \delta$ for some integer $\tau$. Let $X(\tau)$ be a random walk on $G$ with transition matrix $P_\delta$. Then

$$ (e_i^T P_\delta^\tau)_j = Pr(X(\tau) = j | X(0) = i), \quad (6)$$

$$ 1 - \sum_{j \in S} (e_i^T P_\delta^\tau)_j = Pr(X(\tau) \notin S | X(0) = i), \quad (7)$$

where $P_\delta^\tau$ is equal to the matrix $P_\delta$ raised to the $\tau$-th power.

**Proof:** The vector $e_i$ defines a probability distribution on the set of nodes $V$, corresponding to the case where $X(0) = i$. Hence, $e_i^T P_\delta^\tau$ is the probability distribution of $X(\tau)$, conditioned
on $X(0) = i$, so that $(e_i^T P_0^T)_j = Pr(X(\tau) = j|X(0) = i)$. Eq. (6) follows immediately, while

$$1 - \sum_{j \in S} (e_i^T P_0^T)_j = 1 - \sum_{j \in S} Pr(X(\tau) = j|X(0) = i) = 1 - Pr(X(\tau) \in S) = Pr(X(\tau) \notin S)$$

yields (7).

\[\blacksquare\]

B. Problem Formulation – Selecting up to $k$ Leaders

In this section, we first formulate the problem of selecting a set of up to $k$ leaders, denoted $S$, in order to minimize the convergence error bound $\hat{f_i}(S)$. We then prove that $\hat{f_i}(S)$ is supermodular as a function of $S$, leading to an efficient algorithm for approximating the optimal leader set.

Selecting up to $k$ leaders in order to minimize the convergence error bound $\hat{f_i}(S)$ is given by the optimization problem

$$\minimize_{S} \quad \hat{f_i}(S)$$

s.t. $|S| \leq k \tag{8}$

Since an exhaustive search over the feasible values of $S$ is computationally prohibitive, we investigate the structure of the convergence error bound $\hat{f_i}(S)$ in order to develop an efficient algorithm for approximating the solution to (8). By showing that $\hat{f_i}(S)$ satisfies supermodularity as a function of $S$, we derive polynomial-time algorithms with provable $O(1)$ optimality gap.

As a first step to proving that $\hat{f_i}(S)$ is supermodular, we prove the following intermediate result that the probability that a random walk on $G$, originating at follower node $i \in V \setminus S$, does not reach any node in the leader set is a supermodular function of $S$.

Lemma 4. Define $g^\tau_{ij}(S) \triangleq Pr(X(\tau) = j|X(0) = i)$ and $h^\tau_i(S) \triangleq Pr(X(\tau) \notin S|X(0) = i)$. Then for all $i \in V \setminus S, j$, and $\tau$, $g^\tau_{ij}(S)$ and $h^\tau_i(S)$ are both supermodular functions of $S$.

\textbf{Proof:} Let $S \subseteq T$ and let $u \in V \setminus T$ (and hence $u \in V \setminus S$). Let $A^\tau_{ij}(S)$ denote the event that $X(\tau) = j$ and $X(r) \notin S$ for all $1 \leq r \leq \tau$, and define $\chi(\cdot)$ to be the indicator function of an event. Since each node in $S$ is an absorbing state of the walk, we have

$$g^\tau_{ij}(S) = Pr(A^\tau_{ij}(S)|X_0 = i) = \mathbb{E}(\chi(A^\tau_{ij}(S))|X_0 = i).$$

Furthermore, let $B^\tau_{ij}(S, u)$ denote the event where $X(0) = i, X(\tau) = j, X(r) \notin S$ for $0 \leq r \leq \tau$, and $X(m) = u$ for some $0 \leq m \leq \tau$. We then have $A^\tau_{ij}(S) = A^\tau_{ij}(S \cup \{u\}) \cup B^\tau_{ij}(S, u)$,
\( A^*_f(S \cup \{u\}) \cap B^*_f(S, u) = \emptyset \), and

\[
\chi(A^*_f(S)) = \chi(A^*_f(S \cup \{u\})) + \chi(B^*_f(S, u)).
\]

Since \( S \subseteq T \), \( X(r) \notin T \) for all \( 0 \leq r \leq \tau \) implies \( X(r) \notin S \) for all \( 0 \leq r \leq \tau \), i.e., \( B^*_f(T, u) \subseteq B^*_f(S, u) \). We have

\[
\chi(A^*_f(S)) - \chi(A^*_f(S \cup \{u\})) = \chi(B^*_f(T, u)) \geq \chi(B^*_f(T, u)) = \chi(A^*_f(T)) - \chi(A^*_f(T \cup \{u\})).
\]

Taking expectations of both sides yields

\[
g^*_f(S) - g^*_f(S \cup \{u\}) = E(\chi(A^*_f(S))) - E(\chi(A^*_f(S \cup \{u\}))) \geq E(\chi(A^*_f(T))) - E(\chi(A^*_f(T \cup \{u\}))) = g^*_f(T) - g^*_f(T \cup \{u\}),
\]

implying that \( g^*_f(S) = E(\chi(A^*_f(S))) \) is supermodular as a function of \( S \). A similar argument shows that \( h^*_f(S) \) is supermodular as a function of \( S \).

We can now prove that \( \hat{f}_t(S) \) is supermodular as a function of \( S \) by using Lemma 4 and the composition result of Lemma 3.

**Theorem 3.** The convergence error bound \( \hat{f}_t(S) \) is supermodular as a function of \( S \).

**Proof:** By Theorem 2, the convergence error bound \( \hat{f}_t(S) \) can be written as

\[
\hat{f}_t(S) = \sum_{i \in V \setminus S} \sum_{j \in V \setminus S} (e^T_i P_j)^p + \left(1 - \sum_{j \in S} (e^T_i P_j)\right)^p = \sum_{i \in V} \sum_{j \in V \setminus S} g^*_f(S)^p + h^*_f(S)^p.
\]

Since \( x^p \) is a nondecreasing, convex, and differentiable function of \( x \), \( g^*_f(S)^p \) and \( h^*_f(S)^p \) are supermodular functions of \( S \) for all \( i, j, \tau, \) and \( p \in [1, \infty) \) by Lemmas 3 and 4. Hence \( \hat{f}_t(S) \) is a sum of supermodular functions, and is therefore supermodular.

As a corollary to Theorem 3, the total convergence error \( w(S) \) defined in Section III-B is the integral of a family of supermodular functions, and is therefore supermodular. As a result, the algorithms Select-\( k \)-leaders and Select-minimal-leaders can be modified by replacing \( \hat{f}_t(S) \) with \( w(S) \).

An algorithm for approximating the optimal solution to (8) is as follows. Initialize the set \( S = \emptyset \). At the \( j \)-th iteration, choose the node \( v_j \in V \setminus S \) such that \( \hat{f}_t(S) - \hat{f}_t(S \cup \{v_j\}) \) is maximized. The algorithm terminates after \( k \) iterations. A pseudocode description is given as algorithm Select-\( k \)-leaders.
Algorithm Select-k-leaders: Algorithm for selecting up to $k$ leaders to minimize convergence error bound $\hat{f}_t$.

Input: Number of leaders $k$, network topology $G = (V, E)$, weight matrix $W$

Output: Leader set $S$

Initialization: $S \leftarrow \emptyset$, $j \leftarrow 0$

while $(j < k)$

$v_j \leftarrow \arg \max \{ \hat{f}_t(S) - \hat{f}_t(S \cup \{v\}) : v \in V \setminus S \}$

$S \leftarrow S \cup \{v_j\}$, $j \leftarrow j + 1$

end while

return $S$

The following theorem gives a worst-case bound on the optimality gap between the best possible solution to (8) and the convergence error of the set $S$ returned by Select-k-leaders. The bound guarantees that the convergence error of Select-k-leaders is within a constant factor of the lowest possible convergence error.

**Theorem 4.** Let $S^*$ denote the set of leader nodes that is the solution of (8). Then algorithm Select-k-leaders returns a set $S'$ satisfying

$$\hat{f}_t(S') \leq \left( 1 - \frac{1}{e} \right) \hat{f}_t(S^*) + \frac{1}{e} f_{max},$$

(9)

where $f_{max} = \max_{v \in V} \hat{f}_t(\{v\})$ and $e$ is the base of natural logarithms.

Proof: Theorem 9.3 of [35, Ch III.3.9] states that, for a nonnegative nondecreasing submodular function $f(S)$, a maximization algorithm that chooses

$$v_t = \arg \max \{ f(S \cup \{v\}) - f(S) : v \in V \setminus S \}$$

returns a set $S'$ satisfying $f(S') \geq (1 - \frac{1}{e}) f(S)$ for all $S \subseteq V$. Algorithm Select-k-leaders is equivalent to greedy maximization of the nonnegative, nondecreasing submodular function $f_{max} - \hat{f}_t(S)$. Hence $f_{max} - \hat{f}_t(S') \geq (1 - \frac{1}{e}) (f_{max} - \hat{f}_t(S^*))$. Rearranging terms gives (9). □

C. Problem Formulation – Selecting the Minimum-size Leader Set that Achieves an Error Bound

In this section, we consider the problem of selecting the minimum-size leader set $S$ in order to achieve a given constraint, $\alpha \geq 0$, on the convergence error bound $\hat{f}_t(S)$. We first give the problem formulation, followed by an efficient algorithm for approximating the optimal leader set. The supermodularity of $\hat{f}_t(S)$ leads to a provable $O(1)$ optimality gap between the size of the
selected leader set and the size of the smallest possible leader set that achieves the convergence error $\alpha$.

Selecting the minimum-size leader set that achieves a bound on the convergence error is given by the optimization problem

$$\minimize_{S} |S| \quad \text{s.t.} \quad \hat{f}_{t}(S) \leq \alpha$$

Since $\hat{f}_{t}(S)$ is a supermodular function of $S$ by Theorem 3, equation (10) is a supermodular optimization problem, which can be efficiently approximated by a greedy algorithm analogous to Select-$k$-leaders. The algorithm begins by initializing $S = \emptyset$. At the $j$-th iteration, the algorithm selects the node $v_j$ that maximizes $(\hat{f}_{t}(S) - \hat{f}_{t}(S \cup \{v_j\}))$ and sets $S = S \cup \{v_j\}$. A pseudocode description of the algorithm is given as Select-minimal-leaders below.

Bounds on the optimality gap of the solutions returned by Select-minimal-leaders are given by the following theorem.

**Theorem 5.** Let $S^*$ be the optimum set of leaders for problem (10), and let $S'$ be the set of leaders returned by Select-minimal-leaders. Then $\frac{|S'|}{|S^*|} \leq 1 + \ln \left( \frac{f_{\max}}{\alpha} \right)$.

**Proof:** Theorem 9.4 of [35, Ch III.3.9] implies that, for any nonnegative, nondecreasing, submodular function $f(S)$, the set $S'$ returned by the greedy maximization algorithm and the optimal set $S^*$ satisfy

$$\frac{|S'|}{|S^*|} \leq 1 + \ln \left( \frac{f(V) - f(\emptyset)}{f(V) - f(S_{T-1})} \right),$$

where $S_{T-1}$ denotes the leader set at the second-to-last iteration of Select-minimal-leaders. Applying this result to the submodular function $f(S) = f_{\max} - \hat{f}_{t}(S)$, and using the fact that
\[ \hat{f}_t(S') \leq \alpha \text{ yields} \]
\[ \frac{|S'|}{|S^*|} \leq 1 + \ln \left\{ -\frac{\hat{f}_t(S_{k-1})}{f_{max}} \right\} = 1 + \ln \left\{ \frac{f_{max}}{\hat{f}_t(S_{k-1})} \right\} \leq 1 + \ln \left\{ \frac{f_{max}}{\alpha} \right\}, \]
as desired.

We have that, for any \( l \in V \),
\[
\hat{f}_t(\{l\}) = \sum_{i \in V \setminus \{l\}} ||e_i^T P_t - e_0^T||_p^p \leq \sum_{i \in V \setminus \{l\}} ||e_i^T P_t - e_0^T||_1^p \leq n - 1,
\]
and hence \( f_{max} = \max \{\hat{f}_t(\{l\}) : l \in V\} \leq n - 1 \). Thus for fixed \( \alpha \), the bound of Theorem 5 is of \( O(\ln n) \) in the worse case.

V. LEADER SELECTION IN TIME-VARYING NETWORKS

In this section, we consider leader selection for two cases of networks with time-varying topologies. In the first case, we assume that the network topology evolves according to a stochastic process with known probability distribution. Examples of this type of topology include networks that experience random link failures with known spatial correlation [41] and networks that change topology according to a known switching signal. In the second case, the network topology evolves according to a stochastic process with distribution that is unknown to the system designer at the time when the leaders are selected, for example, if the agents move to avoid unforeseen obstacles [2]. For each case, we first define the graph model, and then present leader selection algorithms along with bounds on the optimality gap between the convergence error guaranteed by our algorithm and the optimal leader set. In the case of topology dynamics with unknown distribution, we also give the best-case performance of any possible algorithm without probability distribution information and prove that our approach achieves a constant factor of this performance.

A. Dynamic Topology Model

We assume that the set of network nodes, denoted \( V \), is constant. The set of edges is represented by a random process \( E(t) \), resulting in a time-varying network topology \( G(t) = (V, E(t)) \). We assume that there exists a sequence of random variables \( t_1, t_2, \ldots \), such that \( E(t) = E(t') \) for all \( t, t' \in [t_m, t_{m+1}] \), and that \( \inf_m |t_{m+1} - t_m| = \gamma > 0 \). We assume that \( G(t) \) is strongly connected for all \( t \geq 0 \).
The weight matrix at time $t$ is denoted $W(t)$, while the corresponding Laplacian matrix is given by $L(t)$. The dynamics of the follower nodes are governed by

$$\dot{x}(t) = -L(t)x(t),$$

while each leader node $i \in S$ maintains a constant state $x^*_i$ and $\overline{A} = \text{co}\{x^*_i : i \in S\}$ is the convex hull of the leader node states. Let $r$ denote the number of network topology changes up to time $t$, i.e., $r = \max\{m : t_m \leq t\}$, and let $\delta_m = t_m - t_{m-1}$. The agent states at time $t$ are given by

$$x(t) = \left( \prod_{m=1}^r e^{-L(t_m-1)\delta_m} \right) x(0).$$

The following lemma describes the convergence properties of (11).

**Lemma 5** ([23]). Under the assumption that $G(t)$ is strongly connected $\forall t$, $\lim_{t \to \infty} d(x_i, \overline{A}) = 0$ for every node $i \in V$.

As a corollary, when the leaders have the same initial state $x^*$, the follower nodes will asymptotically converge to $x^*$. While Lemma 5 implies that any leader set guarantees asymptotic convergence provided that the graph $G(t)$ is strongly connected for all $t \geq 0$, asymptotic convergence alone does not imply that the errors in the intermediate states of the follower nodes are minimized. Selecting the leader set in order to minimize the intermediate state convergence errors is the focus of the next section.

One example of a type of topology dynamics that can be analyzed within this framework is the random waypoint model [42]. Under this model, each node chooses a destination uniformly at random from within a certain deployment area and moves toward that destination with a randomly chosen velocity, choosing a new destination upon arrival. If the mobility model has reached its stationary distribution, then the expected convergence error $\hat{f}_t(S)$ can be bounded by

$$E \left\{ \sum_{i \in V \setminus S} \sum_{j \notin S} \left( e^T_i \prod_{m=1}^r e^{-L(t_m-1)\delta_m} \right)_j^p + \left( 1 - \sum_{j \in S} \left( e^T_i \prod_{m=1}^r e^{-L(t_m-1)\delta_m} \right)_j \right)^p \right\}. \quad (12)$$

The value of (12) can be estimated using Monte Carlo methods, yielding an approximation of the convergence error when the topology varies according to a known random waypoint mobility model.
B. Leader Selection Under Known Topology Distribution

We first treat the case where, at each time \( t \), the distribution of the random variable \( G(t) \) is known to the system designer. In this case, if the leader set varies over time, then selecting a leader set for each topology in order to minimize the convergence error is equivalent to solving a series of problems of the form (8).

The case of minimizing the convergence error when the leader set is fixed is discussed as follows. As in Section III-A, we measure the convergence error by

\[
 f_t(S) \triangleq \left( \sum_{i \in V} (d(x_i(t, S), A))^p \right)^{1/p}.
\]

A straightforward extension of Theorem 1 implies that \( f_t(S) \) is bounded above by \( \hat{f}_t(S) \), which is defined for time-varying networks by

\[
 \hat{f}_t(S) \triangleq \mathbb{E} \left\{ \sum_{i \in V \setminus S} \sum_{j \in V \setminus S} \left( e_i^T \prod_{m=1}^r e_m - L(t_{m-1}) \delta_m \right)^j \right\} + \left( 1 - \sum_{j \in S} \left( e_i^T \prod_{m=1}^r e_m - L(t_{m-1}) \delta_m \right)^j \right)^p ,
\]

where the expectation is over the possible realizations of \( \{G(\tau) : 0 \leq \tau \leq t\} \). The following theorem leads to efficient algorithms for minimizing the convergence error for topology dynamics with known distribution.

**Theorem 6.** The convergence error bound \( \hat{f}_t(S) \) is supermodular as a function of \( S \).

The proof is given in the appendix. Theorem 6 implies that the algorithms Select-k-leaders and Select-minimal-leaders from Section IV can be modified to select leaders in the known topology distribution case by using the generalized version of \( \hat{f}_t(S) \) defined above. The optimality gap provided by Theorems 4 and 5 are maintained in the known topology dynamics case.

C. Leader Selection Under Unknown Topology Distribution

We next consider the case where the distribution of the random process \( G(t) \) is not known. The distribution of the topology dynamics may be unknown, for example, due to node mobility, which creates and removes links at arbitrary and random points in time. For this case, we first define an upper bound on the convergence error for topologies with unknown distribution, and then formulate the problem of selecting up to \( k \) leaders in order to minimize this upper bound on the convergence error. We then define the notion of regret, which will be used to evaluate our proposed leader selection approach, and give a lower bound on the regret that can be achieved by any algorithm. We give background on expert algorithms that are called as subroutines of
our approach, and finally we present our leader selection approach and derive a bound on the regret achieved by our approach.

1) Problem Formulation: If a fixed set of leaders is maintained for the lifetime of the network, then high convergence errors will result since the future topologies are not known in advance. Hence, we assume that a new leader set $S_m$ is selected for each time interval $[t_m, t_{m+1}]$. We note that the node dynamics defined in Section III-A will converge to $x^*$ if $x^* = x^*1$, i.e., if all leader agents maintain the same state $x^*$. For this case, letting $\delta_m = t_m - t_{m-1}$, and recalling that $r = \max \{ m : t_m \leq t \}$ represents the number of topology changes before time $t$, we have the following upper bound on the convergence error for dynamic networks.

**Proposition 1.** For any topology dynamics $G(t)$,

$$
\sum_{i=1}^{n} \left[ \sum_{j \in V \setminus S} \left( e_i^T \prod_{m=1}^{r} e^{-L(t_{m-1})\delta_m} \right)^p \right]_j
+ \left( 1 - \sum_{j \in S} \left( e_i^T \prod_{m=1}^{r} e^{-L(t_{m-1})\delta_m} \right)^p \right)_j
\leq \sum_{m=1}^{r} \sum_{i \in V \setminus S} \left[ \sum_{j \in V \setminus S} \left( e_i^T \prod_{m=1}^{r} e^{-L(t_{m-1})\delta_m} \right)^p \right]_j
+ \left( 1 - \sum_{j \in S} \left( e_i^T \prod_{m=1}^{r} e^{-L(t_{m-1})\delta_m} \right)^p \right)_j.
$$

**(14)**

*Proof:* Since $e_0^T$ is an absorbing state of the Markov chain with transition matrix $e^{-L_m(S_m)\delta_m}$ for all $m \in \{1, \ldots, r\}$, $e_0^T e^{-L_m(S_m)\delta_m} = e_0^T$ for all $m \in \{1, \ldots, r\}$. For any $i \in V$, this implies

$$
norm{e_i^T \prod_{m=1}^{r} e^{-L_m(S_m)\delta_m} - e_0^T}_p = \norm{(e_i e^{-L_r(S_r)\delta_r} - e_0^T) e^{-L_{r-1}(S_{r-1})\delta_{r-1}} \ldots e^{-L_1(S_1)\delta_1}}_p
\leq \norm{e_i e^{-L_r(S_r)\delta_r} - e_0^T}_p \norm{e^{-L_{r-1}(S_{r-1})\delta_{r-1}}}_p \ldots \norm{e^{-L_1(S_1)\delta_1}}_p
\leq \norm{e_i^T e^{-L_m(S_m)\delta_m} - e_0^T}_p,
$$

**(15)**

where (15) follows from the definition of the matrix 2-norm, while (16) follows from the fact that $e^{-L_m(S_m)\delta_m}$ is a stochastic matrix for all $m \in \{1, \ldots, r-1\}$. Eq. (16), together with the fact that $\norm{e_i^T e^{-L_m(S_m)\delta_m} - e_0^T}_p \geq 0$ for all $m \in \{1, \ldots, r-1\}$, yields the desired result. $\blacksquare$

Based on Proposition 1, we define an error metric for the unknown topology case by

$$
\hat{f}_t(S_1, \ldots, S_r) \triangleq \frac{1}{r} \sum_{m=1}^{r} \sum_{i \in V \setminus S_m} \left[ \sum_{j \in V \setminus S} \left( e_i^T e^{-L(t_{m-1})\delta_m} \right)^p \right]_j
+ \left( 1 - \sum_{j \in S} \left( e_i^T e^{-L(t_{m-1})\delta_m} \right)^p \right)_j.
$$

**(17)**
Using the metric \( [17] \), minimizing the convergence error is achieved by selecting leaders according to the optimization problem

\[
\begin{align*}
\text{minimize} & \quad \hat{f}_t(S_1, \ldots, S_r) \\
\text{s.t.} & \quad |S_m| \leq k, \ m = 1, \ldots, r
\end{align*}
\]  

(18)

At time \( t_m \), the system designer has access to the sequence of Laplacian matrices \( L(t_1), \ldots, L(t_{m-1}) \), and hence can compute the convergence error bound \( \hat{f}_t(S_1, \ldots, S_{m-1}) \) arising from any sequence of leader sets \( S_1, \ldots, S_{m-1} \).

In order to analyze the optimality of our proposed algorithm and prove lower bounds on the achievable optimality gap, we introduce the concept of regret, denoted \( R(S_1, \ldots, S_r) \), which is defined as the difference between the convergence error from sets \( S_1, \ldots, S_r \) and the minimum convergence error from any fixed leader set. The regret is defined as

\[
R(S_1, \ldots, S_r) = \hat{f}_t(S_1, \ldots, S_r) - \min_S \left\{ \frac{1}{r} \sum_{m=1}^{r} \hat{f}_t(S|L(t_m)) \right\}.
\]

(19)

The lower bounds and optimality gap derived below are based on the regret \( (19) \).

2) Lower bounds on regret: In what follows, we give a lower bound on the minimum possible regret for any algorithm without knowledge of the topology distribution. This bound provides a comparison for evaluating possible leader selection algorithms, including our proposed approach.

In order to prove the bound, we construct a lower bound on the regret for a specific topology distribution in which, at each time epoch, each node is independently connected to all other nodes with probability \( 1/2 \), and only one node can act as leader. Intuitively, the leader selected by any algorithm without topology information will provide very high convergence error with probability \( 1/2 \), leading to a large regret. On the other hand, an algorithm with knowledge of the network topology will choose a leader node that is connected to all other nodes, with low resulting convergence error. Formally, the theorem is stated as follows.

**Theorem 7.** For any leader selection algorithm for solving \( (18) \) with \( k = 1 \) and for \( n \) and \( r \) sufficiently large, there exists a sequence of topologies \( G(t_1), \ldots, G(t_r) \) such that the regret is bounded by

\[
R \geq \frac{1}{r} \sqrt{r/2 \ln n}.
\]

(20)

A proof is given in the appendix.
3) Experts Algorithms: We now give background on experts algorithms, which will be used as subroutines in our algorithms. All results can be found in [40]. As a preliminary, we define a set of $n$ actions $\mathcal{A} = \{a_1, \ldots, a_n\}$ (we use the notation $n$ because, in the next subsection, each expert will correspond to selecting a different node as leader). We also define a sequence of loss functions $\ell_1, \ldots, \ell_T : \mathcal{A} \rightarrow \mathbb{R}_+$ for time epochs $1, \ldots, T$. The loss for action $a_j$ in epoch $i$ is defined to be $l_i(a_j)$.

An experts algorithm outputs an action $a \in \mathcal{A}$ at each epoch $i$ based on observations of past losses $\{l_{i'}(a) : a \in \mathcal{A}, i' = 1, \ldots, i - 1\}$, in order to minimize the total losses. The effectiveness of an experts algorithm can be quantified using the regret, defined as follows.

**Definition 3.** The regret of an experts algorithm that chooses action $a^{(j)}$ at time epoch $j$ is defined as

$$R = \sum_{i=1}^{T} \ell_i(a^{(j)}) - \min_{a \in \mathcal{A}} \left\{ \sum_{i=1}^{T} \ell_i(a) \right\}.$$ 

One such experts algorithm is given below as Algorithm Randomized-experts.

---

**Randomized-experts:** Experts algorithm with sublinear regret.

**Input:** Set of actions $\mathcal{A} = \{a_1, \ldots, a_n\}$

**Output:** Actions $a^{(1)}, \ldots, a^{(T)}$ for epochs $1, \ldots, T$

**Initialize:** Parameter $\eta \in [0, 1]$, $w_j \leftarrow 1$, $j = 1, \ldots, n$, $p_j \leftarrow \frac{1}{n}$, $j = 1, \ldots, n$

**for each epoch** $i = 1, \ldots, T$

- Select $a^{(i)}$ from probability distribution $p$
- Receive losses $\ell_i(a_1), \ldots, \ell_i(a_n)$

**for** $j = 1, \ldots, n$

- $w_j \leftarrow w_j \exp (-\eta \ell_i(a_j))$

**end for**

$p \leftarrow (1^T w)^{-1} w$

**end for**

---

Intuitively, the Randomized-experts algorithm maintains a probability distribution $p \in \mathbb{R}^n$, where $p_j$ represents the probability of selecting action $j$. The algorithm assigns higher weight, and hence higher selection probability, to actions that have generated low losses in the past. Randomized-experts updates the weights according to an exponential rule. While alternative update algorithms such as polynomial weighting have been studied, exponential weighting schemes have been found to provide lower error in empirical and analytical studies [40]. The following proposition characterizes the regret of Randomized-experts.
Proposition 2. The regret of the set $a^{(1)}, \ldots, a^{(T)}$ returned by the algorithm Randomized-experts satisfies $R(a^{(1)}, \ldots, a^{(T)}) \leq O\left(\sqrt{\frac{T \ln n}{2}}\right)$.

4) Leader selection algorithms for unknown topology distribution: Our approach to solving the optimization problem [18] is based on the greedy algorithm Select-k-leaders. In the unknown topology setting, however, the exact value of $\hat{f}_t(S)$ cannot be computed. Instead, we use the experts algorithm Randomized-experts to estimate which leader $v_j$ to add to the leader set at the $j$-th iteration of the algorithm.

The algorithm maintains a set of weights $w_{ij}^m$ for $i = 1, \ldots, n$, $j = 1, \ldots, k$, and each time step $m = 1, \ldots, r$. The weight $w_{ij}^m$ represents the current estimate of node $i$’s utility when selected as the $j$-th leader node at time $t_m$. Initially, $w_{ij}^0 = 1$ for all $i$ and $j$, since no information is available regarding the effectiveness of each node as a leader. At step $m$, a set of probability distributions $\pi_1^m, \ldots, \pi_k^m$ is obtained by setting $\pi_j^m(i) = w_{ij}^m / \sum_{i=1}^n w_{ij}^m$. The leader set $S_m$ for time interval $[t_m, t_{m+1}]$ is obtained by first selecting a leader according to distribution $\pi_1^m$. In general, the $j$-th leader is selected by choosing a node from $V \setminus S_{j-1}$ according to distribution $\pi_j^m$, which can be viewed as selecting the leader according to an experts algorithm where the weights are computed based on the convergence error during previous time steps.

After stage $m$, the weights are updated in order to reflect the convergence error that each node would have provided if it had acted as leader during $[t_m, t_{m+1}]$. Define $z_{m,i,j}$ to be $\hat{f}_t(S_{m-1}^j) - \hat{f}_t(S_{m}^{j-1} \cup \{i\})$. The weight $w_{ij}^m$ is updated to $w_{ij}^{m+1} = \beta z_{m,i,j} w_{ij}^m$, as in algorithm Randomized-experts, where $\beta \in [0, 1]$ is chosen in order to vary the rate at which the algorithm adapts to changes in topology. For low $\beta$ values, a large convergence error will result in a large penalty (i.e., a much lower weight) for a node. The algorithm is summarized as Select-dynamic-leaders below.

The following theorem describes bounds achieved on the regret of the algorithm Select-dynamic-leaders.

Theorem 8. The algorithm Select-dynamic-leaders returns a sequence of sets $S_1, \ldots, S_r$ that satisfies

$$\hat{f}_t(S_1, \ldots, S_r) \leq \left(1 - \frac{1}{e}\right) \hat{f}_t(S^*) + \frac{1}{e} f_{\text{max}} + \sum_{j=1}^k R_j,$$

where $S^* = \arg\min \left\{ \sum_{m=1}^r \hat{f}_t(S|L(t_m)) : |S| \leq k \right\}$ and the regret $R_j$ in choosing the $j$-th
Select-dynamic-leaders: Algorithm for selecting up to $k$ leaders for time interval $[t_r, t_{r+1}]$ when the topology dynamics are unknown.

**Input:** Set of nodes $V = \{1, \ldots, n\}$, maximum number of leaders $k$

Node weights $w_{ij}^{r-1}$, $i \in V$, $j = 1, \ldots, k$, topology $G(t_r)$

**Output:** Leader set $S_r$ for state $r$, updated weights $w_{ij}^r$, $i \in V$, $j = 1, \ldots, k$

**Initialization:** $z_{ij}^r \leftarrow 0$, $i \in V$, $j = 1, \ldots, k$, $S_r \leftarrow \emptyset$

for ($j = 1 : k$)

for ($i = 1 : n$)

$z_{ij}^r \leftarrow \hat{f}_t(S_{r-1}^j) - \hat{f}_t(S_{r-1}^j \cup \{i\})$, $w_{ij}^r \leftarrow w_{ij}^{r-1} \beta z_{ij}^r$ //Based on experts algorithm

for ($i = 1 : n$)

$\pi_{ij}^r \leftarrow w_{ij}^r / (\sum_{v \in V} w_{vj}^r)$

$v_j^r \leftarrow \text{choose } i \in V \setminus S_r \text{ according to } \pi_{ij}^r$

$S_r \leftarrow S_r \cup \{v_j^r\}$

end for

return $S_r$

**Proof:** By Theorem 6 of [44], an algorithm for maximizing a submodular function $f(S)$ that introduces error $R_j$ from the greedy approach at each stage $j$, i.e.,

$$\max_v f(S \cup \{v\}) - f(S \cup \{v_j\}) \leq R_j$$

satisfies

$$f(S) > \left( 1 - \frac{1}{e} \right) f(S^*) - \sum_{j=1}^k R_j.$$ 

Using the fact that $\hat{f}_t(S_r)$ is supermodular as a function of $S_r$ (Theorem 3), setting $f(S) = f_{\text{max}} - \hat{f}_t(S)$ and rearranging terms implies that

$$\hat{f}_t(S_r) \leq \left( 1 - \frac{1}{e} \right) \hat{f}_t(S_r^*) + \frac{1}{e} f_{\text{max}} + \sum_{j=1}^k R_j.$$ 

It remains to bound the regret $R_j$. Lemma 4 of [45] yields the desired bound. 

Theorem 8 implies that, as the number of topologies $r$ increases, the convergence error of algorithm Select-dynamic-leaders reaches a constant factor of the optimal convergence error. Indeed, Select-dynamic-leaders achieves the same optimality gap of $\left( 1 - \frac{1}{e} \right)$ as the known topology distribution case. In other words, if the system designer observes the distribution of the network topology for a sufficiently long time, then the convergence error with the chosen leader set is equivalent to the convergence error when the topology distribution is known in advance. The algorithm incurs a cost of $O(nk)$ computations of $\hat{f}_t(S)$ for each network topology.
VI. NUMERICAL STUDY

We conduct a numerical study of our proposed approach using Matlab. We simulate a network of 100 nodes, deployed uniformly at random over a 1000m × 1000m area. A communication link exists between two nodes if they are within 300m of each other. The weight matrix $W$ of Equation (1) is chosen by selecting a weight $W_{ij}$ for each link $(i,j)$ uniformly from the interval $[0, 50]$. Each data point represents an average of 50 independent trials. The number of leaders varies from 1 to 15.

Three types of network topologies are considered. The first type consists of a static network topology with the parameters described above. In the second type, a topology with the parameters described above is subject to link failures. As a result, the topology during time interval $[t_m, t_{m+1}]$, with $m = 1, \ldots, 8$, is obtained by removing each link independently and with equal probability from the underlying network. The probability of link failures varies from 0 to 0.15. In the third type of network topology, the positions of the network nodes vary according to a random waypoint mobility model [46]. In this model, the nodes attempt to maintain a fixed position relative to a time-varying reference state. During each time interval, the position of each node is equal to the sum of the reference state, the desired relative position of that node, and a disturbance with magnitude chosen uniformly at random from the interval $[0, 50]$. The relative positions are chosen uniformly at random from the 1000m × 1000m area, while the reference state moves according to a random walk with speed 100m/s. The number of time epochs varies from 1 to 8 in order to track the performance of each simulated algorithm over time.

For each type of topology, leader selection is performed using four algorithms, namely, random selection of leader nodes, selection of maximum-degree nodes as leaders, selection of average-degree nodes, and leader selection via supermodular optimization. For the problem of selecting up to $k$ leaders in order to minimize convergence errors, the algorithm $Select-k$-leaders is used, while algorithm $Select$-minimal-leaders is used to select the minimum-size set of leaders in order to achieve a convergence error bound. In addition, for the two types of dynamic topologies that are considered, a comparison between the algorithm $Select-k$-leaders, which incorporates prior knowledge of the topology distribution, and the algorithm $Select$-dynamic-leaders, which does not incorporate prior knowledge, is provided.

The goal of the numerical evaluation is to address the following questions: (i) How does
the convergence error of the leaders selected using supermodular optimization compare with state of the art leader selection algorithms? (ii) How does the number of leaders required by each scheme vary as a function of the convergence error bound? and (iii) When the topology distribution is unknown, does the algorithm Select-dynamic-leaders learn the distribution and achieve convergence error comparable to the known topology case?

Question (i) is addressed for the static network case in Figure 1(a). The supermodular optimization approach of algorithm Select-k-leaders selects leaders with less than half the convergence error of random leader selection. We observe that, while the random, degree, and average degree-based algorithms achieve comparable convergence error, selection of random nodes as leaders slightly outperforms both degree-based schemes. Similarly, in Figures 2(a) and 2(b) supermodular optimization of the leader set, using the algorithms Select-k-leaders and Select-dynamic-leaders, results in lower convergence error than random and degree-based schemes for dynamic topologies.

Figure 1(b) is related to Question (ii). The supermodular optimization approach of algorithm Select-minimal-leaders requires less than half the number of leaders to achieve an error bound of 1 than the next highest-performing scheme, which was random leader selection. As in the
Fig. 2. Comparison of random, degree-based, and supermodular optimization algorithms Select-dynamic-leaders and Select-k-leaders for dynamic networks. (a) Impact of random link failures on convergence errors. The convergence error for each scheme increases along with the failure probability. Furthermore, for each failure probability, knowledge of the distribution of link failures leads to lower convergence error than the unknown topology case. (b) Convergence errors when the network topology varies due to random waypoint mobility model with speed $v = 100$ m/s. As the number of topologies increases, the algorithm Select-dynamic-leaders adaptively updates the leader set, eventually providing error comparable to the known topology case.

case of selecting a fixed number of leaders, random leader selection outperformed degree-based leader selection on average.

Figures 2(a) and 2(b) compare the convergence error for the supermodular optimization algorithms, with and without prior topology information (Question (iii)). In the case of random link failures (Figure 2(a)), prior knowledge in algorithm Select-k-leaders provides a consistent advantage over the case where no prior information is available, using Select-dynamic-leaders. This is because the link failures occur independently at each time interval, and hence the ability of the algorithm Select-dynamic-leaders to dynamically adapt to new topology information does not lead to lower convergence error. When the topology changes due to a mobility model (Figure 2(b)), the Select-dynamic-leaders algorithm eventually achieves the same performance as the algorithm with prior knowledge as time progresses. Given sufficient time intervals, Select-dynamic-leaders eventually learns which leader nodes will provide the lowest convergence error under the mobility model that is used.
VII. Conclusion

In this paper, we investigated leader selection for minimizing convergence error, defined as the distance between the intermediate states of the follower agents and the convex hull of the leader states, in linear multi-agent systems. We developed efficient algorithms for leader selection through the following approach. First, we derived an upper bound on the convergence error that is independent of the initial states of the network, and proved a connection between the upper bound and a random walk on the graph. Using the connection between convergence error and the random walk, we proved that the upper bound on the convergence error is a supermodular function of the set of leader agents. The supermodular structure of the convergence error enables formulation and approximation of leader selection as a discrete optimization problem, rather than relying on continuous extensions of the problem.

We formulated two leader selection problems for MAS with static topology. In the first problem, a fixed number of leaders is selected in order to minimize the convergence error. In the second problem, the minimum-size set of leaders is selected in order to achieve a given bound on the convergence error. We presented efficient algorithms for each problem, and proved that both algorithms achieve an $O(1)$ optimality gap with the lowest possible convergence error.

We introduced a supermodular optimization approach to leader selection in MAS with dynamic topologies, including the cases where the system designer has prior knowledge of the distribution of the topology, as well as the case where the system designer has no prior information and must adaptively update the leader set over time. For the case where the system designer has no prior topology information, we derived a lower bound on the convergence error that can be achieved by any algorithm, as well as bounds on the convergence error achieved by our approach.

Our results were illustrated through a numerical study, in which we compared our supermodular optimization approach with random, average-degree, and maximum-degree leader selection, for static networks, networks with random link failures, and networks with mobile agents. We found that the supermodular optimization approach significantly outperforms the other algorithms. Furthermore, the numerical evaluation showed that the leader selection approach without prior topology information eventually achieves a convergence error that is comparable to the algorithm with prior information.

In our future work, we will investigate distributed approaches to leader selection in order to
minimize convergence error. Such a distributed approach must take into account the computation, bandwidth, and energy constraints of the distributed agents, as well as the limited, local information available to each agent. Our approach will attempt to leverage the supermodular structure of the convergence error in order to develop polynomial-time approximation algorithms that satisfy these constraints.
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APPENDIX

In this appendix, proofs of Lemma 2, Theorem 6, and Theorem 7 are given.

Proof of Lemma 2. We have that $x(t) = e^{-L(t-t_0)}x(t_0)$. Since $e^{-L(t-t_0)}$ is a stochastic matrix, we have that, for all $i \in V \setminus S$, $x_i(t) = \sum_{j \in V} \alpha_{ij} x_j(t_0)$ for some $\alpha_{ij} \geq 0$ satisfying $\sum_{j \in V} \alpha_{ij} = 1$ (also, by definition of $S$, we have that $\alpha_{ij} \equiv 0$ for all $i \in S$, $j \neq i$). Let $y_j^0 \in \arg \min \{|x_j(t_0) - y|^p : y \in \mathcal{A}\}$, and define $\overline{y}_i = \sum_{j \in V} \alpha_{ij} y_j^0$, noting that $\overline{y}_i \in \mathcal{A}$. We have

$$|x_i(t) - \overline{y}_i|^p = \left|\sum_{j \in V} \alpha_{ij} x_j(t_0) - \sum_{j \in V} \alpha_{ij} y_j^0\right|^p \leq \sum_{j \in V} \alpha_{ij} |x_j(t_0) - y_j^0|^p \leq \sum_{j \in V \setminus S} \alpha_{ij} |x_j(t_0) - y_j^0|^p,$$
Since \[ \delta \]
with \[ \delta \]
where the first inequality follows from convexity of \[ | \cdot |^p \]
. We then have
\begin{align*}
 f_t(S) &= \left( \sum_{y \in A} \min \{ |x(t) - y|^p \} \right)^{1/p} \\
 &\leq \left( \sum_{y \in A} \min \{ |x(t) - \bar{y}_i|^p \} \right)^{1/p} \\
 &\leq \left( \sum_{i \in V} \sum_{j \in V} \alpha_{ij} |x(t) - y_j|^p \right)^{1/p} = \left( \sum_{i \in V} \sum_{j \in V} \alpha_{ij} |x(t) - y_j|^p \right)^{1/p} \\
 &= \left( \sum_{j \in V} \left( |x(t) - y_j|^p \sum_{i \in V} \alpha_{ji} \right) \right)^{1/p} \leq \left( \sum_{j \in V} \left( |x(t) - y_j|^p \right) \right)^{1/p} = f_t(S),
\end{align*}
as desired.

Proof of Theorem 6: Suppose that the topology changes occur at given times \( t_1 < \ldots < t_r \), with \( \delta_m = t_m - t_{m-1} \). Choose \( \delta \) sufficiently small, and let \( \tau_0 = \left\lceil \frac{t_1 - t_0}{\delta} \right\rceil, \ldots, \tau_r = \left\lceil \frac{t_r - t_0}{\delta} \right\rceil \). Note that the difference between \( \tau_m \delta \) and \( (t_{m+1} - t_m) \) can be made arbitrarily small by decreasing \( \delta \).

Since \( P^m_\delta \) (where \( P_\delta = e^{-L\delta} \)) is a stochastic matrix for each \( m \), the product \( \prod_{m=1}^r P^m_\delta \) is also stochastic. Let \( X(l) \) represent a random walk on \( V \) such that the \((\tau_m)-\)th to \((\tau_m)\)-th steps are taken using transition matrix \( P^m_\delta \).

We first show that the term of the inner summation of \( (13) \) with indices \( i \) and \( j \) is equivalent to the probability that \( X(t_r) \) is equal to \( j \) when the random walk starts at \( i \). Formally, in the limit as \( \delta \to 0 \), this relation is given by
\begin{equation}
\left( e^{T} \prod_{m=1}^{r} \frac{e^{-L(t_{m-1})\delta_m}}{j_{i}} \right) = \Pr(X(\tau_0 + \tau_1 + \cdots + \tau_r) = j|X(0) = i). \tag{21}
\end{equation}

The proof of (21) is given by induction on \( r \). When \( r = 1 \), the proof follows from Theorem 2. Now, assume that (21) holds for \( r < r_0 \in \mathbb{Z}_+ \), and define the probability distribution \( \pi \) by
\begin{align*}
\pi^T &= \left( e^{T} \prod_{m=1}^{r_0} \frac{e^{-L(t_{m-1})\delta_m}}{j_{i}} \right) j_{i} j_{j'} \\
&= \sum_{j' = 0}^{n} \pi_{j'} \left( e^{-L(t_{r_0-1})(t_{r_0-1})} \right)_{j' j} \\
&= \sum_{j' = 0}^{n} \left[ \Pr(X(\tau_{r_0-1} + \cdots + \tau_0) = j'|X(0) = i) \times \Pr(X(\tau_{r_0}) = j'|X(0) = \tau_0(j)) \right] \\
&= \sum_{j' = 0}^{n} \left[ \Pr(X(\tau_{r_0-1} + \cdots + \tau_0) = j'|X(0) = i) \times \Pr(X(\tau_0 + \cdots + \tau_{r_0-1}) = j') \right]. \tag{22}
\end{align*}
where (22) follows by using the inductive assumption and Theorem 2. Equation (23) follows from the stationarity of the random walk. Equation (23) and the law of total probability then imply (21). Hence

\[ ||e_i^T \prod_{m=1}^r e^{-L(t_m-1)\delta_m}||_p \]

is supermodular by (21) and Lemma 4. The function \( \hat{f}_t(S) \) is therefore a nonnegative weighted sum of supermodular functions, and hence is supermodular.

**Proof of Theorem 7** We prove the theorem by constructing a sequence of random topologies \((G(t_1), \ldots, G(t_r))\) such that, when \(k = 1\), the expected regret of any leader selection algorithm that does not take the distribution of the network topology as input satisfies (20). An outline of the proof is as follows. We begin by defining the distribution of \(G(t_1), \ldots, G(t_r)\). The next step is to derive an expression for \(R\) for this choice of topologies. We then prove the bound (20) by analyzing the asymptotic behavior of our expression for \(R\). Details of the proof are given below.

Consider a directed graph \(G(t)\) in which, at time \(t_m\), the edge set \(E(t_m)\) is chosen such that, for each node \(i\), the neighbor set \(N(i)\) satisfies

\[
N(i) = \begin{cases} V \setminus \{i\}, & \text{w.p. } 1/2 \\ \emptyset, & \text{w.p. } 1/2 \end{cases}
\]

In other words, each node has outdegree \((n - 1)\) with probability \(1/2\) and outdegree \(0\) with probability \(1/2\). Define \(\sigma(n)\) to be the normalized expected convergence error when a node with outdegree \((n - 1)\) acts as leader. The value of \(\sigma(n)\) is normalized so that the convergence error is \(1\) when the outdegree of the leader is \(0\). This yields

\[
\hat{f}_t(\{i\}|G(t_m)) = \begin{cases} \sigma(n), & \text{w.p. } 1/2 \\ 1, & \text{w.p. } 1/2. \end{cases}
\]

(24)

It is assumed that each node’s edge set is chosen independently at random at each time step.

The first term of \(R\) in (19) is given as follows. Any algorithm that does not have foreknowledge of the network topology will have expected error that satisfies

\[
E(\hat{f}_t(S_1, \ldots, S_r)) = \sum_{m=1}^r \sum_{i=1}^n E(\hat{f}_t(\{i\})|S_m = \{i\})Pr(S_m = \{i\})
\]

\[
= \sum_{m=1}^r \left[ \frac{1}{2} (1 + \sigma(n)) \sum_{i=1}^n Pr(S_m = \{i\}) \right] = \frac{r}{2} (1 + \sigma(n)).
\]

We now consider the second term of \(R\) in (19). Let \(A_{r,i} \triangleq \sum_{m=1}^r \hat{f}_t(\{i\}|G(t_m))\) to be the convergence error for \(r\) topologies when the leader node is \(i\), so that the second term of (19) is
equal to min\(_i A_{r,i}\). The mean of \(A_{r,i}\) is \(\frac{r}{2}(1 + \sigma(n))\) from (24), and the variance is \(\frac{r}{4}(1 - \sigma(n))^2\). When \(\sigma(n) = 0\), the value of \(A_{r,i}\) is minimized, and hence the second term of (19) is minimized.

In what follows, we therefore assume that \(\sigma(n) = 0\). Under this assumption, \(A_{r,i}\) is a binomial random variable. We now have that the expected value of the regret, when \(\sigma(n) = 0\), is equivalent to \(R = \frac{1}{r}(\frac{r}{2} - \min_i A_{r,i})\), so that (20) holds iff

\[
\frac{1}{r} \left( \frac{r}{2} - \min\_i A_{r,i} \right) = \frac{r}{2} - \min\_i A_{r,i} \geq 1
\]

(25)

for \(r\) and \(n\) sufficiently large.

In order to prove (25), define \(B_{r,n}\) by multiplying the left-hand side of (25) by \(-1\), so that

\[B_{r,n} \triangleq \frac{\min\_i A_{r,i} - \frac{r}{2}}{\sqrt{r/2 \ln n}}.\]

Proving Equation (25) is then equivalent to showing that, for \(r\) and \(n\) sufficiently large and any \(\kappa > 0\), \(E(B_{r,n}) \leq -1 + \kappa\). For any random variable \(X\), we have that

\[
E(X) = E(X|X \leq -1 + \frac{\kappa}{3}) Pr\left(X \leq -1 + \frac{\kappa}{3}\right) + E(X|X \in [-1 + \frac{\kappa}{3}, 0]) Pr(X \in [-1 + \kappa, 0]) + E(X|X \geq 0) Pr(X \geq 0)
\]

\[
\leq \left(-1 + \frac{\kappa}{3}\right) Pr\left(X \leq -1 + \frac{\kappa}{3}\right) + 0 \cdot Pr\left(X \in [-1 + \frac{\kappa}{3}, 0]\right) + E(X|X \geq 0) Pr(X \geq 0).
\]

Hence for \(B_{r,n}\) in particular we have

\[
E(B_{r,n}) \leq \left(-1 + \frac{\kappa}{3}\right) Pr\left(B_{r,n} \leq -1 + \frac{\kappa}{3}\right) + \int_0^\infty Pr(B_{r,n} \geq c) \ dc. \quad (26)
\]

First, note that

\[
Pr(B_{r,n} \geq c) = Pr(A_{r,1} - r/2 \geq c\sqrt{r/2 \ln n}/2, \ldots, A_{r,n} - r/2 \geq c\sqrt{r/2 \ln n}/2)
\]

\[
= \prod_{i=1}^n Pr(A_{r,i} \geq r/2 + c\sqrt{r/2 \ln n}/2)
\]

\[
= \left(Pr\left(A_{r,1} \geq \frac{r}{2} + r \left(\frac{c\sqrt{(\ln n)/2}}{\sqrt{n}}\right)\right)\right)^n
\]

\[
\leq \left(\exp\left(-2 \left(\frac{c\sqrt{2\ln n}}{r}\right)^2 r\right)\right)^n = \exp(-4c^2 n \ln n), \quad (29)
\]

where (27) and (28) follow from the fact that \((A_{r,1}, \ldots, A_{r,n})\) are i.i.d. random variables and (29) follows from Hofferding’s inequality. Hence

\[
\int_0^\infty Pr(B_{r,n} \geq c) \ dc \leq \int_0^\infty \exp(-4c^2 n \ln n) \ dc = \frac{1}{8} \sqrt{\frac{\pi}{n \ln n}}
\]
which is less than \( \epsilon/3 \) for \( n \) sufficiently large.

Examining the first term of (26), we first define \( Y_{r,i,n} = \frac{A_{r,i} - \frac{r}{2}}{\sqrt{r/2}} \). By the Central Limit Theorem and the fact that \( A_{r,i} \) is binomial, \( Y_{r,i,n} \) converges to a \( N(0,1) \) random variable as \( r \to \infty \). Hence

\[
Pr \left( B_{r,n} \leq -1 + \frac{\kappa}{3} \right) = Pr \left( \min_{1 \leq i \leq n} Y_{r,i,n} \leq -1 + \frac{\kappa}{3} \right) = 1 - Pr \left( \min_{1 \leq i \leq n} Y_{r,i,n} \geq -1 + \frac{\kappa}{3} \right) = 1 - Pr \left( Y_{r,1,n} \geq -1 + \frac{\kappa}{3} \right) \geq 1 - \frac{\kappa}{3}
\]

for \( n \) sufficiently large. We therefore have

\[
(-1 + \kappa/3) Pr(B_{r,n} \leq -1 + \kappa/3) \leq \left(-1 + \frac{\kappa}{3}\right) \left(1 - \frac{\kappa}{3}\right) < -1 + \frac{2\kappa}{3},
\]

and hence, (26) reduces to \( \mathbb{E}(B_{r,n}) \leq -1 + \frac{2\kappa}{3} + \frac{\kappa}{3} < -1 + \kappa \), which yields (25), thus proving the theorem.  

\[\blacksquare\]