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Abstract

This research set out to identify and structure from online reviews the words and expressions related to customers' likes and dislikes to guide product development. Previous methods were mainly focused on product features. However, reviewers express their preference not only on product features. In this paper, based on an extensive literature review in design science, the authors propose a summarization model containing multiples aspects of user preference, such as product affordances, emotions, usage conditions. Meanwhile, the linguistic patterns describing these aspects of preference are discovered and drafted as annotation guidelines. A case study demonstrates that with the proposed model and the annotation guidelines, human annotators can structure the online reviews with high inter-agreement. As high inter-agreement human annotation results are essential for automatizing the online review summarization process with the natural language processing, this study provides materials for the future study of automatization.
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1. Introduction

The development of e-commerce has generated a massive amount of online review data. Customers can talk about all aspects of a product in online reviews. These reviews are useful not only for potential buyers making purchase decisions, but also for designers collecting user requirements and preferences (Raghupathi, Yannou, Farel, & Poirson, 2015). Unlike focus group exercises or surveys that are based on physical prototypes, the large amounts of readily accessible review data enable designers to acquire the full spectrum of customer needs in a timely and efficient manner. Studies of the review data have accordingly been devoted to predicting trends, adjusting market strategy, improving the design of next-generation products, etc., to meet customer requirements more closely and enhance customer satisfaction.

Entering the data era, profiting from the big data is an essential ability for today’s product designers, especially for those who must continually evolve their product in the competitive market. Nevertheless, the unstructured nature of the raw text data is a stumbling block to make good use of the information in the online reviews. It is difficult to identify and structure the words and expressions that are meaningful for product design in a text. Meanwhile, due to the large quantity of online review data, it is extremely time and resource consuming to process the data with only human effort. The computer is needed in online review analysis.

With the development of natural language processing techniques, various sentiment analysis methods have been applied to automatically summarize users’ satisfaction and dissatisfaction (Ravi & Ravi, 2015). Most of these methods are feature-based: they extract the words and expressions related to the product features and the opinion words associated with these product features (Burnap et al., 2016; M. Hu & Liu, 2004; Tuarob & Tucker, 2015b; Zhang, Sekhari, Ouzrout, & Bouras, 2016). An implicit underlying assumption of these studies is that what customers like and dislike are the product features.

However, these studies have issues at the theoretic level. Reviewers express their like and dislike not only on product features. Also, they are focused on how the product performs when they use the product in a certain environment, whether it can help them achieve their goals, what their first
impression of the product is. Answers to these questions are important for designers to better understand why the user like or dislike their product. For example, when customers require a larger screen for their cell phone, designers are more concerned with why customers need a larger screen. The feature-based sentiment analysis provides limited information. Meanwhile, the complexity of the linguistic patterns used in the text is not addressed. Two human annotators are highly likely to obtain different summarization results when annotating words and expressions related to user requirements. Yet high inter-agreement of annotation data is necessary for the study of automatic summarization with the computer. These issues must be addressed before processing an automatic online review analysis.

Therefore, in this paper, we first conducted an extensive literature review in the domain of design science. The previous studies in design science are summarized to find out the concepts that are widely used in product development. According to the literature review, during product design, designers analyze user preference and requirements from different angles. In fact, besides users’ preference on product features, designers are also focused on users’ requirement on product affordance, usage condition, user emotion and perception. In the second step, we manually process a sample of 265 review sentences to study whether the reviewers express their requirements on these concepts and to recognize what the linguistic patterns are when reviewers describe these concepts. Linguistic patterns are defined as how the concepts are described semantically and syntactically (Zouaq, Gasevic, & Hatala, 2012). These patterns are important as they can be used as heuristic rules in the future study of automatizing the online review summarization process. In the third step, to evaluate the linguistic patterns, we drafted them as annotation guidelines. Two human annotators are asked to manually process the sample of review data based on the annotation guidelines. Then, the inter-agreement among the human annotators’ summarization results and our annotation results are calculated.

The main contributions of this study are: 1) To the best of our knowledge, we are the first to study user requirements on the entities that are expressed in online reviews other than the product feature. Comparing with the previous research in online review analysis, we extract more useful information for product development from online reviews. Our summarization model is constructed based on the design methods and design models proposed in the domain of design science, it therefore has a theoretical basis. Designers can directly apply the summarized information to the design methods and models that they use. 2) As foundation work, the linguistic patterns and the high inter-agreement human annotation results provided in this research are essential for automatizing the summarization process in future studies. The linguistic patterns, which are programmable with the help of natural language toolkits, can be used as heuristic rules for automatic summarization. The human annotation results can be used as ground truth. By comparing the ground truth and the automatic summarization results, the performance of the automatic summarization method can be evaluated.

In what follows, Section 2 reviews the previous studies in online review analysis. Section 3 reviews the research in design science and summarize the key concepts that are widely used in product development. Section 4 describes the research framework. Section 5 presents the proposed summarization model and a manual summarization of a sample of 256 online review sentences. Section 6 presents the linguistic patterns that are recognized based on the manual summarization. Section 7 describes the experiment to evaluate the linguistic patterns, and Section 8 presents a general conclusion.

2. Online review analysis for product design

Based on our extensive literature review, the current online review summarization models for design fall into two groups: feature-based summarization, and other-entity-based summarization (Table 1).

2.1 Feature-based summarization

Researchers in computer science M. Hu and Liu (2004) were the first to propose a feature-based summarization method with natural language processing. The objective was to assist a range of readers: potential buyers, manufacturers, designers, etc. Their method identifies feature chunks (i.e. words and expressions) associated with opinion. The feature is defined as a product feature, attribute or function. The opinion is defined as a users’ subjective evaluation of the feature. A sentiment lexicon is then used to sign the opinion as positive or negative. Bagheri, Sarae, and de Jong (2013), Wang et al. (2014) and Kang and Zhou (2017) later iteratively improved the accuracy of
the automatic summarization. These studies focused more narrowly on the performance of the computer algorithm; how to analyze such structured data to provide design-related insights was not discussed.

Unlike the researchers in computer science, the researchers in design science are more interested in what conclusions for product design can be drawn from the summarized data. (Chung & Tseng, 2012) used the association rule mining algorithm to learn the most satisfying product features to promote business intelligence. Tuarob and Tucker (2013, 2014, 2015b); Tucker and Kim (2011) proposed a series of methods to monitor consumer trends, predict product longevity, identify the lead user and quantify product favorability based on features and opinions mined from reviews. (Lee & Choeh, 2014) conducted a study to predict the usefulness of online reviews based on the summarized features and opinions. Suryadi and Kim (2016) summarized the features mentioned in reviews to analyze the relations between product features and sales rank. Zhang et al. (2016) proposed a method to devise a product improvement strategy by analyzing reviewers’ sentiment polarity on different product features. Most recently, Jin, Ji, and Yan (2017) proposed a method to select representative reviews based on the identification of chunks relevant to product features. (Law, Gruss, & Abrahams, 2017) used the supervised machine learning algorithm to discover automatically the defects of dishwasher appliance based on product features and user opinion.

2.2 Other-entity-based summarization

Various applications of the feature-based summarization have been described. However, product features cannot cover all the significant issues addressed in customer reviews. Some critical information needed to understand the rationale of purchase and related decision-making processing is ignored in the feature-based analysis method. (Min & Park, 2012) proposed a method to measure the helpfulness of online reviews by customer's mentions about experiences. In their method, customer experience was identified based on time expression and product feature. Tuarob and Tucker (2015a) found that in many scenarios, product features expressed by customers were implicit in nature and did not directly map to engineering design targets. They therefore proposed a method to translate sentences in social media text into a set of keywords representing customer preference, based on a co-word network generated from the review text. Jin, Ji, and Kwong (2016) found that sentiment analysis at the feature level failed to give enough information on reasons for dissatisfaction. They thus proposed a method to represent the detailed reasons stated in the reviews by a set of words. However, the co-word network was so large, and the concept of the detailed reason is so general that the resulting set of words was difficult to understand. For example, “I have to squint the screen to read this on Nokia N9” is translated to {screen, angle, iPhone, need fix upgrade, bigger, larger, extra}, which is not understandable as a customer’s preference. Zhou, Jianxin Jiao, and Linsey (2015) proposed a method to identify use cases from online reviews to gain a better understanding of latent customer needs. The use case in their research is defined by three entities: user type, interaction environment and contextual events. However, their method requires large use case databases, which are not yet available.

| Table 1. Summarization models proposed in the literature and their applications to design |
|---------------------------------------------|-----------------|-----------------|
| **Model** | **Authors** | **Application** |
| Feature-based |  |  |
| Product feature and opinion | Hu & Liu (2004) | Design trends monitoring |
| Product feature | Tucker & Kim (2011) | Building market strategies |
| Product feature | Chung & Tseng (2012) | Gathering customer concerns |
| Product feature and opinion | Zhan et al. (2009) | Product longevity prediction |
| Product feature and opinion | Tuarob & Tucker (2013) | Lead user identification |
| Product feature | Tuarob & Tucker (2014) | Predicting the helpfulness of online reviews |
| Product feature and opinion | Lee, et al. (2014) | Sales rank prediction |
| Product feature and opinion | Tuarob & Tucker (2015) | Product favorability quantification |
| Product feature and opinion | Suryadi & Kim (2016) | Construction of product improvement strategy |
| Product feature and opinion | Zhang et al. (2016) | Discovering product defects |
| Product feature and opinion | Law et al. (2017) |  |
| Other entities |  |  |
| Customer experience | Min et al. (2012) | Predicting the helpfulness of online reviews |
| Customer preference | Tuarob & Tucker (2015) | Implicit customer preference identification |
| Use cases | Zhou et al. (2015) | Latent customer needs elicitation |
| Unsatisfied feature – reasons | Jin et al. (2016) | Dissatisfaction reason investigation |
| Informative words | Singh et al. (2017) | Online review disambiguation |
| Dimensions of quality | Tirunillai & Tellis (2014) | Dimensions of quality summarization |
3. Key concepts in design models

Based on a thorough literature review, five key concepts were summarized from the current studies in design science. During product development, designers are focused on user preference and requirements related to these five concepts.

3.1 Product feature

Product development starts with the collection of user requirements (Eppinger & Ulrich, 2015). However, no matter what the requirements are, the design of the product eventually converges to the determination of product features, i.e. the components of the product and their physical characteristics. The words and expressions related to product features depend on the product. B. Liu (2012) built a two-level hierarchical representation model to conceptualize the relation between product features. “Two-level” refers to component and attribute levels. There is a “has property” relation between these two levels. For example, “screen” as a component of a smartphone has an attribute “resolution” as a property. “Hierarchical” refers to the different levels of decomposition of the product components. There is a “part of” relation between these levels. For example, “background light” is a part of the “screen”, “screen” is a part of “smartphone”.

3.2 Affordance

The affordance-based design is focused on the potential behavior between the user and the product. J. R. Maier and Fadel (2003) pointed out that during product development, designers should favor the beneficial affordances of the product, while reducing the harmful affordances of the product.

The concept of affordance was introduced into product design because of the deficiency of the product function model. The product function model has been widely used in product design ever since design science began. Lawrence D. Miles proposed the method of functional analysis as part of his method for value analysis in 1947. In much work, the function has been described as transforming material, energy or signal, or as an abstraction of behavior, or as a transformation of input into output (J. Maier & Fadel, 2001).

However, J. R. Maier and Fadel (2003) found that the function model is unsuited to the design of products other than the mechanical systems of a transforming character, as such products cannot be represented in an input/output model. For example, the design of a chair for sitting on does not involve any transformation. Also, a function-based approach is unsuited to products where humans are involved as active users, because functions model the workings of a product, not its interaction with people. While affordance, defined as a relationship between two subsystems in which potential behaviors can occur that would not be possible with either subsystem alone (J. R. Maier & Fadel, 2009), can tackle these issues.

Describing the difference between function and affordance has prompted much discussion (Brown & Blessing, 2005; Brown & Maier, 2015; Kannengiesser & Gero, 2012). Although still debated, the consensus is that affordances do not include the notion of teleology. More specifically, functions refer to what a product is designed to do, while affordances refer to what users do with the product. Therefore, the usages of the product described in online reviews should conceptualize as product affordances, as reviewers tell their real stories of using the product.

Hu and Fadel (2012) and Mata et al. (2015) summarized three affordance description forms to describe product affordances (Table 2): “verb-ability”, “verb + noun-ability” or “verb (+ object)”.

| Form                  | Alternative form                      | Example                           |
|-----------------------|---------------------------------------|-----------------------------------|
| Verb + -ability       | Noun + verb + -ability                | Grab-ability, wrist-ability       |
| Verb + noun + -ability| Intransitive verb                      | Lift handle-ability, rotate gear-ability |
| Transitive verb + noun|                                      | Collect water, lubricate part      |

3.3 Emotion

Emotional design is focused on users’ physiological needs on their emotion. The emotional design was first proposed by Norman (2004), who claimed that a designer should address the human
cognitive ability to elicit appropriate emotions so as to obtain a positive experience. A positive experience may include positive emotions (e.g., pleasure, trust) or negative ones (e.g., fear, anxiety), depending on the context (for example, a horror-themed computer game).

Various emotional word lexicons were constructed in prior research (Bradley & Lang, 1999; Mohammad & Turney, 2013; Scherer, 2005; Strapparava & Valitutti, 2004). For example, Plutchik (1994) proposed eight primary emotions, grouped by positive-negative opposites: joy versus sadness; anger versus fear; trust versus disgust; and surprise versus anticipation. However, there is still no standard way to categorize emotions (Ekman, 1992).

### 3.4 Perception

Semantic differential methods are focused on the users' physiological needs on the perception of the product. These methods are widely used when developing the form of the product (Hsu, Chang, & Chang, 2000; Petiot & Yannou, 2004). It concerns the symbolic qualities of man-made forms in their context of usage. For example, a person may describe a glass with the words “modern”, “traditional”, “fragile”, “strong”, etc.

Hsu et al. (2000) and Petiot and Yannou (2004) collected 24 pairs of adjectives to describe users' perception of telephones and 17 pairs of adjectives on table glasses. It was found that perceptions were described with adjectives usually paired with antonyms.

### 3.5 Usage condition

Usage condition is also called usage condition or usage environment. It comprises all the factors characterizing an application and the environment in which a product is used (Green, Tan, Linsey, Seeipersad, & Wood, 2005). Knowing usage conditions is important in design evaluation, usage scenario simulation, and user pain identification, because usage condition influences customer behavior through product performance, choice, and customer preference (Bekhradi, Yannou, Farel, Zimmer, & Chandra, 2015; Yannou, Cluzel, & Farel, 2016). Based on this observation, Yannou, Hen & He developed usage context-based design (He, Chen, Hoyle, & Yannou, 2012; He, Hoyle, Chen, Wang, & Yannou, 2010; Yannou et al., 2009; Yannou, Yvars, Hoyle, & Chen, 2013). Various usage situation models have been proposed. Belk (1975) describes a model that splits user situations into five groups: task definition, physical surroundings, social surroundings, temporal perspective and user's antecedent states. Green et al. (2005) narrow down the scope of usage condition to two major components: application context and environment context. He et al. (2012) emphasized that usage condition covers all aspects related to the use of a product but excludes customer profile and product attributes.

### 3.6 Observation and discussion

First, each design model clearly takes a different angle in translating user requirements. Focusing solely on product features does not therefore enable designers to perform a comprehensive analysis of the weaknesses and strengths of their product.

Second, in previous studies of online review analysis, the concept of perception, emotion and satisfaction are confused. Based on our literature review, these three concepts are different at the psychological level. Perception represents how the customer thinks about the product, the human and the product are both involved in the generation of the perception. While emotion denotes the psychological state of the customer. It can arise solely or result from a perception or satisfaction. The polarity of the perception or the polarity of the emotion does not always match the polarity of satisfaction. For example, people may be satisfied with a product that makes them feel fear (e.g., thriller movies), although “fear” is generally considered as a negative emotion. Also, “low battery capacity” does not necessarily mean that the customer dislikes the battery, although “low” is generally considered as a negative perception. A customer who is used to carry a power bank can tolerate this feature.

Finally, comparing with function, affordance is better suited to online review summarization. Function reasoning works well when a device is unknown, i.e. assigned a function, to predict possible devices (Brown & Blessing, 2005). However, online reviews describe users' experience with existing products. How the customers use the product is not necessarily as the designers intended: knowledge of misuse and novel usages can help product improvement and innovation.

### 4. Research framework
The proposed design-centered summarization model is based on the five key concepts we identified from the literature: product feature, perception, emotion, product affordance and usage condition (Figure 1).

The research framework is illustrated in Figure 2. To identify design-related concepts from online reviews, it is important to recognize the linguistic patterns when the reviewers describe these concepts in the review text. Indeed, meaningful words and expressions are not isolated in a review sentence. For example, Figure 3 shows the dependent relationship between feature and opinion. Thus, we must define the relationship between these concepts. The authors set out to manually label the words and expressions related to the five concepts in raw online review data corpus. Then, linguistic patterns are discovered by observing the summarization results. Next, the linguistic patterns are drafted as annotation guidelines. Two human annotators are asked to annotate the online review sample. Finally, the inter-agreement among the two human annotators and our annotation results are calculated to evaluate the linguistic patterns.

5. Manual summarization

I recently purchased the Canon Powershot G3 and am extremely satisfied with the purchase.
5.1 Data preparation

265 review sentences of Kindle Paperwhite 3 e-reader (hereafter referred to as KP3) are downloaded from Amazon.com. These sentences come from the first 10 reviews of the KP3. All the 10 reviews were badged “verified purchase”, which ensured their authenticity. The 265 sentences contain 4766 words in all. Table 3 gives detailed information for each review.

| Review number | Number of sentences | Number of words | Star rating | Date published | Number of “helpful” votes |
|---------------|---------------------|----------------|-------------|----------------|--------------------------|
| 1             | 38                  | 546            | 1           | Jul 21, 2015   | 852                      |
| 2             | 9                   | 147            | 1           | Jul 3, 2015    | 529                      |
| 3             | 24                  | 320            | 3           | Oct 12, 2015   | 144                      |
| 4             | 36                  | 684            | 5           | Jul 4, 2015    | 160                      |
| 5             | 3                   | 36             | 1           | Oct 17, 2015   | 78                       |
| 6             | 31                  | 909            | 5           | Jul 17, 2015   | 137                      |
| 7             | 17                  | 338            | 2           | Jul 24, 2015   | 94                       |
| 8             | 29                  | 684            | 1           | Jul 2, 2015    | 465                      |
| 9             | 25                  | 508            | 4           | Jul 8, 2015    | 154                      |
| 10            | 33                  | 596            | 5           | Aug 8, 2015    | 32                       |

Before annotating, two basic rules were made for the sake of consistency: (i) articles “a(n)”, “the” were not considered in the annotation, and (ii) pronouns such as “it”, “them” were resolved and annotated when relevant to the concept.

5.2 A brief look at the summarized data

![Figure 4. The descriptive statistics of the summarization results](image)

It can be seen from the statistical data (Figure 4) that besides product feature, a large number of words and expressions are labeled in the review data sample, showing that our summarization model does provide designers more design-related information. Therefore, our proposed summarization model allows designers to make better use of the information described in the online reviews to support product development.

Table 4 shows the words and expressions summarized from five sentences. Multiple ways of visualizing the summarized data can be developed to gain insights for product design. For example,
co-occurrence maps can be created to analyze the correlation among the extracted product features, product affordances, perceptions, emotions and usage conditions. In the map, the weight of the node represents the frequency of occurrence. The width of the edge represents the frequency of co-occurrence of two concepts at the sentence level.

![Diagram of co-occurrence map]

Figure 5. Correlation analysis of affordance, usage condition and product feature

5.3 Implications for designers

Figure 5 illustrates a part of the co-occurrence map. In the map, “read e-books” and “not hurt eyes” are affordances of the Kindle e-reader. “Brightness”, “resolution” and “bookery font” are product features. “In the dark” and “in strong sunlight” are usage conditions. The affordance “read e-books” is determined by the three product features, as they are all connected with the affordance. The most influential product feature to the affordance “read e-books” is the resolution, as the segment between these two nodes is the thickest. Therefore, to improve the reading experience, designers have to consider these three product features, most importantly the resolution. However, to improve the reading experience in a dark environment, designers have to pay more attention to the brightness, as more reviewers mentioned the brightness when talking about using e-readers in the dark. Moreover, when adjusting the brightness feature, designers need to consider its influence on the affordance “hurt eyes”, as “brightness” is also linked with this affordance.

In this way, it is easy for designers to learn the correlation between different aspects of user requirements, which supports decision making when designing new e-readers.

6. Linguistic patterns

This section describes the linguistic patterns that we find out by observing the manual summarization result. Here the linguistic pattern is defined as how the concepts are described syntactically and semantically (Zouaq et al., 2012). For example, for identifying the words and expressions related to product features, one of the linguistic patterns that are widely used is that product features are described by nouns having a high frequency. In this linguistic pattern, “noun” is regarded as a syntactical feature of the natural language.

6.1 Product feature

For product feature, two adjustments were made based on the two-level hierarchy model proposed by B. Liu (2012). First, the scope of component and attribute in the hierarchy model was enlarged. The words and expressions describing the things physically attached to the product (e.g. particles under the screen, cover of Kindle, e-books, Amazon account), or the things produced by the product (e.g. defects, issues), or the dimension of the attribute (e.g. difference in clarity, variation of color) were all labeled as product feature. These chunks appeared frequently in the reviews and would help designers understand the summarized results. Second, whereas most research (M. Hu & Liu, 2004; B. Liu, 2012; Zhang et al., 2016) has only considered noun chunks as relevant to product features, in our summarization model, linking verbs were also taken into account. For example, in the sentence “This NEW Kindle looked great”, “look” is labeled product feature as it referred to the appearance of the Kindle.

Therefore, the linguistic pattern for identifying product features are:
the verbs describing an action word “read”. It can be seen that the verb is an indispensable element in the affordance description. However, first, we find that in the online reviews, nouns and adjectives can also describe affordances, especially nouns and adjectives that are derived from verbs, having the suffix “-able”, “-ible”, “-ity(-ities)”. For example, “movability” of a chair, “transportability” of an e-reader. Second, not all verbs are product affordances, especially emotional verbs and stative verbs. Instead of a potential behavior between the user and the product, they describe solely the psychological state of the reviewer and the state of the product. For example, in the sentence “It looks nice”, the word “looks” only describes the appearance of the product. In the sentence “I want to have the e-reader”, the word “want” only describes the cognition of the reviewer. Third, we find that in the online reviews, reviewers talk not only about the product, but also about logistics and after-sales service. These words are not affordances of the product, as the product is not involved in the action. For example, in the expression “I contact the after sales team”, the word “contact” is not labeled as affordance. Therefore, we use the description form “ability to [action word] [action receiver]” to structure the affordances described in online reviews. The linguistic patterns for identifying product affordances are:

1) The verbs are action words, except stative verbs, emotional verbs and the verbs describing an action in which the product is not involved;
2) The nouns and adjectives, derived from verbs, having the suffix “-able”, “-ible”, “-ity(-ities)”, are action words
3) Action receiver is the object of the action word

6.3 Emotion

As discussed in Section 3.3, various emotional lexicons were constructed in prior research (Bradley & Lang, 1999; Mohammad & Turney, 2013; Scherer, 2005; Strapparava & Valitutti, 2004). Therefore, identifying emotional word is relatively straightforward, as these lexicons can be directly used. We find that first, emotional words are not only adjectives. They can also be verbs and nouns. For example, in the sentence “I hope to have an e-reader for a long time”, the word “hope” denoted the emotional state of the reviewer, i.e., desire. Second, as the emotional word describes the emotional state of human, the emotional word should be adjacent to the words describing humans. For example, in the sentence “The color of the chair is exciting”, the word “exciting” is not an emotional word, as it describes the property of the chair, i.e., color. However, in the sentence “The color of the chair makes me excited”, the word “excited” is labeled as a emotional word. Therefore, the linguistic pattern for identifying emotions is:

1) Words in emotional lexicons, adjacent to the words describing humans.

6.4 Perception

Perception is defined as the way in which the product is regarded, understood, or interpreted by the reviewer. It means that when the reviewer describes their perception, there must be at least one object that receives the perception. Meanwhile, as summarized in Section 3.2, perceptual words are adjectives paired with antonyms. Therefore, perceptual words are the adjectives adjacent to product features or the adverbs adjacent to product affordances, having antonyms. For example, in the expression “short battery life”, the word “short” is the perception of the product feature “battery life”. In the sentence “I can read the book easily”, the word “easily” is annotated as the perception of the action word “read”. In addition, perceptual words can be a negation. For instance, in the sentence, “I cannot listen to music”, “cannot” is a perceptual word, meaning that the product does not have the ability to for the user to listen. However, not all adjectives are perceived configurations, especially those adjectives in proper nouns. For example, the word “internal” in “internal storage” does not describe a perception.

Therefore, the linguistic pattern for identifying perceptions is:
6.5 Usage condition

Usage condition is defined as all the factors characterizing an application and the environment in which a product is used. Consequently, the words and expressions describing usage conditions are adjacent to product affordance. Based on our observation, reviewers mainly talk about physical surroundings when they use the product. Therefore, the words and expressions describing usage conditions usually begin with the preposition of place, such as “on”, “above”, “in”, “at”. For example, “read book at night”, “read book in bed”. Therefore, the linguistic pattern for identifying usage conditions is:

1) Prepositional phrases adjacent to product affordances, having preposition of place.

7. Evaluating the linguistic patterns

7.1 Data preparation and participants

We drafted annotation guidelines based on the linguistic patterns that we discovered from the manual summarization results. The guidelines contain linguistic patterns and examples to explain the annotation task. A Q&A section helps annotators quickly locate the answer to questions they may have during the annotation. To evaluate the linguistic patterns, two Ph.D. students in design science were asked to annotate carefully the 265 online KP3 reviews independently (see Section 3.2 for the data preparation) following the guidelines we drew up. After finishing the independent annotation, the two annotators compared their results and discussed the differences in their annotation results. If a difference was due to an error made by one annotator, then the students were asked to correct the result.

7.2 Evaluation metrics

The quality of the linguistic patterns was evaluated by the inter-agreement (Pustejovsky & Stubbs, 2012) of the two student annotators’ results and the authors’ results. The inter-agreement denotes how often the annotators agree with each other. Obviously, high inter-agreement means that the annotators’ results were precise and accurate in comparison with the authors’ results, and thus signifies that the linguistic patterns were well established, and the annotation guidelines were clearly drafted. Fleiss’s kappa (Fleiss, 1971) is widely used to calculate the inter-agreement. The equation is:

\[ K = \frac{Pr(a) - Pr(e)}{1 - Pr(e)} \]

where \( Pr(a) \) is the relative observed agreement between annotators, and \( Pr(e) \) is the expected agreement between annotators if each annotator was to randomly pick a category for each annotation. To interpret Fleiss’s kappa, the scale proposed by Landis and Koch (1977) is used (Table 5).

Table 5. Interpreting Fleiss’s kappa as proposed by Landis and Koch (1977)

| K     | Agreement level |
|-------|-----------------|
| <0    | Poor            |
| 0.01 – 0.20 | Slight          |
| 0.21 – 0.40 | Fair            |
| 0.41 – 0.60 | Moderate        |
| 0.61 – 0.80 | Substantial     |
| 0.81 – 1.00 | Perfect         |

7.3 Results and discussion
Figure 6 shows the Fleiss's kappa for each concept. It can be seen that the inter-agreement for all the concepts exceeded 0.8, which means that our guidelines were “perfect” on the scale of Landis and Koch (1977).

The differences between the two annotators’ results and the researcher’s result were analyzed, and three reasons were found. First, some sentences were unclear owing to the indeterminacy of natural language. This often occurred when a reviewer expressed a perception in the interrogative form. For example, in the sentence, “Second: The 300dpi thing is quite meh (in comparison to 212 and even 167 of the pw1), I mean, is it better? Will it make much of a difference?”, it is difficult to tell whether the reviewer thinks the resolution is better or not. Second, the annotators reported misspelling as one reason for disagreement in the annotation. These two disagreements cannot be eliminated by improving the guidelines, as the problem is inherent in the review sentence. It is better to filter out these sentences before processing review summarization. Finally, annotators have different understandings of the concepts based on their knowledge. For example, one of the annotators considered that the word "setup" in the sentence “the setup is easy” was a product feature because the level of difficulty of the setup is an attribute of the software, while the other annotator regarded it as an action word that describes an affordance. Another example concerns the expression “be used to”: whether it is an emotional word is still under discussion. These disagreements stem from the unclear definition of the concepts in design. With the development and clarification of the design models, they can be eliminated by fully listing the commonly-agreed lexicon related to each concept in the annotation guidelines (e.g. a database of affordances for each product).

8. Conclusion

8.1 Practical implications

In this study, we reviewed the current online review summarization methods for product design. Three main limitations were identified. First, extracting only features associated with opinions provides limited information for designers to understand user requirements. Today’s designers are more closely focused on the interaction between product and user. Knowing how customers use a product, what their emotional state is when using it, and in what conditions they use it, is most important for best meeting customers’ needs. Second, although other methods have been proposed to identify the words and expressions related to entities like customer concerns, novel usages, engineering characteristics, etc., the lack of common definitions in the domain of engineering design makes the meaning of summarized data obscure or ambiguous. Finally, the issue of complexity of linguistic patterns is not addressed, preventing the construction of high-quality manual summarization results as ground truth data in the future study of automatic online review summarization.

To overcome the limitations, we propose a multi-aspect online review summarization model based on an extensive literature review of the current design models. This model helps to manage the knowledge on user requirements. Five key concepts are identified: product feature, emotion and perception, affordance, usage condition. With a manual analysis of 265 review sentences of the Kindle Paperwhite 3 e-reader, the linguistic patterns describing these concepts are discovered. An experiment shows that linguistic patterns are well established. Comparing with previous research in online review analysis, with our proposed summarization model, designers can obtain more useful
information from online review data, and thus make better use of the online reviews to help product development in data era.

Meanwhile, in our case study, we downloaded 265 review sentences regarding the Kindle e-reader from amazon.com. We manually annotated the words and expressions according to the proposed summarization template. We constructed a co-occurrence map to analyze the relations between different aspects of user needs. The map provides important information to support decision making during the development of new products. Designers are able to be aware of the influence of adjusting one product feature to other aspects of user requirement.

### 8.2 Theoretical implications

Today, people talk about text mining (Wamba, Akter et al. 2015). However, what information can be extracted from text data? To answer this question, we must use the correct domain theory to change the unstructured text data to structured data before further analysis. Sentiment analysis on product feature dominates the previous online review analysis for product design. However, both product feature and sentiment orientation lack a theoretical basis in design engineering. As previous research found, product features alone cannot cover all the significant issues addressed in customer reviews for product design. That is why we begin our study by reviewing the studies in the domain of design science.

### 8.3 Limitations and perspectives

A limitation of this research is that we analyzed only 265 reviews of one product in the case study. The small number of reviews thus caveats the conclusions. For perspectives, it is impossible to manually process all the online reviews one by one, as the quantity is huge. Therefore, the summarization process needs to be automated. Our research provides the essential materials for the study of automatization the online review summarization process, i.e., linguistic patterns and ground truth results, which can be directly used in the future study.
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