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I. INTRODUCTION

Generating strong magnetic fields (1 T and above) typically involves cumbersome and heavy electrical magnets or cryogenic superconducting coils [1–5]. Such equipment is not compatible with all experiments and does not allow magnetic fields to be easily retrofitted to existing experiments. Permanent magnets offer an attractive alternative for a number of experiments, albeit being nontunable.

The highest magnetic fields that can be generated by a single-piece rare-earth magnet are limited to about 0.6 T. This limit can be overcome by a clever assembly of individual magnets magnetized in different directions. Examples of such combined devices are the Halbach arrays [6–8] and sitewitely magnetized elements generating a magnetic field of about 1.25 T.

In addition to the enhanced maximum field, our design drastically limits the stray field present outside space [Fig. 1(a)]. One half of the opening angle of the cone is defined by the inequality $\beta = \arccos(1/\sqrt{3}) \approx 54.7^\circ$. One can see that $B_z$ is positive within the “optimal cone” defined by the inequality $(\vec{z} \hat{n})^2 > 1/3$ and negative in the outside space [Fig. 1(a)]. One half of the opening angle of the cone is $\beta_{\text{opt}} = \arccos(1/\sqrt{3}) \approx 54.7^\circ$.

We are interested in maximizing $B_z$ at the origin $O$ ($x' = y' = z' = 0$) created by a permanent magnet of a finite size, which can be mathematically represented as a superposition of a continuum of point magnets with the volume magnetization $M = d\hat{m}/dV$. From the above statements it follows that if the permanent magnet occupies the magnetic field. Finally, in Sec. VI, we discuss the advantages and drawbacks of the device and outline possible future developments.

II. THEORETICAL PRINCIPLE

We start by considering a textbook case of point magnetic dipole $\vec{m}$ [10,11]. We suppose that it is located at a point $\vec{r} = (x,y,z)$ and oriented along the $z$ axis, such as $\vec{m} = m\hat{z}$. At another point $\vec{r}' = (x',y',z')$, it generates the magnetic field given by

$$\vec{B}(\vec{r},\vec{r}') = \frac{\mu_0 m}{4\pi |\vec{r}' - \vec{r}|^3} [3(\vec{z}\hat{n}) - \hat{z}],$$

where $\mu_0 = 4\pi \times 10^7$ H/m is the permeability of vacuum and $\hat{n} = (\vec{r}' - \vec{r})/(|\vec{r}' - \vec{r}|)$ is the unit vector pointing from $\vec{r}$ to $\vec{r}'$. In particular, the $z$ component of the field at $\vec{r}'$ equals

$$B_z(\vec{r},\vec{r}') = \frac{\mu_0 m}{4\pi |\vec{r}' - \vec{r}|^3} [3(\vec{z}\hat{n})^2 - 1].$$

One can see that $B_z$ is positive within the “optimal cone” defined by the inequality $(\vec{z}\hat{n})^2 > 1/3$ and negative in the outside space [Fig. 1(a)]. One half of the opening angle of the cone is $\beta_{\text{opt}} = \arccos(1/\sqrt{3}) \approx 54.7^\circ$. We are interested in maximizing $B_z$ at the origin $O$ ($x'=y'=z'=0$) created by a permanent magnet of a finite size, which can be mathematically represented as a superposition of a continuum of point magnets with the volume magnetization $M = d\hat{m}/dV$. From the above statements it follows that if the permanent magnet occupies the...
FIG. 1. Basic idea behind the magnetic device. (a) Optimal cone separating the spatial regions with positive and negative values of the vertical component of the magnetic field generated by a vertically aligned point magnetic dipole in the cone center. (b) When the lower half of the space \( z < 0 \) is filled with magnetic dipoles along the same direction, this will generate a low magnetic field at the origin, as contributions from the region inside and outside the optimal cone will contribute with opposite signs, as indicated by \( \pm \) signs next to the dipole. (c) When the spatial regions inside and outside the optimal cone are filled with magnetic dipoles aligned in opposite directions, the magnetic field at the origin will be maximized.

The half-space \( z < 0 \) and is magnetized uniformly along the \( z \)-axis, the contributions from the magnetic moments inside and outside the optimal cone tend to compensate each other [Fig. 1(b)] (in fact, they exactly cancel each other for an infinitely wide slab). Alternatively, if the magnetic moments inside and outside the cone boundary are parallel but oriented in the opposite directions then they all contribute to \( B_z(0, 0, 0) \) with the same direction, therefore increasing the field at this point [Fig. 1(c)].

The first idea following from the above consideration is to create a high-axial magnetic field in the vicinity of a given point (typically on the surface of the studied sample) by oppositely orienting the magnetic moments inside and outside the optimal cone with an apex close to this point. Technically, this can be done by using two oppositely magnetized pieces with geometrically complementary shapes as close as possible to the optimal cone.

The magnetic field generated near the apex of an ideal optimal cone is highly nonuniform, making it impractical for microscopy. The second idea behind the design of the present device is to use a truncated cone (frustum), while keeping the cone angle close to \( \alpha_{opt} \). Truncating the cone has the advantage that the axial magnetic field is still quite high but relatively more homogeneous in the region around the truncated area.

### III. BICOMPONENT HIGH-FIELD PERMANENT-MAGNET DESIGN

Taking into account the above considerations, we fabricate a device made of two Nd-Fe-B magnet pieces, which are shown in Fig. 2. Figures 2(a) and 2(b) present the actual dimensions of the inner truncated cone and the corresponding outer part, respectively (which tightly fit to each other); a photograph of the assembled device is given in Fig. 2(c). The external diameter and height of the device are \( D = 5.5 \text{ mm} \) and \( h = 3.67 \text{ mm} \), respectively; the truncation diameter is \( d = 0.3 \text{ mm} \). For these specific dimensions (chosen based on the ease of production), the cone angle is about 35°, which is smaller than the optimal value of 54.7°.
Therefore, the generated field is somewhat weaker that what would be achieved with the fully optimized geometry (as discussed in Sec. II). The 1-mm-deep circular groove around the outer piece is made to facilitate mechanical fixation of the device on a sample holder. As the total weight of this device is only 640 mg, it can be put directly onto any piezo scanner without compromising its dynamic characteristics.

Two different grades of Nd-Fe-B are chosen for the inner and outer pieces. The inner piece is made of Nd-Fe-B-N55 (remanent magnetization $M = 1.49$ T, coercive field $H_{cJ} = 11000$ Oe), which has one of the largest values of $M$. On the other hand, grade N48 is used for the outer piece ($M = 1.40$ T, $H_{cJ} = 12000$ Oe) with a larger coercive field to reduce the risk of demagnetization of this part of the magnet near the cone apex.

IV. MEASURING THE MAGNETIC FIELD USING STM

Measuring the magnetic field of our device with an expected homogeneity area in the order of 100 $\mu$m is not straightforward. For example, it is not possible to do it with conventional millimeter-sized Hall sensors. Among the techniques offering better spatial resolution and the ability to measure the absolute value are scanning superconducting quantum interference device microscopy [12–14] and nitrogen-vacancy-center sensing [15–18]. However, none of these options are suitable for us, either due to availability of the instrument or because of the limits on measurable magnetic fields.

To quantify the magnetic field very locally and precisely, we use instead a scanning tunneling microscope (STM) to visualize the Abrikosov flux vortex lattice on a NbSe$_2$ single crystal in the superconducting state ($T_c = 7.2$ K) [19]. The exceptional precision of this technique is based on the fact that each vortex holds exactly one flux quantum $\Phi_0 = h/2e = 2.067 \times 10^{-15}$ T m$^2$ [20,21]. Therefore, one can determine the magnetic field by simply measuring the density of vortices.

In our experiment, the magnet device is fixed to the STM sample-holder plate. A thin crystal of NbSe$_2$ (approximately 0.1 mm) is glued directly on top of the magnet with silver paint and cleaved under an ambient atmosphere. Afterwards, it is immediately introduced into the STM space and evacuated to a pressure better than $10^{-7}$ mbar. The STM measurements are done in a $^3$He cryostat [22] at a base temperature of 400 mK in a cryogenic vacuum of $< 10^{-8}$ mbar.

The detection of individual flux vortices with the STM relies on the fact that the quasiparticle excitation spectrum exhibits nonsuperconducting characteristics close to the vortex center. The excitation spectrum is measured via differential conductance spectroscopy, $\sigma(V) = dI(V)/dV$, where $I(V)$ is the tunneling current recorded with an interrupted feedback loop, and $V$ the tip-sample bias voltage. Since the most significant changes in the conductance spectra acquired inside vortex cores occur at $V = 0$ and $V_g = \Delta/e$, where $\Delta \sim 1.5$ meV is the superconducting gap, the optimal STM contrast is obtained by mapping the ratio $R = \sigma(V_g)/\sigma(0)$ [23].

Figure 3(a) shows the STM $R$ map on a $300 \times 300$ nm$^2$ area. We can estimate the vertical magnetic field, $B$, using the flux-quantization relation $B = \Phi_0 n/S$, where $n/S$ is the density of vortices per unit of area. The total number of flux vortices in Fig. 3(a) is $55 \pm 2$, leading to $B = (1.26 \pm 0.05)$ T. Alternatively, we can estimate the average distance between the vortices $l = (44 \pm 2)$ nm and use the formula $B = 2 \times 3^{-1/2} \Phi_0 / l^2$ valid for the triangular lattice. This gives a very close result of $B = (1.24 \pm 0.05)$ T. Thus, we conclude that the field of our device is $B = 1.25 \pm 0.05$ T.

To see whether the device can sustain an external field, we additionally apply $B_{ext} = 0.5$ T using the superconducting coil of our cryogenic setup. The STM map obtained under this condition is shown in Fig. 3(b). Using the same method, we find that the total field is now $B \approx (1.8 \pm 0.05)$ T. The fact that the field intensity has indeed increased by the amount given by $B_{ext}$ indicates that the external field adds linearly to the intrinsic field and does not have a demagnetization effect on the device. This demonstrates that the magnet can be used in combination with a source of external field, to further raise the field intensity and achieve additional tunability.

V. NUMERICAL SIMULATIONS

We now proceed with numerical simulations of the generated magnetic field around our magnet device.
According to Eq. (1), the total field generated by a permanent magnet with uniform remanent magnetization $M$, occupying a three-dimensional region $V$, can be calculated using the following three-dimensional integration:

$$\vec{B} (r') = \frac{\mu_0}{4\pi} \int_V \frac{M (\vec{r})}{|r' - \vec{r}|^3} [3\vec{n}(\vec{n}) - \vec{z}] \, d^3\vec{r},$$ (3)

Due to the axial symmetry of the device, the field depends only on the radial distance $r' = (x'^2 + y'^2)^{1/2}$ and height $z'$. For the same reason, only the radial and axial components of the field, $B_r$ and $B_z$, need to be calculated. Equation (3), in this case, can be reduced to a two-dimensional integral by using a cylindrical coordinate system and performing the integration over the azimuth angle analytically. As a result, the magnetic field can be calculated by a numerical integration over the half-cross-section $S/2$ of the device cut by a plane, which contains the symmetry axis

$$B_{rz} (r', z') = \frac{\mu_0 M}{4\pi r'^2} \int_{S/2} Q_{rz} \left( \frac{r'}{r}, \frac{z' - z}{r} \right) \, drdz,$$ (4)

where

$$Q_r (\xi, \zeta) = \frac{2\xi}{(\rho + 2\xi)^{3/2}(\rho - 2\xi)} \left\{ \frac{8\rho\xi^2 - \rho^2 - 12\xi^2}{\rho^2} E \left( \frac{4\xi}{\rho + 2\xi} \right) + (\rho - 2\xi^2) K \left( \frac{4\xi}{\rho + 2\xi} \right) \right\},$$

$$Q_z (\xi, \zeta) = \frac{4\xi^2}{(\rho + 2\xi)^{3/2}(\rho - 2\xi)} \left\{ \frac{4\xi^2 - \rho^2 + 4\zeta^2 \rho}{\rho^2} E \left( \frac{4\xi}{\rho + 2\xi} \right) - \zeta^2 K \left( \frac{4\xi}{\rho + 2\xi} \right) \right\}.$$ (5)

FIG. 4. Simulated magnetic field distribution around the magnet. Magnetic field distribution around (a) bicomponent device and (b) single-component magnet of the same size ($y = 0$ cross section is shown). Color denotes the absolute field intensity while arrows show the field direction. (c),(d) Three-dimensional (3D) surface plot of absolute field intensity from panels (a),(b), respectively, with the same color scale. Field inside the magnet (gray area) is not calculated.
and \( \rho = 1 + \xi^2 + \zeta^2 \). Here, \( K(m) \) and \( E(m) \) are the complete elliptic integrals of the first and second kind. For the points on the symmetry axis, these expressions reduce to

\[
Q_r(\zeta, \xi = 0) = 0, \quad Q_z(\zeta, \xi = 0) = \pi \frac{2\xi^2 - 1}{(1 + \xi^2)^{5/2}}.
\]

(6)

Using these equations, we calculate the magnetic field for a bicomponent device with the same dimensions as in Fig. 2 and compare it with the result for a single-component magnet of the same dimensions. For the sake of simplicity, we set the remanent magnetization, \( M_r \), of both pieces to the same value (1.5 T), even though the magnetic grades used are slightly different, as mentioned above. We also ignore the external groove, as it has only a weak effect on the field distribution near the maximum. Figure 4(a) shows the x-z cross section of the device and the maps of the intensity (color) and direction (arrows) of the outside field. Additionally, Fig. 4(c) presents the absolute intensity as a 3D plot. Figures 4(b) and 4(d) refer to the same calculation for a single-component magnet of the same dimensions. One can see that, in contrast to the single magnet, (i) the magnetic field of our device manifests a sharp peak, reaching almost 2 T near the field center \((x = z = 0)\), and (ii) the field decreases quickly with the distance from the surface.

In Fig. 5, we present the field of our device and a single magnet in the area of 1 mm around the field center. Figure 5(a) shows the \( z \) dependence of \( B_z \) on the magnet's axis \((x = 0)\). Solid lines correspond to the bicomponent magnet with the same dimensions as in Fig. 2, and dashed curves are obtained for a single-component magnet of the same size. The inset shows the dependence of \( B_z \) on the cone angle for \( z = 0.1 \) mm, while the circle denotes the actual angle in our device \((35^\circ)\).

As mentioned, a somewhat suboptimal value of the cone angle is used in the present device \((35^\circ)\) instead of \(54.7^\circ\)). The inset of Fig. 5(a) shows the calculated angle dependence of the vertical component of the magnetic field at \( x = 0 \) and \( z = 0.1 \) mm. One can see that the field for the optimal angle should be about 25% higher.

In Fig. 5(b), we demonstrate the \( x \) dependence of \( B_x \) at different heights, \( z \), above the magnet. One can see that the field of the bicomponent magnet is relatively homogeneous within 0.1 mm around the center (which is much larger than the image dimensions in typical local probe experiments) but then decays rather quickly in a fashion similar to that in Fig. 5(a). We notice that on the shown scale of 1 mm the single magnet generates an almost uniform field. Finally, in Fig. 5(c), we present the \( x \) dependence of the radial field, \( B_r \). It is zero on the symmetry axis \((x = 0)\), shows a rather linear growth up to \( x = 0.1 \) mm, and reaches a maximum at a larger value of \( x \) (depending on \( z \)). The radial field of the single-component magnet increases significantly slower.

VI. DISCUSSION

The most important result of our work is a demonstration that magnetic fields well above 1 T are achievable with a compact and light permanent magnet that can be mounted essentially on any scanning probe or optical microscope. This makes a viable alternative to placing the entire microscopy setup inside a big magnet. The field decreases by a factor of 2 already 0.15 mm above the magnet and falls below 0.1 T above 0.5 mm. The field of the single magnet on the same scale reduces only by 10%.

The field decreases by a factor of 2 already 0.15 mm above the magnet and falls below 0.1 T above 0.5 mm. The field of the single magnet on the same scale reduces only by 10%.

As mentioned, a somewhat suboptimal value of the cone angle is used in the present device \((35^\circ)\) instead of \(54.7^\circ\)). The inset of Fig. 5(a) shows the calculated angle dependence of the vertical component of the magnetic field at \( x = 0 \) and \( z = 0.1 \) mm. One can see that the field for the optimal angle should be about 25% higher.

In Fig. 5(b), we demonstrate the \( x \) dependence of \( B_x \) at different heights, \( z \), above the magnet. One can see that the field of the bicomponent magnet is relatively homogeneous within 0.1 mm around the center (which is much larger than the image dimensions in typical local probe experiments) but then decays rather quickly in a fashion similar to that in Fig. 5(a). We notice that on the shown scale of 1 mm the single magnet generates an almost uniform field. Finally, in Fig. 5(c), we present the \( x \) dependence of the radial field, \( B_r \). It is zero on the symmetry axis \((x = 0)\), shows a rather linear growth up to \( x = 0.1 \) mm, and reaches a maximum at a larger value of \( x \) (depending on \( z \)). The radial field of the single-component magnet increases significantly slower.
intensity measured using the STM (Sec. IV) agrees reason-ably well with simulations (Sec. V). Indeed, from Fig. 5, we can see that $B_z \approx 1.25$ T deduced from the density of the flux vortices should be observed 0.07 mm above the magnet, which matches the estimated thickness of our sample. This agreement tells us that the assumptions made in the simulation, such as uniform magnetization along the symmetry axis and the absence of demagnetization near the hot spot, are correct. Notably, according to the same simulations, levels of $B_z > 1.5$ T should be achievable for $z < 0.01$ mm.

Employing the two-component design not only increases the maximum field but also reduces field leakage (stray field). Physically, this follows from the fact that the fields created by oppositely magnetized pieces add up at the cone apex but compensate for each other at large distances. If the compensation, which can be achieved by design, is exact, then the field decay will be as fast as that of a quadrupole. The low-leakage field not only improves magnetic compatibility with the components of the existing setups but may also enable alternative applications. For example, it would be interesting to explore the possibility of using such a magnet in angular-resolved photoemission spectroscopy, where the photoemitted electrons quit the magnetic field region quickly enough that their trajectories are not significantly affected by the Lorentz force.

It is worth noting that using a permanent-magnet device has specific advantages in the cryogenic regime. First, it provides a highly stable magnetic field and removes the risk of quenching or current instabilities, which are present in the case of superconducting coils. Second, it enables field-cooled thermal cycling or temperature-dependent measurements under finite magnetic fields over a temperature range not achievable with certain superconducting-magnet devices with respect to the field center. A possible solution is to scale up the device dimensions, which will also proportionally increase the region of the field homogeneity, without changing the maximum field intensity. This follows from the fact that Eq. (4) is invariant with respect to the simultaneous scaling operation: $z \rightarrow az, r \rightarrow ar$.

A third problem is the lack of in situ field variation, which does not allow, in particular, to set it to zero at a given sample point. However, in some experiments, this is not needed, as other physical parameters can be used for comparative or reference measurements, such as temperature, illumination conditions, electrical current, and gate voltage. Furthermore, under ambient conditions, it should be relatively easy to remove the device or to slide the sample on top of the magnet. Finally, on larger-area samples, the very-limited stray field enables one to select zero-field regions. This feature can actually be used to perform field-dependent measurements by moving the imaging area. In the future, field variation could be achieved by combining the present magnetic device with a modulating electromagnetic coil (normal state or superconducting, depending on the temperature conditions) or by allowing for in situ vertical or horizontal mechanical displacement of the magnet with respect to the sample.

Data that support the findings of this study are available from the corresponding author upon reasonable request.
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