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Abstract
In this paper, we present and analyze a posteriori error estimates in the energy norm of a quadratic finite element method for the frictionless unilateral contact problem. The reliability and the efficiency of a posteriori error estimator is discussed. The suitable decomposition of the discrete space $V_h^0$ and a discrete space $Q_h$, where the discrete counterpart of the contact force density is defined, play crucial role in deriving a posteriori error estimates. Numerical results are presented exhibiting the reliability and the efficiency of the proposed error estimator.

Keywords Signorini problem · Quadratic finite elements · A posteriori error analysis · Variational inequalities

1 Introduction

Numerical analysis of the non-linear problems arising from unilateral contact problems using finite element methods exhibits technical adversity both in approximating the continuous problem and numerical modeling of contact conditions on a part of the boundary. The Signorini contact model typically is a prototype model for the class of unilateral contact problems [32]. The Signorini contact problem can be recasted as an elliptic variational inequality of the first kind [22] where the inequality constraint arises due to non linearity condition on the contact boundary. Later, the location of the free boundary (the part of the boundary where
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it touches the given obstacle) is not a priori known, and therefore, it forms a part of the numerical approximation. Hence, it is quite challenging both in the theory and computation to analyze finite element approximation of the Signorini problem using quadratic elements.

Adaptive finite element methods (AFEM) [2, 39] are considered as an essential tool in boosting the precision of the numerical approximation of the non-linear problems. AFEM is mainly based on the reliable and (locally) efficient error estimators, referred as a posteriori error estimators. These error estimators are computable quantities which depends on the given data and the discrete solution.

Subsequently, there has been a tremendous work on the analysis and development of finite element methods for variational inequalities. We refer to articles [4, 11, 22, 35] for convergence analysis of the Signorini problem using linear finite element method, whereas in [5, 26] a priori analysis of quadratic finite element method has been derived for the contact problem. An extensive study of convergence analysis of discontinuous Galerkin (DG) methods for simplified Signorini problem has been carried out in [42]. In the monograph [40] several DG methods have been discussed for the Signorini problem and therein a priori error analysis has been established. Adaptive conforming finite element method for the Signorini problem has been discussed in [3, 27, 28, 34, 44]. The articles [23, 43] analyze a posteriori error analysis of discontinuous Galerkin finite element methods for the Signorini problem. Note that, the solution of the Signorini problem don’t lie in $H^3$ because of the presence of the free boundary. Thereby, the uniform refinement does not yield the optimal convergence using quadratic finite element approximation (see [26]) but adaptive refinement gives the optimal convergence. In this paper, we derive the residual based a posteriori error estimates for the quadratic conforming finite element method for the unilateral contact problem. To the best of the knowledge of the authors, quadratic AFEM for the Signorini problem has not been discussed so far. One of the key ingredient of our analysis is the appropriate construction of the discrete counterpart of the continuous contact force density which helps in proving the main results of this article.

The outline of this article is as follows. In Sect. 2, we introduce continuous contact force density and some notations which are used in later analysis. Therein, we also present the continuous (strong and weak) formulation of the Signorini problem and discuss some preliminary results. Section 3 is devoted to the introduction of discrete spaces on which discrete problem and discrete contact force density are defined followed by introducing the discrete Lagrange multiplier and deriving its basic properties. Further, in Sect. 4, quasi discrete contact force density is introduced to imitate the property of continuous Lagrange multiplier [3, 8] but computed using discrete contact force density. In Sect. 5, we propose and analyze a posteriori error estimator, therein the reliability and efficiency of the error estimator is discussed. Finally, numerical experiments illustrating the convergence behavior of proposed a posteriori error estimator using quadratic finite elements are depicted in Sect. 6.

Let $\Omega \subset \mathbb{R}^2$ be a bounded, polygonal elastic body with Lipschitz boundary $\partial \Omega = \Gamma$ which is partitioned into three non overlapping, relatively open parts $\Gamma_D$, $\Gamma_N$ and $\Gamma_C$ with $\text{meas}(\Gamma_D) > 0$ and $\Gamma_C \subseteq \Gamma \setminus \Gamma_D$. Here, $\text{meas}(A)$ denotes the measure of any set $A \subset \overline{\Omega}$ and let $\{e_i : i = 1, 2\}$ denotes the standard ordered basis functions of $\mathbb{R}^2$.

### 2 Basic Preliminaries and Definitions

We recall here some basic notations associated with the finite element setting which are required in the subsequent sections:
- $T_h$ is a family of regular triangulation of $\Omega$,
- $\mathcal{E}_h$ denotes the set of all edges of $T_h$,
- $\mathcal{E}_h^i$ denotes the set of all interior edges of $T_h$,
- $\mathcal{E}_h^b$ denotes the set of all boundary edges of $T_h$,
- $\mathcal{E}_h^{N}$ denotes the set of all boundary edges lying on $\Gamma_N$,
- $\mathcal{E}_h^{C}$ denotes the set of all boundary edges lying on $\Gamma_C$,
- $V_h$ denotes the set of all the vertices of $T_h$,
- $M_h$ denotes the set of all the midpoints of edges of $T_h$,
- $V_e$ denotes the set of vertices lying on edge $e$,
- $M_e$ refers to the midpoint of the edge $e$,
- $\gamma_p$ refers to the set of all elements sharing the node $p$,
- $h_{\gamma_p}$ refers to the maximum of the set $\{h_T : T \in \omega_p\}$,
- $\gamma_{p,D}$ denotes the set of vertices of $T_h$ lying on $\Gamma_D$,
- $\gamma_{p,N}$ denotes the set of vertices of $T_h$ lying on $\Gamma_N$,
- $\gamma_{p,C}$ denotes the set of vertices of $T_h$ lying on $\Gamma_C$,
- $\gamma_{p,I}$ refers to all interior edges in $\omega_p$,
- $\gamma_{p,T}$ is the diameter of $T$ where $T \in T_h$,
- $h$ refers to the maximum of the set $\{h_T : T \in T_h\}$,
- $h_e$ is the length of an edge $e$,
- $\omega_p$ refers to the set of all elements sharing the node $p$,
- $h_p$ refers to the maximum of the set $\{h_T : T \in \omega_p\}$,
- $\gamma_{p,D}$ is the set of all elements sharing the node $p$,
- $\gamma_{p,N}$ is the set of all elements sharing the node $p$,
- $\gamma_{p,C}$ is the set of all elements sharing the node $p$,
- $\gamma_{p,I}$ is the set of all elements sharing the node $p$,
- $\gamma_{p,T}$ is the set of all elements sharing the node $p$.

Next, we define the following differential operators and preliminary definitions for the further use:

- For any Banach space $X$, let $X^*$ denotes the dual space of $(X, \| \cdot \|_X)$ with the dual norm $\| \cdot \|_*$ defined by
  \[ \| L \|_* \ := \ \sup_{v \in X, \ v \neq 0} \frac{L(v)}{\| v \|_X}, \quad \forall \ L \in X^*, \]

- $\nabla v$ is a $2 \times 2$ gradient matrix of a vector $v \in \mathbb{R}^2$,
- For any matrix $M = (m_{ij}) \in \mathbb{R}^{2 \times 2}$, the divergence of $M$ is defined as
  \[ \text{div}(M) := \sum_{j=1}^{2} \frac{\partial}{\partial x_j} (m_{ij}), \quad i = 1, 2. \]

- $\epsilon(v)$ is the linearized strain tensor defined by $\frac{1}{2}(\nabla v + \nabla v^T)$,
- $A$ is the fourth-order elasticity tensor of the material,
- $\sigma(v)$ is the linearized stress tensor defined by $A \epsilon(v)$,
$H^m(\Omega)$ denotes the usual Sobolev space \cite{10} of square integrable functions whose weak derivative up to order $m$ is also square integrable with the corresponding norm $\| \cdot \|_{H^m(\Omega)}$ and seminorm $| \cdot |_{H^m(\Omega)}$.

- For a non integer positive number $s = m + k$, where $m$ is an integer and $0 < k < 1$, the fractional ordered subspace $H^s(\Omega)$ is defined as

$$H^s(\Omega) := \{ v \in H^m(\Omega) : \frac{|v(x) - v(y)|}{|x - y|^{k+1}} \in L^p(\Omega \times \Omega) \}.$$ 

- For any vector $v = (v_1, v_2) \in H^m(\Omega) = H^m(\Omega)^2$, we define the product norm on the domain as $\|v\|_{H^m(\Omega)} := \left( \sum_{i=1}^2 \|v_i\|^2_{H^m(\Omega)} \right)^{\frac{1}{2}}$ and seminorm $|v|_{H^m(\Omega)} := \left( \sum_{i=1}^2 |v_i|^2_{H^m(\Omega)} \right)^{\frac{1}{2}}$.

- $\langle \cdot , \cdot \rangle_{-1,1}$ denotes the duality pairing between $H^1(\Omega)$ and $H^{-1}(\Omega)$.
- For any $\Omega \subset \Omega, \langle \cdot , \cdot \rangle_{-1,1,\Omega}$ denotes the duality pairing between $H^1(\Omega')$ and $H^{-1}(\Omega')$.
- $\langle \cdot , \cdot \rangle_{-\frac{1}{2},\frac{1}{2},\Gamma_C}$ denotes the duality pairing between $H^{\frac{1}{2}}(\Gamma_C)$ and $H^{-\frac{1}{2}}(\Gamma_C)$.
- For any $v \in H^1(\Omega)$, we denote $v^+ = \max\{v, 0\}$ to be the positive part of the function.

Throughout this article, we assume that $C$ is a positive generic constant independent of the mesh parameter $h$. Further, the notation $x \lesssim y$ denotes that there is a generic constant $C$ such that $x \leq Cy$.

Next, we define the broken Sobolev space $[H^1(\Omega, T_h)]^2$, with the aim of defining the jump and averages of discontinuous functions efficiently as

$$[H^1(\Omega, T_h)]^2 := \{ v \in [L^2(\Omega)]^2 : v|_T \in [H^1(T)]^2 \ \forall \ T \in T_h \}.$$ 

Let $e \in E^*_h$ be an interior edge and let $T^+$ and $T^-$ be the neighbouring elements s.t. $e \in \partial T^+ \cup \partial T^-$ and let $n^+$ be the unit outward normal vector on $e$ pointing from $T^+$ to $T^-$ and $n^- = -n^+$. For a vector valued function $v \in [H^1(\Omega, T_h)]^2$ and a matrix valued function $\Phi \in [H^1(\Omega, T_h)]^{2 \times 2}$, averages $\{[\cdot]\}$ and jumps $\|\cdot\|$ across the edge $e$ are defined as follows:

$$\{[v]\} := \frac{1}{2}(v^+ + v^-) \quad \text{and} \quad \|v\| := v^+ \otimes n^+ + v^- \otimes n^-,$$

$$\{[\Phi]\} := \frac{1}{2}(\Phi^+ + \Phi^-) \quad \text{and} \quad \|\Phi\| := \Phi^+ n^+ + \Phi^- n^-,$$

where $v^\pm|_T = v^\pm|_{T^\pm}$, $\Phi^\pm = \Phi|_{T^\pm}$.

For any $e \in E^b_h$, it is clear that there is a triangle $T \in T_h$ such that $e \in \partial T \cap \partial \Omega$. Let $n_e$ be the unit normal of $e$ that points outside $T$. Then, the averages $\{[\cdot]\}$ and jumps $\|\cdot\|$ of vector valued function $v \in [H^1(\Omega, T_h)]^2$ and a matrix valued function $\Phi \in [H^1(\Omega, T_h)]^{2 \times 2}$ are defined as follows:

$$\{[v]\} := v \quad \text{and} \quad \|v\| := v \otimes n_e,$$

$$\{[\Phi]\} := \Phi \quad \text{and} \quad \|\Phi\| := \Phi n_e.$$ 

In the above definitions $v \otimes n$ is a $2 \times 2$ matrix with $v_i n_j$ as its $(i, j)^{th}$ entry.

For any displacement field $v$, we adopt the notation $v_m = v \cdot m$ and $v_T = v - v_m m$, respectively, as its normal and tangential component on the boundary where $m$ is the outward unit normal vector to $\Gamma$. Similarly, for a tensor-valued function $\Phi$, the normal and tangential
components are defined as \( \Phi_m = \Phi m \cdot m \) and \( \Phi_T = \Phi m - \Phi m m \), respectively. Further, we have the following decomposition formula

\[
(\Phi m) \cdot v = \Phi_m v_m + \Phi_T \cdot v_T.
\]

In the further analysis, for any tensor-valued function \( \Phi \) the term \( \Phi(v) \) denotes the boundary contact stresses in the direction of the normal at the potential contact boundary and is equal to \( \Phi(v)n \) where \( n \) is the outward unit normal on \( \Gamma_C \). In this article, we assume that the outward unit normal vector \( n \) to \( \Gamma_C \) is constant and for the sake of simplicity, we define \( n = e_1 \).

In this article, we assume that our elastic body is homogeneous and isotropic, as a result

\[
\sigma(v) = A \varepsilon(v) := \chi tr(\varepsilon(v))I + 2\mu \varepsilon(v). 
\]  

(2.1)

where, \( \chi > 0 \) and \( \mu > 0 \) denote the Lamé coefficients. Here \( I \) denotes the identity matrix of size \( 2 \times 2 \). In order to define the continuous problem, we define the space \( V \) of admissible displacements as

\[
V := \{ v \in [H^1(\Omega)]^2 : v = 0 \text{ on } \Gamma_D \},
\]

and a non empty, closed and convex subset of \( V \) is defined as

\[
K := \{ v \in V : v_n = v_1 \leq 0 \text{ a.e on } \Gamma_C \}.
\]

Given \( f \in [L^2(\Omega)]^2, g \in [L^2(\Gamma_N)]^2 \), the weak formulation of unilateral contact problem is to find \( u \in K \) such that

\[
a(u, v - u) \geq L(v - u) \quad \forall \ v \in K, 
\]  

(2.2)

where, the bilinear form \( a(\cdot, \cdot) \) and the linear functional \( L(\cdot) \) are defined by

\[
a(w, v) = \int_{\Omega} \sigma(w) : \varepsilon(v) \ dx, 
\]

\[
L(v) = \int_{\Omega} f \cdot v \ dx + \int_{\Gamma_N} g \cdot v \ ds \quad \forall \ w, v \in V. 
\]

The strong form associated to the variational inequality of the first kind (2.2) is to find the displacement vector \( u : \Omega \rightarrow \mathbb{R}^2 \) such that the following holds:

\[-div \ \sigma(u) = f \quad \text{in } \Omega, \]

\[u = 0 \quad \text{on } \Gamma_D, \]

\[\hat{\sigma}(u) = g \quad \text{on } \Gamma_N, \]

\[u_n \leq 0, \ \sigma_n(u) \leq 0, \ u_n \sigma_n(u) = 0 \text{ and } \sigma_T(u) = 0 \text{ on } \Gamma_C, \]

where \( \hat{\sigma}(u) = (\hat{\sigma}_1(u), \hat{\sigma}_2(u)) := \sigma(u)n \). The existence and uniqueness of the solution of problem (2.2) is well known from the theory of variational inequalities [22].

Next, we define the continuous contact force density \( \lambda \in V^* \) as

\[
(\lambda, v)_{-1,1} := L(v) - a(u, v) \forall \ v \in V. 
\]  

(2.3)

In the next lemma, we collect some important properties corresponding to continuous contact force density \( \lambda \).

**Lemma 2.1** The following holds

\[
(\lambda, v - u)_{-1,1} \leq 0 \quad \forall \ v \in K. 
\]  

(2.4)

\[
(\lambda, \phi)_{-1,1} \geq 0 \quad \forall \ 0 \leq \phi \in V. 
\]  

(2.5)
**Proof** The relation (2.4) can be realized directly from (2.2) and (2.3).

To prove (2.5), let \( \theta \leq \phi \in V \) and substitute \( v = u - \phi \in K \) in the variational inequality (2.2) to get \( (\lambda, \phi)_{-1,1} \geq 0 \). \( \square \)

In order to realize another representation to continuous contact force density \( \lambda \), we further define an intermediate space \( V_0 \) as

\[
V_0 := \{ v = (v_1, v_2) \in V, \ v_1 = 0 \ \text{on} \ \Gamma_C \}.
\]

Since \( v = u \pm \bar{v} \in K \forall \bar{v} \in V_0 \), therefore inequality (2.2) reduces to

\[
a(u, \bar{v}) = L(\bar{v}) \ \forall \bar{v} \in V_0.
\]

(2.6)

**Remark 2.2** For each \( v \in V \), we have \( v = (v_1, v_2) = w_1 + w_2 \) where \( w_1 = (v_1, 0) \) and \( w_2 = (0, v_2) \). In view of equation (2.3), we can rewrite \( (\lambda, v)_{-1,1} = (\lambda_1, v_1)_{-1,1} + (\lambda_2, v_2)_{-1,1} \) where

\[
(\lambda_1, v_1)_{-1,1} = L(w_1) - a(u, w_1),
\]

\[
(\lambda_2, v_2)_{-1,1} = L(w_2) - a(u, w_2).
\]

As \( w_2 \in V_0 \), using Eq. (2.6), we obtain

\[
(\lambda_2, v_2)_{-1,1} = 0 \ \forall v = (v_1, v_2) \in V.
\]

Thus, we have the representation

\[
(\lambda, v)_{-1,1} = (\lambda_1, v_1)_{-1,1} \ \forall v = (v_1, v_2) \in V.
\]

(2.7)

An application of Green’s theorem [40] yields

\[
(\lambda_1, v_1)_{-1,1} = -\langle \hat{\sigma}_1(u), v_1 \rangle_{-1/2, \Gamma_C},
\]

\[
(\lambda_2, v_2)_{-1,1} = -\langle \hat{\sigma}_2(u), v_2 \rangle_{-1/2, \Gamma_C} = 0.
\]

### 3 Discrete Problem

In this article, we consider the approximation of the problem (2.2) by quadratic finite element method. To this end, we define the finite element space \( V^h \) as the space of continuous piecewise quadratic finite element functions over \( T_h \) i.e.

\[
V^h := \{ v \in [C(\bar{\Omega})]^2 : v|_T \in [P_2(T)]^2 \ \forall \ T \in T_h \}.
\]

Further, we set

\[
V^h_0 := \{ v \in V^h : v = 0 \ \text{on} \ \Gamma_D \}.
\]

For concreteness, we state the following discrete trace inequality and inverse inequality which will be used in the subsequent analysis [10].

**Lemma 3.1** Let \( v \in [H^1(T)]^2 \). Then,

\[
\|v\|_{L^2(e)}^2 \leq h_T^{-1} \|v\|_{L^2(T)}^2 + h_T |v|_{H^1(T)}^2,
\]

where \( T \in T_h \) and \( e \) is an edge of \( T \).
Lemma 3.2 Let $T \in \mathcal{T}_h$ and $e$ be an edge of $T$. For $v \in V_h$, the following estimates hold
\[
\|v\|_{L^2(e)} \lesssim h_e^{-\frac{1}{2}} \|v\|_{L^2(T)},
\]
\[
|v|_{H^1(T)} \lesssim h_T^{-1} \|v\|_{L^2(T)}.
\]
Next, we define the discrete formulation of the continuous problem (2.2). Further, we construct an auxiliary discrete space $Q_h$, where the discrete counterpart of the contact force density is defined. It will play the crucial role in forthcoming a posteriori error analysis.

Let $(\psi_z e_i, z \in V_h \cup M_h, i = 1, 2)$ represents the canonical nodal Lagrange basis for the space $V_h$, i.e., for $z \in V_h \cup M_h$
\[
\psi_z(p) = \begin{cases} 
1 & \text{if } z = p \\
0 & \text{if } z \neq p
\end{cases} \quad \forall \ p \in V_h \cup M_h.
\]
Analogously, $[\psi_z e_i, z \in V_h \cup M_h, i = 1, 2]$ denote the basis functions for the discrete space $V_0^h$. Note that, for any $v^h = (v_1^h, v_2^h) \in V_0^h$, we have the following representation
\[
v^h = \sum_{p \in V_h^0 \cup M_h^0} \sum_{i=1}^2 v_i^h(p) \psi_p e_i. \tag{3.1}
\]
We define the two discrete subspaces $W_1$ and $W_2$ of $V_0^h$ as
\[
W_1 := \text{Span}\{\psi_z e_i : z \in (V_h^0 \cup M_h^0) \setminus (V_h^C \cup M_h^C), i = 1, 2\},
\]
\[
W_2 := \text{Span}\{\psi_z e_i : z \in V_h^C \cup M_h^C, i = 1, 2\}.
\]
Then, clearly $V_0^h = W_1 \oplus W_2$. It can be observed that the subspace $W_2$ of $V_0^h$ is orthogonal to $W_1$ with respect to inner product:
\[
\langle v^h, w^h \rangle_{V_0^h} := \frac{1}{3} \sum_{T \in \mathcal{T}_h} \left( \sum_{z \in \partial T} v^h(z) w^h(z) + \sum_{z \in \mathcal{M}_T} v^h(z) w^h(z) \right)
\]
where $\partial T$ and $\mathcal{M}_T$ refers to vertices and midpoints of the element $T$, respectively.

Further, we introduce the discrete set $K_h^1$ of admissible displacements by
\[
K_h^1 := \{v^h = (v_1^h, v_2^h) \in V_0^h \text{ s.t. } v_1^h(z) \leq 0 \ \forall \ z \in V_h^C \cup M_h^C\}.
\]
The quadratic finite element approximation of (2.2) is to find $u^h \in K_h^1$ such that
\[
a(u^h, v^h - u^h) \geq L(v^h - u^h) \quad \forall \ v^h \in K_h^1. \tag{3.2}
\]
It can be observed that the non-empty, closed and convex set $K_h^1 \subset K$ in general. For all $z \in (V_h \cup M_h) \setminus (V_h^C \cup M_h^C)$, observe that $v^h = u^h + \psi_z e_i \in K_h^1$ since
\[
v_i^h(p) = u_i^h(p) \leq 0 \ \forall \ p \in V_h^C \cup M_h^C.
\]
Therefore, we find
\[
a(u^h, \psi_z e_i) = L(\psi_z e_i) \quad \forall \ z \in (V_h \cup M_h) \setminus (V_h^C \cup M_h^C). \tag{3.3}
\]
Henceforth,
\[
a(u^h, v^h) = L(v^h) \quad \forall \ v^h \in W_1. \tag{3.4}
\]
Further, for \( z \in (\mathcal{V}_h^C \cup \mathcal{M}_h^C) \), we observe that \( \mathbf{v}^h = \mathbf{u}^h - \psi_z \mathbf{e}_1 \in \mathcal{K}^h \) as
\[
\mathbf{v}_i^h(p) = \begin{cases} 
\frac{u_i^h(p)}{u_i^h(p)} - 1 & \text{if } p \neq z \\
0 & \text{if } p = z
\end{cases} \quad \forall \ p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C.
\]

On the similar lines, one can verify \( \mathbf{v}^h = \mathbf{u}^h \pm \psi_z \mathbf{e}_2 \in \mathcal{K}^h \) \( \forall \ z \in (\mathcal{V}_h^C \cup \mathcal{M}_h^C) \). Thus,
\[
a(\mathbf{u}^h, \psi_z \mathbf{e}_1) \leq L(\psi_z \mathbf{e}_1) \quad \forall \ z \in (\mathcal{V}_h^C \cup \mathcal{M}_h^C), \\
a(\mathbf{u}^h, \psi_z \mathbf{e}_2) = L(\psi_z \mathbf{e}_2) \quad \forall \ z \in (\mathcal{V}_h^C \cup \mathcal{M}_h^C). \quad (3.5)
\]

We now proceed to introduce a discrete space where we can define discrete counterpart of the contact force density \( \lambda \). The construction of the discrete space requires the introduction of some more notations related to the contact zone. Let \( \mathcal{T}_h^C \) denotes the mesh formed by the edges of \( \mathcal{T}_h \) on \( \Gamma_C \) and characterized by the subdivision of \( (x_i^e)_{0 \leq i \leq n} \) where \( (x_i^e)_{0 \leq i \leq n} \in \mathcal{V}_h^C \).

Let \( t_i = [x_{i-1}^e, x_i^e]_{0 \leq i \leq n-1} \) denotes the element on \( \Gamma_C \) with the midpoint \( m_i^e \). Hence, we can write each element \( t_i \) as union of two subintervals \( q_i^1 \cup q_i^2 \) where \( q_i^1 = [x_i^e, m_i^e] \) and \( q_i^2 = [m_i^e, x_{i+1}^e] \). Thus, we can rewrite
\[
\Gamma_C = \bigcup_{0 \leq i \leq n-1} q_i^1 \cup q_i^2.
\]

Now, with the following notations we define the discrete space \( \mathcal{Q}_h \) as
\[
\mathcal{Q}_h := \{ \mathbf{v}^h \in [C(\Gamma_C)]^2 : \mathbf{v}^h_{q_i^j} \in [P_1(q_i^j)]^2, \ 1 \leq i \leq n - 1, \ j = 1, 2 \}. \quad (3.6)
\]

We observe that the dimension of the space \( \mathcal{Q}_h \) is \( 2|\mathcal{V}_h^C \cup \mathcal{M}_h^C| \). Let \( \{\phi_z \mathbf{e}_i : z \in \mathcal{V}_h^C \cup \mathcal{M}_h^C\} \) be the canonical nodal Lagrange basis for \( \mathcal{Q}_h \), i.e., for \( z \in \mathcal{V}_h^C \cup \mathcal{M}_h^C \)
\[
\phi_z(p) = \begin{cases} 
1 & \text{if } z = p \\
0 & \text{if } z \neq p
\end{cases} \quad \forall \ p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C.
\]

Define a linear map \( \pi_h : \mathcal{Q}_h \rightarrow W_2 \) by
\[
\pi_h \mathbf{v}^h := \sum_{z \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \sum_{i=1}^{2} v_i^h(z) \phi_z \mathbf{e}_i \quad \forall \ \mathbf{v}^h = (v_1^h, v_2^h) \in \mathcal{Q}_h. \quad (3.7)
\]

Clearly, the map \( \pi_h \) is well defined and one-one. Since the dimension of spaces \( \mathcal{Q}_h \) and \( W_2 \) are equal, therefore the map \( \pi_h \) is bijective and hence \( \pi_h^{-1} : W_2 \rightarrow \mathcal{Q}_h \) exists and is given by
\[
\pi_h^{-1} \mathbf{v}^h = \sum_{z \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \sum_{i=1}^{2} v_i^h(z) \phi_z \mathbf{e}_i \quad \forall \ \mathbf{v}^h = (v_1^h, v_2^h) \in W_2.
\]

It can be observed that
\[
\pi_h^{-1} \mathbf{v}^h(z) = v_i^h(z) \quad \forall \ z \in \mathcal{V}_h^C \cup \mathcal{M}_h^C \quad \forall \ \mathbf{v}^h \in W_2. \quad (3.8)
\]

Now, we turn our attention to introduce the discrete contact force density \( \lambda^h \in \mathcal{Q}_h \) which is defined as
\[
(\lambda^h, \mathbf{v}^h) = L(\pi_h \mathbf{v}^h) - a(C, \pi_h \mathbf{v}^h) \quad \forall \ \mathbf{v}^h \in \mathcal{Q}_h. \quad (3.9)
\]
where, the inner product $\langle \cdot, \cdot \rangle_h$ on the space $Q_h$ is defined as
\[
\langle w^h, v^h \rangle_h := \sum_{z \in V_h^C \cup M_h^C} w^h(z) \cdot v^h(z) \int_{\gamma_{z,c}} \phi_z \, ds.
\]

Note that, $\lambda^h$ is well-defined since $\langle \cdot, \cdot \rangle_h$ defines an inner product on $Q_h$. In the following lemma, we will establish the properties of discrete contact force density $\lambda^h \in Q_h$.

**Lemma 3.3** The discrete contact force density $\lambda^h = (\lambda_1^h, \lambda_2^h) \in Q_h$ satisfies the following sign properties.

\[
\lambda_1^h(p) \geq 0 \quad \forall \ p \in V_h^C \cup M_h^C,
\]

\[
\lambda_2^h(p) = 0 \quad \forall \ p \in V_h^C \cup M_h^C.
\]

**Proof** The proof of this lemma follows by suitable construction of a test function $v^h \in Q_h$. Let $p \in V_h^C \cup M_h^C$ be an arbitrary node. We choose a test function $v^h$ as follows
\[
v^h(z) = \begin{cases} 
(1, 0) & \text{if } z = p, \\
(0, 0) & \text{if } z \neq p,
\end{cases} \quad \forall \ z \in V_h^C \cup M_h^C.
\]

Further, using the definition of $\pi_h$, we have
\[
\pi_h v^h = \sum_{z \in V_h^C \cup M_h^C} (v_1^h(z) \psi_z, v_2^h(z) \psi_z) = (\psi_p, 0) = \psi_p e_1.
\]

Thus, the use of (3.5) yields
\[
\langle \lambda^h, v^h \rangle_h = L(\pi_h v^h) - a(u^h, \pi_h v^h)
\]
\[
= L(\psi_p e_1) - a(u^h, \psi_p e_1)
\]
\[
\geq 0,
\]
\[
(3.10)
\]

whereas, using the definition of $\langle \cdot, \cdot \rangle_h$, we find
\[
\langle \lambda^h, v^h \rangle_h = \sum_{z \in V_h^C \cup M_h^C} \lambda^h(z) \cdot v^h(z) \int_{\gamma_{z,c}} \phi_z \, ds
\]
\[
= \lambda^h(p) \cdot v^h(p) \int_{\gamma_{p,c}} \phi_p \, ds
\]
\[
= \lambda_1^h(p) \int_{\gamma_{p,c}} \phi_p \, ds.
\]
\[
(3.11)
\]

Combining (3.10), (3.11) and taking into account $\int_{\gamma_{p,c}} \phi_p \, ds > 0$, we find $\lambda_1^h(p) \geq 0$. Since $p \in V_h^C \cup M_h^C$ is arbitrary, it follows that $\lambda_1^h(p) \geq 0 \ \forall \ p \in V_h^C \cup M_h^C$. Analogously for any $p \in V_h^C \cup M_h^C$, we define $v^h \in Q_h$ such that
\[
v^h(z) = \begin{cases} 
(0, 1) & \text{if } z = p, \\
(0, 0) & \text{if } z \neq p
\end{cases} \quad \forall \ z \in V_h^C \cup M_h^C.
\]

In this case, we have $\pi_h v^h = \psi_p e_2$. Therefore, using (3.5) we have
\[
\langle \lambda^h, v^h \rangle_h = L(\pi_h v^h) - a(u^h, \pi_h v^h)
\]
Using equation (3.12) and (3.7), we have

\[
\langle \lambda^h, v^h \rangle_h = \sum_{z \in \mathcal{V}_h \cup \mathcal{M}_h} \lambda^h(z) \cdot v^h(z) \int_{\gamma_{c}} \phi_z \ ds
\]

\[= \lambda^h(p) \cdot v^h(p) \int_{\gamma_{p,c}} \phi_p \ ds
\]

\[= \lambda_2^h(p) \int_{\gamma_{p,c}} \phi_p \ ds. \tag{3.13}
\]

Using equation (3.12) and \( \int_{\gamma_{p,c}} \phi_p > 0 \), it follows \( \lambda_2^h(p) = 0 \). Consequently, it follows \( \lambda_2^h(p) = 0 \ \forall \ p \in \mathcal{V}_h \cup \mathcal{M}_h \).

In order to carry out further analysis, we define the linear residual \( R^{lin} \in V^* \) as

\[\langle R^{lin}, \phi \rangle_{-1,1} := L(\phi) - a(u^h, \phi) \ \forall \phi \in V. \tag{3.14}\]

For any \( \phi = (\phi_1, \phi_2) \in V \), the linear residual can be represented as

\[\langle R^{lin}, \phi \rangle_{-1,1} = \sum_{i=1}^{2} \langle R^{lin}_i, \phi_i \rangle_{-1,1}, \]

where,

\[\langle R^{lin}_1, \phi_1 \rangle_{-1,1} := L((\phi_1, 0)) - a(u^h, (\phi_1, 0)), \]

\[\langle R^{lin}_2, \phi_2 \rangle_{-1,1} := L((0, \phi_2)) - a(u^h, (0, \phi_2)). \]

Further, for any \( \phi^h \in V^h \), we have

\[\langle R^{lin}, \phi^h \rangle_{-1,1} = L(\phi^h) - a(u^h, \phi^h) \ \forall \phi^h \in V^h. \tag{3.15}\]

In particular, we assume \( \phi^h = \psi_z e_i \) for \( z \in \mathcal{V}_h \cup \mathcal{M}_h \) to derive

\[\langle R^{lin}, \psi_z e_i \rangle_{-1,1} = L(\psi_z e_i) - a(u^h, \psi_z e_i). \tag{3.16}\]

Using equation (3.7), we have \( \pi_h(\phi_z e_i) = \psi_z e_i \) for \( i = 1, 2 \). Finally, using the Eqs. (3.9) and (3.16), we have the following relation for any \( z \in \mathcal{V}_h \cup \mathcal{M}_h \)

\[\langle R^{lin}, \psi_z e_i \rangle_{-1,1} = L(\pi_h(\phi_z e_i)) - a(u^h, \pi_h(\phi_z e_i)).
\]

\[= \langle \lambda^h, \phi_z e_i \rangle_h. \tag{3.17}\]

The above relation between \( \lambda^h \) and \( R^{lin} \) plays a key role in later analysis. Let \( v^h = (v_1^h, v_2^h) \in V^h \), using integration by parts and Eq. (3.1), we find

\[\langle R^{lin}, v^h \rangle_{-1,1} = \sum_{i=1}^{2} \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \left[ L(v_i^h(p) \psi_p e_i) - a(u^h, v_i^h(p) \psi_p e_i) \right]
\]

\[= \sum_{i=1}^{2} \int_{\omega_p} (f + div(u^h)) \cdot v_i^h(p) \psi_p e_i \ dx \]
Using the Eqs. (3.3) and (3.5), we derive important characterizations for $R^{lin}$

$$\langle R^{lin}, \psi_z e_i \rangle_{-1,1} = 0 \quad \forall \ z \in (V_h \cup M_h) \setminus (V_h^C \cup M_h^C), \ i = 1, 2,$$

$$\langle R^{lin}, \psi_z e_2 \rangle_{-1,1} = 0 \quad \forall \ z \in V_h^C \cup M_h^C. \quad (3.19)$$

In the subsequent analysis, for the ease of the presentation we abbreviate the interior residual as $r(u^h) = f + div (u^h).$ Further, the jump terms which are either the difference between the contact stresses of two neighboring elements or the difference between Neumann data and boundary stress at Neumann boundary or the boundary stresses at contact boundary are abbreviated as

- For $e \in E_h^i$
  \[ J^i(u^h) := [\sigma(u^h)], \]

- For $e \in E_h^N$
  \[ J^N(u^h) := g - \sigma(u^h)n, \]

- For $e \in E_h^C$
  \[ J^C_{tan}(u^h) := \hat{\sigma}(u^h). \]

### 4 Quasi Discrete Contact Force Density

In this section, we introduce the quasi discrete contact force density which imitates the properties of continuous contact force density $\lambda.$ It is further computed using the discrete solution and discrete contact force density. For any $p \in V_h^C \cup M_h^C,$ we take the node values of a discrete contact force density obtained by lumping the boundary mass matrix and define

$$s_p = (s^1_p, s^2_p), \quad (4.1)$$

where $s^1_p := \langle \lambda^h \cdot e_1 \rangle_{h, p} \phi_{p} = \lambda^h_1(p)$ and $s^2_p := \lambda^h_2(p) = 0.$

Next, we categorize actual contact nodes $p \in V_h^C \cup M_h^C$ (i.e., $u^h_1(p) = 0$) in two different categories.

1. Full contact nodes $\mathcal{N}_h^{FC} := \{ p \in V_h^C \cup M_h^C \mid u^h_1(p) = 0 \}$ on $\gamma_{p,c}.$
2. The remaining actual contact nodes are called semi contact nodes and denoted by $\mathcal{N}_h^{SC}.$

Denote $\mathcal{N}_h^{NC}$ as the set of no actual contact nodes, i.e., for $p \in \mathcal{N}_h^{NC},$ $u^h_1(p) \neq 0.$
Further, for $\mathbf{v} = (v_1, v_2) \in V$, we will introduce the constants $c_p(v_i), p \in \mathcal{V}_h \cup \mathcal{M}_h$ which are key ingredients in defining quasi discrete contact force density. These constants are defined such that they fulfill $L^2$ approximation properties. We set $c_p(v_i) = 0$ for all the Dirichlet nodes. For all the non-contact nodes and all contact nodes with $i \neq 1$, we define the constants

$$c_p(v_i) := \frac{\int_{\omega_p} v_i \psi_p \, dx}{\int_{\omega_p} \psi_p \, dx} \quad (4.2)$$

and for semi contact and full contact nodes, the constants $c_p(v_1)$ are chosen such that

$$c_p(v_1) := \frac{\int_{\tilde{\gamma}_{p,c}} v_1 \phi_p \, ds}{\int_{\tilde{\gamma}_{p,c}} \phi_p \, ds} \quad (4.3)$$

where $\tilde{\gamma}_{p,c}$ is a proper subset of $\gamma_{p,c}$ such that it contains $p$ and for any two different nodes $p_1$ and $p_2$ in $\gamma_{p,c} \setminus \tilde{\gamma}_{p_1,c} \cap \tilde{\gamma}_{p_2,c} = \emptyset$. These constants are helpful in deriving the lower bound of the error estimator. Also, we have the following approximation properties [34].

**Lemma 4.1** Let $\phi = (\phi_1, \phi_2)$ be an arbitrary function in $V$ and $c_p(\phi_i)$ be one of the mean values defined in (4.2) and (4.3). Then, we have the following $L^2$ approximation properties.

$$\|\phi_i - c_p(\phi_i)\|_{L^2(\omega_p)} \lesssim h_p \|\nabla \phi_i\|_{L^2(\omega_p)},$$

$$\|\phi_i - c_p(\phi_i)\|_{L^2(\gamma_p)} \lesssim h_p^{1/2} \|\nabla \phi_i\|_{L^2(\omega_p)},$$

where $\gamma_p \in \{\gamma_{p,1}, \gamma_{p,2}, \gamma_{p,3}, \gamma_{p,4}\}$.

We remark here that the estimates of Lemma 4.1 also hold for $p \in \mathcal{V}_h^{D} \cup \mathcal{M}_h^{D}$ by taking into account Poincaré-Fredrichs inequality and trace inequality.

Now with the help of Eqs. (4.2), (4.3) and the property of nodal basis functions $\sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \psi_p = 1$, we introduce the quasi discrete contact force density $\tilde{\lambda}^h \in V^*$ in the following way

$$\langle \tilde{\lambda}^h, \mathbf{v} \rangle_{-1,1} := \sum_{i=1}^{2} \langle \tilde{\lambda}^h_i, v_i \rangle_{-1,1} \quad (4.4)$$

where, for $i = 1, 2$

$$\langle \tilde{\lambda}^h_i, v_i \rangle_{-1,1} := \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \langle \tilde{\lambda}^h_i, v_i \psi_p \rangle_{-1,1} := \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \langle R^{lin}, \psi_p e_i \rangle_{-1,1} c_p(v_i) \quad \forall \mathbf{v} = (v_1, v_2) \in V. \quad (4.5)$$

Next, we derive a useful preliminary result and the sign property for $\tilde{\lambda}^h$ in the next two lemmas, respectively.

**Lemma 4.2** The following holds

$$\langle \tilde{\lambda}^h, \mathbf{v} \rangle_{-1,1} = \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle \tilde{\lambda}^h, v_1 \psi_p \rangle_{-1,1}, \quad (4.6)$$

where $\mathbf{v} = (v_1, v_2) \in V$.  

\( \Box \) Springer
Proof Using the definition of quasi discrete contact force density (4.5), we have
\[
\langle \tilde{\lambda}^h, v \rangle_{-1,1} = \sum_{i=1}^{2} \sum_{p \in V_h \cup M_h} \langle \tilde{\lambda}^h_i, v_1 \psi_p \rangle_{-1,1}
\]
\[
= \sum_{i=1}^{2} \sum_{p \in V_h \cup M_h} \langle R^{lin}, \psi_p e_i \rangle_{-1,1} c_p(v_i).
\]
(4.7)
Using (3.19) and (3.20), the last relation (4.7) reduces to
\[
\langle \tilde{\lambda}^h, v \rangle_{-1,1} = \sum_{p \in V_h \cup M_h} \langle R^{lin}, \psi_p e_1 \rangle_{-1,1} c_p(v_1)
\]
\[
= \sum_{p \in V_h \cup M_h} \langle \tilde{\lambda}^h_1, v_1 \psi_p \rangle_{-1,1}.
\]

Lemma 4.3 It holds that
\[
\langle \tilde{\lambda}^h, v \rangle_{-1,1} = \langle \tilde{\lambda}^h_1, v_1 \rangle_{-1,1} \geq 0 \quad \text{whenever} \quad v_1 \geq 0,
\]
where \( v = (v_1, v_2) \in V \).

Proof With the help of Eqs. (4.5), (3.19) and (3.20), we find
\[
\langle \tilde{\lambda}^h_1, v_1 \rangle_{-1,1} = \sum_{p \in V_h \cup M_h} \langle \tilde{\lambda}^h_1, v_1 \psi_p \rangle_{-1,1} = \sum_{p \in V_h \cup M_h} \langle R^{lin}, \psi_p e_1 \rangle_{-1,1} c_p(v_1)
\]
\[
= \sum_{p \in V_h \cup M_h} \langle R^{lin}, \psi_p e_1 \rangle_{-1,1} c_p(v_1)
\]
\[
= \sum_{p \in V_h \cup M_h} \langle \tilde{\lambda}^h_1, v_1 \psi_p \rangle_{-1,1}.
\]
Therefore, in view of the last equation and Lemma 4.2, we have
\[
\langle \tilde{\lambda}^h, v \rangle_{-1,1} = \langle \tilde{\lambda}^h_1, v_1 \rangle_{-1,1} = \sum_{p \in V_h \cup M_h} \langle \tilde{\lambda}^h_1, v_1 \psi_p \rangle_{-1,1}.
\]
Now, a use of relation (3.17) and the definition of constant \( s_p \) yields
\[
\langle \tilde{\lambda}^h, v \rangle_{-1,1} = \sum_{p \in V_h \cup M_h} \langle R^{lin}, \psi_p e_1 \rangle_{-1,1} c_p(v_1)
\]
\[
= \sum_{p \in V_h \cup M_h} \langle \lambda^h, \phi_p e_1 \rangle_{h} c_p(v_1)
\]
\[
= \sum_{p \in V_h \cup M_h} s^1_p c_p(v_1) \int_{\gamma_p,C} \phi_p \, ds.
\]
(4.9)
Using Lemma 3.3, we deduce that \( s^1_p = \lambda^h_1(p) \geq 0 \). Hence
\[
\langle \tilde{\lambda}^h_1, v_1 \rangle_{-1,1} = \sum_{p \in V_h \cup M_h} s^1_p c_p(v_1) \int_{\gamma_p,C} \phi_p \, ds \geq 0
\]
(4.10)
Next, we derive an important property of $\tilde{\lambda}$ with the help of upcoming lemma.

**Lemma 4.4** It holds that

$$\langle \lambda_h, \phi_p e_1 \rangle_h = 0 \quad \forall \ p \in N_h^{NC}. \quad (4.11)$$

**Proof** Let $p$ be any non-actual contact node, i.e., we have $u^h(p) < 0$. We note for sufficiently small $\kappa > 0$ such that $0 < \kappa < -u^h(p)$, we have $v^h = u^h + \kappa \psi_p e_1 \in K^h$. Using (3.2), we conclude

$$a(u^h, \psi_p e_1) \geq \mu(u^h, \psi_p e_1). \quad (4.12)$$

Finally, we have $\langle \lambda_h, \phi_p e_1 \rangle_h = 0$ in view of (3.17) and (3.5). \hfill \Box

**Remark 4.5** From the last lemma, we deduce that $s_1^p := \langle \lambda_h, \phi_p e_1 \rangle_h \int_{\gamma_p, C} \phi_p ds = 0 \quad \forall \ p \in N_h^{NC}$. Thus, using relation (4.9) we obtain,

$$\langle \tilde{\lambda}_1^h, v_1 \rangle_{-1, 1} = \sum_{p \in V_h^C \cup M_h^C} s_1^p c_p(v_1) \int_{\gamma_{p, c}} \phi_p ds = \sum_{p \in N_h^{FC} \cup N_h^{SC}} s_1^p c_p(v_1) \int_{\gamma_{p, c}} \phi_p ds$$

for any $v = (v_1, v_2) \in V$.

### 5 A posteriori Error Analysis

In this section, we turn our attention to analyze reliability and efficiency of a posteriori error estimator. We begin by introducing the following contributions of the error estimator

$$\eta_1 := \left( \sum_{p \in V_h \cup M_h} \eta^2_{1, p} \right)^{\frac{1}{2}}, \quad \eta_{1, p} := h_p \| \text{div} \sigma(u^h) \|_{L^2(\omega_p)},$$

$$\eta_2 := \left( \sum_{p \in V_h \cup M_h} \eta^2_{2, p} \right)^{\frac{1}{2}}, \quad \eta_{2, p} := h_p \| \| \sigma(u^h) \| \|_{L^2(\gamma_{p, 1})},$$

$$\eta_3 := \left( \sum_{p \in N_h^N \cup M_h^N} \eta^2_{3, p} \right)^{\frac{1}{2}}, \quad \eta_{3, p} := h_p \| \sigma(u^h) n - g \|_{L^2(\gamma_{p, N})},$$

$$\eta_4 := \left( \sum_{p \in V_h^C \cup M_h^C} \eta^2_{4, p} \right)^{\frac{1}{2}}, \quad \eta_{4, p} := h_p \| \hat{\sigma}_2(u^h) \|_{L^2(\gamma_{p, C})},$$

$$\eta_5 := \left( \sum_{p \in N_h^{FC} \cup N_h^{SC}} \eta^2_{5, p} \right)^{\frac{1}{2}}, \quad \eta_{5, p} := h_p \| \hat{\sigma}_1(u^h) \|_{L^2(\gamma_{p, C})},$$

$$\eta_6 := \left( \sum_{p \in N_h^{SC}} \eta^2_{6, p} \right)^{\frac{1}{2}}, \quad \eta_{6, p} := (s_p d_p)^{\frac{1}{2}},$$

$$\eta_7 := \| (u_1^h)^+ \|_{H^\frac{1}{2}(\Gamma_C)}.$$
where \( d_p := \int_{\gamma_{p,c}} (-u_1^h)^+ \phi_p \, ds \) and \( \eta_h \) denotes the total residual estimator defined by

\[
\eta_h^2 = \eta_1^2 + \eta_2^2 + \eta_3^2 + \eta_4^2 + \eta_5^2 + \eta_6^2 + \eta_7^2.
\] (5.1)

**Remark 5.1** The estimator \( \eta_1 \) refers to the volume residual and \( \eta_i, 2 \leq i \leq 5 \) are the jump residuals corresponding to interior, Neumann and contact edges of the triangulation. In fact, \( \eta_i, 1 \leq i \leq 5 \) correspond to the contributions of the residual type error estimator for unconstrained problems in linear elasticity. The estimator \( \eta_6 \) is localized to semi contact nodes and it measures the violation of the complementarity condition (on \( \Gamma_C \)) at the discrete level. Lastly, \( \eta_7 \) measures the error resulting from non-penetration condition incorporated in the set \( \mathcal{K}_h \) in the sense that it measures the violation of the constraint \( u_1^h \leq 0 \) on \( \Gamma_C \).

The following subsection guarantees the reliability of the error estimator \( \eta_h \).

### 5.1 Reliability of the Error Estimator

Define the Galerkin functional \( G_h : V \rightarrow \mathbb{R} \) by

\[
G_h(v) := a(u - u^h, v) + \langle \lambda - \tilde{\lambda}^h, v \rangle_{-1,1} \forall v \in V.
\] (5.2)

**Theorem 5.2** Let \((u, \lambda)\) satisfy (2.2)–(2.3) and \((u^h, \tilde{\lambda}^h)\) satisfy (3.2) and (4.4), respectively. Then, the following reliability estimate holds

\[
\|u - u^h\|^2_{H^1(\Omega)} + \|\lambda - \tilde{\lambda}^h\|_{V^*} \lesssim \eta_h^2.
\]

We need to establish the following lemmas to prove Theorem 5.2.

**Lemma 5.3** It holds that

\[
\|u - u^h\|^2_{H^1(\Omega)} + \|\lambda - \tilde{\lambda}^h\|_{V^*} \leq C_1 \|G_h\|^2_{V^*} + C_2 \langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1},
\]

where \( C_1 \) and \( C_2 \) are positive generic constants.

**Proof** Using the \( V^{-} \) ellipticity of the bilinear form \( a(\cdot, \cdot) \) and Eq. (5.2), we find

\[
\alpha \|u - u^h\|^2_{H^1(\Omega)} \leq a(u - u^h, u - u^h)
\]

\[
= G_h(u - u^h) + \langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1}
\]

\[
\lesssim \|G_h\|_{V^*} \|u - u^h\|_{H^1(\Omega)} + \langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1}.
\]

A use of Young’s inequality in the last equation yields

\[
\alpha \|u - u^h\|^2_{H^1(\Omega)} \lesssim \frac{1}{2\alpha} \|G_h\|^2_{V^*} + \frac{\alpha}{2} \|u - u^h\|^2_{H^1(\Omega)} + \langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1},
\] (5.3)

for some positive constant \( \alpha \). As a result, we obtain a bound on \( \|u - u^h\|^2_{H^1(\Omega)} \). Further, using

\[
\|\lambda - \tilde{\lambda}^h\|_{V^*} := \sup_{\phi \in V, \phi \neq 0} \frac{G_h(\phi) - a(u - u^h, \phi)}{\|\phi\|_V}.
\]
together with the bound on $\|u - u^h\|_{H^1(\Omega)}$ given in (5.3) and the continuity of the bilinear form, we obtain the bound for $\|\lambda - \tilde{\lambda}^h\|_{V^*}$. □

In the next lemma, we infer the relation between the functional $G_h$ and estimator $\eta_h$.

**Lemma 5.4** It holds that

$$\|G_h\|_{V^*} \lesssim \eta_h.$$  

**Proof** For any $v \in V$, we have

$$G_h(v) = a(u - u^h, v) + \langle \lambda - \tilde{\lambda}^h, v \rangle_{-1,1} \quad \text{(using equation (5.2))}$$

$$= L(v) - a(u^h, v) - \langle \tilde{\lambda}^h, v \rangle_{-1,1} \quad \text{(using equation (2.3))}$$

$$= (R_{lin}^{1}, v)_{-1,1} - \langle \tilde{\lambda}^h, v \rangle_{-1,1}. \quad \text{(using equation (3.14))}$$

Using the property of nodal basis functions and Lemma 4.3, we find

$$G_h(v) = \sum_{i=1}^{2} \sum_{p \in V_h \cup M_h} \langle R_{lin}^{1}, v_i \psi_p \rangle_{-1,1} - \langle \tilde{\lambda}^h, v_i \rangle_{-1,1} - \sum_{p \in V_h \cup M_h} \langle R_{lin}^{2}, v_2 \psi_p \rangle_{-1,1}$$

$$= \sum_{i=1}^{2} \sum_{p \in (V_h \cup M_h) \setminus (V^C_h \cup M^C_h)} \langle R_{lin}^{1}, v_i \psi_p \rangle_{-1,1} + \sum_{p \in V^C_h \cup M^C_h} \langle R_{lin}^{2}, v_2 \psi_p \rangle_{-1,1}$$

$$+ \sum_{p \in V^C_h \cup M^C_h} \langle R_{lin}^{1}, v_1 \psi_p \rangle_{-1,1} - \langle \tilde{\lambda}^h, v_1 \rangle_{-1,1}. \quad (5.4)$$

Using the constants $c_p(v_i)$ introduced in the Sect. 4 together with Eqs. (3.19) and (3.20), for $i = 1, 2$, we derive

$$c_p(v_i)(R_{lin}^{1}, \psi_p e_i)_{-1,1} = 0 \quad \forall \ p \in (V_h \cup M_h) \setminus (V^C_h \cup M^C_h), \quad (5.5)$$

$$c_p(v_2)(R_{lin}^{1}, \psi_p e_2)_{-1,1} = 0 \quad \forall \ p \in V^C_h \cup M^C_h. \quad (5.6)$$

Next, we subtract Eqs. (5.5) and (5.6) from Eq. (5.4) to get

$$G_h(v) = \sum_{i=1}^{2} \sum_{p \in (V_h \cup M_h) \setminus (V^C_h \cup M^C_h)} \langle R_{lin}^{1}, (v_i - c_p(v_i)) \psi_p \rangle_{-1,1}$$

$$+ \sum_{p \in V^C_h \cup M^C_h} \langle R_{lin}^{2}, (v_2 - c_p(v_2)) \psi_p \rangle_{-1,1}$$

$$+ \sum_{p \in V^C_h \cup M^C_h} \langle R_{lin}^{1}, v_1 \psi_p \rangle_{-1,1} - \langle \tilde{\lambda}^h, v_1 \rangle_{-1,1}. \quad (5.7)$$

Now, using Lemma 4.2, we obtain the following equation

$$G_h(v) = \sum_{i=1}^{2} \sum_{p \in (V_h \cup M_h) \setminus (V^C_h \cup M^C_h)} \langle R_{lin}^{1}, (v_i - c_p(v_i)) \psi_p \rangle_{-1,1}$$

$$+ \sum_{p \in V^C_h \cup M^C_h} \langle R_{lin}^{2}, (v_2 - c_p(v_2)) \psi_p \rangle_{-1,1}$$

$\square$
Finally, using Eq. (3.18), Hölder’s inequality and Lemma 4.1, we find

\[
G_h(v) = 2 \sum_{i=1}^2 \sum_{p \in V_h} \left( \int_{\omega_p} r_i(u^h)(v_i - c_p(v_i)) \psi_p \, dx + \int_{\gamma_p,l} J_{i,l}^l(u^h)(v_i - c_p(v_i)) \psi_p \, ds \right) + 2 \sum_{i=1}^2 \sum_{p \in V_h} \int_{\gamma_p,N} J_{i,N}^N(u^h)(v_i - c_p(v_i)) \psi_p \, ds - \sum_{p \in V_h} \int_{\gamma_{p,C}} \hat{\sigma}_2(u^h)(v_2 - c_p(v_2)) \psi_p \, ds - \sum_{p \in V_h} \int_{\gamma_{p,C}} \hat{\sigma}_1(u^h)(v_1 - c_p(v_1)) \psi_p \, ds
\]

\[
\lesssim \left( \sum_{i=1}^2 \sum_{p \in V_h} h_p^2 \| r_i(u^h) \|^2_{L^2(\omega_p)} \right)^{1/2} \left( \sum_{i=1}^2 \sum_{p \in V_h} \| \nabla v_i \|^2_{L^2(\omega_p)} \right)^{1/2} + \left( \sum_{i=1}^2 \sum_{p \in V_h} h_p \| J_{i,l}^l(u^h) \|^2_{L^2(\gamma_p,l)} \right)^{1/2} \left( \sum_{i=1}^2 \sum_{p \in V_h} \| \nabla v_i \|^2_{L^2(\omega_p)} \right)^{1/2} + \left( \sum_{p \in V_h} h_p \| \hat{\sigma}_2(u^h) \|^2_{L^2(\gamma_{p,C})} \right)^{1/2} \left( \sum_{p \in V_h} \| \nabla v_2 \|^2_{L^2(\omega_p)} \right)^{1/2} + \left( \sum_{p \in V_h} h_p \| \hat{\sigma}_1(u^h) \|^2_{L^2(\gamma_{p,C})} \right)^{1/2} \left( \sum_{p \in V_h} \| \nabla v_1 \|^2_{L^2(\omega_p)} \right)^{1/2} \lesssim \left( \sum_{i=1}^2 \eta_i^2 \right)^{1/2} \| \nu \|.
\]

This completes the proof of this lemma. \( \square \)

Next, we find an upper bound on the term \( \langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1} \).

**Lemma 5.5** It holds that

\[
\langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1} \lesssim \frac{1}{2} \| \lambda_1 - \tilde{\lambda}_1 \|^2_{H^{-1}(\Omega)} + \eta_0^2 + \eta_1^2.
\]

**Proof** Let \( \tilde{u}_1^h := \min\{u_1^h|_{\Gamma_C}, 0\} \in H^{1/2}(\Gamma_C) \). Let \( \tilde{w} \) be the harmonic extension of \( w = u_1^h - \tilde{u}_1^h \in H^{1/2}(\Gamma_C) \) such that \( \| \tilde{w} \|_{H^1(\Omega)} \lesssim \| w \|_{H^{1/2}(\Gamma_C)} \) [36]. A use of (2.7) and Lemma 4.3 yields

\[
\langle \tilde{\lambda}^h - \lambda, u - u^h \rangle_{-1,1} = \langle \tilde{\lambda}^h, u - u^h \rangle_{-1,1} + \langle \lambda, u^h - u \rangle_{-1,1} = \langle \tilde{\lambda}^h, u_1 - u_1^h \rangle_{-1,1} + \langle \lambda, u_1^h - u_1 \rangle_{-1,1}.
\]

(5.7)
Employing the relation (2.7), we deal with the second term on the right hand side of the last Eq. (5.7) as follows

\[ \langle \lambda_1, u_1^h - u_1 \rangle_{\Gamma_C} = \langle \lambda_1, u_1^h - \tilde{u}_1^h \rangle_{\Gamma_C} + \langle \lambda_1, \tilde{u}_1^h - u_1 \rangle_{\Gamma_C}. \]

By definition of \( \tilde{u}_1^h \), we have \( \tilde{u}_1^h \leq 0 \) on \( \Gamma_C \), therefore by Lemma 2.1 we have

\[ \langle \lambda_1, u_1^h - u_1 \rangle_{\Gamma_C} \leq \langle \lambda_1, u_1^h - \tilde{u}_1^h \rangle_{\Gamma_C} + \langle \tilde{\lambda}_1^h, u_1^h - \tilde{u}_1^h \rangle_{\Gamma_C}. \]

Using the Young’s inequality and the stability estimate for the harmonic extension, we find

\[ \langle \lambda_1, u_1^h - u_1 \rangle_{\Gamma_C} \leq \frac{1}{2} \| \lambda_1 - \tilde{\lambda}_1^h \|_H^{-1}(\Omega) + \frac{1}{2} \| u_1^h - \tilde{u}_1^h \|_H^{-1}(\Omega) + \langle \tilde{\lambda}_1^h, u_1^h - \tilde{u}_1^h \rangle_{\Gamma_C}. \]

Thus, using Eq. (5.7), we get

\[ \langle \tilde{\lambda}_1^h, u_1^h - u_1 \rangle_{\Gamma_C} \leq \frac{1}{2} \| \lambda_1 - \tilde{\lambda}_1^h \|_H^{-1}(\Omega) + \frac{1}{2} \| u_1^h - \tilde{u}_1^h \|_H^{-1}(\Omega) + \langle \tilde{\lambda}_1^h, u_1^h - \tilde{u}_1^h \rangle_{\Gamma_C}. \] (5.8)

Note that on \( \Gamma_C \), we have

\[ (u_1^h - \tilde{u}_1^h) + u_1 - u_1^h = (u_1^h)^+ + u_1 - u_1^h \]

\[ \leq (u_1^h)^+ - u_1^h \]

\[ = (-u_1^h)^+. \]

With this realization and in view of Lemma 4.2, we handle the third term on the right hand side of Eq. (5.8) as follows

\[ \langle \tilde{\lambda}_1^h, u_1^h - \tilde{u}_1^h - u_1 + u_1 \rangle_{\Gamma_C} = \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \langle \tilde{\lambda}_1^h, (u_1^h - \tilde{u}_1^h + u_1)\psi_p \rangle_{\Gamma_C}. \]

\[ \leq \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \langle \tilde{\lambda}_1^h, (-u_1^h)^+ \psi_p \rangle_{\Gamma_C}. \]

Using the Lemma 4.4, Eq. (4.9) together with the Remark 4.5, we have

\[ \langle \tilde{\lambda}_1^h, u_1^h - \tilde{u}_1^h - u_1 + u_1 \rangle_{\Gamma_C} = \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} s_p^1 c_p ((-u_1^h)^+) \int_{\gamma_{p,C}} \phi_p ds \]

\[ + \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} s_p^1 c_p ((-u_1^h)^+) \int_{\gamma_{p,C}} \phi_p ds. \] (5.9)

Since for any full contact node \( p \), i.e., \( p \in \mathcal{N}_h^{FC} \) we have \( u_1^h = 0 \) on \( \gamma_{p,C} \), thus \( (-u_1^h)^+ = 0 \). Therefore, the Eq. (5.9) reduces to

\[ \langle \tilde{\lambda}_1^h, u_1^h - \tilde{u}_1^h - u_1 + u_1 \rangle_{\Gamma_C} = \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} s_p^1 c_p ((-u_1^h)^+) \int_{\gamma_{p,C}} \phi_p ds \]

\[ = \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} s_p^1 \left( \int_{\gamma_{p,C}} \phi_p \frac{f_{\gamma_{p,C}} ((-u_1^h)^+ \phi_p ds)}{f_{\gamma_{p,C}} \phi_p ds} \right), \]

\[ \square \]
where we have used the definition of constants \( c_p((-u_1^h)^+) \) on semi contact nodes in the last step. Note that, \( \tilde{\gamma}_{p,c} \) is a fixed portion of \( \gamma_{p,c} \) in the sense that \( \frac{|\gamma_{p,c}|}{|\tilde{\gamma}_{p,c}|} \) is a fixed constant (independent of mesh parameter). To be specific, for \( p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C \), the choice for \( \tilde{\gamma}_{p,c} \) is described in Figs. 1 and 2. Thus, \( \tilde{\gamma}_{p,c} \) results to be a strict subset of \( \gamma_{p,c} \). Thereby, \( \frac{\int_{\gamma_{p,c}} \phi_p \, ds}{\int_{\tilde{\gamma}_{p,c}} \phi_p \, ds} \) is a mesh-independent constant taking into account that \( \phi_p \) is the Lagrange basis function.

We refer the article [34, Section 5] for more details. Therefore,

\[
\eta_{k,p} \lesssim \|u - u^h\|_{H^1(\omega_p)} + \|\lambda - \tilde{\lambda}_h\|_{H^{-1}(\omega_p)} + \text{Osc}(f) + \text{Osc}(g),
\]

where the oscillation terms are defined as

\[
\text{Osc}(f)^2 := \sum_{T \in \omega_p} h_T^2 \|f - \tilde{f}\|^2_{L^2(T)},
\]

\[
\text{Osc}(g)^2 := \sum_{e \in \gamma_{p,N}} h_e \|g - \tilde{g}\|^2_{L^2(e)},
\]

with \( \tilde{v} \) representing \( L^2 \) projection of \( v \) onto the space of piecewise constant functions.

**Proof (i) (Local bound for \( \eta_1 \))** To this end, we choose an arbitrary triangle \( T \in \omega_p \). Let \( b_T \in P_3(T) \) be the interior bubble function which is zero on \( \partial T \) and admits unit value at the barycenter of \( T \). Set \( \beta_T = b_T(\tilde{f} + d_i v_0 (u^h)) \) on \( T \), where \( \tilde{f} \) is the function with the piecewise constant approximation of \( f \) with the components \( \tilde{f}_i \). Extend \( \beta_T \) to \( \Omega \) by defining it to be zero on \( \Omega \setminus \bar{T} \), call it \( \beta \). It is evident that \( \beta \in [H^1_0(\Omega)]^2 \). Using the equivalence of
norms in finite dimensional normed spaces on a reference triangle and scaling arguments [17], we find  
\[ \| \tilde{f} + \text{div} \sigma(u^h) \|_{L^2(T)}^2 \lesssim \int_T \beta \cdot (\tilde{f} + \text{div} \sigma(u^h)) \, dx \]
\[ = \int_T \beta \cdot (\tilde{f} - f) \, dx + \int_T r(u^h) \cdot \beta \, dx. \]  
(5.11)  

Using integration by parts, (2.3) together with the definition of functional \( G_h \) in (5.11), we find  
\[ \| \tilde{f} + \text{div} \sigma(u^h) \|_{L^2(T)}^2 \lesssim \int_T \beta \cdot (\tilde{f} - f) \, dx + \langle G_h, \beta \rangle_{-1,1,T}. \]

Henceforth using Cauchy-Schwarz inequality and standard inverse estimates, we obtain  
\[ \| \tilde{f} + \text{div} \sigma(u^h) \|_{L^2(T)}^2 \lesssim \left( \| \tilde{f} - f \|_{L^2(T)} + h_T^{-1} \| G_h \|_{H^{-1}(T)} \right) \| \beta \|_{L^2(T)} \]
\[ \lesssim \left( \| \tilde{f} - f \|_{L^2(T)} + h_T^{-1} \| G_h \|_{H^{-1}(T)} \right) \| \tilde{f} + \text{div} \sigma(u^h) \|_{L^2(T)}. \]

Thus, we find  
\[ h_T^2 \| \tilde{f} + \text{div} \sigma(u^h) \|_{L^2(T)}^2 \lesssim h_T^2 \| \tilde{f} - f \|_{L^2(T)}^2 + \| G_h \|^2_{H^{-1}(T)}. \]

Using the definition of Galerkin functional in the last equation, it follows that  
\[ h_T^2 \| \tilde{f} + \text{div} \sigma(u^h) \|_{L^2(T)}^2 \lesssim h_T^2 \| \tilde{f} - f \|_{L^2(T)}^2 + \| u - u_h \|^2_{H^1(\omega_p)} + \| \lambda - \tilde{\lambda}^h \|^2_{H^{-1}(\omega_p)}. \]

Summing the above equation, over all the triangles in \( \omega_p \) and using triangle inequality, we get  
\[ \eta_{1,p}^2 \lesssim \sum_{T \in \omega_p} h_T^2 \| \tilde{f} - f \|_{L^2(T)}^2 + \| u - u_h \|^2_{H^1(\omega_p)} + \| \lambda - \tilde{\lambda}^h \|^2_{H^{-1}(\omega_p)}. \]

(ii) (Local bound for \( \eta_2 \)) In order to prove this, let \( e \in \gamma_{p,l} \) be an arbitrary interior edge sharing the elements \( T^+ \) and \( T^- \) and let \( n_e \) be the outward unit vector normal vector to \( e \) heading from the triangle \( T^- \) to \( T^+ \). To this end, we will construct an edge bubble function and exploit its properties as follows: Define \( b_e \in P_4(T^- \cup T^+) \) to be the polynomial such that it takes value 1 at the midpoint of \( e \) and zero on the boundary of polygon \( T^- \cup T^+ \). Further, we define \( \xi \in \{ P_1(T^- \cup T^+) \}^2 \) to be the polynomial such that \( \xi = [\sigma(u^h)] \) on edge \( e \). Set \( \beta = b_e \xi \) on \( T^- \cup T^+ \) and zero outside the polygon \( T^- \cup T^+ \) yielding \( \beta \in \left[ H^1_0(\Omega) \right]^2 \). A use of equivalence of norms on a reference element in finite dimensional spaces together with scaling arguments yields  
\[ \| \xi \|^2_{L^2(e)} \lesssim \int_e \beta \cdot \xi \, ds. \]  
(5.12)  

Using integration by parts together with the definition of \( G_h \) we find  
\[ \int_e \xi \cdot \beta \, ds = \int_{T^- \cup T^+} \sigma(u^h) : \epsilon(\beta) \, dx + \int_{T^- \cup T^+} \text{div} \sigma(u^h) \cdot \beta \, dx \]
\[ = \int_{T^- \cup T^+} \sigma(u^h) : \epsilon(\beta) \, dx + \int_{T^- \cup T^+} r(u^h) \cdot \beta \, dx - \int_{T^- \cup T^+} f \cdot \beta \, dx \]
Thus, combining (5.12) and (5.13), we find that the edge \( e \) using integration by parts and (2.3), we have which is the desired estimate.

In view of the definition of Galerkin functional \( G_h \) together with the estimate in \( (i) \), we find

\[
\eta \in [0, \lambda - \tilde{\lambda} h] \quad \text{and} \quad \lambda \in [\lambda, \beta].
\]

Further a use of Cauchy-Schwarz inequality and standard inverse estimate yields

\[
\frac{1}{h^2} \left\| \sigma(u^h) \right\|_{L^2(e)} \lesssim \sum_{T \in \{T^+, T^-\}} \left( \| G_h \|_{H^{-1}(T)} + h_T \left\| r(u^h) \right\|_{L^2(T)} \right).
\]

In view of the definition of Galerkin functional \( G_h \) together with the estimate in \( (i) \), we find

\[
\int_T \zeta \cdot \beta \, ds \lesssim \sum_{T \in \{T^+, T^-\}} \left( \| G_h \|_{H^{-1}(T)} + h_T \left\| r(u^h) \right\|_{L^2(T)} \right).
\]

Thus, combining (5.12) and (5.13), we find

\[
\int_T \zeta \cdot \beta \, ds \lesssim \sum_{T \in \{T^+, T^-\}} \left( \| G_h \|_{H^{-1}(T)} + h_T \left\| r(u^h) \right\|_{L^2(T)} \right).
\]

In view of the definition of Galerkin functional \( G_h \) together with the estimate in \( (i) \), we find

\[
\int_T \zeta \cdot \beta \, ds \lesssim \sum_{T \in \{T^+, T^-\}} \left( \| G_h \|_{H^{-1}(T)} + h_T \left\| r(u^h) \right\|_{L^2(T)} \right).
\]

In view of the definition (2.7), we have

\[
\frac{1}{h^2} \left\| \sigma(u^h) \right\|_{L^2(e)} \lesssim \int_T \zeta \cdot \beta \, ds.
\]

Using integration by parts and (2.3), we have

\[
\int_T \zeta \cdot \beta \, ds = \int_T \sigma(u^h) : \epsilon(\beta) \, dx + \int_T \text{div} \sigma(u^h) \cdot \beta \, dx
\]

\[
= \int_T \sigma(u^h) : \epsilon(\beta) \, dx + \int_T r(u^h) \cdot \beta \, dx - \int_T f \cdot \beta \, dx
\]

\[
= \int_T \sigma(u^h) : \epsilon(\beta) \, dx + \int_T r(u^h) \cdot \beta \, dx - a(u, \beta) - \langle \lambda, \beta \rangle_{-1,1}.
\]

In view of the definition (2.7), we have \( \langle \lambda, \beta \rangle_{-1,1} = 0 \). Therefore, the continuity of bilinear form \( a(\cdot, \cdot) \) together with Cauchy-Schwarz inequality and standard inverse estimate yields

\[
\int_T \zeta \cdot \beta \, ds = a(u^h - u, \beta) + \int_T r(u^h) \cdot \beta \, dx
\]
In order to get rid of the last term, we construct a suitable function \( \theta \).

Now, if \( p \) is a non actual contact node, then using Lemma 4.4 it holds that \( \tilde{\lambda}^h = 0 \), thus using the Eq. (5.17) we can proceed similar to the proof of lower bound of \( \eta_4 \). We consider the case when the node \( p \) is a full contact node or semi contact node then the equation (5.17) reduces to

\[
G_h(\zeta_e e_1) = \sum_{p \in (\mathcal{V}_h \cup \mathcal{M}_h) \setminus (\mathcal{V}_h^C \cup \mathcal{M}_h^C)} \langle R_{1}^{lin}, \zeta_e \psi_p \rangle_{1,1} + \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle R_{1}^{lin}, \zeta_e \psi_p \rangle_{1,1}
\]

\[
- \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle \tilde{\lambda}^h, \zeta_e \psi_p \rangle_{1,1}
\]

\[
= \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \int_{\omega_p} r_1 \zeta_e \psi_p \, dx - \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \int_{\gamma_{p,c}} \hat{\sigma}_1(u^h) \zeta_e \psi_p \, ds
\]

\[
- \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle \tilde{\lambda}^h, \zeta_e \psi_p \rangle_{1,1}.
\]  

Combining (5.15) and (5.16) together with the estimate in (i), we obtain

\[
h_e \| \hat{\sigma}_2(u^h) \|_{L^2(e)}^2 \lesssim h_e^2 \| \vec{f} - f \|_{L^2(T)}^2 + \| u - u^h \|_{H^1(T)}^2 + \| \lambda - \tilde{\lambda}^h \|_{H^{-1}(T)}^2.
\]

Further, summing over all the \( e \in \gamma_{p,c} \), we find

\[
\eta_{\lambda,p}^2 \lesssim \sum_{e \in \omega_p} h_e^2 \| \vec{f} - f \|_{L^2(T)}^2 + \| u - u^h \|_{H^1(\omega_p)}^2 + \| \lambda - \tilde{\lambda}^h \|_{H^{-1}(\omega_p)}^2.
\]

(v) (Local bound for \( \eta_5 \)) Let \( p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C \) be arbitrary. Let \( e \in \gamma_{p,c} \) be arbitrary. On the similar lines as in the proof of (iii) we construct an edge bubble function \( \zeta_e \in P_2(T) \).

Using the definition of Galerkin functional \( G_h \), we have

\[
G_h(\zeta_e e_1) = \sum_{p \in (\mathcal{V}_h \cup \mathcal{M}_h) \setminus (\mathcal{V}_h^C \cup \mathcal{M}_h^C)} \langle R_{1}^{lin}, \zeta_e \psi_p \rangle_{1,1} + \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle R_{1}^{lin}, \zeta_e \psi_p \rangle_{1,1}
\]

\[
- \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle \tilde{\lambda}^h, \zeta_e \psi_p \rangle_{1,1}
\]

\[
= \sum_{p \in \mathcal{V}_h \cup \mathcal{M}_h} \int_{\omega_p} r_1 \zeta_e \psi_p \, dx - \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \int_{\gamma_{p,c}} \hat{\sigma}_1(u^h) \zeta_e \psi_p \, ds
\]

\[
- \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle \tilde{\lambda}^h, \zeta_e \psi_p \rangle_{1,1}.
\]  

Now, if \( p \) is a non actual contact node, then using Lemma 4.4 it holds that \( \tilde{\lambda}^h = 0 \), thus using the Eq. (5.17) we can proceed similar to the proof of lower bound of \( \eta_4 \). We consider the case when the node \( p \) is a full contact node or semi contact node then the equation (5.17) reduces to

\[
G_h(\zeta_e e_1) = \sum_{p \in (\mathcal{V}_h \cup \mathcal{M}_h) \setminus (\mathcal{V}_h^C \cup \mathcal{M}_h^C)} \int_{\omega_p} r_1 \zeta_e \psi_p \, dx - \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \int_{\gamma_{p,c}} \hat{\sigma}_1(u^h) \zeta_e \psi_p \, ds
\]

\[
- \sum_{p \in \mathcal{V}_h^C \cup \mathcal{M}_h^C} \langle \tilde{\lambda}^h, \zeta_e \psi_p \rangle_{1,1}.
\]  

In order to get rid of the last term, we construct a suitable function \( \theta_e \) such that \( c_p(\theta_e) = 0 \). To this end, we will exploit the definition of \( c_p(\cdot) \) which depends on \( \gamma_{p,c} \). For this we have the following two cases:

- If \( p \) is an interior vertex of \( \mathcal{V}_h^C \), then \( \gamma_{p,c} \) consists of two intervals. In that case, we set \( \gamma_{p,c} \) as inner third of \( \gamma_{p,c} \) containing \( p \) (see Fig. 1).
- If \( p \) is a midpoint in \( \mathcal{M}_h^C \), then \( \gamma_{p,c} \) consist of one interval and again we set \( \gamma_{p,c} \) as inner third of \( \gamma_{p,c} \) containing midpoint \( p \) (see Fig. 2).

Let \( e_i \) be the sides of subgrid containing \( p_i \) where \( p_i \in \mathcal{V}_h^C \) and \( e_M \) be the part of the subgrid containing the midpoint of \( [p_i, p_{i+1}] \) (see Figs. 1 and 2). Now, we will use the above construction to define the function \( \theta_e \) in the following way.
Fig. 1 Subgrid of $\gamma_p, C$ when $p \in \mathcal{V}_h^C$.

Fig. 2 Subgrid of $\gamma_p, C$ when $p \in \mathcal{M}_h^C$.

$$
\theta_e = \sum_{i=1}^{2} \alpha_i \psi_i + \alpha_M \psi_M, \quad (5.19)
$$

where $\psi_M$ and $\psi_i$ are the edge bubble functions corresponding to $e_M$ and $e_i$ respectively. The coefficients $\alpha_i$ and $\alpha_M$ are determined such that the following holds

1. $\int_e \hat{\sigma}_1(u^h) \theta_e \phi_p = 0 \forall$ semi contact and full contact nodes lying on edge $e$.

Inserting the expression of $\theta_e$ from (5.19) in the aforementioned conditions results into a solvable system of three equations with the unknown coefficients $\alpha_i$, $i = 1, 2$ and $\alpha_M$. In addition, the uniqueness of $\alpha_i$ and $\alpha_M$ is ensured as the resulting coefficient matrix is non-singular. Thus, we have $c_p(\hat{\sigma}_1(u^h) \theta_e) = 0$. Further, using the equivalence of norms in finite dimensional spaces, Hölder’s inequality and the construction of $\theta_e$, we have

$$
\|\hat{\sigma}_1(u^h)\|_{L^2(e)}^2 \lesssim \int_e \hat{\sigma}_1(u^h)\hat{\sigma}_1(u^h) \theta_e \psi_p \, ds
$$

$$
\lesssim -\langle G_h, \hat{\sigma}_1(u^h) \theta_e e_1 \rangle_{-1,1, \omega_p} + \int_{\omega_p} r_1(u^h) \hat{\sigma}_1(u^h) \theta_e \psi_p \, dx
$$

$$
\lesssim \|G_h\|_{H^{-1}(\omega_p)} \|\hat{\sigma}_1(u^h) \theta_e\|_{H^1(\omega_p)} + \|r(u^h)\|_{L^2(\omega_p)} \|\hat{\sigma}_1(u^h) \theta_e\|_{L^2(\omega_p)}
$$

$$
\lesssim \|G_h\|_{H^{-1}(\omega_p)} h_e^{-1} \|\hat{\sigma}_1(u^h) \theta_e\|_{L^2(\omega_p)} + \|r(u^h)\|_{L^2(\omega_p)} \|\hat{\sigma}_1(u^h) \theta_e\|_{L^2(\omega_p)}
$$

$$
\lesssim \left( \|G_h\|_{H^{-1}(\omega_p)} + h_e \|r(u^h)\|_{L^2(\omega_p)} \right) h_e^{-\frac{1}{2}} \|\hat{\sigma}_1(u^h)\|_{L^2(e)}
$$

Thus,

$$
h_e \|\hat{\sigma}_1(u^h)\|_{L^2(e)}^2 \lesssim \left( \|G_h\|_{H^{-1}(\omega_p)}^2 + h_T^{-2} \|r(u^h)\|_{L^2(\omega_p)}^2 \right).
$$

We conclude the proof using the upper bound of $G_h$ and the estimate in (i).

\[ \square \]

**Remark 5.8** We would like to remark here that the efficiency of the estimator terms $\eta_6$ and $\eta_7$ involving positive part of $u^h$ is still not clear theoretically due to quadratic nature of the discrete solution and this will be pursued in future.
Table 1  Convergence of error and estimator on uniform mesh for Example 6.1

| $h$   | $\|u - u^h\|_{H^1(\Omega)}$ | Order of Conv. | $h$   | $\eta_h$ | Order of Conv. |
|-------|----------------------------|----------------|-------|----------|----------------|
| 1/2   | 0.1763                     | -              | 1/2   | 1.6770   | -              |
| 1/4   | 0.0448                     | 1.9680         | 1/4   | 0.4504   | 1.9195         |
| 1/8   | 0.0112                     | 1.9879         | 1/8   | 0.1210   | 1.8353         |
| 1/16  | 0.0028                     | 1.9944         | 1/16  | 0.0340   | 1.8411         |
| 1/32  | 0.0007                     | 1.9972         | 1/32  | 0.0101   | 1.8805         |
| 1/64  | 0.0001                     | 1.9986         | 1/64  | 0.0032   | 1.9233         |

Table 2  Convergence of error and estimator on adaptive mesh for Example 6.1

| $h$    | $\|u - u^h\|_{H^1(\Omega)}$ | Order of Conv. | $h$    | $\eta_h$ | Order of Conv. |
|--------|----------------------------|----------------|--------|----------|----------------|
| 0.03181| 0.0097                     | 2.0392         | 0.03181| 0.1112   | 1.53953        |
| 0.01177| 0.0013                     | 2.1722         | 0.01177| 0.0146   | 1.78039        |
| 0.00580| 0.0003                     | 2.2653         | 0.00580| 0.0033   | 2.43540        |
| 0.00389| 0.00009                    | 2.1432         | 0.00389| 0.0014   | 1.57421        |
| 0.00326| 0.00006                    | 2.0485         | 0.00326| 0.0009   | 2.56407        |
| 0.00266| 0.00006                    | 2.1069         | 0.00266| 0.0006   | 2.19607        |

Fig. 3  Convergence of error, estimator and efficiency index for Example 6.1

Remark 5.9 The analysis carried out in this article can be extended to the case when obstacle is a non-zero affine function, say $w$. The following two terms in the error estimator $\eta_h$ will correspondingly change to $d_p = \int_{\Gamma_C} (w - u^h_1)^+ \phi_p \, ds$ and $\eta_7 = \|(u^1_1 - w)^+\|_{H^1/2(\Gamma_C)}$.

6 Numerical Results

The aim of the given section is to numerically illustrate the theoretical results derived in Sects. 3 and 5, respectively. Therein, the numerical experiments are performed on two model problems using MATLAB(version R2020b). The first model problem is constructed in such
a way that the exact solution \( u \) is a priori known. Henceforth, the exact error is computed and the results are compared with the convergence of a posteriori error estimator \( \eta_h \). In the second model problem, the exact solution is unknown and therefore we compute the iterative \( H^1 \) error between the solutions of two consecutive meshes and thus focus on the convergence of the computed error and the estimator \( \eta_h \) therein. The discrete variational inequality (3.2) is solved using the primal dual active set strategy [29]. The tests are being carried out on both uniform and adaptive meshes. For the adaptive algorithm, we make use of the following paradigm

\[
\text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE}
\]

The step \text{SOLVE} comprises of computing the discrete solution \( u_h \) by solving the discrete variational inequality (3.2) with the help of primal-dual active set strategy. Thereafter, in the next step \text{ESTIMATE}, the error estimator \( \eta_h \) discussed in Section 4 is computed elementwise and further making the use of Dörfler’s marking strategy [18] with the parameter \( \theta = 0.4 \), we mark the elements of the triangulation in the step \text{MARK}. Followed by that in the step \text{REFINE}, the marked elements are refined using the newest vertex bisection algorithm [16, 21] to obtain the new mesh and the algorithm is repeated. Note that when \( \Gamma_C \) lies on the \( x \)-axis, we have \( \mathbf{n} = (0, -1) \) on \( \Gamma_C \). Therefore in this case, the estimator given in Eq. (5.1) will have modified estimator contributions

\[
\eta_{6,p} = (s_p d_p)^{1/2}, \quad \text{where} \quad d_p = \int_{\gamma_p,C} (u_2^h)^2 + \phi_p \, ds
\]

and

\[
\eta_{7} = \|(-u_2^h)^{1/2}\|_{H^1(\Gamma_C)}.
\]

For the given examples, the Lamé’s parameter \( \mu \) and \( \chi \) are computed as follows

\[
\mu = \frac{E}{2(1+v)}, \quad \chi = \frac{E\nu}{(1-2\nu)(1+v)},
\]

where \( E \) and \( \nu \) represents the Young’s modulus and Poisson ratio [32], respectively.

**Example 6.1** We assume the unit square \( \Omega = (0, 1)^2 \) to be the domain \( \Omega \) under consideration. The displacement fields vanishes on the top of the square i.e. zero Dirichlet boundary condition is applied on \( (0, 1) \times \{1\} \). The Neumann force \( g \) is acting on the left and right hand side of the square namely \( \{0, 1\} \times (0, 1) \). The bottom of the unit square is in contact with the rigid
Fig. 5  Physical setting of Example 6.2

Fig. 6  Convergence of error, estimator and efficiency index for Example 6.2

Fig. 7  Adaptive mesh and estimator contributions for Example 6.2
foundation and hence represent the contact boundary $\Gamma_C$. The Lamé’s parameter $\mu$ and $\chi$ are set to be 1. The source term $f$ and Neumann data $g$ are computed in such a way that exact solution takes the form $u = (y^2(y - 1), (x - 2)y(1 - y)e^y)$.

Since the exact solution in Example 6.1 is sufficiently regular, it can be observed from Table 1 that the energy norm error in the displacement vector and the residual estimator $\eta_h$ converge with the optimal rate (1/NDF), where NDF is number of degrees of freedom. Further, Table 2 depicts the order of convergence of $H^1$ error and the residual estimator $\eta_h$ on the adaptive mesh. Note that, in Table 2, the mesh parameter $h$ is taken to be $1/\sqrt{\text{NDF}}$. Figure 3A illustrates the convergence behavior of error and estimator with the increase in the number of degrees of freedom (NDF) on uniform and adaptive meshes. We observe that both the error and estimator converge with the optimal rate, thus ensuring the reliability of the error estimator $\eta_h$. The efficiency index which is calculated as ratio of the estimator and the error is depicted in Fig. 3B. It can be observed that the efficiency index is both bounded above and below by a generic constant, which indicates that the error estimator $\eta_h$ is efficient. Figure 4 ensures the convergence of each estimator contributions $\eta_i$, $1 \leq i \leq 5$ versus the degrees of freedom. It is to be noted that the estimators $\eta_6, \eta_7$ vanishes for the given example as the entire contact boundary forms the active set.

**Example 6.2** In this example (motivated from [43]), we simulate the deformation of unit elastic square which is displaced in $x$-direction towards the non zero obstacle $w(y) = -0.2 + 0.5|y - 0.5|$. The obstacle can be described as a wedge inclined at an angle $\alpha = 63^\circ$ (see

![Plot of first component $u_1^h$ (left) and second component $u_2^h$ (right) of discrete solution $u^h$ for Example 6.2](image-url)
Fig. 5). The Dirichlet boundary is set to be on the left side of elastic square at \( x = 0 \) with the non-homogeneous condition \( u = (0.1, 0) \) on \( \Gamma_D \) while the force density \( f \) and the Neumann forces \( g \) are set to zero. The Poisson ratio is \( \nu = 0.3 \) and the Young’s modulus is \( E = 500 \). In view of Remark 5.9, the following two terms in the error estimator \( \eta_h \) will correspondingly change to 

\[
d_p = \int_{\gamma_{p,c}} (w - u_h^1)^+ \phi_p \, ds \\
\eta_7 = \| (u_h^1 - w)^+ \|_{H^1/2(\Gamma_C)}.
\]

Figure 6A illustrates the convergence behavior of iterative error and residual estimator \( \eta_h \) on the adaptive mesh with the increase in degrees of freedom. It is evident that the error and estimator converges optimally. The efficiency of the estimator can be observed through the efficiency index shown in Fig. 6B. Figure 7A depicts the adaptive mesh refinement at certain level. The high mesh refinement is observed near the intersection of disjoint Neumann and Dirichlet boundaries and also near the free boundary region. The rate of convergence of the individual estimator contributions \( \eta_i, 1 \leq i \leq 7 \) is illustrated in Fig. 7B. The plot of the discrete solution \( u_h = (u_h^1, u_h^2) \) at a certain refinement level is shown in Fig. 8.
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