The Effect of Visual Stimulus on Voluntary Eye Movement Based on a VOR/OKR Model
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ABSTRACT: The main purpose of this study is to investigate the effect of visual stimulus on voluntary eye movement during driving. In this paper, we examine two cases: driving with/without visual stimulus by means of a driving simulator. We develop a model that consists of both vestibulo-ocular reflex (VOR) and optokinetic reflex (OKR) components. By comparing the observed eye movement and the simulation result of the model, the results of eye movement simulation was more accurate than VOR model only even in a naturalistic situation with optic flow of the visual scene and the driver’s voluntary eye movement.
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1. INTRODUCTION

Driving requires a complex skill that involves with the vehicle itself (e.g., speed control), other road users (i.e., other vehicles, cyclists, and pedestrians), road infrastructure, surrounding environment, and so on. During driving a vehicle on a road, visual cues are the main source to supply information to the brain as a sensor which leads to decision making. Besides, workload refers to demands imposed on human operator by a given task, and workload measurement involves an attempt to assess performance limitations of human. Therefore the eye movement plays a very important role and it can be used to estimate mental workload during driving as suggested by previous researches. Obinata et al. estimated the driver’s mental workload from the difference between the measured eye movements and the eye simulation using a VOR model(1).

To simulate the eye movement, several researchers used VOR models which can estimate the eye movement based on the head movement(2)(3)(4)(5). In case of gazing one target, when the head turns to the left, the eyes move in the opposite direction to stabilize the visual world based on the input to the vestibular organ. This involuntary eye movement is called as the vestibulo-ocular reflex (VOR). The vestibular system, which is a sensory mechanism in the inner ear, provides the principal contribution to the sense of balance and spatial orientation. The system consists of two parts: the otoliths and the semicircular canal.

1.1. Vestibulo-ocular reflex model

Based on the previous researches, VOR model can be used to estimate the eye movement from the movement of the head. Among those researches, we used the VOR model proposed by Merfeld and Zupan(6), which reflects interactions between the otoliths and the semicircular canals. In this model head movement is represented by a linear acceleration and an angular velocity as inputs, and the movement of the eyeball is the output(4). Details of the VOR model are shown in Figure 1.

This model has been used by previous researches to examine various aspects of driver behavior. For example, Omura et al. used the VOR model to determine the relationship between measured eye movements and subjective evaluations of simulated brake motion(7). In their research, the passenger’s comfort was measured by comparing the observed eye
movement with that simulated by using the VOR model. The researchers found a tendency toward a relationship, but the number of subject was insufficient for the purpose of making a decision. In addition, their parameter identification by using a hybrid genetic algorithm left a gap between simulation and measurement. Obinata’s group has also used the VOR model to evaluate mental workload(8) and driver distraction in terms of memory-decision workload(9). They presented a new method for quantifying mental workloads by utilizing the VOR. They did not, however, consider changes in gaze direction.

On another way, Newman(11) and Clark et al.(12) (13) dealt with the interaction between VOR and OKR by including static and dynamic visual sensory information from four independent visual sensors (visual velocity, position, angular velocity and gravity). The process of visual input is shown in Figure 2.

![Fig.2. Generic visual model path way proposed by Newman](image)

In the past, eye movements have been used for various applications in daily life(14). In their research, the importance of the VOR – OKR interaction was pointed out. However, up until now, there is no research succeeding for combining VOR and OKR to simulate eye movement not only for daily life but also while driving. Since the visual information is important for driving as discussed above, we have to consider the OKR effect on eye movement simulation.

2. METHOD

To simulate driver’s eye movement even in the natural traffic environment with optic flow of the visual scene and the driver’s voluntary eye movement, the effect of optic flow from visual scene on eye simulation should be reduced. Hence, we conducted experiments in two cases: driving with/without visual stimulus by mean of a driving simulator. After that, the head movement was used to simulate eye movement by applying two kinds of models: only VOR model and both VOR and OKR models (Figure 3).

![Fig.3 Overview of the research methodology](image)
2.1. VOR model

This study applied the VOR model proposed by Merfeld and Zupan (6) that considered the interaction between the semicircular canal and otolith. The model detail is shown in Figure 4.

![VOR model](image)

**Fig.4. VOR model in MATLAB Simulink**

In this model, linear acceleration (α) and angular velocity (ω) of head-fixed coordinator frame are the inputs. The orientation of gravity (g) with respect to the head is calculated using a quaternion integrator and the angular velocity. The otolith is modeled to unify and respond to the gravito-inertial force (f = g - α). At the same time, by using high-pass filter of angular velocity, the semicircular canals are calculated. After that, afferent signal from the canals and otoliths are compared in the central nervous system (Internal processing). This model combines four free-parameters (k_ω, k_fω, k_f, and k_a). The differences between actual and expected otolith signals were weighted by a parameter k_a to derive an acceleration estimate. The parameter k_f was used to rotate the Observer’s estimate of the direction of gravity towards reality. The rotation of gravireceptor cue, weighted by a parameter k_fω, was used to adjust the Observer’s estimate of angular velocity, acting in addition to the k_ω weighted semicircular canals expectancy error.

2.2. OKR model

According to Schweigard & Mergner, the visual pattern motion in space and time was matched with subject’s head movements. It can be calculated by multiple head position with one parameter (k).

In a similar way with Newman (12), Clark (11), and Oman (13), one negative feedback loop was created which is important to stabilize the image on the retina and the VOR only as a useful addition which compensates for the limited bandwidth of the OKR during high frequency/velocity head rotations. Detail of the model is shown in Figure 5.

![OKR model](image)

**Fig.5. VOR + OKR model developed in this study**

In case of driving, it is difficult to measure the input from vision because the target changes time by time. Therefore, we applied technique from Schweigard & Mergner (10) by using head movement in active condition. The visual information (VS) was calculated based on head movement (HS) following the function: VS = k*HS. The VS was used as input of our OKR model.

After that, a visual input is processed by visual sensor (VIS) to generate a visual sensory estimate. This estimate is compared to an expected visual sensory evaluated from internal model of visual sensor (<VIS>). And then the difference between visual sensory estimate and internal model of the visual sensor is weighted with a residual weighting parameter (K_V) and added to the rate of change of estimated state.

2.3. Final common path

After calculating the eye movement, the final common path proposed by Robinson (4) was applied. In this part, two parameters (k_i and k_p) were used, based on the different types of muscle fibers present in muscles of the eye (Figure 6).
2.4. Experimental setup

In the experiment, a subject was asked to drive following the course on the seat of a driving simulator with six degrees of freedom. The simulator was controlled by CarSim (Mechanical Simulation Co.) which can simulate the dynamic behavior of a vehicle (figure 7). In these experiments, by using MATLAB Simulink (MathWorks) to control CarSim, the seat was moved with a fixed frequency in the vertical and horizontal plane.

In this study, 9 subjects who have driver license participated in the experiment. The participant followed the course in two cases: driving with and without visual stimulus by (trees around the road).

The eye movement was collected by using SmartEye Pro (Smart Eye AB) with four cameras on the simulator. This equipment is noninvasive, simple to install, and provides data by using a camera recorder. To collect information on movements of the head, we used a Fastrak electromagnetic tracker (Polhemus Inc.).

- Design course

We designed a course which includes straight parts, right and left turns, and narrow down. Trees were put around the road with density around 18 m per tree (Figure 8, Figure 9).

3. RESULTS AND DISCUSSIONS

Data from 9 subjects were collected. The subjects were asked to drive and follow the course at a speed between 40 and 60 km/h. The data of first 4 seconds when subjects drove go straight without visual stimulus was used to identify parameters using parameter identification toolbox proposed by Son et al(15). The parameter identification was conducted in both models: VOR only and VOR+OKR, separately.
3.1. VOR model

3.1.1. Without visual stimulus (VS)

By using VOR model, the results of simulation show good performance with low mean square error. Figure 11 confirmed that the simulation result was good matching in both time responses and frequency response.

![Fig. 11. Eye movement in vertical by VOR without visual stimulus of Subject 1](image)

Table 1 shows the mean square error (MSE) between predict and measurement eye movement of each subjects in both direction: vertical and horizontal. The MSE on vertical direction and horizontal direction increased from 3.1E-04 to 4.3E-03 and from 1.7E-03 to 1.2E-02. The variability of MSE may depend on the driver history and individual characteristic. Due to the limitation of the subject number, we can’t see the effect of individual difference statistically in this present paper.

| Subjects | Experience | Vertical [rad²] | Horizontal [rad²] | Total [rad²] |
|----------|------------|----------------|------------------|-------------|
| S1       | Regular**  | 3.1E-04        | 4.3E-03          | 4.6E-03     |
| S2       | Paper***   | 7.3E-04        | 2.6E-03          | 3.3E-03     |
| S3       | Regular    | 3.7E-04        | 6.6E-03          | 7.0E-03     |
| S4       | Regular    | 4.3E-03        | 3.5E-03          | 7.8E-03     |
| S5       | Paper      | 9.8E-04        | 3.0E-03          | 4.0E-03     |
| S6       | Regular    | 1.7E-03        | 4.0E-03          | 5.7E-03     |
| S7       | Regular    | 2.0E-03        | 1.2E-02          | 1.4E-02     |
| S8       | Paper      | 5.9E-04        | 1.7E-03          | 2.3E-03     |
| S9       | Regular    | 2.3E-03        | 3.3E-03          | 5.6E-03     |

* Unit: rad²

** Regular: the person who drives most frequently

*** Paper: the person who just got driver license or rarely driving

3.1.2. With visual stimulus

Base on the VOR model, the eye movement simulation with VS has larger difference than that without VS. The MSE with VS increased from 1.1 times to 2.6 times more compared with that without VS (table 2). This result means that the optic flow by VS increased the MSE by the VOR model. In next step, we added OKR model into VOR model to take the effect of optic flow into account in case of driving with VS.

| Subjects | VOR Without VS [rad²] | VOR With VS [rad²] | Ratio With/Without |
|----------|-----------------------|--------------------|--------------------|
| S1       | 4.6E-03               | 5.0E-03            | 1.1                |
| S2       | 3.3E-03               | 3.6E-03            | 1.2                |
| S3       | 7.0E-03               | 1.8E-02            | 2.6                |
| S4       | 7.8E-03               | 1.3E-02            | 1.7                |
| S5       | 4.0E-03               | 4.4E-03            | 1.1                |
| S6       | 5.7E-03               | 6.2E-03            | 1.1                |
| S7       | 1.4E-02               | 1.6E-02            | 1.1                |
| S8       | 2.3E-03               | 3.4E-03            | 1.5                |
| S9       | 5.6E-03               | 1.0E-02            | 1.8                |

In addition, when applied VOR model to simulated eye movement in case of with visual stimulus, the time response and frequency response became miss-matching (figure 12).

![Fig. 12. Eye movement in vertical by VOR with visual stimulus of Subject 1](image)
3.2. VOR + OKR model

3.2.1. Without visual stimulus

By the same token in VOR model without visual stimulus, VOR + OKR also showed very good performance with low MSE. The frequency response and time response was good matching (figure 13).

![Fig. 13. Eye movement in vertical by VOR+OKR without visual stimulus of Subject 1](image)

Furthermore, the MSE of VOR+OKR model was even better than MSE of VOR model. As results shows in table 3, the MSE of VOR+OKR model was smaller than that of VOR model. The ratio of VOR+OKR/VOR model increased from 0.3 times to 1.0 times.

Table 3  MSE of VOR model and VOR+OKR model without VS of each subjects

| Subjects | VOR Without VS [rad²] | VOR+OKR Without VS [rad²] | Ratio of (VOR+OKR)/VOR |
|----------|-----------------------|--------------------------|------------------------|
| S1       | 4.6E-03               | 3.3E-03                  | 0.7                    |
| S2       | 3.3E-03               | 3.3E-03                  | 1.0                    |
| S3       | 7.0E-03               | 2.4E-03                  | 0.3                    |
| S4       | 7.8E-03               | 6.0E-03                  | 0.8                    |
| S5       | 4.0E-03               | 2.5E-03                  | 0.6                    |
| S6       | 5.7E-03               | 3.7E-03                  | 0.7                    |
| S7       | 1.4E-02               | 8.8E-03                  | 0.6                    |
| S8       | 2.3E-03               | 1.2E-03                  | 0.5                    |
| S9       | 5.6E-03               | 3.6E-03                  | 0.6                    |

3.2.2. With visual stimulus

Figure 14 shows the eye simulation and eye measurement in case of driving with VS. In contrast with VOR model in case of driving with VS, the results indicated that the time response and frequency response were good matching. Moreover, the results of VOR+OKR model still shown the same way with VOR model with higher MSE in case of with VS (Table 4).

![Fig. 14. Eye movement in vertical by VOR+OKR with visual stimulus of Subject 1](image)

Similarly to the VOR model, the MSE of VOR+OKR model with VS was also bigger than without VS (table 4). The ratio between with and without VS increased from 1.1 to 1.6 times.

Table 4  MSE of VOR+OKR model with and without VS of each subjects

| Subjects | VOR+OKR Without VS [rad²] | VOR+OKR With VS [rad²] | Ratio With/Without |
|----------|---------------------------|------------------------|-------------------|
| S1       | 3.3E-03                   | 3.7E-03                | 1.1               |
| S2       | 3.3E-03                   | 4.1E-03                | 1.2               |
| S3       | 2.4E-03                   | 3.1E-03                | 1.3               |
| S4       | 6.0E-03                   | 9.4E-03                | 1.6               |
| S5       | 2.5E-03                   | 3.9E-03                | 1.6               |
| S6       | 3.7E-03                   | 4.2E-03                | 1.1               |
| S7       | 8.8E-03                   | 9.7E-03                | 1.1               |
| S8       | 1.2E-03                   | 1.6E-03                | 1.4               |
| S9       | 3.6E-03                   | 5.3E-03                | 1.5               |
3.3. Effect of the OKR and the visual stimulus

Figure 15 shows the average MSE of VOR and VOR+OKR models in case of with and without VS. The VOR+OKR model shows better performance with lower MSE comparing with VOR model. The VOR+OKR model made the eye simulation became more precise with lower MSE even in case of with visual stimulus.

Moreover, we performed an analysis of variance (ANOVA) for 9 subjects in the presence and absence of visual stimulus, and with VOR or VOR+OKR model following null hypothesis.

- The results with and without visual stimulus are equal.
- The results of VOR model and VOR+OKR model are equal.

The result shows in Table 5

Table 5 ANOVA results

|      | df  | Sum Sq | Mean Sq | F value | Pr(>F) |
|------|-----|--------|---------|---------|--------|
| VS   | 1   | 3.5E-05| 3.5E-05 | 2.47    | 0.1258 |
| Model| 1   | 8.1E-05| 8.1E-05 | 5.79    | 0.0221*|
| VS:Model | 1 | 6.2E-06| 6.2E-06 | 0.44    | 0.5128 |
| Residuals| 32 | 4.5E-04| 1.4E-05|        |    |

We found that the VOR model and VOR+OKR model was significantly different (F=5.79, p<0.05). Although there was tendency of the effects of VS and the interaction between the VS x Model, the ANOVA results indicated that the visual stimulus was not significant and there was no interaction between visual stimulus and VOR and VOR+OKR model. This may due to the limitation of the number of subjects (N=9). It once again confirmed that VOR+OKR show better performance comparing with VOR model.

4. CONCLUSION

The model that consists of both VOR and OKR shows better performance than VOR model only in the condition with visual stimulus.

On the other hand, due to the limitation of subjects and only one repeated object in the road (tree) so the effect of visual stimulus was not so clear. In near future, we will try to collect more data by adding more objects around the road to clearly see the effect of VS on eye movement.
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