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Abstract: In the realm of solar forecasting, it is common to use a clear sky model output to deseasonalise the solar irradiance time series needed to build the forecasting models. However, most of these clear sky models require the setting of atmospheric parameters for which accurate values may not be available for the site under study. This can hamper the accuracy of the prediction models. Normalisation of the irradiance data with a clear sky model leads to the construction of forecasting models with the so-called clear sky index. Another way to normalize the irradiance data is to rely on the extraterrestrial irradiance, which is the irradiance at the top of the atmosphere. Extraterrestrial irradiance is defined by a simple equation that is related to the geometric course of the sun. Normalisation with the extraterrestrial irradiance leads to the building of models with the clearness index. In the solar forecasting domain, most models are built using time series based on the clear sky index. However, there is no empirical evidence thus far that the clear sky index approach outperforms the clearness index approach. Therefore the goal of this preliminary study is to evaluate and compare the two approaches. The numerical experimental setup for evaluating the two approaches is based on three forecasting methods, namely, a simple persistence model, a linear AutoRegressive (AR) model, and a non-linear neural network (NN) model, all of which are applied at six sites with different sky conditions. It is shown that normalization of the solar irradiance with the help of a clear sky model produces better forecasts irrespective of the type of model used. However, it is demonstrated that a nonlinear forecasting technique such as a neural network built with clearness time series can beat simple linear models constructed with the clear sky index.
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1. Introduction

Solar forecasting is an effective way to increase the share of solar energy in the electricity grid. As such, researchers in the solar forecasting community have proposed numerous forecasting models, each adapted to specific forecast horizons. In the case of intra-day or intra-hour solar forecasts, past solar irradiance measurements (more precisely, time series of Global Horizontal Irradiance (GHI)) are commonly employed to build forecasting models. A common practice is to remove the seasonal and diurnal trends present in the GHI time series that result from the sun’s apparent movement. In particular, a clear sky model is routinely used to detrend the GHI time series [1]. The output of this normalisation process is called the Clear Sky Index (CSI). This process is needed in order to obtain the near-stationary time series required by linear time series techniques such as Auto-Regressive (AR) processes [1].

However, most of the clear sky models require the setting of atmospheric parameters such as water vapor, aerosol and optical depth of ozone. These atmospheric parameters are usually provided by public databases in the form of mean values over broader areas, and
may not perfectly represent the site of interest. Consequently, the performance of the clear sky model can have an impact on the accuracy of the generated forecasts. It must noted that clear sky irradiance is publicly available and provided by the McClear Service for any location in the world [2]. This easily permits the detrending of GHI time series.

There exists another way to normalize GHI time series, that is, using the extraterrestrial irradiance, which leads to a time series of clearness indices. The clearness index is the ratio of the GHI over the extraterrestrial irradiance. The latter is easily calculated from deterministic equations, and therefore does not require atmospheric parameters. Thus, using extraterrestrial irradiance instead of a clear sky model avoids the need to model the complex interactions between irradiance and the atmosphere. However, the clearness index computation does not take into account the thickness of the atmosphere crossed by the solar beams (usually called the air mass), which significantly affects the amount of solar irradiance that reaches the ground.

The clearness index is generally used as input in decomposition models such as diffuse fraction models [3–8]. In solar forecasting, works using the clearness index as the input of prediction models are rare. Our literature review highlights only a few works. Sanfilippo et al. [9] proposed an adaptive approach for solar forecasts up to 15 min ahead relying on four techniques, namely, two linear autoregressive (AR) models, a Support Vector Machine (SVM), and a persistence model. All models were built with a time series of zenith angle-independent clearness indices. Bracale et al. [10] generated probabilistic forecasts using the hourly clearness index. In their work, a Bayesian autoregressive model was coupled with a Monte Carlo simulation to build the predictive probability density function of the hourly PV power. Paulescu et al. [11] proposed a linear model (ARIMA) into which the clearness index was fed in order to produce solar forecasts at four horizons: 1, 5, 10, and 20 min. Finally, in their review, Antonanzas et al. [12] mentioned that the clear sky index and the clearness index are essentially used to classify weather conditions and to calculate smart persistence models.

Even if the clear sky index is commonly accepted and routinely used by most solar forecasters to build their models, to the best of our knowledge there is at present no empirical evidence that the clear sky index approach outperforms the clearness index approach. The goal of this paper is therefore to provide a preliminary assessment and comparison between the two normalization approaches. To this end, six sites which experience different sky conditions serve as support for our benchmarking exercise. Three forecasting models, namely a persistence model, a linear autoregressive (AR) model, and a nonlinear neural network (NN) model are built, each with a concurrent time series using the clear sky index and clearness index. Evaluation metrics such as the classical Root Mean Squared Error (RMSE) and skill score are used to assess the performance of the different models. This performance assessment can shed light on whether or not it is worthwhile to use the clearness index time series instead of clear sky index time series to build GHI prediction models.

The rest of this article is organized as follows: Section 2 details the data and forecasting methods that serve as support for the comparison of the two methodologies; Section 3 depicts the different results; and Section 4 discuss the experimental findings. Finally, Section 5 presents our concluding remarks.

2. Data and Methods

2.1. GHI Data

In this study, we used ground GHI data measured at six different sites around the world (see Figure 1). Table 1 lists the six sites, which all experience different sky conditions. A specific preprocessing (data quality check and filtering) technique was applied to these data in previous works related to solar forecasting [13,14]. Because the focus here is to generate intra-day forecasts with a 1h time step, we computed the hourly average of GHI from the 1-min measurements at each location for two consecutive years. The first year for each location represents the training dataset, while the second year is the testing dataset.
In keeping with a common practice in the realm of solar forecasting, it should be noted that all data have had solar elevation inferior to $10^\circ$ filtered out, hence removing nighttime, early morning, and late afternoon data.

Table 1. Site characteristics.

| Site Name | Desert Rock | Fort Peck | Oahu | Fouillole | St. Pierre | Tampon |
|-----------|-------------|-----------|------|-----------|------------|--------|
| code      | DR          | FP        | OA   | FO        | SP         | TA     |
| provider  | NOAA        | NOAA      | NREL | LARGE     | LARGE      | PIMENT |
| latitude  | 36.6 N      | 48.3 N    | 21.3 N| 16.6 N    | 21.3 S     | 21.3 S |
| longitude | 119.0 W     | 105.1 W   | 158.1 W| 61.5 W    | 55.5 E     | 55.5 E |
| elevation | 1007 m      | 634 m     | 11 m  | 6 m       | 75 m       | 550 m  |
| climate type | arid      | continental | tropical | tropical | tropical | tropical |
| variability | 0.1488     | 0.1852    | 0.2107| 0.2115    | 0.1837     | 0.2326 |
| training year | 2012 | 2012 | 2010 | 2010 | 2012 | 2012 |
| testing year | 2013 | 2013 | 2011 | 2011 | 2013 | 2013 |
| mean GHI of testing year (W/m²) | 548 | 391 | 499 | 510 | 538 | 456 |

Figure 1. Sites under study.

2.2. Clear Sky Index

In the case of intra-hour or intra-day solar forecasts, time series-based forecasting techniques such as, for instance, autoRegressive (AR) linear techniques [15] are used to generate forecasts from past measurements of solar irradiance. A prerequisite of these linear time series technique is to work with stationary time series. Different degrees of stationarity are defined in the literature; a time series is said to be strictly stationary if the joint probability distribution $F$ of the stochastic process is invariant under translation, while weak stationarity implies that the mean and the autocovariance do not depend on the time and that the second moment is finite [15]. More generally, stationarity means that the time series-related statistics such as the mean and the autocorrelation structure do not change over time [15].
Because the original GHI time series is not stationary (daily and annual cycles), it is common practice in solar forecasting to detrend the GHI time series using the output of a clear sky model. More precisely, a new detrended time series called a clear sky index $k_c$ time series is obtained using the following equation:

$$k_c = \frac{G_h}{G_{hc}},$$

where $G_h$ is the measured global horizontal irradiance and $G_{hc}$ is the output of the specific clear sky model. As mentioned in Section 2.1, because the time step of the forecasts is 1h, we obtained hourly clear sky index time series by dividing the irradiance average of the hourly measurements with the hourly estimates of the clear sky model. Figure 2 shows eight days of measured GHI and the associated clear sky irradiances, while Figure 3a plots a clear sky index $k_c$ time series.

Equation (1) reveals that GHI can be considered as the product of a deterministic clear sky component and a stochastic cloud cover component, which is provided by $k_c$. With this approach, the construction of the forecasting models is based on the stochastic part of the global irradiance, while the deterministic part can be modeled by the clear sky model.

**Figure 2.** Measured GHI (SP site) vs. clear sky irradiance and extraterrestrial irradiance on hourly scale. The first four days correspond to the summer period, while the last four correspond to the austral winter.

In this work, we used the clear sky values provided by the McClear model [2]. The CAMS website (Copernicus Atmosphere Monitoring Service, http://www.soda-pro.com, (accessed on 1 September 2022)) offers public McClear’s clear sky estimates with global coverage. Based on sophisticated radiative transfer computations and atmospheric parameters (aerosol, water vapor, and ozone data) provided by the CAMS service, the McClear model provides GHI clear sky values with good accuracy. However, it should be noted that uncertainty in atmospheric parameters can negatively impact the accuracy of a clear sky model [16–18]. Therefore, the availability and quality of atmospheric parameters are important for the choice of a specific clear sky model.
2.3. Clearness Index

Another way to remove the deterministic trends present in GHI time series is to use the extraterrestrial irradiance, i.e., the solar irradiance at a horizontal plane in the top of the atmosphere. GHI time series are normalized by dividing by the extraterrestrial irradiance, leading to the hourly clearness index $k_t$, written as

$$k_t = \frac{G_h}{G_{oh}}.$$  

The hourly extraterrestrial average irradiance $G_{oh}$ on a horizontal surface for an hourly period is provided by [19):

$$G_{oh} = \frac{12}{\pi} \times 1367 \times \left[ 1 + 0.033 \cos \left( \frac{2\pi j}{365} \right) \right] \times \ldots$$

$$\left\{ \frac{\pi (\omega_2 - \omega_1)}{180} \sin(\delta) \sin(\phi) + \left[ \sin \left( \frac{\pi \omega_2}{180} \right) - \sin \left( \frac{\pi \omega_1}{180} \right) \right] \cos(\delta) \cos(\phi) \right\}$$

where $j$ is the Julian day, $\phi$ is the latitude of the considered site, $\delta$ is the solar declination, and $\omega_1$ and $\omega_2$ are the hour angles in degrees at beginning and end, respectively, of the specific hour.

As defined by Equation (2), the clearness index has the ability to isolate the stochastic component in a global solar irradiance time series, similar to the clear sky index. Figure 2 shows examples of extraterrestrial irradiance, while Figure 3b plots a series of clearness indices. Both clear sky index (Figure 3a) and clearness index (Figure 3b) time series seem to exhibit changes in variance, possibly due to remaining seasonal variations. In other words, it appears that the two times series are not completely stationary, and are at least locally stationary. Appendix A provides a quantitative statistical analysis regarding the stationarity of these two time series.

2.4. Site Nominal Variability

Lauret et al. [20] showed that the site variability has an impact on the accuracy of solar forecasting methods. Therefore, in this study, we propose to assess the capability of the forecasting methods in relation to the site variability.

Table 1 provides the solar variability experienced by each site. In this study, the solar variability is defined as the standard deviation of the change in the clear sky index at a 1h time step [21], written as

$$\text{Nominal Variability} = \sigma(\Delta k_{c,t}) = \sqrt{\text{Var}(\Delta k_{c,t})}.$$  

In this application, the time scale is $\Delta t = 1$ hour. A site with a variability above 0.2 is considered to experience variable sky conditions. As shown by Table 1, three sites, namely, OA, FO, and TA, exhibit high variability.

2.5. Forecasting Methods

2.5.1. Numerical Experiments Setup

In order to compare the $k_t$-approach against the $k_c$-approach, we selected a simple numerical setup in which the forecasting models must predict the next values of solar irradiance from only past values of the irradiance, i.e., no exogenous variables are used. In addition, in comparing the two approaches our aim was to select a simple linear technique such as an autoregressive (AR) process as well as a nonlinear one such as a neural network (NN) technique. Other nonlinear machine learning techniques (such as Support Vector machines or Gaussian processes) can be used as well; however, we selected the NN technique here, as it is often among the best performers [20].

Except for the persistence models described below, the two forecasting techniques described in this work, namely, the AR or the NN techniques, seek to find a generic model $F$ in the form

$$\hat{k}(t + h) = F\left(k(t), k(t - 1) \cdots k(t - 5)\right),$$

where $\hat{k}(t + h)$ represents the predicted variable at a forecast horizon $h$ that ranges from 1h to 6h (intra-day solar forecasting). The sequence $\{k(t), k(t - 1) \cdots k(t - 5)\}$ is the time series of the current and five past hourly values of either the clear sky index or the clearness index. Hence, here, the generic variable $k$ may represent either the clear sky index $k_c$ or the clearness index $k_t$.

After the forecasts of the clear sky index or clearness index have been obtained, the corresponding indices can be transformed back to GHI forecasts using Equation (1) or Equation (2).

The statistical techniques used in this work are data-driven approaches. Consequently, the model parameters are estimated from $N$ pairs of input and output samples contained in the training dataset. In a second step, after the models have been fitted, they are evaluated on the test dataset using the metrics provided in Section 2.6.

2.5.2. Persistence Model

In this work, we used two kinds of persistence model. The first is based on the clear sky index, and is provided by

$$\hat{k}_c(t + h) = k_c(t),$$

for all forecast horizons $h = 1, 2, \ldots, 6$.

The second uses the clearness index, and is defined by

$$\hat{k}_t(t + h) = k_t(t).$$

The persistence simply states the naive assumption that future values of the clear sky index or clearness index will remain equal to the clear sky index or clearness index observed at time $t$, i.e., the atmospheric conditions remain unchanged between the current time $t$ and future time $t + h$. This way describing the persistence of the index instead of the GHI permits the sun path to be taken into account using either a clear sky model or the extraterrestrial irradiance. Recall that the corresponding GHI forecast can be obtained through either Equation (1) or Equation (2).

2.5.3. Linear AR Model

In an autoregressive (AR) model [15], the future value of a variable, that is, $\hat{k}(t + h)$, is assumed to be a linear combination of several past observations, as shown by Equation (8):
\[
\hat{k}(t+h) = \Phi_0 + \sum_{i=0}^{p} \Phi_{i+1}k(t-i) + \epsilon_t,
\]

(8)

where \(\epsilon_t\) is white noise with variance \(\sigma^2\), the model parameters are \((\Phi_i)_{i=0,\ldots,p+1}\), and \(p\) is called the order (or autoregressive order) of the model. Following previous works \([14,20]\), we select \(p = 5\), which corresponds to the current and past five measurements at a given time \(t\).

2.5.4. Nonlinear NN Model

Artificial Neural Network (ANN or simply NN) is a technique capable of identifying a nonlinear relationship between input and output variables from the information contained in the training data set. A nonlinear mapping from an input vector \(x\) to an output \(y\) is obtained by an NN with \(d\) inputs, \(h\) hidden neurons, and a single linear output unit. The nonlinear relationship reads as

\[
y = y(x, w) = \sum_{j=0}^{h} \left( w_j f \left( \sum_{i=0}^{d} w_{ji} x_i \right) \right).
\]

(9)

The non-linear function \(f\) associated with \(h\) hidden units is usually the tangent hyperbolic function \(f(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}\). The NN parameters, denoted by the parameter vector \(w = \{w_j, w_{ji}\}\), govern the nonlinear mapping and are adjusted during the training phase. The ability of the NN to generate correct predictions of unseen data is evaluated on the test dataset.

Assuming that the number of hidden neurons is sufficient, NNs are able to approximate any nonlinear continuous function at an arbitrary accuracy. However, if the NN has too many hidden neurons, inaccurate predictions are generated on the testing dataset. In the NN community, this issue is called overfitting. Several techniques, such as pruning or Bayesian regularization, can be employed to overcome overfitting problems. In this work, we used the Bayesian Technique to determine the optimal number of hidden nodes in the NN \([22]\).

For our application, the relationship between the output \(\hat{k}(t+h)\) and the set of inputs \((k(t), k(t-1), \ldots, k(t-5))\) takes the form

\[
\hat{k}(t+h) = \sum_{j=0}^{h} \left( w_j f \left( \sum_{i=0}^{p} w_{ji}k(t-i) \right) \right).
\]

(10)

As shown by the preceding equation, the NN model is equivalent to a nonlinear AR model for time series forecasting problems. In a similar manner, the number of past input values \(p\) is set to 5. Again, we stress that in Equations (8) and (10) the generic variable \(k\) can be either the clear sky index \(k_c\) or the clearness index \(k_t\). Finally, Table 2 lists the models implemented in this study.

Table 2. List of models used in this work.

| Acronym | Comment |
|---------|---------|
| Pers kc | Persistence model based on the clear sky index |
| Pers kt | Persistence model based on the clearness index |
| AR kc  | Linear Autoregressive model based on the clear sky index |
| AR kt  | Linear Autoregressive model based on the clearness index |
| NN kc  | Nonlinear Neural Network model based on the clear sky index |
| NN kt  | Nonlinear Neural Network model based on the clearness index |
2.6. Evaluation Metrics

In this work, and as suggested by a panel of solar forecasters [23], we employ the classical Root Mean Square Error (RMSE) metric. For $N$ pairs of measurements/forecasts of GHI $\{G_h, \hat{G}_h\}$, the RMSE read as

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (G_h(i) - \hat{G}_h(i))^2}.$$  \hspace{1cm} (11)

It is a common practice to compute the relative Root Mean Square Error (rRMSE), which is obtained by dividing RMSE by the average of the daytime values of the GHI; see the last line of Table 1, which provides the observed mean GHI calculated for the testing year for each site. Recall that the rRMSE is negatively oriented, i.e., a lower value indicates that the model has better accuracy.

We propose evaluating the capability of the forecasting models against a baseline or reference model using the skill score (SS) [23], defined as

$$\text{SS} = \left(1 - \frac{\text{RMSE}_{\text{method}}}{\text{RMSE}_{\text{reference}}}\right) \times 100,$$  \hspace{1cm} (12)

where RMSE$_{\text{method}}$ stands for the RMSE of each tested forecasting method and RMSE$_{\text{reference}}$ is the RMSE of the reference model.

The skill score is expressed as a percentage, and represents the relative accuracy improvement of the model over the reference model. With this definition, the reference model model has a forecast skill SS = 0%. Negative values of SS indicate that the new forecasting model fails to outperform the reference model, while positive values of SS mean that the forecasting method improves on the baseline model. Further, a higher the SS score indicates better improvement.

Here, as our aim is to evaluate the capability of the new forecasting models based on the clearness index, we compute skill scores with the three reference models based on the clear sky index, namely, the “Pers kc”, “AR kc”, and “NN kc” models. In other words, positive skill scores indicate which methods designed with the clearness index outperform their counterparts based on the clear sky index.

Finally, we stress here that the forecasting models generate GHI forecasts for each forecast horizon. Consequently, skill scores can be computed for each forecast horizon. As a way to sum up our results, we compute the average skill scores over all forecasting horizons, which leads to essentially the same conclusions with greater ease of visualization.

3. Results

Figure 4 plots the relative RMSE metric in relation with the forecast horizon. As expected, irrespective of the site, the accuracy of all the models degrades with the forecast horizon. Furthermore, irrespective of forecasting technique it appears that the normalization of the data using a clear sky model leads to lower rRMSE (i.e., better accuracy) overall than normalization based on the extraterrestrial irradiance. However, the gap between the two approaches is reduced for sites experiencing a higher variability, such as OA, FO, and TA. In addition, it seems that this gap is reduced when using a nonlinear technique such as NN, which are able to obtain more information from the clearness index than the linear approach.

In order to better assess the relative merits of the $k_t$ approach, Figure 5 provides the average skill scores of the different forecasting models built from clearness time series vs. the three reference models designed with the clear sky index, namely, (a) “Pers kc”, (b) “AR kc”, and (c) “NN kc”. It can be observed that the forecasting skills of the clearness index-based approach are mostly negative, especially for those sites with hourly nominal variability lower than 0.2. For sites with nominal variability above that limit, the results are not as conclusive. Indeed, the forecasting skill ranges between ±3%, that is, it is
slightly positive in a few cases. This means that the use of the clearness index can lead to a competitive performance compared to the clear sky index only for high variability sites. For instance, the DR site (low variability) shows significantly negative skill when compared at same technique, with $-20$–$22\%$ persistence for AR model and of approximately $-10\%$ for the NN. For the SP and FP sites (nominal variability around 0.18), the situation is the same, except with skill of $-11$–$7\%$ and $-9$–$3\%$, respectively, showing that with higher variability there is a lower performance gap between the clear sky index and clearness index approaches, though with a clear advantage for the former in an event. Looking at the whole picture, i.e., a complete set of sites which exhibit different solar resource variability, it is clear that the use of the clear sky index should be preferred.

Finally, one interesting result pinpointed by Figure 5 is that there is a clear tendency for the average skill scores of the three “kt” models to increase with site variability.

*Figure 4.* Relative RMSE of the different forecasting techniques for all the sites under study.
Lauret et al. [20] have shown that clear sky index-based forecasting models built with a nonlinear technique such as NN outperform linear and persistence approaches. In the following, we investigate whether an NN built with a time series of clearness indices can beat simple linear models built with the clear sky index, such as “Pers kc” or “AR kc”.

Figure 6 provides the average skill scores of the three models based on the $k_c$ approach when the reference model is the “NN kt” model. As shown by Figure 6, negative skill scores are obtained in the case of the “Pers kc” and “AR kc” models, indicating that the “NN kt” NN model built with a time series of clearness indices can outperform simple linear models such as “Pers kc” and “AR kc” built with the clear sky index. Conversely, it appears that the “NN kt” model cannot outperform the “NN kc” model, albeit positive or near zero skill scores are obtained for sites experiencing high variability such as FO, OA, and TA.
Based on the above results, the following comments can be made. The use of the clear sky index is clearly a better option than the clearness index for building time-series forecasting models. This claim appears not as conclusive for special cases such as sites experiencing very high variability, for which the performances tend to be more balanced across both options. The choice may further depend on the complexity of the forecasting methodology. In general, it seems that more complex techniques are able to obtain more information from the clearness index than simple baselines approaches, and therefore surpass its limitations to the point of being competitive with clear sky index-based models at high variability sites. In any case, apart from these special cases, which of course require further testing with worldwide solar irradiance datasets, the clear sky index should be preferred.

In addition, we have shown that the nonlinear NN $k_t$ approach outperforms the linear and persistence $k_c$ approaches. However, it may be difficult to build a nonlinear technique such as a neural network model. Indeed, this black-box approach can be very prone to overfitting. In other words, the gain in simplicity provided by the use of the clearness index compared to the complexity of nonlinear techniques may be a factor in choosing one method over the other.

In the case of sites with high variability (such as OA, FO, and TA in this study), it can be observed that a nonlinear technique such as NN generates similar predictions regardless of the type of normalisation used. This can be explained by the fact that such techniques do not require strong assumptions regarding the stationarity of the input time series. However, this observation must be confirmed by further study involving a larger number of sites.

More generally, the present study points out that a minimum quality of forecasting cannot be achieved if nonlinearity is avoided. If a forecaster wants to avoid complexity in preprocessing by choosing a $k_c$ approach, it is necessary to transfer the complexity to the forecasting technique itself in order to obtain a satisfactory minimum quality.
5. Conclusions
In this preliminary study, we have shown that normalization of the solar irradiance with the help of a clear sky model produces better forecasting models irrespective of the technique used. It appears, however, that a nonlinear forecasting technique such as a neural network built with clearness time series can outperform simple linear models constructed with the clear sky index. When the comparison is carried out with the same technique, the use of the clearness index is only competitive with that of the clear sky index for very high variability sites. In such cases, it seems that with the nonlinear technique, the clearness index approach can be relied on; however, nonlinear methods remain more complex, and therefore more difficult to optimize.

As we have stressed throughout this article, these results are preliminary and need to be confirmed by future studies selecting more sites with different weather conditions. Finally, we hope that this preliminary assessment will help to fill the gaps in the literature regarding the use of different forecasting methodologies based on the clearness index in the solar forecasting domain.
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Appendix A
Here, we use statistical hypotheses to test for stationarity in the clear sky and clearness time series. In the literature, popular tests include Kwiatkowski–Phillips–Schmidt–Shin (KPSS) [24] and Augmented Dickey–Fuller (ADF) [25]. In this application, we select the KPSS test, for which the null hypothesis (H0) stipulates that the series is trend-stationary (i.e., the mean can grow or decrease over time), while the alternate hypothesis (H1) is that the series has a unit root (i.e., it is non-stationary). As shown by Table A1, the null hypotheses of the KPSS for both the clear sky index and the clearness index can be rejected, as the value of the test statistic is greater than the critical value (here, 0.216) at the 1% level of significance. In other words, the KPSS test reports that both series are non-stationary.

Note that Yang [1] tested the stationarity of CSI time series by comparing the pairwise different conditional distributions of CSI using the Kolmogorov–Smirnov (KS) test. This non-parametric test evaluates whether two samples originate from the same distribution. Yang [1] came to the conclusion that CSI time series are locally stationary, that is, time series with statistical properties that change slowly over time.

Table A1. KPSS tests: critical value = 0.216 for \( p \)-value = 0.01.

| Clear Sky Index | Clearness Index |
|-----------------|-----------------|
| 0.44558         | 0.30589         |
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