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Supplementary Methods

Benchmarking QM levels of theory

One of our goals was to calculate potential of mean force (PMF) of the wb-WC reaction in various molecular environments using hybrid QM/MM approach. For such calculations to converge, extensive conformational sampling is required, which would limit the use of computationally expensive high levels of theory, such as some density functional theory (DFT) methods. Therefore, we focused on faster levels of theory with acceptable accuracy. Semiempirical methods (SE) provide a great speed-accuracy ratio, but can be highly inaccurate for some systems\textsuperscript{S1–S3}. Therefore, we first estimated the accuracy of several selected SE methods, namely PM family methods (PM3, PM6, PM6-D3 and PM7), in their ability to describe energy changes of the wb-WC reaction. Besides the gas phase energies, the optimal level of theory needed to accurately capture the effect of the implicit solvent. First, we compared total energy of the WC geometry formation ($\Delta E_{wc} = E(G^* \bullet U WC) - E(G \bullet U wb)$) calculated by selected DFT and SE methods in gas phase and in the implicit water model, using geometries optimized on $\omega$B97X-D3/def2-TZVP level. $\Delta E_{wc}$ from DLPNO-CCSD(T)/aug-cc-pVTZ was used as a reference in the calculations of absolute errors $\Delta \Delta E_{wc}$. All tested DFT (and RI-MP2) levels demonstrated small errors compared to the reference (< 1.5 kcal/mol) (Table S1). All levels of theory demonstrated monotonic increase of $\Delta E_{wc}$ upon increasing relative dielectric permittivity ($\epsilon$) of the implicit solvent model (Fig. S1).

SE levels, except for PM3, demonstrated much larger errors in $\Delta E_{wc}$ (7 – 10 kcal/mol) (Table S1). This is not unexpected, as PM methods were parameterized to accurately reproduce heat of formation ($\Delta H$), not the total energy\textsuperscript{S4}. In order to compare $\Delta H_{wc}$ of SE and DFT methods, the latter should include zero point energy, which limits the comparison to the DFT levels with successfully optimized geometries. The sets of geometries optimized in gas phase and in implicit water model were obtained using three levels of theory: $\omega$B97X-D3/def2-TZVP, and...
D3/def2-TZVP (only gas phase), B3LYP-D3BJ/def2-TZVP (no TS) and BLYP-D3BJ/def2-SVP. For each set, single-point heat of formations were calculated by the SE methods, and compared to enthalpies from the DFT methods. In this case, we did not use a single reference, but instead compared SE methods to $\Delta H_{uc}$ at the DFT level from the corresponding set of geometries. PM6 and PM6 with dispersion correction (PM6-D3) again showed large errors (4 – 9 kcal/mol) (Table S2). PM7 and PM3 showed much lower errors ($\lesssim$ 1 kcal/mol), comparable to the $\Delta H_{uc}$ differences between the selected DFT levels, and reaching the “chemical accuracy”. Although PM3 method exhibited relatively high accuracy, it predicted spurious pathway of the wb-WC reaction (via ion pairs, see Fig. S2), therefore was not used for QM/MM simulations. We also compared $\Delta H_{uc}$ from PM7-optimized geometries. For this, we used two sets of DFT-optimized reference geometries (BLYP-D3BJ/def2-SVP and B3LYP-D3BJ/def2-TZVP), introduced normally distributed noise (mean = 0, SD = 0.5 Å) to the Cartesian coordinates, and subjected them to re-optimization using PM7. $\Delta H_{uc}$ from the re-optimized PM7 geometries demonstrated slightly higher, but still reasonable errors (< 2 kcal/mol) (Table S2). This indicates that not only single-point energies, but also gradients (used in geometry optimizations, and later – in QM/MM MD simulations) are reasonably accurate on the PM7 level for local minima geometries. Next, we compared SE and DFT methods based on $\Delta H^\dagger$ – activation enthalpy of the wb-WC reaction. In $\Delta H^\dagger$, SE methods demonstrated much higher errors (2 – 14 kcal/mol) (Table S2). PM7 performance was the best among the SE methods (2 – 8 kcal/mol errors), but still far from reaching acceptable accuracy.

Based on these benchmark calculations, we selected PM7 as a QM level of theory for all QM/MM calculations. Large errors in $\Delta H^\dagger$ in PM7 do not allow using activation free energy barriers obtained from QM/MM calculations with PM7. Since a single-point and gradient calculation using PM7 takes only a fraction of a second for a base-pair-sized system, this choice of the QM method allowed us to collect enough lengths of the QM/MM MD trajectories in umbrella sampling calculations (cumulative time $\sim$ 120 ns) for the estimation
of conformational sampling errors and and convergence.

All DFT, RI-MP2 and DLPNO-CCSD(T) calculations were performed in Orca 4.2.1\textsuperscript{S5}. Tight convergence criteria were set for SCF calculations (10\textsuperscript{-8} a.u.), as well as for geometry optimizations. Quasi-Newton optimizer using the BFGS update was used for the local minima optimizations, while Berny algorithm was used for TS optimizations. Conductor-like polarizable continuum model (CPCM) method was used for implicit solvation models\textsuperscript{S6}. MOPAC-2016 was used for all SE calculations (James J. P. Stewart, Stewart Computational Chemistry, USA, \url{http://openmopac.net}).

**System setup**

*Benchmark systems.* Solution NMR structure of DNA dodecamer containing two wobble G•T base pairs (PDB ID: 1BJD) was used as the initial structure for the DNA system. A heptamer centered on one of the G•T base pairs was selected (5’-CGTGACG-3’, 5’-CGTTACG-3’). The heptamer was solvated in 50 Å x 50 Å x 50 Å box of TIP3P water\textsuperscript{S7}. Na\textsuperscript{+} and Cl\textsuperscript{−} ions were added to neutralize the system and reach NaCl concentration of 0.15 M. To build the benzene system, the single G•T base pair from the DNA system was taken after equilibration. Deoxyribose was retained, but phosphate groups were removed to have the neutral system. The base pair was solvated in 50 Å x 50 Å x 50 Å box of benzene.

*DNA-polymerases.* Although a crystal structure of pol-β with G•T base in WC geometry in the closed active site is available (PDB ID: 4PGX), Mn\textsuperscript{2+} ions were used to stabilize the closed active site in this structure\textsuperscript{S8}. Our goal was to model the effect of the native, Mg\textsuperscript{2+}-bound active site on the wb-WC reaction. Therefore, we used the crystal structure with a cognate G•C base pair and Mg\textsuperscript{2+} ions in the active site (PDB ID: 4KLF)\textsuperscript{S9} as the initial structure for our pol-β model. dCTP was mutated to dTTP. X-ray structure of T7 DNA polymerase with a cognate G•C base pair and Mg\textsuperscript{2+} ions in the active site and bound to thioredoxin (PDB ID: 1T7P)\textsuperscript{S10} was used as the initial structure for our pol-T7 model. dC was mutated to dT and thioredoxin was excluded in the model. Missing protein residues in
the DNA-pol models were added using Psfgen plugin in the VMD suite\textsuperscript{S11} and were partially optimized before the equilibration protocol. Both models were solvated in TIP3P water boxes\textsuperscript{S7}, maintaining at least 16 Å from the box edges to the solute.

\textit{A-site models.} X-ray structure of \textit{T.thermophilus} 70S ribosome bound to tRNA\textsuperscript{Thr} in the A site (PDB ID: 6GSK) was used as the initial structure for all A-site models. In this structure, U\textbullet G base pair in the second codon (AUC) - anticodon (GGU) position is solved in the WC geometry\textsuperscript{S12}. The “closed” A-site model contained no manual changes in the decoding center, and the “ribosomal fingers” (rRNA residues A1492, A1493 and G530) were in \textit{out} conformation, surrounding the codon-anticodon helix. As a proxy of the “open” state of the decoding center we created “abasic” model, in which we deleted nucleobases of A1492, A1493 and G530 residues, leaving only their sugar-phosphate backbone. Abasic model, in contrast to a more realistic “open” model, alleviated the need to use harmonic restraints on these residues, which would affect dipole moment fluctuations, important in one of our analyses. Harmonic restraints to create the open state of the decoding center were used only in QM/MM umbrella sampling simulations, as described in the corresponding paragraph.

Preparation of the closed and abasic models of the decoding center was performed similarly to the other studies\textsuperscript{S13}. All residues within 35 Å radius of the center of mass (c.o.m.) of the second codon-anticodon base pair were selected for the model of the decoding site. Obtained spheres of 35 Å radius were solvated in 120 Å x 120 Å x 120 Å box of TIP3P water\textsuperscript{S7}. Na\textsuperscript{+} and Cl\textsuperscript{−} ions were used to neutralize the system and reach NaCl concentration of 0.15 M. The outer ∼ 7 Å shell of the solute in the A-site models was restrained in all subsequent simulations with a force constant of 30 kcal mol\textsuperscript{−1}Å\textsuperscript{−2}. The inner 28 Å sphere was not restrained in the final production simulations, but was also restrained during the equilibration protocol, as described below.

All Mg\textsuperscript{2+} ions from the ribosome X-ray structure were excluded for two reasons: 1) Mg\textsuperscript{2+} have been shown to create artifacts when classical force fields parameters were used, thus usually requiring specialized or polarizable force fields for accurate modeling\textsuperscript{S14,S15} and 2) in
X-ray crystallography experiments, electron density peaks labeled as Mg\(^{2+}\) ions may often be in fact water molecules or Na\(^{+}\) ions\(^{16}\). While Mg\(^{2+}\) ions are undoubtedly important for ribosome structure and function\(^{17}\), their accurate modeling is out of scope in this study. Their complete exclusion may even improve the reliability of the models given that classical force fields are used, and the MD trajectories lengths are relatively short\(^{18}\). In contrast to the ribosome crystal structures with a large number of modeled Mg\(^{2+}\) ions, DNA polymerases contain 1-3 well-defined and tightly bound Mg\(^{2+}\) ions, known to be essential for dNTP binding\(^{19}\). Therefore, Mg\(^{2+}\) were retained in all models of DNA polymerases.

The open A-site model in the US simulations (see below) was prepared as following. We used torsional harmonic restraints on A1492 and A1493 as in the study by Zeng et al.\(^{13}\). By moving these harmonic restraints with a force constant of 0.04 kcal mol\(^{-1}\)Å\(^{-2}\), A1492 and A1493 changed their conformation from \textit{out} to \textit{in} and intercalated into h44 rRNA helix, characteristic of the open A-site state\(^{13,20}\). As the initial coordinates for the open A-site model we used frames from the end part of the US trajectories of the closed A-site model. Visual inspection of the trajectories revealed that closed\(\rightarrow\)open transition happened on the timescale of approximately 10 ps.

In all models, during equilibration and all classical MD simulations, the studied G•U(T) base pair was maintained in the WC geometry by using G\(^{*}\) parameters from CHARMM36 force field\(^{21}\). These parameters did not affect energies obtained in the QM/MM calculations, as the base pair was modeled with PM7 level instead.

**MD simulations**

NAMD 2.12 package was used for all MD simulations\(^{22}\). CHARMM36 force field was used for MM part in all MD simulations\(^{23-25}\). Particle Mesh Ewald method\(^{26}\) was applied to treat electrostatic interactions and a cutoff of 12 Å was used for the van der Waals interactions. Solvated and neutralized models were subjected to 1,000 steps of steepest-descent optimization of water and ions coordinates while the rest of the structure was restrained with
a force constant of 50 kcal/mol/Å$^2$. Solvent and ions, as well as cell volume were equilibrated with 1-2 ns of NPT simulations with 1 fs time-step at standard conditions using Langevin thermostat and barostat, maintaining the same restraints on the solute. The obtained coordinates were used for 10,000 steps of steepest-descent optimization without any restraints apart from the outer shell in the A-site models. The optimized coordinates were used for 400 ps of gradual heating of the systems to 298 K with 1 K increment every 400 fs. Classical production simulations were conducted in NVT ensemble using Langevin thermostat at standard conditions with 2 fs time-step. SETTLE algorithm$^{S27}$ was used for rigid bonds in water while SHAKE/RATTLE algorithm$^{S28}$ was used for rigid H-containing bonds in other molecules.

**Estimation of dielectric constant**

We employed Kirkwood-Fröhlich formula (KFF) to calculate static dielectric constant $\epsilon$ of the molecular environments surrounding the base pairs of interest. KFF relates $\epsilon$ to dipole moment $M$ fluctuations in a given volume$^{S29,S30}$. We used KFF for the case of surrounding permittivity $\epsilon_{RF} = \epsilon^{S31}$:

$$\epsilon = \frac{3\alpha + 1 + \sqrt{9\alpha^2 + 6\alpha + 9}}{4} \quad (S.1)$$

where

$$\alpha = \frac{\langle M^2 \rangle - \langle M \rangle^2}{3\epsilon_0 V k_B T} \quad (S.2)$$

where $\epsilon_0$ – dielectric constant of vacuum, $k_B T$ – thermal energy, and $V$ is the volume of the probed region.

For each studied system, at least two replicas of at least 75 ns of classical MD trajectories were collected. $\epsilon$ was measured in spheres of 5, 7, 9 and 12 Å radii centered at the base pairs of interest. For the DNA polymerases, we only focused on the G\cdotT base pair in the active site. For the A-site models, we calculated $\epsilon$ in spheres surrounding each codon-anticodon base pair separately. The same replicas of MD trajectories were used for the calculations
at four different radii at the three codon-anticodon positions. First 20 ns of each trajectory were excluded from the analysis. The general algorithm consisted of the following steps:

1. A center of the probed region was selected as C2 atom of the codon nucleobase at the given base pair (the template nucleobase for the DNA polymerases);

2. For a given cutoff radius, a selected trajectory was analyzed for the number of protein and nucleic acid residues present in the cutoff sphere at each MD frame; the largest set of residues was selected for the calculations, where this set was kept constant;

3. For a given cutoff radius, a selected trajectory was analyzed for the number of water molecules in the probed region. The mean number was selected for the calculations; this number was kept constant during the calculations by slight changes of the cutoff radius for water at each MD frame until the water selection converged to the needed amount of water molecules; variation of the cutoff was below 1.5 Å therefore, the cutoff radii presented on the figures reflect only the average radii of water selection spheres;

4. The total selection at each frame consisted of the set of protein and nucleic acid residues, and the converged set of selected water molecules. The selection did not include ions, as it has been revealed previously that the dynamic contribution from ions to the static dielectric constant is relatively small and can be neglected\textsuperscript{S32}. For this total selection, two properties were calculated: volume and dipole moment. Volume was calculated using VMD\textsuperscript{S11} as a density map with 1.0 Å resolution; due to computational cost limitations, the density grids were calculated every 4 ns. Dipole moment was calculated by VMD\textsuperscript{S11} using the c.o.m. of the selection as the reference point.

5. To obtain the scalar volume values, the density grids were integrated using 1.0 isovalue. Low fluctuations of the volume values from a given trajectory were confirmed, and the mean volume was used for $\epsilon$ calculations using Eq. (S.1).

To assess the our approach, we performed a benchmark calculation using a box of 42,000 TIP3P water molecules. Three replicas of approximately 30 ns were collected using classical MD in NVT ensemble at standard conditions. The described above approach was applied
to this benchmark system. The center of mass of the box was used as a center of the probe spheres. The result of this benchmark calculation is shown on Fig. S3. As the Figure demonstrates, $\epsilon$ calculated in our approach displays a size-dependence, similarly to the previous studies\textsuperscript{33}: $\epsilon$ of TIP3P water converges to its experimental value of $\sim$80 only at approximately 20 Å radius of the probe sphere. Therefore, our approach does not allow quantitative $\epsilon$ calculations of the relatively small regions of the decoding and active sites around the studied base pairs. We restricted our study to qualitative comparison of the closed and abasic models of the A site, and to pol-β and T7-pol DNA polymerases. Fig. S4 shows the cumulative mean square dipole moment fluctuation $\langle M^2 \rangle - \langle M \rangle^2$ in all MD trajectories. As the Figure demonstrates, most trajectories converged to relatively constant fluctuation levels, justifying the use of KFF.

**Umbrella sampling**

*Selection of the collective variables.* wb-WC reaction involves slow motions of heavy atoms (geometry change) and fast proton transfers (PT) (Fig. 1A), making it impossible to describe with a 1D collective variable (CV). Therefore, the geometry change and PTs were described with two separate CVs. To describe the geometry change, we used path collective variable (pathCV). PathCV requires a set of structures (images) describing the process and used as a reference\textsuperscript{34}. In pathCV, the position of a given coordinate frame on the path ($s$) is calculated as:

$$s = \frac{\sum_{i=1}^{N} i \exp(-\lambda R[X - X_i])}{\sum_{i=1}^{N} \exp(-\lambda R[X - X_i])}$$

(S.3)

and the distance from the path ($z$):

$$z = -\frac{1}{\lambda} \ln \left[ \sum_{i=1}^{N} \exp(-\lambda R[X - X_i]) \right]$$

(S.4)

where $R[X - X_i]$ is a distance metric, describing the distance from a given frame to the
path image $i$. As a distance metric, we used RMSD as implemented in colvars module of NAMD 2.12\textsuperscript{S35}. $\lambda$ is a parameter that can be tuned for optimal performance of pathCV. We used $\lambda$ value of 300 throughout all pathCV calculations.

To obtain the reference path, we optimized the full wb-WC reaction in G•U \textit{in vacuo} using nudged elastic band method (NEB). We used NEB-TS implementation in Orca 4.2.1\textsuperscript{S5}, which is a combination of climbing-image NEB (CI-NEB)\textsuperscript{S36} and eigenvector-following optimization of a TS guess. NEB-TS was performed on B3LYP-D3BJ/def2-TZVP level of theory using the default spring force constant of 0.1 Eh Bohr$^{-2}$ and tight criteria for SCF convergence. The optimized path contained 34 frames. It’s potential energy profile is shown on Fig. 1B. To create the set of images for pathCV, the double-proton-transfer (DPT) part of the NEB path (frames 26 to 34) was excluded, as it did not contain the geometry changes. Only ring atoms of the nucleobases were included into pathCV calculations. PTs in the wb-WC reaction were described as a distance difference $hb = d(O6-H3) - d(N1-H1)$. Characterization of the wb-WC reaction in 2D CV space $(s; hb)$ clearly distinguished three local minima and the TS on the reference NEB path (Fig. 1C). Although the previous computational studies revealed only G•U \textit{wb} $\rightarrow$ G•U* WC path in the wb-WC reaction\textsuperscript{S37}, the possibility of the alternative path G•U \textit{wb} $\rightarrow$ G•U WC, or a bifurcation leading to both products could not be excluded. To verify the TS from the NEB calculations, and to exclude at least the post-TS bifurcation, we performed committor analysis in gas phase on BLYP-D3BJ/def2-SVP. Approximately 50 Born-Oppenheimer MD simulations were started from the TS with randomly initialized velocities matching 298 K using Berendsen thermostat with 2 fs period. Simulations were performed for 200 fs with 1 fs time step. Committor analysis revealed roughly equal partition between reactant (wb) and product (G•U* WC), suggesting validity of the TS (Fig. 1C). No trajectories led to G•U WC, which enables excluding a post-TS bifurcation in this reaction (Fig. 1C). Therefore, the selected reference path accurately describes the wb-WC reaction.

\textit{Setup of the US calculations.} To calculate potential of mean force (PMF) of the wb-WC reaction in the selected models, we applied umbrella sampling (US) simulations. US allows
generating a biased ensemble in a series of windows using specified CV-derived biases\textsuperscript{S38}. Using weighted histogram analysis method (WHAM), applied to the set of biased distributions in windows, the unbiased PMF can be calculated\textsuperscript{S38}. We used 34 frames from the NEB path as the initial base pair coordinates of the US windows. For each studied system, a frame from the end part of the corresponding classical MD trajectory was selected as the initial system coordinates for US simulations. To prepare the initial US windows, coordinates of the studied G•U(T) base pair in the initial system were changed to the pre-aligned coordinates of each NEB frame. Thus, 34 initial US windows in each simulated system differed only by the base pair coordinates. \textit{z} was not used as a CV for PMF calculation. Instead, in all US simulations, a “half-harmonic” boundary potential was added at \textit{z} value of 0.15 with a force constant of 100 kcal/mol/Å\textsuperscript{2}. This prevented simulations from visiting largely out-of-plane or shifted base pair conformations, where \textit{s} would not be well-defined. At the same time, using the boundary potential instead of restraining \textit{z} at 0 allowed us to ignore \textit{z} in WHAM calculations.

To improve sampling in the vicinity of the minima while still covering the full wb-WC path, we used two layers of US windows with different force constants applied to the chosen CVs \textit{s} and \textit{hb}. The more “rigid” layer with the force constant of 50 kcal/mol/Å\textsuperscript{2} applied to both \textit{s} and \textit{hb} covered all US frames in the TS region and selected frames in the vicinity of the minima. The more “flexible” layer with the force constant of 5 kcal/mol/Å\textsuperscript{2} only covered frames in the vicinity of the minima. The two layers together contained 48 US windows per each system.

\textit{QM/MM US simulations}. All US simulations were performed in hybrid quantum-mechanical/ molecular-mechanical (QM/MM) scheme. PM7\textsuperscript{S4} in MOPAC2016 was used for the QM region and CHARMM36 force field\textsuperscript{S23–S25} in NAMD2.12\textsuperscript{S39} was used for the MM region. In all systems, the QM region comprised only the nucleobases in the base pair of interest (26-29 atoms), with the QM/MM interface placed at the glycosidic bonds. The hydrogen link-atom approach with charge shift scheme was used to treat the link atoms. Tight
SCF convergence criteria ($10^{-8}$ kcal/mol) were used in PM7 calculations in MOPAC. It is worth emphasizing that in the MOPAC2016/NAMD interface, NAMD reads heats of formation from MOPAC. Each US window was minimized with 100 steps of steepest-descent before the start of the production simulations. All US simulations were performed in NVT ensemble using Langevin thermostat at standard conditions. Integration step was 0.2 fs, and trajectories were collected every 40 fs. First 12 ps of the US trajectories were discarded from the analysis. Each US window was simulated for at least 100 ps up to 400 ps, resulting in the cumulative $\sim$120 ns of the QM/MM simulations. In each system, some (random) US trajectories lagged behind the rest of the trajectories, as they were running individually on the computing cluster. These trajectories were excluded from the WHAM calculations.

**PMF calculations.** wham-2D code by Alan Grossfield was used for all WHAM calculations. US trajectories were divided into batches of approximately 20 ps, and PMF was calculated from each batch separately to monitor the convergence. The grid for WHAM calculations was $[0;1]$ with 0.025 step for $s$ and $[-1.8;1.8]$ with 0.05 Å step for $hb$. Empty bins were filtered out. The grid was divided into regions corresponding to G●U wb, G●U* WC and G*●U WC basins. $\Delta G$ of each of the three states was calculated as local PMF minima in each basin. For each batch, $\Delta G_{wc}$ was calculated as $\Delta G(G^*●U WC) - \Delta G(G●U wb)$. Visual inspection of the $\Delta G_{wc}$ convergence allowed to arbitrary assign converged regions of the trajectories (Fig. 4B-D). These regions were then treated as a single batch in each trajectory, PMFs from which are shown on Fig. 4A and Fig. S5. MEPSA was used to calculate a minimal free energy path from PMF.

**Kinetic modeling**

**Rate constants.** To the best of our knowledge, no set of experimental rate constants of decoding in translation measured in high0fidelity conditions is available for a codon-anticodon combination with a G●U mismatch. Therefore, we selected the set of rate constants corresponding to the A●C mismatch in the first codon-anticodon position from Rudorf et al.
The rate constants are shown in Table S3. C2↔C3 transition (codon reading) is very rapid, which prevents estimation of its rate constants. Therefore, we used arbitrary rate constants for this transition, namely $k_2$, $q_3^c$ and $q_{3c}^n$. In order to maintain at least some consistency with the previous studies, we calculated these rate constants from a free energy diagram in Pavlov and Ehrenberg. However, the low free energy barriers in this diagram result in extremely high rate constants ($\sim 10^9$ s$^{-1}$) that would prohibit the use of numerical calculations. Therefore, we uniformly scaled these rate constants down to values acceptable for the numerical calculations, while keeping the values high enough to not have significant rate-limiting effects (Table S3).

All equilibrium populations were calculated from the free energy changes $\Delta G$ according to Boltzmann population at standard conditions, or equivalently, from forward and reverse rate constants:

$$P_{eq} = \frac{\exp\left(-\frac{\Delta G}{RT}\right)}{\exp\left(-\frac{\Delta G}{RT}\right) + 1} = \frac{k_f}{k_r}$$  \hspace{1cm} (S.5)

where $RT$ is the thermal energy.

Rate constants were calculated from the free energy of activation $\Delta G^\ddagger$ according to Eyring equation with transmission coefficient 1 at standard conditions:

$$k = \frac{k_B T}{h} \exp\left(-\frac{\Delta G^\ddagger}{RT}\right)$$  \hspace{1cm} (S.6)

where $k_B$ is Boltzmann’s constant and $h$ is Planck’s constant.

**Numerical calculations.** Numerical solutions of the kinetic systems of decoding were obtained by numerical integration of ordinary differential equations (ODE) in Python 3.6, describing the kinetic model on Fig. 5A. The same rate constants were used for both analytical solutions and numerical calculations. As the initial conditions, we used $[R_1] = 50\mu M$, $[T_c] = 1\mu M$, $[T_{nc}] = 1\mu M$, and zero concentrations for the rest of the states. A close to constant concentrations of $T_c$ and $T_{nc}$ were maintained by using rapid zero-order formation
reactions and first-order degradation reactions, rate constants of which were set to result in
the desired concentrations of $T_c$ and $T_{nc}$. Rapid equilibrium approximation for the wb-WC
reaction in states C2 and C3 was maintained by using very low $\Delta G^\ddagger$ in these states (6 – 8
cal/mol). Numerical integration at each point in the space of rate constants was performed
for 800 s with 2 µs step ($4 \cdot 10^8$ steps). The concentrations from the last step were used as
steady-state concentrations. $\eta(ODE)$ was calculated as $\frac{[P_W]}{[P_R]}$. $P_{wc}(ODE)$ was calculated as
\[
\frac{[C_{4WC}]}{[C_{4WC}]+[C_{4WC}^c]}
\]

Derivations of analytical solutions are described in Appendix.

Analysis and visualization

All data analysis and visualization was performed in Python 3.6 using NumPy\textsuperscript{S44} and Mat-
plotlib\textsuperscript{S45}, unless specified otherwise. Visualization of molecular structures were performed
in VMD\textsuperscript{S11} and Chemcraft.
Supplementary Discussion

Generality of our model

The historical development of substrate recognition models reflects the increasing appreciation for the flexibility in enzyme-substrate binding. The earliest "lock-and-key" model considers both partners as rigid bodies with a steric complementarity to each other\textsuperscript{S46}. Later, Koshland proposed the "induced-fit" model\textsuperscript{S47}, in which cognate substrate induces changes in the enzyme’s active site which is required for the catalytic activity. The "conformational selection" model, proposed later, suggests that the "active" conformational states of an enzyme exist even in the absence of a cognate substrate, and are only stabilized by its binding\textsuperscript{S48}. Both induced-fit and conformational selection models focus only on the enzyme flexibility and assume a rigid substrate. While such assumption is likely valid for the majority of small-molecule substrates, it arguably oversimplifies the base pair recognition.

Our motivation here was to incorporate the wb-WC reaction into the kinetic model of decoding, resulting in a new model that is more general. Our model builds on the induced-fit model, but allows to consider flexible substrates that change \textit{during} the decoding. The classical induced-fit-based model of decoding is a special case within our model in the limit of rapid equilibrium in the substrate at the pre-chemistry step, as demonstrated on Fig. 5C and illustrated schematically on Fig. S9. Therefore, our model satisfies the correspondence principle by Bohr\textsuperscript{S49} by generalizing the induced-fit model.

Specific predictions of our model

\textit{Constrained error rate}. Our model predicts a vastly different dependence of the error rate $\eta$ on $q_{4}^{c/nc}$ and $k_{4}^{c}$ compared to the classical model. In the classical model, the dependence of $\eta_{0}$ on $k_{4}^{c/nc}$ is governed by the equilibration of cognate to near-cognate ratio of decoding state populations. In our model, this process is counteracted by the equilibration of the
wb-WC reaction in C4, leading to the virtually flat $\eta(k_4^c)$ for a range of $k_4^c$ where the wb-WC reaction is out of equilibrium. The dependence of the classical $\eta_0$ on $q_{4}^{c/nc}$ is symmetric to $\eta_0(k_4^c)$, as it is also governed by the same equilibration process. In our model, the equilibrium WC population in C3 contributes to the nearly flat region in $\eta(q_{4}^{c/nc})$ for $q_{4}^{nc} > k_4^c > q_{4}^{c}$, as its kinetic partitioning into C4 grows proportionally with $q_{4}^{nc}$, thereby counteracting the "classical" equilibration process.

To the best of our knowledge, currently available studies of rate-accuracy trade-offs do not confirm or disprove this prediction.

Thompson and Karim$^{50}$ used a slowly-hydrolyzable GTP analog GTP[$\gamma$S] to study the binding of cognate (tRNA$^{Phe}$) and non-cognate (tRNA$^{Leu}_{CAG}$) ternary complexes to the poly(U)-programmed ribosomes. They concluded that the observed $K_d^c/K_d^{nc}$ ratio, lower than would have been expected in experiments with GTP, was due to the reduced rate of GTP[$\gamma$S] hydrolysis, and therefore the decoding was close to equilibrium conditions$^{50}$. This study used non-cognate tRNA with two mismatches (U$\cdot$G in the first and U$\cdot$C in the third codon-anticodon positions), thus, not disproving predictions of our model.

A study by Zeidler et al.$^{51}$ concluded that H85Q variant of EF-Tu decreased the error rate for Leu vs Phe misincorporation from bulk tRNA on poly(U)-mRNA translating T. thermophilus ribosomes at 65°C due to a decreased rate of GTP hydrolysis by this variant. However, the effect of the H85Q-EF-Tu on tRNA binding was higher than on the GTP hydrolysis$^{51}$, therefore the source of the decreased error is unclear. Moreover, the contribution of individual mismatches was not estimated.

Although not available yet, testing the $\eta(k_4^c)$ dependence seems feasible by e.g. GTP analogs with lower or higher hydrolysis rate by EF-Tu. Testing the prediction of the $\eta$ dependence on increasing $(q_{4}^{c/nc})$ might be more complicated, as it would require selective destabilization of the closed A-site state. The error-restrictive mutations in ribosomal protein S12 do not significantly affect $(q_{4}^{c/nc})$, but rather the following steps of decoding$^{52}$. It is important to emphasize that for $q_{4}^{nc} < k_4^c$ and for a reasonable range of $\Delta G_{4}$, our model predicts
similar behavior of $\eta(c^{nc}_4)$ as in the classical model (Fig. 5C, right), thus not contradicting the experiments with aminoglycosides$^{553}$ and ribosome ambiguity mutations$^{554}$.

Constrained near-cognate GTPase activation rate constant. In the linear approximation, for $k_r << k_f < k_4^c$ we can derive an equality (see Appendix):

$$k_4^{nc} = k_f + q_4^{nc} P_{WC}^{C3}$$

Eq. (S.7) suggests that the near-cognate rate constant of GTPase activation $k_4^{nc}$ is defined by the parameters of the wb-WC reaction for a biologically-relevant range of $k_4^c$; $k_4^{nc}$ of a codon-anticodon combination with a G\mbox{-}U mismatch is yet to be measured in high-fidelity conditions. In DNA replication, the similarity between $k^{\text{incorrect}}_\text{pol}$ and $k_f$ values was already noted by Kimsey et al.$^{555}$, but remained unexplained within their numerical kinetic modeling approach.

Symmetry in the rate constants of the open-closed transition. A theoretical study by Savir and Thusy$^{556}$ attributed the "optimal" values of decoding rate constants $q_4^{c/nc}$ and $k_4^{c/nc}$, in which $q_4^{nc}$ and $k_4^c$ are similar, to a symmetry in a fitness solution that optimizes both rate and accuracy. Since for a broad range neither of these rate constants significantly contributes to the cognate rate of even the initial selection (given the in vitro rate constants values), it remained unclear how exactly such solution optimizes fitness. Our model provides an alternative explanation. The apparent similarity between $q_4^{nc}$ and $k_4^c$ can be explained with the kinetic partitioning term $q_4^{nc} P_{wc}^{0}$ in $P_{wc}^{C3}$. For $q_4^{nc} > k_4^c$, and assuming $q_4^{nc} << k_4^c$, contributions of $P_{wc}^{0}$ to the error rate will exceed contributions from the slow wb-WC reaction in C4 (i.e. $k_f$), and mostly cancel the classical equilibration, thus having virtually no advantage to the accuracy of decoding. For $q_4^{nc} < k_4^c$, the error is dominated by $k_f$ in C4 and increases similarly to the classical model. It is possible to speculate that decoding in translation has been optimized under the constraints of two independent wb-WC parameters $P_{wc}^{C3}$ (equilibrium WC population in aqueous environment) and $k_f$ (kinetics of the wb-WC reaction),
resulting in an "optimal" solution where both parameters have almost equal contribution to the error rate. Although our model can justify the ribosome position at $q_{4}^{nc} \approx k_{4}^{c}$, a rigorous explanation would still require a consideration of additional variables, since $q_{4}^{nc} \approx k_{4}^{c}$ is not a local minimum of $\eta$.

**Implications for proof-reading.** Our model of the wb-WC reaction effects on decoding accuracy was restricted to the initial selection, but it does not contradict the concept of proof-reading in translation. Recent cryo-EM studies demonstrate that in post-GTP-hydrolysis states the decoding site rearranges back to the open state $S_{57}$, which could potentially reset the equilibrium in the wb-WC reaction back to the wobble geometry. However, proof-reading of G•U mismatches in translation has yet to be directly demonstrated.

**Potential implications for base pair recognition in DNA replication**

In this study, we focused mainly on the role of the wb-WC reaction in codon-anticodon decoding, but its role in base pair recognition in DNA replication is also relevant. Our QM/MM US calculations showed exoergic wb-WC reaction in G•T base pair in the closed active site of pol-$\beta$, in accordance with previous structural studies $^{S58}$. In contrast, the $\Delta G_{wc}$ of G•T in the closed active site of T7 polymerase was within its value in DNA duplex in water. The polarity of their active sites was not drastically different, suggesting a major role of tighter steric constraints on the base pair geometry in pol-$\beta$ active site. Both DNA polymerases employ similar recognition mechanisms, which is also fundamentally similar to codon-anticodon recognition in translation (i.e. the presence of the open-closed transition of the active/decoding site $^{S58}$). Therefore, it is reasonable to suggest that some DNA polymerases can be affected by the wb-WC reaction in G•T in a similar way as our model predicts it for the ribosome. We speculate that dependence of error rate on the rate constants of the open$\rightarrow$closed transition in pol-$\beta$ would also display flat regions. Along the same line, the potentially reduced steric constraints on the WC geometry in the active site
of T7-pol, which is in line with the absence of structural studies showing the WC geometry of G•T in the active site of this DNA polymerase, could be an adaptation allowing T7-pol operation in close-to-equilibrium conditions of G•T recognition with respect to the wb-WC kinetics. Previous theoretical studies have suggested that this DNA polymerase operates in the energetic regime of recognition, as opposed to the kinetic regime in another DNA polymerase, pol-γ\textsuperscript{59}.

Comparison of our model and a numerical kinetic model from Kimsey et al.\textsuperscript{55}. Recent study by Kimsey et al.\textsuperscript{55} successfully predicts misincorporation rates of several DNA polymerases from the equilibrium WC geometry populations in solution. It may indicate no stabilization of the WC geometry in the active sites of any of the DNA polymerases they studied, or that such stabilization does not affect the error rate. However, principally this experimental observation does not contradict our model. In the numerical kinetic modeling approach employed by Kimsey et al.\textsuperscript{55}, the wb-WC reaction is modeled only in the open state of the active site, using the experimentally measured $\Delta G_{wc}$ in water. In analogy with the ribosome, it is reasonable to suggest that the environment of the open active site of DNA polymerases does not significantly perturb the WC population compared to water solution. The linearity of the model by Kimsey et al.\textsuperscript{55} results in $P_{wc}^{\text{closed}} = P_{wc}^{\text{open}}$ (i.e. the wb-WC reaction in the closed state is absent, and the open-to-closed kinetic partition term equals 1).

In our model, in the vicinity of experimental $\Delta G_{\dagger}$ and $\Delta G_{wc}$ values, and for the used values of the decoding rate constants, Eq. (2) predicts comparable contributions to $\eta$ from $P_{wc}^{0}$ and from the slow exoergic wb-WC reaction in C4 ($k_f$) (Fig. 5B). Therefore, the numerical kinetic model by Kimsey et al.\textsuperscript{55} (implicitly) predicted $P_{wc}^{\text{open}}$ from the experimental data, which can still be a good approximation to $P_{wc}^{\text{closed}}$ given that $P_{wc}^{\text{open}} \approx \frac{k_f}{q_{wc}^{\text{closed}} \rightarrow \text{open}}$. If in some DNA polymerases the equilibrium of the wb-WC reaction is not significantly affected by the closed active site environment, like our QM/MM calculations predict it for T7-pol (Fig. 4C), $P_{wc}^{\text{closed}} \approx P_{wc}^{\text{open}}$ would be even more realistic approximation.
Appendix

Derivation of Eq. (2). Nomenclature of the states and decoding rate constants is explained in details elsewhere\textsuperscript{S43}. The scheme of the "classical" initial selection in decoding is shown on Fig. S6. In the Michaelis-Menten formulation, the error of decoding in translation \( \eta_0 \):

\[
\eta_0 = \frac{R^{nc}}{R^c} = \frac{(k_{cat}/K_m)^{nc}}{(k_{cat}/K_m)^c} = \frac{k^{nc}_4 [C4_{nc}]}{k^c_4 [C4_c]} \quad (A.1)
\]

where \( R^i \) is the rate of decoding, \( k^{i}_{cat} \) is the catalytic rate constant, \( K^i_m \) is the Michaelis-Menten constant, \( [C4_i] \) is the steady-state concentration of \( C4 \) state, and \( k^i_4 \) is the rate constant of GTPase activation, for \( i = c \) (cognate), \( nc \) (near-cognate).

According to Pavlov and Ehrenberg\textsuperscript{S43}, \( R^i \) can be expressed in terms of rate constants as following:

\[
R^i = \frac{k_1}{1 + a^i_2(1 + a^i_3(1 + a^i_4))} \quad (A.2)
\]

where \( a^i_2 = q_2/k_2, a^i_3 = q^i_3/k_3, a^i_4 = q^i_4/k^i_4 \).

Now let us consider the decoding scheme on Fig. 5A. \( R^{nc} \) can be expressed as following :

\[
k^{nc}_4 [C4_{nc}] = k^{wb}_4 [C4^{wb}_{nc}] + k^{wc}_4 [C4^{wc}_{nc}] \quad (A.3)
\]

Given \( k^{wb}_4 = 0 \) and \( k^{wc}_4 = k^c_4 \) (see main text) and from Eq. \( (A.3) \), we obtain Eq. \( (1) \). From Eq. \( (A.1) \) and Eq. \( (1) \), the error from the wb-WC reaction in the \( C4 \) state \( \eta \):

\[
\eta = [C4_{nc}] / [C4_c] P_{wc} \quad (A.4)
\]

Now, we can write \( P_{wc} \) (WC population in state \( C4_{nc} \)) in terms of forward and reverse rate constants of the tautomerization reaction \( (k_f, k_r) \) using equation for product concentration in reversible first order chemical reaction at time \( \tau \):
\[ P_{WC} = P_{wc}^{eq} + (P_{wc}^0 - P_{wc}^{eq}) \exp(- (k_f + k_r) \tau) \] (A.5)

where \( P_{wc}^{eq} \) is the equilibrium WC population in \( C_{4nc} \) for a given \( (k_f, k_r) \), and \( P_{wc}^0 \) is the initial WC population in \( C_{4nc} \). The meaning of \( P_{wc}^0 \) is the contribution of \( P_{C_3 wc}^{eq} \) to \( P_{wc}^{eq} \). Such contribution is affected by the relative forward and reverse \( C_3 \leftrightarrow C_4 \) rates between wb and WC "branches". Therefore, \( P_{wc}^0 \) is the WC population in \( C_3 \) state, kinetically partitioned into \( C_4 \) state:

\[ P_{wc}^0 = P_{C_3 wc}^{eq} K_{C_3 \rightarrow C_4 wc}^{wb} = P_{C_3 wc}^{eq} \frac{q_{nc}}{k_4 + q_4} \] (A.6)

where \( K_{C_3 \rightarrow C_4 wc}^{wb} = \frac{k_3}{k_4 + q_4} \) and \( K_{C_3 \rightarrow C_4}^{wc} = \frac{k_3}{q_4} \).

\( \tau \) has a meaning of a lifetime over which the product can form. The residence time of \( C_{4nc} \) state (see Fig. 5A):

\[ \tau = \frac{1}{k_4 + q_4} \] (A.7)

From Eq. (A.4), Eq. (A.5) and Eq. (A.7) we obtain Eq. (2):

\[ \eta = \frac{[C_{4nc}]}{[C_{4c}]} \left( P_{WC}^{eq} + (P_{WC}^{eq} - P_{WC}^{eq}) \exp(- \frac{k_f + k_r}{k_4 + q_4}) \right) \] (2 revisited)

Linear approximation of Eq. (2). Linear approximations were used to visualize the cancelling of \( \eta(k_4^c) \) dependence in the slow kinetic regime of the wb-WC reaction, and to derive Eq. (S.7). For the linear approximation, we assumed the slow kinetic regime of the reaction. With this assumption, \( P_{wc}^{eq} \approx 1 \) since \( \Delta G_{wc} \) is negative. Also, \( k_r \) in the numerator of the exponential term in Eq. (2) can be omitted since \( k_f > k_r \). To simplify the solution even further, we assumed \( q_4^c << k_4^c \), and thus we can approximate \( \tau = 1/k_4^c \) and \( P_{wc}^0 = P_{wc}^{eq} \frac{q_{nc}}{k_4^c} \).

Under these assumptions we can write:

\[ \eta = \frac{[C_{4nc}]}{[C_{4c}]} \left( P_{WC}^{eq} + (P_{WC}^{eq} - P_{WC}^{eq}) \exp(- \frac{k_f + k_r}{k_4^c + q_4^c}) \right) \] (2 revisited)
\[ P_{wc} = 1 + (P_{wc}^0 - 1) \exp \left( \frac{k_f}{k_4^c} \right) \quad (A.8) \]

To derive the linear approximation from Eq. (A.8) we also assume \( k_f < k_4^c \). This allows to neglect higher-order terms in the Taylor expansion of the exponential term in Eq. (A.8). Thus, the linear approximation of Eq. (A.5):

\[ P_{wc}^L = 1 + (P_{wc}^0 - 1) \left( 1 - \frac{k_f}{k_4^c} \right) = \frac{k_f + q_4^{nc} P_{wc}^C}{k_4^c} + \frac{k_f q_4^{nc} P_{wc}^C}{(k_4^c)^2} \approx \frac{k_f + q_4^{nc} P_{wc}^C}{k_4^c} \quad (A.9) \]

Fig. S7 demonstrates the validity of the linear approximation Eq. (A.9), as it matches non-approximated Eq. (A.5) and numerical calculations for the biologically-relevant region of \( k_4^c \). By expressing \( P_{wc}^L \) in terms of \( k_4^c \) and \( q_4^{nc} \) according to Eq. (1), we obtain Eq. (S.7).

With Eq. (A.9) we expressed \( P_{wc}^L \) as a linear function of \( k_4^c \). However, the cancelling of \( k_4^c \) in \( \eta \) of the slow kinetic regime of the wb-WC reaction is still not immediately evident. To clearly observe this, we also needed to simplify \( \left[ C_4^{nc} a_4^c \right] \) (designated as \( \frac{1}{D} \) below). To do this, we first considered equilibration of \( D \) as a function of \( k_4^c \). At \( k_4^c \rightarrow 0 \), \( D \) approaches its equilibrium value \( D_{max} \). \( D_{max} \) is the "intrinsic selectivity" from Pavlov and Ehrenberg\(^{S43}\), multiplied by \( \frac{k_4^{nc}}{k_4^c} \):

\[ D_{max} = \frac{a_3^{nc} a_4^{nc}}{a_3^c a_4^c} \frac{k_4^{nc}}{k_4^c} = \frac{q_3^{nc} q_4^{nc}}{q_3^c q_4^c} \quad (A.10) \]

At \( k_4^c \rightarrow \infty \), \( D \) approaches its minimal value \( D_{min} \). The exact form of \( D_{min} \) is irrelevant below, as \( D_{min} << D_{max} \). Using these two variables as initial and equilibrium concentrations, we can describe the process of\( D \) equilibration using the equation for a first-order reversible reaction:

\[ D = D_{max} + (D_{min} - D_{max}) \exp \left( -\frac{Q}{K} \right) \approx D_{max} - D_{max} \exp \left( -\frac{Q}{K} \right) \quad (A.11) \]
where \( Q \) and \( K \) are total reverse and forward rates of decoding. The equilibration of \( D \) is limited by the cognate decoding rates\(^{S43}\). Therefore, we can approximate \( Q \) and \( K \) from the cognate rate constants only:

\[
Q = \prod q_i^c = q_2q_3^cq_4^c
\]  
\( (A.12) \)

\[
K = \prod k_i^c = k_2k_3k_4^c
\]  
\( (A.13) \)

Since we are interested in the non-equilibrium region where \( K > Q \), the ratio in the exponential term in Eq. (A.11) allows to apply the linear approximation to the Taylor expansion of the exponential, similarly as performed above to obtain Eq. (A.9):

\[
D^L = D_{max} - D_{max} \left( 1 - \frac{Q}{K} \right) = \frac{QD_{max}}{K}
\]  
\( (A.14) \)

Using Eq. (A.10), Eq. (A.12) and Eq. (A.13), from Eq. (A.14) we obtain the linear approximation of \( \frac{1}{D} \):

\[
\left( \frac{1}{D} \right)^L = \frac{K}{QD_{max}} = \frac{k_2k_3k_4^c}{q_2q_3^{nc}q_4^{nc}}
\]  
\( (A.15) \)

Eq. (A.15) is a good approximation to \( \frac{[C_{4nc}]}{[C_{4c}]} \) in the non-equilibrium region, as demonstrated on Fig. S7.

From Eq. (A.15) and Eq. (A.9) we obtain the linear approximation of \( \eta \) for the slow kinetic regime of the wb-WC reaction at non-equilibrium conditions:

\[
\eta^L = \left( \frac{1}{D} \right)^L P_{wc}^L = \frac{k_2k_3}{q_2q_3^{nc}} \left( \frac{k_f}{q_4^{nc}} + P_{wc}^{C3} \right)
\]  
\( (A.16) \)

which is indeed independent of \( k_4^c \). Fig. S7 demonstrates the validity of Eq. (A.16).
### Supplementary Table S1: Benchmark calculations of total energy of the WC geometry formation

| Method                        | $\Delta E_{\text{gas}}^{a}$ | $\Delta E_{\text{water}}^{b}$ | $\Delta \Delta E_{\text{gas}}^{c}$ | $\Delta \Delta E_{\text{water}}^{d}$ |
|-------------------------------|------------------------------|-------------------------------|--------------------------------------|---------------------------------------|
| DLPNO-CCSD(T)/aug-cc-pVTZ      | -1.98                        | 3.17                          | 0.0                                  | 0.0                                   |
| RI-MP2/def2-TZVP               | -1.93                        | 3.0                           | 0.05                                 | 0.17                                  |
| $\omega$B97X-D3/def2-TZVP      | -1.11                        | 4.53                          | 0.05                                 | 1.35                                  |
| $\omega$B97X-V/def2-TZVP       | -1.21                        | 4.38                          | 0.77                                 | 1.2                                   |
| B97M-V/def2-TZVP               | -2.05                        | 3.55                          | 0.07                                 | 0.38                                  |
| B3LYP-D3BJ/def2-TZVP           | -1.65                        | 3.94                          | 0.33                                 | 0.77                                  |
| M06-2X/6-31+G(d,p)             | -3.31                        | 2.18                          | 1.33                                 | 0.99                                  |
| BLYP-D3BJ/def2-SVP             | -1.15                        | 3.73                          | 0.83                                 | 0.56                                  |
| b97-3c                         | -1.5                         | 4.21                          | 0.48                                 | 1.03                                  |
| BPEh-3c                        | -2.55                        | 2.72                          | 0.57                                 | 0.45                                  |
| PM3                           | -1.26                        | 3.8                           | 0.72                                 | 0.62                                  |
| PM6                           | 6.6                          | 12.9                          | 8.58                                 | 9.73                                  |
| PM6-D3                        | 6.6                          | 12.9                          | 8.58                                 | 9.73                                  |
| PM7                           | 3.74                         | 10.11                         | 5.72                                 | 6.93                                  |

* $a$: Total energy of the WC formation in gas phase ($E(G^*\text{U WC}) - E(G^*\text{U wb})$);  
* $b$: Total energy of the WC formation in implicit water model;  
* $c$: Absolute error in gas phase;  
* $d$: Absolute error in implicit water model; All energies are given in kcal/mol. All calculations were performed on base pair geometries optimized at $\omega$B97X-D3/def2-TZVP level of theory in gas phase.
Supplementary Table S2: Benchmark calculations of enthalpy of the WC geometry formation and activation enthalpy

| Method                                      | \( \Delta H_{\text{gas}}^{a} \) | \( \Delta H_{\text{water}}^{c} \) | \( \Delta H_{\text{gas}}^{\dagger}^{c} \) | \( \Delta H_{\text{water}}^{\dagger}^{d} \) |
|---------------------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| \( \omega \text{B97X-D3}/\text{def2-TZVP} \) | -1.3                             | 15.98                           | -                                | -                                |
| \( \text{PM7}//\omega \text{B97X-D3}/\text{def2-TZVP} \) | -1.82                           | 23.57                           | -                                | -                                |
| \( \text{PM6}/\omega \text{B97X-D3}/\text{def2-TZVP} \) | 7.1                             | 29.99                           | -                                | -                                |
| \( \text{PM6-D3}/\omega \text{B97X-D3}/\text{def2-TZVP} \) | 4.94                            | 27.99                           | -                                | -                                |
| \( \text{PM3}/\omega \text{B97X-D3}/\text{def2-TZVP} \) | -1.26                           | 29.06                           | -                                | -                                |
| \( \text{B3LYP-D3BJ}/\text{def2-TZVP} \) | -2.51                           | 3.75                            | -                                | -                                |
| \( \text{PM7}//\text{B3LYP-D3BJ}/\text{def2-TZVP} \) | -3.01                           | 2.75                            | -                                | -                                |
| \( \text{PM6}/\text{B3LYP-D3BJ}/\text{def2-TZVP} \) | 7.0                             | 12.72                           | -                                | -                                |
| \( \text{PM6-D3}/\text{B3LYP-D3BJ}/\text{def2-TZVP} \) | 4.76                            | 10.58                           | -                                | -                                |
| \( \text{PM3}/\text{B3LYP-D3BJ}/\text{def2-TZVP} \) | -1.54                           | 4.15                            | -                                | -                                |
| \( \text{BLYP-D3BJ}/\text{def2-SVP} \) | -1.41                           | 3.48                            | 17.72                            | 20.54                           |
| \( \text{PM7}//\text{BLYP-D3BJ}/\text{def2-SVP} \) | -2.53                           | 3.29                            | 20.66                            | 22.27                           |
| \( \text{PM6}/\text{BLYP-D3BJ}/\text{def2-SVP} \) | 5.79                            | 11.94                           | 27.29                            | 28.18                           |
| \( \text{PM6-D3}/\text{BLYP-D3BJ}/\text{def2-SVP} \) | 3.39                            | 9.59                            | 25.16                            | 26.42                           |
| \( \text{PM3}/\text{BLYP-D3BJ}/\text{def2-SVP} \) | -1.58                           | 4.06                            | 28.85                            | 28.28                           |
| \( \text{PM7} \text{(opt)}//\text{BLYP-D3BJ}/\text{def2-SVP} \) | -0.85                           | 5.27                            | 22.4                             | 23.57                           |
| \( \text{PM7} \text{(opt)}//\text{B3LYP-D3BJ}/\text{def2-TZVP} \) | -1.37                           | 4.31                            | -                                | -                                |

\( ^{a} \) Enthalpy of the WC geometry formation in gas phase; \( ^{b} \) Enthalpy of the WC geometry formation in implicit water model; \( ^{c} \) Activation enthalpy in gas phase; \( ^{d} \) Activation enthalpy in implicit water model; All enthalpies are given in kcal/mol. The reference DFT entries are highlighted with bold font.

Supplementary Table S3: Values of the decoding rate constants used for kinetic modeling

| Designation  | value | unit          | condition                   | reference |
|--------------|-------|---------------|-----------------------------|-----------|
| \( k_{1} \)  | 140   | \( \mu M^{-1} s^{-1} \) | 20°C, HiFi                  | Rudorf et al. \(^{S41}\) |
| \( q_{2} \)  | 85    | s\(^{-1}\)    | 20°C, HiFi                  | Rudorf et al. \(^{S41}\) |
| \( k_{2} \)  | 720   | \( c\) s\(^{-1}\) | arbitrary                   | Pavlov and Ehrenberg \(^{S43}\) |
| \( q_{3} \)  | 25    | \( c\) s\(^{-1}\) | arbitrary                   | Pavlov and Ehrenberg \(^{S43}\) |
| \( q_{4}^{nc} \) | 3900  | \( c\) s\(^{-1}\) | arbitrary                   | Pavlov and Ehrenberg \(^{S43}\) |
| \( k_{3} \)  | 180   | s\(^{-1}\)    | 20°C, HiFi                  | Rudorf et al. \(^{S41}\) |
| \( q_{4}^{nc} \) | 0.2   | s\(^{-1}\)    | 20°C, HiFi                  | Rudorf et al. \(^{S41}\) |
| \( k_{4}^{Lc} \) | 190   | s\(^{-1}\)    | 20°C, HiFi                  | Rudorf et al. \(^{S41}\) |
| \( k_{4}^{nc} \) | 0.6   | s\(^{-1}\)    | 20°C, HiFi                  | Rudorf et al. \(^{S41}\) |

\( ^{a} \) Designations for the rate constants used in our study, as well as in Pavlov and Ehrenberg \(^{S43}\). Designations in Rudorf et al. \(^{S41}\) can be different; \( ^{b} \) Experimental conditions at which the rate constants were measured. HiFi – high-fidelity conditions (3.5 mM Mg\(^{2+}\), 0.5 mM spermidine, and 8 mM putrescine) \(^{S60}\); \( ^{c} \) The values were obtained from the free energy diagram in Pavlov and Ehrenberg \(^{S43}\), and uniformly rescaled to obtain values eligible for numerical calculations using ODE.
Supplementary Figures

Supplementary Figure S1: Dependence of total energy of the WC geometry formation $\Delta E_{wc}$ on dielectric constant $\epsilon$ of the implicit solvent model.
**Supplementary Figure S2:** Spurious wb-WC pathway optimized with PM3 method. The plot shows energy profiles from nudged elastic band optimizations of the wb-WC reaction at DFT (B3LYP-D3BJ/def2-TZVP, black) and US calculations at PM3 (red) levels of theory. The dots on the curves denote local minima. PM3 pathway contains two additional local minima: ion pairs $\text{G}^+\cdot\text{U}^-$ wb and $\text{G}^+\cdot\text{U}^-\text{WC}$ (shown below). Geometry optimizations of these ion pair structures demonstrate that they are not stationary points on the PM7 level (as well as in all tested DFT methods), and converge to $\text{G}\cdot\text{U}$ wb and $\text{G}^*\cdot\text{U}^*$ WC, respectively.

**Supplementary Figure S3:** Size-dependence of dielectric constant $\epsilon$ calculations in our KFF-based approach applied to the box of 42,000 TIP3P water molecules. Black curve shows the mean values from 3 replicas, while gray circles denote individual replicas.
Supplementary Figure S4: Cumulative mean square dipole moment fluctuation in all analyzed trajectories. Each row represents a distance cutoff, while each column represents a studied system. For the A-site models, fluctuations of the dipole moment around three codon-anticodon positions are shown on each plot as blue, red and green curves denoting the first, second and third codon-anticodon position, respectively. Solid, dashed and dotted lines denote different replicas. For the DNA polymerases, red and blue curves denote pol-β and T7-pol, respectively.
Supplementary Figure S5: Final US-derived PMFs of the wb-WC reaction in all systems except DNA heptamer, which is shown on Fig. 4A. See the legend on Fig. 4A.
Supplementary Figure S6: "Classical" model of initial selection in translation. The nomenclature of the states is described in details in Pavlov and Ehrenberg \(^{S43}\) and is supported by cryo-EM studies \(^{S61,S62}\) and kinetic studies \(^{S42}\). The steps following the initial selection are not considered in this model, therefore the GTPase activation step leads directly to the peptides. \(R1\) represents mRNA-programmed ribosomes with empty A site. \(T_c\) and \(T_{nc}\) represent cognate and near-cognate ternary complexes, respectively. In \(C2\) state the codon-anticodon helix is not yet formed, and the decoding site is open. In \(C3\) the codon-anticodon helix forms in the open decoding site. In \(C4\) the decoding site is in the closed state.
Supplementary Figure S7: Visualization of the terms contributing to the flat $\eta(k_4^c)$ curve in the slow kinetic regime of the wb-WC reaction. See Appendix for the derivations of terms shown on the figure. Equations on the plot label curves with the corresponding colors. The orange dots denote the numerical calculations $P_{wc}^{ODE}$. $(\frac{1}{D})^L$, $P_{wc}^L$ and $\eta_L$ represent the linear approximations of the corresponding equations. The linear approximations $P_{wc}^L$ and $\eta_L$ are valid only for $k_4^c > k_f$. The wb-WC parameters used for analytical and numerical calculations were ($\Delta G_{C4}^{C4} = -1$ kcal/mol, $\Delta G_{C3}^{C3} = 3.4$, $\Delta G_4 = 17.8$ kcal/mol)
Supplementary Figure S8: Linear rate-accuracy trade-offs obtained by varying $q_2$ (modeling the effects of Mg$^{2+}$ concentration). Instead of visualizing $\eta(q_2)$, the plot is designed to be directly comparable to the plots in Zhang et al. $^{S53}$. As can be seen, the linear trade-offs at $q_2$ do not necessarily imply fast tautomeric equilibration throughout all initial selection process, contrary to what suggested by Pavlov et al. $^{S63}$. Instead, kinetic and thermodynamic properties of the wb-WC reaction in C3 and C4 states affect the slope of the straight trade-off lines, similarly to the effects of type and position of a mismatch observed in Zhang et al. $^{S53}$. The visualized wb-WC parameter combinations are shown on the right.
Supplementary Figure S9: Simplified schemes of the substrate recognition models. In accordance with the correspondence principle by Bohr, our model reduces to the induced-fit/conformational-selection model upon equilibrium in the substrate at the last pre-chemistry step. Similarly, the induced-fit/conformational-selection model reduces to the lock-and-key model upon equilibrium in ribo-/enzyme. See the main text and Appendix for the explanation of the variables.
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