ABSTRACT

Predicting user behaviour on a website is a difficult task, which requires the integration of multiple sources of information, such as geo-location, user profile or web surfing history. In this paper we tackle the problem of predicting the user intent, based on the queries that were used to access a certain webpage. We make no additional assumptions, such as domain detection, device used or location, and only use the word information embedded in the given query. In order to build competitive classifiers, we label a small fraction of the EDI query intent prediction dataset [1], which is used as ground truth. Then, using various rule-based approaches, we automatically label the rest of the dataset, train the classifiers and evaluate the quality of the automatic labeling on the ground truth dataset. We used both recurrent and convolutional networks as the models, while representing the words in the query with multiple embedding methods.

1 Introduction

The challenge of building intelligent internet systems requires a deep understanding of how various entities interact with each other. For example, users on a website might act differently based on how they reached the website: directly typing the URL, clicking on an ad (as well as the ad content), coming from a search engine and so forth. Therefore, the main issue lies in defining these interactions and then making educated assumptions, with various degrees of certainty. Furthermore, with the increasing ways of collecting user and website data from various sources (also known as connectors), modeling their interactions becomes a problem of sorting through various signals, which can be effectively done using deep learning models. These models thrive on data, and the data is generated directly from user actions and website statistics, which makes it very reliable. An interesting topic arises from using multiple sources of data and also multiple websites at once, compared to building classifiers only tailored for one such data source.

One fundamental problem in defining user behaviour is understanding their desires based on their intent. This can be effectively done using only the keywords entered by the user in the search engine, before reaching a website. This information is already available for any website, using tools such as Google Analytics [2] making this research very desirable for anybody who wants to integrate higher level knowledge into their decision making process.

We define the problem as a coarse intent prediction, splitting the possible intents in 3 categories: informational, transactional and navigational, as described in [3]. The first category is about queries where the user wishes to enrich their knowledge about some subject. In the second category lie those queries where the user wishes to purchase, sell or rent some objects or knowledge. Finally, the third category is for those queries regarding some local place or some virtual website he or she wishes to arrive at. It can be seen that these categories split the queries in 3 well defined directions. This allows further modeling of the queries, such as finer sub-intents, starting from these coarse ones, as is done in [4]. Another important aspect is that some queries are ambiguous by default (as is natural language in general),
where the context becomes very important in order to reach a final conclusion. Since we only work at query level, without any additional information, we allow queries to be part of multiple classes, thus transforming the problem into a multi-intent classification. Further information about how the data is modeled and how the predictions are done will be discussed in later sections.

A large amount of research has been done in the domain of NLP and Information Retrieval, with a big focus on subjects like text understanding using large corpora [5, 6], Part of Speech tagging [7, 8], Sentiment analysis, [9, 10] or user action prediction [11].

In the domain of intent prediction, two approaches are usually taken, either a rule-based one or a statistical approach. The first one consists of applying various rules at word and query level, based on previous observations and human intuition, in order to directly predict the intent, without any statistical inference required. The advantage of this approach is that there is no doubt about the result and the predicted intent can be back-traced to basic rules. However, as websites grow bigger and the user demand increases, the rules become increasingly complex, leading to reduced debugging possibilities as well as increased difficulty in adding new rules. The second approach is using statistical approaches, specifically machine learning algorithms and models, which leverage real-world annotated data in order to make predictions on new data. With this approach, the difficulty comes in finding the best set of parameters (trainable and not), constructing good evaluation metrics, but also annotating the data in a good way, such that the models can learn a distribution that will be robust to new data. We choose the second approach, and each of these problems will be discussed in the following sections, starting with the data, and introducing a weakly-supervised automatic labeling on a large dataset in Section 2. Then, we define the models used in solving this task in Section 3, following with a presentation of the results in Section 4. Finally, we end with conclusions and future work regarding this particular task.

Similar work in detecting user intent from queries was done in various articles. In [12] they use deep language features extracted from the query, as well as search engine feedback to model the words, then train an SVM using these features on a private dataset. In [13], they use similar features, but on a public dataset, testing both SVM and Naive Bayes algorithms. They observe the need for multi-label classification, talking about the ambiguities of the queries and the limitations of their single-label classification approach. In [14] they first label web pages and then classify user queries in the three classes, based on the web pages classifier, and fuzzy rules based on user history and search engine history. Recent articles use more advanced machine learning algorithms, such as LSTMs and word embeddings. In [15] they enrich the off-the-shelf word embeddings using various language rules, such as pushing antonyms further away, keeping synonyms together, while maintaining the original distances to the word neighbours. Then, they train a LSTM-based neural network to predict user intent on two public datasets. Finally, in [16], they train a LSTM network for both slot-filling and intent prediction, and show that this multi modal training improves the results of both tasks, on public datasets.

Our approach is similar to the ones described previously, using various word embeddings, such as the standard one-hot encoding, the GloVe pre-trained embedding [17] (with 100 and 300 dimension vectors) and the FastText pre-trained embedding [18] (with 300 dimension vectors). We use a private dataset, used for the EDI challenge [1] in which we annotate a small amount of it, in order to have a correct ground-truth labeled dataset. Then, we use various automatic labeling methods, train neural network models and test on this ground truth, to validate the correctness and competitiveness of the labeling procedure. For the models, we use 3 recurrent neural network models in increasing complexity and one convolutional (non-recurrent) model using the max-pooling over time procedure described in [19]. We present the results of the majority of these combinations, using the ground truth labeled data for both multi-intent prediction and single-intent prediction.

## 2 Data processing

### 2.1 Dataset

As previously described, throughout this article, for the conducted experiments we have used the EDI query dataset, which was used for an intent prediction competition. The dataset is provided as a CSV with 15,263,720 entries, in various languages, which was exported using the Google Ads platform.

An example of such entry can be seen in Table 1:

| ID group | ID Keyword | Date | Impressions | Clicks | Keyword           |
|----------|------------|------|-------------|--------|-------------------|
| 136211622003 | 29675024492 | 20180101 | 1           | 0      | ski boat for sale |

Table 1: Dataset entry example
We have 6 columns, the first one groups various query keywords to specific (anonymized) ads groups. Then, each keyword has an unique ID and a date when the query was exported from Google Ads. The 4th and 5th columns are the number of impressions (how many times and ad was displayed when a keyword was searched) and the number of clicks (how many times were these impressions pressed by users). Finally, the last column is the keyword itself.

Out of all these columns, for this article we only use the keywords. Since the number of keywords is very high, and the languages very diverse, we split it into two smaller datasets. The first one uses only the first 1 million entries, called EDI-Intent-1M or 1M from now on, filtering the unusable queries only for these entries, based on some conditions that will be defined later. The second one uses all the queries that are in English, using the following tool [20], resulting in 4,503,230 entries, called further EDI-Intent-EN or EN. A small summary of the split can be seen in Table 2:

| Dataset                  | Entries     | Percent  | Info                      |
|--------------------------|-------------|----------|---------------------------|
| EDI-Intent-Complete      | 15,263,720  | 100%     | multi-language            |
| EDI-Intent-1M            | 1,000,000   | 6.55%    | multi-language, first 1 million entries |
| EDI-Intent-EN            | 4,503,230   | 29.50%   | english only              |

Table 2: Dataset split summary

Most of the experiments that will be presented later are only made on the 1M dataset, due to speed of experimentation and similarity of results. We observe that the results do not improve greatly using the larger dataset, but rather they improve by carefully designed labeling rules, by using different word embeddings, as well as model used.

2.2 Ground truth labeling

All the results that will be presented are done on a small subset (~1K entries) of the EN dataset, which was labeled manually using 3 different annotation sources. The first two of them used a multi-label approach (allowing each query to be labeled into one, two or even three intents) and the last one annotating only the most relevant intent.

Then, using these three annotations, we create two small ground truth test sets (further called GT-2 and GT-3), first labeling intents for each query if two annotators agree, for each of the three classes. The second test set is created by storing only the queries where all three annotators agree. One particular difference between these two sets is that the first one is multi-intent, while the second one is single-intent, because the third annotation is done using only the most relevant intent. These two test sets are made public, so that further research can be done with them. A few example queries from the two sets are presented in Table 3:

| Query                          | Annotator 1 | Annotator 2 | Annotator 3 | GT-2 | GT-3 |
|--------------------------------|-------------|-------------|-------------|------|------|
| map of maine towns             | 0           | 0           | 1           | 0    | 0    |
| what to do hervey bay          | 1           | 0           | 1           | 0    | 1    | n/a  |
| when is the best time to fish  | 1           | 0           | 1           | 0    | 1    | 0    |
| ex demo cars for sale          | 0           | 1           | 0           | 0    | 1    | 0    |
| new homes for sale bournemouth | 0           | 1           | 0           | 0    | 0    | 0.5  |
| australia inheritance tax      | 1           | 0           | 1           | 0    | n/a  |
| banking for you                | 0           | 1           | 0           | n/a  | n/a  |

Table 3: Ground truth labeling examples

The first two annotators used the multi-intent labeling, while the third used single-intent labeling. It can be seen that some intents may match multiple agreements, but not match all three of them, in which case that item is removed from the labeling process. In the last example we can see a case where all the three annotators give different labels, in which case the query is removed from both sets. This kind of annotation can be seen as a sort of voting between multiple annotation sources, where only collaborative work between 2 or 3 sources can be marked as reliable. This can be seen as a method of reducing bias in the ground-truth set. A short summary of the two datasets is presented in Table 4.
The results that will be presented will include numbers for both ground-truth sets, in order to provide insights about both single-intent and multi-intent prediction capabilities of the model.

2.3 Automatic labeling

In order to train the models used throughout this paper, we require a labeled set, which can be used as training data, in order to predict the intent from the queries alone. Since we do not have any annotated data, we resorted to a two-step process. The first step is consisted in an automatic labeling method, following various rule-based methods. For this paper, we only used word-level rules, without incorporating any query (utterance) information. The rules, which will be explained later, were simply checking various keywords, or looking for similar words to those keywords, which we manually added to the set of belonging to one of the three possible intents. For example, queries containing words like buy or rent will be labeled as transactional, because these keywords belong in the transactional set. We then apply these rules to both 1M and EN datasets, removing all the entries that do not contain any words in the keyword sets, or words that do not have embeddings according to the chosen embedding dictionary (more about this in the next section). Using this labeled dataset (be it 1M or EN), we train various recurrent and non-recurrent models, pick the best model checkpoint based on the validation set, and then test it on both ground truth sets (GT-2 and GT-3). Based on the score reached by each model, we validate the quality of the annotation, as well as the complexity of the model or word embedding choice.

While it may seem very naive to use this word level annotation rules, we observe that the quality of the results improves drastically by simply constructing well-thought keyword sets, compared to using other rule-based approaches from the literature.

We have constructed multiple rule-based methods, 8 in total, starting from a very basic set of words, and then improving each of this method iteratively, based both on results and common sense. We will call each of this method $V_i$, where $i \in 1..8$. We also used an external annotation tool \[21\], which we will call further Ext-1 (external annotation method 1). In what follows, we will described succinctly each of the 8 proposed methods and then provide a compiled table which highlight the similarities and differences between each of them.

The initial method ($V_1$) was derived using the rules described in \[4\], with a single-intent labeling (based on the last word in the query, which is present in the keyword sets). Then, starting from this approach, the second version ($V_2$) simply allowed multi-intent labeling. Basically, if a query had multiple keywords in different sets, then each of them contributed to the labeling of the query (not just the last one, as in $V_1$). We observed that by just this simple change, a small improvement is obtained (which makes sense, because GT-2 is also multi-intent). Since this approach simply consists of taking various keywords from a different source, we were limited to their vocabulary, which meant dropping a large amount of queries from our data, limiting the effective training sets.

Thus, the third version ($V_3$) tries to combine the two approaches we used, combining the words from $V_1$ & $V_2$ with the words labeled using Ext-1. In order to acquire the necessary data, we first label the 1M dataset using Ext-1, then perform statistics on the labeled words. We take the top 50 words in each of the 3 intents, based on the automatic labeling, and add those to our keyword sets, thus increasing the dictionary we use to label the data. We also ignore the english stop words, since these bring close to no information about the intent of the query, using the list from \[22\]. However, we observe that this method performs poorer than the more simplistic version, mostly because the words from the gathered statistic are overlapping in multiple intents. A side effect of this is that the models learn to over-predict multi-label intents for almost any query, thus lowering the confidence in single-intents (which are more dominant in number), increasing the loss score and lowering the accuracy on the ground truth set.

At this moment, we decided to use a more common sense approach, manually adding and removing words from $V_1$. This proved to be the most effective improvement overall, as we’ll present in the Results section. A complete list of the words used for the $V_4$ automatic labeling process can be seen in Table 5:

| Dataset | Entries | Info               | Informational | Transactional | Navigational |
|---------|---------|--------------------|---------------|---------------|--------------|
| GT-2    | 1,197   | multi-intent, 2 agreements | 383           | 502           | 474          |
| GT-3    | 696     | single-intent, 3 agreements  | 200           | 265           | 231          |

Table 4: Ground-truth test sets summary. Note that the multi-intent dataset (GT-2) counts each intent independently, thus the sum being larger than the number of entries. For the single-intent test set (GT-3), the sum of the counts is equal to the number of entries.
We can observe that the number of keywords is roughly similar in all three categories, with words being chosen by both common sense and experience using the 1M and EN datasets.

Moving forward from this, we incorporated synonyms for V4 keywords, in the V5 algorithm. This only provided marginal variations in results, from which we can understand that synonyms, while providing the same meaning at word level, can influence the intent.

The V6 version used the words from V5 (thus, including synonyms), but instead of looking for specific word matches, we used word embeddings and computed distances between each keyword and each word in the query. If this distance was below a threshold, we concluded that the words were very similar (contextual similarities), and we included those matches as they would be part of that particular set. The used embedding was GloVe (trained on Wikipedia 2014 + Gigaword 5, called 6B, 100 dimensions), the distance was computed using the squared L2: $distance = \sum_{i=1}^{100} (E(w_1)_i - E(w_2)_i)^2$ and the threshold was empirically chosen at 20. This version also provided a small variation in the results, compared to V4.

Going forward, the V7 version, improves on V6 by prioritizing exact matches and removing test set words. Basically, if words are exact matches (distance is 0), then this is identical to V5. However, if no words are identical, the choice is made like it would be V6. The embedding and threshold were also kept identical. This version proved much better, improving the intent prediction with about 3-4% compared to the V4 version (which is the 2nd performing algorithm).

The last version, V8, tries to improve on V7, by varying the embedding, threshold and distance used, by the means of grid searching. The metric, however, is not training various models and comparing the result on ground truth, but rather comparing the Hamming Distance directly on the ground truth set (GT-2). Unfortunately, this method performed much poorer than the other versions, which means that further analysis must be done, such as checking each combination by training $E \times T \times D$ models and then testing on GT-2 and GT-3. E can be any embedding (GloVe 6B 100, GloVe 6B 300, Fasttext, One-hot etc.), thresholds can vary in an infinite modes (so picking good guesses is a requirement here) and competent distances must also be chosen well (L2, L1, cosine similarity etc.).

A summary of all the automatic labeling methods can be seen in Table 5:

| Intent     | Keywords                                                                 |
|------------|--------------------------------------------------------------------------|
| Informational | what is, how, how much, how many, vs, when, testimony, testimonial, testimonies, list, compare, comparison, playlist, playlists, review, reviews, types, diet, diets, beauty, recipe, recipes, tip, tips, trick, tricks, exercise, exercises, technique, techniques, diy, best, lyric, lyrics, horoscope, craft, crafts, joke, jokes, story, stories, humor, walkthrough, graph, graphs, article, articles, party, definition, cause, causes, new, shares, tax, worth, grow, plant, write, cook, study, information, book, books, top, many, idea, ideas, meaning, mean, tool, tools, art, care, business, land, music, letter, calorie, calories, ounce, pound, pounds, kg, kilo, kilos, question, questions, spoon, spoons, gram, grams, ton, tons, yard, yards, feet, metre, metres, inch, inches, pic, pics, picture, pictures, image, images, gallery, galleries, menu, mortgage, income, detox, plan |
| Transactional | weather, forecast, centre, st, bus, route, routes, train, station, shop, gps, location, job, jobs, store, stores, far, market, supermarket, land, bank, university, gov, company, com, co, mil, corporation, www, association, dealer, zip, zip code, area, cruise, in, street, net, society, org, inc, mi, academy, edu, http, .au, .ca, .de, .eu, .fr, .jp, .us, .uk, where, close, near, nearby, map, maps, time |
| Navigational | watch, tv, read, buy, sell, sale, price, prices, pay, paid, money, cost, free, cheap, order, much, used, purchase, model, models, clean, remove, quick, vacuum, build, share, use, write, get, make, download, downloads, rar, chat, software, softwares, convert, wallpaper, wallpapers, chart, charts, game, games, application, applications, app, apps, course, courses, repair, repais, shop, rent, rentals, job, jobs, digital, number, control, best, store, stores, care, credit card, check, rate, rates, online, online shopping, visa, gift, gifts, car, cars, in bulk, subscription, subscriptions, free shipping, shipping, change, coupon, coupons, ticket, tickets, financing, interest, dealer, top up, pay as you go, parts, part, cruise, shopping, mortgage, converter, convertor, clothes |

We can observe that the number of keywords is roughly similar in all three categories, with words being chosen by both common sense and experience using the 1M and EN datasets.

Moving forward from this, we incorporated synonyms for V4 keywords, in the V5 algorithm. This only provided marginal variations in results, from which we can understand that synonyms, while providing the same meaning at word level, can influence the intent.

The V6 version used the words from V5 (thus, including synonyms), but instead of looking for specific word matches, we used word embeddings and computed distances between each keyword and each word in the query. If this distance was below a threshold, we concluded that the words were very similar (contextual similarities), and we included those matches as they would be part of that particular set. The used embedding was GloVe (trained on Wikipedia 2014 + Gigaword 5, called 6B, 100 dimensions), the distance was computed using the squared L2: $distance = \sum_{i=1}^{100} (E(w_1)_i - E(w_2)_i)^2$ and the threshold was empirically chosen at 20. This version also provided a small variation in the results, compared to V4.

Going forward, the V7 version, improves on V6 by prioritizing exact matches and removing test set words. Basically, if words are exact matches (distance is 0), then this is identical to V5. However, if no words are identical, the choice is made like it would be V6. The embedding and threshold were also kept identical. This version proved much better, improving the intent prediction with about 3-4% compared to the V4 version (which is the 2nd performing algorithm).

The last version, V8, tries to improve on V7, by varying the embedding, threshold and distance used, by the means of grid searching. The metric, however, is not training various models and comparing the result on ground truth, but rather comparing the Hamming Distance directly on the ground truth set (GT-2). Unfortunately, this method performed much poorer than the other versions, which means that further analysis must be done, such as checking each combination by training $E \times T \times D$ models and then testing on GT-2 and GT-3. E can be any embedding (GloVe 6B 100, GloVe 6B 300, Fasttext, One-hot etc.), thresholds can vary in an infinite modes (so picking good guesses is a requirement here) and competent distances must also be chosen well (L2, L1, cosine similarity etc.).

A summary of all the automatic labeling methods can be seen in Table 6:
In our findings, we observed that only Ext-1, V4 and V7 automatic labeling provided competitive predictions, thus the majority of the results that will be provided will only include values for these annotation rules. We can observe that for Ext-1 the results are heavily biased towards navigational, but still provide accurate predictions, which proves that a good annotation is much better than a mediocre one, but with lots of data.

3 Models discussion

This section focuses on the architectures of the models used for training the data, which was previously discussed. When working with utterances or queries as in this case, it is very natural to structure the model in a recurrent way, because of the temporal order of the words, which may influence the results, rather than treating them independently. Thus, a linear recurrent neural network model was the first thing we used to model the intent prediction problem. Then, we increased the complexity of the model, in order to see if adding non-linearities, more complicated recurrent layers (LSTM) or stacking multiple recurrences would help this problem. In the end we have 3 recurrent models, each in increasing complexity compared to the previous one. On the other end, we also built a convolutional neural network (with no recursion), where each word in the query is independent from the previous ones, using max-pooling over time, inspired from [19]. Conceptually, each word is filtered using a convolutional layer and then for each index in the feature of the words, we compute the maximum value, in the end resulting in a single feature over the entire query.

The input for the neural networks is a word embedding (GloVe, Fasttext, One-hot) and they produce a probabilistic output for each of the three intents, from a softmax activation function. Then, during test time, the chosen intent is the one with the highest probability (single-intent prediction), or the probabilities themselves (multi-intent prediction).

### 3.1 Recurrent Models

We’ll first describe the three recurrent models, which will be further called RNN-i, i ∈ 1, 2, 3. For each such model, we’ll present a top level figure, highlighting the main differences between each of them. Then, we’ll discuss the chosen sizes for the layers and present the number of parameters based on various embedding choices. Since all three models are incremental changes to the basic one, there is a large overlap between them. The first one is completely linear, the second one adds non-linearities and another FC layer and the third one adds LSTM layers and two recurrent layers, as well as a third FC layer with non-linearities.
3.1.1 RNN-1

The architecture of the first model can be seen in Figure 1:

As described earlier, each word feature (denoted as a K-feature embedding here) is concatenated with the hidden state of the recurrent model. In the figure, the recurrent model is shown unfolded in time, but it should be noted that the matrices are shared and weights are updated using the standard BPTT algorithm. Then, the last hidden state ($s_N$) which corresponds to the output of the Nth word in the query and the N-1th state of the network is fed into a fully-connected layer (with no activation function), which outputs three values, corresponding to the three intents. This values are passed through a softmax function, in order to normalize them to probabilities and enable efficient learning. The number of dimensions of the words embedding can vary (100 for GloVe-100, 300 for GloVe-100 or Fasttext and 48,692 for one-hot). The hidden state size was chosen as to having 101 dimensions. Thus, the last FC layer has a 101x3 matrix size (+ biases).

In Table 7 we present the number of trainable parameters based on the type of embedding:

| Embedding type    | Feature size | Parameters   |
|-------------------|--------------|--------------|
| GloVe-100         | 100          | 20,809       |
| GloVe-300 & Fasttext | 300          | 41,009       |
| One-Hot           | 48,692       | 4,928,601    |

Table 7: RNN-1 parameters count based on type of embedding

We can see that, when using a pre-trained embedding, the network must learn much fewer parameters, compared to the case where each word is represented as a one-hot encoding. However, as we’ll see, using this naive representation gives the best results.

3.1.2 RNN-2

The second model is a natural evolution of the first, where we use a ReLU non-linearity from the last hidden state to the first FC layer. We also include a secondary FC layer, which is supposed to project the query into a domain that can capture higher level information. This idea is what made neural network models popular, but as we’ll see, the results don’t change that much compared to RNN-1 model. The last FC outputs again 3 numbers, which are passed through a softmax activation function that outputs a probability map for the three possible intents. The size of the hidden state vector was empirically chosen at 100.

In Table 8 the number of trainable parameters for RNN-2 is presented:
| Embedding type       | Feature size | Parameters   |
|----------------------|--------------|--------------|
| GloVe-100            | 100          | 20,809       |
| GloVe-300 & Fasttext | 300          | 41,009       |
| One-Hot              | 48,692       | 4,928,601    |

Table 8: RNN-2 parameters count based on type of embedding

3.1.3 RNN-3

The third and last recurrent model adds two changes to the basic architecture, that are supposed to capture higher level information about the queries. First, we use a LSTM model [23], as opposed to a simple RNN. Secondly, we stack two such LSTMs sequentially, which means that each hidden state vector at any timestamp is fed into a secondary LSTM. The last state of this second LSTM is then fed into a fully-connected layer, after being passed through a ReLU activation. We also add a third FC layer, and similarly to the previous models, output three vectors, that are transformed to probabilities using a softmax function.

![Architecture of RNN-3 model.](image)

In Table 9 the number of trainable parameters for RNN-3 is presented:

| Embedding type       | Feature size | Parameters   |
|----------------------|--------------|--------------|
| GloVe-100            | 100          | 182,103      |
| GloVe-300 & Fasttext | 300          | 262,103      |
| One-Hot              | 48,692       | 19,618,903   |

Table 9: RNN-3 parameters count based on type of embedding

We can see that the number of parameters increases for each model and for each embedding. For this particular model, we only trained using the GloVe-100 embedding as we have seen that the improvement is non-existent when increasing the model complexity to this problem.

3.2 Convolutional Model

The last and final model we used is a non-recurrent model, which uses 2D convolutions in order to filter multiple words at once. Multiple independent convolutions were used having different shapes, which has the effect of filtering multiples words at the same time. For the embedding depth, a constant of 3 was kept, so all the convolutions had a shape of $i \times 3$, $i \in 1...n$, where i represents the number of words filtered at the same time. Conceptually, this tries to combine features of multiple words, in order to increase the window of the query to capture longer context. All these features were concatenated together, resulting in a large matrix, with feature indexes corresponding to one word and a various context sizes, from 1 to n. The next step was keeping just the most relevant feature index of each feature map, which is equivalent to only keeping the most relevant features of the most relevant words. This operation was done using max-pooling over time (in our case max-pooling over words), inspired by [19]. The resulting feature map was then passed through a 1D convolution, in order to decrease the size and then passed through a fully-connected layer. This fully-connected layer produced three numbers, similarly to the recurrent models, which were finally normalized to probabilities using a softmax activation. Each convolution was followed by a ReLU activation, making the model non-linear. The architecture of this model can be seen in Figure 4:
Figure 4: Architecture of CNN-1 model.

For the experiments ran, we used 4 convolution operations with kernel filters of shape 1x3, 2x3, 3x3 and 4x3, thus filtering 1 word, 2 words, 3 words and 4 words simultaneously. The number of feature maps was set to 100 for each operation, which were concatenated on the time (word features) axis. The sequence size was set at 4 as well, meaning that only queries of 1, 2 or 3 words were padded with zeros. The filter of the 1D convolution had a size of 1, and filtered the 100 feature maps to 10 feature maps. The first FC layer produced a 50 dimension feature map, which is then passed through a final FC layer that produces the three intent numbers.

Finally, we present the number of parameters for this model using various embeddings in Table 10:

| Embedding type     | Feature size | Parameters    |
|--------------------|--------------|---------------|
| GloVe-100          | 100          | 53,613        |
| GloVe-300 & Fasttext| 300          | 153,613       |
| One-Hot            | 48,692       | 24,349,613    |

Table 10: CNN-1 parameters count based on type of embedding

We can see that the number of parameters is higher than the RNN variants, but since the model is not recurrent it is much more stable during training. In the results section, which follows, we’ll see that even this simplistic model offers decent results, and even better in some cases compared to the recurrent counterparts.

4 Results

This section will first talk about the setup that was used in order to produce the results. Then, we’ll talk about how the results will be presented, which datasets, models and embeddings were used and how they influenced the final results. Finally, we’ll provide a few qualitative results, as well as a few failing cases.

The models were built using the PyTorch deep learning framework [24]. The networks were trained for 20 epochs, using SGD with a learning rate of 0.01 and a momentum of 0.9. The datasets (1M and EN) were split into a 80%-20% train/validation split. The results that are shown later are the ones from the best performing epoch (out of the 20 epochs) on the validation set. The models were optimized using the cross-entropy loss function, which can be expressed as:

$$L(y, t) = - \sum_{c=\{I,T,N\}} t^{(c)}_{i,j} \times \log(y^{(c)}_{i,j})$$

Here, y is the prediction vector, t is the target vector and c is the channels for each of the three intents: informational, transactional and navigational. The vectors are normalized from a softmax layer, thus summing to 1.

The main metric that was used is a multi-modal accuracy, which can be described as:

$$\text{Acc}(y, t) = \begin{cases} 1, & \text{if } y_c > \text{thr and } t_c > 0, \forall c \in \{I, T, N\} \\ 0, & \text{otherwise} \end{cases} \quad \text{where} \quad \text{thr} = \begin{cases} 0.5, & \text{if 1 intent} \\ 0.25, & \text{if 2 intents} \\ 0.16, & \text{if 3 intents} \end{cases}$$

Basically, this accuracy can be seen as an extension of the case with just one prediction, where the threshold is set at 0.5. Now, the threshold varies for multiple predictions, and we only care if any of these predictions are right.
The first set of experiments that are presented will offer insight about the quality of the annotation, to find out which of the methods for automatic labeling performed the best. This will be done by keeping the embedding fixed (GloVe 6B 100) as well as the model (RNN-1) and testing only on 1M dataset. Then, we’ll try to use only the best performing ones, and vary the other parameters. These results can be seen in Table 11:

| Labeling | Accuracy |
|----------|----------|
|          | GT-2     | GT-3     |
| V1       | 54.64%   | 59.00%   |
| V2       | 55.89%   | 60.01%   |
| V3       | 50.23%   | 47.15%   |
| V4       | 65.41%   | 69.58%   |
| V5       | 64.63%   | 67.92%   |
| V6       | 63.15%   | 65.42%   |
| V7       | 67.19%   | 70.47%   |
| V8       | 56.38%   | 55.28%   |
| Ext-1    | 66.69%   | 71.63%   |

Table 11: Results for dataset 1M, on RNN-1 with GloVe 6B 100 embedding. Ext-1 results are show for comparison.

We can see clearly how much V4 and onward improves compared to the simple rules of [4]. We also see how important a good annotation is with the result of Ext-1, which uses just a small fraction of the data, as we can see in Table 6. Moving on, we’ll just use V4, V7 and Ext-1 for annotating.

The results for the EN dataset, for the two labeling processes can be seen in Table 10:

| Labeling | Accuracy |
|----------|----------|
|          | GT-2     | GT-3     |
| V4       | 62.95%   | 66.07%   |
| V7       | 68.02%   | 70.03%   |

Table 12: Results for dataset EN, on RNN-1 with GloVe 6B 100 embedding.

We see that the results are every similar, with V4 being a few percents below 1M, but V7 being almost one percent up. This means, however, that a partial annotation does not provide good results even when using much more data. For this reason alone, most of the results that will be presented will only be models trained on the 1M dataset or Ext-1.

Next, in Table 11 we’ll see how varying the model, for a particular embedding and dataset affects the results:

| Model  | Labeling | Dataset | Accuracy |
|--------|----------|---------|----------|
|        |          |         | GT-2     | GT-3     |
| RNN-1  | V4       | 1M      | 65.41%   | 69.58%   |
| RNN-2  | V4       | 1M      | 66.63%   | 68.07%   |
| RNN-1  | V7       | 1M      | 67.19%   | 70.47%   |
| RNN-2  | V7       | 1M      | 66.73%   | 69.92%   |
| CNN-1  | V7       | EN      | 66.20%   | 70.17%   |
| RNN-1  | V4       | EN      | 62.95%   | 66.07%   |
| RNN-2  | V4       | EN      | 65.05%   | 65.87%   |
| RNN-1  | V7       | EN      | 68.02%   | 70.03%   |
| RNN-2  | V7       | EN      | 69.14%   | 72.47%   |
| RNN-3  | V7       | EN      | 67.61%   | 70.02%   |
| RNN-1  | Ext-1    |         | 66.69%   | 71.63%   |
| RNN-2  | Ext-1    |         | 66.70%   | 71.14%   |
| CNN-1  | Ext-1    |         | 67.39%   | 71.88%   |

Table 13: Results for datasets EN, 1M and Ext-1, all models and GloVe 6B 100 embedding.
We see that the bigger dataset and the more complex model does indeed improve the results slightly. However, all of them are competitive enough to make the assumption that model complexity is not the most relevant factor for this task. For example, all models for Ext-1 labeling are within 1% accuracy for each model.

Finally, we’ll see how varying the embedding, on a fixed dataset (1M) affects the results. For this set of experiments we’ll test 4 potential embeddings: GloVe 6B (100 and 300 dims), Fasttext (300 dims) and One-hot encoding. The main advantage of using pre-trained embeddings is that the words are compressed into a fixed high dimension vector, independent of the number of words in the dictionary. Also, two words in such embedding space are closer in distance if they are similar than two unrelated words as well as one can perform simple arithmetic on word embeddings for word associations. These features have boosted a lot of tasks in the NLP domain, but as we will see for the intent classification task, using one-hot encoding (independence of words, and higher dimension based on the vocabulary size), the results are increased even further.

These results can be seen in Table 14:

| Model  | Labeling | Embedding   | Accuracy  |   | Accuracy  |   |
|--------|----------|-------------|-----------|---|-----------|---|
|        |          |             | GT-2      | GT-3| GT-2      | GT-3|
| RNN-1  | V4       | GloVe-100  | 65.41%    | 69.58%| 65.41%    | 69.58%|
| RNN-1  | V4       | GloVe-300  | 68.76%    | 71.69%| 68.76%    | 71.69%|
| RNN-1  | V4       | Fasttext   | 66.13%    | 66.11%| 66.13%    | 66.11%|
| RNN-1  | V4       | One-hot    | 63.44%    | 57.79%| 63.44%    | 57.79%|
| RNN-1  | V7       | GloVe-100  | 67.19%    | 70.47%| 67.19%    | 70.47%|
| RNN-1  | V7       | GloVe-300  | 68.55%    | 71.88%| 68.55%    | 71.88%|
| RNN-1  | V7       | Fasttext   | 69.47%    | 73.65%| 69.47%    | 73.65%|
| RNN-1  | V7       | One-hot    | 75.61%    | 77.09%| 75.61%    | 77.09%|
| RNN-2  | V7       | GloVe-100  | 66.73%    | 69.92%| 66.73%    | 69.92%|
| RNN-2  | V7       | One-hot    | 74.07%    | 79.01%| 74.07%    | 79.01%|
| CNN-1  | V7       | GloVe-100  | 66.20%    | 70.17%| 66.20%    | 70.17%|

Table 14: Results for datasets 1M and Ext-1, varying word embedding.

We can now see that the embedding does indeed influence the final result the most. While varying the model brings a very small improvement, using a richer word representation improves the results by a few percents every time. Looking at GloVe-100 vs GloVe-300, we see a constant improvement. Using Fasttext or GloVe doesn’t influence that much the final result, both yielding competitive results. However, perhaps the most surprising result, is that using a non-pretrained embedding (one-hot) results in a very big improvement compared to all the other representations. However, only the recurrent models could be trained using this representation, while the convolutional model diverges during training. This may be because of the large amount of parameters required, bad initialization or lack of proper hyperparameter tuning. Either way, both RNN-1 and RNN-2 trained with one-hot encoding on the 1M dictionary yield very good results: 75.61% for multi-intent (2 agreements) and 79.01% for single-intent (3 agreements).

In ending, we present the results of using the automatically labeling methods on the test set, in order to show the performance of the learning methods compared to simple rule-based solutions. It should be noted that not all items in the test set can be labeled, so we also include the percentage of items that could be labeled. The GT-2 set has 1197 entries, while GT-3 has 696.

| Labeling | Accuracy  | Percentage labeled |
|----------|-----------|---------------------|
|          | GT-2      | GT-3               | GT-2 | GT-3 |
| V1       | 45.50%    | 48.66%             | 33.41%| 43.10%|
| V2       | 46.25%    | 45.33%             | 33.41%| 43.10%|
| V3       | 22.64%    | 7.50%              | 77.10%| 84.19%|
| V4       | 32.07%    | 26.37%             | 70.39%| 84.44%|
| V5       | 30.48%    | 24.74%             | 77.27%| 84.77%|
| V6       | 67.83%    | 70.78%             | 80.78%| 86.06%|
| V7       | 67.83%    | 70.78%             | 80.78%| 86.06%|
| V8       | 51.62%    | 43.07%             | 51.46%| 56.03%|

Table 15: Results for GT-2 and GT-3 using V1-V8 labeling. V8 used GloVe-100, cosine similarity and a threshold of 0.36.
We can conclude that the learning models outperform the rule-based system on both accuracy and percentage of items labeled. Of course, the rules can be continuously improved, but we have proved that using the same rules, the machine learning method generalizes better for new items. Adding better rules would only increase the accuracy of the models as well.

5 Conclusions and Future Work

In this article we introduced a two-step process for automatically labeling a new dataset, starting from a small ground truth, using various heuristic rules for the rest of the data, training various models and then testing the quality of the labeling on the small set. We have used a new dataset, which was introduced as part of a challenge, so no prior work was done in this direction, however we used a very well known 3-intent taxonomy from the literature. We have shown that the task of multi-intent prediction from queries can be modeled with both recurrent and convolutional neural networks, trained as a regular classification problem.

For future work, we will try to improve the labeling rules, looking further from just words alone, but treating the entire query. We will also look into using various other features, such as parts of speech, chunking, domain classification. Another interesting idea is to retrain the word embeddings on the large EN dataset, and then use these embeddings with contexts formed by using similar words, but the other columns as well (such as ID group, impressions or clicks).

In the Appendix we provide a few quantitative results from the best performing models on GT-2.
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Appendix
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