Correlations between Complexity and Entanglement in a One-Dimensional \textit{XY} Model
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Abstract: Many people believe that the study of complex quantum systems may be simplified by first analyzing the static and dynamic entanglement present in those systems [1–3]. In this paper, we attempt to complement such notion by adding an order–disorder quantifier called statistical complexity and studying how it is correlated with the degree of entanglement as measured by the concurrence quantifier. We perform such an analysis with reference to a representative system chosen from condensed matter theory, the so-called \textit{XY} model. Some interesting insight is obtained as the concurrence and the complexity become correlated in an unexpected fashion.
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1. Introduction

Many people believe that the study of complex quantum systems may be simplified by first analyzing the static and dynamic entanglement present in those systems [1–3]. We wish here to conjoin such sensible notion with the ideas underlying the concept of statistical complexity (SC) advanced in Ref. [4] (see also, for instance, Refs. [5–21], as a small sample). The SC notion is widely employed today, mostly in connection with systems for which statistical mechanics and thermodynamics happen to provide adequate theoretical study-tools. To conjoin SC with entanglement is expected by us to make sense because of the development in the last 20 years of quantitative high-level principles governing the behavior of entangled states, independent of their particular physical representation. The pertinent principles are said to be analogous to the laws of thermodynamics [1]. Thus, the correlation that we seek should plausibly exist.

It was suggested in Ref. [1] that the complexity in quantum systems is closely bound up to the entanglement between its constituent parts. This paper \textit{addresses this very issue} by means of an important tool known as the statistical complexity measure, which will be used here to study what its connection is with the degree of entanglement associated between spins of an 1D \textit{XY} chain. Note that the entanglement notion is useful within the quantum mechanics’ domain. On the other hand, the application domain of the statistical complexity formalism transcends the quantum theory limits, since it can be used in a classical system as well. The statistical complexity measure has been successfully tested in different systems [10,11,13–20,22]. Here, we study the complexity in a quantum 1D transverse \textit{XY} model, which is interesting for several reasons. Firstly, the \textit{XY} chain possesses an exact solution. Second, being a low dimensional system, the quantum fluctuations play a prominent role in its properties. Third, these fluctuations compete with the order tendency, and, in many cases, lead to a behavior quite different from that observed for systems with higher dimensionality. It is this
last feature that makes a 1D XY model an interesting subject to study from the SC-point of view, since this formalism is able to capture the order–disorder balance of a given system [5–21].

1.1. Motivation

The authors of Ref. [1] hoped that the quantitative theory of entanglement could provide a powerful unifying framework for the understanding of complex quantum systems. This is so because, when viewed in terms of their entanglement content, a large number of apparently different states turn out to be equivalent.

This present paper is one step for testing such hypothesis. Consequently, we ask ourselves here whether concurrence (an entanglement monotone) and SC are indeed correlated, and, if so, how.

1.2. Our Goal

We will show that the answer we seek is in the positive and will provide interesting insight. We will work with reference to the celebrated XY model (see Ref. [1] and references therein). The signature of complexity in this system is the occurrence of a quantum phase transition [1]. We will quantify the entanglement of formation [23–26] in terms of another entanglement measure, the concurrence $C$ (as stated above, the entanglement of formation varies monotonically with the concurrence) [23–26].

The work is organized as follows: Section 2 introduces some necessary preliminary materials. Section 3 describes the XY-model. Our results are presented in Section 4 and some conclusions are drawn in Section 5.

2. Meaning of the Statistical Complexity Measure

One would like, in many instances, to adequately grab hold of a system’s correlation-structures in the same manner in which the entropy-notion grasps disorder. In other words, to be in a position to capture the precise relationship amongst the variegated components of a given system. Why? Mainly because such correlations greatly influence the principal features of the particular probability distribution (PD) describing some physical process one is interested in. Now, the pair randomness structural correlations do not exhibit totally independent ingredients.

We are confident that the contrasting extremes of (i) perfect order and (ii) maximal randomness should not manifest important structural correlations [4]. In between these two opposite instances, a considerable range of structural degrees (SD) should exist. These SD ought to be manifested by the traits of the PD of the preceding paragraph. Exactly how would be the question at this point. As Crutchfield stated in 1994, “Physics does have the tools for detecting and measuring complete order equilibria and fixed point or periodic behavior and ideal randomness via temperature and thermodynamic entropy or, in dynamical contexts, via the Shannon entropy rate and Kolmogorov complexity. What is still needed, though, is a definition of structure and a way to detect and to measure it” [5,6]. Seth Lloyd counted as many as 40 manners of defining complexity, none of them quite satisfactory [27].

In Ref. [4], its authors concocted a quite appropriate functional $F[P]$ that can capture correlations in a fashion similar to that of how Shannon’s entropy captures randomness. This constituted a major breakthrough and was mathematically conceptualized via the definition advanced by López-Ruiz, Mancini, and Calbet (LMC) [4], which they called the statistical complexity $C$. LMC $C$ clearly separated and quantified the contributions of entropy and structure, the latter being described by a notion called disequilibrium $D$. Their statistical complexity was widely acclaimed (see, for a small sample, Refs. [7–14]). $C$ vanishes in the two special extreme instances of perfect order and maximum disorder mentioned above. $C$ is defined as the product of the entropy $S$ and the disequilibrium $D$ where the latter is a distance measure in probability space, between the actual PD and the uniform distribution. Therefore, $C$ is of the form

$$C = SD,$$

where the well-known Shannon entropy is
\begin{equation}
S = - \sum_i p_i \ln p_i,
\end{equation}

and the disequilibrium is defined as [4]
\begin{equation}
D = \sum_i (p_i - 1/N)^2,
\end{equation}

where \( p_1, p_2, \ldots, p_N \) are the corresponding probabilities.

To picture a typical form of certain C-graphs, suppose that \( x \) is the “ordering parameter” of a system, such that, at \( x = 0 \), the system displays perfect order, and, at \( x = b \), total randomness prevails. In a naive model, if \( C = x^2 - bx \), one attains a maximum for \( C \) at \( x = b/2 \). This situation is typical of what happens in variegated systems, where \( C \) is of course a functional of the probability distribution and \( x \) some parameter like the temperature [7,13]. In a more realistic vein, the statistical complexity and the disequilibrium have recently been shown to be telltale of superconductivity [15] or to give indications regarding the Schottky effect [16], the coriolis-antipairing effect [17], or the classical-quantum frontier [18]. One of the simplest types of quantum correlations, those present in gaseous systems due to symmetry considerations, were fruitfully analyzed using \( D \) in Ref. [20]. In addition, the statistical complexity and the disequilibrium turn out rather surprisingly apt at providing significant insights into few fermion-model characteristics [19]. Even more, in a classical, canonical-ensemble environment, \( D \) is able to replace the partition function [14].

3. The XY Model

We consider an isotropic XY model in a one-dimensional, lattice [1,28]. It has \( N \) sites, with periodic boundary conditions, in a transverse magnetic field \( h \). The pertinent Hamiltonian is [1]
\begin{equation}
H = - \sum_{j=1}^{N} \left( \frac{\lambda}{2} (\sigma_j^x \sigma_{j+1}^x + \sigma_j^y \sigma_{j+1}^y) + h \sigma_j^z \right) - \frac{\lambda}{2} (\sigma_N^x \sigma_1^x + \sigma_N^y \sigma_1^y),
\end{equation}

where \( \sigma_j^\alpha (\alpha = x, y, z) \) is the Pauli matrix at site \( j \). The parameter \( \lambda \) controls the strength of the coupling between first neighboring spins. In addition, \( \lambda > 0 (\lambda < 0) \) corresponds to ferromagnetic (anti-ferromagnetic) coupling [1]. We set the value of Planck’s constant at \( \hbar = 1 \) and the Boltzmann constant \( k_B = 1 \) (in energy units). The magnetic field is denoted by \( h \). The parameter \( \lambda \) and the temperature \( T \) have dimensions of energy and are measured in \( \hbar \) units.

The exact solution of the \( N \) sites-XY model was derived through the Jordan–Wigner transform, which can be consulted in Ref. [29]. Following the process described there, one finds a diagonalized Hamiltonian, expressed in terms of the Jordan–Wigner fermionic operators \( \eta_q \) and whose appearance is [1]
\begin{equation}
H = 2 \sum_q \omega_q \eta_q^\dagger \eta_q - \sum_q \omega_q,
\end{equation}

where \( \omega_q = |1 + \lambda \cos \phi_q| \) is the energy per site, with \( \phi_q = 2\pi q/N \) [1]. Note that we have adopted a notation slightly different from that of the reference mentioned above.

3.1. The Statistical Complexity Applied to the XY Model

If our system is in thermal equilibrium at temperature \( T \), the pertinent diagonal density matrix in the canonical ensemble is given by [1]
\begin{equation}
\rho = e^{-\beta H} / Z,
\end{equation}

with \( Z = \text{Tr} \exp (-\beta H) \) the partition function. For our purpose, we need an important quantity, that is, the Helmholtz free energy which is defined as
\[ F = \frac{T}{N} \ln Z. \]

In the thermodynamic limit, \( N \to \infty \), sums that appear in the expectation values are replaced by integrals. Thereby, it is convenient to change the discrete variable \( q \) by the continuous variable \( \phi \). In this way, the corresponding Helmholtz free energy for the XY model in this limit, given in Refs. [28,30], reads

\[ F = \varepsilon_0 - \frac{T}{2\pi} \int_{-\pi}^{\pi} d\phi \ln(1 + \exp(-2|\lambda \cos \phi + 1|/T)), \]

where \( \varepsilon_0 \) is given by

\[ \varepsilon_0 = -\frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi |\lambda \cos \phi + 1|. \]

Remember that we have taken \( h = 1 \) in all expressions above.

Once we have \( F \) (explicated in Equation (8)), we calculate \( C \) following the route traced in Refs. [14,31], where the Helmholtz free energy \( F \) was considered. Then, from \( F \), one obtains the disequilibrium \( D \) as follows [14,31]:

\[ D = \exp[2\beta(F(T) - F(T/2))]. \]

Using \( \ln Z \), one also finds the entropy \( S \), as prescribed by any textbook, so that we have a statistical complexity \( C_x \)

\[ C_x = SD. \]

This last expression, together with Equation (10), will be computed below.

### 3.2. Site-Concurrence in the XY Model

The density matrix \( \rho \) stores all the needed information about the correlations between any bi-partition of a given system appropriate for entanglement discussions. In the case of a system in thermal equilibrium at temperature \( T \), the density matrix is given by Equation (6) [1].

In a quantum system, much stronger correlations between observables exist than those allowed in classical physics. This kind of quantum correlation, which does not have a classical analog, is usually called entanglement (see Ref. [1] and references therein). There are many entanglement measures [1]. Some of them involve the evaluation of a reduced density matrix \( \rho \) of the bipartite system \( S = A \cup B \) [1]. The reduced density matrix \( \rho_{ij} \) of such a system, corresponding to the sub-part \( A (B) \), is defined by

\[ \rho_A = \text{tr}_B(\rho) \quad (\rho_B = \text{tr}_A(\rho)), \]

where \( \text{tr}_B(\rho) (\rho_B = \text{tr}_A(\rho)) \) means trace over \( B (A) \) degrees of freedom [1].

Let us define the partial trace \( E_{ij} \) over all sites of the XY chain but the \( i \)th and \( j \)th ones. The two point reduced density matrices are defined by \( \rho_{ij} = \text{tr}_{E_{ij}}(\rho) \). As pointed out in Ref. [1], appeal to the calculation of the two point reduced density \( \rho_{ij} \) from \( \rho \) in their diagonal representation, like the one in Equation (6), is not the best starting point because it involves quite complicated non-local functions of the original spin operators. Fortunately, there is an alternative approach, based on the one-to-one correspondence between \( \rho_{ij} \) and two-spin correlations at the corresponding sites [1]. The two point density operator \( \rho_{ij} \) is represented by a four by four Hermitian matrix, and the number of real parameters needed to specify it are fifteen. Specifically, any four by four density matrix can be written as a linear combination of tensor products \( \sigma^\alpha \otimes \sigma^\beta \) [1],

\[ \rho_{ij} = \frac{1}{4} \sum_{\alpha,\beta=0}^3 w_{\alpha\beta} \sigma^\alpha \otimes \sigma^\beta, \]

where \( \sigma^\theta \) denotes the \( 2 \times 2 \) identity matrix and the three \( \sigma^1 \equiv \sigma^x, \sigma^2 \equiv \sigma^y, \sigma^3 \equiv \sigma^z \) are the Pauli matrices associated with the \( i \)th site.

From the orthonormal relation \( \text{tr}(\sigma^\alpha \otimes \sigma^\beta \cdot \sigma^\gamma \otimes \sigma^\delta) = \delta_{\alpha\gamma,\beta\delta} \), it follows that the coefficients of the one-point reduced density operators are given by [1].
\[ w_{\alpha\beta} = \text{tr}(\rho_{ij} \sigma_i^\alpha \otimes \sigma_j^\beta) = \langle \sigma_i^\alpha \sigma_j^\beta \rangle. \]  

(13)

Note that the Equations (12) and (13) are nothing but the one-to-one correspondence between the two-point correlations and the two-point reduced density operators. In particular, from the condition \( \text{tr}(\rho_{ij}) = 1 \), it follows that the coefficient \( w_{00} = 1 \). The procedure can be efficiently implemented by considering the symmetries of the XY Hamiltonian. Specifically, the translation invariance entails that the average values of (1) spin operators and (2) the one spin reduced density matrix do not depend on the sites’ location, i.e, \( \langle \hat{\sigma}_r \rangle = \langle \hat{\sigma}_0 \rangle \). On the other hand, the translation invariance and reflection symmetry imply that the spin–spin correlations as well as the two spin reduced density matrix depend on the distance between the two spins; that is to say, \( \langle \hat{\sigma}_i \hat{\sigma}_j \rangle = \langle \hat{\sigma}_0 \hat{\sigma}_0 \rangle \) and \( \rho_{ij} = \rho_{00} \) \( (r = |i - j|) \). As a consequence of Equation (6), the thermal density operator \( \rho \) inherits the Hamiltonian symmetry. Since our Hamiltonian is invariant under the global transformation \( \sigma_i^x \rightarrow -\sigma_i^x \) or \( \sigma_i^y \rightarrow -\sigma_i^y \), the same is true for \( \rho \). It follows from this fact that some coefficient of \( \rho_{ij} \) should vanish, specifically, the coefficients \( w_1 = \langle \sigma_i^x \rangle = 0, w_2 = \langle \sigma_i^y \rangle = 0 \), and \( w_{\alpha\beta} = \langle \sigma_i^\alpha \sigma_j^\beta \rangle = 0 \) if \( \alpha \neq \beta \).

Following Ref. [1], the two point reduced density matrix is

\[ \rho_{lr} = \frac{I_0 \otimes I_r + \langle \sigma^z \rangle (I_0^x \otimes I_r + I_0^y \otimes \sigma_r^z) + \sum_{k=1}^{3} \langle \sigma_k^x \rangle c_0^k \otimes \sigma_r^k}{2}, \]  

(14)

where the expectation value \( \langle \sigma^z \rangle \) in thermal equilibrium is given by [1]

\[ \langle \sigma^z \rangle = -\frac{1}{\pi} \int_0^\pi d\phi \frac{1 + \lambda \cos(\phi)}{\omega_\phi} \tanh \left( \frac{1}{2} \beta \omega_\phi \right), \]  

(15)

and the two spin correlation functions are given by [1],

\[ \langle \sigma_0^x \sigma_r^x \rangle = \begin{pmatrix} G_{-1} & G_{-2} & \cdots & G_{-r} \\ G_0 & G_{-1} & \cdots & G_{-r+1} \\ \vdots & \vdots & \ddots & \vdots \\ G_{r-2} & G_{r-3} & \cdots & G_{-1} \end{pmatrix}, \]  

(16)

\[ \langle \sigma_0^x \sigma_r^y \rangle = \begin{pmatrix} G_1 & G_0 & \cdots & G_{r+2} \\ G_2 & G_1 & \cdots & G_{r+3} \\ \vdots & \vdots & \ddots & \vdots \\ G_r & G_{r-1} & \cdots & G_1 \end{pmatrix}, \]  

(17)

\[ \langle \sigma_0^y \sigma_r^z \rangle = \langle \sigma^z \rangle^2 - G_r G_{-r}, \]  

(18)

where

\[ G_r = \frac{1}{\pi} \int_0^\pi d\phi \frac{1 + \lambda \cos(\phi)}{\omega_\phi} \cos(\phi r) \tanh \left( \frac{1}{2} \beta \omega_\phi \right). \]  

(19)

Once obtained, with the reduced matrix \( \rho_{0r} \), one can calculate the concurrence between two sites separated by \( r \) lattice constants. The concurrence \( C \) is a measure of the degree of entanglement between two qubits (here two sites) applicable for both pure and mixed states. The concurrence associated with the state \( \rho_{0r} \) is given by [1]

\[ C(\rho_{0r}) = \max \{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4 \}, \]  

(20)

where the \( \lambda_i \)'s are the square root eigenvalues of the operator \( \rho_{0r} \rho_{0r}^\dagger \), arranged in decreasing order. The operator \( \tilde{\rho}_{0r} \) results from applying the spin-flip operation to \( \rho_{0r} \),

\[ \tilde{\rho}_{0r} = (\sigma^y \otimes \sigma^y) \rho_{0r}^\dagger (\sigma^y \otimes \sigma^y), \]  

(21)
where the matrix $\rho_0^\dagger r$ is the complex conjugate of $\rho_0 r$.

In the present work, we limit ourselves to the first neighbors’ site-entanglement.

4. Present Results

First, remember the crossover notion. We speak of a smooth transition between separate phases of matter that take place whenever some parameter (thermal/non-thermal) varies. Distinctively, this happens in a region of the associated “phase space”, not at a singular point.

We present our main results in this section. Figure 1 displays, for several temperatures, the nearest neighbor concurrence versus $\lambda$ for a magnetic field $h = 1$. At temperature $T = 0$, the picture is somewhat reminiscent of that for the occupation number in a Fermi gas, if we plot site-concurrence versus $(1/\lambda)$. In a sense, this fact might be associated with the fact that our sites could be linked to free spinless fermions [1,30]. The site-entanglement-phase transition takes place at $\lambda = 1$. Instead, for finite $T$, we have a crossover at $\lambda \sim 1$.

Here, we wish to highlight the concomitant counter intuitive notion that temperature is clearly seen to “generate” site-entanglement (orange curve: there is site-entanglement for $\lambda < 1$, which is impossible at $T = 0$). In a sense, we see here a phenomenon already encountered in Ref. [17], in a different context. There it was noted how order can arise out of disorder in originating high-temperature superconductivity. More importantly, Arnesen et al. [32] found that the entanglement between two spins in an antiferromagnetic solid can grow by increasing the temperature.

Note that, at $\lambda \sim 2$, the site-concurrence saturates and no longer changes. One should expect the sites’ associated complexity to vanish after that $\lambda$-value is reached. This intuition will be confirmed below.

We now study the behavior of the statistical complexity (SC) versus the coupling constant $\lambda$ in Figure 2. A pleasant observation can be made.

The SC detects the XY model’s finite $T$’s site-entanglement-crossover at $\lambda \sim 1$. This is in line with what happens to phase transitions/crossovers (PTCR) in variegated different systems (see, for instances, Refs. [5–11,13–21]). SC seems to always detect PTCR at their proper location. Just emphasize here, for instance, the Coriolis anti-pairing effect [17].

We arrive now to our main present finding. Let $z$ be an order/disorder indicator. One example is the temperature. The intensity of an external magnetic field is other. Then, the plot SC versus $z$ will always have the appearance of Figure 3 [4–20]. Accordingly, it is well known that the SC behaves in this manner:

- if $z$ is such that the system becomes maximally “ordered”, the SC vanishes.
- if $z$ is such that the system becomes maximally “disordered”, the SC vanishes.
• for intermediate $z$-values, the SC attains a maximum value.

According to Figure 3, the site-concurrence is a $z$-instance. The graph plots complexity $C_x(\lambda)$ versus concurrence $C(\lambda)$ and communicates our main message (it is said that a graph conveys more information than mere words): concurrence is a kind of ordering factor. The complexity vanishes both when $C(\lambda)$ vanishes and when $C(\lambda)$ becomes maximal. This is the typical complexity behavior of [complexity versus an indicator of order/disorder] [4–20]. Figure 3 is indeed a typical graph of $C_x$ versus such an order/disorder indicator, as evidenced by perusing the above list of references that encompass variegated physical systems, from the van der Waals gas to superconductivity.

Figure 2. $C_x$ vs. $\lambda$ for different temperatures. If they are low enough, the site-entanglement emergence at $\lambda \sim 1$ is clearly manifested by a $C_x$-peak. Of course, this peak becomes less and less prominent as $T$ grows, and eventually disappears.

Figure 3. Parametric mapping $(C(\lambda), C_x(\lambda))$ for a magnetic field $h = 1$ ($C(\lambda)$ is the nearest neighbor concurrence).

How can we interpret the, at first sight, surprising results of Figure 3? Speaking metaphorically, we could reason as follows:

• disentangled systems (here sites) $A$ and $B$ are independent ones, like the particles of an ideal gas. The complexity vanishes [4].
• as two systems (here sites) entangle themselves, they become obviously linked.
• if the degree of entanglement is high, the separate identities give place to a new entity \( A + B \), with its own features, like a “crystal” with reference to its constituent atoms. The complexity vanishes again [4].

Thus, complexity reflects here on the gradual loss of relative independence of the sites.

5. Conclusions

This effort has shed some new light on the correlation between two physical quantities: (1) site-entanglement (represented by the site-concurrence \( C \)) and (2) statistical complexity by \( C_x \).

First, we saw that \( C_x \) detects, via a nice peak, the site-entanglement crossover at \( \lambda \sim 1 \).

Generally, \( C_x \) tends to indicate that something is rapidly varying [4–20]. \( C_x \) should vanish when change ceases. The novelty here relates to “What is the quantity that changes here?” The answer, surprisingly enough, is entanglement.

More precisely, what gets modified here is \( C \), via the coupling parameter of \( \lambda \) of the XY model. No coupling entails no site-entanglement and no complexity. Too strong coupling makes \( C \) immune to further \( \lambda \)-modification, and the complexity vanishes again. The picture is quite clear to the SC connoisseur. The above-mentioned results entail that site-entanglement can be regarded as a measure of order/disorder, a quite non-trivial conclusion. Large site-entanglement entails a high degree of quantum “order”. Low entanglement would entail, according to this view, quantum “disorder”. Two un-entangled states are separate, unrelated entities. Entanglement makes the two states a single entity with two components that retain a certain degree of “independence”. When entanglement becomes too high, this independence vanishes and complexity as well.
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