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Abstract. Suppose that the inverse image of the zero vector by a continuous map \( f : \mathbb{R}^n \to \mathbb{R}^q \) has an isolated point \( P \). The existence of a continuous map \( g \) which approximates \( f \) but is nonvanishing near \( P \) is equivalent to a topological property we call “locally inessential,” generalizing the notion of index zero for vector fields, the \( q = n \) case. We consider the problem of constructing such an approximation \( g \) and a continuous homotopy \( F(x, t) \) from \( f \) to \( g \) through locally nonvanishing maps. If \( f \) is a semialgebraic map, then there exists \( F \) also semialgebraic. If \( q = 2 \) and \( f \) is real analytic with a locally inessential zero, then there exists a Hölder continuous homotopy \( F(x, t) \) which, for \((x, t) \neq (P, 0)\), is real analytic and nonvanishing. The existence of a smooth homotopy, given a smooth map \( f \), is stated as an open question.

1. Introduction

For a continuous vector field on a manifold, it is well-known that an isolated zero can be removed by a small, local perturbation if and only if that zero has an “index” equal to 0. That is, for a vector field \( f \) vanishing with index 0 at \( \vec{p} \), and any small neighborhood of \( \vec{p} \), there is another vector field \( g \) agreeing with \( f \) outside that neighborhood, and arbitrarily \( C^0 \)-close to \( f \) but nonvanishing inside it. In fact, the zero is removable in the following stronger, but less well-known, sense (\( \text{[D3]} \)): not only is there such a perturbation \( g \), there is a continuous homotopy \( F(\vec{x}, t) \) from \( f \) to \( g \) such that \( F(\vec{x}, t) \) is nonvanishing for \( \vec{x} \) near \( \vec{p} \) and \( t > 0 \). So, the isolated zero can be removed instantaneously.

We consider the generalization of this phenomenon to other dimensions: locally, maps \( f : \mathbb{R}^n \to \mathbb{R}^q \), but our primary interest is in the regularity of the homotopy \( F \). One version of our Main Question 4.3 asks: given that \( f \) is smooth, does there exist a smooth homotopy \( F \) that instantly removes an isolated zero, assuming only that there is no topological obstruction to a nonvanishing approximation? This remains open; as remarked by \( \text{[D2], [D3]} \), just \( C^1 \) regularity for \( F \) seems to be a difficult question even under strong assumptions about \( f \). Our main results consider cases where \( f \) is semialgebraic (Theorem 4.1) or real analytic (Theorem 5.1).

When the target dimension \( q \) is not equal to \( n \), isolated zeros are no longer a generic phenomenon, but in Section 8 we show that with a natural generalization of the notion of “index zero” (Definition 3.2), the analogous nonvanishing approximation property holds. Instead of considering \( f \) as a vector field, another way to visualize an isolated zero of \( f : \mathbb{R}^n \to \mathbb{R}^q \) is to consider the zero sets of its components \((f_1(\vec{x}), \ldots, f_q(\vec{x}))\). For \( q \) suitably smooth and generic functions, each component vanishes on some hypersurface, and for \( q \leq n \), the intersection of \( q \) hypersurfaces in general position is expected to be a set with dimension \( n - q \). So for \( q < n \), an isolated point in the intersection indicates that the hypersurfaces are not in general position, but our question is about the persistence of the isolated zero: is there some perturbation so that the isolated point of intersection disappears, or do the \( q \) hypersurfaces continue to have a
non-empty, but not necessarily isolated, intersection after any perturbation? In the case \( n = 3, q = 2 \) (of special interest for applications such as computer graphics), can two real implicit surfaces \( \{ f_1 = 0 \}, \{ f_2 = 0 \} \), meeting at just one point (e.g., two cones sharing a vertex; for another example, see Section 5), always be made disjoint by small changes in \( f_1 \) and \( f_2 \)? The answer is yes, and “small changes” can be interpreted as either a local \( C^0 \) approximation, or a continuous family of such approximations (the homotopy \( F \)).

Our first approach to the construction of \( F \) is to start with the local approximation; the results in Section 3 generalize well-known facts about the vector field case (\( q = n \)). Then in Section 4 we construct the continuous homotopy; the \( q = n \) case was considered by \([D3]\); our construction for any \( q \) in Theorem 4.1 is explicit enough so that the homotopy \( F \) is semialgebraic if \( f \) is.

The second approach, in Section 5, considers the case where \( q = 2 \) and \( f \) is real analytic; the construction of Theorem 5.1 uses PDE methods (only the classical Dirichlet problem, with Hölder estimates up to the boundary) to construct a continuous nonvanishing homotopy \( F \) which is real analytic except at the point \((p, 0)\), near which it satisfies an inequality of the form \( \|F(x, t)\| \leq C\|x - p, t\| \). Either better regularity or a counterexample would be interesting: is there some polynomial map with an isolated zero that can be removed by a semialgebraic homotopy but not by a \( C^1 \) homotopy?

Time-dependent vector fields are of obvious importance in applications, and the behavior of their zeros remains a topic of current interest (\([NNPV]\)). We further remark that the global problem of finding a homotopy from a map \( f \) to another map with fewer zeros has been considered in algebraic topology (\([BFGJ]\), \([P]\)). The topic of “root theory” is a special case of the coincidence problem of finding homotopies from two maps \( f \) and \( g \) at time \( 0 \) to two other maps at time \( 1 \) with disjoint images (or with a minimal number of points of intersection). Our results in Sections 4 and 5 are different, in that we want to find a homotopy where the image of \( f \) becomes disjoint from \( \{0\} \) for all \( t > 0 \).

Finally, we mention that our interest in this topic started with an analogue in CR geometry — \([E]\) considers a real 3-manifold embedded in \( C^3 \) with an isolated complex tangent, and describes a local topological obstruction to the existence of a \( C^1 \) homotopy to a totally real embedding.

2. Notation

Fix a positive integer \( n \). We are interested in maps \( f \) from an \( n \)-manifold to another manifold, where the inverse image of a point \( O \) contains an isolated point. Our analysis is local, not global, so we can consider the target manifold to be \( \mathbb{R}^q \) for some \( q \) and the point \( O \) to be the zero vector \( 0 \); then an isolated point of \( f^{-1}(\{O\}) \) is called an isolated zero of \( f \) (Definition 2.3). We consider the domain of \( f \) and its perturbations to be a neighborhood \( \Omega \) in \( \mathbb{R}^n \) rather than a more general \( n \)-manifold.

Notation 2.1. For \( \vec{c} \in \mathbb{R}^n \) and \( R > 0 \), the following notation is used for the standard Euclidean balls and spheres with center \( \vec{c} \) and radius \( R \):

\[
\begin{align*}
B^n(\vec{c}, R) &= \{ \vec{x} : \|\vec{x} - \vec{c}\| < R \} = \text{the open ball} \\
\overline{B}^n(\vec{c}, R) &= \{ \vec{x} : \|\vec{x} - \vec{c}\| \leq R \} = \text{the closed ball} \\
B^n_+(\vec{c}, R) &= \{ \vec{x} : 0 < \|\vec{x} - \vec{c}\| < R \} = \text{the punctured open ball} \\
\overline{B}^n_+(\vec{c}, R) &= \{ \vec{x} : 0 < \|\vec{x} - \vec{c}\| \leq R \} = \text{the punctured closed ball} \\
S^{n-1}(\vec{c}, R) &= \{ \vec{x} : \|\vec{x} - \vec{c}\| = R \} = \text{the boundary sphere}
\end{align*}
\]
Similarly, for $\mathbb{R}^{n+1}$ with coordinates $(\vec{x}, t)$, denote the upper half-ball and upper hemisphere:

$$B^+_{n+1}((\vec{c}, \tau), R) = \{(\vec{x}, t) : \|((\vec{x}, t) - (\vec{c}, \tau)) < R, t > \tau\}$$

$$S^+_{n}((\vec{c}, \tau), R) = \{(\vec{x}, t) : \|((\vec{x}, t) - (\vec{c}, \tau)) = R, t > \tau\}$$

The usual unit sphere $S^{q-1}(\vec{0}, 1)$ in $\mathbb{R}^q$ will be abbreviated $S^q$. The restriction of a map $f : \Omega \to \mathbb{R}^q$ to some sphere $S^{n-1}(\vec{c}, r) \subseteq \Omega$ will be denoted $f|_S$.

**Notation 2.2.** For a map $f : \Omega \to \mathbb{R}^q$ with components $f(\vec{x}) = (f_1(\vec{x}), \ldots, f_q(\vec{x}))$, denote the locus:

$$V(f) = V(f_1, \ldots, f_q) = \{\vec{x} \in \Omega : f_1(\vec{x}) = 0, \ldots, f_q(\vec{x}) = 0\} = f^{-1}(\{0\}).$$

**Definition 2.3.** For a function $f : \Omega \to \mathbb{R}^q$ and a point $\vec{p} \in \Omega$ such that $f(\vec{p}) = 0$, $\vec{p}$ is an isolated zero of $f$ means that there exists some $R > 0$ so that $B^n(\vec{p}, R) \subseteq \Omega$ and:

$$V(f) \cap B^n(\vec{p}, R) = \{\vec{p}\}.$$

**Definition 2.4.** A subset $\Sigma \subseteq \mathbb{R}^N$ is a semialgebraic set means that $\Sigma$ is a finite union of sets of the form

$$\{\vec{x} \in \mathbb{R}^N : P(\vec{x}) = 0, Q_1(\vec{x}) > 0, \ldots, Q_j(\vec{x}) > 0\},$$

where each of the functions $P, Q_1, \ldots, Q_j$ is a polynomial $\mathbb{R}^N \to \mathbb{R}^1$. For an open domain $\Omega \subseteq \mathbb{R}^n$ as above, a function $f : \Omega \to \mathbb{R}^q$ is a semialgebraic map means that the graph of $f$ is a semialgebraic set in $\mathbb{R}^{n+q}$.

**Remark 2.5.** Some references require that semialgebraic maps are also continuous; it is more convenient for us to instead allow discontinuous maps and explicitly mention continuity when needed.

**Proposition 2.6.** A linear projection of a semialgebraic set is a semialgebraic set. The scalar valued semialgebraic maps $f : \mathbb{R}^n \to \mathbb{R}^1$ form a ring. A map $f : \mathbb{R}^n \to \mathbb{R}^q$ is semialgebraic if and only if its components, $f = (f_1, \ldots, f_q)$, are semialgebraic $f_j : \mathbb{R}^n \to \mathbb{R}^1$. The composite of semialgebraic maps is semialgebraic.

**Remark 2.7.** The notions of Definition 2.4 and the claims of Proposition 2.6 are well-known (we refer to [BCR]). For an open domain $\Omega$, it follows from Definition 2.4 and the projection property that if $f : \Omega \to \mathbb{R}^q$ is a semialgebraic map, then $\Omega$ must be an open semialgebraic set.

## 3. Nonvanishing Approximation

Theorem 3.6 and its Corollaries are about approximating a map with an isolated zero by a nonvanishing map. The case $q = n$ is the well-known situation of a vector field with index zero, for which [ST, A1, A2], prove results similar to Theorem 3.6 and additionally give estimates for derivatives (see also [PP]). For $q \leq n$, the connection between zero sets of perturbations and homotopy classes of maps of spheres was used by [D1] to study the stability of non-isolated zero sets, rather than the removability of isolated zeros.

Definition 3.2 generalizes the notion of “index zero” to other dimensions. For this Section, fix a positive integer $q$.

**Lemma 3.1.** For a continuous map $f : \Omega \to \mathbb{R}^q$, and an isolated zero $\vec{p} \in B^n(\vec{p}, R)$ as in Definition 2.3, the following are equivalent:

(i) There exists $r \in (0, R)$ such that the restriction of $f$ to the domain $S^{n-1}(\vec{p}, r)$ and target $\mathbb{R}^q \setminus \{0\}$ is null-homotopic;
(ii) For any \( r \in (0, R) \), the restriction of \( f \) to the domain \( S^{n-1}(\vec{p}, r) \) and target \( \mathbb{R}^q \setminus \{0\} \) is null-homotopic;

(iii) For any \( \epsilon > 0 \) there is some \( \delta \) so that \( 0 < \delta \leq R \) and for any \( r \in (0, \delta) \), the restriction of \( f \) to the domain \( S^{n-1}(\vec{p}, r) \) and target \( B^q_\epsilon(0, \epsilon) \) is null-homotopic;

(iv) For any \( \epsilon > 0 \) there is some \( \delta \) so that \( 0 < \delta \leq R \) and for any \( r \in (0, \delta) \), the restriction of \( f \) to the domain \( B^q_\epsilon(\vec{p}, r) \) and target \( B^q_\epsilon(0, \epsilon) \) is null-homotopic.

**Proof.** The implication \( (iv) \implies (i) \) is obvious. The statement of Property (i) is the most easily checked, while the statements of Properties (iii) and (iv) are local both in the domain and the target, and could be adapted for isolated roots of a map from one manifold to another.

To show that \( (i) \implies (ii) \), let \( r_0 \) be the radius from Property (i), so that there exists a homotopy \( \Phi : S^{n-1}(\vec{p}, r_0) \times [0, 1] \to \mathbb{R}^q \setminus \{0\} \) from \( \Phi(\vec{x}, 0) = f|_S(\vec{x}) \) to a constant map \( \Phi(\vec{x}, 1) \equiv c \) in \( \mathbb{R}^q \setminus \{0\} \). For any \( r \in (0, R) \), define \( \Phi_r : S^{n-1}(\vec{p}, r) \times [0, 1] \to \mathbb{R}^q \setminus \{0\} \) by the formula

\[
\Phi_r(\vec{x}, t) = \left\{ \begin{array}{ll}
  f(\vec{p} + (1 + 2(\frac{r}{2r_0} - 1) t) \cdot (\vec{x} - \vec{p})) & 0 \leq t \leq \frac{1}{2} \\
  \Phi(\vec{p} + \frac{r}{r_0} \cdot (\vec{x} - \vec{p}), 2t - 1) & \frac{1}{2} \leq t \leq 1
\end{array} \right..
\]

Then \( \Phi_r \) is a continuous homotopy from \( \Phi_r(\vec{x}, 0) = f|_S(\vec{x}) \) to the constant map \( \Phi_r(\vec{x}, 1) \equiv c \) in \( \mathbb{R}^q \setminus \{0\} \).

Assuming (ii), \( \epsilon > 0 \) there is, by the continuity of \( f \), some \( \delta, 0 < \delta \leq R \), such that if \( \|\vec{x} - \vec{p}\| < \delta \) then \( \|f(\vec{x}) - f(\vec{p})\| < \epsilon \). For any \( r \in (0, \delta) \), the image \( f(S^{n-1}(\vec{p}, r)) \) is contained in \( B^q_\epsilon(0, \epsilon) \). By Property (ii), \( f|_S \) is homotopic in \( \mathbb{R}^q \setminus \{0\} \) to a constant map; the claim of Property (iii) is just that it is also homotopic in \( B^q_\epsilon(0, \epsilon) \) to a (possibly different) constant map.

Let \( \Phi_r : S^{n-1}(\vec{p}, r) \times [0, 1] \to \mathbb{R}^q \setminus \{0\} \) be the homotopy from Property (ii), so that \( \Phi_r(\vec{x}, 0) = f|_S(\vec{x}) \) and \( \Phi_r(\vec{x}, 1) \equiv c_r \in \mathbb{R}^q \setminus \{0\} \). By the continuity of \( \Phi_r \) and the compactness of \( S^{n-1}(\vec{p}, r) \), there is some \( \delta_2, 0 < \delta_2 \leq 1 \), so that the image \( \Phi_r(S^{n-1}(\vec{p}, r) \times [0, \delta_2]) \) is contained in \( B^q_\epsilon(0, \epsilon) \). Also, \( \Phi_r \) achieves a maximum magnitude \( M = \max\{\|\Phi_r(\vec{x}, t)\| : (\vec{x}, t) \in S^{n-1}(\vec{p}, r) \times [0, 1]\} > 0 \).

If \( \delta_2 = 1 \) or \( M < \epsilon \), Property (iii) already holds; otherwise, for \( 0 < \delta_2 < 1 \) and \( M \geq \epsilon \), define the following weakly decreasing, continuous function \( \gamma : [0, 1] \to (0, 1) \):

\[
\gamma(t) = \left\{ \begin{array}{ll}
  \frac{2M}{\delta_2} t_2 + 1 & 0 \leq t \leq \delta_2 \\
  \frac{4M}{\delta_2} & \delta_2 \leq t \leq 1
\end{array} \right..
\]

Then \( \Psi(\vec{x}, t) = \gamma(t) \cdot \Phi_r(\vec{x}, t) \) is a continuous homotopy from \( \Psi(\vec{x}, 0) = 1 \cdot \Phi_r(\vec{x}, 0) = f(\vec{x}) \) to the constant map \( \Psi(\vec{x}, 1) = \frac{4M}{\delta_2} \cdot \Phi_r(0, \epsilon) \). For \( 0 \leq t \leq \delta_2 \), \( \|\Psi(\vec{x}, t)\| = \gamma(t)\|\Phi_r(\vec{x}, t)\| < 1 \cdot \epsilon \), and for \( \delta_2 \leq t \leq 1 \), \( \|\Psi(\vec{x}, t)\| = \frac{4M}{\delta_2}\|\Phi_r(\vec{x}, t)\| \leq \frac{4M}{\delta_2} \), which establishes Property (iii).

Assuming (iii), for any \( \epsilon > 0 \) there is, by the continuity of \( f \), some \( \delta_1, 0 < \delta_1 \leq R \), such that if \( \|\vec{x} - \vec{p}\| < \delta_1 \) then \( \|f(\vec{x}) - f(\vec{p})\| < \epsilon \). There is, from Property (iii), some \( \delta_2 > 0 \) corresponding to the same \( \epsilon \); the claimed \( \delta \) is then \( \min\{\delta_1, \delta_2\} \). Let \( r \) be any radius in \( (0, \delta) \), and then there is a homotopy \( \Psi_r : S^{n-1}(\vec{p}, r) \times [0, 1] \to B^q_\epsilon(0, \epsilon) \) from \( f|_S \) to a constant \( c \) in \( B^q_\epsilon(0, \epsilon) \). The map \( \Theta : B^q_\epsilon(\vec{p}, r) \times [0, 1] \to B^q_\epsilon(0, \epsilon) \), defined by the following formula, is a homotopy in \( B^q_\epsilon(0, \epsilon) \) as claimed in Property (iv):

\[
\Theta(\vec{x}, t) = \left\{ \begin{array}{ll}
  f(\vec{p} + (\frac{2(r-M)(\|\vec{x} - \vec{p}\| + \|\vec{x} - \vec{p}\|)}{\|\vec{x} - \vec{p}\|}) \cdot (\vec{x} - \vec{p})) & 0 \leq t \leq \frac{1}{2} \\
  \Psi_r(\vec{p} + \frac{r}{\|\vec{x} - \vec{p}\|} \cdot (\vec{x} - \vec{p}), 2t - 1) & \frac{1}{2} \leq t \leq 1
\end{array} \right..
\]

**Definition 3.2.** For a continuous map \( f : \Omega \to \mathbb{R}^q \), a point \( \vec{p} \) such that \( f(\vec{p}) = 0 \) is a locally inessential zero of \( f \) means: \( \vec{p} \) is an isolated zero and any of the equivalent properties of Lemma 3.1 is satisfied.
Lemma 3.4. If \( n \) and \( q \) satisfy
\[
\pi_{n-1}(S^{q-1}) \cong \{0\},
\]
then any isolated zero of any continuous map \( f : \Omega \to \mathbb{R}^q \) is a locally inessential zero.

Proof. For \( \vec{p} \) and \( R > 0 \) as in Definition 2.3, let \( r \) be any radius in \((0, R)\); we will check Property (i) from Lemma 3.1. The space \( \mathbb{R}^q \setminus \{0\} \) is homeomorphic to the product \( S^{q-1} \times (0, 1) \), so its \((n-1)\)th homotopy group is the same as that of \( S^{q-1} \), and trivial by hypothesis. Any continuous map from an \((n-1)\)-sphere to \( \mathbb{R}^q \setminus \{0\} \), including the restriction \( f|_S \) from Property (i), is homotopic to a constant map.

Remark 3.5. The hypothesis on \( n \) and \( q \) in Lemma 3.4 is satisfied for \( q = 2 \) and \( n \geq 3 \), or for any pair where \( n < q \).

Theorem 3.6. Let \( f : \Omega \to \mathbb{R}^q \) be a continuous map with an isolated zero at \( \vec{p} \) and \( R > 0 \) as in Definition 2.3. The following are equivalent:

1. \( \vec{p} \) is a locally inessential zero of \( f \);
2. For any \( \epsilon > 0 \) and any \( \rho \) with \( 0 < \rho \leq R \), there exists a continuous map \( g : \Omega \to \mathbb{R}^q \) such that:
   
   \[
   \begin{align*}
   (1) & \quad \vec{x} \in \Omega \setminus B^n(\vec{p}, \rho) \implies g(\vec{x}) = f(\vec{x}), \quad \text{and} \\
   (2) & \quad \vec{x} \in \Omega \implies \|g(\vec{x}) - f(\vec{x})\| < \epsilon, \quad \text{and} \\
   (3) & \quad V(g) \cap B^n(\vec{p}, R) = \emptyset.
   \end{align*}
   \]

Proof. First, assume that \( \vec{p} \) is a locally inessential zero of \( f \). Given \( \epsilon > 0 \), there is some \( \delta_1 > 0 \) corresponding to \( \frac{\epsilon}{2} \) in Property (iii) from Lemma 3.1. Let \( \delta = \min\{\delta_1, \rho\} \), and denote by \( f|_S \) the restriction of \( f \) to the domain \( S^{n-1}(\vec{p}, \frac{\delta}{2}) \) and target \( B^q_\mathbb{R}(0, \frac{\epsilon}{2}) \).

By Property (iii) from Lemma 3.1, there exists a homotopy
\[
\varphi : S^{n-1}(\vec{p}, \frac{\delta}{2}) \times [0, 1] \to B^q_\mathbb{R}(0, \frac{\epsilon}{2})
\]
from \( \varphi(\vec{x}, 0) = f|_S(\vec{x}) \) to a constant map \( \varphi(\vec{x}, 1) \equiv c \) in \( B^q_\mathbb{R}(0, \frac{\epsilon}{2}) \). By compactness, \( \varphi \) achieves some minimum magnitude \( 0 < m \leq \|\varphi(\vec{x}, t)\| < \frac{\epsilon}{2} \). Now \( f|_S \) extends to a continuous \( \tilde{f} : \overline{B}^n(\vec{p}, \frac{\delta}{2}) \to B^q_\mathbb{R}(0, \frac{\epsilon}{2}) \). In the interest of giving explicit formulas when we can, the extension constructed in §1.3 is defined by:
\[
\tilde{f}(\vec{x}) = \begin{cases} 
\varphi\left(\vec{p} + \frac{\delta}{2\|\vec{x} - \vec{p}\|}(\vec{x} - \vec{p}), 2 - \frac{\delta}{4}\|\vec{x} - \vec{p}\|\right), & 0 \leq \|\vec{x} - \vec{p}\| \leq \frac{\delta}{4} \\
\frac{\epsilon}{2}, & \frac{\delta}{4} \leq \|\vec{x} - \vec{p}\| \leq \frac{\delta}{2} \end{cases}
\]
which is continuous because its two pieces are continuous on closed sets and agree on their intersection.

By construction, for all \( \vec{x} \in \overline{B}^n(\vec{p}, \frac{\delta}{2}) \), \( 0 < m \leq \|\tilde{f}(\vec{x})\| < \frac{\epsilon}{2} \), and for all \( \vec{x} \in S^{n-1}(\vec{p}, \frac{\delta}{2}) \), \( \tilde{f}(\vec{x}) = f|_S(\vec{x}) = f(\vec{x}) \). Define \( g : \Omega \to \mathbb{R}^q \) by \( g(\vec{x}) = f(\vec{x}) \) for \( \|\vec{x} - \vec{p}\| \geq \frac{\delta}{2} \), and \( g(\vec{x}) = \tilde{f}(\vec{x}) \) for \( \|\vec{x} - \vec{p}\| \leq \frac{\delta}{2} \); then \( g \) is continuous on \( \Omega \), and satisfies (1) and (3) as claimed. Further, for any \( \vec{x} \in \Omega \), either \( \|g(\vec{x}) - f(\vec{x})\| = 0 \) or
\[
\|g(\vec{x}) - f(\vec{x})\| = \|\tilde{f}(\vec{x}) - f(\vec{x})\| \leq \|\tilde{f}(\vec{x})\| + \|f(\vec{x})\| < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.
\]
Conversely, for any \( \epsilon > 0 \), there is some \( \delta, 0 < \delta \leq R \), so that if \( \|\vec{x} - \vec{p}\| < \delta \) then \( \|f(\vec{x})\| < \frac{\epsilon}{2} \). Let \( \rho = \frac{\delta}{2} \), so there is a continuous \( g \) with \( \|g(\vec{x}) - f(\vec{x})\| < \frac{\epsilon}{4} \) for all \( \vec{x} \in \Omega \), and \( g(\vec{x}) = f(\vec{x}) \) for all \( \vec{x} \in \Omega \setminus B^n(\vec{p}, \rho) \). Let \( f|_S \) denote the restriction of \( f \) to the domain \( S^{n-1}(\vec{p}, \rho) \) and target \( B^2(0, \epsilon) \). Define \( \Psi : S^{n-1}(\vec{p}, \rho) \times [0, 1] \to \mathbb{R}^q \setminus \{0\} \) by

\[
\Psi_\rho(\vec{x}, t) = g(\vec{p} + (1 - t)(\vec{x} - \vec{p})).
\]

So, \( \Psi_\rho(\vec{x}, 0) = g|_S(\vec{x}) = f|_S(\vec{x}), \Psi_\rho(\vec{x}, 1) \equiv g(\vec{p}) \), and

\[
\|\Psi_\rho(\vec{x}, t)\| = \|g(\vec{p} + (1 - t)(\vec{x} - \vec{p}))\| \\
\leq \|g(\vec{p} + (1 - t)(\vec{x} - \vec{p})) - f(\vec{p} + (1 - t)(\vec{x} - \vec{p}))\| + \|f(\vec{p} + (1 - t)(\vec{x} - \vec{p}))\| \\
< \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon,
\]

so Property (iii) from Lemma 3.1 holds.

**Corollary 3.7.** Let \( q, f, \vec{p}, \) and \( R \) be as in Theorem 3.6. If \( \vec{p} \) is a locally inessential zero of \( f \), and, additionally, \( f \) is smooth, then there exists \( g \) as in Theorem 3.6, and which is also smooth.

**Proof.** Given \( \epsilon > 0 \), apply the construction of Theorem 3.6 to \( f \) to get a continuous \( g_0 \) satisfying (2) with \( \frac{\epsilon}{2} \), and a corresponding \( \delta > 0 \). By construction, for \( \vec{x} \in B^n(\vec{p}, \frac{\delta}{2}) \), \( 0 < m \leq \|g_0(\vec{x})\| < \frac{\epsilon}{4} \), and if \( f \) is smooth \((C^\infty)\) on \( \Omega \), then \( g_0 \) is equal to a smooth map on the closed set \( \Omega \setminus B^n(\vec{p}, \frac{\delta}{2}) \). By the Whitney Approximation Theorem ([1] Ch. 6), there exists a smooth \( \Psi : \Omega \to \mathbb{R}^q \) such that \( g \equiv g_0 \equiv f \) on \( \Omega \setminus B^n(\vec{p}, \frac{\delta}{2}) \), so (1) is satisfied, and for all \( \vec{x} \in \Omega \),

\[
\|g(\vec{x}) - g_0(\vec{x})\| < \frac{m}{2} < \frac{\epsilon}{8}.
\]

\( g \) is then close to \( f \) (satisfying (2)):

\[
\|g(\vec{x}) - f(\vec{x})\| \leq \|g(\vec{x}) - g_0(\vec{x})\| + \|g_0(\vec{x}) - f(\vec{x})\| < \frac{\epsilon}{8} + \frac{\epsilon}{2} < \epsilon,
\]

and has the claimed nonvanishing property (3):

\[
(5) \quad \vec{x} \in B^n(\vec{p}, \frac{\delta}{2}) \implies \|g(\vec{x})\| \geq \|g_0(\vec{x})\| - \|g(\vec{x}) - g_0(\vec{x})\| > m - \frac{m}{2}.
\]

**Corollary 3.8.** Let \( q, f, \vec{p}, \) and \( R \) be as in Theorem 3.6. If \( \vec{p} \) is an inessential zero of \( f \), and, additionally, \( f \) is a continuous, semialgebraic map, then there exists \( g \) as in Theorem 3.6, and which is a continuous, semialgebraic map.

**Proof.** Given \( \epsilon > 0 \), apply the construction of Theorem 3.6 to \( f \) to get a continuous \( g_0 \) satisfying (2) with \( \frac{\epsilon}{2} \), and corresponding \( \delta > 0 \), \( m > 0 \). By construction, for \( \vec{x} \in B^n(\vec{p}, \frac{\delta}{2}) \), \( \|f(\vec{x})\| < \frac{\epsilon}{4} \), and \( m \leq \|g_0(\vec{x})\| < \frac{\epsilon}{4} \). Also, \( f - g_0 \) is continuous on \( \Omega \), and \( \equiv 0 \) on \( S^{n-1}(\vec{p}, \frac{\delta}{2}) \), so by compactness, there is some \( \delta_1 \) so that \( 0 < \delta_1 < \frac{\delta}{2} \) and if \( \delta_1 \leq \|\vec{x} - \vec{p}\| \leq \frac{\delta}{2} \), then \( \|f(\vec{x}) - g_0(\vec{x})\| < \frac{m}{2} \).

Apply the Weierstrass Approximation Theorem to \( g_0 \) on the compact set \( \overline{B^n(\vec{p}, \frac{\delta}{2})} \) to get polynomials \( h_1, \ldots, h_q \), so that for \( \vec{x} \in B^n(\vec{p}, \frac{\delta}{2}) \), the map \( h = (h_1, \ldots, h_q) \) satisfies

\[
(6) \quad \|h(\vec{x}) - g_0(\vec{x})\| < \frac{m}{2} < \frac{\epsilon}{8}.
\]
Let $\chi : \mathbb{R}^1 \to \mathbb{R}^1$ be a continuous, piecewise linear, weakly decreasing cutoff function:

$$
\chi(s) = \begin{cases} 
\frac{1}{\delta_1} & s \leq \delta_1 \\
\frac{s - \delta_1}{\delta_1 - \frac{\delta}{2}} & \delta_1 \leq s \leq \frac{\delta}{2} \\
0 & s \geq \frac{\delta}{2}
\end{cases}.
$$

Define $g : \Omega \to \mathbb{R}^q$ by:

$$
g(\vec{x}) = \chi(\|\vec{x} - \vec{p}\|) \cdot h(\vec{x}) + (1 - \chi(\|\vec{x} - \vec{p}\|)) \cdot f(\vec{x}).
$$

By Proposition 2.6, $g$ is semialgebraic, and by construction, $g$ is continuous and satisfies (1). $g$ is close to $f$ (satisfying (2)) — either $g(\vec{x}) = f(\vec{x})$, or for $\vec{x} \in B^n(\vec{p}, \delta_1)$:

$$
\|g(\vec{x}) - f(\vec{x})\| = \|\chi \cdot (h(\vec{x}) - f(\vec{x}))\| \\
\leq \chi \cdot (\|h(\vec{x}) - g_0(\vec{x})\| + \|g_0(\vec{x}) - f(\vec{x})\|) \\
< \frac{\epsilon}{8} + \frac{\epsilon}{2}.
$$

$g$ has the claimed nonvanishing property (3); for $\vec{x} \in B^n(\vec{p}, \delta_1)$:

$$
\|g(\vec{x})\| = \|h(\vec{x})\| \geq \|g_0(\vec{x})\| - \|h(\vec{x}) - g_0(\vec{x})\| > m - \frac{m}{2},
$$

and for $\vec{x} \in B^n(\vec{p}, \frac{\delta}{2}) \setminus B^n(\vec{p}, \delta_1)$:

$$
\|g(\vec{x})\| = \|\chi \cdot h(\vec{x}) + (1 - \chi) \cdot f(\vec{x})\| \\
= \|g_0(\vec{x}) + \chi \cdot (h(\vec{x}) - g_0(\vec{x})) + (1 - \chi) \cdot (f(\vec{x}) - g_0(\vec{x}))\| \\
\geq \|g_0(\vec{x})\| - \chi \cdot \|h(\vec{x}) - g_0(\vec{x})\| - (1 - \chi) \cdot \|f(\vec{x}) - g_0(\vec{x})\| \\
> m - \chi \cdot \frac{m}{2} - (1 - \chi) \cdot \frac{m}{2} = \frac{m}{2}.
$$

The magnitude of $g$ is also bounded above on $B^n(\vec{p}, \frac{\delta}{2})$:

$$
\|g(\vec{x})\| = \|\chi \cdot h(\vec{x}) + (1 - \chi) \cdot f(\vec{x})\| \\
\leq \chi \cdot (\|h(\vec{x}) - g_0(\vec{x})\| + \|g_0(\vec{x})\|) + (1 - \chi) \cdot \|f(\vec{x})\| \\
< \chi \cdot \left(\frac{\epsilon}{8} + \frac{\epsilon}{4}\right) + (1 - \chi) \cdot \frac{\epsilon}{4} < \frac{\epsilon}{2}.
$$

**Remark 3.9.** The constructions of Corollaries 3.7 and 3.8 are not compatible; it does not immediately follow from them that if $f$ is both smooth and semialgebraic (for example, polynomial), then there exists $g$ which is also both smooth and semialgebraic. An analogue of Corollary 3.7 using Weierstrass Approximation could give a polynomial approximation to $f$, at the cost of losing Property (1) from Theorem 3.6 and shrinking the radius $R$ from (3).

**4. Homotopy through nonvanishing maps**

The goal of this Section is to perturb a map $f$ that has a locally inessential zero by a homotopy $F(\vec{x}, t)$ which has no nearby zeros for $t > 0$. This is a logically stronger property than the negation of the following stability property: “there exists some $\epsilon > 0$ so that for all $t \in [0, \epsilon)$, $F(\vec{x}, t)$ has a zero near $\vec{p}$.” In the $q = n$ case, such a homotopy through nonvanishing maps is constructed by $D_3$, where $f$ and $F$ are continuous (and further, invariant under a group action). The novelty here is the generalization to $q \neq n$, and a construction explicit enough to work in the semialgebraic category, using Corollary 3.8. The main step $D_4$ in the following
Theorem (and in that of [D3] Proposition 1) is analogous to the well-known “Alexander’s Trick” in topology ([Deloup]).

**Theorem 4.1.** Let \( q, f, \bar{p}, \) and \( R \) be as in Theorem 3.6. If \( f \) has a locally inessential zero at \( \bar{p} \), then for any \( \rho \) with \( 0 < \rho < R \), there exist a continuous map \( j : \Omega \to \mathbb{R}^q \) and a continuous homotopy \( F : \Omega \times [0, 1] \to \mathbb{R}^q \) from \( f \) to \( j \), such that:

- \( F \) fixes the values of \( f \) outside an arbitrarily small ball:
  \[
  (\bar{x}, t) \in (\Omega \setminus B^n(\bar{p}, \rho)) \times [0, 1] \implies F(\bar{x}, t) = f(\bar{x}), \text{ and}
  \]

- For every non-zero time \( t \), \( F(\bar{x}, t) \) is nonvanishing as a function of \( \bar{x} \) near \( \bar{p} \):
  \[
  t > 0 \implies V(F(\bar{x}, t)) \cap B^n(\bar{p}, R) = \emptyset.
  \]

If, additionally, \( f \) is continuous and semialgebraic, then there exist \( j \) and \( F \) as above which are also continuous and semialgebraic.

**Proof.** Pick any \( \epsilon_1 \in (0, 1] \) and apply the construction of Theorem 3.6 (or Corollary 3.8 in the semialgebraic case) to \( f \) to get a continuous (respectively, semialgebraic) \( g : \Omega \to \mathbb{R}^q \) satisfying (2) and a corresponding \( \delta \) with \( 0 < \delta < \min \{1, \rho\} \). By construction, for \( \bar{x} \in B^n(\bar{p}, \frac{\rho}{2}) \), \( \|f(\bar{x})\| < \frac{\delta}{2} \) and \( \|g(\bar{x})\| < \frac{\delta}{2} \) (using (17) in the semialgebraic case). There is also a lower bound on \( B^n(\bar{p}, \frac{\delta}{2}) \), \( \|g(\bar{x})\| \geq \frac{m}{2} \), with \( m \) from Theorem 3.6 and \( \frac{m}{2} \) from Corollary 3.8. After this point, we assume \( \bar{p} = 0 \in \Omega \) just to declutter the formulas.

For each \( t \in [0, \frac{\delta}{2}] \), define continuous, piecewise linear functions \( \alpha_t : [0, \infty) \to (0, \infty) \) and \( \beta_t : [0, \infty) \to (0, \infty) \), by:

\[
\alpha_t(s) = \begin{cases} 
\left( \frac{1 - \frac{\delta}{t}}{2} \right) (s - t^2) + 1, & 0 \leq s < t^2 \\
1, & t^2 \leq s
\end{cases},
\]

\[
\beta_t(s) = \begin{cases} 
\frac{1 - \frac{\delta}{t}}{s}, & 0 \leq s < t \\
1, & t \leq s
\end{cases}.
\]

So \( \alpha_t \) is weakly decreasing in \( s \), \( \beta_t \) is weakly increasing, and in particular, for \( t = 0 \), \( \alpha_0 \equiv \beta_0 \equiv 1 \).

Based on formulas (10) and (12), define the following maps:

\[
\alpha(\bar{x}, t) = \alpha_t(\|\bar{x}\|) \cdot \bar{x},
\]

\[
\beta(\bar{x}, t) = \beta_t(\|\bar{x}\|).
\]

Both are defined for all \( (\bar{x}, t) \in \mathbb{R}^n \times \mathbb{R}^1 \), although neither \( \alpha \) nor \( \beta \) is continuous. Some elementary algebraic expansion of (10) and (12) with \( s = \sqrt{x_1^2 + \cdots + x_n^2} \) will show that the graph of \( \alpha \) is a semialgebraic set in \( \mathbb{R}^n \times \mathbb{R}^1 \times \mathbb{R}^n \), and the graph of \( \beta \) is a semialgebraic set in \( \mathbb{R}^n \times \mathbb{R}^1 \times \mathbb{R}^1 \).

Define \( F_0 : \Omega \times [0, \frac{\delta}{2}] \to \mathbb{R}^q \) by:

\[
F_0(\bar{x}, t) = \begin{cases} 
\beta_t(\|\bar{x}\|) \cdot g(\alpha_t(\|\bar{x}\|) \cdot \bar{x}), & 0 \leq \|\bar{x}\| < \frac{t^2}{2} \\
\beta_t(\|\bar{x}\|) \cdot f(\alpha_t(\|\bar{x}\|) \cdot \bar{x}), & \frac{t^2}{2} \leq \|\bar{x}\|
\end{cases},
\]

\[
\begin{align*}
\beta(\bar{x}, t) \cdot g(\bar{x}, t), & \quad 0 \leq \|\bar{x}\| < \frac{t^2}{2} \\
\beta(\bar{x}, t) \cdot f(\bar{x}, t), & \quad \frac{t^2}{2} \leq \|\bar{x}\|
\end{align*}
\]
By construction, \( F_0(\vec{x}, 0) = f(\vec{x}) \) for all \( x \in \Omega \), and \( F_0(\vec{x}, t) = f(\vec{x}) \) for all \( \vec{x} \in \Omega \) with \( \|\vec{x}\| > \frac{\delta}{2} \), so \( F_0 \) satisfies (8). If \( f \) and \( g \) are semialgebraic, then the expression (12) shows that \( F_0 \) is semialgebraic by Proposition 2.6, although it will be easier to work with expression (13).

If \( \|\vec{x}\| < \frac{t^2}{2} \), then \( \|\alpha_t(\|\vec{x}\|) \cdot \vec{x}\| < \frac{\delta}{2} \cdot \frac{t^2}{2} = \frac{\delta}{2} < \delta \), so using the previously mentioned lower and upper bounds for \( \|g(\vec{x})\| \),

\[
0 < \frac{\frac{2t}{\delta} \cdot \frac{m}{2}}{\frac{2t}{\delta}} < \|F_0(\vec{x}, t)\| = \beta_t(\|\vec{x}\|)\|g(\alpha_t(\|\vec{x}\|) \cdot \vec{x}\|)\| < \frac{\epsilon_1}{2}.
\]

If \( \frac{t^2}{2} \leq \|\vec{x}\| < t^2 \), then \( \frac{t^2}{2} \leq \|\vec{x}\| \leq \|\alpha_t(\|\vec{x}\|) \cdot \vec{x}\| < \frac{\delta}{2} \cdot t^2 = \delta \). If \( t^2 \leq \|\vec{x}\| < \delta \), then \( \|\alpha_t(\|\vec{x}\|) \cdot \vec{x}\| = \|\vec{x}\| < \delta \), so

\[
0 \leq \frac{2t}{\delta} \min\{\|f(\vec{x})\| : \frac{t^2}{2} \leq \|\vec{x}\| < \delta\}
\]

(16)

\[
0 \leq \frac{2t}{\delta} \min\{\|f(\vec{x})\| : \frac{t^2}{2} \leq \|\vec{x}\| < \delta\}
\]

(17)

\[
0 \leq \|F_0(\vec{x}, t)\| = \beta_t(\|\vec{x}\|)\|f(\alpha_t(\|\vec{x}\|) \cdot \vec{x}\|)\| < \frac{\epsilon_1}{2},
\]

with equality in (16) only at \( t = 0 \).

So, the nonvanishing property (9) holds for \( F_0 \), together with an approximation property analogous to (2):

\[
\|f(\vec{x}) - F_0(\vec{x}, t)\| \leq \|f(\vec{x})\| + \|F_0(\vec{x}, t)\| < \frac{\epsilon_1}{2} + \frac{\epsilon_1}{2}.
\]

The two pieces of the formula (14) agree on their common boundary where \( \|\vec{x}\| = \frac{t^2}{2} > 0 \), \( \alpha_t(\|\vec{x}\|) = \frac{\delta}{2} \), and \( \|\alpha_t(\|\vec{x}\|) \cdot \vec{x}\| = \frac{\delta}{2} \), so \( \alpha_t(\|\vec{x}\|) \cdot \vec{x} \in S^{n-1}(\vec{p}, \frac{\delta}{2}) \). It follows from the continuity of (10) and (11) in \( s > 0 \) and \( t > 0 \) that (12), (13), and \( F_0 \) are continuous for \( \vec{x} \neq \vec{0} \) and \( t > 0 \).

For a point \( (\vec{x}, t) = (\vec{0}, t_0) \) with \( t_0 > 0 \), there is a neighborhood where

\[
F_0(\vec{x}, t) = \left( 1 - \frac{2t}{\delta} \|\vec{x}\| + \frac{2t}{\delta} \right) \cdot g\left( \frac{\delta}{t^2} \cdot \vec{x} \right),
\]

which is continuous. For a point \( (\vec{x}, t) = (\vec{0}, 0) \) with \( \vec{x} \neq \vec{0} \), there is a neighborhood where

\[
F_0(\vec{x}, t) = 1 \cdot f(1 \cdot \vec{x}),
\]

which is also continuous. It remains only to check continuity at \( (\vec{x}, t) = (\vec{0}, 0) \), where \( F_0(\vec{0}, 0) = 0 \).

For any \( \epsilon_2 > 0 \), there is some \( \delta_1 > 0 \) so that if \( \|\vec{x}\| < \delta_1 \), then \( \|f(\vec{x})\| < \epsilon_2 \). Let \( \delta_2 = \min\{\delta, \delta_1\} \), and let \( \delta_3 = \frac{\epsilon_2}{1 + \frac{\epsilon_2}{\delta}} > 0 \). Continuity of \( F_0 \) at the origin will follow from showing that if \( \|\vec{x}\| < \delta_2 \) and \( t < \delta_3 \), then \( \|F_0(\vec{x}, t)\| < \epsilon_2 \). There are three cases.

If \( \|\vec{x}\| < \min\{\frac{t^2}{2}, \delta_2\} \), then

\[
\|F_0(\vec{x}, t)\| = \left( 1 - \frac{2t}{\delta} \|\vec{x}\| + \frac{2t}{\delta} \right) \|g(\frac{\delta}{t^2} \cdot \vec{x})\|
\]

\[
< \left( \frac{1 - \frac{2t}{\delta}}{2} + \frac{2t}{\delta} \right) \frac{\epsilon_1}{2} < \left( \frac{1 - \frac{2t}{\delta}}{2} + \frac{2t}{\delta} \right) \frac{\delta_3}{2} \frac{1}{2} < \epsilon_2.
\]

If \( \frac{t^2}{2} \leq \|\vec{x}\| < \min\{t^2, \delta_2\} \), then

\[
\|F_0(\vec{x}, t)\| = \left( 1 - \frac{2t}{\delta} \|\vec{x}\| + \frac{2t}{\delta} \right) \|f(\alpha_t(\|\vec{x}\|) \cdot \vec{x})\|
\]

\[
< \left( \frac{1 - \frac{2t}{\delta}}{2} + \frac{2t}{\delta} \right) \frac{\epsilon_1}{2} < \left( \frac{1 - \frac{2t}{\delta}}{2} + \frac{2t}{\delta} \right) \frac{\delta_3}{2} \frac{1}{2} < \epsilon_2.
\]
If \( t^2 \leq \| \vec{x} \| < \delta_2 \) then
\[
\| F_0(\vec{x}, t) \| = \beta_2(\| \vec{x} \|)\| f(1 \cdot \vec{x}) \| < 1\epsilon_2
\]

So \( F_0 \) is a continuous homotopy from \( f(\vec{x}) \) to \( j(\vec{x}) = F_0(\vec{x}, \frac{2}{3}) \) for \( 0 < t \leq \frac{\delta}{2} \); re-scaling the \( t \) variable to the interval \([0, 1]\) gives \( F \) and \( j \) satisfying \([8] \) and \([9] \) as claimed.

**Remark 4.2.** It would be easy to construct another homotopy from \( j \) to a smooth map \( j_2 \), by a continuous homotopy of nonvanishing approximations. Concatenation would then give a continuous homotopy \( F \) from the original map \( f \) to the smooth map \( j_2 \). If \( f \) were also smooth, then the existence of a continuous homotopy implies the existence of a smooth homotopy \( \tilde{F} \) from \( f \) to \( j_2 \) (\([L] \) Theorem 6.29), and Property \([8] \) could be arranged. However, finding a smooth, or even \( C^1 \), homotopy also satisfying \([9] \) seems to be a difficult problem, which we state here as a Question.

**Question 4.3.** Let \( q, f, \vec{p}, \) and \( R \) be as in Theorem \([3.6] \) where \( f \) has a locally inessential zero at \( \vec{p} \). Suppose \( f \) is \([C^1, \text{smooth}, \text{real analytic, polynomial}] \) on \( \Omega \). Does there always exist a \([C^1, \text{smooth, real analytic, polynomial}] \) map \( F : B^n(\vec{p}, \rho) \times (-1, 1) \to \mathbb{R}^q \) for some \( 0 < \rho < R \) with the following properties?

- \( F \) agrees with \( f \) for all \( \vec{x} \in B^n(\vec{p}, \rho) \) at time \( t = 0 \): \( F(\vec{x}, 0) = f(\vec{x}) \), and
- for every non-zero time \( t \), \( F(\vec{x}, t) \) is nonvanishing as a function of \( \vec{x} \): \( t \neq 0 \implies V(F(\vec{x}, t)) = \emptyset \).

The Question can be considered as a classic extension problem: does a \( \mathbb{R}^q \) valued \( f \) with a locally inessential zero in \( \mathbb{R}^n \) extend, locally, to a \( \mathbb{R}^q \) valued function \( F \) with an isolated zero in \( \mathbb{R}^{n+1} \), with the same regularity? Theorem \([4.1] \) constructs such a continuous one-sided extension for \( 0 \leq t \leq 1 \); then \( F(\vec{x}, t^2) \) for \(-1 \leq t \leq 1 \) is a two-sided extension. This also solves the two-sided extension problem in the continuous, semialgebraic case.

We are not conjecturing an answer either way to any of the stated versions of Question \([4.3] \); it would be interesting to get either a proof of “yes” or a concrete counterexample for “no” for any of the cases. It is possible that the answer will depend on the dimensions \( n \) and \( q \), in analogy with exotic smoothness phenomena.

**Corollary 4.4.** Given \( n \) and \( q \), if the answer to Question \([4.3] \) is “yes” in the case where “real analytic” is stated in both the hypothesis and the conclusion, then the answer is also yes in the polynomial case.

**Proof.** Assume as before that \( \vec{p} = \vec{0} \). Suppose that \( f(\vec{x}) \) as in Question \([4.3] \) is a polynomial map with an isolated zero at \( \vec{0} \), which extends to a real analytic \( F(\vec{x}, t) \) on some \( B^n(\vec{0}, \rho) \times (-1, 1) \) with an isolated zero at \( (\vec{0}, 0) \). By the Lojasiewicz inequality, there are some positive constants \( C_1 \) and \( \eta \) so that in some possibly smaller neighborhood of \((\vec{0}, 0)\),
\[
\| F(\vec{x}, t) \| \geq C_1 \| (\vec{x}, t) \|^\eta.
\]

Choose an integer \( D \geq \max\{\eta, \text{degree}(f)\} \); then \( F \) has a degree \( D \) Taylor polynomial \( P(\vec{x}, t) \) that satisfies \( P(\vec{x}, 0) = f(\vec{x}) \), and there is some constant \( C_2 > 0 \) so that in some neighborhood of the origin, \( \| F(\vec{x}, t) - P(\vec{x}, t) \| \leq C_2 \| (\vec{x}, t) \|^{D+1} \). So, \( P \) also has a unique zero in a sufficiently small neighborhood of \((\vec{0}, 0)\):
\[
\| P(\vec{x}, t) \| \geq \| F(\vec{x}, t) \| - \| F(\vec{x}, t) - P(\vec{x}, t) \| \\
\geq \| F(\vec{x}, t) \|^\eta - C_2 \| (\vec{x}, t) \|^{D+1} \\
= \frac{C_2^\eta}{C_1^\eta} \left( 1 - \frac{C_2 \| (\vec{x}, t) \|^{D+1-\eta}}{C_1^\eta} \right).
\]
The $t$ variable can be re-scaled as needed.

The converse of Theorem 4.4 also holds (in the continuous case), so this gives a sixth equivalent property for Lemma 3.1.

**Theorem 4.5.** For a continuous map $f : \Omega \rightarrow \mathbb{R}^q$, and an isolated zero $\vec{p} \in B^n(\vec{p}, R)$ as in Definition 2.3, the following are equivalent:

- $\vec{p}$ is a locally inessential zero of $f$;
- There exist some $r_0 \in (0, R)$ and a continuous $F : B^n(\vec{p}, r_0) \times [0, 1] \rightarrow \mathbb{R}^q$ such that $F(\vec{x}, 0) = f(\vec{x})$ for $\vec{x} \in B^n(\vec{p}, r_0)$ and $t > 0 \implies F(\vec{x}, t) \neq 0$.

**Proof.** The existence of such a homotopy $F$ implies Property (iv) from Lemma 3.1 as follows. For any $\epsilon > 0$, there is some $\delta$ with $0 < \delta \leq \min(1, r_0)$ and so that if $\|\vec{x} - \vec{p}\| < \delta$ and $0 \leq t < \delta$, then $\|F(\vec{x}, t)\| < \epsilon$. For any $r \in (0, \delta)$, define $\Theta_r : B^n(\vec{p}, r) \times [0, 1] \rightarrow \mathbb{R}^q \setminus \{0\}$ by $\Theta_r(\vec{x}, t) = F(\vec{p} + t(\vec{x} - \vec{p}), \frac{t}{\delta} R)$. Then, $\Theta_r(\vec{x}, 0) = F(\vec{x}, 0) = f(\vec{x})$, $\Theta_r(\vec{x}, 1) = F(\vec{p} + \vec{x}, \frac{R}{\delta})$, and $\Theta_r(\vec{x}, t) \in B^q_0(0, \epsilon)$ by construction.

5. Real analytic maps to the plane

The following Theorem gives an answer to a version of Question 4.3 in the special case where the target dimension is $q = 2$ and the given data $f$ is real analytic on $\Omega \subseteq \mathbb{R}^n$, for any $n \geq 1$. The construction of a Hölder continuous extension $F$ which is real analytic except at the origin, where it satisfies a one-point Lipschitz condition $\|F(\vec{x}, t)\| \leq C\|\vec{x}(\vec{x} - \vec{p}), t\|$, does not use the Theorems of Sections 3 or 4. One step refers to Lemma 5.3, which appears after the main Proof.

**Theorem 5.1.** Let $f : \Omega \rightarrow \mathbb{R}^2$ be a real analytic map so that $f$ has an isolated zero $\vec{p} \in \Omega$. If either:

- $n \neq 2$; or,
- $n = 2$ and $\vec{p}$ is a locally inessential zero of $f$,

then there exist some $\rho > 0$, and a Hölder continuous map $F : B^{n+1}(\vec{p}, 0), \rho) \rightarrow \mathbb{R}^2$ such that:

- $F$ locally extends $f$; $F(\vec{x}, 0) = f(\vec{x})$ for $\vec{x} \in B^n(\vec{p}, \rho)$, and
- on the punctured ball $B_0^{n+1}(\vec{p}, 0), \rho)$, $F$ is real analytic and nonvanishing, and
- there is some $C > 0$ so that for all $(\vec{x}, t) \in B_0^{n+1}(\vec{p}, 0), \rho)$,

$$\|F(\vec{x}, t)\| \leq C\|\vec{x} - \vec{p}, t\|.$$  

**Proof.** Let $\vec{p} = 0$ and let $R > 0$, as in Theorem 3.6. Consider $f$ as a complex valued function $f(\vec{x}) = (f_1(\vec{x}), f_2(\vec{x})) = f_1 + if_2$.

Case 1. We first consider the case $n = 1$, where there is a simple proof and a stronger result, neither of which we have been able to generalize to higher $n$ or $q$. By the real analytic assumption, there is some $\rho_0 > 0$ so that for $|x_1| < \rho_0$, $g(x_1) = f_1(x_1) + if_2(x_1)$ is equal to a non-constant convergent series with complex coefficients $\sum_{k=1}^{\infty} (a_k + ib_k)x_1^k$. Replacing the real variable $x_1$ with a complex variable $z = x_1 + it$ gives, for the same radius $|z| < \rho_0$, a series converging to a holomorphic function $F(z) on B^2((0, 0), \rho_0) \subseteq \mathbb{C}$ which extends $g = f_1 + if_2$ and whose zeros are all isolated.

Case 2. $n \geq 2$. The first three steps in the proof are preparation steps for $f$ in a small neighborhood; Step 4 constructs a $k^{th}$ root, and the extension is constructed in the remaining
steps. The locally inessential property is used only in Step 1, although as mentioned in Remark 3.5, any isolated zero is locally inessential in the $n \neq 2$ case, by Lemma 3.4.

Step 1. (Normalization on a boundary sphere) Using Property (iv) from Lemma 3.1, there exists some $0 < \rho_1 < \min\{\rho, \frac{1}{2}\}$ so that $f$ restricted to $B^n_\ast(\vec{0}, \rho_1) \to \mathbb{C} \setminus \{0 + 0i\}$ is homotopic in $\mathbb{C} \setminus \{0 + 0i\}$ to the constant map with image $\{1 + 0i\}$. By the usual construction of the universal covering space $\exp : \mathbb{C} \to \mathbb{C} \setminus \{0 + 0i\}$, there is a branch of the logarithm and a lift of $f$ (Theorem 2.4.5) to a real analytic composite $\log \circ f : B^n_\ast(\vec{0}, \rho_1) \to \mathbb{C}$ so that $\exp(\log(f(\vec{x}))) = f(\vec{x})$. For any $0 < \rho_2 < \rho_1$, the restriction of $\log \circ f$ to the sphere $S_{n-1}(\vec{0}, \rho_2)$ is real analytic, and solving the classical Dirichlet problem gives a function $u(\vec{x})$ which is harmonic and real analytic on some ball $B^n(\vec{0}, \rho_3)$, $\rho_2 < \rho_3 < \rho_1$, and such that $u(\vec{x}) = \log(f(\vec{x}))$ for $\vec{x} \in S_{n-1}(\vec{0}, \rho_2)$. Let $m(\vec{x}) = \exp(-u(\vec{x}))$, so by construction, the complex product $m \cdot f$ is real analytic on $B^n(\vec{0}, \rho_3)$, $m(\vec{x})f(\vec{x}) \equiv 1 + 0i$ for all $\vec{x} \in S_{n-1}(\vec{0}, \rho_2)$, $(m \cdot f)^{-1}(\{0 + 0i\}) = \{\vec{0}\}$, and for $n = 2$, $m \cdot f$ still has a locally inessential zero.

Step 2. (Polar coordinates) Using the exponential covering space again with base point

$$\tag{19} (m \cdot f)(\rho_2, 0, \ldots, 0) = 1 + 0i,$$

there is a branch of the logarithm on $B^n_\ast(\vec{0}, \rho_3)$ with real and imaginary parts:

$$\log((m \cdot f)(\vec{x})) = \ln|(m \cdot f)(\vec{x})| + i\theta(\vec{x}),$$

where $\theta(\rho_2, 0, \ldots, 0) = 0$. Exponentiating,

$$(m \cdot f)(\vec{x}) = r(\vec{x}) \cdot \exp(i\theta(\vec{x})),$$

for $\theta$ and $r > 0$ real analytic on $B^n_\ast(\vec{0}, \rho_3)$.

Step 3. (Boundedness of $\theta$) Using (19), the real analytic function $\text{Re}(m \cdot f)$ is not identically zero on any open interval of the $x_1$-axis $\{(x_1, 0, \ldots, 0) \cap B^n(\vec{0}, \rho_3)\}$. So, by the Weierstrass Preparation Theorem, there exist some radius $0 < \rho_4 < \rho_2$, some degree $N$, and some real analytic functions $\nu, c_1, \ldots, c_N$, so that for all $\vec{x} \in B^n(\vec{0}, \rho_4)$,

$$\text{Re}(m(\vec{x})f(\vec{x})) = \nu(\vec{x}) \cdot (x_1^N + c_1(x_2, \ldots, x_n)x_1^{N-1} + \ldots + c_N(x_2, \ldots, x_n)),$$

where $\nu(\vec{x})$ is nonvanishing. Denote the open cylinder

$$\Gamma = \left(-\frac{\rho_4}{2}, \frac{\rho_4}{2}\right) \times B^{n-1}(\vec{0}, \frac{\rho_4}{2}) \subseteq B^n(\vec{0}, \rho_4).$$

On the sphere $S_{n-1}(\vec{0}, \rho_2)$, $\theta \equiv 0$, and on the complement $\overline{B^n}(\vec{0}, \rho_2) \setminus \Gamma$, $\theta$ is bounded by compactness: $|\theta| \leq K$. For a fixed $x' = (x'_2, \ldots, x'_n) \in B^{n-1}(\vec{0}, \frac{\rho_4}{2})$, consider the following expression as a function of $x_1$ only:

$$\text{Re}(m(x_1, x')f(x_1, x')) = \nu(x_1, x') \left(x_1^N + c_1(x')x_1^{N-1} + \ldots + c_N(x')\right) \cos(\theta(x_1, x')) \quad \text{(for } x_1, x' \neq \vec{0})$$

By the Fundamental Theorem of Algebra, for a fixed $x' \in B^{n-1}(0, \ldots, 0, \frac{\rho_4}{2})$, $\cos(\theta(x_1, x'))$ can have at most $N$ zeros on the interval $-\frac{\rho_4}{2} < x_1 < \frac{\rho_4}{2}$, so $|\theta(x_1, x')|$ is bounded by $K + 2\pi N$ for all $x_1$ with $(x_1, x') \in \overline{B^n}(0, \rho_2)$, and this bound does not depend on $x'$. For points on the $x_1$ axis, where $x_1 \neq 0$ and $x' = (0, \ldots, 0)$, $|\theta|$ has the same bound by continuity. By continuity at points on the boundary, there is some radius $\rho_5, \rho_2 < \rho_5 < \rho_3$, so that $\theta$ is bounded on $\overline{B^n}(0, \rho_5)$. 
Step 4. (Taking a root) By the boundedness of $\theta$, there is some integer $k$ so that $\frac{|\theta(x)|}{k} < \frac{\pi}{2}$ for $x \in \bar{B}^n_s(\bar{0}, \rho_5)$. The following $k^{th}$ root is well-defined and continuous on $\bar{B}^n(\bar{0}, \rho_5)$:

$$(m(\bar{x})f(\bar{x}))^{1/k} = \begin{cases} (r(\bar{x}))^{1/k} \exp(i\theta(\bar{x})/k) & \bar{x} \neq \bar{0} \\ 0 & \bar{x} = \bar{0} \end{cases},$$

and satisfies

$$(20) \quad \text{Re} \left( (m(\bar{x})f(\bar{x}))^{1/k} \right) \geq 0.$$  

In the open set $B^n_s(\bar{0}, \rho_5)$, $(m(\bar{x})f(\bar{x}))^{1/k}$ is real analytic and nonvanishing (with positive real part), and is $\equiv 1 + 0i$ on $S^{n-1}(\bar{0}, \rho_2)$.

Because $m \cdot \bar{f}$ is real analytic on $B^n(\bar{0}, \rho_3)$, its components have bounded gradient on the closed ball $\bar{B}^n(\bar{0}, \rho_5)$ and $m \cdot \bar{f}$ satisfies a uniform Lipschitz condition on $B^n(\bar{0}, \rho_5)$. Lemma 5.3 applies, to show that $(m(\bar{x})f(\bar{x}))^{1/k}$ is Hölder continuous on $B^n(\bar{0}, \rho_5)$ with exponent $\frac{1}{k}$.

Step 5. (Solving a boundary value problem) Now consider $\mathbb{R}^{n+1}$ with coordinates $(\bar{x}, t)$, and the closed ball $\bar{B}^n(\bar{0}, \rho_2) \times \{0\}$ as the equatorial disk of the closed ball $\bar{B}^{n+1}(\bar{0}, 0, \rho_2)$. Let $S^n_+(\bar{0}, 0, \rho_2)$ denote the upper hemisphere as in Notation 2.1, so that the boundary of the upper half ball $B^{n+1}_+(\bar{0}, 0, \rho_2)$ is the union $S^n_+(\bar{0}, 0, \rho_2) \cup (\bar{B}^n(\bar{0}, \rho_2) \times \{0\})$. On this boundary set, the following function is continuous:

$$h(\bar{x}, t) = \begin{cases} (m(\bar{x})f(\bar{x}))^{1/k} & \bar{x} \in \bar{B}^n(\bar{0}, \rho_2), \ t = 0 \\ 1 + 0i & (\bar{x}, t) \in S^n_+(\bar{0}, 0, \rho_2) \}.$$

Solving the classical Dirichlet problem extends $h$ to a complex valued continuous function $H(\bar{x}, t)$ on the closure of $B^{n+1}_+(\bar{0}, 0, \rho_2)$ such that $H(\bar{x}, t)$ is harmonic on $B^{n+1}_+(\bar{0}, 0, \rho_2)$. By the maximum principle applied to the harmonic real function $-\text{Re}(H(\bar{x}, t))$ and (20), $\text{Re}(H(\bar{x}, t))$ is strictly positive on the interior and attains its minimum value 0 only at the origin. Near boundary points $(\bar{x}, 0) \in B^n_s(\bar{0}, \rho_2) \times \{0\}$, $H$ extends uniquely and real analytically across the boundary into the lower half space $\{t < 0\}$. For any $\rho_6$ with $0 < \rho_6 < \rho_2$, the restriction of $H(\bar{x}, t)$ to the closure of the smaller half ball $B^{n+1}_+(\bar{0}, 0, \rho_6)$ is Hölder continuous with the same exponent, $\alpha = \frac{1}{k}$, as the data on the flat part of the boundary.

Step 6. (Constructing the extension) The composite $H_2(\bar{x}, t) = H(\bar{x}, t^2)$ is defined and Hölder continuous on the whole ball $B^{n+1}(\bar{0}, 0, \rho_6)$; using $\rho_6 < \frac{\pi}{2}$,

$$|H_2(\bar{y}, s) - H_2(\bar{x}, t)| = |H(\bar{y}, s^2) - H(\bar{x}, t^2)| \leq C_3 \left( \|\bar{y}, s^2\| - (\bar{x}, t^2) \right)^{1/k} \leq C_3 \left[ \|\bar{x} - \bar{y}\|^2 + \|s^2 - t^2\|^{1/(2k)} \right] \leq C_3 \left[ \|\bar{x} - \bar{y}\|^2 + |s - t|^2 \right]^{1/(2k)} \leq C_3 \|\bar{y}, s\| - (\bar{x}, t) \|^1/k.$$

$H(\bar{x}, t^2)$ is real analytic except at the origin, at which the Hölder condition gives, for all $(\bar{x}, t)$ in $B^{n+1}(\bar{0}, 0, \rho_6)$:

$$(21) \quad |H_2(\bar{x}, t)| = |H(\bar{x}, t^2)| \leq C_3 \|\bar{x}, t^2\|^{1/k} \leq C_3 \|\bar{x}, t\|^{1/k}.$$  

The $k^{th}$ power $(H(\bar{x}, t^2))^k$ is similarly Hölder continuous with the same exponent $\frac{1}{k}$ on the same ball, and real analytic except at the origin, and from (21), it satisfies:

$$\left| (H(\bar{x}, t^2))^k \right| \leq C_3^k \|\bar{x}, t\|.$$
By construction, $(H(\vec{x}, t^2))^k$ has a unique zero at $(\vec{0}, 0)$, and for $t = 0$, $(H(\vec{x}, 0))^k = m(\vec{x})f(\vec{x})$. An extension $F$ of $f$ as claimed, with $\rho = \rho_0$ and satisfying (13), is:

$$F(\vec{x}, t) = \frac{(H(\vec{x}, t^2))^k}{m(\vec{x})}.$$  

Such an extension $F$ may vanish to higher order but would still not necessarily have a continuous derivative at the origin; the above argument also does not show that $F$ is (uniformly) Lipschitz continuous in a neighborhood of the origin.

**Remark 5.2.** The Proof of Theorem 5.1 used some facts about harmonic functions that are well-known to PDE experts. The existence of a solution of the Dirichlet problem, to construct $u$ in Step 1, and to construct $H$ in Step 5, is given by Theorem 2.14 of [GT], using only that the boundary data is continuous and the domain has a sufficiently regular boundary. The maximum principle (which was the key step for the nonvanishing) holds for any bounded domain. The boundary data is continuous and the domain has a sufficiently regular boundary. The maximum principle, in Step 5, is the deepest result used in the Proof; it also depends, in general, on the geometry of the boundary ([Aikawa], [LU], [M]).

**Lemma 5.3.** Given $R > 0$, integers $n \geq 1$, $k \geq 1$, and a continuous function $g : B^n(\vec{0}, R) \rightarrow \mathbb{C}$ such that $\text{Re}(g(\vec{x})) \geq 0$, with equality only at $g(\vec{0}) = 0 + 0i$, if the $k$th power $(g(\vec{x}))^k$ is Lipschitz continuous on $B^n(\vec{0}, R)$: for some $C_1$ and any $\vec{x}, \vec{y} \in B^n(\vec{0}, R)$,

$$|(g(\vec{y}))^k - (g(\vec{x}))^k| \leq C_1||\vec{y} - \vec{x}||,$$

then $g$ is Hölder continuous on $B^n(\vec{0}, R)$: for some $C_2$ and any $\vec{x}, \vec{y} \in B^n(\vec{0}, R)$,

$$|g(\vec{y}) - g(\vec{x})| \leq C_2||\vec{y} - \vec{x}||^{1/k}.$$  

**Proof.** For $z \in \mathbb{C} \setminus \{0 + 0i\}$, denote by $\text{Arg}(z)$ the angle $\vartheta \in (-\pi, \pi]$ so that $z = |z|e^{i\vartheta}$.

**Step 1.** Claim: For $z, w \in \mathbb{C} \setminus \{0 + 0i\}$, if $|\text{Arg}(\frac{z}{w})| < \frac{\pi}{2k}$ then $|z - w|^k \leq |w^k - z^k|$, with equality only if $k = 1$ or $z = w$. The Claim is trivial for $k = 1$; for $k > 1$, the proof of the Claim has two cases.

**Case 1.** $|z| \leq |w|$. Let $\zeta = \frac{z}{w}$. By the hypothesis $|\text{Arg}(\zeta)| < \frac{\pi}{2k}$, for $j = 0, 1, \ldots, k - 1$, $\text{Re}(\zeta^j) > 0$, so $\text{Re}(1 + \zeta + \cdots + \zeta^{k-1}) > 1$ and $|1 + \zeta + \cdots + \zeta^{k-1}| > 1$. $|\text{Arg}(\zeta)| < \frac{\pi}{2k}$ and $|\zeta| < 1$ also imply $|1 - \zeta| < 1$, so

$$|1 - |\zeta|^k| \leq |1 - \zeta| \leq |1 - |\zeta|| |1 + \zeta + \cdots + |\zeta|^{k-1}| = |1 - |\zeta|^k|,$$

with equality only if $\zeta = 1$. Multiplying both sides by $|w|^k$ establishes the Claim.

**Case 2.** $|w| < |z|$. Let $\zeta = \frac{w}{z}$, so $|\text{Arg}(\zeta)| < \frac{\pi}{2k}$ and $|\zeta| < 1$ still hold, so (23) follows, and then multiplying by $|z|^k$ establishes the Claim.

**Step 2.** The property (22) clearly holds for $\vec{x} = \vec{y}$ or $k = 1$, so the following cases will assume $k > 1$ and $\vec{x} \neq \vec{y}$.

**Case 1.** For $\vec{x} = \vec{0}$, where $g(\vec{x}) = 0 + 0i$, the conclusion $|g(\vec{y})| \leq C_2||\vec{y}||^{1/k}$ follows from the assumption $|(g(\vec{y}))^k - (0 + 0i)^k| \leq C_1||\vec{y} - \vec{0}||$, with $C_2 = C_1^{1/k}$. The case $\vec{y} = \vec{0}$ is analogous.
Case 2. If \( \vec{y} = \lambda \vec{x} \) for some \( \lambda < 0 \), so that \( \vec{0} \) is between \( \vec{x} \) and \( \vec{y} \) in \( B^n(\vec{0}, R) \), then \( \|\vec{x}\| < \|\vec{y} - \vec{x}\| \) and \( \|\vec{y}\| < \|\vec{y} - \vec{x}\| \). Then using Case 1,

\[
|g(\vec{y}) - g(\vec{x})| \leq |g(\vec{y})| + |g(\vec{x})| \leq C_1^{1/k}\|\vec{y}\|^{1/k} + C_1^{1/k}\|\vec{x}\|^{1/k} < 2C_1^{1/k}\|\vec{y} - \vec{x}\|^{1/k}.
\]

For the remaining cases, with \( \vec{x}, \vec{y} \in B^n(\vec{0}, R) \), let \( z = g(\vec{x}) \) and \( w = g(\vec{y}) \), so \( \Re(z) > 0 \) and \( \Re(w) > 0 \) by hypothesis, and \( \text{Arg}(\frac{z}{w}) \in (-\pi, \pi) \).

Case 3. If \( |\text{Arg}(\frac{z}{w})| < \frac{\pi}{2k} \), then the Claim from Step 1. applies and

\[
|g(\vec{y}) - g(\vec{x})|^k \leq |(g(\vec{y}))^k - (g(\vec{x}))^k| \leq C_1\|\vec{y} - \vec{x}\|,
\]

which gives (22) with \( C_2 = C_1^{1/k} \).

Case 4. Suppose \( |\text{Arg}(\frac{z}{w})| \geq \frac{\pi}{2k} \) and the line segment connecting \( \vec{x} \) to \( \vec{y} \) does not meet the origin: \( \sigma: [0, 1] \to B^n(\vec{0}, R) \), \( \sigma(0) = \vec{x} \), \( \sigma(1) = \vec{y} \). Then \( \text{Arg} \bigcirc g \circ \sigma: [0, 1] \to (-\frac{\pi}{k}, \frac{\pi}{k}) \) is well-defined and continuous, and by the Intermediate Value Theorem, there exist \( 2k+1 \) points \( t_0 = 0 < t_1 < t_2 < \ldots < t_{2k} = 1 \) so that \( |\text{Arg}(g(\sigma(t_j))) - \text{Arg}(g(\sigma(t_{j-1})))| < \frac{\pi}{2k} \), so by Case 3,

\[
|g(\sigma(t_j)) - g(\sigma(t_{j-1}))| \leq C_1^{1/k}\|\sigma(t_j) - \sigma(t_{j-1})\|^{1/k} < C_1^{1/k}\|\vec{y} - \vec{x}\|^{1/k}.
\]

Then (22) follows, with \( C_2 = 2kC_1^{1/k} \):

\[
|g(\vec{y}) - g(\vec{x})| = \left| \sum_{j=1}^{2k} g(\sigma(t_j)) - g(\sigma(t_{j-1})) \right| \leq \sum_{j=1}^{2k} |g(\sigma(t_j)) - g(\sigma(t_{j-1}))| < 2kC_1^{1/k}\|\vec{y} - \vec{x}\|^{1/k}.
\]

The above four Cases show that for \( k > 1 \), (22) is satisfied for any \( \vec{x}, \vec{y} \) by choosing the maximum constant \( C_2 = 2kC_1^{1/k} \).

6. Polynomial examples

As mentioned in the Introduction, the \( n = 3, q = 2 \) case of an isolated zero of \( \vec{f} \) can be viewed as an isolated point \( \vec{p} \) in the intersection of two real surfaces \( V(f_1) \cap V(f_2) \) in \( \mathbb{R}^3 \), which generically would meet in a space curve. In applications of geometry, it may be of interest to define a space curve implicitly by two polynomials, and then to remove any isolated points, which can be done by a continuous, semialgebraic homotopy as in Theorem 4.1 or by a homotopy as in Theorem 5.1 which is real analytic for \( (\vec{x}, t) \) near but not equal to \( (\vec{p}, 0) \).

Example 6.1. For \( n = 3, q = 2 \), where \( \pi_2(S^1) \cong \{0\} \), consider the following pair of polynomials in \( \mathbb{R}^3 \), so that the varieties \( V(f_1) \) and \( V(f_2) \) meet only at \( \vec{0} \):

\[
\begin{align*}
f_1(x, y, z) &= 8x^2 + 8y^2 - z^2 & \text{Cone} \\
f_2(x, y, z) &= z(x^2 + y^2) - x^3 & \text{Cartan Umbrella}
\end{align*}
\]

Corollary 3.8 applied to \( \vec{f} = (f_1, f_2) \), shows that there exists some semialgebraic \( \vec{g} \) close to \( \vec{f} \) so that \( V(\vec{g}) = \emptyset \). However, in this case, it is not possible to construct \( \vec{g} \) by merely translating the varieties:

\[
V(f_1(\vec{x} - \vec{\tau}_1), f_2(\vec{x} - \vec{\tau}_2)) \neq \emptyset,
\]

nor by choosing other level sets:

\[
V(f_1 + C_1, f_2 + C_2) \neq \emptyset
\]
for any constants $C_1$, $C_2$. Theorem 4.1 also applies, to show that there exists a continuous, semialgebraic homotopy that removes the isolated point of intersection, and analogously, Theorem 5.1 also applies. For this example, there is such a homotopy given globally by polynomials: $F = (F_1, F_2) : \mathbb{R}^3 \times \mathbb{R}^1 \to \mathbb{R}^2$.

$$F_1(x, y, z, t) = 8x^2 + 8y^2 - z^2 + t^2$$
$$F_2(x, y, z, t) = z(x^2 + y^2) + zt^2 - x^3.$$  

**Example 6.2.** For $n = 4$, $q = 3$, $\pi_3(S^2) \not\cong \{0\}$. A map not homotopic to a constant is given by the restriction of this polynomial map $\mathbb{C}^2 = \mathbb{R}^4 \to \mathbb{R}^3$:

$$f(z_1, z_2) = (2z_1\bar{z}_2, |z_1|^2 - |z_2|^2)$$

to the unit sphere $S^3(\bar{0}, 1) = \{|z_1|^2 + |z_2|^2 = 1\}$. The restriction is the Hopf map ([C1] Example 4.6; [C2] §8.2), and this map $f$ satisfies $V(f) = \{\bar{0}\}$. The homogeneous map $f$ induces the Hopf map on any sphere, and so for any sphere $S^3(\bar{0}, R)$, there is an $\epsilon > 0$, such that there does not exist even a continuous $g$, nowhere zero inside the sphere and $\epsilon$-close to $f$ on $S^3(\bar{0}, R)$.

**Remark 6.3.** The Proofs in Section 3 were not constructive, in that the notion of locally inessential merely asserts the existence of a homotopy, for example $\varphi$ in (1), and then we appealed to the Weierstrass Approximation Theorem to get $h$ in (2). It should be noted that finding polynomial representatives of homotopy classes is a difficult problem with a long history, see [B], [W]. In fact, one of the questions raised by [B] is on the existence of polynomial maps with isolated zeros.
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