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Abstract

LDPC codes based on multiple-edge protographs potentially have larger minimum distances compared to their counterparts, single-edge protographs. However, considering different features of their Tanner graph, such as short cycles, girth and other graphical structures, is harder than for Tanner graphs from single-edge protographs. In this paper, we provide a novel approach to construct the parity-check matrix of an LDPC code which is based on trades obtained from block designs. We employ our method to construct two important categories of LDPC codes: quasi-cyclic (QC) LDPC and spatially-coupled LDPC (SC-LDPC) codes.

We use those trade-based matrices to define base matrices of multiple-edge protographs. The construction of exponent matrices corresponding to these base matrices has less complexity compared to the ones proposed in the literature. We prove that these base matrices result in QC-LDPC codes with smaller lower bounds on the lifting degree than existing ones.

There are three categories of SC-LDPC codes: periodic, time-invariant and time-varying. Constructing the parity-check matrix of the third one is more difficult because of the time dependency in the parity-check matrix. We use a trade-based matrix to obtain the parity-check matrix of a time-varying SC-LDPC code in which each downwards row displacement of the trade-based matrix yields syndrome matrices of a particular time. Combining the different row shifts the whole parity-check matrix is obtained.

Our proposed method to construct parity-check and base matrices from trade designs is applicable to any type of super-simple directed block designs. We apply our technique to directed designs with smallest defining sets containing at least half of the blocks. To demonstrate the significance of our contribution, we provide a number of numerical and simulation results.
1 Introduction

An LDPC code is a linear code (a vector space over a finite field) whose parity-check matrix is sparse. LDPC codes were discovered by Gallager in 1960 [1] and were mostly ignored during the 35 years that followed. One noticeable exception is the important work of Tanner in 1981 [2] in which the author generalized LDPC codes and introduced a graphical representation of LDPC codes now called Tanner graph. It is a bipartite graph with two vertex sets: variable-nodes and check-nodes. The incidence matrix of the Tanner graph is the parity-check matrix of the code. A parity-check matrix with column weight $c$ and row weight $r$ gives a $(c, r)$-regular LDPC code. If columns or rows have different weights, we obtain an irregular LDPC code. An important parameter of the code is the girth, that is, the length of the shortest cycles of its Tanner graph. Experimentally, it is known that the girth influences the code performance [3].

There are different approaches to construct LDPC codes. One of these construction methods is protograph-based. A protograph is a small size bipartite graph whose adjacency matrix is taken as a base matrix $W$ of protograph-based LDPC codes. There is a large body of work devoted to protograph-based LDPC codes. Protographs can result in quasi-cyclic (QC) LDPC codes and spatially-coupled (SC) LDPC codes. These codes perform very well under iterative decoding algorithms over the binary-input AWGN channel [4, 5].

QC-LDPC codes are divided into two categories, single-edge and multiple-edge. In fact, if the protograph is free of multiple-edges, then the QC-LDPC code is single-edge. Otherwise, it is multiple-edge. For each protograph-based LDPC code, two matrices are considered: a base matrix $W$ and an exponent matrix $B$. The elements of the base matrix of a single-edge QC-LDPC code are 0, 1. The base matrix of a multiple-edge QC-LDPC code contains also elements bigger than 1. According to [6–8], multiple-edge QC-LDPC codes are known to potentially have large minimum distances. However, obtaining the entries of exponent matrices of multiple-edge QC-LDPC codes with a certain girth is more complex than those of single-edge QC-LDPC codes. Necessary and sufficient conditions to avoid short cycles such as 4-cycles and 6-cycles from the exponent matrix of a multiple-edge protograph are proposed in [7, 8]. Those conditions depend on two difference matrices $D$ and $\Delta$ which are definied in Section 4.

Recently, the construction of protographs for SC-LDPC codes has attracted much attention. The protograph-based SC-LDPC code can be divided into three categories: periodic, time-invariant and time-varying. One of the methods to construct time-invariant SC-LDPC codes is similar to the construction of the parity-check matrix of QC-LDPC codes using a base matrix and an exponent matrix. Since there are several works in the literature regarding QC-LDPC codes, such similarity provides a natural way of obtaining a wide range of time-invariant SC-LDPC codes [7, 9, 10]. In fact, one can use existing methods for the construction of QC-LDPC codes to obtain time-invariant SC-LDPC codes. However, we cannot take advantage of those methods.
to find time-varying SC-LDPC codes. In this case we face steep computational complexity re-
quiremenrs when defining the exponent matrices. Indeed, the property of time dependency that 
is required in the parity-check matrix causes a raise in the computational complexity. Conse-
quently, the existing results in the literature about time-varying SC-LDPC codes are much less 
in number than for the time-invariant ones. In addition, for the time-invariant codes defining 
a protograph is not a simple task. One approach to propose protographs of SC-LDPC codes is 
connecting together several SC-LDPC code chains which causes an improvement in the decoding 
performance [11]. More recently, a research group [12] proved that properly choosing SC-LDPC 
code chains and connecting them at specific points give rise to an improvement in iterative decoding 
thresholds. However, all these methods are search-based and obtaining a method that works 
in some particular case not necessarily works in other cases.

In this paper, we provide a novel approach to construct parity-check matrices of LDPC codes 
with girth at least 6. Then, we use those matrices to propose base matrices of multiple-edge 
QC-LDPC codes as well as parity-check matrices of time-varying SC-LDPC codes. To reach our 
goal we require special classes of combinatorial designs, such as balanced incomplete block designs 
(BIBD) as well as their related designs known as trades. BIBDs have been employed to construct 
structured LDPC codes [6,13–16]. The use of trades to construct codes is one of the contributions 
of this paper. In order to introduce trades, in Section 2, we provide some basic definitions from 
combinatorial design theory and summarize related works in this area.

Our proposed technique to construct a parity-check matrix for an LDPC code with girth at 
least 6 is based on the concept of trade in directed designs. We call the codes as trade-based LDPC 
codes. Then, using trades and the obtained trade-based matrices, we provide a new approach to 
construct a base matrix for a multiple-edge QC-LDPC code. We call the obtained LDPC codes 
as trade-based multiple-edge QC-LDPC code. The main contribution of these base matrices, when 
compared to other constructions in the literature, is that they provide a considerable reduction 
in the computational complexity of the search algorithm used to identify the elements of the 
exponent matrix. In fact, we show that because of the non-existence of $2 \times 2$ submatrices of 
nonzero entries in the base matrix and because of their sparsity, by defining the entries of a 
small size submatrix of the exponent matrix we can identify all elements of the exponent matrix. 
Moreover, the sparseness property of our proposed base matrix causes a decrease in the number of 
short cycles, which are at the root of many harmful structures in the Tanner graph [17]. We also 
show that applying the methods in [7,8] to our proposed protographs results in a lower bound on 
the lifting degree which is smaller than the ones in [7,8].

Another contribution of trade-based matrices, mentioned above, is in the construction of 
parity-check matrices of time-varying SC-LDPC codes. In fact, a trade-based matrix and different 
kinds of rearrangements of its rows give the parity-check matrix related to different times. Thus,
without getting involved in protographs, base and exponent matrices, we can directly construct the parity-check matrix of a time-varying SC-LDPC code which is free of short cycles.

The rest of the paper is organized as follows. Section 2 presents basic notation and definitions. In Section 3, we propose our technique to construct trade-based LDPC codes. Our techniques are structural and applicable to all super-simple directed designs. In Sections 4 and 5, respectively, we explain how to use the trade-based matrix to construct base matrices of a multiple-edge QC-LDPC code and the parity-check matrix of a time-varying SC-LDPC code. We also elaborate on the merits of our proposed techniques. In Section 6, we summarize our results.

2 Combinatorial designs preliminaries

In this section we define several types of combinatorial designs that are important in our work. The Handbook of Combinatorial Designs [18] is an encyclopedic presentation where these objects and their properties are given.

**Definition 1.** Let $v, k, \lambda, r$ be positive integer numbers and $V = \{x_1, \ldots, x_v\}$ be a set of $v$ objects. A $2-(v, k, \lambda)$-BIBD is a collection $\mathcal{B}$ of $k$-subsets of $V$, the blocks of the design, with the following properties: (1) each object $x_i$ appears in exactly $r$ blocks, and (2) every two objects appear together in exactly $\lambda$ blocks, where $r = \frac{\lambda v - 1}{k - 1}$.

The incidence matrix of a block design is taken as the parity-check matrix of an LDPC code. If $\lambda = 1$, then the Tanner graph is 4-cycle free, otherwise it has girth 4 [19].

**Definition 2.** A $2-(v, k, \lambda)$ directed design $\mathcal{D}$, that we denote by $2-(v, k, \lambda)$-DD, is a pair $(V, \mathcal{B})$, where $\mathcal{B}$ is a collection of ordered $k$-subsets of distinct elements of $V$ such that each ordered pair of distinct elements of $V$ appears in exactly $\lambda$ blocks.

**Definition 3.** Let $\mathcal{D}$ be a $2-(v, k, \lambda)$-DD. The defining set of $\mathcal{D}$ is a subset of the blocks in $\mathcal{D}$ which occurs in no other $2-(v, k, \lambda)$ directed design.

A $2-(v, k, \lambda)$ design is super-simple if any two blocks intersects in at most two objects and it is simple if it has no repeated blocks. When $k = 3$, a super-simple design is just a simple design. The concept of super-simple designs was introduced by Mullin and Gronau [22]. There are well-known results for the existence of super-simple designs, especially for the existence of super-simple $2-(v, k, \lambda)$-BIBDs. A super-simple $(v, k, \lambda)$-DD is equivalent to a super-simple $2-(v, k, 2\lambda)$-BIBD. In [23] it is shown that for each admissible value of $v$, there exists a simple $2-(v, 3, 1)$-DD whose smallest defining sets have at least half of the blocks. Moreover, for all $v \equiv 1 \pmod{3}$ there exist a super-simple $2-(v, 4, 1)$-DD and a super-simple $2-(v, 4, 2)$-DD whose smallest defining sets have at least half of the blocks [24], [25]. Also, the existence of super-simple $2-(v, 5, 1)$-DDs and their smallest defining sets for all $v \equiv 1, 5 \pmod{10}$ is shown in [26].
As suggested by A. P. Street, defining sets of directed designs are strongly related to trades [20]. The concept of directed trade and defining set of directed designs are investigated in [20], [21].

**Definition 4.** A $(v, k, 2)$ directed trade of volume $s$ consists of two disjoint collections $T_1$ and $T_2$, each of $s$ blocks, such that every pair of distinct elements of $V$ is covered by precisely the same number of blocks of $T_1$ as of $T_2$. Such a directed trade is usually denoted by $T = T_1 - T_2$.

Given a directed trade $T = T_1 - T_2$, blocks in $T_1(T_2)$ are the positive (negative) blocks of $T$. Let $D = (V, B)$ be a directed design. If $T_1 \subseteq B$, then $D$ contains the directed trade $T$ in which $T_2$ is built from $T_1$ by interchanging the order of some elements in blocks of $T_1$. Hereafter, we use *trade*, instead of directed trade. To simplify considering trades we use a graph in which any vertex is associated to a block and two blocks $B_i, B_j$ are connected by an edge if and only if $B_i, B_j$ form a trade of volume 2. We call this a graph of trades.

**Definition 5.** Let $K$ be a set of positive integer numbers smaller than or equal to $v$ and $\lambda$ be a positive integer. A $(K, \lambda)$ directed group divisible design (DGDD) of type $g_1^{u_1}g_2^{u_2} \cdots g_l^{u_l}$ with $\sum_{i=1}^{l} g_iu_i = v$, is a triple $(V, G, B)$, where $V$ is a $v$-set, $G$ is a collection of subsets (groups), each of cardinality in $\{g_1, \ldots, g_l\}$, which partition $V$ into $u_1$ groups of size $g_1, \ldots, u_l$ groups of size $g_l$, and $B$ is a collection of blocks of $V$ such that if $B \in B$, then $|B| \in K$. As before, each block is ordered and every pair of distinct elements of $V$ appears in precisely $\lambda$ blocks or one group but not in both. If $\lambda = 1$, $(K, 1)$-DGDD is denoted by $K$-DGDD.

**Example 6.** Let us consider a super-simple 4-DGDD of type $2^4$ with $V = \{0, 1, \ldots, 7\}$, groups $G = \{\{0, 1\}, \{2, 3\}, \{4, 5\}, \{6, 7\}\}$ and blocks $B = \{(3, 0, 5, 6), (7, 5, 0, 2), (5, 7, 1, 3), (6, 4, 3, 1), (4, 6, 2, 0), (1, 2, 6, 5), (2, 1, 7, 4), (0, 3, 4, 7)\}$. This directed design has $(v, k, \lambda) = (8, 4, 1)$ and contains 12 trades of volume 2 which are shown in Fig. 1. In this figure, each edge between two blocks shows a trade of volume 2 and the trades related to the edges in boldface are in the following table. In these trades the elements of $V$ in boldface are involved in the trades. This design has also some trades of volume 4. For example, assuming $T_1 = \{(3, 0, 5, 6), (7, 5, 0, 2), (4, 6, 2, 0), (1, 2, 6, 5)\} \subseteq B$ and $T_2 = \{(3, 6, 5, 0), (7, 2, 0, 5), (4, 0, 2, 6), (1, 5, 6, 2)\}$, $T = T_1 - T_2$ gives an $(8, 4, 2)$ trade of volume 4. Moreover, with $T_1 = \{(4, 6, 2, 0), (6, 4, 3, 1), (5, 7, 1, 3), (7, 5, 0, 2)\}$, $T_1 \subseteq B$ and $T_2 = \{(6, 4, 0, 2), (4, 6, 1, 3), (7, 5, 3, 1), (5, 7, 2, 0)\}$, $T = T_1 - T_2$ results in another $(8, 4, 2)$ trade of volume 4.

![Figure 1: The graph of trades of the design in Example 6.](image-url)
so we have in total $s$ consecutive blocks, $B$ defining set of $D$. A set of Definition 8.

A special type of a trade that we also use to obtain defining sets is a cyclical trade of volume 2. We denote a cyclical trade of volume 2, $CT$, and $CT_s$ if each pair of consecutive blocks, $B_i, B_{i+1}$ for $1 \leq i \leq s - 1$ as well as $B_1, B_s$, forms a trade of volume 2, and so we have in total $s$ trades of volume 2. We denote a cyclical trade of volume $s$ by $CT_s$.

Two sets $CT_4 = \{(3,0,5,6),(7,5,0,2),(4,6,2,0),(1,2,6,5)\}$ and $CT_5 = \{(3,0,5,6),(7,5,0,2),(5,7,1,3),(2,1,7,4),(1,2,6,5)\}$ are, respectively, cyclical trades of volumes 4 and 5 in Example 6. Any $CT_s$ is equivalent to an $s$-cycle in the graph of trades. In general, cycles in Fig. 1 are of lengths 4, 5, 6, 7 and 8. As a result, the directed design in Example 6 contains $CT_4, CT_5, CT_6, CT_7$ and $CT_8$.

Therefore, if a directed design $D$ contains a cyclical trade of volume $s$, then any defining set of $D$ must contain at least $\left\lceil \frac{s+1}{2} \right\rceil$ blocks of that trade. It is important to note that a cyclical trade of volume $s$ does not necessarily give the positive blocks of a trade of volume $s$. For example, the cyclical trade $CT_4$ which is mentioned above gives the positive blocks of a trade

| $T_1$ | $T_2$ | $T_1$ | $T_2$ |
|-------|-------|-------|-------|
| $(3,0,5,6)$ | $(3,5,0,6)$ | $(5,7,1,3)$ | $(5,7,3,1)$ |
| $(7,5,0,2)$ | $(7,0,5,2)$ | $(6,4,3,1)$ | $(6,4,1,3)$ |
| $(4,6,2,0)$ | $(4,2,6,0)$ | $(2,1,7,4)$ | $(2,1,4,7)$ |
| $(1,2,6,5)$ | $(1,6,2,5)$ | $(0,3,4,7)$ | $(0,3,7,4)$ |
of volume 4, because assuming $T_1 = \{(3,0,5,6),(7,5,0,2),(4,6,2,0),(1,2,6,5)\} \subseteq \mathcal{B}$ and $T_2 = \{(3,6,5,0),(7,2,0,5),(4,0,2,6),(1,5,6,2)\}$, $T = T_1 - T_2$ gives an $(8,4,2)$ trade of volume 4. Whereas, $CT_5$ does not yield a trade of volume 5.

Here, we focus on super-simple directed designs whose smallest defining sets have at least half of the blocks. This property allows us to construct parity-check matrices of LDPC codes in which the number of rows and columns is equal to or bigger than the number of blocks. Thus, the length of our proposed LDPC code is at least the number of blocks.

### 3 Construction of trade-based LDPC codes

In this section, we explain how to use directed block designs $(V, \mathcal{B})$ to obtain parity-check matrices of trade-based LDPC codes. Let $V = \{0,1,\ldots,v-1\}$ be a $v$-set. Let us construct a $(v \choose 2) \times n$ binary matrix $A$ whose rows correspond to pairs $(x_i, x_j)$, where $x_i < x_j \in \{0,1,\ldots,v-1\}$, and its columns are labeled with $B_1, \ldots, B_n$. If a pair $(x_i, x_j)$ belongs to a block $B_l$ which appears in a trade, then the element in the $(x_i, x_j)$-th row and the $l$-th column is 1, that is, $A_{(x_i, x_j), l} = 1$. Otherwise, it is zero. Then, we remove all-zero columns and all-zero rows of $A$ obtaining a binary matrix denoted by $C$. If the number of rows of $C$ is more than the number of columns, then $C^T$, the transpose of $C$, is the parity-check matrix of the trade-based LDPC code. Otherwise, $C$ is the parity-check matrix of the code. Since each block of length $k$ contains $k-1$ pairs $(x_i, x_j)$, with $x_i < x_j$, which may appear in $\lambda$ trades, the number of 1s in each column of $A$ is at most $\lambda(k-1)$. Also, since any pair $(x_i, x_j)$, with $x_i < x_j$, occurs in $\lambda$ blocks, the number of 1s in each row of $A$ is at most $2\lambda$.

In the following theorem, we propose a close connection between the girth of trade-based LDPC codes and the smallest volume of a cyclical trade. This relation is our main tool to investigate the cycle distribution of trade-based LDPC codes which are based on the cyclical trades of directed designs used to construct the codes.

**Theorem 9.** A super-simple directed design has a cyclical trade of volume $s$ if and only if the Tanner graph of the corresponding trade-based LDPC code has $2s$-cycles.

**Proof.** Let $A$ be a matrix corresponding to a super-simple directed design. If $B_l, B_k \in \mathcal{B}$ are in a trade of volume 2, then $B_l \cap B_k = \{x_i, x_j\}$ and the $(x_i, x_j)$-th row of the matrix $A$ contains a 1 in column $B_l$ and a 1 in column $B_k$.

Let $CT_s = \{B_1, B_2, \ldots, B_s\}$ be a cyclical trade of volume $s$. A cyclical trade of volume $s$ contains $s$ trades of volume 2 and according to the definition of cyclical trade, we have $|B_i \cap B_{i+1}| = 2$, $1 \leq i \leq s - 1$, and $|B_1 \cap B_s| = 2$. Hence, a submatrix $E$ of $A$ on the columns $B_1, B_2, \ldots, B_s$ and the rows corresponding to the intersections of consecutive blocks of $CT_s$ is a matrix whose column weights and row weights are 2. Since the parity-check matrix of the trade-based code is...
obtained from $A$, the parity-check matrix contains $E$ or its transpose. Hence, $E$ or $E^T$ in the parity-check matrix corresponds to a cycle of length $2s$ in the Tanner graph of the code.

For example, let $CT_3 = \{B_1, B_2, B_3\}$ be a cyclical trade of volume 3, where $B_1 \cap B_2 = \{x_i, x_j\}$, $B_1 \cap B_3 = \{x_i, x_k\}$ and $B_2 \cap B_3 = \{x_j, x_k\}$. Then, the $B_1$-th column of $A$ contains a 1 in the $(x_i, x_j)$-th row and a 1 in the $(x_i, x_k)$-th row. Similarly, the $B_2$-th column of $A$ contains a 1 in the $(x_i, x_j)$-th row and a 1 in the $(x_j, x_k)$-th row, and also the $B_3$-th column of $A$ contains a 1 in the $(x_i, x_k)$-th row and a 1 in the $(x_j, x_k)$-th row. Therefore, the Tanner graph contains a 6-cycle corresponding to the path $A(x_i, x_j)B_1 \rightarrow A(x_i, x_j)B_2 \rightarrow A(x_j, x_k)B_2 \rightarrow A(x_j, x_k)B_3 \rightarrow A(x_i, x_k)B_3 \rightarrow A(x_i, x_k)B_1 \rightarrow A(x_i, x_j)B_1$.

Now, let the Tanner graph of a trade-based LDPC code obtained from a super-simple directed design have a 2s-cycle. We prove that the corresponding directed design has a cyclical trade of volume $s$. Without loss of generality, we suppose that $C$ is the parity-check matrix of the trade-based LDPC code. The existence of a 2s-cycle shows that the matrix $C$ contains an $s \times s$ submatrix $E$ such that each column and each row of $E$ contains at least two 1s. Without loss of generality, we can suppose that the columns of $E$ are $B_1, B_2, \ldots, B_s$ such that $B_i$ and $B_{i+1}$, as two variable-nodes, are in the 2s-cycle between which there is one check-node. Therefore, for each $i \in \{1, \ldots, s-1\}$, $B_i$ and $B_{i+1}$ appear in a trade of volume 2. Since $B_1$ and $B_s$ are connected to a common check-node, $B_1$ and $B_s$ also appear in a trade of volume 2. According to the definition of the cyclical trade, we conclude that $B_1, B_2, \ldots, B_s$ produce a cyclical trade of volume $s$.

From Theorem 9 we conclude that the existence of cyclical trades of volume 3 results in 6-cycles in the Tanner graph of a trade-based LDPC code; otherwise the code has girth at least 8. Example 10 presents a trade-based LDPC code from the DGDD of type $2^4$ in Example 6. We use Theorem 9 to obtain the girth of its Tanner graph.

**Example 10.** We take all trades consisting of the blocks presented in Example 6. The matrix $C$ for this directed design has 12 rows and 8 columns. Thus, $C^T$, which is presented in the following matrix, is the parity-check matrix of a $(2, 3)$-regular LDPC code:

\[
C^T = \begin{bmatrix}
02 & 03 & 12 & 13 & 05 & 17 & 26 & 34 & 46 & 47 & 56 & 57 \\
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix}
\]

\[
\begin{array}{r}
7502 \\
5713 \\
3056 \\
1265 \\
0347 \\
2174 \\
6431 \\
4620 \\
\end{array}
\]
In this matrix, each column index \(ij\) is equivalent to a pair \((i, j)\); \(i < j \in \{0, 1, \ldots, 7\}\). Moreover, each row index \(k\ell mn\) is equivalent to a block \((k, l, m, n) \in \mathcal{B}\) and the sign \(\) denotes a zero entry. As shown in Fig. 1, there is no triangle in the graph corresponding to the trades of this block design and therefore it is free of cyclical trades of volume 3. Thus, according to Theorem 9, the Tanner graph of the code has no 6-cycle. The existence of cyclical trades of volume 4 proves that the obtained LDPC code has girth 8.

**Example 11.** We consider a super-simple 4-DGDD of type \(2^4\) with \(V = \{0, 1, \ldots, 7\}\), groups \(G = \{\{0, 1\}, \{2, 3\}, \{4, 5\}, \{6, 7\}\}\) and blocks \(\mathcal{B} = \{(0, 3, 6, 5), (7, 5, 0, 2), (5, 7, 3, 1), (2, 4, 1, 7), (4, 6, 2, 0), (1, 2, 5, 6), (3, 0, 7, 4), (6, 1, 4, 3)\}\). The pairs that appear in trades are \((0, 2), (0, 3), (1, 4), (5, 6), (5, 7)\). Therefore, the matrix \(C\) for this design has 5 rows and 8 columns which is the parity-check matrix of an irregular LDPC code with column weights in \(\{1, 2\}\) and row weights 2. The matrix \(C\) of this design, which is also used in Section 4, is given next:

\[
\begin{array}{cccccccc}
0365 & 7502 & 5731 & 2417 & 4620 & 1256 & 3074 & 6143 \\
\begin{bmatrix}
0 & 1 & \cdots & 1 & \cdots & 1 & \cdots & 02 \\
1 & \cdots & 1 & \cdots & 1 & \cdots & 14 \\
1 & \cdots & 1 & \cdots & 1 & \cdots & 56 \\
1 & \cdots & 1 & \cdots & 1 & \cdots & 57 \\
\end{bmatrix}
\end{array}
\]

**Example 12.** The followings are the blocks of a \((20,5,1)\) DD in [26]:

\[
\begin{align*}
B_1 &= (1,5,9,13,17) & B_2 &= (2,6,10,14,17) & B_3 &= (3,7,11,15,17) & B_4 &= (4,8,12,16,17) \\
B_5 &= (17,13,12,7,2) & B_6 &= (17,14,11,8,1) & B_7 &= (17,15,10,5,4) & B_8 &= (17,16,9,6,3) \\
B_9 &= (2,7,9,16,18) & B_{10} &= (3,6,12,13,18) & B_{11} &= (4,5,11,14,18) & B_{12} &= (1,7,12,14,19) \\
B_{13} &= (18,16,12,5,1) & B_{14} &= (18,13,9,8,4) & B_{15} &= (18,14,10,7,3) & B_{16} &= (19,14,9,5,2) \\
B_{17} &= (3,5,10,16,19) & B_{18} &= (4,6,9,15,19) & B_{19} &= (1,6,11,16,0) & B_{20} &= (2,5,12,15,0) \\
B_{21} &= (19,16,11,7,4) & B_{22} &= (19,15,12,8,3) & B_{23} &= (0,16,10,8,2) & B_{24} &= (0,15,9,7,1) \\
B_{25} &= (4,7,10,13,0) & B_{26} &= (3,8,9,14,0) & B_{27} &= (2,8,11,13,19) & B_{28} &= (1,8,10,15,18) \\
B_{29} &= (0,13,11,5,3) & B_{30} &= (0,14,12,6,4) & B_{31} &= (19,13,10,6,1) & B_{32} &= (18,15,11,6,2)
\end{align*}
\]

As shown in the graph corresponding to trades of this design in Fig. 2, each block appears in 4 trades of volume 2. The graph is free of triangles which proves the non-existence of cyclical trades of volume 3. The smallest cycle in the graph is 4 which corresponds to a CT4. Using this design we can construct a matrix \(C\) which has 32 rows and 64 columns. Therefore, \(C^T\) is the parity-check matrix of a \((2,4)\)-regular LDPC code with girth 8. We use the matrix \(C\) of this code in Section 5.
Our technique to construct a trade-based LDPC code is applicable to all kinds of super-simple directed designs. To clarify this technique, we apply it to super-simple DGDDs with block size 4 in the following examples. In these examples, we shall adopt the standard approach of using finite abelian groups to generate the set of blocks of any given directed design. For example, if $(V, G, B)$ is a DGDD, then instead of listing all the blocks, we give the element set $V$, plus a set of base blocks, and generate the other blocks using an additive group $G$. For $|G| = x$, the notation $(+t \mod x)$ means the base blocks should be developed by adding $0, t, 2t, \ldots, x - t \mod x$ to them. Let us call this notation as a developer.

Example 13. A super-simple 4-DGDD of type $2^7$ can be constructed on the set $\mathbb{Z}_{14}$ with groups \{i, i+7\}, $i = 0, 1, \ldots, 6$, by developing the base blocks $(0, 1, 4, 6)$ and $(1, 0, 11, 9)$ using $(+1 \mod 14)$. We construct a binary matrix $A$ with $\binom{14}{2}$ rows with indices $(x_i, x_j)$, where $x_i, x_j \in \{0, 1, \ldots, 13\}$, and $|B| = 28$ columns with indices $B_1, \ldots, B_{28}$. The pairs $(0, 1), (1, 4), (4, 6) (+1 \mod 14)$, appear in the trades. Let us take $B_1 = (0, 1, 4, 6)$ as the first column index. Then, $A_{(0,1)} = 1, A_{(1,4)} = 1, A_{(4,6)} = 1$ and all other entries of the fist column are zero. We continue this process to construct the binary matrix $A$ and remove all-zero rows and all-zero columns obtaining $C$. Since the number of rows and columns of $C$ are 42 and 28, respectively, $C^T$ is the parity-check matrix of the trade-based LDPC code. Since this design has no cyclical trade of volume 3, Theorem 9 proves the Tanner graph has girth at least 8. Moreover, the column weight and the row weight of the code is 2, 3, respectively.

Example 14. A super-simple $(4, 2)$-DGDD of type $3^6$ can be constructed on the set $\mathbb{Z}_{18}$ with groups \{i, i+6, i+12\}; $i = 0, 1, \ldots, 5$ and by developing the base blocks $(2, 0, 5, 9), (7, 10, 0, 2), (1, 5, 0, 10), (0, 1, 2, 16), (11, 4, 1, 0)$ by $(+1 \mod 18)$; see [25]. We construct a binary matrix $A$ with $\binom{18}{2}$ rows and 90 columns. Since the pairs appearing in the trades are $(0, 2), (0, 5), (5, 9), (7, 10), (0, 10), (0, 1)$ developed by $(+1 \mod 18)$, the number of rows of $C$ is 108. Since the number of rows of $C$ is more than the number of columns, $C^T$ is the parity-check matrix of this trade-based LDPC code. This
design contains cyclical trades of volume 3 such as $CT_3 = \{(2,0,5,9),(7,10,0,2),(1,5,0,10)\}$. Hence, Theorem 9 proves the Tanner graph has girth 6. Since the column weights are 2 or 3 and the row weights are 2 or 3, the resulting code is irregular.

Example 15. We construct a super-simple $(4, 3)$-DGDD of type $2^{10}$ on $\mathbb{Z}_{20}$ with groups $\{i, i + 10\}; i = 0, 1, \ldots, 9$ by developing by $(+1 \text{ mod } 20)$ the base blocks:

$$(7, 0, 2, 13), (8, 4, 0, 13), (2, 0, 11, 14), (12, 3, 0, 8), (2, 0, 11, 14),$$

$$(0, 1, 4, 2), (1, 5, 6, 0), (1, 0, 8, 7), (5, 8, 0, 2), (2, 0, 9, 6).$$

We construct a binary matrix $A$ with $\binom{20}{2}$ rows and 180 columns. The pairs $(0, 5), (0, 7), (+1 \text{ mod } 20)$ are not in trades, hence the number of rows of $C$ is 140. Thus, $C^T$ is the parity-check matrix of an irregular trade-based LDPC code whose row weights and column weights belong to $\{2, 3, 4\}$.

Example 16. We provide a trade-based LDPC code with a large girth Tanner graph. A super-simple $5$-DGDD of type $4^{16}$ can be constructed on the set $\mathbb{Z}_{64}$ with groups $\{i, i+16, i+32, i+48\}; i = 0, 1, \ldots, 15$ by developing by $(+1 \text{ mod } 64)$ the following base blocks; see [26],

$$(0, 1, 40, 3, 47), (1, 0, 25, 62, 18), (0, 4, 26, 14, 35), (4, 0, 42, 54, 33), (0, 5, 41, 11, 56), (5, 0, 28, 58, 13).$$

Every block appears in 4 trades; the smallest cyclical trade $CT_8$ has volume 8:

$$(0, 5, 4111, 56), (5, 0, 28, 58, 13), (2, 7, 43, 13, 58), (7, 2, 30, 60, 15),$$

$$(4, 9, 45, 15, 60), (9, 4, 32, 62, 17), (6, 11, 47, 17, 62), (52, 47, 11, 41, 60).$$

We construct a binary matrix $A$ with $\binom{64}{2}$ rows and 384 columns. Since the number of pairs that appear in trades is 768, $C^T$ is the parity-check matrix of a $(2, 4)$-regular trade-based LDPC code with girth 16.

4 Trade-based multiple-edge QC-LDPC codes

A base matrix $W$ is associated to each protograph-based QC-LDPC code whose elements identify the type of the protograph. A base matrix with entries 0 and 1 only results in a single-edge protograph. A base matrix containing $l \geq 2$ corresponds to a multiple-edge QC-LDPC code. First, we explain how to construct the parity-check matrix of QC-LDPC codes.

Definition 17. Given a lifting degree $N$, an exponent matrix $B$ corresponding to an $m \times n$ base matrix $W$ is defined as follows. If $W_{ij} = l$ is a positive integer, then the $ij$-th entry of $B$ is an $l$-set, that is, $B_{ij} = \{b_{ij}, b_{ij}^2, \ldots, b_{ij}^l\}$, where $b_{ij}^r \in \{0, 1, \ldots, N-1\}$ and $b_{ij}^r \neq b_{ij}^{r'}$ for $1 \leq r < r' \leq l$. If $W_{ij} = 0$, then the $ij$-th entry of $B$ is an empty set, that is, $B_{ij} = \emptyset$. 
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If the \( ij \)-th entry of \( B \) is an \( l \)-set, then it is replaced by an \( N \times N \) matrix
\[
H_{ij} = I^{b^1_{ij}} + I^{b^2_{ij}} + \cdots + I^{b^k_{ij}},
\]
where \( I^{b^k_{ij}} \) is an \( N \times N \) circulant permutation matrix (CPM) whose top row has a single 1 at the \( b^k_{ij} \)-th position. The other entries of its first row are zero. The \( s \) right cyclic shifts of the first row of the CPM yield its \( s \)-th row. If \( B_{ij} = \emptyset \), then it is substituted by an \( N \times N \) zero matrix. The resulting matrix is the parity-check matrix whose null space gives a QC-LDPC code \([17]\).

A necessary and sufficient condition given in \([4]\) for the existence of \( 2k \)-cycles in the Tanner graph of multiple-edge QC-LDPC codes is, for \( n_k = n_0 \),
\[
\sum_{i=0}^{k-1} (b^r_{m_i n_i} - b^{r'}_{m_i n_{i+1}}) \equiv 0 \pmod{N},
\]
(3)
where if \( n_i = n_{i+1} \), then \( r_i \neq r'_i \), and also if \( m_i = m_{i+1} \), then \( r'_i \neq r_{i+1} \). Here \( b^r_{m_i n_i} \) is the \( r \)-th entry of \( B_{m_i n_i} \) and \( B_{m_i n_i} \) is the \( (m_i n_i) \)-th entry of \( B \).

In order to simplify checking for \( 2k \)-cycles, we need the difference matrices \( D \) and \( \Delta \) given in \([8]\).

In addition to these, we need a necessary and sufficient condition to have a girth-6 multiple-edge QC-LDPC code also given in \([8]\).

**Definition 18.** \([8]\) A difference matrix \( D \) corresponding to \( B \) is a matrix in which the \( ij \)-th element is obtained by subtracting every two entries of \( B_{ij} \) modulo \( N \). If \( |B_{ij}| > 1 \), then there exist \( 2^{(|B_{ij}|)} \) choices to obtain \( D_{ij} \) and for the chosen \( x, y \in B_{ij} \), there are the subtractions \( (x - y) \) and \( (y - x) \) modulo \( N \). Thus, if \( |B_{ij}| > 1 \), then \( |D_{ij}| = 2^{(|B_{ij}|)} \). If \( |B_{ij}| = 1 \), then \( D_{ij} = \emptyset \), and if \( B_{ij} = \emptyset \), then \( D_{ij} = \emptyset \).

**Definition 19.** \([8]\) A difference matrix \( \Delta \) of size \( \binom{m}{2} \times n \) corresponding to an \( m \times n \) matrix \( B \) is a matrix in which each two rows of \( B \) with indices \( i \) and \( i' \), \( i < i' \) give the \((i, i')\)-th row of \( \Delta \) in the following way. If \( B_{ij} \) and \( B_{i'j} \) are two entries of the \( j \)-th column of \( B \), then \( \Delta_{(i, i')j} \) of size \( |B_{ij}| \times |B_{i'j}| \) is obtained by subtracting each entry of \( B_{i'j} \) from each entry of \( B_{ij} \). If \( B_{ij} \) or \( B_{i'j} \) is \( \emptyset \), then \( \Delta_{(i, i')j} = \emptyset \).

**Theorem 20.** \([8]\) A multiple-edge QC-LDPC code is free of 4-cycles if and only if each row of \( D \), each column of \( D \) and each row of \( \Delta \) are free of repeated elements.

Now, we use the matrix \( C \) or \( C^T \) proposed in Section 3 to construct a base matrix for a QC-LDPC code.

**Definition 21.** A matrix \( P = [C_1 | C_2 | \cdots | C_r] \) of the maximum size free of any all-one submatrix of size 2 is defined as follows. First, we call the matrix \( C \) or \( C^T \) as \( C_1 \). By downwards row shifting in \( C_1 \) other matrix named as \( C_2 \) is obtained with the same properties as \( C_1 \) in terms of
the cycle distribution. We try on different row displacements to find a $C_2$ such that concatenating $C_1$ and $C_2$ does not cause a $2 \times 2$ all-one submatrix in $[C_1|C_2]$. We continue this process to find other $C_is$ and $P$ of the maximum size.

**Remark 22.** It should be noted that the downwards row shifting mentioned in Definition 21 can be replaced with different permutations on row’s positions. For any row permutation that we choose to obtain $C_is$, we should consider the property that concatenating each two $C_i$ and $C_j$ does not cause a $2 \times 2$ all-one submatrix in $[C_i|C_j]$.

Next, we explain how to construct the base matrix of trade-based QC-LDPC codes using the matrix $P$. Suppose the base matrix corresponding to $C_1$ is denoted by $W_1$ which is obtained by converting all 1s of $C_1$ to integers $l \geq 1$. In order to define the base matrix $W$, we can consider the same process that we have to obtain $P$. First, we identify the entries of $W_1$, then we take $W = [W_1|\cdots|W_r]$ such that each $W_i$ is a downwards row displacement of $W_1$.

**Example 23.** As explained in Example 11, from a super-simple 4-DGDD of type $2^4$ we construct a $5 \times 8$ matrix $C$ presented in Equation (2) which yields an irregular LDPC code with column weights in \{1, 2\} and row weight 2. In the following we show how we use the matrix $C$ to construct a base matrix of a $(3, 24)$-regular multiple-edge QC-LDPC code. Taking $C$ as $C_1$, we construct a matrix $P$ of the maximum size free of any all-one submatrix of size 2. The largest size of a matrix that we obtain from $C$ is $P = [C_1|C_2|C_3|C_4|C_5]$. Since the column weight is supposed to be 3, all 1s in the last six columns of $C_1$ are replaced with 3. In the first two columns of $C_1$ we have two 1s which are replaced by 1 and 2 which sum to 3. Thus, by replacing all 1s of $C_1$ with integers 1, 2, 3 we define $W_1$. We observe that the columns of $W_1$ have weight 3. Then, by different downwards row displacements of $W_1$ we construct other $W_is$ such that concatenating them gives a base matrix in which the weights of each row sum to 24. We provide an instance of such base matrix:

$$W = \begin{bmatrix}
01003000 & 02300000 & 20003000 & 00030003 & 10000030 \\
10000030 & 01003000 & 20300000 & 20003000 & 00030003 \\
00030003 & 10000030 & 01003000 & 20300000 & 20000300 \\
20003000 & 00030003 & 10000030 & 01003000 & 02300000 \\
02300000 & 20000300 & 00030003 & 10000030 & 01003000
\end{bmatrix}.$$ 

**Example 24.** If we take $C^T$ in Example 10 as $C_1$, then the matrix $P$ of the maximum size free of any all-one submatrix of size 2 is $P = [C_1]$. Replacing all 1s by 2 we obtain a base matrix for a $(4, 6)$-regular multiple-edge QC-LDPC code.

**Remark 25.** As explained above, the base matrix of our approach has the form $W = [W_1|\cdots|W_r]$. Suppose the exponent matrix associated to $W_1$ is denoted by $B_1$. In order to define the exponent matrix $B$, we can consider the same process that we have to obtain $W$. First, we identify the
entries of $B_1$, then we take $B = [B_1| \cdots |B_r]$ such that each $B_i$ is the row shift of $B_1$ as $W_i$ is the row shift of $W_1$. Using this method, the size of the search space to define the exponent matrix is considerably reduced. In fact, instead of identifying all entries of $B$ we only determine the entries of $B_1$.

**Example 26.** As shown in Example 23, replacing all 1s in $P = [C_1| \cdots |C_5]$ with 1, 2, 3 we obtain the base matrix of a (3, 24)-regular multiple-edge QC-LDPC code. According to Remark 25, to define the exponent matrix $B$, we can execute the same process that we have done to obtain $W$. First, we identify the entries of $B_1$, assuming that $N = 41$ is the lifting degree:

$$B_1 = \begin{bmatrix}
0 & \{0\} & \emptyset & \emptyset & \{0,1,3\} & \emptyset & \emptyset & \emptyset \\
\{0\} & \emptyset & \{0,6,13\} & \emptyset & \{0,4,9\} & \emptyset & \emptyset & \emptyset \\
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset & \{0,8,22\} & \emptyset & \emptyset \\
\{7,27\} & \emptyset & \{19,36\} & \emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\emptyset & \{6,24,36\} & \emptyset & \emptyset & \emptyset & \emptyset & \emptyset & \emptyset
\end{bmatrix}.$$  

The process of finding the entries of $B_1$ will be explained in Example 30. In fact, the entries are defined such that they do not result in 4-cycles in the Tanner graph. Then, we take $B = [B_1| \cdots |B_5]$ such that each $B_i$ is a row-shift downwards displacement of $B_1$ and is associated to $W_i$. Since the number of rows of $B_1$ is 5 and $r = 5$ (the number of $B_i$s), all rows of $B_1$ appear in each row of $B$. Applying the method explained in Remark 25, by identifying only 24 entries we can construct an exponent matrix of a (3, 24)-regular QC-LDPC code. Thus, the size of the search space to obtain the entries of $B$ is reduced from $N^{120}$ to $N^{24}$.

In the following, we provide lower bounds on the lifting degree of trade-based multiple-edge QC-LDPC codes with girth 6. We show that these lower bounds are less than the ones proposed in the literature.

**Theorem 27.** [8] Let $W$ be an $m \times n$ base matrix of a multiple-edge QC-LDPC code. We define three parameters as follows:

$$\mathcal{X} = \max\{\sum_{i=0}^{n-1} W_{ij}^2 : 0 \leq i \leq m - 1\},$$

$$\mathcal{Y} = \max\{\sum_{i=0}^{n-1} W_{ij}^2 : 0 \leq j \leq n - 1\} \quad \text{and}$$

$$\mathcal{Z} = \max\{\sum_{i=0}^{n-1} W_{ij} \times W_{i'j'} : i \neq i', 0 \leq i, i' \leq m - 1\}.$$

The lower bound on the lifting degree of a multiple-edge QC-LDPC code with girth at least 6 is $N = \max\{2\mathcal{X}, 2\mathcal{Y}, \mathcal{Z}\}$.

**Example 28.** Let us consider a base matrix $W = \begin{bmatrix} 2 & 1 & 2 & 0 \\ 2 & 2 & 3 & 1 \\ 1 & 1 & 2 & 3 \end{bmatrix}$. We have $\mathcal{X} = \max\{2, 5, 4\} = 5, \mathcal{Y} = \max\{2, 1, 5, 3\} = 5$ and $\mathcal{Z} = \max\{12, 7, 13\} = 13$. Thus, $N \geq \max\{10, 10, 13\} = 13$. 
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Theorem 29. If $W$ is an $m \times n$ base matrix of a trade-based multiple-edge QC-LDPC code with girth at least 6, then $N \geq \max\{2X, 2Y\}$.

Proof. We prove that the lower bound on the lifting degree of a trade-based multiple-edge QC-LDPC code with girth at least 6 is bigger than $Z$. Since the base matrix of our desired code is obtained from a matrix $P$ which is free of an all-one submatrix of size 2, for each two rows with indices $i, i' \in \{0, \ldots, m-1\}$ there is only one column $j \in \{0, \ldots, n-1\}$ in which $W_{ij} \neq 0$ and $W_{i'j} \neq 0$. Hence, the parameter $Z$ is equal to the multiplication of two positive integers belonging to a column of $W$. Without loss of generality, we suppose that these integers are in column $l$ and rows $r$ and $s$ of $W$. Therefore, we have $Z = W_{rl} \times W_{sl}$. Since the $l$-th column may contain other positive integers we have

$$2Y \geq 2 \sum_{i=0}^{m-1} \left( \frac{W_{il}}{2} \right) \geq 2 \left( \left( \frac{W_{rl}}{2} \right) + \left( \frac{W_{sl}}{2} \right) \right).$$

It can be easily seen that for two positive integers $a, b$ which at least one of them is bigger than 1 we have $2\left( \left( \frac{a}{2} \right) + \left( \frac{b}{2} \right) \right) \geq a \times b$. Consequently,

$$2 \left( \left( \frac{W_{rl}}{2} \right) + \left( \frac{W_{sl}}{2} \right) \right) \geq W_{rl} \times W_{sl} = Z.$$ 

This implies $2Y \geq Z$. $\square$

In the following examples, we elaborate the advantages of our approach in reducing the size of the search space when identifying the entries of an exponent matrix. In fact, we show that because of the non-existence of $2 \times 2$ submatrices of nonzero entries in the base matrix and because of its sparsity, by defining the entries of a small size submatrix of the exponent matrix we can identify all elements of the exponent matrix.

Example 30. Consider a base matrix which yields a $(3, 24)$-regular multiple-edge QC-LDPC code with girth 6. If the base matrix is a $2 \times 16$ matrix with elements 1, 2, then applying Theorem 27 to this base matrix proves $X = 8$, $Y = 1$ and $Z = 32$ which results in $N \geq \max\{16, 2, 32\} = 32$. To obtain such matrix, we need to define all entries of the exponent matrix. Hence, the size of the search space is $N^{48}$.

As shown in Example 23, replacing all 1s in $P = [C_1 | \cdots | C_5]$ with 1, 2, 3 we obtain the base matrix resulting in a $(3, 24)$-regular multiple-edge QC-LDPC code. If this code has girth 6, then according to Theorem 29, the exponent matrix of this base matrix with $X = 20$, $Y = 3$ has $N \geq \max\{40, 6\} = 40$. Now to have girth 6, we should apply the necessary and sufficient conditions of Theorem 20 to the exponent matrix $B$ of Example 26 which is constructed according to Remark 25. Thus, we need the difference matrices corresponding to $B$. We take the entries of $B_1$ as $x_i = 0$ for $i = 1, 2, 5, 6, 9, 12, 17$ and $x_3 = 1, x_4 = 3, x_7 = 4, x_8 = 9, x_{10} = 6, x_{11} = 13, x_{13} =$
8, x_{14} = 22, x_{15} = 7, x_{16} = 27, x_{18} = 10, x_{19} = 25, x_{20} = 19, x_{21} = x_{24} = 36, x_{22} = 6, x_{23} = 24.

If we define \( d_{i,j} \) as \( x_i - x_j \) (mod \( N \)) and \(-d_{i,j}\) as \( N - d_{i,j}\) then we conclude that since the set \{\pm d_{2,3}, \pm d_{2,4}, \pm d_{3,4}, \pm d_{6,7}, \pm d_{6,8}, \pm d_{7,8}, \pm d_{9,10}, \pm d_{9,11}, \pm d_{12,13}, \pm d_{12,14}, \pm d_{13,14}, \pm d_{15,16}, \pm d_{17,18}, \pm d_{17,19}, \pm d_{18,19}, \pm d_{20,21}, \pm d_{22,23}, \pm d_{22,24}, \pm d_{23,24}\} \) is free of repeated entries and each of the sets \{\pm d_{5,15}, \pm d_{5,16}\} and \{\pm d_{1,20}, \pm d_{1,21}\} have 4 distinct elements, the difference matrices of \( B \) hold the conditions of Theorem 20. Thus, the matrix \( B \) yields a girth-6 code. Using this method, by identifying only 24 entries shown in Example 26, we construct an exponent matrix of a \((3, 24)\)-regular QC-LDPC code. Thus, the size of the search space is reduced from \(N^{48}\) to \(N^{24}\) which is a considerable reduction.

**Example 31.** Consider a base matrix which yields a \((4, 6)\)-regular multiple-edge QC-LDPC code with girth 6. If \( W = \begin{bmatrix} 2 & 2 & 2 \\ 2 & 2 & 2 \end{bmatrix} \), then applying Theorem 27 to this base matrix gives \( X = 3, \ Y = 2 \) and \( Z = 12 \) which results in \( N \geq \max\{6, 4, 12\} = 12 \). An exponent matrix of this code with \( N = 12 \) which satisfies the conditions of Theorem 27 and gives a Tanner graph with girth 6 is \( B = \begin{bmatrix} (0, 1) & (0, 3) & (0, 7) \\ (0, 7) & (1, 5) & (3, 4) \end{bmatrix} \). To obtain such matrix, we need to define all entries of the exponent matrix through an exhaustive search algorithm. Thus, the size of the search space is \(N^{12}\). Whereas, using the base matrix of Example 24, which is obtained by replacing 1s of the matrix (1) by 2, we have \( X = 3, \ Y = 2 \) and then, according to Theorem 29, \( N \geq \max\{6, 4\} = 6 \). Moreover, as a result of sparsity of the base matrix, we can determine the entries of \( B \) only by identifying the elements of the first row:

\[
B = \begin{bmatrix}
\{0, 1\} & 0 & 0 & \{0, 2\} & 0 & 0 & 0 & 0 & 0 & 0 & \{3, 6\} \\
0 & 0 & 0 & \{0, 1\} & 0 & \{3, 6\} & 0 & 0 & 0 & 0 & 0 & \{0, 2\} \\
0 & \{0, 1\} & 0 & \{0, 2\} & 0 & 0 & 0 & \{0, 1\} & 0 & 0 \\
0 & \{3, 6\} & 0 & 0 & 0 & 0 & \{0, 1\} & 0 & 0 & 0 & \{3, 6\} & 0 & 0 \\
0 & \{0, 1\} & 0 & \{0, 2\} & 0 & 0 & 0 & \{0, 1\} & 0 & 0 & \{3, 6\} & 0 & 0 \\
0 & 0 & 0 & \{0, 1\} & 0 & \{0, 2\} & 0 & 0 & \{0, 1\} & 0 & 0 & \{3, 6\} & 0 & 0 \\
0 & 0 & 0 & \{3, 6\} & 0 & 0 & 0 & \{0, 1\} & 0 & 0 & \{3, 6\} & 0 & 0 & 0 \\
\{0, 2\} & 0 & 0 & 0 & 0 & \{0, 1\} & 0 & \{3, 6\} & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

As can be seen, the elements of all rows except for the first one are a permutation of the first row. Thus, using our approach we reduce the computational complexity in the search algorithm from \(N^{12}\) to \(N^6\). Now, we show that the exponent matrix \( B \) yields a Tanner graph with girth 6. We take \( x_1 = x_3 = 0, x_2 = 1, x_4 = 2, x_5 = 3 \) and \( x_6 = 6 \) and assume \( d_{i,j} \) is \( x_i - x_j \) (mod \( N \)) and \(-d_{i,j}\) is \( N - d_{i,j}\). Since the sets

\[
\pm d_{1,2}, \pm d_{3,4}, \pm d_{5,6}, \{d_{1,5}, d_{1,6}, d_{2,5}, d_{2,6}\}, \{d_{1,3}, d_{1,4}, d_{2,3}, d_{2,4}\}, \{d_{5,1}, d_{6,1}, d_{5,2}, d_{6,2}\}, \\
\{d_{3,1}, d_{4,1}, d_{3,2}, d_{4,2}\}, \{d_{3,5}, d_{3,6}, d_{4,5}, d_{4,6}\}, \{d_{5,3}, d_{6,3}, d_{5,4}, d_{6,4}\}
\]
are free of repeated elements, the matrix $B$ satisfies the necessary and sufficient conditions of Theorem 20. Thus, $B$ gives a Tanner graph with girth 6.

The performance curves of these two codes, one with $N = 12$ and the other with $N = 7$, decoded using the sum-product algorithm with 50 iterations are shown in Fig. 3. As can be seen the trade-based code has better performance which is a result of longer code length and sparsity of the protograph and thus less cycle distribution.

In the following, we present a lower bound on the lifting degree of our proposed multiple-edge QC-LDPC code with girth 8. It is known that $W_{ij} \geq 3$ causes 6-cycles [7]. Therefore, to have a base matrix for a girth-8 code, all 1s of the matrix $P$ have to be replaced by an $l = 1, 2$. In [7], a lower bound on the lifting degree of a multiple-edge QC-LDPC code with girth 8 has been given. In order to give a better lower bound for our proposed base matrix we need the following definition from [7].

**Definition 32.** [7] Given an $m \times n$ exponent matrix $B$, a difference matrix $\Delta$ of size $\left(\begin{array}{c} m \\ 2 \end{array}\right) \times n$ corresponding to $B$ is a matrix in which a row with a row index $(i, i')$ is associated to each two rows of $B$ with indices $i$ and $i'$, $i < i'$. If $B_{ij}$ and $B_{i'j}$ are two entries of the $j$-th column of $B$ with cardinality at least 1, then a vector $\overline{\Delta}_{(i, i')j}$ of size $|B_{ij}| \times |B_{i'j}|$ is obtained from subtracting each entry of $B_{i'j}$ from each entry of $B_{ij}$. Moreover, if $B_{ij}$ or $B_{i'j}$ is $\emptyset$, then $\overline{\Delta}_{(i, i')j} = \emptyset$.

For each $2 \times 2$ submatrix of $B$ we allocate a set $\Delta_{(i, i')(j, j')}$ which is obtained from subtracting each entry of $\overline{\Delta}_{(i, i')j}$ from each element of $\overline{\Delta}_{(i, i')j'}$ modulo $N$. Suppose $\begin{bmatrix} x_1, y_1 & x_2, y_2 \\ x_3, y_3 & x_4, y_4 \end{bmatrix}$ is a submatrix of $B$ in rows with indices $i$ and $i'$ and columns with indices $j$ and $j'$. Then,

$$\overline{\Delta}_{(i, i')j} = (x_1 - x_3, x_1 - y_3, y_1 - x_3, y_1 - y_3)$$

and

$$\overline{\Delta}_{(i, i')j'} = (x_2 - x_4, x_2 - y_4, y_2 - x_4, y_2 - y_4).$$

The set $\Delta_{(i, i')(j, j')}$ contains 16 elements.

$$\Delta_{(i, i')(j, j')} = \{ (x_1 - x_3) - (x_2 - x_4), (x_1 - x_3) - (x_2 - y_4), (x_1 - x_3) - (y_2 - x_4), (x_1 - x_3) - (y_2 - y_4), (x_1 - y_3) - (x_2 - x_4), (x_1 - y_3) - (x_2 - y_4), (x_1 - y_3) - (y_2 - x_4), (x_1 - y_3) - (y_2 - y_4), (y_1 - x_3) - (x_2 - x_4), (y_1 - x_3) - (x_2 - y_4), (y_1 - x_3) - (y_2 - x_4), (y_1 - x_3) - (y_2 - y_4), (y_1 - y_3) - (x_2 - x_4), (y_1 - y_3) - (x_2 - y_4), (y_1 - y_3) - (y_2 - x_4), (y_1 - y_3) - (y_2 - y_4)\}.$$
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Figure 3: The comparison of the performance curves of two (4, 6)-regular multiple-edge QC-LDPC codes. One of these codes with a better performance is trade-based, the other has a fully-connected protograph.

We allocate every element of $\Delta_{i,i'}; (j,j')$ to a 4-entry vector containing its entries. For example, $(x_1 - x_3) - (x_2 - x_4) \sim (x_1, x_3, x_2, x_4)$. If two such vectors have two common components, then the equality of their corresponding elements in $\Delta_{i,i'}; (j,j')$ causes a 4-cycle. For example, $(x_1 - x_3) - (x_2 - x_4)$ and $(x_1 - y_3) - (x_2 - y_4)$ are two elements of $\Delta_{i,i'}; (j,j')$. Then, the two vectors corresponding to these elements are $(x_1, x_3, x_2, x_4)$ and $(x_1, y_3, x_2, y_4)$, respectively, which have two common elements $x_1, x_2$. The equality of these elements in $\Delta_{i,i'}; (j,j')$, that is $(x_1 - x_3) - (x_2 - x_4) = (x_1 - y_3) - (x_2 - y_4)$, implies the equality $-x_3 + x_4 = -y_3 + y_4$ which according to Equation (3) gives a 4-cycle. If two vectors have one component in common, then the equality of their corresponding elements in $\Delta_{i,i'}; (j,j')$ yields a 6-cycle. For example, from the equation $(y_1 - x_3) - (x_2 - y_4) = (y_1 - y_3) - (y_2 - x_4)$ we obtain $(y_3 - x_3) - (x_2 - y_4) + (y_2 - x_4) = 0$ which according to Equation (3) results in a 6-cycle. Hence, in a girth-8 Tanner graph, all elements of $\Delta_{i,i'}; (j,j')$ whose corresponding vectors contain common coordinates are distinct. The number of vectors with common coordinates is denoted by $\delta_{i,i'}; (j,j')$.

**Theorem 33.** [7] Given an $m \times n$ base matrix $W$ of a girth-8 multiple-edge QC-LDPC code, we define parameters $X'$, $Y'$, $Z'$ and $M$:

$$X' = \max_{0 \leq i \leq m-1} \{ \sum_{j=0}^{n-1} W_{ij} : |W_{ij}| > 1 \},$$

$$Y' = \max_{0 \leq j \leq n-1} \{ \sum_{i=0}^{m-1} W_{ij} : |W_{ij}| > 1 \},$$

$$M = \max_{0 \leq i \neq i' \leq m-1} \{ \sum_{j=0}^{n-1} (W_{ij} + W_{i'j}) : |W_{ij}|, |W_{i'j}| > 1 \}.$$
\[ Z' = \max\{|\delta(i,i');(j,j')| : 0 \leq j, j' \leq n - 1\}, \]

where if \( M \) occurs in two rows \( i, i' \), then \( Z' \) is computed on these two rows. The lower bound on the lifting degree of a girth-8 multiple-edge QC-LDPC code is \( N = \max\{2X', 2Y', M + Z'\} \).

The merit of our proposed base matrix obtained from the matrix \( P \) can be seen in the following lower bound on the lifting degree.

**Theorem 34.** If \( W \) is an \( m \times n \) base matrix of a trade-based multiple-edge QC-LDPC code with girth 8, then \( N \geq \max\{2X', 2Y', M\} \).

**Proof.** Since the base matrix obtained from the matrix \( P \) is free of \( 2 \times 2 \) submatrices with all non-zero elements, the parameter \( \delta(i,i');(j,j') \) is zero for each \( i, i' \in \{0, 1, \ldots, m - 1\} \) and \( j, j' \in \{0, 1, \ldots, n - 1\} \). Therefore, in this case the value of \( Z' \) in Theorem 33 is zero. \( \square \)

## 5 Trade-Based Time-Varying SC-LDPC Codes

Let a syndrome former memory order (or syndrome memory) be \( m_h \) and consider \( m \times n \) binary matrices \( H_i(j), i = 0, 1, \ldots, m_h \) and \( j \geq 0 \). The parity-check matrix of an SC-LDPC code with constraint length \( v_h = (m_h + 1)n \) is defined as:

\[
H_{[\infty]} = \begin{bmatrix}
H_{0(1)} & 0 & \cdots & 0 \\
H_{1(1)} & H_{0(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
H_{m_h(1)} & \cdots & \cdots & H_{0(t)} \\
0 & H_{m_h(2)} & \cdots & H_{1(t)} \\
0 & 0 & \cdots & \cdots \\
0 & 0 & \cdots & H_{m_h(t)} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots 
\end{bmatrix}, \quad (4)
\]

where \( 0 \) is an \( m \times n \) zero matrix. The syndrome matrices of the \( t \)-th column of \( H_{[\infty]} \) in (4) give a matrix \( H(t) = [H_0(t)|H_1(t)| \cdots |H_{m_h}(t)]^T \) which is the matrix at time \( t \). According to the syndrome matrices \( H_i(t) \), there are three types of SC-LDPC codes. If \( H_i(t) = H_i(t + \tau) \) for each \( 0 \leq i \leq m_h \) and for some \( \tau > 1 \), then the parity-check matrix yields a periodic SC-LDPC code. The code is called time-invariant SC-LDPC if \( H_i(t) = H_i(t + 1) \). In other words, if the time dependence is dropped from the notation in Equation (4). Otherwise, \( H_{[\infty]} \) in (4) gives a time-varying SC-LDPC code.
A terminated SC-LDPC code is defined by the parity-check matrix $H_{[L]}$,

$$H_{[L]} = \begin{bmatrix}
H_{0(1)} & 0 & \cdots & 0 \\
H_{1(1)} & H_{0(2)} & \cdots & 0 \\
\vdots & H_{1(2)} & \cdots & 0 \\
H_{m_h(1)} & \cdots & \cdots & H_{0(L)} \\
0 & H_{m_h(2)} & \cdots & H_{l(L)} \\
0 & 0 & \cdots & \vdots \\
0 & 0 & \cdots & H_{m_h(L)} \\
\end{bmatrix}.$$  \hspace{1cm} (5)

If all the columns of $H_{[L]}$ in (5) have the same column weight, then the code is regular in its columns; otherwise, it is irregular.

In this section, we propose a novel approach to construct time-varying SC-LDPC codes whose parity-check matrices are based on the trades of super-simple directed designs. In the following, we propose our method.

1. Consider a super-simple design yielding a matrix $C$ with $(m_h + 1)m$ rows and $n$ columns. We divide $C$ into $m_h + 1$ submatrices of size $m \times n$ named as syndrome matrices of $H(1)$.

2. To define the syndrome matrices of the $i$-th column of $H_{[\infty]}$ in (4), that is $H(t)$, where $2 \leq t \leq m_h$, we execute the following steps. We put $H_{0(t)} = H_{(t-1)(1)}$. Then, by removing all rows of $C$ appearing in $H_{0(t)}$, we divide the remaining $m_h m$ rows of $C$ to construct $m_h$ submatrices which yield the other $m_h$ syndrome matrices of $H(t)$.

3. If a block design is constructed using base blocks, then each base block whose blocks appear in trades are associated to a syndrome matrix of $H(1)$. Then, for each time $t \neq 1$, $H_{0(t)}$ is $H_{(t-1)(1)}$, and $H_{k(t)}$ is a rearranged form of $H(1)$ in which $k > 0, l \neq t$ and $H_{k(t)}$ is obtained by rearranging the row indices of $H_{l(1)}$.

**Example 35.** Using the matrix $C$ obtained in Example 10 we define the following $H_{i(t)}$ matrices.

$$H_{0(1)} = \begin{bmatrix} 1 & 1 & \cdots & \cdots & \cdots \\
\cdots & 1 & 1 & \cdots & \cdots \\
\cdots & \cdots & 1 & 1 & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots \\
\end{bmatrix}, \quad H_{0(2)} = \begin{bmatrix} 1 & 1 & \cdots & \cdots & \cdots \\
\cdots & 1 & 1 & \cdots & \cdots \\
\cdots & \cdots & 1 & 1 & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots \\
\end{bmatrix}, \quad H_{0(3)} = \begin{bmatrix} \cdots & 1 & 1 & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
\end{bmatrix}$$

$$H_{1(1)} = \begin{bmatrix} \cdots & 1 & 1 & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
\end{bmatrix}, \quad H_{1(2)} = \begin{bmatrix} \cdots & 1 & 1 & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
\end{bmatrix}, \quad H_{1(3)} = \begin{bmatrix} 1 & 1 & \cdots & \cdots & \cdots \\
\cdots & 1 & 1 & \cdots & \cdots \\
\cdots & \cdots & 1 & 1 & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots \\
\end{bmatrix}$$

$$H_{2(1)} = \begin{bmatrix} \cdots & 1 & 1 & \cdots & \cdots \\
\cdots & 1 & 1 & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
\end{bmatrix}, \quad H_{2(2)} = \begin{bmatrix} \cdots & 1 & 1 & \cdots & \cdots \\
\cdots & 1 & 1 & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
\end{bmatrix}, \quad H_{2(3)} = \begin{bmatrix} \cdots & 1 & 1 & \cdots & \cdots \\
\cdots & 1 & 1 & \cdots & \cdots \\
1 & 1 & \cdots & \cdots & \cdots \\
\end{bmatrix}$$
In the above matrices we have $H_{0(2)} = H_{0(1)}$ and $H_{0(3)} = H_{1(1)}$. Now we obtain the following parity-check matrix $H[3]$ which gives a terminated time-varying SC-LDPC code with $L = 3$, constraint length 24 and column weight 3:

$$
H[3] = \begin{bmatrix}
H_{0(1)} & 0 & 0 \\
H_{1(1)} & H_{0(2)} & 0 \\
H_{2(1)} & H_{1(2)} & H_{0(3)} \\
0 & H_{2(2)} & H_{1(3)} \\
0 & 0 & H_{2(3)}
\end{bmatrix}.
$$

(6)

Since the rows $H(1), H(2)$ and $H(3)$ are columns of $C^T$ in Equation (1), instead of proposing the whole matrix and/or all syndrome matrices, we can provide column indices of $C^T$ which appear in each time of the parity-check matrix. For example, for $t = 1$ of $H[3]$ in (6), the first row of $H(1)$ is the last column of $C^T$ with column index 57, the second row of $H(1)$ is the 11-th column of $C^T$ with column index 56 and continuing this process the last row of $H(1)$ is the first column of $C^T$ with column index 02. Thus, $H(1)$ is a permutation of the columns of $C^T$ with indices $[57, 56, 47, 46, 34, 26, 17, 05, 13, 12, 03, 02]$. For $t = 2$, the rows of $H(2)$ are the columns of $C^T$ with indices $[57, 56, 47, 46, 26, 03, 12, 17, 34, 05, 13, 02]$. For $t = 3$, the rows of $H(3)$ are the columns of $C^T$ with indices $[34, 26, 17, 05, 57, 13, 46, 56, 47, 12, 03, 02]$.

In the following, we point out properties of the parity-check matrix obtained from our method which gives a time-varying SC-LDPC code with girth at least 6.

**Lemma 36.** A necessary and sufficient condition to have a trade-based time-varying code with girth at least 6 is the non-existence of 4-cycles in the submatrices of the form $[H_{i(j)}|H_{i'(j')}]$, where $i' > i, j' < j$ and submatrices $\begin{bmatrix}
H_{1(1)} & H_{i2(j')} \\
H_{i3(j)} & H_{i4(j')}
\end{bmatrix}$, where $i_2 < i_1, i_4 < i_3$ and $j < j'$.

**Proof.** Since each column of the matrix $H$ in (4) is obtained using the matrix $C$ which is free of 4-cycles, each column of $H$ is 4-cycle free. Moreover, since the first syndrome matrix $H_{0(j)}$ of the $j$-th column of $H$ is the same as $H_{(j-1)(0)}$, we do not need to check the existence of 4-cycles between $H_{0(j)}$ and $H_{j(0)}$. Thus, to have a time-varying code with girth at least 6, we should define each $H_{i(j)}$ such that $[H_{i(j)}|H_{i'(j')}]$ does not yield a 4-cycle, where $i' > i$ and $j' < j$. Moreover, we should propose syndrome matrices in a way that it guarantees the non-existence 4-cycles in each submatrix of the form $\begin{bmatrix}
H_{1(1)} & H_{i2(j')} \\
H_{i3(j)} & H_{i4(j')}
\end{bmatrix}$, where $i_2 < i_1, i_4 < i_3$ and $j < j'$.

According to Lemma 36, since each $H(t)$ is free of 4-cycles, checking 4-cycles in the parity-check matrix $H$ in (4) is limited to checking these cycles in each two $H(j)$ and $H(j')$, $j < j'$. This property holds for checking other $2k$-cycles in $H$. In other words, if the trade-based matrix
is obtained from a directed design free of cyclical trades of volume $k$, then each column of $H$ in (4) is $2k$-cycle free.

The lower bounds on $m_h$ and the constraint length of time-invariant SC-LDPC codes with girth 6, column weight $m$ and syndrome matrices of size $m \times n$ are $\left\lceil \frac{n-1}{2} \right\rceil$ and $n \left( \left\lceil \frac{n-1}{2} \right\rceil + 1 \right)$, respectively [9]. As shown in Lemma 37, we provide a lower bound on these parameters for time-varying SC-LDPC codes with girth 6.

**Lemma 37.** Consider a directed super-simple design with $|\mathcal{B}|$ blocks in which the number of $(x_i, x_j)$ pairs appearing in trades are more than $|\mathcal{B}|$. Then, a necessary condition to construct a trade-based time-varying SC-LDPC code with girth 6 and syndrome matrices of size $m \times n$ are $n = |\mathcal{B}|$ and $(m_h + 1)m \geq |\mathcal{B}|$.

**Proof.** Since the defining set of the directed designs we use to construct the matrix $C$ in Section 3 have at least half of the blocks, all blocks are involved in the trade designs and thus the number of rows of $C$ is $|\mathcal{B}|$. Hence, $n = |\mathcal{B}|$. Moreover, since in the process of constructing the parity-check matrices we choose the directed designs so that the number of pairs occurring in the trade designs are more than the number of blocks, the number of columns of $C$ is at least $|\mathcal{B}|$ and thus $m_h$ must satisfy the inequality $(m_h + 1)m \geq |\mathcal{B}|$.

**Example 38.** In Example 12, from the $(20, 5, 1)$-DD we obtain a $64 \times 32$ matrix $C$ whose transpose gives a $(2, 4)$-regular LDPC code with girth 8. Now, we use the matrix $C$ to construct a trade-based time-varying SC-LDPC code with column weight 4 and syndrome matrices of size $m \times n$. First we identify the values of $m, n$ and $m_h$. It is clear that $n$, the number of blocks of the design which appear in trades, is $|\mathcal{B}| = 32$. In order to define $H_{i(0)}$ for $i = 0, \ldots, m_h$, we divide $C$ into $m_h + 1$ submatrices. If we consider $m = 8$, then according to Lemma 37, $(m_h + 1)m \geq 32$. In other words, $m_h \geq 3$. Since, the number of rows in $C$, or the number of pairs in trades is 64, we can take $m_h = \frac{64}{8} = 8$. Therefore, using $C$ we construct a trade-based time-varying SC-LDPC code with column weight 4. The row weight of $H_s$ is 16 and the constraint length is $v_h = (m_h + 1)|\mathcal{B}| = 9 \times 32 = 288$. Similarly, if we take $m = 4, 16$, then $m_h = 16, 4$ with constraint length $v_h = 544, 160$, respectively.

Now we compare the syndrome memory and the constraint length of time-varying SC-LDPC code in Example 35 with its counterpart time-invariant SC-LDPC codes with column weight 3, row weight 6 and girth 6 in [9]. For the latter case with syndrome matrices of size $3 \times 6$ the lower bound on $m_h$ is 3 and the lower bound on the constraint length of the code is 24. Whereas, using our method the constraint length of the time-varying SC-LDPC code that we obtained with the same degree distribution and girth 6 is 24 with $m_h = 2$. Therefore, using our method we construct the parity-check matrix of time-varying SC-LDPC codes whose constraint length meet the lower bound on the constraint length of time-invariant SC-LDPC code but with a smaller
memory. Moreover, our proposed parity-check matrix does not rely on protographs and their associated exponent matrix.

6 Conclusion

In this paper, three studies are provided. First, we use the concept of trades in directed super-simple designs to present a new approach to construct LDPC codes with different column weights and row weights whose Tanner graphs have diverse girths. We provide some examples to show our method results in regular and irregular LDPC codes with different girths. Second, we use the trade-based parity-check matrices to provide base matrices of multiple-edge QC-LDPC codes with girths 6 and 8. We show that these base matrices result in QC-LDPC codes in which lower bounds on the lifting degree are less than the ones in the literature. Moreover, the numerical results prove that with our approach the computational complexity of the search algorithm to define the exponent matrix is much less than other methods in the literature. Third, we develop time-varying SC-LDPC codes whose parity-check matrices do not depend on protographs. In fact, using the trade-based matrices from the first point above we provide a method to directly construct the parity-check matrix of time-varying SC-LDPC codes.
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