Voltage Induced Dynamical Quantum Phase Transitions in Exciton Condensates
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We explore non-analytic quantum phase dynamics of dipolar exciton condensates formed in a system of 1D quantum layers subjected to voltage quenches. We map the exciton condensate physics on to the pseudospin ferromagnet model showing an additional oscillatory metastable and paramagnetic phase beyond the well-known ferromagnetic phase by utilizing a time-dependent, non-perturbative theoretical model. We explain the coherent phase of the exciton condensate in quantum Hall bilayers, observed for currents equal to and slightly larger than the critical current, as a stable time-dependent phase characterized by persistent charged meron flow in each of the individual layers with a characteristic AC Josephson frequency. As the magnitude of the voltage quench is further increased, we find that the time-dependent current oscillations associated with the charged meron flow decay, resulting in a transient pseudospin paramagnet phase characterized by partially coherent charge transfer between layers, before the state relaxes to incoherent charge transfer between the layers.

The dipolar exciton condensate (DEC), which can be directly translated into the pseudospin ferromagnetism model (PFM)\(^1\), have provided dramatic observations of collective phenomena in a broad swath of host systems including: cold atoms\(^2\)\(^\text{–}^5\) semiconductor microcavities\(^6\)\(^\text{–}^8\), and semiconductor quantum wells\(^9\)\(^\text{–}^{15}\). In each of these settings, the Coulomb interaction between spatially segregated charge carriers drives many-body phase transition from the normal Fermi liquid phase to that of a superfluid. Beyond the interesting correlated physics these systems demonstrate, they continue to harbor tantalizing prospects for ultra-efficient, electrically-tunable information processing systems based on predictions of elevated Kosterlitz-Thouless transition temperatures \((T_c)\) without the need for external magnetic fields to quench the kinetic energy\(^16\). These prospects may be directly traced to the realization of new Dirac material systems such as graphene\(^17\)\(^\text{–}^19\) and time-reversal invariant topological insulators\(^20\)\(^\text{–}^{24}\). In particular, recent experimental work in monolayers of graphene separated by hexagonal boron nitride shows signatures of correlated behavior well-above cryogenic temperatures\(^25\).

Of the signatures indicative of the collective phenomena associated with PFM, some of the most dramatic are those found in carrier transport. Within the context of carrier transport, one of the most fundamental parameters is the critical current \((I_c)\), the maximum current that the DEC can sustain by simply reorganizing its order parameter. The behavior of the PFM is well-understood below \(I_c\) where the system exhibits coherent superfluid flow, characterized by time-independent coherent current flow and perfect Coulomb drag\(^26\)\(^\text{–}^27\). However, in the region past the critical current, there is a clear deficiency concerning PFM system behavior as voltage quenches resulting in current flow greater than \(I_c\) are applied. Naturally, in this regime, linear response approach is not be applicable and non-perturbative approaches are required. As a corollary, recent study in dynamical phase transitions in transverse field Ising model have shown non-analytic behavior when considering real-time quenches from ferromagnet to paramagnet\(^28\) whose behavior is not captured within framework of linear response theory.

Here, we theoretically explore the behavior of a generic PFM system beyond linear response theory. We consider spatially segregated 1D semiconducting layers (though our conclusions are valid for 2D systems) using a time-dependent Kadanoff-Baym (TDKB) formalism\(^30\)\(^\text{–}^{31}\) subjected to time-dependent voltage quenches. We are motivated by recent experiments on DEC\(^9\)\(^\text{–}^{10}\) where, surprisingly, at an interlayer voltage equal to the critical voltage, \(V_c\), the condensate behaves in a manner consistent with the fully coherent regime. We explain this observation as a voltage-driven competition between the PFM and a pseudospin paramagnetic (PPM) phase characterized by a time-dependent coherent exciton state which recovers its coherence by periodically launching merons with charge \(\frac{e}{2}\). This new regime could serve as an ideal setting for a direct measurement of the quantized charge associated with merons, which should be more definitive than observations of non-zero longitudinal resistance of condensates at finite temperatures\(^31\)\(^\text{–}^{12}\) or indirect influence of topological excitations on Shapiro steps\(^29\). As the magnitude of the voltage quenches are increased well-beyond \(V_c\), we find that the system can no longer relax.
The diagonal terms of pseudospin density matrix \( \rho_{ps} \) are the electron densities of top and bottom layers. In Eq. (2), we justify the omission of the exchange potential in the \( \hat{z} \) direction because this contribution is dominated by the electric potential difference between layers induced by the interlayer bias voltage quench. From the definition of \( m_{ps} \), we obtain directional pseudospin-magnetization, which define the magnitude of the pseudospin order parameter, and the planar pseudospin angle, \( \phi_m \), which corresponds physically to the phase difference between quasiparticles in the two layers. We have set \( U = -5 \) eV and \( \Delta_{sas} = 10^{-3} \) eV in Eq. (2). Once the parameters are selected, the system is self-consistently iterated until convergence of the order parameter is reached between successive iterations of the density matrix. Our choices of parameters result in a gap size of \( \Delta = 0.35 \) eV, and a coherence length, \( \hbar v_F / \Delta \), of 11 lattice points. The choice of the parameters does not hurt qualitative physics we aim to address.

In order to incorporate the time-dependent dynamics associated with voltage quenches of the PFM, we must solve the Kadanoff-Baym equation\(^{31,35}\) using the self-consistently obtained Hamiltonian for the PFM at \( t = 0 \) as a starting point,

\[
(i \partial_t - \mathbf{H}) G(t, t') = \delta(t, t') + \int dt_1 \Sigma(t, t_1) G(t_1, t').
\]  

In Eq. (4), \( G \) is the Green’s function, \( G_{ij}(t) = i \langle c_j^\dagger c_i \rangle = i \rho_{ij}(t) \), with \( \rho \) as the single particle density matrix, and \( \Sigma(t, t') \) as the self-energy term. We may significantly reduce the complexity of the time propagation when the interactions are local in time. In this case, the off-diagonal terms in the self-energy must vanish resulting in a very simple expression for the self-energy, \( \Sigma_{ij}(t, t') = \delta(t - t') v_{ij} G_{ij}\right) \) which includes the exchange interaction, \( v_{ij} \).

With the methodology established, we now apply positive voltage to the top left contact \( (V_{TL} = V_{int}) \) for times

\[
\mathbf{H} = \begin{bmatrix} H_{top} & 0 \\ 0 & H_{bot} \end{bmatrix} + \sum_{\mu=x,y,z} \hat{\mathbf{\mu}} \cdot \Delta \otimes \sigma_\mu.
\]  

Fig. 1: (a) Schematic illustration of a pseudospin ferromagnet with contacts attached to each of the edges of the system. The arrows indicate the directions of the inter and interlayer quasiparticle motion in each layer. Above \( I_s \), the system proliferates charged vortices which propagate in the same direction within each layer. (b) Plot of the calculated time-averaged coherent tunneling current from \( C_{TL} \) to \( C_{BL} \) (\( C_{BR} \) to \( C_{TR} \)) as a function of interlayer bias. We obtain the experimentally expected behavior which may be associated with the existence of three distinct pseudospin regimes: coherent (PFM), intermediate (PFM-PPM), and incoherent (PPM).
\( t > 0 \) and examine the current flow into and out of each respective contact. In this voltage configuration, the stability of exciton condensate is established by global, time-dependent phase transformation. As we are interested in voltage based phase transitions, we may delineate these phases with the definition of the critical voltage, \( V_c \), or the interlayer voltage which produces \( I_c \). In Fig. 1(b), we plot the time averaged interlayer current magnitude flowing from \( C_{TL} \) to the \( C_{BL} \) as a function of the bias applied to \( V_{TL} \).

We immediately notice Fig. 1(b) can be directly compared with the known experimental interlayer transport properties over the entire range of interlayer voltages\(^9\). Specifically, we recover the observed experimental trends in steady-state interlayer conductivity in PFM systems for \( V_{TL} - V_c < 0 \) and \( \varphi_{ps} \neq 0 \), corresponding to the growth of the coherent tunnel current of the exciton condensate with the applied voltage. In this case, the interlayer current\(^{34}\) is

\[
J_{int}(r) = i[H, N_{top}] = t_{TB}c_B^\dagger c_B - t_{BT}c_B^\dagger c_T = 2\Delta_{sas}m_{ps}^y
\]

where \( t_{TB} \) is effective interlayer hopping from top to bottom and \( c_{TB,(B)} \) is a quasiparticle annihilation operator at top(bottom). In the PFM regime, when current is injected from \( C_{TL} \) \( (C_{TR}) \), an equal and opposite amount of current will flow into \( C_{BL} \) \( (C_{BR}) \). This perfect Coulomb drag may be understood from a simple analogy to Andreev reflections in superconductivity\(^{19,27,34}\). Within the PFM regime, it is always possible to obtain a self-consistent steady state solution between the equations of motion, the electrostatics, and the interactions with respect to global time-dependent phase rotation. In other words, the static limit of Landau-Lifshitz-Sloneczewski (LLS) equation must posses a solution\(^37\).

When the applied voltage is equivalent to the critical voltage, \( V_{TL} - V_c \approx 0 \), the interlayer current reaches \( I_c \) and we observe an abrupt drop in the magnitude of the interlayer current transfer in Fig. 1 along with a suppression of the interlayer Coulomb drag. This drop signals the termination of the purely PFM regime and the onset of an intermediate metastable regime. While the drop in interlayer charge transfer is expected based on the misalignment of the layer Fermi surfaces, the large error bars for tunneling current indicate the presence of significant oscillations in the terminal currents. This behavior is associated with the persistent launching of merons in both layers which slows down the condensate velocity and recovers the coherent phase. As will be discussed more below, this persistent meron launching explains the recovery of a PFM-like state in quantum Hall bilayers past \( I_c \). Further increase in the applied potential in which \( V_{TL} - V_c \gtrsim \Delta \) show the magnitude of the interlayer current continues to decrease as the two layers become increasingly energetically separated. In this range of voltages, the system is in the incoherent or PPM phase in which the magnitude of the interlayer current appears to be governed solely by the value of \( \Delta_{sas} \), in agreement with previous experimental results\(^9,10\).

To form a more complete understanding of the nature of the terminal currents past \( V_c \), we examine the resulting terminal currents and \( |m_{ps}| \) for several interlayer voltages each resulting in \( V_{TL} > V_c \). In Fig. 2(a), we apply a bias of \( V_{TL} = 1.2 \text{ V} \) that results in a current within the metastable regime. Indeed, in Fig. 2(a), we see that each of the terminal currents begins to stably oscillate with the largest magnitude oscillations appearing in \( I_{TR} \) and \( I_{BR} \). These oscillations are signatures of a competition between the PFM and PPM phases with a frequency consistent with the AC Josephson frequency proportional to \( \epsilon(V - V_c)/h\)\(^{40,41}\). Its maximum value is limited by excitonic gap size, using experimentally measured value of gap, which corresponds to a frequency of 16.7 GHz\(^{42}\) (See Supplement). The coherence between the layers triggers an electron current and equivalent hole current flow. Time-averaged current flow in bottom layer is lower than top layer as a consequence of the partial suppression of coherence brought about by the competition between the two distinct phases and non-zero spatial overlap between successive merons. At minimum points of \( I_{BR} \) and \( I_{TR} \), the layers temporarily lose coherence. The loss of coherence results in \( I_{BR} \) possessing nearly zero value and a peak in \( I_{TR} \) indicating that the observed behavior is associated with the negative density fluctuations.

Beyond \( V_c \), we expect there is non-zero electric field inside the system approximately given by \( E \approx (V_{TL} - V_c)/L \) that accelerates the exciton pairs across the system. By launching the vortex, the phase gradient is reduced and
the exciton pairs in the PFM phase are decelerated in order to keep a constant superfluid velocity. To be more specific, when the $\phi_{ps}$ winds into the $\hat{z}$-direction, the system launches a electron-like meron, which has $\frac{2}{3}$ charges at each layer, that flow from the left of the system to the right at an applied bias of $V_{TL} = 1.2 \ V$, as seen in Fig. 2(b). The merons are topological defects\cite{38,39} that break the order of the condensate and retain with them pseudospin order that points solely in the $\hat{z}$-direction corresponding to zeros in $|m_{ps,xy}|$ accompanied by a $\pi$ phase slip in the condensate after which coherence is restored. Therefore, the stable oscillations in the terminal currents are attributed to voltage-driven fluctuations between the PFM and PPM phases characterized by the entering and exiting of meron pair from the contacts (See Supplement). The maxima in $I_{BR}$ and $I_{TR}$ indicate that the coherence is recovered after the fluctuation passes. In Fig. 2(a), the condensate is not fully recovered at maximum points, as the meron bound states are not fully localized and the non-zero spatial overlap between bound states forms the discrepancy from strong interaction limit (See Supplement).

In Fig. 2(c), we see another transition from the intermediate metastable oscillations between PFM and PPM phases to a stable PPM phase, which arises when $m_z$ dominates the pseudospin orientation. In this regime, the bias induced energy separation between the two layers wins a competition with the coherence of bilayer. As a result, in PPM phase, the current flows from $C_{TL}$ to $C_{TR}$ with only a transient response in $C_{BL}$ and $C_{BR}$. Yet within the transient regime the current flowing to the lead $C_{BR}$ is positive indicating the presence of transient interlayer coherence in the system. Fig. 2(d) shows the exponential decay of order parameter magnitude as the exchange enhancement is lost and the value asymptotes towards the non-interacting $\Delta_{sas}$ with $\phi_{ps}$ pointing in the $\hat{z}$-direction. It is critical to note that, in closed system, the transition to PPM phase is forbidden since total magnetic moment in $\hat{z}$-direction $m_{z-tot} = \sum_i m_z$ is a roughly conserved quantity within time scale $1/\Delta_{sas}$. However, open contacts act as a thermal reservoir that exchanges both energy and pseudospin. Thus, the existence of the reservoir allows the thermalization to PPM state. In other words, at $t > 0$, direct insertion and extraction of pseudospin (quasiparticles) through open contact can relax the system to the PPM phase.

To more clearly illustrate voltage induced phase transition, Fig. 3 shows trajectory of normalized pseudospin evolution along the Bloch sphere. Fig. 3(a) shows oscillatory behavior between PFM-PPM phase characteristic of the metastable phase as the pseudospin orientation progresses in $x-y$ plane. It precesses out of plane to touch $z$-axis before returning to $x-y$ plane when launched meron pass through the observation point. After the orientation returns to $x$-$y$ plane, it persists precession in its orbit until the next meron reaches the observation point. The precession in $x-y$ plane is a consequence of global phase evolution and the acceleration of the superfluid. When the pseudospin phase touches the north pole of the pseudospin Bloch sphere, it winds once about the pole as a direct reflection of presence of the meron. Regress of pseudospin to $x-y$ plane indicates the recovery of phase coherence. In Fig. 3(b), the excessive bias breaks the coherence between the layers forcing the transition from PFM to PPM phase. After the initial transient behavior, the pseudospin phase angle eventually precesses into the $z$-direction, consistent with the current-induced phase transition to the PPM phase. In transient regime before the PPM phase is fully established, pseudospin winds north pole a few times before reaching its stable out-of-plane orientation along the pseudospin Bloch sphere and confirming quenched phase transition.

In conclusion, we have studied the non-equilibrium time-dependent dynamics of PFM phases focusing on the behavior past $V_c$. For voltages $V_{TL} - V_c < 0$, the system exhibits a PFM denoted by perfect drag counterflow between the two layers. For increased interlayer voltages $V_{TL} - V_c \approx 0$, the system exhibits stable oscillation between the PFM phase and the PPM phase characterized by oscillations in terminal currents corresponding to the continuous launching of charge $\frac{2}{3}$ merons across the superfluid. The presence of oscillatory phase and the recovery of the PFM help to explain experimental observations past $I_c$ in quantum Hall bilayer. When the interlayer bias exceeds, $V_{TL} - V_c \gtrsim \Delta$ the coherence is destroyed and the system transitions into the PPM phase.
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Appendix A: Condensate Recovery

In the main text of the paper, we have asserted that after the merons pass from the system into the contacts, then the system recovers full interlayer coherence when the system is in the PFM-PPM oscillatory phase. This is difficult to observe in the main text as the interaction strength of $U = -5 \text{ eV}$ which led to a long coherence length and non-zero spatial overlap between successive meron bound states. This leads to noticeable discrepancies between contact currents that should be absent when the condensate recovers full interlayer coherence. To demonstrate this full recovery of interlayer coherence, we increase the interaction strength to $U = -7 \text{ eV}$ thereby reducing the coherence length from 12 points in the $\hat{x}$-direction to 4 points and eliminating the spatial overlap between merons. In Fig. (1), we plot the terminal current flow at each contact at the increased interlayer interaction strength and set $V_{TL} = 3 \text{ V}$ to place the system firmly within the PFM-PPM oscillatory phase. Once again, the dips in the terminal current at times of 20 fs and 40 fs signal that a charged meron vortex has passed through the contact. By examining the terminal currents, we find that the current at bottom layer is fully recovered after vortex passes as the terminal currents have the following relation: $I_{TL} = -I_{BL}$, and $I_{TR} = -I_{BR}$.

Appendix B: Charge of The Vortex State

In this section, we endeavor to clarify the charge of the vortex state within our system. The charge of vortex trapped state is numerically confirmed to be $\frac{2}{3}$ in each of the layer via the following procedure. At given time $t > 0$, the density fluctuations within each layer are calculated from diagonal part of density matrix with the results plotted in Fig. (2). For illustrative purposes, we have set the interlayer interaction strength to be $U = -7 \text{ eV}$ thereby ensuring that the vortex states are not overlapping with one another by reducing the size of the numerical coherence length, which is calculated to be 4 lattice points. In order to best observe the vortex dynamics, we set $V_{TL} = 3 \text{ V}$ ensuring the persistent launching of charged merons associated with the metastable phase of the PFM-PPM. In Fig. 2(a) and Fig. 2(b), we observe the density fluctuations associated with the propagating merons centered at vortex core are propagating along with the current flow in the top and bottom layer, respectively. By numerically integrating density fluctuations and removing the background quasiparticle density, as shown in Fig. 2(c) and Fig. 2(d), we ascertain that our numerical method results in vortex charge of $q_{top} = 0.49(5)e$ and $q_{bot} = 0.49(1)e$ confirming that half electron charge localized within each layer.

Appendix C: Frequency Dependence of Metastable PFM-PPM State

In order to understand the frequency dependence of our results, we use the Gross-Pitaevskii equation,

$$i\hbar \frac{\partial \psi_{ps}}{\partial t} = \left( -\frac{1}{2m} \nabla^2 + V(r) + g|\psi_{ps}|^2 \right)\psi_{ps} \quad \text{(C1)}$$

For a generic 1D system of length, $L$, we input our voltage profile of $V(0) = (V - V_c)$ and $V(L) = 0 \text{ V}$. From this we have

$$\frac{2e}{\hbar} (V - V_c) = \frac{\partial}{\partial t} \left( \arg(\psi(L)) - \arg(\psi(0)) \right) \quad \text{(C2)}$$

To obtain a stable condensate, there must be additional winding of the phase of the order parameter induced by the chemical potential difference across the system and the associated $\pi$ phase discontinuity of the order param-

FIG. 1. Current flow at each contact in oscillatory phase at $U = -7 \text{ eV}$ and $V_{TL} = 3 \text{ V}$. In high $U$ limit, the charged vortex states are well-localized and allow for the full recovery of interlayer coherence after each oscillation.

FIG. 2. Time evolution of electron occupation number within the (a) top layer and (b) bottom layer. Each successive snapshot in the figure (blue, green, orange, and red) is taken at times of 13.8, 15.8, 17.8, and 19.7 fs respectively. Results of the integration scheme to obtain the relevant vortex charge within the (c) top layer and (d) bottom layer. The density profile is integrated with the background density (black solid line) at a time of 15.8 fs at an applied bias of $V_{TL} = 3 \text{ V}$.
FIG. 3. Plot of the voltage dependence of the oscillation frequency of the terminal currents. The red dashed line is 1/2π fitting while the points are data taken from numerical simulations of the DEC. We observe an AC Josephson frequency dependence of the terminal currents past $I_c$.

In Fig. 3, we plot the frequency dependence of the terminal currents past $I_c$. We find the slope of the linear fitting to be $1/2\pi$ which confirms the vortex generation follows the AC Josephson frequency as predicted in Eq. (C3). At low bias, which governs the linear portion of Fig. 3, we observe that as the interlayer voltage changes, the stable oscillations occur with increasing frequency. The critical voltage is naturally proportional to the interaction strength, $\Delta$, which is implicitly included in $V_c$ of Eq. (C3) as the strength of $U$ determines the location of metastable PFM-PPM phase boundary.

Appendix D: Phase Boundary Dependence on the Interaction Strength

Based on our results, it is clear that there is some dependence on the locations of the phase transitions and the strength of the interlayer interactions. We explore this relationship in Fig. 4 which shows interaction strength dependence of phases. We find that the location of the phase boundary of PFM-PPM metastable transition is set by $V_c$ from Eq. (C3) in the Supplementary text. In Fig. 4, we find a clear linear dependence of $V_c$ with $\Delta$ when we examine the location of the phase transition between the PFM and PFM-PPM metastable phases. As the gap size increases with the increases in the interaction strength, the PFM phase stability to interlayer voltage increases accordingly with the critical voltage, $V_c$, moving to higher interlayer voltages. Additionally, we observe a similar trend in the transition between the metastable and PPM regions. In the zero gap limit, we know that the both the PFM and the PFM-PPM metastable phase must vanish. Therefore, in limit of infinite time response, intersection of the two boundaries must meet at origin of the plot. In Fig. 4, the intersection of the two lines is shifted from the origin due to nature of time dependent simulation. As we always have a finite time window within the simulation methodology associated with the TDKB formalism, it is inevitable to set a criteria of phase transition from given finite time simulation. This gives a time scale cutoff which shifts the phase boundaries from infinite time response limit. To be more precise, the Metastable-PPM transition is defined to be the point at which the interlayer coherence decreases to 30% of initial self-consistently obtained value. Meanwhile, PFM-oscillation transition is defined to be a point where two merons are launched within 10 fs.

FIG. 4. Phase boundaries of PFM-Metastable transition (blue circle) and Metastable-PPM transition (green diamond). The phases are calculated within a given time window of 10 fs. For each point of blue curve, we use interaction strengths of $U = -5, -5.5, -6, -6.5, -7, -7.5, -8$ eV while, for green curve, $U = -5, -5.15, -5.3$ eV are used. Strength of Hartree term is doubled to see the location of phase boundary in short time simulation.