Anomalous thermoelectric transport phenomena from interband electron-phonon scattering
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The Seebeck coefficient and electrical conductivity are two critical quantities to optimize simultaneously in designing thermoelectric materials, and they are determined by the dynamics of carrier scattering. We uncover a new regime where the co-existence at the Fermi level of multiple bands with different effective masses leads to strongly energy-dependent carrier lifetimes due to intrinsic electron-phonon scattering. In this anomalous regime, electrical conductivity decreases with carrier concentration. Seebeck coefficient reverses sign even at high doping, and power factor exhibits an unusual second peak. We discuss the origin and magnitude of this effect using first-principles Boltzmann transport calculations and simplified models. We also identify general design rules for using this paradigm to engineer enhanced performance in thermoelectric materials.

I. INTRODUCTION

Thermoelectric materials hold promise as a basis of solid-state devices for capturing waste heat from industrial processes and automotive engines.1–4. The efficiency of thermoelectrics is characterized by the figure of merit $ZT = \sigma S^2 T/\kappa$, where $\sigma$ is the electrical conductivity, $S$ - the Seebeck coefficient, $T$ - the absolute temperature, and $\kappa$ - the thermal conductivity. Strategies for increasing the figure of merit are being actively researched, using experiments and computation, and they typically aim to maximize the power factor $PF = \sigma S^2$ and/or to reduce the lattice thermal conductivity.5–21. Increasing PF is challenging since $\sigma$ and $S$ have typically opposite dependence on the carrier concentration.4. It has been proposed that PF can be improved by several band engineering strategies. Among them is the concept of impurity resonant levels, close in energy to the Fermi level, that sharply increase the density of states near the resonant density and are thought to enhance $S$.22–26. Another is the idea of band convergence, where achieving high band degeneracy near conduction or valence band edges is discussed as beneficial for increasing $\sigma$ for an $S$ due to the presence of multiple conducting channels.3,23,27–37. These concepts are actively pursued but are not fully investigated from the microscopic theoretical point of view.

The quantitative analysis of the band structure effects on the electronic transport properties has been enabled by first-principles calculations within the Boltzmann transport framework. In particular, the constant relaxation time approximation (CRT)38 where the electron scattering lifetime $\tau$ is taken to be a constant value, has been widely applied to estimate thermoelectric properties.39–44. This approach is simple and often yields a reasonable approximation for $S$ (which is independent of $\tau$ if the latter is constant). However, CRT approximation leaves the electron lifetime factor $\tau$ in the electrical conductivity $\sigma$ undetermined and requires an empirical fit. In recent years it has become clear that for predictive computational estimates of conductivity and PF it is necessary to take into account the electron lifetimes due to phonon and impurity scattering.45–49. First-principles calculations of electron-phonon coupling enabled the computation of intrinsic conductivity, in good agreement with experiment and even led to the identification of new materials with high thermoelectric performance. Among them are half-Heusler NbFeSb and TaFeSb for which high $ZT$ values have been already confirmed experimentally.57,58.

While the necessity of computing $\tau(E)$ has been recognized for estimating the conductivity, much less has been discussed in the context of the Seebeck coefficient $S$. The classic approximate Mott expression for $S$ actually anticipates non-trivial contributions from the energy dependence of the carrier lifetime $\tau(E)$ in addition to the effect of the electronic density of states (DOS) $N(E)$:

$$S = \frac{\pi^2 k_B T}{3e} \left[ \frac{\partial \ln(\sigma(E))}{\partial E} \right]_{E_f}$$

$$= \frac{\pi^2 k_B T}{3e} \left[ \frac{\partial \ln(N(E))}{\partial E} + \frac{\partial \ln(\tau(E))}{\partial E} \right]_{E_f},$$

where $k_B$ is the Boltzmann constant, $e$ is the electron charge and $E_f$ is the Fermi level. If the first term in Eq. 1 is dominant, the CRT approximation is sufficient, but when $\tau(E)$ has strong energy dependence, this approximation can fail qualitatively. So far significant contribution to $S$ in semiconductors from the second term of Eq. 1 has been discussed primarily in the context of scattering dominated at low temperatures by localized impurities. For instance, impurity scattering was hypothesized to be responsible for the measured change in the sign of $S$ in Ni-doped CoSb$_3$ below 20 K.59. Energy-dependent scattering from resonant impurities was studied with an
idealized Green’s function model to suggest a possible enhancement and sign reversal of $S$ as well as a peak in $\sigma^6$. Abrupt changes of mobility with energy and temperature have been associated with observations of giant enhancements of $S$ values in materials near phase transitions, such as double perovskites$^{61}$, CuAlO$_2$ $^{62}$ and Cu$_2$Se$^{63}$, although it remains uncertain whether critical phenomena are responsible for these effects. An explanation of the large enhancement of $S$ in CuFeS$_2$ below 50 K was proposed by considering strong energy dependence of hopping transport$^{64}$.

In this work we introduce the possibility of engineering large PF enhancement and anomalous reversal of the Seebeck effect in semiconductors arising from intrinsic electronic and vibrational structure, in the absence of impurities and phase transitions. We consider the effects of the electron-phonon interaction on the electronic transport properties, since it is the dominant scattering mechanism in a material above its Debye temperature and, therefore, most relevant to consider in the context of potential applications for thermoelectric power generation. Using first-principles analysis of interband electron-phonon scattering, we find that the co-occurrence of two bands close in energy and with different effective masses leads to a strong dependence of $\tau(E)$ on the carrier energy $E$ near the Fermi level. This strong dependence drives the emergence of several anomalous trends in transport characteristics as functions of carrier concentration: non-monotonic dependence of conductivity coefficients as functions of carrier concentration: no anomalies. We illustrate these phenomena using as examples leading thermoelectric half-Heusler alloys TaFeSb and ZrNiSn and discuss the experimental considerations of designing materials in this regime. Finally, we re-examine key implications of the energy-dependent interband scattering for the band-convergence design strategy for thermoelectrics.

II. ELECTRONIC TRANSPORT CALCULATIONS

In this work we model the electronic transport properties using the Boltzmann transport equation within the relaxation time approximation$^{65}$. We employ first-principles calculations to obtain the energy-dependent electron lifetimes $\tau(E)$ due to electron-phonon scattering. These calculations use the electronic band structure approximated with density functional theory (DFT)$^{66,67}$ and vibrational spectra calculated using density functional perturbation theory (DFPT)$^{68}$. A fully $ab\ initio$ description of electron-phonon scattering can be obtained starting with DFPT calculations of the electron-phonon coupling matrix elements. To compute $\tau(E)$, we use the electron-phonon averaged (EPA) approximation$^{45,53,69}$ and validate it with the electron-phonon Wannier interpolation (EPW) method$^{51,52,70-72}$. The key idea of the EPA method is to replace the expensive momentum-space integration of scattering contributions over the Brillouin zone in EPW by analytical integration over energies. The resulting EPA lifetime of a carrier with energy $E$, chemical potential (Fermi level) $\mu$ and at temperature $T$ is given by

$$\tau^{-1}(E, \mu, T) = \frac{2\pi\Omega}{g_s \hbar} \sum_{\nu} \{g_\nu^2(E, E + \bar{\omega}_\nu)[n(\bar{\omega}_\nu, T)$$

$$+ f(E + \bar{\omega}_\nu, \mu, T)]\rho(E + \bar{\omega}_\nu) + g_\nu^2(E, E - \bar{\omega}_\nu)\}

\times [n(\bar{\omega}_\nu, T) + 1 - f(E - \bar{\omega}_\nu, \mu, T)]\rho(E - \bar{\omega}_\nu)\} ,$$

where $\rho(E)$ is the electronic DOS (number of electronic states per unit energy and unit volume), $f$ is the Fermi–Dirac distribution, $\bar{\omega}_\nu$ is the average energy of the phonon branch $\nu$, $\Omega$ is the unit cell volume, and $g_\nu = 2$ is a spin factor in non-magnetic materials. Electronic transport coefficients can be defined in terms of the tensor $K^{(p)}$, which is defined as

$$K^{(p)}_{\alpha\beta}(\mu, T) = \frac{g_s e^2 p}{(2\pi)^3(k_B T)^{p+1}} \int dE v_{\alpha\beta}^2(E) \rho(E)$$

$$\times \tau(E, \mu, T) I^{(p)}(E, \mu, T) ,$$

where $v_{\alpha\beta}^2(E)$ is the energy-projected squared velocity tensor, $I^{(p)}(E, \mu, T) = (E - \mu)^p f(E, \mu, T)[1 - f(E, \mu, T)]$, and the Greek letters $\alpha$ and $\beta$ denote Cartesian directions. These coefficients $K^{(p)}_{\alpha\beta}(\mu, T)$ are directly related to electronic transport coefficients; namely, the electrical conductivity $\sigma$ is $\sigma_{\alpha\beta}(\mu, T) = K^{(0)}_{\alpha\beta}$, and the Seebeck coefficient $S$ is $S_{\alpha\beta}(\mu, T) = k_B [K^{(0)}_{\alpha\beta} - K^{(1)}_{\alpha\beta}]$. In order to identify non-trivial effects of $\tau(E)$ on the behavior of the electronic transport properties as functions of carrier concentration and temperature, we compare the corresponding EPA and EPW predictions to those obtained using the CRT approximation. Further details on the computational methodology can be found in Sec. II of the Supplementary Material.
Figure 1. Electronic transport properties as functions of carrier concentration \( n \) calculated for n-type TaFeSb using CRT (a–c) and EPA (d–f) approximations. Panels (a) and (d) show the electrical conductivity \( \sigma \), (b) and (e) - the Seebeck coefficient \( S \), (c) and (f) - the power factor PF. Each line color corresponds to a different temperature \( T \) in the range 300 K to 1100 K.

III. TRANSPORT PROPERTIES OF HALF-HEUSLER TaFeSb AND ZrNiSn

Half-Heusler (HH) alloys are a class of materials characterized by good thermal and mechanical stability, high power factors and, therefore, are attractive for applications for power generation at high temperatures\(^2\,23\,73\,76\). Motivated by these considerations, computational screening of a wide range of compositions\(^45\,56\) predicted p-type TaFeSb to be among the best HH thermoelectrics with \( ZT \approx 1 \) at 673 K. The p-type TaFeSb has been synthesized afterwards and its high \( ZT \) has been experimentally confirmed\(^58\). Interestingly, the same computational investigation predicted n-type TaFeSb to have an even higher \( ZT \) upper limit value than p-type TaFeSb and higher than that of state-of-the-art n-type HH systems \( MNiSn \) (\( M=Hf, Zr, Ti \)). This, however, has not been verified experimentally as of today to the best of our knowledge. A possible reason for this can be the narrow range of doping concentrations for which the optimal power factor was computationally obtained. In this section we analyze in detail the dependence of electronic transport properties of TaFeSb on carrier concentration and temperature and compare them with those of another state-of-the-art HH thermoelectric ZrNiSn. Our analysis below suggests that the mechanism responsible for the narrow carrier concentration range of high performance is related to anomalous features in the transport coefficients that emerge from inter-band electron-phonon scattering.

We start analyzing the electrical conductivity \( \sigma \) of n-type TaFeSb. Fig. 1 (a), shows \( \sigma \) as predicted by the CRT approximation has a conventional trend of increasing with doping concentration and a weak decreasing trend with increasing temperature. In contrast, \( \sigma \) at the EPA level, shown in Fig. 1 (d), exhibits a much stronger temperature dependence. Additionally, \( \sigma \) has an optimal doping concentration of approximately \( n = 10^{21} \text{ cm}^{-3} \), largely independent of temperature, at which the electrical conductivity is maximized, a feature that is absent at the CRT level and is surprising in the conventional picture of doped semiconductors. As verification, Supplementary material (Fig. 2 (a)) shows that \( \sigma \) obtained using the full momentum-space scattering integrals based on the EPW method has very similar behavior.

In conventional semiconductor physics, the sign of the Seebeck coefficient \( S \) indicates the doping type of a semiconductor, i.e. \( S < 0 \) for n-type doped semiconductors, and \( S > 0 \) for p-type. This behavior is in accordance with the first DOS-dependent term of the Mott formula (Eq. 1). We note that the situation in metals is less clear, where \( S \) values are much smaller and the signs vary. It has been shown by first-principles calculations that phonon-limited electron lifetimes can explain the positive sign of \( S \) in Li metal\(^77\) and suggest a possible enhancement of the Seebeck coefficient due to localized \( f \)-electrons in YbAl\(_3\)\(^78\). The example of TaFeSb illustrates the general finding that intrinsic electron-phonon scattering can cause sufficiently strong energy variation of electron lifetimes to modify the conventional understanding of the Seebeck effect in semiconductors. As shown in Fig. 1 (b), \( S \) at the CRT level, considering the electronic DOS, is predicted to be always negative for n-type TaFeSb, as per conventional expectations. EPA results, presented in Fig. 1 (e), show that \( S \) changes sign, becoming positive at large-enough n-type doping concentrations. In Supplementary material (Fig. 2 (b)), the EPA results are validated with the EPW approach, showing qualitative and quantitative agreement.

The change in sign of \( S \) deviates from conventional expectation, implying that the electronic response of n-type TaFeSb to an applied temperature gradient is typical of
Figure 2. Electronic band structure and density of states of (a) TaFeSb and (b) ZrNiSn, referred to the Fermi level at 0 eV. The color scale corresponds to the electron-phonon linewidth at 700 K, with the Fermi level (dashed line) of TaFeSb set in correspondence to the doping concentration at which a drop of the electrical conductivity occurs, i.e. $n \approx 10^{21}$ cm$^{-3}$.

Figure 1 (c) and (f), respectively. CRT predicts a steady increase of the PF with doping concentration. In contrast, the EPA PF displays two peaks whose magnitude tends to decrease as the temperature is increased, while the presence of both peaks is robust to temperature changes. The emergence of two distinct peaks is a direct result of the anomalous properties of $\sigma$ and $S$ discussed above. The change of the sign of $S$ implies that for some doping concentration, the PF drops to zero, before rising again. However, since the reversal in $S$ appears in near correspondence to the peak in $\sigma$, the PF quickly grows to large values at doping concentrations slightly larger than the PF minimum. As a result, the second sharp "anomalous" peak in PF appears. The combined effect is the shift the first peak to much low doping concentrations, while the second peak is prominent but narrow. This circumstance may explain the difficulty in experimental optimization of carrier concentration and performance of n-type TaFeSb.

For comparison, in the Supplementary Material (Fig. 3 (d-f)) we present the electronic transport coefficients obtained for p-type TaFeSb using the EPA approximation. We do not observe any anomalous characteristics in the transport properties in the wide range of doping concentrations. We note that CRT still displays notable differences compared to the EPA, predicting a weak dependence of $\sigma$ on temperature and a different doping concentration for optimal PF. While p-type TaFeSb does not present anomalous behaviors of transport coefficients, its study allows us to validate computational predictions against experimental measurements of Ref. 58 (see Fig. 4 of Supplementary Material). Our predictions for $S$ are in quantitatively good agreement with experimental measurements. We see that $\sigma$ is qualitatively well predicted at the EPA or EPW level; however, both approaches overestimate $\sigma$, especially at low $T$. This is not surprising, especially below the Debye temperature, since the electron scattering due to impurities, grain boundaries, and alloy disorder are present in the samples but neglected in our simulations. Additional sources of disagreement may include uncertainties in the experimentally determined carrier concentrations, composition differences from pure TaFeSb, and the inaccuracy of DFT band structures.

As another example, we also analyze the electronic transport properties of n-type and p-type ZrNiSn. Here we only summarize the two most important results, while details are found in Sec. III B of the Supplementary Material. First, n-type ZrNiSn qualitatively behaves similarly to p-type TaFeSb, with transport coefficients following trends expected in conventional semiconductors: $\sigma$ decreases with temperature and increases with doping concentration, $S$ is negative and PF has a single peak. Second, p-type ZrNiSn shares the same anomalous transport characteristics of n-type TaFeSb, with a maximum of $\sigma$ at carrier concentration close to where $S$ reverses its sign, and the presence of two peaks in the PF. As discussed previously, only EPA and EPW methods produce this behavior while the CRT approximation does not, confirming the role of electron-phonon scattering,
We also note that linewidths at the Fermi level of the higher-energy band, shown in the blue-dotted line. Seebeck coefficient \( S \) (panel e) and power factor PF (panel f) as functions of Fermi level \( \mu \). The model qualitatively reproduces the results observed in the full ab initio calculations, namely a peak in \( \sigma \) and a change in sign of \( S \) at energies slightly below the second band minimum, and two peaks in PF, the second of which appearing at the energy for which \( \mu \) matches the minimum of the higher-energy band, shown in the blue-dotted line.

rather than band structure alone, in causing these transport phenomena.

IV. PHYSICAL ORIGINS OF THE TRANSPORT ANOMALIES

In this section, we explain the mechanism at the origin of the anomalous transport trends observed above, and establish the necessary physical features for their appearance. We start by analyzing the bottom of the conduction bands of TaFeSb, shown in Fig. 2(a), which we plot together with the electron linewidth, defined as \( \Gamma_{nk} = 1/\tau_{nk} \), obtained using electron-phonon contributions. The conduction band edge of TaFeSb consists of a single non-degenerate parabolic band at the \( X \) point, where linewidths take the smallest values. There are additional subvalleys at an energy of approximately 0.5 eV above the conduction band minimum: a three-fold degenerate heavy-band subvalley at the \( X \) point, and 12-fold degenerate light-band subvalleys at the \( K \) and \( U \) points.

We also note that linewidths at \( U \) and \( K \) subvalleys are much larger than at the \( X \) point. The heavy-band subvalleys produce a sharp increase in the electron DOS, also shown in Fig. 2(a). The \( X \), \( K \), and \( U \) subvalleys appear relevant, since their energy levels correspond to the doping concentration at which the anomalies take place, such as the sign reversal of \( S \).

To analyze the physical mechanisms, we propose to model the band structure of TaFeSb with a two-parabolic-bands model, consisting of a light and a heavy band crossing each other. The two parabolic bands are offset vertically, as shown in Fig. 3 (a). In this model, the band dispersion relation is 

\[
E_i(k) = \frac{\hbar^2 k^2}{2m_i} + \Delta E_{i},
\]

where \( m_i \) is the effective mass of the light (\( i = 1 \)) or heavy (\( i = 2 \)) band, and \( \Delta E_{0} \) is the band offset. The parameters are fitted to the conduction band minimum and subvalleys of DFT band structure of TaFeSb, specifically 

\[
m_1 = 0.59m_e, \quad m_2 = 0.32m_e, \quad \Delta E_1 = 0 \text{ eV and } \Delta E_2 = 0.44 \text{ eV}.
\]

In this simplified model, the DOS is given by 

\[
\rho_i(E) = \sqrt{2}g_s(2\pi\hbar^2)^{-1}N_{tot,i}m_i^{3/2}\sqrt{E-\Delta E_i},
\]

where \( g_s \) is the spin degeneracy (\( g_s = 2 \) for spin-unpolarized calculations as considered here), and the total band degeneracy \( N_{tot,i} \) consists of orbital degeneracy \( N_{o,i} \) and valley degeneracy \( N_{v,i} \), so that \( N_{tot,i} = N_{o,i} \times N_{v,i} \). The total DOS, presented in Fig. 3(b), is small at low energies, where only the light band contributes. At energy higher than \( \Delta E_2 \) the contribution from the heavy band dominates the total DOS, also due to its large degeneracy.

To include the energy dependence of lifetimes \( \tau(E) \) in our model, we start from the EPA estimate (Eq. 2), and further simplify it by setting the electron-phonon coupling to a constant \( (g^2 = 0.004 \text{ eV}^2) \), motivated by the observation that it does not vary significantly with energy\(^{45} \). The average phonon frequencies are chosen using the ab initio calculations (see Sec. IVA and Fig. 9(a) of the Supplementary Material). Moreover, we neglect the impact of selection rules and assume that all scattering processes are allowed, provided energy is cons-
Figure 4. Analysis of the change of sign in Seebeck coefficient $S$ using the two-parabolic-bands model of n-TaFeSb at 700K. Top row: analysis of $S$ when the Fermi level $\mu$ is at the minimum of the higher-energy band ($S > 0$). Bottom row instead analyzes the case where the Fermi level lies below the second band minimum ($S < 0$). Panels (a) and (e) show the model band structures, with $\mu$ shown by the dashed lines. Arrows demonstrate the direction of the electron diffusion: for $E > \mu$ - from hot to cold end of device, for $E < \mu$ - from cold to hot end. The arrow size indicates which electron flux dominates. Panels (b) and (f) show the different contributions to $S$, as defined in the main text. Note in particular that the sharp increase in the density-of-state projected velocity $v^2\rho$ at $E \approx 0.5$ eV is counterbalanced by a sharper decrease in the lifetime $\tau$. Energy and band resolved contributions to the Seebeck coefficients $F_1(E)$, $F_2(E)$ and $F(E)$ calculated using the EPA approximation are shown in panels (c) and (g), and using the CRT approximation in panels (d) and (h).

erved. By doing this, we implicitly allow for the presence of both intraband and interband scattering. The code with model implementation is provided in the Supplementary Material. In Fig. 3(c), we show the estimated energy-dependent electron lifetime. At low energies ($E < \Delta E_2 = 0.44$ eV), only electrons in the light band are in play, and the lifetime increases rapidly as it reaches the minimum of the conduction band. At high energy, we observe a sharp drop of lifetimes, following the expected inverse relationship between $\tau(E)$ and the DOS associated with the phase-space available for electron-phonon scattering.

We now show that this simple model is sufficient to capture the anomalous features of the electronic transport coefficients in n-type TaFeSb. The electrical conductivity $\sigma$, shown in Fig. 3(d) as a function of the Fermi level $\mu$, exhibits a non-monotonic trend, as in the full \textit{ab initio} simulations. The decrease of $\sigma$ from its peak value starts slightly below the point where $\mu$ reaches the heavier band, and there is an inflection point in correspondence of the minimum of the heavy band. Decomposing the conductivity into contributions from each band, we see that the electrical conductivity at lower energies is fully determined by the light band 1, with contributions from the heavier band dominating at energies above the heavy band 2 minimum $\Delta E_2$. This allows us to understand the role of interband electron-phonon scattering: in a single-parabolic-band model, conductivity would keep increasing as the Fermi level shifts deeper into the conduction band. However, this is not the case here: as the Fermi level shifts to include carriers in the heavier band, electrons from the light band can scatter against heavy electrons, suppressing their lifetimes and thus $\sigma$ (see also Fig. 12 of the Supplementary Material for more details). At higher energies, $\sigma$ is largely determined by the heavy band but, since electrons are slower, $\sigma$ results smaller than for lower doping concentrations. We stress that this result cannot be reproduced with a CRT approach: when $\tau$ is constant, the sharp decrease of $\tau(E)$ shown in Fig. 3(c) is not captured and, as a result, the drop of $\sigma$ at 0.44 eV does not occur (see Fig. 10(a) and 12 of The Supplementary Material). Clearly, this behavior also does not occur, if only intraband scattering is taken into account (see Fig. 10(d) of the Supplementary Material). We note in passing that Eq. 3 for $p = 0$ explains the linear dependence of $\sigma$ observed at low $\mu$ or for $\mu \gg 0.5$ eV. In fact, for a single parabolic band model, the DOS scales as $v^2E$, but this dependence is canceled by the $1/\sqrt{E}$ dependence of the lifetimes; the diagonal components of the electron velocity scale as $v^2(E) = (\frac{\Delta E}{E})^2 \propto E$, and the term $I(E)$ merely selects a value of energy close to $\mu$. As a result, $\sigma$ is expected to grow linearly with $\mu$ for values of energy far from the intersection of the two bands.

The two-band model also successfully captures the sign reversal of the Seebeck coefficient $S$, which happens slightly below the bottom of the heavier band at $\mu \approx 0.4$ eV, as shown in Fig. 3(e). The sign change originates from a competition between the two bands, which can be better understood with the aid of Fig. 4. In detail, we study the energy dependence of the factors entering the integrand $F(E)$ of the transport coefficient $K^{(1)}$ (see Eq. 3) which determines $S$. The top row in Fig. 4 panels (a-d) display the situation when the Fermi level is at the minimum of the heavy band ($\mu = \Delta E_2 = 0.44$ eV)
at temperature $T=700$ K, which results in a anomalous positive Seebeck coefficient. Fig. 4(b) examines how the various components contribute to the coefficient $K^{(1)}$ as a function of energy. The function $I(E)$ acts as a filter that activates only electrons within a few $k_B T$ of the Fermi level. $I(E)$ has opposite signs above and below $\mu$, indicating that the higher energy electrons and lower energy electrons respond differently to applied temperature gradient: high energy electrons diffuse from hot to cold side of the thermoelectric sample and low energy electrons diffuse from cold to hot side. Electron lifetimes, which are roughly proportional to the inverse of DOS, are large for $E < \mu$ and negligibly small for $E > \mu$, where they are suppressed by interband scattering. The factor $-v^2(E)\rho(E)$ is shown in Fig. 4(b) in terms of the contributions from each band. The heavy band $-v^2(E)\rho_2(E)$ gives a large contribution, but only at energies $E > \mu$, so that at small energies only the light band contributes. Combining these quantities together, the sign of $S$ results from a competition between electrons above and below $\mu$, due to the anti-symmetry of $I(E)$.

To see which term dominates, in Fig. 4(c) we plot $F(E)$, the integrand resulting from multiplying the factors discussed above, as well as the individual band contributions $F_1(E)$ and $F_2(E)$. We see that the contributions from high-energy electrons $E > \mu = \Delta E_2$ are suppressed by the lifetime reduction due to interband electron-phonon scattering. As a result, the system behaves as a "p-type" thermoelectric ($S > 0$), despite being strongly n-doped. This follows from the fact that lifetimes of both bands are inversely proportional to the total DOS $\rho(E)$. Fig. 4(d) illustrates why the CRT approximation does not capture this behavior: with a constant $\tau$, no suppression of transport contributions from high energy electrons takes place and, given the large values of $-v^2(E)\rho(E)$ at higher energies, the Seebeck coefficient is predicted to be negative.

In the bottom row of Fig. 4, panels (d-f) we repeat the analysis to understand the negative values of $S$ for values of $\mu$ well below the heavy band (Fig. 4(e)). The only difference to the previous case is that the anti-symmetric factor $I(E)$ is now centered around the lower value of $\mu$, where it only allows contributions from the light band, with the heavy band not thermally occupied (see Fig. 4(f)). Since lifetimes at these low energies are not suppressed by interband scattering, both electrons above and below $\mu$ effectively contribute to $S$. The overall integrand (Fig. 4(g)) is now dominated by electrons with energy $E > \mu$ due to their higher DOS, resulting in an overall negative $S$. We note that the CRT model captures the correct sign in this scenario (Fig. 4(h)): approximating $\tau$ as a constant is a better approximation here, since the factor $I(E)$ filters out contributions from energies at which $\tau(E)$ has the largest variation.

The two-band model also reveals why n-type ZrNiSn, for example, does not exhibit the anomalous features discussed for n-type TaFeSb. In this case, we model the full band structure with two bands with effective masses $m_1 = 3.84 m_e$ and $m_2 = 0.87 m_e$, and offset of $\Delta E_2 = 0.65$ eV (additional parameters are found in Sec. IV B of the Supplementary Material). This time, since the difference in band effective masses is smaller, the total DOS (Fig.
Figure 6. Change to electrical conductivity $\sigma$ upon adding a light or heavy band on top of an existing band with the same energy minimum, estimated at a temperature of 700 K and plotted as a function of the Fermi level $\mu$. In purple color, $\sigma$ for a system with a single band. In black and blue, the resulting $\sigma$ after adding a heavier or lighter band, respectively. Left panel shows the predictions from the CRT approximation. Right panel shows the estimates of EPA approximation using an energy-dependent lifetime.

5(b)) does not show an increase as steep as in the TaFeSb case. As a consequence, high-energy electron lifetimes (Fig. 5(c)) are not dramatically suppressed by inter-band scattering and no anomalous effects takes place. As the doping level $\mu$ is varied, the conductivity $\sigma$ (Fig. 5(d)) does not show a peak, and $S$ does not change sign (Fig. 5(e)).

We note that the above analysis does not qualitatively depend on the location of the two band minima in the Brillouin zone, we chose them to be at the same k-point for simplicity. This is because only energy-dependent quantities are included in the EPA transport formalism.

V. BAND CONVERGENCE

One of the strategies of using band engineering to design high-performance thermoelectric materials is based on the concept of band convergence, where it is proposed that high degeneracy near conduction or valence band edges is beneficial for increasing $\sigma$ for a given $S$ due to the presence of multiple conducting channels. However, several recent studies predicted that the interband scattering can complicate the conventional understanding of the effects of band convergence on the electronic transport properties and that it is not always beneficial for the PF optimization. Here we revisit the concept of band convergence using the parabolic two-band model within the EPA approximation. We study a limiting scenario where two bands of different mass are at the same offset. This, for example, describes the top of the valence band of TaFeSb (at the L-point) or ZrNiSn (at the $\Gamma$-point). To understand the impact of interband scattering, we first consider a single parabolic conduction band #1 of mass $m_1 = 0.59m_e$ with no degeneracy ($N_1 = 1$). Both the CRT and the EPA predict qualitatively similar trends, namely $\sigma$ increasing monotonically as the Fermi level shifts into the conduction band, as shown in purple color in Fig. 6, for $T = 700$ K. As explained before, EPA shows a linear increase of $\sigma$ with $\mu$, resulting from the energy-dependence of the lifetimes on the DOS inverse ($\tau \sim 1/\sqrt{E}$). The CRT approximation instead predicts a faster-than-linear increase of $\sigma$ with $\mu$, due to the missing energy-dependence of lifetimes. Next, we add another single-degenerate ($N_2 = 1$) band #2 with the same minimum (offset) as band #1. We consider two scenarios, (i) when the added band #2 is heavier than #1, $m_2 > m_1$ and (ii) the opposite case when $m_2 < m_1$ (in detail, we set $m_{2,h} = 1.19m_e$ for (i) and $m_{2,l} = 0.29m_e$ for (ii)). Intuitively, one would expect that adding a lighter band would increase conductivity, since a lighter carrier is expected to have a higher mobility. This is indeed predicted at the EPA level: in the right panel of Fig. 6 we show that case (i) results in a lower $\sigma$ (shown as a black line) than for a single band #1, as a result of additional interband scattering. In case (ii) the addition of the lighter band increases $\sigma$ (shown with the blue line). However, the CRT approximation predicts opposite behavior of $\sigma$, with the addition of a heavier band resulting in larger conductivity as shown in the left panel of Fig. 6. This behavior is due to the fact that the CRT approximation overestimates the impact of the DOS on the conductivity, neglecting the decrease of the lifetime due to the interband scattering. Therefore, it is crucial to consider the energy dependence of lifetimes. This effect is simplest to illustrate by varying the degeneracy of a single band. For example, consider a doubly degenerate band ($N = 2$) which is identical to having two singly-degenerate bands with the same effective masses perfectly converged. The CRT approximation predicts doubling of the electrical conductivity and PF compared to the case of a single band ($N = 1$) due to the increase in the DOS. If energy dependence of lifetime $\tau(E)$ is taken into account, e.g. with the EPA approximation, $\sigma$ and PF are independent of the degeneracy, since the enhancement of DOS $\rho(E)$ is compensated by the reduction of the electron lifetimes $\tau(E) \sim 1/\rho(E)$. The Seebeck coefficient in both CRT and EPA models is independent of the degeneracy $N$ value.

In Figs. 13 and 14 of Supplementary Material we dis-
cuss other details of this case, such as estimates of $S$ and the impact of band degeneracy. We note that earlier studies have observed that adding a heavier band is detrimental to electronic conductivity, in agreement with our conclusions.

VI. MATERIALS DESIGN USING INTERBAND SCATTERING

Using the simple parabolic two-band EPA model that successfully describes the transport characteristics, we now examine the possibility of using the interband scattering to design materials with high PF, i.e. what is the band structure that maximizes the anomalous PF peak at high carrier concentrations.

In Fig. 7, we plot the magnitude of the anomalous second PF peak as a function of band effective masses $m_1$ and $m_2$ varied in the range from $0.21m_e$ to $8.36m_e$ ($m_1$ is only shown up to $1.1m_e$ since there is no effect at higher values). In panels (a) and (b) band degeneracies are $N_{tot,1} = 3$ and $N_{tot,2} = 1$, while we choose $N_{tot,1} = 3$ and $N_{tot,2} = 27$ for (c) and (d). The band offset in plots (a) and (c) is $\Delta E_2 = 0.6$ eV and 0.9 eV in (b) and (d). All other model parameters used in these calculations are fixed to those described in Sec. IV for n-type TaFeSb. In all these cases, the Fermi level is placed at the minimum of the second heavier band $\mu = \Delta E_2$. More estimates of PF for other parameter values are shown in Fig. 15 of the Supplementary Material. From this Figure we can infer the conditions for which the anomalous peak in the PF is maximized: (i) the second higher-energy band is significantly heavier than the lower-energy light band $m_2 \gg m_1$, (ii) the band offset $\Delta E_2$ is large (thus requiring higher doping concentrations), and (iii) the second heavy band has large degeneracy $N_{tot,2} \gg N_{tot,1}$. These conditions can be rationalized in terms of the observations made in the Sec. IV. First, small values of $m_1$ allow for large values of $\sigma$ at low doping concentrations when only the low-energy band contributes to transport. Second, a large band offset $\Delta E_2$ allows larger values of the peak in $\sigma$ as a function of $\mu$. Third, a larger degeneracy of the heavy band allows for a stronger energy dependence (suppression) of lifetimes for $\mu > \Delta E_2$. We therefore anticipate that it is possible to explore a wide space of materials to optimize thermoelectric performance in presence of the anomalous transport characteristics studied here.

VII. SUMMARY AND CONCLUSIONS

We showed that intrinsic interband scattering mediated by electron-phonon interaction in semiconductors can give rise to anomalous features of thermoelectric transport coefficients, at practically relevant doping levels and elevated temperature. Specifically, above a certain doping concentration, the electrical conductivity begins to decrease, the Seebeck coefficient changes sign relative to the Hall coefficient, and the power factor develops an additional peak. The root cause of these effects is the rapid variation of the electron lifetime as a function of energy, which occurs when bands of different curvature and multiplicity coexist at the same energy, allowing for electrons in the light band to be scattered to the heavy band. We used ab initio calculations of electron lifetimes and the Boltzmann transport formalism to examine transport properties of high-performance half-Heusler compounds, demonstrating that these anomalies are captured only if the energy dependence of electron lifetimes is taken into account, and are absent in the commonly used constant relaxation time approximation. We also constructed a simple parabolic two-band model, based on the electron-phonon averaged approximation, that faithfully reproduces the main features of the anomalous transport behavior. We showed that when the two bands are close in energy, the rapid variation of electron lifetime with energy translates to the detrimental effect of heavy bands on transport characteristics. This observation revises the commonly discussed band-convergence strategy for designing high-performance thermoelectric materials. Importantly, using the the two-band electron-phonon model, we identified specific band engineering design rules for maximizing the anomalous power factor. It was found that in the regime of sign reversal of the Seebeck effect, the power factor peak can be narrow, so that slight variations in the doping concentration may result in large variations of thermoelectric performance.

Figure 7. Magnitude of the anomalous second peak in the power factor as a function of band effective masses $m_1$ and $m_2$ in the parabolic two-band model. PF values correspond to the Fermi level placed exactly at the extremum of the band $2(\mu = \Delta E_2)$. Panels (a) and (b) correspond to band degeneracies of $N_{tot,1} = 3$ and $N_{tot,2} = 27$. All other model parameters used in these calculations are fixed to those described in Sec. IV for n-type TaFeSb.
The general understanding developed using the outlined modeling approach provides a simple strategy for finding new classes of unconventional semiconductor materials with high thermoelectric performance, using only the knowledge of the electronic band structure.
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