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Abstract: Without traditional cultures, metagenomics studies the microorganisms sampled from the environment. In those studies, the binning step results serve as an input for the next step of metagenomic projects such as assembly and annotation. The main challenging issue of this process is due to the lack of explicit features of metagenomic reads, especially in the case of short-read datasets. There are two approaches, namely, supervised and unsupervised learning. Unfortunately, only about 1% of microorganisms in nature is annotated. That can cause problems for supervised approaches when an under-study dataset contains unknown species. It is well-known that the main challenging issue of this process is due to the lack of explicit features of metagenomic reads, especially in the case of short-read datasets. Previous studies usually assumed that reads in a taxonomic label have similar k-mer distributions. Our new method is to use Natural Language Processing (NLP) techniques in generating feature vectors. Additionally, the paper presents a comprehensive unsupervised framework in order to apply different embeddings categorized as notable NLP techniques in topic modeling and sentence embedding. The experimental results present our proposed approach’s comparative performance with other previous studies on simulated datasets, showing the feasibility of applying NLP for metagenomic binning. The program can be found at https://github.com/vandinhvyphuong/NLPBimeta.
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1. Introduction

The main purpose of microbiological community research is to understand the composition, diversity, and function of microorganisms. Differentiating from genomics whose target is a single DNA sequence, metagenomics is to study many organisms living within the same sample, which are not easily separated or further explored due to their interaction and mutual impact. A sequencing-based metagenomics project normally involves several steps: DNA extraction, library preparation, sequencing, clustering, assembly, annotation, and statistical analysis.

Recently, advanced sequencing techniques have enabled to study of whole metagenomes sampled directly from the environment. These techniques (in DNA extraction, library preparation, and sequencing) are able to reproduce in-depth metagenomic data which consists of genomes of microorganisms. However, the outputs of these techniques (specifically shotgun metagenomic sequencing) are possible to generate a mixture of short DNA fragments (also called reads) of sampled genomes. Certainly, some sequencing techniques could generate long fragments making later steps (clustering, assembly, and annotation) more efficient, along with certain disadvantages such as high cost, higher error rates.

The aim of the paper is on the clustering step working on datasets of short reads (∼80 bp). In biology, this problem targeted by this paper is named metagenomic binning (or taxonomic binning). In detail, such DNA fragments should be separated into taxonomy-related groups. After that, the output of binning will be fed to the next phases (e.g., assembly or annotation), therefore, clustering quality will have a strong impact on the final result of the whole project.

Supervised approach for taxonomy classification requires a comprehensive reference database, which is very difficult due to the fast evolution of viruses and bacterial in nature. Therefore, unsupervised one is a more reasonable solution. To solve this problem, previous studies [1], [2] proposed two-phase algorithms which assumed that reads of a gene family should have similar k-mer distributions. Based on this idea, those studies apply the first phase to connect all similar reads together, creating a so-called overlapping graph. A certain graph partition algorithm is involved to divide a read set (i.e., a vertex set) into groups which will be represented by certain feature extraction methods. The BiMeta [2] employs k-mer distribution as in Fig. 1 to count only the frequency of k-mers and other global and local statistics of k-mer in a single read and in the whole dataset. Therefore, MetaProb [1] proposed an improved version in feature extraction. Our main idea as Fig. 2 is to explore the capability of NLP (Natural Language Processing) embedding (aka feature) techniques in a process of automatic feature extraction. As discussed in NLP studies, NLP techniques can extract both frequent and order information of DNA sequences. The research try notable methods of NLP techniques including:

• Topic modeling using Latent Dirichlet Allocation (LDA) [3],
frequency (like ically, in feature extraction, NLP models do not only count word NLP which outperforms human capacity in various tasks. Specifically, during the past five years, there are many breakthroughs in understanding human capability of text understanding by that of computers. Moreover, with the evolution of viruses and bacteria, there are many new genomes that no reference database can be kept up-to-date. Consequently, the second approach, called taxonomy-independent, is of greater interest in which no reference database is required. Without any external information, this approach depends entirely on internal taxonomic information of reads. In this section, the paper will describe notable studies relevant to our work.

Feature extraction is a main common sub-problem that must be solved by all taxonomy-independent methods, which based on unsupervised learning. The paper only discuss biological issues of feature extraction. Two feature types of metagenomic reads are sequence composition and abundance (or coverage). Categorized by the feature types, taxonomy-independent methods are classified into 3 different mechanisms: (i) sequence composition-based methods, (ii) abundance-based methods, and (iii) hybrid methods.

A crucial step in composition-based methods is to transform nucleotide sequences to a numeric feature vector, also called genomic signature or composition. A basic example of this transformation is GC-content. Note that it is assumed that a signature of a genome is unique for each taxon, especially in the context of composition-based methods. An advanced, effective and widely-used way to create the signature is to use k-mer frequency distribution, with a given k. Figure 1 expresses with k = 2, and a vector of length 16 (2^4 = 16) be generated. This vector shows the frequency of “words” (AA, AT, .., TT). In the experiments, words are formed with the value k = 4, a value commonly used when analyzing metagenomic data. The words will have 256 (2^8 = 256) words (AAAA, AAAC, ..., TTTT). In-depth analysis and application of this composition have been proposed in different studies, along with additional similarity measures. It is easy to see that the vector dimension of k-mer distribution should be large enough to highly represent certain taxonomic features, leading to the limitation of composition-based methods to large datasets. Therefore, some studies focused on reducing the dimension of k-mer distribution. The list of well-known composition-based methods could be TETRA [10], LikelyBin [11], SCIMM [12], VizBin [13], BiMeta [2], MetaProb[1]. Some of them do not base on k-mer distribution; instead, they introduced some sophisticated sequence signature which proves to have a better representation of insight taxonomic information (e.g., MetaProb [1]).

A weakness of composition-based methods is the ineffectiveness of clustering species with a low abundance. In other words, binning algorithms can wrongly assign reads belonging to small groups to ones of other species with higher abundance. The abundance-based approach is designed to address this problem by
assuming that the distribution of sequences is modeled as a mixture of Poisson distributions. Instead of working on small \( k \) as in composition-based methods, abundance-based methods set up high values of \( k (k \geq 20) \) to form a large distribution, effectively separating clusters by analyzing the abundance of \( k \)-mers. Another advantage of abundance-based methods (e.g., AbundanceBin[14]) is that they deliver higher binning accuracy than that of composition-based methods with short-read datasets (75 bp long). Note that the abundance-based approach is not comparative with the composition-based approach for long-read datasets (\( \geq 800 \) bp).

Hybrid methods orchestrate composition-based features and abundance-based features into a unified framework to obtain higher accuracy. CompostBin[15] firstly reduces the dimension of 6-mer distribution by principal component analysis (PCA) and then assigns to every frequency a weight valued by the inverse of its abundance. CONCOCT[16] leverages the PCA analysis for a combined vector of both \( k \)-mer frequency and coverage. Instead of using Euclidean measure to compare combined features, COCACOLA[17] uses \( L_1 \) to avoid over-penalizing the large difference of some frequency. MaxBin[18], MetaBAT[19], MyCC[20] are counted as hybrid methods.

Natural language process (NLP) is an emerging area in theory and practice, as mentioned in Section 1. A blooming domain of applying NLP in text classification strongly relates to our binning problem. Reference[21] is one of the good surveys in this domain. Four nucleotides (A, C, G, T) construct an alphabet that generates words (\( k \)-mer) and further documents as in NLP. Therefore, researchers believe NLP techniques would be helpful in DNA analysis in general and metagenomics individually. Topic modeling is a vital tool in understanding natural language texts, and Liu et al. [22] cover an overview on applications of topic modeling in bioinformatics. For the metagenomic binning, Chen et al.[23], [24], [25] used frequency vectors of \( k \)-mers (large \( k \)) to represent DNA sequences and applied the Latent Dirichlet Allocation (LDA) model to infer hidden topics in the expectation that each hidden topic represents a particular genome. Similar studies using LDA were proposed in Refs. [26], [27], and achieved promising performance compared to other state-of-the-art methods such as AbundanceBin[14], MetaCluster[28], and MCluster[29].

As discussed before, feature extraction by topic modeling is still an exciting research field. To our knowledge, all other studies primarily apply LDA and its variants to transform the \( k \)-mer distribution of each single DNA sequence into a hidden space. They presume that the feature vector in that space summarizes better the internal taxonomic information of the sequence, finally leading to good binning performance. However, it is all-known that LDA does not work well on short texts (see Ref. [30]) when considering a sequence as a single document. Therefore, a comprehensive mechanism to solve the binning problem for short-read metagenomic datasets are still open, especially by topic modeling techniques. The following section will present a framework to address this challenge.

3. Method

3.1 BiMeta: A Two-phase Binning Algorithm

BiMeta proposes a two-phase binning algorithm in which a main idea is to transform the binning problem into a graph partitioning problem. This idea of BiMeta has been employed in other studies such as MetaProb, CLAME, MetaBCC-LR. In the first phase, reads are partitioned into groups based on overlapping information between them. The partitioning process is performed on a graph modeling a close biological relationship between reads. In other words, instead of considering a single read as a unit for clustering problem, a group of reads will be the smallest the clustering unit.

In the second phase, BiMeta embeds groups of reads by using \( k \)-mer distribution, then it clusters the groups into species using \( k \)-means algorithm. Meanwhile, MetaProb improves \( k \)-mer embedding by using a metagenomic-customized probabilistic sequence signature. With such the embedding improvement in the second phase, MetaProb could improve the overall performance in most datasets.

To cluster well the groups, a good embedding method that can represent groups of reads of species into similar/near vectors in the embedding space and far vectors for groups of different species. \( k \)-mer omits sequential data of reads, so this paper propose to use NLP techniques to exploit this data.

3.2 NLP Embedding

Figure 3 signifies a new comprehensive framework for a two-stage algorithm using NLP techniques for feature extraction. Not as BiMeta and MetaProb, our proposed method executes two branches independently on the input (i.e., read set). On one side, NLP model is executed to capture the embedding of every single read (in this case, a read is preprocessed into a document as discussed in the previous section, using \( k \)-mer based vocabulary). it is called per-read embedding. On another side, the graph-based first phase as used in BiMeta and MetaProb is employed to divide the read set into groups and their corresponding seeds (seed is a subset of a group, representing the group). Then, at the end of this first phase, the per-read embedding of reads in the same group are merged (by mean computation) to create per-group embedding. NLP techniques when working on long documents will try to understand high levels (paragraph, document) of embedding which contains positional information of words and sentences within paragraph/document. It is meaningless in metagenomic binning, especially in the case of short reads. In the clustering step, assembly is yet executed, therefore, grouping reads to create a document (e.g., by concatenating them) will mislead the feature extraction by NLP techniques. That is the main reason why our method extracts only per-read NLP embeddings and then combines them later.

In the second phase, this paper reuses the same idea in BiMeta furthermore does not attempt to use other clustering methods and even different clustering parameter settings to have a fair comparison. The main purpose of the study is to investigate the capabilities of the state-of-the-art NLP embeddings for the metagenomic data.
3.3 NLP Embedding - Topic Modeling

In this step, the paper conduct three methods (Latent Dirichlet Allocation (LDA), Non-negative Matrix Factorization (NMF), and Latent Semantic Analysis (LSA)) to discover hidden topics. We assume that there are $r$ topics across all groups of reads.

3.3.1 Using Latent Dirichlet Allocation (LDA) [3]

Similar to $k$-mer, LDA considers documents as bags of words (i.e., LDA does not extract information on the order of words). The main goal of LDA is to represent topics by word probabilities. LDA assumes that each document $d$ can be represented as a Dirichlet distribution $\theta_d$ of topics, this distribution contains parameter $\alpha$. Also, each topic $k$ can be represented as a Dirichlet distribution $\phi_k$ of words with parameter $\beta$. After training, the probability of a collection of documents $D$ is as Eq. (1).

$$p(D|\alpha,\beta) = \frac{1}{M} \prod_{d=1}^{M} \int p(\theta_d|\alpha) \left( \prod_{n=1}^{N_d} p(z_{dn}|\theta_d) p(w_{dn}|z_{dn},\beta) d\theta_d \right)$$  

(1)

3.3.2 Using Non-negative Matrix Factorization (NMF) [4]

Firstly, we build a term frequency-inverse document frequency (TF-IDF) matrix from groups denoted by $V$, which is $n \times 4^k$; $n$ is the number of groups; $4^k$ is the number of words ($k$-mers). NMF tries to represent $V$ by two smaller matrices as $V \approx WH$ – Eq. (2).

$$V = \begin{bmatrix} \text{k-mer}_1 & \cdots & \text{k-mer}_r \\ \vdots & \ddots & \vdots \\ \text{k-mer}_{4^k} \end{bmatrix}$$

$$W = \begin{bmatrix} \text{Group}_1 & \cdots & \text{Group}_n \\ \vdots & \ddots & \vdots \\ \text{Group}_{4^k} \end{bmatrix}$$

$$H = \begin{bmatrix} \text{Topic}_1 & \cdots & \text{Topic}_r \\ \vdots & \ddots & \vdots \\ \text{Topic}_{4^k} \end{bmatrix}$$

(2)

3.3.3 Using Latent Semantic Analysis (LSA) [5]

LSA tries to represent the input matrix into three smaller matrices as $A = U \ast \Sigma \ast V$ – Eq. (3). In the Equation, $U$ is the word assignment to topics; $\Sigma$ presents topic importance; $V$ is the topic distribution, also is the result of embedding the groups.

$$A = \begin{bmatrix} \text{Groups} \\ \text{k-mers} \end{bmatrix} = \begin{bmatrix} \text{Topics} \\ \text{U} \end{bmatrix}$$

$$V = \begin{bmatrix} \text{Topics} \\ \Sigma \end{bmatrix} = \begin{bmatrix} \text{Groups} \\ \text{V} \end{bmatrix}$$

(3)
3.4 NLP Embedding - Sentence Embedding

In this approach, we apply two notable methods including Doc2Vec and the state-of-the-art method – BERT. Note that, in our paper, words are k-mers and documents are reads. Other natural language components of a text such as sentence and paragraph are not investigated explicitly in this study.

3.4.1 Doc2Vec [6]

The goal of Doc2Vec is to create a numeric representation of a document, regardless of its length. Doc2Vec introduced two models including Distributed Bag Of Words (DBOW) and Distributed Memory (DM). In Doc2Vec, every paragraph (document) is mapped to a unique vector (paragraph id), represented by a column in matrix $D$, and every word is also mapped to a unique vector, represented by a column in matrix $W$.

Distributed Memory version of Paragraph Vector (PV-DM) uses words and a document-unique vector to predict the next word as Fig. 4. This model includes word vectors $W$, paragraph vectors $D$, and softmax weights $U, b$. To train them, at every step of stochastic gradient descent, one can sample a fixed-length context from a random paragraph, compute the error gradient from the network and use the gradient to update parameters of the model.

Distributed Bag of Words version of Paragraph Vector (PV-DDBOW) uses only a document-unique vector to predict all surrounding words as Fig. 5. DBOW does not consider the order and local-context/neighboring words. Similarly, PV-DM, the paragraph vectors, and word vectors are trained using stochastic gradient descent and the gradient is obtained via back-propagation.

After being trained, the paragraph vectors in $D$ can be used as a representation for the paragraph/document. When we face new paragraphs/documents (never seen before), we add more columns to $D$, gradient descending on $D$ while holding $W, U, b$. PV-DM alone usually works well for most tasks (with state-of-art performances) [6], so in this paper, we just apply PV-DM.

3.4.2 Bidirectional Encoder Representations from Transformers (BERT) [7]

BERT is undoubtedly a breakthrough in the use of Deep Learning for Natural Language Processing. There are many pre-trained models of BERT supporting many languages. Using BERT includes two stages: pre-training and fine-tuning. With the human-language task, we only need the second stage because pre-trained models were conducted pre-training on huge datasets of human languages. However, our biological task is different due to no biological datasets for pre-training, so the pre-trained models may not work. Therefore, we need to conduct pre-training from scratch, but this approach is relatively computing expensive. In this paper, we train a reasonably small-sized BERT model with less than 100 thousand parameters to verify the benefits of the NLP embeddings.

Instead of predicting the next word as Doc2Vec, BERT proposed a novel technique call Masked-Language Modeling (MLM). The technique randomly masks words in the sentence then the model tries to predict these masked words. Doc2Vec uses only previous words and paragraph id to predict the next words, while BERT uses both left and right surroundings to predict. This approach can help BERT to represent a word using both its previous and next context. Also, BERT based on a very advanced layer named Transformer [31] that is an attention mechanism learning contextual relationships between words in a text.

4. Experiment Results

4.1 Datasets

Our proposed framework aims at clustering short-read datasets, which should be chosen as experimental datasets. As discussed in methodological Section 3, the main focus of the study is on feature extraction by topic modeling. It replaces the feature ideas of $k$-mer distribution of BiMeta [2], and the probabilistic sequence signature of MetaProb [1]. Therefore, we will reuse synthetic datasets mentioned in those papers to compare the experimental results with previous methods. Datasets are generated from the Metasim application [32]. Note that MetaSim generates the datasets with an error-permitted Illumina profile (1% error rate). The paired-end reads are approximately 80 bp. The problems $S^*$ are controlled by a wide spectrum of several parameters (number of species, coverage ratio, phylogenetic distance), therefore, they should be more challenging in binning. The problems $L^*$ only have two species (Eubacterium eligens and Lactobacillus amylovorus) with different abundances. More details on the datasets are in Table 1.

4.2 Evaluation Measures

Denote $\{i\}_{i=1}^{\#R}$ be the index set of reads in a dataset $R$. $y_i \in \{1, 2, \cdots , p\}$ is the ground-truth labels (families) for read $i$. Note that $p$ is the number of clusters (and also number of species to be clustered). $T = \{T_1, T_2, \cdots , T_p\}$, in which cluster $T_j$ consists reads which have label $j$, i.e., $T_j = \{r \in R|y_r = j\}$. $C = \{C_1, C_2, \cdots , C_p\}$ denotes a collection of clusters of a dataset, which is the results of the clustering algorithm, and $\hat{y}_i \in \{1, 2, \cdots , p\}$ is the cluster label of $r_i$. $T$ is the ground-truth partitioning, and to each $T_i$ as a partition.

Fig. 4 PV-DM model [6].

Fig. 5 PV-DDBOW model [6].
The clustering validation measures try to capture the extent to which reads from the same partion (species) appear in the same cluster and the extent to which reads from different partitions are grouped in different clusters. These measures rely on the $p \times p$ contingency table $N$ (see Table 2) that is induced by a clustering $C$ and the ground-truth partitioning $T$, defined as follows:

$$N(i, j) = n_{ij} = |C_i \cap T_j|$$

To evaluate methods, we calculate three metrics including precision, recall, and F-measure. These measures are calculated from Table 2 following below formulas.

### Table 1 Short-reads metagenomic datasets (adapted from Refs. [2] and [1]).

| Dataset | No. of species | Phyllogenetic distance | No. of reads (ratio) |
|---------|----------------|------------------------|----------------------|
| S1      | 2              | Species                | 963867 (1:1)         |
| S2      | 2              | Species                | 195339 (1:1)         |
| S3      | 2              | Order                  | 338725 (1:1)         |
| S4      | 4              | Phylum                 | 375302 (1:1)         |
| S5      | 3              | Species and Family     | 325400 (1:1:1)       |
| S6      | 3              | Phylum and Kingdom     | 713388 (3:2:1)       |
| S7      | 5              | Order, Order, Genus, Order | 1653550 (1:1:1:4:4) |
| S8      | 5              | Genus, Order, Order, Order | 456224 (3:5:7:9:11) |
| S9      | 15             | various distances     | 2254168 (1:1:1:1:1:2:2:1:2:3:3:3:3) |
| S10S    | 30             | various distances     | 1500000 (4:4:4:4:4:4:6:6:6:6:6:7:7:7:7:8:8:8:8:9:9:9:9:9:9:9:10:10:10:10:10:10:10) |
| L1      | 2              | Class                  | 176688 (1:1)         |
| L2      | 2              | Class                  | 2595608 (1:2)        |
| L3      | 2              | Class                  | 342348 (1:3)         |
| L4      | 2              | Class                  | 425328 (1:4)         |
| L5      | 2              | Class                  | 508209 (1:5)         |
| L6      | 2              | Class                  | 591089 (1:6)         |

### Table 2 Contingency table of clustering results.

$$\begin{array}{ccccccc}
C_1 & n_{11} & n_{12} & \cdots & n_{1p} \\
C_2 & n_{21} & n_{22} & \cdots & n_{2p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C_p & n_{p1} & n_{p2} & \cdots & n_{pp} \\
\end{array}$$

### 4.3 Experiments

The paper conducts various NLP techniques including LDA, NMF, LSA for topic modeling, and Doc2Vec, BERT for sentence embedding. Details of the processing steps are described in Section 3 and the process diagram is described in Fig. 3. Due to the limitation of processing resources and memory, the hyperparameters in the models of NLP embedding have been changed accordingly.

- With Topic modeling methods, the number of the topic is less than 30 with an iteration count of 200.
- With Doc2Vec method, the experiment is used with parameters including: vector-size = 10, window-size = 5, dm-concat = 0 (If 1, use concatenation of context vectors rather than sum/average), dm = 1 (distributed memory' (PV-DM)), dm-mean = None (use the sum of the context word vectors. If 1, use the mean), dbow-words = 0, epochs = 2, dm-tag-count = 5000 and max-vocab-size = 500
- With BERT method, results obtained from experiments with the parameters: hidden = 128, layer = 4, attr-heads = 4, seq-len = 128, batch-size = 64, epochs = 2.

The experiments results in $F$-measure are shown in Table 3, including results extracted from other papers. Note that BiMeta’s performance is re-evaluated in our experiments for direct comparison. A notable thing in our study is that LDA outperforms on S2-S7 datasets. Noted that LDA is quite classical, which has not been used much in NLP. Our LDA approach also works in a stable manner with datasets $S^*$, which have only 2 species, but various abundance ratios. The performance is also quite stable when

### Table 3 $F$-measure of AbundanceBin, MetaCluster, BiMeta, MetaProb (adapted from [1], [2]), and NLP Embedding methods on short-read datasets.

| Dataset | AbundanceBin | MetaCluster | BiMeta | MetaProb | LDA | NMF | LSA | Doc2vec | BERT |
|---------|--------------|-------------|--------|----------|-----|-----|-----|---------|------|
| S1      | 0.883        | 0.617       | 0.990  | 0.991    | 0.99| 0.88| 0.66| 0.7     | 0.90 |
| S2      | 0.713        | 0.631       | 0.738  | 0.901    | 0.74| 0.65| 0.61| 0.74    | 0.66 |
| S3      | 0.824        | 0.415       | 0.909  | 0.928    | 0.99| 0.92| 0.67| 0.79    | 0.96 |
| S4      | 0.885        | 0.460       | 0.994  | 0.908    | 1.00| 0.94| 0.97| 0.99    | 0.97 |
| S5      | 0.552        | 0.643       | 0.803  | 0.832    | 0.89| 0.60| 0.55| 0.57    | 0.67 |
| S6      | 0.692        | 0.492       | 0.996  | 0.970    | 1.00| 0.94| 0.88| 0.69    | 0.97 |
| S7      | 0.606        | 0.652       | 0.814  | 0.782    | 0.83| 0.56| 0.57| 0.81    | 0.68 |
| S8      | 0.528        | 0.529       | 0.683  | 0.169    | 0.57| 0.46| 0.45| 0.63    | 0.81 |
| S9      | -            | 0.639       | 0.697  | 0.719    | 0.68| 0.34| 0.33| 0.51    | 0.42 |
| S10S    | 0.137        | 0.052       | 0.378  | 0.495    | 0.28| -   | -   | 0.16    | 0.23 |
| L1      | 0.625        | 0.549       | 0.974  | 0.984    | 0.98| 0.87| 0.66| 0.68    | 0.96 |
| L2      | 0.793        | 0.675       | 0.802  | 0.992    | 0.80| 0.89| 0.64| 0.80    | 0.97 |
| L3      | 0.900        | 0.667       | 0.824  | 0.933    | 0.95| 0.91| 0.71| 0.85    | 0.84 |
| L4      | 0.979        | 0.703       | 0.977  | 0.956    | 0.89| 0.94| 0.77| 0.70    | 0.75 |
| L5      | 0.977        | 0.612       | 0.982  | 0.983    | 0.98| 0.92| 0.81| 0.89    | 0.74 |
| L6      | 0.984        | 0.649       | 0.983  | 0.984    | 0.98| 0.94| 0.83| 0.91    | 0.73 |
| Avg     | 0.725        | 0.565       | 0.852  | 0.888    | 0.85| 0.84| 0.72| 0.72    | 0.77 |

Precision = \[
\frac{\sum_{j=1}^{p} \max_{i \in \{1, \ldots, p\}} n_{ij}}{\sum_{j=1}^{p} \sum_{i=1}^{p} n_{ij}}
\]

Recall = \[
\frac{\sum_{i=1}^{p} \max_{j \in \{1, \ldots, p\}} n_{ij}}{\sum_{j=1}^{p} \sum_{i=1}^{p} n_{ij}}
\]

F-measure = \[
\frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]
NMF applied to L*. In our implementation, employing other advanced techniques (e.g., TF-IDF) in LDA and NMF improves their performance. Table 3, overall performance is quite close to MetaProb and comparative with those of BiMeta, and overall NLP techniques are more viable than AbundanceBin, MetaCluster. It is quite interesting that Doc2Vec seems to have between |

| Table 4 | Precision, Recall of NLP embedding methods on short-read datasets. |
|---------|-------------|----------------|-------------|----------------|-------------|
|         | LDA         | Doc2Vec       | BERT        |               |             |
| Dataset | Prec        | Recall        | Prec        | Recall        | Prec        | Recall        |
| S1      | 1.00        | 0.84          | 1.00        | 0.56          | 0.96        | 0.96          |
| S2      | 0.99        | 0.99          | 1.00        | 0.50          | 0.96        | 0.96          |
| S3      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S4      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S5      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S6      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S7      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S8      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S9      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S10      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S11      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S12      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S13      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S14      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S15      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S16      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S17      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S18      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S19      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |
| S20      | 0.99        | 0.99          | 0.99        | 0.49          | 0.97        | 0.97          |

5. Conclusion

The embedding process is one of the key factors affecting the overall performance of unsupervised binning algorithms. The paper proposed a novel framework using NLP techniques for this process. We conducted experiments on various NLP techniques, belonging to topic modeling sentence embedding. The results showed that LDA and NMF of topic modeling worked quite efficiently and achieved good results on simulated short-read datasets. Sentence embedding methods (Doc2Vec and BERT) did not provide better performances than BiMeta and MetaProb. It is mainly because vocabulary and dataset are not large compared with datasets on human languages. However, it is quite encouraged to continue the application of them if more metagenomic datasets are collected and much biological knowledge is used in building feature extraction. Our proposed framework could be useful to exploit further embedding techniques not only in NLP but also by the combination of metagenomic embeddings and NLP embeddings.
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