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ABSTRACT

The phenomenon of spread of a (pathogenic) virus involves many physical variables, and is not amenable to satisfactory analysis via conventional methods. Dimensional Analysis (DA) is singled out as a simple and accessible way that can determine (at least qualitatively) how virus spread is related to seven physical quantities that are thought to influence it. However, classical DA deduces...
four dimensionless products only, none of which incorporates temperature and humidity, despite the obvious relevance of these two meteorological factors. This paper proposes an alternative version of dimensional analysis using a novel irredundant set of three fundamental quantities only. This new DA version produces five dimensionless products, four of which are essentially a replication of the old ones, while the fifth is a novel product that relates both humidity and temperature to other influencing factors. Our novel DA solution is a significant contribution, since it provides a more realistic model for virus spread rate, and it does not ignore any of the essential influencing factors. Such a model might lead to a better understanding of the determinants of spread for the novel coronavirus SARS-CoV-2 that causes the ongoing COVID-19 fatal pandemic.
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1. INTRODUCTION

Dimensional analysis (DA), also called the principle of similitude, is an effective way to analyze a physical phenomenon without explicit knowledge of its governing physical laws, provided we are confident that such laws really exist and apply to the pertinent phenomenon. Dimensional Analysis has a long history extending for several centuries [1,2], but it was almost one century ago that several pioneers, including Buckingham [3,4], Bridgman [5] and many others [6-18] laid the foundation for modern DA. Recently, DA applications have permeated diverse areas of medical disciplines [19-23], in general, and pathogenic research [24-28], in particular. Two recent papers [27,28] utilized Dimensional Analysis to model virus spread rate. The appearance of these papers is timely and opportune, since they constitute the first attempt to make use of DA in exploring the spread of the novel coronavirus (SARS-CoV-2). This virus causes the ongoing COVID-19 fatal pandemic, which is an unprecedented major threat for humanity [29].

The fundamental dimensions used in DA may be freely chosen, but they should be chosen appropriately for the specific problem at hand. Selection of too few fundamental quantities produces excessive ambiguities, and undermines the utilization of the dimensional homogeneity requirement in deriving and verifying formulas and in constructing dimensionless products [15]. Use of too many fundamental quantities causes redundancy and dependencies among the dimensional equations, which deprives the dimensional matrix of the full-rank characteristic [7,10,13,15,28,30,31].

The International System of Units (SI System) uses seven fundamental dimensions plus two supplementary ones. The SI system suffers from few ambiguities such as its assignment of non-distinct designations for torque and energy [15]. Usually, this system is rather convenient for handling typical standard problems of Dimensional Analysis. In many cases, it suffices to use only three to five of its reference dimensions, which constitute a subset of the $MLT\theta$ set, comprising Mass ($M$), Length ($L$), Time ($T$), electric current ($I$), and Temperature ($\theta$). An alternative recently-proposed dimensional system (called the $CLT$ system) uses only three fundamental quantities, and attempts to eliminate redundancy in the $MLT\theta$ system [32]. The $CLT$ system is not superior to (and cannot replace) the $MLT\theta$ system for a wide spectrum of problems, but it might occasionally produce more satisfactory results for a specific class of problems, in which redundancy is not desirable.

This paper addresses the problem of (pathogenic) virus spread rate using techniques of Dimensional Analysis. We explore and criticize the recently-published $MLT\theta$-based DA solution [27] of this problem. We employ the $CLT$ set to find an improved solution for the original problem, which does not ignore any of the variables deemed relevant from the outset. The improved solution essentially adds a new dimensionless product to four other products obtained by the old analysis. This new product accounts reasonably for both humidity and temperature, which were inadvertently ignored by the original analysis.

Throughout this paper, we consider that a sought product $\pi_j$ of a set of physical variables is dimensionless if, and only if, the exponents of these variables are a solution of the set of $p$ homogeneous linear equations (not necessarily linearly independent) in $n$ unknowns, expressed in matrix form as [7,10,13,15,28,30,31]:

$$D\pi = 0,$$

(1)
where \( D \) is the \( p \times n \) dimensional matrix. This matrix has \( p \) rows which represent the adopted fundamental reference dimensions or elements of the dimensional basis, and \( n \) columns, which denote the variable exponents in the sought dimensionless product or, with a gross (albeit common and appealing) abuse of notation, designate the physical variables themselves. We will designate a column twice: (a) by the correct exponent notation, and (b) by the common variable notation. A typical entry of this matrix is the exponent to which a reference dimension (row) is raised in the dimensional product formula representing the particular variable (column). The vector \( z \) comprises the \( n \) variable exponents in the sought dimensionless product, which are unknown constants, yet to be inter-related (partially determined). The Gauss-Jordan algorithm [28,33] achieves the purpose of inter-relating the exponents by applying elementary row operations that transform the matrix \( D \) into a reduced row echelon form (RREF), as shown in forthcoming Tables 1, 2, and 4. The vector of indices \( z \) is not written as a column vector to the right of the dimensional matrix as suggested by Eq. (1), but is written (in a non-conventional way) as a row vector on top of it [28,30,31,34]. In addition, the equality sign in Eq. (1) is omitted and implicitly understood, while the zero vector in the R.H.S. of Eq. (1) is added as an extra vector for \( D \) resulting in an augmented matrix, to whose entire rows we apply the same elementary row operations. Such operations are explained by assignment operations written in the leftmost column, where \( E_{i}^{(k)} \) denotes the equation of row \( i \) at stage or tableau \( k \). Further information about the Gauss-Jordan algorithm might be found in standard texts on numerical analysis [33], and its application in DA problems is exposed and demonstrated in several recent papers [28,30,31] and in some references therein. The reader might also consult Appendix A for a scalar interpretation of our matrix solution.

The remainder of this paper is structured as follows. Section 2 introduces the irredundant CLT dimensional basis, while Section 3 compares it to the standard MLTI0 basis. Sections 4 and 5 solve the problem of virus spread rate, first via the MLTI0 basis and then via the CLT basis. Detailed discussions are given in these two sections to compare the DA solutions to the current observations about the meteorological factors influencing the spread rate of coronaviruses. Section 6 exposes the most important limitations ascribed (correctly or incorrectly) to Dimensional Analysis in general, stresses those limitations that apply to the current work, and points out potential ways to mitigate such limitations. Section 7 concludes the paper. The paper is also supplemented with an appendix that presents a scalar formulation and solution of the main DA problem.

2. THE IRREDUNDANT CLT DIMENSIONAL BASIS

Dimensional Analysis is mostly based on the use of the redundant MLTI0 multidimensional system [15,28]. An alternative system using only three fundamental dimensions is the CLT system, where \( C \) stands for ‘Chakr,’ a transliteration of the Hindi word for wheel [32]. If an arbitrary physical quantity \( Q \) is expressed in the MLTI0 and CLT bases by the vectors of indices \( r = [ r_1 \ r_2 \ r_3 \ r_4 \ r_5 ]^T \) and \( R = [ R_1 \ R_2 \ R_3 ]^T \). Hence, the dimension \( [Q] \) of \( Q \) is given by [32]

\[
[Q] = M^{n_1} L^{r_2} T^{r_3} = (C L^{-3} T^3)^{n_1} L^{r_2} T^{r_3} = (C^{0.5} L^2 T^{-1} )^{n_1} (C L^{-1} T)^{r_2} \text{ } (C L^{-1} T)^{r_3}.
\]

Consequently, the various \( R \) indices are related to the \( r \) indices by

\[
R_1 = r_1 + 0.5 \ r_4 + r_5, \quad R_2 = -3 r_1 + r_2 + 2 r_4 - r_5, \quad R_3 = 3 r_1 + r_3 - r_4 + r_5.
\]

Hence, the vectors of indices are related by the transformation \( R = T r \), or explicitly as

\[
\begin{bmatrix}
R_1 \\
R_2 \\
R_3
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0.5 & 1 \\
-3 & 1 & 0 & 2 & -1 \\
3 & 0 & 1 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
r_1 \\
r_2 \\
r_3
\end{bmatrix}.
\]

The five vectors comprising the \( 3 \times 5 \) transformation matrix \( T \) are the vectors of exponents for the variables \( M, L, T, I, \) and \( \theta \) in the CLT basis. For example, if \( Q = M \) then \( r = [1 \ 0 \ 0 \ 0 \ 0]^T \) and \( R = [1 \ -3 \ 3]^T \), i.e., \( M = C L^{-3} T^3 \). The CLT basis has many important features, including the following ones [32], which might be viewed as advantages only in certain favorable situations:

1. Mass is defined as a derived quantity (\( CT^3 \)) per unit volume, in agreement with the observation that any particle of non-zero mass is of non-zero volume also.
2. The dimensions of permittivity, permeability, and impedance do not include a Mass element, but solely depend
on Length and Time. This makes sense for free-space quantities.

3. Temperature and energy have the same dimensions, and Boltzmann constant is dimensionless.

Feature 3 above is the real cause of the anticipated success of the CLT -based dimensional analysis in assessing the virus spread rate. In fact, if the MLTI is arbitrarily endowed with this feature, it can be made to achieve a similar success and attain the same result [28]. However, this same feature might be detrimental in other situations, in which irredundancy is a shortcoming rather than a merit. For example, consider MLTI-based and CLT-based DA derivation of the physical relation between energy, temperature, and Boltzmann constant. The MLTI-based solution elegantly and exactly obtains the correct relation (up to an arbitrary proportionality constant), while the CLT-based solution fails to identify this relation explicitly as it obtains two dimensionless products, which cannot be related solely by DA means.

3. A COMPARISON BETWEEN THE MLTI and CLT DIMENSIONAL BASES

As stated earlier, any sought product \( \pi_j \) of a set of physical variables is dimensionless if, and only if, the exponents of these variables are a solution of (1), which constitutes a set of \( p \) homogeneous linear equations in \( n \) unknowns. The \( p \times n \) dimensional matrix \( D \) in (1) has \( p \) rows, which represent the adopted fundamental reference dimensions \( \sigma = 5 (\text{MLTI}) \) or \( 3 (\text{CLT}) \), and \( n \) columns, which denote the variable exponents in \( \pi_j \). The \( 3 \times 5 \) transformation matrix \( T \) that appears in (2) can be left multiplied with the MLTI-based \( 5 \times n \) dimensional matrix to produce the CLT-based \( 3 \times n \) dimensional matrix. We reiterate that we will designate a column by both the corresponding exponent and the corresponding variable.

We will now solve a standard DA problem using each of the afore-mentioned two bases. Our purpose is to demonstrate the steps of the modern DA matrix method [15,28,30,31] and to show the equivalence and subtle differences between solutions in terms of the two different bases. Consider the situation of an infinite straight wire carrying a constant current \( I \) placed in a medium of permeability \( \mu \) perpendicular to a uniform magnetic field of intensity \( H \) and flux density \( B \). The force per unit length \( F \) affecting the wire is required, and hence the variable \( F \) that must be a regime variable is placed last in a proposed dimensionless product \( \pi = k \mu^m H^b I^l B^c F^f \), where \( k \) is a dimensionless constant, and no temperature dimension is involved. Tables 1 and 2 demonstrate the Gauss-Jordan procedure [28,30,31] for solving this problem in the MLTI and CLT dimensional bases, respectively. The same final solution is obtained in both tables. However, the MLTI-based solution is obviously more efficient, has fewer tableaus and simpler numbers, and hence it is less error prone than the CLT-based solution. The Gauss-Jordan procedure detects redundancy in the MLTI-based dimensional matrix, as it creates an

| Table 1. The Gauss-Jordan procedure for determining the force per unit length exerted on an infinite wire in a uniform magnetic field using the MLTI basis |
|-----------------|-------|-------|-------|-------|-------|-------|
|                | \( m \) | \( h \) | \( i \) | \( b \) | \( f \) | \( F \) |
| \( E_1^{(0)} \) | 1     | 0     | 0     | 1     | 1     | 0     |
| \( E_2^{(0)} \) | 1     | -1    | 0     | 0     | 0     | 0     |
| \( E_3^{(0)} \) | -2    | 0     | 0     | -2    | -2    | 0     |
| \( E_4^{(0)} \) | -2    | 1     | 1     | -1    | 0     | 0     |
| \( E_1^{(1)} \) | 1     | 0     | 0     | 1     | 1     | 0     |
| \( E_2^{(1)} \) | 0     | -1    | 0     | -1    | -1    | 0     |
| \( E_3^{(1)} \) | 0     | 0     | 0     | 0     | 0     | 0     |
| \( E_4^{(1)} \) | 0     | 1     | 1     | 1     | 2     | 0     |
| \( E_1^{(2)} \) | 1     | 0     | 0     | 1     | 1     | 0     |
| \( E_2^{(2)} \) | 0     | 1     | 0     | 1     | 1     | 0     |
| \( E_3^{(2)} \) | 0     | 0     | 1     | 0     | 1     | 0     |
| \( \pi_1 \)    | -1    | -1    | 0     | 1     | 0     |       |
| \( \pi_2 \)    | -1    | -1    | -1    | 0     | 1     |       |
Table 2. The Gauss-Jordan procedure for determining the force per unit length exerted on an infinite wire in a uniform magnetic field using the CLT basis

|   | m | h | i | b | f |
|---|---|---|---|---|---|
| $E_1^{(0)}$ | -6 | 1 | 2 | -5 | -3 |
| $E_2^{(0)}$ | 3 | 0 | -0.5 | 3 | 2.5 |
| $E_3^{(0)}$ | -3 | 0 | 1 | -3 | -2 |
| $E_1^{(1)}$ | -3 | 0 | 1 | -3 | -2 |
| $E_2^{(1)}$ | 1 | 0 | 1 | 1 |
| $E_3^{(1)}$ | 0 | 0 | 1 | 0 |

all-0 row in the second tableau of Table 1 (that we conveniently delete in subsequent tableaus). The CLT-based solution does not encounter a row whose entries are all 0. Therefore, each of the $MLT1$-based and CLT-based matrices has a rank $r$ of 3, and a defect $(n-r)$ of 2. At the last stage of each solution, the $p \times n$ dimensional matrix $B$ becomes an $r \times n$ matrix that is partitioned into an $r \times r$ unit matrix and an $(n-r) \times (n-r)$ unit matrix. The $(n-r) = 2$ rows of $K$ depict a complete set of the dimensionless products as shown at the bottom of each of Tables 1 or 2. These are: $\pi_1 = B/\mu H$ and $\pi_2 = F/\mu HI$, which constitute a complete set of dimensionless products. It is known (outside the scope of dimensional analysis) that each of these two products is a constant equal to 1, and hence $B = \mu H$ and $F = \mu HI = BI$. 

4. DERIVATION OF THE VIRUS SPREAD RATE VIA THE $MLT1\theta$ DIMENSIONAL BASIS

Contreras et al. [27] utilized DA to derive all dimensionless products involving the eight quantities considered in Table 3. These quantities include the required output (virus spread rate) besides seven determining or influencing variables. The selection of these eight quantities is based on detailed plausible reasoning reported in [27], and they apparently satisfy the conditions of the Buckingham Pi Theorem [3,15,30]. Since none of these eight quantities is of electromagnetic nature, the $MLT1\theta$ dimensional basis is conveniently replaced in [27] by a non-electromagnetic subset of it, the $MLT1\theta$ basis. Each dimensionless product of the set of eight quantities in Table 3 is now expressed in the product form

$$\pi = k \ H^a \ P_r^b \ c_a^c \ \theta^d \ V_p^e \ C_e^f \ E_f^g \ I_p^h,$$

where $k$ is a dimensionless constant, while $a, b, c, d, e, f, g,$ and $h$ are unknown exponents to be inter-related. Employing classical determinant-based DA techniques, Contreras et al. [27] proved that $\pi$ is given by

$$\pi = k \ (V_p P_r^2/c_a)^r \ (C_e c_a/P_r^3)^s \ (E_f P_r^2)^t \ (I_p)^u,$$

where $\pi_1 = V_p P_r^2/c_a$, $\pi_2 = C_e c_a/P_r^3$, $\pi_3 = E_f P_r^2$, and $\pi_4 = I_p$ constitute a complete set of dimensional products [28]. According to Buckingham Pi theorem, these products satisfy:

$$\Phi(\pi_1, \pi_2, \pi_3, \pi_4) = 0.$$

The virus spread rate $V_p$ can be mathematically modeled by expressing its regime $\pi_1$ as an arbitrary function $\Psi$ (to be determined experimentally) of the other three regimes, namely

$$\pi_1 = \Psi(\pi_2, \pi_3, \pi_4),$$

or explicitly as

$$V_p = (c_a / P_r^2) \ \Psi ((C_e c_a / P_r^3), E_f P_r^2, I_p).$$
Table 3. Symbols, units and dimensions of eight variables for virus transmission speed

| No | Variable                        | Symbol | \(MLT\theta\) dimensions | CLT dimensions |
|----|---------------------------------|--------|---------------------------|---------------|
| 1  | Absolute air humidity           | \(H\)  | \(M^1 L^{-3} T^0 \theta^0\) | \(C^1 L^{-6} T^3\) |
| 2  | Precipitation (rainfall)        | \(P_r\) | \(M^0 L^1 T^0 \theta^0\)  | \(C^0 L^1 T^0\) |
| 3  | Airflow (air current related to | \(c_a\) | \(M^0 L^3 T^{-1} \theta^0\) | \(C^0 L^0 T^{-1}\) |
| 4  | Ambient temperature             | \(\theta\) | \(M^0 L^0 T^0 \theta^1\)  | \(C^1 L^{-1} T^1\) |
| 5  | Virus spread rate               | \(V_p\) | \(M^0 L^1 T^{-1} \theta^0\) | \(C^0 L^1 T^{-1}\) |
| 6  | Period of seasonal changes in   | \(C_e\) | \(M^0 L^0 T^1 \theta^0\)  | \(C^0 L^3 T^{-1}\) |
|    | behavior                        |        |                           |               |
| 7  | Population area density         | \(E_{fs}\) | \(M^0 L^{-2} T^0 \theta^0\) | \(C^0 L^{-2} T^0\) |
| 8  | Pre-existing immunity           | \(I_p\) | \(M^0 L^0 T^0 \theta^0\)  | \(C^0 L^0 T^0\) |

Contreras et al. [27] recognized that the parameters of temperature and humidity fail to appear in their model, and claimed that this does not mean that these parameters are "not relevant in reality, but that they could be less important with respect to the rest of the parameters chosen in the system under study." We stress that these two parameters are relevant in reality, but we totally disagree with the assertion that they are definitely of less importance compared with the remaining parameters used. It is no surprise that \(MLT\theta\)-based analysis fails to find a role for temperature (being the only variable in the model with a \(\theta\) dimension) or for humidity (being the only variable in the model with an \(M\) dimension). By contrast, CLT-based analysis can recognize or capture the anticipated relevance of both temperature and humidity.

We stress that most papers surveyed stress that both temperature and humidity are of some relevance (that cannot be neglected) to the spread rate for coronaviruses, in general (and for the novel coronavirus, in particular) [38-49]. A notable exception to the general trend in the papers surveyed is the work of Jamil et al. [50], who tested the hypothesis that COVID-19 spread is temperature-dependent using data derived from nations across the world and provinces in China, and found no evidence of a pattern between spread rates and ambient temperature, suggesting that the SARS-CoV-2 is unlikely to behave as a seasonal respiratory virus. Abdollahi and Rahbaralam [51] found that there is a moderate inverse correlation between temperature and the daily number of infections. Briz-Redón and Serrano-Aroca [52] suggest that ‘the disparate findings reported seem to indicate that the estimated impact of hot weather on the transmission risk is not large enough to control the pandemic.’

5. DERIVATION OF THE VIRUS SPREAD RATE VIA THE CLT DIMENSIONAL BASIS

Table 4 displays the stages of the procedure of Gauss-Jordan elimination for solving the problem of the virus spread rate in the CLT dimensional basis, and its bottom is a matrix representation of the dimensionless products obtained for this problem [15,28], which turn out to be five rather than four in the present case. The general expression for a dimensionless product \(\pi\) is now given by

\[
\pi = k \left( \theta \frac{C_e}{C} \frac{P_r}{P} \right)^d \left( \frac{V_p}{C_c} \right)^e \left( \frac{E_{fs}}{Pr} \right)^f \left( \frac{IPh}{Pr} \right)^g = k \pi_0 d \pi_1 e \pi_2 f \pi_3 g \pi_4 h,
\]

(7)

where \(\pi_0 = \theta C_e C / P r^2 H\), \(\pi_1 = V_p C_c / P r\), \(\pi_2 = C_c C_{0a} / P r^3\), \(\pi_3 = E_{fs} P_r^2\), and \(\pi_4 = I_p\). These constitute a new complete set of dimensional products. This new set has an extra totally new product \(\pi_0\), and it retains (exactly) three of the products in Section 4 (\(\pi_2, \pi_3,\) and \(\pi_4\)). It has a dimensionless product \(\pi_1\) that can be obtained as a composite product of the original set \((\pi_1) = \pi_1 \pi_2\), and again serves as a regime for the variable of interest \(V_p\). According to Buckingham Pi Theorem, these dimensionless products satisfy:

\[
\phi^{(n)} (\pi_0, \pi_1, \pi_2, \pi_3, \pi_4) = 0.
\]

(8)

The virus spread rate \(V_p\) can be modeled by expressing its regime \(\pi_1\) as an arbitrary function \(\psi^{(n)}\) (to be determined experimentally) of the other four regimes, namely

\[
\pi_1 = \psi^{(n)} (\pi_0, \pi_2, \pi_3, \pi_4).
\]

(9)
than the earlier one, but it cannot be deemed to be the present model looks definitely more satisfactory since it fails to capture all essential features. The competition according to Occam’s razor [53] indicates that the model in [27] is simply out of this table.

We stress that the model in [27] is simply out of the realm of this relevance (together with its being of limited or secondary nature only) seems to be in line with the reported disparity among the cited references [38-52]. Qualitative reasoning [30,35-37] show that, according to (9a), temperature and humidity have opposing influences on virus spread rate. In fact, the virus spread rate is invariant to the ratio of temperature to humidity according to (9a). This finding might be changed if Table 3 is found to be a non-exhaustive one, i.e., if pathogenic researchers can ascertain that some pertinent physical variables are missing in this table.

We stress that the model in [27] is simply out of competition according to Occam’s razor [53-56] since it fails to capture all essential features. The present model looks definitely more satisfactory than the earlier one, but it cannot be deemed totally acceptable until it can be shown to encompass all relevant influencing variables, and moreover to fit ample experimental observations. We have started working on that issue by surveying published data about the determinants of virus spread rate. Obviously, such data is expected to be species-specific, and though several types of viruses have caused serious diseases, epidemics, and pandemics lately, we are more interested herein in studying the novel coronavirus that causes the ongoing COVID-19 fatal pandemic.

6. ON LIMITATIONS OF DIMENSIONAL ANALYSIS

Utilization of Dimensional Analysis in the scientific literature has been undermined due to its genuine limitations, as well as due to many past and present fallacious misconceptions about it. In the following, we discuss the most important limitations ascribed (correctly or incorrectly) to Dimensional Analysis in general [1,15,28,30,57]. We stress those limitations that apply to our current work, and point out ways, if any, that serve to mitigate such limitations.

- Dimensional Analysis might only lead to preliminary or first-cut understanding of the solution of a physical problem. It might yield information about the number of variables that are necessary to describe such a problem, and it can reduce the number of variables, which were initially supposed (without confirming full evidence) to influence a given physical problem. However, DA does not serve as a totally-independent and complete method in many situations. Therefore, it should be

| Table 4. Gauss-Jordan elimination for the virus spread problem in the CLT basis |
|---------------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                                | a   | b   | c   | d   | e   | f   | g   | h   |
|--------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| $E_1^{(0)}$                     | 1   | 0   | 0   | 1   | 0   | 0   | 0   | 0   |
| $E_2^{(0)}$                     | -6  | 1   | 0   | -1  | 1   | 3   | -2  | 0   |
| $E_3^{(0)}$                     | 3   | 0   | 1   | 1   | -1  | -1  | 0   | 0   |
| $E_1^{(1)} \leftarrow E_1^{(0)}$| 1   | 0   | 0   | 1   | 0   | 0   | 0   | 0   |
| $E_2^{(1)} \leftarrow E_2^{(0)} + 6 E_1^{(0)}$ | 0   | 1   | 0   | 5   | 1   | 3   | -2  | 0   |
| $E_3^{(1)} \leftarrow E_3^{(0)} - 3 E_1^{(0)}$ | 0   | 0   | 1   | -2  | -1  | -1  | 0   | 0   |
| $\pi_0$                         | -1  | -5  | 2   | 1   | 0   | 0   | 0   | 0   |
| $\pi_1^{(n)}$                   | 0   | -1  | 1   | 0   | 1   | 0   | 0   | 0   |
| $\pi_2$                         | 0   | -3  | 1   | 0   | 0   | 1   | 0   | 0   |
| $\pi_3$                         | 0   | 2   | 0   | 0   | 0   | 0   | 1   | 0   |
| $\pi_4$                         | 0   | 0   | 0   | 0   | 0   | 0   | 0   | 1   |

This arbitrary function can be written as a quadruply infinite series comprising terms of the general monomial form $k_{qrst} \pi_0^q \pi_1^r \pi_2^s \pi_3^t \pi_4^t$ where $q, r, s,$ and $t$ take all possible positive, zero, or negative values. Equation (9) might be written explicitly as

$$V_p = (P_r / C_e) \psi^{(n)} ((\theta C_e^2 / P_r^5 H), (C_e c_a / P_r^3), E_{fs} P_r^2, I_p).$$

The new model for the virus spread rate $V_p$ in (9a) retains most of the features of the earlier model in [27] (reproduced in (6a)), but it reasonably accounts for the two parameters of temperature $\theta$ and humidity $H$, which were inadvertently excluded in [27]. Equation (9a), however stresses that temperature and humidity are of secondary relevance to the virus spread rate, since they are inter-regime influences, rather than intra-regime ones. The very existence of this relevance (together with its being of limited or secondary nature only) seems to be in line with the reported disparity among the cited references [38-52]. Qualitative reasoning [30,35-37] show that, according to (9a), temperature and humidity have opposing influences on virus spread rate. In fact, the virus spread rate is invariant to the ratio of temperature to humidity according to (9a). This finding might be changed if Table 3 is found to be a non-exhaustive one, i.e., if pathogenic researchers can ascertain that some pertinent physical variables are missing in this table.
used carefully and appropriately, with assistance prudently sought from sources outside its scope. For example, our current DA solution is just an initial attempt that might be improved through the incorporation of more influencing variables. This solution is to be checked, partially modified or even totally abandoned through extensive experimentation. In any case, this solution might be credited for setting the stage for potentially-fruitful future experiments or measurements.

The initial consideration of the explored problem is a task assigned to the unaided researcher and is out of the scope of DA, which obviously cannot invent variables and can only deal with the variables supplied to it [1,28]. As with any method of analysis, DA depends on being furnished at the outset with all the physical explanatory variables affecting the situation. If one fails to include an important effect, the model will attempt to compensate but it cannot replace real genuine knowledge. We will always need some understanding of the effects that are in operation. Note that over-specification might not be as harmful as under-specification. An incomplete set of independent quantities (basis (influencing) and regime (influenced) ones) may effectively destroy the analysis. In fact, a single error of variable omission might be catastrophically detrimental to the analysis [57]. Superfluous independent variables never destroy the analysis, but they rob it of its power and complicate the result unnecessarily. Theoretically, every superfluous independent variable (included in the set of independent variables) inadvertently augments the DA solution with a superfluous dimensionless product [57]. However, such a superfluous product might be eliminated (but only after due payment in extra effort caused by initial lack of insight) if there exists a broad range of conditions where the superfluous product has no appreciable effect on the regime variable of interest. For our current DA analysis, we cannot rule out the possibility of under-specification, over-specification, or a mixture thereof. In the case of under-specification, the present DA is expected to be still reasonably explanatory with only some secondary effects missing. A case of over-specification is likely to be fixed via experimentation. Sonin [57] asserts that “completeness in the set of independent variables is not an absolute matter, but depends on how we choose to circumscribe the problem.” For our current problem, scientific experience was utilized [27,28] to argue that the regime variable of virus spread rate should be influenced by a set of seven other variables such that the eight variables together form a complete set of independent variables. Then, the following question is posed: Assuming tentatively that this argument is correct, what does Dimensional Analysis tell us?

Dimensional Analysis is ‘most useful in areas in which knowledge is developing through an intermediate stage at which the basic laws are already known, but there is still a lack of powerful methods of solution [1].’ It should not be applied to situations in which even the physical laws involved are totally unknown, i.e., such that one cannot secure the condition necessitated by Buckingham Pi Theorem as a pre-requisite of the validity of its result [30]. It seems safe to assert that DA is applicable in our current problem [27,28]. Dimensional Analysis does not usually indicate whether important physical quantities or variables are missing from a proposed solution, and hence it cannot tell whether the correct set of physical variables is the one used. It is only when inconsistencies occur, that DA might give us a clue that something important has been omitted. Therefore, it might be advisable to include as many variables as possible in the dimensional analysis process. Such advice is really prudent, since over-specification (in contrast to under-specification) is neither catastrophic nor really irreversible.

Dimensional Analysis can be applied only to systems involving physical quantities, several dimensions, and with positive, continuous variables. It does not constitute a complete mathematical analysis that provides numerical values. These have to be determined externally by experimentation, regression or data analysis, once DA modeling has been completed. Dimensional Analysis always needs to be supplemented or aided by other techniques, or, occasionally, by educated guessing or even by brilliant insight. This is certainly the case in the
present DA problem, for which ample and non-controversial data is still being collected.

- Dimensional Analysis naturally seeks a complete set of dimensionless products for the problem under consideration. This is a set in which products are independent of one another, and such that any product (of some of the original dimensional variables) that does not belong to the set, can be expressed as a product of powers of the dimensionless products of the set. A DA limitation is that a complete set of dimensionless products is not unique. In fact, there are many sets that can play the role of a complete set, according to the way of partitioning variables to basis and regime variables. To limit the number of such sets in our present problem, we considered only a complete set that uses the variable of virus spread rate as a regime variable. It is also possible to enumerate all similar sets [30,31].

- Contrary to widespread belief (as evidenced by statements in a huge number of Internet sites), DA is capable of handling arbitrary functions (such as the ones in (8) and (9)), which might be even be transcendental functions (such as sinusoidal, hyperbolic, logarithmic, and exponential functions). However, it is outside the scope of DA to guess the nature of such functions or to do curve fitting for determining their parameter. It is true that DA-derivation of models involving transcendental functions is quite difficult, but it is not totally impossible. A case in point is the derivation by Middendorf [10] of the exponential relaxation curve of the transient electric current in an RC-circuit. Admittedly, such a derivation is highly dependent on the expertise of the researcher and on his ability to make some educated guess about the nature of the pertinent function.

7. CONCLUSIONS

This paper addressed the problem of (pathogenic) virus spread rate using DA techniques. The DA solution of this problem might contribute to a better understanding of the determinants of spread for the novel coronavirus that causes the ongoing COVID-19 fatal pandemic. We explored a solution of this DA problem that has been recently published and criticized the model obtained. We employed a recently proposed irredundant dimensional set to find an improved and novel solution that did not ignore any of the variables deemed relevant from the outset.

Future work might be suggested in a variety of possible directions. An immediate sequel of the present work might cast equation (9a) in an explicit form by using curve fitting to experimental data [58-60]. Another direction of research is to apply Dimensional Analysis in epidemiological studies that mainly involve differential equations [61-65] and to the transmission or spread of pathogenic viruses (other than the present coronavirus one) such as the human immunodeficiency virus (HIV) [66], influenza virus [67], dengue virus [68], hepatitis C virus [69], Zika virus [70] and yellow fever virus [71]. Other interesting areas of research involve the comparison of the spread of pathogenic viruses and computer viruses [72-74] and supporting pathogenic research with other engineering tools such as the Karnaugh map [75] and probabilistic methods [76-81].
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Appendix A. Scalar DA Solution

This appendix provides a scalar formulation and interpretation for our present DA matrix solution, as a help to understanding and appreciating the all-matrix treatment via the modern approach given in the main text. First, we express each dimensionless product of the set of eight quantities in Table 3 in the form

\[ \pi = k \ H^a \ p_r^b \ c_a^c \ \theta^d \ v_p^e \ c_e^f \ \theta_s^g \ l_p^h, \]  

(A1)

where \( k \) is a dimensionless constant, while \( a, b, c, d, e, f, g, \) and \( h \) are exponents yet to be partially determined or inter-related. If we denote by \([x]\) the dimension of the quantity \( x \), we note that \([\pi] = [k] = 1\), where

\[
[x] = (C \ L^{-6} \ T^3)^a (L^b) (L^3 \ T^{-1})^c (C \ L^{-1} \ T)^d (L \ T^{-1})^e (T)^f (L^{-2})^g \ (1)^h, 
\]

(A2)

or, equivalently

\[
C^0 \ L^0 \ T^0 = C^{a+d} L^{-6a+b+3c-d+e-2g} \ T^{3a-c+d-e+f}. 
\]

(A3)

The product \( \pi \) is dimensionless if

\[
a + d = 0, \tag{A4a}
\]

\[
-6a + b + 3c - d + e - 2g = 0, \tag{A4b}
\]

\[
3a - c + d - e + f = 0. \tag{A4c}
\]

In Equations (A4) we have eight unknowns (exponents \( a, b, c, d, e, f, g, \) and \( h \)), but only three conditions (equations). It will be seen shortly that these equations are linearly independent, i.e., the dimensional matrix derived from them has a full rank of three. Thus, we might determine only three dependent exponents out of the eight exponents, supposedly in terms of the remaining five independent exponents. There are \( \binom{8}{3} = 56 \) ways for choosing 3 objects out of 8 (with neither order nor repetition). Following the choice we made in Table 4, we take \( a, b \) and \( f \) as dependent exponents (basis variables), leaving the role of independent exponents (regime variables) to \( c, d, e, g \) and \( h \).
Table 4 lists Equations (A4) in a dimensional-matrix form and then applies Gauss-Jordan elimination by performing elementary row operations to produce a 3 by 3 unit matrix under the symbols $a, b$ and $f$. In Table 4, the dimensional matrix is supposed to be multiplied by a vector of indices, and the result is equated to a zero vector, i.e., Equations (A4) are rewritten as a single matrix equation in (A5), with unknowns rearranged as in Table 4

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
-6 & 1 & 0 & -1 & 1 & 3 & -2 \\
3 & 0 & 1 & 1 & -1 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
f \\
c \\
d \\
e \\
g \\
h
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\]  

(A5)

Matrix equation (A5) does not only have an awkward and ugly appearance, but it is also inconvenient to read, as it necessitates a 90-degree rotation of the exponent vector to make it coincide with each row of the matrix. Table 4 does not write the vector of indices as a column vector to the right of the dimensional matrix as in Eq. (A5), but writes it as a row vector on top of it [28,30,31,34]. It also omits the equality sign in Eq. (A5) and adds the zero vector in the R.H.S. of Eq. (A5) as an extra vector for the dimensional matrix resulting in an augmented matrix. Now, elementary row operations (solution-preserving operations) are applied to the whole rows of the augmented matrix, and are depicted by the labels to the left of the matrix. We note that we have justified our pre-supposition that the dimensional matrix is of full rank (rank three). The justification stems from the observation that the Gauss-Jordan procedure was completed in Table 4 without creating an all-0 row. The final result of Table 4 rewrites equations (A4) as

\begin{align*}
a + d &= 0, & (A6a) \\
b + 5d + e + 3c - 2g &= 0, & (A6b) \\
f - 2d - e - c &= 0. & (A6c)
\end{align*}

and hence it expresses each of the unknown eight indices in terms of the last five of them ($c, d, e, g$ and $h$), thereby leading to the final result of (7) in the main text.