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Abstract

In quantum field theory, a consistent prescription to define and deform integration contours in the complex energy plane is needed to evaluate loop integrals and compute scattering amplitudes. In some nonlocal field theories, including string field theory, interaction vertices contain transcendental functions of momenta that can diverge along certain complex directions, thus making it impossible to use standard techniques, such as Wick rotation, to perform loop integrals. The aim of this paper is to investigate the viability of several contour prescriptions in the presence of nonlocal vertices. We consider three “different” prescriptions, and establish their (in)equivalence in local and nonlocal theories. In particular, we prove that all these prescriptions turn out to be equivalent in standard local theories, while this is not the case for nonlocal theories where amplitudes must be defined first in Euclidean space, and then analytically continued to Minkowski. We work at one-loop level and focus on the bubble diagram. In addition to proving general results for a large class of nonlocal theories, we show explicit calculations in a string-inspired nonlocal scalar model.
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1 Introduction

In perturbative quantum field theory several techniques are required to evaluate loop integrals and compute scattering amplitudes consistently with analyticity and unitarity. Some of the analyticity properties of an amplitude can be linked to physical observables through the condition of unitarity (i.e. optical theorem), for instance discontinuities (branch cuts) are physically related to decay rates and cross sections. Therefore, when calculating loop integrals it is crucial to prescribe the correct rules for the deformation of an integration contour in the complex energy plane in order to circumvent poles and pinchings.

In standard theories, interaction vertices are local (i.e. polynomials in momenta), thus loop integrands that are made of products of propagators and vertices usually converge to zero in the limit of large loop momenta, e.g. \(|k^0| \to \infty\) where \(|k^0|\) is the modulus of the loop energy. It is this property that allows the use of several techniques for the deformation of a contour in the complex energy plane and the evaluation of loop integrals; for instance, the Cauchy theorem applied to infinite-radius semicircles and the Wick rotation. However, if the starting bare Lagrangian contains nonlocal (non-polynomial) differential operators, standard properties may fail to be valid and the usual methods to compute loop integrals cannot be applied.

An example characterized by nonlocal vertices is string field theory [1–7]: a nonlocal quantum field theory whose Feynman rules can be shown to reproduce the same expressions of the perturbative amplitudes computed in the world-sheet approach. In string field theory the interaction among strings is described via vertices containing transcendental functions of the momenta of the following type:

\[ V(k_1, \ldots, k_n) \sim e^{\sum_{i,j=1}^n \alpha_{ij} k_i \cdot k_j}, \]

where \(\alpha_{ij}\) are constant coefficients. The simplest case is the Witten three-vertex for the open tachyon [1–4] whose interaction potential is given by \(V(\phi) \sim (e^{\alpha \Box} \phi)^3\), or in momentum space \(V(k_1, k_2, k_3) \sim e^{-\alpha (k_1^2 + k_2^2 + k_3^2)}\), \(\alpha\) being a positive constant. Another example is given by \(p\)-adic string [8–12] that provides an effective tree-level Lagrangian description of the Veneziano amplitude; in this case the operator \(e^{-\alpha \Box}\) appears in the kinetic term.

More general Lagrangians containing similar nonlocal operators were analysed even before string theory in Ref. [13–18] (see also references therein) to achieve finiteness of loop integrals, and more recently intensive investigations have been made for both matter and gravity sectors [19–27], especially in relation to the problem of ghosts and renormalizability in higher-derivative theories of gravity [28–39].

A generic nonlocal scalar Lagrangian reads [23,25]

\[ \mathcal{L} = \frac{1}{2} \phi(\Box - m^2) \phi - V(\phi), \quad \bar{\phi} = e^{-\frac{1}{2} \gamma(-\Box)} \phi, \]

Throughout this work we work with the mostly positive convention for the metric signature, \(\eta = \text{diag}(-1, +1, +1, +1)\), and adopt natural units, \(\hbar = 1 = c\). With these conventions the d’Alembertian operator is defined as \(\Box = \partial_\mu \partial^\mu = -\partial^2_t + \nabla^2\), \(\nabla^2 = \partial_i \partial^i\) being the Laplacian operator.
where $m$ is a mass parameter, and $\gamma(z)$ is required to be an entire function of $z = -\Box$ in order to avoid additional degrees of freedom other than the one corresponding to $\Box = m^2$. Since the operator $e^{\gamma(-\Box)}$ is invertible one can make the field redefinition $\phi = e^{\frac{1}{2}\gamma(-\Box)}\tilde{\phi}$ and, after integrating by parts, the above Lagrangian can be written in the following equivalent form:

$$L = \frac{1}{2}\tilde{\phi}e^{\gamma(-\Box)}(\Box - m^2)\tilde{\phi} - V(\phi).$$

(3)

It is clear that as long as $\gamma(-\Box)$ is an entire function the propagator does not have any additional poles despite the presence of higher (infinite) order derivatives.

The transcendental operators can make loop integrals convergent in the ultraviolet regime but, at the same time, the integrands can diverge along some complex direction because $|e^{-\gamma(k^2)}| \to \infty$ in the limit $|k^0| \to \infty$ and for some angle $\vartheta$ of the complex loop energy $k^0 = |k^0|e^{i\vartheta}$. Thus, any integration contour that extends to infinity in the complex plane would give a divergent contribution to a loop integral. This means that standard techniques such as the Wick rotation, or usual choices of contours with semi-circles of infinite radius, are not viable for the type of nonlocal theories introduced above.

To overcome these difficulties in the context of string field theory, Pius and Sen [6] introduced a new prescription to define and deform the integration contour consistently with the conditions of analyticity and unitarity. Such a prescription is quite general and applies to a wider class of nonlocal quantum field theories. In fact, subsequent works were made by other authors who investigated analyticity and unitarity for more generic nonlocal Lagrangians [40–44]. However, the explanation of some crucial details of the new prescription may sometime appear not entirely clear, for example several statements about amplitudes defined in Minkowski or Euclidean signature can be misleading. Moreover, full analytic computations are often absent, and the equivalence of the new prescription to others in the standard local quantum field theory is usually given for granted and never proven.

In this work we wish to investigate and clarify several aspects of viable contour prescriptions in a wide class of nonlocal field theories. We mainly work with the one-loop bubble diagram but also comment on other type of diagrams and higher loops. The paper is organized as follows.

**Sec. 2:** We first consider the case of local (polynomial) vertices. We introduce three “different” contour prescriptions that we call Minkowski, Euclidean and Schwinger, and show their equivalence. Discussing the local case first will turn out to be very instructive and useful for the subsequent analysis of the nonlocal case.

**Sec. 3:** We discuss the same prescriptions in the context of field theories with nonlocal (non-polynomial) vertices. In this case, we show that not all the prescriptions are equivalent. Indeed, Euclidean and Schwinger are well-defined and equivalent, whereas the Minkowski one gives divergent results because of the presence of singularities at infinity along certain
directions in the complex energy plane. Besides giving proofs for generic nonlocal theories, we also perform fully analytic and explicit computations in a string-inspired nonlocal model.

**Sec. 4:** We summarize and discuss the relevance of our results, and how they can be extended to more complicated diagrams and higher loops. We discriminate between theory formulations in Minkowski and Euclidean space, and emphasize the importance of initially defining nonlocal quantum field theories in Euclidean signature. Finally, we make concluding remarks and comment on future works.

**App. A:** We briefly review the unitarity condition on the $S$-matrix and its formulation via the optical theorem. We prove one-loop unitarity with nonlocal vertices. This Appendix will also be useful to clarify convention and notations that we use for propagators, vertices, and amplitudes in the main text.

## 2 Local vertices

In this Section we discuss standard and alternative methods to evaluate one-loop bubble diagrams in quantum field theories with local (polynomial) vertices. In particular, we are interested in the following type of scalar integral:

$$
\mathcal{M}(p_i, p_f) = -i \int_{C} \frac{dk^0}{2\pi} \int \frac{d^3 k}{(2\pi)^3} \frac{(-i)V(p_i, k, p - k)}{k^2 + m^2 - i\epsilon} \frac{(-i)V(k, p - k, p_f)}{(p - k)^2 + m^2 - i\epsilon},
$$

where $p_i$ and $p_f$ are the ingoing and outgoing external four-momenta, $p$ is the total external momentum defined as the sum of all the ingoing (or, equivalently, outgoing) momenta, $C$ is the integration contour in the complex $k^0$ plane, and $-i\epsilon$ with $\epsilon > 0$ is the usual Feynman shift of the poles. Since we are considering a theory with local vertices, $V(p_i, k, p - k)$ and $V(k, p - k, p_f)$ are polynomial functions of the external and internal momenta. For simplicity we are taking the two masses of the two internal propagators to be equal. In the case of a cubic or quartic vertex the one-loop integral (4) corresponds to Feynman diagrams of the type shown in Fig. 1.

For local theories it is enough to focus on constant vertices because all the information about poles and pinching singularities is contained in the denominators of the internal propagators. Therefore, in this Section we work with $V = -i\lambda$, where $\lambda$ is some coupling constant, and analyse the following integral:

$$
\mathcal{M}(p^2) = (-i)\lambda^2 \int_{C} \frac{dk^0}{2\pi} \int \frac{d^3 k}{(2\pi)^3} \frac{1}{k^2 + m^2 - i\epsilon} \frac{1}{(p - k)^2 + m^2 - i\epsilon},
$$

where the dependence of the amplitude on $p^2$ follows from Lorentz invariance as we will explicitly show below.

The integrand contains four real poles in $k^0$, two for each propagator:

$$
Q_1 = -\omega^+_k + i\epsilon, \quad Q_2 = p^0 - \omega^-_{p-k} + i\epsilon, \quad Q_3 = \omega^-_k - i\epsilon, \quad Q_4 = p^0 + \omega^-_{p-k} - i\epsilon,
$$

where $\omega^+_k$ and $\omega^-_{p-k}$ are the on-shell masses of the internal propagators.
Figure 1: Type of diagrams corresponding to the one-loop integral in Eq. (4). (a) is a one-loop diagram that can represent a scattering process, e.g. $\phi \phi \rightarrow \phi \phi$ with $\phi^4$ interaction; $p = p_1 + p_2 = p_3 + p_4$ is the total external momentum, and $k$ the loop momentum. The imaginary part of this diagram can correspond to an elastic cross section. (b) is a one-loop diagram that can represent a process in which the propagator of a scalar field $\phi$ (dashed line) is corrected by the one-loop contribution due to another scalar field $\chi$ (solid line). The imaginary part is related to a decay rate for the process $\phi \rightarrow \chi \chi$.

where $\omega_k = \sqrt{k^2 + m^2}$ and $\omega_{\vec{p}-\vec{k}} = \sqrt{(\vec{p} - \vec{k})^2 + m^2}$; see Fig. 2a for a picture of their possible location in the complex $k_0$ plane.

When performing the integral some of the poles move around in the complex plane and can pinch the integration contour $C$ from two opposite sides (after taking the $\epsilon \rightarrow 0$ limit). The only possible pinchings (for physical values of the external momenta) happen when either $Q_1 = Q_4$ or $Q_2 = Q_3$, namely when

$$p^0 = \pm \left(\omega_k + \omega_{\vec{p}-\vec{k}}\right).$$

(7)

Since we are interested in positive external energies $\text{Re}[p^0] > 0$, then it is enough to discuss only the pinching with the “+” sign, i.e. $Q_2 = Q_3$. The same discussion will also apply to the other pinching.

The most delicate part in the evaluation of the one-loop integral (5) is the choice of contour $C$, and of the prescription to be used for its deformation, in such a way that poles and pinchings can be circumvented in a consistent way. In what follows we investigate in detail three “different” prescriptions for the definition and the deformation of the integration contour in the complex energy plane, and also prove their equivalence in the presence of polynomial vertices. We name these prescriptions: Minkowski, Euclidean, and Schwinger.

2.1 Minkowski prescription

The distinguishing feature of the Minkowski prescription is that all the external momenta (in particular the energy $p^0$) are kept real, i.e. do not have to be analytically continued to complex values, and the $k^0$-integral is performed along the real axis $\mathbb{R}$. The Feynman shift $p^2 \rightarrow p^2 - i\epsilon$ (or, equivalently, $m^2 \rightarrow m^2 - i\epsilon$ in the massive case) takes care of how to circumvent both poles and pinching singularities.
The Minkowski prescription for the evaluation of integrals such as \((5)\) consists of the following set of rules:

1. Keep all components of the external momenta real, i.e. \(p^0 \in \mathbb{R}\) and \(\vec{p} \in \mathbb{R}^3\), but analytically continue the internal energies to complex value, i.e. \(k^0 \in \mathbb{C}\), while keeping \(\vec{k} \in \mathbb{R}^3\).

2. Given that the integrand in Eq. \((5)\) converges to zero in the limit \(|k^0| \to \infty\), recast the \(k^0\)-integral along \(\mathbb{R}\) in a suitable form by making use of Cauchy theorem and/or Wick rotation.

3. Evaluate the resulting integral with a finite \(\epsilon\), and send it to zero \((\epsilon \to 0)\) at the end of the computation. The Feynman shift \(-i\epsilon\) will take care of how to circumvent the pinching singularities.

We now show explicitly two equivalent ways to implement the Minkowski prescription.

Minkowski (1). We can evaluate the integral \((5)\) considering the integration contour \(C\) in Fig. 2b, and invoking the Cauchy theorem we can write

\[
\int_{\mathbb{R}} dk^0 g(k^0) = \int_C dk^0 g(k^0) = -2\pi i \left[ \text{Res} \left\{ g(k^0) \right\}_{k^0=Q_3} + \text{Res} \left\{ g(k^0) \right\}_{k^0=Q_4} \right],
\]

where \(g(k^0)\) stands for the integrand of the \(k^0\)-integral in \((5)\), and we used the fact that the contribution of the semicircle vanishes at infinity due to the convergent behavior of the propagators. The overall minus sign comes from the clockwise orientation of the contour \(C\) in Fig. 2b. By computing the two residues we obtain

\[
\mathcal{M}(p^2) = \lambda^2 \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k^2 2\omega_{\vec{p} - \vec{k}}} \left[ \frac{1}{p^0 + \omega_k + \omega_{\vec{p} - \vec{k}}} - \frac{1}{p^0 - \omega_k - \omega_{\vec{p} - \vec{k}} + i\epsilon} \right],
\]

from which the presence of pinching singularities becomes manifest. In the first denominator we took the limit \(\epsilon \to 0\) as we are only interested in positive external energies \(p^0 > 0\), and in such a case only the second term can be singular and need to be treated with the Feynman shift.

By using the formula

\[
\frac{1}{x \pm i\epsilon} = \text{P.V.} \left( \frac{1}{x} \right) \mp i\pi \delta(x),
\]

where P.V. stands for the Cauchy Principal value, we can write

\[
\mathcal{M}(p^2) = \lambda^2 \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k^2 2\omega_{\vec{p} - \vec{k}}} \left[ \text{P.V.} \left( \frac{1}{p^0 + \omega_k + \omega_{\vec{p} - \vec{k}}} \right) - \text{P.V.} \left( \frac{1}{p^0 - \omega_k - \omega_{\vec{p} - \vec{k}}} \right) \right]
\]

\[ + i\pi \lambda^2 \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k^2 2\omega_{\vec{p} - \vec{k}}} \delta(p^0 - \omega_k - \omega_{\vec{p} - \vec{k}}). \]

The above integral has both real (first line) and imaginary (second line) contributions. The real part needs some further regularization because of the ultraviolet divergences for large loop
momenta, while the imaginary component is finite and its value is constrained by the unitarity condition on the $S$-matrix (i.e. the optical theorem); see also App. A. It is instructive to explicitly compute the imaginary part of the amplitude for all the prescriptions we investigate in this paper as a consistency check. For the sake of completeness, below we will compute the full amplitude (5) (both real and imaginary parts) with a more convenient method, see Eq. (18).

We can easily evaluate the imaginary part of Eq. (11) by going to the centre-of-mass frame in which $\vec{p} = 0$, and making the change of variable $\omega_k = \sqrt{k^2 - m^2} \equiv \omega$ we obtain:

$$\text{Im}[\mathcal{M}(p^2)] = \pi \lambda^2 \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{1}{4\omega^2} \delta(p^0 - 2\omega)$$

$$= \frac{\lambda^2}{16\pi} \int_{-\infty}^{\infty} d\omega \frac{\sqrt{\omega^2 - m^2}}{\omega} \theta(\omega - m) \delta(p^0/2 - \omega)$$

$$= \frac{\lambda^2}{16\pi} \frac{\sqrt{(p^0)^2 - 4m^2}}{p^0} \theta(p^0 - 2m), \quad (12)$$

which coincides with the amplitude’s discontinuity $(2i)^{-1}[\mathcal{M}(p^0 + i\epsilon) - \mathcal{M}(p^0 - i\epsilon)]$ in this case of the bubble diagram; the theta function $\theta(x)$ is equal to 1 for $x \geq 0$, and to 0 for $x < 0$. From Eq. (12) it is clear that $\mathcal{M}(p^2)$ is analytic everywhere in the $p^0$-complex plane except on the real axis where there is a branch cut starting at the branch point $p^0 = 2m$; in the case of negative external energies $p^0 < 0$ we would get a symmetric branch cut with branch point $p^0 = -2m$. The result (12) is consistent with the Cutkosky rules and unitarity (see App. A).

The two conditions on the presence of branch cuts can be expressed through a single Lorentz invariant inequality $-p^2 \geq 4m^2$, and the imaginary part of the amplitude can be recast in the

Figure 2: (a) Location of the four poles of the integrand in Eq. (5) in the complex $k^0$ plane. (b) Clockwise contour integration $C$ for the evaluation of the $k^0$-integral in (5) according to the Minkowski prescription. The limit of infinite radius of the semicircle is understood.
following Lorentz invariant form:

\[
\text{Im}[\mathcal{M}(p^2)] = \frac{\lambda^2}{16\pi} \frac{\sqrt{-p^2 - 4m^2}}{\sqrt{-p^2}} \theta(-p^2 - 4m^2). \tag{13}
\]

The discontinuity on the real axis is physical, and it can describe a decay rate or a cross section of processes that are kinematically allowed for external energies above the threshold \(2m\).

**Minkowski (2).** A second method to implement the Minkowski prescription is to express the \(k^0\)-integral along the real axis \(\mathbb{R}\) as an integral over the imaginary axis \(\mathcal{I} = [-i\infty, i\infty]\).

By using the Feynman parametrization formula

\[
\frac{1}{AB} = \int_{0}^{1} dx \frac{1}{|A + (B - A)x|^2}, \tag{14}
\]

with \(A = (p - k)^2 + m^2 - i\epsilon\) and \(B = k^2 + m^2 - i\epsilon\), we can recast the integral (5) as

\[
\mathcal{M}(p^2) = (-i)\lambda^2 \int_{\mathbb{R}} \frac{dk^0}{2\pi} \int \frac{d^3k}{(2\pi)^3} \int_{0}^{1} dx \frac{1}{[(p - k)^2 + m^2 + (k^2 - (p - k)^2)x - i\epsilon]^2}
\]

\[
= (-i)\lambda^2 \int_{0}^{1} dx \int_{\mathbb{R}} \frac{dk^0}{2\pi} \int \frac{d^3k}{(2\pi)^3} \frac{1}{[(k - p(1 - x))^2 + p^2 x(1 - x) + m^2 - i\epsilon]^2}, \tag{15}
\]

where in the last step we have made the change of variable \(k \to k + p(1 - x)\), and defined \(\Delta \equiv p^2 x(1 - x) + m^2\).

The integrand now has two double poles \(\pm \Omega_k \equiv \pm \sqrt{k^2 + \Delta} \mp i\epsilon\) whose location is shown in Fig. 3a for values of the external momenta below the threshold (i.e. \(-p^2 < 4m^2\) which ensures \(k^2 + \Delta > 0\)). Given such poles location, we consider the integration contour in Fig. 3a, and apply the Cauchy theorem to the two closed contours in the first and third quadrants which do not contain any pole. By doing so, and taking the infinite-radius limit, we get

\[
\int_{-\infty}^{\infty} dk^0 + \int_{-i\infty}^{i\infty} dk^0 = 0 \quad \Leftrightarrow \quad \int_{-\infty}^{\infty} dk^0 = \int_{-i\infty}^{i\infty} dk^0 = i \int_{-\infty}^{\infty} dk^4, \tag{16}
\]

where in the last step we have made the change of variable \(k^0 = ik^4\) such that \(k^2 = (k^4)^2 + k^2 \geq 0\). The four-dimensional Euclidean integral over \(k\) is ultraviolet divergent, and can be computed by implementing a regularization prescription. For instance, by using Pauli-Villars we obtain

\[
\mathcal{M}(p^2) = \int_{0}^{1} dx \int \frac{dk^4}{(2\pi)^4} \frac{1}{(k^2 + \Delta)^2} = -\frac{\lambda^2}{16\pi^2} \int_{0}^{1} dx \log \left(\frac{\Delta}{\Lambda^2}\right), \tag{17}
\]

where \(\Lambda\) is the cutoff energy scale (or renormalization scale). By working below the threshold, i.e. with \(\Delta > 0\), we get [45]

\[
\mathcal{M}(p^2) = \frac{\lambda^2}{16\pi^2} \left[ 2 - \log \left(\frac{m^2}{\Lambda^2}\right) - \frac{\sqrt{p^2 (p^2 + 4m^2)}}{p^2} \log \left(\frac{p^2 + 2m^2 + \sqrt{p^2 (p^2 + 4m^2)}}{2m^2}\right) \right], \tag{18}
\]

8
Figure 3: (a) Location of the double poles $\pm \Omega_k$ in the complex $k^0$ plane, and integration contour used in Eq. (16) to go from the real axis to the imaginary axis. The limit of infinite radius for the closed contours is understood. (b) Wick rotation from $\vartheta = 0$ (real axis) to $\vartheta = \pi/2$ (imaginary axis) as an equivalent way to obtain Eq. (16).

which is the complete expression of the amplitude (5) containing both real and imaginary parts.

The first term in the square brackets is unphysical as it can be absorbed in a redefinition of $\Lambda$, the second is the divergent piece that can be eliminated through renormalization, while the third term is the physical finite contribution.

We can analytically continue the logarithm to external momenta $-p^2 > 4m^2$ (which also implies $p^2 + 2m^2 + \sqrt{p^2(p^2 + 4m^2)} < 0$) by using the Feynman shift $p^2 \rightarrow p^2 - i\epsilon$, i.e. $\log(x + i\epsilon) = \log(-x) + i\pi$ for $x < 0$. Then, we obtain the following expression for the real part valid above the threshold:

$$\text{Re}[\mathcal{M}(p^2)] = \frac{\lambda^2}{16\pi^2} \left[ 2 - \log \left( \frac{m^2}{\Lambda^2} \right) + \frac{\sqrt{-p^2 - 4m^2}}{\sqrt{-p^2}} \log \left( \frac{\sqrt{-p^2 - 4m^2} + \sqrt{-p^2}}{\sqrt{-p^2 - 4m^2} - \sqrt{-p^2}} \right) \right],$$

while the imaginary part coincides with (13) as expected.

In the massless case, the full expression for the amplitude (18) reduces to

$$\mathcal{M}(p^2) = \frac{\lambda^2}{16\pi^2} \left[ 2 - \log \left( \frac{p^2}{\Lambda^2} \right) \right].$$

In this case, the branch point is $p^2 = 0$, and the imaginary part of the amplitude reads

$$\text{Im}[\mathcal{M}(p^2)] = \frac{\lambda^2}{16\pi} \theta(-p^2).$$

Hence, we have shown two ways of implementing the Minkowski prescription for the computation of the one-loop integral (5).

Before concluding this Section, let us note that Eq. (16) for the $k^0$-integral can be equivalently obtained by performing the Wick rotation $k^0 = e^{i\vartheta}k^4$ from $\vartheta = 0$ to $\vartheta = \pi/2$, see Fig. 3b. In
this case, the convergence property of the integrand in the limit $|k^0| \to \infty$ guarantees that no contribution from infinity arises when performing the Wick rotation in the complex $k^0$ plane. As we will see in Sec. 3, the same technique is not well-defined in the presence of nonlocal vertices.

### 2.2 Euclidean prescription

We now introduce a second prescription to define and deform the integration contour $C$ in (5). The name “Euclidean” that we give to this prescription is motivated by the fact that, in this case, the external energies can be complex valued. In particular, the amplitude is initially defined as a function of purely imaginary external energies, and the integration contour is initially assumed to coincide with the imaginary axis $\mathcal{I} = [-i\infty, i\infty]$.

The Euclidean prescription was elaborated in detail in the context of string field theory [6] but it is quite general and, obviously, also works in standard local quantum field theories. It consists of the following rules:

1. Complexify both external and internal energies, i.e. $k^0 \in \mathbb{C}$ and $p^0 \in \mathbb{C}$, respectively, while keeping $\vec{k} \in \mathbb{R}^3$ and $\vec{p} \in \mathbb{R}^3$. In particular, define the initial amplitude to be a function of purely imaginary external energies: $p^0 = e^{i\vartheta} p^4$ with $p^4 \in \mathbb{R}$, and $\vartheta = \pi/2$ initially.

2. Define the $k^0$-integration contour $C$ to initially coincide with the imaginary axis $\mathcal{I} = [-i\infty, i\infty]$, and such that its ends are kept fixed at $\pm i\infty$. Any deformation of the contour must happen in finite-distance regions of the complex $k^0$ plane.

3. Perform suitable deformations of the contour to circumvent poles and pinchings, while analytically continuing $p^0 = e^{i\vartheta} p^4$ to physical real values, i.e. $\vartheta = \pi/2 \to \vartheta = 0$, and take $\epsilon \to 0$ at the end of the computation.

This prescription relies on the crucial assumption that the integrand of the amplitude is convergent along the imaginary axis in the limits $k^0 \to \pm i\infty$. This is indeed the case for Eq. (5), and for all the types of nonlocal theories we will analyse in Sec. 3. According to the Euclidean prescription the Feynman shift $-i\epsilon$ is not enough to take care of poles and pinching singularities, the complexification of $p^0$ is necessary. Unlike the Minkowski prescription, in general the $k^0$-integral over $C$ does not need to be equal to an integral over $\mathbb{R}$ (this will become more clear in the case of nonlocal vertices in Sec. 3).

Let us remark that through the Euclidean prescription we are making an off-shell continuation from an (amputated) Green’s function to a scattering amplitude. This type of analytic continuation is expected to not work for theories in which the masslessness of external legs is

\[2\text{To be more precise, it is sufficient that the imaginary parts of the ends are kept fixed at } \pm i\infty, \text{ while the real parts can also be non-zero but still finite, i.e. } \text{ends} = A_{\pm} \pm i\infty \text{ with } 0 < A_+ < C \text{ and } -C < A_- < 0, \text{ where } C \text{ is a positive and finite real number. In this Subsection we only work with } A_{\pm} = 0, \text{ but non-zero values of } A_{\pm} \text{ will be needed to prove the equivalence between the Euclidean and the Schwinger prescriptions in Sec. 2.4.2.}\]
protected by gauge invariance. These issues, together with more general analyticity properties
of the amplitudes and the uniqueness of analytic continuation, were reviewed and generalized in
the context of string field theory in Ref. [7].

Let us now evaluate the integral in Eq. (5) using the Euclidean prescription. We are going to
consider two equivalent computations distinguished by a different choice of internal momenta: (i)
k and p − k; (ii) k + p/2 and k − p/2. Different choices of the internal momenta running through
the loops correspond to different locations of the poles in the complex k0 plane; this can alter the
implementation of the prescription but without changing its main essence. It may happen that
certain choices of internal momenta make some computation manifestly simpler (this will indeed
be the case in Sec. 3.5 when dealing with a specific nonlocal model). Therefore, it is worthwhile
to show how the prescription works for at least two different choices of internal momenta.

2.2.1 Internal momenta k and p − k

We start considering the choice of internal momenta k and p − k, whose corresponding integral
exactly corresponds to the expression in (5). According to the rules above, we define M(p2) such
that the integration contour C initially coincides with the imaginary axis I = [−i∞, i∞], and we
take p0 ∈ C to be purely imaginary in such a way that the initial position of the poles satisfies
the set of inequalities Re[Q1] < Re[Q2] < 0 < Re[Q3] < Re[Q4], namely Q1, Q2 lie to the left of
the imaginary axis, and Q3, Q4 to the right.

Since we are interested in analytically continuing to positive real external energies, Re[p0] > 0,
the only pinching we have to worry about is p0 = ω⃗k + ω⃗p−⃗k (i.e. Q2 = Q3). Let us divide the
analysis into three regions; see also Refs. [6,41].

- In the region Re[p0] < ω⃗p−⃗k, the pole Q2 is still to the left of the imaginary axis and no
  pinching singularity can appear, thus the integral can be computed with C = I and turns
  out to be purely real.

- In the region Re[p0] > ω⃗p−⃗k, the pole Q2 is to the right of the imaginary axis. In such a
case, the integration contour C must be deformed according to the rules of the Euclidean
prescription in order to keep Q1, Q2 to the left and Q3, Q4 to the right, and to maintain
the ends of the contour fixed at ±i∞; see Fig. 4a.

Subsequently, we can topologically deform the contour as shown in Fig. 4b, and get two
disconnected integration contours where I = [−i∞, +i∞] and Cr is an anticlockwise oriented
circle around Q2. The total integration contour is now given by the union C = I ∪ Cr.

The same type of deformation also works when Q2 moves to the right of Q3, i.e. when
Re[p0] > ω⃗k + ω⃗p−⃗k, and it remains valid after p0 is analytically continued to real values
and ϵ → 0.
Figure 4: Illustration of the integration contour \( C \) in the complex \( k^0 \) plane according to the Euclidean prescription; the ends of \( C \) are kept fixed at \( \pm i\infty \). The detailed description of the contour deformation is provided in the main text.

As already expected from the pinching condition (7), the region of the complex \( k^0 \) plane responsible for a non-vanishing imaginary part of the amplitude (5) is \( \text{Re}[Q_2] = \text{Re}[Q_3] \), namely \( p^0 = \omega_\vec{k} + \omega_{\vec{p} - \vec{k}} \) in the limit of real external energy and \( \epsilon \to 0 \).

- In the region \( \text{Re}[p^0] = \omega_{\vec{p} - \vec{k}} \), the pole \( Q_2 \) lies on the imaginary axis, and the contour \( C = I \) must be deformed in such a way that the pole \( Q_2 \) is circumvented with a semicircle of infinitesimal radius. Thus, in this case, the \( k^0 \)-integral is given by the Cauchy principal value along \( I \) plus the contribution from the semicircle.

Therefore, according to the Euclidean prescription the amplitude (5) can be split into two parts:

\[
\mathcal{M}(p^2) = (-i)\lambda^2 \int_{I \cup C_r} \frac{dk^0}{2\pi} \int_{\mathbb{R}^3} d^3k \frac{1}{(2\pi)^3} \frac{1}{k^2 + m^2 - i\epsilon} \frac{1}{(p^0 + ik^0)^2 + (\vec{p} - \vec{k})^2 + m^2 - i\epsilon}
\]

where \( \mathcal{M}_I(p^2) \) is the contribution coming from the contour \( I \), while \( \mathcal{M}_{C_r}(p^2) \) is the one from \( C_r \).

We can explicitly show that \( \mathcal{M}_I(p^2) \) is real. Since \( I \) is far from the poles, we can take real external energies \( p^0 \in \mathbb{R} \) and \( \epsilon \to 0 \). Then, by changing the variable \( k^0 \to -ik^0 \) we get

\[
\mathcal{M}_I(p^2) = \lambda^2 \int_{\mathbb{R}^4} \frac{d^4k}{(2\pi)^4} \frac{1}{(k^0)^2 + k^2 + m^2 - (p^0 + ik^0)^2 + (\vec{p} - \vec{k})^2 + m^2}. \quad (22)
\]

The complex conjugate is given by

\[
\mathcal{M}_I^*(p^2) = \lambda^2 \int_{\mathbb{R}^4} \frac{d^4k}{(2\pi)^4} \frac{1}{(k^0)^2 + k^2 + m^2 - (p^0 - ik^0)^2 + (\vec{p} - \vec{k})^2 + m^2}. \quad (23)
\]
\[ = \chi^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{1}{(k^0)^2 + \vec{k}^2 + m^2 - (p^0 + i\vec{k})^2 + (\vec{p} - \vec{k})^2 + m^2} \]
\[ = \mathcal{M}_I(p^2), \] (24)

where in the last step we have made the change of variable \( k^0 \to -k^0 \).

We now evaluate the contribution coming from \( C_r \) using the residue theorem applied to the pole \( Q_2 = p^0 - \omega_{\vec{p} - \vec{k}} \), and obtain:

\[ \mathcal{M}_{C_r}(p^2) = -\chi^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{\Theta(p^0 - \omega_{\vec{p} - \vec{k}})}{2\omega_{\vec{p} - \vec{k}}} \frac{1}{p^0 + \omega_{\vec{k}} - \omega_{\vec{p} - \vec{k}}} \frac{1}{p^0 - \omega_{\vec{k}} - \omega_{\vec{p} - \vec{k}} + i\epsilon}, \] (25)

where the Heaviside theta function \( \Theta(p^0 - \omega_{\vec{p} - \vec{k}}) \) takes into account the fact that the integral over \( C_r \) is non-zero only when \( \text{Re}[Q_2] \geq 0 \), and it is defined as

\[ \Theta(x) = \begin{cases} 
1, & x > 0; \\
1/2, & x = 0; \\
0, & x < 0.
\end{cases} \] (26)

Note that, when the simple pole \( Q_2 \) is on the imaginary axis it only contributes half as compared to the case in which it lies entirely in the first quadrant.

By using the identity (10) we can write

\[ \mathcal{M}_{C_r}(p^2) = -\chi^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{\Theta(p^0 - \omega_{\vec{p} - \vec{k}})}{2\omega_{\vec{p} - \vec{k}}} \frac{1}{p^0 + \omega_{\vec{k}} + \omega_{\vec{p} - \vec{k}}} \text{P.V.} \left( \frac{1}{p^0 - \omega_{\vec{k}} - \omega_{\vec{p} - \vec{k}}} \right) 
\]
\[ + i\pi \chi^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{1}{2\omega_{\vec{k}} 2\omega_{\vec{p} - \vec{k}}} \delta(p^0 - \omega_{\vec{k}} - \omega_{\vec{p} - \vec{k}}). \] (27)

For \( p^0 > \omega_{\vec{p} - \vec{k}} \) the contribution in the first line is real, while the one in the second line is imaginary. We can immediately notice that the expression of the imaginary part coincides with the one obtained via the Minkowski prescription in Eq. (11). It is less trivial to explicitly check the same for the real part, but below we will prove the equivalence between the two prescriptions which will definitely confirm that the real contributions should indeed coincide.

Remark 1. The expression (27) is valid only when \( p^0 > \omega_{\vec{p} - \vec{k}} \), but not if \( p^0 = \omega_{\vec{p} - \vec{k}} \). When the pole \( Q_2 \) lies on \( \mathcal{I} \) we have \( p^0 = \omega_{\vec{p} - \vec{k}} \) and \( \Theta(x = 0) = 1/2 \); this corresponds to a zero-measure subset of \( \mathbb{R}^3 \) which does not contribute to (27). In particular, the condition \( p^0 = \omega_{\vec{p} - \vec{k}} \) makes the delta in the second term of Eq. (27) vanish. Therefore, in this case, the contribution to the imaginary part of the amplitude is zero, and the integral over \( \mathcal{I} \) in Eq. (23) must be interpreted as a Cauchy principal value.
### 2.2.2 Internal momenta $k + p/2$ and $k - p/2$

Let us now make the same computation with a different choice of internal momenta. By changing the variable $k \rightarrow k + p/2$, we can recast (5) in the following equivalent form:

$$
\mathcal{M}(p^2) = (-i) \lambda^2 \frac{d k^0}{2 \pi} \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{1}{(k + p/2)^2 + m^2 - i\epsilon (k - p/2)^2 + m^2 - i\epsilon}.
$$

The four poles of the integrand are now given by

$$
P_1 = -\frac{p^0}{2} - \omega_{k+p/2} + i\epsilon, \quad P_2 = \frac{p^0}{2} - \omega_{k-p/2} + i\epsilon,
$$

$$
P_3 = -\frac{p^0}{2} + \omega_{k+p/2} - i\epsilon, \quad P_4 = \frac{p^0}{2} + \omega_{k-p/2} - i\epsilon,
$$

where $\omega_{k \pm p/2} = \sqrt{(k \pm p/2)^2 + m^2}$; see Fig. 5a for a picture of their possible location in the complex $k^0$ plane. Pinching singularities can happen when $P_1 = P_4$ or $P_2 = P_3$, namely when

$$
p^0 = \pm (\omega_{k+p/2} + \omega_{k-p/2}).
$$

Since we are interested in positive external energies $\text{Re}[p^0] > 0$, then it is enough to only discuss the pinching $P_2 = P_3$; an analog discussion will apply to $P_1 = P_4$.

According to the rules of the Euclidean prescription outlined above, and analogously to the other choice of internal momenta ($k$ and $p - k$) discussed in the previous Subsection, we define $\mathcal{M}(p^2)$ such that the integration contour $\mathcal{C}$ initially coincides with the imaginary axis $\mathcal{I} = [-i\infty, i\infty]$. Moreover, we take $p^0 \in \mathbb{C}$ to be purely imaginary in such a way that initially $P_1, P_2$ lie to the left of the imaginary axis, and $P_3, P_4$ to the right. Then, the contour must be deformed by circumventing poles and pinchings while keeping the ends fixed at $\pm i\infty$ as shown in Fig. 5b. Subsequently, we can topologically deform $\mathcal{C}$ and transform it to the union of three disconnected contours $\mathcal{C} = \mathcal{I} \cup \mathcal{C}_{r,2} \cup \mathcal{C}_{r,3}$, where $\mathcal{C}_{r,2}$ is an anticlockwise-oriented circle around the pole $P_2$, and $\mathcal{C}_{r,3}$ is a clockwise-oriented circle around the pole $P_3$; see Fig. 5c.

Therefore, according to the Euclidean prescription the amplitude (28) can be split into three contributions:

$$
\mathcal{M}(p^2) = (-i) \lambda^2 \int_{\mathcal{I} \cup \mathcal{C}_{r,2} \cup \mathcal{C}_{r,3}} \frac{d k^0}{2 \pi} \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{1}{(k + p/2)^2 + m^2 - i\epsilon (k - p/2)^2 + m^2 - i\epsilon} = \mathcal{M}_\mathcal{I}(p^2) + \mathcal{M}_{\mathcal{C}_{r,2}}(p^2) + \mathcal{M}_{\mathcal{C}_{r,3}}(p^2),
$$

where $\mathcal{M}_\mathcal{I}(p^2)$ is the contribution coming from the contour $\mathcal{I}$, while $\mathcal{M}_{\mathcal{C}_{r,2}}(p^2)$ and $\mathcal{M}_{\mathcal{C}_{r,3}}(p^2)$ are the ones coming from $\mathcal{C}_{r,2}$ and $\mathcal{C}_{r,3}$, respectively. Their explicit expressions are

$$
\mathcal{M}_\mathcal{I}(p^2) = (-i) \lambda^2 \int_{\mathcal{I}} \frac{d k^0}{2 \pi} \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{1}{(k + p/2)^2 + m^2 (k - p/2)^2 + m^2},
$$

$$
\mathcal{M}_{\mathcal{C}_{r,2}}(p^2) = -\lambda^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{\Theta(p^0/2 - \omega_{k-p/2})}{2\omega_{k-p/2}} \frac{1}{p^0 + \omega_{k+p/2} - \omega_{k-p/2}} \frac{1}{p^0 - \omega_{k+p/2} - \omega_{k-p/2} + i\epsilon},
$$

$$
\mathcal{M}_{\mathcal{C}_{r,3}}(p^2) = -\lambda^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{\Theta(-p^0/2 - \omega_{k-p/2})}{2\omega_{k-p/2}} \frac{1}{-p^0 + \omega_{k+p/2} - \omega_{k-p/2}} \frac{1}{-p^0 - \omega_{k+p/2} - \omega_{k-p/2} + i\epsilon}.
$$
Figure 5: (a) Location of the poles (29) of the integrand in Eq. (28). (b)-(c) Deformation of the contour $C$ in the complex $k^0$ plane according to the Euclidean prescription applied to the amplitude (28) with internal momenta $k + p/2$ and $k - p/2$. (d) Integration contour when the poles lie on the imaginary axis; in this case the $k^0$-integral must be interpreted as the Cauchy principal value. This happens, for instance, when working in the centre-of-mass frame where the pinching condition reads $\text{Re}[P_2] = 0 = \text{Re}[P_3]$.

and

$$\mathcal{M}_{C_{r,3}}(p^2) = -\lambda^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{\Theta(p^0/2 - \omega_{k+p/2})}{2\omega_{k+p/2}} \frac{1}{p^0 - \omega_{k+p/2} + \omega_{k-p/2} + \omega_{k-p/2} + i\epsilon}$$

(34)

By using the formula (10), we can extract the imaginary part of the amplitude:

$$\text{Im}[\mathcal{M}(p^2)] = \text{Im}[\mathcal{M}_{C_{r,2}}(p^2) + \mathcal{M}_{C_{r,3}}(p^2)] = \lambda^2 \int_{\mathbb{R}^3} \frac{d^3 k}{(2\pi)^3} \frac{1}{2\omega_{k+p/2}2\omega_{k-p/2}} \delta(p^0 - \omega_{k+p/2} - \omega_{k-p/2}) \times \left[ \Theta(\omega_{k+p/2} - \omega_{k-p/2}) + \Theta(\omega_{k-p/2} - \omega_{k+p/2}) \right] \cdot (35)$$

If $\vec{k} \cdot \vec{p} \neq 0$, we can have the two possibilities $\omega_{k+p/2} > \omega_{k-p/2}$ or $\omega_{k+p/2} < \omega_{k-p/2}$, and in either
cases the imaginary part of the amplitude reads
\[
\text{Im}[\mathcal{M}(p^2)] = \lambda^2 \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_{k+\vec{p}/2}^2 - 2\omega_{k-\vec{p}/2}^2} \delta(p^0 - \omega_{k+\vec{p}/2} - \omega_{k-\vec{p}/2}),
\]
(36)
and, by changing variable \( \vec{k} \to \vec{k} - \vec{p}/2 \), it will coincide with the expressions in Eqs. (11) and (27).

**Remark 2.** The formula (36) was obtained assuming that the poles \( P_2 \) and \( P_3 \) do not lie on the imaginary axis. In the opposite scenario, the integral (28) should be interpreted as the Cauchy principal value plus two infinitesimal semi-circles around the poles; see Fig. 5d. This happens when working in the centre-of-mass frame because \( \vec{p} = 0 \) implies \( \vec{k} \cdot \vec{p} = 0 \), and the pinching condition reduces to
\[
p^0 = 2\omega_{\vec{k}},
\]
(37)
thus we have \( \text{Re}[P_2] = 0 = \text{Re}[P_3] \) at the pinching. In this case, \( \mathcal{M}_{C_{r,2}} \) and \( \mathcal{M}_{C_{r,3}} \) take into account the contributions from the two semicircles in Fig. 5d, and the arguments of both Heaviside thetas in Eq. (35) are zero, each of them contributes with half value, i.e. \( \Theta(0) = 1/2 \). Therefore, the total contribution to the imaginary part of the amplitude will still be the same (because \( \Theta(0) + \Theta(0) = 1 \)).

It is also worthwhile to note that this scenario is not realized for the other choice of internal momenta, \( k \) and \( p - k \), discussed before; see the remark at the end of Sec. 2.2.1. In that case, when the poles lie on the imaginary axis the contribution to the imaginary part of the amplitude is always zero. Whereas, for this second choice of internal momenta the imaginary part can be non-zero even when the poles lie on the imaginary axis because both the Heaviside theta function \( \Theta(x) \) and the delta \( \delta(y) \) can have the same argument \( x = y \), thus when \( x = 0 \) the delta \( \delta(x) \) still contributes to the integral in Eq. (35). Indeed, this happens in the centre-of-mass frame as
\[
\Theta(p^0/2 - \omega_{\vec{k}})\delta(p^0 - 2\omega_{\vec{k}}) \rightarrow \Theta(0)\delta(0) = 1/2 \text{ (under the integral sign)}.
\]

The remark just made will prove to be very important in Sec. 3.5, where we will perform a full analytic computation in a specific nonlocal model by implementing the Euclidean prescription with the choice of internal momenta \( k + p/2 \) and \( k - p/2 \).

### 2.3 Schwinger prescription

We now introduce a third prescription to evaluate the integral in Eq. (5). We call it Schwinger prescription\(^3\) because it involves the use of the Schwinger parametrization, and it consists of the following rules.

\(^3\)It is worthwhile to mention that in the context of string theory some authors refer to this prescription with the name of \( i\epsilon \)-prescription [46–48] because the Feynman shift \( p^2 \to p^2 - i\epsilon \) (or \( m^2 \to m^2 - i\epsilon \)) is needed to make the Schwinger parametrization well-defined and the integral convergent.
1. Rewrite the propagators in integral form via the Schwinger parametrization, taking \( k^0 \in \mathbb{C} \) and \( \tilde{k} \in \mathbb{R}^3 \), while the external energy does not necessarily need to be complexified.

2. Recast the amplitude as an integral over the Schwinger parameters. To circumvent the pinching singularity and make the integral convergent above the threshold, analytically continue the Schwinger parameters to complex values and deform the integration contour in a suitable way.

3. Evaluate the resulting integral and analytically continue the external energy to real physical values by implementing the Feynman shift \( p^2 \to p^2 - i\epsilon \) or by complexifying \( p^0 \).

Unlike the Euclidean prescription, the Schwinger does not necessarily require that the amplitude initially depends on purely imaginary external energies.

Let us now apply this prescription to the integral (5). We rewrite the propagators by using the Schwinger parametrization:

\[
\frac{1}{k^2 + m^2} = \int_0^\infty dt_1 e^{-t_1(k^2 + m^2)}, \\
\frac{1}{(p-k)^2 + m^2} = \int_0^\infty dt_2 e^{-t_2((p-k)^2 + m^2)},
\]

where \( t_1 \) and \( t_2 \) are sometime called Schwinger parameters. The two integrals are convergent as long as \( \text{Re}[k^2 + m^2] > 0 \) and \( \text{Re}[(p-k)^2 + m^2] > 0 \). By using the above formula for the propagators, assuming that \( C = [-i\infty, i\infty] \), making the change of variable \( k^0 \to ik^0 \), and integrating on the full loop momentum \( k \), we can recast the amplitude (5) in the following form

\[
\mathcal{M}(p^2) = \lambda^2 \int_0^\infty dt_1 \int_0^\infty dt_2 \int \frac{d^4k}{(2\pi)^4} e^{-t_1(k^2 + m^2)} e^{-t_2((p-k)^2 + m^2)}
\]

\[
= \lambda^2 \int_0^\infty dt_1 \int_0^\infty dt_2 e^{-p^2 t_2} e^{-m^2(t_1 + t_2)} \int \frac{d^4k}{(2\pi)^4} e^{-k^2(t_1 + t_2)} e^{2k\cdot p t_2}
\]

\[
= \frac{\lambda^2}{16\pi^2} \int_0^\infty dt_1 \int_0^\infty dt_2 e^{-p^2 \frac{t_2}{t_1 + t_2}} e^{-m^2(t_1 + t_2)} \frac{1}{(t_1 + t_2)^2},
\]

where we have used the four-dimensional spherical coordinates to go from the second to the third line, i.e. \( d^4k = k^3 \sin \alpha \cos \theta \, dk \, d\alpha \, d\theta \, d\varphi \), with \( 0 \leq k \leq \infty \), \( 0 \leq \alpha, \theta \leq \pi \), and \( 0 \leq \varphi \leq 2\pi \).

Besides the ultraviolet divergences that are now translated to small values of the \( t_i \)'s, it is easy to check that the integral (39) diverges also in the double limit \( t_1, t_2 \to \infty \) when the inequality \( -p^2 > 4m^2 \) holds true, and this divergence is related to the pinching singularity and the imaginary part of the amplitude. The inequality \( -p^2 > 4m^2 \) also implies that the real part

---

4Note that, in the presence of local vertices it is not necessarily needed that the integration contour \( C \) initially coincides with the imaginary axis. For instance, one can start from \( C = \mathbb{R} \), and then Wick rotate to \( I \). However, this is not possible in the presence of nonlocal vertices as we will discuss in Sec. 3.
of \((p - k)^2 + m^2\) cannot be kept always positive, thus going against the validity of the Schwinger parametrization (38).

According to the Schwinger prescription outlined above, the divergence for external momenta above the threshold \((-p^2 > 4m^2)\) can be avoided by analytically continuing the Schwinger parameters to complex values, \(t_i \in \mathbb{C}\), and deforming the contour as shown in Fig. 6. The \(t_i\)'s run from 0 to \(t_0\), and from \(t_0\) to \(t_0 + i\infty\), where \(t_0\) is some large positive real number such that the final result should not depend on its explicit value. See Refs. [46–48] for the implementation of this prescription in the context of string theory.

To understand why this choice of contour can make the integral convergent for any value of the internal and external momenta, we can first apply it to one of the propagators in Eq. (38). We have

\[
\frac{1}{(p - k)^2 + m^2} = \int_0^{t_0} dt_2 e^{-t_2((p-k)^2+m^2)} + \int_{t_0}^{t_0+i\infty} dt_2 e^{-t_2((p-k)^2+m^2)}
\]

\[
= \int_0^{t_0} dt_2 e^{-t_2((p-k)^2+m^2)} + i e^{-t_0((p-k)^2+m^2)} \int_0^{\infty} d\tau e^{-i\tau((p-k)^2+m^2)},
\]

(40)

where in the second integral we have made the change of variable \(t_2 = t_0 + i\tau\). Notice that even when \(\text{Re}[(p-k)^2+m^2] < 0\) the second integral can still be convergent if \(\text{Im}[(p-k)^2+m^2] < 0\), and this can happen either by complexifying \(p^0\) such that \(\text{Im}[(p^0-k^0)^2] > 0\), or using the Feynman shift \(m^2 \rightarrow m^2 - i\epsilon\) (with \(\epsilon > 0\)). The integrals can be computed, and the final result will give back the rational form of the propagator without any dependence on \(t_0\), as expected.

The same logic for the choice of contour applies to the one-loop amplitude in Eq. (39). We show the explicit computation only for the imaginary part that is ultraviolet finite. Since an imaginary contribution appears only above the threshold, we directly work in the regime \(-p^2 > 4m^2\), and choose new integration variables that are more suitable for those values of the external momentum.
By making the additional change of variable
\[ u = t_1 + t_2, \quad v = t_1 - t_2, \tag{41} \]
whose Jacobian determinant is equal to 1/2, the integral (39) can be recast as
\[ M(p^2) = \lambda^2 \frac{32\pi^2}{\sqrt{-p^2}} \int_0^\infty du \int_{-\infty}^\infty dv \frac{e^{-u(p^2/4+m^2)}}{u^3/2} e^{\frac{v^2}{4u}}, \tag{42} \]
The integral in \( v \) is a Gaussian \((-p^2 > 4m^2 > 0)\), and gives
\[ \int_{-\infty}^\infty dv \frac{v^2}{4u} = \frac{2\sqrt{\pi}}{\sqrt{-p^2}} \sqrt{u}, \tag{43} \]
thus (42) becomes
\[ M(p^2) = \lambda^2 \frac{16\pi^2}{\sqrt{-p^2}} \int_0^\infty du \frac{e^{-u(p^2/4+m^2)}}{u^{3/2}} \theta(-p^2 - 4m^2). \tag{44} \]
We now deform the integration contour \( u \in [0, \infty] \) as done for the \( t_i \)s in Fig. 6 by integrating from 0 to \( u_0 \), and from \( u_0 \) to \( u_0 + i\infty \), where \( u_0 \) is some positive large real number, so that we obtain
\[ \int_0^{u_0} du \frac{e^{-u(p^2/4+m^2)}}{u^{3/2}} + \int_{u_0}^{u_0 + i\infty} du \frac{e^{-u(p^2/4+m^2)}}{u^{3/2}}. \tag{45} \]
We are only interested in the imaginary part which is finite, thus we can neglect all the real terms. Moreover, only some of the contributions from the second integral in Eq. (45) are imaginary. By making a further change of variable \( u = u_0 + iw \), and shifting \( p^2 \rightarrow p^2 - i\epsilon \) (or \( m^2 \rightarrow m^2 - i\epsilon \)), we can perform the second integral in (45) and pick its imaginary part:
\[ i e^{-u_0(p^2/4+m^2)} \int_0^\infty dw \frac{e^{-u(p^2/4+m^2)} e^{-w\epsilon}}{(u_0 + iw)^{3/2}} \rightarrow i \sqrt{\pi} \sqrt{-p^2 - 4m^2}, \tag{46} \]
where the arrow means that we are neglecting the real contributions, and the limit \( \epsilon \rightarrow 0^+ \) is understood in the calculation.

Thus, inserting the last expression in Eq. (44), the imaginary part of the one-loop amplitude (39) matches the one in Eq. (13), consistently with Minkowski and Euclidean prescriptions.

Remark 3. The choice of contour just discussed may appear quite involved. However, an equivalent and more practical way to apply the Schwinger prescription is the following: work with imaginary external energies, i.e. \( p^0 = ip^4 \ (p^4 \in \mathbb{R}) \) such that \( p^2 > 0 \); perform the integral in Eq. (39) or (44) that is manifestly convergent for space-like external momenta; analytically continue \( p^0 \) to real physical values at the end of the calculation. One can check that the application of this alternative procedure to (44) would give exactly the same result for the imaginary part. In Sec. 3.5 we will implement the Schwinger prescription in this alternative way to explicitly compute both real and imaginary parts of the bubble amplitude in a nonlocal model, and we will also verify the consistency of the result in the local limit.
2.4 Equivalence between the prescriptions

We discussed three prescriptions to define and deform the integration contour in the complex \( k^0 \) plane for the amplitude in Eq. (5). We explicitly showed that all of them give the same result for the imaginary part, but we have not yet checked the consistency for the real part. More generally, we are now going to prove that the three prescriptions are all equivalent in the presence of local vertices. In this Subsection we will refer to the Minkowski, Euclidean, and Schwinger prescriptions with the abbreviations MP, EP and SP, respectively.

2.4.1 Equivalence between MP and EP

Let us first show that MP and EP are equivalent. MP gives the result in Eq. (8) for the amplitude (5), namely

\[
M(p^2) = -2\pi i \left[ \text{Res} \{ g(k^0) \}_{k^0=Q_3} + \text{Res} \{ g(k^0) \}_{k^0=Q_4} \right],
\]

where \( g(k^0) \) stands for the integrand of the \( k^0 \)-integral in Eq. (5); the integral in \( d^3k \) is included in the definition of \( g(k^0) \).

According to EP the integration contour \( C \) must initially coincide with the imaginary axis \( I = [-i\infty, i\infty] \), and its ends must be kept fixed while deforming it and analytically continuing the external energy to real value. Since in the case of local vertices the integrand \( g(k^0) \) converges to zero in the limit \( |k^0| \to \infty \), we can recast the integral over \( I \) as an integral over a closed semicircle \( C_{\Gamma} \) as shown in Figs. 7a, 7b and 7c. Let us divide the proof in three regions.

- In the region \( \text{Re}[p^0] < \omega_{\vec{p}-\vec{k}} \) illustrated in Fig. 7a, the pole \( Q_2 \) is still to the left of the imaginary axis, and we can write

\[
M(p^2) = \int_I dk^0 g(k^0) = \int_{C_{\Gamma}} dk^0 g(k^0) = -2\pi i \left[ \text{Res} \{ g(k^0) \}_{k^0=Q_3} + \text{Res} \{ g(k^0) \}_{k^0=Q_4} \right],
\]

which coincides with (47).

- In the region \( \text{Re}[p^0] = \omega_{\vec{p}-\vec{k}} \) illustrated in Fig. 7b, the pole \( Q_2 \) lies on the imaginary axis. In this case, the contour \( I \) must be deformed as shown in Fig. 7b. By using the residue theorem we obtain again the same expression as in (48) which, in turn, coincides with (47).

- In the region \( \text{Re}[p^0] > \omega_{\vec{p}-\vec{k}} \) illustrated in Fig. 7c, the pole \( Q_2 \) lies to the right of the imaginary axis. We can still rewrite the integral over \( I \) as one over \( C_{\Gamma} \), but we need to take into account the additional anticlockwise-oriented contour \( C_r \) encircling \( Q_2 \). Thus, the total integration contour is now given by \( C = C_{\Gamma} \cup C_r \), and we get

\[
M(p^2) = \int_{C_{\Gamma}} dk^0 g(k^0) + \int_{C_r} dk^0 g(k^0) = -2\pi i \left[ \text{Res} \{ g(k^0) \}_{k^0=Q_3} + \text{Res} \{ g(k^0) \}_{k^0=Q_4} + \text{Res} \{ g(k^0) \}_{k^0=Q_2} \right]
\]
Figure 7: (a)-(b)-(c) illustration of the integration contours in complex $k^0$ plane used to prove the equivalence between Minkowski (MP) and Euclidean (EP) prescriptions. Each of them corresponds to a different region of values for external and internal momenta: (a) $\text{Re}[p^0] < \omega_{p-k}$; (b) $\text{Re}[p^0] = \omega_{p-k}$; (c) $\text{Re}[p^0] > \omega_{p-k}$. (d) Illustration of the integration contour in complex $k^0$ plane used to prove the equivalence between Euclidean (EP) and Schwinger (SP) prescriptions. The cross represents the external energy $p^0$. \[ +2\pi i \left[ \text{Res} \left\{ g\left(k^0\right) \right\}_{k^0=Q_2} \right] \]
\[ = -2\pi i \left[ \text{Res} \left\{ g\left(k^0\right) \right\}_{k^0=Q_3} + \text{Res} \left\{ g\left(k^0\right) \right\}_{k^0=Q_4} \right] , \] (49)

which again coincides with the MP result in Eq. (47).

We showed that EP is equivalent to MP. To prove the equivalence we could also start from MP and use Wick rotation to transform the integral over $\mathbb{R}$ as an integral over $\mathbb{I}$, and then apply the rules of EP to compute (47). Hence, both prescriptions give the same result for both real and imaginary parts of the amplitude (5).
2.4.2 Equivalence between EP and SP

Let us now show that EP is equivalent to SP. According to SP the integration contour in the complex \( t_i \) planes must be deformed as discussed in the previous Subsection and shown in Fig. 6. When applying this deformation to the integral (39), the terms involving the integration from \( t_0 \) to \( t_0 + i\infty \) are convergent as long as \( k^2 + m^2 \) and \( (p - k)^2 + m^2 \) have negative imaginary parts. This happens if \( k^0 \) and \( p^0 - k^0 \) lie in either the first or third quadrant, namely when

\[
\text{Im}[k^0] \text{ Re}[k^0] > 0 \quad \text{and} \quad \text{Im}[p^0 - k^0] \text{ Re}[p^0 - k^0] > 0 .
\] (50)

If we can deform the contour prescribed by EP in such a way that the conditions in Eq. (50) are always satisfied, then we have proven that EP is equivalent to SP. Such a contour deformation indeed exists, and we have shown a possible one in Fig. 7d (see also Ref. [47]). This deformation requires that the external energy \( p^0 \) takes complex values in order to keep the conditions (50) always true. The imaginary parts of the ends of the integration contour are kept fixed at \( \pm i\infty \), while the real parts can acquire finite real values consistently with the rules of EP, see also the remark in footnote 2.

We also proved that EP and SP are equivalent, and thus the two computations of integral (5) made with the rules of EP and SP must give the same result for both real and imaginary parts.

2.4.3 Equivalence between MP and SP

Since we proved the equivalence between MP and EP, and between EP and SP, then it follows that also the prescriptions MP and SP must be equivalent. Therefore, there is no need to show an explicit proof for this third equivalence.

One important point to emphasize is that the proofs of equivalence between MP and the other two prescriptions strongly rely on the property that the integrand in (5) converges in the limit \( |k^0| \to \infty \) for any complex direction. Indeed, thanks to this property we can use the contours in Figs. 7a, 7b, 7c, and we can Wick rotate the real axis \( \mathbb{R} \) in the complex plane. However, as we explain below, this is not possible in the presence of some nonlocal vertices.

3 Nonlocal vertices

So far we have analysed in great detail the computation of the bubble diagram in the presence of local vertices with three equivalent prescriptions for the choice and deformation of the integration contour in the complex \( k^0 \) plane. In this Section we are going to perform an analog study in the context of quantum field theories of the type shown in Eq. (2), in which the interaction vertices are nonlocal (non-polynomial) functions of derivatives or momenta.

In particular, we focus on the following one-loop bubble diagram:

\[
\mathcal{M}(p^2) = (-i)\lambda^2 \int_{\mathcal{C}} \frac{dk^0}{2\pi} \int_{\mathbb{R}^3} d^3k \frac{e^{-\gamma(k^2)}}{(2\pi)^3} \frac{k^2 + m^2 - i\epsilon}{(p - k)^2 + m^2 - i\epsilon},
\] (51)
where we have chosen the vertices in Eq. (4) to be proportional to the exponentials $e^{-\gamma(k^2)}$ and $e^{-\gamma((p-k)^2)}$. The function $\gamma$ is assumed to be an \textit{entire function} to ensure that no additional pole appears in the integrand of (51), and it is such that $e^{-\gamma(k^2)}$ converges to zero in the limit $k^0 \to A \pm i\infty$, where $A$ is some finite real constant. This means that the singularity structure of (51) is the same as the one in the local case (5) [42], i.e. poles and pinching singularities are still given by Eqs. (6) and (7), respectively. For simplicity, but without any loss of generality, we work with the normalization $\gamma(-m^2) = 0$.

We are now going to discuss the application of Minkowski, Euclidean and Schwinger prescriptions to the computation of the integral (51). We should immediately notice that the property of the function $\gamma$ of being entire is crucial for our next discussion. Indeed, from the well-known Liouville theorem in complex analysis it follows that a non-constant entire function must diverge along some directions in the complex $k^0$ plane because of essential singularities at infinity. This means that techniques involving Wick rotation or choices of contours that extend to infinity are not well-defined in the presence of nonlocal vertices because they introduce unwanted divergences. This creates problems for the implementation of the Minkowski prescription.

### 3.1 Failure of Minkowski prescription

To better understand the problem of singularities at infinity, let us consider two explicit examples with the entire functions $\gamma(k^2) = (k^2 + m^2)/M_s^2$ and $\gamma(k^2) = (k^2 + m^2)^2/M_s^4$, where $M_s$ is an energy scale at which nonlocal effects are expected to become important, and it is mathematically needed to make the exponent dimensionless.

- By considering complex energies $k^0 = \kappa e^{i\vartheta}$ with $\kappa \geq 0$, for the first choice of entire function we have
  \[
  e^{-m^2/M_s^2} e^{-k^2/M_s^2} = e^{-m^2/M_s^2} e^{(k^0)^2/M_s^2} e^{-k^2/M_s^2} = e^{-m^2/M_s^2} e^{(\kappa^2 \cos 2\vartheta)/M_s^2} e^{i(\kappa^2 \sin 2\vartheta)/M_s^2} e^{-k^2/M_s^2},
  \]  
  (52)
  which diverges in the limit $\kappa \to \infty$ along the directions $-\pi/4 < \vartheta < \pi/4$ and $3\pi/4 < \vartheta < 5\pi/4$; see Fig. 8a.

- For the second entire function, the dominant factor in the $\kappa \to \infty$ limit is given by
  \[
  e^{-(\kappa^4 \cos 4\vartheta)/M_s^4},
  \]
  (53)
  which diverges at infinity along the directions $\pi/8 < \vartheta < 3\pi/8$ and $9\pi/8 < \vartheta < 11\pi/8$; see Fig. 8b.

This feature makes it impossible to use neither the contours in Figs. 2b, 3a, 7a, 7b, 7c, nor the Wick rotation in Fig. 3b. This shows the \textit{failure} of Minkowski prescription to evaluate loop integrals in the context of the nonlocal quantum field theories under investigation.
Although this seems to be a very serious problem, it so happens that well-defined prescriptions to define and compute amplitudes with nonlocal vertices can still be found. In fact, as mentioned in the Introduction, this type of non-polynomial functions appear in string field theory, and in that context the Euclidean prescription was introduced and shown to give unitary amplitudes [6]. Consequently, several works [41–44] have implemented the same prescription to show unitarity for more general nonlocal models such as the ones in Eqs. (2) and (3).

We will now show that both Euclidean and Schwinger prescriptions can be applied to compute the integral in Eq. (51).

3.2 Euclidean prescription

The rules of the Euclidean prescription introduced in Sec. 2.2 can be applied to (51), indeed all the required properties are satisfied also in the presence of nonlocal vertices. According to this prescription the contour has fixed ends with imaginary parts ±i∞ (see also footnote 2), and any deformation happens in finite distance regions of the complex $k^0$ plane. This ensures that no unwanted divergence appears during the evaluation of the integral (51).

According to the Euclidean rules in Sec. 2.2 the amplitude (51) can be split into two parts:

$$
\mathcal{M}(p^2) = (-i)^2 \lambda^2 \int_{\mathcal{F} \cup \mathcal{C}_r} \frac{dk^0}{2\pi} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{e^{-\gamma(k^2)}}{k^2 + m^2 - i\epsilon} \frac{e^{-\gamma((p-k)^2)}}{(p-k)^2 + m^2 - i\epsilon}
$$

$$
\mathcal{M}(p^2) = \mathcal{M}_\mathcal{F}(p^2) + \mathcal{M}_{\mathcal{C}_r}(p^2),
$$

where $\mathcal{M}(p^2)$ is the total amplitude, $\mathcal{M}_\mathcal{F}(p^2)$ and $\mathcal{M}_{\mathcal{C}_r}(p^2)$ are the parts of the amplitude defined on the forward region and on the complex region, respectively.
where $\mathcal{M}_I(p^2)$ is the contribution coming from the contour $\mathcal{I}$, while $\mathcal{M}_C(p^2)$ is the one from $\mathcal{C}_r$.

Also in the nonlocal case we can explicitly show that $\mathcal{M}_I(p^2)$ is real. Since $\mathcal{I}$ is far from the poles, we can take real external energies $p^0 \in \mathbb{R}$ and $\epsilon \to 0$. Then, by making the change of variable $k^0 \to -ik^0$ we get

$$
\mathcal{M}_I(p^2) = \lambda^2 \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^4} \frac{e^{-\gamma((k^0)^2 + k^2)} e^{-\gamma(-(p^0 + ik^0)^2 + (\vec{p} - \vec{k})^2)}}{((k^0)^2 + k^2 + m^2 - (p^0 + ik^0)^2 + (\vec{p} - \vec{k})^2 + m^2)},
$$

(55)

whose complex conjugate is given by

$$
\mathcal{M}_I^*(p^2) = \lambda^2 \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^4} \frac{e^{-\gamma((k^0)^2 + k^2)} e^{-\gamma(-(p^0 - ik^0)^2 + (\vec{p} - \vec{k})^2)}}{((k^0)^2 + k^2 + m^2 - (p^0 - ik^0)^2 + (\vec{p} - \vec{k})^2 + m^2)}
$$

$$= \lambda^2 \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^4} \frac{e^{-\gamma((k^0)^2 + k^2)} e^{-\gamma(-(p^0 + ik^0)^2 + (\vec{p} - \vec{k})^2)}}{((k^0)^2 + k^2 + m^2 - (p^0 + ik^0)^2 + (\vec{p} - \vec{k})^2 + m^2)}
$$

$$= \mathcal{M}_I(p^2),
$$

(56)

where in the last step we have made the change of variable $k^0 \to -k^0$.

We now evaluate the contribution coming from $\mathcal{C}_r$ by using the residue theorem applied to the pole $Q_2 = p^0 - \omega_{\vec{p} - \vec{k}}$:

$$
\mathcal{M}_C(p^2) = -\lambda^2 \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^3} \frac{\Theta(p^0 - \omega_{\vec{p} - \vec{k}})}{2\omega_{\vec{p} - \vec{k}}} \frac{e^{-\gamma((k^0)^2)} e^{-\gamma(-(p^0)^2)}}{k^0 = Q_2} \frac{e^{-\gamma((p - k)^2)}}{p^0 + \omega_k - \omega_{\vec{p} - \vec{k}} p^0 - \omega_k - \omega_{\vec{p} - \vec{k}} + i\epsilon};
$$

(57)

where we remind the reader that the Heaviside theta function $\Theta(p^0 - \omega_{\vec{p} - \vec{k}})$ takes into account that the integral over $\mathcal{C}_r$ is non-zero only when $\text{Re}[Q_2] \geq 0$, and it is defined in Eq. (26).

By using the identity (10) we can write

$$
\mathcal{M}_C(p^2) = -\lambda^2 \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^3} \frac{\Theta(p^0 - \omega_{\vec{p} - \vec{k}})}{2\omega_{\vec{p} - \vec{k}}} \frac{e^{-\gamma((k^0)^2)} e^{-\gamma(-(p^0)^2)}}{k^0 = Q_2} \frac{e^{-\gamma((p - k)^2)}}{p^0 + \omega_k - \omega_{\vec{p} - \vec{k}} p^0 - \omega_k - \omega_{\vec{p} - \vec{k}} + i\epsilon}
$$

$$+ i\pi \lambda^2 \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^3} \frac{1}{2\omega_{\vec{p} - \vec{k}} 2\omega_k} \frac{e^{-\gamma((k^0)^2)} e^{-\gamma((p - k)^2)}}{k^0 = Q_2} \delta(p^0 - \omega_k - \omega_{\vec{p} - \vec{k}}).
$$

(58)

Let us evaluate the imaginary part (second line) explicitly to check the consistency of the Euclidean prescription with unitarity also in nonlocal theories.

By using $\int \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k} = \int \frac{d^4k}{(2\pi)^4} 2\pi \theta(k^0) \delta(k^2 + m^2)$ and $\delta(x^2 - y^2) = [\delta(x + y) + \delta(x - y)]/2|y|$, we obtain

$$
\text{Im}[\mathcal{M}_C(p^2)] = \pi \lambda^2 \int \frac{d^4k}{(2\pi)^4} e^{-\gamma((k^0)^2)} e^{-\gamma((p - k)^2)} \theta(k^0) \delta(k^2 + m^2) \theta(p^0 - k^0) \delta((p - k)^2 + m^2)
$$

$$= \pi \lambda^2 \int \frac{d^4k}{(2\pi)^4} \theta(k^0) \delta(k^2 + m^2) \theta(p^0 - k^0) \delta((p - k)^2 + m^2),
$$

(59)
where we have used the normalization $\gamma(-m^2) = 0$. Thus, we can write

$$\text{Im}[\mathcal{M}(p^2)] = \text{Im}[\mathcal{M}_{\mathcal{C}}(p^2)] = \pi \lambda^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{2\omega_k 2\omega_{p-k}} \delta(p^0 - \omega_k - \omega_{p-k})$$

$$= \frac{\lambda^2}{16\pi} \sqrt{-p^2 - 4m^2} \sqrt{-p^2} \theta(-p^2 - 4m^2).$$  \hfill (60)

The last equations show that the standard Cutkosky rules are still satisfied also in nonlocal quantum field theories\(^5\); see Refs. [41–43], and also App. A.

We have performed the computation only for the choice of internal momenta $k$ and $p-k$; it should now be clear how to implement the Euclidean prescription for the choice $k + p/2$ and $k - p/2$ also in the nonlocal case. Actually, we will use the latter choice of internal momenta to perform a full analytic computation for a nonlocal model in Sec. 3.5.

Before concluding this Subsection, let us emphasize that the Euclidean prescription is very powerful because it allows one to identify and compute the imaginary part of an amplitude for a generic entire function $\gamma(k^2)$. In this respect, in the presence of generic nonlocal vertices it turns out to be more suitable than the Schwinger prescription as we now explain.

### 3.3 Schwinger prescription

All the assumptions required for the use of the Schwinger prescription are also satisfied by the amplitude (51) with nonlocal vertices. By using the Schwinger parametrization for the propagators in Eq. (38), we can rewrite the integral (51) as

$$\mathcal{M}(p^2) = -i\lambda^2 \int_0^\infty dt_1 \int_0^\infty dt_2 \int \frac{d^4k}{(2\pi)^4} e^{-t_1(k^2+m^2)} e^{-t_2((p-k)^2+m^2)} e^{-\gamma(k^2)} e^{-\gamma((p-k)^2)},$$ \hfill (61)

which is convergent in the double limit $t_1, t_2 \to \infty$ as long as the Schwinger parametrization is well-defined, namely if $\text{Re}[k^2 + m^2] > 0$ and $\text{Re}[(p-k)^2 + m^2] > 0$. Also in this case, one can make the contour deformation $[0, \infty] \to [0, t_0] \cup [t_0, i\infty]$ for the integrals over $t_1, t_2$ as shown in Fig. 6, and analytically continue internal and external energies in such a way that $\text{Im}[-(k^0)^2] < 0$ and $\text{Im}[-(p^0 - k^0)^2] < 0$. This procedure will ensure the convergence of the integral for large values of $t_i$, and will take care of possible pinching singularities.

By looking at Eq. (61) we understand that further manipulations require the explicit form of the entire function $\gamma(k^2)$, even to extract information about the imaginary part. This shows why the Schwinger prescription is less suitable than the Euclidean to perform loop computations and prove unitarity in generic nonlocal theories.

\(^5\)For the bubble diagram (51) under investigation not only is unitarity respected but the expression of the imaginary part coincides with the local result (up to a normalization factor). However, for more complicated diagrams – such as the triangle and box – unitarity is still respected but the expressions of the imaginary parts are non-trivially modified by nonlocality.
It is still instructive to work with a specific nonlocal vertex, simple enough to evaluate the imaginary part explicitly and check the consistency with unitarity. Thus, in the remainder of this Subsection we assume the entire function to be a polynomial of degree one of $k^2$, i.e.

$$\gamma(k^2) = (k^2 + m^2)/M_s^2 \quad \text{and} \quad \gamma((p-k)^2) = ((p-k)^2 + m^2)/M_s^2,$$

and thus the one-loop amplitude (61) reads

$$M(p^2) = \lambda^2 \int_0^\infty dt_1 \int_0^\infty dt_2 \int \frac{d^4k}{(2\pi)^4} e^{-t_1(k^2+m^2) - t_2((p-k)^2+m^2) - (k^2+m^2)/M_s^2} e^{-(p^2-k^2+m^2)/M_s^2} \cdot$$

$$\frac{(t_1+t_2+2/M_s^2)}{(t_1+t_2+2/M_s^2)^2},$$

(63)

where we have made the change of variable $k^0 \to ik^0$, and then used spherical coordinates. Note that, unlike the case of local vertices, we chose $\mathcal{C} = \mathcal{I} = [-i\infty, i\infty]$ as the initial integration contour for the $k^0$-integral because starting from $\mathbb{R}$ is not well-defined as discussed above; see also footnote 4. As already mentioned in the Introduction, the type of entire functions in Eq. (62) are typical of string field theory [1–7] and $p$-adic string [8–12].

We can notice a similarity between the expressions in (63) and (39), the only difference is that $t_1, t_2$ are both shifted by $1/M_s^2$. This suggests the additional change of variable

$$s_1 = t_1 + 1/M_s^2 \quad \text{and} \quad s_2 = t_2 + 1/M_s^2,$$

(64)

which gives

$$M(p^2) = \lambda^2 \frac{1}{16\pi^2} \int_{1/M_s^2}^\infty ds_1 \int_{1/M_s^2}^\infty ds_2 e^{-p^2 s_1 s_2} e^{-m^2(s_1 + s_2)} (s_1 + s_2)^2.$$ 

(65)

Let us remind the reader that the ultraviolet divergence in the local case was associated with the limits $t_1, t_2 \to 0$. If we compare (65) with (39) we notice that the only difference lies in the lower ends of the integration contour, and indeed the main role of nonlocality in this case is to improve the ultraviolet behavior of the amplitude since $s_1, s_2$ never take zero values. Instead, the behavior of the amplitude in the double limit $s_1, s_2 \to \infty$ is the same as in the local theory, and a divergence appears for $-p^2 > 4m^2$, i.e. above the threshold.

All the steps from Eq. (41) to Eq. (46) performed in Sec. 2.3 can be identically repeated for the integral (65) by replacing $t_i$ with $s_i$, and in the end we would get an expression for the imaginary part of the amplitude that coincides with the one obtained through the Euclidean prescription in Eq. (60).

### 3.4 (In)equivalence between the prescriptions

Unlike the case of local vertices in Sec. 2, the Minkowski prescription is pathological in the presence of nonlocal vertices. Thus, of the three prescriptions we introduced only Euclidean and
Schwinger can be used to compute amplitudes in a consistent way. This also implies that we need to prove only the equivalence between Euclidean and Schwinger.

The same proof presented in Sec. 2.4.2 applies to the case of nonlocal vertices too. Starting with the Euclidean prescription we can always find a contour deformation such as the one in Fig. 7d, such that the Schwinger parametrization remains well-defined and the conditions (50) can be satisfied. The contour in Fig. 7d is well-defined for the one-loop amplitude (51) because the entire functions \( \gamma(k^2) \) are defined such that \( e^{-\gamma(k^2)} \) converges to zero in the limit \( k^0 \to A+i\infty, A \) being a finite real constant.

Hence, Euclidean and Schwinger are equivalent also in the presence of nonlocal vertices. It is worth mentioning that such an equivalence was proven in the context of string theory first at one loop [47], and later at all orders in perturbation theory [48].

### 3.5 An explicit example

We now analyse a nonlocal scalar model whose Lagrangian is inspired by the truncated open tachyon in string field theory [1–3]:

\[
\mathcal{L} = \frac{1}{2} \phi(\Box - m^2)\phi - \frac{\lambda}{3!} \left( e^{(\Box-m^2)/2M_s^2} \phi \right)^3, \tag{66}
\]

where the chosen entire function is \( \gamma(\Box) = -(\Box - m^2)/M_s^2 \), and we work with a positive nontachyonic real mass. We do not worry about whether the Lagrangian (66) is interesting from a physical point of view but we just use it as a mathematical toy model to apply the contour prescriptions and the techniques discussed above\(^6\). Of course, we should expect that the amplitudes for the model (66) respect unitarity, and indeed we will show it explicitly at one-loop order for the bubble diagram.

The corresponding one-loop bubble amplitude reads

\[
\mathcal{M}(p^2) = -i\lambda^2 \int_C \frac{dk^0}{2\pi} \int \frac{dk^3}{(2\pi)^3} \frac{e^{-(k^2+m^2)/M_s^2} e^{-(p-k)^2+m^2}/M_s^2}}{k^2 + m^2 - i\epsilon} \tag{67}
\]

Our aim is to perform a full analytic computation of the one-loop integral (67) by using both Euclidean and Schwinger prescriptions, and as well as show explicitly that they give the same result for both real and imaginary parts of the amplitude. Although we start with a non-vanishing mass parameter, we are going to take the massless limit \( (m=0) \) to evaluate also the real part analytically for both prescriptions. Thus, in end we are going to work with the massless version of the Lagrangian (66). This explicit computation will be very instructive to clarify several aspects discussed in this paper so far.

\(^6\)We could also work with a quartic nonlocal potential \( \frac{\lambda}{4!} (e^{(\Box-m^2)/2M_s^2} \phi)^4 \), or even higher order \( \frac{\lambda}{n!}(e^{(\Box-m^2)/2M_s^2} \phi)^n \). In all these cases the bubble diagram in Eq. (67) will still be the same, with the only difference that the number of external legs would be \( 2n - 4 \).
3.5.1 Euclidean prescription

We start with the Euclidean prescription, and choose to work with the internal momenta \( k + p/2 \) and \( k - p/2 \), thus we apply the steps in Sec. 2.2.2 to the integral

\[
\mathcal{M}(p^2) = -i\lambda^2 \int_{\mathcal{C}} \frac{dk^0}{2\pi} \int \frac{dk^3}{(2\pi)^3} e^{-\frac{[(k+p/2)^2+m^2]}{M^2}} e^{-\frac{[(k-p/2)^2+m^2]}{M^2}}
\]  
(68)

In this case the poles and the pinching singularity condition are given by Eqs. (29) and (30), respectively; see Fig. 5a for the location of the poles, and Figs. 5b, 5c, 5d for the choice of the integration contour \( \mathcal{C} \) in the complex \( k^0 \) plane.

According to the Euclidean prescription we write the amplitude as done in Eq. (31):

\[
\mathcal{M}(p^2) = \mathcal{M}_I(p^2) + \mathcal{M}_{C_{r,2}}(p^2) + \mathcal{M}_{C_{r,3}}(p^2),
\]  
(69)

where \( I = [-i\infty, i\infty] \), and \( C_{r,2} \) and \( C_{r,3} \) are the contours around the poles \( P_2 \) and \( P_3 \).

For simplicity we work in the centre-of-mass frame (\( \vec{p} = 0 \)), i.e. we implement the contour prescription in Fig. 5d (see also the remark at the end of Sec. 2.2.2).

**Evaluation of \( \mathcal{M}_I \).** By making the change of variable \( k^0 \rightarrow ik^0 \), and going to 4-dimensional spherical coordinates \( d^4k = \rho^3 \sin\alpha \sin\theta \, d\rho d\alpha d\varphi \), with \( 0 \leq k \leq \infty, 0 \leq \alpha, \theta \leq \pi, 0 \leq \varphi \leq 2\pi \), and \( k^0 = \rho \cos\alpha \), we obtain

\[
\mathcal{M}_I(p^2) = \lambda^2 \frac{e^{(p^0)^2/2M^2_4-2m^2/M^2_4} \sin^2\alpha \, e^{-\varphi^2/M^2} \rho^3 \sin\alpha \, e^{-\varphi^2/M^2}}{(2\pi)^4 (k + p/2)^2 + m^2 (k - p/2)^2 + m^2} \int_0^\infty d\rho \rho^3 \int_0^{\pi} d\alpha \int_0^{\varphi} d\varphi \frac{\sin^2\alpha \, e^{-\varphi^2/M^2}}{(\rho^2 - (p^0)^2/4 + m^2)^2 + (p^0)^2\rho^2 \cos^2\alpha}
\]  
(70)

In the massless case we can evaluate the integral (70) analytically. Indeed, by setting \( m = 0 \) and reinstating \( (p^0)^2 \rightarrow -p^2 \), if we make the additional change of variables \( z = \rho^2 \) we get

\[
\mathcal{M}_I(p^2) = \lambda^2 \frac{e^{-(p^2/2M^2) - 2m^2/M^2}}{8\pi^3 p^2} \left[ \int_0^{-p^2/4-\varepsilon} dz \frac{2ze^{-2z/M^2}}{z + p^2/4} + \int_{-p^2/4+\varepsilon}^{\infty} dz \frac{(p^2/2)e^{-2z/M^2}}{z + p^2/4} \right],
\]  
(71)

where the limit \( \varepsilon \rightarrow 0 \) is understood. We can explicitly evaluate the two integrals, and up to leading order in \( \varepsilon \) (in the limit \( \varepsilon \rightarrow 0 \)) we obtain

\[
\mathcal{M}_I(p^2) = \frac{\lambda^2}{16\pi^2} \left[ \frac{2M^2_4}{p^2} \left( e^{-(p^2/2M^2) - 1} \right) - \text{Ei} \left( \frac{-p^2}{2M^2_4} \right) - 2 \text{Ei} (\varepsilon) \right],
\]  
(72)

where we have absorbed constant factors in the infinitesimal parameter \( \varepsilon \), and introduced the exponential integral function

\[
\text{Ei}(x) = - \int_{-x}^{\infty} dt \frac{e^{-t}}{t}.
\]  
(73)

The divergent term \( \text{Ei}(\varepsilon) \) in Eq. (72) will be canceled by an equal and opposite contribution coming from \( \mathcal{M}_{C_{r}}(p^2) \) as we now show.
Evaluation of $\mathcal{M}_{c,2} + \mathcal{M}_{c,3}$. By computing the residues at the poles $P_2 = p^0/2 - \omega_{k-\vec{p}/2}$ and $P_3 = -p^0/2 + \omega_{k+\vec{p}/2}$, we obtain

$$\mathcal{M}_{c,2}(p^2) = -\lambda^2 \text{P.V.} \int \frac{d^3k}{(2\pi)^3} \frac{\Theta(p^0/2 - \omega_{k-\vec{p}/2}) e^{[p^0 - \omega_{k-\vec{p}/2}^2 - \omega_{\vec{p}/2}^2]/M^2_s}}{2M_{c,2}^2}$$

$$+ i\pi\lambda^2 \int \frac{d^3k}{(2\pi)^3} \frac{\Theta(p^0/2 - \omega_{k-\vec{p}/2}) e^{[p^0 - \omega_{k-\vec{p}/2}^2 - \omega_{\vec{p}/2}^2]/M^2_s}}{2M_{c,2}^2}$$

and

$$\mathcal{M}_{c,3}(p^2) = -\lambda^2 \text{P.V.} \int \frac{d^3k}{(2\pi)^3} \frac{\Theta(p^0/2 - \omega_{k+\vec{p}/2}) e^{[p^0 - \omega_{k+\vec{p}/2}^2 - \omega_{\vec{p}/2}^2]/M^2_s}}{2M_{c,3}^2}$$

$$+ i\pi\lambda^2 \int \frac{d^3k}{(2\pi)^3} \frac{\Theta(p^0/2 - \omega_{k+\vec{p}/2}) e^{[p^0 - \omega_{k+\vec{p}/2}^2 - \omega_{\vec{p}/2}^2]/M^2_s}}{2M_{c,3}^2}$$

where the Heaviside theta function $\Theta(x)$ was defined in Eq. (26).

To evaluate the Cauchy principal value integrals we go to the centre-of-mass frame for simplicity, i.e. we set $\vec{p} = 0$ for the time being, and we rewrite the result in a Lorentz invariant form after. In the centre-of-mass frame the two contributions in the first lines of Eqs. (74) and (75) turn out to be equal. Thus, by going to spherical coordinates and making the change of variable $z = \omega_{k} p^0/2$, we can write

$$\mathcal{M}_{c,2}^{PV}(p^2) = \mathcal{M}_{c,3}^{PV}(p^2) = -\lambda^2 e^{(p^0)^2/M^2_s} \frac{\Theta(p^0 - 2\omega_{k}) e^{-2p^0\omega_{k}/M^2_s}}{8\pi^2(p^0)^2} \int_0^\infty \frac{dz}{z^2}$$

$$\times \frac{\sqrt{4z^2 - (p^0)^2} \Theta(p^0 - 4z/p^0) e^{-4z/M^2_s}}{2(p^0)^2 - 4z}.$$ (76)

In the massless case we can evaluate the integral (76) analytically. Indeed, by setting $m = 0$ and reinstating $(p^0)^2 \to -p^2$, up to leading order in $\varepsilon$ (in the limit $\varepsilon \to 0$) we obtain

$$\mathcal{M}_{c,2}^{PV}(p^2) = \mathcal{M}_{c,3}^{PV}(p^2) = -\lambda^2 e^{-p^2/M^2_s} \frac{1 + z}{2\pi^2} \int_0^{-p^2/4 - z} \frac{dz}{p^2/4 + z}$$

$$= \frac{\lambda^2}{32\pi^2} \left[ -\frac{2M^2_s}{p^2} (e^{-p^2/M^2_s} - 1) - 2\text{Ei} \left( -\frac{p^2}{M^2_s} \right) + 2\text{Ei}(\varepsilon) \right].$$ (77)

where again we absorbed constant factors in the infinitesimal parameter $\varepsilon$. The last term in Eq. (77) is divergent and, as promised, it will be crucial for the cancellation of the other divergent term in Eq. (72).

We now compute the two contributions in the second lines of Eqs. (74) and (75) that are responsible for a non-vanishing imaginary part. As discussed at the end of Sec. 2.2.2, in the
centre-of-mass frame we have (under the integral sign)
\[ \Theta(p^0/2 - \omega_k) \delta(p^0 - 2\omega_k) \rightarrow \Theta(0) \delta(0) = \frac{1}{2}, \]  
(78)

namely the Heaviside theta function contributes with a factor of 1/2. Therefore, the imaginary parts of Eqs. (74) and (75) are given by
\[ \text{Im}[M_{C,2}(p^2)] = \text{Im}[M_{C,3}(p^2)] = \frac{\lambda^2}{32\pi} \frac{\sqrt{(p^0)^2 - 4m^2}}{p^0} \theta(p^0 - 2m). \]  
(79)
The Lorentz invariant form can be obtained by replacing \((p^0)^2 \rightarrow -p^2\), and the massless limit reads
\[ \text{Im}[M_{C,2}(p^2)] = \text{Im}[M_{C,3}(p^2)] = \frac{\lambda^2}{32\pi} \theta(-p^2). \]  
(80)

**Full amplitude.** We now have all the ingredients to write down the full expressions for both real and imaginary parts of the amplitude (67) in the massless case:
\[ \mathcal{M}(p^2) = \text{Re}[\mathcal{M}(p^2)] + i \text{Im}[\mathcal{M}(p^2)], \]  
(81)

where
\[ \text{Re}[\mathcal{M}(p^2)] = \mathcal{M}_I(p^2) + \mathcal{M}_{C,2}^{PV}(p^2) + \mathcal{M}_{C,3}^{PV}(p^2) \]
\[ = \frac{\lambda}{16\pi^2} \left[ \frac{2M_s^2}{p^2} \left( e^{-p^2/2M_s^2} - e^{-p^2/M_s^2} \right) + \text{Ei} \left( -\frac{p^2}{2M_s^2} \right) - 2 \text{Ei} \left( -\frac{p^2}{M_s^2} \right) \right], \]  
(82)
and
\[ \text{Im}[\mathcal{M}(p^2)] = \text{Im}[\mathcal{M}_{C,2}(p^2)] + \text{Im}[\mathcal{M}_{C,3}(p^2)] = \frac{\lambda^2}{16\pi} \theta(-p^2). \]  
(83)

It is worthwhile to mention that the same one-loop computation was performed in Ref. [43] for a nonlocal model whose Lagrangian is the same as (66) with the only difference that a quartic potential was considered instead of a cubic (the bubble diagram (67) is the same for both models). Our results (82) and (83) for the final expression of the amplitude agree with the ones in [43]. The authors in [43] also correctly noticed some of the problems related to the Minkowski prescription but then, to evaluate the bubble diagram they assumed that a contour such as the one in Fig. 3a and the Wick rotation in Fig. 3b can be “formally” used in the presence of nonlocal vertices. Although this formal procedure happens to give the correct result for the bubble diagram, it can be misleading and hides essential details. In this respect, we believe that our analysis – especially the explanation in Sec. 2.2.2 – is more rigorous from a mathematical point of view and fully clarifies why the expressions (82) and (83) for real and imaginary parts of the amplitude are correct. In particular, our analysis clearly explains why the imaginary contribution to the amplitude is non-zero when the poles lie on the imaginary axis in the centre-of-mass frame.
3.5.2 Schwinger prescription

We now perform the computation of the same one-loop amplitude (67) in the massless case by using the Schwinger prescription introduced in Secs. 2.3 and 3.3. In particular, as explained in the remark at the end of Sec. 2.3 we implement the prescription in a more practical way: we perform the full integral working with imaginary external energies, i.e. \( p^0 = i p^4 \) with \( p^4 \in \mathbb{R} \) such that \( p^2 > 0 \), and analytically continue to real physical energies at the end.

We focus directly on the massless limit of the one-loop amplitude (67),

\[
\mathcal{M}(p^2) = \lambda^2 \int \frac{dk^4}{(2\pi)^4} \frac{e^{-k^2/M_s^2} e^{-(p-k)^2/M_s^2}}{k^2(p-k)^2},
\]

where the integration measure is \( dk^4 dk^2 dk^3 dk^4 \), with \( k^4 = -ik^0 \). Some of the initial steps to evaluate the above integral were already shown in Sec. 3.3, but for the sake of clarity we now repeat them and show all the details of the calculation.

By using the Schwinger parametrization for the two Euclidean propagators,

\[
\frac{1}{k^2} = \int_0^\infty dt_1 e^{-t_1 k^2}, \quad \frac{1}{(p-k)^2} = \int_0^\infty dt_2 e^{-t_2 (p-k)^2},
\]

the integral (84) can be recast as

\[
\mathcal{M}(p^2) = \lambda^2 \int_0^\infty dt_1 \int_0^\infty dt_2 \int \frac{d^4 k}{(2\pi)^4} \frac{e^{-(t_1+1/M_s^2)k^2} e^{-(t_2+1/M_s^2)(p-k)^2}}{e^{-k^2(M_s^2(t_1+t_2)+2)}}
\]

By going to four-dimensional spherical coordinates \( d^4 k = k^3 \sin \alpha^2 \cos \theta \,dk\,d\phi\,d\theta \), with \( 0 \leq k \leq \infty \), \( 0 \leq \alpha, \theta \leq \pi \), \( 0 \leq \varphi \leq 2\pi \), and \( p \cdot k = |p||k| \cos \alpha \), we obtain

\[
\int \frac{d^4 k}{(2\pi)^4} e^{-k^2(t_1+t_2+2/M_s^2)} e^{2k\cdot p(t_1+1/M_s^2)} = \frac{M_s^4}{16\pi^2} e^{M_s^2(M(t_2+1)^2)}
\]

Performing the additional change of integration variables

\[
s_1 = t_1 + \frac{1}{M_s^2}, \quad s_2 = t_2 + \frac{1}{M_s^2},
\]

the integral (86) becomes

\[
\mathcal{M}(p^2) = \frac{\lambda^2}{16\pi^2} \int_\frac{1}{M_s^2}^\infty ds_1 \int_\frac{1}{M_s^2}^\infty ds_2 e^{-p^2/2M_s^2} \frac{e^{\frac{M_s^2}{M_s^2 + s_1 + s_2}}}{(s_1 + s_2)^2}.
\]

One can notice that the last integral is convergent as \( p^2 \geq 0 \) in Euclidean signature. By performing the double integration we get

\[
\mathcal{M}(p^2) = \frac{\lambda^2}{16\pi^2} \left[ \frac{2M_s^2}{p^2} \left( e^{-p^2/2M_s^2} - e^{-p^2/M_s^2} \right) \right]
\]
\[ + \text{Ei} \left( 0, -\frac{p^2}{2M_s^2} \right) - \text{Ei} \left( 0, -\frac{p^2}{M_s^2} \right) + \Gamma \left( 0, \frac{p^2}{M_s^2} \right) \], \tag{90} \]

where \( \Gamma(a, z) \) is the incomplete Gamma function defined as

\[ \Gamma(a, z) = \int_z^{\infty} dt \ t^{a-1} e^{-t} ; \tag{91} \]

in our case \( a = 0 \).

The compact expression in Eq. (90) is still defined for space-like external momenta, i.e. \( p^2 > 0 \). However, we are interested in physical energies and time-like momenta \( p^2 < 0 \). For negative arguments \( (p^2 < 0) \) the incomplete Gamma function \( \Gamma(0, x) \) satisfies the following relation:

\[ \lim_{\epsilon \to 0^+} \Gamma(0, x \pm i\epsilon) = -\text{Ei}(-x) \mp i\pi, \quad \text{for} \quad x < 0. \tag{92} \]

In our case we need to use Eq. (92) with \(-i\epsilon\), so that the one-loop amplitude in Minkowski signature acquires an imaginary component:

\[ \mathcal{M}(p^2) = \text{Re}[\mathcal{M}(p^2)] + i \text{Im}[\mathcal{M}(p^2)], \tag{93} \]

where

\[ \text{Re}[\mathcal{M}(p^2)] = \frac{\lambda^2}{16\pi^2} \left[ \frac{2M_s^2}{p^2} \left( e^{-p^2/2M_s^2} - e^{-p^2/M_s^2} \right) + \text{Ei} \left( -\frac{p^2}{2M_s^2} \right) - 2 \text{Ei} \left( -\frac{p^2}{M_s^2} \right) \right], \tag{94} \]

which coincides with (82), and

\[ \text{Im}[\mathcal{M}(p^2)] = \frac{\lambda^2}{16\pi} \theta(-p^2). \tag{95} \]

which matches the expression (83).

Hence, we have verified analytically that Schwinger and Euclidean prescriptions give the same result for the computation of the amplitude (67) (in the massless case). Let us emphasize again that the results are consistent with the Cutkosky rules and unitarity; see also App. A.

### 3.5.3 Local limit

As a further consistency check of the Euclidean and Schwinger prescriptions applied to the amplitude (67) (in the massless case) we can take the local limit \((|p^2|/M_s^2 \ll 1)\) of (90), and verify that the known local result in Eq. (20) is recovered.

By expanding in Taylor series the amplitude (90) for small \(|p^2|/M_s^2 \ll 1\) we obtain

\[ \mathcal{M}(p^2) = \frac{\lambda^2}{16\pi^2} \left[ 1 - \frac{\gamma_E}{2} \log \left( \frac{p^2 - i\epsilon}{M_s^2} \right) \right], \tag{96} \]

which coincides with (20) once we identify \( M_s^2 = 2\Lambda^2 e^{1+\gamma_E/2}, \gamma_E \) being the Euler-Mascheroni constant. Therefore, we verified that our result is consistent with the local limit, as expected.

It is worth mentioning that our computation of the bubble diagram (67) can also be seen as a regularization method to compute the bubble diagram in the local case, where \( M_s \) is now interpreted as a regulator instead of a fundamental energy scale. Indeed, the result in Eq. (96) is the same that we would get by using dimensional regularization or Pauli-Villars.
4 Discussion & conclusions

In Secs. 2 and 3 we discussed in great detail three “different” prescriptions for the evaluation of the bubble diagram in the presence of local (5) and nonlocal vertices (51). We noticed that, while all the prescriptions are valid and equivalent in the presence of local vertices, the Minkowski prescription fails when nonlocal vertices are introduced. Moreover, the Euclidean prescription turns out to be more suitable than Schwinger to compute the imaginary part of an amplitude in a generic nonlocal model. We also performed an explicit and fully analytic calculation in a string-inspired nonlocal model, and confirmed that Euclidean and Schwinger prescriptions give the same result.

Other diagrams and higher loops. One natural question to ask is how and whether Euclidean and Schwinger can be generalized to more complicated amplitudes and to higher loops. Both prescriptions have been proven to be valid at all orders in perturbation theory in the context of string theory [48]. For more general nonlocal theories the Euclidean prescription has been used for the verification of Cutkosky rules at all order in perturbation theory [41, 42], and explicit computations of imaginary parts have been performed for other types of one-loop (box and triangle) [49,41] and two-loop diagrams (sunset) [41]. For example, in the case of the triangle diagram it was shown that the anomalous threshold does not contribute to the imaginary part of the amplitude, i.e. it does not affect the optical theorem, similarly to the local case. To extend our analysis, one should study the triangle and box diagrams in nonlocal theories by means of the Schwinger prescription and show that the result coincides with the one obtained through the Euclidean prescription. A proof of the equivalence between Euclidean and Schwinger at higher order in perturbation theory and for generic nonlocal theories is still lacking. More explicit computations of both real and imaginary parts for more complicated diagrams and at higher loops in specific models (as we did in Sec. 3.5) are also still missing. Therefore, future investigations are surely needed along these directions.

Minkowski vs Euclidean. One interesting feature that needs further discussion is the failure of the Minkowski prescription in the presence of nonlocal vertices. We learned that the integration contour in the complex $k^0$ plane cannot be $\mathbb{R} = [-\infty, \infty]$ because of unwanted divergences. Indeed, we emphasized that the initial contour must be chosen to coincide with the imaginary axis $C = I = [-i\infty, i\infty]$, and that the amplitude must initially depend on purely imaginary energies in order for the poles to have a certain location relative to the contour. In other words, the amplitude must be defined in Euclidean signature, and analytically continued to Minkowski after. The inverse procedure, from Minkowski to Euclidean, is not well-defined.

This is not the only known example of quantum field theories that are pathological if initially defined in Minkowski. For instance, in theories with higher-derivative kinetic terms such as sixth-
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order Lee-Wick models [50, 51] – whose propagators contain additional pairs of complex conjugate poles – the amplitudes need to be initially defined in Euclidean signature otherwise unitarity would be violated and standard renormalizability properties would be spoiled [52–55]. The same happens in theories with fakeon propagators [55]. In all these cases, the analytic structure of the integrands (i.e. propagators and vertices) is somehow modified: (i) in the presence of nonlocal vertices essential singularities at infinity are introduced; (ii) in Lee-Wick theories pairs of complex conjugate poles appear and their locations discriminate between computations performed in the Minkowski or Euclidean signature, preventing the use of the usual Wick rotation [53, 54]; (iii) in fakeon models the Feynman shift in the propagator is replaced by an alternative prescription that introduces fictitious pairs of complex conjugate poles such that only a one-way non-analytic Wick rotation from Euclidean to Minkowski can be well-defined [55].

An important message we would like the reader to appreciate is the following: the fact that amplitudes can be defined in both Minkowski and Euclidean, and that they can be analytically continued from one signature to the other either way, is a very special feature of quantum field theories with two-derivative kinetic operators and local vertices. However, this happens to be just a coincidence. Indeed, when going beyond standard theories and working in more complicated setups, e.g. with higher powers of inverse momentum in the propagator and/or nonlocal vertices, it becomes clear that amplitudes must be initially defined in Euclidean signature, and that a consistent set of (alternative) rules must be prescribed in order to define the analytic continuation to Minkowski. This also means that the definition of an amplitude and the prescription to deform the integration contour can be model-dependent.

There are, in fact, at least two further reasons to justify the formulation of a generic quantum field theory (local or nonlocal) and the definition of its amplitudes in the Euclidean signature. In addition to the fact that in more general theories unitarity can be respected only if amplitudes are initially defined in Euclidean space, we also point out that:

- Typically the functional path integral is convergent only if the theory is initially defined in Euclidean signature;
- Strictly speaking the power counting analysis and the discussion/proof of renormalizability of a theory is well-defined only in the Euclidean signature.

Therefore, the failure of the Minkowski prescription in alternative theories, such as the ones investigated in Sec. 3, is not really a problem because the corresponding quantum field theory can be consistently formulated in Euclidean space. Physical observables depending on real momenta can be obtained via analytic continuation according to a certain prescription.

Let us also clarify that our discussion does not imply that string theory must be initially defined in Euclidean space. In fact, in the context of string perturbation theory the failure of the Minkowski prescription should not be seen as a problem of the general framework, but only as an issue of the string field theory formulation in which the exponential vertices appear. In fact, in
other formulations amplitudes might be well-defined in Minkowskii already from the beginning, e.g., this can be the case in the worldsheet formulation.

**Outlook.** In this paper, we only worked with propagators possessing the standard real poles. However, more general nonlocal theories admitting extra pairs of complex conjugate poles have been proposed [56,57]. It will be very interesting to investigate whether the prescriptions analysed in this work can be generalized in the presence of extra complex conjugate poles, and whether a unitary $S$-matrix can be formulated for these more complicated theories too [58].

Furthermore, we only focused on scalar theories but it would be interesting to apply Euclidean and Schwinger prescriptions to amplitudes involving more complicated tensorial structures. In the recent years several approaches to formulate a unitary and renormalizable quantum field theory of the gravitational interaction have been proposed. In particular, interesting ideas to solve the ghost problem [59] in higher-derivative gravity were put forward in both local [60,54,61–65] and nonlocal theories [22,28–30], and also at the non-perturbative level [66,67]. In the context of nonlocal gravity explicit computations of amplitudes, e.g. at one loop, are still lacking in the literature. For future works it will be very interesting to perform these computations and extract from them information on physical observable such as decay rates and cross sections for processes involving (nonlocal) gravitons.

Hence, many interesting aspects concerning scattering amplitudes and unitarity in nonlocal quantum field theories deserve further investigation, and indeed more work is expected to come in the future.
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**A Unitarity & optical theorem**

We briefly review the notion of unitarity of the $S$-matrix, and verify explicitly some of the statements made in the main text about optical theorem and Cutkosky rules in the context of nonlocal field theories. This Appendix is also important to fix notations and conventions used for propagators, vertices, and amplitudes in the main text.

Given a Fock space $W$, the $S$-matrix operator can evolve an initial state $|a⟩ ∈ W$ into a final state $|b⟩ = S|a⟩ ∈ W$. Then, probability conservation $⟨b|b⟩ = ⟨a|a⟩$ implies the unitarity condition on the $S$-matrix [68]:

$$S^†S = 1.$$  \hspace{1cm} (97)

By writing $S = 1 + iT$, where $T$ is the so-called transfer matrix, we can recast the unitarity
condition as
\[ i \left( T^\dagger - T \right) = T^\dagger T, \] (98)
which is the operatorial form of the *optical theorem*. The identity (98) is very useful to prove unitarity in perturbative quantum field theories [69], and to compute cross sections and decay rates [45].

Let us now introduce the matrix \( \mathcal{M} \), whose elements are defined through the following relation
\[
\langle b | T | a \rangle = (2\pi)^4 \delta^{(4)}(P_b - P_a) \langle b | \mathcal{M} | a \rangle ,
\] (99)
where \( P_b \) and \( P_a \) are the total outgoing and ingoing momenta, respectively. Moreover, we use the completeness relation
\[
1 = \sum_{\{n\}} \prod_{l=1}^{n} \int \frac{d^3 k_l}{(2\pi)^3} \frac{1}{2\omega_l} |\{k_l\}\rangle \langle \{k_l\}| ,
\] (100)
where the summation is over all possible sets \( \{n\} \) of intermediate states \( |\{k_l\}\rangle \) containing \( l \) momenta, and \( \omega_l = \sqrt{\vec{k}_l^2 + m_l^2} \) are the frequencies (energies) for each single momentum \( k_l \).

By using Eqs. (99) and (100), we can recast Eq. (98) as follows
\[
i \left[ \langle b | \mathcal{M}^\dagger | a \rangle - \langle b | \mathcal{M} | a \rangle \right] = \sum_{\{n\}} \prod_{l=1}^{n} \int \frac{d^3 k_l}{(2\pi)^3} \frac{1}{2\omega_l} \delta^{(4)} \left( P_a - \sum_{l=1}^{n} k_l \right) \langle b | \mathcal{M}^\dagger | \{k_l\} \rangle \langle \{k_l\} | \mathcal{M} | a \rangle ,
\] (101)
which must hold order by order in perturbation theory.

The simplest application of the formula (101) is the case in which the l.h.s. is equal to \( 2 \text{Im} \{ \langle b | \mathcal{M} | a \rangle \} \). Some examples are given by the \( 2 \rightarrow 2 \) one-loop diagram constructed with quartic vertices, and the \( 1 \rightarrow 1 \) one-loop diagram constructed with cubic vertices; see Fig. 1 for an illustration of such diagrams.

The diagrammatic form of the optical theorem for the amplitudes associated with the Feynman diagrams in Fig. 1 reads
\[
2\text{Im} \left[ \left( -i \right) \bigotimes \bigotimes \right] = \frac{\chi^4}{\chi^\chi} = \int d\Pi_b \left| \chi^\chi_b \right|^2 ,
\] (102)
\[
2\text{Im} \left[ \left( -i \right) \bigcirc \bigcirc \right] = \frac{\chi^4}{\chi^\chi} = \int d\Pi_b \left| \chi^\chi_b \right|^2 ,
\] (103)
where \( \int d\Pi_b \) is a short notation for the phase-space integral in Eq. (101), and the sum is taken over the final states labeled by \( b \). The intermediate steps of the above two equations take into account of the so-called cutting rules (or Cutkosky rules) [70], where the matrix elements \( \langle \{k_l\} | \mathcal{M} | a \rangle \) and \( \langle b | \mathcal{M}^\dagger | \{k_l\} \rangle = (\langle \{k_l\} | \mathcal{M} | b \rangle)^* \) contribute to the left and to the right of the cut dashed line, respectively. For instance, the square on the r.h.s. of Eq. (103) means \( \left| \chi^\chi_b \right|^2 = \left( \chi^\chi \right) \left( \chi^\chi \right)^* \), with \( \left( \chi^\chi \right)^* = \chi^\chi \), and similarly for (102).
In this work we were interested in investigating contour prescriptions to evaluate one-loop integrals such as (51) where interaction vertices are nonlocal (i.e. non-polynomial in momenta). Let us now check the validity of the two identities (102) and (103) for a generic class of nonlocal field theories, and thus prove one-loop unitarity explicitly. For instance, we can work with a nonlocal model such as the one in Eq. (2) with cubic potential, thus the bubble diagram is the one in Fig. 1b and in Eq. (103); the same result will be valid for Fig. 1a and Eq. (102). See also Ref. [6] for the first satisfactory discussion, to our knowledge, of unitarity with nonlocal vertices in the context of string field theory.

The Feynman rules for the Lagrangian (2) with cubic potential are:

\[
\text{Propagator : } \Pi(k^2) = \frac{-i}{k^2 + m^2 - i\epsilon};
\]

\[
\text{Vertex : } V(k_1, k_2, k_3) = -i\lambda e^{-\frac{1}{2}[\gamma(k_1^2) + \gamma(k_2^2) + \gamma(k_3^2)]}.
\]

(104)

Given an external momentum \(p\) and a loop momentum \(k\), the bubble amplitude reads

\[
\mathcal{M}(p^2) \equiv \langle p|M|p \rangle = (-i)(-i\lambda)^2 \int \frac{dk^0}{2\pi} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{(-i)e^{-\gamma(k^2)}}{k^2 + m^2 - i\epsilon} \frac{(-i)e^{-\gamma(p-k)^2}}{(p-k)^2 + m^2 - i\epsilon},
\]

(105)

Obviously, if \(\gamma = 0\) we recover the local case in Eq. (5). To prove that the amplitude (105) satisfies the optical theorem (101), and thus unitarity, we should verify the identity (103), i.e. the validity of the Cutkosky rules for the diagram in Fig. 1b.

In Sec. 3 we computed the imaginary part of \(\mathcal{M}(p^2)\), see Eq. (60). Thus, we already know the result for the l.h.s. of the optical theorem (101):

\[
\text{l.h.s. } = i[\mathcal{M}^*(p) - \mathcal{M}(p)]
\]

\[
= 2\text{Im}[\mathcal{M}(p^2)]
\]

\[
= 2\pi\lambda^2 \int_{\mathbb{R}^3} \frac{d^3k_1}{(2\pi)^3} \frac{1}{2\omega_1 2\omega_2} \delta(p^0 - \omega_1 - \omega_2) \delta(p - k_1 - k_2),
\]

(106)

where we have used the relation \(\langle p|M|p \rangle = (-i)\langle p|M|p \rangle^* = \mathcal{M}^*(p^2)\).

Let us now evaluate the r.h.s. of (101). For the bubble diagram, we have one set of intermediate states characterized by \(n = 2\), \(l = 1, 2\), internal momenta \(k_1, k_2\), frequencies \(\omega_1 = \sqrt{k_1^2 + m^2},\)

\[
\omega_2 = \sqrt{k_2^2 + m^2}, \text{ and } P_a = p;
\]

\[
\text{r.h.s. } = \int_{\mathbb{R}^3} \frac{d^3k_1}{(2\pi)^3} \int_{\mathbb{R}^3} \frac{d^3k_2}{(2\pi)^3} \frac{1}{2\omega_1 2\omega_2} (2\pi)^3 \delta(4)(p - k_1 - k_2) \langle p|M^4|k_1, k_2 \rangle \langle k_1, k_2|M|p \rangle.
\]

(107)

By using the relations

\[
\langle k_1, k_2|M|p \rangle = (-i)V(p, k_1, k_2) = -\lambda e^{-\frac{1}{2}[\gamma(k_1^2) + \gamma(k_2^2)]}
\]

(108)
and

$$\langle p|\mathcal{M}|k_1, k_2 \rangle = \langle (k_1, k_2|\mathcal{M}|p) \rangle^* = (i) \left( \frac{1}{-i} \right) = (i) V(p, k_1, k_2)^* = -\lambda e^{-\frac{1}{2} \left[ \gamma(k_1^2) + \gamma(k_2^2) \right]} ,$$

(109)

where we imposed the normalization $\gamma(-m^2) = 0$, and going from a three-dimensional to a four-dimensional integral $\int \frac{d^3k}{(2\pi)^3} \frac{1}{2\pi i} = \int \frac{d^4k}{(2\pi)^4} 2\pi \theta(k^0) \delta(k^2 + m^2)$, we can recast (107) as

$$\text{r.h.s.} = (2\pi)^2 \lambda \int \frac{d^4k}{(2\pi)^4} e^{-\gamma(k^2)} e^{-\gamma((p-k)^2)} \theta(k^0) \delta(k^2 + m^2) \theta(p^0 - k^0) \delta((p-k)^2 + m^2)$$

$$= (2\pi)^2 \lambda \int \frac{d^4k}{(2\pi)^4} \theta(k^0) \delta(k^2 + m^2) \theta(p^0 - k^0) \delta((p-k)^2 + m^2) ,$$

(110)

where we replaced $k_2 = p - k_1$, redefined $k \equiv k_1$, and imposed again $\gamma(-m^2) = 0$.

Then, by using the property $\delta(x^2 - y^2) = [\delta(x + y) - \delta(x - y)]/2|y|$ Eq. (110) becomes

$$\text{r.h.s.} = (2\pi)^2 \lambda \int \frac{d^4k}{(2\pi)^4} \theta(k^0) \theta(p^0 - k^0) \frac{1}{2\omega_k^2 \omega_{-\vec{k}}} \left[ \delta(k^0 - \omega_k) + \delta(k^0 + \omega_k) \right]$$

$$\times \left[ \delta(p^0 - k^0 - \omega_{\vec{k}}) + \delta(p^0 - k^0 + \omega_{\vec{k}}) \right]$$

$$= 2\pi \lambda \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{1}{2\omega_k^2 \omega_{\vec{k}}} \delta(p^0 - \omega_k - \omega_{\vec{k}}),$$

(111)

which coincides with Eq. (106). Thus, we have shown that the optical theorem is satisfied for the bubble diagram in the nonlocal theory (2), i.e. we verified the identities (102) and (103).

Furthermore, the Cutkosky rules [70] are manifest, especially from Eq. (110). This means that when computing the imaginary part, or more precisely the anti-hermitian part of the amplitude (i.e., l.h.s. of the optical theorem), each internal propagator can be replaced as

$$\frac{-i}{k^2 + m^2 - i\epsilon} \rightarrow 2\pi \theta(k^0) \delta(k^2 + m^2) .$$

(112)
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