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Abstract

The control of dynamical, networked systems continues to receive much attention across the engineering and scientific research fields. Of particular interest is the proper way to determine which nodes of the network should receive external control inputs in order to effectively and efficiently control portions of the network. Published methods to accomplish this task either find a minimal set of driver nodes to guarantee controllability or a larger set of driver nodes which optimizes some control metric. Here, we investigate the control of lattice systems which provides analytical insight into the relationship between network structure and controllability. First we derive a closed form expression for the individual elements of the controllability Gramian of infinite lattice systems. Second, we focus on nearest neighbor lattices for which the distance between nodes appears in the expression for the controllability Gramian. We show that common control energy metrics scale exponentially with respect to the maximum distance between a driver node and a target node.
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1 Introduction

The control of dynamical networks continues to receive much attention throughout the engineering literature [10,4,32,7]. Typically, the problems explored consist of either finding a minimal set of driver nodes (structural controllability [8,11], exact controllability [29], among others [3,15,30]) or determining the particular control inputs (minimum energy [25,26], LQR [9,7], proportional [28,20], and others). The minimum energy control strategy is often investigated as it lower bounds the $L^2$ norm of any other control strategy that performs the same control action (initial condition to final condition). The minimum energy control strategy can be characterized by the controllability Gramian, a symmetric positive semi-definite matrix that is a function of the weighted adjacency matrix of the underlying network and the distribution of inputs into the system.

It has been shown that the minimal set of driver nodes which ensures controllability, may not be numerically feasible [19], that is, the resulting control input requires the inversion of a very ill-conditioned matrix. To compensate, additional driver nodes may be added to the minimal set either randomly [25,26,7] or according to some heuristic [2]. Alternatively, it has been shown that optimizing the placement of driver nodes with respect to a variety of submodular control energy metrics is NP-hard [14,22] which inspired the development of greedy approximation algorithms [17,16,21,22]. These algorithms require many high accuracy computations of controllability Gramians along with their inverse or determinant to make the necessary decisions in the greedy algorithm which is computationally expensive even when the graph is sparse [1].

Our first contribution is a closed form expression for each entry of the controllability Gramian for arbitrary infinite lattice networks. This framework allows one to investigate the role that various connectivity patterns have on the control energy.

Our second contribution finds the exponential decay of an entry in the Gramian with respect to the distance between the target nodes and the driver nodes in a nearest neighbor lattice graph. Using this decay rate, and the Cauchy interlacing theorem, these control metrics in the nearest neighbor lattice graph are lower bounded by a function of the distance between a driver node and the target node furthest away. This exponential scaling we derive has previously been observed numerically [2,24] for the finite chain graph where the authors demonstrated the exponential scaling holds for graphs of a general topology. Taken together, driver node placement algorithms that minimize the distance between driver nodes and target nodes by using a discrete location formulation [12] may be a computationally cheaper alternative to the currently available greedy approximation algorithms to choose a driver node set.
The remainder of the paper is as follows. In section 2 we present the derivation of both the time-varying and the steady state controllability Gramian of a general lattice network. In section 3 we specialize the results in section 2 to nearest neighbor lattices. In section 4 we discuss the implications of our methodology to developing driver node placement algorithms.

2 Preliminaries

We first define a lattice graph in general, then write the linear dynamics that governs the states of each node. With the given definitions, we then derive exact formulas for the elements of the controllability Gramian, which contains information about the minimum control energy, or effort, required to perform any required control action.

2.1 Lattice Graphs

Here we define lattice graphs and introduce some notational simplifications which we use in the following derivations. Note that while typically in the graph theory literature nodes of a graph are labeled with a single positive integer, here we define node labels as vectors of integers.

Definition 1 (Lattice Graphs) A lattice graph \( L = (V, E) \) consists of an infinite set of nodes \( V = \{v_i | i \in \mathbb{Z}^d \} \) where \( i \) is node \( v_i \) ’s index and a set of edges \( E \subset V \times V \). The lattice graph can be completely described by three properties.

1. The dimension of the lattice \( d \) is the dimension of the indices of the nodes \( i \in \mathbb{Z}^d \), called lattice sites. There is a node \( v_i \) at every lattice site.
2. The coupling of the lattice is described by a set \( N \subset \mathbb{Z}^d \) such that,

\[
(v_{i+n}, v_i) \in E, \ \forall n \in N, \ \forall i \in \mathbb{Z}^d \tag{1}
\]

and \( (v_{i+n}, v_i) \notin E \) for \( n \notin N, \ \forall i \in \mathbb{Z}^d \). The number of incoming edges of every node \( v_i \in V \) is \(|N|\). Note that a lattice in general is directed.
3. There is a function \( \psi : N \mapsto \mathbb{R} \) that describes the edge weights. This function implies that the weight of edge \( (v_{i+n}, v_i) \) is equal to the weight of edge \( (v_{j+n}, v_j) \) for all \( i, j \in \mathbb{Z}^d \), i.e., it is independent of the node index. The weights may be positive or negative.

Two examples of lattices are shown in Fig. 1. The first example in Fig. 1(A) is a one-dimensional nearest neighbor lattice. Here, each node \( v_i \) has \(|N| = 3 \) neighbors; \( v_{i-1}, v_{i+1}, \) and the node itself, \( v_i \) for every \( i \in \mathbb{Z} \). The second example in Fig. 1(B) is a two-dimensional lattice with directed edges listed in the caption. We emphasize that the remaining results in this section are applicable to any lattice of arbitrary dimension and connectivity pattern that can be described by Definition 1.

We also find it useful to define some additional operations on integer vectors in order to maintain clarity in some of the following equations.

Definition 2 (Operations on Integer Tuples)

- Let the product of two indices be defined elementwise, that is, the \( k \)th element of the product \( (ij)_{k} = ik_{j} \).
- Let the Dirac delta function between two indices be defined as \( \delta_{ij} = \prod_{k=1}^{d} \delta_{ik_{j}} \) where \( \delta_{ik_{j}} = 1 \) if \( i_{k} = j_{k} \) and \( \delta_{ik_{j}} = 0 \) otherwise.
- Let the exponential of an index be \( e_{ai} = \prod_{k=1}^{d} e_{aik} \) where \( a \) is a complex coefficient.
- Let the integral with respect to an integer vector be defined as,

\[
\int_{a}^{b} f(i) di = \int_{a}^{b} \cdots \int_{a}^{b} f(i) di_1 \ldots di_d \tag{2}
\]

2.2 Linear Dynamics

Each node \( v_i \) in our lattice \( L \) is endowed with a time-varying state \( x_i(t) \in \mathbb{R} \). These time-varying states may represent position or velocity for formation-type problems [27], or transfer rates in routing problems [31], or average excitement in neuronal networks [23], and many other network applications. Before presenting the dynamical system that describes the time evolution of the states of each node, we will introduce two finite subsets of the nodes in the lattice.

Definition 3 (Driver Nodes) Let \( D \subset V \) be the set of driver nodes of cardinality \(|D| = n_d \). If node \( v_i \in D \), then node \( v_i \) receives an external control input \( u_i(t) \) which we...
are free to define. We assume that no control input can be connected to more than a single node.

**Definition 4 (Target Nodes)** Let \( T \subset \mathcal{V} \) be the set of target nodes of cardinality \( |T| = n_t \). If \( v_t \in T \), then there is a desired value for the state \( x_i(t_f) = x_{i,f} \) which is chosen before applying the control action.

**Remark 5** Note that we will assume both \( D \) and \( T \) are finite subsets of \( \mathcal{V} \) and they may overlap, that is, it is possible for a node \( v_i \in D \cup T \).

The linear differential equation that governs the time evolution of the each state is,

\[
\dot{x}_i(t) = \sum_{n \in \mathcal{N}} \psi(n)x_{i+n}(t) + \sum_{v_a \in \mathcal{D}} \delta_{i,a}u_a(t). \tag{3}
\]

While here we consider scalar dynamics (\( x_i(t) \in \mathcal{R} \) and \( \psi(n) \in \mathcal{R} \)), the extension to multi-dimensional states, \( x_i(t) \in \mathcal{R}^n_s \) and \( \psi(n) \in \mathcal{R}^n_s \times \mathcal{R}_s \) is straightforward. Note that the time evolution of the states of each node \( v_i \) are a function of its immediate neighbors \( v_{i+n} \) for all \( n \in \mathcal{N} \) and possibly a driver node if \( v_i \in D \). Each node has an initial condition \( x_i(0) = x_{i,0} \) for all \( v_i \in \mathcal{V} \), and the target nodes have a final condition \( x_i(t_f) = x_{i,f} \) for all \( v_i \in T \). We would like to achieve this final condition with minimal control energy.

\[
\min J = \frac{1}{2} \int_0^{t_f} \sum_{v_a \in \mathcal{D}} u_a^2(\tau)d\tau
\]

s.t.

\[
\dot{x}_i(t) = \sum_{n \in \mathcal{N}} \psi(n)x_{i+n}(t) + \sum_{v_a \in \mathcal{D}} \delta_{i,a}u_a(t), \quad v_i \in \mathcal{V}
\]

\[
x_i(0) = x_{i,0}, \quad v_i \in \mathcal{V}, \quad x_i(t_f) = x_{i,f}, \quad v_i \in T \tag{4}
\]

The optimal cost of this optimal control problem can be written \([7]\),

\[
J^* = \frac{1}{2} h^T \hat{W}^{-1} b \tag{5}
\]

The vector \( b \) has entries representing the difference between the prescribed final condition \( x_{i,f} \) and what the state would be without any external control input. The matrix \( \hat{W} \) is the output controllability Gramian \([7]\) which is a principal submatrix of the controllability Gramian corresponding to the indices of the target nodes. The elements of the controllability Gramian obey the Lyapunov equation,

\[
\hat{W}_{ij}(t) = \sum_{n \in \mathcal{N}} \psi(n)\hat{W}_{i+n,j}(t) + \sum_{n \in \mathcal{N}} \psi(n)\hat{W}_{i,j+n}(t)
+\sum_{v_a \in \mathcal{D}} \delta_{i,a}\delta_{j,a}. \tag{6}
\]

The solution of Eq. (6) for systems described by lattice graphs is derived by applying the 2d-dimension discrete time Fourier transform.

**Theorem 6** Let \( \mathcal{I} = \sqrt{-1} \), the unit complex value, and let,

\[
\phi(k) = \sum_{n \in \mathcal{N}} \psi(n)e^{-\mathcal{I}nk} \tag{7}
\]

where we call \( \phi(\cdot) : \mathbb{Z}^d \rightarrow \mathcal{C} \) the lattice function for lattice \( \mathcal{L} \). The time evolution of the controllability Gramian entries for the infinite lattice is,

\[
\hat{W}_{ij}(t) = \frac{1}{(2\pi)^{2d}} \sum_{v_a \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{-\mathcal{I}(i-a)i}e^{-\mathcal{I}(j-a)j} \times \theta(t, i, j)d\hat{d} \hat{j} \tag{8}
\]

where the time varying portion,

\[
\theta(t, i, j) = \exp \left[ \frac{\left( \phi(i) + \phi(j) \right)t}{\phi(i) + \phi(j)} - 1 \right] \tag{9}
\]

**Proof.** First, we state two facts:

- Let \( a \) be a complex number. Then \( a \int_0^t e^{at}dt = e^{at} - 1 \).
- Let \( m \) be an integer. An important integral that appears is \( \int_{-\pi}^{\pi} e^{-\mathcal{I}ms}dx = 2\pi \delta_{m,0} \)

From Eq. (8), it is simple to show that,

\[
\sum_{n \in \mathcal{N}} \psi(n)W_{i+n,j} = \frac{1}{(2\pi)^{2d}} \sum_{v_a \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \phi(i)
\times e^{-\mathcal{I}(i-a)i}e^{-\mathcal{I}(j-a)j}\theta(t, i, j)d\hat{d} \hat{j} \tag{10}
\]

Applying Eq. (10) and the two facts stated above to Eq. (6), we can complete the proof,

\[
\hat{W}_{ij}(t) = \frac{1}{(2\pi)^{2d}} \sum_{v_a \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{-\mathcal{I}(i-a)i}e^{-\mathcal{I}(j-a)j} \times \left( e^{(\phi(i)+\phi(j))t} - 1 \right) d\hat{d} \hat{j} + \sum_{v_a \in \mathcal{D}} \delta_{i,a}\delta_{j,a}
= \hat{W}_{ij}(t) - \frac{1}{(2\pi)^{2d}} \sum_{v_a \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{-\mathcal{I}(i-a)i} \times e^{-\mathcal{I}(j-a)j}d\hat{d} \hat{j} + \sum_{v_a \in \mathcal{D}} \delta_{i,a}\delta_{j,a}
= \hat{W}_{ij}(t) - \sum_{v_a \in \mathcal{D}} \prod_{k=1}^{d} \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-\mathcal{I}(j-k)j}d\hat{j} \right] \times \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-\mathcal{I}(k-a)k}d\hat{k} \right] + \sum_{v_a \in \mathcal{D}} \delta_{i,a}\delta_{j,a}
= \hat{W}_{ij}(t) - \sum_{v_a \in \mathcal{D}} \delta_{i,a}\delta_{j,a} = \hat{W}_{ij}(t) \tag{11}
\]
Remark 7 Of particular interest to us is the case when \( \phi(k) < 0 \) because then there exists a steady state solution to Eq. (6).

\[
W_{ij} = \lim_{t \to \infty} W_{ij}(t) = -\frac{1}{(2\pi)^{2d}} \sum_{v \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{e^{-i(\omega-\alpha)} \phi(\hat{i}) + \phi(\hat{j})}{\phi(\hat{i}) + \phi(\hat{j})} d\hat{i}d\hat{j}.
\]  

(12)

When the dynamical system is stable, the minimum energy expression in Eq. (5) approaches a constant value. Note that \( \phi(k) < 0 \) implies \( 0 \in N^* \) and \( \psi(0) < \sum_{n \in N, n \neq 0} \psi(n) \), i.e., there exists a large enough, and negative, self-loop at each node.

From Eq. (6), we know \( W_{ij}(t) \) is a real number and so the complex portion of both Eq. (8) and (12) must be zero. With this in mind, Eq. (8) can be rewritten as,

\[
W_{ij}(t) = \frac{1}{(2\pi)^{2d}} \sum_{v \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \left[ \frac{(\alpha_n + \beta_n\omega)(r(t) - 1)}{\sigma^2 + \omega^2} \right] \delta\hat{i}\delta\hat{j},
\]  

(13)

where the functions are,

\[
\begin{align*}
\sigma &= \sum_{n \in N^*} \psi(n) \left[ \cos \left( \sum_{k=1}^{d} n_k \hat{i}_k \right) + \cos \left( \sum_{k=1}^{d} n_k \hat{j}_k \right) \right], \\
\omega &= \sum_{n \in N^*} \psi(n) \left[ \sin \left( \sum_{k=1}^{d} n_k \hat{i}_k \right) + \sin \left( \sum_{k=1}^{d} n_k \hat{j}_k \right) \right], \\
\alpha_n &= \cos \left( \sum_{k=1}^{d} (i_k - a_k) \hat{i}_k + (j_k - a_k) \hat{j}_k \right), \\
\beta_n &= \sin \left( \sum_{k=1}^{d} (i_k - a_k) \hat{i}_k + (j_k - a_k) \hat{j}_k \right).
\end{align*}
\]

(14)

Similarly, Eq. (12) can be rewritten as,

\[
W_{ij} = -\frac{1}{(2\pi)^{2d}} \sum_{v \in \mathcal{D}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{\alpha_n + \beta_n\omega}{\sigma^2 + \omega^2} d\hat{i}d\hat{j}.
\]  

(15)

The expressions in Eqs. (13) and (15) lend themselves to multi-dimensional numerical integration as the imaginary portion has been removed.

3 Nearest Neighbor Lattice

The one-dimensional \((d = 1)\), nearest neighbor \(\{0, 1, -1\}\) lattice (NNOD lattice) has the property that the shortest path between nodes \(v_i\) and \(v_j\) is \(|i - j|\). An example of this lattice is shown in Fig. 1(A). Let the weight be \(\psi(1) = \psi(-1) = s > 0\) and \(\psi(0) = p < -2s\). The lattice function of the NNOD lattice is \(\phi(i) = p + 2s \cos i < 0\). As the Gramian entries are linear with respect to the contribution of each of the driver nodes, we examine each driver node separately so we assume \(n_d = 1\). We shift the indices \(i' = i - a\) and \(j' = j - a\), to place the driver node at \(a' = 0\). With this offset in mind, let \(G_{i',j'} = W_{i,j}\) represent the shifted Gramian entries. Equation (15) for the NNOD lattice can be written as,

\[
G_{i',j'} = -\frac{1}{\pi^2} \int_{0}^{\pi} \int_{0}^{\pi} \frac{\cos(i'\hat{i}) \cos(j'\hat{j})}{2p + 2s \cos i + 2s \cos j} d\hat{i}d\hat{j}.
\]  

(16)

An analogous version of the double integral in Eq. (16) has been derived separately in the context of solving the discretized Hehnholz equation [6,13].

Lemma 8 (Recursion for Diagonal Values [13]) Let \(\alpha = \frac{p^2}{(2s)^2} - 1\), which, if the system is stable, corresponds to a value of \(\alpha > 1\). The diagonal values, \(G_{i',i'}\), can be found from the recursion relation,

\[
G_{i'+1,i'+1} = \frac{4i'}{2i' + 1} \alpha G_{i',i'} - \frac{2i' - 1}{2i' + 1} G_{i'-1,i'-1}
\]  

(17)

with initial values,

\[
\begin{align*}
G_{0,0} &= \frac{1}{\pi|p|} K \left( \frac{4s^2}{p^2} \right), \\
G_{1,1} &= \left( \frac{|p|}{2\pi s^2} - \frac{1}{\pi|p|} \right) K \left( \frac{4s^2}{p^2} \right) - \frac{|p|}{2\pi s^2} E \left( \frac{4s^2}{p^2} \right)
\end{align*}
\]

(18)

where \(K(\cdot)\) and \(E(\cdot)\) are the first and second complete elliptic integrals, respectively.

Corollary 9 Let \(z_{i'} = G_{i',i'}/G_{i'-1,i'-1}\) for \(i' > 0\) represent the instantaneous rate of decay along the diagonal. The recursion in Eq. (17) can be rewritten in terms of \(z_{i'}\).

\[
z_{i'+1}z_{i'} = \frac{4i'}{2i' + 1} \alpha z_{i'} - \frac{2i' - 1}{2i' + 1}
\]  

(19)

For large \(i'\), this yields the approximate solution,

\[
\tilde{z} = \alpha - \sqrt{\alpha^2 - 1},
\]  

(20)

so that the asymptotic rate of decay of the diagonal elements is exponential,

\[
G_{i',i'} \sim (\tilde{z})^{i'}.
\]  

(21)

In Fig. 2 we show that for both large and small values of \(\alpha\), Eq. (21) does a satisfactory job approximating \(G_{i',i'}\) even for small values of \(i'\).
3.1 Control Metrics

Two particularly useful control metrics are the trace of the inverse of the output controllability Gramian and the logarithm of the determinant of the output Gramian [17]. We assume the system is output controllable, so that \( W \) is positive definite and order the eigenvalues \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \). As we will see next, with knowledge of the diagonal elements, we can lower bound the control metrics using the Cauchy interlacing theorem [5].

**Theorem 10 (Cauchy Interlacing Theorem [5])**

Let \( X \) and \( Y \) be two symmetric matrices of size \( n \) and \( m \) respectively, \( n > m \), such that \( Y \) is a principal submatrix of \( X \). Order their eigenvalues such that \( \lambda_i(X) \leq \lambda_{i+1}(X) \) and \( \lambda_i(Y) \leq \lambda_{i+1}(Y) \). Then, each eigenvalue of \( X \) can be bounded by,

\[
\lambda_i(Y) \leq \lambda_i(X) \leq \lambda_{n-m+i}(Y), \quad i = 1, \ldots, m
\]

Also helpful is the Gerschgorin disc theorem [5] as it provides a way to compute an upper bound to the largest eigenvalue of \( W \) for any given choice of the driver nodes.

**Theorem 11 (Gerschgorin Disc Theorem [5])**

Let \( A = \{ A_{i,j} \} \) be an \( n \times n \) square matrix. The eigenvalues of \( A \), \( \lambda(A) \), lie in the union of the \( n \) discs \( D_i \), \( i = 1, \ldots, n \), in the complex plane, each centered at \( A_{i,i} \), with radius \( C_i = \sum_{j=1,j\neq i}^{n} A_{i,j} \). The largest eigenvalue of the matrix \( A \) can thus be upper bounded by,

\[
\lambda_{\text{max}}(A) \leq \max_{1<i<n} \sum_{j=1}^{n} A_{i,j}
\]

**Corollary 12** It is not difficult to show from Eqs. (16) and (18) that \( G_{0,0} > G_{i',j'} \) for \( |i'| + |j'| > 0 \). Then, the largest eigenvalue of \( W \) for any choice of the driver node, \( v_a \), can be upper bounded by,

\[
\lambda_{\text{max}}(W) \leq \max_{v_i \in T} \sum_{v_j \in T} G_{i',j'} \leq n_t G_{0,0}
\]

where we use the shift \( i' = i - a \) and \( j' = j - a \).

3.1.1 Inverse of the Trace

Let \( B = \{ \mathbf{y} \in \mathbb{R}^n : ||\mathbf{y}|| = 1 \} \) be the \( n_t \)-dimensional ball centered at the origin. The average minimum energy required to reach a point \( \mathbf{b} \), located on the unit hypersphere, from the origin, is found by integrating over the \( B \) [18,17].

\[
\int_B \mathbf{y}^T \bar{W}^{-1} \mathbf{y} \, d\mathbf{y} = \frac{1}{n_t} \text{Tr}(\bar{W}^{-1})
\]

Let \( n_t > 1 \) and \( v_{i'} \in T \) such that \( \ell' = \max_{v_{i'} \in T} \), i.e., the index of the node furthest from the single driver node. Using the Cauchy interlacing theorem which states that \( \lambda_1(\bar{W}) < G_{i',i'} \), we can lower bound the trace of the inverse of the output controllability Gramian.

\[
\text{Tr}(\bar{W}^{-1}) \geq \frac{1}{\lambda_1(\bar{W})} \geq \frac{1}{G_{i',i'}} \sim \tilde{z}^{-\ell'}
\]

From the above expression we see that, as \( 0 < \tilde{z} < 1 \), by reducing \( \ell' \), we can reduce the lower bound. An example of the lower bound in Eq. (26) is shown in Fig. 3(A) for a NNOD lattice with edge weights \( p = 3 \) and \( s = 1 \). Namely, the figure shows that by reducing \( \ell' \) one can exponentially decrease the trace of the inverse output Controllability Gramian. This indicates that a convenient choice of an alternate driver node is the one that reduces the distance to the furthest target node.
3.1.2 Volume of the Controllability Ellipsoid

The controllability ellipsoid is defined as the set of vectors $y$ such that,

$$ S = \{ y \in \mathbb{R}^n | y^T \bar{W}^{-1} y \leq 1 \} \quad (27) $$

The volume of $S$ [17] is

$$ V(\bar{W}) = \frac{\pi^{n_t/2}}{\Gamma(n_t/2 + 1)} (\det \bar{W})^{1/n_t} \quad (28) $$

Note that $c V(\bar{W}) = V(c \bar{W})$, where, from Gershgorin theorem we see that by setting $c = \frac{1}{\max_{i,j} |c_{ij}|}$, $\lambda_{n_t} (c \bar{W}) < 1$.

Minimizing $-\log \det(c \bar{W})$ can be interpreted as maximizing the volume of the reachable subspace for any value $J^*$.

$$ -\log \det(c \bar{W}) \geq -\log(\lambda_1(c \bar{W})) \geq -\log(c \Gamma_{G_V,c}) \sim -\log(\bar{z}) \ell' \quad (29) $$

As $0 < \bar{z} < 1$, $-\log(\bar{z}) > 0$, and so the lower bound of $-\log \deg(c \bar{W})$ scales with $\ell'$. An example of the lower bound in Eq. (29) is shown in Fig. 3(B). Namely, the figure shows that the bound holds tightly for $n_t = 1$ but becomes more conservative as the number of targets increases. By selecting a driver node such that $\ell'$ is minimized the log $\det(\bar{W})$ may exponentially decrease the minimum control energy.

4 Discussion and Conclusion

We have derived the exact expressions of the controllability Gramian for networked systems where the underlying topology is a lattice. We have specialized the results to NNOD lattices so that the length of the shortest path between two nodes appears in the expression for the Gramian entries. Our analytical expressions are in agreement with previously reported observations [2,24], that control energy metrics scale exponentially with respect to distance metrics for finite graphs with general topology. Current research into driver node selection methods require the computation of many controllability Gramians (and their log determinant or inverse trace) which becomes prohibitively expensive for large networks in terms of both computation and storage. Instead, the positive correlation between distance metrics with respect to the driver nodes and target nodes and the energy metrics discussed suggests that one may construct a heuristic driver node selection method based purely on the topology of the underlying graph. An exhaustive numerical comparison between the greedy approximation algorithms [17,22] and heuristic algorithms that minimize a distance metric between the sets of driver nodes and target nodes is forthcoming in a future publication.
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