A BRIEF REVIEW OF DEEP MULTI-TASK LEARNING AND AUXILIARY TASK LEARNING

ABSTRACT

Multi-task learning (MTL) optimizes several learning tasks simultaneously and leverages their shared information to improve generalization and the prediction of the model for each task. Auxiliary tasks can be added to the main task to ultimately boost the performance. In this paper, we provide a brief review on the recent deep multi-task learning (dMTL) approaches followed by methods on selecting useful auxiliary tasks that can be used in dMTL to improve the performance of the model for the main task.

Introduction

Multi-task learning (MTL) is broadly used across various applications of machine learning and has several advantages in comparison with the single-task learning. Since layers are shared between different tasks and features are not repeatedly calculated for each task, the amount of memory used is reduced and the inference speed is improved. In addition, if tasks share complimentary information, they act as regularizers for each other which results in the improvement of the prediction performance of each task [1]. This has been proven in various areas such as detection and classification [2], computer vision [3], depth estimation [4], natural language processing [5], and drug discovery [6]. The goal of this review paper is to provide an overview of various deep multi-task learning (dMTL) solutions and possible improvements in performance through efficient auxiliary tasks selection. One of the main challenges in dMTL is to decide what to share across tasks to achieve better results by avoiding negative transfer, which describes a situation where an improper feature sharing scheme would negatively impact the overall performance of the predictions instead of improving it. In earlier approaches, this has mostly been done through hand-designed architectures where the network is manually tuned to achieve the best performance. However, there is a large number of parameters for alteration, specially in deep MTL, that makes it impossible to find the best architecture with this approach. Therefore, in the first part of this review, we discuss dMTL architectures that find the most optimal setting to tackle this issue. In addition to the network architecture, a successful utilization of auxiliary tasks is of great importance for improving the performance of the model for the main task [7]. Therefore, in the second part of this review, we provide a few methods that could be used to decide which auxiliary tasks should be trained along with the main task.

Multi-Task learning for deep learning

Classic approaches in dMTL are generally categorized into two main architectures: hard [8] and soft [9] parameter sharing (Figure 1). In hard parameter sharing, hidden layers are generally shared among all tasks and there are only...
a few task specific output layers. Hard parameter sharing is more commonly used in dMTL and it has a low risk of overfitting since the tasks are learned simultaneously which results in improved generalization [13]. However, hard parameter sharing performs well only if tasks are closely related, therefore, new approaches have focused more on learning what features to share between tasks. In soft parameter sharing, hidden layers and parameters are task specific and have their own settings. In addition, parameters are regularized in order to encourage them to be similar [14]. Shared layers learn the intrinsic features of the data, while task specific layers classify data into output layers using the learned latent features of previous layers [15]. Recent works in dMTL have attempted to improve the soft and hard parameter sharing methods and build more optimized mechanisms, which will be discussed in the following sections.

**Multilinear Relationship Networks**

One area where traditional dMTL models can be enhanced is to improve feature transferability and utilization of initial layers’ features in task-specific layers. Multilinear Relationship Networks (MRNs) [17] start with convolutional neural network (CNN) and a fully connected layer to learn shared features among tasks and continue to have separate stacks of fully connected layers for individual tasks (Figure 2). Tensor priors model tasks’ parameters to learn multilinear relationships between the features, classes and tasks. These priors are added to the fully connected layers to help transferring knowledge across different tasks. This approach tries to mitigate both negative transfer and under-transfer problems. However, as a result of its predefined architecture, the network can only be used for specific tasks effectively [14].

**Cross-stitch Networks**

To improve the generalization of previous methods, cross-stitch networks proposed separate network architectures for each task similar to soft parameter sharing [3]. Cross-stitch units are additions to this architecture which combine multiple task-specific networks into one model (Figure 3). This can balance tasks’ shared features as well as task-specific representations. Cross-stitch units learn a linear combination of the activation maps and pass it to the next layers. What is not covered in this method is the selection process for tasks to be learned together efficiently, in order to maximize
performance. Cross-stitch networks only determine the best way to leverage features of given tasks. Therefore, it is the responsibility of the algorithm designer to choose tasks efficiently before passing them to this network. Furthermore, it is not clear where these units need to be inserted for maximum performance [3].

Figure 3: Cross-stitch units learn a linear combination of the previous layer outputs and pass it to next layers of the network. This linear combination is parameterized using $\alpha$. $\alpha_D$ are different-task values and $\alpha_S$ are similar-task values. Reprinted from [3].

Using Uncertainty to Weigh Losses for Scene Geometry and Semantics

This approach utilizes the homoscedastic uncertainty of tasks which is a task-dependent uncertainty that captures the relative confidence between tasks, as a basis to weighing losses and adjust their relative weights in the model’s cost function as opposed to tuning the weights manually. In other words, instead of manipulating internal parameters of the network, the cost function is dynamically aligned during the training phase. This allows the network to simultaneously learn multiple objectives and allows weights to be dynamic during training. A unified network with this method is used to simultaneously learn multiple objectives and efficiently weigh them for semantic segmentation, instance segmentation and depth regression. Kendall et al. [18] developed a model using this method on CityScapes [19], a dataset for road scene understanding. This model takes in an RGB image and simultaneously produces a pixel-wise classification, semantic segmentation and pixel-wise depth estimation. This model is shown in Figure 4 and consists of several convolutional encoders to produce a shared representation, as well as multiple decoders for each task specifically [18].

Figure 4: High level summary of deep convolutional encoder-decoder network architecture that incorporates tasks uncertainties to build multi-task loss on CityScapes dataset. Reprinted from [18].

Sluice Networks

The last network that we discuss in this review is Sluice network which generalizes some of the methods we reviewed earlier such as hard parameter sharing and cross-stitch networks [20]. This architecture learns layers and subspaces to be shared and is capable of using specific parts of layers for different tasks. Skip connections are implemented to control which internal blocks feed the ultimate task-specific outputs (Figure 5). Sluice network has shown to outperform some of previous networks as a result of a more comprehensive and general approach to dMTL. However, in this method, features are shared with equal weights and unhelpful tasks are of the same importance as the useful ones. This may increase the possibility of misleading predictions.
Recent Approaches on Auxiliary Task Selection

As discussed earlier, auxiliary tasks are influential in MTL as they help the model improve and generalize better for the main task. However, if not selected properly, they can negatively impact MTL models [21]. Therefore, choosing the right auxiliary tasks in multi-task learning is crucial. This topic has received significant attention in machine learning in recent years and various approaches have been proposed on how to select optimal auxiliary tasks for a given main task. In all these approaches, the optimal auxiliary tasks are selected from a pool of predefined tasks.

Gradient Similarity for Auxiliary Losses

Du et al. proposed that there should be a similarity between the main tasks and the auxiliary tasks for the MTL to be successful and to be preferred over a single task learning approach [10]. Their proposed method measures the similarities between the main and auxiliary tasks using cosine similarity. This gives a measure to understand which auxiliary tasks are helpful in the training. The ultimate goal is to utilize the helpful auxiliary losses and block negative transfer where they are nonconstructive. Training on an auxiliary task is chosen only if its gradient has non-negative cosine similarity with that of the main task. This method is not domain specific and can be utilized in various areas. However, cosine similarity does not guarantee the usefulness of tasks and only removes those that certainly have negative impact on the learning process.

Auxiliary Modules in dMTL

This approach tries to combine the two original methods, hard and soft parameter sharing, into one model and integrate the benefits of the soft parameter sharing to assist the training of a hard sharing network. The main network and the auxiliary modules are optimized together during training where the auxiliary modules serve as a regularization by introducing inductive bias to create a balance between the shared and task-specific representations in hidden layers. These additional modules are removed during testing phase to avoid adding extra computational burden on the network (Figure 6) [22].

Gated Multi-task Network

This network proposed the gated sharing units which filter the flow of features between different task-specific layers to reduce interference [23]. These units act like a gate mechanism which only allows the helpful auxiliary tasks to share features and evidence with the main task. While every task has its own network, the gated sharing units selectively allow features to be exchanged across task-specific layers and get merged. This is done through inserting a scalar weight between every two tasks. This weight is updated by back-propagation and shows the similarity between the two tasks (Figure 7). The advantage of this method is that it selects and calculates appropriate weights for auxiliary tasks simultaneously which not only prevents harmful tasks from exchanging features with the main task but also allows the most useful tasks to be more impactful by allocating higher weights to them. However, in Li et al. experiments, this method has shown unstable results on different models [24].
AUTOSEM: Automatic Task Selection and Mixing in Multi-Task Learning

Selecting best auxiliary tasks can be done through hyper-parameter tuning over all possible combinations or manual intuition. However, this approach is error prone and human bias might be a barrier. AUTOSEM framework divides this optimization into two parts. First stage is automatic task selection of auxiliary tasks from all possible options. A non-stationary multi-armed bandit controller is utilized which dynamically alternates between auxiliary tasks choices and returns an estimate on their usefulness with respect to the main task. The second stage automatically learns a training mixing ratio of the selected auxiliary tasks using a Bayesian optimization framework (Figure 8). The performance of each setup is modeled as a Gaussian Process to find the optimal mixing ratio value \[ \sigma \]. In contrast to previous methods, this approach has two stages that each addresses a different problem. They show that having both stages improve the performance of the model compared to a case where one stage is excluded and that they are both crucial in the process.

Conclusion

In this paper, we have briefly discussed the motivation for deep multi-task learning (dMTL) and the benefits of having auxiliary tasks in dMTL. In addition, we discussed recent methods on dMTL as well as auxiliary task selection. A combination of the two techniques creates a framework that maximizes model performance.
Figure 8: An overview of AUTOSEM framework. Left is a demonstration of the multi-armed bandit controller used for task selection and on right a learning process for automatically finding the mixing ratio is shown. Reprinted from [21].
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