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Abstract: In the domain of Soft Computing, Support Vector Machines (SVMs) have acquired considerable significance. These are widely used in making predictions, owing to their ability of generalization. This paper is about the development of SVM based classification models for the prediction of rice yield in India. Experiments have been conducted involving one-against-one multi classification method, k-fold cross validation and polynomial kernel function for SVM training. Rice production data of India has been sourced from Directorate of Economics and Statistics, Ministry of Agriculture, Government of India, for this work. The best prediction accuracy for the 4-year relative average increase has been achieved as 75.06% using 4-fold cross validation method. MATLAB software has been used for experimentation in this work.
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I. INTRODUCTION

Nearly half the world has rice as staple diet. Hundreds of millions living in Asia, Africa and Latin America are dependent on rice that comprises the most important components of their diet [1]. In India, rice is a significant cereal crop. In 2015-16, the annual production was almost 104 tonnes and almost 43 million hectares was used for this purpose [2]. It has a significant task to carry out in the national food security scheme. Rice is a sturdy crop capable of adapting itself to a variety of ecosystems. More than 58% of the India’s population depends on rice as a primary source of livelihood [3]. Almost 41% of total food grain production in India comprises of rice. The emphasis is on accomplishing maximum crop yield at less cost. This becomes possible if the problems indicated by the crop yield indicators are detected early and tackled. This can be achieved with early discovery and management of issues related with crop yield pointers. Furthermore, these predictions can be utilized to increase crop yield at whatever point the potential for good developing conditions exists.

Accurate forecasting may help stakeholders in taking appropriate and timely decision. In particular, people associated directly with rice production may avoid unpleasant surprises. Reliable and timely forecasts can provide important and useful inputs for planning towards attaining food security in India.

As such, the need of the hour is to build models that can accurately predict future agricultural production with the help of historical data and develop agriculture based decision support systems [4][5]. Neural networks have significant applications in complex systems behaviour forecasting. Many applications have shown that artificial neural networks (ANNs) can serve as an effective mechanism for time-series forecasting and modelling [6]. Several studies outlined the development of models based on agronomics by using ANNs. Applications of Agronomic ANN facilitates the process of forecasting rice yield [7], wheat production forecasting [8], forecasting maize crop yield [9], weather based forecasting model for crops yield [10], yield forecasting [11], Agricultural Crop Yield Prediction [12], wheat yield prediction [13] and rice crop yield prediction [14].

Some of these studies, however, indicate that ANN has its own drawbacks as far as learning of patterns go. This is because agricultural yield data has high dimensionality, inconsistency and unpredictability in performance regarding noisy data frequently addressed in ANN. However, back-propagation (BP) neural network, the popular model of neural network, is limited by its use to select an enormous number of network parameters like pertinent input variables, hidden layer size, learning rate, momentum term, etc. At least nine studies indicate that forecasting crop yield is possible through application of soft computing techniques under different climatic scenarios [12][13][15][16][17][18][19][20][21].

Application of SVM in agricultural science research has been sparse. Tripathi et al. provided details regarding how SVM was executed for decrease in precipitation for changed environmental situations [21]. SVM Technique was utilized for estimation of demand and supply of pulpwod with the objective of restricting the generalization error [22]. The climatic conditions were used to feature contribution analysis to understand the crop response pattern for agricultural yield prediction by applying SVM[23]. SVM was applied for classification of agricultural datasets on basis of discretization [24]. Using SVM, aerial hyper spectral observations were used to assess the biophysical parameters of crops [25]. Wang et al. compared regression analysis with SVM to predict wheat stripe rust [26]. Balakrishan et al. ensemble SVM models to project the crop production over a period of time (year 1990-2003) [27]. Gandhi et al. investigated SVM for rice yield forecasting for Maharashtra State of India (27 districts) [28]. The data of rice yield of these districts was subjected to Sequential Minimal Optimization (SMO) classifier.

SVM, a machine learning algorithm developed by Vapnik, is based principle of statistical learning theory [29]. SVM holds a lot of promise for classification with an added feature of structural and experimental risk minimization [30]. Also, it
can map the features in high dimensional space while changing the complex problems into a linearly separable case.

This study has been based on the dataset of rice yield in India from the year 1950 to 2014. This paper envisages bringing to the fore the applicability of an SVM model to forecast yield of rice crop based on this data.

II. METHODOLOGY

A. SVMs and their applications

1. Basic Concepts

SVM is a critical classifier, characterized by an isolating hyperplane. In two-dimensional, a line dividing a plane in two parts – a hyperplane includes one class on either side. SVMs create non-linear class boundaries. They operate essentially to construct a more complicated linear classifier called a hyperplane. In boundless dimensional space, SVM constructs a hyperplane. So, SVM is the method which is a particular type of linear model, known as the maximum margin hyperplane. This hyperplane maximizes the margin (a margin is a separation of line to the closest class points) between the decision classes. The vectors (cases) that define the hyperplane are the support vectors/data points/training data. The binary class boundaries are not defined pertinently by the other training examples.

Let us examine a situation that is a linearly separable case. A scenario of three-attribute in a hyperplane separating the binary decision classes may be depicted as:

$$ y = w_0 + w_1x_1 + w_2x_2 + w_3x_3 $$

Here y is the output, x$i$ indicates values of attribute, and wi, the leaning function has four weights to learn. In (1), weights wi are parameters for the hyperplane to decide. The maximum margin hyperplane may be elaborated with support vectors as follows:

$$ y = b + \sum a_i y_i x(i).x $$

where y$i$ denotes the class value of training example x(i), 'dot' indicates the dot product between the input (x) and each support vector x(i). The vector x is a test example and the vectors x(i) indicate the support vectors. The coefficients b and ai (for each input) must be estimated from the training data. The hyperplane in this equation is represented by b and ai. Identifying support vectors and parameters b and ai are indicative of a linearly restricted quadratic programming (QP) for the purpose of implementation.[36].

As stated above, SVM creates linear model for the implementation of nonlinear class boundaries by modifying the input variables to the high-dimensional feature space. A high-dimensional version of (2) is simply depicted as follows in the case of nonlinearly separable:

$$ y = b + \sum a_i y_i K(x(i), x) $$

Here, the function K(x(i), x) indicates the kernel function(KF). This KF is similar to learning function used in ANN. There are several distinct kernels for creating the dot products to build machines with distinct kinds of nonlinear decision boundaries in the input. The best model is selected which minimizes the estimate between different kernels. Commonly employed KFs are:

1. Linear Kernel: $K(u_i, u_j) = u_i u_j$
2. Polynomial: $K(u_i, u_j) = (\gamma u_i u_j + c)^d$
3. Radial basis function: $K(u_i, u_j) = \exp(-\gamma ||u_i - u_j||^2)$
4. Sigmoid: $K(u_i, u_j) = \tanh(\gamma u_i u_j + c)$

A separable case is represented by (3) where the coefficient ai has a lower bound value of ‘0’. In non-separable case, the coefficients ai may be induced by an upper bound C apart from the lower bound [31].

SVMs generate mapping functions for input-output from a collection of labelled training data [34]. These functions can be regression or classification. The KF $K(u_i, u_j)$ makes SVM a remarkable tool to map the input data i.e. linearly inseparable to a feature space i.e. high dimensional. Perhaps this attribute makes SVM perfect for assisting the construction of linear hyperplanes that would separate the classes. Moreover, Optimization of the bounding surface – ideal hyperplane distance shall lead to minimization of the chances of misclassification.

SVM, created originally for binary classification, is later efficiently expanded by joining many binary classifiers to classify various classes. One-against-all, one-against-one, and directed acyclic graph SVM (DAGSVM) are techniques which involve solution of several binary classifications. Several binary classifiers have to be constructed for multiclass SVM methods, One-against-all, the oldest technique, constructs k SVM models, where k is number of classes. Hence finding the ideal hyperplanes involves solving k quadratic programming issues. Another technique, one-against-one builds $(k(k-1))/2$ classifiers and each classifier is trained. The original data transfers data of pair of classes to the classifiers. The prediction of classes for the testing data (unseen data) is done by applying a majority vote scheme(Max Wins strategy) [35]). The training of the DAGSVM method is the similar to the one-against-one method. Moreover, the time taken in testing phase is less than time taken in one-against-one method [35].

The one-against-one technique is considered, despite its computational complexity, as the most regarded as the most appropriate technique for multiclass classification problems [35]. It was therefore chosen for development of the proposed model.

A.2 Prior applications of SVM

Due of its use in commercial applications and prevalent learning capability, the BP network was extensively employed in the field of time series forecasting. Be that as it may, the Back-propagation network has numerous drawbacks including the requirement for network controlling parameters and the number of neurons in the hidden layer, and the peril of overfitting issue.

If we leave aside the upper bound C for the non-separable cases in linear SVM, there are no parameters to tune[32]. Moreover, overfitting with SVM unlikely to occur. While there are chances of overfitting being caused of extreme flexibility in the decision boundary, the maximum hyperplane is comparatively
quite stable, giving very little flexibility[31].

The advantages of SVM failed to motivate the agricultural scientists to use it for agricultural forecasting studies.

B. Data Collection

Rice production data of India has been sourced from Directorate of Economics and Statistics, Ministry of Agriculture, Government of India [33]. The data set encompasses the rice yield in India from the year 1950 to 2014.

C. Feature Extraction for Support Vector Machine

The extracted features should have all information, so that when the same is enhances the recognition capability of classifier. SVM classifier for the prediction of rice yield has been used. In order to implement SVM, the training and testing patterns have been developed as per the process outlined below: Instead of taking the raw yield data as a pattern, we have worked upon the relative increase in the yield, and formed the patterns, using the relative increase as input and output. We first calculated the yearly relative increase in the rice yield. As mentioned earlier, we have this yield for the period from 1950 to 2014. As such, we had 64 values. These values gave us 63 values of the relative increase in the rice yield. These have been taken as the input to SVM as described in next paragraph. We further calculated the four-year moving averages of the rice yield. Using these four year moving averages, we then calculated the relative increase in these moving averages. This relative increase in four year moving averages is used to model the output from the SVM. This modelling is done as per Table I.

Table-I: Relationship between relative four year moving average and SVM label

| Relative four year moving average | Class label     |
|----------------------------------|-----------------|
| (-4.5, -2.5)                     | Very Low Yield  |
| (-2.5, -0.5)                     | Low Yield       |
| (-0.5, 2.0)                      | Average Yield   |
| (2.0, 4.0)                       | Moderate Yield  |
| (4.0, 6.0)                       | High Yield      |
| (6.0, 8.0)                       | Very High Yield |

The first training pattern/support vector is now formed by taking first five years relative increase in the yield as input and first four year relative moving average as output. Similarly, next pattern is formed by taking next five years relative increase in the yield as input and second four year relative moving average as output. Using this strategy, we obtained 60 training/testing patterns. Using a similar process, we have experimented with five year relative increase in the yield and four year relative moving averages of the yield. This modelling is done as per the following Table II.

Table- II: Relationship between relative five year moving average and SVM label

| Relative four year moving average | Class label     |
|----------------------------------|-----------------|
| (-3.5, -2.0)                     | Very Low Yield  |

The classes are labeled as C1 - Very Low Yield, C2 – low yield, C3 – average yield, C4 - Moderate Yield, C5 – high yield, C6 - very high yield. Now these C1-C6 are identified as classifiers in both the cases i.e. 4 year relative and 5 year relative moving average.

D. Experiments

One-Against-One (OAO) multiclass SVM method has been used for classification. SVM Classification model is proposed, utilizing six binary SVMs for classification. The detection of a single class by a dedicated SVM is flagged as 0 or 1 to mark its presence. as shown in Fig. 1. Ever SVM training is carried out with inputs of classes of data that contain an input 1 as target and 0 for another classes.

Fig. 1. Proposed SVMs classification model

The most widely used metric for deciding the capability of a model is the accuracy that it achieves. The accuracy of a model is defined as the achievement by the classifier achievement rate. In this work, the performance of SVM classification model is described in terms of the accuracy it achieves. K-fold cross validation method has been utilized so that overall data is utilized to develop the classification model. Here 3-fold cross validation, 4-fold cross validation and 5-fold cross validation method have been applied for experimentation. The original data was scaled using strategy of moving averages. Each feature component is
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independently normalized by linear scaling which ensures maintaining a balance between the larger and smaller values of input attributes and this in turn helps in reducing the prediction errors. The final prediction accuracy has been computed after averaging the accuracies obtained by all three folding strategies. The performance of classifiers that have been experimented was also calculated by constructing confusion matrices.

In this study, the polynomial KF is used for implementing the SVM. The degree $d$ of this kernel function has been taken as 3. is the parameter for The soft margin cost function ($C$), also called as BoxConstraint parameter has been set to 0.2. The tolerance of termination criterion ($e$) has been set to 0.001.

### III. RESULTS AND DISCUSSION

The SVM classification models were trained with values of learning parameters as explained in Section II. The results of different $k$-fold cross validations were recorded, and are being presented in Table III.

**Table- III: The prediction accuracy for rice yield forecasting**

| k-fold | 3-fold | 4-fold | 5-fold |
|--------|--------|--------|--------|
| Prediction Accuracy (%) | 73.60 | 75.06 | 64.88 |

**Results based on four year relative increase**

| k-fold | 3-fold | 4-fold | 5-fold |
|--------|--------|--------|--------|
| Prediction Accuracy (%) | 64.70 | 56.70 | 53.55 |

A. Confusion Matrix

Various confusion matrices have also been obtained. Coordinates in confusion matrix represent row vector, column vector, and number of folds. The confusion matrices for best prediction accuracy are incorporated in Table IV.

**Table- IV: Confusion matrices for accuracies of four year relative increase**

| SVM (1-against-1): accuracy = 78.57% | SVM (1-against-1): accuracy = 80.00% |
|--------------------------------------|--------------------------------------|
| SVM (1-against-1): accuracy = 75.00% | SVM (1-against-1): accuracy = 66.67% |

In the experiments conducted in this work, it has been seen that the best prediction accuracy for 4-years relative increase is 75.06% using 4-fold cross validation method.

### IV. CONCLUSION

In the past, a good amount of work has been done on the forecasting of rice yield. The development of soft computing models that provide an exact or even a good approximation to crop yield for next year(s) will immensely contribute to the encouragement of farmers and other interested holders. These models will improve the quality of decision making in connection to domestic sustenance and international trade. The importance of rice in India and world cannot be underestimated. Development of a suitable forecasting model valid across all agro climatic zones for the yield of rice crop shall have far reaching beneficial outcomes.

The efficacy of SVM in predicting the yield of rice crop has been demonstrated in this paper. SVM-based classification models have been developed for the forecasting of rice yield in India. SVM classification models have been tested using 3-fold, 4-fold and 5-fold cross validation methods, one-against-one multi classification method. The dataset encompasses the rice yield in India from the year 1950 to 2014. The best prediction accuracy for 4-year relative average increase has been obtained as 75.06% using 4-fold cross validation method. This is not a very high accuracy; however, it is believed that this can be improved by redefining training patterns, considering other KF. The learning parameters can also be optimized using particle swarm optimization or other related techniques. This work can also be explored further for yield prediction of other crops.
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