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ABSTRACT

In an atmosphere, a cloud condensation region is characterized by a strong vertical gradient in the abundance of the related condensing species. On Earth, the ensuing gradient of mean molecular weight has relatively few dynamical consequences because N₂ is heavier than water vapor, so that only the release of latent heat significantly impacts convection. On the contrary, in a hydrogen dominated atmosphere (e.g., giant planets), all condensing species are significantly heavier than the background gas. This can stabilize the atmosphere against convection near a cloud deck if the enrichment in the given species exceeds a critical threshold. This raises two questions. What is transporting energy in such a stabilized layer, and how affected can the thermal profile of giant planets be? To answer these questions, we first carry out a linear analysis of the convective and double-diffusive instabilities in a condensable medium showing that an efficient condensation can suppress double-diffusive convection. This suggests that a stable radiative layer can form near a cloud condensation level, leading to an increase in the temperature of the deep adiabat. Then, we investigate the impact of the condensation of the most abundant species (water) with a steady-state atmosphere model. Compared to standard models, the temperature increase can reach several hundred degrees at the quenching depth of key chemical tracers. Overall, this effect could have many implications for our understanding of the dynamical and chemical state of the atmosphere of giant planets, for their future observations (with Juno for example), and for their internal evolution.

Key words. planets and satellites: atmospheres – convection

1. Clouds and convection in giant planets

Evidence for a significant volatile enrichment of the interior of giant planets has been accumulating for some time now (see Stevenson 1982; Guillot 1999, and reference therein), and recent data seem to point to elemental abundances of C, N, and O that may be even more supersolar than previously thought (Niemann et al. 1996). But because of their old age and distance from the Sun, giant planets’ upper atmospheres are cold enough to condense the main usual carriers of these species in a hydrogen rich environment (e.g., H₂O, NH₃, and CH₄) which are thus present in trace amounts only.

This tells us that all giant planets’ atmospheres harbor regions where the chemical composition of the gas changes and where clouds form; the very clouds which give giant planets their rich colors. But what is the effect of such a composition gradient on the thermal properties of the atmosphere? To this question, our first answer, based on our experience with the Earth’s atmosphere, is often that condensation of volatiles releases latent heat which facilitates convection. As a result, in an unstable, saturated region, the temperature profile follows a subadiabatic thermal gradient, the so-called moist adiabat.

Meanwhile, it is often forgotten that this composition gradient also entails a gradient in the mean molecular weight of the gas which can affect the thermal profile (Stoker 1986; Guillot 1995). This oversight is mostly due to the fact that in our own atmosphere, the condensable species, water, is lighter than the background atmosphere, and not by a large factor. Thus, an already convectively unstable medium is only slightly further destabilized.

In hydrogen-dominated atmospheres, however, almost any condensable species would be significantly heavier than the uncondensable background gas. As has been shown by Guillot (1995) in the limit without diffusion, and demonstrated in the general case hereafter, this can lead to the stabilization of the atmosphere against convection. The reason is that an eddy rising follows the moist adiabat in a superadiabatic region, its temperature will be slightly larger than its surrounding medium. Usually this would entail a lower density and a positive buoyancy which would cause the eddy to keep rising, that is, the medium is convectively unstable. But in our case, the higher temperature of the eddy also means that it is able to retain more vapor (i.e., any condensable species), so that the mean molecular weight in the eddy is larger than in the surrounding gas. In other words, the abundance of the condensable species drops more slowly in the rising parcel than in the environment. This can potentially cause the density of the eddy to be higher and thus its buoyancy to be negative.

Under such conditions, overturning, large-scale convection would be inhibited. As a result, the efficiency of energy transport should be greatly reduced, and the thermal gradient in such a layer could be significantly superadiabatic: the temperatures
below this layer could be significantly higher than expected. This raises two important questions.

2. Open questions and goals of the study

2.1. What is transporting energy in such a condensation-stabilized layer?

The importance of the temperature increase depends on exactly how thick and how superadiabatic such a stable layer could be. This, in turn, depends on the process that will transport energy in these stable regions, the identification of which is one of the two main goals of our study.

If convective motions are completely shut down, one might expect that radiative processes would take over. Then, the thermal gradient in the stable layer would equal the gradient needed for radiation to carry away all of the outgoing internal flux, the so-called radiative gradient (\(\nabla_{\text{rad}}\)).

But we know that when a fluid exhibits a gradient of mean molecular weight and that heat is allowed to diffuse, an otherwise stable fluid can be unstable to the double-diffusive instability (Stern 1960). Then turbulent motion develops in the fluid which enhances the energy transport and, consequently, reduces the thermal gradient compared to the fully stable case (Stevenson 1979; Rosenblum et al. 2011).

However, most studies of the double-diffusive instability restrain themselves to the case of a mixture of non-condensable fluids (Rosenblum et al. 2011; Mirouh et al. 2012). While this is completely valid when treating the transport of salt in the oceans, and may be equally so in some astrophysical contexts, it surely is not in the present context, where the gradient of mean molecular weight itself is produced by condensation.

In a first attempt at answering this question, in Sect. 4, we develop a linear analysis of the double-diffusive instability including the effect of condensation. To that purpose, we complement the usual set of Navier–Stockes equations in the Boussinesq approximation with an equation of state for a two-phase fluid, one of which condenses. We verify that this set of equations adequately captures the usual double-diffusive instability for a non-condensable species in the limit where condensation is inefficient.

Then, in Sect. 4.2, we demonstrate that, in the expected regime where condensation is almost instantaneous compared to other processes, the double-diffusive instability is killed by the condensation. A simple reason for this is that the distribution of the vapor becomes controlled by the saturation vapor pressure which is itself controlled by the temperature. Thus both heat and solute effectively diffuse with the same diffusivity whereas heat needs to diffuse more rapidly to trigger the usual double-diffusive instability. As a result, if there is no other source of turbulence inside the condensation layer, we show that energy should be only transported by radiation, and the thermal gradient should be close to the radiative one.

2.2. Potential implications for giant planets?

Because water condensation (water being the species with the most important potential effect, as discussed below) occurs below the region where temperature data are available for the four major solar system planets, such an effect would have been disregarded in previous models of their deep atmosphere. This could have various dramatic implications;

– Accounting for a previously ignored, significantly superadiabatic layer would result in raising our estimates of both the present heat content and volatile enrichment of the planet (Guillot 2005; Leconte & Chabrier 2012).
– The reduced efficiency of the heat transport in the atmosphere would also modify the cooling history of the interior (Guillot et al. 1994, 1995; Chabrier & Baraffe 2007; Leconte & Chabrier 2013).
– A higher temperature at depth would affect the thermochemical balance in the atmosphere, thus changing the various compositional profiles and the link between the abundance of trace gases in the atmosphere and the deep elemental abundances (Moses et al. 2000; Cavalié et al. 2014).
– Our ability to retrieve the deep abundance of some species strongly depends on our knowledge of the temperature profile in these regions (Briggs & Sackett 1989; Courtin et al. 2015). This is especially important for future space missions such as Juno (Pingree et al. 2008; Devaraj et al. 2014).
– A highly stable layer would modify the vertical dynamics of the atmosphere, possibly causing some of the observed giant storms (Li & Ingersoll 2015). It would also create a wave duct for the propagation of gravity waves (e.g., Ingersoll & Kanamori 1995).
– Generally, the presence and extent of stable regions have an important role in the establishment of the tropospheric jets and their propagation to the deeper atmosphere (Showman et al. 2006).

If this applies to solar system giants, it of course also applies to any exoplanet with a hydrogen-rich atmosphere which is substantially enriched in condensable species, and cool enough for these species to condense.

To be able to quantify some of these effects in more detail, we numerically integrate atmospheric profiles for the four solar system giant planets for various plausible volatile enrichments (especially water). We recover the fact that the stabilizing effect of the mean molecular weight in Saturn can indeed create a stable layer, as first shown by Li & Ingersoll (2015), but further demonstrate that this can indeed change the temperature of the deep adiabat. Furthermore, in Uranus and Neptune, the superadiabatic layer created by water condensation can cause an increase of several hundreds of kelvins below a few hundred bars.

3. Convection in the presence of a condensible species in the adiabatic limit: basic concepts

3.1. Dry processes

Even when a condensable species is present, convection can sometimes occur without any condensation. This, for example, happens when the gas is not locally saturated in vapor and is hereafter referred to as dry convection.

For a gas at temperature \(T\) and pressure \(p\), it is well known that, when thermal diffusivity and viscosity can be neglected, the criterion for dry convection to arise is that the density of a lifted parcel of air decreases faster than the density of the surrounding air. This usually gives rise to the Schwarzschild & Härn (1958) criterion,

\[
\nabla_T > \nabla_{\text{ad}},
\]

where \(\nabla_T \equiv \frac{\partial \ln T}{\partial \ln p}\) is the thermal gradient, and \(\nabla_{\text{ad}} \equiv \left.\frac{\partial \ln T}{\partial \ln p}\right|_{\text{ad}}\) the adiabatic gradient. But in the presence of a variable species whose distribution is inhomogeneous, the mean molecular weight of the gas, \(\mu\), can vary, and the destabilizing super adiabaticity must now be large enough to counteract the stabilizing effect of a mean molecular weight gradient. In mathematical...
terms, with \( \nabla_\mu \equiv \frac{\text{d} \ln \mu}{\text{d} \ln p} \), the Ledoux (1947) criterion reads
\[
\nabla_T > \nabla_{\text{ad}} + \nabla_\mu
\]
for a perfect gas\(^1\). It is very important to note that \( \nabla_\mu \) appears only on one side because the composition is kept fixed in the moving parcel, that is, we have a dry process where no condensation/vaporization occurs. The situation will be very different in the next section.

A result that is a little less known to the astrophysical community is that, for a perfect gas, this criterion allows us to define a very useful quantity; the so-called virtual potential temperature (Curry 2003). Consider a medium made of a non-condensable phase (or air, denoted with a subscript \( a \)), a condensable gas (or vapor, denoted by \( v \)) and condensed material (denoted by \( c \)) assumed to rainout instantaneously. The equation of state is written
\[
p \equiv p_a + p_v \equiv p_a \frac{R}{M_a} T + p_v \frac{R}{M_v} T \equiv \rho \frac{R}{\mu} T,
\]
where \( p, \rho, \) and \( M \) are, respectively, the pressures, densities, and molar masses of each gas; \( R \) being the molar ideal gas constant. The density of each gaseous species is defined as the ratio of the mass of the species over the total volume of the gas parcel (\( \rho_i \equiv m_i/V \)). Finally, we define the mass mixing ratio of any component as the ratio of its mass over the mass of gas (\( q_i \equiv m_i/m_g \equiv \rho_i/(p_a + p_v) \)). This convention entails \( q_a + q_v = 1 \). The mean specific heat capacity is given by \( c_p = c_{pa} + q_v(c_{pv} - c_{pa}) \) and the mean molecular weight by
\[
\frac{1}{\mu} = \frac{1 - q_v}{M_a} + \frac{q_v}{M_v} \Rightarrow \frac{\text{d} \ln \mu}{\text{d} \ln q_v} = \frac{q_v}{M_v} \left( \frac{1}{M_a} - \frac{1}{M_v} \right) \equiv \alpha_\mu.
\]
Introducing the reduced mean molar mass difference, \( \sigma \equiv (M_v - M_a)/M_v \), we get
\[
\alpha_\mu = \frac{\sigma q_v}{1 - \sigma q_v}, \quad \text{and} \quad \frac{1}{\mu} = (1 - \sigma q_v) \frac{1}{M_v}
\]
where \( \alpha_\mu \) quantifies the change in relative buoyancy due to a change in vapor mixing ratio.

Using these notations, one can see that the Ledoux criterion simply writes
\[
\nabla_T - \nabla_{\text{ad}} - \nabla_\mu = \frac{\text{d} \ln \theta_v}{\text{d} \ln p} \equiv \nabla_\theta_v > 0
\]
where
\[
\theta_v = T (1 - \sigma q_v) e^{-\int_{\theta_0}^{\theta_v} \frac{K}{p} \text{d} \ln p},
\]
is the virtual potential temperature. When the average heat capacity and mean molecular weight are constant in the medium it can be analytically integrated, yielding
\[
\theta_v = T (1 - \sigma q_v) \left( \frac{p_0}{p} \right)^{K/\mu}.
\]
The advantage of this quantity is that it integrates two effects.

First, it integrates the compressibility of the gas through the pressure factor so that a homogeneous medium is convective if its potential temperature,
\[
\theta \equiv T e^{-\int_{\theta_0}^{\theta} \frac{K}{p} \text{d} \ln p} \approx T (p_0/p)^{K/\mu},
\]
increases with depth. The potential temperature is the temperature that the gas would have if adiabatically displaced to an arbitrary level\(^2\) with pressure \( p_0 \).

Second, it accounts for the change in mean molecular weight due to the variable amount of vapor. Indeed, the virtual potential temperature is the potential temperature that a parcel of dry air should have to have the same density (at a given pressure) as the one of the actual moist air parcel, \( \theta_v = \theta M_v/\mu \). One can directly see that for almost any condensible species in a hydrogen dominated atmosphere, \( M_v > M_a \), so that increasing the vapor content amounts to decreasing the virtual temperature (increasing the density) of the gas, contrary to what happens on Earth.

3.2. Moist processes

3.2.1. Latent heat effect and the moist adiabat

When saturation is reached, a rising parcel will undergo condensation of part of its vapor phase. This releases latent energy that tends to heat the gas and contributes to the positive buoyancy of the parcel. In other words, it facilitates convection. To formalize this, the thermodynamic properties of the vapor are described by its specific vaporization/sublimation latent heat, \( L \), and its saturation pressure curve, \( p_v(T) \), or equivalently, \( q_v(T, p) \), the saturation mass mixing ratio. Thus, the gradient of saturation vapor mixing ratio at constant pressure,
\[
\gamma_v \equiv \frac{\partial \ln q_v}{\partial \ln T}_{p} = (1 - \sigma q_v) \frac{\text{d} \ln p_v}{\text{d} \ln T} = (1 - \sigma q_v) \frac{M_v L}{RT},
\]
is also known as a function of temperature and pressure (see Appendix A for details).

With these notations, it is a well-known result that, when mean molecular weight effects are disregarded, the atmosphere undergoes moist convection if it is saturated and if the thermal gradient exceeds the moist adiabat given by
\[
\nabla_{\text{ad}}^* \equiv \frac{R}{\mu c_p} \left( \frac{1 + q_v M_v L}{1 - q_v \frac{L}{RT}} \right) \left( 1 + q_v \frac{L}{1 - q_v \frac{L}{RT}} \gamma_v \right),
\]
where we recognize the usual dry adiabat for a perfect gas, \( \nabla_{\text{ad}} = R/(\mu c_p) \). This formula accounts for the fact that water may not be a trace gas (Pierrehumbert 2010; Leconte et al. 2013).

3.2.2. Mean molecular weight effect

When the mean molecular weight is taken into account, things get a little more complex. Indeed, as the parcel rises, condensation will occur and the mean molecular weight of the gas will change. But for moist convection to occur, the environment must be saturated so that the vapor mixing ratio also changes with altitude outside the parcel. In the end, one must compute the differential effect in both \( T \) and \( \mu \), knowing that the two are related by the Clausius-Clapeyron relation.

\(^1\) The general formula is \( \nabla_T > \nabla_{\text{ad}} - \frac{\partial \ln \mu}{\partial \text{d} \ln p} \sum \nabla_\mu \).

\(^2\) In the following, \( p_0 \) is always equal to 1 bar.
Let us start by computing the gradient of $\mu$ for a saturated medium with an arbitrary thermal gradient $\nabla_T$. This yields

$$
\nabla_T = \frac{\partial \ln q_c}{\partial \ln q_c} \frac{\partial \ln T}{\partial \ln T} + \frac{\partial \ln p_c}{\partial \ln p_c} \frac{\partial \ln T}{\partial \ln p_c} = \alpha_\mu \left[ q_c \nabla_T - (1 - \nabla q_c) \right]
$$

$$
= \sigma q_c \left[ \frac{\partial \ln p_c}{\partial \ln T} \nabla_T - 1 \right],
$$

where the second equality assumes that the medium remains saturated, and the others use Eqs. (5) and (11).

To assess the stability of the medium, we then need to compare the change in buoyancy between a rising parcel and the environment. Assuming, as usual, that pressure equilibrates instantaneously, the criterion for convection becomes

$$
(\nabla_T - \nabla^*_T)_\text{env} - (\nabla_T - \nabla^*_T)_\text{parcel} > 0.
$$

Using Eq. (13), and assuming that the parcel follows a moist adiabat, it is straightforward to show that this translates into

$$
(\nabla_T - \nabla^*_ad) (\alpha_\mu q_c - 1) > 0,
$$

as was already found by Guillot (1995). An important difference with the dry case is that the mean molecular weight effect does not come as an additive factor, but as a multiplicative one. It thus acts as a conditional criterion on the amount of vapor present that can stabilize an otherwise unstable medium. Indeed, even if the thermal gradient is super-moist-adiabatic, convection is inhibited if

$$
\alpha_\mu q_c > 1 \Rightarrow \sigma q_c \frac{\partial \ln p_c}{\partial \ln T} > 1 \Rightarrow q_c \left( 1 - \frac{M_\text{env}}{M_s} \right) \frac{M_c L}{RT} > 1.
$$

In other words, moist convection is inhibited if the mass mixing ratio of vapor exceeds a critical mixing ratio

$$
q_{cr} \equiv \frac{1}{\omega} \frac{RT}{M_c L}.
$$

### 3.3. The cloud sequence

This critical mixing ratio can be used to measure the potential impact of a given species. In an attempt to identify the most important species, we will follow the sequence of clouds that we expect in order of increasing condensation temperature. The results are summarized in Table 1. The enrichments computed here use recent estimates of the solar oxygen and nitrogen abundances recommended by Lodders (2010), so that comparison with enrichment factors from the literature must be done with care, even if the mass mixing ratios are the same.

| Species | CH₄ | NH₃ | H₂O | Fe |
|---------|-----|-----|-----|----|
| Critical mixing ratio ($q_{cr}$) | 0.10 | 0.062 | 0.070 | 0.089 |
| Enrichment over solar | 40. | 78. | 150. | 300. |

**Notes.** The conversion into enrichment factors (compared to solar) uses recent solar abundance estimates recommended by Lodders (2010), which explains the differences with the values derived in Guillot (1995) and references therein, well above the critical value (see Table 1). The effect is, however, rather small because at this depth, radiation is still an efficient energy carrier. Furthermore, our ability to probe temperatures below this region means that the effect of this superadiabaticity has already been implicitly taken into account in the various interior modeling of these planets.

**NH₃:** Between 0.5 and 2 bar, ammonia does not seem to hamper convection on Jupiter and Saturn. This is to be expected because the mass mixing ratio of vapor needs to be higher than 6% in mass below the cloud deck for condensation to have a significant effect. Hence, nitrogen being much less cosmically abundant than oxygen or carbon, a ~80 times solar enrichment would be needed. The measured enrichments in ammonia on Jupiter (Niemann et al. 1996; Wong et al. 2004) and Saturn (Fletcher et al. 2011a) are more than an order of magnitude smaller.

**H₂O:** Oxygen being the most abundant atomic species after hydrogen and helium, an O abundance greater than approximately 10 times solar would be sufficient to stop convection in all four giant planets (Guillot 1995). While this is close to the inferred value for Jupiter and Saturn, it is almost an order of magnitude smaller than the expected enrichment for the icy giants (assuming that the C/O ratio remains close to solar in these planets).

Heavier, more refractory species such as silicates, iron, and aluminium oxides have both a smaller expected abundance and a high cloud-deck temperature. As a result, water is our best candidate for the formation of a very superadiabatic, stable layer inside any cool, significantly enriched giant planet. Here we thus focus this study on the effect of that particular species.

### 3.4. Which criterion to use?

Finally, let us summarize the criteria to use in various situations. In most cases that we encounter in planetary atmospheres, temperature and vapor mixing ratios decrease upward so that $\nabla_T > 0$ and $\nabla^*_ad < \nabla^*_ad < \nabla_T + \nabla_T$. It is not sufficient, however, to

---

3. This criterion assumes that the sedimentation of condensates is instantaneous so that their mass loading effect is negligible for both the environment and the rising parcel. As discussed in Guillot (1995) and demonstrated in Appendix B, this is actually the most favorable case for convection because condensate are more abundant in rising parcels where condensation occurs (Wallace & Hobbs 2006). Mass loading by condensates is thus always an impediment to convection, even in a more familiar Earth-like atmosphere. This will be discussed at length in Sect. 4.5.
Table 2. Summary of convective processes at play in various situations with $\nabla_p > 0$.

| $q_s = q_s$ | $q_s \geq q_{\text{cri}}$ | Moist conv. | Dry conv. |
|-------------|-----------------|-------------|-----------|
| $\nabla_T < \nabla_{ad}$ | $\times$ | $\times$ | $\times$ |
| $\nabla_{ad}^* < \nabla_T$ | $\times$ | $\times$ | $\times$ |
| $\nabla_{ad} +\nabla_{ad}^* < \nabla_T$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $0 < \nabla_{ad}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

Notes. First, choose the temperature gradient regime on the left and whether the medium is saturated ($q_s = q_s$) or/and water rich (in the sense $q_s \geq q_{\text{cri}}$). Then, the right two columns indicate which type of convection will develop. The absence of any symbol in a given box means that this specific criterion has no influence under the given conditions. As mentioned in Sect. 4.1, although it would seem from applying the various criteria that dry convection should be allowed in this case, we put a red mark to remind the reader that this situation almost never occurs in practice, as discussed in Sect. 3.4.

4. Linear analysis of the double-diffusive instability

4.1. Basic equations

We consider an infinite medium in a uniform gravity field $g = -\mu \mathbf{\hat{z}}$. The velocity, pressure, temperature and density of the gas are denoted by $u$, $p$, $T$ and $\rho$, respectively. The equation of state has been described in Sect. 3. The Boussinesq system for a two-phase fluid accounting for condensation is written

$$\nabla \cdot u = 0,$$  \hspace{1cm} (20)

$$\rho D_t u = -\nabla p + \rho g + \rho \nabla^2 u,$$  \hspace{1cm} (21)

$$D_t T = \frac{1}{\rho c_p} D_t p = k_T \nabla^2 T + \frac{L}{c_p} \left( 1 - \frac{q_s}{q_{\text{cri}}} \right) / \tau_e,$$  \hspace{1cm} (22)

$$D_t q_s = D \nabla^2 q_s - (q_s - q_{\text{cri}}) / \tau_e,$$  \hspace{1cm} (23)

where $D$, $k_T$ and $v$ are the solute, thermal and kinematic viscosities (or diffusivities, in units of length squared over time), respectively. $D_t \equiv \partial_t + u \cdot \nabla$ is the Lagrangian derivative operator. The effect of condensation is implemented by adding the last term in the energy equation, Eq. (22), which accounts for the latent heat release – without implying that the vapor is a trace gas – and the last term in Eq. (23), which tends to restore saturation by either condensing vapor or vaporizing condensates. This introduces an important model parameter, $\tau_e$, which represents the timescale on which condensation/sublimation restores saturation. It is in fact a very important parameter as it serves to parametrize the efficiency of condensation (whether it is faster or slower than other processes affecting the vapor).

4.1.2. The background state

The mean field is characterized by a null velocity, a pressure gradient, $\nabla \hat{p} = \hat{p} g$, which introduces a reference pressure scale height $H = \hat{p} / (\hat{p} g)$, and a temperature gradient, $\nabla_T = -H \partial_T \ln T$. Mean quantities are identified by an overbar. For future reference, we note that the dry adiabatic temperature gradient can be linked to the pressure gradient by

$$\nabla_{ad} = -\frac{1}{T} \frac{1}{\hat{p}} \hat{p} \partial_T \hat{p} = R \frac{L}{c_p} \hat{\mu},$$  \hspace{1cm} (24)

and introduce the well known Brunt-Väisälä frequency $N_b^2 \equiv \frac{g}{\mu} (\nabla_T - \nabla_{ad})$.

Finally, the mean field also exhibits a vapor mixing ratio gradient, $\nabla_q \equiv \partial T / \partial q_s = -H \partial_q \ln q_s = \gamma_v \nabla_T$, with $\gamma_v \equiv \partial \ln q_s / \partial \ln \hat{p}$, and the associated frequency $N_q^2 \equiv \frac{g}{\mu} \nabla_q$. The mean molecular weight is given by $\nabla_\mu = \alpha_p \nabla_p$. 
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In the framework of a linear analysis, the mean state must be a solution of the time independent equations. Thus, whenever condensation is allowed ($\tau_c \neq \infty$), it is implicitly assumed that $\dot{q}_v = \bar{q}_v$ and that the water vapor gradient follows the saturation vapor curve ($\gamma_v = \gamma_v$). We, however, continue differentiating these quantities to show that in the absence of condensation (where the vapor gradient is a free parameter), we recover the usual double-diffusive instability for an incondensable species.

### 4.1.3. Linearized equations

The linearized Boussinesq equations around this state are written

$$\nabla \cdot \delta u = 0,$$

$$\left( \partial_t - v \nabla^2 \right) \delta u = \frac{\delta p}{\rho} g,$$

$$\left( \partial_t - \kappa_T \nabla^2 \right) \delta T + \delta u \cdot (\nabla T - \nabla T)_{ad} = \frac{L}{c_p} \frac{1}{1 - \bar{q}_v} \delta q_v - \frac{\delta T}{\tau_c},$$

$$\left( \partial_t - D \nabla^2 \right) \delta q_v + \delta u \cdot \nabla q_v = - \delta q_v / \tau_c,$$

where all the perturbations to the mean field have a $\delta$. Notice that because the temperature is perturbed, the saturation mixing ratio at a given pressure level is also perturbed following the Clausius-Clapeyron law,

$$\frac{\delta q_v}{q_v} = \frac{\ln q_v}{\ln T} \left|_\rho \delta T \right. \equiv \gamma_v \frac{\delta T}{\tau_c}.$$

Pressure perturbations are disregarded in our approximation, so that $\delta q_v$ does not have any pressure term.

An important assumption made here is that condensates are instantaneously removed from a rising/cooling parcel where condensation occurs, which explains why there is no condensed phase term in the linearized equation of state\(^4\) (Eq. (29)). At the same time, we also assume that a (small) quantity of condensate is always available to be vaporized if the fluid is subsaturated, generally on descent. These are usual assumptions made when computing a moist adiabat. Although possibly stringent, it has to be kept in mind that these assumptions are needed to keep the system linear. As demonstrated in Appendix B, however, including these effects could potentially suppress convective motion even more efficiently. These points are discussed in detail in Sect. 4.5.

### 4.1.4. Dispersion relation for plane waves

We want to know the response to plane waves of dependency $\nabla \cdot v^+ \nabla \chi$. Thus, the continuity equation gives us $\kappa \cdot \delta u = 0$ and we know that the wave vector must be perpendicular to the velocity perturbation. Because the gravitational forcing is vertical, it can be shown that the most unstable mode will always have a vertical velocity (elevator mode), and we can project all the equations along this axis without loss of generality (Rosenblum et al. 2011).

With the notation above, the equations for the conservation of momentum, energy, and vapor become

$$\left( \sigma + \kappa k^2 \right) \delta u = - \frac{\delta p}{\rho} g - g \left( \alpha \frac{\delta q_v}{q_v} - \frac{\delta T}{T} \right). \tag{31}$$

$$\left( \sigma + \kappa_T k^2 + \frac{\gamma_v \beta_v \bar{q}_v}{\bar{q}_v} \right) \frac{\delta T}{T} = \left( \nabla T - \nabla T_{ad} \right) \frac{\delta u}{T} + \frac{\beta_v}{\tau_c} \frac{\delta q_v}{q_v},$$

$$\left( \sigma + D k^2 + \tau_c^{-1} \right) \frac{\delta q_v}{q_v} = \frac{\nabla_T}{\alpha_T} \frac{\delta u}{T} + \frac{\delta q_v}{q_v} \frac{\delta T}{T},$$

$$\beta_v \equiv \frac{L}{c_p \tau_c} \frac{\bar{q}_v}{1 - \bar{q}_v}.$$

To attain the dispersion relation, our first goal is to express $\delta T$ and $\delta q_v$ as a function of $\delta u$ only using Eqs. (32) and (33). This yields

$$\chi_s \frac{\delta u}{T} = \left( N_f^2 + \frac{\beta_v}{\chi_D \tau_c} N_q^2 \right) \frac{\delta u}{g},$$

$$\chi_D \frac{\delta q_v}{q_v} = \frac{\bar{q}_v \gamma_v}{\bar{q}_v \chi_s \tau_c} \left( N_f^2 + \frac{\beta_v}{\chi_D \tau_c} N_q^2 + N_q^2 \right) \frac{\delta u}{g},$$

where, for compactness, we have defined three frequencies

$$\chi_s \equiv \sigma + \kappa k^2,$$

$$\chi_D \equiv \sigma + D k^2 + \tau_c^{-1},$$

$$\chi_v \equiv \sigma + \kappa_T k^2 + \frac{\gamma_v \beta_v \bar{q}_v}{\bar{q}_v} \left( 1 - \frac{1}{\chi_D \tau_c} \right).$$

Finally, by introducing these expressions into Eq. (31), the velocity perturbation amplitude vanishes from the equations and we get the dispersion relation

$$\chi_s \equiv \sigma + \kappa k^2.$$

Although rather complex, this dispersion relation has the advantage of being quite general. Then, it is very simple to retrieve the dispersions along this axis without loss of generality (Rosenblum et al. 2011).

### 4.2. Application to well-known limit cases

Here we first show that this set of equations recovers well known behavior in several limit cases:

- Sect. 4.2.1: the Schwarzschild and Ledoux criteria in the dry, adiabatic limit;
Sect. 4.2.2: the double diffusive instability in the dry regime;
Sect. 4.2.3: moist convection and its inhibition in the adiabatic limit, confirming the simpler derivation made in Sect. 3.2.2.

Then, in Sect. 4.3, we show that if condensation is occurring on a much shorter timescale than vapor diffusion, the medium is stable against the double-diffusive instability.

4.2.1. The dry, adiabatic limit: Schwarzschild and Ledoux criteria

To start simple, let us consider the dry ($\tau_c \to \infty$), adiabatic ($\kappa_T = \nu = D = 0$) limit. In this regime, $\chi_v = \chi_s = \chi_D = \sigma$, and Eq. (40) straightforwardly yields

$$\sigma^2 = N_f^2 - \alpha_{\rho} N_q^2 = \frac{g}{H} (\nabla_T - \nabla_{ad} - \nabla_{\mu}).$$  (41)

The instability will thus grow (i.e., $\sigma > 0$) if $\nabla_T > \nabla_{ad} + \nabla_{\mu}$, which is the usual Ledoux criterion (or Schwarzschild’s if there is no mean molecular weight gradient).

4.2.2. The double-diffusive instability in the dry regime

Staying in the dry limit, but allowing for some diffusion, Eq. (40) becomes

$$(\sigma + \nu k^2)(\sigma + D k^2)(\sigma + \kappa_T k^2) = N_f^2 (\sigma + D k^2) - \alpha_{\rho} N_q^2 (\sigma + \kappa_T k^2).$$  (42)

We recover the usual equation for double-diffusive convection (Stern 1960). Notice that the usual inverse density ratio used in the study of double diffusive convection takes into account the effect of the mean molecular weight and is $R_{ff}^0 = \alpha_{\rho} (N_q/N_f)^2$ (Rosenblum et al. 2011). The medium is thus unstable when

$$1 \leq \alpha_{\rho} \equiv \frac{\nabla_q}{\nabla_T - \nabla_{ad}} \leq 1 + \frac{Pr}{\tilde{T}_D} + \frac{Pr}{\tilde{T}_D},$$  (43)

where $Pr \equiv \nu/\kappa_T$ is the usual Prandtl number, and $\tilde{T}_D \equiv D/\kappa_T$ the diffusivity ratio. This shows that the double-diffusive instability is captured by our set of equations.

4.2.3. Moist convection

If we now allow for an efficient condensation ($\tau_c \to 0$, that is, $\tau_c$ is smaller than every other timescale in the problem), and turn off diffusion ($\kappa_T = \nu = D = 0$), we should recover the behavior of adiabatic moist convection discussed earlier. Indeed, in this case, $q_v = q_s$ and

$$\chi_v = \nu \tau_c, \quad \chi_D = \tau_c^{-1}, \quad \chi_s = \sigma (1 + \beta_c \gamma_s).$$  (44)

As a result, the general dispersion relation, Eq. (40), simplifies to

$$\sigma^2 = (1 - \alpha_{\rho} \gamma_s) \left( N_f^2 + \beta_c N_q^2 \right)/(1 + \beta_c \gamma_s).$$  (45)

The medium is stable if $\sigma^2 < 0$ which happens if only one of the quantities in parentheses is negative. Using Eq. (13), we can rewrite the condition on the second parenthesis as follows

$$\nabla_T < \nabla_{ad}/(1 + \beta_c \gamma_s) \equiv \nabla^*_{ad},$$  (46)

which is the usual condition that a saturated medium is stable if the thermal gradient is less than the moist adiabat. Comparing this expression to Eq. (12), one can see that a term is missing. Upon further inspection, this term is in fact a compression term that is implicitly dropped when the Boussinesq approximation is made. As we assume that our medium would be unstable in the absence of any mean molecular weight effect, this stability criterion in never verified. The medium is thus only stable if $\alpha_{\rho} \gamma_s > 1$, as advertised.

Let us give some numerical reference values. For water condensation in hydrogen at 300 K, $\gamma_s \approx 16$. The threshold for stability is thus $q_{\text{crit}} = 0.06 - 0.07$. In Fig. 1 we show a case with $\alpha_{\rho} \gamma_s = 2$, which corresponds to $q_v \approx 0.15$, $\alpha_{\rho} \approx 0.15$, $\beta_c \approx 0.09$, and $\beta_c \gamma_s \approx 1.2$. Finally, one needs $(N_q/N_f)^2 = \nabla_q/(\nabla_T - \nabla_{ad})$ which can be constrained considering that $\nabla_q/\nabla_T \approx \gamma_s$ and $\nabla_T/(\nabla_T - \nabla_{ad}) > 1$. We therefore always use $(N_q/N_f)^2 > \gamma_s$. In Fig. 1, we use the fiducial value of 30.

4.3. Efficient condensation limit, or how to kill an instability

Now, only assume rapid condensation while allowing for diffusion. This means that $\tau_c$ is the shortest timescale in our problem. Then, taking the dispersion relation, Eq. (40), in the $\tilde{T}_c \equiv \tau_c N_f \to 0$ limit, we get

$$(\tilde{\sigma} + Pr k^2) \left( \tilde{\sigma} (1 + \beta_c \gamma_s) + (1 + \beta_c \gamma_s \tilde{T}_D) k^2 \right) = \left( 1 - \alpha_{\rho} \gamma_s \right) (1 + \beta_c (N_q/N_f)^2),$$  (47)

where we have used the inverse Brunt-Väisälä frequency as our unit of time and the thermal length scale ($\sqrt{\kappa_T/N_f}$) as a unit of length, defining $\tilde{\sigma} \equiv \sigma/\tau_c$ and $\tilde{k} \equiv \sqrt{\kappa_T/N_f} k$.

For any given wave number, this equation of degree two has two complex solutions, say $\tilde{\sigma}_1$ and $\tilde{\sigma}_2$, defining two possible modes. These modes can be computed analytically, and are shown in Fig. 1 for two cases, that is, with and without condensation-inhibited convection.

Furthermore, even without specifying any parameter, we can demonstrate analytically that the aforementioned adiabatic stability criterion ($\alpha_{\rho} \gamma_s > 1$) remains unchanged in the efficient condensation limit.
condensation regime with diffusion. Indeed, Eq. (47) is of the form $\tilde{\sigma}^2 + b\tilde{\sigma} + c = 0$ with both $b = -(\tilde{\sigma}_1 + \tilde{\sigma}_2)$ and $c = \tilde{\sigma}_1\tilde{\sigma}_2$ real and positive. This imposes that $\Re(\tilde{\sigma}_1) = -\Re(\tilde{\sigma}_2)$, and, consequently, $\Re(\tilde{\sigma}_1)\Re(\tilde{\sigma}_2) \geq 0$, so that the real parts of the two solutions (the two growth rates) must have the same sign. Finally, because $b = -\Re(\tilde{\sigma}_1 + \tilde{\sigma}_2) \geq 0$, we can infer that the two growth rates are negative.

This means that, whenever $\alpha_\mu\gamma_s > 1$ and condensation is efficient, the double diffusive instability is killed, and there is no growing, over-stable mode, independently of the various diffusivity ratios.

Where does this come from? The physical reason is rather simple. If condensation is efficient, the amount of water vapor at any given level is set by thermodynamics, and thus, by the temperature at that level. Thus, any mechanism affecting the temperature field, such as thermal diffusion, effectively affects the water vapor field as well. In other words, water vapor effectively “diffuses” as fast as heat, hence the absence of “double-diffusive” processes which requires that one of the components, generally the solute, diffuses much slower than the other.

4.4. Dimensionless equation and numerical limits

To show that the result derived above is still valid for a finite condensation time, we solve the dispersion equation numerically. We deal only with dimensionless numbers by using $N^{-1}_\epsilon$ as a timescale and $\sqrt{\kappa T/N}$ as our length scale. For simplicity, we also assume that the mean state is in condensation equilibrium ($\tilde{q}_s = \tilde{q}_s$). This yields

$$\tilde{\chi}D\tilde{\chi}_s D + \tilde{\chi}_e\alpha_\mu\tilde{N}_q^2 = \tilde{\chi}_D \left( 1 + \beta_e \frac{\gamma_s}{\kappa D^2 c} \right) \left( 1 - \alpha_\mu \frac{\gamma_s}{\kappa D^2 c} \right), \quad (48)$$

where $\tilde{N}_q \equiv N_q/N_T$, and

$$\tilde{\chi}_s \equiv \tilde{\sigma} + Pr \tilde{k}^2, \quad (49)$$
$$\tilde{\chi}_D \equiv \tilde{\sigma} + Pr \tilde{k}^2 + \tilde{\tau}_c^{-1}, \quad (50)$$
$$\tilde{\chi}_e \equiv \tilde{\sigma} + \tilde{k}^2 + \gamma_s \frac{\beta_e}{\tilde{\tau}_c} \left( 1 - \frac{1}{\kappa D^2 c} \right). \quad (51)$$

This equation can be solved numerically. In Fig. 2, we show the growth rate of the fastest growing mode that is solution of Eq. (48). One can see from the figure that the full solution smoothly recovers the various limiting cases when $\tilde{\tau}_c$ is varied.

This figure further shows that, when realistic numerical values are put in, $\tilde{\tau}_c \leq 3$ is sufficient to kill the double diffusive instability. This number reduces by only a factor of two when the Prandtl and diffusivity ratio are decreased by two orders of magnitude, or when $\alpha_\mu\gamma_s$ is decreased to $=1.01$ (a close to the critical threshold). Increasing $\alpha_\mu\gamma_s$, the Prandtl, and/or the diffusivity ratio actually relaxes the constraints on $\tilde{\tau}_c$ which can be even higher. So the timescale for cloud particle growth by condensation needs to be smaller than a few times the timescale for the overturning of an eddy which can be in excess of several hours in giant planet atmospheres. This seems reasonable. Indeed, for giant planet environments, Rosswow (1978) found that the full development of clouds and precipitations would occur in less than $10^3$ s.

4.5. Limitations of the linear analysis

4.5.1. Up/Down-draft asymmetry and linearity

In our analysis, we basically assume that the medium is always saturated and that condensates are efficiently removed or resupplied if needs be.

It should be made clear that, because condensation is strongly linked to updrafts and subsaturation to downdrafts (Wallace & Hobbs 2006), moist processes create a strong asymmetry in the system to be studied. Starting from a clear atmosphere, one would have to enforce different equations of motion for rising or sinking eddies. This would prevent any attempt at a linear analysis.

How our assumptions on condensates affect double-diffusive convection is, however, not trivial to assess. Hereafter, we thus discuss how both condensates retention and subsaturation tend to suppress any rising/sinking motion, respectively. This seems to lend support to the idea that our criterion is conservative. In other words, accounting for these additional effects would suppress double-diffusive processes even more efficiently. This conclusion is however highly tentative and awaits confirmation by further experiments.

4.5.2. Effect of mass-loading by condensates

The first side of our approximation is that condensates are instantaneously removed from a condensing, generally ascending, parcel. This is a common approximation made when computing the moist adiabat, for example. But actually, it can be shown that any amount of condensates retained during ascent tends to hamper the rising motion (see Appendix B). Condensates forming during adiabatic cooling always weigh down on updrafts, as acknowledged on Earth (Wallace & Hobbs 2006).

How this mass-loading affects the onset of double-diffusive convection is a subtle question. We will have to wait for numerical or laboratory experiments to fully answer it. For the moment, it seems reasonable to argue that if the retention of condensates is an impediment to large-scale convection, and, in fact, to any
rising motion, it should also be an impediment to small-scale double-diffusive convection.

4.5.3. Stability of dry, subsaturated downdrafts

On the other side, we also assume in our linear framework that when an eddy sinks (downdraft) condensates are available to keep the gas saturated. But because condensates are much denser than the gas, these two phases can often decouple; condensed particles leaving the eddy on ascent. In general, this causes subsident regions and downdrafts to be relatively dry and subsaturated (Wallace & Hobbs 2006).

Although not accounted for, we expect that subsaturation will only enhance the stabilizing effect of condensation discussed here. Indeed, consider a sinking eddy in a super-moist-adiabatic region where convection is inhibited by condensation, as described above. In our linear picture, the stabilization comes from the fact that the mean molecular weight will increase less rapidly in the eddy than in the environment. The buoyancy of the eddy is thus positive. Now, consider the same eddy but from which all the condensates are removed. On descent, the mean molecular weight in the parcel will not change at all because there is nothing to sublimate. The stabilizing effect of the mean molecular weight gradient in the environment is now maximum as it is not offset whatsoever by sublimation in the eddy (see Appendix B). In this limiting case we recover the usual Ledoux (1947) stability criterion, and the argument discussed in Sect. 3.4 can be used. So the criterion for the inhibition of moist convection by condensation always entails the stability of dry sinking eddies in a saturated environment.

4.5.4. Unidimensional approach

Our analysis is of course limited by its 1D character. In 3D, one could try to imagine scenarios where the structure of the atmosphere described here, two convective layers separated by a stable, diffusive interface, would be broken by strong, localized up/downward motion that would penetrate this interface. One could also imagine the development of non purely vertical modes.

While we cannot preclude the existence of such episodic events (that could be reminiscent of observed giant storms), let us stress that in cool atmospheres where volatiles condense, the enrichment must be higher at depth than aloft, creating a composition gradient localized around cloud levels. It is thus difficult to evade the fact that in supersolar H/He atmospheres, composition will, on average, stabilize the atmosphere to some extent. This has been confirmed by mesoscale 2D numerical simulations of moist convection for Jupiter (Nakajima et al. 2000; Sugiyama et al. 2006).

However, because of their coarse resolution, these simulations could not have captured any double-diffusive instability (even if diffusion had been included; Rosenblum et al. 2011). Our picture of a highly stable diffusive interface at the cloud level thus remains to be validated by experiments, numerical or otherwise, investigating double-diffusive processes in a condensable gas.

5. Thermal profiles for the atmosphere of solar system giant planets

In the previous sections, we showed that under certain conditions that could reasonably be met on giant planets, convective transport is inhibited. It is now time to quantify the implications of such an inefficient transport on the thermal structure of the atmosphere of our giant planets.

5.1. Numerical model

To compute the atmospheric profiles, we assume that the atmosphere reaches a steady-state in hydrostatic and thermal equilibrium. Working in pressure coordinates, the goal is thus to integrate the temperature and vapor profiles downward from a given boundary condition. In practice, this model-top is chosen below the radiative-convective boundary, toward the bottom of the region probed observationally for each planet (see Table 3).

The most important aspect of the model is the choice of the prescription for the energy transport at a given level and the thermal gradient that results ($\nabla T$). We simply consider that the vapor is always brought to saturation when possible. Based on the analysis performed in Sect. 3 and summarized in Table 2, we envision a three-layer structure shown in Fig. 3 with, from top to bottom:

- A moist, tropospheric layer, where the internal flux is carried mostly by usual moist convection and where $\nabla_T = \nabla_{ad}$. The vapor mixing ratio is equal to the saturation value.
- A stable, radiative layer. If, and when the vapor mixing ratio reaches the critical value ($q_{cri}$), we have shown that both moist and double-diffusive convections are inhibited. The energy is thus carried out by radiation and the temperature follows the radiative gradient ($\nabla_{rad}$; see below). The vapor is still at saturation.
- A deep adiabatic layer. As the temperature keeps increasing, the vapor mixing ratio will reach the prescribed value for the deep interior, $q_{int}$ This is the bottom of the cloud deck.

\footnote{Notice that, as $q_{int}$ depends on the temperature, it is not a constant parameter throughout the atmosphere. In practice, the existence of a radiative layer is inferred by evaluating the criterion given by Eq. (16) at each pressure level.}
Below this point, dry convection is allowed, and turbulent exchange with the deep interior will homogenize the vapor mixing ratio without saturating the atmosphere. The atmosphere follows a dry adiabat, $\nabla_T = \nabla_{ad}$.

The internal water mixing ratio, $q_{\text{int}}$, is our only free parameter. Of course, one can directly see that if $q_{\text{int}} < q_{\text{crit}}$, the conditions needed to have a stably stratified layer are never met, and we recover the usual two-layer atmosphere with a moist troposphere underlain by a dry one.

The radiative gradient is given by

$$\nabla_{\text{rad}} = \frac{3}{16} \rho g R M \kappa_{SB} T^4, \quad (52)$$

where $\kappa_{SB}$ is the Stefan-Boltzmann constant, $\kappa_R$ is the Rosseland mean opacity, and $F_{\text{int}}$ is the internal cooling flux of the planet. The assumptions here are twofold. First, all the sunlight is assumed to be absorbed above the radiative layer, so that the internal flux needs to be carried there. Second, the radiative layer must be deep enough for radiative transport to proceed in the diffusive limit. The parametrization for the Rosseland mean opacities are taken from Valencia et al. (2013). This parametrization requires a metallicity, scaled on the elemental abundance of oxygen. The last approximation has however almost no consequence because the radiative gradient is always much larger than the adiabatic one in the regions where we expect the radiative layer to be. The radiative layer hence acts almost like a temperature jump whose magnitude is determined by water thermodynamics on one side and internal water content on the other.

The specific heat capacity of water is taken from NIST and includes a temperature dependency. The saturation vapor pressure curve for water is computed using Tetens formula, $p_s = p_1 \exp \left( b_1 \frac{T_1 - T}{T_1} \right)$ where $p_1 = 611.14 \text{ Pa}$, $T_1 = 273.16 \text{ K}$, and

$$(T_2, b) = \begin{cases} 
(35.86 \text{ K}, 17.269) & T > T_1, \\
(7.66 \text{ K}, 21.875) & T < T_1. 
\end{cases} \quad (53)$$

The latent heat is derived using the Clausius-Clapeyron relation. The heat capacity of $\text{H}_2$ comes from Vaytet et al. (2014) and can be calculated either for a normal or equilibrium mixture of ortho and para spin isomers. For Jupiter and Saturn, the deepest measured temperature is high enough for the two assumptions to yield the same results. For Uranus and Neptune, data do not go deep enough for this to be completely true and the temperature predicted at depth may somewhat depend on the assumption used. For simplicity, we use the usual normal ratio approximation. In the pressure-temperature domain of our study, we verified that there is no significant pressure effect on the heat capacity using pressure-dependent data from McCarty et al. (1981). The specific heat capacity of $\text{H}_2$ is assumed constant with $T$ and set to $5R/2M_{\text{H}_2}$. The total heat capacity is computed using the additive volume law.

The model top temperature ($T_{\text{top}}$) and pressure ($p_{\text{top}}$), the internal flux, and $\text{He}$ volume mixing ratio ($x_{\text{He},\text{int}}$) we used are listed in Table 3. Note that these He mixing ratios are measured in the upper part of the atmosphere where all molecules except $\text{H}_2$ and He are in trace amounts. We thus assume that $x_{\text{He},\text{top}} + x_{\text{He},\text{int}} \approx 1$ there and that the ratio $x_{\text{He},\text{top}}/x_{\text{He},\text{int}}$ remains constant throughout the atmosphere.

5.2. Results

The thermal profiles obtained for our four giant planets are shown in Fig. 4. For small water enrichment, in the sense that $q_{\text{int}} < q_{\text{crit}}$, the atmosphere is separated into only two layers. In this regime, the potential temperature of the deep adiabat decreases when the internal water content increases (see Fig. 5). This is because the potential temperature along a moist adiabat decreases with depth, as can be seen in the middle panel of Fig. 4.

As advertised, when the water content of the planet exceeds the critical threshold, a stable radiative layer develops. Because of the relatively large opacity at depth, the radiative gradient is one to two orders of magnitude larger than the adiabatic one, so that the radiative layer almost appears as a temperature jump. Counter-intuitively, even with a radiative layer, the potential temperature of the deep adiabat of a moist atmosphere is not necessarily higher than the potential temperature of a water-poor one. This is because, as discussed above, the potential temperature along a moist adiabat decreases with depth. However, at a given internal water mixing ratio, the deep adiabat is always hotter when a radiative layer is present compared to the usual parametrization of a moist atmosphere, as visible in Fig. 5. The quantitative extent of this warming strongly depends on the internal mixing ratio of water. On one hand, for Jupiter and Saturn, the heavy element abundance suggested by previous data are not expected to be more than 10–20% in mass. Therefore, we decided to focus our analyses on the range $q_{\text{int}} \in [0, 0.2]$. As this does not exceed the critical mixing ratio ($\approx 0.07$) by a large factor, the warming remains modest, even if it can reach 20 K in potential temperature, or approximately 150 K at the approximate CO quenching level (~400 bar; Fouchet et al. 2009; Visscher et al. 2010) as shown in Fig. 5. If there is no evidence for the existence of a radiative layer inside Jupiter, it can not be ruled out at the moment. For Saturn, however, if the recurrence of giant storms is indeed explained by convection inhibition near the cloud base, as argued by Li & Ingersoll (2015), such a radiative layer must exist. In fact, our critical water abundance, $q_{\text{crit}}$, is, in essence, the same criterion as the one used by these authors to determine the occurrence of storms.

For Uranus and Neptune, on the other hand, enrichments are believed to be much higher6. For these planets, there is thus little doubt that some convection inhibition is at play near the water condensation region, just like what is observed near the methane cloud region (Guillot 1995). In addition, the high enrichment can cause the warming to reach 50 K in potential temperature. At the approximate depth of CO quenching (~2000 bar; Cavalié et al. 2014), this amounts to more than a 400 K warming compared to the usual moist adiabat (see Fig. 5).

Another prediction of our model is that, once $q_{\text{int}} > q_{\text{crit}}$, the depth of the cloud base is almost independent of the water content, contrary to what is found for usual moist profiles (see Fig. 4).

6. Discussion

6.1. Jupiter and the Galileo probe measurements

In 1995, the Galileo probe made unique, in situ measurements of Jupiter’s atmosphere down to 22 bar and a temperature of 428 K. 6 This actually causes an interesting behavior with the usual, highly enriched, two-layer models. Indeed, in this case, water pressure in the atmosphere can reach the critical pressure before being in the dry region. This stops the moist adiabat as seen on Fig. 4, and sets a lower limit on the potential temperature in the deep adiabat (see Fig. 5).

Below that, the limit on the water vapor fraction of the atmosphere is set by miscibility constraints, but we will not treat that aspect. Anyway, this is not a problem in the more realistic three-layer case because the dry region is reached much higher because of the higher temperature.
Fig. 4. Temperature (left), potential temperature (middle), and vapor mixing ratio (right) profiles for the four giant planets (top to bottom; see label). For each planet, several internal water contents are shown (see legend on each line), corresponding to black stars in Fig. 5. Usual two-layer models following a simple moist adiabat are drawn in blue, and three-layer models with convection inhibition are shown in red (but only for models with $q_{\text{int}} > q_{\text{sat}} \sim 0.07$ that actually possess an inhibition layer). The potential temperature accounts for variations in $\mu$ and $c_p$ in the adiabatic index (see Eq. (9)), so that dry adiabats appear as vertical lines in the middle panel.
Fig. 5. Potential temperature of the deep adiabat of the four planets as a function of the internal water mixing ratio. Models taking into account the mean molecular weight effect are shown with a red dashed curve. Black stars highlight the actual models shown in Fig. 4. The dashed gray horizontal line gives the reference for a dry adiabat, and blue dots show the temperature expected for a usual two-layer moist adiabat. The scale on the right hand side of each plot yields the conversion in real temperature at the pressure level roughly corresponding to the quenching of CO inside each planet (~400 bar for Jupiter and Saturn and ~2000 bar for Uranus and Neptune).

Table 3. Helium volume mixing ratio, internal heat flux ($F_{\text{int}}$), and top temperature and pressure used for the giant planets and icy giants of the solar system.

|        | Jupiter | Saturn | Uranus | Neptune |
|--------|---------|--------|--------|---------|
| $X_{\text{He}}^\text{top}$ | 0.136   | 0.12   | 0.152  | 0.150   |
| $T_{\text{top}}$ K    | 166     | 133    | 102    | 97      |
| $P_{\text{top}}$ bar  | 1.      | 1.     | 2.     | 2.      |
| $F_{\text{int}}$ W/m$^2$ | 5.4     | 2.6$^a$ | 0.04   | 0.41    |

Notes. Unless stated otherwise, data are from Guillot (2005). For Uranus and Neptune, we decided to start our integration below the methane cloud base to avoid further assumptions. However, computed potential temperatures always use a 1 bar reference pressure. ($^a$) Li et al. (2010).

Even though the probe fell into a 5 micron hot spot, a region that appears quite different from other more “average” locations on the planet, the measurements are to be considered to put our approach in perspective.

In most of the tropospheric descent, that is between 4 and 16 bar, the probe measured a temperature lapse rate of $-2 \text{ K/km}$ that is consistent with a dry adiabat. Deeper, the gradient decreased in absolute value to reach approximately $-1.5 \text{ K/km}$ near the end of the descent (Seiff et al. 1998; Magalhães et al. 2002).

The dry adiabat measured by the probe is not inconsistent with the possibility that the temperature profile may be either sub- or super-adiabatic elsewhere. However, the fact that the last measurements indicated a sub-adiabatic gradient for pressures larger than 16 bar can be interpreted in two ways. One possibility is that the opacities are low enough in this region to allow for a direct radiative cooling as obtained by Guillot et al. (1994) when not including the opacity of water. This interpretation, discussed by Seiff et al. (1998) and Magalhães et al. (2002), would have to be tested with modern opacity data and using the water abundance measured by the Galileo probe. If on the other hand the opacity is large enough to ensure the atmosphere to be convectively unstable according to the Schwarzschild criterion, this sub-adiabatic gradient must be due to the fact that the atmosphere surrounding the hot spot is at lower temperatures. Given that the horizontal extent of a hot spot is much larger than its vertical extent we would then conclude that the probe reached the bottom of the hot spot and that both the temperature and water abundance began to converge to their mean atmospheric value (see e.g., Showman & Ingersoll 1998).

Quantitatively, the offset in temperature between the probe measurement at 22 bar and the dry adiabatic prediction was approximately 4 K (Seiff et al. 1998). In the framework of the second interpretation, we would conclude that the environment of the hot spot is at least 4 K cooler than the hot spot itself, but that this offset was caused by water condensation ensuring a moist adiabatic profile at significantly lower pressures. At 22 bar, this corresponds to an offset in potential temperature of 1.5 K (assuming a zero offset between the hot spot and the environment at 1 bar). As shown by Fig. 6 below, this corresponds to a minimum amount of water of $q_{\text{int}} \approx 0.01–0.02$, that is, 1.5–3 times the solar value. A maximum amount can also be derived from Fig. 5, at $q_{\text{int}} \approx 0.13$, that is, approximately 18 times solar. Because the
water abundance measured by Galileo was still significantly below these values, it is likely that the bottom of the hot spot had not been reached and that the temperature offset is significantly larger than 4 K, resulting in higher water abundances.

If the second interpretation is correct, we can put important constraints on the abundance of water in Jupiter’s deep atmosphere. Whether this is the case will be directly tested by Juno’s radiometric measurements (see Pingree et al. 2008; Devaraj et al. 2014).

6.2. Time variability and relation to Saturn giant storms

By construction, our method to build model atmospheres is time independent and assumes thermal equilibrium. This is the reason why, if convection inhibition occurs, a layer with a very steep thermal gradient must be present to carry out the internal flux of the planet radiatively.

Li & Ingersoll (2015) envisioned a seemingly very different scenario. In their model, convection inhibition completely stops energy exchange between the interior and the upper atmosphere which leads to the cooling of the latter. The internal flux is thus carried out only episodically during short outbursts: giant storms. In this scenario, no permanent radiative layer is needed, and these authors thus disregard the possibility of the internal adiabat being much hotter than commonly thought.

There are, however, a few limitations to their picture. The major one is that if the internal water mixing ratio is sufficient to inhibit convection at a given latitude, convection should be inhibited at all latitudes; except maybe if the water mixing ratio at depth is incredibly close to the critical one, or show large, unpredicted horizontal inhomogeneities. Thus, energy would only be brought upward through giant storms, smaller storms which happen much more often being expected to originate in the moist troposphere and not to reach the deep adiabat. This means that each storm would have to carry the internal flux accumulated on an entire cycle and for the whole planet (or a large fraction of it). The total accumulated internal flux over the planet is approximately $10^{28}$ J for a 30-yr cycle. A rough estimate of the energy released by the 2010 great white storm, $E_{GWS}$, can be obtained considering that the storm caused an average $\Delta T = 3$ K warming over the whole longitude circle between $30^\circ$ and $40^\circ$ latitude ($A \approx 3 \times 10^{13}$ m$^2$) down to a pressure of 100–400 mbar (Fletcher et al. 2011b; Achterberg et al. 2014). This yields

$$E_{GWS} = A \frac{p}{g} \Delta T \approx 5 \times 10^{23} \text{J}.$$  

Although this does not consider latent heat stored by water vapor, this is still a couple orders of magnitude too weak.

This seems to suggest that a more continuous process is at play to release internal energy. A radiative layer, as the one described in previous sections, could play this role. To investigate this possibility, we attempted to develop a full 1D time-stepping model of giant planets’ atmosphere incorporating a realistic water cycle and radiative transfer based on the LMD climate model for Saturn (Guerlet et al. 2014). This proved highly difficult because of the high aspect ratio between the shortest and the longest timescale to resolve: the convection timescale, which sets time-steps to be smaller than an hour, and the thermal evolution of the deep atmosphere, which takes hundreds, if not thousands, of years to reach equilibrium. This was further complicated by the vertical resolution needed to model the thin radiative layer. In practice, when the resolution was locally high enough to resolve the temperature jump, the model was numerically unstable for practical time-steps. In effect, the model did not run under fully realistic conditions, hence our decision not to report all the details of this experiment here. However, some tests under more idealized conditions revealed interesting trends that might shed some light on the matter at hand. Therefore, please bear in mind that the following findings should be regarded as tentative and merely suggestive.

In these simple simulations, the main difference with the usual 1D LMD climate model (Wordsworth et al. 2010; Guerlet et al. 2014) is that both dry and moist convective adjustment criteria were changed according to Sect. 3 to take into account mean molecular weight effects. Similarly to the results of Li & Ingersoll (2015), we found that under some conditions on the subsaturation of the moist troposphere, a storm cycle could develop. Yet, during the long cooling phases, energy coming from the interior would accumulate below the inhibition layer, slowly forming a temperature jump. This deep temperature increase would end when the radiative flux through the stable layer would equal the internal flux, as expected. An interesting trend is that storms did not appear when saturation was more strictly enforced, for example by forcing a very efficient re-evaporation of falling precipitations. In this case, a radiative layer formed, and the atmosphere above it settled in a quasi steady-state where small-scale moist convection would carry the flux.

This leads us to think that there is no contradiction between the two pictures drawn hereinabove. In fact, combining the two might lead to a more consistent picture. Because of the mean molecular weight jump at the water cloud base, Saturn’s atmosphere could exhibit a temperature jump at this depth. Over most of the atmosphere, this could release internal heat and sustain the global infrared excess observed. At the same time, in some specific regions, especially dynamically subsaturated regions, a small energy imbalance could still develop, powering episodic giant storms originating from the top of the stable radiative layer.

This also solves another limitation of the scenario presented by Li & Ingersoll (2015). The timescale they find for the cooling

\[ \text{Fig. 6. Temperature profile for Jupiter focused on the end of the Galileo descent (near 22 bar). The black solid line is the dry adiabat and the blue curves are moist adiabat with } q_{wn} = 0.02 \text{ (dotted), 0.04 (dashed), and 0.06 (long dashed). The red dot represents the Galileo measurement at 22 bar, which is 4 K colder than the dry adiabat. Profiles here may be slightly warmer than in Figs. 4 and 5 because they were adjusted to have a 260 K temperature at 4.18 bar to be consistent with the analysis of Seiff et al. (1998).} \]
phase is in large part determined by the depth of the cloud base, that they take to be ~20 bar (see bottom of page 399). But the depth of the actual cloud base depends on the actual water mixing ratio in a standard moist adiabatic atmosphere. In our profiles derived from more realistic thermodynamical data, the cloud base reaches 20 bar at approximately $q_{\text{int}} \sim q_{\text{cri}}$. Despite the admitted roughness of their estimate, the coincidence is troubling and it would seem odd, although not impossible, that Saturn’s water content would be close to that value by chance.

In our scenario, the conditions for the existence and location of a stable layer could explain this coincidence. Indeed, the top of the radiative layer is determined by the fact that $q_c = q_{\text{cri}}$, and this stable layer actually decouples convection above it from convection below. When $q_{\text{int}} > q_{\text{cri}}$, the location of the stable layer thus becomes independent of $q_{\text{int}}$ as shown in Fig. 4. Unfortunately, this prevents us from drawing any inference on Saturn’s internal water ratio based on the recurrence period of the giant storms, except that it exceeds the critical threshold. On the bright side, the presence and thickness of the radiative layer could have major impacts on the winds and wave propagation properties in the deep atmosphere. These may be constrained by high-order gravitational potential measurements.

### 6.3. Storms on other planets?

As discussed by Li & Ingersoll (2015), the absence of giant storms on Jupiter could be taken as an argument for a sub-critical water mixing ratio at depth, although this does not mean that the whole jovian gaseous envelope should be water poor (Leconte & Chabrier 2012).

While quite convincing, this argument does not have to be definitive. The occurrence of Cronian storms only at specific locations and seasons (Sánchez-Lavega et al. 2012) indeed suggests that specific dynamical conditions and seasonal forcing might be necessary. Compared to Jupiter, Saturn, which presents a slightly larger eccentricity and a much higher obliquity, and which possesses shading rings, exhibits a much stronger seasonal cycle. Add to that the fact that the cloud base is located at lower pressures and is thus thicker (because the radiative gradient is lower), which might have an effect as well.

With their strong enrichment, and to the extent that the occurrence of giant storms would only be conditioned by the deep atmospheric water content, Uranus and Neptune would be obvious targets to look for giant water storms. We might therefore ask whether or not the fact that we did not detect any such event poses any constraint. Importantly, considering the rough storm recurrence period estimate made by Li & Ingersoll (2015), and factoring in the lower flux and much higher pressure for the cloud deck (~200 bar), we should expect storms to occur approximately 100 times less frequently than on Saturn. This makes it very unlikely that one happened since humankind developed the instruments needed to spatially resolve the outer planets.

An intriguing possibility, though, would be that these storms would actually happen and be global in scales because of the higher Rossby number. In this instance, the infrared excess released by the planet could vary periodically. The dichotomy between the measured internal fluxes for Uranus and Neptune might then simply be explained by the fact that we might be looking at two planets in very different phases of this cycle. Although not quite possible at the moment, 3D simulations of the deep atmospheric dynamics of these planets on long timescales would be needed to investigate this possibility.

In the meantime, convection inhibition due to methane has also been reported on Uranus and Neptune (Guillot 1995).

Because methane clouds are located at much smaller depth (1–2 bar), the giant storms they cause should also happen with a period of a few decades. Storms have indeed been reported on Uranus (de Pater et al. 2015). But whether are these storms are related to Saturn’s great white storm, or if they occur with a period independent of the orbital period remains to be clarified.

### 6.4. Implications for abundance retrieval

If a radiative layer is present in the deep atmosphere of the giant planets, this strongly puts in question the results from past and future chemical retrieval procedures.

For indirect methods, first, when retrieved molecular abundances in the observable atmosphere are combined with thermochromical models to infer the elemental abundance at depth, an assumption on the unobserved, deep temperature profile has to be made. Without further constraints, the usual two-layer moist dry adiabat prescription is often used. As shown above, this may strongly underestimate the temperature at the depth at which the quenching of key species, such CO, occurs (up to 150 K in Jupiter and Saturn, and 400 K is Uranus and Neptune as visible in Fig. 5). As a result, the relationship between the expected molecular abundance and the elemental abundance is changed.

Fortunately, as the only free parameter of our model is the deep water mixing ratio, there is a relationship between the temperature jump and the oxygen abundance in the interior. Although time and spatial variability might be an issue, in principle, it is thus possible to build completely self-consistent atmosphere models accounting for convection inhibition without adding any free parameters. New relationships between the abundances measured in the atmosphere and those inferred at depth should be calculated.

The temperature increase at depth caused by the presence of a stable layer should also impact retrieval methods themselves. Indeed, instruments aiming at directly measuring the water abundance inside giant planets may also have to make some assumptions on the temperature profile in the region probed (Briggs & Sackett 1989; Pingree et al. 2008; Devaraj et al. 2014; Courtin et al. 2015). There again, care should be taken to use a completely self-consistent profile if the deep water abundance retrieved is greater than the critical ratio.

### 7. Conclusion

Because it is not observable with current techniques, assumptions on the thermal profile in the deep atmosphere of giant planets are key in many applications. Here, we have shown that the commonly used prescription (a moist adiabat underlain by a dry one) is probably incorrect for at least three of our four solar system giant planets.

Indeed, by performing a linear analysis, we have confirmed that the convection inhibition mechanism described by Guillot (1995) is still efficient when diffusion of both heat and vapor are allowed. We further demonstrated that when condensation is efficient, it suppresses the double-diffusive instability, leaving only radiative processes to transport energy through a layer undergoing convection inhibition. This thus led us to posit the existence of a stable radiative layer near the cloud base of any condensing species whose deep abundance exceeds a critical threshold given by Eq. (17).

Although this has been observed with methane in the atmosphere of Uranus and Neptune (Guillot 1995), the occurrence of...
this process around the condensation level of water, the molecule with the greatest potential effect, has never been directly observed. We thus developed atmospheric models of the four major planets to quantify the impact of water condensation on the thermal profile. This showed that usual prescriptions significantly underestimate the temperature at depth, sometimes by several hundreds of degrees for very enriched interiors. If Jupiter is sufficiently enriched, it will be very interesting to see whether or not the future missions to orbit the planet will be able to collect more direct evidence of a non-convective region where water clouds are expected.

Although this has many different implications in our solar system, it does not end there. The process of convection inhibition due to condensation should be ubiquitous in atmospheres with a relatively low background mean molecular weight and potentially high abundances in condensing species: Saturn- and Neptune-like planets, terrestrial planets with some leftover primordial atmosphere, enriched brown dwarfs, etc. But condensation need not be the only process creating the mean molecular weight gradient. Chemistry (Tremblin et al., 2016) or H/He demixing in the interior could do this as well.
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Appendix A: Some relations

Here are a couple relations that are used in the main text. First, the definition of the mixing ratio entails

\[ q_v = \frac{\rho_v}{\rho_a + \rho_v} = \frac{M_v p_v}{M_a p_a + M_v p_v} = \frac{\epsilon \rho_v}{p + (\epsilon - 1) p_v}, \]  

(A.1)

where \( \epsilon \equiv M_v/M_a \). The derivative is given by

\[ dq_v = \epsilon \frac{p + (\epsilon - 1) p_v}{(p + (\epsilon - 1) p_v)^2} \frac{dp}{dp} \frac{d(p + \epsilon - 1) p_v}{d p_v} \]

\[ = \frac{\epsilon^2}{\rho_v} (\frac{d(p + \epsilon - 1) p_v}{d p_v})^2 \]  

(A.2)

Using definitions and Eq. (5), one can recover

\[ \frac{\rho_v}{\rho_a} = \frac{\epsilon}{1 - \alpha q_v}, \]  

(A.3)

and Eq. (11). To obtain values at saturations, one simply needs to replace the vapor pressure and mixing ratio by their saturations values \((p_v, q_v) \rightarrow (p_a, q_a)\).

Appendix B: Further considerations on moist convection

B.1. Effect of condensates mass loading

With our convention, the total density is the sum of the gas density and the density of condensates (that are assumed to have a negligible volume), that is,

\[ \rho = \rho_g + \rho_c \equiv \rho_g \left(1 + \frac{q_c}{\rho_g}\right). \]

(B.1)

Again, with our convention (see Sect. 3.1), \( \rho_c/\rho_g \equiv q_c \), so that an infinitesimal variation of density compared to the mean state is given by

\[ d \ln \rho = d \ln p + \alpha \mu d \ln q_c - d \ln T + d \ln (1 + q_c). \]  

(B.2)

In a clear, nearly saturated environment, that is, just before convection and condensation occur, the density difference between two levels separated by \(dz\) is

\[ d \ln \rho_{edd} = \frac{d \ln \rho}{dz} \left|_{edd} \right. = \left( \frac{1 + \alpha \mu}{\partial \ln p} \right) \left( \frac{\partial \ln T}{\partial \ln p} \right) d \ln T + \left( \frac{d \ln T}{d \ln p} \right) d \ln p - d \ln T \]  

\[ = \left( 1 - \sigma q_e + \alpha_s \gamma_s - 1 \right) \frac{d \ln T}{d \ln p} \frac{d \ln p}{dz} \frac{dz}{H}. \]  

(B.3)

where Eq. (5) has been used. In the rising eddy, the difference is that i) the thermal gradient follows the moist adiabat; and ii) we now account for the retention of condensates forming on ascent, yielding

\[ d \ln \rho_{edd} = - \left(1 - \sigma q_e + \left(\alpha_s \gamma_s - 1\right) \nabla_{ad}^*\right) dz/H + d \ln (1 + q_c). \]  

(B.4)

So the instability criterion derived from the density difference becomes

\[ 0 < \frac{d \ln \rho}{dz_{edd}} - \frac{d \ln \rho}{dz_{edd}}, \]  

(B.5)

that is,

\[ 0 < \left(1 - \alpha_s \gamma_s \right) \left(\nabla_T - \nabla_{ad}^*\right) - H \frac{d}{dz} \ln (1 + q_c). \]  

(B.6)

Although we could go further and try to link the amount of condensates to the amount of vapor lost, it is clear from the negative sign of the last term in this expression that any amount of condensates retained during ascent tends to hamper convection (Guillot 1995).

B.2. Effect of subsaturation during subsidence

We now turn our attention to a subsiding, that is, sinking, eddy. Contrary to the main text, here we will not assume the presence of condensates able to sublimate and keep the vapor at saturation. During descent, the adiabatic cooling warms the gas. So, in essence, subsiding regions do not undergo condensation and the vapor mixing ratio remains fixed within a parcel.

Following the analysis above, the density change in the sinking eddy is thus

\[ d \ln \rho_{edd} = \left(\nabla_{ad} - 1\right) dz/H. \]  

(B.7)

The condition for a sinking eddy to keep sinking in an environment that is near saturation on average is thus given by

\[ 0 < \nabla_T - \nabla_{ad} - \left(\alpha_s \gamma_s \nabla_T - \sigma q_e \right) \equiv \nabla_T - \nabla_{ad} - \nabla_{ad}. \]  

(B.8)

which reduces, as expected, to the Ledoux criterion for a dry motion.