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1 Introduction

Despite the fact that we have created over the years an enormous set of data in string theory, be it construction mechanisms and data bases for huge classes of Calabi-Yau manifolds [1-6] or string models and flux vacua [7-14] in the string landscape [15, 16], we have until now [17, 18] not applied machine learning techniques to analyze this data. As exemplified by the large amount of work that has gone into constructing MSSM-like models from string theory, the problem is that string theory seems to lack a selection mechanism that can be used to choose among its many vacua.

If we ever want to be able to test string theory, it is crucial to know which generic predictions are common among all models derived from it (such as extra dimensions, hidden sector gauge groups, additional fields). Once we have identified such generic features we can try to devise methods for either testing these features directly or study their implications and consequences in order to find common properties that are shared by many string vacua. Thus, a long-term goal would be to use machine learning to actually analyze and search for common patterns in all these constructions. As the number of models and the details we know about them grow, it is conceivable to feed the physical properties of the models into a machine learning algorithm and let it analyze common features. Alternatively, one could use machine learning to produce new models with good features from known models. While this might be hard in some cases (e.g. using a given F-theory model on a Calabi-Yau fourfold with $G_4$-flux to predict a good candidate for an MSSM-like model that is constructed via a non-geometric CFT description of string theory), others might be more accessible, especially when we stay within the same description of string theory. However, there are also some questions that need to be addressed in many formulations of string theory, such as knowledge of the topological data defining the underlying compactification space.
In order to address such questions, we study artificial neural networks (ANNs), which feature prominently in machine learning. ANNs were designed to mimic the way the human brain works. An ANN consists of several layers. Each layer receives some input, performs a mathematical operation on it to produce some output which is passed on to the next layer. The precise way in which these ANNs learn and function is a current active field of research. ANNs can be used in different ways:

(A) Classify input data. This means that the ANN knows a finite set of classes into which the input is grouped.

(B) Study relations between input and output. In some cases, we know in principle how some input data (e.g. flux) is related to the output data (e.g. the string spectrum), but the concrete computation is very involved.

(C) Bypass very slow or unfeasible steps in model scans by predicting the outcome of this computation (such as e.g. computing bundle cohomologies) based on regression.

The reason why ANNs can be applied to these questions is due to the universal approximation theorem [21], which states that a sufficiently complex ANN can approximate any function to an (in principle) arbitrarily high precision. The advantage of using trainable ANNs over common interpolation methods is that one does not have to decide on the details of the interpolation function, or even which of the many features of the input data one should actually interpolate.

Despite the fact that ANNs can in principle be applied to all three questions, it is a priori not clear what the neural network should look like (how many layers, which layer sizes, which types of layers, . . .) to perform best for the specific task it is given. For example, depending on whether we want to apply the ANN to a classification or regression problem, some layers might be more useful than others. When classifying data, i.e. predicting the most likely outcome from a fixed set of possible outcomes, the neural network can be set up to map the input data to a vector containing the probability for each of the possible outcomes and the one with the largest probability is chosen (this is sometimes referred to as one-hot encoding). In contrast, when trying to predict results from an infinite or continuous set (such as \( \mathbb{Z} \) or \( \mathbb{R} \)), the ANN has to either reproduce the exact computational steps that maps the input to the output or it has to interpolate the input to produce a viable output, which is possible at least in principle by virtue of the universal approximation theorem [21] (we call ANNs of this type predictors). While the set of operations might be known in some cases, it is unknown in many applications. This begs the question of how we should ever find a good neural network if we do not know which building blocks or network topology to use for the best possible outcome.

The idea is to copy nature yet again and to use genetic algorithms to evolve a neural network that performs best for the task it was given. The idea of genetic algorithms is to start with an initial generation that evolves through reproduction and mutation into a population that is fittest with respect to a given task. So far, genetic algorithms have, just as ANNs, been barely applied by string theorists, with the notable exceptions of [19, 20].
A huge advantage of ANNs is that each node is independent from the other nodes in
a given layer, which makes parallelization of the computation over layers straight-forward.
Also note that many existing libraries for ANNs (including the one for Mathematica we are
using here) come with GPU support, which can further speed up the computations. Likewise,
the implementation of the genetic algorithms can be parallelized over the individuals
within each generation.

The remainder of this paper is organized as follows. In section 2 we provide a basic
introduction to ANNs, explain our conventions and present some toy examples to introduce
the ideas and illustrate how ANNs can be used in applications of type (A) and (B). These
examples are chosen to be rather simple and pedagogical in order to illustrate the key steps.
In section 3 we introduce genetic algorithms and explain how we apply them to “breed”
effective neural networks. We then utilize these techniques in an example in section 4,
where we look at the evolution of an ANN that can predict line bundle cohomology based
on regression.

2 Artificial neural networks

In this section, we review basics of artificial neural networks, introduce our notation and
present simple examples. ANNs can be thought of as a function that maps some given
input to some output. In their simplest form, the input and output are just vectors of
data, e.g.

\[ \text{ANN} : \mathbb{Z}^n \rightarrow \mathbb{Z}^m. \]

The ANN is organized in layers. The first layer is called the input layer and the last layer
is called to output layer. All layers that occur in between are hidden layers. The various
layers are connected via ports. In linear (feed forward) ANNs, the output port of one layer
is connected to the input port of the next layer. More complicated scenarios are of course
possible as well. For example, the ANN could split its input at some hidden layer into \( n \)
different branches, perform an independent number and type of operation on each branch
separately, and join the various branches at some other hidden layer, see e.g. figure 1(a).
Another extension of this idea would be to create loops, i.e. to split the input at some layer,
perform some operation on the two branches (that possibly mixes them partially) and feeds
part of the result back into the original layer (this is called feed-back). Such neural networks
are also referred to as recurrent neural networks\(^1\) (RNNs), see e.g. figure 1(b). A prominent
example of an RNN is a Long Short-Term Memory Layer (LSTM).

A general layer consists of a collection of nodes or perceptrons. Mathematically, the
different layers are connected via a linear transformation,

\[ v_{\text{output}} = A \cdot v_{\text{input}} + b \]  \hspace{1cm} (2.1)

i.e. matrix multiplication by \( A \) and addition of a constant vector \( b \), the so-called bias. Each
layer (or more precisely each perceptron in each layer) applies a function, the so-called
activation function, to the output of this linear transformation.

\(^1\)We will always be using the term ANN even if our artificial neural network contains recurrent layers.
In the following, especially for the combination of ANNs with genetic algorithms, we will heavily exploit the modular architecture of ANNs, i.e. their implementation in terms of layers that apply some (a priori arbitrary) function. A simple feed-forward ANN consists of a collection of generic layers where all nodes in the same layer apply the same activation function and all nodes of one layer are connected with all nodes of the next layer. To fully exploit the modular architecture, it proves very beneficial to also think of the connection between generic layers themselves as a special type of layer. This leads to what we call the \textit{layer representation} of an ANN where both its connections between layers and the activation function of its nodes are given in terms of layers. We adopt the convention that all layers are always fully connected to the next layer and a layer always applies a certain function to its entire input vector. Depending on the type of layer, it applies its function to all components simultaneously or to each component of the vector separately.

We will call layers that apply a function (such as the activation function of a generic layer) to their input \textit{function layers} and layers that describe the connections of the graph \textit{connection layers}. In this way, we have replaced the connection of a layer to its predecessor and the activation function by two consecutive layers: a connection layer that encodes the connection and a function layer that applies the activation function. The most important connection layer is the \textit{linear layer}, which describes the usual connection between layers via a linear transformation of the type (2.1) (note that this layer could also be thought of as a function layer, since it applies a linear function to all of its input values; however, we choose to focus on its role of connecting different layers and classify it as a connection layer). In the terminology above, a linear layer would correspond to a general layer where
the activation function is trivial (i.e. the identity). Similarly, a function layer corresponds to a general layer where the linear transformation (2.1) corresponding to the connection of this layer to the previous is fixed to be the identity, i.e. $A = 1$ and $b = 0$.

The layer representation allows us to represent the network corresponding to the ANN in a simpler way. For example, a simple deep feed-forward ANN that consists of several general layers for which all perceptrons in each layer apply the same activation function will be simply given in terms of a chain of layers, consisting of alternating linear layers and function layers. Simple topological information of the ANN is also encoded in the linear layer: if e.g. the output of a node $a$ from layer $l_i$ is not connected to the input of node $b$ of layer $l_{i+1}$, the matrix corresponding to the linear layer $l + 1$ has a zero at position $(b, a)$. However, in order to describe ANNs with a more complex topology, or ANNs in which different nodes of the same layer apply different activation functions, we need to introduce more connection layers beyond linear layers. In contrast to the linear layer, these do not (necessarily) have free parameters (such as the entries of the matrix $A$ and vector $b$ of the linear layer). For example, we introduce part layers that can split their input into $k$ disconnected parts, catenate layers that join their inputs, reshape layers that can transform the input vector into a tensor, etc.

Note that if several linear layers $l_1, \ldots, l_n$ occur consecutively, they can be combined into a single linear layer $\bar{l}$ whose linear function is given by the concatenation of the linear functions of the original layers,

$$\bar{l} = l_n \circ \cdots \circ l_2 \circ l_1, \quad v_{\text{output}} = A_n \cdot (\cdots (A_2 \cdot (A_1 \cdot v_{\text{input}} + b_1) + b_2) \ldots) + b_n. \quad (2.2)$$

Similarly, if several function layers occur consecutively they can be combined into a single layer that simply concatenates these functions,

$$v_{\text{output}} = f_n(\cdots (f_2(f_1(v_{\text{input}}))\ldots). \quad (2.3)$$

In typical cases, neither $A$ nor $f$ are (fixed to be) trivial.

Combining layers along the lines discussed above, or used for example when representing the RNN in terms of a simple block in figure 1(b), already foreshadows the much more general concept we will apply when combining ANNs with genetic algorithms. In principle, we can combine an arbitrary set of (connection and function) layers and use them as a new building block in a more complex ANN. Taken to the extreme, we could combine the entire ANN into just one building block and represent the ANN by it. While this is of course of little use we find it very beneficial to combine or group several (connection and function) layers that form a specific functional unit into one building block. For example, if we wanted to build an ANN that computes the factorial $k!$ of its input $k$, we might build it from two types of higher level building blocks; one which takes care of multiplying two components and a second that takes care of subtracting one from its input component. Another example for a layer that consists of several connection and function layers are RNN layers like the LSTM layer.

Once we have built our ANN we need to train it. During training, we provide a set of input and output values which the neural network can use to learn their correlation.
Depending on the type of layer, i.e. on the function this layer applies to its input data, a layer might or might not have trainable parameters. For example, the parameters of the linear layers, i.e. the entries of the matrix and the bias vector, are typically taken to be trainable parameters while other connection layers (such as the part layer) have no trainable parameters. Of course, we can introduce a variety of other layers with trainable parameters, e.g. constant array layers which do not have any input but output a constant but trainable array of real numbers. After each round of training the ANN updates the trainable parameters in order to minimize the error (e.g. by minimizing the mean squared distance between the training input and output). This is how the neural network learns.

Example: a simple feed-forward ANN. To give an example we look at the feed-forward ANN in figure 1(a). Let us discuss the representation on the top first. The input in this example is just a single number. By multiplying the input with an $N_1 \times 1$ matrix (and possibly adding a constant bias) this is fed into layer 2. Its output is thus a vector of length $N_1$ (in our example $N_1 = 3$). In a general layer, each node of layer 2 now applies an activation function, which we assume to be trivial for the sake of this example. The connection with the next layer corresponds to a multiplication with an $N_2 \times N_1$ matrix and addition of a constant bias, thus producing a vector of length $N_2$ (in our example $N_2 = 2$). After that, each node applies again its activation function. If we assume this activation function to be trivial as well, we could combine layers 2 and 3 into one layer as explained in (2.2). In the transition to the next layer(s) the output of layer 3 is split into two pieces of length $N_2/2$ each and we branch the ANN. The corresponding matrix would be block diagonal with blocks of size $N_2/2 \times N_2/2$ each. In a general layer, we could combine layers 4 and 5 into one layer whose first $N_2/2$ nodes apply the activation function $f_1$ and whose second $N_2/2$ nodes apply the activation function $f_2$. In the last step, the output of layers 4 and 5 are again mapped onto layer 6 via a simple linear transformation corresponding to a $1 \times N_2$ matrix (again plus possibly a constant bias), which maps the vector back onto a single number. If we take the activation function of this layer to be again trivial this layer gives the output of our ANN.

Next, we discuss the same ANN in its layer representation as given at the bottom of figure 1(a). The layer labeled “Input” in the bottom graph corresponds to layer 1 of the top graph. The next layer CL1 is a linear layer of size 3 and corresponds to the connection of layers 1 and 2 in the top graph. Since we have assumed in this example that layer 2 of the top graph applies the identity activation function we need not include a function layer in the bottom graph that corresponds to this trivial activation function. The next layer in the bottom graph, CL2, is again a linear layer (this time of size 2), that describes the connection between layers 2 and 3 in the top graph. Again, we assumed a trivial activation function and thus need not include a corresponding function layer. At this point, the top graph splits, i.e. not all nodes of layer 3 are connected with all nodes of the next layer(s). To describe this in the layer representation of the bottom graph we include two part layers (labelled CL3 and CL4). By convention, both are supplied with the full output of layer CL2. To arrange the splitting, layer CL3 selects the first component while CL4 selects the second. This is then passed on to layers FL1 and FL2, which correspond to layers 4
Example: predicting the Euler number from $h^{1,1}$ and $h^{2,1}$. In order to see an ANN at work let us look at a simple example, where an ANN learns to compute the Euler number $\chi$ of a Calabi-Yau threefold from $h^{1,1}$ and $h^{2,1}$, i.e. $\chi = 2(h^{1,1} - h^{2,1})$. This means that the input vector consists of two non-negative integers and the output vector is an integer. This simple example is equivalent to solving the corresponding linear regression problem. The transformation between the input and output vector is given by the matrix $A = (2, -2)$. We set up the neural network with one layer with two nodes and connect all input ports to all output ports, which leads to the ANN depicted in figure 2. The connection of the input to the first (and only) layer corresponds to a $2 \times 1$ matrix $A_1$ (to keep this introductory example as simple as possible, we set the bias vector $b$ to zero and make it non-trainable). This layer applies an activation function which we choose to be trivial for the sake of simplicity. Thus, the ANN provides a map from $\mathbb{Z}^2$ to $\mathbb{Z}$. In layer representation, this ANN consists of just a single linear layer of size 2.

The matrix $A_1$ is initialized with random real values. During training the ANN updates these values to get closer to the real output values. In each training round the ANN visits each training sample once. An example for the change of $A_1$ is

$$A_1 = \begin{pmatrix} 0.34 & -0.87 \end{pmatrix}_{\text{init}} \xrightarrow{10 \text{ rounds}} A_1 = \begin{pmatrix} 1.15 & -0.93 \end{pmatrix} \xrightarrow{20 \text{ rounds}} A_1 = \begin{pmatrix} 2.05 & -2.04 \end{pmatrix} \xrightarrow{30 \text{ rounds}} A_1 = \begin{pmatrix} 2.00 & -2.00 \end{pmatrix}$$

(2.4)

As we can see, already after 30 rounds of training, which takes about .3 seconds on a regular laptop, the network has learned, by looking at the examples in the training set, the relation between the input and the output value to a rather high accuracy.

While this was a rather trivial example for an application of type (B), more complicated but still feasible examples are conceivable. One such example is the computation...
of line bundle cohomologies, which is also studied in section 4 as a simple application to evolving ANNs with genetic algorithms. In this case, the individual steps in the computation are known. Essentially one computes dimensions of ambient space cohomologies which are restricted to the Calabi-Yau hypersurface. Computing ambient space cohomology dimensions requires computing products and sums of the line bundle vectors. (To be more precise, depending on the sign of the first Chern class of the line bundle, the dimensions are either given in terms of binomial coefficients or are zero [22].) Restricting this to the Calabi-Yau involves twisting the line bundle with the normal bundle of the Calabi-Yau, which amounts to summing integers. Consequently, we expect that an ANN that contains layers that perform multiplications, additions, and set some input to zero can perform the exact computation needed in this task. The problem is that the number of additions and multiplications combined with setting dimensions of cohomology groups to zero becomes rather involved very quickly which prevents implementing the (in principle known) algorithm (it has been worked out for a simple complete intersection Calabi-Yau [23]). In section 4 we will evolve ANNs that solve the problem using regression (i.e. type (C)) and defer the study of how efficiently an ANN can evolve into a complex function if provided with all building blocks involved in the computation (i.e. type (B)) to future research.

Example: classifying a line bundle as stable or unstable. In our next example, we look at a simple classification (i.e. type (A)) problem. Suppose we want to build a heterotic string model. This requires specifying some Calabi-Yau threefold \( X \) together with a vector bundle \( V \). For simplicity, we use a simple line bundle in this case, \( V = L \). The line bundle has to satisfy a couple of constraints, one of which is \( D \)-flatness or bundle stability. A line bundle \( L \) satisfies the \( D \)-flatness criterion if

\[
\int_X J \wedge J \wedge c_1(L) = 0, \tag{2.5}
\]

where \( J = \sum a_i D_i \) is the Kähler form of the underlying Calabi-Yau \( X \) and \( c_1(L) = \sum k_i D_i \) is the first Chern class of the line bundle. Here, we have expanded the Kähler form in terms of a divisor basis \( D_i \) of \( X \) with the Kähler parameters \( a_i \). Similarly, we have expanded \( c_1(L) \) in terms of the first Chern class \( k_i \) of the bundle on the \( i \)th divisor. Note that (2.5) is generically only solved in a subspace of the full Kähler cone of \( X \), i.e. it imposes a constraint on the Kähler parameters \( a_i \). If the \( D_i \) are chosen such that the Kähler cone is spanned by \( a_i > 0 \) and the triple intersection numbers \( \kappa_{ijk} = \int_X D_i D_j D_k \) are non-negative then a necessary condition for (2.5) to have solutions is that some of the \( k_i \) are positive and others negative. For concreteness, we study a complete intersection Calabi-Yau (the so-called “bi-cubic”) which has two divisor classes that pull back from two ambient space factors \((\mathbb{P}^2 \times \mathbb{P}^2)\) and have intersection numbers

\[
\kappa_{111} = \kappa_{222} = 0, \quad \kappa_{112} = \kappa_{122} = 3. \tag{2.6}
\]

We now construct a random set of 10000 line bundles with \(^2\) \( k_i \in [-50, 50] \) together with an integer indicating whether they are stable (1) or unstable (0). Out of the 10000,

\(^2\)Note that usually much smaller \( k_i \) appear.
we will train the network with a subset of 3000 and check how well it performs on the other 7000. The purpose of this introductory and pedagogical example is to illustrate the methods introduced above and to explain what the ANN does in a situation that is a bit more complex than the previous examples. We choose a network with a non-trivial topology and the number of nodes small enough such that we can easily visualize the different operations of the ANN in 3D plots. We therefore use an ANN which duplicates the input, processes it with a linear layer with two nodes, applies a ramp function, adds the two results obtained from the parallel process and maps them with another linear layer onto the output, which is a single number. The ANN is depicted in figure 3. After 15 seconds of training the network predicts the correct result with 90 percent accuracy. Training the ANN for a longer time does not improve this accuracy significantly.

Let us investigate how the ANN predicts bundle stability and why further training does not help. The matrices $A_i$ that are applied in the linear layers 4, 5, and 9 of a trained
network are given by

\[ A_4 = \begin{pmatrix} 0 & -0.7 \\ -0.7 & 0 \end{pmatrix}, \quad A_5 = \begin{pmatrix} -0.6 & 0 \\ 0 & -0.7 \end{pmatrix}, \quad A_9 = \begin{pmatrix} -0.2 & 0.2 \end{pmatrix}. \tag{2.7} \]

After layers 4 or 5, the input is passed on to the ramp layer, which is a function layer that sets its input to zero if it is smaller than zero and acts as the identity if the input is larger than zero. This means that right before the entries are added element-wise in layer 8, the ramps have cut the input as shown in figure 4(a)-(d). Now, layer 8 adds the input of channels 1 and 3, and the ones of 2 and 4. After the addition, both entries contain everything but the first quadrant. In the next layer, i.e. layer 9, the two resulting numbers are multiplied by \( A_9 \) which subtracts the two entries. The result is shown as a 3D plot in the \( k_1 - k_2 \) plane with the output value on the vertical axis in figure 4(e).

While 90 percent accuracy is not bad there is the question why the neural network did not perform much better? The reason is that we used it as a predictor (i.e. all its layers map the input into \( \mathbb{R} \)) even though it merely had to classify the input into two classes. The ANN tries to map the input as closely as possible to 0 if the bundle is unstable and to 1 if the bundle is stable. This also explains why the output behaves so strangely around the axes: on each axis, the bundle is unstable but on the next integral point away from the axis into the second or fourth quadrant the bundle is stable. Of course, the values 0 and 1 were assigned arbitrarily by us and do not have any physical significance. We can remedy this situation by introducing some normalization layer which normalizes the vector to the interval \([0, 1] \). Then the ANN need not worry about reproducing the correct (arbitrary) numbers but only has to produce a number encoding the likelihood or probability of the outcome (i.e. “stable” or “unstable”). Surely enough, after adding this normalization layer, and comparing its value (if it is larger than .5 the input is classified as stable and if it is less than or equal .5 the input is classified as unstable), the ANN reproduces the correct result in all cases after a few seconds of training. Alternatively, we could have used the one-hot encoding mentioned in the introduction and produced an output vector with two components, where the first encodes the likelihood of the input being stable and the second the likelihood of the input being unstable, and picked the most likely result. For this simple example with a binary outcome this is, however, unnecessary.

This example also illustrates that an ANN that is expected to solve more complicated classification or prediction/regression tasks needs a more complicated structure. For example, the ANN we used first can only act by matrix multiplication and the identity (on top of cutting off negative values). If used in regression (on positive input values), this means that an ANN of this type can only perform linear regression, which is clearly a huge limitation and far from the power guaranteed for an ANN via the universal approximation theorem. Likewise, if we used an ANN with a single layer and a trivial or ramp activation function to classify data we could at best hope to classify data that is linearly separable. By building a deeper ANN or using more complicated functions we can again drastically improve its performance. If, on the other hand, the data would have been described best by linear regression, introducing non-linear layers is detrimental since it over-complicates the fitting function and can lead to strong oscillations or other problems.
Again, many other applications for classifications come to mind. These are particularly interesting since ANNs tend to perform better in classification problems as compared to regression problems. Besides the question of D-flatness, or bundle stability, studied here, one could ask many other phenomenology-inspired questions, such as

- Does a given vector bundle lead to vector-like pairs of particles? We have investigated this question using an ANN which is trained on 3,000 line bundle models for 90 seconds and used to classify 7,000 other models according to whether or not they have vector-like pairs. The ANN correctly identified those models that have vector-like pairs in more than 85 percent of the cases.

- Does a given vector bundle satisfy the tadpole cancellation condition?

- Is a given model likely to have SUSY breaking, a small cosmological constant, lead to 60 e-folds of inflation, . . . ?

Since especially the last questions are really hard to answer and it is a priori not clear what exactly determines these properties (although they can often be checked once one is given an explicit string model), it is a salient question how one should design ANNs that perform this classification task. We propose to use genetic algorithms to let the ANN “design itself” as we will explain next.

### 3 Genetic algorithms

The idea of genetic algorithms is to copy yet another mechanism of nature, namely evolution. The idea is to create a population of species, which would be a collection of ANNs in our case, and subject them to evolution. That means that they are allowed to mutate and reproduce, but only the fittest ones survive and are carried over to the next generation.

Let us say we want to use an ANN as a predictor. If one knew the computational steps that are involved in computing the output from the input (as is the case when applying it to questions of type (B)) an ANN that uses these components will reproduce the correct output for any given input. However, the algorithm might be so involved that it is hard to actually implement it. In other cases (such as those arising in questions of type (C)) one does not know the relation between the input and output data and we want to leave it to the ANN to figure out an efficient way of relating them.

This is where genetic algorithms are added to the picture. We start with a gene pool consisting of a set of small functional ANN components. These might be either a single layer or a combination of layers that perform some action like multiplying two vectors component-wise.

We then build a species, consisting of a set of generations of individuals of ANNs (sometimes called population). The individuals of the initial generation combine a random

---

3We chose to deviate from the notation used e.g. in [20] in which what we call the genome is called the genotype and what we call a gene is either a chromosome or an allele. The reason is that our gene pool contains elements of varying complexity; some are just single layers (i.e. alleles) while others are combinations thereof (i.e. chromosomes), and it would be tedious to make this distinction throughout.
Figure 5. Flowchart of the steps involved in the genetic algorithm: starting from generation \( i \), you train, evaluate the fitness, select the fittest one(s), let them reproduce, mutate, and start over.

subset of the gene pool elements in some random order. Next, we train each individual (i.e. each ANN of the current generation) with our input data and check how well it performs on a set of unknown data. The one (or ones) that perform best are then carried over to the next generation. They then reproduce (either by cell division or by mating), passing on their genome (i.e. their genes and the way in which they are combined) to the individuals of the next generation.

During the reproduction phase, we allow for the genes to mutate with a certain probability. During mutation, either new genes are added to the genome from the gene pool, existing genes are removed from the genome, or a gene of the genome is replaced by another gene from the gene pool. This is done by a process analogous to gene splicing where we cut the ANN network between two genes and insert the new gene into the cut (we also allow this insertion to be at the beginning or end of the ANN). In order to ensure compatibility, we include appropriate connection layers into each gene such that they always expect a single input vector and produce a single output vector. In this way, the building blocks (genes) can be applied sequentially. In this simple approach, the non-trivial topology of the ANN is hidden within the genes, which are themselves put together in a sequential chain.

After the mutation phase, we start the whole process again with the new generation of individuals: train them on the data, evaluate their fitness, and let the fittest pass their genes on to the next generation. The process is summarized in figure 5.

Note that there are several conceivable modifications to this approach which are, however, beyond the scope of the current paper:

- Allow all individuals to reproduce, but give preference to the fitter ones (see e.g. in [20])
- During reproduction or mutation use larger parts of the genome rather than a single gene
- Allow changing the “power” of a given gene (e.g. its layer size) while keeping the actual structure intact
- Dynamically adjust the reproduction and mutation algorithm based on how complex the individual that has already evolved is
• Allow for more complex genes (e.g. with multiple inputs and outputs) to evolve more complicated ANN topologies (this requires a mechanism to ensure compatibility of the building blocks)

Using genetic algorithms for evolving neural networks rests on the assumption that individuals that have a subset of the genes that are needed to create the best-suited ANN in their genome are fitter (i.e. approximate the output better) than those that have genes that are unnecessary in the computation or at the wrong position of the computation sequence. There are several factors that govern whether the method will be successful. If e.g. the mutation rate is too low, one runs the risk of getting stuck in a “local minimum”. This means that the initially fittest individual gets only slightly improved over the generations, but one never evolves a rather different individual which might perform much better.

Similarly, if the training time is chosen inappropriately, one runs the risk of under-training or overtraining the ANN. If the ANN is undertrained, it is not given enough time during training to find the best values for its trainable parameters, thus not realizing its full potential and eventually losing to another individual which has fewer trainable parameters and could thus find a better set of values for them during the short training time. If the ANN is overtrained, it has optimized its trainable parameters with respect to the training set. In overtraining, an individual with more trainable parameters will perform better simply because it can adjust more parameters to reproduce the output of the training set. However, the ANN might consist of a big number of complex layers, all of which have nothing to do with the computational steps that are actually needed to produce the output from the input, or it might have given too much emphasis to reproducing some features which are common to the models in the training set but not a common feature in general. In some sense, the ANN is overthinking the solution to the problem. If e.g. handed the numbers 0, 1, 2, …, 6 and asked for a prediction of the next number the answer could be 3 (if one was looking at the digits 26265647 to 26265653 of π) or 7 (if one is looking at a sequence of non-negative integers or applies Occam’s razor). Depending on the case, one needs a more complex ANN or a larger training set in order to distinguish them. Nevertheless, such overtrained ANN could out-perform another ANN that has evolved a subset of the correct layers. Once the species has evolved over many generations and brought forth a fit individual, one can look at it, check what it does to the input data, and in an ideal case reverse engineer the unknown function that maps the input to the output. However, this might be rather hard and really only useful in cases where the ANN has indeed evolved such that it reproduces the correct function, which might not be the case in many applications.

Nevertheless, an ANN that predicts the outcome fairly well might still be preferable in many applications where the correct functions are known, e.g. if the ANN performs much faster. In some physical applications, it is in principle known how to compute a given quantity, but the computation can be rather costly in terms of computation time. For example, many applications in string model building requires solving equations over a ring (such as a polynomial ring or the ring of integers). Solving such problems involves computing Groebner Bases, solving Diophantic equations, computing resultants, …, which
are all very expensive steps. So, if one can just do these for a small subset and afterwards train an ANN to predict what the outcome for some given input data is without having to go through these computations every time, a huge performance improvement can be expected. In truly time-critical steps one could even factor the computation time into the fitness function.

While we have discussed the use of genetic algorithms for predictor ANNs, we can also use them to evolve an ANN that performs best in classifying a given set of data. The reasoning here is similar: if we either do not know exactly which computational steps are involved in generating the output or if it is not clear how to map the computation most efficiently onto an ANN, we can just start with a random set of ANNs and let them evolve into ANNs that perform much better in classifying the input.

4 Example: evolving an ANN to compute bundle cohomology

4.1 The environment

As an application we study the use of genetic algorithms to evolve an ANN that computes bundle cohomology of a line bundle $L$ on a complete intersection Calabi-Yau threefold (number 6784 in the list of [1]). This manifold has $h^{1,1}(X) = 4$ and we thus need to specify the four first Chern classes of the line bundle on the four divisors. We produce a list of cohomology dimensions for line bundles whose first Chern classes are in the interval $[-3,3]$ using [24] (based on methods described in [25–29]). We divide this list of $7^4 = 2401$ line bundles into a training set with 600 elements and a validation set with 1 800 elements. This Calabi-Yau threefold is given in terms of three equations in a complex six-dimensional ambient space, i.e. it is codimension 3. The higher the codimension of a manifold, the costlier the computation of line bundle cohomologies becomes. While this codimension is still rather small, computing the list of bundle cohomologies took several hours.

4.2 Setting up the various species

In our setup, we are training 4 different species to compute the four cohomology dimensions $h^i(L)$, $i = 0, 1, 2, 3$, independently. Of course, we could then just combine these 4 ANNs into a single ANN that computes all cohomology dimensions simultaneously. Or we could try to evolve an ANN that does just that by passing the entire vector $h^*(L)$ to the genetic algorithm that evolves the ANN rather than each dimension individually.

The first generation of each species is created with up to four randomly selected elements from the gene pool, cf. figure 6. In each generation, the two fittest individuals survive and produce seven children. In our investigation, we have tested reproduction via cell division, mating, and a combination of the two. By comparing results and by following the lineage of the fittest individual of each generation we found that for not very complex species it is actually better to reproduce via cell division. Note that this is similar to the evolution process in nature: also there more complex species use more complex reproduction mechanisms while simpler organisms from which the complex species evolved are reproducing via cell division. So in this case we let each of the two fittest individuals
reproduce via cell division (i.e. clone themselves) with a probability of 0.5. The mutation rate is set to 10 percent, we train each individual for 60 seconds, stop after 10 generations and allow for a maximum of 400 perceptrons per layer.

4.3 Analysis of the result

We find that the fittest ANNs correctly predict $h^0(\mathcal{L})$ and $h^3(\mathcal{L})$ in 82 percent of the cases while $h^1(\mathcal{L})$ and $h^2(\mathcal{L})$ are predicted correctly in 73 percent of the cases. Once evolved and trained, computing the bundle cohomology dimensions with the ANNs takes 7 seconds on a current laptop, which is a drastic improvement compared to the several hours it takes to compute the bundle cohomology dimensions exactly using Koszul and Leray spectral sequences.
The difference in performance between \( h^0, h^3 \) vs \( h^1, h^2 \) stems most likely from the fact that the cohomology groups of the former tend to be zero more often\(^4\) while the latter are more often non-trivial. Furthermore, in computing these numbers many different intermediate cohomology dimensions have to be computed which are then combined using a Koszul or a Leray spectral sequence. In both cases the middle cohomologies tend to receive more non-trivial contributions. We have summarized the evolution of the fittest individual of each species over the 10 generations in figure 7(a). Figure 7(b) shows the change in average fitness over the generations. As we can see, after six or seven generations both the maximal and average fitness is not increased significantly anymore. This could mean that the neural network has at this point evolved the fittest species that is possible with the gene pool provided. This raises the interesting question of how to design or choose a gene pool such that a sufficiently complex ANN can be built from its genes in the most efficient way (from the universal approximation theorem we learn that in theory we only need a few layers, but these need to contain a huge number of nodes, which most likely makes this solution very unfeasible). It is also possible that we are stuck in a local maximum at this point. In order to get beyond this point, one could try to adapt the parameters governing the ANN dynamically, such as the reproduction mechanism, the mutation rate, the number of children, the training time, … While these interesting questions are beyond the scope of the current investigation we hope to revisit them in the future.

We observe that the two ANNs for predicting \( h^0(L) \) and \( h^3(L) \) have evolved independently into a similar species (i.e. there genome is similar), as have the ANNs for predicting \( h^1(L) \) and \( h^2(L) \). In particular, both \( h^1 \) and \( h^2 \) have evolved an LSTM layer, hinting at their more complex nature. Note that, by virtue of Serre duality and the symmetric choice \([-3,3]\) as an interval for the first Chern classes, the training and validation sets of \( h^0 \) and \( h^3 \), as well as for \( h^1 \) and \( h^2 \), are physically equivalent. Let us also remark that training the ANNs longer does not improve their performance; after 60 seconds of training they have already learned everything they can from the training set they are provided.

### 4.4 Applicability to other environments

As explained above, cohomology computations become increasingly unfeasible in terms of computation time with growing codimension of the manifold. In contrast, the performance time of the ANN does not change with the codimension, since it simply applies a number of functions to its input values. In order to check how the ANNs that have evolved for computing line bundle cohomologies for a specific Calabi-Yau perform on another we reuse them and train them with new input data of the new Calabi-Yau. To be precise, we have used the ANNs that evolved for computing cohomologies on the complete intersection

\(^4\)Note that bundle stability, which is a rather mild constraint for this simple setup, implies \( h^0 = 0 \), since otherwise the trivial bundle can inject into the vector bundle and destabilize it. Furthermore, by looking at the maps in the Koszul resolution or at how the Leray spectral sequence stabilizes in the cohomology computations, the projective ambient space cohomology dimensions as computed from the Bott-Borel-Weil and the Künneth formula in combination with the Kodaira vanishing theorem (which applies due to the range of the first Chern classes of the line bundle and normal bundle of the Calabi-Yau), it can be seen that \( h^0 \) receives fewer contributions than e.g. \( h^1 \). Via Serre duality, similar results apply to \( h^3 \).
Calabi-Yau 6784 to compute cohomologies on the complete intersection Calabi-Yau 7862. The latter is a codimension 1 rather than a codimension 3 hypersurface in a different projective ambient space, but it also has four divisor classes, which means that the input format (i.e. the first Chern classes of the line bundle) is the same. The result shows that they perform equally well in this different environment if they are trained with the data for this environment.

In the future, we plan on extending the setup to provide both the data that specifies the vector bundle and the Calabi-Yau. In such setups, many questions arise. First and foremost, it would be very interesting to check whether we can train such an ANN with a subset of bundles and Calabi-Yaus and extract either predictions or classifications for other models on other Calabi-Yaus. If this turns out to be feasible one can train the network on data which is computationally more accessible in order to study models that are at the boundary or even beyond the current computational power of modern PCs. In addition, these ANNs could be used to study different but related questions. For example, if one has evolved an ANN that can compute vector bundle cohomology, one could just give it the tangent bundle as a vector bundle and compute the Hodge numbers of the Calabi-Yau manifold.
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