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Abstract

The out-of-kilter algorithm, which was published by D.R. Fulkerson [1], is an algorithm that computes the solution to the minimum-cost flow problem in a flow network. To begin, the algorithm starts with an initial flow along the arcs and a number for each of the nodes in the network. By making use of Complementary Slackness Optimality Conditions (CSOC) [2], the algorithm searches for out-of-kilter arcs (those that do not satisfy CSOC conditions). If none are found the algorithm is complete. For arcs that do not satisfy the CSOC theorem, the flow needs to be increased or decreased to bring them into kilter. The algorithm will look for a path that either increases or decreases the flow according to the need. This is done until all arcs are in-kilter, at which point the algorithm is complete. If no paths are found to improve the system then there is no feasible flow. The Out-of-Kilter algorithm is applied to find the optimal solution to any problem that involves network flows. This includes problems such as transportation, assignment and shortest path problems. Computer solutions using a Pascal program and Matlab are demonstrated.
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1 Introduction

The Out-of-Kilter algorithm can be applied to solve the maximum flow and minimum cost – maximum flow problems as well as problems that can be formulated as such problems e.g. the transportation problem. The problem to be solved is displayed in the form of a network flow diagram (explained in the next section). The formulations of the maximum flow and minimum cost – maximum flow problems are shown.

A key result that is used when applying the Out-of-Kilter theorem is the Complementary Slackness Optimality Conditions (CSOC) theorem [2]. This theorem specifies the conditions for the optimality of the Out-of-Kilter theorem. The theorem as well as its use together with the Kilter diagram, that accompanies it, are discussed. The details of the steps to be followed when applying the Out-of-Kilter theorem are shown and some technical issues (return flow arc and setting of arc capacities) are discussed. An example is presented where the CSOC theorem is used to verify the optimality of a particular solution. The verification steps are shown.

Computer programs that are available in the literature are discussed. The following computer applications of the theorem using Pascal and Matlab programs are shown.

1. Transportation problem.
2. Assignment problem.
3. Shortest Path problem.

2 Network Terminology

A network flow diagram is a diagram consisting of points called nodes (vertices), where some of the nodes are joined by straight lines called arcs (edges).

The start node in the diagram is called the source and the end node the sink.

An arc \((i, j)\) is formed by connecting two nodes labelled \(i\) and \(j\) using a straight line.

A forward arc is an arc that contains a flow from source to sink. A backward (reverse) arc is an arc that contains a flow from the sink to source.

The flow, lower and upper capacities of the arc \((i, j)\) are denoted by \(x_{ij}\), \(\ell_{ij}\) and \(u_{ij}\) respectively.

For arc, \((i, j)\) the residual capacity is \(r_{ij} = u_{ij} - x_{ij}\) and for \((j, i)\) the arc it is \(r_{ji} = x_{ji}\).

The cost for the arc \((i, j)\) is \(c_{ij}\) and for \((j, i)\) the arc it is \(-c_{ij}\).

The dual variables \(\pi_i\) of the minimum cost flow problem associated with nodes \(i = 1, 2, \cdots, n\) are called the node potentials (prices).
The node potentials are the numbers written next to each of the nodes. The amount \( c_{ij}^\pi = c_{ij} + \pi_i - \pi_j \) is defined as the reduced cost of arc \((i, j)\). This can be interpreted as the change in the cost of arc \((i, j)\) as a result of the effects of the node prices \(\pi_i\) and \(\pi_j\). An arc \((i, j)\) with \(c_{ij}^\pi < 0\) can be thought of as productive and one with \(c_{ij}^\pi > 0\) as unproductive. When \(c_{ij}^\pi = 0\) it is neither productive nor unproductive.

An augmenting path (chain) is a simple path (a path that does not contain cycles) from the source to the sink of a graph using only arcs (edges) with positive capacities.

When seeking a solution to a network flow problem, the nodes between the source and sink nodes are given labels. Labelling a node is an entry of the form \((s, a)\), where \(s\) denotes the sign (+ or –) and \(a\) the amount of flow out of the node. A + sign means that the flow out of the node is increased and a – sign means it is decreased.

### 3 Problem Statement and Motivation

Consider a network with \(m\) nodes (vertices) and \(n\) arcs (edges).

The maximum flow problem:

If the objective is to determine the maximum flow that can be sent from node 1 (source) to node \(m\) (sink) the problem can be formulated as

Maximize \(\sum_{j=2}^{m} x_{1j}\) (maximize the total flow out of the source) or

\[
\sum_{j=1}^{m-1} x_{jm} \quad \text{(maximize the total flow into the sink)}
\]
subject to $\sum_{j=1}^{m} x_{ij} - \sum_{k=1}^{m} x_{ki} = 0$, $i = 1, 2, \cdots, m$ (flow conservation constraints)

\[ \ell_{ij} \leq x_{ij} \leq u_{ij}, \quad i, j = 1, 2, \cdots, m, \] (capacity constraints).

Often $\ell_{ij}$ is taken as 0 for all $(i, j)$.

The minimum cost-maximum flow problem:

If the objective is to find the minimum cost of the maximum flow $M$ from node 1 to node $m$ the problem can be formulated as

Minimize $\sum_{i=1}^{m} \sum_{j=1}^{m} c_{ij} x_{ij}$

subject to $\sum_{j=1}^{m} x_{ij} - \sum_{k=1}^{m} x_{ki} = 0$, $i = 1, 2, \cdots, m$ (flow conservation constraints)

\[ \ell_{ij} \leq x_{ij} \leq u_{ij}, \quad i, j = 1, 2, \cdots, m, \] (capacity constraints)

$\sum_{i=2}^{m} x_{1i} = M$ or $\sum_{i=1}^{m-1} x_{im} = M$, (maximum flow constraint).

In the above-mentioned formulations, the sums and inequalities are taken over existing arcs in the network.

A feasible solution to a network problem is a solution that satisfies all the constraints imposed.

An optimal solution to a network problem is a solution that satisfies all the constraints imposed and maximizes/minimizes the objective function.

Many algorithms for solving this problem were proposed over the past 6 decades. These include those by Fulkerson [1] – out-of-kilter algorithm, Busacker & Gowan [3] – Cheapest Path Augmentation, Klein [4] – Cycle cancelling, Engquist [5] – Successive shortest path, Carpaneto & Toth [6] – Primal-Dual, Goldberg & Tarjan [7] – Push/Relabel and Orlin [8] – Network Simplex.

For the following reasons the out-of-kilter algorithm for solving this problem will be discussed.

1. The algorithm applies an iterative solution strategy that satisfies the flow conservation constraints but might violate capacity constraints (feasibility) and optimality. The purpose of the algorithm is to decrease non-feasibility and move towards optimality. This is different from the approaches followed in other algorithms that are used to solve this problem.

2. The algorithm can be used to solve a wider range of network problems e.g. transportation, assignment, shortest path, caterer problems.
4 The Complementary Slackness Optimality Condition (CSOC) Theorem and Kilter Diagram

Complementary Slackness Optimality Conditions (CSOC) theorem [9]:

Consider a network with a set of arcs \( A = \{(i,j) \in m \times m \} \), where \( i \) is the "from" node and \( j \) the "to" node. A feasible solution \( x^* \) is an optimal solution of the minimum cost flow problem if and only if some set of node potentials \( \pi = (\pi_1, \pi_2, \cdots, \pi_m) \) satisfy the following reduced cost optimality conditions for every arc \( (i,j) \in A \).

I If \( c_{ij}^\pi > 0 \), then \( x_{ij}^* = \ell_{ij} \).

II If \( \ell_{ij} < x_{ij}^* < u_{ij} \), then \( c_{ij}^\pi = 0 \). If \( \ell_{ij} \leq x_{ij}^* \leq u_{ij} \), then \( c_{ij}^\pi = 0 \) can also be used.

III If \( c_{ij}^\pi < 0 \), then \( x_{ij}^* = u_{ij} \).

The lower bounds \( \ell_{ij}, i, j \in A \) can be taken as 0.

Proof: See appendix.

The kilter diagram represents the conditions:

- If \( c_{ij}^\pi > 0 \) then \( x_{ij}^* = 0 \)
- If \( 0 < x_{ij}^* < u_{ij} \) then \( c_{ij}^\pi = 0 \)
- If \( c_{ij}^\pi < 0 \) then \( x_{ij}^* = u_{ij} \)

Fig. 2. The Kilter diagram

Kilter diagram explanation:

A particular solution \( x = x^* \) to the minimum cost flow problem will generate flows \( x^*_{ij}, (i,j) \in A \) along the arcs and node potential values \( \pi_i, i = 1, 2, \cdots, m \). For each arc \( (i,j) \), \( c_{ij}^\pi = c_{ij} + \pi_i - \pi_j \) can be calculated and the pair of values \( (x^*_{ij}, c_{ij}^\pi) \) plotted on the kilter diagram. If the plotted point for a particular arc is on the shaded line in the kilter diagram, the arc is labelled as "in kilter", if not it is labelled "out-of-kilter". The purpose of the out-of-kilter algorithm is to bring all out-of-kilter arcs in kilter, while not changing the kilter...
status of the existing in-kilter arcs. An out-of-kilter arc can be brought in-kilter by (i) changing the flow values \(x_{ij}, (i, j) \in A\) (horizontal axis value) or (ii) changing the reduced cost values \(c_{ij}^\pi, (i, j) \in A\) by altering the node potential values \(\pi_i, i = 1, 2, \cdots, m\). Once all the arcs are in-kilter, the solution found is optimal.

5 The Out-of-Kilter Algorithm Steps [10, 11]

**Initial values:**

Find an initial flow satisfying the flow conservation constraints and a set of node potentials \(\pi_i, i = 1, 2, \cdots, m\). All flows and potentials equal to 0 can be used for this purpose. Let \(c_{ij}^\pi = c_{ij} + \pi_i - \pi_j\).

If \(c_{ij}^\pi > 0\), \(x_{ij} = \min(x_{ij}, \ell_{ij})\), \(x_{ji} = \max(x_{ij}, \ell_{ij})\).

If \(c_{ij}^\pi = 0\), \(x_{ij} = \min(x_{ij}, \ell_{ij})\), \(x_{ji} = \max(x_{ij}, \ell_{ij})\).

If \(c_{ij}^\pi < 0\), \(x_{ij} = \min(x_{ij}, u_{ij})\), \(x_{ji} = \max(x_{ij}, u_{ij})\).

Arcs that are “in-kilter” should satisfy

I If \(c_{ij}^\pi > 0\), then \(x_{ij} = \ell_{ij}\).

II If \(\ell_{ij} < x_{ij} < u_{ij}\), then \(c_{ij}^\pi = 0\). If \(\ell_{ij} \leq x_{ij} \leq u_{ij}\), then \(c_{ij}^\pi = 0\) is also valid.

III If \(c_{ij}^\pi < 0\), then \(x_{ij} = u_{ij}\).

Any arcs that do not satisfy these conditions are labelled “out-of-kilter”. While any arcs are out of kilter and the procedure described below is successful, repeat it for all out-of-kilter arcs.

**Attempt to update flows:**

Select an out-of-kilter arc \((p, q)\).

If \(x_{pq} > x_{min}(p, q)\), set \(s = p, t = q, v = x_{pq} - x_{min}(p, q)\).

If \(x_{pq} < x_{max}(p, q)\), set \(s = q, t = p, v = x_{max}(p, q) - x_{pq}\).

Attempt to find a flow-augmenting chain from \(s\) to \(t\) carry up to \(v\) additional units of flow without using the arc \((p, q)\) and without exceeding \(x_{max}(i, j)\) in forwarding arcs or falling below \(x_{min}(i, j)\) in backward
arcs. This can be achieved by starting the labelling algorithm with node $S$ labels ($-v$) and adhering to the values of $x_{\text{max}}$ and $x_{\text{min}}$ when adjusting the flows.

If successful, increase flow in the chain and increase/decrease flow in $(p, q)$ by $h$, the flow possible in the chain. If not successful (failing to label all the nodes on the path from $s$ to $t$), attempt to update node potentials as follows.

**Attempt to update node potentials:**

Let $L$ be the set of all arcs $(i, j)$ labelled at one end and not at the other such that $\ell_{ij} \leq x_{ij} \leq u_{ij}$.

For those arcs in $L$ labelled at $i$: if $c_{ij}^\pi > 0$, set $\delta_{ij}^\pi = c_{ij}^\pi$, otherwise set $\delta_{ij}^\pi = \infty$.

For those arcs in $L$ labelled at $j$: if $c_{ij}^\pi < 0$, set $\delta_{ij}^\pi = -c_{ij}^\pi$, otherwise set $\delta_{ij}^\pi = \infty$.

Set $\delta = \min \{ \delta_{ij}^\pi : (i, j) \in L \}$.

If $\delta = 0$, then stop – no feasible flow.

Otherwise set $\pi_k = \pi_k + \delta$ for all unlabelled nodes and update $c_{ij}^\pi$ for all arcs labelled at one end and not the other. When the algorithm terminates, either all the arcs are in kilter and the current flows are optimal or no feasible solution exists.

**6 The Out-of-Kilter Algorithm Application [12,13]**

**Maximum flow – Ford-Fulkerson algorithm steps**

0. Initialize flow at $x = 0$
1. While an augmentation path $P$ exists
2. Do augment flow $x = \text{minimum residual capacity of arcs on path } P$.
3. Adjust residual capacities of arcs on the path $P$ and return to step 2.

The algorithm finishes when no more augmentation paths can be found.

The augmentation path can involve using forward arcs (increasing flow from source to sink) or backward arcs (increasing flow in the reverse direction from the sink to source).

**Out-of-kilter implementation – return flow arc:**

1. A return flow arc from the sink to the source (node $m$ to node 1) is added to ensure circulation of the flow.
2. In the implementation of the maximum flow problem, the costs associated with all the arcs except the return flow arc are 0.
3. For the return flow arc, the cost is $-\varepsilon$ ($\varepsilon > 0$) for the maximum flow problem and 0 for the minimum cost-maximum flow problem.
4. When implementing the maximum flow problem the return flow arc has a lower capacity of 0 and an upper capacity of at least \( \min(s, t) \), where \( s \) = a total of upper capacities of all arcs connected to the source and \( t = \) total of upper capacities of all arcs connected to the sink.

5. When implementing the minimum cost-maximum flow problem both the lower and upper capacities are \( M = \) maximum flow.

7 Example of Maximum Flow and Minimum Cost-Maximum Flow – Manual Implementation

7.1 Problem statement

Cars enter a road network at node 1 and travel to node 6. The capacities and times to traverse for each of the arcs in the network are shown in the diagram below. The following is needed:

1. The maximum number of cars that can travel between nodes 1 and 6.
2. The maximum number of cars that can travel between nodes 1 and 6 in minimum time.

In the diagram that follows the first number in the rectangular boxes is the capacity (number of vehicles) of the route and the second number the time to traverse it (in minutes).

![Diagram of road network with capacities and times]

**Fig. 3. Capacities and times to traverse for roads in a network**

7.2 Writing down solutions by inspection of the network diagram

The return arc \((6, 1)\) with an upper capacity of \( \min(1400, 1000) = 1000 \) is added.
The following feasible solutions can be written down by increasing flow along the following paths between nodes 1 and 6.

Solution 1 – paths and flows

| Path   | Flow                        |
|--------|-----------------------------|
| 1-2-4-6| min(800, 600, 400) = 400    |
| 1-3-5-6| min(600, 400, 400) = 400    |
| 1-2-5-6| min(400, 100, 200) = 100    |
| 1-2-4-5-6| min(300, 200, 600, 100) = 100|

Solution 2 – Flows and residuals

| arc   | 1,2 | 1,3 | 2,4 | 2,5 | 3,4 | 3,5 | 4,5 | 4,6 | 5,6 | 6,1 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| flow  | 600 | 400 | 500 | 100 | 0   | 400 | 100 | 400 | 600 | 1000|
| residual | 200 | 200 | 100 | 0   | 300 | 0   | 500 | 0   | 0   | 0   |

Total time = 117 000

Solution 3 – modified solution 1

Add path 1-2-4-5-6 with forward flow 100 and path 6-5-3-1 with backward flow 100.

| arc   | 1,2 | 1,3 | 2,4 | 2,5 | 3,4 | 3,5 | 4,5 | 4,6 | 5,6 | 6,1 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| flow  | 700 | 300 | 600 | 100 | 0   | 300 | 200 | 400 | 600 | 1000|
| residual | 100 | 300 | 0   | 0   | 300 | 100 | 400 | 0   | 0   | 0   |

Total time = 113 000

Solution 4 – modified solution 1

Add path 1-3-4-5-6 with forward flow 200 and path 6-5-3-1 with backward flow 200.

| arc   | 1,2 | 1,3 | 2,4 | 2,5 | 3,4 | 3,5 | 4,5 | 4,6 | 5,6 | 6,1 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| flow  | 600 | 400 | 500 | 100 | 200 | 200 | 300 | 400 | 600 | 1000|
| residual | 200 | 200 | 100 | 0   | 100 | 200 | 300 | 0   | 0   | 0   |

Total time = 113 000

Solution 5 – modified solution 2

Increase (1,2) by 100, decrease (1,3) by 100. Increase (2,4) and (3,4) by 400 (combined) and decrease (3,5) by 400. Increase (4,5) by 400.

| arc   | 1,2 | 1,3 | 2,4 | 2,5 | 3,4 | 3,5 | 4,5 | 4,6 | 5,6 | 6,1 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| flow  | 700 | 300 | 600 | 100 | 300 | 0   | 500 | 400 | 600 | 1000|
| residual | 100 | 300 | 0   | 0   | 400 | 100 | 0   | 0   | 0   | 0   |

Total time = 107 000

7.3 Verification of optimality of solutions

Maximum flow problem – solution 1

arcs where \( x_\ell = \ell \) : (3,4)
arcs where \( l_{ij} < x_{ij} < u_{ij} \): (1,2), (1,3), (2,4), (4,5) 

arcs where \( x_{ij} = u_{ij} \): (2,5), (3,5), (4,6), (5,6), (6,1) 

Using \( c_{ij}^x = c_{ij} + \pi_i - \pi_j \) and \( c_{ij} = 0 \) for all arcs \((i, j)\), \( \pi_i = 0 \) and the CSOC theorem the following should hold for an optimal solution.

\[
\begin{align*}
\pi_1 - \pi_2 &= 0, \quad \pi_1 - \pi_3 = 0, \quad \pi_2 - \pi_4 = 0, \quad \pi_4 - \pi_5 = 0 \Rightarrow \pi_i = 0 \quad \text{for} \ i = 1, 2, \cdots, 5. \\
\pi_4 - \pi_6 &\leq 0, \quad \pi_5 - \pi_6 \leq 0, \quad \pi_6 - \pi_1 \leq 0 \\
\pi_6 &\leq 0 \quad \text{and} \quad \pi_6 \geq 0 \Rightarrow \pi_6 = 0.
\end{align*}
\]

There are no inconsistencies in the values of the \( \pi \)'s (agree with optimality conditions). Since the other 3 solutions are all feasible and have the same maximum flow as solution 1, they are also optimal solutions.

**Minimum cost-maximum flow problem – solution 1**

The total flow has to be specified. Since this is treated as a maximum flow minimum-cost problem, the flow as found in the solution to the maximum flow problem will be used. As an initial solution to the problem, the solution 1 to the maximum flow problem will be used. Since this a feasible solution, the optimality of the solution needs to be checked. For this solution to be optimal

\[
c_{ij} + \pi_i - \pi_j = 0 \quad \text{for arcs} \ (1,2), \ (1,3), \ (2,4), \ (4,5) \\
< 0 \quad \text{for arcs} \ (2,5), \ (3,5), \ (4,6), \ (5,6), \\
> 0 \quad \text{for arcs} \ (3,4), \ (6,1)
\]

From the above \( 10 + \pi_1 - \pi_2 = 0, \ 50 + \pi_1 - \pi_3 = 0, \ 30 + \pi_2 - \pi_4 = 0, \ 30 + \pi_4 - \pi_5 = 0, \)

\[
70 + \pi_2 - \pi_5 < 0, \ 60 + \pi_3 - \pi_5 < 0, \ 60 + \pi_4 - \pi_6 < 0, \ 30 + \pi_5 - \pi_6 < 0,
\]

\[
10 + \pi_3 - \pi_4 > 0, \ \pi_6 - \pi_1 > 0.
\]

From the first 4 equations assuming \( \pi_1 = 0 \): \( \pi_2 = 10, \ \pi_3 = 50, \ \pi_4 = 40, \ \pi_5 = 70 \).

From the next 4 inequalities: \( \pi_5 > 110, \ \pi_6 > 100 \).

Since \( \pi_5 = 70 \) is inconsistent with \( \pi_5 > 110 \), this solution is not optimal.

**Minimum cost-maximum flow problem – solution 4**

\[
c_{ij} + \pi_i - \pi_j = 0 \quad \text{for arcs} \ (1,2), \ (1,3), \ (4,5) \\
< 0 \quad \text{for arcs} \ (2,4), \ (2,5), \ (3,4), \ (4,6), \ (5,6) \\
> 0 \quad \text{for arcs} \ (3,5), \ (6,1)
\]

From the above \( 10 + \pi_1 - \pi_2 = 0, \ 50 + \pi_1 - \pi_3 = 0, \ 30 + \pi_4 - \pi_5 = 0, \ 30 + \pi_2 - \pi_4 < 0, \)

\[
70 + \pi_2 - \pi_5 < 0, \ 10 + \pi_3 - \pi_4 \leq 0, \ 60 + \pi_4 - \pi_6 < 0, \ 30 + \pi_5 - \pi_6 \leq 0, \ \pi_6 - \pi_1 > 0
\]
From the first 3 equations assuming \( \pi_1 = 0 \): 
\[ \pi_2 = 10, \quad \pi_3 = 50, \quad \pi_5 - \pi_4 = 30 \Rightarrow \pi_5 = \pi_4 + 30. \]

From the next 5 inequalities: 
\[ \pi_4 - \pi_2 > 30 \Rightarrow \pi_4 > 40, \quad \pi_5 - \pi_2 > 70 \Rightarrow \pi_5 > 80, \]
\[ \pi_4 - \pi_3 \geq 10 \Rightarrow \pi_4 \geq 60, \quad \pi_6 - \pi_4 > 60, \quad \pi_6 - \pi_5 \geq 30. \]

For the last 2 inequalities: 
\[ \pi_5 - \pi_3 < 60 \Rightarrow \pi_5 < 110, \quad \pi_6 - \pi_4 > 0. \]

From \( \pi_4 > 40 \) and \( \pi_4 \geq 60 \) it follows that \( \pi_4 = 60 \) and \( \pi_5 = \pi_4 + 30 = 60 + 30 = 90, \)
\[ \pi_6 = \pi_5 + 30 = 90 + 30 = 120. \]

There are no inconsistencies in the above solutions. Therefore the solution is optimal.

The computer solution to the above-mentioned problem is shown in the appendix.

**8 Computer Programs to Implement the Out-of-Kilter Algorithm [14]**

Bray and Witzgall [15] suggested a procedure called NETFLOW [16] to determine the minimum cost flow in a network using the Out-of-Kilter algorithm. Later in 1970 [17] they also published a correction to the original algorithm.

Clasen [18] published an ALGOL procedure that executes the Out-of-Kilter algorithm. The Fortran program written by the Share Distribution Agency [19] is designed to save space by arranging arcs so that the source nodes are in order.

Kindler [20] published a Fortran program called OKAY that uses the Out-of-Kilter algorithm to allocate flows in a network to minimize its total cost of flow. The program uses a subroutine called PACKUP that constructs a packed list of arcs entering each node and a subroutine called KILT to implement the algorithm.

Woolsey and Swanson [21] wrote an out-of-kilter algorithm in Fortran and illustrated its use with an assignment problem.

Smith [22] wrote programs that execute the Out-of-Kilter algorithm in Pascal and Basic. Shen [23] pointed out that these programs contain some errors and modified them to correct these errors.

Du Preez and Van Der Merwe [24] described the implementation of a user-friendly trans-shipment program (written in Pascal) based on the Out-of-Kilter algorithm. The validation of the program, time tests and applications were also discussed.

Nowicki [25] wrote a program in Matlab to implement the Out-of-Kilter algorithm. The data input to the program is using a file with the 3 matrices (cost, upper bound, lower bound). These \( m \times m \) matrices denoted by \( c, u, \ell \) and respectively contain the cost, upper bound and lower bound associated with each of the arcs \( A = \{(i, j) \in m \times m\} \). The functions OOK (with parameters \( c, u \) and \( \ell \) that calculates the optimal flow in the various arcs) and koszt (calculates the total cost of the optimal solution) need to be called to get a solution. If there is only one optimal solution the program implements the algorithm correctly, but for more than one optimal solution for an assignment problem, it gets into an infinite loop. The tie in optimal solutions can be removed by adding small positive numbers (all different) to each of the values in the cost matrix.
Examples of the implementation of the maximum flow and minimum cost-maximum flow problems are shown in the appendix. The implementations of the corrected Pascal program of Smith [22] and a Matlab translation of the COBOL program by Bray and Witzgall [15] are illustrated.

The Out-of-Kilter algorithm can be used to determine the optimal flow of any problem that can be formulated as a network flow problem. This includes the transportation problem, the assignment problem and the shortest route problem.

Computer solutions to maximum flow and minimum cost – maximum flow problems and these problems are shown in the appendix.

9 The Out-of-Kilter Algorithm Applied to the Transportation Problem

At the $i$ th supply point, an amount at most $a_i, i = 1, 2, \cdots, I$ is available. At the $j$ th demand point, an amount at least $b_j, j = 1, 2, \cdots, J$ is required. In the diagram, each supply point node is connected to each demand point node by an arc ( $IJ$ arcs). Each of these arcs has a lower bound of 0, an upper bound of $\infty$ and a cost per unit as given in the problem. All the supply points’ nodes (plants 1, 2 and 3) are connected to the source node. Each of these arcs has a lower bound of 0, an upper bound of the amount available and a cost per unit of 0. Similarly, all the demand points’ nodes (regions 1, 2, 3 and 4) are connected to the sink node. Each of these arcs has a lower bound of the amount demanded, an upper bound of $\infty$ and a cost per unit of 0. If the total supply is greater than the total demand, a dummy destination (dummy column) with demand equal to the supply surplus is added. If the total demand is greater than the total supply, a dummy source (dummy row) with supply equal to the demand surplus is added. Because no shipment is made in case of a dummy source and dummy destination, the cost per unit for the dummy column and dummy row are assigned zero values. The minimum cost solution is sought. An additional arc is created where the demand node is connected to the source node with lower and upper bound total supply = total demand and cost per unit of 0.

![Network representation of a transportation problem](image)

**Fig. 4. Network representation of a transportation problem**

The computer solution to the above-mentioned problem, using the Matlab implementation of the Netflow Out-of-Kilter algorithm, is shown in the appendix.
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10 The Out-of-Kilter Algorithm Applied to the ASSIGNMENT Problem

Assignment models are used to assign members of one set to members of another set in the least cost or maximum profit manner e.g. n men are to be assigned to n jobs (one man per job) such that the total time taken to perform the jobs is a minimum. This can be seen as a transportation problem with n supply points (men) and n demand points (jobs). In the diagram, each supply point node is connected to each demand point node by an arc (n^2 arcs). Each of these arcs has a lower bound of 0, an upper bound of 1 and a time as given in the problem. All the supply points' nodes are connected to the source node. Each of these arcs has a lower bound and upper bound of 1 and a time of 0. Similarly, all the demand points' nodes are connected to the sink node. Each of these arcs has a lower bound and upper bound of 1 and a time of 0. The arc connecting the sink node to the source node has lower and upper bound of n and a cost of 0.

When the number of men (jobs) exceeds the number of jobs (men), dummy jobs (men) are created with zero costs and the solution proceeds as in the balanced case (men = jobs). In the case of a maximization assignment problem, the signs of all the profits are changed and the problem still treated as a minimization assignment problem.

Fig. 5. Network representation of an assignment problem

In the above diagram, there are 3 men (1, 2 and 3) that are to be assigned to 3 jobs (4, 5 and 6). The time taken for each man-job combination is printed in the rectangle above the arrow that connects the man and job nodes. The computer solution to the above-mentioned problem, using the Matlab implementation of the Netflow Out-of-Kilter algorithm, is shown in the appendix.
11 The Out-of-Kilter Algorithm Applied to the SHORTEST PATH Problem

The shortest distance between a starting point (in this diagram Los Angeles) and endpoint (in this diagram St. Louis) is sought. This can be treated as a minimum cost problem. The cost associated with an arc that connects nodes shown on the diagram is the distance between the nodes that are connected by the arc. The lower and upper bounds of all arcs are 0 (route not selected) and 1 (the route is selected) respectively. An arc that connects the endpoint (in this case St. Louis) with the start point (in this case Los Angeles) with cost 0 and lower and upper bounds of 1 is added to the network.

Distance table

|          | Dallas | St. Louis | Des Moines | Denver | Salt Lake City |
|----------|--------|-----------|------------|--------|----------------|
| Salt Lake City | 9      | 19        | 14         | 12     | 22             |
| Phoenix  | 15     | 14        | 25         | 17     |                |
| Los Angeles | 16    | 8         | 35         | 14     |                |

Fig. 6. Network representation of the shortest path problem

The computer solution to the above-mentioned problem, using the Matlab implementation of the Netflow Out-of-Kilter algorithm, is shown in the appendix.
12 Conclusion

The Out-of-Kilter algorithm is a procedure that can solve the maximum flow problem, the minimum cost-maximum flow problem and any problems involving network flow that can be formulated as these problems. When applying the algorithm, the Complementary Slackness Optimality Conditions (CSOC) theorem is used to classify arcs in the network as either “Out-of-Kilter” or “In-Kilter”. “Out-of-Kilter” arcs are adjusted. An optimal solution has been found when all the arcs are “In-Kilter”. Both the theory and computing implementation of the algorithm and its applications are demonstrated.
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III If $c_{ij}^u < 0$, the left hand side of (A) is $-c_{ij}^u u_{ij}$. To have equality in the above, $u_{ij} = 0$ must hold.

A2 Examples of implementation of maximum flow and minimum cost-maximum flow problems

The implementations of the corrected Pascal program of Smith [22] and a Matlab translation of the COBOL program, when solving the problem in 7.1, will be illustrated.

Maximum flow solution using Pascal.

Input

Data are input into the program in an interactive manner as shown below.

Input number of nodes and number of arcs 6 10
Input details of the arcs in the following order:
Start node Finish node Lower bound Upper bound Cost

| Arc number | S  | F  | L  | U  | C  |
|------------|----|----|----|----|----|
| 1          | 1  | 2  | 0  | 800| 0  |
| . . . . . . |    |    |    |    |    |
| 9          | 5  | 6  | 0  | 600| 0  |
| 10         | 6  | 1  | 0  | 1000| -1 |

Output

| Arc number | Start node | Finish node | Lower bound | Upper bound | Cost | Optimal flow |
|------------|------------|-------------|-------------|-------------|------|--------------|
| 1          | 1          | 2           | 0           | 800         | 0    | 600          |
| 2          | 1          | 3           | 0           | 600         | 0    | 400          |
| 3          | 2          | 4           | 0           | 600         | 0    | 500          |
| 4          | 2          | 5           | 0           | 100         | 0    | 100          |
| 5          | 3          | 4           | 0           | 300         | 0    | 0            |
| 6          | 3          | 5           | 0           | 400         | 0    | 400          |
| 7          | 4          | 5           | 0           | 600         | 0    | 100          |
| 8          | 4          | 6           | 0           | 400         | 0    | 400          |
| 9          | 5          | 6           | 0           | 600         | 0    | 600          |
| 10         | 6          | 1           | 0           | 1000        | -1   | 1000         |

| Node number | $\Pi(n)$ |
|-------------|----------|
| 1           | 0        |
| 2           | 0        |
| 3           | 0        |
| 4           | 0        |
| 5           | 0        |
| 6           | 0        |

The upper bound for arc (6,1) is taken as min (800+600, 400+600) = 1000, but can be taken as any integer $\geq 1000$.

Minimum cost-maximum flow solution using Pascal.

Input

Input number of nodes and number of arcs 6 10
Input details of the arcs in the following order:
Start node Finish node Lower bound Upper bound Cost
Output

| Arc number | Start node | Finish node | Lower bound | Upper bound | Cost | Optimal flow |
|------------|------------|-------------|-------------|-------------|------|--------------|
| 1          | 1          | 2           | 0           | 800         | 10   | 700          |
| 2          | 1          | 3           | 0           | 600         | 50   | 300          |
| 3          | 2          | 4           | 0           | 600         | 30   | 600          |
| 4          | 2          | 5           | 0           | 100         | 70   | 100          |
| 5          | 3          | 4           | 0           | 300         | 10   | 300          |
| 6          | 3          | 5           | 0           | 400         | 60   | 0            |
| 7          | 4          | 5           | 0           | 600         | 30   | 500          |
| 8          | 4          | 6           | 0           | 400         | 60   | 400          |
| 9          | 5          | 6           | 0           | 600         | 30   | 600          |
| 10         | 6          | 1           | 1000        | 1000        | 0    | 1000         |

Maximum flow solution Matlab.

Input

The function used is a Matlab translation of function called Netflow (using the algorithm described by Bray and Witzgall [15]) with arguments iNode (vector of start nodes), eNode (vector of end nodes), cost (vector of costs per unit), lo (vector of lower bounds), hi (vector of upper bounds) and nNodes (number of nodes).

iNode = [1 1 2 2 3 4 4 5 6];
eNode = [2 3 4 5 4 5 5 6 6 1];
cost = [0 0 0 0 0 0 0 0 0 0 -1];
lo = [0 0 0 0 0 0 0 0 0 0];
hi = [800 600 600 100 300 400 600 400 600 9999];
nNodes = 6;

1 Only the starting and end nodes of the arcs in the network are specified.
2 The cost for arc (6,1) is -1, while all other costs are 0.
3 The lower bounds for all arcs are 0.
4 The upper bound for arc (6,1) is a large number 9999, but can be any integer \(\geq\) \min (800 + 600, 400 + 600) = 1000.
The starting and end nodes are shown in the first 2 columns and the optimal flows in the last column.

**Minimum cost-maximum flow solution Matlab.**

The same function as for maximum flow is called, but the input is changed.

**Input**

```
iNode = [1 1 2 2 3 3 4 4 5 6];
eNode = [2 3 4 5 4 5 5 6 6 1];
cost  = [10 50 30 70 10 60 30 60 30 0];
lo    = [0 0 0 0 0 0 0 0 0 1000];
hi    = [800 600 600 100 300 400 600 400 600 1000];
nNodes = 6;
```

1. Only the starting and end nodes of the arcs in the network are specified.
2. The cost for arc (6,1) is 0, while all other costs are as given in the problem.
3. The lower bounds for all arcs except arc (6,1) are 0.
4. The upper bound for all arcs except arc (6,1) are as given.
5. For arc (6,1) the lower and upper bounds are the maximum flow = 1000.

**Output**

```
netProblems(2)
out = iNode eNode Lower Upper Cost Flow
 1 2 0 800 10 700
 1 3 0 600 50 300
 2 4 0 600 30 600
 2 5 0 100 70 100
 3 4 0 300 10 300
 3 5 0 400 60 0
 4 5 0 600 30 500
 4 6 0 400 60 400
 5 6 0 600 30 600
 6 1 1000 1000 0 1000
```

The starting and end nodes shown in the first 2 columns and the optimal flows in the last column.

**Transportation problem (section 9) solution using Matlab.**
### Input

iNode = [1 1 1 2 2 2 3 3 3 4 4 4 4 4 5 6 7 8 9];
eNode = [2 3 4 5 6 7 8 5 6 7 8 5 6 7 8 9 9 9 9 1];
cost = [0 0 131 218 266 120 120 250 116 200 300 300 300 145 200 300 300 1250];
lo = [450 300 500 0 0 0 0 0 0 0 0 0 0 0 0 450 200 300 300 1250];
hi = [450 300 500 9999 9999 9999 9999 9999 9999 9999 9999 9999 9999 9999 450 200 300 300 1250];
nNodes = 9;

### Output

netProblems(3)
out = iNode eNode Lower Upper Cost Flow
1 2 450 450 0 450
1 3 300 300 0 300
1 4 500 500 0 500
2 5 0 9999 131 150
2 6 0 9999 218 0
2 7 0 9999 266 0
2 8 0 9999 120 300
3 5 0 9999 250 100
3 6 0 9999 116 200
3 7 0 9999 263 0
3 8 0 9999 278 0
4 5 0 9999 178 200
4 6 0 9999 132 0
4 7 0 9999 122 300
4 8 0 9999 189 0
5 9 450 450 0 450
6 9 200 200 0 200
7 9 300 300 0 300
8 9 300 300 0 300

Solution:

| supply | demand | amount | cost per unit | total cost |
|--------|--------|--------|---------------|------------|
| 2      | 5      | 150    | 131           | 19650      |
| 2      | 8      | 300    | 120           | 36000      |
| 3      | 5      | 100    | 250           | 25000      |
| 3      | 6      | 200    | 116           | 23200      |
| 4      | 5      | 200    | 178           | 35600      |
| 4      | 7      | 300    | 122           | 36600      |

Total cost = 176 050.

Assignment problem (section 10) solution using Matlab.

### Input

iNode = [1 1 1 2 2 2 3 3 3 4 4 4 4 5 6 7 8];
eNode = [2 3 4 5 6 7 5 6 7 5 6 7 8 8 8 8 1];
cost = [0 0 1 4 5 5 7 6 5 8 8 0 0 0 0];
lo = [1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 3];
hi = [1 1 1 9999 9999 9999 9999 9999 9999 9999 9999 1 1 1 3];
nNodes = 8;

Output

netProblems(4)
out = iNode eNode Lower Upper Cost Flow
  1  2  1  1  0  1
  1  3  1  1  0  1
  1  4  1  1  0  1
  2  5  0  9999 1  0
  2  6  0  9999 4  1
  2  7  0  9999 5  0
  3  5  0  9999 5  0
  3  6  0  9999 7  0
  3  7  0  9999 6  1
  4  5  0  9999 5  1
  4  6  0  9999 8  0
  4  7  0  9999 8  0
  5  8  1  1  0  1
  6  8  1  1  0  1
  7  8  1  1  0  1
  8  1  3  3  0  3

The optimum allocation shown is man 2 to job 6, man 3 to job 7 and man 4 to job 5 with a total time of 4+6+5=15. An allocation of man 2 to job 5, man 3 to job 7 and man 4 to job 6 with a total time of 1+6+8=15 is also optimum.

Shortest route problem (section 11) solution using Matlab.

The labels attached to the different cities are

1 Los Angeles
2 Salt Lake City
3 Phoenix
4 Denver
5 Des Moines
6 Dallas
7 St. Louis

Input

iNode = [1 1 1 2 2 3 3 4 4 4 5 6 7];
eNode = [2 3 4 4 5 4 6 5 6 7 7 7 1];
cost = [16 9 35 12 25 15 22 14 17 19 8 14 0];
lo = [0 0 0 0 0 0 0 0 0 0 0 0 0];
hi = [1 1 1 1 1 1 1 1 1 1 1 1 1];
nNodes = 7;

Output

netProblems(5)
out = iNode eNode Lower Upper Cost Flow
  1  2  0  1 16  0
  1  3  0  1  9  1
From the above it follows that the shortest route is 1-3-4-7 i.e. Los Angeles-Phoenix-Denver-St. Louis with a distance of $9+15+19 = 43$.

© 2020 Moolman; This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Peer-review history:
The peer review history for this paper can be accessed here (Please copy paste the total link in your browser address bar)

http://www.sdiarticle4.com/review-history/55363