Imaging below the camera noise floor with a homodyne microscope
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Low-light imaging can be challenging in regimes where low noise detectors are not yet available due to image contrast being degraded by sensor noise. We present a homodyne imaging system capable of recovering intensity and phase images of an object from a single camera frame at an illumination intensity significantly below the noise floor of the camera. By interfering a weak imaging signal with a reference beam that is ∼300,000 times brighter, we are able to image objects in the short-wave infrared down to signal intensity of ∼1.1 photons per pixel per frame incident on the sensor despite the camera having a noise floor of ∼200 photons per pixel. There is a corresponding 29.2% drop in resolution of the image due to the method implemented. We believe our demonstration could vastly extend the range of application for low-light imaging by accessing domains where low noise cameras are not available.

I. INTRODUCTION

Techniques to perform imaging under a low-photon flux are important in various contexts, such as medical and biological imaging where radiation exposure has to be minimised and covert imaging where a low-photon flux is required to avoid detection. As the illumination level is reduced the electronic readout noise of the detector becomes an important consideration and noticeably degrades resulting image quality. Once the detected signal is of the order of the detector noise it is no longer possible to distinguish the object being imaged from the background. Whilst detector noise is typically equivalent to a single photon per pixel per frame for modern silicon based array detectors designed to operate at visible wavelengths, detector noise is much more significant at infrared wavelengths, such as short-wave infrared (SWIR) regions. Here, non-silicon based detectors such as gallium arsenide (GaAs) are used which have noise floors at least an order of magnitude higher. Increasing the illumination level mitigates high detector readout noise, however, this is not always possible in low-light imaging contexts in which photon flux must be minimised. For example, in the context of biological imaging applications, where illuminating a live sample with a high probe beam power may alter cell processes and high probe beam power can lead to cell death [1, 2]. In absorption measurements increasing the probe power can also lead to saturation of the sample [3]. Further to these applications, low-light imaging contexts exist within LiDAR and covert imaging where, either low-power eye-safe sources are required, or in cases where imaging is performed through a scattering media [4, 5].

Various interference based methods have been demonstrated as ways of performing sensitive measurements. Non-linear techniques such as frequency upconversion and non-linear interferometry are capable of recording sensitive measurements at infrared wavelengths on visible detectors [6, 7]. Homodyne and heterodyne detection have also been widely used to measure with a sensitivity below the noise constraints of a system across various applications [8, 14]. Using homodyne measurements, where the interference of two waves originating from the same source is measured rather than a direct signal, one can measure with a greater sensitivity and have access to both amplitude and phase information of an unknown wavefront. This can be done since the interference allows for the recovery of phase dislocations in the signal wavefront [15]. As such homodyne measurements also allow for measuring phase singularities [16], potentially leading to super resolution imaging [17]. In this work, we concentrate on the optical amplifying property of homodyne measurements to surpass the noise floor of an imaging detector.

One form of optical homodyne measurement is digital holographic microscopy. A technique in which a hologram [18] is created by interfering the probe beam, which interrogates the object of interest, with a reference beam. The resulting interference pattern is imaged onto a digital sensor [19, 20]. By recording the interference pattern, both the intensity and phase of the object can be retrieved from a single frame. In a balanced interferometer the intensity of the probe and reference beams are equal and the contrast of the resulting interference fringes is maximised. However, if the probe and reference beams are unbalanced, an interesting effect occurs due to the relationship between electric field and intensity, as articulated by Gabor [21]. If the reference to probe amplitude ratio is set to 100:1, the resulting interference fringes still have a contrast of ≈10% due to the fact that the change in amplitude of the field results in a squared change of the recorded intensity. This means that small changes in the intensity of the probe beam will lead to large changes...
in the resulting interference. In this sense, the homodyne measurement can be treated as an optical amplification process. Considering $I_{tot}$, the intensity profile of the interference image,

$$I_{tot} = I_{ref} + I_{probe} + 2(I_{ref}I_{probe})^{\frac{1}{2}} \cos \phi,$$

(1)

where $I_{ref}$ and $I_{probe}$ are the intensities of the reference and probe respectively and $\phi$ the relative phase between the two arms. The term $(I_{ref}I_{probe})^{\frac{1}{2}}$ gives the enhancement of a weak probe signal. This benefit of interference allows imaging below the noise floor of the detector in a classical imaging system.

A homodyne detection scheme has been implemented in the context of quantum imaging in which squeezed states of light were used to probe an object and image below the noise floor of the detector by interfering a signal with a local oscillator [22]. The authors have also generalised their system to work with thermal states, obtaining shadow images of a semi-transparent object by measuring the mean temporal variance between the two output ports of the interferometer [23]. Using a reference hologram obtained with the probe beam at a high light level to imitate the interference pattern when imaging at a low-light level has been performed to enable imaging for "largely invisible and noisy" interference fringes [24]. That method uses angular spectrum matching and requires two exposures to obtain the reference (object out, high-light) and image (object in, low-light) holograms. The method of using an unbalanced interferometer has also been used to measure orbital angular momentum modes of light in a low illumination regime [26]. Whilst we are unable to image at as low photon counts as a quantum scheme, our classical imaging technique is capable of real-time imaging from a single frame with the probe beam below the noise floor of the detector without the requirement of a quantum source. Furthermore, we obtain both intensity and phase images of an object allowing for greater sample inspection. This unbalanced homodyne imaging gives us the ability to image the object of interest using a low power probe beam whilst retaining the ability to recover an image not dominated by detector noise by using a high power reference beam. Such a scheme has the potential to be operational all the way down to the single photon regime, as has previously demonstrated for the case of two pixels [20].

This method of performing a homodyne measurement to extract both the intensity and phase information of a sample has been applied in biological imaging for cell imaging and disease identification [27, 28]. Label-free biological imaging methods have the advantage of not being chemotoxic or causing modifications to cell chemistry which can kill the sample or interfere with observations of cell processes [29]. The method could be further adapted to non-destructive testing and inspection applications that require imaging at low illumination levels or at wavelengths for which detectors have a high noise floor due to readout and environmental noise such as is the case for detectors operating in the far-Infrared or terahertz. Furthermore, in the context of medical imaging, patient dose is an important consideration so applying this technique to medical imaging schemes to amplify a weak signal that has been used to probe the patient with a strong local oscillator in order to limit patient dose. Other diffractive imaging techniques, such as Fourier ptychography, could also serve in some of these contexts for the purpose of obtaining phase images [30, 31]. Further interference based imaging schemes, such as those that utilise multiple wavelengths, could also benefit from this technique [32, 33].

In this work we present a homodyne detection system that is capable of imaging under detected probe beam illumination levels that are below sensor readout noise in the short wave infrared wavelength regime. We are able to recover intensity and phase images where features of the object are distinguishable down to a signal intensity of \sim 1.1 photons per pixel incident upon the camera sensor. This corresponds to a reference beam to probe beam power ratio of \sim 300,000:1. We are able to recover a measurable image contrast for the homodyne interference image as compared to a wide-field image where noise dominates over the image contrast. This enhancement in image contrast for the homodyne image relative to the direct image has a corresponding reduction in image resolution of 29.2%. Furthermore, phase images are also recovered which allows depth measurements to be made. We believe our demonstration shows the possibility of low-light imaging in domains where detector noise is a significant issue, extending the range of low-light imaging applications.

II. METHODS

Imaging system

An inverted wide-field microscope was built with a secondary reference arm as presented in the experimental setup in Figure 1. The laser used is a 1550 nm laser diode with a coherence length of 24.0 mm. To perform an optical homodyne measurement the laser beam is split into the signal arm and the reference arm at the first beamsplitter. The object is placed into the signal arm and the relative intensity of the two beams is controlled using reflective neutral density (ND) filters, with a more optically dense filter in the signal beam such that the reference beam has a higher intensity. The signal and reference beams are then recombined at a second beamsplitter and the object imaged onto the camera detector array.

The camera used is a SWIR camera, with a typical readout noise of 180e$^-$ per pixel and quantum efficiency (QE) of 85% at 1550 nm. Taking this QE into account, the effective noise floor of the camera is \sim 207 photons per pixel. We use the low gain mode of the sensor, which while noisier, gives a higher dynamic range to allow for a greater ratio between signal and reference beams.
FIG. 1. a) Diagram of the experimental method setup to obtain interference images. We use a microscope built in a transmission configuration using a 4x microscope objective and 150 mm tube lens to image the object onto the camera. To perform an optical homodyne measurement we split our illumination source using a beamsplitter. The signal beam passing through the object is attenuated to a low intensity by the use of a neutral density (ND) filter, before being interfered at the second beamsplitter with a reference beam of much greater intensity. b) Example hologram recorded on the detector, showing low fringe contrast due to the unbalancing effect. c) Example of a FFT of an obtained hologram, with the central DC components masked out by a curved diamond shape.

Intensity and Phase Reconstruction

We obtain an intensity image of the interfered signal and reference beams on our camera, which contains information about the signal and reference fields $E_{\text{sig}}$ and $E_{\text{ref}}$ according to

$$I_{\text{tot}} \propto |E_{\text{sig}}(r) + E_{\text{ref}}(r)\exp(ik_{\text{tilt}}r)|^2 = I_{\text{sig}} + I_{\text{ref}} + 2\Re\left\{E_{\text{sig}}(r)E_{\text{ref}}(r)\exp(ik_{\text{tilt}}r)\right\},$$

(2)

where $k_{\text{tilt}}$ is the relative wavevector between the propagation of $E_{\text{sig}}$ and $E_{\text{ref}}$. We take an average of the reference beam over a minimum of a hundred frames, and subtract this from the hologram. $E_{\text{ref}}$ is assumed to have a flat phase front which is fixed by proper alignment of the reference beam and the field is therefore estimated as $\sqrt{I_{\text{ref}}e^{ik_{\text{tilt}}r}}$. The masked FFT then undergoes an inverse FFT and the resulting complex field is point-wise coherently divided by the relative reference field. The result is the complex field image of the sample which is then split into modulus and argument to give the transmissive amplitude and phase profile of the sample, respectively.

Due to physical constraints of the microscope the probe arm introduces a spherical phase front not present in the reference arm. As such this is measured and subtracted from the calculated phase profile of the sample. Due to the instability of the system on a frame by frame basis, we apply temporal averaging on our reference phase image.
FIG. 2. A table comparing conventional camera images and reconstructed homodyne intensity and phase images at differing illumination levels. Shown are conventional camera images at three different signal intensities incident on the camera alongside the corresponding reconstructed intensity and phase images from the homodyne system of a silicon chip with gold deposited features. The reconstructed images are shown using two different reference beam intensities. Due to spatial filtering inherent in the homodyne image reconstruction process, the conventional images have had a background noise subtraction and equal degree of spatial filtering applied for fair comparison. All conventional and homodyne intensity images were normalised by setting the minimum and maximum of the scale to the value of the $10^{th}$ and $90^{th}$ percentile of pixel values respectively. The presence of fringes in the phase images arise in the phase correction process due to the varying thickness of the silicon chip.

such that errors are not incurred during the subtraction. This averaging occurs during the measurement of $I_{ref}$ the sample is placed in the system so no excess illumination of the sample is required.

III. RESULTS

A series of images of a silicon chip with gold deposited features acquired by the system under a range of different illumination scenarios is shown in Fig. 2. The silicon regions are transparent to light in the SWIR whilst the gold regions reflect the light. Conventional images of the signal beam are shown at three different illumination levels, along with homodyne intensity and phase images reconstructed from holograms recorded at two different reference beam intensities. As the reconstruction of intensity and phase images involves spatial filtering (masking in the Fourier plane) of the DC components, we perform a background noise subtraction and apply an equivalent amount of spatial filtering for fair comparison. All conventional and homodyne intensity images were normalised by setting the minimum and maximum of the scale to the value of the $10^{th}$ and $90^{th}$ percentile of pixel values respectively. The presence of fringes in the phase images arise in the phase correction process due to the varying thickness of the silicon chip.
FIG. 3. Image intensity cross-sections for the images displayed in Fig. 2 alongside image contrast statistics. Image intensity cross-sections were produced by averaging image intensity over columns between two sets of rows for each image (conventional camera image, homodyne intensity at a high intensity reference and homodyne intensity at a lower intensity reference). Columns 0 – 400 were averaged over between rows 10 – 45 and 230 – 265 to generate the intensity cross-section line plots. These plots were displayed on the same scale by normalising each to the average value of the bright regions of the cross-section, columns 100 – 300. The contrast was then determined using the average value of these bright regions and the average value of the dark regions and averaged over 100 frames with the standard error on the mean calculated. The dark regions were determined by columns 0 – 75 and 325 – 400.

It can be seen from Fig. 2 that the homodyne system is capable of recovering contrast of the object in the signal arm, either by reducing noise on the image when the object is partially visible or even recovering features of the object when the image contrast is dominated by camera noise. In the bottom row of Fig. 2 we present an image obtained for a single frame with an estimated probe intensity of 1.1 photons per pixel per frame. This means for an effective noise floor of ~ 207 photons per pixel we are able to obtain intensity and phase images from a single camera frame with no requirement to perform pixel binning in post processing under an illumination level ~ 200 times below the detector noise.

The performance of the system is linked to the intensity of the reference beam. If the intensity of the reference beam is lowered, the signal is not amplified to as greater an extent and the recovered homodyne images are noisier.
and have reduced contrast. This can be seen in Fig. 2 and is further illustrated in Fig. 3 showing intensity cross-section plots of the images in Fig. 2 alongside calculated values of the contrast for each image. Intensity cross-sections for the homodyne and signal images are taken by averaging over columns between two sets of rows with clear bright and dark regions, rows 10 – 45 and 230 – 265. They are then displayed on the same plot by normalising to the average value of the bright regions in each cross-section. The contrast was calculated as \((I_{\text{bright}} - I_{\text{dark}}) / (I_{\text{bright}} + I_{\text{dark}})\), where \(I_{\text{bright}}\) and \(I_{\text{dark}}\) are the average intensity values for the bright and dark regions of the image respectively. This was averaged over 100 frames with the standard error on the mean also calculated. It can be seen particularly at the lower signal intensities that image contrast is reduced for a lower intensity reference beam, due to the interference term in the intensity profile recorded on the camera not being amplified to as greater extent. At these lower reference beam intensities the detector noise becomes significant and the images obtained have reduced contrast, demonstrating the importance of a high powered reference to preserve image contrast.

It can also be seen from Fig. 3 that as the signal intensity decreases, the contrast of the recovered homodyne images decreases. Whilst the homodyne method is able to decrease the contributions of detector noise, it cannot eliminate shot noise arising from the fluctuations of light itself. These fluctuations will make a contribution in the subtraction of the reference beam as well as on the signal itself. As the intensity of the signal decreases, the signal to noise ratio decreases and there is reduced contrast in the recovered homodyne images. At an illumination level of \(\sim 1.1\) photons per pixel whilst the contrast is reduced to \(0.293 \pm 0.002\), the contrast in the corresponding conventional image is completely dominated by noise, measured as being \(-0.0056 \pm 0.0005\). This means features of the object can be distinguished using the homodyne imaging method which would otherwise not be observable with simple conventional imaging.

We also present the imaging of a transmissive object at a low illumination level, and the recovery of phase and depth information from the sample. Fig. 4 shows an image of an insect wing at an illumination level of \(\sim 25\) photons per pixel, from a single camera frame. Shown is the direct signal image, along with intensity, phase and depth information recovered from the hologram. From the phase image it is possible to convert the scale into depth information in \(\mu m\). Access to depth information allows for greater inspection of a transmissive object, as it can be seen from the scale in the phase image that the wing gets thinner towards the vein areas. The wrapping of the phase seen in areas of the wing is due to the thickness of the sample being greater than the wavelength used to probe it. Using multiple frequencies and using the beat frequency as shown in [32] would reduce this wrapping effect. The ability to record phase and depth information would be attractive in the imaging of biological and material samples as it can reveal features that are otherwise not visible from an intensity profile alone at a sensitivity level not accessible without homodyne amplification.

With our system, some resolution loss is unavoidable due to spatial filtering applied in frequency space. However, the resolution loss presented here is not an inherent limitation of the homodyne method, but of our optical system. We argue that if the wavevector \(k_{\text{tilt}}\) is large enough then we could sufficiently separate the information contained by the interference fringes from the central DC components in frequency space, and thus masking DC components would not lead to any spatial frequencies corresponding to image information being lost. In practise, this would be achieved by \(k_{\text{tilt}}\) being larger than the numerical aperture (NA) of the system at the detector, given by the NA of the microscope objective divided by the magnification. In our system, using a low magnification objective, we cannot achieve a value of \(k_{\text{tilt}}\) larger...
FIG. 5. Images of a USAF resolution target from the conventional camera image and reconstructed homodyne intensity image. It can be seen that in the conventional camera image the smallest resolvable element is 1 in group 6 (largest element in the lower left of inner square), whilst for the homodyne image it is element 4 of group 5 (4th element down on right hand side). This corresponds to a loss in resolution of 29.2% when images are reconstructed using the homodyne method when compared with what could be achieved with a conventional camera image.

IV. DISCUSSION

We have presented a homodyne detection method capable of reconstructing intensity and phase images below the camera noise floor at a range of different illumination levels, with image contrast increased down to a detected signal intensity of 1.1 photons per pixel. This shows the ability of the system to image under the conditions of low sample illumination below the noise floor of the detector. With a camera with an effective noise floor of ∼207 photons per pixel, we are able to image under the conditions of a signal intensity ∼200 times lower than the noise floor of the camera. With our imaging system a degradation in resolution of 29.2% is observed, however, we note that this loss in resolution is not inherent to the method but due to the imaging system used. The system can also image transmissive objects, and recover intensity, phase and depth information about the object, being able to determine the thickness of a sample. The enhancement in sensitivity is made possible because homodyne detection amplifies the optical signal before the photoelectric conversion process at the detector.

We have identified the intensity of the reference beam to be a key parameter to the performance of the system, with a lower reference intensity leading to reduced contrast in recovered intensity images. As such, the dynamic range of the camera is an important consideration when designing the system. We report recovering homodyne intensity and phase images at a maximum ratio between signal and reference beams of ∼300,000:1, using a camera with a
With the ability to perform a wide-field imaging protocol in real time with signal intensities below the noise floor of the detector we believe our system could find applications in low-light imaging scenarios where low noise detectors are not currently available. With the system being applicable to a broad wavelength range, it could vastly expand applications in low-light imaging contexts. Here it could be used to either decrease acquisition times to obtain images of equivalent contrast at faster speeds or to allow imaging at illumination levels where it would otherwise not be possible to determine the features of an object.

V. MATERIALS AND METHODS

The infrared light source at 1550 nm is a Thorlabs LP1550-PAD2 with an actual centre wavelength of 1548.7 nm and a typical linewidth of 0.1 nm, giving a coherence length of 24.0 mm. The SWIR infrared camera is a Raptor Owl 640M SWIR camera with an InGaAs sensor of 15µm × 15µm pixel size. The noise floor of the camera was stated to be 180e− per pixel. With the sensor having a quantum efficiency (QE) of 85% at 1550 nm, 1e− = 1.18 photons, we calculated the effective noise floor to be ∼207 photons per pixel. The power meter head used to determine the absolute and relative powers of the probe and reference beams in this experiment is a Thorlabs S122C. The estimated proportion of light at 1550 nm that passes through the microscope objective and tube was determined to be ∼56% using the 1550 nm laser and measuring the power before and after the optics. The sample illumination was determined by measuring the power after the first beamsplitter and the manufacturer stated transmissions of the ND filters, and using a measured beam diameter of 3 mm. The ND filters used were Thorlabs NEIRxxA ND filters an the manufacturer stated transmissions were used in calculating the power of the signal beam. ND filters and transmissions for each dataset in presented in Fig. 2 are as follows: NENIR05A-C - 34.24%, NENIR20A-C - 1.2818%, NENIR30A-C - 0.1472% and NENIR40A-C - 0.0144%.

VI. ACKNOWLEDGEMENTS

The authors would like to thank Raptor Photonics for providing a loan of the Raptor Owl 640M.

Funding

This work was funded by the UK EPSRC (QuantIC EP/M01326X/1). O.W. acknowledges the financial support from the EPSRC (EP/R513222/1). S.M. acknowledges the EPSRC (QuantIC EP/M01326X/1). P.-A.M. acknowledges the support from the Ministry of Science and Technology, Taiwan (Grants No. 110WFA0912122). T.G. acknowledges the financial support from the EPSRC (EP/SO19472/1). G.G. acknowledges the financial support from the EPSRC (EP/T00097X/1). G.L. acknowledges financial support by BMBFunder contract No. 13N15329 ("HoChSEE"). M.J.P. acknowledges the financial support from the Royal Society (RSRP/R1/211013P).

Author Contributions

M.J.P. and G.L. conceptualised the project. M.J.P., T.G. and S.M. supervised the project. O.W., P.-A.M., S.M., T.G., G.G. and M.J.P. devised and implemented the project methodology. O.W., S.M., T.G. performed the experimental investigation. S.M., O.W., T.G. and M.J.P. wrote software to perform the experiment. O.W., T.G., S.M. and M.J.P. performed formal analysis of the results. All authors contributed to the writing and revision of the manuscript.

Disclosures

The authors declare that they have no competing or non-competing interests.

Data and materials availability:

Additional data and materials will be made available online.

[1] M. A. Taylor, W. P. Bowen, Quantum metrology and its application in biology. Physics Reports 615, 1 (2016).
[2] A. Khodjakov, C. L. Rieder, Imaging the division process in living tissue culture cells. Methods 38, 2 (2006).
[3] J. Biele, S. Wollmann, J. W. Silverstone, J. C. F. Matthews, E. J. Allen, Maximizing precision in saturation-limited absorption measurements. Physical Review A 104, 053717 (2021).
[4] R. Tobin, et al., Three-dimensional single-photon imaging through obscurants. *Opt. Express* **27**, 4590 (2019).
[5] A. Maccarone, et al., Underwater depth imaging using time-correlated single-photon counting. *Opt. Express* **23**, 33911 (2015).
[6] R. W. Boyd, C. H. Townes, An infrared upconverter for astronomical imaging. *Applied Physics Letters* **31**, 440 (1977).
[7] G. B. Lemos, et al., Quantum imaging with undetected photons. *Nature* **512**, 409 (2014).
[8] M. Jin, et al., 1/f-noise-free optical sensing with an integrated heterodyne interferometer. *Nature Communications* **12**, 1973 (2021).
[9] C. M. Caves, Quantum-mechanical noise in an interferometer. *Phys. Rev. D* **23**, 1693 (1981).
[10] D. Mason, J. Chen, M. Rossi, Y. Tsaturyan, A. Schliesser, Continuous force and displacement measurement below the standard quantum limit. *Nature Physics* **15**, 745 (2019).
[11] C. Eichler, D. Bozyigit, A. Wallraff, Characterizing quantum microwave radiation and its entanglement with superconducting qubits using linear detectors. *Phys. Rev. A* **86**, 032106 (2012).
[12] Y. Lobanov, et al., Heterodyne detection at near-infrared wavelengths with a superconducting nbn hot-electron bolometer mixer. *Opt. Lett.* **39**, 1429 (2014).
[13] R. Schieder, High resolution diode laser and heterodyne spectroscopy with applications toward remote sensing. *Infrared Physics & Technology* **35**, 477 (1994).
[14] H. van de Stadt, Heterodyne detection at a wavelength for 3.39 µm for astronomical purposes. *Astronomy and Astrophysics* **36**, 341 (1974).
[15] J. F. Nye, M. V. Berry, Dislocations in wave trains. *Proceedings of the Royal Society of London. Series A, Mathematical and Physical Sciences* **336**, 165 (1974).
[16] R. Dorn, M. Eberler, M. Piringer, S. Quabis, G. Leuchs, Investigation of phase singularities in the vicinity of small structures using a linnik interference microscope. *TECHNISCHES MESSEN* **67**, 421 (2000).
[17] V. Tychinsky, Wavefront dislocations and registering images inside the airy disk. *Optics Communications* **81**, 131 (1991).
[18] D. Gabor, A New Microscopic Principle. *Nature* **161**, 777 (1948).
[19] J. W. Goodman, R. W. Lawrence, Digital Image Formation From Electronically Detected Holograms. *Applied Physics Letters* **11**, 77 (1967).
[20] M. K. Kim, Principles and techniques of digital holographic microscopy. *Journal of Photonics for Energy* p. 018005 (2010).
[21] D. Gabor, Light and Information. This article is the substance of a Ritchie lecture, delivered by the author on March 2, 1951 at the University of Edinburgh., E. Wolf, ed. (Elsevier, 1961), vol. 1 of *Progress in Optics*, pp. 109–153.
[22] S. L. Cuozzo, et al., Low-light shadow imaging using quadrature-noise detection with a camera. *Advanced Quantum Technologies* **5**, 2100147 (2022).
[23] P. J. Barge, et al., Weak thermal state quadrature-noise shadow imaging. *Optics Express* **30**, 29401 (2022).
[24] K. Inoue, A. Anand, M. Cho, Angular spectrum matching for digital holographic microscopy under extremely low light conditions. *Optics Letters* **46**, 1470 (2021).
[25] A. Ariyawansa, E. J. Figueroa, T. G. Brown, Amplitude and phase sorting of orbital angular momentum states at low light levels. *Optica* **8**, 147 (2021).
[26] B. Hessmo, P. Usachev, H. Heydari, G. Björk, Experimental Demonstration of Single Photon Nonlocality. *Physical Review Letters* **92**, 180401 (2004).
[27] B. Kemper, G. von Bally, Digital holographic microscopy for live cell applications and technical inspection. *Appl. Opt.* **47**, A52 (2008).
[28] A. Anand, I. Moon, B. Javidi, Automated disease identification with 3-d optical imaging: A medical diagnostic tool. *Proceedings of the IEEE* **105**, 924 (2017).
[29] S. Wäldchen, J. Lehmann, T. Klein, S. van de Linde, M. Sauer, Light-induced cell damage in live-cell super-resolution microscopy. *Scientific Reports* **5**, 15348 (2015).
[30] T. Aidukas, P. C. Konda, A. R. Harvey, M. J. Pudgitt, P.-A. Moreau, Phase and amplitude imaging with quantum correlations through Fourier Ptychography. *Scientific Reports* **9**, 10445 (2019).
[31] A. Wojdyla, M. P. Benk, P. P. Naulleau, K. A. Goldberg, Image Sensing Technologies: Materials, Devices, Systems, and Applications V, N. K. Dhar, A. K. Dutta, eds. (SPIE, Orlando, United States, 2018), p. 30.
[32] K. W. Tobin, P. R. Bingham, *SPIE Proceedings*, T. Arecchi, I. P. Gurov, T. Yatagai, V. Y. Panchenko, V. S. Golubev, eds. (2006), pp. 616203–616203–10.
[33] A. Khmaladze, M. Kim, C.-M. Lo, Phase imaging of cells by simultaneous dual-wavelength reflection digital holography. *Optics Express* **16**, 10900 (2008).
[34] F. K. Fatemi, G. Beadie, Rapid complex mode decomposition of vector beams by common path interferometry. *Optics Express* **21**, 32291 (2013).