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Abstract

The CROCKER plot is a coarsened but easy to visualize representation of the data in a one-parameter varying family of persistence barcodes. In this paper, we use the CROCKER plot to view changes in the persistence under a varying bifurcation parameter. We perform experiments to support our methods using the Rössler and Lorenz system and show the relationship with common methods for bifurcation analysis such as the Lyapunov exponent.

1 Introduction

Dynamical systems having chaotic behavior can be found in a variety of domains, including biology, economics, and engineering. Of great interest is classifying regimes of a dynamical system’s parameter space based on whether the resulting output is chaotic or not. Of course, many options are available for such a question: in this work we focus on a data driven approach using topological data analysis (TDA) to measure the shape and structure of the attractor of the system as a proxy for behavior. The idea of combining methods from TDA with dynamical systems and/or time series analysis is not new \cite{8,12,3,19,16,10,5,11}. In this work, we focus on a new way to encode information about the bifurcation, namely the CROCKER plot \cite{17,20,21}. This construction is a simplified discretization of the information from a family of persistence barcodes; but which, as we will see here, still has a great deal of information related to the behavior of the system. We further show that the even further simplified information encoded in the $L_1$ norm of the Betti vectors used to construct the CROCKER plots is itself related to the bifurcation information via the Lyapunov exponent.

2 Materials and Methods

2.1 The Lyapunov exponent and chaos

One way to measure whether the solution to a given dynamical system is chaotic or not is to compute the maximum Lyapunov exponent $\lambda$. This value is the mean rate of exponential divergence or convergence of two neighboring initial points in the phase space of a dynamical system. It can be a quantitative measure where $\lambda > 0$ implies the system is chaotic, $\lambda = 0$ implies periodic, and $\lambda < 0$ implies stable. This value can be approximated numerically but still requires considerable computational effort.

2.2 Persistence Barcodes

Topological Data Analysis (TDA) is a collection of tools that have the ability to measure the shape of given data. One of the popular tools of TDA is persistent homology which stores information about shape by encoding how a parameterized space’s homology changes over a varying parameter. The structure measured depends on the dimension of homology used: connected components are encoded in zero-dimensional homology, loops are in one-dimensional homology, and voids in two-dimensional homology. We briefly introduce the relevant background here, but invite the interested reader to seek out a more thorough treatment \cite{6,14}.

To compute persistence on a point cloud $X$ with distance $d$, such as those taken as input from a dynamical system, we need to construct a simplicial complex. One such option for this task is the Vietoris-Rips complex, defined as follows.

**Definition 2.1.** Given a point cloud $X$, the Vietoris-Rips complex is the simplicial complex whose simplices are built on vertices that are at most $\varepsilon$ apart,

$$R_\varepsilon(X) = \{ \sigma \subset X \mid d(x,y) \leq \varepsilon, \text{ for all } x,y \in \sigma \}.$$
Figure 1: The Vietoris Rips filtration and Betti numbers corresponding to given filtration parameter $\varepsilon$ on the orange line. One can follow the above either two ways to get Betti vector for the dimension $p = 0$ with the partition $P = \{0, 0.7, 0.15, 0.23, 0.34, 0.44, 0.54\}$, $Bv_0(X; P) = (19, 18, 10, 1, 1, 1, 1)$.

Note that this construction is dependent on the choice of a proximity parameter $\varepsilon$. If we choose an increasing sequence of proximity parameters, $\varepsilon_0 \leq \varepsilon_1 \leq \cdots \leq \varepsilon_n$, we obtain a filtration as $R_{\varepsilon_0} \subseteq R_{\varepsilon_1} \subseteq \cdots \subseteq R_{\varepsilon_n}$. We then compute the $p$-dimensional homology of each complex, which is a vector space $H_p(R_{\varepsilon_i})$. Fundamental results in algebraic topology mean that we also get linear maps between each of them; that is, $H_p(R_{\varepsilon_0}) \rightarrow H_p(R_{\varepsilon_1}) \rightarrow \cdots \rightarrow H_p(R_{\varepsilon_n})$. This is known as a persistence module.

The information in a persistence module can be uniquely represented through a collection of pairs $(\varepsilon_{\text{birth}}, \varepsilon_{\text{death}})$ in a decomposition of the module, where each pair represents the parameter values for which a homological feature appeared and disappeared. We visualize this information in a persistence barcode, i.e. a collection of horizontal line segments as in the example of Fig. 1. We place bars on the vertical axis (where order does not matter) while the horizontal axis represents the life span of each homology class in terms of the parameter $\varepsilon$. For the purposes of our work, however, we will not need the full barcode but instead focus on a simplified invariant, the Betti vector, which define here in the special case of the data we are using.

**Definition 2.2.** For a fixed $\varepsilon$ and $p$, the $p^{\text{th}}$ Betti number $\beta_p(R_{\varepsilon})$ is the dimension of the $p^{\text{th}}$ homology group of $R_{\varepsilon}$, i.e.

$$\beta_p(R_{\varepsilon}) = \dim H_p(R_{\varepsilon}).$$

Let $P = \{\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_N\}$ be a partition of the interval $(0, \varepsilon_N)$. The $p^{\text{th}}$ dimensional Betti vector is the ordered sequence of the $p^{\text{th}}$ dimensional Betti numbers, that is

$$Bv_p(X; P) = (\beta_p(R_{\varepsilon_0}), \beta_p(R_{\varepsilon_1}), \ldots, \beta_p(R_{\varepsilon_N})).$$

In the example of Fig. 1 when we draw a vertical line at a particular $\varepsilon$, the number of intersecting bars of a particular homological dimension is the rank of the corresponding homology group, i.e. the Betti number for that parameter $\varepsilon$. We can see that for a fixed $\varepsilon$, $\beta_0$ counts the number of connected components and $\beta_1$, counts the number of loops.

**2.3 Time-Evolving Metric Spaces** In the previous section, we defined a varying parameter given fixed input data to compute a Betti vector. We next consider the case of an evolving series of point clouds. While several methods for handling this sort of input data with persistence have been developed [4, 9, 15], in this work we focus on the CROCKER plot [17, 20, 1, 21].
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Definition 2.3. For a given collection of point clouds \( X = \{X_1, X_2, \ldots, X_T\} \), the CROCKER matrix of this collection is given by

\[
\text{CR}(X) = (Bv(X_1; P), Bv(X_2; P), \ldots, Bv(X_T; P)),
\]

where \( Bv(\cdot) \) is the \( p^{th} \) dimensional Betti vector for the partition \( P = \{\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_N\} \).

Since the CROCKER matrix is a two dimensional array, we can visualize it in terms of a heat map, often called a CROCKER plot; see Fig. 2 for an example.

2.4 Algorithm In this paper, we investigate the CROCKER plots resulting from a dynamical system changing over an input parameter, and compare them to information from the bifurcation diagram and Lyapunov exponent information. Our algorithm is the following, where we repeat the following process for each investigated parameter on the dynamical system:

- Obtain the states of the nonlinear system with python library \textsc{teaspoon} [13].
- Calculate the barcode using the python library \textsc{ripser} [18] with greedy sub-sampling algorithm [2].
- Find the maximum death time \( d_{\text{max}} \) for each homological dimension \( p \in \{0, 1\} \).
- Get 100 equally-spaced values of the proximity parameter \( \varepsilon \) between 0 and \( d_{\text{max}} \).
- Obtain Betti vectors for each \( p \in \{0, 1\} \).

3 Results

We show the pipeline as applied to a nonlinear dynamical system known as the Rössler system, given by

\[
\begin{align*}
\dot{x} &= -y - z, \\
\dot{y} &= x + ay, \\
\dot{z} &= b + z(x - c)
\end{align*}
\]

In this work, we fix parameters \( b = 2 \) and \( c = 4 \); then vary the control parameter \( a \) with the initial conditions \( [x_0, y_0, z_0] = [0, 0, 1, 0] \).

In Fig. 2 (left), we show the bifurcation diagram for varying parameter \( a \) with 600 equally-spaced values between 0.37 and 0.43 with the other parameters fixed. Below this panel, we show the CROCKER plots for homological dimensions 0 and 1 for comparison to the bifurcation diagram. In the CROCKER plots, one can read the Betti numbers by using color bar which is near the figures. For instance, if we consider the parameter \( a \) around 0.41, there is a distinct change in structure for both the 0- and 1-dimensional CROCKER plots.

Despite the fact that the CROCKER plot is a simplified version of viewing the data than the persistence barcodes setup, we can actually choose to look at our data in an even more simplified fashion. We look at the correlation between Lyapunov exponent and the \( L \) norms of the Betti vectors. The computed Pearson coefficient values between the Lyapunov exponent and the \( L \) norms for 0- and 1-dimensional information was 0.86 and 0.83, respectively.

In this case, our CROCKER vector information is simplified down to a single number, reducing the CROCKER plot down to \( \mathbb{R} \)-valued function parameterized by \( a \). In Fig. 2 (right), we demonstrate the Lyapunov exponent and the \( L \) norms of the Betti vectors. The computed Pearson coefficient values between the Lyapunov exponent and the \( L \) norms for 0- and 1-dimensional information was 0.86 and 0.83, respectively.

We also demonstrate our methods on the Lorenz system which consists of three ordinary differential equations referred to as Lorenz equations:

\[
\begin{align*}
\dot{x} &= \sigma(y - x), \\
\dot{y} &= x(\rho - z) - y, \\
\dot{z} &= xy - \beta z.
\end{align*}
\]

The fixed parameters \( \sigma = 10, \beta = 8/3 \) and the control parameter \( \rho \) varying on 600 equally-spaced values between 90 and 105 with the initial conditions \( [x_0, y_0, z_0] = [10^{-10}, 0, 1] \).

In Fig. 3 (left), as in the Rössler system, Lorenz’s CROCKER and \( L \) norms exhibit similar characteristics to the bifurcation diagram and the Lyapunov exponent. However, when we examine two different parameters in the same system, some differences emerge in the case of 1-dimensional CROCKER. In particular, consider the parameters \( \rho \) around 92.5 and 100. While in the 0-dimensional CROCKER, there is not an obvious difference
between the two regions, the 1-dimensional CROCKER shows a stark contrast. For example, there are 4 noticeably persistent points around $\rho = 92.5$, and there is an extremely long lived persistence bar around $\rho = 100$.

We also note that there is a clear relationship between the Lyapunov exponent and the $L_1$ norm of the CROCKER vectors as seen on the right of Fig. 3. The computed Pearson coefficient values between the Lyapunov exponent, and the $L_1$ norms for 0- and 1-dimensional vectors was 0.85 in both cases.

We further note the computational cost of each method. All the computations we performed on a Ubuntu 20.10 desktop with 16 GB RAM, Intel(R) Core(TM) i7-9700 CPU 3.00GHz, and 8 cores using the python language. We use the example of the Rössler system with the parameters $[a, b, c] = [0.41, 2, 4]$ and the initial conditions $[-0.4, 0.6, 1]$. To compute the Lyapunov exponent, it took $716 \pm 17.3$ ms over 7 runs while computing the $L_1$ norm of Betti vector took $562 \pm 12.3$ ms and $566 \pm 14.7$ ms over 7 runs for the dimension 0 and 1, respectively.
So, in this case TDA is computationally less expensive than the computing the Lyapunov exponent.

4 Discussions

In this work, we have begun an investigation of the use of CROCKER plots for bifurcation analysis in dynamical systems. We show that in a simple test case, there is clearly a relationship between a representation of behavior in the system (the Lyapunov exponent) with the structure of the CROCKER plot, as well as with the $L_1$ norm of each Betti vector.

This work, of course, leads to many interesting open questions. For starters, more work must to be done to understand how changes in the CROCKER plot show up in different dynamical systems. Rössler and Lorenz are an easy test cases to start with due to their circular structure, so it will be interesting to see what sorts of changes can be found in the CROCKER plot given different changes in structure.

Second, as with all methods using persistent homology, there is a computational cost involved in using methods from TDA. While we have seen improvements in speed over Lyapunov, at least in part, this is because to our knowledge all code available computes Betti vectors by first computing the full persistence barcodes. Might there be a more direct computation method which provides speedups relative to the desired refinement of the partition?

The positives gained in using persistence are those of stability. In particular, Lyapunov is notorious for its slow computation and its sensitivity to error and noise. On the other hand, persistence comes with a theoretically grounded framework that should extend to the CROCKER framework in this case. Even though the CROCKER plots are unstable because of the instability of Betti numbers \cite{7}, the $L_1$ norm of further refined partitions of the $\varepsilon$ parameter might be able to mitigate the damage. This is beyond the scope of this paper, and will be an interesting direction for future work.

Funding

The research of the first author was supported by a grant program (BİDEB 2214-A:1059B142000135) from TÜBİTAK, Scientific and Technological Research Council of Turkey. This material is based upon work supported by the Air Force Office of Scientific Research under award number FA9550-22-1-0007.

Acknowledgments

We also thank the three anonymous reviewers whose comments helped improve the quality of this study.

References

[1] D. Bhaskar, A. Manhart, J. Milzman, J. T. Nardini, K. M. Storey, C. M. Topaz, and L. Ziegelmeier, Analyzing collective motion with machine learning and topology, Chaos: An Interdisciplinary Journal of Nonlinear Science, 29 (2019), p. 123125.
[2] N. J. Cavanna, M. Jahanseir, and D. R. Sheehy, A geometric perspective on sparse filtrations, arXiv preprint arXiv:1506.03797, (2015).
[3] G. D. Charó, G. Artana, and D. Sciamarella, Topology of dynamical reconstructions from lagrangian data, Physica D: Nonlinear Phenomena, 405 (2020), p. 132371.
[4] D. Cohen-Steiner, H. Edelsbrunner, and D. Morozov, Vines and vineyards by updating persistence in linear time, in Proceedings of the twenty-second annual symposium on Computational geometry, 2006, pp. 119–126.
[5] S. Dee Algar, D. C. Corrêa, and D. M. Walker, On detecting dynamical regime change using a transformation cost metric between persistent homology diagrams, Chaos: An Interdisciplinary Journal of Nonlinear Science, 31 (2021), p. 123117.
[6] T. K. Dey and Y. Wang, Computational Topology for Data Analysis, Cambridge University Press, 2021.
[7] M. Johnson and J.-H. Jung, Instability of the betti sequence for persistent homology and a stabilized version of the betti sequence, Journal of The Korean Society For Industrial and Applied Mathematics, 25 (2021), pp. 296–311.
[8] F. A. Khasawneh and E. Munch, Utilizing topological data analysis for studying signals of time-delay systems, in Time Delay Systems, Springer, 2017, pp. 93–106.
[9] W. Kim and F. Mémoli, Spatiotemporal persistent homology for dynamic metric spaces, Discrete & Computational Geometry, 66 (2021), pp. 831–875.
[10] S. Maletic, Y. Zhao, and M. Rajkovic, Persistent topological features of dynamical systems, Chaos: An Interdisciplinary Journal of Nonlinear Science, 26 (2016), p. 053105.
[11] K. Mittal and S. Gupta, Topological characterization and early detection of bifurcations and chaos in complex systems using persistent homology, Chaos: An Interdisciplinary Journal of Nonlinear Science, 27 (2017), p. 051102.

[12] A. Myers, E. Munch, and F. A. Khasawneh, Persistent homology of complex networks for dynamic state detection, Physical Review E, 100 (2019), p. 022314.

[13] A. D. Myers, M. Yesilli, S. Tymochko, F. Khasawneh, and E. Munch, Teaspoon: A comprehensive python package for topological signal processing, in NeurIPS 2020 Workshop on Topological Data Analysis and Beyond, 2020.

[14] S. Y. Oudot, Persistence Theory: From Quiver Representations to Data Analysis (Mathematical Surveys and Monographs), American Mathematical Society, 2017.

[15] M. Piekenbrock and J. A. Perea, Move schedules: Fast persistence computations in sparse dynamic settings, arXiv preprint arXiv:2104.12285, (2021).

[16] E. Tan, D. Corrêa, T. Stemler, and M. Small, Grading your models: Assessing dynamics learning of models using persistent homology, Chaos: An Interdisciplinary Journal of Nonlinear Science, 31 (2021), p. 123109.

[17] C. M. Topaz, L. Ziegelmeier, and T. Halverson, Topological data analysis of biological aggregation models, PLOS ONE, 10 (2015), pp. 1–26.

[18] C. Tralie, N. Saul, and R. Bar-On, Ripser.py: A lean persistent homology library for python, The Journal of Open Source Software, 3 (2018), p. 925.

[19] S. Tymochko, E. Munch, and F. A. Khasawneh, Using zigzag persistent homology to detect hopf bifurcations in dynamical systems, Algorithms, 13 (2020), p. 278.

[20] M. Ulmer, L. Ziegelmeier, and C. M. Topaz, A topological approach to selecting models of biological experiments, PLOS ONE, 14 (2019), pp. 1–18.

[21] L. Xian, H. Adams, C. M. Topaz, and L. Ziegelmeier, Capturing dynamics of time-varying data via topology, Foundations of Data Science, 4 (2022), pp. 1–36.