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Abstract

We study the asymptotic behaviour of the sequence of sine products $P_n(\alpha) = \prod_{r=1}^{n} |2 \sin \pi r \alpha|$ for real quadratic irrationals $\alpha$. In particular, we study the subsequence $Q_n(\alpha) = \prod_{r=1}^{q_n} |2 \sin \pi r \alpha|$, where $q_n$ is the $n$th best approximation denominator of $\alpha$, and show that this subsequence converges to a periodic sequence whose period equals that of the continued fraction expansion of $\alpha$. This verifies a conjecture recently posed by Mestel and Verschueren in [15].
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1 Introduction

In this paper, we study the sequence of sine products

$$P_n(\alpha) = \prod_{r=1}^{n} |2 \sin \pi r \alpha|$$

for irrational $\alpha > 0$. Early studies of this product were conducted by Erdős and Szekeres [5] and Sudler [14] in the 1960s, and in following decades the sequence has proved important to both pure and applied mathematics (see e.g. [1, 3, 6], or [2, 4, 10, 13] for a connection to $q$-series). It appears that
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research has been carried out simultaneously, and partly independently, in
different mathematical disciplines, resulting in a number of different ter-
mologies and representations of $P_n(\alpha)$. For a brief summary of key results we
recommend the introduction of [15].

The focus of this paper will be the subsequence

$$Q_n(\alpha) := \prod_{r=1}^{q_n} |2 \sin \pi r \alpha|,$$

where $(q_n)_{n \geq 0}$ are the best approximation denominators of $\alpha$. In a recent
paper, Mestel and Verschueren study $Q_n(\alpha)$ in the special case where $\alpha =
\omega := (\sqrt{5} - 1)/2$ is the fractional part of the golden mean [15]. For this
case, it was suggested by Knill and Tangerman in [7] that the limit value
$$\lim_{n \to \infty} Q_n(\omega)$$
might exist, and this is confirmed by Mestel and Verschueren.

**Theorem 1.1** ([15, Theorem 2.2]). If $\omega$ denotes the golden mean and $(F_n)_{n \geq 1} =
(1, 1, 2, 3, 5, \ldots)$ the Fibonacci sequence, then there exists a constant $c > 0$
such that

$$\lim_{n \to \infty} Q_n(\omega) = \lim_{n \to \infty} \prod_{r=1}^{F_n} |2 \sin \pi r \omega| = c.$$

Mestel and Verschueren conjecture in [15] that Theorem 1.1 can be ex-
tended to all quadratic irrationals. More precisely, they suggest that if the
continued fraction expansion of $\alpha$ has period $\ell$, then the subsequence $Q_n(\alpha)$
will converge to a periodic sequence whose period length divides $\ell$. Our main
goal is to verify this claim.

**Theorem 1.2.** Suppose $\alpha$ has a purely periodic continued fraction expansion
$\alpha = [0; a_1, \ldots, a_\ell]$ with $a_1, \ldots, a_\ell \in \mathbb{N}$ and period $\ell$. Let $(q_n)_{n \geq 1}$ be the se-
quence of best approximation denominators of $\alpha$. Then there exist positive
constants $C_0, C_1, \ldots, C_{\ell - 1}$ such that

$$\lim_{m \to \infty} Q_{\ell m + k}^{(\alpha)} = \lim_{m \to \infty} \prod_{r=1}^{q_{\ell m + k}} |2 \sin \pi r \alpha| = C_k$$

for each $k = 0, 1, 2, \ldots, \ell - 1$.

**Corollary 1.3.** Suppose $\beta$ has continued fraction expansion of the form $\beta =
[a_0; a_1, \ldots, a_h, a_{h+1}, \ldots, a_{h+\ell}]$ and let $\alpha = [0; a_{h+1}, \ldots, a_{h+\ell}]$. We then have

$$\lim_{m \to \infty} Q_{h + \ell m + k}^{(\beta)} = \lim_{m \to \infty} Q_{\ell m + k}^{(\alpha)}.$$
The proof of Theorem 1.2 (and Corollary 1.3) largely follows that given by Mestel and Verschueren for the special case of the golden mean. Nevertheless, we include the proof in full detail for the sake of completeness. We emphasize that the challenge in generalizing Theorem 1.1 to all quadratic irrationals lies in finding appropriate analogs for \((q_n)_{n \geq 0}\) of certain special properties of the Fibonacci sequence \((F_n)_{n \geq 0} = (0, 1, 1, 2, 3, 5, 8, 13, \ldots)\). Throughout their proof for the golden mean case, Mestel and Verschueren make heavy use of the identities
\[
F_n \omega^n = \frac{1}{\sqrt{5}} + O(\omega^{2n}) \quad \text{(for } n > 0)\]
and
\[
\frac{F_{n-1}}{F_n} = \omega + O(\omega^{2n}) \quad \text{(for } n > 0),
\]
which do not have obvious analogs for the more general case of a quadratic irrational \(\alpha\). However, we will see that similar identities can indeed be formulated for the sequence \((q_n)_{n \geq 0}\) of best approximation denominators of \(\alpha\), and with these established the proof of Mestel and Verschueren easily carries over.

To close this introduction, we give a brief outline of the paper. The existence of \(\lim_{m \to \infty} Q_{\ell m+k}\) claimed by Theorem 1.2 is verified by splitting the product \(Q_{\ell m+k}\) into three more manageable products
\[
Q_{\ell m+k} = A_m B_m C_m
= |2q_n \sin \pi e_k b^m| \cdot \prod_{t=1}^{q_n-1} \frac{s_{mt}}{2 \sin(\pi t/q_n)} \cdot \prod_{t=1}^{q_{n-1}} \left(1 - \frac{s_{2m0}^2}{s_{mt}^2}\right)^{1/2},
\]
where \(n = \ell m + k\), \(e_k\) is a \(k\)-dependent constant, and \(s_{mt}\) is a perturbed rational sine function to be introduced. This decomposition is explained in detail in Section 4, where we also show the straightforward convergence of \(A_m\) as \(m \to \infty\). The convergence of \(B_m\) and \(C_m\) is more involved, and is therefore treated in subsequent Sections 5 and 6. Prior to this, in Section 3, we establish analogs for \((q_n)_{n \geq 1}\) of the above-mentioned Fibonacci identities. In particular, we point out a connection to so-called Lehmer sequences, which we consider to be of independent interest (see Theorem 3.4). Finally, we summarize the proofs of Theorem 1.2 and Corollary 1.3 in Section 7 and gather some concluding remarks on a conjecture of Lubinsky in Section 8. First, however, we introduce necessary notation and some general theory on continued fraction expansions in the following section.
2 Preliminaries

2.1 Notation

Throughout the paper, the following notation will be used:

- We denote by \( \{ x \} = x - \lfloor x \rfloor \) the fractional part of \( x \in \mathbb{R} \). Moreover, for \( t \in \mathbb{Z} \) and \( m \in \mathbb{N} \), we denote by \( t \mod m \) the unique remainder of \( t/m \) in \( \{0, 1, \ldots, m-1\} \).

- We use standard big \( \mathcal{O} \) notation, and write \( f(x) = \mathcal{O}(g(x)) \) as \( x \to \infty \) if two functions \( f \) and \( g \) satisfy \( |f(x)| \leq C|g(x)| \) for some \( C > 0 \) and all sufficiently large \( x \in \mathbb{R} \). Moreover, we write \( f(x) \sim g(x) \) if 
  \[
  \lim_{x \to \infty} \frac{f(x)}{g(x)} = 1.
  \]

- Following Mestel and Verschueren [15], we introduce a generalized sum and product notation: given a summable sequence \((b_r)_{r \in \mathbb{N}}\), we define the step function \( f(t) = b_r \) for \( t \in [r, r+1) \). Then for any \( x, y \in \mathbb{R} \) where \( x \leq y \), we let
  \[
  \sum_{r=x}^{y} b_r := \int_{x}^{y} f(t) \, dt.
  \]
  Moreover, if \( f(t) > 0 \) on \( [x, y] \), we let
  \[
  \prod_{r=x}^{y} b_r := \exp \left( \sum_{r=x}^{y} \log b_r \right) = \exp \left( \int_{x}^{y} \log f(t) \, dt \right).
  \]
  This allows us to define sums and products with real, rather than just integer, upper and lower bounds. Note in particular that this definition coincides with normal summation and product notation whenever \( x, y \in \mathbb{Z} \).

2.2 Permutation operators

We will use bold letters to denote vectors. Whenever we have an \( \ell \)-dimensional, integer-valued vector, for instance \( d = (d_1, \ldots, d_\ell) \in \mathbb{N}^\ell \), we use the corresponding greek letter (in this case \( \delta \)) to denote the real number with continued fraction expansion \( \delta = [0; \overline{d_1, \ldots, d_\ell}] \).

We introduce two families of permutation operators acting on \( \mathbb{N}^\ell \): Let \( \tau_u : \mathbb{N}^\ell \to \mathbb{N}^\ell \) be defined by

\[
\tau_u(d) := (d_{u+1}, \ldots, d_\ell, d_1, \ldots, d_u), \quad u \in \{0, 1, \ldots, \ell - 1\}, \quad (2.1)
\]
and similarly $\sigma_u : \mathbb{N}^\ell \to \mathbb{N}^\ell$ be defined by
\[
\sigma_u(d) := (d_{u-1}, \ldots, d_1, d_\ell, \ldots, d_u), \quad u \in \{2, 3, \ldots, \ell - 1\},
\]
with $\sigma_0(d) = (d_{\ell-1}, \ldots, d_1, d_\ell)$ and $\sigma_1(d) = (d_\ell, \ldots, d_1)$. Moreover, we use $\delta_{\tau_u}$ and $\delta_{\sigma_u}$ to denote the real numbers with continued fraction expansions given by $\tau_u(d)$ and $\sigma_u(d)$, respectively. That is, we write
\[
\delta_{\tau_u} = [0; d_{u+1}, \ldots, d_\ell, d_1, \ldots, d_u]
\]
and
\[
\delta_{\sigma_u} = [0; d_{u-1}, \ldots, d_1, d_\ell, \ldots, d_u].
\]

Our motivation for introducing the operator $\tau_u$ is explained by Lemma 2.2 in the following subsection. The need to introduce $\sigma_u$ is less evident, but will be clear from Lemma 3.7 in Section 3.2, where we describe the asymptotic behaviour of the sequence of denominator quotients $(q_{n-1}/q_n)_{n \geq 1}$ for a quadratic irrational number.

### 2.3 Continued fraction expansions

We briefly review some facts about continued fraction expansions of real numbers. In general, for any irrational, real $\alpha \in (0, 1)$ whose continued fraction expansion is given by
\[
[0; a_1, a_2, \ldots],
\]
we denote its $n$th convergent by $p_n/q_n$. The numerators $p_n$ and denominators $q_n$ are given recursively by
\[
\begin{align*}
q_0 &= 0, \quad q_1 = 1 & q_{n+1} &= a_n q_n + q_{n-1}, \\
p_0 &= 1, \quad p_1 = 0 & p_{n+1} &= a_n p_n + p_{n-1}.
\end{align*}
\]
Note that the indexing of $p_n$ and $q_n$ is offset by one compared to what is normally seen in literature. As a consequence, the $n$th convergent $p_n/q_n$ is smaller than $\alpha$ for every odd value of $n$, and greater than $\alpha$ for every even value of $n$. It follows readily from the recurrences above that
\[
p_n q_{n+1} - p_{n+1} q_n = (-1)^n,
\]
and as a consequence of this identity we have the error bound
\[
\left| \alpha - \frac{p_n}{q_n} \right| < \frac{1}{q_{n+1} q_n}
\]
for the $n$th convergent of $\alpha$. 5
Remark. Whenever it is not clear from context, we write \( p_n(\alpha) \) and \( q_n(\alpha) \) to indicate that these are the best approximation numerators and denominators corresponding to the real number \( \alpha \).

**Theorem 2.1** (Ostrowski representation). Let \( \alpha \in (0, 1) \) be an irrational number with continued fraction expansion \([0; a_1, a_2, \ldots]\) and best approximation denominators \((q_n)_{n \geq 1}\). Then every non-negative integer \( N \) has a unique expansion

\[
N = \sum_{n=1}^{\infty} v_n q_n, \tag{2.7}
\]

where:

i) \( 0 \leq v_1 < a_1 - 1 \) and \( 0 \leq v_n \leq a_n \) for \( n > 1 \).

ii) If \( v_n = a_n \) for some \( n \), then \( v_{n-1} = 0 \).

iii) \( z = z(N) = O(\log(N)) \)

We refer to (2.7) as the Ostrowski representation of \( N \) in base \( \alpha \).

The proof of Theorem 2.1 can be found in [8, p. 126].

### 2.4 Periodic continued fraction expansions

Suppose now that \( \alpha \) is an irrational with \( \ell \)-periodic continued fraction expansion \( \alpha = [0; a_1, \ldots, a_\ell] \). For this special case, further properties of the convergents \( p_n/q_n \) of \( \alpha \) can be established. The following lemma summarizes useful relations for \((p_n)_{n \geq 0}\) and \((q_n)_{n \geq 0}\) established by Perron in [12, p. 14–17].

**Lemma 2.2.** Let \( \alpha = [0; a_1, \ldots, a_\ell] \) and for every \( k \in \{0, \ldots, \ell - 1\} \) let \( \tau_k \) be defined as in (2.1).

(a) For all \( n, m \in \mathbb{N} \), we have

\[
p_{n+m}(\alpha)q_m(\alpha) - p_m(\alpha)q_{n+m}(\alpha) = (-1)^{m-1}q_n(\alpha_{\tau_{m \mod \ell}}),
\]

where \( \alpha_{\tau_k} \) is defined in (2.3).

(b) For all \( r \in \mathbb{N}_0 \), we have

\[
q_{\ell+r}(\alpha) = q_{\ell+1}(\alpha)q_r(\alpha) + q_\ell(\alpha)p_r(\alpha)
\]

and

\[
p_{\ell+r}(\alpha) = p_\ell(\alpha)p_r(\alpha) + p_{\ell+1}(\alpha)q_r(\alpha).
\]
(c) For every \( k \in \{1, 2, \ldots, \ell - 1\} \), we have

\[
q_{\ell-1}(\alpha_k) = p_\ell(\alpha_{\tau_{k-1}}).
\]

Let us now associate to \( \alpha = [0; a_1, \ldots, a_{\ell}] \) the constant

\[
c(\alpha) := q_{\ell+1}(\alpha) + p_{\ell}(\alpha). \tag{2.8}
\]

This constant will play an important role as we go forward. As a first application, it appears in the following recursion formula for \( (q_n)_{n \geq 0} \).

**Lemma 2.3.** Let \( \alpha = [0; a_1, \ldots, a_{\ell}] \) and let \( (q_n)_{n \geq 0} \) be the sequence of best approximation denominators of \( \alpha \). For all \( n \geq 2\ell \) we have

\[
q_n = c(\alpha)q_{n-\ell} + (-1)^{\ell-1}q_{n-2\ell}, \tag{2.9}
\]

with \( c(\alpha) \) given in (2.8).

**Proof by induction.** For \( n = 2\ell \), the right hand side in (2.9) reads

\[
c(\alpha)q_\ell + (-1)^{\ell-1}q_0 = q_\ell q_{\ell+1} + q_\ell p_{\ell}.
\]

It follows from Lemma 2.2(b) with \( r = \ell \) that also

\[
q_{2\ell} = q_\ell q_{\ell+1} + q_\ell p_{\ell},
\]

so (2.9) holds for \( n = 2\ell \). Now let \( n = 2\ell + 1 \). The right hand side in (2.9) then reads

\[
c(\alpha)q_{\ell+1} + (-1)^{\ell-1}q_1 = q_{\ell+1}^2 + p_{\ell}q_{\ell+1} + (-1)^{\ell-1}q_1 = q_{\ell+1}^2 + p_{\ell+1}q_{\ell},
\]

where the last equality follows from Lemma 2.2(a) with \( m = \ell \) and \( n = 1 \). Again, using Lemma 2.2(b) with \( r = \ell + 1 \), we have

\[
q_{2\ell+1} = q_{\ell+1}^2 + p_{\ell+1}q_{\ell},
\]

so (2.9) holds for \( n = 2\ell + 1 \).

For general \( n > 2\ell + 1 \), we have

\[
q_{n+1} = a_n q_n + q_{n-1} = a_n \ mod \ \ell q_n + q_{n-1},
\]

where we understand \( a_0 \) as \( a_{\ell} \). Using the induction hypothesis for \( q_n \) and \( q_{n-1} \), and the fact that \( n \ mod \ \ell = (n - \ell) \ mod \ \ell = (n - 2\ell) \ mod \ \ell \), we get

\[
q_{n+1} = c(\alpha)\left(a_n \ mod \ \ell q_{n-\ell} + q_{n-\ell-1}\right) + (-1)^{\ell-1}\left(a_n \ mod \ \ell q_{n-2\ell} + q_{n-2\ell-1}\right)
\]

\[
= c(\alpha)q_{n+1-\ell} + (-1)^{\ell-1}q_{n+1-2\ell}.
\]

This completes the proof of Lemma 2.3. \( \square \)
Lemma 2.4. Let \( \alpha = [0; \overline{a_1, \ldots, a_l}] \), and let \( c(\alpha) \) be given in (2.8). Moreover, let \( \alpha_{\tau_u} \) and \( \alpha_{\sigma_u} \) be defined as in (2.3) and (2.4). We have

\[
c(\alpha) = c(\alpha_{\tau_u}) = c(\alpha_{\sigma_u}),
\]

(2.10)

for every \( u \in \{0, 1, \ldots, \ell - 1\} \).

Proof. Given an integer vector \( d = (d_1, \ldots, d_\ell) \in \mathbb{N}^\ell \) and the corresponding irrational number \( \delta = [0; \overline{d_1, \ldots, d_\ell}] \), we define two sequences of matrices \( A_n(d), B_n(d) \in \mathbb{N}^{n \times n} \), where \( A_0(d) := (1), A_1(d) := (d_1), B_0(d) := (1), B_1(d) := (0) \) and

\[
A_n(d) = \begin{pmatrix}
d_1(\ell) & -1 & 0 & \cdots & 0 \\
1 & d_2(\ell) & -1 & \cdots & \vdots \\
0 & 1 & d_3(\ell) & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & -1 \\
0 & \cdots & 0 & 1 & d_n(\ell)
\end{pmatrix},

B_n(d) = \begin{pmatrix}
0 & -1 & 0 & \cdots & 0 \\
1 & d_1(\ell) & -1 & \cdots & \vdots \\
0 & 1 & d_2(\ell) & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & -1 \\
0 & \cdots & 0 & 1 & d_{n-1}(\ell)
\end{pmatrix},
\]

with \( d_j(\ell) := d_j \mod \ell \), and where we understand \( d_0 \) as \( d_\ell \). It is then easily checked that

\[
q_{n+1}(\delta) = \det A_n(d) \quad \text{and} \quad p_n(\delta) = \det B_n(d),
\]

where \( p_n(\delta)/q_n(\delta) \) is the \( n \)th convergent of \( \delta \) (see e.g. [12, p. 10–11]). In particular, for every \( u \in \{0, 1, \ldots, \ell - 1\} \), we have

\[
c(\alpha_{\tau_u}) = \det A_\ell(\tau_u(\mathbf{a})) + \det B_\ell(\tau_u(\mathbf{a}))
\]

and

\[
c(\alpha_{\sigma_u}) = \det A_\ell(\sigma_u(\mathbf{a})) + \det B_\ell(\sigma_u(\mathbf{a})),
\]

where \( \mathbf{a} = (a_1, \ldots, a_\ell) \).

Let us first show that

\[
c(\alpha_{\tau_u}) = c(\alpha) \quad \text{for} \quad u = 0, 1, \ldots, \ell - 1.
\]

(2.11)

This is clearly the case when \( u = 0 \), as \( \tau_0 \) is the identity operator on \( \mathbb{N}^\ell \) and \( \alpha_{\tau_0} = \alpha \). For \( u > 0 \), one can show that

\[
\det A_\ell(\tau_u(\mathbf{a})) - \det B_\ell(\tau_{u+1}(\mathbf{a})) = \det A_\ell(\tau_{u+1}(\mathbf{a})) - \det B_\ell(\tau_u(\mathbf{a})).
\]
(This is attained by taking the Laplace expansion along appropriate rows and columns of the matrices above.) It follows that
\[
c(\alpha_{\tau_{u+1}}) = \det A_\ell (\tau_{u+1}(a)) + \det B_\ell (\tau_{u+1}(a)) \\
= \det A_\ell (\tau_u(a)) + \det B_\ell (\tau_u(a)) = c(\alpha_{\tau_u}),
\]
and thus (2.11) holds.

Now let us verify that
\[
c(\alpha_{\sigma_u}) = c(\alpha) \quad \text{for} \quad u = 0, 1, \ldots, \ell - 1.
\]
(2.12)

We note first that the operator \(\sigma_u\) (for \(u \neq 0\)) can be expressed as a composition of \(\tau_u\) and \(\sigma_0\); namely
\[
\sigma_u(a) = \sigma_0(\tau_u(a)), \quad u \in \{1, 2, \ldots, \ell - 1\}.
\]

Thus, if we can verify that
\[
c(\alpha_{\sigma_0}) = c(\alpha),
\]
(2.13)
then the general case (2.12) will follow from (2.11). In fact, for \(\sigma_0\) it is easily seen that
\[
\det A_\ell(\sigma_0(a)) = \det A_\ell(\tau_{\ell-1}(a)),
\]
and by Laplace expansion one can verify that also
\[
\det B_\ell(\sigma_0(a)) = \det B_\ell(\tau_{\ell-1}(a)).
\]

It follows that \(c(\alpha_{\sigma_0}) = c(\alpha_{\tau_{\ell-1}})\), which by (2.11) implies (2.13). This completes the proof of Lemma 2.4.

\[\square\]

3 Properties of the sequence \((q_n)_{n \geq 0}\)

The main focus in this section is to attain a closed form for the sequence of best approximation denominators \((q_n)_{n \geq 0}\) for the irrational \(\alpha = [0; a_1, \ldots, a_\ell]\).

We will see that having such a closed form enables us to formulate analogs of known properties for the Fibonacci sequence \((F_n)_{n \geq 0} = (0, 1, 1, 2, 3, 5, 8, \ldots)\), most notably of

\[
F_n \omega^n = \frac{1}{\sqrt{5}} + \mathcal{O}(\omega^{2n}) \text{ for } n \geq 0; \quad (3.1)
\]

\[
\frac{F_{n-1}}{F_n} = \omega + \mathcal{O}(\omega^{2n}) \text{ for } n > 0, \quad (3.2)
\]
where \( \omega = (\sqrt{5} - 1)/2 \) is the fractional part of the golden mean. These two identities play a crucial role in the proof of Theorem 1.1 by Mestel and Verschueren. Likewise, the analogous identities for the sequence \((q_n)_{n \geq 0}\), formulated in Lemmas 3.5 and 3.7 below, will be important for the proof of Theorem 1.2.

### 3.1 A connection to Lehmer sequences

We begin by establishing a closed form for the sequence \((q_n)_{n \geq 0}\) of best approximation denominators of \( \alpha \). It turns out that this closed form can be expressed in terms of a Lehmer sequence. Lehmer sequences were first introduced in [9], and are defined as follows.

**Definition 3.1.** Let \( R, Q \in \mathbb{Z} \) with \( R > 0 \) and \( R - 4Q > 0 \). We define the Lehmer sequence \((L_n(R, Q))_{n \geq 0}\) with parameters \( R \) and \( Q \)

\[
\begin{align*}
L_{2n}(R, Q) &:= L_{2n-1}(R, Q) -QL_{2n-2}(R, Q) \\
L_{2n+1}(R, Q) &:= RL_{2n}(R, Q) -QL_{2n-1}(R, Q) \\
L_0(R, Q) &= 0 \\
L_1(R, Q) &= 1.
\end{align*}
\]

The closed form of the recurrence in Definition 3.1 is

\[
L_n(R, Q) = \begin{cases} 
\frac{u^n - v^n}{u - v} & \text{n odd,} \\
\frac{u^n - v^n}{u^2 - v^2} & \text{n even,}
\end{cases}
\]  

\[
(3.3)
\]

where \( u \) and \( v \) are the unique solutions of the equation \( x^2 - \sqrt{R}x + Q = 0 \).

We will consider only the Lehmer sequence with parameters \( R = c(\alpha)^2 \) and \( Q = (-1)^{\ell-1} \). Accordingly, we write

\[
L_n := L_n (c(\alpha)^2, (-1)^{\ell-1})
\]

from now on. If we introduce the constants

\[
\begin{align*}
a &= a(\alpha) := \frac{c(\alpha) + \sqrt{c(\alpha)^2 + 4(-1)^{\ell-1}}}{2}; \\
b &= b(\alpha) := \frac{c(\alpha) - \sqrt{c(\alpha)^2 + 4(-1)^{\ell-1}}}{2},
\end{align*}
\]  

\[
(3.4, 3.5)
\]
for the two distinct solutions of \( x^2 - c(\alpha) x + (-1)^\ell = 0 \), then it follows from (3.3) that

\[
L_n = \begin{cases} 
  a^n - b^n & n \text{ odd}, \\
  a - b & n \text{ even},
\end{cases}
\]  

(3.6)

By straightforward calculations one can verify that

\[
ab = (-1)^\ell \quad \text{and} \quad a + b = c(\alpha).
\]

Moreover, we have \( a > 1 \), and \( b \in (-1,0) \) if \( \ell \) is odd and \( b \in (0,1) \) if \( \ell \) is even. Finally, as a consequence of Lemma 2.4, we have

\[
a(\alpha) = a(\alpha_{\tau u}) = a(\alpha_{\sigma u});
\]

\[
b(\alpha) = b(\alpha_{\tau u}) = b(\alpha_{\sigma u}),
\]

for every \( u \in \{0,1,\ldots,\ell - 1\} \), where we recall the definition of \( \alpha_{\tau u} \) and \( \alpha_{\sigma u} \) from (2.3) and (2.4).

Let us now formulate a closed form of the sequence of best approximation denominators \((q_n)_{n\geq 0}\) for \( \alpha \). In fact, similar closed forms can be established for both \((q_n)_{n\geq 0}\) and \((p_n)_{n\geq 0}\).

**Lemma 3.2.** For every \( n = \ell m + k \geq 2\ell \), where \( m \in \mathbb{N} \) and \( k \in \{0,1,\ldots,\ell - 1\} \), the approximation denominator \( q_n \) for \( \alpha = [0; a_1, \ldots, a_\ell] \) is given by

\[
q_n = q_{\ell m + k} = \frac{1}{a - b} \left( (a^m - b^m) q_{\ell + k} + (-1)^{\ell - 1} (a^{m-1} - b^{m-1}) q_k \right),
\]

where \( a \) and \( b \) are defined in (3.4) and (3.5).

**Lemma 3.3.** For every \( n = \ell m + k \geq 2\ell \), where \( m \in \mathbb{N} \) and \( k \in \{0,1,\ldots,\ell - 1\} \), the approximation numerator \( p_n \) for \( \alpha = [0; a_1, \ldots, a_\ell] \) is given by

\[
p_n = p_{\ell m + k} = \frac{1}{a - b} \left( (a^m - b^m) p_{\ell + k} + (-1)^{\ell - 1} (a^{m-1} - b^{m-1}) p_k \right),
\]

where \( a \) and \( b \) are defined in (3.4) and (3.5).

It is a simple observation that Lemmas 3.2 and 3.3 may alternatively be formulated in terms of the Lehmer sequence (3.6). As we find this to be of independent interest, we formulate it as a theorem.
Theorem 3.4. For every $n = \ell m + k \geq 2\ell$, where $m \in \mathbb{N}$ and $k \in \{0, 1, \ldots, \ell - 1\}$, the convergents $p_n/q_n$ of $\alpha = [0; a_1, \ldots, a_\ell]$ are given by

$$q_n = q_{\ell m + k} = \gamma_1^{(m)} L_m q_{\ell + k} + (-1)^{\ell-1} \gamma_2^{(m)} L_{m-1} q_k,$$

and

$$p_n = p_{\ell m + k} = \gamma_1^{(m)} L_m p_{\ell + k} + (-1)^{\ell-1} \gamma_2^{(m)} L_{m-1} p_k,$$

where $a$ and $b$ are defined in (3.4) and (3.5), $L_m$ is the Lehmer sequence (3.6), and

$$\gamma_1^{(m)} := \begin{cases} c(\alpha) & m \text{ even} \\ 1 & m \text{ odd} \end{cases} \quad \text{and} \quad \gamma_2^{(m)} := \begin{cases} c(\alpha) & m \text{ even} \\ 1 & m \text{ odd} \end{cases}.$$

As the proofs of Lemmas 3.2 and 3.3 are nearly identical, we include only the former.

Proof of Lemma 3.2. By Lemma 2.3, we have the recursion formula

$$q_n = c(\alpha)q_{n-\ell} + (-1)^{\ell-1} q_{n-2\ell},$$

whenever $n \geq 2\ell$. The corresponding polynomial characteristic equation is

$$x^{2\ell} - c(\alpha)x^\ell + (-1)^{\ell} = 0. \quad (3.7)$$

Substituting $y = x^\ell$, we get the equation $y^2 - c(\alpha)y + (-1)^{\ell} = 0$, whose two solutions $a$ and $b$ are given in (3.4) and (3.5), respectively. Now let $e_\ell = e^{2\pi i/\ell}$. The $2\ell$ unique solutions of (3.7) are

$$x_v = a^{1/\ell} e_\ell^v \quad \text{and} \quad x_{v+\ell} = b^{1/\ell} e_\ell^v \quad (3.8)$$

for $v = 1, 2, \ldots, \ell$. Accordingly, for an arbitrary $n \geq 2\ell$, the closed form of $q_n$ is

$$q_n = \sum_{v=1}^{2\ell} c_v x_v^n, \quad (3.9)$$

where the constants $c_1, \ldots, c_{2\ell}$ are determined by the $2\ell$ first terms $q_0, \ldots, q_{2\ell-1}$. For a given $j \in \{1, 2, \ldots, \ell\}$, inserting $q_{j-1}$ in (3.9) yields

$$q_{j-1} = \sum_{v=1}^{2\ell} c_v x_v^{j-1} = a^{(j-1)/\ell} C_j^{(1)} + b^{(j-1)/\ell} C_j^{(2)},$$

where

$$C_j^{(1)} = \sum_{v=1}^{\ell} c_v e_\ell^{v(j-1)} \quad \text{and} \quad C_j^{(2)} = \sum_{v=\ell+1}^{2\ell} c_v e_\ell^{v(j-1)}.$$
Similarly, we have
\[ q_{\ell+j-1} = a^{1+(j-1)/\ell}C_j^{(1)} + b^{1+(j-1)/\ell}C_j^{(2)}. \]
Thus, the system of 2\(\ell\) equations determining the constants \(c_1, \ldots, c_{2\ell}\) decouples into \(\ell\) systems of 2 equations in the variables \((C_j^{(1)}, C_j^{(2)})\), with \(j = 1, 2, \ldots, \ell\). Solving these \(\ell\) systems, we get
\[
C_j^{(1)} = \frac{1}{a^{(j-1)/\ell}} \frac{bq_{j-1} - q_{\ell+j-1}}{b-a},
\]
\[
C_j^{(2)} = \frac{1}{b^{(j-1)/\ell}} \frac{q_{\ell+j-1} - aq_{j-1}}{b-a}.
\]
Finally, for \(n = \ell m + k \geq 2\ell\), we thus have
\[
q_n = q_{\ell m+k} = \sum_{i=1}^{2\ell} c_n x_v^{\ell m+k} = a^{m+k/\ell}C_{k+1}^{(1)} + b^{m+k/\ell}C_{k+1}^{(2)}
\]
\[= \frac{1}{a-b} \left( (a^m - b^m)q_{\ell+k} + (-1)^{\ell-1}(a^{m-1} - b^{m-1})q_k \right), \]
where in the final equality we have used that \(ab = (-1)^\ell\). This completes the proof of Lemma 3.2.

3.2 Asymptotic behaviour of \(q_n\) and \(q_{n-1}/q_n\)

In this section, we show that the closed form of \((q_n)_{n \geq 0}\) that was established in Lemma 3.2 can be used to formulate analogs of the Fibonacci identities (3.1) and (3.2) for the more general case of irrationals with a periodic continued fraction expansion. We begin with the simpler task of formulating an analog of (3.1). Informally speaking, we will see that the constant \(b\) in (3.5) plays the role of the fractional part of the golden mean \(\omega\).

Lemma 3.5. Let \(\ell \in \mathbb{N}\) and \(k \in \{0, 1, \ldots, \ell - 1\}\) be fixed integers, and let \((p_n/q_n)_{n \geq 1}\) be the convergents for \(\alpha = [0; a_1, \ldots, a_\ell]\). For all integers \(m \geq 2\), we have
\[
q_{\ell m+k}|b|^m = c_k + \mathcal{O}(|b|^{2m}),
\]
where
\[
c_k := \frac{q_{\ell+k} - bq_k}{a-b},
\]
and \(a\) and \(b\) are given in (3.4) and (3.5). Thus, we have \(q_{\ell m+k} = \mathcal{O}(|b|^{-m})\).
Remark. Note that in the special case when \( \alpha = \omega \) is the fractional part of the golden mean and \( q_n = F_n \) is the Fibonacci sequence, we have \( b = \omega \), and \( c_k = c_0 = 1/\sqrt{5} \). Accordingly, Lemma 3.5 reduces to the Fibonacci identity (3.1) in this case.

Proof of Lemma 3.5. Recall again the closed form

\[
q_{\ell m+k} = \frac{1}{a-b} \left( (a^m-b^m)q_{\ell+k} + (-1)^{\ell-1}(a^{m-1}-b^{m-1})q_k \right)
\]

from Lemma 3.2. Multiplying both sides by \( |b|^m \) and using that \( ab = (-1)^\ell \), we get

\[
q_{\ell m+k}|b|^m = \frac{1}{a-b} \left( q_{\ell+k} - b q_k + (-1)^{\ell m} b^{2m} (aq_k - q_{\ell+k}) \right) = c_k + O(|b|^{2m}),
\]

with \( c_k > 0 \) as in (3.11).

We now aim to establish an analog, or extension, of the Fibonacci identity (3.2). This identity, which plays a crucial role in the work of Mestel and Verschueren [15], is a consequence of the fact that \( F_{n-1}/F_n \) is the \( n \)th convergent of the golden mean \( \omega \). Naturally, we cannot expect the same identity to hold for the general case of irrationals with a periodic continued fraction expansion. However, we will see in Lemma 3.7 below that a similar identity can indeed be formulated. Needed for this lemma is the following estimation error of the \( n \)th convergent \( p_n/q_n \) of \( \alpha = [0; a_1, \ldots, a_\ell] \) in terms of the constant \( b \) in (3.5).

Lemma 3.6. Let \( n = \ell m + k \geq 2\ell \), where \( m \in \mathbb{N} \) and \( k \in \{0, 1, \ldots, \ell - 1\} \). Moreover, let \( (p_n/q_n)_{n \geq 1} \) be the sequence of convergents for \( \alpha = [0; a_1, \ldots, a_\ell] \). We have that

\[
q_n \alpha = q_{\ell m+k} \alpha = p_n + e_k b^m,
\]

where

\[
e_k = \frac{(-1)^{k-1}}{q_\ell} |aq_k - q_{\ell+k}|,
\]

and \( a \) and \( b \) are given in (3.4) and (3.5).

Remark. Note, in particular, that since \( q_n = q_{\ell m+k} = O(|b|^{-m}) \) by Lemma 3.5, it follows from Lemma 3.6 that

\[
\alpha = \frac{p_n}{q_n} + O(|b|^{2m}).
\]
Proof of Lemma 3.6. As a preliminary step (note that this is not part of the statement), we show that (3.12) holds when \( m = 1 \) and \( k = 0 \), that is
\[
q_\ell \alpha = p_\ell - b. \tag{3.15}
\]

It is well known that \( \alpha \) is a root of the polynomial \( q_\ell x^2 + (q_{\ell+1} - p_\ell) x - p_{\ell+1} \) (see e.g. [12, p. 69]), and since \( \alpha > 0 \) we must have
\[
\alpha = \frac{-q_{\ell+1} + p_\ell + \sqrt{(q_{\ell+1} - p_\ell)^2 + 4p_{\ell+1}q_\ell}}{2q_\ell}
= \frac{p_\ell - (q_{\ell+1} + p_\ell) + \sqrt{(q_{\ell+1} + p_\ell)^2 - 4q_{\ell+1}p_\ell + 4p_{\ell+1}q_\ell}}{2q_\ell}
\]
Using that \( c(\alpha) = q_{\ell+1} + p_\ell \) and \( p_{\ell+1}q_\ell - q_{\ell+1}p_\ell = (-1)^{\ell-1} \), we thus get
\[
q_\ell \alpha = p_\ell - \frac{c(\alpha) - \sqrt{c(\alpha)^2 + 4(-1)^{\ell-1}}}{2} = p_\ell - b.
\]

Now let us see that (3.12) holds for all \( n = \ell m + k \geq 2\ell \). We recall the closed forms
\[
p_n = p_{\ell m+k} = \frac{1}{a - b} \left( (a^m - b^m)p_{\ell+k} + (-1)^{\ell-1}(a^{m-1} - b^{m-1})p_k \right),
\]
and
\[
q_n = q_{\ell m+k} = \frac{1}{a - b} \left( (a^m - b^m)q_{\ell+k} + (-1)^{\ell-1}(a^{m-1} - b^{m-1})q_k \right),
\]
from Lemmas 3.3 and 3.2 respectively. Multiplying the latter with \( \alpha \), and using (3.15), we get
\[
q_n \alpha = p_\ell - \frac{c(\alpha) - \sqrt{c(\alpha)^2 + 4(-1)^{\ell-1}}}{2} = p_\ell - b.
\]

For ease of notation, let us write \( A = (a^m - b^m) \) and \( B = (-1)^{\ell-1}(a^{m-1} - b^{m-1}) \). We then have
\[
q_n \alpha - p_n = \frac{1}{q_\ell(a - b)} \left( (p_\ell - b) (Aq_{\ell+k} + Bq_k) - (Ap_{\ell+k} + Bq_\ell p_k) \right)
= \frac{1}{q_\ell(a - b)} \left( A(q_{\ell+k}p_\ell - bq_{\ell+k} - q_\ell p_{\ell+k}) + B(p_\ell q_k - b q_k - q_\ell p_k) \right).
\]
Now recall from Lemma 2.2 that
\[
q_{\ell+k}p_\ell - q_\ell p_{\ell+k} = (-1)^\ell q_k \]
(part \textbf{[a]} with $m = \ell$ and $n = k$) and

$$p_k q_k = q_{\ell+k} - q_{\ell+1} q_k$$

(part \textbf{[b]} with $m = \ell$ and $n = k$). Inserting this above, we get

$$q_n \alpha - p_n = \frac{1}{q_\ell (a - b)} \left( A((-1)^\ell q_k - b q_{\ell+k}) + B(-q_{\ell+k} + q_k(q_{\ell+1} + p_\ell - b)) \right)$$

$$= \frac{1}{q_\ell} \left( - \left( \frac{Ab + B}{a - b} \right) q_{\ell+k} + \left( \frac{(-1)^\ell A + Ba}{a - b} \right) q_k \right),$$

where we have used that $q_{\ell+1} + p_\ell - b = c(\alpha) - b = a$. From $ab = (-1)^\ell$, it follows that

$$\frac{Ab + B}{a - b} = b^m \quad \text{and} \quad \frac{(-1)^\ell A + Ba}{a - b} = ab^m.$$ 

Accordingly, we have

$$q_n \alpha - p_n = \frac{b^m}{q_\ell} (aq_k - q_{\ell+k}).$$

Finally, we know from the general theory of continued fractions that $p_n/q_n$ is greater than $\alpha$ if $n$ is even and smaller than $\alpha$ if $n$ is odd. We thus get

$$q_n \alpha - p_n = (-1)^{n-1} \left( \frac{b^m}{q_\ell} (aq_k - q_{\ell+k}) \right)$$

$$= (-1)^{\ell m + k - 1} ((-1)^\ell b)^m \cdot \frac{1}{q_\ell} |aq_k - q_{\ell+k}| = e_k b^m,$$

with $e_k$ given in (3.13). This completes the proof of Lemma 3.6 \hfill \Box

With Lemma 3.6 established, we may now formulate the following analog of the Fibonacci sequence (3.2) for the general case of irrationals with a periodic continued fraction expansion.

**Lemma 3.7.** Let $\ell \in \mathbb{N}$ and $k \in \{0, 1, \ldots, \ell - 1\}$ be fixed integers, and let $(p_n/q_n)_{n \geq 1}$ be the convergents for $\alpha = [0; a_1, \ldots, a_\ell]$. We have that

$$q_{\ell m+k-1} q_{\ell m+k} = p_{\ell m+k}(\alpha_{\sigma_k}) q_{\ell m+k}(\alpha_{\sigma_k}) = \alpha_{\sigma_k} + O(|b|^{2m}), \quad (3.16)$$

where $b$ is given in (3.5).
Remark. In the special case when $\alpha = \omega$ is the fractional part of the golden mean and $q_n = F_n$ is the Fibonacci sequence, we have $k = 0$, $\alpha_{\sigma_0} = \alpha = \omega$ and $b = \omega$. Accordingly, Lemma 3.7 reduces to the Fibonacci identity (3.2) in this case.

Proof of Lemma 3.7. For ease of notation, we write $n = \ell m + k$. Let us first see that $q_{n-1}/q_n = p_n(\alpha_{\sigma_k})/q_n(\alpha_{\sigma_k})$. We treat only the case $k \geq 1$ (the case $k = 0$ is similar). On the one hand, we have

$$
p_n(\alpha_{\sigma_k})/q_n(\alpha_{\sigma_k}) = [0; a_{k-1}, \ldots, a_1, a_\ell, \ldots, a_k, a_{k-1}, \ldots, a_1].$$

On the other hand, using the recursion formula for $q_n$, we get

$$
q_{n-1}/q_n = q_{\ell m+k-1}(\alpha)/q_{\ell m+k}(\alpha) = 1/a_{k-1} + q_{\ell m+k-2}/q_{\ell m+k-1} = 1/a_{k-1} + 1/a_{k-2} + q_{\ell m+k-3}/q_{\ell m+k-2} = \ldots = [0; a_{k-1}, \ldots, a_1, a_\ell, \ldots, a_1].
$$

Thus, these quotients are equal. Finally, it follows from (3.14) and the fact that $b(\alpha_{\sigma_k}) = b(\alpha)$ for every $k \in \{0, 1, \ldots, \ell - 1\}$ that

$$
p_n(\alpha_{\sigma_k})/q_n(\alpha_{\sigma_k}) = \alpha_{\sigma_k} + O(|b(\alpha_{\sigma_k})|^{2m}) = \alpha_{\sigma_k} + O(|b|^{2m}).$$

We conclude this section by a more thorough investigation of the constants $c_k$ and $e_k$ in (3.11) and (3.13). More specifically, we consider the absolute value of their product $|c_k e_k|$. This quantity will repeatedly appear in the proof of Theorem 1.2 and the following lemma on $|c_k e_k|$ will then be useful.

Lemma 3.8. For $c_k$ and $e_k$ given in (3.11) and (3.13), we have that

$$
|c_k e_k| = \frac{q_k(\alpha_{\tau_k})}{a - b} = \frac{q_k(\alpha_{\tau_k})}{c(\alpha_{\tau_k}) - 2b}.
$$

(3.17)

with $a$ and $b$ given in (3.4) and (3.5). It follows that $|c_k e_k| < 1$ for each $k = 0, 1, \ldots, \ell - 1$. 
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Proof. Recalling the definition of $c_k$ and $e_k$, we have 

$$|c_k e_k| = \left|\frac{(q_{\ell+k} - b q_k)(aq_k - q_{\ell+k})}{q(a-b)}\right| = \left|\frac{q_k (c(\alpha)q_{\ell+k} + (-1)^{\ell-1} q_k) - q_{\ell+k}^2}{q_{\ell}(a-b)}\right|,$$

where we have used that $a + b = c(\alpha)$ and $ab = (-1)^\ell$. We now look at the numerator in this expression. Using the recursion formula in Lemma 2.3 and Lemma 2.2(b) (with $r = \ell + k$), we have 

$$c(\alpha)q_{\ell+k} + (-1)^{\ell-1} q_k = q_{\ell+1}q_{\ell+k} + q_{\ell}p_{\ell+k}.$$ 

Inserting this in the numerator, we get 

$$|c_k e_k| = \left|\frac{q_{k}q_{\ell+k} + q_{\ell+k}(q_{\ell+1} - q_{\ell+k})}{q_{\ell}(a-b)}\right| = \left|\frac{q_{k}p_{\ell+k} - q_{\ell+k}p_{\ell+k}}{(a-b)}\right|,$$

where for the last equality we have used that $q_{k}q_{\ell+1} - q_{\ell+k} = -q_{\ell}p_{k}$ (Lemma 2.2(b) with $r = k$). It now follows from Lemma 2.2(a) (with $m = k$ and $n = \ell$) and $c(\alpha) = c(\alpha_{\tau_k})$ that 

$$|c_k e_k| = \frac{q_{\ell}(\alpha_{\tau_k})}{a-b} = \frac{q_{\ell}(\alpha_{\tau_k})}{c(\alpha) - 2b} = \frac{q_{\ell}(\alpha_{\tau_k})}{c(\alpha_{\tau_k}) - 2b},$$

which confirms (3.17).

From (3.17) it easily follows that $|c_k e_k| < 1$. For $\ell = 1$, we get 

$$|c_0 e_0| = \frac{1}{\sqrt{a_1^2 + 4}} < 1.$$ 

For $\ell \geq 2$, we have $p_{\ell}(\alpha_{\tau_k}) \geq 1$, and accordingly 

$$|c_k e_k| = \frac{q_{\ell}(\alpha_{\tau_k})}{q_{\ell+1}(\alpha_{\tau_k}) + p_{\ell}(\alpha_{\tau_k}) - 2b} < \frac{q_{\ell}(\alpha_{\tau_k})}{q_{\ell+1}(\alpha_{\tau_k}) - 1} \leq 1$$

for each $k = 0, 1, \ldots, \ell - 1$. This completes the proof of Lemma 3.8. 

\begin{flushright} \Box \end{flushright}

4 Decomposing $Q_{\ell m+k}(\alpha)$

The aim of this section is to decompose the product of sines $Q_{\ell m+k}(\alpha)$ in \cite{11} into three subproducts 

$$Q_{\ell m+k}(\alpha) = A_m B_m C_m$$

where

$$A_m = \left|2q_n \sin \pi e_k b^m \right| \cdot \prod_{t=1}^{q_n-1} \frac{s_{mt}}{2 \sin (\pi t/q_n)} \cdot \prod_{t=1}^{q_n-1} \left(1 - \frac{s_{mt}^2}{s_{mt}^2}\right)^{1/2},$$

$$B_m = \left|2q_n \sin \pi e_k b^m \right| \cdot \prod_{t=1}^{q_n-1} \frac{s_{mt}}{2 \sin (\pi t/q_n)} \cdot \prod_{t=1}^{q_n-1} \left(1 - \frac{s_{mt}^2}{s_{mt}^2}\right)^{1/2},$$

and

$$C_m = \left|2q_n \sin \pi e_k b^m \right| \cdot \prod_{t=1}^{q_n-1} \frac{s_{mt}}{2 \sin (\pi t/q_n)} \cdot \prod_{t=1}^{q_n-1} \left(1 - \frac{s_{mt}^2}{s_{mt}^2}\right)^{1/2}.$$
where \( n = \ell m + k \) and \( s_{mt} \) is a perturbed rational sine function defined in (4.1) below. This decomposition is achieved by substituting the identity 
\[
\alpha = p_n / q_n + e_k b^m / q_n
\]
from Lemma 3.6 into the definition of \( Q_{\ell m+k}(\alpha) \), which in turn allows us to view \( Q_{\ell m+k}(\alpha) \) as a perturbation of the rational sine product 
\[
\prod_{r=1}^{q_n-1} |2 \sin \pi r (p_n / q_n)|.
\]
Accordingly, proving Theorem 1.2 is a matter of showing that these perturbations have a suitable behaviour. For the latter task, it is a disadvantage that the perturbations \( e_k b^m / q_n \) do not sum up to zero. However, by a rebasing of the argument one can attain a set of shifted perturbations \( e_k b^m (r/q_n - 1/2) \) which do sum up to zero, and this approach eventually leads to the decomposition above.

At the end of this section, we show the straightforward convergence of \( A_m \) as \( m \to \infty \). The convergence of \( B_m \) and \( C_m \) requires more work, and is treated in subsequent Sections 5 and 6. Finally, we conclude that \( Q_{\ell m+k}(\alpha) \) must be convergent for every fixed \( \ell \in \mathbb{N} \) and \( k \in \{0, 1, \ldots, \ell - 1\} \) in Section 7.

### 4.1 Important families of sequences

Before we decompose \( Q_{\ell m+k}(\alpha) \) into subproducts \( A_m, B_m \) and \( C_m \) in Section 4.2, let us introduce certain families of sequences which enter into the decomposition. For integers \( m \geq 1 \) and \( t \in \{0, 1, \ldots, q_{\ell m+k} - 1\} \), we define:

\[
s_{mt} := 2 \sin \pi \left( \frac{t}{q_{\ell m+k}} - |e_k b^m| \left( \left\{ \frac{t q_{\ell m+k}-1}{q_{\ell m+k}} \right\} - \frac{1}{2} \right) \right)
\]

(4.1)

\[
\xi_{mt} := \left\{ \frac{t q_{\ell m+k}-1}{q_{\ell m+k}} \right\} - \frac{1}{2}
\]

(4.2)

\[
\xi_{\infty t} := \{t \alpha_{\sigma_k}\} - \frac{1}{2}
\]

(4.3)

\[
h_{mt} := \cot \left( \frac{\pi t}{q_{\ell m+k}} \right) \sin \pi |e_k b^m| \xi_{mt}
\]

(4.4)

\[
h_{\infty t} := \frac{|c_k e_k| \xi_{\infty t}}{t}, \quad (t \neq 0)
\]

(4.5)

Combining (4.1) and (4.2), we get

\[
s_{mt} = 2 \sin \pi \left( \frac{t}{q_{\ell m+k}} - \xi_{mt} |e_k b^m| \right).
\]

(4.6)

It is clear from the definition of \( \xi_{mt} \) that \( |\xi_{mt}| \leq 1/2 \), and since \( |b| < 1 \), we recognize \( s_{mt} \) as the perturbation of a rational sine, where the perturbation tends to zero as \( m \) increases. As we have already seen, the sequence \( s_{mt} \) plays a crucial role in the decomposition of \( Q_{\ell m+k}(\alpha) \).
The sequences $h_{mt}$ and $h_{\infty t}$ will not enter the story until the convergence of the subproduct $B_m$ is considered in Section 6. Nevertheless, we introduce them at this early stage.

**Lemma 4.1.** Let $s_{mt}$, $\xi_{mt}$, $\xi_{\infty t}$, $h_{mt}$ and $h_{\infty t}$ be the sequences given in (4.1) – (4.5). We have that:

(a) $s_{mt} = s_{m(q\ell m + k) - t}$, $h_{mt} = h_{m(q\ell m + k) - t}$ and $\xi_{mt} = -\xi_{m(q\ell m + k) - t}$ for all $t \in \{0, 1, \ldots, q\ell m + k - 1\}$.

(b) $s_{mt} > s_{m0}$ for all $t \in \{1, 2, \ldots, q\ell m + k - 1\}$ if $m$ is sufficiently large.

(c) $\xi_{mt} - \xi_{\infty t} = \mathcal{O}(tb^{2m})$, and thus for any fixed $t \in \mathbb{N}$, we have

$$\lim_{m \to \infty} \xi_{mt} = \xi_{\infty t}.$$ 

(d) $h_{mt} - h_{\infty t} = \mathcal{O}(tb^{2m})$, and thus for any fixed $t \in \mathbb{N}$, we have

$$\lim_{m \to \infty} h_{mt} = h_{\infty t}.$$

**Proof.** For ease of notation, let us again write $n = \ell m + k$.

We first verify (a). The fact that $\{-x\} = 1 - \{x\}$ for $x \in \mathbb{R}\setminus\mathbb{Z}$ immediately implies $\xi_{mt} = -\xi_{m(qn - t)}$. Combining this with $\sin(\pi - x) = \sin x$, we get

$$s_{m(qn - t)} = 2 \sin \pi \left(\frac{qn - t}{qn} - \xi_{m(qn - t)}|e_k b^m|\right) = 2 \sin \pi \left(1 - \left(\frac{t}{qn} - \xi_{mt}|e_k b^m|\right)\right) = s_{mt},$$

and likewise since $\cot(\pi - x) = -\cot x$ and $\sin x$ is an odd function, we have

$$h_{m(qn - t)} = \cot \pi \left(1 - \frac{t}{qn}\right) \sin (-\pi|e_k b^m|\xi_{mt}) = h_{mt}$$

for every $t \in \{0, 1, \ldots, qn - 1\}$.

Now let us verify (b). In light of (a) it is enough to verify $s_{mt} > s_{m0}$ for $t \in \{1, 2, \ldots, \left\lfloor qn/2 \right\rfloor\}$. Writing $s_{mt}$ as in (4.6), and recalling that $|\xi_{mt}| < 1/2$ for these values of $t$, it is clear that $s_{mt} > s_{m(t-1)}$, and in particular

$$s_{m1} > 2 \sin \pi \left(\frac{1}{qn} - \frac{1}{2}|e_k b^m|\right) > 2 \sin \frac{\pi|e_k b^m|}{2} = s_{m0},$$
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if only $|e_kb^m| < q^{-1}$. This in turn follows from Lemmas 3.3 and 3.8 as
\[ q_n|e_kb^m| = |c_ek| + O(|b|^{2m}) < 1 \]
for sufficiently large values of $m$.

Finally, we verify (c) and (d). It follows directly from Lemma 3.7 that
\[ \xi_{mt} = \{t\alpha_{\sigma_k}\} - \frac{1}{2} + O(t^2b^{2m}) = \xi_{\infty} + O(t^2b^{2m}), \]
which confirms (c). For property (d), we use \( \cot x = (1/x)(1 + O(x^2)) \) and \( \sin x = x(1 + O(x^2)) \) to rewrite \( h_{mt} \) as
\[ h_{mt} = \frac{q_n|e_kb^m|\xi_{mt}}{t} (1 + O(t^2b^{2m})) = \xi_{\infty} + O(t^2b^{2m}), \]
and finally by recalling property (c) it follows that \( h_{mt} = h_{\infty} + O(t^2b^{2m}) \).
This confirms (d) and completes the proof of Lemma 4.1. \( \square \)

### 4.2 Decomposition of \( Q_{\ell m+k}(\alpha) \)

We are now equipped to decompose the sine product \( Q_{\ell m+k}(\alpha) \).

**Lemma 4.2.** Fix \( k \in \{0, 1, \ldots, \ell - 1\} \), and for integers \( m \geq 1 \) and \( t \in \{0, 1, \ldots, q_{\ell m+k-1}\} \), let \( s_{mt} \) be given in (4.1). The product of sines \( Q_{\ell m+k}(\alpha) \) can be written as
\[ Q_{\ell m+k}(\alpha) = \prod_{r=1}^{q_{\ell m+k}} |2 \sin \pi r\alpha| = A_mB_mC_m, \]
where:
\[ A_m = |2q_{\ell m+k} \sin \pi e_kb^m| \quad (4.7) \]
\[ B_m = \left| \prod_{t=1}^{q_{\ell m+k-1}} \frac{s_{mt}}{2 \sin(\pi t/q_{\ell m+k})} \right| \quad (4.8) \]
\[ C_m = \left| \prod_{t=1}^{(q_{\ell m+k-1})/2} \left( 1 - \frac{s_{2m0}^2}{s_{mt}^2} \right) \right| \quad (4.9) \]
Proof. Again we introduce \( n = \ell m + k \) for ease of notation. We then have \( Q_{\ell m+k}(\alpha) = Q_n(\alpha) = \prod_{r}^n |2\sin \pi r\alpha| \), and

\[
Q^2_n(\alpha) = (2 \sin \pi q_n \alpha)^2 \left( \prod_{r=1}^{q_n-1} 2 \sin \pi r\alpha \right)^2
= (2 \sin \pi q_n \alpha)^2 \prod_{r=1}^{q_n-1} (2 \sin \pi r\alpha) (2 \sin \pi (q_n - r)\alpha)
= (2 \sin \pi q_n \alpha)^2 \prod_{r=1}^{q_n-1} 2 (\cos(2\pi r\alpha - \pi q_n \alpha) - \cos \pi q_n \alpha).
\]

For the last equality we have used the identity \( \sin(x) \sin(y) = (\cos(x - y) - \cos(x + y))/2 \). Inserting \( q_n \alpha = p_n + e_k b^m \) from Lemma 3.6 in the expression above, we get

\[
Q^2_n(\alpha) = (2 \sin \pi e_k b^m)^2 \prod_{r=1}^{q_n-1} 2(-1)^{p_n} (\cos(2\pi r\alpha - \pi e_k b^m) - \cos \pi e_k b^m)
= (2 \sin \pi e_k b^m)^2 \prod_{r=1}^{q_n-1} 4 \left( \sin^2 \left( \pi r\alpha - \frac{\pi}{2} e_k b^m \right) - \sin^2 \left( \frac{\pi}{2} e_k b^m \right) \right).
\]

Observe that we have used the identity \( \cos(x) = 1 - 2\sin^2(x/2) \) and that \((-1)^{(p_n+1)(q_n-1)} = 1 \). The latter follows from the fact that \( \gcd(p_n, q_n) = 1 \), and accordingly either \((p_n+1)\) or \((q_n-1)\) is an even number. This concludes the rebasing of the argument described in the introduction to this section.

We now aim to express \( Q^2_n(\alpha) \) as a product of perturbed rational sines. Again we use the identity \( \alpha = p_n/q_n + e_k b^m/q_n \) from Lemma 3.6 to get

\[
\sin^2 \left( \pi r\alpha - \frac{\pi}{2} e_k b^m \right) = \sin^2 \pi \left( \frac{r p_n}{q_n} + e_k b^m \left( \frac{r}{q_n} - \frac{1}{2} \right) \right).
\]

By the substitution \( t = r p_n \mod q_n \), and recalling from (2.5) that \( p_n q_n - 1 = (-1)^n \mod q_n \), we have

\[
\sin^2 \left( \pi r\alpha - \frac{\pi}{2} e_k b^m \right) = \sin^2 \pi \left( \frac{r p_n \mod q_n}{q_n} + e_k b^m \left( \frac{r}{q_n} - \frac{1}{2} \right) \right)
= \sin^2 \pi \left( \frac{t}{q_n} + e_k b^m \left( \frac{(-1)^n t q_n - 1 \mod q_n}{q_n} - \frac{1}{2} \right) \right).
\]
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with $s_{mt}$ given in (4.1), and where we have used $e_k b^m = (-1)^{n-1}|e_k b^m|$ and 

\[
\frac{(-1)^n t q_{n-1} \bmod q_n}{q_n} - \frac{1}{2} = \left\{ \frac{(-1)^n t q_{n-1}}{q_n} \right\} - \frac{1}{2} = (-1)^n \left( \left\{ \frac{t q_{n-1}}{q_n} \right\} - \frac{1}{2} \right).
\]

As $r$ runs through the values $1, 2, \ldots, q_n - 1$, so does $t = r p_n \bmod q_n$. Accordingly, we get

\[
Q_n^2(\alpha) = (2 \sin \pi e_k b^m)^2 \prod_{t=1}^{q_n-1} \left( s_{mt}^2 - s_{m0}^2 \right)
\]

\[
= (2 \sin \pi e_k b^m)^2 \prod_{t=1}^{q_n-1} s_{mt}^2 \prod_{t=1}^{q_n-1} \left( 1 - \frac{s_{m0}^2}{s_{mt}^2} \right)
\]

\[
= (2q_n \sin \pi e_k b^m)^2 \prod_{t=1}^{q_n-1} s_{mt}^2 \prod_{t=1}^{q_n-1} \left( 1 - \frac{s_{m0}^2}{s_{mt}^2} \right).
\]

For the last equality above we have used the well-known identity

\[
\prod_{r=1}^{q-1} 2 \sin \left( \frac{\pi rp}{q} \right) = q
\]

whenever $p, q \in \mathbb{Z}$ satisfy $\gcd(p, q) = 1$ (see e.g. [11] for a nice proof). Finally, we recall from Lemma 4.1(a) that $s_{mt} = s_{m(q_n-t)}$ and hence $s_{mt}^2 = s_{m(q_n-t)}^2$ for every $t \in \{0, 1, \ldots, q_n - 1\}$. With our generalized notion of products introduced in Section 2.1 we thus get

\[
\prod_{t=1}^{q_n-1} \left( 1 - \frac{s_{m0}^2}{s_{mt}^2} \right) = \prod_{t=1}^{(q_n-1)/2} \left( 1 - \frac{s_{m0}^2}{s_{mt}^2} \right)^2
\]

Inserting this in the expression for $Q_n^2(\alpha)$ above and taking the square root of both sides, we arrive at

\[
Q_n(\alpha) = Q_{\ell m + k}(\alpha) = A_m B_m C_m,
\]

where $A_m$, $B_m$ and $C_m$ are given in (4.7), (4.8) and (4.9), respectively. \hfill \Box
4.3 Convergence of $A_m$

Let us now see that $A_m$ in (4.7) converges as $m \to \infty$. Since $\sin x = x + O(x^3)$, we have

$$A_m = \left| 2q_{tm+k} \left( \pi e_k b^m + O(b^{3m}) \right) \right|. $$

By Lemma 3.5 and $|b| < 1$ it thus follows that

$$\lim_{m \to \infty} A_m = 2\pi |e_k c_k|, \quad (4.10)$$

where $c_k$ and $e_k$ are the constants given in (3.11) and (3.13), respectively.

Alternatively, using the expression for $|e_k c_k|$ given in Lemma 3.8 we have

$$\lim_{m \to \infty} A_m = \frac{2\pi q_\ell (\alpha \tau_k)}{(a - b)}. $$

5 Convergence of $C_m$

In this section we show that the product

$$C_m = \prod_{t=1}^{(qt_{m+k}-1)/2} \left( 1 - \frac{s_{mt}^2}{s_{mk}^2} \right) $$

is convergent. This is not quite straightforward, as it is not obvious that the sequence $(C_m)_{m \geq 1}$ is monotonically decreasing. However, we will see that $(C_m)_{m \geq 1}$ is comparable to a monotonically decreasing sequence of products bounded below by a positive number.

**Theorem 5.1.** The sequence $C_m$ converges to the strictly positive limit

$$\lim_{m \to \infty} C_m = \prod_{t=1}^{\infty} \left( 1 - \frac{1}{4 \left( t/|c_k e_k| - \xi_{\infty} \right)^2} \right), \quad (5.1)$$

where $|c_k e_k|$ is given in (3.17) and $\xi_{\infty} = \{t_\alpha \sigma_k\} - 1/2$.

We will need the following Lemma for proving Theorem 5.1.

**Lemma 5.2** ([15 Lemma 4.3]). For $n \geq 2$ and real numbers $a_t$, $t = 1, 2, \ldots, n$, satisfying $A := \sum_{t=1}^n |a_t| < 1$, we have

$$1 - A < \prod_{t=1}^n (1 + a_t) < \frac{1}{1 - A}. $$
Remark. In fact, what we will need is that
\[
1 - A < \prod_{t=1}^{\eta}(1 - |a_t|) < \frac{1}{1 - A}.
\]
This is an immediate consequence of Lemma 5.2.

Proof of Theorem 5.1. For ease of notation we again write \(n = \ell m + k\), and begin by developing estimates for the quotients \(s_{n0}/s_{mt}\). We have

\[
s_{n0} = 2\sin(\pi|e_kb^m|/2) = \pi|e_kb^m| \left(1 + O(b^{2m})\right),
\]
and for \(t \geq 1\) it follows from Lemmas 3.5 and 4.1(c) that

\[
s_{mt} = 2\sin(2\pi t^n - |e_kb^m|\xi_{mt}) = 2\sin(\pi t^n b^m \left(1 + O(b^{2m})\right)).
\]

We now split the values of \(t\) at \(\eta = \lceil|b|^{-3m/5}\rceil\), and treat \(t \leq \eta\) and \(t > \eta\) separately in order to find appropriate bounds on \(s_{mt}\) in (5.2). For \(t > \eta\), we use \(\sin x \geq 2x/\pi\) for \(x \in [0, \pi/2]\) to obtain

\[
s_{mt} \geq 4t|b|^m \left(\frac{1}{c_k} - \frac{|e_k|\xi_{mt}}{t} + O(b^{2m})\right).
\]
Recall that \(c_k > 0\) and \(|\xi_{mt}| \leq 1/2\). Thus, for sufficiently large \(m\) (and thereby sufficiently large \(t\)), we have \(s_{mt} > 2\eta|b|^m/c_k\) and

\[
\frac{s_{n0}}{s_{mt}} \leq \frac{\pi|e_kb^m| \left(1 + O(b^{2m})\right)}{2\eta|b|^m/c_k} = \frac{\pi|e_kb|^m}{2\eta} \left(1 + O(b^{2m})\right) = O(\eta^{-1}).
\]

It follows that

\[
\sum_{t=\eta+1}^{(q_n-1)/2} \frac{s_{n0}^2}{s_{mt}^2} \leq q_n \cdot O(\eta^{-2}) = O(|b|^{m/5}),
\]
and accordingly this sum is convergent and smaller than one for sufficiently large \(m\). Thus, by Lemma 5.2 we get

\[
1 \geq \prod_{t=\eta+1}^{(q_n-1)/2} \left(1 - \frac{s_{n0}^2}{s_{mt}^2}\right) > 1 - \sum_{t=\eta+1}^{(q_n-1)/2} \frac{s_{n0}^2}{s_{mt}^2} \geq 1 - O(|b|^{m/5}).
\]
Now consider $t \leq \eta$. It is clear from (5.2) that by choosing $m$ sufficiently large, the argument in the sine function $s_{mt}$ can be made arbitrarily small in this case. Applying $\sin x = x + O(x^3)$, we get

$$s_{mt} = 2\pi |b|^m \left( \frac{t}{c_k e_k} - |e_k| \xi_{\infty t} + O(tb^{2m}) \right) + O(|b|^{6m/5})$$

$$= \pi |e_k b|^m \left( u_t + O(|b|^{m/5}) \right),$$

where we have introduced the notation

$$u_t = 2 \left( \frac{t}{|c_k e_k|} - \xi_{\infty t} \right) = 2 \left( \frac{t}{|c_k e_k|} - \{ t\alpha_{e_k} \} + \frac{1}{2} \right). \quad (5.4)$$

We thus have

$$s_{m0} = \frac{\pi |e_k b|^m (1 + O(b^{2m}))}{\pi |e_k b|^m (u_t + O(|b|^{m/5}))} = \frac{1 + O(|b|^{m/5})}{u_t},$$

and moreover

$$\prod_{t=1}^{\eta} \left( 1 - \frac{s_{m0}^2}{s_{mt}^2} \right) = \prod_{t=1}^{\eta} \left( 1 - \frac{1}{u_t^2} - \frac{O(|b|^{m/5})}{u_t^2} \right)$$

$$= \prod_{t=1}^{\eta} \left( 1 - \frac{1}{u_t^2} \right) \prod_{t=1}^{\eta} \left( 1 - \frac{O(|b|^{m/5})}{u_t^2 - 1} \right).$$

We look closer at the two products on the final line above. Since $|\xi_{\infty t}| < 1/2$ and $|c_k e_k| < 1$, we see from (5.4) that $u_t > 1$ for all $1 \leq t \leq \eta$. This guarantees that both products are well-defined. Moreover, we see that $u_t$ behaves as $2t/|c_k e_k|$ for large $t$. Hence by comparison with $\sum 1/t^2 = \pi^2/6$, the sum $\sum 1/(u_t^2 - 1)$ converges, and it follows that $\sum O(|b|^{m/5})/(u_t^2 - 1) = O(|b|^{m/5})$. The latter sum is thus smaller than one, provided $m$ is sufficiently large, and again it follows from Lemma 5.2 that

$$1 > \prod_{t=1}^{\eta} \left( 1 - \frac{O(|b|^{m/5})}{u_t^2 - 1} \right) \geq 1 - \sum_{t=1}^{\eta} \frac{O(|b|^{3m/5})}{u_t^2 - 1} = 1 - O(|b|^{m/5}). \quad (5.5)$$

For the second product we introduce the notation

$$U_j := \prod_{t=1}^{j} \left( 1 - \frac{1}{u_t^2} \right).$$

Since $u_t > 1$ for all $t$, the sequence $(U_j)_{j \geq 1}$ is monotonically decreasing and bounded below by zero. Thus, the limit $\lim_{j \to \infty} U_j$ exists.
By combining the estimates for \( t > \eta \) and \( t \leq \eta \), we now have

\[
C_m = U_\eta \cdot \prod_{t=1}^{\eta} \left( 1 - \frac{O(|b|^{m/5})}{u_t^2 - 1} \right) \cdot \prod_{t=\eta+1}^{(q_\eta - 1)/2} \left( 1 - \frac{s_{mt}^2}{s_{mt}^2} \right).
\]

Taking the limit of both sides as \( m \to \infty \), and recalling (5.3) and (5.5), we arrive at

\[
\lim_{m \to \infty} C_m = \lim_{\eta \to \infty} U_\eta = \prod_{t=1}^{\infty} \left( 1 - \frac{1}{u_t^2} \right),
\]

(5.6)

With \( u_t \) given in (5.4). This nearly completes the proof of Theorem 5.1. Our claim, however, is that \( \lim_{m \to \infty} C_m \) is strictly positive. This will follow from (5.6) and Lemma 5.2 if we can verify that

\[
\sum_{t=1}^{\infty} \frac{1}{u_t^2} < 1.
\]

(5.7)

Let us first verify (5.7) for \( \ell = 1 \). In this case, we have \( k = 0 \) and \( |c_0e_0| \leq 1/\sqrt{5} \) by Lemma 3.8. It follows that

\[
\sum_{t=1}^{\infty} \frac{1}{u_t^2} \leq \frac{1}{u_1^2} + \sum_{t=2}^{\infty} \frac{1}{20(t-1)^2} \leq \frac{1}{4(\sqrt{5} - 1/2)^2} + \frac{\pi^2}{120} < 1.
\]

The case \( \ell > 1 \) is more involved. However, it is easy to show that \( p_\ell(\alpha_{\sigma_k}) - 2b > 0 \) in this case, and accordingly it follows from Lemma 3.8 that

\[
\frac{1}{|c_k e_k|} = \frac{q_{\ell+1}(\alpha_{\sigma_k}) + p_\ell(\alpha_{\sigma_k}) - 2b}{q_\ell(\alpha_{\sigma_k})} \geq a_k + \frac{q_{\ell-1}(\alpha_{\sigma_k})}{q_\ell(\alpha_{\sigma_k})},
\]

where we have also used the classical recursion formula for \( q_\ell \). By Lemma 3.7 we get

\[
\frac{q_{\ell-1}(\alpha_{\sigma_k})}{q_\ell(\alpha_{\sigma_k})} = \frac{p_\ell(\alpha_{\sigma_0 \tau_k})}{q_\ell(\alpha_{\sigma_0 \tau_k})} = \frac{p_\ell(\alpha_{\sigma_k})}{q_\ell(\alpha_{\sigma_k})},
\]

(recall from the proof of Lemma 2.4 that \( \sigma_k = \sigma_0 \tau_k \)) and thus we have

\[
u_1 = 2 \left( \frac{1}{|c_k e_k|} - \alpha_{\sigma_k} + \frac{1}{2} \right) \geq 2 \left( a_k + \frac{p_\ell(\alpha_{\sigma_k})}{q_\ell(\alpha_{\sigma_k})} - \alpha_{\sigma_k} + \frac{1}{2} \right).
\]

(5.8)

By the standard error estimate (2.6) for continued fractions, we know that

\[
\left| \frac{p_\ell(\alpha_{\sigma_k})}{q_\ell(\alpha_{\sigma_k})} - \alpha_{\sigma_k} \right| < \frac{1}{q_{\ell+1}(\alpha_{\sigma_k}) q_\ell(\alpha_{\sigma_k})} < \frac{1}{2}
\]
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when $\ell > 1$, and inserting this in (5.8) we find that $u_1 \geq 2a_k \geq 2$. For all other terms in the sum $\sum 1/u_t^2$, the estimate $|c_k e_k| < 1$ from Lemma 3.8 suffices. We get

$$\sum_{t=1}^{\infty} \frac{1}{u_t^2} \leq \frac{1}{4} + \sum_{t=2}^{\infty} \frac{1}{4(t-1/2)^2} = \frac{1}{4} + \frac{\pi^2}{8} - 1 < 0.49.$$ 

This verifies (5.7) for the case $\ell > 1$. Thus, we conclude that $\lim_{m \to \infty} C_m > 0$, and this completes the proof of Theorem 5.1. 

6 Convergence of $B_m$

The aim of this section is to verify the convergence of

$$B_m = \prod_{t=1}^{q_m+k-1} \frac{s_{mt}}{2 \sin(\pi t/q_m)}$$

as $m \to \infty$. We will see that this requires greater efforts than verifying the convergence of $C_m$. In fact, what we will show is that $\log B_m$ converges to a finite limit, and accordingly $\lim_{m \to \infty} B_m$ exists and is strictly positive.

For the remainder of this section, let us again ease notation by writing $n = \ell m + k$. We begin by examining each term of the product $B_m$. Recalling the definition of $s_{mt}$ from (4.1), we have

$$\frac{s_{mt}}{2 \sin(\pi t/q_m)} = \cos(\pi |e_k b^m| \xi_{mt} - \cot(\pi t/q_m) \sin(\pi |e_k b^m| \xi_{mt})$$

$$= 1 - 2(\pi |e_k b^m| \xi_{mt}/2) - h_{mt},$$

with $h_{mt}$ given in (4.4). Taking $\beta_{mt} := 2(\pi |e_k b^m| \xi_{mt}/2)$, it is easily verified that $\beta_{mt(q_n-t)} = \beta_{mt}$ for $t \in \{1, \ldots, q_n - 1\}$. Likewise, we recall from Lemma 4.1(a) that $h_{mt(q_n-t)} = h_{mt}$, and thus

$$B_m = \prod_{t=1}^{q_n-1} (1 - \beta_{mt} - h_{mt}) = \prod_{t=1}^{(q_n-1)/2} (1 - \beta_{mt} - h_{mt})^2.$$ 

This shows that we need only consider $t \in \{1, \ldots, (q_n - 1)/2\}$.

Let us now show that rather than analyzing $B_m$, we may choose to analyze the simpler product

$$B'_m := \prod_{t=1}^{q_n-1} (1 - h_{mt}) = \prod_{t=1}^{(q_n-1)/2} (1 - h_{mt})^2. \quad (6.1)$$
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Taking logarithms, we get
\[ \log(1 - \beta_{mt} - h_{mt}) = \log(1 - h_{mt}) + \log\left(1 - \frac{\beta_{mt}}{1 - h_{mt}}\right). \] (6.2)

Our claim is that the latter term on the right hand side in (6.2) will not contribute significantly to the sum \( \log B_m = \sum \log(1 - \beta_{mt} - h_{mt}) \). To see this, let us first estimate the size of \( h_{mt} \) and \( \beta_{mt} \). Considering only \( t \in \{1, \ldots, (q_n - 1)/2\} \), we use \( \cot x < \frac{1}{x} \) and \( \sin x < x \) to obtain
\[ |h_{mt}| = \cot(\pi t/q_n) \sin \pi |\epsilon_k b^m| \xi_{mt} \leq \frac{q_n |\epsilon_k b^m| \xi_{mt}}{t}. \]

We recall from Lemmas 3.5 and 3.8 that \( q_n |\epsilon_k b^m| = |c_k e_k| + O(b^{2m}) < 1 \) for sufficiently large \( m \). As \( |\xi_{mt}| < 1/2 \), we thus get
\[ |h_{mt}| < \frac{1}{2t} < \frac{1}{2}, \] (6.3)
and it follows that \( 1 - h_{mt} > 1/2 \). For \( \beta_{mt} \), we have
\[ \beta_{mt} < 2 \left( \frac{\pi |\epsilon_k b^m| \xi_{mt}}{2} \right)^2 < \frac{\pi^2 (\epsilon_k b^m)^2}{8}, \]
and thus for sufficiently large values of \( m \) we get \( |\beta_{mt}/(1 - h_{mt})| < 1 \) and
\[ \log\left(1 - \frac{\beta_{mt}}{1 - h_{mt}}\right) = -\sum_{j=1}^{\infty} \frac{1}{j} \left( \frac{\beta_{mt}}{1 - h_{mt}} \right)^j = O(b^{2m}). \] (6.4)

Recalling that \( q_n = O(|b|^{-m}) \), it now follows from (6.2) and (6.4) that
\[ |\log B_m - \log B^*_m| = 2 \sum_{t=1}^{(q_n-1)/2} \log\left(1 - \frac{\beta_{mt}}{1 - h_{mt}}\right) = O(|b|^m), \]
and thus \( \lim_{m \to \infty} \log B_m = \lim_{m \to \infty} \log B^*_m \). This confirms that we may choose to analyze \( B^*_m \) in (6.1) rather than the original product \( B_m \).

Finally, we rewrite \( \log B^*_m \) using its Taylor expansion as
\[ \log B^*_m = 2 \sum_{t=1}^{(q_n-1)/2} \log(1 - h_{mt}) = -2 \sum_{t=1}^{(q_n-1)/2} \sum_{j=1}^{\infty} \frac{1}{j} h_{mt}^j \]
\[ = -2 \left( \sum_{t=1}^{(q_n-1)/2} h_{mt} + \sum_{t=1}^{(q_n-1)/2} \sum_{j=2}^{\infty} \frac{1}{j} h_{mt}^j \right) = -2(H_m^{(1)} + H_m^{(2)}). \] (6.5)

We go on to study the behaviour of the two sums \( H_m^{(1)} \) and \( H_m^{(2)} \) separately in the following subsections.
6.1 Convergence of $H_m^{(2)}$

Let us first treat the sum

$$H_m^{(2)} = \sum_{t=1}^{(q_n-1)/2} \sum_{j=2}^\infty \frac{1}{j} h_{mt}^j.$$  

It is an easy task to show that $H_m^{(2)}$ is bounded, but showing convergence requires greater efforts.

We begin by showing that terms where $t$ or $j$ is greater than $|b|^{m/2}$ will not contribute significantly to $H_m^{(2)}$. Recall from (6.3) that $|h_{mt}| < 1/(2t)$ for sufficiently large $m$, and thus for $u \geq 2$ we get

$$\left| \sum_{j=2}^{\infty} \frac{1}{j} h_{mt}^j \right| < \sum_{j=2}^{\infty} \frac{|h_{mt}^u|}{1-|h_{mt}|} < 2 \left( \frac{1}{2t} \right)^u.$$  

Now let $u = \lfloor |b|^{-m/2} \rfloor$, and choose $m$ so that $2 \leq u \leq (q_n - 1)/2$ and (6.3) holds. We then have

$$\left| \sum_{t=u+1}^{(q_n-1)/2} \sum_{j=2}^{\infty} \frac{1}{j} h_{mt}^j \right| < \sum_{t=u+1}^{(q_n-1)/2} 2 \left( \frac{1}{2t} \right)^2 < \sum_{t=u+1}^{\infty} \frac{1}{t^2} < \frac{1}{2u}.$$  

and

$$\left| \sum_{t=1}^{u} \sum_{j=u+1}^{\infty} \frac{1}{j} h_{mt}^j \right| < \sum_{t=1}^{u} 2 \left( \frac{1}{2t} \right)^{u+1} < \left( \frac{1}{2} \right)^u \sum_{t=1}^{\infty} \frac{1}{t^2} = \frac{\pi^2}{6} \cdot 2^u.$$  

Both of these sums are $O(|b|^{m/2})$, and it follows that

$$H_m^{(2)} = \sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{mt}^j + \sum_{t=1}^{u} \sum_{j=u+1}^{\infty} \frac{1}{j} h_{mt}^j + \sum_{t=u+1}^{(q_n-1)/2} \sum_{j=2}^{\infty} \frac{1}{j} h_{mt}^j$$

$$= \sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{mt}^j + O(|b|^{m/2}).$$

Thus, we have

$$H_m^{(2)} \sim \sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{mt}^j,$$

where we recall from Section 2.1 that this notation means that the limit of $H_m^{(2)}$ equals that of its truncation $\sum_{t=1}^{u} \sum_{j=2}^{u} h_{mt}^j / j$ as $m \to \infty$.  
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Now let us see that
\[
\sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{mt}^j \sim \sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{\infty t}^j, \tag{6.7}
\]
where \( h_{\infty t} \) is given in (1.5). As we are considering only \( j, t \leq u \), we have \( j t \leq u^2 \leq |b|^{-m} \), and hence \( j t b^{2m} \to 0 \) as \( m \to \infty \). From Lemma 4.1(d) we therefore get
\[
h_{mt}^j - h_{\infty t}^j = \left( h_{\infty t} + O(t b^{2m}) \right)^j - h_{\infty t}^j = O(j t b^{2m}),
\]
and it follows that
\[
\sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} (h_{mt}^j - h_{\infty t}^j) = \sum_{t=1}^{u} \sum_{j=2}^{u} O(t b^{2m}) = O(u^3 b^{2m}) = O(|b|^{m/2}).
\]
This confirms (6.7).

Finally, by reusing the argument that led us to conclude that \( H_m^{(2)} \sim \sum_{t=1}^{u} \sum_{j=2}^{u} h_{mt}^j / j \), we find that
\[
\sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{mt}^j \sim \sum_{t=1}^{u} \sum_{j=2}^{u} \frac{1}{j} h_{\infty t}^j, \tag{6.8}
\]
and recalling that \( |h_{\infty t}| = |c_k e_k^\infty / t| < 1/(2t) < 1/2 \), we get
\[
\sum_{t=1}^{\infty} \sum_{j=2}^{\infty} \frac{1}{j} |h_{\infty t}|^j < \sum_{t=1}^{\infty} \frac{h_{\infty t}^2}{1 - |h_{\infty t}|} < \infty.
\]
Thus, the sum on the right hand side in (6.8) is absolutely convergent. We denote its limit by \( \Gamma^{(2)}_{t,k} \), and from (6.6)–(6.8) it follows that
\[
\lim_{m \to \infty} H_m^{(2)} = \Gamma^{(2)}_{t,k}. \tag{6.9}
\]

### 6.2 Convergence of \( H_m^{(1)} \)

We are left with verifying the convergence of
\[
H_m^{(1)} = \sum_{t=1}^{(q_n-1)/2} h_{mt}.
\]
This rather tedious task is performed in several steps. Eventually we will see that if \( \lim_{m \to \infty} H_m^{(1)} \) exists, then it equals the limit of \( \sum_{t=1}^{(q_n-1)/2} C_{mt} S_{mt} \), where
$S_{mt}$ is a sum of sines and $C_{mt}$ is a cotangent difference. Careful estimates of $S_{mt}$ and $C_{mt}$ will reveal that the sum $\sum C_{mt}S_{mt}$ indeed converges.

Note first that we may return to standard summation notation at this point, as $h_m(q_n/2) = 0$ if $q_n$ is even. Thus, we let $M_n := [(q_n - 1)/2]$ and have

$$H_m^{(1)} = \sum_{t=1}^{M_n} h_{mt} = \sum_{t=1}^{M_n} \cot \left( \frac{\pi t}{q_n} \right) \sin \pi |e_kb^m| \xi_{mt},$$

regardless of whether $q_n$ is even or odd.

Now let us see that

$$H_m^{(1)} \sim H_m^* := \sum_{t=1}^{M_n} \cot \left( \frac{\pi t}{q_n} \right) \sin \pi |e_kb^m| \xi_{\infty t},$$

(6.10)

where we again recall that $f(m) \sim g(m)$ means $\lim_{m \to \infty} f(m)/g(m) = 1$. Using that $\sin x = x(1 + O(x^2))$ and Lemma 4.1(c), we get

$$H_m^{(1)} - H_m^* = \sum_{t=1}^{M_n} \cot \left( \frac{\pi t}{q_n} \right) \pi |e_kb^m| (\xi_{mt} - \xi_{\infty t}) (1 + O(b^{2m}))$$

$$= \sum_{t=1}^{M_n} \cot \left( \frac{\pi t}{q_n} \right) \pi |e_kb^m| O(tb^{2m}).$$

From the inequality $\cot x < 1/x$ it thus follows that

$$|H_m^{(1)} - H_m^*| < O(b^{2m}) \sum_{t=1}^{M_n} q_n |e_kb^m|$$

$$= O(b^{2m}) \cdot M_n \left( |e_k|e_k + O(b^{2m}) \right) = O(|b|^m),$$

where we have used Lemma 3.5 and the fact that $M_n < q_n = O(|b|^{-m})$. This confirms (6.10).

Finally, let us see that if $\lim_{m \to \infty} H_m^*$ exists, then it equals that of $\sum S_{mt}C_{mt}$ for a certain sum of sines $S_{mt}$ and cotangent difference $C_{mt}$. Using summation by parts, we may rewrite $H_m^*$ as

$$H_m^* = \sum_{t=1}^{M_n-1} \left( \cot \left( \frac{\pi t}{q_n} \right) - \cot \left( \frac{\pi (t + 1)}{q_n} \right) \right) \sum_{s=1}^{t} \sin \pi |e_kb^m| \xi_{\infty s}$$

$$+ \cot \left( \frac{\pi M_n}{q_n} \right) \sum_{s=1}^{M_n} \sin \pi |e_kb^m| \xi_{\infty s},$$

(6.11)
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Consider the second term on the right hand side in this equation. As $|\xi_\infty| < 1/2$ and $\sin x = x(1 + \mathcal{O}(x^2))$, we have

$$\left| \sum_{s=1}^{M_n} \frac{\pi}{2} q_n |e_k b^m| \xi_\infty \right| < \frac{\pi}{2} q_n |e_k b^m| (1 + \mathcal{O}(b^{2m})) = \frac{\pi}{2} |c_k e_k| (1 + \mathcal{O}(b^{2m})),$$

where we have again used that $M_n < q_n = \mathcal{O}(b^{2m})$ and Lemma 3.5. It follows that

$$\left| \cot \left( \frac{\pi M_n}{q_n} \right) \sum_{s=1}^{M_n} \sin \pi |e_k b^m| \xi_\infty \right| < \frac{\pi}{2} c_k e_k \cot \left( \frac{\pi M_n}{q_n} \right) (1 + \mathcal{O}(b^{2m})),$$

and recalling that $M_n = \lfloor (q_n - 1)/2 \rfloor$, it is clear that the cotangent term tends to zero as $m \to \infty$. It thus follows from (6.10) and (6.11) that

$$H_m^{(1)} \sim H_m^* \sim \sum_{t=1}^{M_n-1} C_m S_m,$$

(6.12)

where $C_m := \cot(\pi t/q_n) - \cot(\pi (t+1)/q_n)$ and $S_m := \sum_{s=1}^{t} \sin \pi |e_k b^m| \xi_\infty$.

### 6.2.1 The cotangent difference $C_m$

We establish two estimates for $C_m$: one rather coarse bound and one more precise estimate. For ease of notation, let us write $\phi = \pi/q_n$. We then have

$$0 < C_m = \frac{\sin((t + 1)\phi) \cos(t\phi) - \cos((t + 1)\phi) \sin(t\phi)}{\sin(t\phi) \sin((t + 1)\phi)} = \frac{\sin(t\phi)}{\sin(t\phi) \sin((t + 1)\phi)}.$$

Note that when $t < M_n$, we have $(t+1)\phi < \pi/2$, and thus by $2x/\pi < \sin x < x$, we obtain

$$0 < C_m < \frac{\pi q_n}{4t(t+1)} < \frac{\pi q_n}{4t^2}.$$

(6.13)

This is our coarse bound for $C_m$.

For $t\phi < 1$, or equivalently $t < q_n/\pi$, we have the finer estimate

$$C_m = \frac{\phi(1 + \mathcal{O}(\phi^2))}{t\phi(1 + \mathcal{O}(t^2\phi^2))(t + 1)\phi(1 + \mathcal{O}(t^2\phi^2))}$$

$$= \frac{q_n}{\pi t(t+1)} \left( 1 + \mathcal{O} \left( \frac{t^2}{q_n^2} \right) \right) = \frac{q_n}{\pi t(t+1)} \left( 1 + \mathcal{O} \left( t^2 b^{2m} \right) \right),$$
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where we have used that $1/q_n = O(|b|^m)$. Combining this estimate with

$$S_{mt} = \pi |e_k b^m| (1 + O(b^{2m})) \sum_{s=1}^{t} \xi_{\infty s},$$

and using Lemma 3.5, we get

$$C_{mt} S_{mt} = \frac{|c_k e_k|}{t(t+1)} (1 + O(t^2 b^{2m})) \sum_{s=1}^{t} \xi_{\infty s}. \quad (6.14)$$

### 6.2.2 The sum of sines $S_{mt}$

Now let us find an appropriate bound on $S_{mt}$ in terms of $m$ and $t$. As illustrated by Mestel and Verschueren in [15, Figure 7.1], this sum appears to grow slowly with increasing values of $t$, at least for the special case of $\alpha = \omega$ the golden mean. As demonstrated by the next lemma, this is also true for the general case where $\ell \geq 1$.

**Lemma 6.1.** For $t \in \{1, 2, \ldots, q_n - 1\}$, the sum

$$S_{mt} = \sum_{s=1}^{t} \sin \pi |e_k b^m| \xi_{\infty s}$$

satisfies $|S_{mt}| = O(|b|^m \log t)$.

For proving Lemma 6.1 we will need the following result.

**Lemma 6.2.** Let $p/q$ be a convergent of any real $\alpha$. Then for any $\theta \in \mathbb{R}$ and $v \in \mathbb{N}$, we have

$$\left| \sum_{i=1}^{vq} \{\theta + i\alpha\} - \frac{1}{2} \right| < 3v \frac{\alpha}{2}.$$  

**Proof.** The proof for $v = 1$ is given in [15, Lemma 7.2]. For $v \geq 2$ it follows that

$$\left| \sum_{i=1}^{vq} \{\theta + i\alpha\} - \frac{1}{2} \right| = \left| \sum_{j=0}^{v-1} \sum_{u=1}^{q} \{\theta + (jq + u)\alpha\} - \frac{1}{2} \right|$$

$$\leq \sum_{j=0}^{v-1} \sum_{u=1}^{q} \{\theta + jq\alpha\} + u\alpha\} - \frac{1}{2} \right| < \sum_{j=0}^{v-1} \frac{3}{2} = 3.5.$$  
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Proof of Lemma 6.1. Recall from Lemma 2.1 that there exist unique integers $z, v_1, \ldots, v_z \in \mathbb{N}$ such that
\[ t = \sum_{s=1}^{z} v_s q_s. \]

We will use this representation of $t$ to split the sum $S_{mt}$ into chunks of length $v_s q_s$ as follows. Let us introduce the notation $t_z = 0$ and $t_s = \sum_{u=s+1}^{z} v_u q_u$. Moreover, we define
\[ \xi_{\infty}(\theta) := \left\{ \theta + r\alpha_{\sigma_k} - \frac{1}{2} \right\}. \]

Note that our $\xi_{\infty}$ defined in (4.3) is then precisely $\xi_{\infty}(0)$. With this generalized $\xi_{\infty}(\theta)$ introduced, we may rewrite $S_{mt}$ as
\[
S_{mt} = \sum_{r=1}^{v_z q_z} \sin \pi |e_k b^m| \xi_{\infty}(0) + \sum_{r=1}^{v_{z-1} q_{z-1}} \sin \pi |e_k b^m| \xi_{\infty}(v_z q_z \alpha_{\sigma_k})
\]
\[ + \sum_{r=1}^{v_{z-2} q_{z-2}} \sin \pi |e_k b^m| \xi_{\infty}((v_z q_z + v_{z-1} q_{z-1}) \alpha_{\sigma_k}) + \ldots \]
\[ = \sum_{s=1}^{z} \sum_{r=1}^{v_s q_s} \sin \pi |e_k b^m| \xi_{\infty}(t_s \alpha_{\sigma_k}). \]

Thus, if we also introduce the generalized notation
\[ S_{mt}(\theta) = \sum_{r=1}^{t} \sin \pi |e_k b^m| \xi_{\infty}(\theta), \]
then we can express $S_{mt}$ as
\[ S_{mt} = S_{mt}(0) = \sum_{s=1}^{z} S_{m(v_s q_s)}(t_s \alpha_{\sigma_k}). \quad (6.15) \]

Finally we use Lemma 6.2 to bound the terms in the sum (6.15). Using the estimate $\sin x = x(1 + \mathcal{O}(x^2))$, we get
\[
|S_{m(v_s q_s)}(t_s \alpha_{\sigma_k})| = \left| \pi |e_k b^m| (1 + \mathcal{O}(b^{2m})) \sum_{r=1}^{v_s q_s} \zeta_{\infty}(t_s \alpha_{\sigma_k}) \right|
\]
\[ = \pi |e_k b^m| (1 + \mathcal{O}(b^{2m})) \left| \sum_{r=1}^{v_s q_s} \{t_s \alpha_{\sigma_k} + r\alpha_{\sigma_k} - \frac{1}{2} \} \right|. \]
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\[
\leq \frac{3}{2} \pi v_s |c_k b^m| (1 + O(b^{2m})).
\]

Thus, we have
\[
|S_{mt}| \leq \sum_{s=1}^{z} |S_m(t_s \alpha_{s_k})| \leq \frac{3}{2} \pi |c_k b^m| (1 + O(b^{2m})) \sum_{s=1}^{z} v_s. \tag{6.16}
\]

Recalling from Lemma 2.1 that \(v_s \leq \max\{a_1, \ldots, a_\ell\}\) for all \(s\), we have
\[
\sum_{s=1}^{z} v_s \leq z \cdot \max_{1 \leq j \leq \ell} a_j = O(z) = O(\log t),
\]
and combined with (6.16) this yields \(|S_{mt}| = O(|b|^m \log t)\).

We are now equipped to prove the convergence of \(H_m^{(1)}\), or equivalently the convergence of \(\sum_{t=1}^{M_n-1} C_{mt}S_{mt}\) in (6.12). From (6.13) and Lemma 6.1 it follows that
\[
|C_{mt}S_{mt}| \leq \frac{\pi q_n}{4t^2} \cdot O(|b|^m \log t) = O\left(\frac{\log t}{t^2}\right), \tag{6.17}
\]
where we have also used \(q_n |b|^m = c_k + O(b^{2m})\) from Lemma 3.5. This implies that there exists a constant \(K > 0\) such that
\[
\sum_{t=1}^{M_n-1} |C_{mt}S_{mt}| \leq K. \tag{6.18}
\]

It is not clear that the sequence \(\left(\sum_{t=1}^{M_n-1} C_{mt}S_{mt}\right)_{m \geq 1}\) is monotone, so the bound (6.18) alone does not prove convergence. But let us now compare this sequence to a closely related, absolutely convergent sum.

Let \(u = \lceil |b|^{-m/2} \rceil\), and choose \(m\) sufficiently large for \(u < q_n / \pi < M_n - 1\). We can then write
\[
\sum_{t=1}^{M_n-1} C_{mt}S_{mt} = \sum_{t=1}^{u} C_{mt}S_{mt} + \sum_{t=u+1}^{M_n-1} C_{mt}S_{mt}. \tag{6.19}
\]

It follows from (6.17) that
\[
\sum_{t=u+1}^{M_n-1} C_{mt}S_{mt} = O\left(\frac{\log u}{u}\right). \tag{6.20}
\]
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For the first sum on the right hand side in (6.19), we use the finer estimate (6.14) from Section 6.2.1 to obtain
\[
\sum_{t=1}^u C_{mt}S_{mt} = (1 + O(\|b\|^m)) \sum_{t=1}^u |c_k e_k| \sum_{s=1}^t \xi_{\infty s}.
\]
(6.21)
It follows from (6.18) that both sides in (6.21) are bounded by \( K \) in absolute value. Thus, the series \( \sum_{t=1}^u |c_k e_k|/(t(t + 1)) \sum_{s=1}^t \xi_{\infty s} \) is absolutely convergent, and converges to some real number \( \Gamma_{\ell,k}^{(1)} \) as \( u \to \infty \). Finally, by combining (6.19)–(6.21), it follows that
\[
\lim_{m \to \infty} H_{m}^{(1)} = \lim_{m \to \infty} \sum_{t=1}^{M_n-1} C_{mt}S_{mt} = \Gamma_{\ell,k}^{(1)}.
\]
(6.22)

6.3 Conclusion
Combining (6.5), (6.9) and (6.22), we finally arrive at
\[
\lim_{m \to \infty} \log B_m^* = -2 \left( \Gamma_{\ell,k}^{(1)} + \Gamma_{\ell,k}^{(2)} \right).
\]
Recalling that \( \log B_m^* \sim \log B_m \), it follows that \( \log B_m \) converges to a finite limit, and accordingly the product \( B_m \) in (4.8) converges to a strictly positive number.

7 Proof of Theorem 1.2
The proof of Theorem 1.2 is essentially completed. Nevertheless, we include a brief summary. Theorem 1.2 states that if \( \alpha = [0; a_1, \ldots, a_{\ell}] \) is an irrational with a periodic continued fraction expansion, then there are positive constants \( C_0, \ldots, C_{\ell-1} \) such that
\[
\lim_{m \to \infty} Q_{\ell m+k}(\alpha) = \prod_{r=1}^{q_{\ell m+k}} |2 \sin \pi r \alpha| = C_k
\]
(7.1)
for each \( k = 0, 1, 2, \ldots, \ell - 1 \). By Lemma 1.2, the product \( Q_{\ell m+k}(\alpha) \) for fixed \( k \) can be decomposed as
\[
Q_{\ell m+k}(\alpha) = A_mB_mC_m,
\]
(7.2)
where \( A_m, B_m \) and \( C_m \) are defined in (4.7)–(4.9). We have seen in Section 4.3 that
\[
\lim_{m \to \infty} A_m = 2\pi |c_k e_k| > 0.
\]
Moreover, by Theorem 5.1 we have \(\lim_{m \to \infty} C_m > 0\), and finally we have seen in Section 6.3 that also \(\lim_{m \to \infty} B_m > 0\). It thus follows from (7.2) that (7.1) holds for some \(C_k > 0\).

### 7.1 Proof of Corollary 1.3

We only sketch the proof of Corollary 1.3 as it largely follows that of Theorem 1.2. Let \(\beta = [a_0; a_1, \ldots, a_h, \overline{a_{h+1}, \ldots, a_{h+\ell}}]\) and \(\alpha = [0; a_{h+1}, \ldots, a_{h+\ell}]\). It is an easy exercise to verify the identity

\[
q_{h+u}(\beta) = q_{h+1}(\beta)q_u(\alpha) + q_h(\beta)p_u(\alpha)
\]

for all \(u \geq 0\). By combining (7.3) with Theorem 3.4 and Lemmas 3.5 and 3.6 for the purely periodic case, one can establish the closed form

\[
q_{h+\ell m+k}(\beta) = \gamma_1^{(m)} q_{h+\ell+k}(\beta) L_m + (-1)^{\ell-1} \gamma_2^{(m)} q_{h+k}(\beta) L_{m-1},
\]

where \(L_m = L_m(c(\alpha)^2, (-1)^{l-1})\) is the Lehmer sequence and \(\gamma_1^{(m)}\) and \(\gamma_2^{(m)}\) are defined as in Theorem 3.4. Moreover, one can find constants \(c_{h,k}\) and \(e_{h,k}\) (independent of \(m\)) such that

\[
q_{h+\ell m+k}(\beta)|b|^m = c_{h,k} + O(b^{2m})
\]

and

\[
q_{h+\ell m+k}(\beta) = p_{h+\ell m+k}(\beta) + e_{h,k} b^m,
\]

with \(b = b(\alpha)\) defined in (3.5). Note that (7.5) is essentially Lemma 3.5 for the irrational \(\beta\), and similarly (7.6) corresponds to Lemma 3.6. Further calculations verify that

\[
\frac{q_{h+\ell m+k-1}(\beta)}{q_{h+\ell m+k}(\beta)} = \alpha_{\sigma_k} + O(b^{2m}),
\]

which is basically Lemma 3.7 for \(\beta\). Thus, we have all tools needed to prove that the limit

\[
\lim_{m \to \infty} Q_{h+\ell m+k}(\beta)
\]

indeed exists for each \(k \in \{0, 1, \ldots, \ell - 1\}\). Finally, it turns out that the product \(|c_{h,k} e_{h,k}|\) is independent of \(h\), that is

\[
|c_{h,k} e_{h,k}| = |c_k e_k|,
\]

with \(c_k\) and \(e_k\) given in (3.11) and (3.13). By carefully examining the proof of Theorem 1.2 it is clear that (7.8) guarantees that

\[
\lim_{m \to \infty} Q_{h+\ell m+k}(\beta) = \lim_{m \to \infty} Q_{\ell m+k}(\alpha),
\]

and this completes the proof of Corollary 1.3.
8 Concluding remarks

Let us finally return to the general sequence of sine products

\[ P_n(\alpha) = \prod_{r=1}^{n} |2 \sin \pi r \alpha|. \]

As a consequence of Theorem 1.1, Mestel and Verschueren show in [15] that one can establish polynomial bounds on \( P_n(\alpha) \) when \( \alpha = \omega \) is the golden mean. Specifically, they show that in this case there exist constants \( K_1 \leq 0 < 1 \leq K_2 \) such that

\[ n^{K_1} \leq P_n(\alpha) \leq n^{K_2}, \]

for all \( n \in \mathbb{N} \). It is worth mentioning that this is not a new result; in a paper from 1999, Lubinsky studies the product \( P_n(\alpha) \) in the language of \( q \)-series [10]. In particular, he proves that (8.1) holds whenever \( \alpha = [0; a_1, a_2, \ldots] \) has bounded continued fraction coefficients [10, Theorem 1.3 II]. His result covers not only the golden mean, but in fact all quadratic irrationals \( \alpha \). Accordingly, we do not attempt to deduce (8.1) for quadratic irrationals \( \alpha \) as a consequence of Theorem 1.2.

In the same paper, it is conjectured by Lubinsky that

\[ \lim \inf_{n \to \infty} P_n(\alpha) = 0 \]

for all irrationals \( \alpha \) [10, p. 220]. Lubinsky himself verifies (8.2) in the presence of unbounded continued fraction coefficients of \( \alpha = [0; a_1, a_2, \ldots] \), and goes on to say that he believes it must be true in general. Theorems 1.1 and 1.2, however, suggest otherwise. Numerical calculations indicate that it is precisely along the sequence of best approximation denominators \( (q_n)_{n \geq 0} \) of \( \alpha \) that \( P_n(\alpha) \) takes on its minimum values, in the sense that

\[ P_j(\alpha) \geq P_{q_n}(\alpha) \quad \text{for } q_{n-1} < j < q_n. \]

If (8.3) indeed holds, then Theorems 1.1 and 1.2 imply that Lubinsky’s conjecture cannot hold for quadratic irrationals \( \alpha \). Unfortunately, we have not succeeded in finding or establishing a rigorous proof of (8.3), and accordingly Lubinsky’s conjecture is (to the best of our knowledge) still open.
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