**INTRODUCTION**

Transcription by RNA polymerase II (RNAPII) occurs in three interconnected stages: initiation, elongation, and termination (1–4). While transcriptional initiation and elongation have been extensively studied, the precise steps and the protein complexes involved in the termination of transcription require further clarification (5). The current model of transcriptional termination in mammalian cells stipulates that as elongating RNAPII approaches the 3′ end of the gene, the heptapeptide-containing C-terminal domain (CTD) of RPB1 exhibits reduced phosphorylation of serine-5 and enhanced phosphorylation of serine-2 (6). These modifications coincide with the eviction of transcriptional elongation factors and recruitment of polyadenylation/termination factors, including cleavage and polyadenylation specificity factors (CPSFs) and cleavage stimulation factors (CSTFs) (7–9). The association of these factors leads to the stalling of RNAPII after it passes the polyadenylation signal (PAS) (10). RNA transcripts are then cleaved by the CPSF73 endonuclease 20 to 30 nucleotides (nt) downstream of the PAS (11). The 5′ capped and cotranscriptionally spliced mRNA is stabilized by the addition of a poly(A) tail on the 3′ end and exported to the cytoplasm for transcriptional output of growth factor signaling (22, 26).

The metazoan-specific Integrator complex associates with the CTD of RNAPII and is required for 3′ end processing of numerous transcripts in the noncoding transcriptome (22, 23). Integrator subunit 11 (INTS11) has endonuclease activity and forms a core module with two other subunits, INTS9 and INTS4, to cleave the 3′ end of small nuclear RNA (snRNA) involved in spliceosome formation and herpes virus primary microRNA for their proper maturation (22, 24, 25). Enhancer RNA (eRNA) is also processed in the 3′ end by Integrator, resulting in the stabilization of enhancer-promoter contacts (23). Previous work demonstrates that Integrator mediates the activation of immediate early genes, thereby controlling the transcriptional output of growth factor signaling (22, 26, 27). Notably, recent studies have shown that the catalytic activity of Integrator regulates elongation at coding genes by premature termination of transcripts associated with paused RNAPII (28–31).

Integrator associates with both the hypo- and hyperphosphorylated CTD (32). Early studies showed that phosphorylated serine-2 and serine-7 of the CTD were required for binding to Integrator in vitro (33). More recently, phosphorylation of tyrosine-1 on the CTD was shown to be essential for the engagement of Integrator with RNAPII in vivo. Cells with mutant tyrosine-1 displayed global defects in mRNA termination. These results suggest that the disruption of Integrator from phosphorylated tyrosine residues may partially underlie this phenotype (34). In addition, proteomic analyses of complexes associated with 3′ end of mRNAs revealed the presence of INTS2, INTS3, and INTS4 subunits of Integrator, providing further evidence for Integrator’s role in 3′ end processing of mRNAs (35). Last, depletion of INTS9 or INTS3 resulted in moderate...
termination defects at selected mRNAs (36). However, the precise role for Integrator in transcriptional termination remains to be elucidated. Considering the close sequence and structural homology of INTS11 to CPSF73, it is likely that Integrator may contribute to 3′ end cleavage of specific classes of protein-coding genes (37). Recent work has shown that hyperosmotic stress impairs transcriptional termination at a subset of genes by decreasing the association of Integrator with RNAPII (38). Furthermore, Integrator may also facilitate RNAPII pausing at termination sites through its interaction with RNAPII CTD or through the recruitment of other essential termination factors.

To investigate the role of Integrator in transcriptional termination, we performed genome-wide analysis of 3′ end processing following depletion of INTS11, the catalytically active subunit of the complex. By precisely mapping transcriptionally engaged RNAPII, we uncovered extensive defects in transcriptional termination at over 1300 genes. INTS11 binds and cleaves these pre-mRNAs at the proximal poly(A) sites, and its depletion induces extension of the 3′ untranslated regions (3′UTRs), spurious cleavages, and heterogeneous polyadenylation of transcripts. Together, these data highlight an important role for Integrator in the fidelity of transcriptional termination of protein-coding genes.

RESULTS

INTS11 depletion impairs transcriptional termination at protein-coding genes

To determine the role of Integrator in transcriptional termination at protein-coding genes, we depleted INTS11 and performed precision run-on and sequencing (PRO-seq), which assesses strand-specific nascent transcription at single-nucleotide resolution. We used a machine learning algorithm based on a two-state hidden Markov model (HMM) to analyze the PRO-seq signal at the 3′ end of protein-coding genes (see Materials and Methods and Fig. 1A). All genome-wide experiments were performed in at least two biological replicates. A number of considerations were used to identify genes whose 3′ end displayed readthrough following INTS11 depletion. We first assessed the longest isoform of protein-coding transcripts annotated by the ENSEMBL genome assembly. We next analyzed the area downstream of the CPA (cleavage and polyadenylation) site extending up to the closest expressed gene on the same DNA strand having reads per kilobase of transcripts per million mapped reads (RPKM) of >0.7 as determined by RNA sequencing (RNA-seq). HMM was then used to distinguish extended transcripts using PRO-seq reads from control and INTS11-depleted cells (Fig. 1, A and B, and fig. S1, A and B; see Materials and Methods for detailed description of HMM). This methodology revealed 1315 genes that displayed elevated PRO-seq signal downstream of canonical cleavage and poly(A) sites, which we termed Integrator-regulated termination (IRT) genes (Fig. 1, C and D, and table S1). A heatmap of IRT genes revealed spreading of PRO-seq reads beyond the poly(A) sites following INTS11 depletion (Fig. 1C). While the median HMM predicted extension length of IRT gene transcripts in control samples was around 11.6 kb, the median extension length in INTS11 knockdown conditions was 16.7 kb (Fig. 1D).

Levels of the components of the CPA complex—CSTF50, CSTF64, and CPSF100—were largely unchanged upon the loss of INTS11 (fig. S1C). We noted a 34% reduction in whole-cell levels of CPSF73; however, no change was observed in the chromatin compartment (fig. S1, D and E).

We next performed enhanced cross-linking and immunoprecipitation (eCLIP) using INTS11-specific antibodies to confirm the direct binding of INTS11 to IRT gene transcripts (39). There was a significant enrichment of INTS11 binding around the canonical PAS of IRT gene transcripts compared to that of control genes (Fig. 1E and fig. S1, F and G). PRO-seq Genome Browser tracks of the IRT genes OAZ1 and DELE1 exemplify the lengthening of transcripts upon loss of INTS11 (Fig. 1, F and G). These findings were confirmed by quantitative polymerase chain reaction (qPCR) using primers that encompass the cleavage sites of the canonical transcript and its extended downstream variant (fig. S1H).

Increased RNAPII occupancy beyond canonical poly(A) sites following INTS11 depletion

We next validated the PRO-seq results by performing chromatin immunoprecipitation and sequencing (ChIP-seq) using antibodies against total RNAPII or the elongating serine-2 phosphorylated form of RNAPII (pSer2−RNAPII). The occupancy of RNAPII was consistent with PRO-seq results and confirmed the presence of transcriptionally active RNAPII downstream of the canonical poly(A) site at IRT genes (Fig. 2, A and B). Our previous work demonstrates the requirement of INTS11 catalytic activity for transcriptional elongation (28). In line with previous findings, following INTS11 depletion, the occupancy of total RNAPII and pSer2−RNAPII in the gene bodies of IRT genes was reduced (fig. S2, A and B) (28). However, the magnitude of RNAPII reduction was greatest over the poly(A) sites of IRT genes (Fig. 2, A and B, and fig. S2, A and B). Despite the reduction of RNAPII at the 3′ end of IRT genes, ChIP-seq profiles of CSTF64 and CPSF73 in this region displayed increased occupancy after INTS11 depletion, suggesting a compensatory recruitment of the CPA complex in response to impaired termination (Fig. 2, C and D, and fig. S2, C and D).

To better understand the defects in termination incurred by the loss of Integrator, we divided the IRT genes into three classes based on the strength of 3′ end extension for each IRT transcript determined by PRO-seq (Fig. 2E and table S2). We defined the strength of extensions as the read density fold change in INTS11-depleted versus control conditions over the HMM-defined extended region. Notably, the strength of these extensions highly correlated with the length of extensions, indicating that the transcripts exhibiting the strongest extensions also displayed the longest extensions (Fig. 2F).

Last, ChIP-seq of total RNAPII or the serine-2 phosphorylated form displayed a similar trend in the extension of RNAPII beyond the canonical poly(A) site, as was shown by PRO-seq analyses (compare Fig. 2E with Fig. 2, G and H). These results indicate that the depletion of INTS11 induces termination defects at a group of protein-coding genes. The failure to terminate IRT transcripts detected in nascent transcription was also reflected in the steady-state occupancy of total and serine-2 phosphorylated RNAPII beyond poly(A) sites.

Termination defects at IRT genes manifest in their steady-state transcripts

We performed RNA-seq to assess the consequence of 3′ end processing defects on the length and expression of steady-state mRNA produced from IRT genes. Depletion of INTS11 resulted in the 3′ end extension of IRT gene mRNA (Fig. 3, A and B), consistent with the findings observed in nascent transcripts. RNA-seq analysis revealed that more than one-third of IRT gene mRNA decreased in
Fig. 1. Integrator regulates transcriptional termination at protein-coding genes. (A) HMM algorithm used to analyze PRO-seq data at the 3′ end of genes and define IRT genes. (B) Example of the IRT gene DELE1 with the HMM predicted extension below. (C) PRO-seq heatmaps and mean density ratio spanning the poly(A) site to the HMM extension termination of 1315 IRT gene transcripts in control and INTS11-depleted cells. (D) Boxplot of the HMM predicted extension length of 1315 IRT gene transcripts in control and INTS11-depleted cells. (E) Cumulative distribution of eCLIP signal ratio log₂(INTS11/INPUT) at TES (−/+100) of control (blue) and extended genes (red). The significance between the distribution was calculated using the Kolmogorov-Smirnov (KS) test. The control genes (n = 1315) used for this analysis have similar expression levels of those observed in the extended genes. (F) PRO-seq Genome Browser example of the IRT gene OAZ1 at the 3′ end in control and INTS11-depleted cells. (G) PRO-seq Genome Browser example of the IRT gene DELE1 at the 3′ end in control and INTS11-depleted cells.
Fig. 2. Integrator depletion induces transcriptional readthrough at protein-coding genes. (A) Average profile of RNAPII spanning the poly(A) site to the HMM extension termination of 1315 IRT genes in INTS11-depleted cells. (B) Average profile of pSer2-RNAPII spanning the poly(A) site to the HMM extension termination of 1315 IRT genes in INTS11-depleted cells. (C) Average profile of CSTF64 spanning the poly(A) site plus additional 10-kb downstream from N'-TES. Profile at IRT genes without and with INTS11 shRNA induction. (D) Average profile of CPSF73 spanning the poly(A) site plus additional 10-kb downstream from TES. Profile at IRT genes without and with INTS11 shRNA induction. (E) Boxplot of IRT gene groups separated by PRO-seq extension strength. (F) Boxplot of the extension length ratio in IRT gene groups separated by PRO-seq extension strength. (G) Boxplot of the RNAPII extension strength in IRT gene groups separated by PRO-seq extension strength. (H) Boxplot of the pSer2-RNAPII extension strength in IRT gene groups separated by PRO-seq extension strength.
expression, while a similar proportion was up-regulated (Fig. 3C). While there was a lack of correlation between PRO-seq extension strength and expression levels of up-regulated IRT genes (fig. S3A), the IRT gene transcripts experiencing a greater 3′ end extension also showed greater decrease in their steady-state levels (Fig. 3D). We found the similar results using a second short hairpin RNA (shRNA) directed to a different region of INTS11 transcript (fig. S3, B to D). Together, these results confirm the PRO-seq data demonstrating IRT transcript extension beyond the canonical 3′ end following INTS11 depletion. We find that, for the IRT genes that decreased in their steady-state levels, the magnitude of mRNA reduction correlated with the degree of nascent transcript extension (Fig. 3D).

**IRT genes exhibit increased trimethylation of lysine-36 on histone H3**

Trimethylation of lysine-36 on histone H3 (H3K36me3) is an epigenetic modification that decorates the body of protein-coding genes and has been linked to exon-intron processing (40, 41). Notably, we observed a robust increase in H3K36me3 beyond the poly(A) site of IRT genes following INTS11 depletion (Fig. 4A). The levels of H3K36me3 closely reflected the strength and length of extended IRT gene transcripts (Fig. 4B). In contrast, there was no change in the dimethylation of H3K36 (H3K36me2) at these genes (Fig. 4C). Notably, 75% of the top 20 genes with increased H3K36me3 in their extended regions were down-regulated in their
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**Fig. 3. Steady-state transcripts undergo 3′ end extension following the loss of Integrator.** (A and B) RNA-seq heatmaps and mean density ratio spanning the poly(A) site to the HMM extension termination of 1315 IRT gene transcripts in (A) control and (B) INTS11-depleted cells. (C) Volcano plot of differentially expressed IRT genes (n = 1315 genes, fold change = 1.5, q < 0.05) after INTS11 depletion. (D) Boxplot of down-regulated IRT genes (q < 0.05) separated by PRO-seq extension strength.
steady-state mRNA levels. These IRT genes also displayed strong 3‘ end extension in their nascent transcripts. (Fig. 4D). The de novo decoration of H3K36me3 beyond the canonical poly(A) site is exemplified by the IRT genes DELE1 and OAZ1 (Fig. 4, E and F). Together, we find that depletion of INTS11 induces defects in transcriptional termination at a set of protein-coding genes, resulting in transcriptional readthrough and enhanced deposition of H3K36 trimethylation.
Dissection of IRT genes 3’ end processing reveals role for INTS11 endonuclease activity

As Integrator was initially described to cleave the 3’ end of noncoding RNA (22–25), we asked whether the endonuclease activity of INTS11 is required for the 3’ end processing of IRT genes. We developed HeLa cells that stably express Flag-tagged wild-type INTS11 (WT shINTS11), or the enzymatic dead mutant INTS11 (E203Q shINTS11), in the genetic background of a doxycycline (Dox)–inducible shINTS11. WT and E203Q INTS11 proteins were expressed at similar levels from sequences refractory to the shRNA against endogenous INTS11 (fig. S4A) (22). A heatmap of IRT genes revealed that ectopic expression of WT INTS11 rescued termination defects incurred by INTS11 depletion, whereas expression of E203Q INTS11 sustained extensions of nascent transcripts assessed by PRO-seq (Fig. 5, A and B). Two PRO-seq examples of the IRT genes OAZ1 and DELE1 are shown in Fig. 5 (C and D). We next performed RNA-seq on WT and E203Q
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Fig. 5. The catalytic activity of INTS11 is required for transcriptional termination at protein-coding genes. (A and B) PRO-seq heatmaps and mean density ratio spanning the poly(A) site to the HMM extension termination of 1315 IRT gene transcripts in (A) WT INTS11 and (B) E203Q INTS11 rescue cells. (C) PRO-seq Genome Browser example of the IRT gene OAZ1 at the 3′ end in WT INTS11 and E203Q INTS11 rescue cells. (D) PRO-seq Genome Browser example of the IRT gene DELE1 at the 3′ end in WT INTS11 and E203Q INTS11 rescue cells. (E and F) RNA-seq heatmaps and mean density ratio spanning the poly(A) site to the HMM extension termination of 1315 IRT gene transcripts in (E) WT INTS11 and (F) E203Q INTS11 rescue cells.
INTS11 cells to better understand the outcome of impaired INTS11 catalysis on the length of mRNA produced from IRT genes. While expression of WT INTS11 restored the fidelity of termination in steady-state transcripts, E203Q INTS11 failed to rescue the 3’ end extensions in IRT gene mRNA (Fig. 5, E and F, and fig. S4B). It is worth noting that expression of E203Q INTS11 elicited transcript misprocessing to a lesser extent than the depletion of INTS11, suggesting a possible role for other Integrator subunits in termination of IRT genes (compare Figs. 1C and 5B). Nevertheless, these results highlight the contribution of the INTS11 endonuclease activity in the 3’ end processing of IRT gene transcripts.

**Integrator contributes to proximal cleavage and prevents spurious cleavage at downstream sites of IRT genes**

To gain further insight into INTS11 catalysis at the 3’ end of IRT gene transcripts, we mapped the cleavage sites genome-wide using strand-specific QuantSeq 3’ mRNA-seq REV (3’ end-seq) following ectopic expression of WT or E203Q INTS11 and depletion of endogenous INTS11. This methodology uses oligo-dT during the complementary DNA (cDNA) generation to select and purify the 3’ end of polyadenylated transcripts. We found that ectopic expression of catalytic dead INTS11 in the absence of endogenous INTS11 resulted in de novo cleavages and utilization of low-frequency cleave sites downstream of the canonical site due to deficient 3’ end processing (Fig. 6A, the arrows depict these sites).

We devised a two-dimensional (2D) Gaussian distribution of these sites, which we termed the cleavage matrix (CM), to simultaneously compare alterations in canonical cleavage site usage with de novo cleavage events in extended regions of IRT gene transcripts (Fig. 6, B and C). The CM resolves processing alterations in individual transcripts at their canonical sites and de novo cut sites, which are then represented as a 2D topographic map. The color intensity in the CM displays the concentration of genes at a particular position. Ectopic expression of WT INTS11 in cells depleted of endogenous INTS11 minimally changed its CM, as most genes were centered close to the origin of the 2D graph (Fig. 6B). In contrast, ectopic expression of E203Q INTS11 in the same background induced a profound effect on cleavage site usage, as the CM coordinates of numerous genes were altered. Specifically, the downward-right shift of signal in the E203Q INTS11 CM illustrates decreased canonical cleavage usage and enhanced de novo cleavage events in the extended regions of IRT gene transcripts (Fig. 6C). Using a negative binomial generalized regression model, we found no difference in canonical cleavage site usage in control conditions (Coef = 0.114, P > 0.05). However, expression of E203Q INTS11 in the absence of endogenous INTS11 showed a significant difference in canonical cleavage site usage (Coef = 0.064, P < 0.05). Notably, the number of downstream cleavage sites significantly increased only in cells lacking the catalytic activity of INTS11 (fig. S5, A and B).

After defining the precise TES (transcript end sites) using 3’ RNA-seq, we examined the DNA motifs around canonical termination sites to better understand how sequence composition contributes to the behavior of termination at IRT genes. The canonical PAS AAUAAA was found in about 80% of IRT genes, which is close to the expected frequency found in the genome (Fig. 6D) (42, 43). Notably, the alternative polyadenylation (APA) sequence AAUUA was enriched in 85% of Integrator-dependent cleavage sites at IRT genes, while its expected frequency in the genome is lower than 30% (Fig. 6D) (42, 43). The canonical motif was also present near downstream termination sites, which were occupied by the CPA complex subunits CSTF64 and CPSF73 (Fig. 6, D to F). Notably, ChIP-seq profiles of these subunits showed increased occupancy after INTS11 depletion, suggesting that the CPA machinery terminates these extended transcripts (Fig. 6, E and F). CPA subunits were broadly detected downstream of canonical poly(A) sites and flanked both 5’ and 3’ ends of de novo poly(A) sites (Fig. 6, E and F).

We next asked whether IRT transcripts have the potential to form secondary structures around their termination sites. We found that the sequences in the vicinity of the IRT poly(A) sites were predicted to have a negative delta free energy, indicating that these transcripts spontaneously form secondary structures (fig. S5C). This difference was graded and most pronounced in IRT genes that displayed the strongest extensions (fig. S5C). Moreover, analysis of the genomic sequence around poly(A) sites showed a high CG skew in IRT genes, which are known to favor the formation of R loops in DNA sequences (fig. S5D) (44). Last, we sought to understand the functional pathways of IRT genes whose transcripts were strongly extended upon depletion of INTS11. These genes were divided into modules according to their top ontology terms found in uterine cervical tissue. Strongly extended genes are involved in critical cellular processes including nucleosome maintenance, organelle assembly, and nucleic acid metabolism (fig. S5E).

Together, we propose that Integrator catalyzes the 3’ end processing of pre-mRNA transcripts derived from 1315 genes enriched in APA motifs and CG content. The loss of INTS11 or its catalytic activity at these sites results in transcriptional readthrough and de novo deposition of H3K36me3 coincident with alterations in steady-state gene expression.

**DISCUSSION**

We previously showed that Integrator is involved in the 3’ end processing of multiple classes of noncoding RNAs, including snRNAs, eRNAs, and NEAT1 (22, 23, 45). Moreover, we recently showed that Integrator terminates transcripts associated with paused RNAPII and facilitates transcriptional elongation through the subsequent recruitment of an elongation-competent RNAPII complex (28). The present study reveals a role for Integrator in 3’ end processing and termination of a subset of protein-coding genes (IRT genes) that are enriched in the APA sequences. We show that the endonucleolytic activity of INTS11 directly contributes to the 3’ end processing and termination of transcription at IRT genes. In the absence of INTS11 cleavage activity, RNAPII transcribes beyond the canonical polyadenylation site, leading to the extension of nascent transcripts beyond their annotated 3’ end. These extensions manifest in steady-state levels of mRNA. The aberrant transcription in these areas results in an increase in H3K36me3 downstream of IRT genes and an enrichment in the CPA machinery. Therefore, at IRT genes, INTS11 endonucleolytic activity enforces 3’ end processing of transcripts with a proximal cleavage site enriched in APA sequences (Fig. 7). Our data agree with recent a publication showing that cells under hyperosmotic stress undergo transcriptional readthrough in a subset of genes that rely on Integrator to mediate the transcription termination (38).

The termination of transcription requires the coordination of multiple events, including cleavage at 3’ end of RNA transcripts, slowing down or pausing of elongating RNAPII, and the final dislodging of RNAPII from DNA template. Perturbations in any of
these steps might have a significant impact on termination. It is likely that beyond INTS11 catalytic activity, Integrator is further required for recruitment of additional critical factors for termination. We find that depletion of INTS11 displays a greater defect in termination than the loss of its catalytic activity. The knockdown of INTS11 may destabilize the association of key subunits such as INTS9, INTS1, or INTS3 which then manifests as a cumulative impairment in 3′ end processing (fig. S1B). Moreover, it is feasible that defective processing of Integrator-dependent RNAs such as eRNAs or snRNAs could contribute to compromised termination of IRT.
genes. Future studies using in vitro functional reconstitution of Integrator, RNAPII, and substrate RNAs will be required to examine the detailed mechanism of transcriptional termination.

A recent study demonstrates that concomitant knockdown of INTS1 and CPSF73 induces readthrough at some sno/snRNAs, indicating that auxiliary cleavage activity may be relevant when Integrator is absent (46). However, our data show that the protein levels of CPSF73 and CSTF64 and their occupancy at IRT genes were unaffected by INTS11 depletion. Hence, loss of IRT 3′ end processing is not likely due to decreased recruitment of CPA complex. Notably, we observed increased genomic occupancy of CPA components at the 3′ end of IRT genes, suggesting that, in the absence of INTS11, recruitment of the CPA machinery may compensate for the lack of 3′ end processing and sustains the recruitment of subsequent termination factors. A recent study suggests that Integrator and CPA machinery can occupy similar regions of DNA and cooperate to terminate human lncRNA transcription (30). Our results point to cooperative roles for the Integrator complex and CPA machinery in the processing of IRT genes, thereby extending this model to protein-coding genes (Fig. 7).

Overall, there is relatively low frequency of APA sequences in the 3′UTR of genes in the human genome (42, 43, 47). Therefore, it is intriguing that we find an overrepresentation of the APA sequence motif AAUAUA in the vicinity of IRT termination sites. Current studies indicate that transcripts containing APA sequences are less efficiently processed than those containing a canonical PAS due to the presence of secondary structures that may hinder the binding of termination factors (43). We posit that APA sequences and secondary structural conformations of transcripts may require the action of Integrator at IRT genes. In agreement, we find that IRT gene transcripts display an entropically favorable formation of secondary structures in their 3′UTR (fig. S5A). Moreover, the GC skew around IRT poly(A) sites promotes the formation of R-loops in transcripts (fig. S5, B to D), which may necessitate Integrator cleavage function (44). Together, our results highlight the requirement for Integrator in the 3′ end processing of a class of protein-coding genes displaying additional sequence and secondary structure considerations in their 3′ end.

**MATERIALS AND METHODS**

**Cell lines**

HeLa cell lines stably expressing Dox-inducible shRNA hairpins, namely, shINTS11, shControl, WT shINTS11, and E203Q shINTS11, were established previously and were maintained in Dulbecco’s modified...
Eagle’s medium (DMEM) containing puromycin (2 μg/ml) (28). Rescue cell lines were cultured with G418 (200 μg/ml) added to the medium. Knockdowns were induced by addition of fresh Dox (1 mg/ml) in the culture medium every 24 hours for 3 days.

**Antibodies**

The antibodies used in this study are as follows: for ChIP-seq, RBP1 NTD (Cell Signaling Technology, 14958, lot #1), RBP1 Ser2 (Abcam, 5095, lot #GR32325147-1), H3K36me3 (Abcam, 9050, lot #GR32375952-1), H3K36me2 (Abcam, 9049, lot #GR3236147-1), CSTF64 (Bethyl Laboratories, A301-92A, lot #A301-092A-2), and CPSF73 (Bethyl Laboratories, A301-019A, lot #A301-091A-1); for Western blot, INTS11 (Atlas Antibodies, HPA029025, lot #A107128), lamin A (Active Motif, 39961, lot #33310001), TFFIB (Cell Signaling Technology, 4169s, lot #1), CPSF100 (Bethyl Laboratories, A301-583A-M, lot #A301-583A-M-1), CSTF50 (Bethyl Laboratories, A301-250A-M, lot #A301-250A-M-3), CSTF64 (Bethyl Laboratories, A301-092A-M, lot #A301-092A-M-2), CPSF73 (Bethyl Laboratories, A301-091A-M, lot #A301-091A-M-1), and glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (Abcam, ab8245, lot #GR3317834-1).

**Western blotting**

Western blotting was performed using standard methods. All antibodies were used at dilutions recommended by the manufacturer. Western blots were imaged with the LI-COR Odyssey CLx Imaging System. The band intensities were measured and analyzed by Image Studio Lite software. Three independent experiments were conducted.

**Reverse transcription qPCR**

Total RNA was extracted using TRIZol reagent and was deoxyribonuclease (DNase)–treated using the TURBO DNA-free Kit (Invitrogen, #AM1907). For cDNA synthesis, the RevertAid First Strand cDNA Synthesis Kit (Thermo Fisher Scientific) was used. The primers used in qPCR were given in table S2. qRT-PCRs were done with iTaq Universal SYBR Green Supermix (Bio-Rad). qRT-PCRs were done with iTaq Universal SYBR Green Supermix (Bio-Rad). qRT-PCR analysis was performed on a Bio-Rad CFX96 real-time system. Data were normalized to an internal gene control (GPI).

**Precision run-on and sequencing**

PRO-seq experiments were performed and analyzed as described previously (28). Briefly, PRO-seq experiments were performed as described previously (48). Nuclei were isolated with a Dounce homogenizer with loose pestle. Nuclei (1 x 10^7) were subjected to nuclear run-on (30°C, 3 min) in the presence of 25 mM Biotin-11-ATP/GTP/CTP/UTP (PerkinElmer). Total RNA was extracted and hydrolyzed in 0.2 M NaOH (on ice, 10 min). Biotinylated nascent RNAs were purified by Dynabeads M-280 streptavidin (Invitrogen). Following adaptor ligation, cDNA synthesis, and PCR amplification, 140– to 350–base pair (bp) libraries were size-selected by Pippin HT with ≥2% gel cassette 20B (Sage Science) and then sequenced using a NextSeq 500 system (Illumina) with single-read runs. Raw fastq data were trimmed by Cutadapt 1.14 (49) and Trimmomatic v0.32 (50), and then aligned on hg19 or dm3 genome by bowtie 1.1.2 (51). Strand-specific single-nucleotide ends of aligned reads were generated by BEDTools v2.28 with genomewc (52) as bedgraph format. Bedgraph data were normalized by the number of reads mapped to spike-in dm3 genome and then converted to bigwig data, which were used for downstream analyses.

**RNA-seq and data analysis**

Total RNA was extracted using TRIZol reagent (Thermo Fisher Scientific, #15596026) according to the manufacturer’s instructions. Genomic DNA was removed by Turbo DNase treatment (Invitrogen, #AM1907). Total RNA-seq (ribo-depleted) libraries were produced using a TrueSeq Stranded Total RNA Library Prep kit (Illumina, #20020596) with 500 ng of DNase-treated input RNA. Raw fastq RNA-seq data were processed with Trimmomatic v0.32 (50) and aligned to human genome (hg19 version) using STAR aligner v2.5.3a (53) with default parameters and RSEM v1.2.31 (54) to obtain expected gene counts against the human Ensembl (release 87). Differential expression was determined between shINTS11 –Dox or shINTS11 +Dox using DESeq2 (55) and R v3.2.3 with q < 0.05. For visualization on the UCSC Genome Browser, all tracks were CPM (count per million)—normalized against the total number of usable reads in that dataset using deepTools2 (56).

**ChIP-seq and data analysis**

ChIP-seq experiments were performed and analyzed as described previously (28). Basically, 2 x 10^7 cells were cross-linked in 1% formaldehyde for 10 min at room temperature and quenched with 125 mM glycine for RNAPII and histone ChIP. For CTSF2 and CPSF3 ChIP, samples were cross-linked with Cross-link Gold (Diagenode, C01019027) according to the manufacturer’s instructions before formaldehyde fixation. ChIP-seq libraries were generated using a NEBNext Ultra II DNA Library Prep kit [New England Biolabs (NEB), #E7645S] with at least 10 ng of input DNA. Raw FASTQ data were processed with Trimmomatic v0.32 (50) to remove low-quality reads and then aligned to the human genome hg19 using STAR aligner v2.5.3a (53). We used deepTools2 (56) to generate normalized bigwig and heatmaps.

**eCLIP assay, mapping, and analysis**

eCLIP was performed in duplicates as previously described in (39). Briefly, 2 x 10^7 HeLa cells were crosslinked by ultraviolet-C irradiation (254 nm, 400 mJ/cm^2) and lysed on ice following sonication. The lysate was subjected to ribonuclease (RNase) I (Ambion) digest (40 U/ml) in the presence of murine RNase inhibitor (NEB) and Turbo DNase (4 U/ml) (Ambion). Four micrograms of INTS11 antibody (Sigma Prestige, HPA029025) was preincubated with Dynabeads M-280 Sheep Anti-Rabbit immunoglobulin G (IgG) (Invitrogen, 11204D) for 1 hour and added to the lysates for IP at 4°C for 16 hours. Two percent of the lysate was removed and stored as size-matched input controls. Immunoprecipitated RNA was dephosphorylated, followed by on-bead 3’ RNA adapter ligation using high-concentration T4 RNA Ligase I (NEB). IP efficiency was verified by immunoblotting of 20% of the IP samples. Input controls and 80% of the IPed INTS11-RNA complexes were run on a NuPAGE 4 to 12% bis-tris gel and transferred to nitrocellulose membrane, and the desired size range (INTS11 signal +75 kDa) was cut from the membrane for both input and IP samples. To extract RNA, nitrocellulose membranes were finely fragmented and treated with urea/proteinase K, followed by acid phenol-chloroform extraction and purification using RNA Clean & Concentrator column cleanup (Zymo Research). Size-matched input samples were also dephosphorylated and ligated to 3’ RNA adapter. After reverse transcription (Affinity-Script reverse transcriptase, Agilent), excess oligonucleotides were removed with exonuclease (ExoSAP-IT, Affymetrix), and the remaining RNA was hydrolyzed by NaOH. A 3’ DNA linker was
ligated to the cDNA, and the resulting library was PCR-amplified using Q5 Ultra II Master Mix (NEB). The library was size-selected by agarose gel electrophoresis and purified (MinElute, Qiagen). Single-end sequencing was performed to an average of 40 million reads per sample using Illumina NovaSeq 6000.

Data were processed according to (39) and https://github.com/YeoLab/eclip. After double adapter trimming (cutadapt v1.14), resulting reads were first mapped against the repetitive genome using STAR (v2.7.6a) and the unmapped output was aligned against the human genome (hg19). PCR duplicates were removed by umi_tools (v1.0.0), and the samples were visualized in UCSC. Significant INTS11 binding was determined as enrichment over size-matched input using CLIPper with a threshold of \( \log_2 \) fold enrichment > 2 and \( P < 0.001 \).

### eCLIP control genes

To compare the extended gene INTS11 TES eCLIP enrichment, we generated a control gene group presenting the same number of genes as the extended genes \(( n = 1315)\).

To avoid selecting random genes that contain expression level (RNA-seq −Dox) distribution incompatible with our extended genes, we used an interactive process that minimizes the distribution differences (KL divergence) between the RNA-seq FPKM (fragments per kilobase of exon per million mapped reads) expressions in the −Dox condition. The final control gene set that approximates the differences between the control and extended gene expression distribution was obtained by using the scikit-learn differential evolutionary algorithm (maxiter = 50, popsize = 100), minimizing the following equation:

\[
\text{minimize } \left( x \epsilon [0,1] \right) = KL(p\|q,x) \\
\text{subject to } \sum_{i} x_i = 1315
\]

where \( p \) is a vector representing the 1315 extended genes FPKM, \( q \) is a vector containing all expressed genes FPKM, \( x \) is a binary vector containing only zeros and 1315 ones (this vector presents the same length as \( q \)), and KL is the Kullback-Leibler divergence function.

### Annotating transcript 3′ extension using a two-state HMM

For each protein-coding gene annotated in Ensembl version 37 (hg19), we defined a putative extension region as the interval between the end of the most downstream 3′UTR annotation until the next exon annotated in the expressed gene contained in the same strand. A gene was considered expressed if the RNA-seq RPKM was higher than 0.7 in the shINTS11 −Dox or +Dox condition.

In this work, we considered extensions as long contiguous regions immediately after the 3′UTR elements. Because the PRO-seq signal can present occupational variation around the annotated TES and are affected by the gene expression level, we focused our efforts to describe long extended regions that span at least twice the expected PRO-seq signal length (>5 kb). The expected signal length was computed using the position of the highest signal value in the putative extended regions. These positions presented a log-normalized distribution that showed that more than 50% of signals were \(~2.4\) kb apart from the annotated TES (fig. S6A). These values were extracted from PRO-seq signal from INTS11 −Dox control and were fitted using the Python2.7 scipy (’1.2.1’) lognorm.fit function with default parameters.

PRO-seq produces data with a high signal-to-noise ratio (48), but some extensions can be hard to detect as the signals are weak outside the gene body regions. The first means to address this problem was to examine extensions only for genes containing minimal mean PRO-seq RPKM >0.01 in the first 1 kb. Eliminating genes with extensions having lower coverage improves identification of IRT genes because continuous PRO-seq signal immediately after the TES avoids including adjacent elements such as enhancers and nonannotated genes being classified as extensions.

Another common problem found when annotating long continuous regions is the presence of gaps between regions, which could be originated by mapping problems (repetitive regions, sequence composition, multiple hits) or low signal density. To address this issue, we used the 1D Gaussian kernel (SD = 150) from the astropy python package (’2.0.9’) to smooth our signals over nucleotide gapped regions.

We created a univariate two-state HMM model to devise an annotation method that would be sensitive enough to detect extensions along variable length intervals that could present small gaps and changes in signal values.

The two states present on the model were defined as an “extension state” and “background state.” We used the normal distribution \((\mu, \sigma)\) to fit the “extension state” and a normal distribution \((\mu, \sigma)\) to fit the “background state.” The distribution and transitions used are defined in the following table:

| State       | Distribution | Mean | SD  |
|-------------|--------------|------|-----|
| Extension   | Gaussian     | 0.6  | 4   |
| Background  | Gaussian     | 0    | 0.00001|

### HMM parameters

Our focus was to find extensions that were changing length and intensity through different treatment conditions (shINTS11 −Dox and shINTS11 +Dox). We normalized the PRO-seq values for a given putative region by capturing the maximum value between the shINTS11 −Dox and shINTS11 +Dox treatment (Eq. 1) maximum values.

\[
h_{\text{treatment}} = \frac{n_{\text{treatment}}}{\max(\max(n_{\text{+Dox}}), \max(n_{\text{-Dox}}))}
\]

where \( n \) is a vector representing all PRO-seq positions in a given putative extension interval and condition (+Dox or −Dox) and \( n' \) is the final treatment normalized value.

The final HMM model was used to determine the length of 3′UTR extensions by calling the states using the Viterbi algorithm and selecting only predicted regions longer than 2 kb, and at least...
60% of the extended region had nonzero PRO-seq signal coverage. The HMM model was created using the python package Pomegranate 0.8.1.0. Code is available upon request.

**Differentially extended 3′UTRs**

We next found extensions affected by INTS11 depletion in these annotated regions. The first filter used to find the differentially extended region was created by selecting those extended regions where the length ratio (shINTS11 +Dox/shINTS11 –Dox control) presented values ≥ 1. To eliminate regions that could be differentially extending but not necessarily related with INTS11 depletion, we compared the INTS11 depletion-generated extensions with those in the shControl (+Dox/–Dox) treatments by calculating the Pearson correlation between the PRO-seq shINTS11 (+Dox/–Dox) and PRO-seq shControl (+Dox/–Dox) signal ratio. Those regions presenting correlation ≥ 0.4 were removed from our differential extension list to keep unique events manifested by INTS11 depletion.

**3′ End RNA-seq (3′ Quant-seq) and data analysis**

Total RNA was extracted with TRIzol (Thermo Fisher Scientific) and treated with TURBO DNase for 30 min at 37°C. Ribosomal RNA (rRNA) was removed using NEBNext rRNA Depletion Kit v2 (NEB), and we used 1 μg of RNA as input in QuantSeq 3′ mRNA-Seq Library Prep Kit REV (Lexogen) to prepare 3′ end libraries. 3′ Quant-seq was performed on NEXTSeq 500 (Illumina) with paired-end 75-nt sequencing. Our 3′ Quant-seq analysis was performed by using the Lexogen QuantSeq data analysis pipeline, where the raw fastq data were processed with Trimmomatic v32 (50) and aligned to hg19 using STAR alignment tool (53) setting the following parameters:

---FilterType BySJout --outFilterMultimapNmax 20 --align-SloverhangMin 8 --alignSIDBoverhangMin 1 --outFilterMismatchNmax 999 --outFilterMismatchNoverLmax 0.1 --alignIntronMin 20 --alignIntronMax 1000000 --alignMatesGapMax 1000000 --outSAMattributes NH HI NM MD.

For visualization on the UCSC Genome Browser, all tracks were CPM-normalized against the total number of usable reads in that dataset using deepTools2 (56).

To create a poly(A) canonical peak position reference, we first opened a ±3 kb around the annotated TES and we calculated the frequency of these motifs in downstream sites. The identification of INTS11 canonical peaks i. **Poly(A) canonical site usage**

To test the significance of the effect of the integrator on the poly(A) canonical sites, we created a negative binomial generalized linear model (GLM). Applying this GLM was possible to disentangle the contribution of the Dox treatment in the poly(A) canonical sites (3′ prime-seq) for those generated by the gene expression changes after the Dox treatment (RNA-seq).

We used the following parameters to generate the GLM model

\[
Y_i = \text{NegBin}(\mu_i, \alpha); \log(\mu_i) = \beta_0 + \beta_1 X_i + \beta_2 E_i
\]

where \(Y_i\) is estimated the mean read counts at the poly(A) canonical peak \(i, X_i \in [0, 1]\) represents the treatment [+Dox or –Dox], \(E_i\) is the RNA-seq log2 (+Dox/–Dox) for the gene associated with the poly(A) canonical peak \(i, \alpha\) is the negative binomial dispersion coefficient (\(\alpha = 1\)), and \(\mu\) is the mean counts at the poly(A) canonical peak \(i\).

For each sample (WT and E203Q), we fitted a model using the python library stats models. We accessed the treatment \(X_i\) [+Dox or –Dox] coefficient significance and \(P\) value for each fitted model.

**Motif analysis**

De novo motif analysis was performed using Homer findMotifs v4.8.3 (57) with the parameters -rna and -len 6 (motif with 6 nt of length) and a window of ±150 bp in the 3′ end of the canonical PAS peak. Next, the 6-nt motifs identified in the canonical PAS analysis were used as input for Homer findMotifs with the parameters -rna -len 6 -find and a window of ±150 bp relative to the 3′ end of downstream peaks. These parameters were then used to calculate the frequency of these motifs in downstream sites. The identification of the canonical PAS 3′ end peak and downstream 3′ end peaks was described above.

**Extended region features**

To compare the potential to form RNA structures, we opened a −100- and +20-bp window around the TES region and extracted the values from the predicted structure with the most negative delta-free energy by using RNAfold tool (version 2.4.14) (38). The GC skew was calculated using a sliding window of 200 bp with step size 10 considering that the GC skew equals (Gn – Cn)/(#Gn + Cn) as suggested (59).

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.abe3393

View/request a protocol for this paper from Bio-protocol.
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