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Abstract. In this paper an overview of some recent developments on the classical limit and spontaneous symmetry breaking (SSB) in algebraic quantum theory is given. In such works, based on the theory of \( C^\ast \)-algebras, the concept of the classical limit has been formalized in a complete algebraic manner. Additionally, since this setting allows for commutative as well as non-commutative \( C^\ast \)-algebras, and hence for classical and quantum theories, it provides an excellent framework to study SBB as an emergent phenomenon when transitioning from the quantum to the classical world by turning off a semi-classical parameter. We summarize the main results and show that this algebraic approach sheds new light on the connection between the classical and the quantum realm, where particular emphasis is placed on the role of SSB in Theory versus Nature. To this end a detailed analysis is carried out and illustrated with three different physical models: Schrödinger operators, mean-field quantum spin systems and the Bose-Hubbard model.
1 Introduction

For decades the natural phenomenon of spontaneous symmetry breaking (SSB) has been a topic of great interest in mathematical physics and theoretical physics. It forms the basis of many physical phenomena, including phase transitions in condensed-matter systems, superconductivity of metals and it is the origin of particle masses in the standard model, described by the Higgs mechanism [43, 50]. Intensive studies have led to important results and insights concerning symmetry and its possible breakdown in a various number of physical models.

The general and common concept behind spontaneous symmetry breaking, originating in the field of condensed matter physics where one typically considers the limit of large particle numbers, often also called thermodynamic limit, is based on the idea that if a collection of quantum particles becomes larger, the symmetry of the system as a whole becomes more unstable against small perturbations [50, 48]. A similar statement can be made for quantum systems in their classical limit, where sensitivity against small perturbations now should be understood to hold in the relevant semi-classical regime, meaning that a certain parameter (e.g. $\hbar$) approaches zero at fixed system size [28, 54].

Showing the occurrence of SSB in a certain particle system can be done at various levels of rigour. Mathematically, there are some differences between the mathematical physics approach (used in this paper) to SSB in finite quantum systems and the standard methods used in theoretical and

---

1Mathematically, this parameter is an element of the base space corresponding to a $C^*$-bundle (see Definition 2.1). In the context of the classical limit, the zero-limit of this parameter corresponds to a classical theory, encoded by a commutative $C^*$-algebra. We stress that the precise interpretation of this parameter depends on the physical situation.
condensed matter physics. In the latter approaches, the main concept that the relevant system becomes sensitive to small perturbations is generally taken into account by adding a so-called infinitesimal symmetry breaking field term \[25, 49, 50\]. Consequently, one aims to show that the limit of large particle numbers (or thermodynamic) limit becomes “singular”, at least at the level of states, e.g. the ground state. If this happens, one says that the symmetry of the limiting system is spontaneously broken. To get an idea what this means let us consider the quantum Curie-Weiss Hamiltonian \(H_{CW}^{1/N}\) (see §4.2 for a more general discussion and details regarding this model), i.e.

\[
H_{CW}^{1/N} = -\frac{J}{2N} \sum_{i,j=1}^{N} \sigma_3(i)\sigma_3(j) - B \sum_{j=1}^{N} \sigma_1(j),
\]

where \(B \in (0,1)\) denotes the magnetic field and \(J\) a coupling constant that can be chosen to be one. The symmetry-breaking term is typically taken to be

\[
\delta_{CW}^{1/N} = \epsilon \sum_{x=1}^{N} \sigma_3(x).
\]

In this approach originating with the ideas of Bogoliubov, one argues that the correct order of the limits should be \(\lim_{\epsilon \to 0} \lim_{N \to \infty}\) \[48, 50\], which gives SSB by one of the two pure classical ground states on the limit algebra \(C(B^3)\), with \(B^3\) the closed unit ball in \(\mathbb{R}^3\), where the sign of \(\epsilon\) determines the direction of symmetry breaking\[2\]. In contrast, the opposite order \(\lim_{N \to \infty} \lim_{\epsilon \to 0}\) gives a symmetric but mixed ground state on the limit algebra.\[3\] It is then said that the symmetry is broken spontaneously if there is a difference in the order of the limits, as exactly happens in this example. In this sense, if SSB occurs, the limit \(N \to \infty\) can indeed be seen as singular\[3, 6, 50\]. However, this approach to SSB is not common in mathematical physics and furthermore challenged in the philosophical literature of physics\[12\].

Instead, this paper is based on a definition of SSB that is standard in mathematical physics. It stands on an algebraic formulation of symmetries and ground states\[10, 11, 28\] carefully explained in Section 3. This approach equally applies to finite and infinite systems, and to classical and quantum systems, namely that the ground state, suitably defined of a system with \(G\)-invariant dynamics (where \(G\) is some group, typically a discrete group or a Lie group) is either pure but not \(G\)-invariant, or \(G\)-invariant but mixed.\[4\]

**Remark 1.1.** It may perhaps seem more natural to only require that the ground state fails to be \(G\)-invariant. However, since in the \(\mathcal{C}^*\)-algebraic formalism ground states that are not necessarily pure are taken into account as well, this gives the possibility of forming \(G\)-invariant mixtures of non-invariant states that lose the purity properties one expects ground states to have. A similar statement holds for equilibrium states, where “pure” is replaced by “primary”, which corresponds to a mathematical property of pure thermodynamic phases\[10, 11, 28\].

Accordingly, what is singular about the thermodynamic limit of systems with SSB is the fact that the exact pure ground state of a finite quantum system converges to a mixed state on the limit system, explained in detail in Section 4 (see also \[29, 34, 47\]). In this algebraic approach the general

\[\text{We refer to} \[14\] \text{for details on these states and the construction of this algebra.}\]

\[\text{This mixture is precisely the one determined by Theorem \[13\].}\]

\[\text{Strictly speaking one should consider extremal ground states, which in many cases of physical interest turn out to be exactly the pure ground states \[28\] (see also Section 3).}\]
physical idea that spontaneous symmetry breaking should be related to instability and sensitivity of the system against small perturbations in the relevant regime (see previous discussion) is elucidated in §5.1.

1.1 SSB as emergent phenomenon

Historically, the concept of spontaneous symmetry breaking first emerged in condensed matter physics. The prototype case is the antiferromagnetic quantum Heisenberg model.

**Example 1.2** (Antiferromagnetic quantum Heisenberg chain). Consider the QH Hamiltonian \[ H_{QH}^{L} = \sum_{x,y \in \Lambda_L, |x-y|=1} S_x \cdot S_y, \] on a one-dimensional chain \( \Lambda_L \) with even \( L = |\Lambda_L| \) and we impose periodic boundary conditions. On each site \( x \), \( S_x = (S^1_x, S^2_x, S^3_x) \) is a quantum spin operator on \( \mathbb{C}^{2J+1} \) (2\( J \) integer):

\[
[S^j_x, S^k_y] = i\epsilon_{jkl} S^l_x \delta_{x,y};
\]

\[
(S_x)^2 = (S^1_x)^2 + (S^2_x)^2 + (S^3_x)^2 = J(J+1),
\]

acting on the Hilbert space \( \mathcal{H} \equiv \mathcal{H}(J, L) \cong \bigotimes_{x \in \Lambda_L} \mathbb{C}^{2J+1} \), where \( J \) denotes the angular momentum of the spin operator at site \( x \). The Hamiltonian \( H_{QH}^{L} \) is invariant under \( SU(2) \) symmetry. For finite \( L \), it is a well-known fact that the ground state eigenvector is unique and therefore \( SU(2) \)-invariant: no SSB occurs. Instead, it can be shown that in the limit \( L \to \infty \) the ground state of the antiferromagnetic model becomes infinitely degenerate and loses its \( SU(2) \) invariance, i.e. the rotation symmetry is spontaneously broken \[5\] In other words, SSB shows up as emergent phenomenon in the limit of large particle numbers.

In quantum theory, the crucial point is that for finite systems the ground state (or the equilibrium state) a generic Hamiltonian is unique\[6\] and hence invariant under whatever symmetry group \( G \) it may have \[27, 48\]. Hence, mathematically speaking, the possibility of SSB, in the sense of having a family of asymmetric pure ground states related by the action of \( G \) (viz. Definition 3.3 in §3.3), seems to be reserved for infinite systems seen as thermodynamic limit of the pertinent finite system. Analogously, in view of the classical limit (often denoted by \( \hbar \to 0 \), see §2.3), an exact similar situation occurs in quantum mechanics of finite systems (which typically forbids SSB), versus classical mechanics of finitely many degrees of freedom, which allows it. Therefore, generally speaking spontaneous symmetry breaking can be seen as natural emergent phenomenon, meaning

---

5The limit \( L \to \infty \) corresponds to the thermodynamic limit (viz. Section 3 in particular Example 2.5). In \( C^* \)-algebraic language this means that the algebraic ground state defined for each \( L \) admits, as \( L \to \infty \), a limit (taken w.r.t quasi-local observables) as a state on the corresponding non-commutative quasi-local \( C^* \)-algebra \( \mathfrak{B}^0 \) (cf. 2.17). A general discussion can be found in [10, 11, 28].

6Perhaps the physically most famous exception to this idea is the ferromagnetic quantum Heisenberg model, where the ground state for any finite \( L \) is already degenerate.

7We refer to [27] for a detailed discussion on classical systems with infinitely many degrees of freedom. Besides the fact that such systems allow SSB as well, they are moreover used to study (classical) phase transitions which are common for infinite systems \[9\]. In this paper all classical theories we consider are finite, i.e. they are encoded by a finite-dimensional phase space.

8We refer to [27] for a detailed discussion on this topic.
that is only shows up in the limit (an infinite quantum or a finite classical system) of an underlying finite quantum theory.

In this paper we review recent developments based on the theory of $C^*$-algebras, and show that the methods used in such works shed new light on the classical limit and spontaneous symmetry breaking. The paper is structured as follows. In Section 2.2 we first introduce the general definitions (Def. 2.1 in [28] and Def. 2.7 in [28]). Consequently, in Section 3 the concepts and definitions of ground state (Def. 3.1 in [28] and spontaneous symmetry breaking (Def. 3.3 in [28]) are given. Finally, in Section 4 we apply this framework to several physical models, each of a different origin. In Section 5 we discuss the relation between symmetry breaking in Theory versus symmetry breaking in Nature. We furthermore pose some open problems and present further research.

2 Algebraic formalism

There exist several approaches to give a precise meaning to the limits $N \to \infty$ or $\hbar \to 0$. For Schrödinger operators $H_\hbar$ one can not simply put $\hbar = 0$ in front of the Laplacian as the resulting operator (i.e. the potential) has nothing to do with the $\hbar$-semiclassical behaviour of the operator $H_\hbar$ itself. A similar result occurs for spin Hamiltonians $H_N$ indexed by, e.g. the number of particles $N$. The limit $N \to \infty$ of $H_N$ is even undefined! A possibility to give a precise meaning to the limits $N \to \infty$ or $\hbar \to 0$ is to introduce an algebraic framework including both quantum (i.e. $N < \infty$ or $\hbar > 0$) as the limiting theory ($N = \infty$ or $\hbar = 0$). This idea, dating back to Dixmier [14] and reformulated by Kirchberg & Wassermann [23], is that both theories are reformulated in terms of a family of $C^*$-algebras $(\mathcal{A}_h)_{h \in I}$ which are glued together by specifying a topology on the disjoint union $\bigcup_{h \in I} \mathcal{A}_h$, seen as a fiber bundle over $I$ [28]. This topology may in fact be given rather indirectly, namely via the specification of the space of continuous sections. This framework exists under the name continuous bundle of $C^*$-algebras.

2.1 Continuous bundle of $C^*$-algebras

Let us give the definition of a continuous bundle of $C^*$-algebras [28].

**Definition 2.1.** A $C^*$-bundle is a triple \( \mathcal{A} := (I, \mathfrak{A}, \pi_h : \mathfrak{A} \to \mathfrak{A}_h) \), where $I$ is a locally compact Hausdorff space, $\mathfrak{A}$ is a complex $C^*$-algebra, $(\mathcal{A}_h)_{h \in I}$ is a collection of $C^*$-algebras and $\pi_h : \mathfrak{A} \to \mathfrak{A}_h$ is a surjective homomorphism of complex $C^*$-algebras for each $h \in I$, such that

(i) \( \| a \| = \sup_{h \in I} \| \pi_h(a) \|_h \), where \( \| \cdot \| (\text{resp. } \| \cdot \|_h) \) denoting the $C^*$-norm of $\mathfrak{A}$ (resp. $\mathfrak{A}_h$);

(ii) there exists an action $C_0(I) \times \mathfrak{A} \to \mathfrak{A}$ satisfying $f(h) \pi_h(a) = \pi_h(fa)$ for any $h \in I$ and $f \in C_0(I)$.

A section of the bundle is an element $\{ a_h \}_{h \in I}$ of $\prod_{h \in I} \mathfrak{A}_h$ for which there exists an $a \in \mathfrak{A}$ such that $a_h = \pi_h(a)$ for each $h \in I$. A $C^*$-bundle $\mathcal{A}$ is said to be continuous, and its sections are called continuous sections, if they satisfy

(iii) for $a \in \mathfrak{A}$, the norm function $I \ni h \mapsto \| \pi_h(a) \|_h$ is in $C_0(I)$.

Cross-sections are also denoted by $\sigma$, i.e. maps $\sigma : I \to \mathfrak{A}_h$ satisfying the above requirements.

\[\text{(Often called (continuous) field of } C^*-\text{algebras).}\]

\[\text{(The set } C_0(I) \text{ denotes the space of continuous functions over } I \text{ vanishing at infinity).}\]
Remark 2.2. Since the $\pi_h$ are homomorphisms of $C^*$-algebras, the $*$-algebra operations in $\mathfrak{A}$ are induced by the corresponding pointwise operations of the sections $I \ni h \mapsto \pi_h(a)$. It follows that $\mathfrak{A}$ may be identified with the space of continuous sections of the bundle, and under this identification the homomorphism $\pi_h$ is just the evaluation map at $h$.

For purpose of this paper we focus on four different $C^*$-bundles, each of which with a different application to physics. These are outlined in the following examples.

Example 2.3. We put

\begin{align*}
\mathfrak{A}^c_0 &= C_0(\mathbb{R}^{2n}) \quad (\hbar = 0); \\
\mathfrak{A}_h &= B_\infty(L^2(\mathbb{R}^n)) \quad (h > 0),
\end{align*}

where $C_0(\mathbb{R}^{2n})$ are the continuous functions over $\mathbb{R}^{2n}$ vanishing at infinity and $B_\infty(L^2(\mathbb{R}^n))$ is the $C^*$-algebra of compact operators on $L^2(\mathbb{R}^n)$. Then, $\mathfrak{A}^c_0$ and $\mathfrak{A}_h$ are the fibers of a continuous bundle of $C^*$-algebras $\mathfrak{A}^c$ over $I = [0, 1]$ \cite{26} Prop. II 2.6.5. As a result of \cite{26} Prop. II. 1.2.3 the continuous cross-sections are given by all sequences $(a_h)_{h \in I} \in \Pi_{h \in I} \mathfrak{A}_h$ for which $a_0 \in C_0(\mathbb{R}^{2n})$ and $a_h \in \mathfrak{A}_h$ and such that the sequence $(a_h)_{h \in I}$ is asymptotically equivalent to $(Q^\hbar_h(a_0))_{h \in I}$, in the sense that

$$
\lim_{\hbar \to 0} \|a_h - Q^\hbar_h(a_0)\| = 0,
$$

where $Q^\hbar_h$ denotes the Berezin quantization map defined for $f \in C_0(\mathbb{R}^{2n})$ (see e.g. \cite{34}) as

$$
Q^\hbar_h(f) := \int_{\mathbb{R}^{2n}} f(q, p)|\Psi^{(q, p)}(q)|^2 dq dp/(2\pi \hbar)^n.
$$

and $|\Psi^{(q, p)}(q)|$ denotes the orthogonal projection onto the linear space spanned by the vector $\Psi^{(q, p)}$, which is, for given $(q, p) \in \mathbb{R}^{2n}$, defined as

$$
\Psi^{(q, p)}(x) := e^{-i\hbar p q/\hbar + i\hbar |x|^2/2\hbar}/(\pi \hbar)^{n/4}, \quad x \in \mathbb{R}^n, \ h > 0.
$$

The vector $\Psi^{(q, p)}$ is a unit vector in $L^2(\mathbb{R}^n, dx)$ also called a Schrödinger coherent state. As a result, for each $f$, a particular choice of a continuous cross-section $\sigma_f$ of $\mathfrak{A}^c$ is given by

$$
\sigma_f : 0 \mapsto f \in \mathfrak{A}^c_0; \\
\sigma_f : h \mapsto Q^\hbar_h(f) \in \mathfrak{A}_h \ (h > 0).
$$

In other words, even though $f$ and $Q^\hbar_h(f)$ are completely different objects, for small $\hbar$ they are sufficiently close to each other and $\lim_{\hbar \to 0} Q^\hbar_h(f) = f$. This limit has to be interpreted in the sense that if one continuously follows the curve $h \mapsto \sigma_f(h)$ in the total space $\Pi_{h \in I} \mathfrak{A}_h$ of the bundle (equipped with the topology that makes this disjoint union a continuous bundle of $C^*$-algebras) to $h = 0$, one arrives at $f$.

We will see in \S 4.1 that this bundle plays an important role in the study of the classical limit of Schrödinger operators, in the regime $\hbar \to 0$. \hfill $\blacksquare$
Example 2.4. For any unital $C^*$-algebra $\mathfrak{B}$, we put

\begin{align}
\mathfrak{B}^0_0 &= C(S(\mathfrak{B})) \quad (1/N = 0); \\
\mathfrak{B}_{1/N} &= \mathfrak{B}^N \quad (1/N > 0),
\end{align}

where $\otimes^N$ denotes the $N$-fold projective tensor product of $\mathfrak{B}$ with itself (often called $\mathfrak{B}^N$ in what follows) and $S(\mathfrak{B})$ is the algebraic state space of $\mathfrak{B}$ equipped with the weak *-topology in which it is a compact convex set, e.g. the three-ball $S(M_3(\mathbb{C})) \cong B^3 \subset \mathbb{R}^3$. Then, by \[28\] Theorem 8.4 $\mathfrak{B}^0_0$ and $\mathfrak{B}_{1/N}$ may be turned into a continuous bundle of $C^*$-algebras $\mathfrak{B}^g$ over the base space $I = \{0\} \cup \{1/N \mid N \in \mathbb{N}\} \subset [0, 1]$ (with relative topology, so that $1/N \to 0$ as $N \to \infty$ and where $\mathbb{N} = \{1, 2, ..., \}$). In order to define the continuous-cross sections we need the symmetrization operator $S_N : \mathfrak{B}^N \to \mathfrak{B}^N$, defined as the unique linear continuous extension of the following map on elementary tensors:

\begin{equation}
S_N(a_1 \otimes \cdots \otimes a_N) = \frac{1}{N!} \sum_{\sigma \in \mathfrak{S}(N)} a_{\sigma(1)} \otimes \cdots \otimes a_{\sigma(N)}.
\end{equation}

Furthermore, for $N \geq M$ we need to generalize the definition of $S_N$ to give a bounded operator $S_{M,N} : \mathfrak{B}^M \to \mathfrak{B}^N$, defined by linear and continuous extension of

\begin{equation}
S_{M,N}(b) = S_N(b \otimes 1_{\mathfrak{B}} \otimes \cdots \otimes 1_{\mathfrak{B}}), \quad b \in \mathfrak{B}^M.
\end{equation}

Given a sequence $(b) = (b_0, b_{1/N})_{N \in \mathbb{N}}$ the part $(b_{1/N})_{N \in \mathbb{N}}$ away from zero (i.e. with $b_0$ omitted) is called symmetric if there exist $M \in \mathbb{N}$ and $b_1/M \in \mathfrak{B}^M$ such that

\begin{equation}
b_{1/N} = S_{M,N}(b_{1/M}) \quad \text{for all } N \geq M,
\end{equation}

and quasi-symmetric if for every $N \in \mathbb{N}$ one has $b_{1/N} = S_N(b_{1/N})$, and for every $\epsilon > 0$, there is a symmetric sequence $(c)$ as well as $M \in \mathbb{N}$ (both depending on $\epsilon$) such that

\begin{equation}
\|b_{1/N} - c_{1/N}\| < \epsilon \quad \text{for all } N > M.
\end{equation}

Now, if $(b)$ is a quasi-symmetric sequence, and $\omega$ is a state on $\mathfrak{B}$ then the following limit exists \[37\]

\begin{equation}
b_0(\omega) = \lim_{N \to \infty} \omega^N(b_{1/N}),
\end{equation}

where $\omega^N$ is the $N$-fold tensor product of $\omega$ with itself, defining a state on $\mathfrak{B}^N$. The ensuing function $b_0$ on the state space $S(\mathfrak{B})$ is continuous, so that $b_0$ is an element of the algebra $\mathfrak{B}^g_0$. The continuous cross-sections of $\mathfrak{B}^g$ correspond to quasi-symmetric sequences $(b)$ through

\begin{align}
\sigma : 0 &\mapsto b_0; \\
\sigma : 1/N &\mapsto b_{1/N} \quad (1/N > 0),
\end{align}

the former defined by (2.14). The algebra $\mathfrak{B}^g$ is also called the algebra of global or quasi-symmetric observables. This $C^*$-bundle plays an important role in the semi-classical behaviour of mean-field quantum spin systems defined on a lattice of $N$ sites, as $N \to \infty$. That is, we put $\hbar = 1/N$, where $N \in \mathbb{N}$ is interpreted as the number of sites of the model. In that case, one may take $\mathfrak{B} = M_k(\mathbb{C})$ for some $k \in \mathbb{N}$ (see \[12\].)
Example 2.5. For any unital $C^*$-algebra $\mathcal{B}$, we put

$$
\mathcal{B}^0_0 = \mathcal{B}^\infty \quad (1/N = 0); \quad (2.17)
$$

$$
\mathcal{B}^{1/N}_1 = \mathcal{B}^N (1/N > 0), \quad (2.18)
$$

where $\mathcal{B}^\infty$ is the infinite projective tensor product of $\mathcal{B}$ with itself. The fibers $\mathcal{B}^0_0$ and $\mathcal{B}^{1/N}_1$ may be turned into a continuous bundle of $C^*$-algebras $\mathcal{B}^i$ over the base space $I = \{0\} \cup 1/N$ ($N = \{1, 2, \ldots\}$) [28, Theorem 8.8]. In order to describe the cross-sections in this case, we have to realize the infinite tensor product $\mathcal{B}^0_0$ as equivalence classes of quasi-local sequences. A sequence $(b_{1/N})_{N \in \mathbb{N}}$ is called local if there exist $M \in \mathbb{N}$ and $c_{1/M} \in \mathcal{B} \otimes M$ such that

$$
b_{1/N} = c_{1/M} \otimes 1_B \cdots \otimes 1_B,
$$

with $N - M$ copies of the unit $1_B \in \mathcal{B}$. A sequence $(b_{1/N})_{N \in \mathbb{N}}$ is called quasi-local if for every $\epsilon > 0$, there is a local sequence $(c_{1/N})_{N \in \mathbb{N}}$ and some $M \in \mathbb{N}$ such that

$$
\|b_{1/N} - c_{1/N}\| < \epsilon \quad \text{for all } N > M. \quad (2.20)
$$

Introduce an equivalence relation on the quasi-local sequences by saying that $(b) \sim (b')$ iff

$$
\lim_{N \to \infty} \|b_{1/N} - b'_{1/N}\| = 0.
$$

The algebra $\mathcal{B}^\infty$ consists of equivalence classes $[b] = b\infty$ of quasi-local sequences. These form a $C^*$-algebra under pointwise operations (in $N$) and norm $\|b\infty\| = \lim_{N \to \infty} \|b_{1/N}\|$. Continuous cross-sections of $\mathcal{B}^i$ then correspond to quasi-local sequences $(b)$ through

$$
\sigma : 0 \mapsto b\infty;
$$

$$
\sigma : 1/N \mapsto b_{1/N} \quad (1/N > 0), \quad (2.21)
$$

with $N - M$ copies of the unit $1_B \in \mathcal{B}$.

The algebra $\mathcal{B}^i$ is called the algebra of quasi-local observables. This $C^*$-bundle is typically used for studying the limit of large particle numbers of quantum spin systems with nearest neighbor interactions, like the quantum Ising or Heisenberg model of Example 1.2.

Example 2.6. Let us consider the $(N + 1)$-dimensional symmetric subspace of the Hilbert space $\bigotimes_{n=1}^N \mathbb{C}^2$,

$$
\text{Sym}^N(\mathbb{C}^2) := \mathbb{C}^2 \otimes_s \cdots \otimes_s \mathbb{C}^2 \subset \bigotimes_{n=1}^N \mathbb{C}^2, \quad (2.23)
$$

where $\otimes_s$ indicates the symmetric tensor product. Indicating the algebra of bounded operators on $\text{Sym}^N(\mathbb{C}^2)$ by $B(\text{Sym}^N(\mathbb{C}^2))$, it is known [28, Theorem 8.1] that

$$
\mathfrak{A}_0' := C(S^2); \quad (2.24)
$$

$$
\mathfrak{A}_{1/N}' := B(\text{Sym}^N(\mathbb{C}^2)) \cong M_{N+1}(\mathbb{C}), \quad (2.25)
$$

are the fibers of a continuous bundle of $C^*$-algebras $\mathfrak{A}'$ over base space $I = \{1/N \mid N \in \mathbb{N}\} \cup \{0\} \equiv 1/\mathbb{N}$, with $\mathbb{N} = \mathbb{N} \cup \{\infty\}$ and $N = \{1, 2, \ldots\}$ as before. Analogous to Example 2.5, the continuous cross-sections are given by all sequences $(a_{1/N})_{N \in \mathbb{N}} \in \prod_{N \in \mathbb{N}} \mathfrak{A}_{1/N}'$ for which $a_0 \in C(S^2)$ and $a_{1/N} \in \mathfrak{A}_{1/N}'$ for all $N \in \mathbb{N}$.
and such that the sequence \((a_{1/N})_{N \in \mathbb{N}}\) is asymptotically equivalent to \((Q'_{1/N}(a_0))_{N \in \mathbb{N}}\), in the sense that

\[
\lim_{N \to \infty} \|a_{1/N} - Q'_{1/N}(a_0)\|_N = 0.
\] (2.26)

Here, the symbol \(Q'_{1/N}\) denotes the quantization maps

\[
Q'_{1/N} : \mathcal{A}'_0 \to \mathcal{A}'_{1/N},
\] (2.27)

which are are defined by\(^{\text{11}}\) the integral computed in weak sense

\[
Q'_{1/N}(f) := \frac{N + 1}{4\pi} \int_{S^2} f(\Omega)\langle \Psi^o_N | \Psi^o_N \rangle d\Omega,
\] (2.28)

where \(f\) denotes an arbitrary continuous function on \(S^2\), \(d\Omega\) indicates the unique \(SO(3)\)-invariant Haar measure on \(S^2\) with \(\int_{S^2} d\Omega = 4\pi\), and \(\langle \Psi^o_N | \Psi^o_N \rangle \in B(\text{Sym}^N(C^2))\) are so-called \(N\)-coherent spin states defined below. To this end we use the bra-ket notation. Let \(|\uparrow\rangle, |\downarrow\rangle\) be the eigenvectors of \(\sigma_3\) in \(C^2\), so that \(\sigma_3 |\uparrow\rangle = |\uparrow\rangle\) and \(\sigma_3 |\downarrow\rangle = -|\downarrow\rangle\), and where \(\Omega \in S^2\), with polar angles \(\theta_\Omega \in (0, \pi)\), \(\phi_\Omega \in (-\pi, \pi)\), we then define the unit vector

\[
|\Omega\rangle_1 = \cos \frac{\theta_\Omega}{2} |\uparrow\rangle + e^{i\phi_\Omega} \sin \frac{\theta_\Omega}{2} |\downarrow\rangle.\] (2.29)

If \(N \in \mathbb{N}\), the associated \(N\)-coherent spin state \(\Psi^o_N := |\Omega\rangle_N \in \text{Sym}^N(C^2)\), equipped with the usual scalar product \(\langle \cdot, \cdot \rangle_N\) inherited from \((C^2)^N\), is defined as follows \(^{\text{11}}\):

\[
|\Omega\rangle_N = |\Omega\rangle_1 \otimes \cdots \otimes |\Omega\rangle_1.\] (2.30)

The \(C^*\)-bundle \(\mathfrak{A}'\) is suitable to study the semi-classical behaviour of the Bose-Hubbard model on a fixed finite lattice where the number of bosonic particles is sent to infinity, it can be used to analyze quantum spin systems in the high spin limit, i.e. the limit in the spin quantum number \(J := N/2 \to \infty\) (see \(^{\text{11}}\)), or it can be applied to permutation-invariant quantum spin systems limit or large particles \(^{\text{11}}\).

It is the bundle \(\mathfrak{B}'\) presented in the second example that connects to the frequently-called thermodynamic limit, since the limiting algebra is highly non-commutative and usually plays a key role in studying local quantum statistical mechanics of infinite volume systems\(^{12}\). Instead, the bundle algebra \(\mathfrak{B}'\), whose fibers for each finite \(N\) are identical to those of \(\mathfrak{B}'\) but differ dramatically at \(N = \infty\), i.e. for \(1/N = 0\), corresponding to the commutative \(C^*\)-algebra \(\mathfrak{B}'_0\), is the correct one to describe classical thermodynamics as limit of quantum statistical mechanics. Thus, it is precisely the choice of physical observables (quasi-local or quasi-symmetric ones) that determines the limiting theory in this case. In turn, the limiting algebras \(\mathfrak{A}'_0\) and \(\mathfrak{A}'_0\) corresponding to the bundles \(\mathfrak{A}'\) and \(\mathfrak{A}'\), respectively, are commutative and therefore they relate to a classical theory as well. In other words, the bundle algebras \(\mathfrak{B}'\), \(\mathfrak{A}'\) and \(\mathfrak{A}'\) are the appropriate ones to study the classical limit, whose precise concept is outlined in \(^{\text{11}}\).

\(^{\text{11}}\) Equivalent definitions of these quantization maps are used in literature, see e.g. \(^{\text{25}}\) \(^{\text{36}}\). In particular, the quantization maps \(^{\text{25}}\) define a Berezin quantization on \(C(S^2)\) and are surjective onto \(B(\text{Sym}^N(C^2))\).

\(^{\text{12}}\) The mathematical approach for obtaining this limit exists under the name inductive limit.
2.2 Strict deformation quantization

In this paper we emphasize the importance of a continuous bundle of $C^*$-algebras as an algebraic framework to study the emergent phenomena of spontaneous symmetry breaking. We shall particularly focus on $C^*$ bundles, each with a commutative $C^*$-algebra as fiber above $\hbar = 0$, meaning that the limiting algebra describes a classical theory. In other words, we focus on the classical rather than the thermodynamic limit. A mathematically correct way to study this limit is by (deformation) quantization.13

The general idea of a deformation quantization is to consider a classical theory, whose observables are described by a class of sufficiently regular functions over a certain phase space $X$ (assumed to be locally compact and Hausdorff), as the zero-limit of a sequence of usually non-commutative or quantum theories labeled by a semi-classical parameter $\hbar$, whose observables are represented by self-adjoint operators on a corresponding sequence of Hilbert spaces. The non-commutative theories correspond to $\hbar > 0$ whilst the classical theory, loosely speaking, is obtained by considering the limit $\hbar \to 0$ in a continuous manner. To be more precise this limit is established by means of a selection of sequences of observables (parametrized by $\hbar \geq 0$) with a suitable continuity property formulated in terms of $C^*$-algebras. Concretely, such sequences are nothing else than a subclass of the continuous cross-sections of a certain continuous bundle of $C^*$-algebras.13

In this algebraic setting, as already indicated, the quantum observables are given by self-adjoint elements of abstract $C^*$-algebras $\mathfrak{A}_\hbar$ of formal operators $a \in \mathfrak{A}_\hbar$. The algebraic states in turn are complex-valued positive linear normalized functionals $\omega_\hbar : \mathfrak{A}_\hbar \to \mathbb{C}$ with the physical meaning of $\omega_\hbar(a)$ as the expectation values of the observable $a = a^*$ in the state $\omega_\hbar$. A great advantage is that this algebraic approach, differently from the usual Hilbert space formulation, is suitable even for classical theories. This is because the set of (sufficiently regular) functions $f$ on the space of phases $X$ representing classical observables has a natural structure of a commutative $C^*$-algebra $\mathfrak{A}_0 = C_0(X)$, so that, due to the Riesz representation theorem algebraic states can be identified with probability measures over $X$, $\omega_0(f) = \int_X f \, d\mu_\omega$.15 Moreover we emphasize that, as a result of the famous GNS-construction, this more abstract viewpoint actually encompasses the Hilbert space formulation, so that the rather abstract algebraic perspective can always be recast to a standard Hilbert space framework.

An instrument of absolute relevance in this framework is the notion of quantization map, which design can be traced back to Dirac. From a modern point of view it consists of a map $Q_\hbar : \mathfrak{A}_0 \ni f \mapsto Q_\hbar(f) \in \mathfrak{A}_\hbar$ which associates to classical observables $f \in \mathfrak{A}_0$ (or a substructure of it) quantum observables $Q_\hbar(f) \in \mathfrak{A}_\hbar$ and satisfies a number of various conditions. We now introduce the concept of a deformation quantization of classical structures, in particular of a Poisson manifold, adopted from [28, Def. 7.1].

**Definition 2.7.** A deformation quantization16 of a Poisson manifold $(X, \{\cdot, \cdot\})$ consists of:

---

13We shall mainly rely on the concept of (strict) deformation quantization developed in the 1970s (Berezin [5]; Bayen et al. [4]), where non-commutative algebras characteristic of quantum mechanics arise as deformations of commutative Poisson algebras characterizing classical theories. In Rieffel’s [40] [41] approach to deformation quantization, further developed by Landsman [26], the deformed algebras are $C^*$-algebras, so that the apparatus of operator algebras becomes available.

14In general, the set $\mathfrak{A}_0$ can be any commutative $C^*$-algebra. This paper is however based on quantization of a Poisson manifold $X$, which naturally corresponds to the $C^*$-algebra $\mathfrak{A}_0 = C_0(X)$, as indicated in [25] Chapter 7. In this setting, strictly speaking, the classical observables should be elements of a dense $\ast$-Poisson subalgebra of $C_0(X)$ (which itself is not a Poisson algebra!), in order to define a Poisson bracket and therefore a classical theory.

15Named continuous quantization of a Poisson manifold in [20] Definition II 1.2.5.
(1) a continuous $C^*$-bundle $(I, \mathcal{A}, \pi_h : \mathcal{A} \to \mathcal{A}_h)$, where $I$ is a subset of $\mathbb{R}$ containing $0$ as accumulation point and $\mathcal{A}_0 = C_0(X)$ equipped with norm $\| \cdot \|_\infty$;

(2) a dense $*$-subalgebra $\tilde{\mathcal{A}}_0$ of $C_0(X)$ closed under the action of Poisson brackets (so that $(\tilde{\mathcal{A}}_0, \{\cdot, \cdot\})$ is a complex Poisson algebra);

(3) a collection of quantization maps $\{Q_h\}_{h \in I}$, namely linear maps $Q_h : \tilde{\mathcal{A}}_0 \to \mathcal{A}_h$ (possibly defined on $\mathcal{A}_0$ itself and next restricted to $\tilde{\mathcal{A}}_0$) such that:

(i) $Q_0$ is the inclusion map $\tilde{\mathcal{A}}_0 \to \mathcal{A}_0$ (and $Q_h(1_{\mathcal{A}_0}) = 1_{\mathcal{A}_h}$ if $\mathcal{A}_0$ and $\mathcal{A}_h$ are unital for all $h \in I$);

(ii) $Q_h(f) = Q_h(f)^*$, where $f(x) := f(\xi(x))$;

(iii) for each $f \in \tilde{\mathcal{A}}_0$, the assignment $0 \mapsto f, h \mapsto Q_h(f)$ when $h \in I \setminus \{0\}$, defines a continuous section of $(I, \mathcal{A}, \pi_h)$.

(iv) each pair $f, g \in \tilde{\mathcal{A}}_0$ satisfies the Dirac-Groenewold-Rieffel condition:

$$\lim_{h \to 0} \left\| \frac{i}{h} [Q_h(f), Q_h(g)] - Q_h(\{f, g\}) \right\|_h = 0.$$ 

If $Q_h(\tilde{\mathcal{A}}_0)$ is dense in $\mathcal{A}_h$ for every $h \in I$, then the deformation quantization is called strict.

(If $Q_0$ is defined on the whole $C_0(X)$, all conditions except (iv) are assumed to be valid on $C_0(X)$.)

Elements of $I$ are interpreted as possible values of Planck’s constant $\hbar$ and $\mathcal{A}_h$ is the quantum algebra of observables of the theory at the given value of $\hbar \neq 0$. As a result of condition (ii) in Definition 2.7 for real-valued $f$ the operator $Q_h(f)$ is self-adjoint and therefore denotes the quantum observable associated to the classical observable $f$.

It immediately follows from the definition of a continuous bundle of $C^*$-algebras that for any $f \in \tilde{\mathcal{A}}_0$ the next continuity properties: \footnote{In order to define a deformation quantization it is not necessary to start from a continuous $C^*$-bundle, but it is sufficient to assign quantization maps satisfying some conditions \cite{26}.}

- **Rieffel’s condition:**

$$\lim_{h \to 0} \|Q_h(f)\|_h = \|f\|_\infty ; \tag{2.31}$$

- **von Neumann condition:**

$$\lim_{h \to 0} \|Q_h(f)Q_h(g) - Q_h(fg)\|_h = 0. \tag{2.32}$$

Indeed, the section $I \ni h \mapsto Q_h(f)Q_h(g) - Q_h(fg)$ is a continuous section because, it is constructed with the pointwise operations of the $C^*$-algebra $\mathcal{A}$ and $(I, \mathcal{A}, \pi_h)$ is a continuous $C^*$-bundle, finally $Q_0(f)Q_0(g) - Q_0(fg) = fg - fg = 0$, hence (iii) in Definition 2.1 implies (2.32).

We stress that the concept of deformation quantization can be studied in the context of tensor product bundles as well \cite{35}. This however goes beyond the scope of this paper. Let us now give some concrete examples some of them already introduced in \cite{24}.
In Example 2.3 the $C^\ast$-bundle $\mathfrak{A}^c$ over $I = [0, 1]$ with Berezin maps $Q_h^B$ defined by (2.4) gives a strict deformation quantization of $\mathbb{R}^{2n}$, where $\mathbb{R}^{2n}$ carries the canonical Poisson structure induced by the natural symplectic form $\sum_{k=1}^n dp_k \wedge dq_k$. The dense Poisson $*$-subalgebra of $C_0(\mathbb{R}^{2n})$ can be chosen to be all compactly supported smooth functions on $\mathbb{R}^{2n}$, and $Q_h^B$ restricted to this subalgebra surjectively maps onto a dense subalgebra of $B_\infty(L^2(\mathbb{R}^n))$ [21].

Also Example 2.4 relates to a deformation quantization, at least when $\mathfrak{B} = M_k(\mathbb{C})$ as proved in [29]. Indeed, it can be shown that $S(M_k(\mathbb{C}))$ is canonically a Poisson manifold with stratified boundary. In the special case that $k = 2$, the Poisson bracket assumes the form

$$\{f, g\}^{(B^3)}(x) = \sum_{a,b,c=1}^3 \epsilon_{abc} x_c \frac{\partial f}{\partial x_a} \frac{\partial g}{\partial x_b}, \quad x \in B^3,$$

(2.33)

where $S(M_2(\mathbb{C})) \cong B^3 = \{x \in \mathbb{R}^3 \mid \|x\| \leq 1\}$, the closed unit ball in $\mathbb{R}^3$. This isomorphism is given by the well-known parametrization

$$\rho_{x,y,z} = \frac{1}{2} \begin{pmatrix} 1 + z & x - iy \\ x + iy & 1 - z \end{pmatrix},$$

(2.34)

of an arbitrary density matrix $\rho_{x,y,z}$ on $\mathbb{C}^2$. Quantization maps are defined by symmetric sequences through the maps (4.17) (see [4.2]. For further details we refer to [29]. Example 2.6 yields a strict deformation quantization as well. Clearly the manifold $S^2$ is a symplectic (in particular, a Poisson) manifold with Poisson bracket induced by the symplectic form $\sin \theta d\theta \wedge d\phi$, where $\theta \in (0, \pi)$, and $\phi \in (0, 2\pi)$. The Berezin quantization maps (2.28) restricted to the dense Poisson $*$-subalgebra $C^\infty(S^2)$ of all smooth functions on $S^2$ satisfy all assumptions of Definition 2.7 in particular they map surjectively onto a dense subalgebra of $B(\text{Sym}^N(\mathbb{C}^2))$ [28, Theorem 8.1].

Remark 2.8. Note that the quantization maps of Examples 2.3 and 2.6 are defined through coherent states. The quantization maps in Example 2.4 are defined in a different way: no coherent states are involved in their definition. This relies on the fact that the manifolds $\mathbb{R}^{2n}$ and $S^2$ are symplectic and admit an additional structure of a so-called coherent pure state quantization [26].

2.3 Classical limit

The above ingredients allow us to introduce the concept of the classical limit\footnote{We point out to the reader that these topics are partially related by approaches in semi-classical and microlocal analysis [18, 29, 21, 51]. As opposed to the $C^\ast$-algebraic framework used in this paper, such works typically rely on the properties of the underlying Hilbert space structure.}. We hereto assume we are given a strict deformation quantization of a Poisson manifold $X$ according to Definition 2.7. We denote by $\mathfrak{A}_0 \subset \mathfrak{A}_0$ the commutative dense Poisson $*$-subalgebra of $\mathfrak{A}_0 = C_0(X)$ corresponding to the fiber at $\hbar = 0$, and $\mathfrak{A}_h$ the quantum algebra above $\hbar > 0$. Given a sequence of quantization maps $Q_h : \mathfrak{A}_0 \ni f \mapsto Q_h(f) \in \mathfrak{A}_h$, we say that a sequence of states $\omega_h : \mathfrak{A}_h \rightarrow \mathbb{C}$ is said to be have a classical limit if the following limit exists and defines a state $\omega_0$ on $\mathfrak{A}_0$,

$$\lim_{\hbar \rightarrow 0} \omega_h(Q_h(f)) = \omega_0(f), \quad (f \in \mathfrak{A}_0).$$

(2.35)
By construction, this approach provides a rigorous meaning of the convergence of algebraic quantum states \( \omega_h \) to classical states \( \omega_0 \) on the commutative algebra on \( \mathfrak{A}_0 \), when \( h \to 0 \).

A special case of interest are the quantum algebraic (vector) states \( \omega_h(Q_h) := \langle \psi_h, Q_h(f) \psi_h \rangle \) induced by some normalized unit vector \( \psi_h \). The subscript \( h \) indicates that the unit vectors might depend on \( h \), which is for example the case when the \( \psi_h \) correspond to eigenvectors of a \( h \)-dependent Schrödinger operator \( H_h \), or in case of spin systems, to eigenvectors \( \psi_N \) of quantum Hamiltonians \( H_N \). These issues have been presented from a technical perspective in [47, 34]. In such works it has been shown that this \( C^* \)-algebraic approach offers a complete interpretation and rigorous notion of the classical limit of quantum systems, even though eigenvectors of such operators in general do not admit a limit in the pertinent Hilbert space.

We will see in Section 4 that this notion of the classical limit furthermore allows to study spontaneous symmetry breaking as emergent phenomenon when passing from the quantum realm to the classical world by switching off the semi-classical parameter, e.g. \( h \) where \( h \to 0 \), or \( 1/N \) where \( N \to \infty \).

**Remark 2.9.** In view of the classical limit, the limit \( N \to \infty \) (where \( N \) denotes the number of lattice sites, spin particles, etc.) by definition now yields a classical theory encoded on a certain phase space \( X \) with ensuing algebra of classical observables given by \( C_0(X) \) (or, strictly speaking, a substructure of it). We stress that in literature the limit \( N \to \infty \) is often referred to as thermodynamic limit, regardless of the nature of the limiting theory, i.e. commutative or non-commutative.

3 Symmetry in algebraic quantum theory

In this section we introduce the notion of spontaneous symmetry breaking in algebraic quantum theory. In particular, we see that SSB applies to commutative as well as non-commutative \( C^* \)-algebras, and therefore to classical and quantum theories. In the event that they are encoded by a continuous bundle of \( C^* \)-algebras (cf. Definition 2.1) this allows one to study SSB as a possibly emergent phenomenon in the classical limit. All that is needed are the continuity properties of the \( C^* \)-bundle specified by the continuous cross-sections.

Let us now introduce the general \( C^* \)-algebraic context where the notion of spontaneous symmetry breaking takes place. A \( C^* \)-dynamical system \( \mathfrak{A}, \alpha \) is a \( C^* \)-algebra \( \mathfrak{A} \) equipped with a dynamical evolution, that is, a one-parameter group of \( C^* \)-algebra automorphisms \( \alpha := \{ \alpha_t \}_{t \in \mathbb{R}} \) that is strongly continuous in \( \mathfrak{A} \): the map \( \mathbb{R} \ni t \mapsto \alpha_t(a) \in \mathfrak{A} \) is continuous for every \( a \in \mathfrak{A} \).

3.1 Dynamical symmetry groups and ground states

If \( \mathfrak{A}, \alpha \) is a \( C^* \)-dynamical system and \( \omega \) is an \( \alpha \)-invariant state, i.e., \( \omega(a) = \omega(\alpha_t(a)) \) for every \( a \in \mathfrak{A} \) and \( t \in \mathbb{R} \), there is a unique one-parameter group of unitaries \( U := \{ U_t \}_{t \in \mathbb{R}} \) which implements \( \alpha \) in the GNS representation, i.e., \( \pi_\omega(\alpha_t(a)) = U_t^{-1} \pi_\omega(a) U_t \), and leaves fixed the cyclic vector \( U_t \Psi_\omega = \Psi_\omega \) (see e.g., [28, 32]). It follows that \( U \) is strongly continuous in \( \mathfrak{B}(\mathcal{H}_\omega) \) as a consequence of the strong continuity of \( \alpha \) in \( \mathfrak{A} \) and the properties of the GNS construction. This allows us to give the definition of a ground state [10, 11, 28].

**Definition 3.1.** A ground state of a \( C^* \)-dynamical system \( \mathfrak{A}, \alpha \) is an algebraic state \( \omega: \mathfrak{A} \to \mathbb{C} \) such that

(a) the state is \( \alpha \)-invariant, i.e., \( \omega(\alpha_t(a)) = \omega(a) \) for all \( t \in \mathbb{R} \) and all \( a \in \mathfrak{A} \),
states can be constructed out of limit points of convex combinations of compact for the Banach-Alaoglu theorem. As a result of the Krein-Milman theorem, all ground states are extremal ground states exactly correspond to pure states which are also ground states.

3.2 Commutative case

Definition 3.1 applies in particular to the commutative case where \( \mathfrak{A} := C_0(X) \) endowed with the \( C^* \)-norm \( \| \cdot \|_{\infty} \), referred to a locally compact Hausdorff space \( X \) possibly endowed with a Poisson structure \( (C^\infty(X), \{ \cdot, \cdot \}) \). In this case the states \( \omega \) are nothing but the regular Borel probability measures \( \mu_\omega \) over \( X \). More precisely, if \( \omega : \mathfrak{A} \to \mathbb{C} \) is an algebraic state, the \( C_0(X) \) version of Riesz’s representation theorem of generally complex measures on locally compact Hausdorff spaces [42], proves that \( (\mathcal{H}_\omega, \pi_\omega, \Psi_\omega) \) assumes the form

\[
\mathcal{H}_\omega = L^2(X, \mu_\omega), \quad (\pi_\omega(f)\psi)(\sigma) = f(\sigma)\psi(\sigma), \quad \Psi_\omega(\sigma) = 1, \quad \text{for all } f \in C_0(X), \psi \in \mathcal{H}_\omega \text{ and } \sigma \in X.
\]

With this representation, the pure states are Dirac measures concentrated at any point \( \sigma \in X \).

A \( C^* \)-dynamical system structure is constructed when the dynamical evolution is furnished by the pullback action of the Hamiltonian flow \( \phi^{(h)} \), provided it is complete, generated by a (real) hamiltonian function \( h \in C^\infty(X) \), i.e., \( \alpha_t^{(h)}(f) := f \circ \phi_t^{(h)} \) for every \( f \in C_0(X) \) and \( t \in \mathbb{R} \).

It is easy to prove that \( (C_0(X), \alpha^{(h)}) \) is a \( C^* \)-dynamical system (in particular \( \alpha^{(h)} \) leaves \( C_0(X) \) invariant and is strongly continuous [34]). We have the following result on ground states [34, Prop. 6.3].

**Proposition 3.2.** The ground states of \( (C_0(X), \alpha^{(h)}) \) are all of the regular Borel probability measures on \( X \) whose support is contained in the closed set \( N_h := \{ \sigma \in X \mid dh(\sigma) = 0 \} \).

If \( \omega \) is a ground state of \( (C_0(X), \alpha^{(h)}) \), in view of the above discussion, \( \alpha^{(h)} \) is trivially implemented: \( U_t = I \) for every \( t \in \mathbb{R} \) and the positivity condition on the spectrum of the generator of \( U_t \) is automatically fulfilled. In this case the extremal elements of \( S^{\text{ground}}(\mathfrak{A}, \alpha) \) are the Dirac measures concentrated at the points \( \sigma \in X \) such that \( dh(\sigma) = 0 \). In particular extremal ground states are pure states.

3.3 Weak and spontaneous symmetry breaking

When \( (\mathfrak{A}, \alpha) \) is a \( C^* \)-dynamical system also endowed with a group \( G \) acting on \( \mathfrak{A} \) with a group representation \( \gamma : G \ni g \to \gamma_g \) in terms of \( C^* \)-automorphisms \( \gamma_g : \mathfrak{A} \to \mathfrak{A} \), we say that \( G \) is a dynamical symmetry group if \( \gamma_g \circ \alpha_t = \alpha_t \circ \gamma_g \) for all \( g \in G \) and \( t \in \mathbb{R} \). This leads to the following definition [28, Def. 10.3].

---

19 All positive Borel measures on \( X \) are automatically regular due to Theorem 2.18 in [42].
Definition 3.3. Let \((\mathfrak{A}, \alpha)\) be a \(C^*\) dynamical system, and suppose have a (topological) group \(G\) and a (continuous) homomorphism \(\gamma : \text{Aut}(\mathfrak{A})\) which is a symmetry of the dynamics. We say that the \(G\)-symmetry is spontaneously broken \((at T = 0)\) if

\[
(\partial_e S_{\text{ground}}(\mathfrak{A}))^G = \emptyset. \tag{3.1}
\]

As before, \(S_{\text{ground}}(\mathfrak{A})\) denotes the convex set of algebraic ground states of \(\mathfrak{A}\), and \(\partial_e S_{\text{ground}}(\mathfrak{A})\) is the set of extremal ground states \((\partial_e\) indicates the extreme boundary). Finally, \(S_G := \{\omega \in \mathcal{S} | \omega \circ \gamma_g = \omega \forall g \in G\}\) defined for any subset \(\mathcal{S} \subset S(\mathfrak{A})\) is the set of \(G\)-invariant states in \(\mathcal{S}\).

Therefore, spontaneous symmetry breaking occurs for a dynamical system \((\mathfrak{A}, \alpha)\) endowed with a dynamical symmetry group \(G\) if there are no \(G\)-invariant ground states which are extreme points in \(S_{\text{ground}}(\mathfrak{A}, \alpha)\). Within the usual situation where the extremal points in \(S_{\text{ground}}(\mathfrak{A}, \alpha)\) are the ground pure states of \(\mathfrak{A}\), occurrence of SSB means that \(G\)-invariant ground states must be necessarily mixed states. A more frequent situation happens if \((\partial_e S_{\text{ground}}(\mathfrak{A}))^G \neq \partial_e S_{\text{ground}}(\mathfrak{A}, \alpha)\), there is at least one extreme point in \(S_{\text{ground}}(\mathfrak{A}, \alpha)\) that is not \(G\)-invariant. In this case one says that weak symmetry breaking takes place.

Furthermore, Definition 3.3 extends to primary KMS states at inverse temperature \(\beta \in (0, \infty)\). These states play an important role in the definition of pure thermodynamic phases.

Remark 3.4. The very definition of a ground state in the commutative case shows that, as opposed to what is physically accepted, not only absolute minima might be ground states, but all extremal points \(\sigma\) on which \(dh\) vanishes. In view of Definition 3.3 spontaneous symmetry breaking would almost never occur: if the classical Hamiltonian \(h\) has a maximum (as happens in physically relevant models) then always weak symmetry breaking, rather than spontaneous symmetry breaking takes place. In order to circumvent this problem we proceed as in \([28, 29]\) and only focus on absolute minima, i.e. we consider classical ground states as being points in phase space on which the classical Hamiltonian assumes an absolute minimum. \(\blacksquare\)

4 Applications

In this section we discuss various physical models including their classical limits for the particular choice of ground states. As already mentioned, the quantization map will play a crucial role in order to connect quantum operators with their classical counterparts, and it particularly defines the set of physical observables of the quantum system. \([25]\) Moreover we study several cases in which a symmetry group is present, and emphasize the role of spontaneous symmetry breaking. The main idea is that if an algebraic quantum state is invariant under a certain \(G\)-action, then the limiting state is \(G\)-invariant as well, which at least at the level of ground states studied in our examples, yields spontaneous symmetry breaking in the classical limit. All these ideas and concepts are carefully explained and illustrated with several examples presented in the next paragraphs.

\(^{20}\)Clearly, in order to obtain physically relevant results this set should not be too “small”. In the examples presented in this paper this is obviously not the case.
4.1 Schrödinger operators

Consider a sequence of $\hbar$-dependent Schrödinger operators $H_\hbar$ defined on some dense domain of $\mathcal{H} = L^2(\mathbb{R}^n, dx)$. Such operators are typically given by

$$H_\hbar := -\hbar^2 \Delta + V, \quad \hbar > 0,$$

(4.1)

where $\Delta$ denotes the Laplacian on $\mathbb{R}^n$, and $V$ denotes multiplication by some real-valued function on $\mathbb{R}^n$, playing the role of the potential. Our general hypotheses on $V$ will be the following ones.

(V1) $V$ is a real-valued $C^\infty(\mathbb{R}^n)$ function.

(V2) $V(x) \to +\infty$ for $|x| \to +\infty$ (i.e., for every $M > 0$, there is $R_M > 0$ such that $V(x) > M$ if $|x| > R_M$).

(V3) $e^{-tV} \in \mathcal{S}(\mathbb{R}^n)$ for $t > 0$ (the set $\mathcal{S}(\mathbb{R}^n)$ is the Schwartz space on $\mathbb{R}^n$).

As a result of these hypotheses, standard arguments show that the operator $-\hbar^2 \Delta + V$ is essentially self-adjoint on $C^\infty_0(\mathbb{R}^n)$ and that $H_\hbar \geq 0$ (see e.g. [38, Theorem X.28]). In particular, the resolvent of $H_\hbar$ is compact [39, Theorem XIII.67]. According to standard results on positive compact operators (see e.g. [32]), if $\hbar > 0$,

(a) the spectrum of $H_\hbar$ is a pure point spectrum and there is a corresponding Hilbert basis of eigenvectors $\{\psi^{(j)}_\hbar\}_{j=0,1,\ldots}$ with corresponding eigenvalues

$$\sigma(H_\hbar) = \{E^{(j)}_\hbar\}_{j=0,1,2,\ldots} \quad \text{with} \quad 0 \leq E^{(j)}_\hbar \leq E^{(j+1)}_\hbar \to +\infty \text{ as } j \to +\infty,$$

(4.2)

where every eigenspace has finite dimension;

(b) $e^{-tH_\hbar}$ is compact with spectrum $\sigma(e^{-tH_\hbar}) = \{0\} \cup \{e^{-tE^{(j)}_\hbar}\}_{j=0,1,2,\ldots}$, 0 being the unique point of the continuous spectrum, and the eigenspaces of $H_\hbar$ and $e^{-tH_\hbar}$ coincide;

(c) the minimal eigenvalue $E^{(0)}_\hbar$ of $H_\hbar$ corresponds to the maximal eigenvalue of $e^{-tH_\hbar}$ according to

$$e^{-tE^{(0)}_\hbar} = ||e^{-tH_\hbar}||.$$

(4.3)

Furthermore, as a result of [34 Prop. 4.2], the following properties hold

(d) $||e^{-tH_\hbar}|| \to e^{-t \min V}$ as $\hbar \to 0^+$.

(e) The eigenspace of $H_\hbar$ associated to the minimal eigenvalue $E^{(0)}_\hbar$ has dimension 1 for any $\hbar > 0$. This leads to a theorem proving the classical limit for the ground state of such Schrödinger operators as $\hbar \to 0$ [34 Theorem 5.4].

21 We stress that under a certain scale separation the physical meaning of the limit in Planck’s constant $\hbar \to 0$ can be interpreted as the limit $m \to \infty$, where $m$ denotes the mass of the quantum particle. Indeed, the limit $\hbar \to 0$ where $\hbar$ occurs as $-\hbar^2/2m$ in front of the Laplacian at fixed mass (usually set to 1) of a general Schrödinger operator can be equivalently obtained by sending $m$ to infinity at fixed $\hbar$. 
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Theorem 4.1. Consider a group $G$ either finite or topological compact, a selfadjoint Schrödinger operator on $L^2(\mathbb{R}^n, dx)$ $H_h := -\hbar^2 \Delta + V$, as in (4.1) where $V : \mathbb{R}^n \to \mathbb{R}$ satisfies (V1)-(V3), and assume the following hypotheses.

- $G$ acts, continuously in the topological-group case, on $(\mathbb{R}^{2n}, \sum_{k=1}^{n} dp_k \wedge dq^k)$ in terms of symplectomorphisms.
- Defining $h(q, p) := p^2 + V(q)$, the action of $G$ leaves invariant $V$ and it acts transitively on $\Sigma_{\text{min}, h} = h^{-1}(\{ \text{min} h \})$.

Then the following facts are valid for every chosen $\sigma_0 \in \Sigma_{\text{min}, h}$ and for a family $\{ \psi^{(0)}_h \}_{h > 0}$ of (normalized) eigenvectors of $H_h$ with minimal (and thus automatically non-degenerate) eigenvalues $E^{(0)}_h \_{h > 0}$ converging to $\min_{q \in \mathbb{R}^n} V(q) = \min_{(q, p) \in \mathbb{R}^{2n}} h(q, p)$ as $h \to 0$.

(1) If $G$ is topological and compact,
\[
\lim_{h \to 0^+} (\psi^{(0)}_h, Q^B_h(f)\psi^{(0)}_h) = \int_G f(g\sigma_0) d\mu_G(g), \quad \text{for every } f \in C_0(\mathbb{R}^{2n});
\quad (4.4)
\]
where $\mu_G$ is the normalized Haar measure of $G$.

(2) If $G$ is finite,
\[
\lim_{h \to 0^+} (\psi^{(0)}_h, Q^B_h(f)\psi^{(0)}_h) = \frac{1}{N_G} \sum_{g \in G} f(g\sigma_0), \quad \text{for every } f \in C_0(\mathbb{R}^{2n});
\quad (4.5)
\]
where $N_G$ is the number of elements of $G$. The operator $Q^B_h(f)$ denotes the Berezin quantization maps introduced in Example 23.

The left and right-hand sides of (4.4) and (4.5) are independent of the choice of $\sigma_0$.

Remark 4.2. The proof of the theorem is based on the algebraic properties of the Berezin quantization maps. Indeed, the crucial idea of the proof is to show that $Q^B_h(e^{-h})$ is in some sense a “good” approximation of $e^{-H_h}$, where $h(q, p) = p^2 + V(q)$. The semiclassical behaviour of the Schrödinger operator is therefore transferred to Berezin quantization of the function $e^{-h}$, which is in turn well-manageable in the limit $h \to 0$ using the continuity properties of the maps $Q^B_h$. We refer to [34] for further reading.

This theorem allows us to discuss the role of symmetry breaking in a complete algebraic manner. To simplify the discussion we focus on the case $V(q) = (q^2 - 1)^2$ ($q \in \mathbb{R}^n$). Clearly, this potential satisfies (V1)-(V3), and moreover, it is not difficult to see that all the hypotheses of the Theorem 4.1 are satisfied for $G = \mathbb{Z}_2$ if $n = 1$, or $G = SO(n)$ if $n > 1$, which from now on, will be the groups of consideration.

---

22The action $G \times \mathbb{R}^{2n} \ni (g, \sigma) \mapsto g\sigma \in \mathbb{R}^{2n}$ is continuous.

23Since the minimum set $\Sigma_{\text{min}, h}$ in particular corresponds to $p = 0$, one would perhaps expect to require that $G$ leaves invariant only the minimum set of $V$. However, in this case it might happen that $H_h$ does not commute with the unitary representation $U_g$ defined by $U_g \phi(x) = \phi(g^{-1}x)$. As a result, $G$ may not define a dynamical symmetry group, which is necessary for the discussion of SSB. This problem is avoided be requiring that $V$ is $G$-invariant.

24This family always exists as a result of property (d) above.
To discuss the role of SSB, we start on the classical site, i.e. \( h = 0 \). We hereto take the \( C^* \)-algebra \( C_0(\mathbb{R}^{2n}) \) and consider the time evolution \( \alpha^{(h)} \) generated by the Hamiltonian flow \( \phi^{(h)} \) induced by the Hamiltonian \( h = p^2 + V(q) \). It is not difficult to see that \( G \) is a dynamical symmetry group of \( (C_0(\mathbb{R}^{2n}), \alpha^{(h)}) \) with action

\[
\gamma_g f := f \circ g^{-1}; \quad \text{for all } g \in G \text{ and } f \in C_0(\mathbb{R}^{2n}),
\]

where \( G = SO(n) \) (or \( \mathbb{Z}_2 \)) acts in the obvious way on \( \mathbb{R}^{2n} \), i.e. on each of the two factors \( \mathbb{R}^n \) separately, by rotation (as \( n > 1 \)) and by reflexion (in case of \( \mathbb{R}^2 \) corresponding to \( G = \mathbb{Z}_2 \)). Indeed, the Hamiltonian flow \( \phi^{(h)} \) is complete since the level sets of \( h \) are compact and every solution of Hamilton equations is contained in one such set as \( h \) is dynamically conserved. Since the action of \( G \) is given by symplectomorphisms and every \( \gamma_g \) leaves \( h \) invariant and thus it commutes with the Hamiltonian flow, the result follows.

Moreover, the classical ground states exhibit spontaneous symmetry breaking. To see this, one observes that the extremal ground states are defined by the Dirac measures concentrated at the set of zeros of \( dh \). In all cases the only \( G \)-invariant extremal ground state is located at \( (q_0, p_0) = (0, 0) \). In view of Remark 4.4 we can forget about this point since it is a maximum. There is however an infinite number of non \( G \)-invariant extremal ground states located at the points \( (q, 0) \) with \( |q| = 1 \) if \( n > 1 \) and exactly two non \( SO(n) \)-invariant extremal ground states \( (\pm 1, 0) \) if \( n = 1 \). For \( |q| = 1 \) and \( p = 0 \) it follows that the associated functionals \( \omega_{|q|=1,p=0}^{(0)} \) on \( C_0(\mathbb{R}^{2n}) \), given by \( \omega_{|q|=1,p=0}^{(0)}(f) = f((q, 0)) \) are not invariant under the symmetry \( \gamma_0 \), and thus the \( SO(n) \)-symmetry is spontaneously broken. A similar result holds of course for the functionals associated to the points \( (\pm 1, 0) \) yielding spontaneous symmetry breaking of \( \mathbb{Z}_2 \).

On the quantum side (i.e. for \( h > 0 \) with observable algebra \( B_\infty(L^2(\mathbb{R}^n)) \)), the dynamical evolution described by a \( h \)-parametrized family of one-parameter group of \( C^* \)-automorphisms \( \mathbb{R} \ni t \mapsto \alpha^h_t \) is provided by a corresponding \( h \)-parametrized family of one-parameter unitary groups \( \mathbb{R} \ni t \mapsto U^h_t := e^{-itH_h} \):

\[
\alpha_t^h(A) := U_{-t}^h AU_t^h, \quad (A \in B_\infty(L^2(\mathbb{R}^n))).
\]

It can be shown that \( \alpha^h \) is strongly continuous in \( B_\infty(L^2(\mathbb{R}^n)) \) [3.4, Prop 6.2], and thus \( (B_\infty(L^2(\mathbb{R}^n)), \alpha^h) \) is a \( C^* \)-dynamical system.

Since the resolvent of \( H_h \) is compact, in particular, \( H_h \) is an observable of the physical system represented by \( \mathfrak{H}_h \). That is not the whole story because, it turns out that \( G = \mathbb{Z}_2 \), for \( n = 1 \), or \( G = SO(n) \), if \( n > 1 \), becomes a dynamical symmetry group. Indeed, for each \( g \in G \) the unitary operator \( U_g : L^2(\mathbb{R}^n) \rightarrow L^2(\mathbb{R}^n) \) given by \( U_g \phi(x) = \phi(g^{-1}x) \) induces an automorphism \( \gamma_g \in \text{Aut}(B_\infty(L^2(\mathbb{R}^n))) \) given by

\[
\gamma_g(A) = U_g AU_g^*, \quad (A \in B_\infty(L^2(\mathbb{R}^n))).
\]

It is not difficult to see that, for each \( h > 0 \) the \( G \)-invariance of the model is expressed by the property

\[
\alpha_t^h \circ \gamma_g = \gamma_g \circ \alpha_t^h,
\]
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and thus this gives the symmetry of the dynamics.\textsuperscript{25} Differently from the classical ($\hbar = 0$) case here no SSB occurs. Indeed, the ground state eigenvector of the quantum Hamiltonian $H_\hbar$ is a unit vector $\Psi_\hbar^{(0)}$ on $L^2(\mathbb{R}^n)$ for which the corresponding eigenvalue $E_\hbar^{(0)}$ lies at the bottom of the spectrum $\sigma(H_\hbar)$. Algebraically, such a unit vector $\Psi_\hbar^{(0)}$ defines a state $\omega_\hbar^{(0)}$ on the $C^*$-algebra of observables $\mathfrak{A}_\hbar = B_\infty(L^2(\mathbb{R}^n))$, viz.

$$\omega_\hbar^{(0)}(A) = \langle \Psi_\hbar^{(0)}, A \Psi_\hbar^{(0)} \rangle \quad (A \in B_\infty(L^2(\mathbb{R}^n))),$$ (4.10)

where $\langle \cdot, \cdot \rangle$ is the inner product on $L^2(\mathbb{R}^n)$. In the case of compact operators it can be shown that the definition of the ground state (Definition 3.1 of §3.1) is equivalent to (4.10) \cite[Prop. 6.5]{34}. Now, since $U_g$ commutes with $H_\hbar$ and the eigenvector $\Psi_\hbar^{(0)}$ corresponds to a non-degenerate minimum, it follows that

$$\omega_\hbar^{(0)} \circ \gamma_g = \omega_\hbar^{(0)} \quad (g \in G).$$ (4.11)

Therefore, the pure state $\omega_\hbar^{(0)}$ is $G$-invariant. This should be physically evident since there is only one “ground state” (in the sense of a vector state with minimal energy) which is $G$-invariant.

The (unique) algebraic ground state $\omega_\hbar^{(0)}(\cdot) = \langle \Psi_\hbar^{(0)}, \cdot \rangle_{\Psi_\hbar^{(0)}}$ is $G$-invariant and pure, and converges (by Theorem 4.1) to the $G$-invariant, but mixed state $\omega_0^{(0)}(f) := \int_G f(g) \sigma_0 dg$ (or similarly, in case of $G = \mathbb{Z}_2$, to the state defined by (4.5)) which also qualifies a ground state of $(C_0(\mathbb{R}^n), \alpha^{(h)})$ \cite{34}. According to Definition 3.3 and the discussion above the state $\omega_0^{(0)}$ breaks the $G$-symmetry. We conclude that this algebraic framework shows that spontaneous symmetry breaking occurs as emergent phenomenon when passing from the quantum realm (no SSB) to the classical world (existence of SSB) by switching off $\hbar$.

4.2 Mean-field theories

In this section we consider the quantum Curie-Weiss model\textsuperscript{26}, which is an exemplary quantum mean-field spin model. We stress that similar results hold for general mean-field quantum spin systems, whose details have been proved in \cite{47}. The quantum Curie Weiss defined on a lattice with $N$ sites\textsuperscript{27} is

$$H_{1/N}^{CW} : \mathbb{C}^2 \otimes \cdots \otimes \mathbb{C}^2 \rightarrow \mathbb{C}^2 \otimes \cdots \otimes \mathbb{C}^2;$$ (4.12)

$$H_{1/N}^{CW} = \frac{J}{2N} \sum_{i,j=1}^{N} \sigma_3(i)\sigma_3(j) - B \sum_{j=1}^{N} \sigma_1(j).$$ (4.13)

\textsuperscript{25}This follows from the following fact. Since the potential $V$ is assumed to be $G$-invariant, the unitary operator $U_g$ commutes with $H_\hbar$, and therefore also with $U^{\hbar}$.

\textsuperscript{26}This model exists in both a classical and a quantum version and is a mean-field approximation to the Ising model. See e.g. \cite{10} for a mathematically rigorous treatment of the classical version, and \cite{12} for the quantum version. For our approach the papers \cite{7,15,37} played an important role. See also \cite{1} for a very detailed discussion of the quantum Curie–Weiss model.

\textsuperscript{27}The geometric configuration including its dimension is irrelevant, as is typical for mean-field models \cite{48}, so that we may as well consider the model in one dimension, i.e. defined on a chain.
Here $\sigma_k(j)$ stands for $I_2 \otimes \cdots \otimes \sigma_k \otimes \cdots \otimes I_2$, where $\sigma_k$ denotes the spin-Pauli matrix $\sigma_k$ ($k = 1, 2, 3$) and occupies the $j$-th slot, and $J, B \in \mathbb{R}$ are given constants defining the strength of the spin-spin coupling and the (transverse) external magnetic field, respectively. In terms of the macroscopic average spin operators

$$T_\mu = \frac{1}{2N} \sum_{i=1}^{N} \sigma_\mu(i), \quad (\mu = 1, 2, 3),$$

the Hamiltonian (4.13) assumes the more transparent form

$$H_{CW}^{1/N} = -2N(JT_3^2 + BT_1).$$

Perhaps surprisingly, the quantum Curie-Weiss Hamiltonian has a classical counterpart on the Poisson manifold $S(M_2(\mathbb{C}))$. To see where this classical counterpart comes from, we rely on the fact [29] that the manifold $S(M_2(\mathbb{C}))$ admits a deformation quantization, with quantization maps $Q_{1/N} : 2^x_0 \subset C(S(M_2(\mathbb{C}))) \to M_2(\mathcal{C})^\otimes N$ given by symmetric sequences explained in §2.4, and where $2^x_0$ is a dense Poisson $*$-subalgebra of $C(S(M_2(\mathbb{C})))$. To define these maps explicitly, we first identify $S(M_2(\mathbb{C})) \cong B^3$ (cf. (2.34)). Quantization maps are then defined on the dense $*$-subalgebra of $2^x_0 \subset C(B^3)$ given by all polynomials $p(x, y, z)$ in three real variables restricted to $B^3$, which can be shown to admit a Poisson structure [29]. Consequently, we rely on the fact that each homogeneous polynomial $p$ of degree $N$ uniquely corresponds to symmetrized tensor product of the form [29, §3.1]

$$b_{j_1} \otimes_s \cdots \otimes_s b_{j_N},$$

where $b_{j_i} = \sigma_i$, ($i = 1, \ldots, 3$). Under this identification, i.e. $p \leftrightarrow b_{j_1} \otimes_s \cdots \otimes_s b_{j_N}$, quantization maps $Q_{1/N}$ are defined by linear extension of its values on such $p$ in the following way [29, §3.2]:

$$Q_{1/N}(p) = \begin{cases} S_{L,N}(b_{j_1} \otimes_s \cdots \otimes_s b_{j_L}), & \text{if } N \geq L; \\ 0, & \text{if } N < L, \end{cases}$$

(4.17)

$$Q_{1/N}(1_{B^3}) = I_2 \otimes \cdots \otimes I_2. \quad \text{N times}$$

(4.18)

Here, $S_{L,N}$ denotes the symmetrizer defined by (2.11).

By definition,

$$H_{CW}^{1/N} \in \text{Sym}(M_2(\mathbb{C})^\otimes N),$$

(4.19)

where $\text{Sym}(M_2(\mathbb{C})^\otimes N)$ is the range of the symmetrizer $S_N$. In order to find the classical counterpart, we first normalize $H_{CW}^{1/N}$ as $H_{CW}^{1/N}/N$ and, based on a combinatorial argument, we may rewrite

$$\begin{align*}
H_{CW}^{1/N}/N &= -\frac{J}{2N(N-1)} \sum_{i \neq j, i,j=1}^{N} \sigma_3(i)\sigma_3(j) - \frac{B}{N} \sum_{j=1}^{N} \sigma_1(j) + O(1/N) \\
&= Q_{1/N}(h_{CW}^0) + O(1/N),
\end{align*}$$

(4.20)

This idea goes back to Lieb [30] (see also [28, 29, 47, 48]).
where \( O(1/N) \) is meant in norm (i.e. the operator norm on each space \( M_2(\mathbb{C})^\otimes N \)), and the **classical Curie–Weiss Hamiltonian** is

\[
h_0^{\text{CW}} : B^3 \to \mathbb{R};
\]

\[
h_0^{\text{CW}}(x, y, z) = -\left( \frac{J}{2} z^2 + Bx \right), \quad x = (x, y, z) \in B^3.
\]

Therefore, up to a small error as \( N \to \infty \), the quantum Curie–Weiss Hamiltonian (4.13) is given by quantization of its classical counterpart (4.22).

To find the classical limit, we a priori have to fix \( B \in (0, 1) \) in which regime the CW model exhibits spontaneous symmetry breaking (SSB) (see the discussion below and [28, 29, 48]). For convenience, we set \( J = 1 \). For this choice of parameters we consider the absolute minima of the classical CW hamiltonian. By a simple calculation these minima are attained in

\[
x_{\pm} = (B, 0, \pm \sqrt{1 - B^2}),
\]

and lie on the extreme boundary \( S^2 = \partial_e B^3 \), the unit two-sphere in \( \mathbb{R}^3 \).

The above observations yield the the following theorem [29, Thm. 3.4] proving the existence of the classical limit in the number of sites \( N \) of a sequence of ground state eigenvectors associated to the quantum Curie-Weiss model.

**Theorem 4.3.** Let \( Q_{1/N} : \tilde{X}_0 \to M_2(\mathbb{C})^N \) be the quantization maps defined by linear extension of (4.17) - (4.18), and let \( \Psi_0^{(0)} \) be the (unit) ground state eigenvector of the Hamiltonian (4.13) of the quantum Curie–Weiss model. Then

\[
\lim_{N \to \infty} \omega_{1/N}^{(0)}(Q_{1/N}(f)) = \frac{1}{2}(f(x_+) + f(x_-)),
\]

for any polynomial function \( f \) on \( B^3 \) (parametrizing the state space of \( M_2(\mathbb{C}) \)), where the points \( x_{\pm} \in B^3 \) are given by (4.23).

Finally, we explain how symmetry breaking plays a role in the Curie-Weiss model in the parameter regime that \( B \in (0, 1) \) and \( J = 1 \). Let us start on the classical side, i.e. we consider the Poisson manifold \( B^3 \) with Poisson bracket defined in (2.33). The relevant symmetry group is \( \mathbb{Z}_2 \cong \{ \pm 1 \} \), also called parity or mirror symmetry. The non-trivial element \((-1)\) that implements the symmetry \( \gamma : G \to \text{Aut}(C(B^3)) \) is given by the automorphism

\[
(\gamma_{-1} f)(x, y, z) = f(x, -y, -z); \ f \in C(B^3), \ (x, y, z) \in B^3.
\]

The time evolution \( \alpha_t^{h_0^{\text{CW}}} \) generated by the Hamiltonian flow \( \phi_{h_0^{\text{CW}}} \) is clearly complete on the (compact) manifold \( B^3 \). It is not difficult to see that \( \gamma \) commutes with \( \alpha_t^{h_0^{\text{CW}}} \), so that \( \mathbb{Z}_2 \) is dynamical symmetry group of \( (C(B^3), \alpha_t^{h_0^{\text{CW}}}) \).

The ground states are convex combinations of Dirac measures concentrated at points in \( B^3 \) which correspond to the absolute minima of \( h_0^{\text{CW}} \). We have seen that these points are given by (4.23).

It follows that the Dirac measures \( \mu_{\pm}^{(0)} \) localized at \( x_{\pm} := (B, 0, \pm \sqrt{1 - B^2}) \), or the corresponding functionals \( \omega_{\pm}^{(0)} \) on \( C(B^3) \), given by \( \omega_{\pm}^{(0)}(f) := f(x_{\pm}) \) are not invariant under the symmetry (4.25):
\( \omega_\pm \circ \gamma_1 = \omega_\mp \). Therefore, the \( \mathbb{Z}_2 \)-symmetry in the classical CW model is spontaneously broken.

On the quantum side instead it can be shown that for any \( N < \infty \) the extremal (or in this case also the pure) algebraic vector state \( \omega^{(0)}_{1/N} \) induced by the vector \( \Psi^{(0)}_{N} \) is unique \([18]\). The relevant \( \mathbb{Z}_2 \)-symmetry on \( M_2(\mathbb{C})^{\otimes N} \) is locally implemented by the operator \( \sigma_1 \), i.e. it is given by the \( N \)-fold tensor of the automorphism on \( M_2(\mathbb{C}) \) defined by

\[
A \mapsto \sigma_1 A \sigma_1^*. \tag{4.26}
\]

If \( \zeta \) is the nontrivial element \((-1)\) of \( \mathbb{Z}_2 \), we denote the automorphism of \( M_2(\mathbb{C})^{\otimes N} \) induced by (4.26) by \( \zeta_N \), i.e.

\[
\zeta_N(A) = V_N AV_N^*, \quad (A \in M_2(\mathbb{C})^{\otimes N}); \tag{4.27}
\]

where \( V_N := \otimes_{n=1}^N \sigma_1 \). The time evolution on \( M_2(\mathbb{C})^{\otimes N} \) is defined by

\[
\alpha_t^N(A) = U_t^N AU_t^N, \quad (A \in M_2(\mathbb{C})^{\otimes N}); \tag{4.28}
\]

with \( U_t^N = e^{-itH_{CW}^{(0)}/N} \). Since locally, for each \( N \in \mathbb{N} \)

\[
[V_N, H_{CW}^{(0)}/N] = 0, \tag{4.29}
\]

it follows that that \( G = \mathbb{Z}_2 \) defines a dynamical symmetry group. Uniqueness of \( \Psi^{(0)}_N \) now implies that the state \( \omega^{(0)}_{1/N} \) is strictly invariant under \( \mathbb{Z}_2 \), i.e.

\[
\omega^{(0)}_{1/N} \circ \zeta_N = \omega^{(0)}_{1/N}. \tag{4.30}
\]

In addition, it is easy to see that the algebraic state \( \omega^{(0)}_{1/N} \) also qualifies a ground state according to Definition 3.1 \([29, 46]\). In summary, no SSB occurs in the \( C^* \)-dynamical system \( (M_2(\mathbb{C})^{\otimes N}, \alpha^N) \). The classical limit (4.24) predicted by Theorem 4.3 is a \( \mathbb{Z}_2 \)-invariant, but mixed ground state of the \( C^* \)-dynamical system \( (C(B^3), \alpha^{\text{CW}}_\infty) \). Hence, at least at the level of ground states we observe that spontaneous symmetry breaking shows up as emergent phenomenon when passing from the quantum to the classical world by sending \( N \to \infty \).

### 4.3 Bose-Hubbard model

The final example we consider is the quantum Bose-Hubbard model of \( N \) bosons (with \( S = 0 \)) on a chain of size \( K \) \([31]\). For each site \( i \) we denote by \( a_i^\dagger \) and \( a_i \) the creation and the annihilation operators, respectively, of a boson at site \( i \). We define the local number operators by \( n_i = a_i^\dagger a_i \) and the total number operator by \( N = \sum_i n_i \), which denotes the total number of particles and is a conserved quantity. The Hamiltonian is

\[
H_N^{BH} = \sum_{(i,j)} t_{ij} a_i^\dagger a_j + \sum_{i=1}^K U_i (n_i - \frac{1}{2})^2 - \rho \sum_{(i,j)} t_{ij} n_i n_j, \tag{4.31}
\]
where $T$ denotes the hopping matrix describing the mobility of bosons, with elements $t_{ij}$, and we assume, as a convention, that $t_{ij} = 0$ if $i$ and $j$ are non nearest neighbors. Moreover, we assume $T$ to be symmetric, i.e. $t_{ij} = t_{ji}$. At each site $i$ there is also given a number $U_i$ modeling the the on-site interaction $U_i$ which can be attractive ($U_i < 0$) or repulsive ($U_i > 0$). The notation $(i,j)$ indicates summation over all nearest neighbors. The symbol $\rho$ indicates a nearest-neighbour interaction term. It can be shown that the dimension of the Hilbert space of this model is given by the number $D_{K,N}$ defined by

$$D_{K,N} = \binom{N+K-1}{K-1}. \tag{4.32}$$

This Hilbert space can be seen as the carrier space of the rank $N$ totally symmetric irreducible representation of $SU(K)$, which in turn can be identified with the vector space $\Pi_N$ of homogeneous polynomials in $K$ complex variables of fixed degree $N$ \[18\]. A suitable basis is given in terms of the monomials

$$\Psi_{N,n}(z) = \sqrt{\frac{N!}{n_1! \cdots n_K!}} z_1^{n_1} \cdots z_K^{n_K}, \tag{4.33}$$

$$\{n\} = \{n_1, ..., n_K \mid \sum_{i=1}^{K} n_i = N\}. \tag{4.34}$$

For convenience we focus on the case $K = 2$, so that $D_{2,N} = N + 1$, and to illustrate spontaneous symmetry breaking we fix the parameters to be $T = 1$, $U = -2$ and $\rho = -2$\[29\]. Analogously to the quantum Curie-Weiss model the quantum Bose-Hubbard model admits a classical counterpart as well, but this time defined on $S^2$, which is just the familiar Bloch sphere from physics\[30\]. To see this, we consider similar as in the case of the quantum Curie-Weiss model a normalized version of this model in the following way, i.e. we replace the operators $a_i^\dagger a_j$ by $1/(N+1)a_i^\dagger a_j$, so that the normalized Bose-Hubbard Hamiltonian reads

$$H_{N,nor}^{BH} = H_N^{BH}/(N+1) = -\frac{1}{N+1}(a_1^\dagger a_2 + a_2^\dagger a_1) - \frac{2}{(N+1)^2}\left((n_1 - \frac{1}{2})^2 + (n_2 - \frac{1}{2})^2 - 2n_1n_2\right). \tag{4.35}$$

Using the fact that any unitary irreducible representation of the Lie algebra $su(2)$ has dimension $2J + 1$, we can use the famous spin operators $S_x, S_y, S_z$ on the Hilbert space $\Pi_N$, where $N = 2J$\[31\] to represent the BH-Hamiltonian in terms of $S_x, S_y$ and $S_z$. It follows that (4.35) reads

$$-\frac{2}{(N+1)^2}(S_x^2 - N + 1/2) - \frac{1}{N+1}S_x. \tag{4.36}$$

\[29\] Similar as to the CW-model one can take these into a small range.

\[30\] We stress that for general $K$, the algebra $B(\Pi_N)$ of bounded operators on $\Pi_N$ admits a classical counterpart given by the commutative $C^*$ algebra of continuous functions on the complex projective space $CP^{K-1}$ \[18\]. Similar as the case $K = 2$ for which the BH-model\[18\] has a classical analog (cf. \[18\]) related by deformation quantization of $S^2$ (viz. quantization maps \[22\] and Table \[1\], for general $K$ it has a classical analog on $CP^{K-1}$, and these are in turn related by deformation quantization of $CP^{K-1}$, which is well-known \[8\].

\[31\] The number $J := N/2$ is also called the spin of the given irreducible representation. As a result, the bosonic limit $N \to \infty$ may also be interpreted as a classical limit in the spin quantum number $J$ of a single quantum spin system.
We now recall a result originally obtained by Lieb [30], namely that under the maps \( Q'_{1/N} \) given by (2.28) one has a correspondence between functions \( G \) (also called upper symbol) on the sphere \( S^2 \) and operators \( A_G \) on \( C^{N+1} \) such that they satisfy the relation \( A_G = Q'_{1/N}(G) \). For some spin operators, the functions \( G \) are determined (see Table 1 below). Using these results, a straightforward computation shows that the Hamiltonian \( H_{N,nor}^{BH} \) satisfies

\[
H_{N,nor}^{BH} = Q'_{1/N}(h_0^{BH}) + O(1/N).
\]

(4.37)

where \( O(1/N) \) is meant in operator norm and the function \( h_0^{BH} \in C(S^2) \) in spherical coordinates \((\theta, \phi)\), is given by

\[
h_0^{BH}(\theta, \phi) = -\frac{1}{2} \left( \sin(\theta) \cos(\phi) + \cos^2(\theta) \right), \quad (\theta \in [0, \pi], \phi \in [0, 2\pi]).
\]

(4.38)

This function is what we call the classical Bose-Hubbard model.

Let us now discuss the concept of SSB in this model, starting on the classical site. The relevant symmetry group acting on \( S^2 \) is again the group \( \mathbb{Z}_2 \) identified with \( \{ \pm 1 \} \), the non-trivial element \(-1\) inducing the automorphism \( \gamma_{-1} \equiv \gamma \) acts as follows on functions \( f \) on the sphere \( S^2 \),

\[(\gamma f)(\theta, \phi) = f(\pi - \theta, -\phi), \quad (\theta \in [0, \pi], \phi \in [0, 2\pi]).\]

(4.39)

Also in this case, the time evolution \( \alpha_t^{h_0^{BH}} \) generated by Hamiltonian flow \( \phi_0^{h_0^{BH}} \) is complete, and commutes with \( \gamma \). In other words, \( \mathbb{Z}_2 \) is a dynamical symmetry group of \((C(S^2), \alpha_t^{h_0^{BH}})\). Analogously to the Curie-Weiss model we note that unlike the case where \( N \) is finite, the ground state of the classical BH hamiltonian \((4.38)\) is not unique. Indeed, following Remark 3.4 it suffices to consider the points \( \Omega \equiv (\theta, \phi) \) on which the classical BH attains an absolute minima, i.e. \( \{ \Omega_- = (\pi/6, 0), \Omega_+ = (5\pi/6, 0) \} \). By a similar argument as before we can say that the \( \mathbb{Z}_2 \)-symmetry in the classical BH model is spontaneously broken, since neither \( \Omega_+ \) nor \( \Omega_- \) is invariant under this symmetry: instead, \( \Omega_+ \) is mapped to \( \Omega_- \).

Let us consider the quantum Bose-Hubbard model. To prove that the ground state is non-degenerate we may rely on the following observation. It is not difficult to see that the normalized BH Hamiltonian \((4.36)\) in the basis \( \{ \Psi_{N,n_1,N-n_1} \}_{n_1=0,...,N} \) becomes a tridiagonal matrix of dimension \((N+1) \)
with elements

\[ H_{N,nor}^{BH}(n_1 + 1, n_1 + 1) = -\frac{2}{(N + 1)^2} \left( (2n_1 - N)^2 + N - 1/2 \right), \quad (n_1 = 0, \ldots, N); \]  

\[ H_{N,nor}^{BH}(n_1 + 2, n_1 + 1) = -\frac{1}{N + 1} \sqrt{(N - n_1)(n_1 + 1)}, \quad (n_1 = 0, \ldots, N - 1); \]  

\[ H_{N,nor}^{BH}(n_1, n_1 + 1) = -\frac{1}{N + 1} \sqrt{n_1(N - n_1 + 1)}, \quad (n_1 = 1, \ldots, N). \]  

Since this tridiagonal matrix is real-symmetric and all off-diagonal terms are non-zero, by basic arguments from linear algebra it follows that all eigenvalues are real and distinct. As a result, each eigenspace is one-dimensional. In particular, for each \( N \) the ground state eigenvector of \( H_{N,nor}^{BH} \) (and thus also of (4.31)) is unique, up to a constant, and by the Perron-Frobenius Theorem it can be chosen to have strictly positive components. As for the CW model we denote this eigenvector by \( \Psi_N^{(0)} \) as well, which as a result of the choice of this basis is an element of \( \Pi_N \).

The \( Z_2 \)-symmetry of the quantum model (induced by the non-trivial element of the group) is implemented by the unitary operator \( \hat{U}_N \) defined on the monomials

\[ \hat{U}_N \Psi_N, (n_1, N-n_1) (z_1, z_2) = \Psi_N, (n_1, N-n_1) (z_2, z_1), \]  

and extended by linearity to all homogeneous polynomials of degree \( N \). The ensuing automorphism \( \tilde{\zeta}_N \) on the \( C^* \)-algebra \( B(\Pi_N) \) is defined as

\[ \tilde{\zeta}_N(A) = \hat{U}_N A \hat{U}_N^*, \quad (A \in B(\Pi_N)), \]  

and time evolution

\[ \tilde{\alpha}_t^N(A) = e^{-it\tilde{H}^{BH}_{N,nor}}, \quad (A \in B(\Pi_N)), \]  

where \( \tilde{H}_t^N = e^{-it\tilde{H}^{BH}_{N,nor}} \). Again, for \( N \in \mathbb{N} \)

\[ \tilde{\zeta}_N \circ \tilde{\alpha}_t^N = \tilde{\alpha}_t^N \circ \tilde{\zeta}_N, \]  

so that \( G = Z_2 \) defines a dynamical symmetry group. Uniqueness of \( \Psi_N^{(0)} \) now implies that the algebraic vector state \( \omega_{1/N}^{(0)} \) is strictly invariant under \( Z_2 \): no SSB occurs for any finite \( N \). In a similar fashion as above (see for example [33] and references therein) one can prove that the algebraic ground state \( \omega_{1/N}^{(0)}(\cdot) = \langle \Psi_N^{(0)} \mid \Psi_N^{(0)} \rangle \) admits a classical limit with respect to the observables induced by the maps (2.28)\(^{\text{32}}\) in the sense that,

\[ \lim_{N \to \infty} \omega_{1/N}(Q_1/N(f)) = \frac{1}{2} (f(\Omega_-) + f(\Omega_+)), \quad (f \in C(S^2)), \]  

where the limit in the number of bosonic particles \( N \) may also be seen (via the relation \( N = 2J \)) as the limit in the spin quantum number \( J \to \infty \) of a single quantum spin system. This limit is a \( Z_2 \)-invariant, but mixed ground state of the \( C^* \)-dynamical system \( (C(S^2), \alpha_{BH}^{\text{emergent}}) \) which therefore breaks the \( Z_2 \)-symmetry. Again, we see that this algebraic approach allows to study SSB as emergent phenomenon: it only arises in the classical limit predicted by (4.47).

\(^{32}\)With this expression we mean the following. Strictly speaking, the quantization maps defined through (2.28) are initially defined on \( B(\text{Sym}^N(C^2)) \). Since \( \Pi_N \cong \text{Sym}^N(C^2) \) it is possible to map the operators \( Q_{1/N}(f) \) to the space \( B(\Pi_N) \) by means of a unitary transformation. In this fashion, as \( \Psi_N^{(0)} \in \Pi_N \), the expression \( \langle \Psi_N^{(0)} \mid Q'_{1/N}(f) \Psi_N^{(0)} \rangle \) indeed makes sense.
5 Discussion

In this paper we discussed the concept of the classical limit from an algebraic point of view. We have seen that the theory of a $C^*$-bundle and deformation quantization provide a convenient setting to study this limit from a rigorous point of view. In addition, this framework allows to discuss the natural phenomenon of spontaneous symmetry breaking (SSB) formulated in terms of $C^*$-algebras, and it confirms that SSB occurs as emergent phenomenon. These ideas have been highlighted through several physical examples of different origin.

5.1 Symmetry breaking in Nature

The previous examples have shown that SSB is a natural phenomenon emerging in the limit $N \to \infty$ (where $N$ plays the role of the number of lattice sites, the number of bosons or the spin quantum number) or in the context of Schrödinger operators, in Planck’s constant $\hbar \to 0$. Indeed, a pure $G$-invariant state typically converges to a mixed $G$-invariant state. However, even though this $C^*$-algebraic notion of SSB is theoretically correct it is not the whole story, since according to Definition 3.3, SSB also occurs whenever pure (or more generally, extreme) ground states are not invariant under the pertinent symmetry group $G$. It is precisely the latter notion of SSB that occurs in Nature: the limiting ground state is typically observed to be asymmetric in the sense that it is pure but not $G$-invariant. This state is therefore also called the “physical” ground state.

Relying on the physical idea that the limiting state should be pure, but not $G$-invariant, one should introduce a quantum “ground-ish” state that converges to a pure, but not $G$-invariant physical classical ground states rather than to the unphysical $G$-invariant mixture predicted by theory. The mechanism to accomplish this, originating with Anderson (1952), is based on forming symmetry-breaking linear combinations of low-lying states (sometimes called “Anderson’s tower of states”) whose energy difference vanishes in the pertinent limit. In the limit (i.e. either $\hbar \to 0$ or $N \to \infty$) these low-lying eigenstates, still defining a pure state, converge to some symmetry-breaking pure ground state on the limit system (be it a classical system or an infinite quantum system).

Even though this approach yields the right “physical” ground state in the pertinent limit, it still does not account for the fact that in Nature real and hence finite materials (such as crystals, antiferromagnets, etc.) evidently display spontaneous symmetry breaking, since in Theory it seems forbidden in such systems (since, as we have seen, it allows SSB only in classical or infinite quantum systems.) The solution to this paradox is based on the ideas stemmed from Butterfield [12]: “emergent phenomena is behaviour that is novel and robust relative to some comparison class”. In our situation this can be interpreted in the sense that a robust form of symmetry breaking should occur before the pertinent limit (viz. finite $N$ or non-zero $h$) and it is precisely this behaviour which is physically real. This can be achieved by some form of perturbation theory [14, 48]. Although in a different context, this approach, firstly introduced by Jona-Lasinio et al. [22] and later called the “flea on the elephant” by Simon [44], is based on the fact that the exact ground state of a tiny perturbed Hamiltonian approximates the right physical (symmetry-broken) state in such a way that this perturbed ground state is $G$-invariant for relatively large values of $h > 0$ (or similarly, for small values of $N$), but when approaching the relevant limiting regime (i.e. $h \ll 1$ or $N \gg 0$) the perturbed ground state loses its $G$-invariance and therefore breaks the symmetry already before

---

33We remind the reader that for any $h > 0$ or $N < \infty$ the unperturbed ground state of a generic Hamiltonian is typically $G$-invariant, so that no SSB occurs. Therefore, strictly speaking any approach to symmetry breaking in
the ensuing limit. In other words this mechanism provides a correct interpretation of symmetry breaking in Nature, which is therefore also compatible with the physical idea that the symmetry of the system in question should become highly sensitive to small perturbations in the relevant regime (viz. Section 1).

It is a challenging problem to study this form of symmetry breaking occurring from an algebraic point of view. Up to my knowledge no quantization procedures yet have been investigated to prove that the classical limit associated to a sequence of symmetry breaking low-lying eigenstates, or to the exact ground state of a slightly perturbed Hamiltonian, yields a pure but non $G$-invariant and hence a physical ground state.
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