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Abstract

Existing classification studies use two non-parametric classifiers- k-nearest neighbours (kNN) and decision trees, and one parametric classifier- logistic regression, generating high accuracies. Previous research work has compared the results of these classifiers with training patterns of different sizes to study alcohol tests. In this paper, the Improved Version of the kNN (IVkNN) algorithm is presented which overcomes the limitation of the conventional kNN algorithm to classify wine quality. The proposed method typically identifies the same number of nearest neighbours for each test example. Results indicate a higher Overall Accuracy (OA) that oscillates between 67% and 76%. Among the three classifiers, the least sensitive to the training sample size was the kNN and produced the unrivalled OA, followed by sequential decision trees and logistic regression. Based on the sample size, the proposed IVkNN model presented 80% accuracy and 0.375 root mean square error (RMSE).
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1. Introduction

This classification is designed to place predefined tags in prior unlabelled examples automatically. It is a predominantly researched area in the fields of information, machine learning and natural language processing. In previous research, several machine learning algorithms have been put forward to process the classification patterns, e.g. kNN [1] - [7], SVM [8], [9] and Multinomial Naive Bayes [25].

Traditional kNN algorithms are usually premised on the uniform distribution of training patterns in different categories. In many real-world applications, however, inequitable data sets will occur [2]. In a disproportionately weighted data set, most of the classes are represented by the bulk of the examples, while the other few are only a small-scale of all the examples [3]. In the kNN-based classification system, K is a very critical determinant. Two fundamental classification processes are implored. First, the kNN of the test example is determined in the training set; then you establish predictions based on the class labels of the nearest neighbors. General, an asymmetric assignment of examples in each domain of the training set, is established. There may be more examples in some training sets. Consequently, the K determinant directly affects the performance of the classification. When the class is large enough, the value of K in most cases outcomes a bias [10].

This paper proposes an enhanced version of the algorithm, called IVkNN, which ameliorates the performance of conventional kNN in hands-on applications, unlike traditional kNN algorithms, test
examples are associated with different nearest neighbors, rather than identifying the same number for all examples by the proposed algorithm. IVANN algorithm tested OA on seven data sets. The results of the experimental classification show that IVANN algorithm outmatches the conventional kNN. Subsequent sections of this article are structured as follows. Part two presents the conventional kNN algorithm. Part three illustrates the IVANN algorithm. Part four presents the experimental results of conventional kNN algorithms and the IVkNN algorithm. In the end, Part five summarizes this document and provides instructions for future work.

2. The Traditional kNN Algorithm

An old and straightforward process in classification is the conventional kNN algorithm [4]. Nevertheless, challenging results are often produced, and in some areas, when smartly integrated, improves state of the art significantly [11], [13], [19], [27]. The kNN rule categorizes each of the nearest K neighbors in the training set that are not marked with a majority label. Therefore, its performance mainly depends on the Euclidean metric used to verify the closest neighbors. A simple Euclidean metric is used by most kNN classifiers to calculate the differences in the examples given as a vector [14]. The Euclidean distance is obtained by the following formula.

Sometimes we want to calculate the distance between two vectors or points. We have therefore derived some unique removal properties in the Euclidean n-space this way. With some vectors $p, q \in R^n$, we denote the distance between these two points as follows. The measure of the connecting line is the Euclidean distance between points $p$ and $q$ given by $\overline{pq}$.

If in cartesian coordinates $p = (p_1, p_2, p_3, ..., p_n)$ and $q = (q_1, q_2, q_3, ..., q_n)$ are the two points in Euclidean n-space, then the distance ($d$) from $p$ to $q$, or from $q$ to $p$ is given by the Pythagorean formula.

$$d(p, q) = \|p - q\|$$

$$= (p_1 - q_1)^2 + (p_2 - q_2)^2 + \cdots + (p_n - q_n)^2 \quad (1)$$

$$= \sum_{i=1}^{n} (p_i - q_i)^2 \quad (2)$$

In additional, conventional kNN is a highly versatile procedure that is void of pre-processed training data. It provides speed and space benefits for significant problems. Nevertheless, in many hands-on applications, most records do not get good results because the examples are unevenly distributed among the classes. Identifying different numbers of nearest neighbors is appropriate to establish all class labels of the test examples i.e. kNN algorithm should be similar. Therefore, the focus of the kNN algorithm is to find the best $K$ determinant, for each test example to get an appropriate class specification. In this article, we introduce only the traditional $k$NN and IV$k$NN.

3. The Weighted Nearest Neighbor Classifier

The experiment shows an example using a vector space model (VSM) [11], [16]. Where a vector $x$ is represented by each example. The comparability between them is analysed between the two vectors representing each, by the Euclidean distance.

3.1. The 1-nearest neighbor classifier (1nn)

An inherent nearest-neighbor classifier type is a single nearest-neighbor classifier where point $x$ is assigned to the nearest neighbor class in feature space, that is $C_{1nn}(x) = Y(1)$, and $n$ is the number.

The most appropriate intuitive classifier that associates point $x$ with the nearest class in feature space, where the most intuitive classifier type for the nearest neighbor is $C_{1nn}(x) = Y(1)$, and $n$ is the number.

When the size of the training dataset reaches infinity, the nearest neighbor classifier ensures that the error rate is at least the Bayesian error rate (the least obtainable error rate for a specific data distribution).

3.2. The weighted nearest neighbor classifier

We can think of the k-nearest neighbor classifier as assigning a weight $w$ to the k-nearest neighbor that is $1/k$ greater than all other 0 weights, often generalized to the weighted neighbor classifiers. That is, where the $i^{th}$ nearest neighbor is assigned a weight $w_{ni}$, with $\sum_{i=1}^{n} w_{ni} = 1$. A steady and equivalent result of the above classifier is also applied.

Let $C_{1nn}^{w}$ represent the weighted nearest classifier with weights $\{w_{ni}\}_{i=1}^{n}$. The focus on regularity conditions on the distributions of classes of excess risk has the following asymptotic expansion [17]. As we know, the asymptotic expansion is useful when it is truncated to a finite number of terms. The approximation can provide advantages by increasing the speed of the calculation of the extended function. As a rule, the best approximation is given when the series is truncated at the lowest term.

$$R_2(C_{1nn}^{w}) - R_2(C_{Bayes}) = (B_1s_n^2 + B_2c_n^2) \{1 + o(1)\} \quad (3)$$

for constants $B_1$ and $B_2$ where $s_n^2 = \sum_{i=1}^{n} w_{ni}^2$ and
\[ t_n = n^{-2/d} \sum_{i=1}^{n} w_{ni} \left( i^{1+2/d} - (i - 1)^{1+2/d} \right) \] (4)

The optimal weighting scheme \( \{w_{ni}\}_{i=1}^n \), that reconciles the two terms with the above performance is determined as follows: set \( k^* = \left[ Bn^{4/d+4} \right] \).

\[ w_{ni} = \frac{1}{k^*} \left[ 1 + \frac{d}{2} - \frac{d}{2k^{4/d+2/d}} \left( (i+1)^{1+2/d} - (i-1)^{1+2/d} \right) \right] \] (5)

for \( i = 1, 2, \ldots, k^* \) and \( w_{ni} = 0 \) for \( i = k^* + 1, \ldots, n \).

At the optimum weight, asymptotic expansion of additional risk is the dominant term \( O(n^{-4/d+4}) \). The same results are valid when using a wrapped nearest neighbor classifier [12].

### 3.2. Error rates

There are several results regarding the error rate of the \( K \) nearest neighbor classifiers. The error rate of the \( K \)-nearest-neighbor classifier, there are many results. The error rate of the conventional \( kNN \) algorithm lies between the Bayesian algorithm and the double Bayesian algorithm. The detailed illustration is as follows in Equation (7).

\[ E^* \leq E \leq E^* \left( 2 - \frac{C}{C-1}E^* \right) \] (7)

Where \( E^* \) is the Bayesian error rate (this may be the lowest error rate), \( E_{kNN} \) is represents the error rate of \( kNN \), and equally, \( c \) shows the number of classes in all data sets in the above Equation. For \( c = 2 \), and when the Bayes error ratio \( E^* \) turns to zero, this limit is reduced to “below twice the Bayesian error rate”. In the nearest \( K \) neighbor setup, if the number of data sets goes indefinite, then a higher \( K \) values outcome an improved \( kNN \) classifier [18].

If \( K \to \infty \), the \( kNN \) classifier is optimal, and the Bayes error rate is approached infinitely [11]. Therefore, the worst performance is observed very often by the nearest neighbor algorithm.

The preliminary analysis is the error rate of the IV\( kNN \) algorithm. Corresponding to the value of the optimal \( K \), for the majority of examples in the training set, they acquire successfully the accurate class labels that identify their optimal \( K \) nearest neighbors. Nevertheless, for some examples of learning, for some reason, they cannot get the right grade. As a result, the value of \( K \) assigned as optimal \( K \) is proportional to the classification accuracy level of the training set. Therefore, the error rate of the training set algorithm \( kNN \) approaches the best Bayesian error rate when both the number of training examples \( x \) and the number of minimum nearest neighbors \( K \) approach infinity, such as \( x \to \infty \) and \( K \to \infty \) [12].

In the best-case scenario, the example dataset is uniformly and densely distributed over a narrow area. The nearest neighbor is identical for each test case of the training set. In this test case, the class tag is obtained using the same \( kNN \) algorithm as the nearest neighbor. This improves the performance of the IV\( kNN \) algorithm, and the error rate is indefinitely close to the optimal Bayesian error rate. In the worst case, all test cases use the nearest neighbor algorithm to obtain the class label. This will degrade the IV\( kNN \) algorithm and becomes the nearest neighbor's algorithm. It is not possible to obtain class tags using the same \( kNN \) algorithm in all test examples. In practice, the optimum value \( K \) for each training example is different. Thus, although the performance of the IV\( kNN \) algorithm is improved over the existing \( kNN \) algorithm, we can conclude that the error rate is Bayesian and double Bayesian. The error rate of the IV\( kNN \) algorithm can be explained in more detail by the following Equation (7).

### 4. Implementation of the Proposed IV\( kNN \)

In the implementation of the IV\( kNN \) algorithm, the data is first cleaned. Also, a structure is developed to perform an exploratory analysis of the data. Further, a set of functions are used in the proposed model to establish a baseline from which to measure the performance of the proposed model. This article presents the analysis on how to implement and compare with multiple classification models, and make
hyperparameter adjustments to achieve the best model and to analysed the overall test model in the set.

In the histogram diagram, the density level of the actual data gives the quality level of the white wine scale in the interval between (0-10). The quality level of the wine in the histogram seems to be clear, with the actual density of the wine in the total data set being according to the position of the baseline in the histogram in the graph, as shown in Figure 1.

![Histogram (Quality of Wine Data) with Normal Curve](image)

**Figure 1. The density of Actual Data**

The above in Figure 1. is some summary stats and the distribution plot for wine quality. There are only seven levels of quality out of total ten, and they are following a close normal distribution.

### 4.1. Split the Wine Quality Data on (train and testing).

In the caret package, the data partition function [2 4] is used to verify that all datasets contain identical samples for learning the proportions of each class. We normalized all the data and split it into two classes: training data (eighty-five all data) and test data (fifteen all data), as shown in Figure 2.

To realize the optimal parameters of the classifier, usually, do the verification and training by using the cross-validation. Next, apply a classifier with optimized parameters to the individual test sets to evaluate the effectiveness of the classifier classification. For insufficient data sets, this separation of test data allows a complex trade-off between improving statistical power when evaluating the effectiveness of generalization and choosing the best parameters and choosing the best model.

While the model train, it tries to find some pattern in training data and minimizing the number of errors. Moreover, the proposed model only aims to find a pattern. For the reason that if the model is trying to go beyond the search for patterns, it may memorize the training data.

![Density Plot of (Training) Data](image)  ![Density Plot of (Testing) Data](image)

**Figure 2. Split the Data into Quality of Wine (Train and Test).**

After training the proposed model, we tested it with recent examples, to avoid problems such as overfitting. We also evaluate how well the proposed model works and faces new data. Depending on performance, we can continue to develop our system [21].

One of the many things required to complete this proposed work is to learn ML use in the scenario. Besides that, is the importance of cross-validation, evaluation of the performance of the model and solution. To solve ML problems, you need to understand cross-validation or resume fully. Cross-validation is used in many ways in machine learning when it is all about parameter and model comparison and selection.

Cross-validation shown in Eq 8. was applied. Cross-validation is an extension of the train/test separation methodology. However, the advantage is that the data set is split randomly several times and trains model tests into slightly different data sets each time. This avoids estimating model errors based on outliers or data that do not accurately represent the signal. Also, it helps prevent over-fitting, over-fitting a model to the characteristics of a data set, and over-fitting on a training set will lead to a terrible fitting on a test set.

Figure 3. depicts k-fold cross-validation, which improves by running it several times. This determines whether the test performance varies depending on the samples to be trained/tested or not. k-fold means choosing the values of $K$, since the selected $K$ plays an important role.
As the pseudocode of the 10-fold cross-checks, the procedure is used to evaluate each algorithm configured importantly with the same random start number, to ensure that the same divisions are made for the training data and that each of the algorithms is evaluated in the same way [26].

Typically, $K$ is selected as 5 or 10. The $L$ being very popular in the field of applied machine learning, but there is no conventional rule for it. As $K$ spreads out, the size difference between the resampling subset and the training set decreases. As this difference decreases, the method bias reduces as follows:

**Steps for $K$-fold cross-validation**

(i) The dataset is divided into $K$ equal partitions (or "folds")
(ii) Partition 1 should be used as the testing set and the union of the other partitions as the training set
(iii) Compute the testing precision
(iv) Repeat steps 2 and 3 $K$ times, using a different fold as the testing set each time
   a. We will repeat the process 10 times
   b. 2nd iteration
      i. fold 2 would be the testing set
      ii. union of fold 1, 3, 4, 5, 6, 7, 8, 9 and 10 would be the training set
   a. 3rd iteration
      i. fold 3 would be the testing set
      ii. union of fold 1, 2, 4, 5, 6, 7, 8, 9 and 10 would be the training set
   a. Moreover, so on...
(v) Use the mean testing accuracy as the estimate of out-of-sample accuracy

In summary, there are bias-variance trade-offs corresponding to the selection of $K$ in the validation process. In general, perform the cross-validate $K$-folds using $K = 5$ or $K = 10$. Because these values have been shown empirically to obtain an estimate of the test error rate that is not susceptible to an exceedingly high bias or a huge variance.

Quintessentially, the term “cross-validation and cross-testing” enhances this trade-off by reusing test data without displacing the performance of the classifier. And the results showed that this approach has a higher likelihood of tracing meaningful outcomes than the standard cross-validation and testing approach.

If we average the mean square error $MSE_{test}$ for each division, in order to evaluate the model based on several cross-validation divisions, as in Equation (8).

$$ CV(n) = \frac{1}{n} \sum_{i=1}^{n} MSE_{i, test} $$

**4.2. Experimental Results and Comparison with the Existing classifiers**

The $k$NN algorithm, being among the most straightforward algorithms used in machine learning to resolve regression and classification problems, employs data and classifiers for new data points based on the identity of measure (for example, the distance function). It should evaluate several different machine learning algorithms on a dataset in Python language, and in these experiments, we compared different regression models, such as $k$NN, logistic regression, decision tree, and Naive Bayes classifiers. As shown in Figures (4, 5, and 6), different confusion matrices, showing the accuracy estimates for each cross-validation slice for each algorithm separately.

In essence, the key to a fair comparison of machine learning algorithms is to ensure that each algorithm is evaluated equally on the same data, break this data into training and test sets, and then build a model on training data for each algorithm separately based on quality (response variable). Now, as shown in the following Confusion Metric (CM), which is the $k$NN model, and it gave the best result, this is a good point of view of the model's performance, even if it has many weak points, but still its performance is better. When using a confusion matrix after comparing different algorithms and printing the results of our algorithms, the results look like the one shown in Figure 4. This shows that the accuracy of our model is 76.2% of the test dataset.

This study compares the effectiveness of the different classification algorithms for different data sampling strategies and assesses the productiveness of the classification algorithm on the impact and accuracy of the training sample size of the classification [27], [28]. Experimental results are shown in the following graphs, which show the variation in accuracy estimates for each cross-validation model of each algorithm, as we compare in the figures as followed.
Based on these results, it can be assumed that both the logistic regression and the linear discriminatory analysis may deserve a further study of this problem. Also, we use a similar set of training (inputs) to compare the functionality of each classifier, verification (verification) data. Because we used the same test data sets for the entire assessment of classification accuracy, to evaluate and compare the performance of classifiers and different data sets because we used OA as a criterion.

As shown in the Table 1, the results between the three algorithms and the compared accuracy of each result of them represent the $k$NN model, which is more accurate than all parameters based on different data sets. The key to a fair comparison of machine learning algorithms is to ensure that each algorithm is evaluated equally on the same data [22]. When performing an additional operation with the $k$NN algorithm using the crosscheck metric for $k$NN, the accuracy is increased from 68% to 76% using the crosscheck metric.

Table 1. The relationship between classifiers (decision trees, logistic regression, and $k$NN) error and accuracy obtained from datasets.

| MODELS                  | Accuracy | RMSE   |
|-------------------------|----------|--------|
| K-NEARDEST NEIGHBOR     | 0.761905 | 0.487950 |
| DECISION TREE           | 0.741496 | 0.508432 |
| LOGISTIC REGRESSION     | 0.721088 | 0.528120 |

The best precision of the three classifiers was attained when the training sample size was sizable enough since it was determined for large data samples, the algorithms would not work well, but we got a good result, such as logistic regression, decision tree and $k$NN were 72.1%, 74.2% and 76.2%, respectively Table 1. In addition to decision trees this can play a notable role with the use of random forests as random forests construct multiple decision trees and combine them to achieve a more accurate and stable prediction [20]. However, when the size of the training sample increased, the overall accuracy of the classifiers decreased slightly; It is presumed that the size of the training sample is assumed to be large enough to attain the best performance of the classifier if the training sample data is imbalanced between classes. If the size of the training sample is large enough, the ratio between classes may change, decreasing overall precision. In all three classes of this research, the maximum accuracy was achieved when the training sample size was approximately 85% of the whole data in the overall model. It would also have an effect on proposed final model result while reducing the error rate according to Equation 7. Then got the better accuracy which shown in the following Table 2. in the proposed model, and showing the accuracy graph as following in Figure 7.

4.3. Experimental Results of Proposed IV$k$NN Model

As in Table 2., the result shows that the precision of the $k$NN model is excellent compared to others and with the help of the IV$k$NN model get out perform accuracy which is proposed by the $k$NN classifier.
Table 2. Comparison between Existing and proposed Model

| MODELS                  | ACCURACY | RMSE   |
|-------------------------|----------|--------|
| K-NEAREST NEIGHBOR      | 0.761905 | 0.487950 |
| DECISION TREE           | 0.741496 | 0.508432 |
| LOGISTIC REGRESSION     | 0.721088 | 0.528120 |
| PROPOSED IVKNN          | 0.80     | 0.375   |

As above in table 1., comparison between accuracy and RMSE or RMSD (root mean square deviation). The RMSE value of the predicted values $\hat{Y}_i$ (predicted value) for the times $i$ of the dependent variable of a regression $Y_i$ (actual value) is calculated with variables observed $n$ times for $n$ different predictions as the square root of the mean of the squares of the deviations, as described in Equation (9).

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}$$  (9)

Primarily, the standard error (RMSE) differentiates the predicted value and the known value. It is also known as the standard deviation; lower RMSE values indicate a better fit. As we determined in comparison with the other models, the $k$NN model has a lower RMSE value than others, while decreased the RMSE, the accuracy becomes high with the final proposed model.

The optimal number of neighbors is 34 means 10-fold cross-validation tells us that $K = 34$ results in the lowest validation error.

![Figure 7. Misclassification Error along with Neighbors K](image)

When classifying a single object using a $k$NN classifier, the algorithm establishes $K$ nearest class attributes [23]. Consequently, the value of $K$ plays an essential part in $k$NN performance and is a fundamental parameter tuning algorithm for $k$NN. In this study, a range of $K$ values (1-50 and 70) was identified. to select the optimum classifier parameter $k$NN using different data sets. As we know, $k$NN is not suitable for large data sizes. In such cases, you need to reduce the dimension to improve performance [19]. Also, the processing of missing values that help us in improving the results. As shown in Figure 7. Accuracy increases with increasing $K$ value to 50, and after 50 to 70 accuracy goes to decrease because I analysed that maximum accuracy on $K = 50$, with increasing the $K$ value with high dimension data the problem goes to complex and accuracy does not increase and finally using the proposed IV$k$NN model to get a little good accuracy, and it is tough to get accuracy on extensive data.

![Figure 8. relationship between $K$ and testing accuracy](image)

5. Conclusions

This work presents 03 essential contributions. First to overcome the limitation of the traditional $k$NN using over the proposed model. Second, the classification of wine quality was implemented, evaluated and compared with three different machine learning algorithms. Thirdly, this article introduces IV$k$NN, which is a better performance of existing algorithms for reducing the error rate and with the reduction of the error rate an efficient processing power and according to Equation (7), using the optimal weighting scheme as in Equation (5). with the contribution of these improved features the proposed model improved the performance and accuracy to make an efficient processing method for the proposed model, the performance of the proposed model based on these features is better than that of the existential algorithms.
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