DYNAMICAL STABILITY OF ALGEBRAIC RICCI SOLITONS
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Abstract. We consider dynamical stability for a modified Ricci flow equation whose stationary solutions include Einstein and Ricci soliton metrics. Our focus is on homogeneous metrics on non-compact manifolds. Following the program of Guenther, Isenberg, and Knopf, we define a class of weighted little H"older spaces with certain interpolation properties that allow the use of maximal regularity theory and the application of a stability theorem of Simonett. With this, we derive two stability theorems, one for a class of Einstein metrics and one for a class of non-Einstein Ricci solitons. Using linear stability results of Jablonski, Petersen, and the first author, we obtain dynamical stability for many specific Einstein and Ricci soliton metrics on simply connected solvable Lie groups.

1. Introduction

This paper is motivated by the question of dynamical stability for stationary solutions of (suitably normalized) Ricci flow. That is, given a stationary solution $g_0$ of Ricci flow and some topology on the space of metrics, does there exist a neighborhood $U$ of $g_0$ such that all Ricci flow solutions with initial data in $U$ converge to $g_0$? Einstein metrics are examples of stationary solutions, and since the introduction of Ricci flow [12], many authors have considered the stability of Einstein metrics in a variety of contexts. In the compact case, Ye proved that Einstein metrics with certain curvature pinching properties are stable [30]; Guenther, Isenberg, and Knopf proved that certain flat and Ricci-flat metrics are stable [10], and some of these results were improved by ˇSeˇsum [26]; using the results of ˇSeˇsum, Dai, Wang, and Wei proved that K"ahler-Einstein metrics with non-positive scalar curvature are stable [6]; Knopf and Young proved that hyperbolic space forms are stable [17]. In the context of Ricci coupled with other geometric flows, such as Yang-Mills flow and harmonic map flow, there are various results by Knopf [16], Young [31], and the first author [28].

In the non-compact setting, Schn"urer, Schulze, and Simon have proven stability of Euclidean space and real hyperbolic space under a coupled Ricci flow system [24,25]. Results on the latter space were also obtained by Li and Yin [20]. Bamler has proven stability of symmetric spaces of non-compact types, and also of finite-volume hyperbolic manifolds with cusps [8,9]. The second author proved that complex hyperbolic space is stable [29]. We should note that these authors use various techniques and obtain stability relative to various topologies on the space of metrics.
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Since Ricci solitons are fixed points of Ricci flow, modulo diffeomorphisms, we would like to expand the class of fixed point metrics under consideration to include non-Einstein solitons. Our approach to proving stability follows the program initiated by Guenther, Isenberg, and Knopf in \cite{10}, which has several steps. First, one must find a modified flow equation whose fixed points are those in question. This flow is usually a rescaled version of Ricci flow. Indeed, given $\lambda \in \mathbb{R}$ and a vector field $X$ on a fixed manifold $M^n$, we consider the curvature-normalized Ricci flow

\begin{equation}
\frac{\partial}{\partial t} g = -2 \text{Ric}(g) + 2\lambda g + \mathcal{L}_X g. \tag{1.1}
\end{equation}

This has the feature that a Ricci soliton with

\begin{equation}
\text{Ric}(g) = \lambda g + \frac{1}{2}\mathcal{L}_X g \tag{1.2}
\end{equation}

is a stationary solution. When $X$ is a Killing field (e.g., $X = 0$), the metric is Einstein.

With a particular fixed point in mind, the next step is to compute the linearization of the flow at this fixed point, and to prove linear stability of the fixed point. After modification by DeTurck diffeomorphisms, the flow \eqref{1.1} has linearization

\begin{equation}
\frac{\partial}{\partial t} h = \mathbf{L} h := \Delta_L h + 2\lambda h + \mathcal{L}_X h, \tag{1.3}
\end{equation}

where $\Delta_L h$ is the Lichnerowicz Laplacian acting on symmetric 2-tensors. Recall that a fixed point is strictly (resp. weakly) linearly stable if there exists some $\varepsilon > 0$ (resp. $\varepsilon = 0$) such that

\begin{equation}
(\mathbf{L} h, h) \leq -\varepsilon \|h\|^2 \tag{1.4}
\end{equation}

for all non-zero symmetric covariant 2-tensors $h$ taken from some appropriate space of tensors. This is equivalent to saying that the operator $\mathbf{L}$ has negative (resp. non-positive) spectrum.

Finally, once linear stability has been established, one can obtain dynamical stability by appealing to various theorems from pde theory. The idea of Guenther, Isenberg, and Knopf in \cite{10} was to use the framework of maximal regularity theory as described by Da Prato and Grisvard \cite{5}. With respect to an appropriate sequence of spaces that possess nice interpolation properties, if one can show that the operator on the right hand side of \eqref{1.1} satisfies certain analytic properties, then one can apply a theorem of Simonett to obtain dynamical stability \cite{27}. (We note that Simonett’s theorem allows for the presence of center manifolds, which occur when one only has weak linear stability; we will not need this.) Since the work in \cite{10}, the methods described here have been used to prove a number of stability results \cite{16,17,25,29,31}.

The goal of this paper is to use these techniques to study the dynamical stability of certain homogeneous Einstein and Ricci soliton metrics on non-compact manifolds. It turns out that the only non-trivial homogeneous Ricci solitons occur in the non-compact, expanding ($\lambda < 0$), and non-gradient ($X \neq \nabla f$ for any $f \in C^\infty(M)$) case; see Section 2 of \cite{18} for a discussion of this fact. Additionally, all known examples of these metrics can be realized as left-invariant metrics on simply connected solvable Lie groups such that

\begin{equation}
\text{Ric}(g) = \lambda \text{id} + D, \tag{1.5}
\end{equation}

---

\footnote{See Subsection 2.1 for notation.}
where here Ric is the Ricci (1,1)-tensor, $\lambda \in \mathbb{R}$, and $D$ is a derivation of the Lie algebra. A metric satisfying this equation is called an algebraic soliton; on nilpotent and solvable Lie groups, such metrics are called nilsolitons and solvsolitons, respectively. It is known that an algebraic soliton is a Ricci soliton (see, e.g., [18]), and conversely a left-invariant Ricci soliton on a solvable Lie group is isometric to a solvsoliton (on a possibly different Lie group). Finally, a solvable Lie group admitting a non-flat algebraic soliton is diffeomorphic to $\mathbb{R}^n$. These last two facts appear in [14].

The non-compactness of the manifolds in question introduces various analytical challenges to applying the stability techniques described above. For example, in order to have non-compactly supported perturbations of the fixed point metric, we require the spaces of perturbations to be weighted in order to justify integration by parts. Generalizing the weighted little Hölder space construction found in [29] (such spaces are described in Section 3), our result for Einstein metrics allows for quickly-decaying but non-compact perturbations.

**Theorem 1.1.** Let $(M^n, g)$ have the following properties:

(a) $g$ is a strictly linearly stable Einstein metric satisfying $\text{Ric}(g) = \lambda g$;
(b) $(M, g)$ has infinite injectivity radius;
(c) $M$ admits a single coordinate chart in which the Christoffel symbols of $g$ and their partial derivatives $\partial^\ell \Gamma^k_{ij}$ are bounded by constants $C |\ell|$, for $|\ell| = 0, 1, 2$.

For each $\rho \in (0, 1)$, there exists $\eta \in (\rho, 1)$ such that the following is true. There exists a neighborhood $U$ of $g$ in the $h_1^{1+\eta}$-topology (cf. Definition 3.4) such that for all initial data $\tilde{g}(0) \in U$, the unique solution $\tilde{g}(t)$ of the curvature-normalized Ricci-DeTurck flow (2.3) exists for all $t \geq 0$ and converges exponentially fast in the $h_2^{2+\rho}$-norm to $g$.

Another analytic issue is the operator on the right hand side of (1.1) (or, more precisely, (2.3)). In the Einstein case the operator is reasonably nice, but in the soliton case it has unbounded first-order coefficients. Indeed, after suitable interpretation (cf. Lemma 4.7), it is an Ornstein-Uhlenbeck operator, and the challenges related to such operators—especially in the non-compact setting—are well-known.

To our knowledge, there are no dynamical stability theorems for non-compact Ricci solitons, so our second result—while perhaps non-optimal—provides a step in this direction (cf. [11]). Moreover, expanding homogeneous solitons are expected to act as singularity models for (at least some) Type-III Ricci flow singularities. This is known to be true in some cases, see [16,21]. Theorem 1.2 exhibits many more examples of Ricci flow solutions that converge to expanding homogeneous solitons, thus contributing to the understanding of long-time behavior of Ricci flow solutions.

**Theorem 1.2.** Let $(M^n, g)$ have the following properties:

(a) $M$ is a simply connected solvable Lie group;
(b) $g$ is a strictly linearly stable algebraic soliton metric satisfying $\text{Ric}(g) = \lambda \text{id} + D$.

For each $R > 0$, $\rho \in (0, 1)$, there exists $\eta \in (\rho, 1)$ such that the following is true. There exists a neighborhood $U$ of $g$ in the $h_1^{1+\eta}(B_R)$-topology (cf. Definition 3.1) such that for all initial data $\tilde{g}(0) \in U$, the unique solution $\tilde{g}(t)$ of the curvature-normalized Ricci flow (1.1) exists for all $t \geq 0$ and converges exponentially fast in the $h_2^{2+\rho}(B_R)$-norm to $g$. 


As previously mentioned, the focus of this paper is on the analytic aspects of dynamical stability—the last step in the outline above. Linear aspects, i.e., proving linear stability, for algebraic solitons on simply connected solvable Lie groups were first described in [11], where the authors give a detailed analysis of three solitons: $\text{Nil}^3$, $\text{Sol}^3$, and $\text{Nil}^4$. For more examples, we appeal to [15], where the authors derive various conditions that guarantee linear stability and use them to give many examples of stable metrics (see Theorem 2.1 below). Using this, together with our dynamical stability theorems, we have the following result.

**Theorem 1.3.** The following algebraic solitons are dynamically stable in the sense of Theorem 1.1 in the Einstein case and of Theorem 1.2 otherwise:

1. every nilsoliton of dimension six or less, and every member of a certain one-parameter family of seven-dimensional nilsolitons;
2. every abelian or two-step nilsoliton;
3. every four-dimensional solvsoliton whose nilradical is the three-dimensional Heisenberg algebra;
4. an open set of solvsolitons whose nilradicals are codimension-one and abelian;
5. every solvable Einstein metric whose nilradical is codimension-one and
   (a) found in (1) and has dimension greater than one, or
   (b) a generalized Heisenberg algebra, or
   (c) a free two-step nilpotent algebra.
6. for each $m \geq 2$, an $(8m^2 - 6m - 8)$-dimensional family of negatively-curved Einstein metrics containing the quaternionic hyperbolic space $\mathbb{H}^{m+1}$;
7. an 84-dimensional family of negatively-curved Einstein metrics containing the Cayley hyperbolic plane $\mathbb{C}aH^2$.

Furthermore, any non-nilpotent solvsoliton on a Lie algebra $\mathfrak{s} = \mathfrak{n} \ltimes \mathfrak{a}$ satisfying $\hat{R} < -\lambda$ and $0 < \dim(\mathfrak{a}) < \text{rank}(\mathfrak{n})$ is contained in an open set of stable solvsolitons.

Here $\hat{R}$ is the action of the Riemann curvature tensor on symmetric 2-tensors, and $\text{rank}(\mathfrak{n})$ is the dimension of a maximal abelian subalgebra of symmetric derivations of $\mathfrak{n}$. See [15] for more details.

**Remark 1.1.** Although compact quotients of simply connected solvable Lie groups do not admit algebraic soliton metrics (see for example, [14, Theorem 1.4]), we do have stability of Einstein metrics on compact quotients, e.g., [29, Theorem 1.1].

This paper is organized as follows. In Section 2, we set up notation and define a large class of Riemannian manifolds relevant to our interest, and collect the linear stability results from [15]. In Section 3, we define little Hölder spaces on geodesic balls and suitably weighted little Hölder spaces on complete non-compact manifolds, and prove some embedding and interpolation properties of these spaces. In Section 4, we apply Simonett’s stability theorem to prove the dynamical stability for linearly stable Einstein (Theorem 1.1) and Ricci soliton (Theorem 1.2) metrics. For completeness, we include Simonett’s stability theorem in the appendix.

## 2. Preliminaries

### 2.1. Notation and convention

We denote by $T^2$ the vector space of covariant 2-tensor fields over $M$. We denote by $S^2$ ($S^2_c$, $S^2_+$, respectively) the $\binom{n(n+1)}{2}$-dimensional vector space of symmetric covariant 2-tensor fields (with compact support, positive-definite, respectively) over $M$. The regularity of the tensor fields will
be either specified or dictated by context. We define $\Omega^1$ to be the space of 1-forms over $M$.

We denote by $g_0$ a fixed point of equation (1.1), by $\mathcal{L}$ the Lie derivative, by $\delta = \delta_{g_0} : \mathcal{S}^2 \to \Omega^1$ the divergence operator (with respect to $g_0$), by $\delta^* = \delta_{g_0}^* : \Omega^1 \to \mathcal{S}^2$ the formal $L^2$-adjoint of $\delta$, by $d\mu_{g_0}$ the volume form of $g_0$, and by $\sharp : \Omega^1 \to C^\infty(TM)$ the duality isomorphism induced by $g_0$. We use $\langle \cdot, \cdot \rangle$ to denote the tensor inner product with respect to $g_0$. From this, we define the $L^2$-pairing on $\mathcal{S}^2_{\mathbb{C}}$, denoted by $\langle \cdot, \cdot \rangle$, by

$$\langle h, k \rangle := \int_M \langle h, k \rangle d\mu_{g_0}.$$ 

We let $|h|^2 := \langle h, h \rangle$, $\|h\|^2 := (h, h)$; for a function $f$, $\|f\|^2$ is its $L^2$-norm. Finally, $\ell$ is a multi-index and $\nabla^\ell = \nabla_1^{\ell_1} \nabla_2^{\ell_2} \cdots \nabla^n_{\ell_n}$ for $|\ell| = \sum_{i=1}^n \ell_i$ (similar notation for $\partial^\ell$).

2.2. Geometric assumptions. Throughout this paper, $(M, g)$ denotes a complete non-compact $n$-dimensional Riemannian manifold diffeomorphic to $\mathbb{R}^n$ ($n \geq 1$). We use the expression “$A \lesssim B$” to mean $A \leq CB$, where $C > 0$ is a constant that may change from line to line.

Definition 2.1. We denote by $\mathcal{A}$ the class of Riemannian manifolds $(M, g)$ that have infinite injectivity radius and admit a single coordinate chart in which the Christoffel symbols of $g$ and their partial derivatives $\partial^\ell \Gamma^k_{ij}$ are bounded by constants $C_{[\ell]}$ for $|\ell| = 0, 1, 2$.

Let $O \in M$ be identified with the origin of the single coordinate chart. We denote by $B_R \subset M$ the (closed) geodesic ball of radius $R$ centered at $O$ and by $V(R)$ its volume (with distance and volume both computed using $g$).

Lemma 2.2. Suppose $(M, g) \in \mathcal{A}$. Then there exist constants $\tau, C > 0$ and a monotonically increasing function $f_\tau : [0, \infty) \to [0, \infty)$ with $f(0) = 0$ such that

$$\sum_{N=2}^\infty \frac{V(2N)}{f_\tau(2N - 2)} < C.$$  

Proof. We observe that $(M, g) \in \mathcal{A}$ has bounded sectional curvature $K_g$, i.e., there are constants $a, b$ such that $a \leq K_g \leq b$. Then by the Bishop volume comparison theorem, $V(R) \leq V_0(R)$ for all $R \geq 0$, where $V_0(R)$ denotes the volume of a geodesic ball of radius $R$ in the space form of constant sectional curvature $a$. In particular, $a \leq 0$, for otherwise $(M, g)$ would be compact by the Bonnet-Myers theorem. If $a = 0$, then $V_0(R) \lesssim R^n$, and we choose $f_\tau(R) = R^{a + \tau}$ for some $\tau > 1$; if $a < 0$, then $V_0(R) \lesssim e^{nR}$, and we choose $f_\tau(R) = e^{(n+\tau)R}$ for some $\tau > 0$. It is then straightforward to verify (2.1) in both cases. \qed

Remark 2.3. When $a < 0$, the choice of $f_\tau$ in the proof above is not optimal. For example, $V(R) \lesssim e^{nR}$ on $(\mathbb{C}^m, g_B)$, the complex hyperbolic space (of real dimension $2m$) with the Bergman metric (see, for example, [9]), and so we can choose $f_\tau(R) = e^{(m+\tau)R}$ for some $\tau > 0$. 
2.3. Curvature-normalized Ricci flow and linear stability. In this subsection, we recall the construction of the curvature-normalized Ricci flow and describe its linearization. We begin with the unnormalized Ricci flow equation on $M$,

$$\partial_t g = -2 \text{Ric}(g).$$

In order to analyze Ricci solitons as stationary solitons of Ricci flow, Guenther, Isenberg, and Knopf modify this flow by scaling and diffeomorphisms. Indeed, given $\lambda < 0$ and a vector field $X$, they pull back by the diffeomorphisms generated by $\lambda t X$ and rescale time as $-\frac{2}{\lambda} \log t$ to obtain the flow

$$\partial_t g = -2 \text{Ric}(g) + 2 \lambda g + \mathcal{L}_X g,$n

and a soliton satisfying (1.2) with given $\lambda$ and $X$ is a stationary solution. See Section 3 of [11] for more details.

Recall that the DeTurck trick is a modification of Ricci flow by certain diffeomorphisms. It was introduced as a means of enforcing strict parabolicity of Ricci flow and thereby allowing the proof of short-time existence of solutions by standard parabolic methods [7]. From our perspective, the DeTurck trick also has the advantage of significantly simplifying the linearization of the curvature-normalized Ricci flow. Applying this trick to the curvature-normalized flow, we obtain the curvature-normalized Ricci–DeTurck flow,

$$\partial_t g = Q(g) := -2 \text{Ric}(g) + 2 \lambda g + \mathcal{L}_X g - P_{g_0}(g),$$

where $P_{g_0}(g) := -2 \delta^*(\tilde{g}_0 \delta(G(g, g_0)))$, with $g_0 \in S^2_+$, $G(g, g_0) := g_0 - \frac{1}{2} (\text{Tr} g_0) g$, and $\tilde{g}_0 : \Omega^1 \to \Omega^1$ given by $(\tilde{g}_0 \beta)_j := g_{jk}(g_0)^{ki} \beta_i$. In particular, if $g_0$ is a fixed point of (1.1), then $g_0$ is also a fixed point of (2.3) [10].

Now, for $h \in S^2$ sufficiently differentiable, standard computations (see, e.g., [11]) show that the linearization of this flow is precisely

$$\partial_t h = L h := \Delta_L h + 2 \lambda h + \mathcal{L}_X h,$n

where $L : S^2 \to S^2$ is a linear operator and $\Delta_L$ is the Lichnerowicz Laplacian.

A crucial step in the stability program is to establish the linear stability of a fixed point, i.e., to verify (1.4). For specific algebraic solitons, we appeal to [15], which shows that about one hundred individual examples and several infinite families of metrics are strictly linearly stable.

**Theorem 2.1 ([15]).** The following algebraic solitons are strictly linearly stable with respect to the curvature-normalized Ricci flow:

1. every nilsoliton of dimension six or less, and every member of a certain one-parameter family of seven-dimensional nilsolitons;
2. every abelian or two-step nilsoliton;
3. every four-dimensional solvsoliton whose nilradical is the three-dimensional Heisenberg algebra;
4. an open set of solvsolitons whose nilradicals are codimension-one and abelian;
5. every solvable Einstein metric whose nilradical is codimension-one and
   (a) found in (1) and has dimension greater than one, or
   (b) a generalized Heisenberg algebra, or
   (c) a free two-step nilpotent algebra.
6. for each $m \geq 2$, an $(8m^2 - 6m - 8)$-dimensional family of negatively-curved Einstein metrics containing the quaternionic hyperbolic space $\mathbb{H}^{m+1}$;
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(7) an 84-dimensional family of negatively-curved Einstein metrics containing the Cayley hyperbolic plane CaH².

Furthermore, any non-nilpotent solvsoliton on a Lie algebra $\mathfrak{s} = n \times a$ satisfying $\hat{R} < -\lambda$ and $0 < \dim(a) < \text{rank}(n)$ is contained in an open set of stable solvsolitons.

All the examples in Theorem 2.1 belong to the class $\mathcal{A}$ defined above. Indeed, any non-flat Ricci soliton with a transitive solvable group of isometries is diffeomorphic to $\mathbb{R}^n$ [14]. Now Theorem 1.3 follows from Theorems 1.1 and 1.2.

3. Weighted little Hölder spaces

In this section, we recall the definition of little Hölder spaces on compact manifolds and define suitably weighted little Hölder spaces on complete non-compact manifolds. We then prove some embedding and interpolation properties of these spaces.

3.1. Unweighted spaces on geodesic balls. Suppose for now that $(M, g_0)$ is any complete non-compact Riemannian manifold and $B_R$ a (closed) geodesic ball of radius $R$ (with distance computed using $g_0$). For each $R > 0$, consider any smooth $h \in S^2_{c}(B_R)$, i.e., $h$ is compactly supported on $B_R$. Fixing a background metric $\hat{g}$ and a finite collection $\{U_\upsilon\}_{1 \leq \upsilon \leq \Upsilon}$ of coordinate charts covering $B_R$, we denote

$$[h_{ij}]_{k+\alpha;U_\upsilon} := \sup_{1 \leq i, j \leq n} \sup_{1 \leq \upsilon \leq \Upsilon} \left( \sum_{m=0}^{k} \sup_{|\ell|=m} \sup_{x \in U_\upsilon} |\nabla^\ell h_{ij}(x)| + [h_{ij}]_{k+\alpha;U_\upsilon} \right).$$

where $d_\hat{g}$ is the distance function for $\hat{g}$.

**Definition 3.1.** For each integer $k \geq 0$ and $\alpha \in (0, 1)$, the $\| \cdot \|_{k+\alpha;B_R}$-norm of $h$ is defined by

$$\|h\|_{k+\alpha;B_R} := \sup_{1 \leq i, j \leq n} \left( \sum_{m=0}^{k} \sup_{|\ell|=m} \sup_{x \in U_\upsilon} |\nabla^\ell h_{ij}(x)| + [h_{ij}]_{k+\alpha;U_\upsilon} \right).$$

The (unweighted) little Hölder space $\mathfrak{h}^{k+\alpha}(B_R)$ is the closure of smooth symmetric covariant 2-tensor fields with compact support on $B_R$ in the $\| \cdot \|_{k+\alpha;B_R}$-norm.

**Remark 3.2.** Note that $h \in \mathfrak{h}^{k+\alpha}(B_R)$ vanishes on the boundary $\partial B_R$, this justifies integration by parts when proving linear stability for perturbations in $\mathfrak{h}^{k+\alpha}(B_R)$.

**Remark 3.3.** The compactness of $B_R$ implies that different choices of background metrics or coordinate charts give equivalent norms. In particular, when proving dynamical stability of Ricci solitons under compactly supported perturbations, we can work with the coordinate chart given in Lemma 4.6.

3.2. Weighted spaces on non-compact manifolds. The definition of the Hölder norm of a function (or tensor) on a complete non-compact Riemannian manifold depends on the choice of the atlas and the background metric. We generalize the construction in [29]. Let $(M, g_0) \in \mathcal{A}$. In application, $g_0$ will be a fixed point of equation (1.1). By Definition 2.1, we will work in a single coordinate chart. We set the background metric to be $g_0$ and compute $| \cdot |$, $\| \cdot \|$, and $d$ using $g_0$. 
Let \( h \in \mathcal{S}^2 \) be smooth and possibly without compact support. Fix \( n \in \mathbb{N} \), consider the open covering of \( M \) by the family \( \{ A_N \}_{N \in \mathbb{N}} \) of overlapping open annuli and an open disk defined by
\[
A_1 := \{ x : d(x, O) < 4 \}, \quad A_N := \{ x : N - 1 < d(x, O) < N + 3 \} \quad \text{for } N \geq 2.
\]
If \( x, y \in A_N \), denote \( d_x : = d(x, \partial A_N) \), \( d_{x,y} := \min\{d_x, d_y, d_{x,y} \} \), and we write \( d_x, d_{x,y} \) whenever there is no ambiguity.

Given a smooth \( h \in \mathcal{S}^2 \) over \( M \), for integers \( k, q \geq 0 \), multi-index \( \ell \), and \( \alpha \in (0, 1) \), we let
\[
|h_{ij}|_{Q; A_N} := \sup_{|\ell| = q} \sup_{x \in A_N} d_x^{|\ell|} |\partial^\ell h_{ij}(x)|,
\]
\[
|h_{ij}|_{k+\alpha; A_N} := \sup_{|\ell| = k} \sup_{x \neq y \in A_N} d_{x,y}^{\ell + \alpha} \frac{|\partial^\ell h_{ij}(x) - \partial^\ell h_{ij}(y)|}{d(x,y)^\alpha}.
\]

**Definition 3.4.** Let \( \tau > 0 \) and \( f_\tau \) be given as in Lemma 2.2. The \( \tau \)-weighted\(^2 \) \( \| \cdot \|_{k+\alpha, \tau} \)-norm of \( h \in \mathcal{S}^2 \) (\( h \) not necessarily compactly supported) is defined by
\[
\|h\|_{k+\alpha, \tau} := \sup_{1 \leq i, j \leq n} \sup_{N \in \mathbb{N}} \left[ f_\tau(N) \right]^{1/2} \left( \sum_{q=0}^k [h_{ij}]_{q; A_N}^q + [h_{ij}]_{k+\alpha, A_N}^q \right).
\]

The \( \tau \)-weighted little Hölder space \( \mathcal{H}^{k+\alpha}_\tau := \mathcal{H}^{k+\alpha}(M) \) on a complete non-compact manifold \( M \) is the closure of smooth symmetric covariant 2-tensor fields compactly supported on \( M \) in the \( \| \cdot \|_{k+\alpha, \tau} \)-norm.

The following lemma concerns an infinitesimal property of \( h \in \mathcal{H}^{k+\alpha}_\tau \).

**Lemma 3.5.** If \( h \in \mathcal{H}^{k+\alpha}_\tau \), define
\[
F_h(t) := \sup_{1 \leq i, j \leq n} \sup_{N \in \mathbb{N}} \left[ f_\tau(N) \right]^{1/2} \left( \sup_{|\ell| = k} \sup_{x \neq y \in A_N} d_{x,y}^{\ell + \alpha} \frac{|\partial^\ell h_{ij}(x) - \partial^\ell h_{ij}(y)|}{d(x,y)^\alpha} \right).
\]
Then \( \lim_{t \to 0^+} F_h(t) = 0. \)

**Proof.** The proof is the same as that of [29, Lemma 4.1]. \( \square \)

**Remark 3.6.** From now on, we shorten some expressions. For integer \( k \geq 0 \), \( \nabla^k \) (or \( \partial^k \)) means first applying \( \nabla^k \) (or \( \partial^k \)) and then taking the supremum over \( |\ell| = k \).

We also omit the indices of \( h \), so then we must sum or take the supremum over \( 1 \leq i, j \leq n \).

3.3. **Properties of weighted spaces.** We denote by \( \mathcal{W}^2_1 \) the Sobolev space of symmetric covariant 2-tensor fields \( h \) over \( M \) such that
\[
\sum_{i,j=1}^n \int_M \left( |h_{ij}|^2 + |\nabla h_{ij}|^2 \right) d\mu_{g_0} < \infty,
\]
where \( \nabla \) is computed using the background metric \( g_0 \). Denoting by \( \frac{d}{\mu} \) a continuous and dense embedding, we have the following embedding result.

---

\(^2\)The relevant parameter is \( \tau \) as \( f_\tau \) is canonically determined by \( g_0 \), cf. the proof of Lemma 2.2.
Proposition 3.7. Let \( k, n \in \mathbb{N}, \alpha \in (0, 1) \), and fix \( \tau > 0 \). If \( (M, g_0) \in \mathcal{A} \), then
\[
\mathcal{H}^{k+\alpha}_\tau \longrightarrow \mathcal{W}^2_1.
\]

**Proof.** Since \( (M, g_0) \in \mathcal{A} \) is a smooth complete Riemannian manifold, smooth tensor fields with compact support are dense in \( \mathcal{W}^2_1[2,13] \). So it suffices to show
\[
\mathcal{H}^{k+\alpha}_\tau \longrightarrow \mathcal{W}^2_1.
\]

Let \( h \in \mathcal{H}^{k+\alpha}_\tau \). In the single coordinate chart on \( (M, g_0) \in \mathcal{A} \), \( \nabla h = \partial h + \Gamma \ast h \), where \( \Gamma \) is uniformly bounded by some constant \( C \). If \( x \in B_2 \), then \( x \in A_1 \) with \( d_x \geq 1 \), so then
\[
\int_{B_2} (|h(x)|^2 + |\nabla h(x)|^2) \, d\mu_{g_0}(x) \lesssim \int_{B_2} (|h(x)|^2 + |\partial h(x)|^2) \, d\mu_{g_0}(x) \\
\leq \int_{B_2} \left[ (|h(x)|_{0,A_1})^2 + d_x^{-2}(|h(x)|_{1,A_1})^2 \right] \, d\mu_{g_0}(x) \\
\leq \frac{V(2)}{f_\tau(1)} \|h\|^2_{k+\alpha;\tau}.
\]

Similarly, if \( x \in B_{2N} \setminus B_{2N-2} \) (\( N \geq 2 \)), then \( x \in A_{2N-2} \) with \( d_x \geq 1 \). So \( |h(x)| \leq |h|_{0;A_{2N-2}}, |\partial h(x)| \leq d_x^{-1}|h|_{1;A_{2N-2}} \leq |h|_{1;A_{2N-2}}, \) and hence
\[
\int_{B_{2N} \setminus B_{2N-2}} (|h(x)|^2 + |\nabla h(x)|^2) \, d\mu_{g_0}(x) \lesssim \frac{V(2N)}{f_\tau(2N-2)} \|h\|^2_{k+\alpha;\tau}.
\]

Then, with \( B_0 = \emptyset \), we obtain
\[
\int_{B_{2N}} (|h(x)|^2 + |\nabla h(x)|^2) \, d\mu_{g_0}(x) = \sum_{K=1}^N \int_{B_{2K} \setminus B_{2K-2}} (|h(x)|^2 + |\nabla h(x)|^2) \, d\mu_{g_0}(x) \\
\lesssim \|h\|^2_{k+\alpha;\tau} \left( \frac{V(2)}{f_\tau(1)} + \sum_{K=2}^N \frac{V(2K)}{f_\tau(2K-2)} \right) \\
\lesssim \|h\|^2_{k+\alpha;\tau},
\]

where the last inequality follows from inequality (2.1). Letting \( N \to \infty \), we conclude \( h \in \mathcal{W}^2_1 \).

Proposition 3.7 allows us to integrate by parts, and hence extend the linear stability to perturbations that are not necessarily compactly supported.

Lemma 3.8. Let \( k, n \in \mathbb{N}, \alpha \in (0, 1) \), and fix \( \tau > 0 \). For \( (M, g_0) \in \mathcal{A} \), the linear stability holds for all \( h \in \mathcal{H}^{k+\alpha}_\tau \setminus \{0\} \).

**Proof.** By Proposition 3.7, \( \mathcal{H}^{k+\alpha}_\tau \longrightarrow \mathcal{W}^2_1(M) \), so the lemma follows by strong convergence in the \( \mathcal{W}^2_1 \)-norm. 

Given two Banach spaces \( X, Y \) with \( Y \rightarrow d X \), for every \( h \in X + Y \) and \( t > 0 \), we define
\[
K(t, h, X, Y) := \inf_{\substack{a \in X, b \in Y \atop h = a + b}} (\|a\|_X + t\|b\|_Y).
\]

For \( \theta \in (0, 1) \), the continuous interpolation space between \( X \) and \( Y \) is defined by
\[
(X,Y)_\theta := \{ h \in X + Y : \lim_{t \to 0+} t^{-\theta}K(t, h, X, Y) = 0 \}.
\]
endowed with the norm \( \| h \|_\theta := \| t^{-\theta} K(t, h, X, Y) \|_{L^\infty} \). 

By a standard fact in interpolation theory, e.g., \cite{23} Corollary 1.7, we have the following lemma.

**Lemma 3.9.** Fix \( \tau > 0 \). Let \( 0 \leq k \leq l \leq 2 \) be integers, \( 0 < \alpha \leq \beta < 1 \), and \( 0 < \theta < 1 \), then there exists a constant \( C(\theta) > 0 \) depending on \( \theta \) such that for all \( h \in h^{l+\beta}_\tau \),

\[
\| h \|_{(h^{k+\alpha}_\tau, h^{l+\beta}_\tau)_\theta} \leq C(\theta)\| h \|_{h^{k+\alpha}_\tau}^{1-\theta}\| h \|_{h^{l+\beta}_\tau}^{\theta}.
\]

We also have an interpolation result that generalizes \cite{29} Theorem 4.1.

**Theorem 3.1.** Under the assumptions of Lemma 3.9, if \( (1-\theta)(k+\alpha)+\theta(l+\beta) \not\in \mathbb{N} \), then there is a Banach space isomorphism

\[
(h^{k+\alpha}_\tau, h^{l+\beta}_\tau)_\theta \cong h^{(1-\theta)(k+\alpha)+\theta(l+\beta)}_\tau,
\]

with equivalence of the respective norms.

**Proof.** Close examination of the proof of \cite{29} Theorem 4.1 shows that we only use the following facts: the boundedness of sectional curvatures of \( g_0 \), the existence of a single coordinate chart in which \( \partial^l \Gamma^i_{jk} \) are bounded by \( C|\ell| \) for \( |\ell| = 0, 1, 2 \), and Lemma 3.5. Then the proof for \( (M, g_0) \in \mathcal{A} \) is a straightforward modification of that in \cite{29} Section 7, and we omit the details here. \(\square\)

**Remark 3.10.** Theorem 3.1 also holds for the spaces \( h^{k+\alpha}(B_R) \), \( h^{l+\beta}(B_R) \).

**Remark 3.11.** If we let \( |\ell| = 0, 1, \ldots, L \) in Definition 2.1, then we can set \( l \leq L \) in Lemma 3.9 and Theorem 3.1.

Consequently, \( h^{l+\beta}_\tau \xrightarrow{d} (h^{k+\alpha}_\tau, h^{l+\beta}_\tau)_\theta \xrightarrow{d} h^{k+\alpha}_\tau \) for \( l \geq k, \beta \geq \alpha \).

## 4. Dynamical stability

Let \( (M, g_0) \in \mathcal{A} \), and assume that \( g_0 \) is a fixed point of the curvature-normalized Ricci flow (1.1). Then \( g_0 \) is also a fixed point of the curvature-normalized Ricci-DeTurck flow \( (2.3) \) with the DeTurck term \( P_{g_0}(g) \). If \( g_0 \) is linearly stable, then we will show that \( g_0 \) is also dynamically stable.

### 4.1. Dynamical stability of an Einstein metric

When \( X \) is a Killing field in equation (2.3), the fixed point \( g_0 \) is Einstein. In this subsection, the quantities \( |\cdot|, \|\cdot\|, \Gamma^i_{jk} \), and the distance function \( d \) are computed using the fixed background metric \( g_0 \), and \( f_\tau \) is given in Lemma 2.2. Our goal is to prove Theorem 1.1.

Fix \( 0 < \sigma < \rho < 1 \) and consider the following sequence of densely embedded spaces:

\[
\begin{align*}
X_1 & \xrightarrow{d} E_1 & \xrightarrow{d} X_0 & \xrightarrow{d} E_0 \\
h^{l+\rho}_\tau & \subseteq h^{l+\sigma}_\tau & h^{0+\rho}_\tau & \subseteq h^{0+\sigma}_\tau
\end{align*}
\]

For fixed \( \frac{1}{2} \leq \beta < \alpha < 1 - \frac{\rho}{2} \), define

\[
X_\alpha := (X_0, X_1)_\alpha, \quad X_\beta := (X_0, X_1)_\beta.
\]

Then by Theorem 3.1 \( X_\alpha \cong h^{l+\rho}_\tau \) and \( X_\beta \cong h^{l+\rho}_\tau \) with equivalence of the respective norms. Note that \( X_\alpha \xrightarrow{d} X_\beta \xrightarrow{d} h^{l+\rho}_\tau \).
The modified Ricci flow \((\mathcal{F}_t)\) can be rewritten as

\[ \partial_t g = Q_{g_0}(g), \]

where \(Q_{g_0}(g)\) is a quasilinear elliptic operator. The following lemma is proved in [10, Lemma 3.1] or [29, Lemma 5.1].

**Lemma 4.1.** If we express \(Q_{g_0}(g)\) in terms of the first and second derivatives of the Einstein metric \(g\) in local coordinates, then

\[
\begin{align*}
(Q_{g_0}(g))_{ij} &= a (g_0(x), g_0^{-1}(x), g(x), g^{-1}(x))_{ij}^{klpq} \partial_p \partial_q g_{kl} \\
&\quad + b (g_0(x), g_0^{-1}(x), \partial g_0(x), g(x), g^{-1}(x))_{ij}^{klpq} \partial_p \partial_q g_{kl} \\
&\quad + c (g_0^{-1}(x), \partial g_0(x), \partial^2 g_0(x), g(x))_{ij}^{kl} g_{kl}.
\end{align*}
\]

The coefficients \(a, b, c\) are analytic functions of their arguments and depend smoothly on \(x \in M\).

For a fixed \(\hat{g} \in \mathcal{X}_\beta\), we can view \(Q_{g_0}(\hat{g})\) as a linear operator on \(\mathcal{X}_1\). If \(h \in \mathcal{X}_1\), then

\[
(Q_{g_0}(\hat{g})h)_{ij} = a (g_0(x), g_0^{-1}(x), \hat{g}(x), \hat{g}^{-1}(x))_{ij}^{klpq} \partial_p \partial_q h_{kl} \\
+ b (g_0(x), g_0^{-1}(x), \partial g_0(x), \hat{g}(x), \hat{g}^{-1}(x))_{ij}^{klpq} \partial_p \partial_q h_{kl} \\
+ c (g_0^{-1}(x), \partial g_0(x), \partial^2 g_0(x), \hat{g}(x))_{ij}^{kl} h_{kl}.
\]

In fact, \(Q_{g_0}(\hat{g})\) is a second order elliptic operator with bounded coefficients. Since the coefficient \(a\) depends analytically on \(\hat{g}\), if \(\hat{g}\) is sufficiently close to \(g_0\) in \(\mathcal{X}_\beta\), then \(Q_{g_0}(\hat{g})\) will remain elliptic with bounded coefficients. We call such \(\hat{g}\) an *admissible perturbation* of \(g_0\).

For \(0 < \epsilon \ll 1\) to be chosen in Lemma 4.4, we define an open set in \(\mathcal{X}_\beta\) by

\[ \mathcal{G}_\beta := \{ g \in \mathcal{X}_\beta \text{ is an admissible perturbation : } g > \epsilon g_0 \}, \]

where “\(g > \epsilon g_0\)” means \(g(X, X) > \epsilon g_0(X, X)\) for any tangent vector \(X\). We also define

\[ \mathcal{G}_\alpha := \mathcal{G}_\beta \cap \mathcal{X}_\alpha. \]

We denote by \(L_{\hat{g}} := Q_{g_0}(\hat{g})\) the unbounded linear operator on \(\mathcal{X}_0\) with dense domain \(D(L_{\hat{g}}) := \mathcal{X}_1\). We extend \(L_{\hat{g}}\) to \(\hat{L}_{\hat{g}}\), which is now defined on \(\mathcal{E}_0\) with dense domain \(D(\hat{L}_{\hat{g}}) := \mathcal{E}_1\). If \(X, Y\) are two Banach spaces, we denote by \(\mathcal{L}(X, Y)\) the space of bounded linear operators from \(X\) to \(Y\).

**Lemma 4.2.** The operators \(L_{\hat{g}}, \hat{L}_{\hat{g}}\) satisfy the following properties.

1. \(\hat{g} \mapsto L_{\hat{g}}\) is an analytic map \(\mathcal{G}_\beta \to \mathcal{L}(\mathcal{X}_1, \mathcal{X}_0)\).
2. \(\hat{g} \mapsto \hat{L}_{\hat{g}}\) is an analytic map \(\mathcal{G}_\alpha \to \mathcal{L}(\mathcal{E}_1, \mathcal{E}_0)\).

**Proof.** The proof is identical to that of [29, Lemma 6.1]. \(\square\)

**Definition 4.3.** Given a Banach space \(X\), a linear operator \(A : D(A) \subset X \to X\) is called *sectorial* if there are constants \(\omega \in \mathbb{R}, \beta \in (\pi/2, \pi)\), and \(C > 0\) such that

1. The resolvent set \(\rho(A)\) contains

\[ S_{\beta, \omega} := \{ \eta \in \mathbb{C} : \eta \neq \omega, |\arg(\eta - \omega)| < \beta \}, \]
We first claim that the linear operators \( \hat{L}_{g_0} \) and \( L \) differ by a bounded amount. Indeed, recall that \( Q(g) \) is the quasilinear operator on the right hand side of equation (2.3), and \( Q(g_0) = 0 \) since \( g_0 \) is a fixed point. Let \( g = g_0 + \tilde{h} \), where \( \| \tilde{h} \|_{X_n} \leq 1 \) and \( \tilde{h} \) is assumed to be smooth. Then we have by linearization

\[
Q(g_0 + \tilde{h}) = Q(g_0) + DQ|_{g_0}(\tilde{h}) + O\left(\|\tilde{h}\|^2\right)
\]

and by freezing the coefficients

\[
Q(g_0 + \tilde{h}) = Q(g_0)(g_0 + \tilde{h}) = \hat{L}_g(g_0) + \hat{L}_g(\tilde{h}).
\]

It follows that

\[
\hat{L}_g \tilde{h} = L(\tilde{h}) - \hat{L}_g(g_0) + O\left(\|\tilde{h}\|^2\right)
\]

since \( \hat{L}_{g_0}(g_0) = Q(g_0)(g_0) = Q(g_0) = 0 \). So there exists a constant \( C > 0 \) such that

\[
L(\tilde{h}) - C\tilde{h} \leq \hat{L}_g(\tilde{h}) \leq L(\tilde{h}) + C\tilde{h},
\]

which proves the claim. Then the linear stability of \( L \) (cf. [1,4]) implies the spectrum bound \( \text{Spec}(\hat{L}_{g_0}) \subset (-\infty, \eta_0) \) for some \( \eta_0 \in \mathbb{R} \), and hence \( \eta I - \hat{L}_{g_0} \) is a topological linear isomorphism from \( \mathbb{E}_0 \) onto \( \mathbb{E}_0 \) whenever \( \Re(\eta) \geq \eta_0 \).

Since \( \hat{L}_{g_0} \) is a linear second order elliptic operator with bounded coefficients, the standard Schauder estimates for \( \hat{L}_{g_0} \) on \( A_N \) imply that

\[
\sum_{\ell=0}^2 \|h\|_{\ell, A_N}^\prime + \|h\|_{2+\sigma; A_N}^\prime \leq C \left( \|\hat{L}_{g_0} h\|_{0; A_N}^\prime + \|\hat{L}_{g_0} h\|_{\sigma; A_N}^\prime + \|h\|_{0, A_N}^\prime \right),
\]

where \( C \) is a constant independent of \( N \) [3]. Multiplying both sides of this inequality by \( |f_\tau(N)|^{1/2} \) and taking the supremum over \( N \in \mathbb{N} \), we have

\[
\|h\|_{2+\sigma; \tau} \lesssim \|\hat{L}_{g_0} h\|_{0+\sigma; \tau} + \|h\|_{0; \tau}.
\]

Then for every \( h \in \mathbb{E}_1 = D(\hat{L}_{g_0}) \), applying the Schauder estimates to the operator \( \eta I - \hat{L}_{g_0} \), we have

\[
\|h\|_{2+\sigma; \tau} \lesssim \|((\eta I - \hat{L}_{g_0})h\|_{0+\sigma; \tau},
\]

where we have used \( h_{\sigma; \tau}^\prime \overset{d}{\longrightarrow} h_{\sigma; \tau}^0 \) and \( (\eta I - \hat{L}_{g_0})^{-1} \in \mathcal{L}(\mathbb{E}_0, \mathbb{E}_0) \). This suffices to establish that \( \hat{L}_{g_0} \) is sectorial by [1, Theorem 1.2.2 and Remark 1.2.1 (a)] (also see [10, Lemma 3.4]). Furthermore, \( \hat{L}_{g_0} \) is densely defined by construction, so \( \hat{L}_{g_0} \) generates a strongly continuous analytic semigroup by a standard characterization [22, pp. 34].
By part (2) of Lemma 4.4, we can choose \( \epsilon > 0 \) in the definition of \( G_\beta \) so small that for \( \tilde{\gamma} \in G_\alpha \), we have
\[
\| \tilde{L}_{\tilde{\gamma}} - \tilde{L}_{\gamma_0} \|_{\mathcal{L}(\mathbb{R}, \mathbb{R}_0)} < \frac{1}{C + 1}
\]
for the constant \( C > 0 \) in the definition of sectorial operator corresponding to \( \tilde{L}_{\gamma_0} \). So the perturbation \( \tilde{L}_{\tilde{\gamma}} \) is sectorial by \cite[Proposition 2.4.2]{22}, and hence generates a strongly continuous analytic semigroup on \( \mathcal{L}(\mathbb{E}_0, \mathbb{E}_0) \).

\[ \Box \]

Proof of Theorem 1.1. Using Lemmata 4.2 and 4.4, Theorem 1.1 follows from Simonett’s stability theorem (Theorem A.1) by the same argument as that for \cite[Theorem 1.2]{29}.

4.2. Dynamical stability of an algebraic Ricci soliton. Now we study an algebraic Ricci soliton on a simply connected solvable Lie group, \((S, g_0)\), where \( \dim S = n \). On the Lie algebra level, this satisfies
\[
\text{Ric}(g_0) = \lambda \text{id} + D
\]
for some \( \lambda < 0 \) and \( D \in \text{Der}(\mathfrak{g}) \). This condition implies the existence of a vector field \( X_0 \) such that \( g_0 \) is a Ricci soliton in the usual sense (e.g., see Section 2 of \cite{18}):
\[
\text{Ric}(g_0) = \lambda g_0 + \frac{1}{2} \mathcal{L}_{X_0} g_0.
\]

We have the following lemma on the growth of the vector field \( X_0 \).

Lemma 4.5. The vector field \( X_0 \) associated to an algebraic soliton grows linearly.

Proof. The soliton equation implies that for any vector field \( Y \in C^\infty(TS) \), we have
\[
\text{Ric}(g_0)(Y, Y) - \lambda g_0(Y, Y) = \frac{1}{2} \mathcal{L}_{X_0} g_0(Y, Y).
\]
Since the left hand side of the above equation is left-invariant, it suffices to show that the vector field \( X_0 \) grows linearly at the identity element \( e \in S \). Consider now a geodesic \( \gamma := \gamma(s) : [0, \epsilon) \to S, \gamma(0) = e, g_0(\dot{\gamma}, \dot{\gamma}) = 1 \). Then
\[
\text{Ric}(g_0)(\dot{\gamma}, \dot{\gamma}) - \lambda = \frac{1}{2} \mathcal{L}_{X_0}(\dot{\gamma}, \dot{\gamma})\]
\[
= \frac{1}{2} g_0(\nabla_{\dot{\gamma}} X_0, \dot{\gamma})\]
\[
= \nabla_{\dot{\gamma}} (g_0(X, \dot{\gamma})) - g_0(X, \nabla_{\dot{\gamma}} \dot{\gamma})\]
\[
= \frac{d}{ds} (g_0(X, \dot{\gamma})).
\]
From this, there must exist at least one direction \( \dot{\gamma} \in T_e S \) such that \( \frac{d}{ds} (g_0(X, \dot{\gamma})) \neq 0 \) for otherwise the metric \( g_0 \) would be Einstein. Hence, \( X_0 \) grows linearly.

Moreover, we have the following characterization of the vector field \( X_0 \).

Lemma 4.6. There exists a coordinate chart on \( S \) such that \( X_0 = d_i x^i \partial_i \), where \( d_1, \ldots, d_n \) are the eigenvalues of the soliton derivation \( D \).

Proof. As \( S \) is diffeomorphic to \( \mathbb{R}^n \), we think of \( S \) as \((\mathbb{R}^n, \cdot, s)\), i.e., \( \mathbb{R}^n \) with a different group structure. Let \( \mathbb{R}^n \) have coordinates \((x^i)\), and let \( s \) have an orthonormal basis \( \{ E_i \} \) in which \( \text{Ric} \) and \( D \) are diagonal (these are simultaneously diagonalizable by \cite{1.3}). We have two bases of \( s = T_e \mathbb{R}^n, \{ \partial_i \} \) and \( \{ E_i \} \), that extend to global frame fields, but only the latter is left-invariant. We wish to express the left-invariant frame field \( \{ E_i \} \) in terms of the coordinate vector fields, and this can be done with any diffeomorphism \( F : \mathbb{R}^n \to \mathbb{R}^n \) such that \( dF|_p : \partial_i|_p \mapsto E_i|_p \).
As described in Section 5 of [19], the evolution of the algebraic soliton inner product $\langle \cdot, \cdot \rangle_0$ under Ricci flow (on the Lie algebra level) is $\langle \cdot, \cdot \rangle_t = \langle P(t) \cdot, \cdot \rangle_0$, where $P(t): \mathfrak{s} \rightarrow \mathfrak{s}$ is a positive-definite automorphism. Explicitly,

$$P(t) = (-2\lambda t + 1) \exp[\lambda^{-1} \log(-2\lambda t + 1) D].$$

We want to describe the evolution of the Ricci soliton on the Lie group level, so we isolate the non-scaling part of $P(t)$ and take the square root of its inverse:

$$\varphi(t) := \exp[(-2\lambda)^{-1} \log(-2\lambda t + 1) D] = \text{diag}(\ldots, (-2\lambda + 1)^{-d_i/2\lambda}, \ldots).$$

Now, as $\varphi(t): \mathfrak{s} \rightarrow \mathfrak{s}$ is an automorphism and $S$ is simply connected, we can integrate it to get a unique automorphism $\Phi(t): S \rightarrow S$ that generates the soliton vector field. This satisfies $d\Phi(t)|_e = \varphi(t)$, and the Ricci flow for the left-invariant metric is now

$$g(t) = (-2\lambda t + 1) \Phi(t)^* g_0.$$

With the map $F$ and the expression for $\varphi$, it is not hard to see that

$$\Phi(t)^i = (-2\lambda t + 1)^{-d_i/2\lambda} x^i,$$

and differentiating in $t$ gives the soliton vector field:

$$X_0 = \frac{d}{dt} \bigg|_{t=0} \Phi(t) = \sum_i \partial_g x^i \partial_i.$$

We still refer to the right hand side of the curvature-normalized Ricci-DeTurck flow [23] as $Q_{g_0}(g) g$.

**Lemma 4.7.** If we express $Q_{g_0}(g) g$ in terms of the first and second derivatives of $g$ in local coordinates, then

$$(Q_{g_0}(g) g)_{ij} = a (g_0(x), g_0^{-1}(x), g(x), g^{-1}(x))_{ij}^{klpq} \partial_p \partial_q g_{kl}$$

$$+ b (g_0(x), g_0^{-1}(x), \partial g_0(x), g(x), g^{-1}(x), \partial g(x), X_0)_{ij}^{klp} \partial_k g_{pq}$$

$$+ c (g_0^{-1}(x), \partial g_0(x), \partial^2 g_0(x), g(x))_{ij}^{kli} g_{kl},$$

where $X_0$ is the vector field in the Ricci soliton equation. The coefficients $a, b, c$ are analytic functions of their arguments and depend smoothly on $x \in M$.

**Proof.** Given the computations of Lemma 5.1 in [29], we only need to determine the contributions to $a, b, c$ from the term $\mathcal{L}_{X_0} g$. Dropping the 0 subscript on $X_0$, it is easy to see that

$$\left(\mathcal{L}_{X_0} g\right)_{ij} = \nabla_i X_j + \nabla_j X_i$$

$$= g_{jk} \partial_t X^k + X^i \Gamma_{i}^{k}(t) + g_{ik} \partial_t X^k + X^i \Gamma_{j}^{k}(t)$$

$$= g_{jk} \partial_t (d_k x^j) + g_{jk} (d_k x^j) \frac{1}{2} g^{km} (\partial_t g_{lm} + \partial_t g_{im} - \partial_m g_{il})$$

$$+ g_{ik} \partial_j (d_k x^j) + g_{ik} (d_k x^j) \frac{1}{2} g^{km} (\partial_j g_{im} + \partial_j g_{jm} - \partial_m g_{ij})$$

$$= (d_i + d_j) g_{ij} + d_k x^k \partial_k g_{ij},$$

using Lemma 4.6. This means that the only new contributions to $c$ are constants terms involving the $d_i$, and the only new contributions to $b$ are the terms $d_i x^i$, which are linear in $x$. \qed
This shows that in the soliton case, $Q_{g_0}(g)g$ is a second-order elliptic operator with unbounded first-order coefficient. We will consider perturbations supported on $B_R$ and vanishing on $\partial B_R$ for some $R > 0$ so that the operator has bounded coefficients, and we can apply the maximal regularity theory to deduce dynamical stability from strict linear stability.

**Proof of Theorem 1.2.** We claim that Lemma 4.4 holds true when $g_0$ is a Ricci soliton metric. Recall that in the soliton case, the operator $L$ (or $L_{g_0}$, or $\hat{L}_{g_0}$) is not self-adjoint in any weighted $L^2$-space, and so the authors in [11] Section 5 could prove that $L$ generates a $C_0$-space, but not analytic, semigroup, preventing them from establishing the dynamical stability of a soliton fixed point. However, the non-self-adjointness of $L$ is not an issue in this paper since we never use any weighted $L^2$-norm when proving Lemma 4.4. One verifies that the Schauder estimates and hence the rest of the proof of Lemma 4.4 go through, and so the claim is proved.

Now the rest of the proof of the theorem resembles that for Einstein metrics on compact manifolds, see for example [10].
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**Appendix A. Stability Theorem**

We use the following version of Simonett’s Stability Theorem. Please see [10] for a more general version of the theorem, and [27] for the most general statement.

**Theorem A.1 (Simonett).** Assume the following conditions hold:

(B1) $\mathcal{X}_1 \overset{d}{\rightarrow} \mathcal{X}_0$ and $\mathcal{E}_1 \overset{d}{\rightarrow} \mathcal{E}_0$ are continuous and dense inclusions of Banach spaces. For fixed $0 < \beta < \alpha < 1$, $\mathcal{X}_\alpha$ and $\mathcal{X}_\beta$ are continuous interpolation spaces corresponding to the inclusion $\mathcal{X}_1 \overset{d}{\rightarrow} \mathcal{X}_0$.

(B2) Let \( \partial_t g = Q(g)g \)

(B3) For each $\hat{g} \in \mathcal{G}_\beta$, the domain $D(Q(\hat{g}))$ contains $\mathcal{X}_1$, and there exists an extension $\hat{Q}(\hat{g})$ of $Q(\hat{g})$ to a domain $D(\hat{Q}(\hat{g}))$ containing $\mathcal{E}_1$.

(B4) For each $\hat{g} \in \mathcal{G}_\alpha := \mathcal{G}_\beta \cap \mathcal{X}_\alpha$, $\hat{Q}(\hat{g}) \in \mathcal{L}(\mathcal{E}_1, \mathcal{E}_0)$ generates a strongly continuous analytic semigroup on $\mathcal{L}(\mathcal{E}_0, \mathcal{E}_0)$.

(B5) For each $\hat{g} \in \mathcal{G}_\alpha$, $Q(\hat{g})$ agrees with the restriction of $\hat{Q}(\hat{g})$ to the dense subset $D(\hat{Q}(\hat{g})) \subset \mathcal{X}_0$.

(B6) Let $(\mathcal{E}_0, D(\hat{Q}(\cdot)))_\theta$ be the continuous interpolation space. Define the set \( (\mathcal{E}_0, D(\hat{Q}(\cdot)))_{1+\theta} := \{ x \in D(\hat{Q}(\cdot)) : D(\hat{Q}(\cdot))(x) \in (\mathcal{E}_0, D(\hat{Q}(\cdot)))_\theta \} \) endowed with the graph norm of $\hat{Q}(\cdot)$ with respect to $(\mathcal{E}_0, D(\hat{Q}(\cdot)))_\theta$. Then $\mathcal{X}_0 \cong (\mathcal{E}_0, D(\hat{Q}(\cdot)))_{1+\theta}$ and $\mathcal{X}_1 \cong (\mathcal{E}_0, D(\hat{Q}(\cdot)))_{1+\theta}$ for some $\theta \in (0, 1)$.

(B7) $\mathcal{E}_1 \overset{d}{\rightarrow} \mathcal{X}_\beta \overset{d}{\rightarrow} \mathcal{E}_0$ with the property that there are constants $C > 0$ and $\theta \in (0, 1)$ such that for all $x \in \mathcal{E}_1$, one has

$$||x||_{\mathcal{X}_\beta} \leq C ||x||_{\mathcal{E}_0}^{1-\theta} ||x||_{\mathcal{E}_1}^\theta.$$
For each \( \alpha \in (0, 1) \), let \( g_0 \in G_\alpha \) be a fixed point of equation (A.1). Suppose that the spectrum of the linearized operator \( DQ|_{g_0} \) is contained in the set \( \{ z \in \mathbb{C} : \Re(z) \leq -\varepsilon \} \) for some constant \( \varepsilon > 0 \). Then there exist constants \( \omega \in (0, \varepsilon) \) and \( d_0, C_\alpha > 0 \), \( C_\alpha \) independent of \( g_0 \), such that for each \( d \in (0, d_0] \), one has
\[
\| \tilde{g}(t) - g_0 \|_{X, \alpha} \leq \frac{C_\alpha}{1 - \omega} e^{-\omega t} \| \tilde{g}(0) - g_0 \|_{X, \alpha}
\]
for all solutions \( \tilde{g}(t) \) of equation (A.1) with \( \tilde{g}(0) \in B(X_\alpha, g_0, d) \), the open ball of radius \( d \) centered at \( g_0 \) in the space \( X_\alpha \), and for all \( t \geq 0 \).
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