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Abstract

We consider the ground state of an atom in the framework of non-relativistic QED. We show that the ground state as well as the ground state energy are analytic functions of the coupling constant which couples to the vector potential, under the assumption that the atomic Hamiltonian has a non-degenerate ground state. Moreover, we show that the corresponding expansion coefficients are precisely the coefficients of the associated Raleigh-Schrödinger series. As a corollary we obtain that in a scaling limit where the ultraviolet cutoff is of the order of the Rydberg energy the ground state and the ground state energy have convergent power series expansions in the fine structure constant $\alpha$, with $\alpha$ dependent coefficients which are finite for $\alpha \geq 0$.

1 Introduction

Non-relativistic quantum electrodynamics (QED) is a mathematically rigorous theory describing low energy phenomena of matter interacting with quantized radiation. This theory allows a mathematically rigorous treatment of various physical aspects, see for example [11] and references therein.

In this paper we investigate expansions of the ground state and the ground state energy of an atom as functions of the coupling constant, $g$, which couples to the vector potential of the quantized electromagnetic field. Such an expansion carries the physical structure
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originating from the interactions of bound electrons with photons. These interactions lead to radiative corrections and were shown [8] to contribute to the Lamb shift [19]. The main result of this paper, Theorem [1] shows that the ground state as well as the ground state energy of the atom are analytic functions of the coupling constant $g$. We do not impose any infrared regularization (as was needed in [14]). We assume that the electrons of the atom are spin-less and that the atomic Hamiltonian has a unique ground state. Moreover, we show that the corresponding expansion coefficients can be calculated using Raleigh-Schrödinger perturbation theory. To see this we introduce an infrared cutoff $\sigma \geq 0$ and show that the ground state as well as the ground state energy are continuous as a function of $\sigma$. This permits the calculation of radiative corrections to the ground state as well as the ground state energy to any order in the coupling constant. To obtain contributions of processes involving $n$ photons, one needs to expand at least to the order $n$ in the coupling constant $g$. The main theorem of this paper can be used to justify a rigorous investigation of ground states as well as ground state energies by means of analytic perturbation theory.

As a corollary of the main result we obtain a convergent expansion in the fine structure constant $\alpha$, as $\alpha$ tends to zero, in a scaling limit where the ultraviolet cutoff is of the order of the Rydberg energy. To this end we introduce a parameter, $\beta$, which originates from the coupling to the electrostatic potential, show that all estimates are uniform in $\beta$, and set $g = \alpha^{3/2}$ and $\beta = \alpha$. As a result, Corollary [3] we obtain that the ground state and the ground state energy have convergent power series expansions in the fine structure constant $\alpha$, with $\alpha$ dependent coefficients which are finite for $\alpha \geq 0$. These coefficients can be calculated by means of Raleigh-Schrödinger perturbation theory. The expansion of the ground state is in powers of $\alpha^{3/2}$ and the expansion of the ground state energy is in powers of $\alpha^3$. This result improves the main theorem stated in [2, 4] where it was shown that there exists an asymptotic expansion in $\alpha$ involving coefficients which depend on $\alpha$ and have at most mild singularities. We want to note that in different scaling limits of the ultraviolet cutoff expansions in the first few orders in $\alpha$ were obtained in [7, 10, 9], which involve logarithmic terms. The scaling limit which we consider in this paper (where the ultraviolet cutoff is of the order of the Rydberg energy) is typically used to study the properties of atoms, c.f. [2, 3, 4, 17, 6]. In [17, 6] estimates on lifetimes of metastable states were proven, which, in leading order, agree with experiment.

Let us now address the proof of the main results. It is well known that the ground state energy is embedded in the continuous spectrum. In such a situation regular perturbation theory is typically not applicable and other methods have to be employed. To prove the existence result as well as the analyticity result we use a variant of the operator theoretic renormalization analysis as introduced in [5] and further developed in [1]. The main idea of the proof is that by rotation invariance one can infer that in the renormalization analysis terms which are linear in creation and annihilation operators do not occur. In that case it follows that the renormalization transformation is a contraction even without infrared
regularization. A similar idea was used to prove the existence and the analyticity of the ground state and the ground state energy in the spin-boson model [16]. In the proof we will use results which were obtained in [16]. We note that related ideas were also used in [14]. Furthermore, we think that the method of combining the renormalization transformation with rotation invariance, as used in this paper, might be applicable to other spectral problems of atoms in the framework of non-relativistic qed. We note that contraction of the renormalization transformation can also be shown using a generalized Pauli-Fierz transformation [21]. As opposed to the latter reference and all other treatments we are aware of, we do not use (or need) gauge invariance of the Hamiltonian. Thus for example the quadratic term in the vector potential could be dropped and our results would remain the same.

2 Model and Statement of Results

Let \((\mathfrak{h}, \langle \cdot, \cdot \rangle_\mathfrak{h})\) be a Hilbert space. We introduce the direct sum of the \(n\)-fold tensor product of \(\mathfrak{h}\) and set

\[\mathcal{F}(\mathfrak{h}) := \bigoplus_{n=0}^{\infty} \mathcal{F}^{(n)}(\mathfrak{h}), \quad \mathcal{F}^{(n)}(\mathfrak{h}) = \mathfrak{h}^\otimes n,\]

where we have set \(\mathfrak{h}^\otimes 0 := \mathbb{C}\). We introduce the vacuum vector \(\Omega := (1, 0, 0, \ldots) \in \mathcal{F}(\mathfrak{h})\).

The space \(\mathcal{F}(\mathfrak{h})\) is an inner product space where the inner product is induced from the inner product in \(\mathfrak{h}\). That is, on vectors \(\eta_1 \otimes \cdots \eta_n, \varphi_1 \otimes \cdots \varphi_n \in \mathcal{F}^{(n)}(\mathfrak{h})\) we have

\[\langle \eta_1 \otimes \cdots \eta_n, \varphi_1 \otimes \cdots \varphi_n \rangle := \prod_{i=1}^{n} \langle \eta_i, \varphi_i \rangle_\mathfrak{h}.\]

This definition extends to all of \(\mathcal{F}(\mathfrak{h})\) by bilinearity and continuity. We introduce the bosonic Fock space

\[\mathcal{F}_s(\mathfrak{h}) := \bigoplus_{n=0}^{\infty} \mathcal{F}_s^{(n)}(\mathfrak{h}), \quad \mathcal{F}_s^{(n)}(\mathfrak{h}) := S_n \mathcal{F}^{(n)}(\mathfrak{h}),\]

where \(S_n\) denotes the orthogonal projection onto the subspace of totally symmetric tensors in \(\mathcal{F}^{(n)}(\mathfrak{h})\). For \(h \in \mathfrak{h}\) we introduce the so called creation operator \(a^*(h)\) in \(\mathcal{F}_s(\mathfrak{h})\) which is defined on vectors \(\eta \in \mathcal{F}_s^{(n)}(\mathfrak{h})\) by

\[a^*(h)\eta := \sqrt{n+1} S_{n+1} (h \otimes \eta).\]

The operator \(a^*(h)\) extends by linearity to a densely defined linear operator on \(\mathcal{F}(\mathfrak{h})\). One can show that \(a^*(h)\) is closable, c.f. [20], and we denote its closure by the same symbol. We introduce the annihilation operator by \(a(h) := (a^*(h))^*\). For a closed operator \(A \in \mathfrak{h}\)
with domain $D(A)$ we introduce the operator $\Gamma(A)$ and $d\Gamma(A)$ in $\mathcal{F}(\mathfrak{h})$ defined on vectors $\eta = \eta_1 \otimes \cdots \otimes \eta_n \in \mathcal{F}^{(n)}(\mathfrak{h})$, with $\eta_i \in D(A)$, by

$$\Gamma(A)\eta := A\eta_1 \otimes \cdots \otimes A\eta_n$$

and

$$d\Gamma(A)\eta := \sum_{i=1}^{n} \eta_1 \otimes \cdots \otimes \eta_{i-1} \otimes A\eta_i \otimes \eta_{i+1} \otimes \cdots \otimes \eta_n$$

and extended by linearity to a densely defined linear operator on $\mathcal{F}(\mathfrak{h})$. One can show that $d\Gamma(A)$ and $\Gamma(A)$ are closable, c.f. [20], and we denote their closure by the same symbol. The operators $\Gamma(A)$ and $d\Gamma(A)$ leave the subspace $\mathcal{F}_s(\mathfrak{h})$ invariant, that is, their restriction to $\mathcal{F}_s(\mathfrak{h})$ is densely defined, closed, and has range contained in $\mathcal{F}_s(\mathfrak{h})$. To define $\text{qed}$, we fix $h := L^2(\mathbb{R}^3 \times \mathbb{Z}_2)$ and set $\mathcal{F} := \mathcal{F}_s(\mathfrak{h})$. We denote the norm of $h$ by $\| \cdot \|_h$. We define the operator of the free field energy by

$$H_f := d\Gamma(M_\omega),$$

where $\omega(k, \lambda) := \omega(k) := |k|$ and $M_\phi$ denotes the operator of multiplication with the function $\phi$. For $f \in \mathfrak{h}$ we write

$$a^*(f) = \sum_{\lambda=1,2} \int dk f(k, \lambda) a^*(k, \lambda), \quad a(f) = \sum_{\lambda=1,2} \int dk f(k, \lambda) a(k, \lambda).$$

where $a(k, \lambda)$ and $a^*(k, \lambda)$ are operator-valued distributions. They satisfy the following commutation relations, which are to be understood in the sense of distributions,

$$[a(k, \lambda), a^*(k', \lambda')] = \delta_{\lambda\lambda'} \delta(k - k'), \quad [a^#(k, \lambda), a^#(k', \lambda')] = 0,$$

where $a^#$ stands for $a$ or $a^*$. For $\lambda = 1, 2$ we introduce the so called polarization vectors

$$\varepsilon(\cdot, \lambda) : S^2 := \{ k \in \mathbb{R}^3 | |k| = 1 \} \rightarrow \mathbb{R}^3$$

to be measurable maps such that for each $k \in S^2$ the vectors $\varepsilon(k, 1), \varepsilon(k, 2), k$ form an orthonormal basis of $\mathbb{R}^3$. We extend $\varepsilon(\cdot, \lambda)$ to $\mathbb{R}^3 \setminus \{0\}$ by setting $\varepsilon(k, \lambda) := \varepsilon(k/|k|, \lambda)$ for all nonzero $k$. For $x \in \mathbb{R}^3$ we define the field operator

$$A_{\sigma}(x) := \sum_{\lambda=1,2} \int \frac{dk \kappa_{\sigma, \Lambda}(k)}{\sqrt{2|k|}} \left[ e^{-ik \cdot x} \varepsilon(k, \lambda) a^*(k, \lambda) + e^{ik \cdot x} \varepsilon(k, \lambda) a(k, \lambda) \right], \quad (2)$$

where the function $\kappa_{\sigma, \Lambda}$ serves as a cutoff, which satisfies $\kappa_{\sigma, \Lambda}(k) = 1$ if $\sigma \leq |k| \leq \Lambda$ and which is zero otherwise. $\Lambda > 0$ is an ultraviolet cutoff, which we assume to be fixed, and
σ ≥ 0 an infrared cutoff. Next we introduce the atomic Hilbert space, which describes the configuration of \( N \) electrons, by
\[
\mathcal{H}_{at} := \{ \psi \in L^2(\mathbb{R}^{3N}) \mid \psi(x_{\pi(1)}, ..., x_{\pi(N)}) = \text{sgn}(\pi)\psi(x_1, ..., x_N), \pi \in \mathfrak{S}_N \},
\]
where \( \mathfrak{S}_N \) denotes the group of permutations of \( N \) elements, sgn denotes the signum of the permutation, and \( x_j \in \mathbb{R}^3 \) denotes the coordinate of the \( j \)-th electron. We will consider the following operator in \( \mathcal{H} := \mathcal{H}_{at} \otimes \mathcal{F} \):
\[
H_{g,\beta,\sigma} := \sum_{j=1}^{N} (p_j + gA_{\sigma}(\beta x_j))^2 \cdot V + H_f,
\]
where \( p_j = -i\partial_{x_j}, V = V(x_1, ..., x_N) \) denotes the potential, and \( : (\cdot) : \) stands for the Wick product. The coupling constant \( g \in \mathbb{C} \) is of interest for the main result, Theorem 1. The parameter \( \beta \in \mathbb{R} \) will be used in Corollary 3. We will make the following assumptions on the potential \( V \), which are related to the atomic Hamiltonian
\[
H_{at} := -\Delta + V,
\]
which acts in \( \mathcal{H}_{at} \). We introduced the Laplacian \( -\Delta := \sum_{j=1}^{N} p_j^2 \).

**Hypothesis (H)** The potential \( V \) satisfies the following properties:

(i) \( V \) is invariant under rotations and permutations, that is
\[
V(x_1, ..., x_N) = V(R^{-1}x_1, ..., x_N), \quad \forall R \in SO(3),
\]
\[
V(x_1, ..., x_N) = V(x_{\pi(1)}, ..., x_{\pi(N)}), \quad \forall \pi \in \mathfrak{S}_N.
\]

(ii) \( V \) is infinitesimally operator bounded with respect to \( -\Delta \).

(iii) \( E_{at} := \inf \sigma(H_{at}) \) is a non-degenerate isolated eigenvalue of \( H_{at} \).

Note that for the Hydrogen, \( N = 1 \), the potential \( V(x_1) = -|x_1|^{-1} \) satisfies Hypothesis (H). Moreover (ii) of Hypothesis (H) implies that \( H_{g,\beta,\sigma} \) is a self-adjoint operator with domain \( D(-\Delta + H_f) \) and that \( H_{g,\beta,\sigma} \) is essentially self adjoint on any operator core for \( -\Delta + H_f \), see for example [1S, 1M]. For a precise definition of the operator in (3), see Appendix A. We will use the notation \( D_r(w) := \{ z \in \mathbb{C} \mid |z - w| < r \} \) and \( D_r := D_r(0) \). Let us now state the main result of the paper.

**Theorem 1.** Assume Hypothesis (H). Then there exists a positive constant \( g_0 \) such that for all \( g \in D_{g_0}, \beta \in \mathbb{R}, \) and \( \sigma \geq 0 \) the operator \( H_{g,\beta,\sigma} \) has an eigenvalue \( E_{\beta,\sigma}(g) \) with eigenvector \( \psi_{\beta,\sigma}(g) \) and eigen-projection \( P_{\beta,\sigma}(g) \) satisfying the following properties.
(i) for $g \in \mathbb{R} \cap D_{g_0}$, $E_{\beta,\sigma}(g) = \inf \sigma(H_{g,\beta,\sigma})$.

(ii) $g \mapsto E_{\beta,\sigma}(g)$ and $g \mapsto \psi_{\beta,\sigma}(g)$ are analytic on $D_{g_0}$.

(iii) $g \mapsto P_{\beta,\sigma}(g)$ is analytic on $D_{g_0}$ and $P_{\beta,\sigma}(g)^* = P_{\beta,\sigma}(g)$.

The functions $E_{\beta,\sigma}(g)$, $\psi_{\beta,\sigma}(g)$, and $P_{\beta,\sigma}(g)$ are bounded in $(g, \beta, \sigma) \in D_{g_0} \times \mathbb{R} \times [0, \infty)$ and depend continuously on $\sigma \geq 0$.

The infrared cutoff $\sigma$ will be used in Sections 8 to relate the expansion coefficients to analytic perturbation theory. We want to emphasize that the proof of Theorem 1 does not use any form of gauge invariance. In particular the conclusions hold if the terms quadratic in $A_\sigma$ are dropped from the Hamiltonian. Using Theorem 1 and Cauchy’s formula one can show the following corollary, see Section 9.

**Corollary 2.** Assume Hypothesis (H). And let $g_0$, $E_{\beta,\sigma}(g)$, $\psi_{\beta,\sigma}(g)$ and $P_{\beta,\sigma}(g)$ be given as in Theorem 1. Then on $D_{g_0}$ we have the convergent power series expansions

$$\psi_{\beta,\sigma}(g) = \sum_{n=0}^{\infty} \psi_{\beta,\sigma}^{(n)} g^n, \quad P_{\beta,\sigma}(g) = \sum_{n=0}^{\infty} P_{\beta,\sigma}^{(n)} g^n, \quad E_{\beta,\sigma}(g) = \sum_{n=0}^{\infty} E_{\beta,\sigma}^{(2n)} g^{2n},$$

where the coefficients satisfy the following properties: $\psi_{\beta,\sigma}^{(n)}$, $E_{\beta,\sigma}^{(n)}$, and $P_{\beta,\sigma}^{(n)}$ and depend continuously on $\sigma \geq 0$, and there exist finite constants $C_0, R$ such that for all $n \in \mathbb{N}_0$ and $(\beta, \sigma) \in \mathbb{R} \times [0, \infty)$ we have $\|\psi_{\beta,\sigma}^{(n)}\| \leq C_0 R^n$, $|E_{\beta,\sigma}^{(2n)}| \leq C_0 R^{2n}$, and $\|P_{\beta,\sigma}^{(n)}\| \leq C_0 R^n$.

If we set $\beta = \alpha \geq 0$, $g = \alpha^{3/2}$, and $\sigma = 0$, then we immediately obtain the following corollary. It states that the ground state and the ground state energy of an atom in qed, in the scaling limit where the ultraviolet cutoff is of the order of the Rydberg energy, admit convergent expansions in the fine structure constant with uniformly bounded coefficients.

**Corollary 3.** Assume Hypothesis (H). There exists a positive $\alpha_0$ and finite constants $C_0, R$ such that for $0 \leq \alpha \leq \alpha_0$ the operator $H_{\alpha^{3/2},\alpha,0}$ has a ground state $\psi(\alpha^{1/2})$ with ground state energy $E(\alpha)$ such that we have the convergent expansions

$$\psi(\alpha^{1/2}) = \sum_{n=0}^{\infty} \psi_{\alpha}^{(n)} \alpha^{3n/2}, \quad E(\alpha) = \sum_{n=0}^{\infty} E_{\alpha}^{(2n)} \alpha^{3n},$$

and for all $n \in \mathbb{N}_0$ and $\alpha \geq 0$ we have $\|\psi_{\alpha}^{(n)}\| \leq C_0 R^n$ and $|E_{\alpha}^{(2n)}| \leq C_0 R^{2n}$.

Corollary 3 improves the main theorem stated in [4]. It provides a convergent expansion and furthermore shows that the expansion coefficients are finite. Moreover, we show in the next section, that the expansion coefficients $\psi_{\alpha}^{(n)}$ and $E_{\alpha}^{(2n)}$ can be calculated using regular analytic perturbation theory. This yields a straightforward algorithm for
calculating the ground state and the ground state energy to arbitrary precision in \( \alpha \). We want to point out that the authors in [4] note that they could alternatively work with an ultraviolet cut-off of the order of the rest energy of an electron, which, in the units used in this paper, corresponds to choosing \( \Lambda(\alpha) = O(\alpha^{-2}) \). The methods used in the proof of Theorem [1] could also incorporate a certain \( \alpha \) dependence of the cutoff. This would lead to weaker conclusions, which are not only technical.

3 Analytic Perturbation Theory

In order to relate the expansions given in Theorem [1] and Corollary [3] to ordinary analytic perturbation theory, we introduce an infrared cutoff \( \sigma > 0 \). In that case, analytic perturbation theory becomes applicable, and it is straightforward to show the following theorem. For completeness we provide a proof.

**Theorem 4.** Assume Hypothesis (H). For \( \sigma > 0 \) and \( \beta \in \mathbb{R} \), there is a positive \( g_0 \) such that for all \( g \in D_{g_0} \), the operator \( H_{g,\beta,\sigma} \) has a non-degenerate eigenvalue \( \hat{E}_{\beta,\sigma}(g) \) with eigen-projection \( \hat{P}_{\beta,\sigma}(g) \) such that the following holds.

(i) For \( g \in D_{g_0} \) we have \( \hat{E}_{\beta,\sigma}(g) = \inf \sigma(H_{g,\beta,\sigma}) \), and \( \hat{E}_{\beta,\sigma}(0) = E_{at} \).

(ii) \( g \mapsto \hat{E}_{\beta,\sigma}(g) \) and \( g \mapsto \hat{P}_{\beta,\sigma}(g) \) are analytic functions on \( D_{g_0} \).

(iii) \( \hat{P}_{\beta,\sigma}(g)^* = \hat{P}_{\beta,\sigma}(\overline{g}) \) for all \( g \in D_{g_0} \).

On \( D_{g_0} \) we have convergent power series expansions

\[
\hat{P}_{\beta,\sigma}(g) = \sum_{n=0}^{\infty} \hat{P}_{\beta,\sigma}^{(n)} g^n, \quad \hat{E}_{\beta,\sigma}(g) = \sum_{n=0}^{\infty} \hat{E}_{\beta,\sigma}^{(n)} g^n. \tag{5}
\]

**Proof.** Fix \( \sigma > 0 \) and \( \beta \in \mathbb{R} \). We introduce the subspaces \( h_{\sigma}^{(+)} := L^2(\{k \in \mathbb{R}^3||k| \geq \sigma\} \times \mathbb{Z}_2) \) and \( h_{\sigma}^{(-)} := L^2(\{k \in \mathbb{R}^3||k| < \sigma\} \times \mathbb{Z}_2) \) of \( h \), and we define the associated Fock-spaces \( F_{\sigma}^{(\pm)} := F_s(h_{\sigma}^{(\pm)}) \). By \( 1_{\sigma}^{(\pm)} \) we denote the identity operator in \( F_{\sigma}^{(\pm)} \) and by \( 1_{at} \) the identity operator in \( H_{at} \). We consider the natural unitary isomorphism \( U : F_{\sigma}^{(+)} \otimes F_{\sigma}^{(-)} \rightarrow \mathcal{F} \), which is uniquely characterized by

\[
U(\{h_1 \otimes_s \cdots \otimes_s h_n\} \otimes \{g_1 \otimes_s \cdots \otimes_s g_m\}) = h_1 \otimes_s \cdots \otimes_s h_n \otimes_s g_1 \otimes_s \cdots \otimes_s g_m,
\]

for any \( h_1, ..., h_n \in h_{\sigma}^{(+)} \) and \( g_1, ..., g_m \in h_{\sigma}^{(-)} \). We denote the trivial extension of \( U \) to \( H_{at} \otimes F_{\sigma}^{(+)} \otimes F_{\sigma}^{(-)} \) by the same symbol. We expand the Hamiltonian as follows. We write

\[
H_{g,\beta,\sigma} = H_0 + T_{\beta,\sigma}(g),
\]
with $H_0 := H_{at} + H_f$ and

$$T_{\beta,\sigma}(g) := g \sum_{j=1}^{N} 2p_j \cdot A_\sigma(\beta x_j) + g^2 : \sum_{j=1}^{N} A_\sigma(\beta x_j)^2 : .$$

By $T_{\beta,\sigma}^{(+)}(g)$ we denote the unique operator in $H_{at} \otimes \mathcal{F}_\sigma^{(+)}$ such that $T_{\beta,\sigma}(g) = U(T_{\beta,\sigma}^{(+)}(g) \otimes 1_{\sigma}^{(-)})U^*$. We have

$$U^* H_{g,\beta,\sigma} U = \left( H_{0,\sigma}^{(+)} + T_{\beta,\sigma}^{(+)}(g) \right) \otimes 1_{\sigma}^{(-)} + 1_{at} \otimes 1_{\sigma}^{(+)} \otimes H_{f,\sigma}^{(-)} ,$$

where we introduced the following operators acting on the corresponding spaces

$$H_{0,\sigma}^{(+)} = H_{at} \otimes 1_{\sigma}^{(+)} + 1_{at} \otimes H_{f,\sigma}^{(+)}$$

$$H_{f,\sigma}^{(-)} = d\Gamma(M_{\chi_\sigma \omega}) , \quad H_{f,\sigma}^{(+)} = d\Gamma(M_{1-\chi_\sigma \omega}) ,$$

where $\chi_\sigma(k) = 1$ if $|k| < \sigma$ and zero otherwise. Now observe that $H_{f,\sigma}^{(-)}$ has only one eigenvalue. That eigenvalue is 0, it is at the bottom of the spectrum, it is non-degenerate and its eigenvector, $\Omega_{\sigma}^{(-)}$, is the vacuum of $\mathcal{F}_\sigma^{(-)}$. This implies that $H_{g,\beta,\sigma}$ and $H_{0,\sigma}^{(+)} + T_{\beta,\sigma}^{(+)}(g)$ have the same eigenvalues and the corresponding eigen-spaces are in bijective correspondence. Next observe that $H_{0,\sigma}^{(+)}$ has at the bottom of its spectrum an isolated non-degenerate eigenvalue which equals $E_{at}$. Moreover, $g \mapsto H_{0,\sigma}^{(+)} + T_{\beta,\sigma}^{(+)}(g)$ is an analytic family, since the interaction term is bounded with respect to $H_{0,\sigma}^{(+)}$. Now by analytic perturbation theory, it follows that there exists an $\epsilon > 0$ such that for $g$ in a neighborhood of zero the following operator is well defined

$$P_{\beta,\sigma}^{(+)}(g) := -\frac{1}{2\pi i} \int_{|z-E_{at}|=\epsilon} (H_{0,\sigma}^{(+)} + T_{\beta,\sigma}^{(+)}(g) - z)^{-1} dz. \quad (6)$$

Moreover, the operator $P_{\beta,\sigma}^{(+)}(g)$ projects onto a one-dimensional space which is the eigen-space of $H_{0,\sigma}^{(+)} + T_{\beta,\sigma}^{(+)}(g)$ with eigenvalue $\tilde{E}_{\beta,\sigma}(g)$. Furthermore, $P_{\beta,\sigma}^{(+)}(g)$ and $\tilde{E}_{\beta,\sigma}(g)$ depend analytically on $g$ and $\tilde{E}_{\beta,\sigma}(0) = E_{at}$. We conclude that $\tilde{E}_{\beta,\sigma}(g)$ is a non-degenerate eigenvalue of $H_{g,\beta,\sigma}$ with corresponding eigen-projection

$$\tilde{P}_{\beta,\sigma}(g) = U(P_{\beta,\sigma}^{(+)}(g) \otimes P_{\Omega_{\sigma}^{(-)}})U^* , \quad (7)$$

and properties (i)-(iii) of the theorem are satisfied. \hfill \Box

We want to emphasize that the $g_0$ of Theorem 4 depends on $\sigma$ and $\beta$ and we have not ruled out that $g_0 \to 0$ as $\sigma \downarrow 0$. To rule this out we will need Theorem 1. The expansion coefficients of the eigenvalue or the associated eigen-projection obtained on the one hand by renormalization, (6), and on the other hand using analytic perturbation theory are
equal. To this end, note that for $\sigma > 0$ and $\beta \in \mathbb{R}$ there exists by Theorems 1 and 4 a ball $D_r$ of nonzero radius $r$, such that the following holds. The eigenvalue $\hat{E}_{\beta,\sigma}(g)$ is non-degenerate for $g \in D_r$. Thus $\hat{E}_{\beta,\sigma}(g) = E_{\beta,\sigma}(g)$ on $D_r$ and hence $\hat{P}_{\beta,\sigma}(g) = P_{\beta,\sigma}(g)$ on $D_r$. Thus the following remark is an immediate consequence of Theorems 1 and 4.

**Remark 5.** For all $\beta \in \mathbb{R}$ and $\sigma > 0$ we have $P^{(n)}_{\beta,\sigma} = \hat{P}^{(n)}_{\beta,\sigma}$ and $E^{(n)}_{\beta,\sigma} = \hat{E}^{(n)}_{\beta,\sigma}$. Moreover, $\hat{P}^{(n)}_{\beta,\sigma}$ and $\hat{E}^{(n)}_{\beta,\sigma}$ have a limit as $\sigma \downarrow 0$.

Finally we want to note that $\hat{P}^{(n)}_{\beta,\sigma}$ can be calculated, for example, by first expanding the resolvent in Eq. (6) in powers of $g$ and then using Eq. (7). This will then yield the coefficients $\hat{E}^{(n)}_{\beta,\sigma}$, for example by expanding the right hand side of the identity

$$
\hat{E}_{\beta,\sigma}(g) = \frac{\langle \varphi_{at} \otimes \Omega, H_{g,\beta,\sigma} \hat{P}_{\beta,\sigma}(g) \varphi_{at} \otimes \Omega \rangle}{\langle \varphi_{at} \otimes \Omega, \hat{P}_{\beta,\sigma}(g) \varphi_{at} \otimes \Omega \rangle},
$$

where $\varphi_{at}$ denotes the ground state of $H_{at}$.

## 4 Outline of the Proof

The main method used in the proof of Theorem 1 is operator theoretic renormalization [5, 1] and the fact that renormalization preserves analyticity [14, 16]. The renormalization procedure is an iterated application of the so called smooth Feshbach map. The smooth Feshbach map is reviewed in Appendix C and necessary properties of it are summarized. In this paper we will use many results stated in a previous paper [16]. Their generalization from the Fock space over $L^2(\mathbb{R}^3)$, as considered in [16], to a Fock space over $L^2(\mathbb{R}^3 \times \mathbb{Z}_2)$ is straightforward. To be able to show that the renormalization transformation is a suitable contraction we use that by rotation invariance the renormalization procedure only involves kernels which do not contain any terms which are linear in creation or annihilation operators. In section 5 we define an $SO(3)$ action on the atomic Hilbert space and the Fock space, which leaves the Hamiltonian invariant. In section 6 we introduce spaces which are needed to define the renormalization transformation. In section 7 we show that after an initial Feshbach transformation the Feshbach map is in a suitable Banach space. This allows us to use results of [16] which are collected in Section 8. In section 9 we put all the pieces together and prove Theorem 1. The proof is based on Theorems 17 and 28.

In section 9 we also show Corollary 2.

We shall make repeated use of the so called pull-through formula which is given in Lemma 28 in Appendix A. Moreover we will use the notation that $\mathbb{R}_+ := [0, \infty)$. Finally, let us note that using an appropriate scaling we can assume without loss of generality that the distance between the lowest eigenvalue of $H_{at}$ and the rest of the spectrum is one, i.e.,

$$
E_{at,1} - E_{at} = 1, \quad (8)
$$
where $E_{at,1} := \inf (\sigma(H_{at}) \setminus \{E_{at}\})$. Any Hamiltonian of the form (3) satisfying Hypothesis (H) is up to a positive multiple unitarily equivalent to an operator satisfying (3) and again Hypothesis (H), but with a rescaled potential and with different values for $\sigma, \Lambda, \beta, \text{ and } g$. More explicitly, with $\delta := E_{at,1} - E_{at}$ we have

$$
\delta^{-1} S H_{\sigma, \beta, \sigma} S^* = \sum_{j=1}^{N} (p_j + \tilde{g} A_{\sigma, \Lambda}(\tilde{\beta} x_j))^2 + V_\delta + H_f,
$$

where $S$ is a unitary transformation which leaves the vacuum invariant and satisfies $S x_j S^* = \delta^{-1/2} x_j$ and $S a^\#(k) S^* = \delta^{-3/2} a^\#(\delta^{-1} k)$. We used the notation $V_\delta := \delta^{-1} S V S^*$, $\tilde{\beta} := \delta^{1/2} \beta$, $\tilde{\Lambda} := \delta^{-1} \Lambda$, $\tilde{\sigma} := \delta^{-1} \sigma$, and $\tilde{g} = \delta^{1/2} g$. From the definition of $\delta$ it follows immediately from (9) that $\sum_{j=1}^{N} p_j^2 + V_\delta$ satisfies (8).

5 Symmetries

Let us introduce the following canonical representation of $SO(3)$ on $H_{at}$ and $\mathfrak{h}$. For $R \in SO(3)$ and $\psi \in H_{at}$ we define

$$
U_{at}(R)\psi(x_1, \ldots, x_N) = \psi(R^{-1} x_1, \ldots, R^{-1} x_N).
$$

To define an $SO(3)$ representation on Fock space it is convenient to consider a different but equivalent representation of the Hilbert space $\mathfrak{h}$. We introduce the Hilbert space $\mathfrak{h}_0 := L^2(\mathbb{R}^3; \mathbb{C}^3)$. We consider the subspace of transversal vector fields

$$
\mathfrak{h}_T := \{ f \in \mathfrak{h}_0 | k \cdot f(k) = 0 \}.
$$

It is straightforward to verify that the map $\phi : \mathfrak{h} \to \mathfrak{h}_T$ defined by

$$
(\phi f)(k) := \sum_{\lambda=1,2} f(k, \lambda) \varepsilon(k, \lambda)
$$

establishes a unitary isomorphism with inverse

$$
(\phi^{-1} h)(k, \lambda) = h(k) \cdot \varepsilon(k, \lambda).
$$

We define the action of $SO(3)$ on $\mathfrak{h}_T$ by

$$
(U_T(R) h)(k) = R h(R^{-1} k), \quad \forall h \in \mathfrak{h}_T, R \in SO(3).
$$

The function $R \mapsto \phi^{-1} U_T(R) \phi$ defines a representation of $SO(3)$ on $\mathfrak{h}$ which we denote by $U_\mathfrak{h}$. For $R \in SO(3)$ and $f \in \mathfrak{h}$ it is given by

$$
(U_\mathfrak{h}(R) f)(k, \lambda) = \sum_{\lambda=1,2} D_{\lambda \lambda}(R, k) f(R^{-1} k, \tilde{\lambda}),
$$

where $D_{\lambda \lambda}(R, k)$ are the matrices of the representation of $SO(3)$ on $L^2(\mathbb{R}^3; \mathbb{C}^3)$.
where \( D_{\lambda}(R, k) := \varepsilon(k, \lambda) \cdot R \varepsilon(R^{-1} k, \lambda) \). This yields a representation on Fock space which we denote by \( \mathcal{U}_F \). It is characterized by

\[
\mathcal{U}_F(R) a^#(f) \mathcal{U}_F(R)^* = a^#(\mathcal{U}_h(R)f) \quad , \quad \mathcal{U}_F(R)\Omega = \Omega. \tag{11}
\]

We have

\[
\mathcal{U}_F(R) a^#(k, \lambda) \mathcal{U}_F(R)^* = \sum_{\tilde{\lambda}=1,2} D_{\tilde{\lambda}}(R, Rk) a^#(Rk, \tilde{\lambda}). \tag{12}
\]

We denote the representation on \( \mathcal{H}_{at} \otimes \mathcal{F} \) by \( \mathcal{U} = \mathcal{U}_{at} \otimes \mathcal{U}_F \). We have the following transformation properties of the operators \((x_j)_l\) and \((p_j)_l\), with \( j = 1, ..., N \) and \( l = 1, 2, 3 \),

\[
\mathcal{U}(R)(x_j)_l \mathcal{U}(R)^* = \sum_{m=1}^3 R_{ml}(x_j)_m = (R^{-1}x_j)_l, \tag{13}
\]

\[
\mathcal{U}(R)(p_j)_l \mathcal{U}(R)^* = \sum_{m=1}^3 R_{ml}(p_j)_m = (R^{-1}p_j)_l. \tag{14}
\]

Moreover, the transformation property of the \( l \)-th component of the field operator \( A_{\sigma,l}(x_j) \) is

\[
\mathcal{U}(R) A_{\sigma,l}(x_j) \mathcal{U}(R)^* = \sum_{m=1}^3 R_{ml} A_{\sigma,m}(x_j) = (R^{-1}A)_l(x_j). \tag{15}
\]

This can be seen as follows. For fixed \( x \in \mathbb{R}^3 \) and \( l = 1, 2, 3 \) define the function

\[
f_{(l,x)}(k; \lambda) := \frac{\kappa_{\sigma,l}(k)}{\sqrt{2|k|}} \varepsilon(k, \lambda) e^{-ik \cdot x}. \tag{16}
\]

Eq. (15) follows since by (10) we have \( \mathcal{U}_h(R)f_{(l,x)} = \sum_{m=1}^3 R_{ml}f_{(m,Rx)} \). We call a linear operator \( A \) in the Hilbert space \( \mathcal{H} \) rotation invariant if \( A = \mathcal{U}(R)A\mathcal{U}(R)^* \) for all \( R \in SO(3) \) and likewise for operators in \( \mathcal{F} \) and \( \mathcal{H}_{at} \). From (13)–(15) it is evident to see that the Hamiltonian \( H_{g,\beta,\sigma} \) defined in (3), is rotation invariant.

**Lemma 6.** Let \( f \in \mathfrak{h} \). If \( a^#(f) \) is an operator which is invariant under rotations, then \( f = 0 \).

**Proof.** Invariance implies

\[
a^#(f) = \mathcal{U}_F(R)a^#(f)\mathcal{U}_F(R)^* = a^#(\mathcal{U}_h(R)f)
\]

and therefore \( \mathcal{U}_h(R)f = f \). This implies that for \( \hat{f} := \phi f \) we have

\[
\hat{f}(Rk) = R\hat{f}(k). \tag{17}
\]
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Let $H_l$ denote the space of spherical harmonics of angular momentum $l$. We note that $L^2(\mathbb{R}^3; \mathbb{C}^3) = \bigoplus_{l=0}^{\infty} L^2(\mathbb{R}^+) \otimes H_l \otimes \mathbb{C}^3$ where each summand is invariant under the representation of $SO(3), f(\cdot) \mapsto R f(R^{-1} \cdot)$. It follows that $\hat{f} = \bigoplus_{l=0}^{\infty} \hat{f}_l$ where each $\hat{f}_l$ is invariant. By Fubini’s theorem there is a null set $\Lambda_1 \subset \mathbb{R}^+$ such that for a countable dense set $C$ of $R \in SO(3)$ there is a null set $\Lambda_2(t) \subset S^2$ so that $R \hat{f}_l(t, e) = \hat{f}_l(t, e)$ for all $t$ in the complement of $\Lambda_1$, $R \in C$, and $e$ in the complement of $\Lambda_2(t)$. But since $H_l$ is just the space of spherical harmonics of angular momentum $l$, $\hat{f}_l(t, e)$ is continuous in the variable $e$ so we can take $C = SO(3)$ and $\Lambda_2(t) = \emptyset$.

6 Banach Spaces of Hamiltonians

In this section we introduce Banach spaces of integral kernels, which parameterize certain subspaces of the space of bounded operators on Fock space. These subspaces are suitable to study an iterative application of the Feshbach map and to formulate the contraction property. We mainly follow the exposition in [1]. However, we use a different class of Banach spaces.

The renormalization transformation will be defined on operators acting on the reduced Fock space $\mathcal{H}_{\text{red}} := P_{\text{red}} F$, where we introduced the notation $P_{\text{red}} := \chi_{[0,1]}(H_f)$. We will investigate bounded operators in $\mathcal{B}(\mathcal{H}_{\text{red}})$ of the form

$$H(w) := \sum_{m+n \geq 0} H_{m,n}(w),$$

with

$$H_{m,n}(w) := H_{m,n}(w_{m,n}),$$
$$H_{m,n}(w_{m,n}) := P_{\text{red}} \int_{\mathbb{R}^{m+n}} \frac{d\mu(K^{(m,n)})}{|K^{(m,n)}|^{1/2}} a^s(K^{(m)}) w_{m,n}(H_f, K^{(m,n)}) a(\tilde{K}^{(n)}) P_{\text{red}}, \quad m + n \geq 1,$$
$$H_{0,0}(w_{0,0}) := w_{0,0}(H_f),$$

where $w_{m,n} \in L^\infty([0,1] \times \mathbb{R}^m \times \mathbb{R}^n)$ is an integral kernel for $m + n \geq 1$, $w_{0,0} \in L^\infty([0,1])$, and $w$ denotes the sequence of integral kernels $(w_{m,n})_{m,n \in \mathbb{N}_0}$. We have used and will
Thus we can restrict attention to integral kernels that lie in the range of the symmetrization operator, which is defined as follows,

Moreover, note that integral kernels can always be assumed to be symmetric. That is,

henceforth use the following notation. We set \( K = (k, \lambda) \in \mathbb{R}^3 \times \mathbb{Z}_2 \), and write

\[
X := X \times \mathbb{Z}_2, \quad B_1 := \{x \in \mathbb{R}^3 | |x| < 1\}
\]

\[
K^{(m)} := (K_1, \ldots, K_m) \in (\mathbb{R}^3 \times \mathbb{Z}_2)^m, \quad \tilde{K}^{(n)} := (\tilde{K}_1, \ldots, \tilde{K}_n) \in (\mathbb{R}^3 \times \mathbb{Z}_2)^n,
\]

\[
K^{(m,n)} := (K^{(m)}, \tilde{K}^{(n)})
\]

\[
\int_{X^{m+n}} dK^{(m,n)} := \int_{X^{m+n}} \sum_{(\lambda_1, \ldots, \lambda_m, \tilde{\lambda}_1, \ldots, \tilde{\lambda}_n) \in \mathbb{Z}_2^{m+n}} dk^{(m)} d\tilde{k}^{(n)}
\]

\[
dk^{(m)} := \prod_{i=1}^m d^3k_i, \quad d\tilde{k}^{(n)} := \prod_{j=1}^n d^3\tilde{k}_j, \quad dk^{(m)} := dK^{(m,0)}, \quad d\tilde{k}^{(n)} := dK^{(0,n)},
\]

\[
d\mu(K^{(m,n)}) := (8\pi)^{-\frac{m+n}{2}} dK^{(m,n)}
\]

\[
a^*(K^{(m)}) := \prod_{i=1}^m a^*(K_i), \quad a(\tilde{K}^{(m)}) := \prod_{j=1}^n a(\tilde{K}_j)
\]

\[
|K^{(m,n)}| := |K^{(m)}| \cdot |\tilde{K}^{(n)}|, \quad |K^{(m)}| := |k_1| \cdots |k_m|, \quad |\tilde{K}^{(m)}| := |\tilde{k}_1| \cdots |\tilde{k}_m|,
\]

\[
\Sigma[K^{(m)}] := \sum_{i=1}^m |k_i|.
\]

Note that in view of the pull-through formula (19) is equal to

\[
\int_{\mathbb{R}_1^{m+n}} \frac{d\mu(K^{(m,n)})}{|K^{(m,n)}|^{1/2}} a^*(K^{(m)}) \chi(H_f + \Sigma[K^{(m)}] \leq 1) w_{m,n}(H_f, K^{(m,n)}) \chi(H_f + \Sigma[\tilde{K}^{(n)}] \leq 1) a(\tilde{K}^{(n)})
\]

Thus we can restrict attention to integral kernels \( w_{m,n} \) which are essentially supported on the sets

\[
Q_{m,n} := \{(r, K^{(m,n)}) \in [0,1] \times \mathbb{B}_1^{m+n} | r \leq 1 - \max(\Sigma[K^{(m)}], \Sigma[\tilde{K}^{(m)}])\}, \quad m+n \geq 1.
\]

Moreover, note that integral kernels can always be assumed to be symmetric. That is, they lie in the range of the symmetrization operator, which is defined as follows,

\[
w_{m,n}^{(sym)}(r, K^{(M,N)}) := \frac{1}{N! M!} \sum_{\pi \in S_M} \sum_{\bar{\pi} \in S_N} w_{M,N}(r, K_{\pi(1)}, \ldots, K_{\pi(N)}, \tilde{K}_{\bar{\pi}(1)}, \ldots, \tilde{K}_{\bar{\pi}(M)}).
\]

Note that (19) is understood in the sense of forms. It defines a densely defined form which can be seen to be bounded using the expression (20) and Lemma 30. Thus it uniquely determines a bounded operator which we denote by \( H_{m,n}(w_{m,n}) \). This is explained in more detail in Appendix A. We have the following lemma.

**Lemma 7.** For \( w_{m,n} \in L^\infty([0,1] \times \mathbb{B}_1^m \times \mathbb{B}_1^n) \) we have

\[
\|H_{m,n}(w_{m,n})\| \leq \|w_{m,n}\|_\infty (n!m!)^{-1/2}.
\]
The proof follows using Lemma 30 and the estimate
\[
\int_{\mathcal{S}_{m,n}} \frac{dK^{(m,n)}}{|K^{(m,n)}|^2} \leq \frac{(8\pi)^{m+n}}{n!m!},
\]
where \(\mathcal{S}_{m,n} := \{(K^{(m)}, \tilde{K}^{(n)}) \in B_{m+n}^{1+1} | \Sigma[K^{(m)}] \leq 1, \Sigma[\tilde{K}^{(n)}] \leq 1\}\). The renormalization procedure will involve kernels which lie in the following Banach spaces. We shall identify the space \(L^\infty(\mathcal{B}_{1}^{m+n}; C[0, 1])\) with a subspace of \(L^\infty([0, 1] \times \mathcal{B}_{1}^{m+n})\) by setting
\[
w_{m,n}(r, K^{(m,n)}) = w_{m,n}(K^{(m,n)})(r)
\]
for \(w_{m,n} \in L^\infty(\mathcal{B}_{1}^{m+n}; C[0, 1])\). For example in (i) and (ii) of Definition 8 we use this identification. The norm in \(L^\infty(\mathcal{B}_{1}^{m+n}; C[0, 1])\) is given by
\[
\|w_{m,n}\|_{\infty} := \text{ess sup}_{K^{(m,n)} \in \mathcal{B}_{1}^{m+n}} \sup_{r \geq 0} |w_{m,n}(K^{(m,n)})(r)|.
\]
We note that for \(w \in L^\infty(\mathcal{B}_{1}^{m+n}; C[0, 1])\) we have \(\|w\|_{\infty} \leq \|w\|_{\infty}\). Conditions (i) and (ii) of the following definition are needed for the injectivity property stated in Theorem 10 below.

**Definition 8.** We define \(W_{m,n}^\#\) to be the Banach space consisting of functions \(w_{m,n} \in L^\infty(\mathcal{B}_{1}^{m+n}; C^1[0, 1])\) satisfying the following properties:

(i) \(w_{m,n}(1 - \chi_{\mathbb{Q}_{m,n}}) = 0\), for \(m + n \geq 1\),

(ii) \(w_{m,n}(\cdot, K^{(m)}, \tilde{K}^{(n)})\) is totally symmetric in the variables \(K^{(m)}\) and \(\tilde{K}^{(n)}\)

(iii) the following norm is finite
\[
\|w_{m,n}\|_{\#} := \|w_{m,n}\|_{\infty} + \|\partial_r w_{m,n}\|_{\infty}.
\]

Hence for almost all \(K^{(m,n)} \in \mathcal{B}_{1}^{m+n}\) we have \(w_{m,n}(\cdot, K^{(m,n)}) \in C^1[0, 1]\), where the derivative is denoted by \(\partial_r w_{m,n}\). For \(0 < \xi < 1\), we define the Banach space
\[
W_{\xi}^\# := \bigoplus_{(m,n) \in \mathbb{N}_0^2} W_{m,n}^\#
\]
to consist of all sequences \(w = (w_{m,n})_{m,n \in \mathbb{N}_0}\) satisfying
\[
\|w\|_{\xi} := \sum_{(m,n) \in \mathbb{N}_0^2} \xi^{-(m+n)} \|w_{m,n}\|_{\#} < \infty.
\]

**Remark 9.** We shall also use the norm \(\|w_{m,n}\|_{\#}\) for any integral kernel \(w_{m,n} \in L^\infty(\mathcal{B}_{1}^{m+n}; C^1[0, 1])\). Note that \(\|w_{m,n}^{(\text{sym})}\|_{\#} \leq \|w_{m,n}\|_{\#}\).
Given \( w \in \mathcal{W}_\xi^\# \), we write \( w_{\geq r} \) for the vector in \( \mathcal{W}_\xi^\# \) given by

\[
(w_{\geq r})_{m+n} = \begin{cases} 
  w_{m,n}, & \text{if } m + n \geq r \\
  0, & \text{otherwise}.
\end{cases}
\]

We will use the following balls to define the renormalization transformation

\[
\mathcal{B}^\#(\alpha, \beta, \gamma) := \left\{ w \in \mathcal{W}_\xi^\# \mid \| \partial_r w_{0,0} - 1 \|_\infty \leq \alpha, \ |w_{0,0}(0)| \leq \beta, \| w_{\geq 1} \|_\xi^\# \leq \gamma \right\}.
\]

For \( w \in \mathcal{W}_\xi^\# \), it is easy to see using (22) that \( H(w) := \sum_{m,n} H_{m,n}(w) \) converges in operator norm with bounds

\[
\| H(w) \| \leq \| w \|_\xi^\#, \quad \text{(24)}
\]

\[
\| H(w_{\geq r}) \| \leq \xi^r \| w_{\geq r} \|_\xi^#. \quad \text{(25)}
\]

We shall use the notation

\[
W[w] := \sum_{m+n \geq 1} H_{m,n}(w).
\]

We will use the following theorem, which is a straightforward generalization of a theorem proven in [1]. A proof can also be found in [16].

**Theorem 10.** The map \( H : \mathcal{W}_\xi^\# \to \mathcal{B}(\mathcal{H}_{\text{red}}) \) is injective and bounded.

**Definition 11.** Let \( \mathcal{W}_\xi \) denote the Banach space consisting of strongly analytic functions on \( D_{1/2} \) with values in \( \mathcal{W}_\xi^\# \) and norm given by

\[
\| w \|_\xi := \sup_{z \in D_{1/2}} \| w(z) \|_\xi^#.
\]

For \( w \in \mathcal{W}_\xi \) we will use the notation \( w_{m,n}(z, \cdot) := (w_{m,n}(z))(\cdot) \). We extend the definition of \( H(\cdot) \) to \( \mathcal{W}_\xi \) in the natural way: for \( w \in \mathcal{W}_\xi \), we set

\[
(H(w))(z) := H(w(z))
\]

and likewise for \( H_{m,n}(\cdot) \) and \( W[\cdot] \). We say that a kernel \( w \in \mathcal{W}_\xi \) is symmetric if \( w_{m,n}(z) = w_{n,m}(z) \) for all \( z \in D_{1/2} \). Note that because of Theorem 10 we have the following lemma.

**Lemma 12.** Let \( w \in \mathcal{W}_\xi \). Then \( w \) is symmetric if and only if \( H(w(z)) = H(w(z))^* \) for all \( z \in D_{1/2} \).

The renormalization transformation will be defined on the following balls in \( \mathcal{W}_\xi \)

\[
\mathcal{B}(\alpha, \beta, \gamma) := \left\{ w \in \mathcal{W}_\xi \mid \sup_{z \in D_{1/2}} \| \partial_r w_{0,0}(z) - 1 \|_\infty \leq \alpha, \sup_{z \in D_{1/2}} |w_{0,0}(z, 0) + z| \leq \beta, \| w_{\geq 1} \|_\xi \leq \gamma \right\}.
\]
We define on the space of kernels $W_{m,n}^\#$, a natural representation of $SO(3)$, $U_W$, which by Theorem 10 is uniquely determined by

$$H(U_W(R)w_{m,n}) = U_F(R)H(w_{m,n})U_F^*(R), \quad \forall R \in SO(3),$$

and it is given by $U_W(R)w_{0,0}(r) = w_{0,0}(r)$ and for $m + n \geq 1$ by

$$(U_W(R)w_{m,n})(r, k_1, \lambda_1, \ldots, k_n, \lambda_n) = \sum \{D_{\lambda_1}\chi_1(R, k_1) \cdots D_{\lambda_n}\chi_n(R, k_n)w_{m,n}(r, R^{-1}k_1, \lambda_1', \ldots, R^{-1}k_n, \lambda_n').

That (27) implies (26) can be seen from (12). The representation on $W_{m,n}^\#$ yields a natural representation on $W_{\xi}^\#$, which is given by $(U_W(R)w)_{m,n} = U_W(R)w_{m,n}$ for all $R \in SO(3)$. We say that a kernel $w_{m,n} \in W_{m,n}^\#$ is rotation invariant if $U_W(R)w_{m,n} = w_{m,n}$ for all $R \in SO(3)$ and we say a kernel $w \in W_{\xi}^\#$ is rotation invariant if each component is rotation invariant.

**Lemma 13.** (i) Let $w_{m,n} \in W_{m,n}^\#$. Then $H(w_{m,n})$ is rotation invariant if and only if $w_{m,n}$ is rotation invariant. Let $w \in W_{\xi}^\#$. Then $H(w)$ is rotation invariant if and only if $w$ is rotation invariant. (ii) If $w_{m,n} \in W_{m,n}^\#$ with $m + n = 1$ is rotation invariant, then $w_{m,n} = 0$.

**Proof.** (i). The if part follows from (26). The only if part follows from (26) and the injectivity of the map $H(\cdot)$, see Theorem 10. (ii) Let $w_{1,0} \in W_{1,0}^\#$ be rotation invariant. Then $w_r$ defined by $w_r(k, \lambda) := w_{1,0}(r, k, \lambda)$ is in $h$ for all $r \in [0, 1]$. By (27), (10), and (11) it follows that $a^r(w_r)$ is rotation invariant. By Lemma 6, $w_r = 0$. The proof of the corresponding statement for $W_{0,1}^\#$ is analogous.

To state that the contraction property of the renormalization transformation will need to introduce the balls of integral kernels which are invariant under rotations

$$B_0(\alpha, \beta, \gamma) := \{w \in B(\alpha, \beta, \gamma) | w_{m,n}(z) \text{ is rotation invariant for all } z \in D_{1/2} \}.$$

To show the continuity of the ground state and the ground state energy as a function of the infrared cutoff we need to introduce a coarser norm in $W_{m,n}^\#$. The supremum norm is to fine. To this end we introduce the Banach space $L^2_\omega(B_1^{m+n}; C[0, 1])$ with norm

$$\|w_{m,n}\|_2 := \left[\int_{B_1^{m+n}} \frac{dK^{(m,n)}}{(8\pi)^{m+n} |K^{(m,n)}|^2} \sup_{r \in [0, 1]} |w_{m,n}(r, K^{(m,n)})|^2 \right]^{1/2}.$$

Observe that $L^\infty(B_1^{m+n}; C[0, 1]) \subset L^2_\omega(B_1^{m+n}; C[0, 1])$ and that by (23) we have

$$\|w_{m,n}\|_2 \leq \frac{\|w_{m,n}\|_{\infty}}{\sqrt{n!m!}},$$

for all $w_{m,n} \in W_{m,n}^\#$. We have the following lemma which is a consequence of Lemma 30.
Lemma 14. For \( w_{m,n} \in L^2_\omega(B^{m+n};C[0,1]) \) we have
\[
\|H_{m,n}(w_{m,n})\| \leq \|w_{m,n}\|_2 .
\] (29)

Definition 15. Let \( S \) be topological space. We say that the mapping \( w : S \to W^\#_\xi \) is componentwise \( L^2 \)–continuous (c-continuous) if for all \( m,n \in \mathbb{N}_0 \) the map \( s \mapsto w_{m,n}(s) \) is a \( L^2_\omega(B^{m+n};C[0,1]) \)–valued continuous function, that is
\[
\lim_{s \in S, s \to s_0} \|w(s_{0})_{m,n} - w(s)_{m,n}\|_2 = 0
\]
for all \( s_0 \in S \).

The above notion of continuity for integral kernels, yields continuity of the associated operators with respect to the operator norm topology. This is the content of the following lemma.

Lemma 16. Let \( w : S \to W^\#_\xi \) be c-continuous and uniformly bounded, that is
\[
\sup_{s \in S} \|w(s)\|_\xi^\# < \infty. \quad \text{Then } H(w(\cdot)) : S \to \mathcal{B}(\mathcal{H}_{\text{red}}) \text{ is continuous, with respect to the operator norm topology.}
\]

Proof. From Lemma 14 it follows that \( H_{m,n}(w(s)) \xrightarrow{\text{op}} H_{m,n}(w(s_0)) \) as \( s \) tends to \( s_0 \). The lemma now follows from a simple argument using the estimate (25) and the uniform bound on \( w(\cdot) \).

\[\square\]

7 Initial Feshbach Transformations

In this section we shall assume that the assumptions of Hypothesis (H) hold. Without loss of generality, see Section 4 we assume that the distance between the lowest eigenvalue of \( H_{\text{at}} \) and the rest of the spectrum is one, that is
\[
\inf (\sigma(H_{\text{at}}) \setminus \{E_{\text{at}}\}) - E_{\text{at}} = 1. \quad (30)
\]

Let \( \chi_1 \) and \( \overline{\chi}_1 \) be two functions in \( C^\infty(\mathbb{R}_+;[0,1]) \) with \( \chi_1^2 + \overline{\chi}_1^2 = 1 \), \( \chi_1 = 1 \) on \([0,3/4]\), and \( \text{supp } \chi_1 \subset [0,1] \). For an explicit choice of \( \chi_1 \) and \( \overline{\chi}_1 \) see for example [1]. We use the abbreviation \( \chi_1 = \chi_1(H_f) \) and \( \overline{\chi}_1 = \overline{\chi}_1(H_f) \). It should be clear from the context whether \( \chi_1 \) or \( \overline{\chi}_1 \) denotes a function or an operator. By \( \varphi_{\text{at}} \) we denote the normalized eigenstate of \( H_{\text{at}} \) with eigenvalue \( E_{\text{at}} \) and by \( P_{\text{at}} \) the eigen-projection of \( H_{\text{at}} \) corresponding to the eigenvalue \( E_{\text{at}} \). By Hypothesis (H) the range of \( P_{\text{at}} \) is one dimensional. This allows us to identify the range of \( P_{\text{at}} \otimes P_{\text{red}} \) with \( \mathcal{H}_{\text{red}} \), and we will do so. We define \( \chi^{(I)}(r) := P_{\text{at}} \otimes \chi_1(r) \) and \( \overline{\chi}^{(I)}(r) = \overline{P}_{\text{at}} \otimes 1 + P_{\text{at}} \otimes \overline{\chi}_1(r) \), with \( \overline{P}_{\text{at}} = 1 - P_{\text{at}} \). We set \( \chi^{(I)} := \chi^{(I)}(H_f) \) and \( \overline{\chi}^{(I)} := \overline{\chi}^{(I)}(H_f) \). It is evident to see that \( \chi^{(I)} + \overline{\chi}^{(I)} = 1 \). The next theorem is the main theorem of this section. It states properties about the Feshbach map and the associated auxiliary operator, see Appendix C.
Theorem 17. Assume Hypothesis (H). For any $0 < \xi < 1$ and any positive numbers $\delta_1, \delta_2, \delta_3$ there exists a positive number $g_0$ such that following is satisfied. For all $(g, \beta, \sigma, z) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}_+ \times D_{1/2}$ the pair of operators $(H_{g,\beta,\sigma} - z - E_{at}, H_0 - z - E_{at})$ is a Feshbach pair for $\chi^{(I)}$. The operator valued function

$$Q_{\chi^{(I)}}(g, \beta, \sigma, z) := Q_{\chi^{(I)}}(H_{g,\beta,\sigma} - z - E_{at}, H_0 - z - E_{at})$$

(31)

defined on $D_{g_0} \times \mathbb{R} \times \mathbb{R}_+ \times D_{1/2}$ is bounded, analytic in $(g, z)$, and a continuous function of $(\sigma, z)$. There exists a unique kernel $w^{(0)}(g, \beta, \sigma, z) \in \mathcal{W}_{\xi}^#$ such that

$$H(w^{(0)}(g, \beta, \sigma, z)) \cong F_{\chi^{(I)}}(H_{g,\beta,\sigma} - z - E_{at}, H_0 - z - E_{at}) \mid \text{Ran}P_{at} \otimes P_{\text{red}}.$$  

(32)

Moreover, $w^{(0)}$ satisfies the following properties.

(a) We have $w^{(0)}(g, \beta, \sigma) := w^{(0)}(g, \beta, \sigma, \cdot) \in \mathcal{B}_0(\delta_1, \delta_2, \delta_3)$ for all $(g, \beta, \sigma) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}_+$.

(b) $w^{(0)}(g, \beta, \sigma)$ is a symmetric kernel for all $(g, \beta, \sigma) \in (D_{g_0} \cap \mathbb{R}) \times \mathbb{R} \times \mathbb{R}_+$.

(c) The function $(g, z) \mapsto w^{(0)}(g, \beta, \sigma, z)$ is a $\mathcal{W}_{\xi}^#$-valued analytic function on $D_{g_0} \times D_{1/2}$ for all $(\beta, \sigma) \in \mathbb{R} \times \mathbb{R}_+$.

(d) The function $(\sigma, z) \mapsto w^{(0)}(g, \beta, \sigma, z) \in \mathcal{W}_{\xi}^#$ is a c-continuous function on $\mathbb{R}_+ \times D_{1/2}$ for all $(g, \beta) \in D_{g_0} \times \mathbb{R}$.

The remaining part of this section is devoted to the proof of Theorem 17. Throughout this section we assume that

$$z = \zeta - E_{at} \in D_{1/2}.$$  

(33)

To prove Theorem 17, we write the interaction part of the Hamiltonian in terms of integral kernels as follows,

$$H_{g,\beta,\sigma} = H_{at} + H_{f+} : W_{g,\beta,\sigma} :,$$

$$W_{g,\beta,\sigma} := \sum_{m+n=1,2} W_{m,n}(g, \beta, \sigma).$$  

(34)

where $W_{m,n}(g, \beta, \sigma) := \overline{H}_{m,n}(w^{(I)}_{m,n}(g, \beta, \sigma))$ with

$$\overline{H}_{m,n}(w_{m,n}) := \int_{(\mathbb{R}^3)^{m+n}} \frac{dK_{(m,n)}}{|K_{(m,n)}|^{1/2}} a^*(K^{(m)}) w_{m,n}(K^{(m)}) a(K^{(n)}),$$

(35)
Theorem 18. Let $|E_{at} - \zeta| < \frac{1}{2}$. Then

$$
\|(H_0 - \zeta)^{-1} \chi^{(I)}\| \leq C|g|,
$$

and

$$
\|W_{g,\beta,\sigma}(H_0 - \zeta)^{-1} \chi^{(I)}\| \leq C|g|,
$$

and $(H_{g,\beta,\sigma} - \zeta, H_0 - \zeta)$ is a Feshbach pair for $\chi^{(I)}$. The function $(g, \beta, \sigma, \zeta) \mapsto (H_0 - \zeta)^{-1} \chi^{(I)}W_{g,\beta,\sigma}$ on $\mathbb{C} \times \mathbb{R} \times \mathbb{R}_+ \times D_{1/2}(E_{at})$ is analytic in $(g, \zeta)$ and continuous in $(\sigma, \zeta)$.

Proof. Eq. (38) follows directly from Eq. (37). We will only show the first inequality of (32), since the second one will then follow from

$$
\|W_{g,\beta,\sigma}(H_0 - \zeta)^{-1} \chi^{(I)}\| = \|(H_0 - \zeta)^{-1} \chi^{(I)}W_{g,\beta,\sigma}\|,
$$

which follows directly from the definition, and the fact that the interaction part of the Hamiltonian is bounded with respect to the free Hamiltonian.
where we used that the norm of an operator is equal to the norm of its adjoint. The Feshbach property will follow by Lemma 34 as a consequence of (38) and (39). For \( |E_{at} - \zeta| < \frac{1}{2} \), we estimate

\[
\| (H_0 - \zeta)^{-1} \chi^{(1)} W_{g,\beta,\sigma} \| \leq \| (H_0 - \zeta)^{-1} P_0 (H_0 - E_{at} + 2) P_0 (H_0 - E_{at} + 2)^{-1} W_{g,\beta,\sigma} \|
\]

\[
\leq \left\| \frac{H_0 - E_{at} + 2}{H_0 - \zeta} P_0 \right\| \| (H_0 - E_{at} + 2)^{-1} W_{g,\beta,\sigma} \|.
\]

(40)

Using the spectral theorem we estimate the first factor in (40) by

\[
\left\| \frac{H_0 - E_{at} + 2}{H_0 - \zeta} P_0 \right\| \leq \sup_{r \geq 0} \left| \frac{\frac{3}{4} + 2 + r}{E_{at} + \frac{3}{4} - \zeta + r} \right| \leq \sup_{r \geq 0} \left| \frac{11 + 4r}{1 + 4r} \right| \leq 11.
\]

(41)

It remains to estimate the second factor in (40). We insert (34) and use the triangle inequality,

\[
\| (H_0 - E_{at} + 2)^{-1} W_{g,\beta,\sigma} \| \leq \sum_{m+n=1,2} \| (H_0 - E_{at} + 2)^{-1} W_{m,n}(g, \beta, \sigma) \|.
\]

(42)

We estimate each summand occurring in the sum on the right hand side individually. To estimate the summands with \( m + n = 2 \) we first use the trivial bound

\[
\| (H_0 - E_{at} + 2)^{-1} W_{m,n}(g, \beta, \sigma) \| \leq \| (H_f + 1)^{-1} W_{m,n}(g, \beta, \sigma) \|.
\]

(43)

The right hand side of (43) is estimated for \((m, n) = (0, 2)\) as follows,

\[
\| (H_f + 1)^{-1} W_{0,2}(g, \beta, \sigma) \|
\]

\[
\leq \frac{|g|^2 N}{2} \left[ \int_{\mathbb{R}^2} \frac{d\tilde{K}(2)}{|\tilde{K}(2)|^2} \left| \kappa_{\sigma,\Lambda}(\tilde{k}_1) \right|^2 \left| \kappa_{\sigma,\Lambda}(\tilde{k}_2) \right|^2 \sup_{r \geq 0} \frac{(r + |\tilde{k}_1| + |\tilde{k}_2|)^2}{(r + 1)^2} \right]^{1/2}
\]

\[
\leq \frac{|g|^2 N}{2} \left[ 3 \left| \kappa_{\sigma,\Lambda}/\omega \right|_h^4 + 6 \left| \kappa_{\sigma,\Lambda}/\omega \right|_h^2 \left| \kappa_{\sigma,\Lambda} \right|_h^2 \right]^{1/2},
\]

(44)

where in the first inequality we used Lemma 30 and in the last inequality we used the following estimate for \( r \geq 0 \),

\[
\frac{(r + |\tilde{k}_1| + |\tilde{k}_2|)^2}{(r + 1)^2} \leq 3(1 + |\tilde{k}_1|^2 + |\tilde{k}_2|^2).
\]

To estimate the right hand side of (43) for \((m, n) = (2, 0)\) we use the fact that the norm of an operator is equal to the norm of its adjoint, the pull-through formula, and a similar estimate as used in (44),

\[
\| (H_f + 1)^{-1} W_{2,0}(g, \beta, \sigma) \| = \| W_{0,2}(\tilde{g}, \beta, \sigma)(H_f + 1)^{-1} \| \leq \text{r.h.s. (44)}.
\]
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To estimate the right hand side of (43) for \((m,n) = (1,1)\) we first use the pull-through formula and then Lemma 30 to obtain

\[
\|(H_f + 1)^{-1}W_{1,1}(g, \beta, \sigma)\| \\
\leq \frac{|g|^2 N}{2} \left[ \int_{(\mathbb{R}^3)^2} \frac{dK^{1,1}}{|K^{1,1}|^2} \right] \left| \frac{\kappa_{\sigma, \Lambda}(k_1)}{\kappa_{\sigma, \Lambda}(\tilde{k}_1)} \right| \sup_{r \geq 0} \frac{(r + |k_1|)(r + |\tilde{k}_1|)}{(r + 1)^2} \right]^{1/2} \\
\leq \frac{|g|^2 N}{2} [2\|\kappa_{\sigma, \Lambda}/\omega\|^4 + 2\|\kappa_{\sigma, \Lambda}/\omega\|^2\|\kappa_{\sigma, \Lambda}\|^2]^{1/2},
\]

where in the last inequality we used the following estimate for \(r \geq 0\),

\[
\frac{(r + |k_1|)(r + |\tilde{k}_1|)}{(r + 1)^2} \leq 2 + |k_1|^2 + |\tilde{k}_1|^2.
\]

To estimate the summands with \(m + n = 1\) on the right hand side of (42) we insert the trivial identity \(1 = (H_f + 1)^{1/2}(-\Delta + 1)^{1/2}(H_f + 1)^{-1/2}(-\Delta + 1)^{-1/2}\) and obtain the estimate

\[
\|(H_0 - E_{at} + 2)^{-1}W_{m,n}(g, \beta, \sigma)\| \\
\leq \left\| \frac{(H_f + 1)^{1/2}(H_0 - E_{at} + 1)^{1/2}}{H_0 - E_{at} + 2} \right\| \left\| (H_f + 1)^{-1/2}(-\Delta + 1)^{1/2} \right\| \\
\times \left\| (-\Delta + 1)^{-1/2}(H_f + 1)^{-1/2}W_{m,n}(g, \beta, \sigma) \right\|.
\]

The first factor on the right hand side is bounded by \(1/2\), which follows from a trivial application of the spectral theorem. The second factor on the right hand side is bounded, since \(V\) is infinitesimally operator bounded with respect to \(-\Delta\). The last factor on the right hand side is estimated as follows. For \(m + n = 1\),

\[
\|(-\Delta + 1)^{-1/2}(H_f + 1)^{-1/2}W_{m,n}(g, \beta, \sigma)\| \\
\leq 2|g| \sum_{j=1}^N \sum_{l=1}^3 \| \frac{(p_j)_l}{(-\Delta + 1)^{1/2}} \| \|(H_f + 1)^{-1/2} \left[ \delta_{m0}H_{1,0}(\omega^{1/2}f(\bar{\beta}, \bar{x}, \bar{z})) + \delta_{n0}H_{0,1}(\omega^{1/2}f(\bar{\beta}, \bar{x}, \bar{z})) \right] \| \\
\leq 6N|g| \left( \|\kappa_{\sigma, \Lambda}/\omega\|^2 + \delta_{m0}\|\kappa_{\sigma, \Lambda}/\sqrt{\omega}\|^2 \right)^{1/2},
\]

where in the first inequality we used the triangle inequality and (16), and in the second inequality we used the pull-through formula and Lemma 30. Collecting estimates we obtain the desired bound on the second factor in (40). The statement about the analyticity and continuity follow from the explicit expression and the bounds in (40)–(46).

As a consequence of the first equation in (39) it follows that the operator valued function (31) is uniformly bounded for \(g_0\) sufficiently small. Theorem 18 furthermore implies that (31) is continuous in \((\sigma, z)\) and analytic in \((g, z)\), provided \(g_0\) is sufficiently
small. Next we want to show that there exists a \( w^{(0)}(g, \beta, \sigma, z) \in \mathcal{W}_{\xi}^\# \) such that (32) holds. Uniqueness will follow from Theorem 10. In view of Theorem 18 we can define for 

\[
z = \zeta - E_{at} \in D_{1/2}
\]

and \( g \) sufficiently small the Feshbach map and express it in terms of a Neumann series.

\[
F_{\chi}^{(l)}(H_{g, \beta, \sigma} - \zeta, H_{0} - \zeta) \upharpoonright X_{at} \otimes \mathcal{H}_{\text{red}}
\]

\[
= \left( T + \chi W \chi - \chi W \chi (T + \chi W \chi)^{-1} \chi W \chi \right) \upharpoonright X_{at} \otimes \mathcal{H}_{\text{red}}
\]

\[
= \left( T + \chi W \chi \sum_{n=0}^{\infty} (-T^{-1} \chi W \chi)^n T^{-1} \chi W \chi \right) \upharpoonright X_{at} \otimes \mathcal{H}_{\text{red}},
\]

where here we used the abbreviations \( T = H_{0} - \zeta, W = W_{g, \beta, \sigma}, \chi = \chi^{(l)}, \bar{\chi} = \bar{\chi}^{(l)}. \) We normal order above expression, using the pull-through formula. To this end we use the identity of Theorem 31, see Appendix B. Moreover we will use the definition

\[
W_{m,n}^{m,n}(w)[(K^{(m,n)}) := \int_{(\mathbb{R}^3)^{p+q}} \frac{dX^{(p,q)}}{|X^{(p,q)}|^{1/2}} a^*(X^{(p)}) w_{m+p,n+q}(K^{(m)}, X^{(p)}, \bar{K}^{(n)}, \bar{X}^{(q)}) a(\bar{X}^{(q)}).
\]

We obtain a sequence of integral kernels \( \tilde{w}^{(0)}, \) which are given as follows. For \( M + N \geq 1, \)

\[
\tilde{w}^{(0)}_{M,N}(g, \beta, \sigma, z)(r, K^{(M,N)})
\]

\[
= (8\pi)^{M+N} \sum_{L=1}^{\infty} (-1)^{L+1} \sum_{(m,p,n,q) \in \mathbb{N}_0^L, \begin{aligned} & |m| = M, |n| = N, \\ & 1 \leq m_l + p_t + n_l + q_t \leq 2 \end{aligned}} \prod_{l=1}^{L} \left\{ \left( \begin{array}{c} m_l + p_l \\ n_l + q_l \end{array} \right) \right\} 
\]

\[
\times V_{(m,p,n,q)}[w^{I}(g, \beta, \sigma, z)](r, K^{(M,N)}).
\]

Furthermore,

\[
\tilde{w}^{(0)}_{0,0}(g, \beta, \sigma, z)(r) = -z + r + \sum_{L=2}^{\infty} (-1)^{L+1} \sum_{(p,q) \in \mathbb{N}_0^L, p_t + q_t = 1, 2} V_{(p,q)}[w^{I}(g, \beta, \sigma, z)](r).
\]

Above we have used the definition

\[
V_{m,p,n,q}[w](r, K^{(m,n,q)}) := \left( \varphi_{at} \otimes \Omega, F_0[w](H_f + r) \prod_{l=1}^{L} \left\{ \frac{W_{m_l,n_l}(w)}{K^{(m_l,n_l)}} F_l[w](H_f + r + \tilde{r}_l) \right\} \varphi_{at} \otimes \Omega \right),
\]

where for \( l = 0, L \) we set \( F_l[w](r) := \chi_1(r), \) and for \( l = 1, \ldots, L - 1 \) we set

\[
F_l[w](r) := F[w](r) := \frac{\chi^{(l)}(r)^2}{w_{0,0}(r)}.
\]
Moreover, see (52) for the definition of $\tilde{r}_I$. We define $w^{(0)}(g, \beta, \sigma, z) := (\tilde{w}^{(0)})^{(\text{sym})}(g, \beta, \sigma, z)$.

So far we have determined $w^{(0)}$ on a formal level. We have not yet shown that the involved series converge. Our next goal is to show estimates (57), (58), and (59), below. These estimates will then imply that $w^{(0)}(g, \beta, \sigma, z) \in W_\xi^\#$ and they will be used to show part (a) of Theorem 17. To this end we need an estimate on $V_{m,p,q}^{(l)}[w^{(l)}]$, which is given in the following lemma.

**Lemma 19.** There exists finite constants $C_W$ and $C_F$ such that with $C_W(g) := C_W|g|$ we have for $|\zeta - E_{\text{at}}| < 1/2$,

$$
\|V_{m,p,q}^{(l)}[w^{(l)}(g, \beta, \sigma, \zeta)]\|^\# \leq (L + 1)C_F^{L+1}C_W(g)^L,
$$

(49)

for all $(g, \beta, \sigma) \in \mathbb{C} \times \mathbb{R} \times \mathbb{R}_+$.

To show this lemma we will use the estimates from the following lemma and we introduce the following operator

$$
G_0 := -\Delta + H_f + 1.
$$

**Lemma 20.** There exist finite constants $C_W$ and $C_F$ such that the following holds. We have

$$
\|G_0^{-1/2}W_{p,q}^{m,n}[w^{(l)}(g, \beta, \sigma, \zeta)](K^{(m,n)})G_0^{-1/2}\| \leq C_W g^{m+p+n+q},
$$

(50)

for all $(g, \beta, \sigma, \zeta, K^{(m,n)}) \in \mathbb{C} \times \mathbb{R} \times \mathbb{R}_+^+ \times \mathbb{C} \times \mathbb{B}_r^{m+n}$. For $|\zeta - E_{\text{at}}| < 1/2$, we have

$$
\|G_0^{1/2}F[w^{(l)}(g, \beta, \sigma, \zeta)](r + H_f)G_0^{1/2}\| \leq C_F,
$$

(51)

$$
\|G_0^{1/2}\partial_r F[w^{(l)}(g, \beta, \sigma, \zeta)](r + H_f)G_0^{1/2}\| \leq C_F,
$$

(52)

for all $(g, \beta, \sigma, r) \in \mathbb{C} \times \mathbb{R} \times \mathbb{R}_+^+ \times \mathbb{R}_+$.

**Proof.** First we show (50). For simplicity we drop the $(g, \beta, \sigma, \zeta)$-dependence in the notation. If $p = q = 0$ it follows directly from the definition that

$$
l.\text{h.s. of (50)} \leq 2|g|^{m+n+p+q}N.
$$

To see the corresponding estimate for $p + q \geq 1$ we first introduce the notation

$$
B_0(r) := (-\Delta + r + 1)^{-1/2}.
$$

(53)

Hence by definition $B_0(H_f) = G_0^{-1/2}$. Using the pull-through formula and Lemma 30 we see that

$$
I_{p,q}^{m,n} := \left\| G_0^{-1/2}W_{p,q}^{m,n}[w^{(l)}](K^{(m,n)})G_0^{-1/2} \right\|
$$

$$
\leq \int_{\mathbb{R}^{2(p+q)}} \frac{dX^{(p,q)}}{|X^{(p,q)}|^2} \sup_{r \geq 0} \left[ \| B_0(r + \Sigma[X^{(p)}])w^{(l)}_{m+p,n+q}(K^{(m)}, X^{(p)}, \tilde{K}^{(n)}, \tilde{X}^{(q)})B_0(r + \Sigma[\tilde{X}^{(q)}]) \|^2 \right.
$$

$$
\times \left( r + \Sigma[X^{(p)}] \right)^p \left( r + \Sigma[\tilde{X}^{(q)}] \right)^q ,
$$

(54)
where we used the trivial estimate for \( r \geq 0 \),
\[
\prod_{l=1}^{p} (r + \Sigma[X^{(l)}]) \leq (r + \Sigma[X^{(p)}])^p.
\] (55)

Now we use (54) to estimate the remaining cases for \( m, n, p, q \) separately. We find
\[
I_{m,n}^{m,n} \leq \begin{cases} 
|g|2N\|\kappa_{,\Lambda}/\omega\|_h, & \text{if } S = 1, p + q = 1, \\
|g|^2N\|\kappa_{,\Lambda}/\omega\|_h^2q, & \text{if } S = 2, \max(p, q) = 1, \\
|g|^2N\left(\|\kappa_{,\Lambda}/\omega\|_h^2 + 2\|\kappa_{,\Lambda}/\omega\|_h^2\|\kappa_{,\Lambda}/\omega^{1/2}\|_h\right)^{1/2}, & \text{if } S = 2, \max(p, q) = 2,
\end{cases}
\]
with \( S := m + n + p + q \). Collecting estimates, (50) follows. Next we show (51). Inserting two times the identity \( 1 = (H_0 + r - E_{at} + 1)^{1/2}(H_0 + r - E_{at} + 1)^{-1/2} \) into the left hand side of (51) we find,
\[
\text{l.h.s. of (51)} \leq \left\| G_{0}^{1/2}(H_0 + r - E_{at} + 1)^{-1/2}\right\|^2 \left\| \frac{H_0 + r - E_{at} + 1}{H_0 + r - \zeta} [\nabla^{(I)}(H_f + r)]^2 \right\|.
\]
The first factor is bounded since \( V \) is infinitesimally bounded with respect to \(-\Delta\). The second factor can be bounded using a similar estimate as (41). Finally (52) is estimated in a similar way using
\[
F[w^{(I)}(g, \beta, \sigma, \zeta)](r) = -\frac{[\nabla^{(I)}(r)]^2}{w_{0,0}^{(I)}(\zeta)(r)} + 2\frac{\nabla^{(I)}(r)\partial_r\nabla^{(I)}(r)}{w_{0,0}^{(I)}(\zeta)(r)}
\]
and the bound
\[
\left\| \frac{H_0 + r - E_{at} + 1}{(H_0 + r - \zeta)^2} [\nabla^{(I)}(H_f + r)]^2 \right\| \leq \sup_{r \geq 0} \frac{r + \frac{3}{4} + 1}{(r + 1/4)^2} \leq 32.
\]

**Proof of Lemma 19.** We estimate \( \|V_{m,p,q}^{,\Lambda}[w^{(I)}(g, \beta, \sigma, \zeta)]\|_\infty \) using
\[
\|\langle \varphi_{at} \otimes \Omega, A_1 A_2 \cdots A_n \varphi_{at} \otimes \Omega \rangle \| \leq \|A_1\|_{op} \|A_2\|_{op} \cdots \|A_n\|_{op},
\]
where \( \| \cdot \|_{op} \) denotes the operator norm, and Inequalities (50) and (51). To estimate \( \|\partial_r V_{m,p,q}[w^{(I)}(g, \beta, \sigma, \zeta)]\|_\infty \) we first calculate the derivative using the Leibniz rule. The resulting expression is estimated using again (56) and Inequalities (50)–(52). \( \square \)

Now we are ready to establish Inequalities (57)–(59), below. Recall that we assume (33). Let \( S_{M,N}^l \) denote the set of tuples \( (m, p, n, q) \in N_0^{4L} \) with \( |m| = M, |n| = N, \) and
1 \leq m_l + p_l + q_l + n_l \leq 2. We estimate the norm of (47) using (49) and find, with 
\[ \xi := (8\pi)^{-1/2} \xi, \]
\[ \|w_{0,0}(g, \beta, \sigma, z)\|_\xi^2 = \sum_{M+N \geq 1} \xi^{-(M+N)}\|\tilde{w}_{MN}(g, \beta, \sigma, z)\|_\xi^2 \]
\[ \leq \sum_{M+N \geq 1} \sum_{L=1}^{\infty} \sum_{(m,p,n,q) \in S_{M+N}^L} \tilde{\xi}^{-(M+N)} 4^L \|V_{m,p,n,q}[w^{(l)}(g, \beta, \sigma, \zeta)]\|_\xi^2 \]
\[ \leq \sum_{L=1}^{\infty} \sum_{L=1}^{M+N \geq 1} \sum_{(m,p,n,q) \in S_{M+N}^L} \tilde{\xi}^{-|m|-|n|}(L+1)C_F (4C_W(g)C_F) \]
\[ \leq \sum_{L=1}^{\infty} (L+1)14^L \tilde{\xi}^{-2L}C_F (4C_W(g)C_F)^L, \tag{57} \]
for all \((g, \beta, \sigma) \in \mathbb{C} \times \mathbb{R} \times \mathbb{R}_+,\) where in the second line we used \(\binom{m+p}{p} \leq 2^{m+p}\) and in the last line we used \(|\mathbf{m}| + |\mathbf{n}| \leq 2L\) and that the number of elements \((m,p,n,q) \in \mathbb{N}_0^3\) with \(1 \leq m_l + n_l + p_l + q_l \leq 2\) is bounded by \(14^L\). A similar but simpler estimate yields
\[ \sup_{r \in [0,1]} |\partial_r w_{0,0}(g, \beta, \sigma, z)(r) - 1| \leq \sum_{L=2}^{\infty} \sum_{(m,p,q) \in \mathbb{N}_0^{2L}: p_l + q_l = 1,2} \|V_{m,p,q}[w^{(l)}(g, \beta, \sigma, \zeta)]\|_\xi^2 \]
\[ \leq \sum_{L=2}^{\infty} 3^L (L+1)C_F (C_W(g)C_F)^L, \tag{58} \]
for all \((g, \beta, \sigma) \in \mathbb{C} \times \mathbb{R} \times \mathbb{R}_+.\) Analogously we have for all \((g, \beta, \sigma) \in \mathbb{C} \times \mathbb{R} \times \mathbb{R}_+),
\[ |w_{0,0}(g, \beta, \sigma, z)(0) + z| \leq \sum_{L=2}^{\infty} \sum_{(m,p,q) \in \mathbb{N}_0^{2L}: p_l + q_l = 1,2} \|V_{m,p,q}[w^{(l)}(g, \beta, \sigma, \zeta)]\|_\xi^2 \]
\[ \leq \sum_{L=2}^{\infty} 3^L (L+1)C_F (C_W(g)C_F)^L. \tag{59} \]
In view of the definition of \(C_W(g)\) the right hand sides in (57)–(59) can be made arbitrarily small for sufficiently small \(|g|\). This implies that the kernel \(w^{(0)}(g, \beta, \sigma, z)\) is in \(W^2\) and that the inequalities in the definition of \(B_0(\delta_1, \delta_2, \delta_3)\) are satisfied. Rotation invariance of \(w^{(0)}\) follows since the right hand side of (32) is invariant under rotations and Lemma 13 (b) follows from the properties of the right hand side of (32) and Lemma 12. It remains to show (c) and (d). (c) respectively (d) follow from the convergence established in (57)–(59), which is uniform in \((g, \beta, \sigma, z) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}_+ \times D_{1/2},\) and Lemma 21 respectively Lemma 22 shown below.

Lemma 21. The mapping \((g, z) \mapsto V_{m,p,q}[w^{(l)}(g, \beta, \sigma, E_{\text{at}} + z)]\) is a \(W^2\)-valued analytic function on \(D_{g_0} \times D_{1/2}.)\]
Proof. The analyticity in \( g \) follows since \( V_{m,n}^{\beta}[w^{(l)}(g, \beta, \sigma, z + E_{at})] \) is a polynomial in \( g \) and the coefficients of this polynomial are elements in \( W^{|m|+|\omega|} \) because of (49). To show the analyticity in \( z \) first observe that \( V_{m,n}^{\beta} \) is multilinear expression of integral kernels and that the kernels \( w_{m,n}^{(l)} \) do not depend on \( z \) if \( m + n \geq 1 \). We will use the following algebraic identity

\[
\frac{A_1(s) \cdots A_n(s) - A_1(s_0) \cdots A_n(s_0)}{s - s_0}
- \sum_{i=1}^{n} A_1(s_0) \cdots A_{i-1}(s_0) A'_i(s_0) A_{i+1}(s_0) \cdots A_n(s_0)
+ \sum_{i=1}^{n} A_1(s) \cdots A_{i-1}(s) \left[ \frac{A_i(s) - A_i(s_0)}{s - s_0} - A'_i(s_0) \right] A_{i+1}(s_0) \cdots A_n(s_0)
+ \sum_{i=1}^{n} [A_1(s) \cdots A_{i-1}(s) - A_1(s_0) \cdots A_{i-1}(s_0)] A'_i(s_0) A_{i+1}(s_0) \cdots A_n(s_0).
\]

Using (60) and (56) the analyticity in \( z \) follows as a consequence of the estimates in Lemma 20 and the following limits for the function

\[
F_{g,\beta,\sigma}(r)(z) := G_{0}^{1/2} F[w^{(l)}(g, \beta, \sigma, E_{at} + z)](H_{f} + r)G_{0}^{1/2}.
\]

If \( z, z + h \in D_{1/2} \) then for \( t = 0, 1, \)

\[
\sup_{r \geq 0} \left| \frac{1}{h} \partial_t^{r} \left( F_{g,\beta,\sigma}^{(l)}(z+h)(r) - F_{g,\beta,\sigma}^{(l)}(z)(r) \right) + \partial_t^{r} G_{0}^{1/2} \frac{[\chi^{(l)}(r)]^2}{(H_{at} + H_{f} + r - E_{at} - z)^2} G_{0}^{1/2} \right| \xrightarrow{h \to 0} 0,
\]

\[
\sup_{r \geq 0} \left| \partial_t^{r} F_{g,\beta,\sigma}^{(l)}(z+h)(r) - \partial_t^{r} F_{g,\beta,\sigma}^{(l)}(z)(r) \right| \xrightarrow{h \to 0} 0.
\]

\[\square\]

Lemma 22. The mapping \((\sigma, z) \mapsto V_{m,n}^{\beta}[w^{(l)}(g, \beta, \sigma, E_{at} + z)]\) is a \( L^{2}(\mathbb{R}^{[m]+|\omega|}; C[0,1])\)-valued continuous function on \( \mathbb{R}^{+} \times D_{1/2} \).

Proof. First observe that the kernel \( V_{m,n}^{\beta} \) is a multi-linear expression of integral kernels, thus to show continuity we can use the following identity,

\[
A_1(s) \cdots A_n(s) - A_1(s_0) \cdots A_n(s_0)
= \sum_{i=1}^{n} A_1(s) \cdots A_{i-1}(s) (A_i(s) - A_i(s_0)) A_{i+1}(s_0) \cdots A_n(s_0).
\]

The lemma follows using (61), (56), and the following estimates

\[
\|W_{g,\beta}(\sigma_0, z_0) (K^{(m,n)}) - W_{g,\beta}(\sigma, z) (K^{(m,n)})\|_{2}^{(\sigma, z) \to (\sigma_0, z_0)} \xrightarrow{0},
\]

\[
\sup_{r \geq 0} \left| F_{g,\beta}(\sigma_0, z_0)(r) - F_{g,\beta}(\sigma, z)(r) \right|^{(\sigma, z) \to (\sigma_0, z_0)} \xrightarrow{0},
\]
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for the kernels
\[
W_{g,\beta}^{(l)}(\sigma, z) := G_0^{-1/2}W_{p,q}^{m,n}[w^{(l)}(g, \beta, \sigma, z + E_{at})]G_0^{-1/2},
\]
\[
F_{g,\beta}^{(l)}(\sigma, z)(r) := G_0^{1/2}F[w^{(l)}(g, \beta, \sigma, z + E_{at})](r + H_f)G_0^{1/2}.
\]

It remains to show (62) and (63). The limit given in (63) is verified by inserting the definitions. Using the notation introduced in (53) we find for \(m + n + p + q \geq 1\)
\[
\int_{(\mathbb{R}^3)^{m+n}} \frac{dK(m,n)}{|K(m,n)|^2} B_0(H_f) W_{p,q}^{m,n}[w](K(m,n)) B_0(H_f) \leq \int_{(\mathbb{R}^3)^{m+n+p+q}} \frac{dK(m,n)}{|K(m,n)|^2} X(p,q)^2
\]
\[
\times \sup_{r \geq 0} \left[ \left\| B_0(r + \Sigma[X^{(p)}]) w_{m+p,n+q}(K(m), X^{(p)}, \tilde{K}(n), \tilde{X}(q)) B_0(r + \Sigma[\tilde{X}(q)]) \right\|^2
\]
\[
\times (r + \Sigma[X^{(p)}])^p \left( r + \Sigma[\tilde{X}(q)] \right)^q \right],
\]
\[
=: \left[ \|w\|_{m,n,p,q}^b \right]^2, (64)
\]
where we used Lemma 30 and (55). Now using dominated convergence it follows from the explicit expression for the kernels \(w^{(l)}\) that
\[
\lim_{(z,\sigma) \to (z_0,\sigma_0)} \left\| w_{p,q}^{(l)}(g, \beta, \sigma, z) - w_{p,q}^{(l)}(g, \beta, \sigma, z_0) \right\|_{m,n,p,q}^b = 0. (65)
\]

Now (64) and (65) imply (62). \(\square\)

8 Renormalization Transformation

In this section we define the Renormalization transformation as in [1] and use results from [16]. Let \(0 < \xi < 1\) and \(0 < \rho < 1\). For \(w \in W_\xi\) we define the analytic function
\[
E_\rho[w](z) := \rho^{-1}E[w](z) := -\rho^{-1}w_{0,0}(z, 0) = -\rho^{-1}\langle \Omega, H(w(z))\Omega \rangle
\]
and the set
\[
U[w] := \{ z \in D_{1/2} | |E[w](z)| < \rho/2 \}.
\]

Lemma 23. Let \(0 < \rho \leq 1/2\). Then for all \(w \in B(\rho/8, \rho/8, \rho/8)\), the function \(E_\rho[w] : U[w] \to D_{1/2}\) is an analytic bijection.

For a proof of the lemma see [1] or [16] (Lemma 21). In the previous section we introduced smooth functions \(\chi_1\) and \(\overline{\chi}_1\). We set
\[
\chi_\rho(\cdot) = \chi_1(\cdot/\rho), \quad \overline{\chi}_\rho(\cdot) = \overline{\chi}_1(\cdot/\rho),
\]
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and use the abbreviation \( \chi_\rho = \chi_\rho(H_f) \) and \( \overline{\chi}_\rho = \overline{\chi}_\rho(H_f) \). It should be clear from the context whether \( \chi_\rho \) or \( \overline{\chi}_\rho \) denotes a function or an operator.

**Lemma 24.** Let \( 0 < \rho \leq 1/2 \). Then for all \( w \in \mathcal{B}(\rho/8, \rho/8, \rho/8) \), and all \( z \in D_{1/2} \) the pair of operators \((H(wE_\rho[w]^{-1}(z)), H_{0,0}(E_\rho[w]^{-1}(z)))\) is a Feshbach pair for \( \chi_\rho \).

A proof of Lemma 24 can be found in [1] or [16] (Lemma 23 and Remark 24). The definition of the renormalization transformation involves a scaling transformation \( S_\rho \) which scales the energy value \( \rho \) to the value 1. It is defined as follows. For operators \( A \in \mathcal{B}(\mathcal{F}) \) set

\[
S_\rho(A) = \rho^{-1} \Gamma_\rho A \Gamma_\rho^*,
\]

where \( \Gamma_\rho \) is the unitary dilation on \( \mathcal{F} \) which is uniquely determined by

\[
\Gamma_\rho a^\#(k) \Gamma_\rho^* = \rho^{-3/2} a^\#(\rho^{-1} k), \quad \Gamma_\rho \Omega = \Omega.
\]

It is easy to check that \( \Gamma_\rho H_f \Gamma_\rho^* = \rho H_f \) and hence \( \Gamma_\rho \chi_\rho \Gamma_\rho^* = \chi_1 \). We are now ready to define the renormalization transformation, which in view of Lemmas 23 and 24 is well defined.

**Definition 25.** Let \( 0 < \rho \leq 1/2 \). For \( w \in \mathcal{B}(\rho/8, \rho/8, \rho/8) \) we define the renormalization transformation

\[
(R_\rho H(w))(z) := S_\rho F_{\chi_\rho}(H(wE_\rho[w]^{-1}(z)), H_{0,0}(E_\rho[w]^{-1}(z))) \upharpoonright \mathcal{H}_\text{red} \tag{66}
\]

where \( z \in D_{1/2} \).

**Theorem 26.** Let \( 0 < \rho \leq 1/2 \) and \( 0 < \xi \leq 1/2 \). For \( w \in \mathcal{B}(\rho/8, \rho/8, \rho/8) \) there exists a unique integral kernel \( \mathcal{R}_\rho(w) \in \mathcal{W}_\xi \) such that

\[
(R_\rho H(w))(z) = H(\mathcal{R}_\rho(w)(z)) \tag{67}
\]

If \( w \) is symmetric then also \( \mathcal{R}_\rho(w) \) is symmetric. If \( w(z) \) is invariant under rotations for all \( z \in D_{1/2} \) than also \( \mathcal{R}_\rho(w)(z) \) is invariant under rotations for all \( z \in D_{1/2} \).

A proof of the existence of the integral kernel as stated in Theorem 26 can be found in [1] or [16] (Theorem 32). The uniqueness follows from Theorem 10. The statement about the rotation invariance can be seen as follows. If \( w(z) \) is rotation invariant for all \( z \in D_{1/2} \), then \( H(w(z)) \) and \( H_{0,0}(w(z)) \) and \( E_\rho[w](z) \) are rotation invariant for all \( z \in D_{1/2} \), by Lemma 13. In that case it follows from the definition of the Feshbach map \( \mathcal{S}_3 \) that the right hand side of (66) is rotation invariant. Now (67) and Lemma 13 imply that \( \mathcal{R}_\rho(w)(z) \) is rotation invariant for all \( z \in D_{1/2} \). The statement about the symmetry follows from Lemma 12 and the fact that the Feshbach transformation, the rescaling of the energy, and reparameterization of the spectral parameter preserve the symmetry property.
Theorem 27. For any positive numbers \(\rho_0 \leq 1/2\) and \(\xi_0 \leq 1/2\) there exist numbers \(\rho, \xi, \epsilon_0\) satisfying \(\rho \in (0, \rho_0]\), \(\xi \in (0, \xi_0]\), and \(0 < \epsilon_0 \leq \rho/8\) such that the following property holds,

\[ \mathcal{R}_\rho : \mathcal{B}_0(\epsilon, \delta_1, \delta_2) \rightarrow \mathcal{B}_0(\epsilon + \delta_2/2, \delta_2/2, \delta_2/2) \quad \forall \epsilon, \delta_1, \delta_2 \in [0, \epsilon_0). \quad (68) \]

A proof of Theorem 27 can be found in [16] (Theorem 38). The proof given there relies on the fact that there are no terms which are linear in creation or annihilation operators. Since by rotation invariance and Lemma 13 there are no terms which are linear in creation and annihilation operators, Theorem 27 follows from the same proof.

Using the contraction property we can iterate the renormalization transformation. To this end we introduce the following Hypothesis.

(R) Let \(\rho, \xi, \epsilon_0\) are positive numbers such that the contraction property (68) holds and \(\rho \leq 1/4\), \(\xi \leq 1/4\) and \(\epsilon_0 \leq \rho/8\). Hypothesis (R) allows us to iterate the renormalization transformation as follows,

\[ \mathcal{B}_0(\frac{1}{2} \epsilon_0, \frac{1}{2} \epsilon_0, \frac{1}{2} \epsilon_0) \xrightarrow{\mathcal{R}_\rho} \mathcal{B}_0(\frac{1}{2} \epsilon_0 + \frac{1}{4} \epsilon_0, \frac{1}{4} \epsilon_0, \frac{5}{4} \epsilon_0) \xrightarrow{\mathcal{R}_\rho} \cdots \mathcal{B}_0(\sum_{l=1}^n \frac{1}{2^n} \epsilon_0, \frac{1}{2^n} \epsilon_0, \frac{5}{2^n} \epsilon_0) \xrightarrow{\mathcal{R}_\rho} \cdots. \]

Theorem 28. Assume Hypothesis (R). There exist functions

\[ e_{(0)}[\cdot] : \mathcal{B}_0(\epsilon_0/2, \epsilon_0/2, \epsilon_0/2) \rightarrow D_{1/2} \]
\[ \psi_{(0)}[\cdot] : \mathcal{B}_0(\epsilon_0/2, \epsilon_0/2, \epsilon_0/2) \rightarrow \mathcal{F} \]

such that the following holds.

(a) For all \(w \in \mathcal{B}_0(\epsilon_0/2, \epsilon_0/2, \epsilon_0/2)\),

\[ \dim \ker \{H(w(e_{(0)}[w]))\} \geq 1, \]

and \(\psi_{(0)}[w]\) is a nonzero element in the kernel of \(H(w(e_{(0)}[w]))\).

(b) If \(w\) is symmetric and \(-1/2 < z < e_{(0)}[w]\), then \(H(w(z))\) is bounded invertible.

(c) The function \(\psi_{(0)}[\cdot]\) is uniformly bounded with bound

\[ \sup_{w \in \mathcal{B}_0(\epsilon_0/2, \epsilon_0/2, \epsilon_0/2)} \|\psi_{(0)}[w]\| \leq 4e^4. \]

(d) Let \(S\) be an open subset of \(\mathbb{C}\) respectively a topological space. Suppose

\[ w(\cdot, \cdot) : S \times D_{1/2} \rightarrow \mathcal{W}_{\xi}^\# \]
\[ (s, z) \mapsto w(s, z) \]

is an analytic respectively a c-continuous function such that \(w(s)(\cdot) := w(s, \cdot)\) is in \(\mathcal{B}_0(\epsilon_0/2, \epsilon_0/2, \epsilon_0/2)\). Then \(s \mapsto e_{(0)}[w(s)]\) and \(\psi_{(0)}[w(s)]\) are analytic respectively continuous functions.
A proof of Theorem 28 is given in [16] (Theorem 42 and Theorem 43). We want to note that the proof which can be found there of part (a) of Theorem 28 is from [1].

9 Main Theorem

In this section, we prove Theorem 1, the main result of this paper. Its proof is based on Theorems 17 and 28.

Proof of Theorem 1. Choose $\rho, \xi, \epsilon_0$ such that Hypothesis (R) holds. Choose $g_0$ such that the conclusions of Theorem 17 hold for $\delta_1 = \delta_2 = \delta_3 = \epsilon_0/2$. Let $g \in D_{g_0}$. It follows from Theorem 28 (a) that $\psi(0)[w^{(0)}(g, \beta, \sigma)]$ is a nonzero element in the kernel of $H_{g,\beta,\sigma}(e_0[w^{(0)}(g, \beta, \sigma)])$. From Theorem 17 we know that there exists a finite $C_Q$ such that

$$\sup_{(g,\beta,\sigma,z) \in B_0 \times \mathbb{R} \times \mathbb{R}^+ \times D_{1/2}} |Q\chi(I)(g, \beta, \sigma, z)| \leq C_Q.$$  \hfill (69)

From the Feshbach property, Theorem 33, it follows that $\psi_{\beta,\sigma}(g) := Q\chi(I)(g, \beta, \sigma, e_0[w^{(0)}(g, \beta, \sigma)])\psi(0)[w^{(0)}(g, \beta, \sigma)]$, is nonzero and an eigenvector of $H_{g,\beta,\sigma}$ with eigenvalue $E_{\beta,\sigma}(g) := E_{at} + e_0[w^{(0)}(g, \beta, \sigma)]$. By Theorem 17, we know that $(g, z) \mapsto w^{(0)}(g, \beta, \sigma, z)$ is analytic and hence by Theorem 28 (d) it follows that $g \mapsto \psi_{\beta,\sigma}(g)$ is analytic. This implies that $g \mapsto \psi_{\beta,\sigma}(g)$ is continuous because of the continuity of $(\sigma, z) \mapsto Q\chi(I)(g, \beta, \sigma, z)$ and (70). As a consequence of the definition it follows that we have the bound

$$\sup_{(g,\beta,\sigma) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}^+} |E_{\beta,\sigma}(g)| \leq E_{at} + 1/2.$$ \hfill (71)

By (70), Theorem 28 (c), and the bound in (69) we have

$$\sup_{(g,\beta,\sigma) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}^+} |\psi_{\beta,\sigma}(g)| \leq C_Q 4e^4.$$ \hfill (72)

By possibly restricting to a smaller ball than $D_{g_0}$ we can ensure that the projection operator

$$P_{\sigma,\beta}(g) := \frac{\langle \psi_{\beta,\sigma}(g) \rangle \langle \psi_{\beta,\sigma}(g) \rangle}{\langle \psi_{\beta,\sigma}(g) \rangle \langle \psi_{\beta,\sigma}(g) \rangle},$$ \hfill (73)

is well defined for all $(\beta, \sigma) \in \mathbb{R} \times \mathbb{R}^+$ and $g \in D_{g_0}$, which is shown as follows. First observe that the denominator of (73) is an analytic function of $g$. By fixing the normalization
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we can assume that $\langle \psi_{\beta,\sigma}(0), \psi_{\beta,\sigma}(0) \rangle = 1$. If we estimate the remainder of the Taylor expansion of the denominator of (73) using analyticity and the uniform bound (72) it follows, by possibly choosing $g_0$ smaller but still positive, that there exists a positive constant $c_0$ such that $|\langle \psi_{\beta,\sigma}(f), \psi_{\beta,\sigma}(g) \rangle| \geq c_0$ for all $|g| \leq g_0$. Now using the corresponding property of $\psi_{\beta,\sigma}(g)$, it follows from (73) that $P_{\beta,\sigma}(g)$ is analytic on $D_{g_0}$, continuous in $\sigma$ and that

$$\sup_{(g,\beta,\sigma) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}^+} \| P_{\sigma,\beta}(g) \| < \infty. \quad (74)$$

If $g \in D_{g_0} \cap \mathbb{R}$, then by definition (73) we see that $P_{\beta,\sigma}(g)^* = P_{\beta,\sigma}(\overline{g})$.

The kernel $w^{(0)}(g, \beta, \sigma)$ is symmetric for $g \in D_{g_0} \cap \mathbb{R}$, see Theorem 17. It now follows from Theorem 28 (b) that $H^{(0)}_{g,\beta,\sigma}(z)$ is bounded invertible if $z \in (-\frac{1}{2}, \epsilon_{(0,\infty)}[w^{(0)}(g, \beta, \sigma)])$. Applying the Feshbach property, Theorem 33, it follows that $H_{g,\beta,\sigma} - \zeta$ is bounded invertible for $\zeta \in (E_{at} - \frac{1}{2}, E_{at} + \epsilon_{(0,\infty)}[w^{(0)}(g, \beta, \sigma)])$. For $\zeta \leq E_{at} - 1/2$ the bounded invertibility of $H_{g,\beta,\sigma} - \zeta$ for $g$ sufficiently small follows from the estimate

$$\|(H_0 - \zeta)^{-1}W_{g,\beta,\sigma}\| \leq 4\|(H_0 - E_{at} + 2)^{-1}W_{g,\beta,\sigma}\| \leq C|g|,$$

where in the first inequality we used that $E_{at}$ is the infimum of the spectrum of $H_0$ and in the second inequality we used the estimate of the second factor in (73), which is given in the proof of Theorem 18. Thus $E_{\beta,\sigma}(g) = \inf \sigma(H_{g,\beta,\sigma})$ for real $g \in D_{g_0} \cap \mathbb{R}$.

We want to note that the proof provides an explicit bound on the ground state energy, Eq. (74). Next we show that Theorem 1 implies Corollary 2.

**Proof of Corollary 2.** We use Cauchy’s formula. For any positive $r$ which is less than $g_0$, we have

$$E_{\beta,\sigma}^{(n)} = \frac{1}{2\pi i} \int_{|z|=r} \frac{E_{\beta,\sigma}(z)}{z^{n+1}} dz, \quad \psi_{\beta,\sigma}^{(n)} = \frac{1}{2\pi i} \int_{|z|=r} \frac{\psi_{\beta,\sigma}(z)}{z^{n+1}} dz, \quad P_{\beta,\sigma}^{(n)} = \frac{1}{2\pi i} \int_{|z|=r} \frac{P_{\beta,\sigma}(z)}{z^{n+1}} dz. \quad (75)$$

The first equation of (75) implies that $|E_{\beta,\sigma}^{(n)}| \leq r^{-n} \sup_{(g,\beta,\sigma) \in D_{g_0} \times \mathbb{R} \times \mathbb{R}^+} |E_{\beta,\sigma}(g)|$ and that $\sigma \mapsto E_{\beta,\sigma}^{(n)}$ is continuous on $\mathbb{R}_+$ by dominated convergence. Similarly we conclude by (75) that there exists a finite constant $C$ such that $\|\psi_{\beta,\sigma}^{(n)}\| \leq Cr^{-n}$, respectively $\|P_{\beta,\sigma}^{(n)}\| \leq Cr^{-n}$, and that $\psi_{\beta,\sigma}^{(n)}$, respectively $P_{\beta,\sigma}^{(n)}$, are continuous functions of $\sigma \in \mathbb{R}_+$. Finally observe that $(-1)^N H_{g,\beta,\sigma} (-1)^N = H_{-g,\beta,\sigma}$ where $N$ is the closed linear operator on $\mathcal{F}$ with $N[\mathcal{F}^{(n)}(h)] = n$. This implies that the ground state energy $E_{\beta,\sigma}(g)$ cannot depend on odd powers of $g$.

$\square$
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Appendix A: Elementary Estimates and the Pull-through Formula

To give a precise meaning to expressions which occur in (19) and (35), we introduce the following. For \( \psi \in F \) having finitely many particles we have

\[
[a(K_1) \cdots a(K_m)] (K_{m+1}, \ldots, K_{m+n}) = \sqrt{\frac{(m+n)!}{n!}} \psi_{m+n}(K_1, \ldots, K_{m+n}),
\]

for all \( K_1, \ldots, K_{m+n} \in \mathbb{R}^3 := \mathbb{R}^3 \times \mathbb{Z}_2 \), and using Fubini’s theorem it is elementary to see that the vector valued map \( (K_1, \ldots, K_m) \mapsto a(K_1) \cdots a(K_m) \psi \) is an element of \( L^2((\mathbb{R}^3)^m; F) \). The following lemma states the well known pull-through formula. For a proof see for example [5, 16].

Lemma 29. Let \( f : \mathbb{R}_+ \to \mathbb{C} \) be a bounded measurable function. Then for all \( K \in \mathbb{R}^3 \times \mathbb{Z}_2 \)

\[
f(H_f)a^*(K) = a^*(K)f(H_f + \omega(K)), \quad a(K)f(H_f) = f(H_f + \omega(K))a(K).
\]

Let \( w_{m,n} \) be function on \( \mathbb{R}_+ \times (\mathbb{R}^3)^{n+m} \) with values in the linear operators of \( \mathcal{H}_{at} \) or the complex numbers. To such a function we associate the quadratic form

\[
q_{w_{m,n}}(\varphi, \psi) := \int_{(\mathbb{R}^3)^{m+n}} \frac{dK^{(m,n)}}{K^{(m,n)}} |K^{(m,n)}|^{1/2} \left\langle a(K^{(m)}) \varphi, w_{m,n}(H_f, K^{(m,n)})a(\bar{K}^{(n)}) \psi \right\rangle,
\]

defined for all \( \varphi \) and \( \psi \) in \( \mathcal{H} \) respectively \( \mathcal{F} \), for which the right hand side is defined as a complex number. To associate an operator to the quadratic form we will use the following lemma.

Lemma 30. Let \( X = \mathbb{R}^3 \times \mathbb{Z}_2 \). Then

\[
|q_{w_{m,n}}(\varphi, \psi)| \leq \|w_{m,n}\|_2 \|\varphi\| \|\psi\|,
\]

where

\[
\|w_{m,n}\|_2^2 := \int_{X^{m+n}} \frac{dK^{(m,n)}}{K^{(m,n)}} \sup_{r \geq 0} \left[ \|w_{m,n}(r, K^{(m,n)})\|^2 \prod_{l=1}^m \left\{ r + \Sigma[K^{(l)}] \right\} \prod_{\tilde{l}=1}^n \left\{ r + \Sigma[\bar{K}^{(\tilde{l})}] \right\} \right].
\]
Proof. We set \( P[K^{(n)}] := \prod_{l=1}^{n} (H_f + \Sigma[K^{(l)}])^{1/2} \) and insert 1’s to obtain the trivial identity
\[
|q_{w_{m,n}}(\varphi, \psi)| = \left| \int_{\Sigma^{m+n}} \frac{dK^{(m,n)}}{|K^{(m,n)}|} \left< P[K^{(m)}] P[K^{(m)}]^{-1} |K^{(m)}|^{1/2} a(K^{(m)}) \varphi, w_{m,n}(H_f, K^{(m,n)}) \right. \times P[\tilde{K}^{(n)}] P[\tilde{K}^{(n)}]^{-1} |\tilde{K}^{(n)}|^{1/2} a(\tilde{K}^{(n)}) \psi \right|
\]

The lemma now follows using the Cauchy-Schwarz inequality and the following well known identity for \( n \geq 1 \) and \( \varphi \in \mathcal{F} \),
\[
\int_{\Sigma^n} dK^{(n)} |K^{(n)}| \left\| \prod_{l=1}^{n} [H_f + \Sigma[K^{(l)}]]^{-1/2} a(K^{(n)}) \phi \right\|^2 = \| P_{K^{(n)}}^{1/2} \phi \|^2, \tag{78}
\]
where \( P^{1/2}_{K^{(n)}} := |\Omega\rangle \langle \Omega| \). A proof of (78) can for example be found in [16] Appendix A. \( \square \)

Provided the form \( q_{w_{m,n}} \) is densely defined and \( \|w_{m,n}\|_\sharp \) is a finite real number, then the form \( q_{w_{m,n}} \) determines uniquely a bounded linear operator \( H_{m,n}(w_{m,n}) \) such that
\[
q_{w_{m,n}}(\varphi, \psi) = \langle \varphi, H_{m,n}(w_{m,n}) \psi \rangle,
\]
for all \( \varphi, \psi \) in the form domain of \( q_{w_{m,n}} \). Moreover, \( \|H_{m,n}(w_{m,n})\| \leq \|w_{m,n}\|_\sharp \). Using the pull-through formula and Lemma 30 it is easy to see that for \( w^{(l)} \), defined in (30), with \( m + n = 1, 2 \), the form
\[
q^{(l)}_{m,n}(\varphi, \psi) := q_{w^{(l)}_{m,n}}(\varphi, (H_f + 1)^{-\frac{1}{2}}(m+n)(-\Delta + 1)^{-\frac{1}{2}} \delta_{1,m+n} \psi)
\]
is densely defined and bounded. Thus we can associate a bounded linear operator \( L^{(l)}_{m,n} \) such that \( q^{(l)}_{m,n}(\varphi, \psi) = \langle \varphi, L^{(l)}_{m,n} \psi \rangle \). This allows us to define
\[
H^{(l)}_{m,n}(w_{m,n}) := L^{(l)}_{m,n}(H_f + 1)^{\frac{1}{2}}(m+n)(-\Delta + 1)^{\frac{1}{2}} \delta_{1,m+n}
\]
as an operator in \( \mathcal{H} \).

Appendix B: Generalized Wick Theorem

For \( m, n \in \mathbb{N}_0 \) let \( \mathcal{M}_{m,n} \) denote the space of measurable functions on \( \mathbb{R}_+ \times (\mathbb{R}^3)^{m+n} \) with values in the linear operators of \( \mathcal{H}_{at} \). Let
\[
\mathcal{M} = \bigoplus_{m+n=1,2} \mathcal{M}_{m,n}.
\]
For \( w \in \mathcal{M} \) we define
\[
W[w] := \sum_{m+n=1,2} H_{m,n}(w).
\]
The following Theorem is from [5]. It is a generalization of Wick’s Theorem.
Theorem 31. Let \( w \in \mathcal{M} \) and let \( F_0, F_1, \ldots, F_L \in \mathcal{M}_{0,0} \). Then as a formal identity
\[
F_0(H_f)W[w]F_1(H_f)W[w] \cdots W[w]F_{L-1}(H_f)W[w]F_L(H_f) = H(\tilde{w}^{(sym)}),
\]
where
\[
\tilde{w}_{M,N}(r; K^{(M,N))}) = \sum_{m_1+\cdots+m_L=M} \sum_{n_1+\cdots+n_L=N} \prod_{l=1}^{L} \left\{ \left( \begin{array}{c} m_l + p_l \\ p_l \end{array} \right) \left( \begin{array}{c} n_l + q_l \\ q_l \end{array} \right) \right\} 
\times F_0(r + \tilde{r}_0) \left( \Omega, \prod_{l=1}^{L-1} \left\{ W_{m_l,n_l}^{p_l,q_l}[w](r + r_l; K^{(m_l,n_l)}_l)F_l(H_f + r + \tilde{r}_l) \right\} 
\right) W_{m_L,n_L}^{p_L,q_L}[w](r + r_L; K^{(m_L,n_L)}_L)\Omega) F_L(r + \tilde{r}_L),
\]
(79)
with
\[
K^{(M,N)} := (K^{(m_1,n_1)}, \ldots, K^{(m_L,n_L)}_L), \quad K^{(m_l,n_l)} := (k^{(m_l)}, \tilde{k}^{(n_l)}),
\]
(80)
\[
r_l := \Sigma[\tilde{k}^{(n_l)}_l] + \cdots + \Sigma[\tilde{k}^{(n_{l-1})}_l] + \Sigma[K^{(m_{l+1})}_l] + \cdots + \Sigma[K^{(m_L)}_L],
\]
(81)
\[
\tilde{r}_l := \Sigma[\tilde{k}^{(n_l)}_l] + \cdots + \Sigma[\tilde{k}^{(n_{l-1})}_l] + \Sigma[K^{(m_{l+1})}_l] + \cdots + \Sigma[K^{(m_L)}_L].
\]
(82)
A proof can be found in [5]. We note that the proof is essentially the same as the proof of Theorem 3.6 in [1] or Theorem 27 in [16].

Appendix C: Smooth Feshbach Property

In this appendix we follow [1, 13]. We introduce the Feshbach map and state basic isospectrality properties. Let \( \chi \) and \( \overline{\chi} \) be commuting, nonzero bounded operators, acting on a separable Hilbert space \( \mathcal{H} \) and satisfying \( \chi^2 + \overline{\chi}^2 = 1 \). A Feshbach pair \((H, T)\) for \( \chi \) is a pair of closed operators with the same domain,
\[
H, T : D(H) = D(T) \subset \mathcal{H} \rightarrow \mathcal{H}
\]
such that \( H, T, W := H - T, \) and the operators
\[
W_\chi := \chi W_\chi, \quad W_{\overline{\chi}} := \overline{\chi} W_{\overline{\chi}}
\]
\[
H_\chi := T + W_\chi, \quad H_{\overline{\chi}} := T + W_{\overline{\chi}}
\]
defined on \( D(T) \) satisfy the following assumptions:

(a) \( \chi T \subset T \chi \) and \( \overline{\chi} T \subset T \overline{\chi} \),
(b) \( T, H_\chi : D(T) \cap \text{Ran} \chi \to \text{Ran} \chi \) are bijections with bounded inverse,

(c) \( \chi H^{-1} \chi W : D(T) \subset \mathcal{H} \to \mathcal{H} \) is a bounded operator.

**Remark 32.** By abuse of notation we write \( H^{-1} \chi \) for \( (H \chi \mid \text{Ran} \chi)^{-1} \chi \) and likewise \( T^{-1} \chi \) for \( (T \mid \text{Ran} \chi)^{-1} \chi \).

We call an operator \( A : D(A) \subset \mathcal{H} \to \mathcal{H} \) **bounded invertible** in a subspace \( V \subset \mathcal{H} \) (\( V \) not necessarily closed), if \( A : D(A) \cap V \to V \) is a bijection with bounded inverse. Given a Feshbach pair \( (H, T) \) for \( \chi \), the operator

\[
F_\chi(H, T) := H_\chi - \chi W H^{-1}_\chi W_\chi
\]

on \( D(T) \) is called the **Feshbach map of** \( H \). The auxiliary operator

\[
Q_\chi := Q_\chi(H, T) := \chi - \chi H^{-1}_\chi W_\chi
\]

is by conditions (a), (c), bounded, and \( Q_\chi \) leaves \( D(T) \) invariant. The Feshbach map is isospectral in the sense of the following theorem.

**Theorem 33.** Let \( (H, T) \) be a Feshbach pair for \( \chi \) on a Hilbert space \( \mathcal{H} \). Then the following holds. \( \chi \ker H \subset \ker F_\chi(H, T) \) and \( Q_\chi \ker F_\chi(H, T) \subset \ker H \). The mappings

\[
\chi : \ker H \to \ker F_\chi(H, T), \quad Q_\chi : \ker F_\chi(H, T) \to \ker H,
\]

are linear isomorphisms and inverse to each other. \( H \) is bounded invertible on \( \mathcal{H} \) if and only if \( F_\chi(H, T) \) is bounded invertible on \( \text{Ran} \chi \).

The proof of Theorem 33 can be found in [1, 13]. The next lemma gives sufficient conditions for two operators to be a Feshbach pair. It follows from a Neumann expansion, [13].

**Lemma 34.** Conditions (a), (b), and (c) on Feshbach pairs are satisfied if:

(a') \( \chi T \subset T \chi \) and \( \chi T \subset T \chi \),

(b') \( T \) is bounded invertible in \( \text{Ran} \chi \),

(c') \( \|T^{-1} \chi W \chi\| < 1 \), \( \|\chi W T^{-1} \chi\| < 1 \), and \( T^{-1} \chi W \chi \) is a bounded operator.
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