Improving the accuracy of Cu(II)–nitroxide RIDME in the presence of orientation correlation in water-soluble Cu(II)–nitroxide rulers†
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Orientation selection is a challenge in distance determination with double electron electron resonance (DEER) spectroscopy of rigid molecules. The problem is reduced when applying the Relaxation-Induced Dipolar Modulation Enhancement (RIDME) experiment. Here we present an in-depth study on nitroxide-detected RIDME in Cu(II)–nitroxide spin pairs using two Cu(II)–nitroxide rulers that are both water soluble and have comparable spin–spin distances. They differ in the type of the ligand (TAHA and PyMTA) for the Cu(II) ion which results in different contributions of exchange coupling. Both rulers feature substantial orientation correlation between the molecular frames of the Cu(II) complex and the nitroxide. We discuss how the spin–spin couplings can be accurately measured and how they can be correlated to the nitroxide resonance frequencies. In that, we pay particular attention to the suppression of nuclear modulation and of echo crossing artefacts, to background correction, and to orientation averaging. With a nitroxide observer sequence based on chirp pulses, we achieve wideband detection of all nitroxide orientations. Two-dimensional Fourier transformation of data obtained in this manner affords observer-EPR correlated RIDME spectra that enable visual understanding of the orientation correlation. The syntheses of the Cu(II)–nitroxide rulers are presented. The synthetic route is considered to be of general use for the preparation of [metal ion complex]–nitroxide rulers, including water soluble ones.

1 Introduction

Electron Paramagnetic Resonance (EPR) spectroscopy is a powerful tool to study magnetic interactions in spin pairs.1–6 Currently, there are at least two main areas where interactions between nitroxide radicals and Cu(n)-based paramagnetic centres are of significant interest. Firstly, compounds containing strongly exchange-coupled Cu(n)-nitroxide spin pairs have gained interest as potential switchable magnetic materials.7–16 In this context early work on accurate determination of the dipolar and exchange interactions in Cu(n)-nitroxide17–22 and Cu(n)–Cu(n) model compounds15,21,23,24 has gained new interest. In recent work it was demonstrated that such measurements reveal otherwise inaccessible information on the electronic structure of the systems.16,23 Secondly, complexes of Cu(n) ions are attracting attention in bio-EPR spectroscopy,26–29 both as native metal centres in proteins,23,26,30–33 and as spin labels for orthogonal pulse dipolar spectroscopy.39,40 The potential of the latter approach has been recognised previously and is reflected in a growing interest in Cu(n)-based spin labelling strategies.17,26,29,40,41 Preparation of orthogonally spin labelled samples often requires some additional experimental effort, which is why orthogonal spin labelling methods may continue to play a minor role in structure determination of monomeric biomolecules. Their strength, however, lies in the possibility of spectroscopic selection in systems of several interacting molecules, and they thus may well become a method of choice in the studies of intermolecular biomolecule interactions.40–49

Both mentioned fields of application require an appropriate choice of spectroscopic method, which depends on the strength of the spin–spin interaction of interest. Interactions that are typically relevant in EPR spectroscopy can differ by orders of magnitude, depending on the coupled spins. While magnetic interactions of the strength of hundreds or thousands of MHz are directly visible in the continuous-wave (CW) EPR line shapes, the detection of moderate (ten to hundred MHz) and weak (few MHz or weaker) spin–spin interactions requires use of dedicated pulse EPR techniques, generally referred to as pulse dipolar EPR spectroscopy (PDS). The most commonly applied pulse experiments are
Double Quantum Coherence (DQC),52 Single Frequency Technique for Refocusing (SIFTER),53–55 Double Electron Electron Resonance (DEER, also known as PELDOR),53,54 the ‘2+1’ pulse sequence,57 and Relaxation Induced Dipolar Modulation Enhancement (RIDME)58,59 experiment. Our labs currently focus on biological applications of dipolar spectroscopy, which in most cases implies the weak coupling regime. The most commonly used experiment in this field is the DEER technique, which has been very well studied and optimized for detecting nitroxide–nitroxide interactions. PDS experiments on Cu(II)–nitroxide pairs pose additional challenges. Sensitivity of PDS experiments on Cu(II) centres suffers from the small fraction of spins within the excitation band of a typical rectangular microwave pulse. This limits the dipolar modulation depth, when pumping Cu(II) spins, or the echo signal-to-noise ratio (SNR), when detecting them. The fraction of excited Cu(II) centres generally decreases with increasing spectrometer frequency, because the spectral width of Cu(II) depends on the g-tensor anisotropy, which is the dominating factor for spectral width already at X-band frequencies around 9 GHz. The appearance of the Cu(II) EPR spectrum varies strongly with the type of ligand. The g-value ranges and the corresponding resonance field ranges for Cu(II) complexes and nitroxide radicals usually do not overlap, but some cases of their overlap at the low-g range for Cu(II) can be found. However, due to other anisotropic terms, most importantly the Cu(II) hyperfine interaction, it is possible that the EPR spectra of Cu(II) and nitroxide overlap at lower frequencies and do not overlap above some threshold frequency/field. Here we address such a case, when at our detection frequency of 35 GHz Cu(II) and nitroxide EPR spectra do not overlap.

In DEER spectroscopy the fraction of spins that contribute to the experiment can be increased by applying frequency swept pulses.60–64 Excitation bandwidths of the order of 1 GHz can be routinely achieved with modern arbitrary waveform generators (AWGs) and with specially constructed wideband pulse EPR setups65 and resonators.66 This performance is fully adequate for Cu(II)–nitroxide DEER at X-band frequencies (9.5 GHz). At Q band frequencies (34–36 GHz), where concentration sensitivity is higher, and at yet higher frequencies, where absolute sensitivity is higher, bandwidth limitations are experienced for Cu(II) even with the best available spectrometers.

Another complication in Cu(II)–nitroxide PDS measurements arises from the strong correlation between the resonance field and the orientation of the molecular coordinate frame with respect to the external magnetic field for both spin types.67 On the one hand, such orientation selection can provide additional information of the geometry of the spin pair. Such approaches have been developed for the case of nitroxides and other organic radicals,68–70 which have led to several application studies.71–75 On the other hand, orientation selection significantly complicates experiments and data analysis if only the distance distribution is of interest. In order to obtain the full information, PDS data need to be measured over a broad range of detection and pump positions, which is tedious for the broad Cu(II) EPR spectra. The full information may even be inaccessible if spectral width strongly exceeds resonator bandwidth.

Instead of using a pump pulse for flipping the spins B coupled to observer spins A, as is done in DEER spectroscopy, a longitudinal-relaxation mixing block (π/2) – T – (π/2) can be used that has no bandwidth limitation. This is the basis of the relaxation-induced dipolar modulation enhancement (RIDME) experiment.58,59 The performance of this experiment correlates with the ratio of the longitudinal relaxation time of the B spins to the transverse relaxation time of the A spins. Relaxation behaviour dictates that in the Cu(II)–nitroxide RIDME experiment, the nitroxide spin takes the role of the observer spins A (slow longitudinal relaxation) and the Cu(II) centres the role of the flipped spins B (fast longitudinal relaxation). In this configuration high-quality Cu(II)–nitroxide RIDME data can be obtained.76,78 It also results in an essentially infinite excitation bandwidth for the B spins, while the detection sequence for the nitroxide radicals can be broadbanded or selective, depending on the chosen microwave pulse parameters. Importantly, since RIDME is a single-frequency experiment, there are no limitations in placing the detection frequency within the nitroxide spectrum, or even exciting the entire spectrum. These considerations suggest that it should be feasible to perform practically complete orientation averaging in RIDME experiments, a feat that is very difficult to accomplish with Cu(II)–nitroxide DEER. For a nitroxide–[Cu(II)(terpy)2]–nitroxide model compound a five point averaging of the RIDME traces over the nitroxide spectrum led to dipolar frequency patterns reasonably close to the expected Pake pattern with somewhat suppressed parallel components.76 In contrast to high-spin metal centres, where dipolar frequency overtones in RIDME data complicate distance analysis,78 the analysis of Cu(II)–nitroxide RIDME time-domain data is practically the same as that for DEER experiments on nitroxide pairs.

Previous Cu(II)–nitroxide RIDME work focused on determination of the relative orientations of paramagnetic centres,78 and on characterization of metal-chelator complexation equilibria.29 Here, we address the issue of accurate determination of the dipolar frequency distribution, which is essential for obtaining an artefact-free distance distribution. In addition to orientation averaging, this requires a more detailed analysis of the different types of artefacts in RIDME data. We have recently discussed such artefacts for Gd(III)–Gd(III) RIDME.77 In the course of the present study, we discovered a deviation of the intermolecular RIDME decay from the stretched exponential decay function commonly used for background correction. This deviation, which had not previously been noticed, occurs for the commonly used timing of the experiment and can distort Cu(II)–nitroxide distance distributions.

For the spectroscopic experiments geometrically well-defined model compounds were needed. Furthermore, to be able to perform the experiments under conditions used to study biomolecules, solubility in water is requested. Therefore, as a part of the study we had to develop a synthetic route providing access to two water soluble Cu(II)–nitroxide rulers and variations thereof in respect to spin–spin distance, type of ligand and type of metal ion. The RIDME experiments on such water-soluble rulers demonstrated that spectroscopic properties of Cu(II)–nitroxide spin pairs in water/glycerol mixtures are very similar to the corresponding properties determined in earlier works in organic solvents, which allows to...
use the entire information obtained so far in different Cu(n)–nitroxide RIDME studies also for planning biological applications.

This paper is organised as follows: first, the details on the spectroscopic methods are given. Next, the syntheses of the herein used Cu(n)–nitroxide rulers 1 and 2, [Cu(n)–TAHA]–nitroxide and [Cu(n)–PyMTA]–nitroxide, (Fig. 1(A)) are described.

We then discuss ESEEM artefacts in our RIDME measurements. Furthermore, we report a previously unnoticed background distortion and show that it can be avoided by increasing the first interpulse delay at the expense of some modest sensitivity reduction. We next discuss echo crossing artifacts. Then the performance of the Cu(n)–nitroxide RIDME technique when applied to [Cu(n)–TAHA]–nitroxide is discussed and compared to the published data of nitroxide–[Cu(n)(terpy)]–nitroxide. Here we show an optimisation of experimental parameters concerning measurement temperature and mixing time. We continue with demonstrating virtually complete orientation averaging by summation of the RIDME traces measured at different observer fields, and alternatively by wideband RIDME measurements with AWG-generated chirp pulses. The latter experiment affords two-dimensional nitroxide–EPR correlated dipolar spectra, which contain information on orientation correlation between the spin–spin vector and the nitroxide molecular frame. We then report on the performance of the optimised experimental conditions on a second Cu(n)–nitroxide ruler with Cu(n)–PyMTA as the spin label. Finally, we compare the RIDME experiment to an ultra-wideband (UWB) DEER measurement at Q-band.

2 Spectroscopic methods

Sample preparation and RIDME setup with rectangular pulses

All RIDME experiments were performed at Q-band (34–36 GHz). The EPR samples were prepared as 100 μM or 200 μM solutions in a mixture of D2O and d8-glycerol in a 1 : 1 volume ratio. The measurement temperature was varied between 10 K and 50 K, using an Oxford Instruments He-flow cryostat system. For each sample, the Cu(n)–nitroxide ruler solution was filled into a 3 mm outer diameter thin-wall quartz tube and shock frozen by quick immersion into liquid nitrogen. For the RIDME setup with rectangular microwave (m.w.) pulses, we used a home-built resonator, accommodating large-diameter samples, and a commercial Bruker E580 X/Q spectrometer upgraded to a high m.w. power. The conventional rectangular-pulse setup is shown in Fig. 2(A). Unless stated otherwise the first interpulse delay \( t_1 \) was set to 4100 ns (see below for the reason), and the length of the second delay \( t_2 \) was set to 3500 ns. The mixing time values were varied between different RIDME measurements. This is indicated in the text and in the figure captions. The lengths of the \( \pi/2 \) pulses were set to either 12 ns (‘non-selective rectangular pulses’ setup), or to 50 ns (‘selective rectangular pulses’ setup). Accordingly, the lengths of the \( \pi \) pulses were set either to 24 ns (non-selective), or to 100 ns (selective).

The stationary refocused virtual echo (RVE) that forms after the last \( \pi \) pulse (in the following referred to as ‘RIDME RVE echo’) was detected with a detection window of twice the pulse length of the \( \pi \)-pulse. The eight-step phase cycle to remove crossing echoes was used. An eight-step averaging cycle with a time-increment of 16 ns and simultaneous \( \tau_1 \) and \( \tau_2 \) averaging was used to suppress unwanted electron-nuclear contributions to the RIDME time-evolution signal due to the matrix \(^1\)H nuclei. More details on the electron–nuclear modulation averaging is given in the Results section.

**DEER measurements**

The comparative DEER measurement on [Cu(n)–TAHA]–nitroxide 1 was performed on the commercial Bruker spectrometer described above with an arbitrary waveform generator (AWG) (Agilent M8190A) setup plugged into the pump pulse channel. The experiment required a careful adjustment of the resonator mode (same resonator for 3 mm outer diameter samples as for the other experiments) to yield a very broad, strongly overcoupled resonator mode. This reduced sensitivity at the detection frequency, but was necessary in our attempt to obtain significant spin inversion at the pump frequency, given the large frequency offset of almost 1 GHz. Such an adjustment of the resonator mode also distributed the total microwave power over a larger frequency range, resulting in smaller power spectral density/ smaller \( B_2 \) field at any frequency within the resonator profile. As a consequence, only relatively low critical adiabaticity could be achieved for the given durations of the chirp pulses, which was not sufficient to obtain full inversion of the nitroxide spectrum by the pump pulse. The DEER detection was performed at 30 K on the maximum of the Cu(n) spectrum with pulse lengths of 48 ns, resp. 96 ns pulses (for \( \pi/2 \), resp. \( \pi \) nominal flip angle). The broad
resonator mode used in this setup did not allow for harder pulses due to insufficient microwave power. The delays were set to \( t_1 = 400 \) ns, and \( t_2 = 3500 \) ns. In order to maximise modulation depth we aimed at performing an inversion pulse over the full range of the nitroxide spectrum. To this end we used a linear up-chirp pump pulse with a bandwidth of 450 MHz, and an offset from the detection frequency of +900 MHz, with a pulse duration of 150 ns.

**RIDME setup with coherent chirped broad-band pulses**

The RIDME experiments with chirped pulses were performed on the home-built coherent AWG spectrometer\(^ \star \) and with the same type of resonator\(^ \spadesuit \) for oversized samples (3 mm tubes) as was used in the rectangular pulses setup. The resonator profile and pulse excitation bandwidth characterisation are shown in Fig. S23 (ESI\( ^\dagger \)). To achieve refocusing of the resonance offsets at the detection position, a pulse length ratio of 2 : 2 : 2 : 2 : 1 was used with all chirp pulses as up-sweeps. This setup allowed compensating for different excitation time points of the nitroxide radicals with different resonance offsets as well as for compensating the dynamic Bloch–Siegert phase shifts from the primary \( \pi/2 \) pulse and the two refocusing \( \pi \) pulses.\(^ \dagger \) The Bloch–Siegert dynamic phase shifts for the two \( \pi/2 \) pulses of the mixing block are not compensated in this scheme. This can be understood if we consider the mixing block as an extended \( \pi \) pulse. However, since the dynamic phase shift is approximately proportional to the value of critical adiabaticity \((Q_{cr})\), the corresponding phase shift for the mixing block \( \pi/2 \) pulses \((Q_{cr} = 2 \log 2/\pi)\) is about an order of magnitude weaker than for the inversion \( \pi \) pulses \((Q_{cr} = 5)\). The pulse lengths of the \( \pi/2 \)-pulses, resp. the long \( \pi \)-pulses were \( t_p = 150 \) ns, while the short \( \pi \)-pulses were set to \( t_p = 75 \) ns. All pulses were used with a half-sine rise period with \( t_{rise} = 15 \) ns to suppress ripples,\(^ \ddagger \)\(^ \ddagger \) and had a bandwidth of 400 MHz for the measurement performed on ruler 1, resp. 450 MHz for the measurement performed on ruler 2. Note that both pulse bandwidths exceed the spectral width of nitroxide at Q-band (~250 MHz), but the exact choice was made to give the best result in each spectrometer session, due to the slightly different resonator profiles. The central frequency of the chirp pulse was placed at the centre of the nitroxide spectrum, and approximately at the centre of the resonator profile. More details for the setting up of the chirp pulses is given in the SI1 (ESI\( ^\dagger \)). For convenience, the same pulse settings were used for the mixing block \( \pi/2 \) pulses and for the first \( \pi/2 \)-pulse. The same 8-step phase cycle and ESEEM averaging cycle \((8 \times 16 \) ns) as for the conventional RIDME experiments were used.

All chirp-RIDME experiments were conducted at 20 K with a mixing time of \( T_{mix} = 1.6 \) ms and at the condition \( t_1 = 3.5 \) \( \mu \)s. The same stationary refocused virtual echo as in the experiments with rectangular pulses was detected (RIDME RVE echo). For orientation averaging the echo was integrated and the resulting dipolar evolution data were treated like a conventional RIDME trace. In addition, EPR-correlated dipolar spectra were computed by 2D Fourier transformation (FT) as follows. First, the transient time trace of the RIDME RVE echo for each position of the RIDME mixing block was apodized by a symmetric Chebychev window. FT of the RIDME RVE echo yielded the nitroxide EPR spectrum dimension. Then, the RIDME time trace at each discrete point in the nitroxide spectrum was fitted with a stretched exponential background function, the form factor was obtained by division of the primary data by the fit, and the constant offset was subtracted. After a second FT along the RIDME time dimension, i.e. the time that defines the starting position of the mixing block in the RIDME sequence, we obtained the EPR-correlated dipolar spectrum.

### 3 Results and discussion

#### 3.1 Synthesis of the Cu(II)-nitroxide rulers

The synthesis design was led by the goal of establishing a generally applicable procedure for the preparation of metal
ion–nitroxide rulers which are soluble in water and water containing organic solvents. Such a solubility profile allows to test the spectroscopic tool under conditions used for its application to biomolecules. A further design criterion was that the ligand, which is needed for anchoring the metal ion, forms stable complexes with several metal ions of importance for metal ion–nitroxide EPR spectroscopy.17–22,43,46,49,84–91 To reach these goals the rod-like spacer was furnished with highly hydrophilic, branched oligo(ethylene glycol) (PEG) chains and the ligands PyMTA66,92,93 and TAHA83,92,94 were selected (Fig. 1). These ligands form readily 1:1 complexes with Cu(II) ions as well as with other paramagnetic ions, such as Mn(II) and Gd(III)94 and are of small size which becomes relevant when being used as spin labels. Cu(II)–nitroxide rulers and, more generally, compounds labeled with Cu(II) and nitroxide, reported in the literature, contain terpyridine (terpy),17,28,29 porphyrine,18 peptide-based binding loops,95–97 as the Cu(II) binding unit. The rulers with terpyridine were also used in combination with Co(n), Mn(n) and Gd(n) as the metal ions and were used already in the context of Co(II)–nitroxide and Mn(II)–nitroxide RIDME.49,84,88 In contrast to the chosen ligands PyMTA and TAHA, terpyridine forms a 2:1 complex of the form nitroxide–[Cu(II)(terpy)2]–nitroxide. Importantly, essentially all so far reported Cu(II)–nitroxide RIDME experiments were performed on nitroxide–[Cu(II)(terpy)2]–nitroxide, which is not water soluble.17,28,29

To obtain Cu(II)–nitroxide rulers one has to connect a nitroxide, a ligand or a ready-made complex, and a spacer. As shown in Fig. 3, we attached the nitroxide to the spacer first, followed by the ligand. The reverse order should work as well, however, the chosen sequence is more efficient when different ligands are to be investigated. The PEG side chains were introduced after the complete scaffold had been assembled. This way, up to a rather late stage in the overall syntheses the compounds were simply isolated by standard extraction and standard column chromatography on silica gel. The spacer backbone was chosen to consist of alternating phenylene (P) and ethynylene (E) units because such (PE)ₙ spacers provide sufficient shape persistence.98 Their number n of repeating units and therefore their length is easily adjustable to meet a required distance between metal ion and nitroxide, and they are well accessible.99 In this work the syntheses of the rulers [Cu(n)–TAHA]–nitroxide 1 and [Cu(n)–PyMTA]–nitroxide 2 with rather short metal ion–nitroxide distances are presented. We expect the route to be applicable for the synthesis of longer metal ion–nitroxide rulers, as well. Indeed, [Cu(n)–PyMTA]–nitroxide with a (PE)₄ spacer has been obtained following the same strategy (results will be published separately).

The syntheses of the rulers [Cu(n)–TAHA]–nitroxide 1 and [Cu(n)–PyMTA]–nitroxide 2 started from the phenyleneethynylene (PE)₁₁ spacer 3 for details see SI2, ESI†.99 To enable the attachment of the nitroxide it was equipped with an amino group through Sonogashira–Hagihara coupling with p-iodoaniline. To ease the separation of the target compound from the accompanying oxidative alkyne dimerization product the polar tagging strategy99–100 was applied. Reaction of the amino functionalised spacer 4 with the N-acetylpyridinium salt 6, which was preformed but not isolated,101

Fig. 3 Syntheses of the water soluble Cu(n)–nitroxide rulers 1 and 2 with Cu(r)–TAHA and Cu(r)–PyMTA as the Cu(r)-based spin labels. (a) PdCl₂(PPh₃)₂, Cul, piperidine, THF, rt, 25 h, 81%; (b) (I) DMAP, CH₂Cl₂, (2) thionyl chloride, 0°C to rt, 65 min; 6 was not isolated; (c) rt, 75 min, 89%; (d) K₂CO₃, MeOH, CH₂Cl₂, rt, 20.5 h, 99%; (e) R-I 9, PdCl₂(PPh₃)₂, Cul, Pr₂NH, THF, rt, 23 h, 65% for 11; (f) R-I 10, Pd(PPh₃)₄, Cul, Pr₂NH, THF, rt, 65 h, 53% for 12; (g) Bu₄NF, THF, 15 min for 13, same reagents, 60 min for 14, (h) PEG-N₃, [Cul(phen)(PPh₃)₂]NO₃, 0.5CH₂Cl₂toluene, rt, 94 h, 74% (2 steps) for 16, (i) NaOH, H₂O, rt, (2) HCl in H₂O, rt, 68% for 18, same conditions, 90% for 19, the average protonation degree of TAHA–nitroxide 18 is 1.7 protons per TAHA calculated with the pKₐ values reported for TAHA.83 The protonation degree at pH 7 given with the formula of PyMTA–nitroxide 19 is based on the data for diethylentriaminopentaacetic acid (DTPA) which is structurally similar to PyMTA.21 (i) CuCl₂, NaOD, D₂O, rt. For further details see SI2 (ESI†). DMAP = 4-(dimethylamino)pyridine, phen = phenanthroline, THF = tetrahydrofuran, TIPS = trisopropylsilyl, TMS = trimethylsilyl, rt = room temperature.
gave the spacer–nitroxide conjugate 7. In contrast to our work on dinitrooxide rulers in which the nitroxide and the spacer were connected by an ester linkage, here an amide linkage was used because the ester linkage would have been cleaved when, on a later stage of the ruler synthesis, the PyMTA ethyl ester and TAHA ethyl ester are converted into the corresponding acids by alkaline ester hydrolysis. An acidic ester hydrolysis of the corresponding tert-butyl esters of the ligand moieties, which might be compatible with an ester bond between spacer and nitroxide, is excluded because the spacer backbone is harmed by trifluoroacetic acid, as experienced by us and others. After removal of the trimethylsilyl group from spacer–nitroxide conjugate 7, the scaffold assembly was finalised with a Sonogashira–Hagihara coupling of spacer–nitroxide conjugate 8 with 4-iodo TAHA ethyl ester (9) and 4-iodo-PyMTA ethyl ester (10). Once again, polar tagging helped in isolation of the products (for details see SI2, ESI†). Cu(i) is an essential catalyst for this coupling reaction. It is known that Cu(i) can reduce a nitroxide to the corresponding hydroxylamine. Indeed, hydroxylamine derived from the ruler precursor PyMTA–nitroxide 12 was isolated in a few percent yield (<7%). In contrast, no hydroxylamine was detected in the crude product of the reaction between spacer–nitroxide conjugate 8 with 4-iodo TAHA ethyl ester (9). Separation of hydroxylamine and nitroxide was achieved by preparative HPLC. In principle, a hydroxylamine could be oxidized to the nitroxide by just stirring the reaction mixture in air after the coupling is complete. However, PyMTA will get oxidized as well under these conditions, albeit comparatively slowly. To take no risk, the metal ions were trapped with a metal ion scavenger before exposing the reaction mixture to air. In the next step the trisopropylsilyl groups were removed to set free the terminal alkylene moieties for the Cu(i) catalysed alkyne–azide cycloaddition with PEG–azide for attaching the PEG side chains. Surprisingly, in this step no reduction of the nitroxide to the hydroxylamine was observed. Most likely the high stability of the copper(i) catalyst Cu(phenanthroline)(PPh3)2NO3 against oxidation – the cycloaddition can be performed even in air – prevents the reduction of the nitroxide. Saponification of the PEGylation products 16 and 17 gave the ligand–spacer–nitroxide conjugates TAHA–nitroxide 18 and PyMTA–nitroxide 19 ready for complexation. Adding copper(i) chloride and neutralising the aqueous solutions gave Cu(n)–TAHA–nitroxide 1 and Cu(n)–PyMTA–nitroxide 2. TAHA–nitroxide 18 and PyMTA–nitroxide 19 were also used to prepare the water soluble rulers [Gd(III)–TAHA]–nitroxide and [M–PyMTA]–nitroxide with M = Gd(III), Dy(III), and Mn(II). Rulers with the combination of nitroxide with these metal ions are important compounds especially for short spin–spin distances. The performance of two methods for the suppression of ESEEM was tested on a 1:1 molar mixture of the nitroxide tempol (4-hydroxy-2,2,6,6-tetramethylpiperidinoyl) and the complex Cu(n)–TAHA 20 (see inset in Fig. 4(A)) in D2O/d8-glycerol. This mixture (in the following referred to as ‘reference sample’) mimics the relaxation and ESEEM properties of the ruler solutions, yet the RIDME trace of this sample does not exhibit visibly resolved dipolar oscillations, and thus offers the opportunity to conveniently monitor the efficiency of an ESEEM-suppression method.

Recently, an averaging approach was presented in which the phase of the ESEEM modulations is shifted relative to that of the electron dipole–dipole contribution by step-wise incrementing the transverse evolution delays t1 and t2 (see Fig. 4(A), averaging scheme (a) and red traces). The averaging is performed by summation of traces where the increments are chosen to cover a full period of the dominating ESEEM frequency (here 2H). For our reference sample this averaging scheme led to an almost complete cancellation of 2H-ESEEM modulations in the RIDME traces using eight steps with an averaging increment of dES = 16 ns. The individual traces of an averaging cycle and the resulting summed trace are shown in Fig. S9 (ESI†). We present here in addition a modified version of ESEEM averaging (scheme (b), and blue traces in Fig. 4(A)) which conserves the total transverse evolution period tESEEM = t1 + t2, by decrementing t2 with the same step as the first delay t1 is incremented. The resulting phase shift of the ESEEM
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**Fig. 4** 2H-ESEEM averaging approaches tested on a 1:1 molar mixture of tempol and [Cu(n)–TAHA] 20 (100 μM each, chemical structures given in the inset). For pulse stepping see red resp. blue arrows in Fig. 2(A). (A) The 2H-ESEEM averaging scheme presented in Keller et al. was tested for nitroxide–detected RIDME at two mixing times (red curves). The averaging occurs by simultaneously incrementing t1 and t2 with the step dES. In this scheme the total experimental time tESEEM = t1 + t2 increases over a cycle, which leads to a minor signal decay. We found that a version with constant tESEEM performs equally well, while signal intensity is maintained (blue curves). (B) Primary RIDME data measured with short t1 = 400 ns (green) and long t1 = 3500 ns (black) without additional ESEEM averaging for two Tmix measured at 20 K; the second refocusing delay was set to t2 = 3500 ns in both cases. ESEEM effects can be significantly suppressed by using a long t1. This additionally suppresses a low-frequency component in the RIDME background (compare black and green traces at early times). ESEEM modulations are typically also reduced by using a long Tmix, but this did not significantly contribute to ESEEM suppression in these reference measurements.
modulations is the same as in scheme (a), but the constant
time experiment may be useful for efficient ESEEM averaging in
samples with fast transverse relaxation.

In the course of this study we found yet another method
to suppress ESEEM, which is based on increasing the first
transverse evolution delay \( t_1 \) while keeping the second delay \( t_2 \)
constant (compare green (short \( t_1 \) and black (long \( t_1 \)) traces in
Fig. 4(B))). Again the measurements were performed with the
reference sample. All traces in Fig. 4(B) were acquired in the
same amount of time, such that the SNR can be directly
compared. In this particular case the reduction in SNR for
the RIDME trace with longer transverse evolution time was low.
The resulting suppression of ESEEM when using a long \( t_1 \),
however, is striking. Note that this is most obvious for the easily
recognisable \(^2\text{H}\)-ESEEM modulations, but in principle this
suppression should apply to ESEEM arising from all relevant
types of nuclei, because ESEEM modulations from all nuclei
decay in accordance with the homogeneous linewidths and
inhomogeneous broadening of the corresponding parts of the
ESEEM spectrum. For RIDME detection on nitroxide radicals in
water/glycerol mixtures, the ESEEM from \(^1\text{H}, ^2\text{D}, \) and \(^{14}\text{N}\) nuclei are of highest importance, which all have comparable characteristic
ESEEM decay times. This is an advantage over the summation-
based method, where the frequency of the unwanted ESEEM has to
be known beforehand, in order to set up appropriate averaging
delays. Furthermore there may be cases where the frequency of the
dominating ESEEM contribution is very low, such as for example
\(^{14}\text{N}\). In such cases even the constant-time averaging scheme
reported in this work may not be sufficiently robust to enable
averaging over one full period of the contaminating signal.

Of course, the two ESEEM suppression methods reported
here do not mutually exclude each other, and a long \( t_1 \) can be
combined with step-wise ESEEM averaging. We suggest the
following empirical procedure for optimised \(^2\text{H}\)-ESEEM averaging:
in our experience it is possible to find a \( t_1 \) that balances the loss of
echo intensity against the amplitude of residual ESEEM
contamination by measuring a 2-pulse (Hahn-echo) decay and
setting \( t_1 \) to the value after which the deuterium ESEEM
modulations in this Hahn-echo decay have visibly decayed.
For additional experimental results (which may serve as a guide for efficient set-up of ESEEM suppression in solvents of varying
degree of deuteration) we refer to the SI1 (ESI†).

As a final remark in this section we want to point out that
other methods for ESEEM averaging apart from the two
presented in depth here have been devised and tested.\(^{37,59,86}\) These
approaches are based either on dividing a given RIDME trace by
reference data, recorded at the conditions of weak magnitude of the
dipolar oscillations, or by reducing the excitation bandwidths of the m.w. pulses. Both of these approaches are costly in
terms of SNR and were thus not further investigated in this study.

### 3.3 RIDME background correction

Correct evaluation of the intermolecular background contribution
is an important step in any analysis of dipolar evolution data. The
background decay in a RIDME experiment is typically steeper than
the background decay in a DEER experiment, which can be mainly
attributed to two reasons. First, for long mixing times the number of
flipped B spins is rather large for the vicinity of each A spin, and,
thus, the effective excitation probability for the RIDME mixing
block is larger than for the typical DEER pump pulse. Accordingly,
this results in a stronger intermolecular decay contribution in
RIDME as compared to DEER. Second, there are nuclear spectral
diffusion events during the RIDME mixing block, which are absent
in the DEER experiment, where the mixing block is substituted by
a pump pulse. The additional nuclear spectral diffusion makes
RIDME background decay also steeper. Importantly, both electron
spin flips and nuclear spectral diffusion depend on a number of
factors (e.g. temperature, electron or nuclear spin concentration,
spectral width), and thus the understanding of the RIDME background
properties requires a dedicated study. Here, we only discuss
few practical aspects, important for Cu(II)-nitroxide RIDME.

The commonly applied empirical RIDME background shape is the
stretched exponential decay function,\(^{29,76,86,108}\) but also
second-order polynomial functions have been used for short
dipolar evolution traces.\(^{28,49}\) We have found that for measure-
ment temperatures of 30 K or lower, the use of the stretched
exponential fitting function can lead to significant distortions
in the dipolar spectra, as well as errors in the estimation of the
modulation depth in the order of 10%. In the case of the
Cu(II)-nitroxide rulers 1 and 2, the problem could be identified
by looking at the mismatch between the RIDME form factor and the corresponding DeerAnalysis\(^{109}\) fit, at the time range of
the first dipolar oscillation (see Fig. 5(A)). This effect can also be
observed as a distortion of the dipolar spectrum (Fig. 5(B)). In the
case of the Cu(II)-nitroxide ruler 1 we do not observe a significant
difference in the fitted distance distributions (Fig. 5(C)). For a
short \( t_1 \) value (\( t_1 = 400 \) ns case in the Fig. 5(A)), a too deep first
minimum in the dipolar oscillation is observed, which cannot be
fitted by the standard DeerAnalysis kernel. We found that by
increasing the first delay time to \( t_1 = 3500 \) ns, the shape of the
primary RIDME trace had changed and a much better fit of the
new form factor trace could be achieved.

This led us to investigate the shape of the Cu(II)-nitroxide
RIDME background function on a reference sample (1:1 molar
mixture of Cu(II)-TAHA 20 and the Cu(II)-free TAHA-nitroxide
18, for chemical structures see Fig. 4, resp. Fig. 3). We used the
ruler precursor molecules TAHA-nitroxide 18 instead of just
adding nitroxide radicals to this sample to have nearly the same
local surrounding on the nitroxide moiety in this reference
sample and in the [Cu(II)-TAHA] nitroxide ruler 1. At the same
time, in such samples no metal ion exchange between Cu(II)-
TAHA and Cu(II)-free TAHA moieties in the rulers is expected,
and, thus, any intramolecular effects due to Cu(II) are avoided.
In this sample we saw that the RIDME background function
rises first at short dipolar evolution times, before it begins to
decay in the expected manner at longer times (see Fig. 5(D)).
After background correction with a stretched exponential decay
function (as one would do in a real RIDME experiment) this
appears in frequency domain as a broad peak in the range of
0.5 MHz \( \lesssim f_{\text{low}} \lesssim 1.5 \) MHz (Fig. 5(E)). This frequency range lies
below any Q-band ESEEM frequency of commonly occurring
nuclei. We also observed this behaviour of the RIDME background
The slowly oscillating background component in measurements with short $t_1$ can lead to incorrect background fitting (purple trace, and purple dashed line fit in inset), and consequently to significant errors in the estimation of the modulation depth ($\approx 10\%$). Little agreement of form factor fit with the experimental data early in the time-trace is an indication for this artifact. We found that increasing $t_1$ reduces the intensity of this artifact, which leads to a better background fit with a stretched exponential (blue trace and black solid line). (B) Distortions of the dipolar spectrum are observed, which are similar in appearance to orientation selection. (C) The effect on distance analysis of narrow distributions, where strong modulations are observed, is negligible. (D) The low frequency artifact (indicated by arrows) is clearly visible in background measurements obtained with a 1:1 molar mixture of TAHA–nitroxide and $[\text{Cu(II)}–\text{TAHA}]$–nitroxide. The slowly oscillating background component in measurements with 15% H$_2$O the minimal required $t_1$ value could be reduced to 1500 ns (see Fig. S13, ESI†). In some other cases reported in the literature a different background fitting methods were applied, which makes direct comparison without the primary data difficult.

In retrospect, it is apparent that this background feature is present as well in previously published metal–nitroxide RIDME data.$^{29,49}$ In some other cases reported in the literature a different background fitting methods were applied, which makes direct comparison without the primary data difficult. For previously reported metal–metal RIDME data this problem is either absent or too weak to be clearly detected.$^{76}$

When varying the degree of the solvent deuteration, we observed the expected trend that an increase of the proton concentration leads to significantly steeper RIDME background decay. This smears out the discussed background distortion, but in our measurements in most cases it is still not described accurately by a stretched exponential function (see Fig. S13(C), ESI†). In our experience, for a nitroxide sample in fully deuterated solvent a stretched exponential background shape could be observed with a $t_1$ value of about 3500 ns, while for a sample with 15% H$_2$O the minimal required $t_1$ value could be reduced to 1500 ns (see Fig. S13, ESI†). Interestingly, the typical time $t_1$ at which the RIDME background distortion is suppressed is comparable to the typical ESEEM dephasing times in the two and three pulse ESEEM experiments on the same samples.

Given the presented set of RIDME background measurements we cannot draw a firm conclusion on the mechanism that causes the deviation from a stretched exponential decay. It may arise due to some dephasing process, which is relevant only at short $t_1$ times, but disappears at long $t_1$. We remark that at low concentrations (of 100 to 200 $\mu$M) it is likely that nuclear-driven mechanisms are the dominating ones for the RIDME background decay. Instantaneous diffusion processes are unlikely causes, because we have observed the background artifact both in traces measured with soft (50/100 ns) and hard (12/24 ns) pulses.

While the discussed background artefact cannot be due to some particular nucleus or group of nuclei, and it does not contain any characteristic nuclear Zeeman frequency, there is still a feasible mechanism for such a signal to appear from ESEEM. The joint action of the primary Hahn spin echo and the composite $\pi$-pulse formed by the two $\pi/2$-pulses of the mixing...
block produces an ESEEM signal similar to the one in the well-known two-pulse ESEEM experiment. This signal must contain contributions, oscillating with the sum and the difference of the nuclear frequencies in the α- and β-manifold of the electron spin. For weak hyperfine couplings of the order of 1–2 MHz, which would correspond to the characteristic frequencies of the background artefact (see Fig. S17, ESI†), the difference frequency would essentially contain only the secular part of the hyperfine coupling tensor, while the nuclear Zeeman frequency would be removed due to the subtraction. The absence of such a background artefact in the metal–metal RIDME would then be explained by the smaller number of intramolecular proton couplings, by the larger average electron–proton distances, and by a more symmetric distribution of the intramolecular protons around the paramagnetic ion. This would mean that the background artefact is also present in the metal–metal RIDME data, but that it is too weak to be unambiguously detected. The time dependence of such an ESEEM artefact, estimated on the basis of the two-pulse ESEEM theory, would be consistent with both positive and negative magnitude of this contribution in the RIDME background, depending on a particular geometry, time delays, and orientation-dependent signs of the hyperfine couplings. If the couplings are weak, the described ESEEM contribution would not be much suppressed by the reduced pulse bandwidth of the 100 ns pump pulse, as experimentally observed and described above. The only fundamental issue of such a mechanism is that such a difference ESEEM frequency should appear along with the proton nuclear Zeeman frequency contribution and the contribution with doubled proton Zeeman frequency, which are weak in the presented experiments.

Further understanding of this mechanism will be of interest in future studies. However, for practical reasons, the increase of $t_1$ appears to be a sufficiently good work-around for this problem in cases where some loss of RIDME signal intensity can be tolerated. In the presented here case an increase of $t_1$ sufficient to suppress this background artefact resulted in approximately 20% sensitivity loss. This work-around is essential in studies of samples with broad spin–spin distance distributions, which feature dipolar evolution traces without easily recognisable oscillations. For such samples the RIDME background decay artefact would not easily be distinguishable from the true dipolar signal.

Importantly, the division approach, which is often used for the ESEEM artefact reduction is also capable to suppress this background problem to an acceptable level (see details in the SI1, ESI†). In the situations when transverse relaxation of nitroxide radicals through the sample is approximately the same, the use of the proposed here elongation of $t_1$ appears more advantageous, due to the better overall sensitivity. However, if detected spins have a broad distribution of relaxation times, use of long $t_1$ might result in some relaxation filtering effects, and thus the division approach to remove the background artefact might appear more advantageous despite its higher sensitivity loss.

Note also that we have checked that the described here background artefact is not related to any echo crossing. This is in line with the artefact’s widths, which is much larger than for any echo crossing feature we observed in these RIDME data.

### 3.4 Echo-crossing artifacts

The originally reported eight-step phase cycling protocol includes two-step $[+(x) - (-x)]$ phase cycling on the first π/2 pulse and four-step $[+(x) + (y) + (-x) + (-y)]$ phase cycling on the two π/2 pulses from the RIDME mixing block, with the same phase of the two pulses in each phase cycling step. In particular, this phase cycling protocol is designed to remove the echo crossing artefact due to the refocused stimulated echo (all five pulses act) and the two-pulse Hahn echo from the last two pulses of the RIDME pulse sequence. Together with longitudinal relaxation of the A spins, imperfections in the channel balance of the pulse EPR spectrometer lead to incomplete removal of the latter echo crossing artefact, so that a peak is observed at approximately zero time in the RIDME trace, as discussed previously. From plotting the echo transients of a RIDME experiment we also see that at very long mixing times the primary echo from the last two pulses becomes much stronger than the RIDME RVE echo, and results in an artificially high modulation depth, as will be discussed in the following section. This has been observed as well for Gd(m)–Gd(m) RIDME.

For a more general approach to monitor echo crossings, we computed a list of coherence order pathways and resulting echos following the well-established concepts reported in gemperle et al., where we considered only terms of coherence orders $-1, 0, 1$. This identification of echos is potentially helpful to assign echo-crossing artifacts for any arbitrary choice of experimental parameters ($t_1, t_2, ...$). For $N_p = 5$-pulse RIDME this amounts to $3^{N_p-1} = 81$ pathways. By nature of the detection method, however, we only needed to consider pathways that end up in coherence order $-1$ after the final pulse. In addition, we assumed that all coherence pathways, which are not in coherence order 0 during the mixing block, are strongly attenuated due to transverse relaxation, and can be neglected. With this approximation we arrived at 27 relevant pathways, for which the full list is given in Table S3 (ESI†). The refocusing condition as well as the time-step with which the echo moves with respect to the stationary RIDME RVE echo for all identified echos is also given in the SI1 (ESI†). Note that from these values it is possible to calculate the echo-crossing point for an arbitrary choice of delays $t_1, t_2$ and time step $dt$, which may be useful in the identification of echo crossing artefacts in general for 5-pulse RIDME experiments. An example is calculated in the SI1 (ESI†). To determine which echo pathways are relevant in a real RIDME experiment we detected echo transients (without phase cycling) for several time-points. We found that for mixing times in the recommended range (see next section) we can assign all experimentally relevant echo traces in the detection window to our calculated echo pathways, which validates our assumption that the remaining pathways are strongly attenuated in nitroxide–Cu(n) RIDME during $T_{\text{max}}$ (compare Fig. S22, ESI†). Importantly, we can see that an echo-crossing is not the cause for the low-frequency artifact reported above, as is discussed in detail in the SI1 (ESI†).

For the setting $t_1 = t_2$ there is a stimulated echo from the first, second and fifth pulse (RIDME block does not act), which does not shift when stepping the mixing block, and which is not
removed by the standard eight-step phase cycling. This echo is not modulated with dipolar frequencies as a function of the mixing block position \( t \), but its presence leads to an apparent reduction of the dipolar modulation depth. This echo should be removed for example by the phase cycle: \([+(-x) - (-y)]\) on the first \( \pi/2 \) pulse, \([+(-x) + (+y) + (-x) + (-y)]\) on the two \( \pi/2 \) mixing block pulses and \([+(-x) - (+y) + (-x) - (-y)]\) on the two refocusing \( \pi \) pulses (see also SI1, ES1). Measuring at \( t_1 = t_2 \) was not extensively tested, but may present interesting conditions, as this represents a case of a dynamically decoupled pulse sequence.

### 3.5 Modulation depth build-up and optimal measurement temperature

If we consider a Poisson stochastic flipping process in a two-level spin system, characterised by the flip rate \( W \), it is possible to show\textsuperscript{111} that the probabilities for the even and the odd number of spin flips \( N_{\text{flip}} \) after a time \( T_{\text{mix}} \) are given by

\[
P_{\text{even}} = \frac{1}{2} (1 + \exp(-2WT_{\text{mix}})),
\]

and

\[
P_{\text{odd}} = \frac{1}{2} (1 - \exp(-2WT_{\text{mix}})).
\]

The Cu(II) ion as well as the nitroxide has an electron spin of \( S = 1/2 \) with two spin states. Only those B spins contribute to dipolar modulation that undergo an odd number of spin flips during the mixing block. Thus, the build-up kinetics for the RIDME modulation depth follows the law for \( P_{\text{odd}}(T_{\text{mix}}) \). We can assign \( 2W = T_{1,B} \), where \( T_{1,B} \) is the longitudinal relaxation time of the B spins. This approximation for the RIDME modulation build-up kinetics has been used in the past.\textsuperscript{112}

This approximation neglects that longitudinal relaxation of paramagnetic centres in frozen glasses is typically not mono-exponential and that the B-spin flip may induce a flip of the A spin with certain probability. Such processes are of relevance in Gd(III)–Gd(III) RIDME\textsuperscript{76} and might play a role in Cu(II)–nitroxide RIDME as well. Within the approximation (1, 2), the dipolar modulation amplitude in the RIDME experiment grows with a characteristic rate of \( 1/T_{1,B} \) and reaches a steady state value of 50% of the total spin echo amplitude after a time \( T_{\text{mix}} \gg T_{1,B} \). The neglected correlated flip-flops of the A–B pairs can lead to a reduced limiting value of the modulation depth, since the average number of B spin flips for the modulated part of the spin echo signal is always larger than the average number of B spin flips for the unmodulated part of the spin echo.

The dipolar modulation builds up during the mixing time due to stochastic flips of the B spins on a \( T_{1,B} \) time scale. Longitudinal relaxation of the A spins must be sufficiently slow, so that the non-equilibrium A-spins magnetisation survives during \( T_{\text{mix}} \). While this can become a problem for metal–metal RIDME, where the A and B spins have the same relaxation rates, the condition is easily met for metal ion–nitroxide RIDME. For the Cu(II)–nitroxide rulers studied here, we found that at any tested measurement temperature, longitudinal relaxation of nitroxides \( T_{1,\text{Cu},\text{NO}} \) was much smaller than that of the Cu(II) ions. This is expected to be typical for Cu(II)–nitroxide spin pairs. Therefore it is indeed possible to use a mixing time \( T_{\text{mix}} \gg T_{1,B} \) without significantly attenuating the echo signal of the nitroxide.

Suitable conditions for the orthogonal RIDME experiment in the Cu(II)–nitroxide spin pair were identified by screening temperature and mixing time for [Cu(II)–TAHA]–nitroxide 1. The primary data of RIDME measurements at 30 K are shown in Fig. 6(A) and the corresponding distance distributions obtained with

---

**Fig. 6** \( T_{\text{mix}} \) screening on [Cu(II)–TAHA]–nitroxide 1 measured at 30 K (without \( ^2 \)H–ESEEM averaging, \( t_1 = 3500 \) ns). Data were analysed using the DeerAnalysis software package\textsuperscript{109} with an automatic choice of the regularisation parameter \( \lambda \). (A) Primary data, shifted for clarity; (B) form factors after stretched exponential BG correction; (C) distance distributions; the dimensionality of the background \( n_{\text{BG}} \) increases with \( T_{\text{mix}} \). At very long \( T_{\text{mix}} \), the BG decay becomes so steep, that the dipolar modulations are partially suppressed. The artifact contribution in the distance distribution from the \( ^2 \)H–ESEEM contamination is indicated in one trace by an asterisk. The SNR in this screening series is not yet optimal for distance analysis, which leads to slight overfitting of the data. (D) The observed \( \lambda \) in the series shown in (A–C), as well as analogous results for different temperatures is shown as a function of the ratio of \( T_{\text{mix}} \) and the characteristic time of longitudinal relaxation of Cu(II), \( T_{1,\text{Cu}} \), for three different temperatures. At all temperatures the modulation depth reaches a plateau (dashed lines). The data points marked with an ‘x’ are derived from experiments that are contaminated by an echo crossing-artifact, which artificially increases the observed \( \lambda \). The solid vertical line indicates the corner of the plateau, which for all temperatures occurs approximately at 5–\( T_{1,\text{Cu}} \).
DeerAnalysis2016\textsuperscript{109} using Tikhonov regularisation are displayed in Fig. 6(B) (see Fig. S8 for an example of data processing, ESI\textsuperscript{†}). Deviations of the background decay functions from the stretched exponential function characteristic for short \(t\) delay times resulted in uncertainties of the determined modulation depths (Fig. S16, ESI\textsuperscript{†}). Accordingly, analysis of the modulation depth was performed using RIDME measurements with long \(t\) times. The results for the modulation depth values are shown in Fig. 6(D). No nitroxide orientation averaging scheme was used in this series (primary data and form factors in the series displayed in Fig. S20, ESI\textsuperscript{†}).

For all tested temperatures we found that the modulation depth reaches a plateau when applying long mixing times \(T_{\text{mix}} \approx 5 T_{1,\text{Cu}}\). The value of the modulation depth at this plateau \(\lambda_{\text{max}}(T)\) is given in Table 2 and is higher at lower temperatures. Nonetheless, even at 20 K the limiting value is about 10% lower than the theoretical limit of 0.5. There might be at least two possible contributions to this loss of modulation depth. First, as indicated also by the measurements at higher temperatures, a non-negligible contribution from the A-spin relaxation induced by the B-spin flips might be present. Second, we cannot exclude incomplete loading of the ligand with Cu(II) as an alternative explanation of the lower modulation depth. These two effects can also interfere, because A-spins which are not in close proximity to a B-spin do not experience this flip enhancement, and would thus be over-represented in the detected echo. Note that the same effect was discussed for high-spin Gd(II)–Gd(II) and Mn(II)–Mn(II) RIDME, where, besides the modulation depth reduction, it also affects the buildup kinetics for different dipolar frequency overtones.\textsuperscript{77} Longitudinal relaxation of the nitroxide spins is extremely slow at 10 K, enforcing a low shot repetition rate. This severely reduces sensitivity and we did not study RIDME modulation buildup in detail at this temperature. At 40 K we found that the extracted value of the modulation depth increases again after the plateau (data points marked as crosses). This apparent additional modulation is a consequence of the incomplete cycling of a crossing echo from the last two pulses (\(\pi/2 - \tau - \pi\) sub-sequence) with opposite phase and must not be interpreted as additional dipolar modulation. This can also be seen in the form factor, where a steep initial decay of the trace is observed, which leads to artifact distance peaks at very short distances. Further demonstration of the effect of this echo-crossing artifacts can be found in Fig. S19(B) (ESI\textsuperscript{†}).

The best results were obtained at 20 K and 30 K, with mixing times ranging from several hundreds of microseconds to several milliseconds \(T_{\text{mix, opt}} \approx 400\ \mu\text{s} - 1.6\ \text{ms}\). This is much longer than the phase memory time of the detected nitroxide spins \(T_{\text{mix, opt}} \approx 50 - 100 T_{1,\text{NO}}\). For the choice of mixing times within the range of the modulation depth plateau we observe that ESEEM contributions, which can still be comparatively strong at short mixing times, are suppressed by going to very long \(T_{\text{mix}}\). This advantageous trend is counteracted by a clear loss of SNR, when \(T_{\text{mix}}\) approaches \(T_{1,\text{NO}}\) for the given temperature. This is also the range, where the echo-crossing artifact contamination at zero-time becomes increasingly strong.

We determine the optimal measurement temperature for a sample given its relaxation properties following the argumentation for the optimisation of nitroxide–nitroxide DEER in Jeschke and Polyhach\textsuperscript{113} Note that we expect this optimisation to hold for a wide range of samples, if the relevant relaxation properties are known. The rationalisation for the individual terms is given in the S11 (ESI\textsuperscript{†}), here we only show the final equation that was used for the optimisation. We define the quantity \(S_{\max}\)

\[ S_{\max}(T) \approx \frac{1}{T} \cdot \exp(-5 \frac{T_{1,\text{Cu}}}{T_{1,\text{NO}}}) \cdot \exp(-2 \frac{t_{\text{mix}}}{T_{m,\text{NO}}}) \cdot \sqrt{\frac{T_{\text{ref}}}{T_{1,\text{NO}}}} \cdot \lambda_{\max}(T) \]

which takes into account that the expected optimal experimental conditions depend on the longest expected distance \(t_{\text{mix}}\) which manifests in a required minimum dipolar evolution trace length \(t_{\text{mix}}\). The optimisation is in terms of the temperature \(T\), the longitudinal relaxation times of the two spins \(T_{1,\text{Cu}}\) and \(T_{1,\text{NO}}\), the transverse relaxation of time of the detected nitroxide spins \(T_{m,\text{NO}}\), and the empirical maximal modulation depth plateau value \(\lambda_{\max}(T)\). The factor \(\sqrt{T_{\text{ref}}/T_{1,\text{NO}}}\) accounts for the fact that at lower temperatures it is necessary to use lower shot repetition rates to avoid saturation of the detected spin, and \(T_{\text{ref}}\) is an arbitrary reference time to obtain a dimensionless parameter.

| Table 1 | Relaxation properties of [Cu(II)–TAHA]–nitroxide in the temperature range 10–50 K, fits of the data with different models can be found in the S11 (ESI). Here we report the delays until a given fraction of spins has relaxed towards equilibrium (indicated as dashed lines in Fig. S3–S6, ESI) |
|---------|--------------------------------------------------------------|
| 10 K    |                                                                 |
| 20 K    |                                                                 |
| 30 K    |                                                                 |
| 40 K    |                                                                 |
| 50 K    |                                                                 |
| IR signal recovered to 1/e \( \approx 0.63 \) | Nitroxide [ms] |
| 31.3    | 4.3                                                                 |
| 1/e     | Cu(II) (maximum) [μs]                                           |
| 2022    | 57                                                                  |
| 18      | 2                                                                  |
| 1       |                                                                 |
| 1/e     | Nitroxide [μs]                                                   |
| 8.7     | 9.1                                                                 |
| 7.3     | 4.4                                                                 |
| 3.2     |                                                                 |
| 1/e     | Cu(II) (maximum) [μs]                                           |
| 7.7     | 6.7                                                                  |
| 4.2     | 2.4                                                                 |
| 1.7     |                                                                 |
depth may still be increased (due to higher $\lambda_{\text{max}}$ at low temperatures), but no benefit for sensitivity is expected from going to lower temperatures due to the slow longitudinal relaxation of the nitroxide spins. To measure distances above 4 nm it may be better to measure at the lower limit (30 K), but again, even lower temperatures (tested: 20 K) are not expected to increase sensitivity.

We tested on [Cu(n)-TAHA]-nitroxide 1 that detection of RIDME time traces in the regime of partial nitroxide saturation (due to too fast repetition rates) does not change the shape of the dipolar oscillations (see Fig. S10, ESI†). Adding a $T_1$-relaxation enhancer\textsuperscript{114} might help to improve the longitudinal relaxation properties of nitroxide spins in these experiments, however, this strategy may not generally be viable for biological samples. For short spin–spin distances, the length of the RIDME time traces is not very critical, and one can optimise the modulation depth and mixing time, which is achieved at somewhat higher temperature. Note that our estimate agrees very well with the RIDME measurement temperatures used for [Cu(n)-terpyridine]-nitroxide.\textsuperscript{28,29}

| $T$ (K) | 20 K | 30 K | 40 K |
|---------|------|------|------|
| $\lambda_{\text{max}}(T)$ | 0.429 | 0.406 | 0.248 |
| $S_{\text{rmax}}(T)/S_{\text{rmax}}(20 \text{ K})$ | | | |
| $r_{\text{max}} = 2$ nm | 1 | 2.6 | 3.4 |
| $r_{\text{max}} = 4$ nm | 1 | 2.4 | 2.7 |
| $r_{\text{max}} = 6$ nm | 1 | 2.1 | 1.3 |

Our treatment neglects longitudinal relaxation of Cu(n) spins during the time where A spin magnetisation is in the transverse plane, which may lead to a loss of the dipolar modulation depth. Such a case was recently reported for room-temperature RIDME measurements in trityl-nitroxide pairs.\textsuperscript{115} Note that for unequal A and B spins it might be even possible to reach conditions under which longitudinal relaxation of B spins is much faster than the transverse relaxation of the A spins, and the dipole–dipole interaction is thus averaged.

We also neglect that the dimensionality of the background decay changes with the mixing time due to a prolonged period of spectral diffusion. This decay can eventually become so steep, that part of the dipolar oscillations is suppressed, which leads to an artificial broadening of the distance distribution (see Fig. 6(C)). In cases of very fast background decay it may be necessary to use mixing times shorter than optimal according to eqn (3). This may be partially compensated by raising the experimental temperature, where higher modulation depths can be achieved for the same absolute mixing time.

### 3.6 Orientation-resolved and orientation-averaged Cu(n)-nitroxide RIDME with rectangular pulses setup

Both Cu(n) and nitroxide are electron spin 1/2 species and for the Cu(n)-nitroxide rulers 1 and 2, the two types of paramagnetic species have rather large resonance frequency offsets. Thus, only the secular part of the electron–electron dipole interaction needs to be considered. The analysis of dipolar evolution time-traces $V(t)$ for pairs of such spins in a homogeneous frozen glassy sample can be interpreted with the conventional point-dipole approximation for dipole–dipole coupling. This model relates the distance between the two spins $r$ to a dipolar frequency $d(r,\theta)$ which depends on the angle of the inter-spin vector to the external magnetic field

$$d(r,\theta) = \omega_{\perp}(r)(1 - 3 \cos^2(\theta))$$

where $\omega_{\perp}$ is the dipolar frequency for perpendicular orientation of the inter-spin vector to $\mathbf{B}_0$.

The extraction of distance distributions from pulsed dipolar experiments relies on the dependence of the parameter $\omega_{\perp}$ on the inter-spin distance $r$:

$$\omega_{\perp}(r) = \frac{\mu_B R_e^2 g_B g_R R}{4 \pi h r^3} \approx \frac{52.04 \text{ MHz}}{(r/1 \text{ nm})^3}$$

What is typically neglected for nitroxides and other organic radicals is the deviation of the $g$ factor of the radical from that of the free electron, thus $g_A = g_B \approx g_e$, which results in the approximation given in eqn (6), which is made in the approximating function of DeerAnalysis.\textsuperscript{109} In the Cu(n)-nitroxide RIDME case, this approximation is very good for $g_B = g_{\text{free}}$, but for Cu(n) as the coupled spin, deviations can arise for $g_B = g_{\text{Cu}}$. For the case of Cu(n) complexes with known $g$ factors, an approximate correction has been previously reported.\textsuperscript{116} More information on this can be found in the SII (ESI†). For the often observed approximately square planar coordination of Cu(n), the largest deviation of $g_{\text{Cu}}$ from $g_{\text{free}}$ is along the z-axis and, as an example, a value of $g_{\text{Cu}} = 2.2$ leads to a deviation of $\omega_{\perp}(2 \text{ nm})$ of 100% ($g_{\text{Cu}} - g_e$)/$g_e = 9.9\%$. This translates to an error in the distance calculation of 3.2%. In this work, we neglect such effects and use the standard kernel implemented in DeerAnalysis to process the pulse EPR data.

Orientation-resolved Cu(n)-nitroxide RIDME data were obtained by measuring a series of dipolar evolution time traces at different positions in the nitroxide spectrum. We used a $\pi/2$ pulse length of 50 ns and a $\pi$ pulse length of 100 ns in these experiments in order to have sufficient spectral resolution within the nitroxide spectrum, but still enough excitation bandwidth to cover all dipolar frequencies, estimated from the single-position RIDME experiments with hard m.w. pulses (12/24 ns). The RIDME detection positions within the nitroxide spectrum are shown in Fig. 7(A). RIDME time traces were measured with a long $t_1$ delay, in order to obtain single stretched exponential background. The primary time traces were background corrected with the DeerAnalysis 2016 software, using a stretched exponential fit with varying dimension parameter $n_{\text{BG}}$. The form factor traces and corresponding dipolar spectra are shown in Fig. 7(B and C). All the obtained form factor traces have nearly the same modulation depth, which was equal to the corresponding
modulation depth in single-position RIDME measurements with hard m.w. pulses with the same mixing time. First, this confirms that our single-position measurements of the dipolar modulation buildup kinetics were accurate. Second, it confirms that for long mixing times we obtain nearly isotropic flip probability over the entire Cu(II) spectrum and accordingly achieve the full modulation depth also in the orientation-selective RIDME measurements.

In the SI1 (ESI†) we summarised the theoretical description of the orientation averaging procedure, based on the existing orientation selection theory and the concept of conditional probability. While in practice simple approximate orientation averaging procedures show quite good performance, there are potential problems if the overall excitation profile of either A or B spins is not flat. For instance, summation of several PDS traces detected at different spectral points with rectangular pulses will almost for sure contain waves in the overall effective excitation profile due to the specific wavy shape of the excitation bandwidth of a rectangular microwave pulse, as well as due to the limited number of summed excitation profiles.

In the RIDME experiment, with respect to the Cu(II) (B spin) orientations we are in a good averaging situation, with almost perfectly flat excitation profile as is demonstrated by the same dipolar modulation depth values for different detection positions within the nitroxide spectrum. In other words, each of the orientation-resolved RIDME measurements corresponds to the full set of dipolar frequencies possible for the given set of excited nitroxide orientations, and summed over all possible Cu(II) orientations. A qualitative interpretation of these findings in terms of orientation of the nitroxide moiety in the [Cu(II)–TAHA]–nitroxide 1 will be discussed in combination with the frequency swept RIDME experiments in Section 3.7.

The orientation-averaged Cu(II)–nitroxide RIDME traces were obtained from the orientation-resolved RIDME data measured with the rectangular pulses setup using a procedure which is similar to the one in the recently reported work of Giannoulis et al. First, all primary RIDME traces were normalised to the same signal intensity at the zero time. Second, each trace was multiplied by the nitroxide EPR intensity at the corresponding spectral position. At the third step all such scaled RIDME traces were summed to obtain an orientation-averaged RIDME trace. We also tested an option of performing the background correction prior to the orientation averaging, which was then done with the form factor traces. Due to the lower SNR in the individual traces, this version of data analysis appeared somewhat less robust. Note that detection positions within the nitroxide EPR spectrum were selected such that one could neglect the overlap of the m.w. pulse bandwidths from the neighbouring detection positions. This, however, left relatively broad gaps between the detection positions, and accurate orientation averaging was possible only because the Cu(II)–nitroxide dipolar spectrum changes smoothly with respect to the detection position. Covering the whole nitroxide spectrum by the bandwidths of the detection pulses would be possible if more detection positions and/or broader excitation bandwidths of the m.w. pulses were used, however then some orientations of the nitroxide radicals would be counted more than others due to excitation band overlap. (See the discussion of the eqn (S5)–(S8) in the ESI†) With rectangular pulses, one of these two excitation profile problems persists, unless very elaborate data combination techniques are used. Accurately orientation-averaged dipolar evolution data are thus only accessible for cases with moderate orientation selection, where the probability distribution of orientations of the nitroxide varies smoothly with changing magnetic field. Fortunately, these cases are the most abundant ones in pulse EPR practice.

3.7 Frequency-swept Cu(II)–nitroxide RIDME and geometric interpretation for [Cu(II)–TAHA]–nitroxide

Using frequency-swept (chirped) pulses allowed us to detect the entire set of nitroxide orientations in a single experiment. An example of the chirp RIDME data processing for data obtained with the Cu(II)–nitroxide ruler 1 is shown in Fig. S23–S25 (ESI†). As in the case of rectangular pulses, the chirp RIDME measurements were performed with long $t_1$, in order to ensure a single stretched exponential background decay, and long mixing time for isotropic excitation probability distribution for the Cu(II) spins. The down-converted echo transients for the first few points in a RIDME experiment are shown in Fig. S23(A) (ESI†).

Fourier transformation gives the nitroxide EPR spectrum in frequency domain. The agreement between the field-swept echo-detected EPR spectrum converted to the frequency domain, and the FT-EPR spectrum is rather good (Fig. S23(B), ESI†) up to a slight shift of intensity close to the central frequencies of the
They are suppressed due to multiple flipping events. This would all Cu(II) orientations contribute with equal probability to consistent with our hypothesis that at the chosen mixing time approximately constant over the whole nitroxide spectral range expected lineshape. Furthermore, the modulation depth is noting that the FT-EPR spectrum up to minor differences gives the chirped experiment this uniform excitation is demonstrated by excite all possible nitroxide orientations, and in the case of the dipolar pattern does not exactly match the shape of the predicted spectrum at the maximum of the nitroxide spectrum. The singularities of a Pake pattern are predominantly found in the spectra of nitroxide spins in the z-orientation (blue), whereas for x-orientation (green) the shoulders are dominating. The black vertical lines are at $\omega_{\perp} (v = 2.5 \text{ nm})$, resp. $2\omega_{\perp}$. (C) The orientation-averaged spectra from field-stepped averaging (black) and chirp excitation (blue) are compared to a Pake fit (red). Clearly in both cases the shoulders of the dipolar spectrum (here at $\approx 5 \text{ MHz}$) differ from the Pake lineshape. The slight difference between the averaged spectra of the two methods at low frequencies may be due to a residual contribution of the background fitting artifact.

Fig. 8 Orientation selection from FT-chirped RIDME measured on [Cu(II)–TAHA]–nitroxide 1 at 20 K with $T_{\text{mix}} = 1.6 \text{ ms}$. (A) FT-EPR spectrum; the vertical coloured lines in the nitroxide spectrum indicate the positions for which the dipolar spectra are plotted in (B). (B) Dipolar spectra at several positions in the nitroxide spectrum. The singularities of a Pake pattern are predominately found in the spectra of nitroxide spins in the z-orientation (blue), whereas for x-orientation (green) the shoulders are dominating. The black vertical lines are at $\omega_{\perp} (v = 2.5 \text{ nm})$, resp. $2\omega_{\perp}$. (C) The orientation-averaged spectra from field-stepped averaging (black) and chirp excitation (blue) are compared to a Pake fit (red). Clearly in both cases the shoulders of the dipolar spectrum (here at $\approx 5 \text{ MHz}$) differ from the Pake lineshape. The slight difference between the averaged spectra of the two methods at low frequencies may be due to a residual contribution of the background fitting artifact.

This might be due to imperfect offset compensation, and thus partial suppression of signal from destructive interference or due to the inhomogeneous detection efficiency imposed by the resonator. Resonator and pulse excitation profiles for these experiments can be found in Fig. S23(C) (ESI†).

After background correction along the RIDME time dimension, and the corresponding Fourier transform, the 2D EPR-correlated dipolar coupling pattern is obtained. For selected positions in the nitroxide spectrum (Fig. 8[A]) we show the projections of the dipolar spectra in Fig. 8(B). They closely resemble the spectra obtained with field-stepped RIDME (Fig. 7(C)). The EPR-resolved dipolar coupling pattern for [Cu(II)–TAHA]–nitroxide 1 is shown in Fig. 9(A).

The orientation averaged spectra for the two averaging methods are compared to a Pake fit in Fig. 8(C). Interestingly, the two schemes produce very similar results, but the shape of the dipolar pattern does not exactly match the shape of the predicted Pake fit (red). In both cases the best fit to the ‘classical’ Pake pattern is observed at the maximum of the nitroxide spectrum. This deviation cannot be explained easily by incomplete excitation of orientations any more. Both averaging schemes are designed to excite all possible nitroxide orientations, and in the case of the chirped experiment this uniform excitation is demonstrated by noting that the FT-EPR spectrum up to minor differences gives the expected lineshape. Furthermore, the modulation depth is approximately constant over the whole nitroxide spectral range (compare Fig. S25(B) for chirp experiment, ESI†), which is consistent with our hypothesis that at the chosen mixing time all Cu(II) orientations contribute with equal probability to dipolar modulation. It may still be that at the chosen mixing time, which was rather at the upper suggested limit in both experiments, the components of the Cu(II) orientations that relax faster (i.e. the z-orientations) are already in a range where they are suppressed due to multiple flipping events. This would be consistent with the observation that the total modulation depth is smaller than $\lambda_{\text{max}} = 0.5$. Another consideration is that in our analysis we neglect any influence that the g-factor has on the coupling frequency according to eqn (5). If, indeed, $g_{h} = g_{Cu}$ is strongly correlated to the observed distance one could expect a different averaged spectrum than from standard Pake powder averaging, with ‘smeared out’ regions of the dipolar pattern, depending on the exact geometry and g-strain in the molecule.

While in the presented case the orientation averaging worked equally well for the rectangular and chirp pulses setups, it is expected that for cases with very strong orientation selection (high-field detection, fully rigid well-defined structures of paramagnetic moieties) the approach with chirp pulses will provide better data than the one with rectangular pulses. We expect that due to the need of only a single measurement the chirp-pulse approach will become the standard for orientation-resolved dipolar spectroscopy experiments, once AWG setups with sufficient excitation and detection bandwidth are broadly available. Several methods for the simulation and interpretation of EPR correlated dipolar coupling patterns for nitroxides have been reported previously.$^{68–70,73,117}$ In the scope of this work we do not perform a full fitting of the coupling patterns, but remain with a qualitative interpretation. A graphical representation of the relevant angles is given in Fig. 1(B). Two motions of the nitroxide relative to the long axis of the ruler are possible: $\theta_{NO}$ characterises the tilting of the N–O bond relative to the long axis of the ruler, and $\phi_{NO}$ describes the rotation around this axis. We can use these two angles to describe the orientation of the nitroxide spins (i.e. A spins, and thus $\theta_{A}, \phi_{A}$) as used in the Theory section of ESL†. To analyse the nitroxide-detected RIDME coupling patterns in terms of orientation correlation it is only relevant how $B_{0}$ is oriented with respect to the selected nitroxide spin, thus to identify $P_{d}(\theta_{A},\phi_{A})$ as defined in the Theory section of ESL†. Given an assignment of a dipolar sub-spectrum to such a selection of orientations we can then attribute the relative intensities in the
Pake-like pattern to preferential orientation of the inter-spin vector with respect to \( B \) (which corresponds to finding \( P(\phi_{\text{NO}}) \)).

With \([\text{Cu(II)}–\text{TAHA}]–\text{nitroxide}\) we observe that excitation of the \( x \)-orientation range in the nitroxide spectrum (see inset of Fig. 2(B)) favours a dipolar spectrum with a high representation of parallel orientation of the inter-spin vector \( (\phi_{\text{NO}}=0^\circ) \), whereas excitation of \( z \)-orientations is linked to perpendicular orientations \( (\phi_{\text{NO}}=90^\circ) \). We see no strong differences in the dipolar coupling pattern between \( x \) and \( z \)-orientations of the nitroxide. This indicates cylindrical symmetry of the averaging of the second nitroxide angle \( \phi_{\text{NO}} \) around the long axis of the ruler \( (\text{i.e. a cone-like distribution}).\)

This is expected since the rotation around C–C bonds in the spacer leads to a uniform distribution of the polar angle \( \phi_{\text{NO}} \) as described in Polyhach \textit{et al}.\p59

3.8 Comparison of RIDME results obtained with \([\text{Cu(n)}–\text{TAHA}]–\text{nitroxide}\) and \([\text{Cu(n)}–\text{PyMTA}]–\text{nitroxide}\)

The projections of a chirp RIDME measurement on \([\text{Cu(n)}–\text{PyMTA}]–\text{nitroxide}\) are shown in Fig. 11 and orientation-averaged RIDME data for the \( \text{Cu(n)}–\text{nitroxide}\) rulers 1 and 2 are compared in Fig. 10. Nitroxide and \( \text{Cu(n)} \) EDEPR spectra and continuous wave X-band spectra for the two rulers are shown in Fig. S1 (ESI\p†). \( \text{Cu(n)} \) in ruler 2 exhibits somewhat weaker \( g \)-tensor anisotropy and less resolved hyperfine coupling in the parallel orientation: four steps in the low field part of the EDEPR spectrum are visible for \([\text{Cu(n)}–\text{TAHA}]–\text{nitroxide}\) 1, but not for \([\text{Cu(n)}–\text{PyMTA}]–\text{nitroxide}\) 2. For the same mixing time, we obtained nearly the same dipolar modulation depths for the two rulers, which is consistent with the observation that the relaxation properties of \( \text{Cu(n)} \) in the rulers 1 and 2 are very similar (see SI1, ESI\p†). The dipolar evolution traces reveal striking difference between the two rulers (Fig. 10). For ruler 1 several dipolar oscillations are detected, the corresponding distance distribution is narrow, and is in agreement with the expected spin–spin distance according to the molecular structure. For ruler 2, however, we observed fast dipolar signal decay without any pronounced oscillations, encoding a broad dipolar spectrum.
are currently investigating this phenomenon in detail, involving modulation depths as compared to the anticipated values. We and nitroxide moieties, as well as no significant loss in the dipolar interaction is dominant and the shape of the dipolar spectrum has clear features of the canonical Pake pattern. For this rular the separation between EPR absorption maxima of the nitroxide spins and the Cu(II) ions is $\Delta B = 33$ mT, which approximately translates to the resonance frequency difference $\Delta \nu \approx 920$ MHz (see Fig. 2(A)). Even with the recent major improvements in EPR-resonator technology and UWB excitation this large resonance frequency offset remains challenging for DEER spectroscopy. It is not a unique case: maximum absorption in the Cu(II) EPR spectrum is observed at a similar field for [Cu(II)--PyMTA]--nitroxide 2 as well as for [Cu(II)--terpyridine]--nitroxide. At X-band frequencies, DEER measurements between the maxima of the nitroxide and Cu(II) spectra are facile with commercial resonators and hardware, but orientation averaging is challenging.

In order to qualitatively compare the performance of the DEER and RIDME experiments in this case, we conducted the following two measurements. Both experiments were set up in the same spectrometer session on a 200 $\mu$M sample of [Cu(II)--TAHA]--nitroxide 1, see Fig. 12. First, we set up a DEER experiment with the shortest achievable 48/96 ns pulses for detection on the maximum of the Cu(II) spectrum. For pumping the nitroxide spins we used a pump pulse of duration $t_p = 150$ ns and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is and of bandwidth 450 MHz. To have a pump pulse that is
approximately centred in the nitroxide EPR spectrum we used an offset of pump and detection pulse of +900 MHz. The refocusing delays were set to $t_1 = 400$ ns and $t_2 = 3500$ ns. Due to the strong resonator over-coupling, the critical adiabaticity of the chirp pulse was small, and the experimentally observed inversion efficiency was only 1% (Fig. 12). Note that higher resonator bandwidth and better power conversion could have been achieved with a loop-gap resonator for 1.6 mm samples, albeit at the expense of a reduction of the echo amplitude by about a factor of two.

Second, we performed a RIDME experiment in the following way. The resonator mode was changed to a narrow profile (as seen in the tune picture). The detection frequency was set in the centre of the resonator, to have maximum sensitivity. With such a setup, the detection ($\pi/2$)/$\pi$ pulses of the length of 12/24 ns could be used. The magnetic field was set to the maximum of the nitroxide EPR spectrum at the detection frequency. The transverse evolution delays were set to $t_1 = t_2 = 3500$ ns, in order to avoid the background shape problem, which at the same time removed the ESEEM artefacts from the RIDME trace. The mixing time of $T_{\text{mix}} = 400$ μs was used.

The time-increment for shifting the position of both pump pulse (in DEER) and the mixing block (in RIDME) was set to 8 ns. In the DEER experiment, a reduced number of data points was detected, so that the full range of available transverse evolution period was measured and thus a small additional increase in SNR could be achieved.

The detected RIDME modulation depth was 46% against 1% in DEER, which ensured a major SNR advantage for RIDME in the comparison of the form factor traces. Both measurements revealed a sharp peak at 2.6 nm (2.59 nm for DEER), which was slightly broader in the DEER case (FWHM of 0.08 nm) as compared to the RIDME data (FWHM of 0.06 nm). The small differences in position and width of the distance peak from the DEER data are likely due to the higher noise level in those data, but could be as well related to a stronger orientation selection effect in this measurement. Furthermore, a smearing of the DEER time trace, due to the 150 ns long pump pulse is expected, which would also affect the shape of the distance distribution.

Although a DEER experiment with a dedicated ultra-wideband resonator for 1.6 mm sample tube and systematic chirp pulse optimisation is expected to perform better, the comparison is still representative for a large resonance offset between the pumped and detected species. The RIDME experiment outperforms DEER in this regime. Only the use of bimodal resonators with tunable frequency offset between the two modes could be expected to change this. Thus, for spin pairs consisting of an organic radical and a metal ion complex with a spectral offset from the $g = g_e$ condition by approximately 1 GHz or even more, the RIDME experiment is an advantageous and robust alternative to DEER. Nevertheless there is a clear motivation for the further development of UWB-DEER on such systems as [Cu(II)-TAHA]-nitroxide 1, because the detection on the Cu(a) spins may reveal the orientation of the Cu(a) complex with respect to the dipolar axis. This is not possible from nitroxide detected RIDME, where we have shown that the orientations of the Cu(a) spins are averaged when using optimal mixing times. If we assume, however, that the frequency swept inversion pulse in the UWB DEER experiment has uniformly inverted the nitroxide spins, we have in this dataset the complementary information to the RIDME experiment. Then we can again assume orientation averaging of the B spins (this time the nitroxide spins) and analyse the dipolar spectrum in terms of the orientation of the detected Cu(a) spins. In our particular case the SNR of the DEER traces does not allow a detailed interpretation, but it appears that the shoulders of the Pake-like pattern are slightly suppressed. The detection on the maximum of the Cu(a) spectrum primarily excites spins with $x/y$-orientation, which are not resolved in cases like this with nearly perfect axial symmetry (compare spectra of the Cu(a)-TAHA complex in the Fig. S1, ESI†).

This suggests that the Cu(a) complex is oriented in such a way that the $g_z$ component is aligned with the dipolar axis as is expected based on the molecular structure of the ruler. As in the case of the nitroxide, the free rotation around C–C single bonds in the spacer implies ensemble averaging of the $x$ and $y$ component orientation relative to the spacer moiety. Identifying this orientation of the $g$-tensor with the unique axis in the axially symmetric Cu(a)-TAHA complex allows a tentative prediction of the relative alignment of the nitroxide and the Cu(a) in [Cu(a)-TAHA]-nitroxide 1: the spins are preferentially aligned such that the $x$-axis of the $g$-tensor of the nitroxide, resp. the $z$-axis of the $g$-tensor of the Cu(a) spin (in their respective principle axis systems) point approximately along the ruler backbone axis. Note that we attempted to confirm this interpretation by measuring chirped RIDME with a very short mixing time (data not shown). When using $T_{\text{mix}}$ that is on the timescale of $T_{1,\text{Cu}}$, or even shorter we expect to suppress the $x/y$-orientations of the Cu(a) spins, which we have observed to feature slightly slower longitudinal relaxation, relative to the $z$-orientations (Fig. S7, ESI†). Unfortunately, but predictably, the total modulation depth, and thus the sensitivity, in such measurements is significantly lower throughout the nitroxide spectral dimension, and we observed much higher artifact levels form crossing echoes and ESEEM, which prevented detailed interpretation of the data. This may be different for systems with a more pronounced differential relaxation of the orientations of the Cu(a) spins.

### 4 Conclusion

In this work, we focused on the accuracy of different steps in the measurement and data processing of nitroxide detected Cu(a)-nitroxide RIDME. While some phenomena in Cu(a)-nitroxide RIDME, in particular regarding the background decay shape, are not yet fully understood, the measurements and their analysis can be done in a reproducible and robust way. At the expense of some sensitivity loss, the background problem can be circumvented by using a sufficiently long first interpulse delay in the observer sequence. Importantly, this modification of the RIDME method will allow for more accurate distance measurements in the cases of broad distance distributions, where the presence of the background artefact is a serious problem.

We also further elaborated on the issue of the ESEEM artefact suppression, and proposed an improved approach, based on the
This work was supported by the Deutsche Forschungsgemeinschaft (DFG) within SPP 1601 (GO555/6-2) and by SNF grant 200020 157034. We acknowledge one of the reviewer's of this manuscript for the suggestion to check if the division approach is also capable of removing the RIDME background artefact.
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