ON SUB-GRAPHS OF THE JOHNSON $J(n,k)$ GRAPH INDUCED BY PARTICLE SYSTEMS ON SIMPLE GRAPHS.

JENS WALTER FISCHER♠♣

Abstract. Understanding the topology of the state space has proven to be extremely efficient for dynamical systems with a continuous state space. On the other hand, for particle systems on finite simple graphs, it has not yet been subject to deep investigation due to combinatorial hurdles and existing efficient spectral theoretic approaches to the analysis of classical particle systems. In the context of complex systems with heterogeneous interactions of particles, these techniques can break down due to intractability. This work provides a toolbox of results on the topology of state spaces of particles systems under the sole conditions that exactly one particle moves at a time and no two particles may occupy the same vertex at the same time. The Johnson $J(n,k)$ graph yields the overarching structure and we prove that any particle system may be embedded as a dynamical system on a sub-graph of $J(n,k)$.
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EDIT 02.11.2022: It came to my attention that identical concepts were introduced in [Aud+07] as symmetric kth power of a graph and in [FM+12] as Token Graphs. Our results, while of fundamental nature, are still complementary to what has been discussed in [Aud+07] and [FM+12] as well as to work based on those two publications.

1. Introduction

Particle systems yield in the context of complex systems some accessible toy models, which allow for a reduction of the network complexity and disorder induced by the particle configuration due to an imposed crude structure. See for example [DiaSal93] and the discussion of the exclusion process therein, in particular the case of regular graphs, which are in spite of the richness of this class of graphs, covered by the same result. This breaks down as soon as the structure of these toy models is altered ever so slightly. This work is dedicated to the topology of graphs representing, in particular, the state space of exclusion processes with
k indistinguishable particles on a simple finite connected graph \( L = (V, E) \). We discuss in various examples their link to random graphs and complex systems, in particular, of the social network type with dynamic relationships between individuals. These state spaces can be identified with another graph \( \mathcal{L}_k \) which represents the possible configurations of particles on the underlying simple graph. We will call \( \mathcal{L}_k \) the k particle graph (kPG) to honour the particle system motivation. The vertex set of \( \mathcal{L}_k \) will be given by the k subsets of V neighborhood relationship in \( \mathcal{L}_k \) will be defined by the symmetric difference of two configurations which corresponds to the natural transition behavior of exclusion processes. This links \( \mathcal{L}_k \) naturally to the Johnson graph \( J(|V|, k) \), as defined for example in [HS93], and \( J(|V|, k) \sim \mathcal{L}_k \) if \( L = L_c \) is the complete graph on \( V \). Consider diagram Figure 1 and the links represented therein. It shows dependencies and implications of the properties of one graph and possible deductions and arguments we can formulate, by moving flexibly through the diagram. We start with the formal definition of the kPG, some related graphs, its general properties before moving on to geometric properties and quantitative results under the assumption that \( L \) is regular. This assumption turns out to be weaker than it seems since it applies to important contexts in complex systems, for example the underlying state space topology of models dealing with dynamic relationships in any kind of network.

2. Definition and General Properties

For any finite simple graph \( L = (V, E) \) and an integer \( k \in \{1, \ldots, |V| - 1\} \) we consider in this work the \((L, k)\) induced sub-graph of the Johnson graph \( J(|V|, k) \) where \( L \) is the defining structure for the edges in said graph.

Definition 2.1. Consider a finite simple graph \( L = (V, E) \). Define \( \mathfrak{V}_k = \{ v \subset V \mid |v| = k \} \) and \( \mathfrak{E}_k = \{ (v, w) \mid v \Delta w = \{v, w\}; \langle v, w \rangle \in E \} \). We denote by \( \mathcal{L}_k = (\mathfrak{V}_k, \mathfrak{E}_k) \) the \((L, k)\) induced sub-graph of the Johnson graph \( J(|V|, k) \) and by \( \deg_k(v) \) the degree of \( v \in \mathfrak{V}_k \) in \( \mathcal{L}_k \). We call \( \mathcal{L}_k \) the k-particle graph on \( L \).

A related structure but on the vertex set \( V^k \) was considered in [Wil74] and [GreLov74] motivated by the solvability of the so called 15-puzzle. This puzzle consist of a quadratic...
box which can fit 16 quadratic tiles of adequate size and 15 small enumerated quadratic tiles which correspond to this size carrying numbers 1 to 15. The game then consists in ordering the tiles row by row only by sliding one tile at the time using the remaining free slot, the first row containing the numbers 1 to 4, the second one the numbers 5 to 8 and so on. One can wonder about the existence of a solution to this task depending on the initial configuration of the tiles.

In contrast, to the best of our knowledge, the graph $L_k$ as defined in Definition 2.1, based on some underlying graph $L$, has not yet been considered in the literature. We discuss its rich structure and possible implications of a deeper understanding of it on the analysis of, among various others, vertex induced sub-graphs $L$ throughout the remainder of this section. In Figure 2 we show how to construct $L_k$ from an underlying graph $L$ to illustrate its structure. Evidently, the graph $L_k$ captures all properties of $L$, i.e, we can reconstruct $L$ from $L_k$ up to isomorphisms. To this end, recall that each vertex can be interpreted as a vertex induced sub-graph of $L$ and all edges incident to a specific vertex in $L_k$ corresponds to an edge which points outward of the induced sub-graph. Iterating through all vertices in $L_k$ we can reconstruct all neighborhood relationships in $L$ and, therefore, $L$ up to isomorphisms.

3. General Properties of kPG

We consider exclusively connected graphs $L$ throughout this work, and stay in the beginning in an unconstrained setting with respect to the degree sequence of $L$. Later on we will reduce our scope to regular graphs to obtain deeper quantitative insights. It turns out that $L$ being regular is not a strong assumption when it comes to many applications for which the graph $L_k$ was initially conceptualized. Nonetheless, some important ones may be proven nonetheless and we present them in what follows.

3.1. Topological properties of $L_k$. We start with the connectivity of $L_k$ which it inherits from $L$.

**Theorem 3.1.** Let $L = (V, E)$ be any connected simple graph, $\bar{n} := |V|$ and $k \in \{1, \ldots, \bar{n} - 1\}$. Then, the associated graph $L_k = (\mathcal{V}_k, \mathcal{E}_k)$ is connected.
Having shown that \( L_k \) is connected if and only if \( L \) is connected, we move on to bipartite graphs \( L \) which do render \( L_k \) bipartite. We show the response to this question in Theorem 3.2.

**Theorem 3.2.** The graph \( L \) is bipartite if and only if \( L_k \) is bipartite.

Next, we find that there is a natural link between \( L_k \) and \( L_{\bar{n}-k} \) and the Johnson graph the natural overarching structure for the analysis of the graph \( L_k \). In fact, the symmetric difference, which we used to define edges in \( L_k \), allows for an even deeper identification, now for the graphs \( L_k \) and \( L_{\bar{n}-k} \) being practically identical as shall be shown in the following Theorem 3.3.

**Theorem 3.3.** Let \( L \) be a simple connected graph on \( \bar{n} \) vertices and \( k \in \{1, \ldots, \bar{n}-1\} \). Denote by \( L_k^c \) the \( k \)-particle graph induced by \( L^c \). Then, the graphs \( L_k^c \) and \( (L_k)^c \) satisfy

\[
L_k^c \cong (L_k)^c
\]

where the complement on the right hand side is taken with respect to the Johnson graph \( J(\bar{n},k) \). Furthermore, the graph \( L_k \) satisfies \( L_k \cong L_{\bar{n}-k} \).

These observations on the topological properties of the \( k \) particle graph form the basis for the following quantitative results, which we obtain via combinatorial considerations.

### 3.2. Geometric structure of \( L_k \).

The \( k \) particle graph \( L_k \) carries all symmetries which are also present in \( L \) and \( L \) is the defining object for the local and global structure of \( L_k \). We can capture the implied sub-graph structures in \( L_k \) combinatorically, in particular, when considering cliques in \( L \).

**Theorem 3.4.** Let \( L \) a simple connected graph on \( \bar{n} \) vertices, \( k \in \{1, \ldots, \bar{n}-1\} \) and \( c \in \mathbb{N} \). Then \( L \) contains a clique of size \( c \) if and only if \( L_k \) contains a Johnson graph \( J(c,k') \) for all \( k' \in \{\max\{1,k-(\bar{n}-c)\}, \ldots, \min\{k,c-1\}\} \).

Additionally, with \( \Delta^L_c \) denoting the number of cliques of size \( c \) in \( L \), the number \( \iota^L_{k,c} \) of Johnson graphs \( J(c,k') \) in \( L_k \) is given by

\[
\iota^L_{k,c} = \binom{\bar{n}-c}{k-k'} \Delta_c^L.
\]

Using the convention that \( \binom{z}{z} = 0 \) for all \( z \in \mathbb{Z}^- \) we obtain the following result on the clique structure of \( L_k \).

**Theorem 3.5.** Let \( L \) a simple connected graph on \( \bar{n} \) vertices, \( k \in \{1, \ldots, \bar{n}-1\} \) and \( c \in \mathbb{N} \). Denote by \( \Delta^L_c \) the number of cliques of size \( c \) in \( L \), the number \( \Delta^{L_k}_{c,k} \) of cliques of size \( c \) in \( L_k \) is given by

\[
\Delta^{L_k}_{c,k} = \left( \binom{\bar{n}-c}{k-1} + \binom{\bar{n}-c}{k-(c-1)} \right) \Delta^L_c.
\]

The identity implies directly, that there are no large cliques in \( L_k \). All clique sizes in \( L \) imply at most one clique size in \( L_k \). In the special case of a regular graph \( L \), further claims can be made.

**Corollary 3.6.** If \( L \) is a \( \bar{d} \) regular graph, but not complete, which contains a clique of size \( c \), then \( L_k \) contains a clique of size \( c \).
Let Theorem 3.7.

This term is positive if and only if \( \frac{n-c}{k-1} + \frac{n-c}{k-(c-1)} > 0 \) which amounts to \( k - (c-1) > 0 \) or \( k-1 < n-c \). Assume that \( k - (c-1) < 0 \) and \( k-1 > n-c \). Then, we conclude \( \frac{n}{2} + 1 < c \).

Therefore, the clique has size greater than half of the vertex set but \( L \) is regular and not complete such that we obtain a contradiction. \( \square \)

Furthermore, we can characterize the diameter of the \( L_k \) as a function of the outer boundary of \( k \)-sub-graphs.

**Theorem 3.7.** Let \( L \) be a simple connected graph on \( n \) vertices with \( \text{diam}(L) = 2 \) and \( k \in \{1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor \} \). Denote by \( L_{v_*} \) the vertex induced sub-graph of \( L \) on \( k \) vertices \( v_* \in L_k \) with the smallest outer boundary, i.e.,

\[
O_b(L_{v_*}) := \left| \left( \bigcup_{v \in v_*} N_v \right) \setminus v_* \right| = \min_{w \in O_k} \left| \left( \bigcup_{w \in w} N_w \right) \setminus w \right|.
\]

Define \( \Delta_2^{(k)}(L) := \min \{ n - O_b(L_{v_*}) - k, k \} \). Then, the diameter of \( L_k \) satisfies

\[
\text{diam}(L_k) = 2k - |k - \Delta_2(L)| = k + \Delta_2(L).
\]

**Proof.** Since the diameter of the graph is given by a max-min problem over the paths in the graph, we have to consider paths in \( L_k \). In fact, this can be interpreted as moving particle systems of size \( k \) on the underlying \( L \). Under the assumption \( \text{diam}(L) = 2 \) we can define for any \( v \in O_k \) the outer boundary of \( v \) as a sub-graph of \( L \) by

\[
O_b(L_v) := \left| \left( \bigcup_{v \in v} N_v \right) \setminus v \right|.
\]

These are the vertices in \( L \) which are not in \( v \) and for which there is a \( v \in v \) such that they are neighbors. Note that possibly the set \( \{ w \in O_b(L_v) \mid \exists v \in v : d_L(v, w) = 2 \} \) is not empty but due to the assumption \( \text{diam}(L) = 2 \) for all \( v, w \in V \) we have \( d_L(v, w) \leq 2 \). Consider now the set \( V \setminus (A_b(L_v) \cup v) \) which corresponds to the set of vertices which are at distance 2 of all \( v \in v \). We write

\[
A(L_v) = |V \setminus (O_b(L_v) \cup v)| = n - |O_b(L_v)| - k.
\]

Then, exactly \( A(L_v) \) particles in \( v \) have to be displaced at most by 2 to attain any other configuration \( w \), even at a minimal distance. Consequently, the maximal minimal distance from \( v \) to any \( w \) is given by

\[
\max_{v,w} d(v, w) = 2 \max \{ 0, \min \{ k, A(L_v) \} \} + \max \{ 0, \min \{ n-k, k - A(L_v) \} \}.
\]

Note that \( A(L_v) \) is maximized by \( v_* \) as defined in the assumptions of the theorem and since \( \max_{v,w} d(v, w) \) is monotonic in \( A(L_v) \) and \( \min \{ k, A(L_{v_*}) \} = \Delta_2^{(k)}(L) \) we conclude

\[
\text{diam}(L_k) = \max_{v,w} d(v, w) = 2 \max \{ 0, \min \{ k, A(L_{v_*}) \} \} + \max \{ 0, \min \{ n-k, k - A(L_{v_*}) \} \}.
\]
Under the assumption $k \in \{1, \ldots, \lceil \frac{n}{2} \rceil \}$ we find $\bar{n} - k \geq \lfloor \frac{n}{2} \rfloor \geq k - \mathcal{A}(L_0)$ and using $\Delta_2^{(k)}(L) \geq 0$, we obtain

$$\text{diam}(\mathcal{L}_k) = 2 \min\{k; \Delta_2^{(k)}(L)\} + \max\{0, k - \mathcal{A}(L_0)\} = \min\{2k, 2\Delta_2^{(k)}(L)\} + k - \Delta_2^{(k)}(L) = k + \Delta_2^{(k)}(L) - |k - \Delta_2^{(k)}(L)| + k - \Delta_2^{(k)}(L) = 2k - |k - \Delta_2^{(k)}(L)|$$

and finally, since $\Delta_2^{(k)}(L) \leq k$ we conclude $\text{diam}(\mathcal{L}_k) = k + \Delta_2^{(k)}(L)$. $\square$

We see from the equation $\text{diam}(\mathcal{L}_k) = 2k - |k - \Delta_2(L)|$ that the crude upper of the diameter of $\mathcal{L}_k$ by $\text{diam}(L)$ $k$ is only correct if $\Delta_2(L) = k$, which implies $\bar{n} - \mathcal{O}_b(L_0) - k \geq k$ and, therefore, also

$$\bar{n} - 2k \geq \mathcal{O}_b(L_0).$$

Since $\mathcal{O}_b(L_0)$ describes the smallest outer boundary of any vertex induced sub-graph on $k$ vertices this becomes a more and more restrictive condition on the geometry of $L$ as $k$ tends to $\lfloor \frac{n}{2} \rfloor$. This leads to the following realization.

**Corollary 3.8.** Let $L$ be a star graph with $n$ beams and $k \leq \frac{n-1}{2}$. Then, the diameter of $\mathcal{L}_k$ satisfies $\text{diam}(\mathcal{L}_k) = 2k$.

Therefore, due to Corollary 3.8 the diameter 2 graph $L$ which implies a maximal $k$ for which the particle has diameter 2 is the star graph, which has a very forgiving structure and which has many analytically describable properties. It gives also an intuition on how to prove further properties of $\mathcal{L}_k$. We find explicitly the vertex connectivity of $\mathcal{L}_k$.

**Theorem 3.9.** Let $L$ be a $d$-regular graph on $\bar{n}$ vertices and let $k \in \{1, \ldots, \bar{n} - 1\}$. Then, $\kappa(\mathcal{L}_k) = \min_{v \in \mathcal{V}_k} \text{deg}_k(v)$ and a corresponding vertex cut is the neighborhood of $v, v \in \mathcal{V}_k$ with $\text{deg}_k(v) = \min_{v \in \mathcal{V}_k} \text{deg}_k(v)$.

We illustrate first the proof of Theorem 3.9. Assume we have any $d$-regular graph and $k = 2$ particles. The proof is based on the idea of constructing marked path in $L$ and applying Menger’s theorem to the ensemble of those paths. Fix to this end two configurations $v = \{v_1, v_2\}$ and $w = \{w_1, w_2\}$ which are two vertices in $\mathcal{L}_2$. Now consider shortest paths $\phi_{v_1, w_1}, \phi_{v_2, w_2}$ from $v_1$ to $w_1$ and from $v_2$ to $w_2$, respectively. We can obtain $\bar{d} - 1$ distinct pairs of marked paths if either $v_1$ and $w_1$ or $v_2$ and $w_2$ are neighbors by the following construction. Assume without loss of generality that $v_1$ and $v_2$ are neighbors.

1. Move the particle at $v_2$ to one of its neighbors $\bar{v}_2$ which are not $v_1$.
2. Move the particle at $v_1$ along $\phi_{v_1, w_1}$ to $w_1$.
3. Move the particle at $w_1$ to any neighbor $\bar{w}_1$ which is not $w_2$.
4. Move the particle at $\bar{v}_2$ through $v_2$ along $\phi_{v_2, w_2}$ to $w_2$.
5. Move the particle at $\bar{w}_1$ to $w_1$.

Since there are $d - 1$ neighbors of $v_2$ and at least $d - 1$ neighbors of $w_1$ which allow this construction, we obtain $\bar{d} - 1$ distinct pairs of marked paths. By symmetry of $v_1$ and $v_2$, we can construct exactly $2(\bar{d} - 1)$ distinct pairs of marked graphs which correspond to $2(\bar{d} - 1)$ paths in $\mathcal{L}_2$. Since the minimal degree in $\mathcal{L}_2$ is equal to $2(\bar{d} - 1)$ we obtain by Menger’s theorem the result given in Theorem 3.9 for $k = 2$ and by construction that the vertex cut is the neighborhood of the vertex in $\mathcal{L}_2$ with minimal degree. The main challenge of the
proof for arbitrary \( k \) will be to rule out blockages between particles when they move along the shortest paths \( \phi \) between their origin and their destination.

For the general case, the first point in the construction becomes: Move all particles \( v_j \) but the particle at \( v_i \) to one of their neighbors \( \tilde{v}_i \) which are not \( v_i \). The particle \( v_i \) will then be moved as described before, then a second one goes to its original position, then moves and so on.

Proof. Using the same construction as described before but with any number \( k \) of particles, consider the initial configuration \( v = \{v_1, \ldots, v_k\} \) and the final configuration \( w = \{w_1, \ldots, w_l\} \) and assume that \( l \) particles \( \{v_{i_1}, \ldots, v_{i_l}\} \) have already been moved to neighbors \( \{w^{(n)}_{i_1}, \ldots, w^{(n)}_{i_l}\} \) of corresponding destinations \( \{w_{i_1}, \ldots, w_{i_l}\} \). Moreover, assume that \( \{v_{i_1}, \ldots, v_{i_{k-l}}\} \) have been moved to respective neighbors \( \{w^{(n)}_{i_1}, \ldots, w^{(n)}_{i_{k-l}}\} \). Finally, we want to move \( v_{i_k} \) along the shortest path \( \phi_{v_{i_k},w_{i_k}} \). If no occupied vertices lie in \( \phi_{v_{i_k},w_{i_k}} \), then nothing else has to be said. If there is an index \( s \) such that \( \phi_{v_{i_k},w_{i_k}}(s) \) is occupied, move \( v_{i_k} \) to \( \phi_{v_{i_k},w_{i_k}}(s-1) \), then move the particle in \( \phi_{v_{i_k},w_{i_k}}(s) \) to \( \phi_{v_{i_k},w_{i_k}}(s+1) \), and finally, the particle which comes from \( v_{i_k} \) to \( \phi_{v_{i_k},w_{i_k}}(s) \) and, finally, the particle which is now in \( \phi_{v_{i_k},w_{i_k}}(s+1) \) continues along \( \phi_{v_{i_k},w_{i_k}} \). Since all other particles are in the neighborhood of initial or final positions, varying their positions in the respective neighborhoods leads to unique marked encounters along shortest paths. Consequently, the number of marks a single particle \( v \), which moves to \( w \), gives is \( \min\{d - \deg^L_{v}(v), d - \deg^L_{w}(w)\} \). Iterating through all possible configurations of particles in neighborhoods of initial and final positions, we sum over all \( v \in v \) and \( w \in w \) and conclude that there are in total \( \min\{\deg_k(v), \deg_k(w)\} \) distinct ways to mark paths of particles in \( v \) to sites in \( w \). Consequently, we obtain that the number of sets of size \( k \) of distinct marked paths and, therefore, the number of distinct paths in \( \mathcal{L}_k \) between \( v \) and \( w \) is given by \( \min\{\deg_k(v), \deg_k(w)\} \).

Therefore, the minimal number of distinct paths between any two vertices \( u, w \) in \( \mathcal{L}_k \) is

\[
\min_{v, w} \min\{\deg_k(v), \deg_k(w)\} = \min_{v} \deg_k(v).
\]

By Menger’s theorem, this yields \( \kappa(\mathcal{L}_k) = \min_{v} \deg_k(v) \). \( \square \)

Again, to illustrate the result in a more intuitive we come back to the example of the star graph and present a short proof in this special case, which gives a first taste of the general proof structure of Theorem 3.9.

Corollary 3.10. Let \( L \) be the star graph on \( n + 1 \) vertices and \( n \) beams. Let \( k \in \{1, \ldots, n\} \). The star graph \( L \) has vertex connectivity \( \kappa(L) = 1 \) and \( \mathcal{L}_k \) satisfies

\[
\kappa(\mathcal{L}_k) = \begin{cases} 
    k, & k \leq \frac{n+1}{2}, \\
    n + 1 - k, & k \geq \frac{n+1}{2}.
\end{cases}
\]

Proof. We only consider the case \( k \leq \frac{n+1}{2} \). The second case follows by Proposition 3.3. We denote by \( \alpha \) the center of the star and by \( \beta_1, \ldots, \beta_n \) the vertices at the ends of the beams. Let \( v \in \mathcal{D}_k \). We have to consider two cases, namely \( \alpha \in v \) and \( \alpha \notin v \). If \( \alpha \notin v \), i.e., \( v \subseteq \{\beta_1, \ldots, \beta_n\} \), then any path \( (v, u, w) \) from \( v \) to \( w \subseteq \{\beta_1, \ldots, \beta_n\} \) of length 2 has to include \( \alpha \) in \( u \). Consequently, any \( v \subseteq \{\beta_1, \ldots, \beta_n\} \) has exactly \( k \) neighbors and by the same
argument any \( v \) containing \( \alpha \) has exactly \( n + 1 - k \) neighbors. Furthermore, for \( v, w \in \mathcal{V}_k \) with \( v \neq w \) and \( \alpha \in v \) as well as \( \alpha \in w \) we have \( \langle v, w \rangle \notin \mathcal{E}_k \). Consequently, an edge \( \langle v, w \rangle \in \mathcal{E}_k \) if and only if \( \alpha \in v \) and \( \alpha \notin w \) or vice versa. Therefore, as long as \( v \) is connected to at least one other vertex \( w \) there is a path to any other \( v' \in \mathcal{V}_k \). We conclude that the vertex connectivity is given by the minimal degree which is \( \min\{k, \bar{n} + 1 - k\} \). This yields the claim. 

We see that the \( \mathcal{L}_k \) carries over a lot of structure from \( L \) which makes it richer but also more challenging from an analytical point of view. This is also true for the automorphism group of \( \mathcal{L}_k \), to which we turn now.

**Theorem 3.11.** Let \( L \) be a simple connected graph \( k \in \{1, \ldots, \bar{n} - 1\} \). Then, the automorphism group \( \text{Aut}(L) \) of \( L \) induces a sub-group of the automorphism group \( \text{Aut}(\mathcal{L}_k) \) of \( \mathcal{L}_k \).

Indeed, the automorphism group of \( \mathcal{L}_k \) is larger then the sub-group induced by \( \text{Aut}(L) \). To this end, we consider identifiable sub-graphs \( v, w \in \mathcal{V}_k \). Define for \( v, w \in \mathcal{V}_k \) the equivalence relation \( v \sim w \) if and only if \( L_{v, w} = L_{w, v} \). For fixed \( v \), define \([v] := \{u \in \mathcal{V}_k | u \sim v\}\) the equivalence class of \( v \). We consider a fixed equivalence class \([v_1]\) and define for \( v, w \in [v_1]\) by \( \Phi^v_w \) the isomorphism \( L_{v, w} \sim L_{w, v} \). We can extend \( \Phi^v_w \) to an automorphism of \( \mathcal{L}_k \) which is not induced by an automorphism on \( L \).

First, consider the neighborhood of \( v \). Since all vertices in the neighborhood of \( v \) consist of subsets of \( V \) of size \( k \) which differ from \( v \) by exactly one vertex in \( L \) and \( L_{v, w} \) represents all possible transitions to neighbors of \( v \), we exploit \( L_{v, w} = L_{w, v} \) to obtain a mapping from the neighborhood of \( v \) to the neighborhood of \( w \) under which the equivalence classes with respect to \( \sim \) are invariant. Iteratively, by this construction we obtain a map \( \tilde{\Phi}^v_w : \mathcal{L}_k \rightarrow \mathcal{L}_k \) which preserves the neighborhood property. Consequently, \( \tilde{\Phi}^v_w \) defines an automorphism of \( \mathcal{L}_k \). By changing \( v \) and \( w \) we obtain another such map since \( \tilde{\Phi}^v_w(v) = w \) and, hence, \( \tilde{\Phi}^v_w(v) = w' \) for another \( w' \in [v_1] \) which implies that \( \text{Aut}(\mathcal{L}_k) \) is larger then the induced automorphism from \( L \).

### 4. Proofs of general properties

**Proof of Theorem 3.1.** For this proof we use the concept of multi-sets, i.e., sets which allow the appearance of the same element multiple times. E.g., \( \{1, 1, 2\} \neq \{1, 2\} \). If a function acts on a multi-set in such a way that it changes one specific element which appears multiple times only one of them is altered. Assume for the rest of this proof that any set is a multi-set and any function mapping from sets to sets maps from multi-sets to multi-sets instead. In particular, any \( v \in \mathcal{V}_k \) will be considered as a multi-set.

Since \( L \) is connected, there is for any pair \( v, w \in V \) a self-avoiding \( \phi_{v, w} \) between \( v \) and \( w \). Let \( v, w \in \mathcal{V}_k \). We are going to prove that there is path between \( v \) and \( w \). Define \( \bar{v} := v \setminus w \) and \( \bar{w} \), analogously. Since \( |v| = k = |w| \) also \( |\bar{v}| = |\bar{w}| \).

Fix \( v_1 \in \bar{v} \) and \( w_1 \in \bar{w} \). Then there exists a path \( \phi_{v_1, w_1}^1 \) in \( L \). We want to construct iteratively a sequence of maps \( (\Phi_1^1)_{i=1}^{[\phi_{v_1, w_1}^1]} \) by

\[
\Phi_1^1(u_0^1) = (v \setminus \{\phi_{v_1, w_1}^1(0)\}) \cup \{\phi_{v_1, w_1}^1(1)\} =: u_1^1
\] (4.1)
with \( u_0^0 = v \). Furthermore, \( u^1_j = \Phi^1_{j-1}(u^1_{j-1}) \). With the same procedure for \( j = 2, \ldots, |\bar{w}| \) and \( u_0^j = u_{\phi_{j-1},w_{j-1}} \), we obtain a sequence of maps

\[
\Psi = \left( \Phi^1_1, \ldots, \Phi^1_{|\phi_{v_1,w_1}|}, \Phi^2_1, \ldots, \Phi^{|\bar{w}|}_{|\phi_{v_{\bar{w}}}|,w_{\bar{w}}} \right)
\]

which maps \( v \) to \( w \) by \( \left( \Phi^1_{|\phi_{v_1,w_1}|} \circ \cdots \circ \Phi^2_1 \circ \Phi^1_{|\phi_{v_1,w_1}|} \circ \cdots \circ \Phi^1_1 \right)(v) = w \). Elements might appear twice in the same \( u^j_k \). Denote by \( \tau \) the first entry in \( \Psi \) such that \( (\Psi_\tau \circ \cdots \circ \Psi_1)(v) \) contains the same entry twice and by \( \kappa \) the largest number such that \( (\Psi_{\tau+k} \circ \cdots \circ \Psi_1)(v) \) contains one entry twice for \( \tau = 0, \ldots, \kappa \). Transform the vector \( (\Psi_\iota)_{\iota=1}^{\tau+k} \) into

\[
(\Psi_\iota)_{\iota=1}^{\tau+k} := (\Psi_1, \ldots, \Psi_{\tau+k}, \Psi_{\tau+k-1}, \ldots, \Psi_\tau).
\]

Then \( (\Psi_{\tau+k} \circ \cdots \circ \Psi_1)(v) \) contains all elements only once for \( \iota = 0, \ldots, \kappa \). Iterate this procedure until \( \Psi' = (\Psi_{\iota'})_{\iota=1}^{\psi} \) such that for all \( \iota' \in \{1, \ldots, |\Psi|\} \) we have \( (\Psi_{\iota'} \circ \cdots \circ \Psi_1)(v) \in \Phi_k \) and for \( \iota' \in \{1, \ldots, |\Psi| - 1\} \),

\[
\nu = (\Psi_{\iota'} \circ \cdots \circ \Psi_1)(v) \triangle (\Psi_{\iota'+1} \circ \cdots \circ \Psi_1)(v) = \{u_{\iota'}^j, u_{\iota'+1}^j\}
\]

with \( \{u_{\iota'}^j, u_{\iota'+1}^j\} \in E \) and \( (\Psi_{\iota'} \circ \cdots \circ \Psi_1)(v) = w \). Hence \( ((\Psi_{\iota'} \circ \cdots \circ \Psi_1)(v))_{\iota'=0}^{\psi} \) defines a path from \( v \) to \( w \) in \( \Phi_k \).

**Proposition 4.1.** If \( L \) is bipartite so is \( \Phi_k \).

**Proof.** We again use the notion of multi-sets. Assume \( \Phi_k \) is not bipartite and let \( \phi = (v_1, v_2, \ldots, v_1, v_1) \) be a cycle of odd length, i.e., \( l \) is an odd positive integer. Let \( v_{l+1} = v_1 \) and define the multi-set \( E_\phi \) of edges in \( L \) by

\[
E_\phi = \{ (v, w) \in E | \exists i \in \{1, \ldots, l\}, v_i \triangle v_{i+1} = \{v, w\} \}.
\]

Since \( \phi \) is a cycle we can use the edges in \( E_\phi \), for any \( v \in v_1 \) a cycle \( \phi_v \) in \( L \) such that the edges in all cycles \( \phi_v \) combined correspond to \( E_\phi \). Since \( L \) is bipartite, \( |\phi_v| \) is even for every \( v \) and \( |E_\phi| = |\phi| \) is odd but

\[
|\phi| = |E_\phi| = \sum_{v \in v_1} |\phi_v|
\]

where the left hand side of the equation is odd and the right hand side is even which leads to a contradiction.

Before we can continue with the proof of an equivalence for bipartite graphs we need a preliminary lemma, which adds additional information about a lower bound on the length of odd cycles in \( L \) if \( \Phi_k \) is bipartite. This, in turn, yields a construction of a odd cycle in \( \Phi_k \) which will lead in Proposition 4.3 to the conclusion that \( \Phi_k \) bipartite implies also \( L \) bipartite.

**Lemma 4.2.** If \( \Phi_k \) is bipartite then the shortest odd cycle in \( L \) is longer than \( n - k + 1 \).

**Proof.** Let \( k \in \{1, \ldots, n - 1\} \) and assume there is an odd cycle \( \phi = (v_1, v_2, \ldots, v_l, v_1) \) in \( L \) with \( |\phi| \leq n - k + 1 \). Then choose a set \( v \subset V \setminus \{v_2, \ldots, v_l\} \) and \( v_1 \in v \). Note that \( |V \setminus \{v_2, \ldots, v_l\}| \geq k \) under the condition of the length of \( \phi \). Define the cycle \( \Phi = (v_1, v, v_2, \ldots, v_l, v_1) \) by \( v_{l+1} = v \setminus \{v_l\} \cup \{v_{l+1}\} \). Then, \( \Phi \) is an odd cycle which is a contradiction to the fact that \( \Phi_k \) is bipartite.

\[\square\]
The goal is obviously to show that the lower bound shown in Lemma 4.2 is rather conservative, the length of a non-existing walk being defined as infinity. Nonetheless, the intermediate step, deriving a lower bound on the length of odd cycles in \( L \) if \( \mathcal{L}_k \) is bipartite, allows us the construction of a cycle in \( \mathcal{L}_k \) based on any odd cycle in \( L \) with identical length. This yields the following result.

**Proposition 4.3.** If \( \mathcal{L}_k \) is bipartite for some \( k \in \{1, \ldots, \bar{n} - 1\} \) then so is \( L \).

**Proof.** Also for this proof we use the concept of multi-sets and consider all \( \mathcal{L} \) as multi-sets. Consider \( \mathcal{L}_k \) as bipartite and assume \( k \leq \bar{n} / 2 \) as well as \( L \) not bipartite. Then there exists an odd cycle \( \phi \in L \) and by assumption as well as Lemma 4.2 we have \(|\phi| \geq \bar{n} - k + 1 \geq \bar{n} / 2 + 1 \geq |v|\) for all \( v \in \mathcal{V}_k \). Consider \( v \in \mathcal{V}_k \) with \( \phi_1 \in v \). We define a sequence of maps \( (\Psi_i)_{i=1}^{\bar{n}} \) on multi-sets by

\[
\Psi_i(w) = \begin{cases} 
    (w \setminus \{\phi_i\}) \cup \{\phi_{i+1}\}, & \text{if } \phi_i \in w \\
    w, & \text{otherwise.}
\end{cases}
\]

and define \( \Psi = (\Psi_1, \ldots, \Psi_{|\phi|} \circ \cdots \circ \Psi_1) \). This way \( (\Psi_{|\phi|} \circ \cdots \circ \Psi_1)(v) = v \) and \(|(\Psi_1 \circ \cdots \circ \Psi_1)(v)| = k \) for all \( i = 1, \ldots, |\phi| \).

Along the lines of the proof of Proposition 4.2 denote by \( \tau \) the first entry in \( \Psi \) such that \( (\Psi_1 \circ \cdots \circ \Psi_1)(v) \) contains the same entry twice and by \( \kappa \) the largest number such that \( (\Psi_{\tau + \ell} \circ \cdots \circ \Psi_1)(v) \) contains one entry twice for \( \ell = 0, \ldots, \kappa \). Remark that both \( \tau \) and \( \kappa \) are well defined and finite due to \(|\phi| \geq k \). Transform the vector \((\Psi_\ell)_{\ell=1}^{\tau + \kappa}\) into

\[
(\Psi_\ell')_{\ell=1}^{\tau + \kappa} := (\Psi_1, \ldots, \Psi_{\tau + \kappa}, \Psi_{\tau + \kappa - 1}, \ldots, \Psi_\tau).
\]

Then \((\Psi_{\tau + \ell} \circ \cdots \circ \Psi_1')(v) \) contains all elements only once for \( \ell = 0, \ldots, \kappa \). Iterate this procedure until \( \Psi' = (\Psi_\ell' \circ \cdots \circ \Psi_1')(\Psi_{\ell=1}^{\bar{n}}) \). Indeed, this leads to \((\Psi_{|\phi|} \circ \cdots \circ \Psi_1')(v) = v \) and \((\Psi_{\ell'} \circ \cdots \circ \Psi_1')(v) \in \mathcal{V}_k \) for all \( \ell' = 1, \ldots, |\phi| \). Hence, the vector \((\Psi_{\ell'} \circ \cdots \circ \Psi_1')(v))_{\ell=1}^{\bar{n}} \) defines a cycle of length \(|\phi| \) in \( \mathcal{L}_k \). But \( \phi \) is an odd cycle which leads to a contradiction. The claim follows since \( \mathcal{L}_k \approx \mathcal{L}_{\bar{n} - k} \).

To complete this first part on the global structure of \( \mathcal{L}_k \) for simple connected graphs \( L \), we consider the complement of \( L \) denoted by \( L^c \) and the relationship between the induced graph \( \mathcal{L}_k^c \) and \( (\mathcal{L}_k)^c \) where the complement is taken with respect to the Johnson graph \( J(\bar{n}, k) \).

**Lemma 4.4.** Let \( L = (V, E) \) be a simple connected graph on \( \bar{n} := |V| \) vertices and \( k \in \{1, \ldots, \bar{n} - 1\} \). Denote by \( L_v = (v, E_v) \) the vertex induced sub-graph of \( v \) in \( L \) and by \( L_v^c = (v, E_v^c) \) the vertex induced sub-graph of \( v \) in \( L^c = (V, E^c) \). Denote by \( \mathcal{L}_k \) and \( \mathcal{L}_k^c \) the \( k \)-particle graphs of \( L \) and \( L^c \), respectively. Moreover, denote by \( \deg_k(v) \) the degree of \( v \) in \( \mathcal{L}_k \) and by \( \deg_k^c(v) \) the degree of \( v \) in \( \mathcal{L}_k^c \). Then,

\[
\deg_k(v) + \deg_k^c(v) = k(\bar{n} - k).
\]

**Proof.** For any subset \( v \subset V \) with \(|v| = k \) the size of the induced sub-graphs of \( L \) and \( L^c \) satisfy

\[
|E_v| + |E_v^c| = \frac{k(k - 1)}{2}.
\]
Additionally, we derive
\[
\text{deg}_k(v) + \text{deg}^c_k(v) = \sum_{v \in V} \text{deg}(v) - \text{deg}^L_v(v) + (\bar{n} - 1 - \text{deg}(v)) - \text{deg}^L_v(v) = k(\bar{n} - 1) - 2(|E_v| + |E^c_v|) = k(\bar{n} - 1) - k(k - 1) = k(\bar{n} - k).
\]

\[\square\]

**Proof of Theorem 3.3.** Consider \((\mathcal{L}_k)^c\). Then an edge \(<v, w>\) in \(J(\bar{n}, k)\) is an edge in \((\mathcal{L}_k)^c\) if and only if \(v \Delta w = \{v, w\}\) and \(<v, w> \notin E\). Consequently, \(<v, w>\) is an edge in \((\mathcal{L}_k)^c\) if and only if \(v \Delta w = \{v, w\}\) and \(<v, w> \in E^c\). Therefore, \(<v, w>\) is an edge in \(\mathcal{L}^c_k\). Since the vertex sets are identical and by Lemma 4.4 each edge in \(J(\bar{n}, k)\) is either an edge in \(\mathcal{L}_k\) or \(\mathcal{L}^c_k\), we conclude \(\mathcal{L}^c_k \cong (\mathcal{L}_k)^c\).

We turn now to the second claim. By basic combinatorics of drawing without repetition \(|\mathfrak{V}_k| = \binom{n}{\bar{n}} = |\mathfrak{V}_{\bar{n}-k}|\) holds true. Let \(v \in \mathfrak{V}_k\) and define \(v^c := V \setminus v \in \mathfrak{V}_{\bar{n}-k}\).

Define the map \(\Phi_{\bar{n}-k}^c(v) = v^c\) which is bijective due to the preceding observations. Let \(v, w \in \mathfrak{V}_k\) such that \(<v, w> \in \mathfrak{C}_k\). Hence, \(v \Delta w = \{v, w\}\) and \(<v, w> \in E\) and \(v^c \Delta w^c = \{v, w\}\) and \(<v, w> \in E\). Therefore, also \(\Phi^c_{\bar{n}-k}(v) = v^c \sim w^c = \Phi^c_{\bar{n}-k}(w)\). The map \(\Phi^c_{\bar{n}-k}\), therefore, defines an isomorphism between \(\mathcal{L}_k\) and \(\mathcal{L}_{\bar{n}-k}\) and, consequently, \(\mathcal{L}_k \cong \mathcal{L}_{\bar{n}-k}\). \[\square\]

**Proof of Theorem 3.11.** We construct in what follows the explicit corresponding automorphism to any automorphism \(\phi \in \text{Aut}(L)\). Let \(\phi \in \text{Aut}(L)\) and define the map \(\Phi\) on \(\mathfrak{V}_k\) by \(\Phi(v) = \{\phi(v)\mid v \in v\}\). Then, if \(\Phi(v) \Delta \Phi(w) = \{u, \bar{u}\}\) we have \(<\Phi(v), \Phi(w)> \in \mathfrak{C}_k\) if and only if \(<u, \bar{u}> \in E\). Now assume that \(<u, \bar{u}> \in \mathfrak{C}_k\) and \(v \Delta w = \{v, w\}\). Then, we obtain that \(\Phi(v) \Delta \Phi(w) = \{u, \bar{u}\} = \{\phi(v), \phi(w)\}\) and since \(\phi\) is an isomorphism on \(L\) we arrive, moreover, at \(<u, \bar{u}> \in E\). Therefore, we can conclude \(<\Phi(v), \Phi(w)> \in \mathfrak{C}_k\) which implies that any automorphism on \(L\) defines an automorphism on \(\mathcal{L}_k\). \[\square\]

5. kPGs induced by regular graphs

In what follows we focus on regular graphs and we assume, thus, for the reminder of this section, that \(L\) is a \(d\)-regular graph. This allows us to state explicit quantitative results as well as give the explicit correspondence of the relationship of a regular graph with a complete graph and the associated \(\mathcal{L}_k\) with \(J(\bar{n}, k)\).

5.1. Combinatorial properties of kPGs. Note the Corollary 5.5 yields that all vertices in \(\mathcal{L}_k\) have either even or odd degree. Hence, the size of vertices with even or odd degree is always the full vertex set size. We state for completeness its size which follows from standard combinatoric considerations as well as the size of the edge set, which demands a more involved analysis.

**Proposition 5.1.** Consider the graph \(\mathcal{L}_k = (\mathfrak{V}_k, \mathfrak{C}_k)\) for \(k \in \{1, \ldots, \bar{n} - 1\}\). Then \(|\mathfrak{V}_k| = \binom{\bar{n}}{k}\) and
\[
|\mathcal{E}_k| = \frac{1}{2} \left(k \bar{n} \binom{\bar{n}}{k} - \bar{n} \binom{\bar{n} - 2}{k - 2}\right) = k(\bar{n} - k) \binom{\bar{n}}{k} \frac{\bar{d}}{2(\bar{n} - 1)}.
\] (5.1)
Proof. The first claim follows from drawing without replacement. For the edge set, by the formula for the degree of a \( v \in \mathcal{V}_k \), we obtain

\[
2|\mathcal{E}_k| = \sum_{v \in \mathcal{V}_k} \deg_k(v) = \sum_{v \in \mathcal{V}_k} k \tilde{d} - \sum_{v \in \mathcal{V}_k} \sum_{v \in \mathcal{V}} \deg^{L_v}(v)
\]

\[
= k \tilde{d} \binom{\bar{n}}{k} - \sum_{v \in V} \sum_{v \in \mathcal{V}_k} \deg^{L_v}(v) \mathbb{1}_{v \in \mathcal{V}}.
\]

Fixing a \( v \in V \) we obtain for \( s_v = \sum_{v \in \mathcal{V}_k} \deg^{L_v}(v) \mathbb{1}_{v \in \mathcal{V}} \) that we have to redistribute the \( k - 1 \) remaining particles among the \( \tilde{d} \) neighbors and the \( \bar{n} - 1 - \tilde{d} \) non-adjacent vertices. Assuming that \( l \) particles are in the neighborhood of \( v \) and one in \( v \), there are \( \binom{\tilde{d}}{l} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} \) ways to redistribute the particles in the aforementioned way and each contributes \( l \) to the sum \( s_v \). Furthermore, \( l \) ranges from 0 to \( \min\{\tilde{d}, k - 1\} \) such that

\[
s_v = \sum_{l=0}^{\min\{\tilde{d}, k - 1\}} \binom{\tilde{d}}{l} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l
\]

independently of \( v \). Consequently, we obtain the identity

\[
|\mathcal{E}_k| = \frac{1}{2} \left( \tilde{d} k \binom{\bar{n}}{k} - \bar{n} \sum_{l=1}^{\min\{k-1, \tilde{d}\}} \binom{\tilde{d}}{l} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l \right). \tag{5.2}
\]

For the second term, we remark that \( \binom{\tilde{d}}{l} = 0 \) for \( l > \tilde{d} \) and \( \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} = 0 \) for \( l > k - 1 \). Consequently, in the sums all summands with \( l > \min\{k - 1, \tilde{d}\} \) are zero and, therefore,

\[
\sum_{l=1}^{k-1} \binom{\tilde{d}}{l} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l = \sum_{l=1}^{\min\{k-1, \tilde{d}\}} \binom{\tilde{d}}{l} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l = \sum_{l=1}^{\tilde{d}} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l.
\]

From this we can continue with a preliminary observation that

\[
\sum_{l=1}^{k-1} \binom{\tilde{d}}{l} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l = \tilde{d} \sum_{l=1}^{k-1} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} l = \tilde{d} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - 1}.
\]

We omit \( \tilde{d} \) in what follows and prove only equality of the remaining terms. Note first that

\[
\sum_{l=1}^{k-1} \binom{\tilde{d} - 1}{l - 1} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} = \sum_{l=1}^{k-1} \binom{\tilde{d} - 1}{l - 1} \binom{\bar{n} - 2 - (\tilde{d} - 1)}{k - 2 - (l - 1)}
\]

\[
= \sum_{l=0}^{k-2} \binom{\tilde{d} - 1}{l} \binom{\bar{n} - 2 - (\tilde{d} - 1)}{k - 2 - l}
\]

such that we can apply the Zhu–Vandermonde identity to obtain

\[
\sum_{l=1}^{k-1} \binom{\tilde{d} - 1}{l - 1} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - l} = \binom{\tilde{d} - 1}{1} \binom{\bar{n} - 1 - \tilde{d}}{k - 1 - 1} = \binom{\bar{n} - 2}{k - 2}
\]

which finishes the proof. \( \square \)
Hence, we obtain an equality for the size of the vertex sets for $k$ and $\bar{n} - k$ as well as for the size of the edge sets in the two cases. Indeed, it is not obvious that the value given in equation 5.1 is an integer. When checking this property one arrives at the following conclusion.

**Corollary 5.2.** Let $L = (V, E)$ be a $\bar{d}$-regular graph. Consider the graph $L_k$ for $k \in \{1, \ldots, \bar{n} - 1\}$. Then,

$$|E_k| = \binom{\bar{n} - 2}{k - 1} |E|. \quad (5.3)$$

**Proof.** We employ equation 5.1 to derive the claim.

$$|E_k| = k(\bar{n} - k) \binom{\bar{n}}{k} \frac{\bar{d}}{2(\bar{n} - 1)} = \bar{n} \frac{(\bar{n} - 2)!}{(k - 1)! (\bar{n} - 2 - (k - 1))!} \frac{\bar{d}}{2}$$

$$= \binom{\bar{n} - 2}{k - 1} \frac{\bar{n} \bar{d}}{2} = \binom{\bar{n} - 2}{k - 1} |E|. \tag{5.3}$$

$\square$

On the other hand comparing the result presented in equation 5.1 with the size of the edge set $E_J$ of a $J(\bar{n}, k)$ Johnson graph, we obtain that

$$\frac{|E_k|}{|E_J|} = \frac{\bar{d}}{\bar{n} - 1}$$

which is independent of $k$ and only dependent on the underlying graph $L$ through the prescribed degree $\bar{d}$. Based on this remark we can also make the following core observation for the correspondence of the relationship of a regular graph with a complete graph and the associated $L_k$ with $J(\bar{n}, k)$.

**Proposition 5.3.** Let $L$ be a $\bar{d}$-regular graph on $\bar{n}$ vertices and $k \in \{1, \ldots, \bar{n} - 1\}$. Denote by $\text{avg deg}(\mathcal{L}_k)$ the average degree of $\mathcal{L}_k$, i.e.,

$$\text{avg deg}(\mathcal{L}_k) := \frac{1}{|\mathcal{V}_k|} \sum_{v \in \mathcal{V}_k} \text{deg}_k(v).$$

The average degree satisfies

$$\frac{\text{avg deg}(\mathcal{L}_k)}{k(\bar{n} - k)} = \frac{\bar{d}}{\bar{n} - 1} \leq 1. \quad (5.4)$$

**Proof.** We start by recalling that the average degree of any graph is given by the quotient of the size of its edge set times two and the size of its vertex set. Therefore,

$$\frac{\text{avg deg}(\mathcal{L}_k)}{k(\bar{n} - k)} = \frac{2|E_k|}{|\mathcal{V}_k| k(\bar{n} - k)} = \frac{\bar{d}}{\bar{n} - k} - \frac{\bar{d}}{\binom{\bar{n} - 2}{k - 2}} \frac{\binom{\bar{n} - 2}{k - 2}}{\binom{\bar{n} - 1}{k - 1} \bar{n} - k}$$

$$= \frac{\bar{d}}{\bar{n} - k} \left(1 - \frac{k - 1}{\bar{n} - 1}\right) = \frac{\bar{d}}{\bar{n} - 1} \left(1 - \frac{k - 1}{\bar{n} - 1}\right).$$

The second claim follows from $\bar{d} \leq \bar{n} - 1$ and equality if and only if $L$ is a complete graph. $\square$

The average degree is not the only object defined by the degree sequence we are interested in. We turn to the properties of the degree sequence of $\mathcal{L}_k$. 


5.2. The degree sequence of $\mathfrak{L}_k$. Indeed, for regular graphs we obtain a range of structural results on $\mathfrak{L}_k$ which go beyond connectedness and focus on the local properties of the vertices. In particular the degree of a vertex plays a central role defining in later Sections the transition probabilities and stationary distribution of Markov chains on $\mathfrak{L}_k$ induced by a variety of exclusion processes.

**Proposition 5.4.** Let $k \in \{1, \ldots, \bar{n} - 1\}$ and $\langle v, w \rangle \in \mathfrak{E}_k$ and write $v \triangle w = \{v, w\}$. Then $\deg_k(v) = \deg_k(w)$ if and only if $\deg^{L\circ}(v) = \deg^{L\circ}(w)$. Moreover, any $v, w \in \mathfrak{V}_k$ with $\langle v, w \rangle \in \mathfrak{E}_k$ and $v \triangle w = \{v, w\}$ satisfy

$$\deg^{L\circ}(v) + \deg^{L\circ \setminus w}(v) = \bar{d} - 1. \quad (5.5)$$

**Proof.** First of all, note that $v \setminus \{v\} = w \setminus \{w\}$ and, hence, $\deg_{k-1}(v \setminus \{v\}) = \deg_{k-1}(w \setminus \{w\})$. Furthermore, removing $v$ from $v$ removes $\deg^{L\circ}(v)$ edges from the induced subgraph $L_v$. Consequently, we obtain $\deg_k(v) = \deg_{k-1}(v \setminus \{v\}) + \bar{d} - 2\deg^{L\circ}(v)$. Equivalent claims are satisfied by $w$ and $w$. Hence, we can conclude

$$\deg_k(v) - \deg_k(w) = \deg_{k-1}(v \setminus \{v\}) - 2 \deg^{L\circ}(v) - (\deg_{k-1}(w \setminus \{w\}) - 2 \deg^{L\circ}(w))$$

which is equivalent to the first claim.

Secondly, note that $v \setminus \{v\} = w \setminus \{w\}$ and, hence, $\deg_{k-1}(v \setminus \{v\}) = \deg_{k-1}(w \setminus \{w\})$. Again, removing $v$ from $v$ removes $\deg^{L\circ}(v)$ edges from the induced subgraph $L_v$. Consequently, we obtain $\deg_k(v) = \deg_{k-1}(v \setminus \{v\}) + \bar{d} - 2\deg^{L\circ}(v)$. Equivalent claims are satisfied by $w$ and $w$. Hence, we can conclude

$$\deg_k(v) - \deg_k(w) = \deg_{k-1}(v \setminus \{v\}) - 2 \deg^{L\circ}(v) - (\deg_{k-1}(w \setminus \{w\}) - 2 \deg^{L\circ}(w))$$

which is equivalent to the claim. \qed

Proposition 5.4 gives a perspective on the graph $\mathfrak{L}_k$ that in fact the $k$ vertex induced subgraphs of $L$ are the defining objects. While their analysis is a classically difficult subject, see again for example [KhunSah09], [Chara15] and [FePeKo01], we obtain nonetheless properties based on construction of $\mathfrak{L}_k$.

**Corollary 5.5.** Let $k \in \{1, \ldots, \bar{n} - 1\}$ and $v, w \in \mathfrak{V}_k$. Then, $\deg_k(v) - \deg_k(w)$ is an even number.

**Proof.** Consider first $\langle v, w \rangle \in \mathfrak{E}_k$. Then, by the proof of Proposition 5.4 we have $\deg_k(v) - \deg_k(w) = 2(\deg^{L\circ}(w) - \deg^{L\circ}(v))$. For arbitrary $v, w \in \mathfrak{V}_k$ we can construct a path from $v$ to $w$ by Proposition ?? and for any segment the difference of degrees is even. Hence, by a bootstrap argument also $\deg_k(v) - \deg_k(w)$ is even. \qed

We investigate in what follows the link between the edges in vertex induced sub-graphs and the degree of a vertex in $\mathfrak{L}_k$.

**Proposition 5.6.** Let $L$ be a $\bar{d}$-regular graph, $v \in \mathfrak{L}_k$ and denote by $L_v = (v,E_v)$ the vertex induced sub-graph of $L$. Then

$$\deg_k(v) = k \cdot \bar{d} - 2|E_v|. \quad (5.6)$$
Additionally, denote by $L_{\min;k} = (V_{\min;k}, E_{\min;k})$ a least dense vertex induced sub-graph on $k$ vertices of $L$ and by $L_{\max;k} = (V_{\max;k}, E_{\max;k})$ a densest vertex induced sub-graph on $k$ vertices. Then

$$\min_{v \in \mathcal{V}_k} \deg_k(v) = k \cdot \bar{d} - 2|E_{\max;k}|,$$

$$\max_{v \in \mathcal{V}_k} \deg_k(v) = k \cdot \bar{d} - 2|E_{\min;k}|.$$  

Proof. For $v \in \mathcal{V}_k$ consider the vertex induced sub-graph $L_v = (V_v, E_v)$ of $L$. Any $v \in V$ has $\bar{d}$ neighbors. Hence, the degree of $v$ in $\mathcal{L}_k$ has the form $\deg_k(v) = k \cdot \bar{d} - m(v)$ where $m(v)$ is defined by the constrains given through the definition of $\mathcal{C}_k$ and remains to be determined. Since $v \sim w$ if and only if $v \Delta w = \{v, w\}$ and $\langle v, w \rangle \in E$ any edge in $L$ between $v, v' \in v$ reduce the degree by two due to symmetry of the edge $\{v, v'\}$. Consequently,

$$\deg_k(v) = k \cdot \bar{d} - 2|E_v|.$$  

By the first result we can use the identity

$$\deg_k(v) = k \cdot \bar{d} - 2|E_v|$$  

for any $v \in \mathcal{V}_k$. Therefore,

$$\bar{\delta}_{k,*} := \min_{v \in \mathcal{V}_k} \deg_k(v) = k \cdot \bar{d} - 2 \max_{v \in \mathcal{V}_k} |E_v| = k \cdot \bar{d} - 2|E_{\max;k}|.$$  

The same argumentation is valid for $\bar{\delta}^{k,*}$. \hfill \Box

Having established the relation between the $k$ vertex induced sub-graphs and in particular the size of their edge sets with the degrees in $\mathcal{L}_k$ we can then come back to the question about the degrees for varying $k$ and the fact that the degrees seem to be either all even or all odd. We show this property first before going on to the former.

Lemma 5.7. Let $k \in \{1, \ldots, \bar{n} - 1\}$ and let $v, w \in \mathcal{V}_k$. Then, $L_{v,v^c} \cong L_{w,w^c}$ implies $\deg_k(v) = \deg_k(w)$. Additionally, for any $v \in \mathcal{V}_k$ its degree $\deg_k(v)$ is even if and only if $kd$ is even. Hence, if there is $v \in \mathcal{V}_k$ such that $\deg_k(v)$ is even it is true that for all $w \in \mathcal{V}_k$ the number $\deg_k(w)$ is even.

Proof. The first claim follows immediately since $\deg_k(v) = |E_{v,v^c}|$ and $|E_{v,v^c}| = |E_{w,w^c}|$.

Drawing from Proposition 5.6 we obtain that

$$\deg_k(v) + 2|E_v| = k \cdot \bar{d}$$

which yields the first claim. The second claim follows by Corollary 5.5. \hfill \Box

Indeed, the importance of the graph $L_{v,v^c} = (\langle v, v^c \rangle, E_{v,v^c})$ does not only reduce to the fact that it may be a minimizer as discussed in Lemma 5.7 but it does in fact characterize both $v$ and $v^c$ at the same time. Unfortunately, obtaining further identities would amount to solving questions about sizes of sub-graphs of a $\bar{d}$-regular graph $L$. This is a well known problem in various fields but aside from approximations via algorithmic approaches it remains out of reach of being solved. Nonetheless, further qualitative claims can be made about $\mathcal{L}_k$ which are in particular symmetry based observations.
5.3. Symmetries $k$-$(\bar{n} - k)$ and under complements. The first symmetry which is an immediate consequence of the previously established isomorphism between $\mathcal{L}_k$ and $\mathcal{L}_{\bar{n}-k}$ concerns the degree set which is an invariant under isomorphisms.

**Proposition 5.8.** Let $k \in \{1, \ldots, \bar{n} - 1\}$ and $D_k := \{\deg_k(v) | v \in \mathcal{Y}_k\}$. Let $k, k' \in \{1, \ldots, \left\lfloor \frac{\bar{n}}{2} \right\rfloor\}$, $k' \leq k$. Then $|D_{k'}| \leq |D_k|$. If in turn $k, k' \in \{\left\lceil \frac{\bar{n}}{2} \right\rceil, \ldots, \bar{n} - 1\}$, $k \leq k'$ then $|D_k| \geq |D_{k'}|$. 

**Proof.** Let $k \leq \left\lfloor \frac{\bar{n}}{2} \right\rfloor$. Then, for any $\hat{v} \in \mathcal{Y}_{k-1}$ we can define the set $\mathcal{Y}_k := \{v \in \mathcal{Y}_k | v \cap \hat{v} = \emptyset\}$ and $|\mathcal{Y}_k| = \bar{n} - (k - 1) \geq 1$. For any $v \in \mathcal{Y}_k$ the degree of $v$ is given by the proof of Proposition 5.4 by $\deg_k(v) = \deg_{k-1}(\hat{v}) + \bar{d} - 2\deg^{L^v}(v)$ where $\{v\} := v \setminus \hat{v}$. Hence, any degree $d \in D_{k-1}$ defines at least one degree $d' \in D_k$. Consequently, we obtain $|D_{k-1}| \leq |D_k|$ and by a bootstrap argument also $|D_{k'}| \leq |D_k|$ for any $k' \leq k$.

The second claim of the Lemma follows from Proposition ??.

Note that the inequalities in Proposition 5.8 do not have any implications on the inclusion of the degree sets. Consider to this end the graphs depicted in Figure 3 and Figure 4. While the underlying graph, the cycle graph on 8 vertices. Then, the degree sets for $k = 3$ and $k = 4$ satisfy

$$D_3 = \{2, 4, 6\} \subset \{2, 4, 6, 8\} = D_4.$$ 

But, already by considering a 3-regular graph this property is no longer satisfied. We consider one example in Figure 4. Inclusion of the vertex sets would imply that by adding an additional vertex to the sub-graph we would not only increase the number of possible configuration but can also construct from more vertices always configurations in such a way that they have the same density as some configuration on less vertices. It is intuitively understandable that this cannot be possible if the degree of the underlying graph $L$ is greater than 2 and sufficiently many vertices are used to span the sub-graph. Indeed, in the case of Figure 4 we obtain for the degree sets

$$D_3 = \{3, 5, 7, 9\} \not\subset \{4, 6, 8, 10\} = D_4$$

and even $D_3 \cap D_4 = \emptyset$. Nonetheless, we can find implications of degrees in $\mathcal{L}_k$ for any $k$ exploiting the symmetry of the binomial coefficient and the construction via the symmetric difference which yields, in particular, a symmetry for $k$ and $\bar{n} - k$ densest sub-graphs.
Figure 4. From left to right the underlying 3-regular graph on 8 vertices, the associated graphs \( L_3 \) and \( L_4 \). In this case we encounter \( D_3 \cap D_4 = \emptyset \).

**Proposition 5.9.** Let \( k \in \{1, \ldots, \bar{n} - 1\} \) and let \( v \in \mathcal{V}_k \) such that \( L_v \) defines a densest vertex induced sub-graph on \( k \) vertices in \( L \). Then \( v^c := V \setminus v \) defines a densest sub-graph in \( L \) on \( \bar{n} - k \) vertices.

Moreover, let \( v \in \mathcal{V}_k \) such that \( L_v \) defines a densest vertex induced sub-graph on \( k \) vertices in \( L \). Then, the bipartite sub-graph \( L_{v,v^c} = (\{v, v^c\}, E_{v,v^c}) \) satisfies

\[
|E_{v,v^c}| = \min_{w \in \mathcal{V}_k} |E_{w,w^c}|
\]

**Proof.** The proof of the first claim follows by the previously observed structure of the degrees of \( v \) in \( \mathcal{L}_k \) and the property \( D_k = D_{\bar{n} - k} \).

\[
(\bar{n} - k)\bar{d} - 2|E_v| = \deg_{\bar{n} - k}(v^c) = \deg_k(v) = \min_{w \in \mathcal{V}_k} dk - 2|E_w|
\]

\[
= \min_{w \in \mathcal{V}_{\bar{n} - k}} (\bar{n} - k)\bar{d} - 2|E_w| = (\bar{n} - k)\bar{d} - 2 \max_{w \in \mathcal{V}_{\bar{n} - k}} |E_w|.
\]

Turning to the second claim, we observe by symmetry of the densest sub-graphs shown in the first claim, for \( v \) a densest sub-graph, that \( |E_v| + |E_{v^c}| = \max_{w \in \mathcal{V}_k} (|E_w| + |E_{w^c}|) \) and, consequently,

\[
|E_{v,v^c}| = |E| - (|E_v| + |E_{v^c}|) = \min_{w \in \mathcal{V}_k} (|E| - (|E_w| + |E_{w^c}|)) = \min_{w \in \mathcal{V}_k} |E_{w,w^c}|.
\]

□

More symmetries of \( \mathcal{L}_k \) and links to \( k \) induced sub-graphs of some underlying can be deduced from the previous properties. In particular, a link between the number of sub-graphs on \( k \) and \( \bar{n} - k \) vertices containing a fixed number of edges can be established.

**Proposition 5.10.** Let \( l \in D_k \), \( \mathcal{V}_{D_{k,l}} := \{ v \in \mathcal{V}_k |\deg_k(v) = l \} \) and \( \mathcal{L}_{k,l'} \) for \( l' \in \mathbb{N} \) the set of vertex induced sub-graphs of \( L \) on \( k \) vertices containing exactly \( l' \) edges. Then

\[
|\mathcal{V}_{D_{k,l}}| = \left| \mathcal{L}_{k; \frac{k-l}{2}} \right|.
\]

Furthermore,

\[
\left| \mathcal{L}_{k; \frac{k-l}{2}} \right| = \left| \mathcal{L}_{\bar{n} - k; \frac{(\bar{n} - k)\bar{d} - l}{2}} \right|.
\]
Proof. Consider the identity given in Proposition 5.6 for \( v \in \mathcal{V}_k \) and let \( l \in D_k \). Then
\[
|\mathcal{V}_{D_k,l}| = |\{ v \in \mathcal{V}_k | \deg_k(v) = l \}| = \left\{ v \in \mathcal{V}_k \left| E_v = \frac{k\bar{d} - l}{2} \right. \right\}.
\]
Moreover, the set \( \mathcal{V}_k \) contains all subsets \( v \subset V \) of size \( k \). Hence,
\[
\left\{ v \in \mathcal{V}_k \left| E_v = \frac{k\bar{d} - l}{2} \right. \right\} = |\mathcal{L}_{k; \bar{d} - l/2}|
\]
and the first claim follows. The second claim follows by \( \mathcal{L}_k \cong \mathcal{L}_{\bar{n} - k} \) and the identity given in Proposition 5.10. \( \Box \)

While the preceding results give insights in the links between \( \mathcal{L}_k \) and the extremal properties of \( k \)-sub-graphs of some underlying \( \bar{d} \)-regular graph, we are also interested in the local combinatorial properties of vertices in a \( k \)-sub-graph. This will help us quantify more properties of \( \mathcal{L}_k \) as well as establish the bases for results on Markov chains on \( \mathcal{L}_k \) induced by certain types of exclusion processes. The following result gives a bound on the average degree and the density of vertices in some sub-graph \( L_v \) induced by a vertex \( v \in \mathcal{V}_k \). one can also wonder about \( |E_v| - |E_v^c| \) as a function of \( \bar{n}, \bar{d} \) and \( k \). It turns out that this is in fact a constant for \( \bar{d} \)-regular graphs.

**Lemma 5.11.** Let \( L \) be a \( \bar{d} \)-regular graph on \( \bar{n} \) vertices and \( k \in \{1, \ldots, \bar{n} - 1\} \). Then, for any \( v \in \mathcal{V}_k \), we have
\[
\text{avg deg}_{\bar{n} - k}(L_v^c) = \frac{\bar{d}(\bar{n} - 2k) + k\text{avg deg}_k(L_v)}{\bar{n} - k}
\]
and
\[
|E_v| - |E_v^c| = \frac{|\bar{d}(\bar{n} - 2k)|}{2}.
\]

**Proof.** Using the isomorphism between \( \mathcal{L}_k \) and \( \mathcal{L}_{\bar{n} - k} \) we obtain that for \( v \in \mathcal{V}_k \) due to the equality of the degrees of \( v \) and \( v^c \)
\[
k(\bar{d} - \text{avg deg}_k(L_v)) = \text{deg}_k(v) = \text{deg}_{\bar{n} - k}(v^c) = (\bar{n} - k)(\bar{d} - \text{avg deg}_{\bar{n} - k}(L_v^c))
\]
and, equivalently,
\[
\text{avg deg}_{\bar{n} - k}(L_v^c) = \frac{\bar{d}(\bar{n} - 2k) + k\text{avg deg}_k(L_v)}{\bar{n} - k}.
\]
For the second claim, we use that \( k \text{avg deg}_k(L_v) = 2|E_v| \) such that by the first claim
\[
2(|E_v^c| - |E_v|) = (\bar{n} - k)\text{avg deg}_{\bar{n} - k}(L_v^c) - k\text{avg deg}_k(L_v) = \bar{d}(\bar{n} - 2k)
\]
which yields the second claim. \( \Box \)

Indeed, some well-known results may be derived directly from the degree formula obtained in Proposition 5.6. In particular, relationships between sub-graphs of \( L \) and their complements with respect to \( L \) become easily accessible.

**Lemma 5.12.** Let \( L = (V, E) \) be a simple connected graph on \( n \) vertices. Assume that \( v \subset V \) is a least dense \( k \)-sub-graph of \( L \). Then \( v \) is a densest \( k \)-sub-graph of \( L_v^c \).
Proof. Let \( v \subset V, |v| = k \) and assume that \((v, E_v)\) is a least dense sub-graph in \( L \). Then,

\[
|E_v| = \min_{w \subset V, |w| = k} |E_w| = \frac{k(k - 1)}{2} - \max_{w \subset V, |w| = k} |E_w^c|.
\]

The property \(|E_v| + |E_v^c| = \frac{k(k-1)}{2}\) yields the claim. \( \square \)

While Lemma 5.12 gives a result on densest sub-graphs and their interpretation in the complement graph one has to wonder about the structure of said complement. For example, assuming that \( L \) and \( L^c \) are connected brings necessary additional properties of \( L \) and \( L^c \) with it which, in turn, imply more structure also on \( \mathfrak{L}_k \). We turn now to geometric properties of \( \mathfrak{L}_k \).
6. Outlook

Finding the vertex connectivity of a graph is a well known problem, for which fast algorithms have been developed over the years. Theorem 3.9 links this topic to the topic of finding the density of the densest $k$ sub-graph of $L$. In [Henz00] the authors present an algorithm for finding the connectivity of a graph which is asymptotical as $O(nm)$ to the number of vertices $n$ and the number of edges $m$. This implies that there is an algorithm for finding the densest $k$ vertex induced subgraph which is asymptotical as $O \left( \binom{\tilde{n}}{k}^2 \cdot \frac{dk(\tilde{n} - k)}{2(\tilde{n} - 1)} \right)$. Further research into this link might yield additional insights on upper bounds of the complexity of finding dense sub-graphs of regular graphs.

Evidently, the analysis we performed in this section is not complete in any regard. Many graph theoretical questions remain open for later research. This ranges from the diameter of $L_k$, which would, indeed, push the results in the later sections in terms of their quantitative dimension, to the characterization of the Eigenvalues of the graph Laplacian associated to $L_k$ as well as its link to $L$. Even conjectures remain at this point out of reach.

![Diagram](image)

**Figure 5.** Link between types of graphs presented in this work. We denote by $\Psi_k$ the construction of the kPG associated to $L$. Research questions on one may be considered in the setting of another along the depicted arrows.

The diameter, from the isometry $L_k \cong \mathcal{L}_{\tilde{n} - k}$ we can, nonetheless, look for a formula which is symmetric in $k$ and $\tilde{n} - k$. On the other hand, it will be constrained by the diameter of the underlying graph $L$. Employing the particle view, any particle in a configuration $v \in \Psi_k$ has to move at most the diameter of $L$ to its new location in another configuration, if looking for the diameter of $L_k$. Therefore, a natural upper bound for $\text{diam}(L_k)$ is $kdiam(L)$. It turns out that this bound is a lot bigger than the actual diameter of $L_k$ in cases testable via simulations.

Further topics include in particular the link between $L$ and $L_k$ as well as $L_k$ and $J(\tilde{n}, k)$. Indeed, this gives the diagram represented in Figure 5 which we already discussed briefly in the discussion. Sub-graph relationships are preserved via the horizontal arrows, while the spanning of a kPG based on some underlying graph $L$ is given in the vertical direction via the map $\Psi_k$. The potential of jumping between these images has been shown throughout this section and will, so does the author hope, nourish the research on graph theoretic problems related to sub-graphs.
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Appendix A. Special cases for $d$-regular graph

To begin with, we consider the cases $k = 2$ and $k = n - 2$. In these cases due to the isomorphism $\mathcal{L}_k \cong \mathcal{L}_{n-k}$ we only have to make claims about one or the other. It turns out that the degree set $D_k$ is given by $D_k = \{2d, 2(d-1)\}$ since for $k = 2$ the two particles can be neighbors and block, therefore, an adjacent vertex mutually, or not. We define the level sets with respect to the degree as $\mathcal{Y}_{D_k,2d} := \{v \in \mathcal{Y}_k | \deg_k(v) = 2l\}$ for $l \in \{d, d-1\}$. Remark that $|\mathcal{Y}_{D_k,2(d-1)}| = |E| = \frac{nd}{2}$. An important question to ask is how large subsets of $\mathcal{Y}_k$ can be chosen when taking into account weights given by the degree sequence on said subset. We consider to this end for $\mathcal{U} \subset \mathcal{Y}_k$ the map

$$f(\mathcal{U}) := \frac{d|\mathcal{Y}_{D_k,2(d-1)} \cap \mathcal{U}| + (d+1)|\mathcal{Y}_{D_k,2d} \cap \mathcal{U}|}{\frac{nd^2}{2} + \frac{n(n-1-d)(d+1)}{2}}$$

which represents the weighted sum of the vertices in $\mathcal{U}$ where each weight corresponds to the quotient of the number of smaller and larger degrees then $\deg_k(v)$. As there are only two sets $\mathcal{Y}_{D_k,2(d-1)}$ and $\mathcal{Y}_{D_k,2d}$ which constitutes $\mathcal{Y}_k$ and vertices in $\mathcal{Y}_{D_k,2(d-1)}$ have a smaller weight than vertices in $\mathcal{Y}_{D_k,2d}$, the size of $|\mathcal{U}|$ is maximal with subject to the constraint $f(\mathcal{U}) \leq 2^{-1}$ if $\mathcal{U}$ contains as many states with small degree as possible. Indeed, the size of can be characterized by

$$\max_{\mathcal{U} \subset \mathcal{Y}_k, f(\mathcal{U}) \leq 2^{-1}} |\mathcal{U}| = \begin{cases} \frac{\bar{n}}{2} + y_s, & 0 \leq \bar{d} \leq \frac{1}{2} (\bar{n} - 1 + \sqrt{\bar{n} - 1} \sqrt{\bar{n} - 1 + 4}) \\ y^*, & \text{otherwise} \end{cases} \quad (A.1)$$

where we define

$$y_s = \left\lfloor \frac{\bar{n}(\bar{n} - 1 - \bar{d})}{4} - \frac{\bar{d}^2 \bar{n}}{4(d+1)} \right\rfloor; \quad y^* = \left\lfloor \frac{\bar{d} + 1}{\bar{d}} \frac{\bar{n}(\bar{n} - 1 - \bar{d})}{4} + \frac{\bar{d} \bar{n}}{4} \right\rfloor.$$

We outline a proof in what follows. First assume that

$$\bar{d} \leq \frac{1}{2} (\bar{n} - 1 + \sqrt{\bar{n} - 1} \sqrt{\bar{n} - 1 + 4}) .$$

Recall that $D_k = \{d \in \mathbb{N} | \exists v \in \mathcal{Y}_k : \deg_k(v) = d\}$ and for $l \in D_k$ that $\mathcal{Y}_{D_k,l} := \{v \in \mathcal{Y}_k | \deg_k(v) = l\}$. In the case $k = 2$, there are exactly two distinct degrees in $\mathcal{Y}_k$ and, hence, only two sets $\mathcal{Y}_{D_k,l}$, namely, $\mathcal{Y}_{D_k,2(d-1)}$ and $\mathcal{Y}_{D_k,2d}$. Indeed, in the discussed case, we can derive $|\mathcal{U}^*| := \max_{\mathcal{U} \subset \mathcal{Y}_k, f(\mathcal{U}) \leq 2^{-1}} |\mathcal{U}|$ explicitly, which becomes important since $|\mathcal{S}| \leq |\mathcal{U}^*|$. Considering the representation of sub-sets of size 2 of a vertex set as an edge, we obtain that $|\mathcal{Y}_{D_k,2(d-1)}| = \frac{\bar{n} d}{2}$ and, consequently, $|\mathcal{Y}_{D_k,2(d-1)}| = \frac{\bar{n}(\bar{n} - 1 - d)}{2}$. We can now consider the two cases for $\max_{\mathcal{U} \subset \mathcal{Y}_k, f(\mathcal{U}) \leq 2^{-1}} |\mathcal{U}|$ which correspond to the cases $\frac{\bar{n} d^2}{2} \leq \frac{\bar{n}(\bar{n} - 1 - d)(d+1)}{2}$ and $\frac{\bar{n} d^2}{2} \geq \frac{\bar{n}(\bar{n} - 1 - d)(d+1)}{2}$, respectively.

Consequently, in the first case, the maximal set $\mathcal{U}$ satisfies $|\mathcal{Y}_{D_k,2(d-1)}| \leq |\mathcal{U}|$ and writing $|\mathcal{U}| = |\mathcal{Y}_{D_k,2(d-1)}| + y = \frac{\bar{n} d}{2} + y$ for some non-negative integer $y$ we obtain that for all $y \leq y_s$,
for $y_*$ as in the claim, the inequality
\[ f(U) = \frac{\bar{n}d^2}{2} + (\bar{d} + 1)y \leq \frac{\bar{n}d^2}{2} + \frac{\bar{n}(\bar{n}-\bar{d})(\bar{d}+1)}{2} \]
is satisfied where the last term is smaller or equal one half. Let $\mathcal{A}_{y_*} \subset \mathcal{W}_{D_k,2\bar{d}}$ be any subset of size $y_*$. Then, choosing $U = \mathcal{W}_{D_k,2(\bar{d}-1)} \cup \mathcal{A}_{y_*}$ we obtain a subset $U \subset \mathcal{W}_k$ of size $\frac{\bar{n}d}{2}$ with $f(U) \leq 2^{-1}$ and any larger subset $\mathcal{W}$ gives $f(\mathcal{W}) > 2^{-1}$. We have therefore found the size maximum of any subset $U$ satisfying $f(U) \leq 2^{-1}$. In the second case, we can choose $U \subset \mathcal{W}_{D_k,2(\bar{d}-1)}$ and
\[ f(U) = \frac{n d y}{\bar{n}d^2} + \frac{n (n-1-d)(d+1)}{2} \]

The remaining arguments can be made analogously to the first case. Due to the symmetry

We discuss now special cases $\bar{d} \in \{2, \bar{n}-2\}$. In these cases explicit quantitative statements can be made about the structure of $\mathcal{L}_k$ for any $k \in \{1, \ldots, \bar{n}-1\}$. We lead into this section with the case $\bar{d} = 2$. We consider first the case $\bar{d} = 2$ and analyze the structure of the underlying graph $\mathcal{L}_k$. This means we are working with a generalized exclusion process on a cycle graph as illustrated in Figure 6. We assume that there are $k \leq \frac{\bar{n}}{2}$ particles since by symmetry $\mathcal{L}_k \sim \mathcal{L}_{\bar{n}-k}$ we cover the remaining cases as well. To find the degrees in $\mathcal{L}_k$ we can write any configuration $v$ of particles as a vector which contains as entries the size of a connected component of $\mathcal{L}_v$. Assume that there are $c'_v$ connected components of $\mathcal{L}_v$ and denote their respective sizes by $k_i$. Each connected component contains exactly $k_i - 1$ edges due to the structure of the underlying cycle graph $L$. Therefore, we obtain that
\[ \deg_k(v) = 2k - 2 \sum_{i=1}^{c'_v} (k_i - 1) = 2c'_v. \]

Furthermore, since $k \leq \frac{\bar{n}}{2}$ we can construct for any $l \in \{1, \ldots, k\}$ a configuration $v$ satisfying $c'_v = l$. This implies that $D_k = \{2l | l \in \{1, \ldots, k\}\}$. The remaining task consist in finding $|\mathcal{W}_{D_k,d}|$ for any $d \in D_k$ which is equivalent to finding the number of vertex induced $k$ subgraphs of $L$ containing exactly $\frac{l}{2}$ edges. Figure 6 shows that this problem is related to finding all unique configurations of two colored balls on a necklace with a fixed number of each color.

**Figure 6.** A particle configuration of 3 particles on a cycle graph of length 7.
To explain this further, we recall that any configuration $v$ can be translated to a vector of length $c'_v$ where each entry corresponds to the length of one connected component of $L_v$. We can, hence, identify the problem with finding all distinct colored necklaces of length $c'_v$ with colorings $\{(x_i, y_i)_{i=1}^{l'}\} \sum_{i=1}^{l'} (x_i, y_i) = (k, \bar{n} - k)$, a problem solved by Pólya’s enumeration theorem. The number of configurations induced by each distinct necklace is then given by the size of its orbit under the symmetric group $S_{c'_v}$. From this we can derive $|\mathfrak{V}_{D_k;2c'_v}|$ which gives the first part of the puzzle.

**Lemma A.1.** Let $L$ be a cycle on $\bar{n}$ vertices and $k \in \{1, \ldots, \lfloor \frac{\bar{n}}{2} \rfloor \}$. Then, for $l \in \{0, \ldots, k\}$ the identity

$$|\mathfrak{V}_{D_k;2l}| = \left(\frac{k-1}{l-1}\right)\left(\frac{\bar{n} - k -1}{l-1}\right)\frac{\bar{n} - l + k}{l}$$

(A.2)

is satisfied.

**Proof.** First, note that

$$\left(\frac{k-1}{l-1}\right)\left(\frac{\bar{n} - k -1}{l-1}\right)\frac{\bar{n} - l + k}{l} = \left(\frac{k-1}{l-1}\right)\left(\frac{\bar{n} - k -1}{l-1}\right)\frac{k}{l} + \left(\frac{k-1}{l-1}\right)\left(\frac{\bar{n} - k -1}{l-1}\right)\frac{\bar{n} - k}{l}$$

$$= \left(\frac{k-1}{l-1}\right)\left(\frac{\bar{n} - k -1}{l-1}\right) + \left(\frac{k-1}{l-1}\right)\left(\frac{\bar{n} - k}{l}\right).$$

This underlines the symmetry of the problem in $k$ and $\bar{n} - k$. Based on Figure 6 we identify the problem with counting necklaces of two colors, which are fully defined by the sets $v \in \mathfrak{V}_k$. The colors are assumed to be blue and red, where blue represents an occupied site and red an unoccupied site. We want to calculate the number of distinct blue-red colored necklaces respecting rotational symmetry, i.e., two necklaces $v, w \in \mathfrak{V}_k$ are considered identical if and only if $v = w$. By fixing one vertex of the cycle, without loss of generality $v_1 \in V$, we can consider necklaces starting with a blue beat, continuing then counterclockwise.

Assume that $v_1$ is occupied, i.e., carries a blue beat. Place $k$ blue beats on a line of length $k$ and select $l$ of them without replacement. There are $\binom{k}{l}$. Now, separate $\bar{n} - k$ in $l$ positive parts, i.e., create a vector $(n_1, \ldots, n_l)$ with $n_i \in \mathbb{N}^*$ and $\sum_{i=1}^{l} n_i = \bar{n} - k$, which is possible in $\binom{\bar{n} - k -1}{l-1}$ ways. Place $n_i$ red beats after the $i$-th drawn blue beat. This construction gives, consequently, all necklaces starting with a blue beat and, thus, there are $\binom{k}{l}\binom{\bar{n} - k -1}{l-1}$ such necklaces.

By symmetry there are $\binom{k-1}{l-1}\binom{\bar{n} - k}{l}$ necklaces starting with a red beat. Summing both terms yields the claim. $\square$

It turns out that the case $d = \bar{n} - 2$ is much more forgiving in terms of the difficulty of deriving $|\mathfrak{V}_{D_k;2d}|$ for some fixed $d \in D_k$ which in the previous case demanded the utilization of results from combinatorics. In what follows we can reduce the problem to considerations on the graph complement of a $d$-regular graph with $d = \bar{n} - 2$. In Figure 7 one can see the translation from the graph $L$ to its complement $L^c$ in the sense that $L^c$ contains exactly the edges which are not contained in $L$ while preserving the vertex set. This renders $L^c$ a disjoint union of paths of length 1, exhibiting $\frac{\bar{n}}{2}$ connected components.
Lemma A.2. Let $L$ be a $\bar{n} - 2$ regular graph and $k \in \{1, \ldots, \frac{\bar{n}}{2}\}$. Then,

$$D_k = \left\{ k(\bar{n} - 2) - k(k - 1) + 2l \bigg| l \in \left\{ 0, \ldots, \left\lfloor \frac{k}{2} \right\rfloor \right\} \right\}$$  \quad (A.3)

and, consequently, any degree is even.

Proof. We employ the idea based on Figure 7 that it is sufficient to consider the graph complement $L^c$. Let $d \in D_k$. Then there exists a $v \in \mathcal{V}_k$ such that $\deg_k(v) = d$. Since $v \subset V$ it also spans a vertex induced sub-graph in $L^c$. Denote by $l$ the number of paths in $L^c$ which are fully contained in $v$, i.e., both vertices of the path are elements of $v$. Then, $l \in \{0, \ldots, \left\lfloor \frac{k}{2} \right\rfloor \}$ and

$$d = \deg_k(v) = k(\bar{n} - 2) - k(k - 1) + 2l.$$  \quad (A.4)

Since $\bar{n} - 2$ is even, $k(k - 1)$ is even and so is $2l$ for any positive integer $l$ we obtain that all degrees are even. \hfill \square

Based on this correspondence between $L$ and $L^c$ we can also derive the size of each $\mathfrak{V}_{D_k,d}$ for $d \in D_k$. Additionally, we can derive $l_o := |\{\deg_k(v) | \deg_k(v) > \deg_k(v)\}|$. Indeed, if $\deg_k(v) = k(\bar{n} - 2) - k(k - 1) + 2l$, then $l_o = \left\lfloor \frac{k}{2} \right\rfloor - l$.

Lemma A.3. Let $L$ be a $\bar{n} - 2$ regular graph and $k \in \{1, \ldots, \frac{\bar{n}}{2}\}$. Then, for $j_d \in \{0, \ldots, \left\lfloor \frac{k}{2} \right\rfloor \}$ the set, corresponding to the degree $d = k(\bar{n} - 2) - k(k - 1) + 2j_d \in D_k$, satisfies the identity

$$|\mathfrak{V}_{D_k,d}| = \sum_{l=0}^{k} \binom{\frac{\bar{n}}{2}}{l} \binom{l}{j_d} \binom{\frac{\bar{n}}{2} - l}{k - l - j_d}.$$  \quad (A.5)

Proof. Fix $j_d \in \{0, \ldots, \left\lfloor \frac{k}{2} \right\rfloor \}$. We write the vertices $v \in V$ in $\frac{\bar{n}}{2}$ columns and two rows where two vertices connected by an edge in $L^c$ belong to the same column. First, place $l$ particles in the first row. We have \(\binom{\frac{\bar{n}}{2}}{l}\) possibilities to do so. To obtain a configuration $v$ with $\deg_k(v) = k(\bar{n} - 2) - k(k - 1) + 2j_d$ we have to place precisely $j_d$ of the remaining $k - l$ particles in the second row among the neighbors of the already occupied vertices. We have $\binom{l}{j_d}$ to obtain this. Finally, we distribute the remaining $k - l - j_d$ particles on the remaining
\[ \frac{n}{2} - l \] vertices in the second row which is possible in \( \binom{n-l}{k-l-jd} \) ways. To obtain the total, we sum over all possibilities for \( l \in \{0, \ldots, k\} \) which leads to the formula
\[
|\mathcal{W}_{Dk;\bar{d}}| = \sum_{l=0}^{k} \binom{n}{l} \binom{l}{j_d} \binom{n-l}{k-l-jd}.
\]

We could demonstrate that for certain special cases of \( k \) and \( \bar{d} \) it is possible to obtain explicit results on the structure of \( L_k \) associated to the underlying graph \( L \). In particular, we exploited in the cases where we fixed \( \bar{d} \), that there is exactly one regular graph with this degree. Deviating from these special cases immediately yields non-uniqueness of the underlying graph \( L \). For example, consider the case \( \bar{n} = 6 \) and \( \bar{d} = 3 \). Then, there are already two graphs with vastly different properties, which satisfy this condition. One of them even is bipartite, while the other is not, which has by Proposition 4.1 important influences on the structure of the associated \( L_k \).
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