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Abstract

We consider the spatially inhomogeneous Moran model with seed-banks introduced in [20]. Populations comprising active and dormant individuals are spatially structured in colonies labelled by $\mathbb{Z}^d$, $d \geq 1$. The population sizes are sampled from an ergodic, translation-invariant, uniformly elliptic field that constitutes a random environment. Individuals carry one of two types: ♥ and ♠. Dormant individual resides in what is called a seed-bank. Active individuals exchange type from the seed-bank of their own colony, and resample type by choosing a parent uniformly at random from the distinct active populations according to a symmetric migration kernel. In [20] by exploiting a dual process given by an interacting coalescing particle system, we showed that the spatial system exhibits a dichotomy between clustering (mono-type equilibrium) and coexistence (multi-type equilibrium). In this paper, we identify the domain of attraction for each mono-type equilibrium in the clustering regime for an arbitrary fixed environment. Furthermore, we show that in dimensions $d \leq 2$, when the migration kernel is recurrent, for almost all realization of the environment, the system with an initially consistent type-distribution converges weakly to a mono-type equilibrium in which the probability of fixation to the all type-♥ configuration does not depend on the environment. An explicit formula for the fixation probability is given in terms of an annealed average of the type-♥ densities in the active and the dormant population, biased by the ratio of the two population sizes at the target colony.

Primary techniques employed in the proofs include stochastic duality and the environment process viewed from particle, introduced in [24] for random walk in random environment on a strip. A spectral analysis of Markov operator yields quenched weak convergence of the environment process associated with the single-particle dual process to a reversible ergodic distribution, which we transfer to the spatial system of populations by using duality.
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1 Introduction

Background and literature. In recent years, understanding evolutionary behaviour of microbial populations that maintain a seed-bank, or other dormant forms, has gained considerable attention from both biologists and mathematicians [7, 8, 27, 28]. Dormancy refers to the ability of an organism to enter into a reversible state of reduced metabolic activity in response to adverse environmental conditions. While dormant, organisms refrain from reproduction, and other phenotypic development, until they become active again. While dormancy is a trait found mostly in microbial populations, the natural analogue of dormancy in plant populations is the suspension of seed germination in difficult ecological circumstances. Several experiments suggest that populations exhibiting dormancy have better heterogeneity, survival fitness and resilience [54, 56]. Dormancy appears to be ubiquitous to many forms of life and is considered to be an important evolutionary trait [40, 52]. Although the direct effect of this trait is not easily detected when viewed on the evolutionary time scale, researchers have made various attempts to better understand it from a mathematical perspective (see e.g. [39, 9] for a broad overview).

In a stochastic individual-based model, dormancy is mathematically incorporated by turning off reproduction or resampling for a random and possibly extended period of time. This way of modelling dormancy introduces memory, and thereby gives rise to a rich behaviour of the underlying stochastic system. The first mathematical model dealing with the effect of dormancy goes back to [16]. Since then several other ways to model seed-banks mathematically have emerged [31, 7, 6]. For example, in the model proposed in [31], the classical Fisher–Wright model was extended to include a weak seed-bank, where individuals reproduce offspring several generations ahead in time, with the skipped generations being interpreted as a dormant period for the offspring. However, in this model the resulting genealogy of the population, albeit stretched over time, retains the same coalescent structure described by the so-called Kingman coalescent process. Different qualitative behaviour was observed in [5, 4] by including a strong seed-bank component, which enables the dormant individuals to have wake-up times with fat tails. A trade-off in these models was the loss of the Markov property in the time-evolution of the system. This issue was partially tackled in [6], which introduced the seed-bank coalescent, a new class of coalescent structures that, broadly speaking, describes the genealogy of a population exhibiting extreme dormancy.

All previously mentioned models study the effect of dormancy in a single-colony population and are mainly concerned with the underlying genealogy. Seed-bank models dealing with geographically structured populations are rare, and mathematically rigorous results are still under development. Only recently, in [27] (see also [19]), existing seed-bank models were extended to the spatial setting by incorporating migration of individuals between different colonies. These works overcome the challenge of modelling seed-banks with fat-tailed exit times by adding internal layers to the seed-banks, where active individuals acquire a colour before entering into a layer of the seed-bank that determines the wake-up time. Three different seed-bank models of increasing generality were introduced. A full description of the different regimes in the long-time behaviour of these models was obtained in [27] for the geographic space $\mathbb{Z}^d$, $d \geq 2$, whereas a multi-scale renormalization analysis on the hierarchical group was carried out in [28]. Moreover, the finite-systems scheme was established [46] as well (i.e., how a truncated version of the system behaves on a properly tuned time scale as the truncation level tends to infinity).

Whilst the works cited so far have dealt with seed-bank models only in the diffusive regime which is obtained after taking the large-colony-size-limit of individual-based models, it is natural and biologically more reasonable to consider seed-bank models with populations that have finite sizes. However, a key challenge in dealing with stochastic models of finite populations evolving under evolutionary forces such as dormancy, resampling, migration etc., is the absence of mathematical tools for carrying out sophisticated computations. Recently, stochastic duality [13, 30] has proven to be a formidable tool for performing exact computations in many stochastic interacting systems. In particular, [20] analyses using duality a stochastic individual-based model that incorporates dormancy in a spatial system of finite populations. To the best of our knowledge, the combined effect of evolutionary forces such as dormancy, resampling and migration in the finite population setting has not been studied in the literature before.

Motivations and targets. The model introduced in [20] consists of geographically structured population with preassigned finite sizes and is described via an interacting particle system evolving
in an inhomogeneous state space. Individuals live in colonies labelled by $\mathbb{Z}^d$, $d \geq 1$, carry one of two genetics types: $\heartsuit$, $\spadesuit$, and can be either active or dormant. While active, individuals resample not only from their own colony, but also from other colonies according to a symmetric random walk transition kernel. The latter is referred to as migration. Active individuals exchange types with dormant individuals of their own colony. The sizes of the active and the dormant populations depend on the colony and remain constant throughout the time evolution of the system. The underlying genealogy of the spatial populations is described by an interacting structured seed-bank coalescent, referred to as the dual, where lineages switch between an active and a dormant state, and perform interacting coalescing random walks on the geographic space $\mathbb{Z}^d$. By exploiting the dual, it was shown that the spatial system exhibits a dichotomy between clustering (= existence of mono-type equilibrium) and coexistence (= existence of multi-type equilibrium). Further in [20] convergence of the spatial process to an equilibrium was established only for a restricted class of initial distributions, and in [21] refined conditions on the model parameters were derived for which the system exhibits clustering, i.e., any attained equilibrium is mono-type. In particular, it was proved that if the relative strengths of the seed-banks, i.e., the ratios of the dormant and the active populations are bounded uniformly over the geographic space, then clustering is equivalent to the symmetric random walk kernel being recurrent. Some further lines of prospective research are:

(1) Identify the domain of attraction of each equilibrium in the clustering and the coexistence regime.

(2) Identify the parameter regime for coexistence when the relative strengths of the seed-banks are unbounded or have infinite mean.

(3) Establish finite-system schemes in the coexistence regime and quantify the rate of cluster growth in the clustering regime.

In the present paper we study the spatial model with seed-banks by treating the preassigned constant population sizes as an environment of the system. One of our main contributions is that we provide a full characterization of the domain of attraction for each mono-type equilibrium in the clustering regime for an arbitrary fixed environment (satisfying mild regularity conditions).

In the spatial model described above the constituent populations maintain constant sizes over time. While this can be biologically explained by assuming that the system receives sufficient supply of environmental resources, a more natural extension would be to consider the model where population sizes come from a random field determined by environmental factors such as extreme temperatures, inadequate supply of food resources, etc. Research in this direction has started only recently (see e.g. [15, 8, 55]), although most results are available only for models that are scaled diffusively or are simulation based.

The novelty of the present paper is that we study the mono-type equilibrium behaviour of the spatial system with seed-banks introduced in [20] for the setting where the population sizes constitute a random static environment. In particular, the sizes are drawn from an ergodic and translation-invariant random field. Our contributions are two-fold:

(a) When the symmetric migration kernel is recurrent (which requires $d \leq 2$) and the random environment is uniformly elliptic, we show that the system started from an initially consistent type distribution converges in law to a mono-type equilibrium for almost all realization of the environment. In other words, we prove that the system undergoes homogenization in the quenched setting.

(b) We show that, in the homogenized mono-type equilibrium, the fixation probability (in law) to the all type-$\heartsuit$ configuration is deterministic, i.e., does not depend on the realization of the environment. We also provide an explicit formula for this probability.

The techniques used in the proof of the main theorems include stochastic duality, moment relations, semigroup expansion and the environment viewed from the particle recently introduced in [24] for random walk in random environment on a strip, and spectral analysis of Markov kernel operator.

Outline. The paper is organized as follows. In Section 2 we give a definition of the spatial model, state our main theorems on the convergence of the system to a mono-type equilibrium, and explain
the strategy of the proofs in detail. Section 3 is devoted to the analysis of dual process with a single lineage (or single particle) in random environment, where homogenization results are derived for the associated environment process. In Section 4 we prove our main theorems using the results derived in Section 3. In Appendix A we prove a result stated in Section 3 on the existence of a stationary distribution for the aforementioned environment process, and also give a proof of the strong law of large numbers for the single-particle dual, which is a result of independent interest. Finally, in Appendix B we prove an auxiliary proposition relating weak convergence of Markov chain to the peripheral point-spectrum of a Markov operator, which is needed for the proof of our main theorems.

2 Main theorems

In Section 2.1 we recall the spatially inhomogeneous system of populations with seed-banks from the companion paper [20] and set the stage to state our main results. For a formal mathematical description of the spatial system, we refer the reader to [20, Section 3.2]. In Section 2.2 we give our first main result on the convergence of the system in the clustering regime for an arbitrary fixed environment (Theorem 2.6). In Section 2.3 we consider the system in a static random environment that is drawn from an ergodic and translation-invariant field defined on a subset of uniformly elliptic environments, and present a homogenization statement in the quenched setting on the convergence of the system to a mono-type equilibrium (Theorem 2.12–2.14). In Section 2.4 we discuss the results and shed light on the strategy of the proofs.

2.1 Quick recount of the model and basic notations

We consider the integer lattice $\mathbb{Z}^d, d \geq 1$, as a geographic space, where each $i \in \mathbb{Z}^d$ represents a colony consisting of two kinds of population: active and dormant. For $i \in \mathbb{Z}^d$, we write $(N_i, M_i) \in \mathbb{N}^2$ to denote the size of the active, respectively, the dormant population at colony $i$. The sizes of the populations are preassigned and can vary across different colonies. Further, each individual inside a population carries one of two genetic types: ♥ and ♠. Individuals in the active (resp. dormant) populations of the spatial system (see Fig. 1) are called active (resp. dormant). Individuals update their genetic type over time:

1. Active individuals in any colony resample active individuals in any colony.
2. Active individuals in any colony exchange with dormant individuals in the same colony. For (1) we assume that each active individual at colony $i$ at rate $a(i, j)$ uniformly draws an active individual at colony $j$ and adopts its type. For (2) we assume that each active individual at colony $i$ at rate $\lambda \in (0, \infty)$ uniformly draws a dormant individual at colony $i$ and the two individuals trade places while keeping their type (i.e., the active individual becomes dormant and the dormant individual becomes active). Dormant individuals do not resample and thereby cause an overall slow-down of the random genetic drift that arises from (1). Because of this, we refer to the dormant populations as the seed-banks of the spatial system. Although the exchange rate $\lambda$ could be made to vary across colonies, for the sake of simplicity we choose it to be constant.

We put

$$K_i := \frac{N_i}{M_i}, \quad i \in \mathbb{Z}^d,$$

for the ratios of the sizes of the active and the dormant population in each colony. Observe that $K_i^{-1}$ quantifies the relative strength of the seed-bank at colony $i \in \mathbb{Z}^d$.

We impose the following conditions on the migration kernel $a(\cdot, \cdot)$:

**Assumption A.** [Homogeneous migration] The migration kernel $a(\cdot, \cdot)$ satisfies:

1. $a(\cdot, \cdot)$ is irreducible in $\mathbb{Z}^d$.
2. $a(i, j) = a(0, j - i)$ for all $i, j \in \mathbb{Z}^d$. 5
\( c := \sum_{i \in \mathbb{Z}^d \setminus \{0\}} a(0, i) < \infty \) and \( a(0, 0) > 0 \).

Part (2) ensures that the way genetic information moves between colonies is homogeneous in space. Part (3) ensures that the total rate of resampling of a single individual is finite and that resampling is possible also at the same colony.

Figure 1: A schematic representation of the spatial populations on geographic space \( \mathbb{Z}^2 \) in an environment \( e := (N_k, M_k)_{k \in \mathbb{Z}^2} \). Purple individuals are of type \( \heartsuit \) and green individuals are of type \( \spadesuit \). The active (resp. dormant) population at colony \( i \) has size \( N_i = 5 \) (resp. \( M_i = 3 \)). The system evolves in time under the influence of resampling and exchange.

Under the resampling and exchange dynamics described earlier, the initial population sizes \( (N_i, M_i)_{i \in \mathbb{Z}^d} \) remain constant over time. Thus, we can naturally think of the sizes of the populations as a static environment for the spatial system. Throughout the sequel we denote by \( e := (N_i, M_i)_{i \in \mathbb{Z}^d} \) a typical choice for the sizes of the constituent populations and refer to it as the environment. For \( n \in \mathbb{N} \), we write \( [n] := \{0, 1, \ldots, n\} \), and at each colony \( i \) we register the pair \( (X^f_i(t), Y^f_i(t)) \in \{N_i\} \times \{M_i\} \), representing the number of active, respectively, dormant individuals of type \( \heartsuit \) at time \( t \) at colony \( i \).

The resulting Markov process is an interacting particle system denoted by

\[
Z^e := (Z^e(t))_{t \geq 0}, \quad Z^e(t) := (X^e_i(t), Y^e_i(t))_{i \in \mathbb{Z}^d},
\]

and lives on the state space

\[
X^e := \prod_{i \in \mathbb{Z}^d} [N_i] \times [M_i].
\]

It is implicitly assumed that the state space \( X^e \) is equipped with the natural product topology, under which it becomes compact. The space of càdlàg functions on \( X^e \) is endowed with the Skorokhod topology and plays the role of the ambient probability space for the process \( Z^e \). The superscript \( e \) indicates the dependence of the process \( Z^e \) on the environment \( e = (N_i, M_i)_{i \in \mathbb{Z}^d} \).

Throughout the sequel we adopt the convention of adding a superscript (or subscript) with Fraktur font to emphasize the dependence of a variable on the realization of the environment. Furthermore, in order to avoid unnecessary technicalities, we throughout consider environments that are admissible in the following sense:

**Definition 2.1. [Admissible environments]** Consider the following three conditions for the environment \( e = (N_i, M_i)_{i \in \mathbb{Z}^d} \in (\mathbb{N} \times \mathbb{N})^{\mathbb{Z}^d} \) and the migration kernel \( a(\cdot, \cdot) \):

(a) \( N_i \geq 2 \) and \( M_i \geq 2 \) for all \( i \in \mathbb{Z}^d \).

(b) \( \sup_{i \in \mathbb{Z}^d \setminus \{0\}} ||i||^{-\gamma} N_i < \infty \) and \( \sum_{i \in \mathbb{Z}^d} ||i||^{d+\gamma+\delta} a(0, i) < \infty \) for some \( \gamma > 0 \) and some \( \delta > 0 \).

(c) \( \lim_{||i|| \to \infty} ||i||^{-1} \log N_i = 0 \) and \( \sum_{i \in \mathbb{Z}^d} e^{\delta ||i||} a(0, i) < \infty \) for some \( \delta > 0 \).
If (a) is satisfied, i.e., in each colony, both the active and the dormant population consist of at least two individuals, then we say that $\nu$ is non-trivial. Further, if either (b) or (c) is satisfied, then we say that $\nu$ is compatible. Non-trivial and compatible environments are referred to as admissible environments. The set of all admissible environments is denoted by $\mathcal{A}$. ♠

In [20] Theorem 2.2 it was shown by formulating a well-posed martingale problem that under Assumption $\mathcal{A}$ for any compatible environment $\nu$, the Markov process $Z^\nu$ in (2.3) is well-defined.

**Remark 2.2. [Higher moments]** Unfortunately, because of conditions (b) and (c) in Definition 2.1, the migration kernel $a(\cdot, \cdot)$ is required to have at least $d + \delta$ finite moment for some $\delta > 0$. We believe that this can be relaxed to a weaker moment condition. On the one hand, these moment conditions are naturally required to ensure the well-posedness of the martingale problem associated with the process $Z^\nu$. On the other hand, if there is a uniform upper bound available for the active population sizes $(N_i)_{i \in \mathbb{Z}^d}$, then Assumption $\mathcal{A}$ alone is sufficient to carry out the construction of $Z^\nu$ by following Liggett’s method based upon the Hille-Yosida theory of semigroups. As a matter of fact, in the latter case, the conditions stated in [11] Chapter 1, Theorem 3.9 are met, and therefore, it is possible to avoid the method of well-posed martingale problem adopted in [20] Section 3.2.3 altogether, and to drop conditions (b)–(c) from Definition 2.1. However, if the active population sizes are unbounded, then Liggett’s method does not work straight away, but the method of well-posed martingale problem succeeds under either of the above two conditions. We do not require a growth restriction on the sizes of the dormant populations, because in our model only active individuals initiate resampling and exchange of the types, while dormant individuals sit idle. Condition (a) arises from a technical requirement in [21] and may be removed with minor adaptations.

### 2.2 Clustering in a fixed environment

A natural question that arises in the discussion of any model is whether an equilibrium exists. To answer this, let us denote by $\mathcal{P}(\mathcal{X})$ the set of all probability distributions on $\mathcal{X}$, and let $\delta_{\xi} \in \mathcal{P}(\mathcal{X})$ (resp., $\delta_0$) be the Dirac distribution concentrated at the configuration $\xi \in \mathcal{X}$ (resp., $(0,0)_{i \in \mathbb{Z}^d}$). Observe that $\nu \in \mathcal{X}$ (resp., $(0,0)_{i \in \mathbb{Z}^d}$) is the configuration where all individuals are of type $\heartsuit$ (resp., type $\spadesuit$), and therefore $\delta_{\heartsuit}, \delta_0$ are two trivial extremal equilibria for the process $Z^\nu$. Indeed, when all individuals in the spatial system have the same genetic type, neither resampling nor exchange can reintroduce the missing genetic type, and thereby push the system to an out-of-equilibrium state. This immediately raises the question of existence of any other equilibrium apart from these two trivial ones, and is the reason for introducing the following definition:

**Definition 2.3. [Clustering and Coexistence]** We say that the process $Z^\nu$ is in the clustering regime if $\delta_0$ and $\delta_{\heartsuit}$ are the only two extremal equilibria. Otherwise, we say that the process is in the coexistence regime. ♠

**Remark 2.4.** In the clustering regime any equilibrium $\nu \in \mathcal{P}(\mathcal{X})$ of the process $Z^\nu$ is a mixture of $\delta_0$ and $\delta_{\heartsuit}$. Thus, if the process $Z^\nu$ exhibits clustering and is in equilibrium, all individuals in the spatial system are of type $\heartsuit$ or of type $\spadesuit$.

In [20] Theorem 3.17, a necessary and sufficient criterion for clustering was formulated in terms of a dual $(Z^\nu(t))_{t \geq 0}$ of the process $Z^\nu$. The dual process

$$(2.4)\quad Z^\nu_+(t) := (n^\nu_i(t))_{i \in \mathbb{Z}^d}, \quad Z^\nu_-(t) := (m^\nu_i(t))_{i \in \mathbb{Z}^d},$$

is also an interacting particle system, which lives on the state space

$$(2.5)\quad \mathcal{X}^\nu := \left\{ (n_i, m_i)_{i \in \mathbb{Z}^d} \in \mathcal{X}^\nu: \sum_{i \in \mathbb{Z}^d} (n_i + m_i) < \infty \right\}$$

consisting of configurations in $\mathcal{X}^\nu$ with finite masses. It describes a Markovian evolution of a finite collections of indistinguishable particles that switch between an active and a dormant state. The variable $n^\nu_i(t)$ (resp. $m^\nu_i(t)$) in (2.4) counts the number of active (resp. dormant) dual particles present at location $i \in \mathbb{Z}^d$ at time $t \geq 0$. The dual particles perform interacting coalescing random
Assumption B. [Clustering environment] The migration kernel \( a(\cdot, \cdot) \) satisfying Assumption A\(^1\) and the environment \( \varepsilon = (N_i, M_i)_{i \in \mathbb{Z}^d} \) (admissible in the sense of Definition 2.1) are such that

1. \( a(\cdot, \cdot) \) is symmetric, i.e.,
   \[
   a(0, i) = a(0, -i), \quad i \in \mathbb{Z}^d.
   \]

2. \( a(\cdot, \cdot) \) generates a recurrent random walk on \( \mathbb{Z}^d \) that satisfies a local central limit theorem (LCLT). This requirement implicitly forces \( d \leq 2 \) and requires the migration kernel \( a(\cdot, \cdot) \) to have a finite second moment.

3. The relative strength of the seed-banks determined by \( \varepsilon \) are spatially uniformly bounded, i.e.,
   \[
   \sup_{i \in \mathbb{Z}^d} \frac{M_i}{N_i} < \infty.
   \]

4. The sizes of the active populations determined by \( \varepsilon \) are non-clumping, i.e.,
   \[
   \inf_{i \in \mathbb{Z}^d} \sum_{|j-i| \leq R} \frac{1}{N_j} > 0 \quad \text{for some } R < \infty.
   \]

In view of the above, unless stated otherwise, we will throughout assume that Assumption A\(^1\) and Assumption B are in force. We remark that the above conditions are sufficient but not necessary for the process \( Z^\varepsilon \) to remain in the clustering regime.

In this exposition we refrain from introducing the dual process in full generality and only define a version of the dual consisting of a single particle in terms of a coordinate process \( \Theta^\varepsilon \). Informally, the process \( \Theta^\varepsilon \) keeps track of the location and the state of a single dual particle in time, while the general dual \( Z^\varepsilon \) describes the evolution of the particle via configurations in \( X^\varepsilon_i \). The process \( \Theta^\varepsilon \) plays a key role in the proofs of all our main results, and will be our sole focus in Section 3. Later, in Section 4.1 we will explain via Lemma 4.2 how the single-particle process \( \Theta^\varepsilon \) is related to the general dual process \( Z^\varepsilon \). We refer the reader to [20, Section 3.2] and [21, Section 3] for further insight into the general dual process \( Z^\varepsilon \).

**Definition 2.5. [Single-particle dual process]** The single-particle dual process

\[
(2.9) \quad \Theta^\varepsilon := (\Theta^\varepsilon(t))_{t \geq 0}, \quad \Theta^\varepsilon(t) = (x^\varepsilon_t, \alpha^\varepsilon_t),
\]

in environment \( \varepsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \) is the continuous-time Markov chain on the state space

\[
(2.10) \quad G := \mathbb{Z}^d \times \{0, 1\}
\]

with transition rates

\[
(2.11) \quad (i, \alpha) \to \begin{cases} (i, 1 - \alpha), & \text{at rate } \lambda[\alpha + (1 - \alpha)K_i], \\ (j, \alpha), & \text{at rate } a(0, j - i) \quad \text{for } j \neq i \in \mathbb{Z}^d, \end{cases}
\]

where \( (i, \alpha) \in G \) and the environment \( \varepsilon \) fixes \( K_i \) by (2.1). We define the time-\( t \) probability transition kernel \( p^\varepsilon(t) : G \times G \to [0, 1] \) associated to \( \Theta^\varepsilon \) as

\[
(2.12) \quad p^\varepsilon(t, \eta, \xi) := P^\varepsilon_t(\Theta^\varepsilon(t) = \xi), \quad \eta, \xi \in G,
\]

where \( P^\varepsilon_\eta \) is the law of the process \( \Theta^\varepsilon \) started at \( \eta \in G \).

\(^1\)Corollary 2.14 follows from [21, Theorem 2.13] that contained a minor gap in its proof. The issue has been resolved by Frank den Hollander and the present author with the help of a zero-one law in [22, Lemma A.2.2].
The coordinates $x^e_i$ and $\alpha^e_i$ in (2.9) represent, respectively, the location in $\mathbb{Z}^d$ and the state (active or dormant) of the particle at time $t$, where 0 stands for dormant and 1 stands for active. Note from (2.11) that only the wake-up rate of the particle depends on the environment $\varepsilon$, and only via the ratios $(K_i)_{i \in \mathbb{Z}^d}$ defined in (2.1). Indeed, the average time spent in the dormant state by the particle at site $i$ is proportional to $K_i^{-1}$, the relative strength of the seed-bank at colony $i$. The particle in the active state migrates according to the kernel $a(\cdot, \cdot)$, and so migration is not affected by the environment $\varepsilon$, at least not in a direct manner. This makes the analysis of the single-particle process $\Theta^\varepsilon$ in a typical random environment $\varepsilon$ easier than the full dual process $Z^\varepsilon$.

Let us now state the main result of this section.

**Theorem 2.6. [Domain of attraction]** Suppose that the process $Z^\varepsilon := (Z^\varepsilon(t))_{t \geq 0}$ exhibits clustering in the sense of Definition 2.3 and $Z^\varepsilon(0) = (X^\varepsilon_i(0), Y^\varepsilon_i(0))_{i \in \mathbb{Z}^d}$ has distribution $\mu^\varepsilon \in \mathcal{P}(X^\varepsilon)$, where $\varepsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \in \mathcal{A}$ is an arbitrarily fixed environment. If $\mu^\varepsilon_t$ denotes the time-$t$ distribution of the process $Z^\varepsilon$, then the following are equivalent:

(a) $\mu^\varepsilon_t$ converges weakly as $t \to \infty$.

(b) For any $(i, \alpha) \in G := \mathbb{Z}^d \times \{0, 1\}$,

$$
(2.13) \quad f^\varepsilon(i, \alpha) := \lim_{t \to \infty} \sum_{(j, \beta) \in G} p^\varepsilon_t((i, \alpha), (j, \beta)) \mathbb{E}_{\mu^\varepsilon} \left[ \beta \frac{X^\varepsilon_j(0)}{e} + (1 - \beta) \frac{Y^\varepsilon_j(0)}{e} \right] \text{ exists,}
$$

where $p^\varepsilon_t(\cdot, \cdot)$ is as in Definition 2.5.

Further, if any of the above two conditions is satisfied, then there exists $\theta_\varepsilon \in [0, 1]$ such that $f^\varepsilon(\cdot) \equiv \theta_\varepsilon$, and

$$
(2.14) \quad \lim_{t \to \infty} \mu^\varepsilon_t = (1 - \theta_\varepsilon) \delta_0 + \theta_\varepsilon \delta_1.
$$

The following corollary states that if the process $Z^\varepsilon$ exhibits clustering and starts from an initial distribution that puts a constant density of type $\vee$ individuals at infinity, then with probability 1 the spatial process $Z^\varepsilon$ converges towards a mono-type equilibrium. Further, the probability of fixation to all type $\vee$ configuration in the attained equilibrium is given by the initial density of type $\vee$ in the populations at infinity.

**Corollary 2.7.** Suppose that the process $Z^\varepsilon$ exhibits clustering in the sense of Definition 2.3 and $\mu^\varepsilon_t$ denotes the time-$t$ distribution of the process, where $\varepsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \in \mathcal{A}$ is fixed arbitrarily. If the initial distribution $\mu^\varepsilon \in \mathcal{P}(X^\varepsilon)$ is such, that for some $\theta_\varepsilon \in [0, 1]$,

$$
(2.15) \quad \lim_{\|\varepsilon\| \to \infty} \int_{X^\varepsilon} \frac{X^\varepsilon_k}{e} \, d\mu^\varepsilon = \int_{X^\varepsilon} \frac{X^\varepsilon_k}{e} \, d\mu^\varepsilon = \theta_\varepsilon,
$$

then

$$
(2.16) \quad \lim_{t \to \infty} \mu^\varepsilon_t = (1 - \theta_\varepsilon) \delta_0 + \theta_\varepsilon \delta_1.
$$

The following corollary is immediate.

**Corollary 2.8.** Suppose that Assumption $\mathcal{A}$ and Assumption $\mathcal{B}$ are in force. Then, the process $Z^\varepsilon$ exhibits clustering, and consequently, the results in Theorem 2.6 and Corollary 2.7 hold.

### 2.3 Clustering in random environment

In this section we consider the process $Z^\varepsilon$ in a static random environment $\varepsilon$. Let us introduce the necessary notations before we present our main theorems. To simplify our analysis, we only consider uniformly elliptic environments.

**Definition 2.9. [Uniformly elliptic environment]** An environment $\varepsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \in (\mathbb{N}^2)^{\mathbb{Z}^d}$ is said to be uniformly elliptic if

$$
(2.17) \quad (N_i, M_i) \in \{2, 3, \ldots, R\}^2
$$

for all $i \in \mathbb{Z}^d$ and some natural number $R \geq 2$. The set of all environments satisfying (2.17) is denoted by $\mathcal{E}_R$. ♦
From here onwards we fix a natural number \( \mathcal{R} \geq 2 \), which we refer to as the ellipticity constant. We equip \( \mathcal{E}_\mathcal{R} \) with the product topology and the Borel \( \sigma \)-field \( \Sigma \). The product topology is naturally induced by the metric \( \mathcal{H} : \mathcal{E}_\mathcal{R} \times \mathcal{E}_\mathcal{R} \to [0, \infty) \),

\[
(2.18) \quad \mathcal{H}((N_i, M_i)_{i \in \mathbb{Z}^d}, (\widehat{N}_i, \widehat{M}_i)_{i \in \mathbb{Z}^d}) := \sum_{i \in \mathbb{Z}^d} \frac{1}{2|\mathcal{R}|} [1 \wedge (|N_i - \widehat{N}_i| + |M_i - \widehat{M}_i|)].
\]

In this metric topology, \( \mathcal{E}_\mathcal{R} \) is a compact Polish space, and the Borel \( \sigma \)-field \( \Sigma \) becomes countably generated.

**Remark 2.10. [Admissibility of uniformly elliptic environments]** It does not immediately follow from Definition 2.4 that \( \mathcal{E}_\mathcal{R} \subseteq \mathcal{A} \), without the imposition of further moment conditions on the migration kernel \( a(\cdot, \cdot) \). However, in view of Remark 2.2 and Definition 2.9, without loss of generality, we can enlarge the set of admissible environments \( \mathcal{A} \) to include \( \mathcal{E}_\mathcal{R} \), and so the process \( Z^\epsilon \) is well-defined for any \( \epsilon \in \mathcal{E}_\mathcal{R} \). Furthermore, any \( \epsilon \in \mathcal{E}_\mathcal{R} \) automatically satisfies conditions (3)–(4) in Assumption 2.

**Definition 2.11. [Translation operators]** For each \( j \in \mathbb{Z}^d \), the shift operator \( T_j : \mathcal{E}_\mathcal{R} \to \mathcal{E}_\mathcal{R} \) is defined by the map

\[
(2.19) \quad \epsilon \mapsto T_j \epsilon, \quad T_j \epsilon := (N_{i+j}, M_{i+j})_{i \in \mathbb{Z}^d},
\]

where \( \epsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \in \mathcal{E}_\mathcal{R} \). The action of \( T_j \) on a set is interpreted pointwise, i.e., for \( A \subseteq \mathcal{E}_\mathcal{R} \), \( T_j A := \{T_j \epsilon : \epsilon \in A \} \).

We impose the following assumption on the law of the random environment:

**Assumption C. [Translation-invariant and ergodic field]** The probability law \( \bar{\mathbb{P}} \) of the random environment \( \epsilon \) is defined on the measurable Polish space \((\mathcal{E}_\mathcal{R}, \Sigma)\) and satisfies:

1. For any \( A \in \Sigma \) and \( j \in \mathbb{Z}^d \), \( \bar{\mathbb{P}}(T_j^{-1} A) = \bar{\mathbb{P}}(A) \).
2. If \( A \in \Sigma \) is such that \( T_j^{-1} A = A \) for all \( j \in \mathbb{Z}^d \), then \( \bar{\mathbb{P}}(A) \in \{0, 1\} \).

We use \( \bar{\mathbb{E}} \) to denote the expectation w.r.t. \( \bar{\mathbb{P}} \).

We are now ready to state the main result of this section.

**Theorem 2.12. [Convergence in random environment]** Let \( f_A, f_D : \mathcal{E}_\mathcal{R} \to [0, 1] \) be two \( \Sigma \)-measurable functions such that, for \( \bar{\mathbb{P}} \)-almost every realization of \( \epsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \), the initial law \( \mu^\epsilon \in \mathcal{P}(\mathcal{X}^\epsilon) \) of the process \( Z^\epsilon \) satisfies the following for all \( i \in \mathbb{Z}^d \):

\[
(2.20) \quad \int_{\mathcal{X}^\epsilon} \frac{X_i}{Y_i} \, d\mu^\epsilon(\{X_k, Y_k\}_{k \in \mathbb{Z}^d}) = f_A(T_i \epsilon), \quad \int_{\mathcal{X}^\epsilon} \frac{Y_i}{M_i} \, d\mu^\epsilon(\{X_k, Y_k\}_{k \in \mathbb{Z}^d}) = f_D(T_i \epsilon).
\]

If Assumption A and conditions (1)–(2) in Assumption B hold, then, for \( \bar{\mathbb{P}} \)-almost every realization of the environment \( \epsilon \), \( Z^\epsilon(t) \) converges in law to \( (1 - \theta) \delta_0 + \theta \delta_\epsilon \) as \( t \to \infty \), where the fixation probability \( \theta \) to the all type-0 configuration \( \epsilon \in \mathcal{X}^\epsilon \) does not depend on the realization of the environment and is given by

\[
(2.21) \quad \theta = \frac{1}{1 + \rho} \int_{\mathcal{E}_\mathcal{R}} \left[ f_A((N_k, M_k)_{k \in \mathbb{Z}^d}) + \frac{M_k}{N_0} f_D((N_k, M_k)_{k \in \mathbb{Z}^d}) \right] \, d\bar{\mathbb{P}}((N_k, M_k)_{k \in \mathbb{Z}^d}),
\]

with \( \rho := \bar{\mathbb{E}}[\frac{M_k}{N_0}] = \int_{\mathcal{E}_\mathcal{R}} \frac{M_k}{N_0} \, d\bar{\mathbb{P}}((N_k, M_k)_{k \in \mathbb{Z}^d}) \), the average relative strength of the seed-bank in each colony.

Let us look at a simple example where the conditions in the above theorem are met.
Example 2.13. [Homogenized fixation probability] Fix $\kappa \in [0, 1]$. Suppose that, for a typical environment $\mathbf{e} := (N_i, M_i)_{i \in \mathbb{Z}^d}$ drawn from the law $\tilde{P}$, the process $Z^t$ starts with the initial law $\mu^\mathbf{e} \in \mathcal{P}(\mathcal{X}^t)$ given by

\begin{equation}
\mu^\mathbf{e} := \bigotimes_{i \in \mathbb{Z}^d} \text{Binomial}(N_i, \frac{\nu}{N_i}) \otimes \text{Uniform}([M_i]).
\end{equation}

In other words, in the spatial system of populations with sizes $(N_i, M_i)_{i \in \mathbb{Z}^d}$, initially each active individual of colony $i$ independently adopts type $\bigcirc$ with probability $\frac{\nu}{N_i}$, and the number of type-$\bigcirc$ dormant individuals, which is given by $Y_i^e(0)$, is uniformly distributed over $[M_i] = \{0, 1, \ldots, M_i\}$. In this case, if we let $f_A : \mathcal{E}_\mathbf{e} \to [0, 1]$ be the map $\mathbf{e} \mapsto \frac{\nu}{N_i}$ and $f_D : \mathcal{E}_\mathbf{e} \to [0, 1]$ be the constant map $\mathbf{e} \mapsto \frac{1}{2}$, then $\mu^\mathbf{e}$ satisfies

\begin{equation}
\mathbb{E}_{\mu^\mathbf{e}} [X_i^{(0)}] = \frac{\nu}{N_i} = f_A(T_i \mathbf{e}), \quad \mathbb{E}_{\mu^\mathbf{e}} [Y_i^{(0)}] = \frac{1}{2} = f_D(T_i \mathbf{e}),
\end{equation}

for all $i \in \mathbb{Z}^d$. Thus, if the migration kernel $a(\cdot, \cdot)$ is symmetric, recurrent and satisfies a LCLT, then by Theorem 2.12, we have that, for $\tilde{P}$-almost every realization of $\mathbf{e}$, the process $Z^t$ converges in law to $(1 - \theta)\delta_0 + \theta \delta_1$, where $\theta$ is given by

\begin{equation}
\theta = \frac{1}{1 + \mathbb{E}[M_0/N_0]} \left[ \frac{\nu}{N_0} + \frac{1}{2} \frac{M_0}{N_0} \right].
\end{equation}

This tells that, in the long run, the probability of fixation of the spatial population to the all type-$\bigcirc$ configuration is $\theta$ and does not depend on the realization of the environment $\mathbf{e}$. Another interesting observation is that the fixation probability $\theta$ is an annealed average of the densities of type-$\bigcirc$ individuals. Therefore, $\theta$ is a function of the average type-$\bigcirc$ densities determined by the initial distribution $\mu^\mathbf{e}$ and does not depend on any other parameters of the distribution.

The proof of Theorem 2.12 relies on the analysis of the single-particle process $\Theta^\mathbf{e}$ in Definition 2.5 in a random environment $\mathbf{e}$ drawn from the law $\tilde{P}$. In particular, at the heart of the proof lies an exploitation of the following homogenization result, whose proof is deferred to Section 3.3.

Theorem 2.14. [Homogenization of environment] Let $f_A : \mathcal{E}_\mathbf{e} \to \mathbb{R}$ and $f_D : \mathcal{E}_\mathbf{e} \to \mathbb{R}$ be two bounded $\Sigma$-measurable functions. Then, under Assumption B and conditions (1)–(2) in Assumption B, for $\tilde{P}$-almost every realization of $\mathbf{e}$ and any $\alpha \in \{0, 1\}$,

\begin{equation}
\lim_{t \to \infty} \sum_{(j, \beta) \in G} p^t_{\mathbf{e}}((0, \alpha), (j, \beta)) \left[ \beta f_A(T_j \mathbf{e}) + (1 - \beta) f_D(T_j \mathbf{e}) \right] = \theta,
\end{equation}

where $p^t_{\mathbf{e}}(\cdot, \cdot)$ is the time-$t$ transition kernel of the single-particle dual process $\Theta^\mathbf{e}$ given in Definition 2.5 and

\begin{equation}
\theta := \frac{1}{1 + \rho} \int_{\mathcal{E}_\mathbf{e}} \left[ f_A((N_k, M_k)_{k \in \mathbb{Z}^d}) + \frac{M_0}{N_0} f_D((N_k, M_k)_{k \in \mathbb{Z}^d}) \right] \, d\tilde{P}\{(N_k, M_k)_{k \in \mathbb{Z}^d}\},
\end{equation}

with $\rho := \frac{\nu}{N_0} = \int_{\mathcal{E}_\mathbf{e}} \frac{M_0}{N_0} \, d\tilde{P}\{(N_k, M_k)_{k \in \mathbb{Z}^d}\}$.

The interpretation of the above result is that, for $\tilde{P}$-almost every realization of the environment $\mathbf{e}$, the law of the “environment viewed from the particle” in the process $\Theta^\mathbf{e}$ converges weakly to an invariant distribution. The precise meaning of the last statement will become clear in Section 3. Conditions (1)–(2) in Assumption B play a crucial role in the proof. Theorem 2.14 combined with Theorem 2.8 enables us to prove Theorem 2.12.

Note that, in (2.25), the process $\Theta^\mathbf{e}$ is assumed to start at $(0, \alpha) \in G$. However, this does not matter, because the law of the environment is translation-invariant and the time-$t$ probability transition kernel $p^t_{\mathbf{e}}(\cdot, \cdot)$ satisfies

\begin{equation}
p^t_{\mathbf{e}}((k, \alpha), (l, \beta)) = p^t((k + i, \alpha), (l + i, \beta))
\end{equation}

for any fixed environment $\mathbf{e} \in \mathcal{E}_\mathbf{e}$, time $t \geq 0$, locations $i, k, l \in \mathbb{Z}^d$, and states $\alpha, \beta \in \{0, 1\}$. Indeed, we have the following corollary:
Corollary 2.15. Suppose that Assumption $A$ and conditions (1)-(2) in Assumption $B$ hold. Let $f_A, f_D$ and $\theta$ be as in Theorem 2.14. Then, for $\mathbb{P}$-almost every realization of $\epsilon$ and all $(i, \alpha) \in \mathbb{Z}^d \times \{0,1\}$,

\[(2.28) \quad \lim_{t \to \infty} \sum_{(i,\beta) \in G} p_t^i((i, \alpha), (j, \beta)) \left[ \beta f_A(T_j \epsilon) + (1 - \beta) f_D(T_j \epsilon) \right] = \theta,\]

where $p_t^i(\cdot, \cdot)$ is as in Definition 2.5.

2.4 Discussion

**Clustering in fixed environment.** In [20, Theorem 3.14] we only showed convergence of the spatial process $Z^\epsilon$ to an equilibrium for a restricted class of initial distributions, namely, a product of binomials with parameters that are tuned to the environment $\epsilon$ and the density of type-$\varnothing$ individuals in the populations. The main result of Section 2.3, namely, Theorem 2.6, fully characterizes the set of initial distributions for which $Z^\epsilon$ admits convergence to equilibrium. The result is valid for any admissible environment $\epsilon$ in which $Z^\epsilon$ exhibits clustering. The proof follows from similar arguments used in the proof of the analogous results [11, Theorem 1.9(b)] and [30, Theorem 1.2] derived, respectively, in the context of the Voter model and the Stepping Stone model (see also e.g. [14, 3]).

In [20, Theorem 3.17] we showed that the process $Z^\epsilon$ clusters if and only if two dual particles in $Z^\epsilon_\bullet$ coalesce into a single particle with probability 1. We also show in Theorem 4.4 in Section 4.1 that coalescence of two dual particles with probability 1 is equivalent to coalescence of any finite number of dual particles with probability 1. This consistency property of the dual process, which is purely a consequence of the duality relation between $Z^\epsilon$ and $Z^\epsilon_\bullet$, is far from trivial, because the dual particles interact with each other.

To summarise, the process $Z^\epsilon$ admits only mono-type equilibria if and only if the evolution of the dual $Z^\epsilon_\bullet$ is eventually governed by $p^\epsilon(\cdot, \cdot)$, the probability transition kernel of the single-particle dual $\Theta^\epsilon$ (recall Definition 2.5). Precisely because of this, we see in (2.13) that the domain of attraction for each mono-type equilibrium of the process $Z^\epsilon$ in the clustering regime is dictated by the limiting behaviour of $p^\epsilon(\cdot, \cdot)$ as $t \to \infty$. On the contrary, if the process $Z^\epsilon$ is in the coexistence regime (i.e. existence of multi-type equilibria), then the evolution of the dual $Z^\epsilon_\bullet$ is no longer described by $p^\epsilon(\cdot, \cdot)$ alone, and therefore providing an answer to similar questions in the case of coexistence is challenging. In particular, because of the presence of interactions in the dual and the lack of translation-invariance of the state space $X^\epsilon$, the characterization of the domain of attraction for a multi-type equilibrium via Liggett-type conditions (see e.g. [31, Theorem 1.9(a)], [27]) is a highly non-trivial problem, and is closely related to the study of harmonic functions (see e.g. [51]) of the general dual process $Z^\epsilon_\bullet$.

**Clustering in random environment.** Turning to the main result of Section 2.3, we see that Theorem 2.12 is a homogenization statement on the convergence of the spatial system to a mono-type equilibrium in random environment. It states that if the population sizes are drawn from an ergodic and translation-invariant random field for which clustering prevails, and the initial average densities of type-$\varnothing$ active and dormant individuals in each colony are modulated, respectively, by two global functions $f_A(\cdot)$ and $f_D(\cdot)$ of the population sizes, then the spatial system converges in law towards a mono-type equilibrium for almost all initial realizations of the sizes. In the attained equilibrium, the probability of fixation to the all type-$\varnothing$ configuration is a weighted average of the two functions $f_A$ and $f_D$, and is independent of the chosen initial population sizes. In other words, the spatial process $Z^\epsilon$ undergoes homogenization, which, roughly speaking, can be viewed as a “weak law of large numbers”.

A closer look at the proof in Section 4.2 will reveal that the homogenization comes, in essence, from the duality relation with the process $\Theta^\epsilon$ evolving in the same random environment. The homogenization in the continuous-time process $\Theta^\epsilon$, in turn, is inherited from a discrete-time subordinate Markov chain $\hat{\Theta}^\epsilon$ (see Definition 3.1 in Section 3.1). This $\hat{\Theta}^\epsilon$ is embedded into the continuous-time process $\Theta^\epsilon$ and closely resembles a $d$-dimensional version of the random walk in random environment (RWRE) on a strip introduced in [10] (see also [25, 24, 26] for similar models and further references). However, results derived in that context do not immediately carry over to our setting, because $\hat{\Theta}^\epsilon$ fails to meet some basic irreducibility hypotheses (see e.g. [10]).
Condition C]). Nonetheless, it turns out that $\Theta^e$ is easier to analyze than the RWRE on a strip, as some of its transition probabilities are controlled by deterministic parameters that do not depend on the environment $e$. To be precise, the step distribution of a particle evolving via $\Theta^e$ on the $d$-dimensional strip $\mathbb{Z}^d \times \{0, 1\}$ is a preassigned probability distribution $\hat{\rho}(\cdot)$ on $\mathbb{Z}^d$ and, in fact, is defined in terms of the migration kernel $a(\cdot, \cdot)$ of the spatial process $Z^e$. This simplicity of the subordinate Markov chain, which is similar to a property found in for random walk in random scenery (see e.g., [18, 23]), allows us to answer some of the highly sought-after questions in the literature on RWRE. In particular, we are able to identify a stationary and ergodic distribution for the environment viewed from the particle, with an explicit expression for the density $w.r.t.$ the initial law, and establish a strong law of large numbers for the location of the particle (see Section 3.2). Moreover, when $\hat{\rho}(\cdot)$ is symmetric and recurrent ($d \leq 2$), we show that the environment process converges weakly to the reversible stationary distribution in the quenched setting. The latter is a very powerful result, which ultimately causes the homogenization found in the subordinate Markov chain $\hat{\Theta}^e$, and later passes it on to the single-particle dual $\Theta^e$ as well.

As argued before, the spatial process $Z^e$ acquires the homogenization via duality from $\Theta^e$. Indeed, a crucial observation will reveal that the homogenized fixation probability in (2.21) is nothing else but the average of the two global functions $f_A$ and $f_D$ w.r.t. the invariant distribution of the environment process. The method employed in proving the quenched weak convergence of the environment process for $\hat{\Theta}^e$ to the invariant distribution is not probabilistic and relies on ergodic theoretic tools. To be precise, we first show that the peripheral point-spectrum (i.e., the set of all eigenvalues of modulus 1) of the self-adjoint Markov kernel operator $\mathcal{R}$ associated to the environment process is trivial (see Lemma 3.12 in Section 3.2) and afterwards invoke a generalised version of the fundamental theorem for Markov chains (see Proposition 3.10 in Section 3.2) to establish the convergence. This way of proving weak convergence of the environment process is non-standard in the literature on RWRE, where such convergences are often established by exploiting some form of regeneration structure, or results like a local central limit theorem for the relevant random walk (see e.g., [33, 37, 25, 2]). Admittedly, the analysis of the peripheral point-spectrum of a Markov kernel operator in the $L_p$ ($p \geq 1$) space of its reversible distribution is non-trivial and requires knowledge of the explicit form of the distribution. However, in many random environment models, such as the random conductance model, the one-dimensional RWRE, etc., important results in the quenched setting are still incomplete despite the existing knowledge of their explicit reversible distributions. Perhaps such problems may be approached in a similar way.

3 Single-particle dual in random environment

As indicated in the previous section, the single-particle dual process $\Theta^e$ (see Definition 2.5) serves as the main ingredient in proofs of all our main results. In this section we study $\Theta^e$ in a typical random environment $e \in \mathcal{E}_A$ drawn according to the law $\bar{\mathbb{P}}$ (see Assumption C) and prove the homogenization result stated in Theorem 2.14.

To avoid dealing with technicalities that arise in the context of continuous-time Markov processes, in Section 3.1 we transform the process $\Theta^e$ into a discrete-time Markov chain $\hat{\Theta}^e$ using the well-known method of uniformization by a Poisson clock. We also introduce an auxiliary environment process $W$ associated to the Markov chain $\hat{\Theta}^e$. In Section 3.2 we show that the environment process $W$ converges weakly to an invariant distribution in the quenched setting. Finally, in Section 3.3 we prove Theorem 2.14 and Corollary 2.15 by transferring the convergence result on $W$ to the continuous-time process $\Theta^e$.

3.1 Subordinate Markov chain and auxiliary environment process

When a continuous-time Markov process on a countable state space retains uniformly bounded jump rates, it can be uniformized by a Poisson clock and a discrete-time subordinate Markov chain (see e.g., [22, Chapter 2]). The method of uniformization essentially transforms a variable-speed continuous-time Markov process into a constant-speed continuous-time Markov process $\Theta^e$. Observe from (2.11) that the jump rates of $\Theta^e$ (see Definition 2.5) are uniformly bounded when the chosen environment $e$ is uniformly elliptic, and therefore $\Theta^e$ is uniformizable for such an environment. We start by defining a subordinate Markov chain $\hat{\Theta}^e$ corresponding to the process $\Theta^e$ in a uniformly
elliptic environment $\epsilon$.

**Definition 3.1. [Subordinate Markov chain]** The subordinate Markov chain (see Fig. 2)

\begin{align}
(3.1) \quad \hat{\Theta}^\epsilon := (\hat{\Theta}^\epsilon_n)_{n \in \mathbb{N}_0}, \quad \hat{\Theta}^\epsilon_n = (X^\epsilon_n, \alpha^\epsilon_n),
\end{align}

in a uniformly elliptic environment $\epsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \in \mathcal{E}_R$ is the discrete-time Markov chain on the state space $G = \mathbb{Z}^d \times \{0, 1\}$ with transition probabilities

\begin{align}
(i, 1) &\rightarrow \begin{cases} (j, 1) & \text{w.p. } (1 - q_s)\hat{p}(j - i), \ j \in \mathbb{Z}^d, \\ (i, 0) & \text{w.p. } q_s, \end{cases} \\
(i, 0) &\rightarrow \begin{cases} (i, 0) & \text{w.p. } 1 - \omega(i), \\ (i, 1) & \text{w.p. } \omega(i), \end{cases}
\end{align}

where $i \in \mathbb{Z}^d$, and the parameters $q_s := (\omega(k))_{k \in \mathbb{Z}^d}$ and $\hat{p} := (\hat{p}(k))_{k \in \mathbb{Z}^d}$ are determined by the exchange rate $\lambda$, the environment $\epsilon$, the migration kernel $a(\cdot, \cdot)$, and the ellipticity constant $R \geq 2$, as follows:

\begin{align}
q_s &:= \frac{\lambda}{c + \lambda + \lambda R}, \quad \omega(i) := \frac{\lambda K_i}{c + \lambda + \lambda R} = \frac{\lambda N_i}{M_i(c + \lambda + \lambda R)}, \quad i \in \mathbb{Z}^d,
\end{align}

\begin{align}
\hat{p}(i) &:= \frac{\lambda R}{c + \lambda R} 1_{i=0} + \frac{a(0, i)}{c + \lambda R} 1_{i \neq 0},
\end{align}

where $c$ is the speed of migration defined in condition (3) of Assumption $A$. We denote by $Q_{\epsilon}(\cdot, \cdot) : G \times G \rightarrow [0, 1]$ the 1-step transition kernel of the chain $\hat{\Theta}^\epsilon$, defined as

\begin{align}
(3.4) \quad Q_{\epsilon}(\eta, \xi) := \hat{P}_{\eta}^\epsilon(\hat{\Theta}^\epsilon_{\xi} = \xi), \quad \eta, \xi \in G,
\end{align}

where $\hat{P}_{\eta}^\epsilon$ is the canonical law of $\hat{\Theta}^\epsilon$ started at $\eta$.

Figure 2: A schematic representation of the transition probabilities of a particle moving on the $d$-dimensional strip $\mathbb{Z}^d \times \{0, 1\}$ according to $\hat{\Theta}^\epsilon$. The particle is allowed to migrate in the bottom layer and while doing so remains in active state. However, the particle becomes dormant by entering the top layer, and thus can not migrate.

**Remark 3.2. [Well-posedness]** Observe that $\hat{p}(\cdot)$ defines a probability distribution on $\mathbb{Z}^d$ and inherits the role of the migration kernel $a(0, \cdot)$. By the uniform ellipticity of the environment $\epsilon \in \mathcal{E}_R$, it follows that $\omega \in [\delta, 1 - \delta]^{\mathbb{Z}^d}$ for some $\delta \in (0, \frac{1}{2})$ determined by $c, \lambda$ and $R$. Thus, the transition probabilities in (3.2) are well-defined. From (3.3) we see that $\omega$ is the only parameter that depends on $\epsilon$ and plays the role of random environment for $\hat{\Theta}^\epsilon$, while $q_s$ takes over the role of $\lambda$, which is the rate of becoming dormant from the active state in the continuous-time process $\Theta^\epsilon$. 
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The subordinate Markov chain $\Theta^\varepsilon$ describes the evolution of a particle moving on the $d$-dimensional strip $\mathbb{Z}^d \times \{0, 1\}$ in discrete time. The coordinates $X^\varepsilon_n$ and $\alpha^\varepsilon_n$ give, respectively, the location in $\mathbb{Z}^d$ and the state (active or dormant) at time $n \in \mathbb{N}_0$ of the particle evolving in the environment $\varepsilon$ according to the transition probabilities given in (3.2). In each step, the particle in the active state, with probability $(1 - q_n)$, performs random walk on $\mathbb{Z}^d$ according to the increment distribution $\hat{p}(\cdot)$, while, with probability $q_n$, it becomes dormant from the active state. The particle does not move in the dormant state and becomes active with a location-dependent probability determined by the environment $\varepsilon$. The following property of the law of $\Theta^\varepsilon$ is a consequence of the translation-invariance of $\mathbb{Z}^d$ and the migration kernel $a(\cdot, \cdot, \cdot)$. The proof follows from an easy calculation of the transition probabilities of $\Theta^\varepsilon$ given in (3.2), and is omitted for briefness.

**Lemma 3.3. [Translation-invariance]** For any $(i, \alpha), (j, \beta) \in G$ and $n \in \mathbb{N}_0$,

$$
(3.5) \quad \hat{p}^\varepsilon_{(i, \alpha)}(\Theta^\varepsilon_n = (j, \beta)) = \hat{p}^\varepsilon_{(i, \alpha)}(\Theta^\varepsilon_{n+t} = (i + j, \beta)).
$$

The connection between the discrete-time Markov chain $\Theta^\varepsilon$ and the continuous-time Markov process $\Theta^\varepsilon$ becomes apparent in the next lemma.

**Lemma 3.4. [Uniformization by Poisson clock]** Let $\varepsilon \in \mathcal{E}_A$ be a uniformly elliptic environment and $(N_t)_{t \geq 0}$ a Poisson process with rate $c + \lambda + \lambda R$ that is independent of the subordinate Markov chain $\Theta^\varepsilon$. Then, under the assumption that the process $\Theta^\varepsilon$ (see Definition 3.5) and the Markov chain $\Theta^\varepsilon$ have the same initial distribution,

$$
(3.6) \quad (\Theta^\varepsilon(t))_{t \geq 0} \overset{d}{=} (\Theta^\varepsilon_N)_{t \geq 0}.
$$

In particular, for $\eta, \xi \in G$,

$$
(3.7) \quad p^\varepsilon_{t}(\eta, \xi) = e^{-(c+\lambda+\lambda R)t} \sum_{n=0}^{\infty} \frac{[(c+\lambda+\lambda R)t]^n}{n!} Q^\varepsilon_n(\eta, \xi),
$$

where $p^\varepsilon_{t}(\cdot, \cdot)$ and $Q^\varepsilon(\cdot, \cdot)$ are as in Definition 2.5 and Definition 3.1, respectively.

**Proof.** Let $\mathcal{J}_\varepsilon$ denote the infinitesimal generator of the process $\Theta^\varepsilon$. Since $\varepsilon$ is uniformly elliptic, it is easily seen that $\mathcal{J}_\varepsilon$ is a bounded operator and thus $(\exp(\mathcal{J}_\varepsilon t))_{t \geq 0}$ defines the semigroup of $\Theta^\varepsilon$. In particular, the transition probability kernel $p^\varepsilon_{t}(\cdot, \cdot)$ expands as

$$
(3.8) \quad p^\varepsilon_{t}(\cdot, \cdot) = \sum_{n=0}^{\infty} \mathcal{J}^n_{\varepsilon}(\cdot, \cdot) \frac{t^n}{n!},
$$

where the generator $\mathcal{J}_\varepsilon$ is viewed as a matrix. The claim follows from this expansion of $p^\varepsilon_{t}(\cdot, \cdot)$ and the observation that

$$
(3.9) \quad \mathcal{J}_\varepsilon = (c + \lambda + \lambda R)[Q_\varepsilon - I],
$$

where $I$ is the identity operator (viewed as a matrix). Note that in (3.9) the translation-invariance of the migration kernel $a(\cdot, \cdot, \cdot)$ is used.

Below we define the “environment process” associated to the subordinate Markov chain $\Theta^\varepsilon$. This process is defined in the same way as for RWRE on a strip (see e.g., [24, Definition 2.2]).

**Definition 3.5. [Auxiliary environment process]** Let $\Theta^\varepsilon = (X^\varepsilon_n, \alpha^\varepsilon_n)_{n \in \mathbb{N}_0}$ with the canonical law $\hat{P}^\varepsilon\left((0, \alpha) \in G \times \{0, 1\}\right)$ be the subordinate Markov chain (see Definition 3.1) started at $(0, \alpha) \in G$ in environment $\varepsilon \in \mathcal{E}_A$. The auxiliary environment process $W$ having initial distribution $\delta_{(\varepsilon, \alpha)}$ is the discrete-time process on $\Omega_A := \mathcal{E}_A \times \{0, 1\}$ given by

$$
(3.10) \quad W := (W_n)_{n \in \mathbb{N}_0}, \quad W_n := (\varepsilon_n, \alpha_n) \text{ with } \varepsilon_n := T_{X^\varepsilon_n} \varepsilon, \alpha_n := \alpha_n^\varepsilon,
$$

and is defined on the same probability space of $\Theta^\varepsilon$. ✤
It is trivial to check that, for any $(\epsilon, \alpha) \in \Omega_K$, $W$ is a Markov chain on the state space $\Omega_K$ under the law $\hat{P}_e\delta(0, \alpha)$, with initial distribution $\delta_{(\epsilon, \alpha)}$ [by Lemma 3.3 also under the law $\hat{P}_e\delta(t, \alpha)$, $t \in \mathbb{Z}^d$, with initial distribution $\delta_{(T(t), \epsilon, \alpha)}$].

The action of the Markov kernel operator $\mathcal{R}$ associated to $W$ on a bounded function $f \in \mathcal{F}_b(\Omega_K)$ is given by

\begin{equation}
\mathcal{R}f(\epsilon, \alpha) := \hat{E}_{(0, \alpha)}[f(W)],
\end{equation}

where $(\epsilon, \alpha) \in \Omega_K$ and $\hat{E}_{(\cdot, \cdot)}\hat{\Theta}(\cdot, \cdot)$ is the 1-step transition kernel of $\hat{\Theta}$ defined in (3.4). In particular,

\begin{equation}
\mathcal{R}f(\epsilon, \alpha) = \left\{ \begin{array}{ll}
q_s f(\epsilon, 0) + (1 - q_s) \sum_{j \in \mathbb{Z}^d} \hat{p}(j) f(T_j \epsilon, 1), & \text{if } \alpha = 1, \\
\omega(0) f(\epsilon, 1) + [1 - \omega(0)] f(\epsilon, 0), & \text{otherwise},
\end{array} \right.
\end{equation}

where $q_s$, $\hat{p}(\cdot)$ and $\omega := (\omega(k))_{k \in \mathbb{Z}^d}$ are defined in terms of $e$ and the other parameters in (3.3).

The Markov chain $W$ describes the state of the environment from the point of view of a particle that moves on the $d$-dimensional strip $\mathbb{Z}^d \times [0, 1]$ according to the chain $\hat{\Theta}$. The definition of the process differs from the standard definition usually encountered in the literature on RWRE. This is because the particle moves on two copies of $\mathbb{Z}^d$ instead of one, and in order to preserve the Markov property we need an extra variable describing the layer on which the particle is present.

The state space $\Omega_K$ of the auxiliary environment process $W$, even though compact, is huge. Thus, at first glance, obtaining any useful information from $W$ might seem to be an impossible task. In general, this difficulty is overcome by taking initial samples of the environment from an ergodic and translation-invariant law. In such settings, it often becomes possible to construct “by hand” an invariant distribution that is absolutely continuous w.r.t. the initial law. Invariant distributions having such characteristics, which guarantees its uniqueness as well (see e.g. [11, 35]), are an extremely powerful tool for deriving many interesting properties, such as laws of large numbers, central limit theorems etc., for the relevant process. In the next section we find an invariant distribution $\hat{Q}$ with such a property and prove weak convergence of $W$ to the invariant distribution in the quenched setting.

### 3.2 Stationary environment process and weak convergence

In this section we address the question of whether the auxiliary environment process $W$ admits an invariant distribution that is “equivalent” to its initial distribution. The following result provides a positive answer:

**Theorem 3.6. [Invariant distribution of environment process]** Let $\hat{Q}$ be the probability measure on $(\Omega_K, \Sigma) \otimes 2^{(0, 1)}$ defined by

\begin{equation}
\hat{Q}\{((\epsilon, \alpha)) := \frac{u(\epsilon, \alpha)}{1 + \rho} \hat{P}(\epsilon),
\end{equation}

where the law $\hat{P}$ defined on $(\mathcal{E}_K, \Sigma)$ is as in Assumption $\Box$ $\rho := \overline{E}\left[\frac{M_0}{N_0}\right]$, and the density $u : \Omega_K \rightarrow (0, \mathbb{R}]$ is given by

\begin{equation}
u((N_k, M_k)_{k \in \mathbb{Z}^d}, \alpha) = \begin{cases}
1 & \text{if } \alpha = 1, \\
\frac{M_k}{N_k} & \text{if } \alpha = 0.
\end{cases}
\end{equation}

The following hold:

1. The environment process $W$ in Definition $\Box$ is stationary and ergodic under the probability law $\hat{Q}$.

2. Under condition (1) in Assumption $\Box$ $\hat{Q}$ is reversible.

**Remark 3.7. **[Validity in all dimensions] Part (1) of Theorem 3.6 holds without the imposition of condition (1) in Assumption $\Box$ It essentially follows from the translation-invariance and ergodicity of the law $\hat{P}$. Moreover, both part (1) and part (2) are valid in all dimensions $d \geq 1$. Assumption $A$ is crucial for the proof and can not be removed in a straightforward way.
Then, for every bounded measurable function \(e\) eigenvalue of the Markov kernel operator \(\bar{Q}\) (recall Definition 3.1), which is a result of independent interest.

Before we proceed further, let us explain what we mean by “equivalence” of the invariant distribution \(Q\) in the theorem and the initial law \(\bar{P}\) of the environment. In the literature on RWRE, this phenomenon is called “equivalence between the static and the dynamic points of view”.

Lemma 3.8. [Equivalence of \(Q\) and \(\bar{P}\)] Let \(Q, \bar{P}\) be as in Theorem 3.6. Then, for any measurable \(A \subseteq \Omega_R \times [0,1]\), the following are equivalent:

1. \(Q(A) = 1\).
2. There exists a \(\Sigma\)-measurable \(A' \subseteq E_R\) such that \(\bar{P}(A') = 1\) and \(A' \times \{0,1\} \subseteq A\).

Proof. Let \(\theta := \frac{1}{1 + E[M_0/N_0]} \in (0,1)\), and let \(\mu\) be the probability measure on \((E_R, \Sigma)\) defined by

\[
(3.15) \quad \mu(E) = \frac{\theta}{1 - \theta} \int_E \frac{d\bar{P}((N_k, M_k)_{k \in \mathbb{Z}})}{d\hat{\mu}^e}, \quad E \in \Sigma.
\]

Clearly, for any \(E \in \Sigma\),

\[
(3.16) \quad \mu(E) = 1 \text{ if and only if } \bar{P}(E) = 1.
\]

Suppose that (1) holds for some measurable \(A \subseteq \Omega_R\). Note from (3.13) that

\[
(3.17) \quad 1 = Q(A) = \theta \bar{P}(A_1) + (1 - \theta)\mu(A_0),
\]

where

\[
(3.18) \quad A_0 := \{\epsilon : (\epsilon, 0) \in A\}, \quad A_1 := \{\epsilon : (\epsilon, 1) \in A\}.
\]

Since \(\theta \in (0,1)\), this implies \(\bar{P}(A_1) = \mu(A_0) = 1\). Defining \(A' = A_0 \cap A_1\), we see that (2) follows from (3.16).

Similarly, if (2) holds, then by (3.16), \(Q(A' \times \{0,1\}) = \theta \bar{P}(A') + (1 - \theta)\mu(A') = 1\). Thus, \(Q(A) \geq Q(A' \times \{0,1\}) = 1\) and so (1) is proved.

Our next goal is to prove weak convergence of the environment process \(W\) to the stationary law \(Q\) under the quenched law \(\bar{P}^e(\cdot, \alpha)\) for \(\bar{P}\)-almost every realization of the environment \(e \in E_R\). In particular, we have the following result:

Theorem 3.9. [Weak convergence of auxiliary environment] Suppose that conditions (1)–(2) in Assumption 2 hold. Let \(f_A : E_R \to \mathbb{R}\) and \(f_D : E_R \to \mathbb{R}\) be two bounded \(\Sigma\)-measurable functions. Then, for \(\bar{P}\)-almost every realization of \(e \in E_R\) and any \(\alpha \in [0,1]\),

\[
(3.19) \quad \lim_{n \to \infty} \bar{E}_n^{(\epsilon, 0, \alpha)}[h(\epsilon_n, \alpha_n)] = \int_{E_R \times \{0,1\}} h(\epsilon', \beta) dQ(\epsilon', \beta),
\]

where \(h\) is the function \((\epsilon, \alpha) \mapsto \alpha f_A(\epsilon) + (1 - \alpha)f_D(\epsilon), W = (\epsilon_n, \alpha_n)_{n \in \mathbb{N}_0}\) is the auxiliary environment process with law \(\bar{P}^e(\cdot, \alpha)\) defined in Definition 3.5 and \(Q\) is the stationary law of \(W\) given in (3.13).

The proof of Theorem 3.9 is a consequence of the proposition stated below. This proposition is an analogue of the "fundamental theorem of Markov chains on countable state spaces" because it addresses Markov chains on general state spaces. We believe that this result is already known in the literature (see e.g., [43] or [12], [29], [17]) on ergodic theory on Markov chains, but we have been unable to find a reference with an explicit proof of the statement. For the sake of completeness, the proof is given in Appendix B.

Proposition 3.10. [Fundamental theorem of MC] Let \((\Omega, \Sigma, Q)\) be a probability space, where the \(\sigma\)-field \(\Sigma\) is countably generated. Let \(W := (W_n)_{n \in \mathbb{N}_0}\) be a Markov chain on the state space \(\Omega\), and assume that \(Q\) is a reversible and ergodic stationary distribution for \(W\). If \(-1\) is not an eigenvalue of the Markov kernel operator \(\mathfrak{K} : L_\infty(\Omega, Q) \to L_\infty(\Omega, Q)\) associated to \(W\), then for every bounded measurable function \(f \in \mathcal{F}_0(\Omega)\) and \(Q\)-almost every \(w \in \Omega\),

\[
(3.20) \quad \lim_{n \to \infty} E_w[f(W_n)] = \int \! f \, dQ,
\]

where the expectation on the left is taken w.r.t. the law of \(W\) started at \(w\).
Remark 3.11. [Convergence in total variation] The above proposition only establishes weak convergence and gives no information on the rate of convergence in (3.20). Under more stringent classical conditions on $W$, such as Harris recurrence or a Doeblin criterion (see e.g., [14, 15] and [48, 36] for further references), uniqueness of the law $Q$ holds and the chain converges in total variation norm from all initial starting points. The existence of a spectral gap of the operator $\mathcal{R}$ results in geometric ergodicity, where the convergence takes place at an exponential rate (see e.g., [34]). However, under the assumption of only aperiodicity and $\phi$-irreducibility of the Markov chain $W$, convergence in total variation holds only for $Q$-almost all initial points.

Although in the above remark we discuss convergence of a Markov chain in total variation norm, the reader should not hope for such a strong convergence of the auxiliary environment process $W$ given in Definition 3.5. Indeed, the process $W$ is a highly “singular” Markov chain living on a huge state space $\Omega_R$ and admits infinitely many invariant distributions (e.g., take $\overline{\phi} = \delta_\varepsilon$, where $\varepsilon = (N, M) \in \mathbb{Z}^d$ is a translation-invariant environment with $(N, M) \in \mathbb{N}^2$, and construct $Q$ by (3.13)). Thus, it is very unlikely for $W$ to be Harris recurrent, or to satisfy Doeblin-type conditions for that matter.

Proof of Theorem 3.9 By condition (1) of Assumption 3.3 and Theorem 3.6, we see that $Q$ is a reversible and ergodic distribution for the auxiliary environment process $W$. Observe from Proposition 3.10 if we are able to prove that $-1$ is not an eigenvalue of the Markov kernel operator $\mathcal{R} : L_\infty(\Omega_R, Q) \rightarrow L_\infty(\Omega_R, Q)$ given in (3.12), then we can find a measurable $E \subseteq \Omega_R$ such that $Q(E) = 1$ and, for all $(\varepsilon, \alpha) \in E$, (3.19) holds for the function $h$. In particular, using Lemma 3.8 we can find a measurable $E' \subseteq \mathcal{E}_R$ with $\overline{Q}(E') = 1$ and (3.19) holds for all $(\varepsilon, \alpha) \in E' \times \{0, 1\}$. Thus, the proof is complete once we show that $-1$ is not an eigenvalue of $\mathcal{R}$ when viewed as an operator on $L_\infty(\Omega_R, Q)$. We prove this in Lemma 3.12 stated below.

Lemma 3.12. [Trivial peripheral point-spectrum] Let $\mathcal{R}$ be the Markov kernel operator (see (3.12)) of the auxiliary environment process $W$, and $Q$ be the invariant distribution of $W$ given in Theorem 3.6. If condition (2) in Assumption 3.3 holds, then $-1$ is not an eigenvalue of the kernel operator $\mathcal{R} : L_\infty(\Omega_R, Q) \rightarrow L_\infty(\Omega_R, Q)$.

Proof. Let $g \in L_\infty(\Omega_R, Q)$ be such that

(3.21) $\mathcal{R}g = -g$ \quad $Q$-a.s.

We show $g = 0$ a.s. As we will see below, this will follow from condition (2) in Assumption 3.3 which ensures that the increment distribution $\hat{\mathcal{R}}(\cdot)$ defined in terms of $g(\cdot, \cdot)$ in (3.3) does not admit any non-constant and nonnegative bounded subharmonic function. With this aim, let $A \subseteq \Omega_R$ be measurable with $Q(A) = 1$ and such that (3.21) holds for all $(\varepsilon, \alpha) \in A$. Without loss of generality, we can also assume that

(3.22) $|g(\varepsilon, \alpha)| \leq \|g\|_\infty \quad \forall (\varepsilon, \alpha) \in A$.

By Lemma 3.8 there exists a measurable $A' \subseteq \mathcal{E}_R$ such that $\overline{Q}(A') = 1$ and (3.21) holds for all $(\varepsilon, \alpha) \in A' \times \{0, 1\} \subseteq A$. Using (3.12), we compute $\mathcal{R}g$ and obtain from (3.21) that

(3.23) $g(\varepsilon, 0) = -\left[\omega(0)g(\varepsilon, 1) + (1 - \omega(0))g(\varepsilon, 0)\right],$

where, as before, $\omega$, $\hat{\mathcal{R}}$ and $q_\varepsilon$ are defined by (3.3) in terms of $\varepsilon$ and the other parameters. Now, using the translation invariance of $\overline{Q}$, we also have

(3.24) $\overline{Q}(B_{inv}) = 1, \quad B_{inv} := \bigcap_{j \in \mathbb{Z}^d} T_j^{-1}(A') \subseteq A'$,

where, trivially, $B_{inv}$ is a translation-invariant set. We get from (3.23) that

(3.25) $g(\varepsilon, 0) = -\frac{\omega(0)}{2 - \omega(0)} g(\varepsilon, 1),$

and

$$
\sum_{j \in \mathbb{Z}^d} \hat{\mathcal{R}}(j)g(T_j \varepsilon, 1) = -\left[\frac{2 - (1 + q_\varepsilon)\omega(0)}{(2 - \omega(0))(1 - q_\varepsilon)}\right] g(\varepsilon, 1),
$$
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for all $\epsilon \in B_{\text{inv}}$. By ellipticity (see Definition 2.9) of $\epsilon \in B_{\text{inv}}$, we can find a $\delta \in (0, \frac{1}{2})$ such that $\delta < \omega(0) < 1 - \delta$ for all $\omega = (\omega(k))_{k \in \mathbb{Z}^d}$ determined by $\epsilon \in B_{\text{inv}}$. In particular, setting

$$
(3.26) \quad C := \frac{1}{1 - q_0} \left[ 1 - \frac{1 - \delta}{1 + \delta} q_0 \right],
$$

we see that

$$
(3.27) \quad 2 - (1 + q_0)\omega(0) - (2 - \omega(0))(1 - q_0) \geq C,
$$

and also $C > 1$ as $\delta \in (0, \frac{1}{2})$. Combining the above with (3.25), we have

$$
(3.28) \quad \left| \sum_{j \in \mathbb{Z}^d} \hat{\rho}(j)g(T_j \epsilon, 1) \right| = \frac{2 - (1 + q_0)\omega(0)}{2 - \omega(0)(1 - q_1)} \left| g(\epsilon, 1) \right| \geq C |g(\epsilon, 1)|, \quad \epsilon \in B_{\text{inv}}.
$$

Using the triangle inequality, we get

$$
(3.29) \quad \sum_{j \in \mathbb{Z}^d} \hat{\rho}(j)|g(T_j \epsilon, 1)| \geq C |g(\epsilon, 1)|, \quad \epsilon \in B_{\text{inv}}.
$$

Because $B_{\text{inv}}$ is translation-invariant, the above implies that for any $\epsilon \in B_{\text{inv}}$ and all $i \in \mathbb{Z}^d$,

$$
(3.30) \quad \sum_{j \in \mathbb{Z}^d} \hat{\rho}(j)|g(T_{i+j} \epsilon, 1)| \geq C |g(T_i \epsilon, 1)|.
$$

Since $C > 1$, the above equation tells us that, for a fixed $\epsilon \in B_{\text{inv}}$, the map $i \mapsto |g(T_i \epsilon, 1)|$ is a bounded (recall (3.22)) non-negative subharmonic function for $\hat{\rho}(\cdot)$. Now, by Condition (2) in Assumption B, a random walk on $\mathbb{Z}^d$ with increment distribution $\hat{\rho}(\cdot)$ defined as in (3.2) is irreducible and recurrent (see e.g., [29, Chapter 4]). Therefore, any bounded nonnegative subharmonic function of $\hat{\rho}(\cdot)$ on $\mathbb{Z}^d (d \leq 2)$ must be a constant (by an application of Doob’s submartingale convergence theorem). In particular, for any $\epsilon \in B_{\text{inv}}$ and all $i \in \mathbb{Z}^d$,

$$
(3.31) \quad |g(T_i \epsilon, 1)| = |g(\epsilon, 1)|.
$$

Since $C > 1$, the only way in which (3.30) complies with (3.31), is when $|g(\epsilon, 1)| = 0$, so (3.25) implies that $g(\epsilon, 0) = 0$ as well. Thus, $g = 0$ on $B_{\text{inv}} \times \{0, 1\}$ and, since $\hat{\rho}(B_{\text{inv}}) = 1$, we see by Lemma 3.8 that $\hat{\rho}(B_{\text{inv}} \times \{0, 1\}) = 1$.

**Remark 3.13.** [Peripheral point-spectrum in $L_1$] Using [29, Lemma 2], we can actually show that $-1$ is not an eigenvalue of $\mathbb{R}$ in $L_1(\Omega, \mathbb{R}, \mathbb{Q})$ as well. But convergence of $\mathbb{R} |f|$ may fail as $n \to \infty$, when it is merely assumed that $f \in L_1(\Omega, \mathbb{Q})$ (see e.g., [47]), and therefore Proposition 3.10 does not hold in general for such $f$.

### 3.3 Transference of convergence: discrete to continuous

In this section we prove Theorem 2.14 and Corollary 2.15 by utilising the results derived in the Section 3.2.

Before we start with the proof of Theorem 2.14, let us briefly elaborate on its statement. In Section 3.1 we introduced in Definition 3.3 the discrete-time auxiliary environment process $W$ associated to the subordinate Markov chain $\hat{\Theta}^\epsilon$. We can also, in a similar fashion, extend the definition of $W$ to construct a continuous-time environment process $w := (w_t)_{t \geq 0}$ for the single-particle dual $\hat{\Theta}^\epsilon$ (recall Definition 2.5). Indeed, we obtain the process $w$ by simply putting

$$
(3.32) \quad w_t := (\epsilon_t, \alpha_t) \text{ with } \epsilon_t := T_{\iota_t} \epsilon, \quad \alpha_t := \alpha_t^\epsilon,
$$

for each $t \geq 0$, where $\Theta^\epsilon = (x_t^\epsilon, \alpha_t^\epsilon)_{t \geq 0}$ is as in Definition 2.5. Upon closer inspection of (2.15) and the definition of $w$, we see that Theorem 2.14 basically states that

$$
(3.33) \quad \lim_{t \to \infty} E_{\epsilon, \alpha} [L_1 \epsilon A_t + (1 - \alpha_t) J_{\Theta_D}(\epsilon_t)] = \theta
$$

for $\hat{\rho}$-almost every realization of the environment $\epsilon$, where $J_{\Theta_A}, J_{\Theta_D}$ and $\theta$ are as in the theorem. In other words, (3.33) is equivalent to saying that the process $w$ converges in distribution to the law $Q$ given in (3.13) for $\hat{\rho}$-almost every realization of $\epsilon \in \mathcal{E}_d$ and any $\alpha \in \{0, 1\}$. 
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Proof of Theorem 2.14 From Lemma 3.4, we observe that

\[(3.34) \quad p_t^\epsilon((0, \alpha), (j, \beta)) = \sum_{n=0}^{\infty} \tilde{p}_t^\epsilon(0, \alpha)(\tilde{\Theta}_n^\epsilon = (j, \beta)) \mathbb{P}(N_t = n), \quad (j, \beta) \in G, \epsilon \in \mathcal{E}_\mathbb{R}, t \geq 0,
\]

where \(p_t^\epsilon(\cdot, \cdot)\) is as in Definition 2.5. \(\tilde{\Theta}_n^\epsilon = (\tilde{\Theta}_n^\epsilon)_{n \in \mathbb{N}_0}\) is the subordinate Markov chain with law \(\tilde{P}_t^\epsilon(0, \alpha)\) (see Definition 3.1) and \((N_t)_{t \geq 0}\) is the Poisson process mentioned in the lemma, which is independent of \(\tilde{\Theta}_n^\epsilon\). Thus, using the above, the left-hand side of (2.25), which we abbreviate by \(l((\epsilon, \alpha), t)\) for any \(t \geq 0\), can be written as

\[(3.35) \quad l((\epsilon, \alpha), t) = \sum_{(j, \beta) \in G} \left[ \sum_{n \in \mathbb{N}_0} \tilde{p}_t^\epsilon(0, \alpha)(\tilde{\Theta}_n^\epsilon = (j, \beta)) \mathbb{P}(N_t = n) \right] \left\{ \beta f_A(T_j \epsilon) + (1 - \beta)f_D(T_j \epsilon) \right\} \mathbb{P}(N_t = n)
\]

where the interchange of the order of summation in the second equality is justified by Fubini’s theorem. \((W_n)_{n \in \mathbb{N}_0}\) is the auxiliary environment process (see Definition 3.5), and \(h : \mathcal{E}_\mathbb{R} \times \{0, 1\} \rightarrow \mathbb{R}\) is the map \((\epsilon, \alpha) \mapsto \alpha f_A(\epsilon) + (1 - \alpha)f_D(\epsilon)\). By virtue of Theorem 3.9, we can find a measurable \(B \in \Sigma\) with \(\mathbb{P}(B) = 1\) such that, for all \(\epsilon \in B\) and any \(\alpha \in \{0, 1\},\)

\[(3.36) \quad \lim_{n \rightarrow \infty} \tilde{E}^\epsilon_{(0, \alpha)}[h(W_n)] = \int_{\Omega_n} h(b, \beta) dQ(b, \beta) = \theta,
\]

where \(\theta\) is as in (2.26). Fix \(\epsilon \in B, \alpha \in \{0, 1\}\) and \(\epsilon > 0\). By virtue of the above, we can find \(N_t \in \mathbb{N}\) such that, for all \(n \geq N_t, |\tilde{E}^\epsilon_{(0, \alpha)}[h(W_n)] - \theta| < \epsilon\). Finally, from (3.35), we get

\[(3.37) \quad |l((\epsilon, \alpha), t) - \theta| \leq \sum_{n=0}^{\infty} |\tilde{E}^\epsilon_{(0, \alpha)}[h(W_n)] - \theta| \mathbb{P}(N_t = n)
\]

\[\leq 2\|h\|_\infty \mathbb{P}(N_t < N_\epsilon) + \epsilon \mathbb{P}(N_t \geq N_\epsilon)
\]

\[\leq 2\|h\|_\infty \mathbb{P}(N_t < N_\epsilon) + \epsilon.
\]

Since \(N_t \rightarrow \infty\) with probability 1 as \(t \rightarrow \infty\), letting \(t \rightarrow \infty\) in the above, we see

\[(3.38) \quad \limsup_{t \rightarrow \infty} |l((\epsilon, \alpha), t) - \theta| \leq \epsilon.
\]

As \(\epsilon > 0\) is arbitrary, we get that

\[(3.39) \quad \lim_{t \rightarrow \infty} l((\epsilon, \alpha), t) = \theta
\]

for all \(\epsilon \in B\) and \(\alpha \in \{0, 1\}\). This proves the claim in (2.25).

\[\square\]

Proof of Corollary 2.13 The proof basically follows from the translation-invariance of \(\tilde{P}\) and Lemma 3.3. Indeed, using Theorem 2.14, we can find a measurable \(B \in \Sigma\) such that \(\tilde{P}(B) = 1\) and, for all \(\epsilon \in B, \alpha \in \{0, 1\},\)

\[(3.40) \quad \lim_{t \rightarrow \infty} \sum_{(j, \beta) \in G} p_t^\epsilon((0, \alpha), (j, \beta)) \left[ \beta f_A(T_j \epsilon) + (1 - \beta)f_D(T_j \epsilon) \right] = \theta,
\]

where \(\theta\) is as in (2.26). Letting \(B_{inv} := \bigcap_{j \in \mathbb{Z}^d} T_j^{-1} B\), we see that \(B_{inv} \in \Sigma\) is translation-invariant and \(\tilde{P}(B_{inv}) = 1\). In particular, for any \(\epsilon \in B_{inv}\) and all \((i, \alpha) \in \mathbb{Z}^d \times \{0, 1\},\)

\[(3.41) \quad \lim_{t \rightarrow \infty} \sum_{(j, \beta) \in G} p_t^\epsilon((0, \alpha), (j, \beta)) \left[ \beta f_A(T_j (T_i \epsilon)) + (1 - \beta)f_D(T_j (T_i \epsilon)) \right] = \theta.
\]
Also, using Lemma 3.3–3.4, we see that, for any $t \geq 0$ and $(j, \beta) \in \mathbb{Z}^d \times \{0, 1\}$,

\begin{equation}
(3.42) \quad p_t^\eta((0, \alpha), (j, \beta)) = p_t^\eta((i, \alpha), (i + j, \beta)), \quad \forall i \in \mathbb{Z}^d, \alpha \in \{0, 1\}.
\end{equation}

Combining the last two equations, for all $(i, \alpha) \in \mathbb{Z}^d \times \{0, 1\}$, we get

\begin{equation}
(3.43) \quad \lim_{t \to \infty} \sum_{(j, \beta) \in G} p_t^\eta((i, \alpha), (i + j, \beta)) \left[ \beta f_A(T_{i+j}) + (1 - \beta) f_D(T_{i+j}) \right] = \theta,
\end{equation}

which after a change of variable in the summation translates to

\begin{equation}
(3.44) \quad \lim_{t \to \infty} \sum_{(j, \beta) \in G} p_t^\eta((i, \alpha), (j, \beta)) \left[ \beta f_A(T_j) + (1 - \beta) f_D(T_j) \right] = \theta.
\end{equation}

The proof is complete by the observation that $\bar{P}(B_{\text{inv}}) = 1$, and the above holds for any $\epsilon \in B_{\text{inv}}$. \hfill \square

## 4 Proofs of main theorems

In this section we prove the two main results given in Section 2.2–2.3. In Section 4.1, we derive a consistency property of the general dual $Z_t^\epsilon$ of the process $Z^\epsilon$. Using this preliminary result on the dual, in Section 4.2 we prove Theorem 2.6, Corollary 2.7, and using Theorem 2.6 and the previous homogenization result on the single-particle dual $\Theta^\epsilon$ (see Definition 3.1), we prove Theorem 2.12.

### 4.1 Preliminaries: consistency of dual process

We start by recalling from [20] the duality relation between the spatial process $Z^\epsilon$ and the dual process $Z_t^\epsilon$ that will be needed for the proof of our main theorems.

**Theorem 4.1. [Duality relation] (Corollary 3.11)** Suppose that Assumption $[\mathbb{X}]$ is in force. Then, for every admissible environment $\epsilon = (N, M)_i \in \mathbb{A}$, the following duality relation holds between the two processes $Z^\epsilon$ and $Z_t^\epsilon$:

\begin{equation}
(4.1) \quad \mathbb{E}_U[D^\epsilon(Z^\epsilon(t), V)] = \mathbb{E}_{\tilde{\nu}}^\epsilon[D^\epsilon(U, Z_t^\epsilon(t))], \quad t \geq 0.
\end{equation}

Here the expectation on the left (right) side is taken w.r.t. the law of $Z^\epsilon$ ($Z_t^\epsilon$) started at $U \in \mathcal{X}^\epsilon$ ($V \in \mathcal{X}^\epsilon_t$), and $D^\epsilon : \mathcal{X}^\epsilon \times \mathcal{X}^\epsilon_t \to [0, 1]$ is the duality function defined by

\begin{equation}
(4.2) \quad D^\epsilon(U, V) = \prod_{i \in \mathbb{Z}^d} \left( \frac{(X_i)_{m_i}}{(Y_i)_{m_i}} \frac{(Y_i)_{n_i}}{(X_i)_{n_i}} \right) 1_{n_i \leq X_i, m_i \leq Y_i},
\end{equation}

with $U = (X_i, Y_i)_{i \in \mathbb{Z}^d} \in \mathcal{X}^\epsilon$ and $V = (n_i, m_i)_{i \in \mathbb{Z}^d} \in \mathcal{X}^\epsilon_t$.

The next lemma establishes the relation between the process $\Theta^\epsilon$ and the general dual $Z_t^\epsilon$. We omit the proof for brevity, as this easily follows from the fact that any injective transformation preserves the Markov property and a unique such transformation exists that maps $\Theta^\epsilon$ to the dual process $Z_t^\epsilon$ started at a configuration consisting of only a single particle.

**Lemma 4.2. [Relation between $\Theta^\epsilon$ and $Z_t^\epsilon$]** For $i \in \mathbb{Z}^d$, let $\tilde{\delta}_{i,A}$ (resp. $\tilde{\delta}_{i,D}$) denote a configuration containing a single active (resp. dormant) particle at location $i$. Formally,

\begin{equation}
(4.3) \quad \tilde{\delta}_{i,A} := (1_{(n_i=1)}, 0)_{n \in \mathbb{Z}^d}, \quad \tilde{\delta}_{i,D} := (0, 1_{(n_i=1)})_{n \in \mathbb{Z}^d},
\end{equation}

and for $\eta = (i, \alpha) \in \mathbb{Z}^d \times \{0, 1\}$, let $\tilde{\delta}_\eta := 1_{\alpha=1} \tilde{\delta}_{i,A} + 1_{\alpha=0} \tilde{\delta}_{i,D}$. If $\mathbb{P}_\eta^\epsilon$ denotes the law of $Z_t^\epsilon$ started at $\varphi \in \mathcal{X}^\epsilon_t$, then, for all $t \geq 0$,

\begin{equation}
(4.4) \quad p_t^\eta(\eta, \xi) = \mathbb{P}_\eta^\epsilon(Z_t^\epsilon(t) = \tilde{\delta}_\xi), \quad \eta, \xi \in \mathbb{Z}^d \times \{0, 1\},
\end{equation}

where $p_t^\eta(\cdot, \cdot)$ is as in Definition 2.5.
Then equivalent:

\[ P_{\epsilon} \text{started at } \eta \text{ which implies that} \]

\[ (\text{By irreducibility of the dual process}) \]

**Proof.** Let \( J_{\epsilon} \) be the infinitesimal generator of the process \( \Theta^\epsilon \). The action of \( J_{\epsilon} \) on \( f \) can be written in the following concise expression:

\[
J_{\epsilon}(f)(i,\alpha) := (\alpha + (1 - \alpha)\lambda K_i)[f(i, 1 - \alpha) - f(i, \alpha)] + \alpha \sum_{j \in \mathbb{Z}^d} a(i,j)[f(j, \alpha) - f(i, \alpha)],
\]

where \((i,\alpha) \in G\). Since \( f \) is harmonic, \((J_{\epsilon}f) \equiv 0\) and, using the above, we have \( f(i,\alpha) = f(i, 1 - \alpha) \) for all \((i,\alpha) \in G\), which in turn implies that the function \( i \mapsto f(i, 1) \) is harmonic for \( a(\cdot, \cdot) \). Applying the Choquet-Deny theorem to the irreducible and translation-invariant kernel \( a(\cdot, \cdot) \), we get the result.

By using the duality relation stated in Theorem 4.1 and exploiting the clustering criterion given in [20] Theorem 3.17, we obtain that coalescence of two dual particles with probability 1 is equivalent to coalescence of any number of dual particles with probability 1.

**Theorem 4.4. [Lineage consistency]** Let \( \mathbb{P}^\varphi_{\epsilon} \) denote the law of the dual process \( Z^\varphi_{\epsilon} \) started at \( \varphi := (n_i, m_i)_{i \in \mathbb{Z}^d} \in \mathcal{X}^\varphi_{\epsilon} \) and evolving in environment \( \epsilon := (N_i, M_i)_{i \in \mathbb{Z}^d} \). Let \( \tau \) be first time when all particles have coalesced into a single particle in the dual process, i.e.,

\[
\tau := \inf \{ t \geq 0 : |Z^\varphi_{\epsilon}(t)| = 1 \},
\]

where \(|\varphi| := \sum_{i \in \mathbb{Z}^d} (n_i + m_i)\) is the total number of initial dual particles. Then the following are equivalent:

(a) \( \mathbb{P}^\varphi_{\epsilon}(\tau < \infty) = 1 \) for all \( \varphi \in \mathcal{X}^\varphi_{\epsilon} \) with \(|\varphi| = 2\).

(b) \( \mathbb{P}^\varsigma_{\epsilon}(\tau < \infty) = 1 \) for all \( \varsigma \in \mathcal{X}^\varsigma_{\epsilon} \) with \(|\varsigma| \geq 2\).

**Proof.** By irreducibility of the dual process \( Z^\varphi_{\epsilon} \), it suffices to prove the equivalence of the two statements for fixed \( \varphi, \varsigma \in \mathcal{X}^\varphi_{\epsilon} \) such that \(|\varphi| = 2\) and \( n := |\varsigma| \geq 2\). If \( n = 2 \), then there is nothing to prove. So assume that \( n > 2 \). It is straightforward to see from irreducibility and the Markov property of \( Z^\varphi_{\epsilon} \) that if \( \mathbb{P}^\varphi_{\epsilon}(\tau = \infty) > 0 \), then \( \mathbb{P}^\varsigma_{\epsilon}(\tau = \infty) \geq \mathbb{P}^\varsigma_{\epsilon}(Z^\varphi_{\epsilon}(t) = \varphi)\mathbb{P}^\varphi_{\epsilon}(\tau = \infty) > 0 \). Hence (b) implies (a).

To prove that (a) implies (b), assume \( \mathbb{P}^\varphi_{\epsilon}(\tau < \infty) = 1 \) and, for \( t \geq 0 \), set \( I_t := |Z^\varphi_{\epsilon}(t)| \). Note that, since \( Z^\varphi_{\epsilon} \) is a coalescent process, \( I_t \) is an integer-valued bounded random variable that is non-increasing in \( t \) a.s. Thus, \( I := \lim_{t \to \infty} I_t \) exists a.s. and it is enough to prove that \( I = 1 \) a.s. To this purpose, let \( \theta \in (0, 1) \) be fixed arbitrarily, and let \( Z^\theta \) be the spatial process started at the initial distribution \( \mu^\theta_{\epsilon} \) given by

\[
\mu^\theta_{\epsilon} := \bigotimes_{i \in \mathbb{Z}^d} \text{Binomial}(N_i, \theta) \otimes \text{Binomial}(M_i, \theta).
\]

By [20] Theorem 3.14, the process \( Z^\theta \) converges to an equilibrium \( \nu_\theta \). Also, by our assumption that \( \mathbb{P}^\varphi_{\epsilon}(\tau < \infty) = 1 \) and [20] Theorem 2.3, we have

\[
\nu_\theta = \theta \delta_\epsilon + (1 - \theta)\delta_0.
\]

Furthermore, if \( D^\theta(\cdot, \cdot) \) is the duality function in [4.2], then combining [20] Theorem 3.14 and the above we get

\[
\theta = \mathbb{E}_\nu [D^\theta(Z^\varphi_{\epsilon}(0), \varsigma)] = \lim_{t \to \infty} \mathbb{E}^\varphi_{\epsilon}[\theta^I_t] = \mathbb{E}^\varphi_{\epsilon}[\theta^I] \quad \text{(bounded convergence)},
\]

which implies that \( \mathbb{E}^\varphi_{\epsilon}[\theta(1 - \theta^I - 1)] = 0 \). Since \( \theta \in (0, 1) \), we have that \( I = 1 \) almost surely. \( \square \)
4.2 Proofs: clustering in fixed and random environment

We are now ready to prove the two main theorems.

Proof of Theorem 4.7 To show that (a) implies (b), suppose that \( \mu^t_i \) converges weakly to \( \nu \in \mathcal{P}(X^t) \) as \( t \to \infty \). Let \( \theta_i := \mathbb{E}_t [x_i(t)] \in [0,1] \) be fixed. Since the system is in the clustering regime by assumption, \( \delta_0 \) and \( \delta_t \) are the only two extremal equilibria for the process \( Z^t \). Hence, we must have that

\[
\nu = (1 - \theta_i) \delta_0 + \theta_i \delta_t. 
\]

We show that \( f \equiv \theta_t, \) which will settle (b) along with the last statement of the theorem. To this end, for each \( t \geq 0 \), let \( f_t : G \to [0,1] \) be defined as

\[
f_t(\eta) := \sum_{(j,\beta) \in G} p_t^\beta(\eta,(j,\beta)) \int_{X^t} \left[ \beta \frac{X^t_j}{X^t_t} + (1 - \beta) \frac{Y^t_j}{X^t_t} \right] d \mu^t \{ (X_k,k)_{k \in \mathbb{Z}^d} \}, \quad \eta \in G. 
\]

Let \( \eta = (i,\alpha) \in G \) be arbitrary, and let \( Z^t_i := (Z^t_i(t))_{t \geq 0} \) be the dual process started at \( \bar{\eta}_0 := 1_{i=1} \bar{\delta}_{i,A} + 1_{i=0} \bar{\delta}_{i,D}, \) where for each \( i \in \mathbb{Z}^d \) the configurations \( \bar{\delta}_{i,A}, \bar{\delta}_{i,D} \in X^t_i \) are defined as in \([1.3]\). In other words, \( \bar{\eta} \) is the configuration with a single dual particle located at \( i \in \mathbb{Z}^d \) with state \( \alpha \). Recall from Definition 2.5 that the time-\( t \) transition kernel \( p_t^\eta(\cdot,\cdot) \) of the single-particle dual process \( \Theta^t \) is defined as

\[
p_t^\eta(\eta,\zeta) := P^\eta_t(\Theta^t(t) = \zeta), \quad \eta, \zeta \in G. 
\]

Using Lemma 4.2 and appealing to the monotone convergence theorem, we get from \((4.12)\) that

\[
f_t(\eta) = \int_{X^t} \mathbb{E}_{\bar{\eta}_0} \left[ D^t(z,Z^t(t)) \right] d \mu^t(z), 
\]

where the expectation is w.r.t. the law of the dual process \( Z^t_i \), and \( D^t(\cdot,\cdot) \) is the duality function in \((4.12)\). Furthermore, applying the duality relation between \( Z^t \) and \( Z^t_i \) to the above identity, we get

\[
f_t(\eta) = \mathbb{E}_{\mu^t} \left[ D^t(Z^t(t),\bar{\eta}_0) \right] = \int_{X^t} D^t(z,\bar{\eta}_0) d \mu^t(z). 
\]

However, since \( \mu^t \xrightarrow{\text{weak}} \nu \) as \( t \to \infty \) and the map \( z \mapsto D^t(z,\bar{\eta}_0) \) is bounded, combining the above with \((4.11)\), we see that

\[
f(\eta) = \lim_{t \to \infty} f_t(\eta) = \int_{X^t} D^t(z,\bar{\eta}_0) d \nu(z) = \theta, 
\]

and hence the claim is proved.

To prove the converse, for \( t \geq 0 \), let \( f_t : G \to [0,1] \) be as in \((4.12)\). Applying Fubini’s theorem to \((4.14)\), for any \( \eta \in G \) we have

\[
f_t(\eta) = \int_{X^t} \mathbb{E}_{\eta} \left[ \int_{X^t} D^t(z,Z^t(t)) d \mu^t(z) \right]. 
\]

Using the Markov property of \( Z^t \), we note that, for \( t, s \geq 0 \) and \( \eta \in G, \)

\[
f_{s+t}(\eta) = \sum_{\zeta \in G} p^\zeta_t(\eta,\zeta) f_t(\zeta). 
\]

Since by assumption \( f(\eta) = \lim_{t \to \infty} f_t(\eta) \) exists for any \( \eta \in G \), letting \( t \to \infty \) in the above identity, we obtain

\[
f(\eta) = \lim_{t \to \infty} \sum_{\zeta \in G} p^\zeta_t(\eta,\zeta) f_t(\zeta) = \sum_{\zeta \in G} p^\zeta_t(\eta,\zeta) \left[ \lim_{t \to \infty} f_t(\zeta) \right] \quad \text{(dominated convergence)} 
\]

\[
= \sum_{\zeta \in G} p^\zeta_t(\eta,\zeta) f(\zeta) = \mathbb{E}_{\eta} \left[ f(\Theta^t(s)) \right]. 
\]
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Hence, in particular, \( f \) is harmonic for the process \((\Theta^t(t))_{t \geq 0}\) and thus, by Lemma 4.3, \( f \equiv \theta_e \) for some \( \theta_e \in [0,1] \). It only remains to show that \( \mu_t^f \) converges weakly as \( t \to \infty \). This is equivalent to showing that, for any \( \varphi \in \mathcal{A}_t^\ast \), \( \lim_{t \to \infty} E_{\mu_t^f} [D^f(Z^t(t), \varphi)] \) exists. Because \( \mathcal{P}(\mathcal{A}^\ast) \) is compact (as \( \mathcal{A}^\ast \) is in the topology of weak convergence, \( (\mu_t^f)_{t \geq 0} \) is tight. Finally, the existence of the limit ensures the convergence of the associated finite-dimensional distributions, because the family of functions \( \{D^f(\cdot, \varphi) : \varphi \in \mathcal{A}_t^\ast \} \) fixes the mixed moments of the finite-dimensional distributions of \( \mathcal{Z}^\ast \) (see [20 Proposition 5.4]), and therefore is convergence determining. Let \( \varphi = (n_i, m_i)_{i \in \mathbb{Z}^d} \in \mathcal{A}_t^\ast \) be fixed, and \( Z_t^\ast \) be the dual process started at \( \varphi \). First note that if \( |\varphi| = \sum_{i \in \mathbb{Z}^d} (n_i + m_i) = 1 \), then the limit exists and equals \( \theta_e \) by our assumption. Indeed, if \( |\varphi| = 1 \), then \( \varphi = \delta_\zeta \) for some \( \zeta \in G \). As a consequence of duality and \([4.14]\), we see that \( E_{\mu_t^f} [D^f(Z^t(t), \varphi)] = f_t(\zeta) \) and hence

\[
(4.20) \quad \lim_{t \to \infty} E_{\mu_t^f} [D^f(Z^t(t), \varphi)] = \lim_{t \to \infty} f_t(\zeta) = f(\zeta) = \theta_e.
\]

Now, let us fix \( \varphi \in \mathcal{A}_t^\ast \) such that \( |\varphi| \geq 2 \). Since the system is in the clustering regime, by virtue of \([20]\) Theorem 2.3, condition (a) in Theorem 4.4 is satisfied. Hence from part (b) of Theorem 4.4 it follows that \( \tau < \infty \) a.s., where \( \tau := \inf \{t \geq 0 : |Z^\ast_t(t)| = 1\} \). Using duality and the strong Markov property of the dual process, we see that

\[
(4.21) \quad \lim_{t \to \infty} E_{\mu_t^f} [D^f(Z^t(t), \varphi)] Fubini = \lim_{t \to \infty} E_{\mu_t^f} \left[ \int_{\mathcal{X}^\ast} D^f(z, Z^\ast_t(t)) \, d\mu^f_t(z) \right]
\]

\[
= \lim_{t \to \infty} E_{\mu_t^f} \left[ \int_{\mathcal{X}^\ast} D^f(z, Z^\ast_t(t)) \, d\mu^f_t(z) \right] \tau \leq t + \lim_{t \to \infty} E_{\mu_t^f} \left[ \int_{\mathcal{X}^\ast} D^f(z, Z^\ast_t(t)) \, d\mu^f_t(z) \right] \tau > t
\]

\[
= \lim_{t \to \infty} E_{\mu_t^f} \left[ \sum_{\zeta \in G} f_t(\zeta) \mathbf{1}_{|Z^\ast_t(t) = \delta_\zeta|} ; \tau \leq t \right]
\]

where we use that the second term after the first equality converges to 0 because \( \tau < \infty \) a.s., and the last equality follows from \([4.14]\) and the fact that \( Z^\ast_t(t) = \delta_\zeta \) for some \( \zeta \in G \). Finally, by an application of the dominated convergence theorem, we get

\[
(4.22) \quad \lim_{t \to \infty} E_{\mu_t^f} [D^f(Z^t(t), \varphi)] = E_{\mu_0^f} \left[ \sum_{\zeta \in G} f(\zeta) \mathbf{1}_{|Z^\ast_t(t) = \delta_\zeta|} ; \tau < \infty \right] = \theta_e \mathbb{P}^f(\tau < \infty) \quad \text{(since } f \equiv \theta_e) = \theta_e.
\]

This shows that there exists \( \nu \in \mathcal{P}(\mathcal{A}^\ast) \) such that \( \mu_t^f \) converges weakly to \( \nu \) as \( t \to \infty \). Since the system clusters by assumption, we must have

\[
(4.23) \quad \nu = (1 - \theta_e) \delta_0 + \theta_e \delta_e.
\]

**Proof of Corollary 2.7** The proof basically exploits Theorem 2.6 and the fact that the particle associated to the process \( \Theta^\ast \) eventually leaves any finite region of the state space \( G = \mathbb{Z}^d \times \{0,1\} \) with probability 1. It suffices to prove that condition (b) in Theorem 2.6 is satisfied. Let \( f : \mathbb{Z}^d \times \{0,1\} \to [0,1] \) be the map

\[
(4.24) \quad f(i, \alpha) := \alpha E_{\mu_t^f} \left[ \frac{X^{(0)}_t(i)}{M_L} \right] + (1 - \alpha) E_{\mu_t^f} \left[ \frac{Y^{(0)}_t(i)}{M_M} \right], \quad (i, \alpha) \in \mathbb{Z}^d \times \{0,1\},
\]
and let $\epsilon > 0$ be arbitrary. By (2.15), there exists $N \in \mathbb{N}$ such that, for all $i \in \mathbb{Z}^d$, $\|i\| > N$ and $\alpha \in [0, 1]$, $|f(i, \alpha) - \theta_\epsilon| < \epsilon$. Thus, if $p_t^\epsilon(\cdot, \cdot)$ is the time-$t$ transition kernel of the process $(\Theta^\epsilon(t))_{t \geq 0}$ in Definition 2.5, then for any $\eta \in G$ and $t \geq 0$,

$$\left| \sum_{(j, \beta) \in G} p_t^\epsilon(\eta, (j, \beta)) \left\{ \beta E_{\eta^t} \left[ \frac{X_{i,t}^\epsilon(0)}{N_t^\epsilon} \right] + (1 - \beta)E_{\eta^t} \left[ \frac{Y_{i,t}^\epsilon(0)}{M_t^\epsilon} \right] \right\} - \theta_\epsilon \right| \leq 2 \sum_{(j, \beta) \in G, \|j\| \leq N} p_t^\epsilon(\eta, (j, \beta)) |f(j, \beta) - \theta_\epsilon|$$

(4.25)

$$\leq 2 \sum_{(j, \beta) \in G, \|j\| \leq N} p_t^\epsilon(\eta, (j, \beta)) |f(j, \beta) - \theta_\epsilon| \leq \epsilon.$$  

(4.26)

As $\epsilon$ is arbitrary, we see that

$$\lim_{t \to \infty} \sum_{(j, \beta) \in G} p_t^\epsilon(\eta, (j, \beta)) f(j, \beta) = \theta_\epsilon$$

and hence the claim follows from Theorem 2.6. \qed

**Proof of Theorem 2.12** We exploit Theorem 2.6 and the homogenization result in Corollary 2.15. We see that, because of conditions (1)–(2) in Assumption B and ellipticity of the environments $\epsilon \in \mathcal{E}_b$, the process $Z^\epsilon$ is in the clustering regime for every environment $\epsilon \in \mathcal{E}_b$. Also, by virtue of Corollary 2.15 and the assumption in (2.20) on initial distributions, there exists $B \in \Sigma$ such that $\bar{P}(B) = 1$, and for all $\epsilon \in B$ condition (b) of Theorem 2.6 holds. Furthermore, we see from Corollary 2.15 that the limiting value in that condition is independent of the environment $\epsilon$, and is given by (2.21). Hence the result follows. \qed

**A Proof of stationarity and law of large numbers**

In this section we prove Theorem 3.6. As an application, we also prove a strong law of large numbers stated later in Theorem A.1.

**A.1 Stationary distribution of environment process**

**Proof of Theorem 3.6** We first prove part (1) of the theorem. To prove stationarity of $W$ under $\bar{Q}$, it suffices to show that, for any bounded measurable $f \in \mathcal{F}_b(\Omega_\epsilon)$,

$$\int_{\Omega_\epsilon} \mathcal{K} f(\epsilon, \alpha) d\bar{Q}(\epsilon, \alpha) = \int_{\Omega_\epsilon} f(\epsilon, \alpha) d\bar{Q}(\epsilon, \alpha),$$

where $\mathcal{K}$ is the Markov kernel operator given in (3.12). Let $\theta := \frac{1}{1 + \mathbb{E}[M_0/N_0]}$ and $q_\alpha$, $\hat{p}(\cdot)$, $\omega = (\omega(\delta))_{\delta \in \mathbb{Z}^d}$ be as in (3.3), where $\omega$ is the only parameter that depends on the realization of the environment $\epsilon$. In terms of these parameters, from (3.13) we get that

$$\int_{\Omega_\epsilon} g(\epsilon, \alpha) d\bar{Q}(\epsilon, \alpha) = \theta \int_{\Omega_\epsilon} \left[ g(\epsilon, 1) + \frac{q_\alpha}{\hat{p}(0)} g(\epsilon, 0) \right] d\bar{P}(\epsilon)$$

for any $g \in \mathcal{F}_b(\Omega_\epsilon)$. Thus, taking $g = \mathcal{K} f$ in the above equation, we have

$$\int_{\Omega_\epsilon} \mathcal{K} f(\epsilon, \alpha) d\bar{Q}(\epsilon, \alpha) = \theta \int_{\mathcal{E}_b} \left[ \mathcal{K} f(\epsilon, 1) + \frac{q_\alpha}{\hat{p}(0)} \mathcal{K} f(\epsilon, 0) \right] d\bar{P}(\epsilon) = \theta (I_1 + I_2),$$

(A.1)
where $I_1 := \int_{\mathcal{E}_\alpha} \mathcal{R} f(\epsilon, 1) \, d\tilde{P}(\epsilon)$ and $I_2 := \int_{\mathcal{E}_\alpha} \frac{q_0}{\omega(0)} \mathcal{R} f(\epsilon, 0) \, d\tilde{P}(\epsilon)$.

Let us compute $I_1$ and $I_2$ using (3.12):

\[
I_1 = q_s \int_{\mathcal{E}_\alpha} f(\epsilon, 0) \, d\tilde{P}(\epsilon) + (1 - q_s) \int_{\mathcal{E}_\alpha} \left[ \sum_{j \in \mathbb{Z}^d} \tilde{p}(j) f(T_j \epsilon, 1) \right] \, d\tilde{P}(\epsilon)
\]

\[
= q_s \int_{\mathcal{E}_\alpha} f(\epsilon, 0) \, d\tilde{P}(\epsilon) + (1 - q_s) \sum_{j \in \mathbb{Z}^d} \tilde{p}(j) \int_{\mathcal{E}_\alpha} f(T_j \epsilon, 1) \, d\tilde{P}(\epsilon) \quad \text{(bounded convergence)}
\]

\[
(A.4)
\]

Similarly,

\[
I_2 = \int_{\mathcal{E}_\alpha} \frac{q_0}{\omega(0)} \mathcal{R} f(\epsilon, 0) \, d\tilde{P}(\epsilon) = q_s \int_{\mathcal{E}_\alpha} [f(\epsilon, 1) - f(\epsilon, 0)] \, d\tilde{P}(\epsilon) + \int_{\mathcal{E}_\alpha} \frac{q_0}{\omega(0)} f(\epsilon, 0) \, d\tilde{P}(\epsilon).
\]

Finally, adding (A.4) + (A.5) and using (A.2) + (A.3), we get

\[
\int_{\Omega_\alpha} \mathcal{R} f(\epsilon, \alpha) \, dQ(\epsilon, \alpha) = \theta(I_1 + I_2) = \theta \int_{\Omega_\alpha} [f(\epsilon, 1) + \frac{q_0}{\omega(0)} f(\epsilon, 0)] \, d\tilde{P}(\epsilon)
\]

\[
(A.6)
\]

which proves the claim.

Next we proceed to prove ergodicity of $W$ under the stationary law $\mathcal{Q}$. It suffices to show (see e.g. [32]) that if $A \in \Sigma \otimes \mathcal{B}(\mathbb{Z})$ satisfies $\mathcal{R} 1_A = 1_A$ $\mathcal{Q}$-a.s., then $Q(A) \in \{0, 1\}$. Thus, let us fix a measurable $A \subseteq \Omega_\alpha$ such that

\[
(A.7) \quad \mathcal{R} 1_A(\epsilon, \alpha) = 1_A(\epsilon, \alpha), \quad \text{for all } (\epsilon, \alpha) \in B,
\]

where $B \subseteq \Omega_\alpha$ is measurable with $Q(B) = 1$. Define $A_0, A_1 \in \Sigma$ as

\[
(A.8) \quad A_0 := \{ \epsilon : (\epsilon, 0) \in A \}, \quad A_1 := \{ \epsilon : (\epsilon, 1) \in A \}.
\]

By Lemma 3.8, we can find $B' \subseteq \Sigma$ such that

\[
(A.9) \quad \tilde{P}(B') = 1, \quad B' \times \{0, 1\} \subseteq B.
\]

Using (3.12), (A.7) and (A.9), we get that, for all $\epsilon \in B'$,

\[
q_s 1_A(\epsilon, 0) + (1 - q_s) \sum_{j \in \mathbb{Z}^d} \tilde{p}(j) 1_A(T_j \epsilon, 1) = 1_A(\epsilon, 1),
\]

\[
(A.10)
\]

where $\omega$ is defined in terms of $\epsilon$ as in (3.3). In terms of $A_0, A_1$ given in (A.8), for all $\epsilon \in B'$,

\[
q_s 1_{A_0}(\epsilon) + (1 - q_s) \sum_{j \in \mathbb{Z}^d} \tilde{p}(j) 1_{A_1}(T_j \epsilon) = 1_{A_1}(\epsilon),
\]

\[
(A.11)
\]

By ellipticity of $\epsilon \in B'$, we have $\omega(0) < 1$, and so the second part of the above equation implies that

\[
(A.12) \quad 1_{A_1}(\epsilon) = 1_{A_0}(\epsilon), \quad \epsilon \in B'.
\]

Integrating the above w.r.t. $\tilde{P}$ over $B'$ and using (A.9), we also have

\[
(A.13) \quad \tilde{P}(A_0) = \tilde{P}(A_1).
\]
Note that if we show $\bar{P}(A_1) \in \{0, 1\}$, then it follows from (A.13) that $Q(A) \in \{0, 1\}$. Indeed, from (3.13), we see that

(A.14) \[ Q(A) = \theta \left[ \bar{P}(A_1) + \int_{A_0} \frac{M_k}{N_0} \, d\bar{P}(N_k, M_k)_{k \in \mathbb{Z}^d} \right] , \]

where $\theta := \frac{1}{1+\mathbb{E}[M_0/N_0]}$. Therefore, if $\bar{P}(A_1) = \bar{P}(A_0) = 1$, then

(A.15) \[ Q(A) = \theta(1 + \mathbb{E}[M_0/N_0]) = 1. \]

Similarly, if $\bar{P}(A_1) = \bar{P}(A_0) = 0$, then by (A.14), trivially $Q(A) = 0$. We prove $\bar{P}(A_1) \in \{0, 1\}$ by using ergodicity of $\bar{P}$. To this purpose, let us note that (A.12), combined with the first part of (A.11) and the fact $q_0 < 1$, implies

(A.16) \[ \sum_{j \in \mathbb{Z}^d} \hat{p}(j) \mathbf{1}(T_j \epsilon) = \mathbf{1}(\epsilon), \quad \epsilon \in B'. \]

Define the translation invariant set $B_{\text{inv}} := \bigcap_{j \in \mathbb{Z}^d} T_j^{-1}(B')$. By translation invariance of $\bar{P}$ we see that $\bar{P}(B_{\text{inv}}) = \bar{P}(0') = 1$. Also, (A.16) holds for all $\epsilon \in B_{\text{inv}}$. Let us fix $\epsilon \in B_{\text{inv}}$. By translation invariance of $B_{\text{inv}}$, we see that $T_i \epsilon \in B_{\text{inv}}$ for any $i \in \mathbb{Z}^d$ and so, using (A.16), we get

(A.17) \[ \sum_{j \in \mathbb{Z}^d} \hat{p}(j) \mathbf{1}(T_j T_i \epsilon) = \mathbf{1}(T_i \epsilon) \quad \Longrightarrow \quad \sum_{j \in \mathbb{Z}^d} \hat{p}(j - i) \mathbf{1}(T_j \epsilon) = \mathbf{1}(T_i \epsilon). \]

In particular, the map $i \mapsto \mathbf{1}(T_i \epsilon)$ is harmonic for $\hat{p}(\cdot)$. Finally, because of the irreducibility of the migration kernel $a(\cdot, \cdot)$ (see Assumption A), we can apply the Choquet-Deny theorem to the $\hat{p}$-harmonic function $i \mapsto \mathbf{1}(T_i \epsilon)$ to conclude that

(A.18) \[ \mathbf{1}(T_i \epsilon) = \mathbf{1}(\epsilon), \quad \forall i \in \mathbb{Z}^d. \]

In other words, $B_{\text{inv}} \cap A_1$ is a translation invariant subset of $\mathcal{E}_R$, and so ergodicity of $\bar{P}$ implies $\bar{P}(B_{\text{inv}} \cap A_1) \in \{0, 1\}$. But $\bar{P}(B_{\text{inv}} \cap A_1) = \bar{P}(A_1)$ because $\bar{P}(B_{\text{inv}}) = 1$. This concludes the proof of ergodicity of $W$ w.r.t. the law $\bar{P}$.

It remains to prove reversibility of $Q$ under condition (2) in Assumption B. It is enough to prove that for $f, g \in \mathcal{F}_R(\Omega_R)$,

(A.19) \[ \int_{\Omega_R} g \, \Re f \, dQ = \int_{\Omega_R} f \, \Re g \, dQ. \]

Using (3.12), we get

(A.20) \[ \int_{\Omega_R} g \, \Re f \, dQ = \frac{1}{1+\mathbb{E}[M_0/N_0]} [I_1(f, g) + I_2(f, g)], \]

where

\begin{align*}
I_1(f, g) &= q_s \int_{E_R} g(\epsilon, 1)f(\epsilon, 0) \, d\bar{P}(\epsilon) + (1 - q_s) \int_{E_R} \left[ \sum_{j \in \mathbb{Z}^d} \hat{p}(j)g(\epsilon, 1)f(T_j \epsilon, 1) \right] \, d\bar{P}(\epsilon), \\
I_2(f, g) &= q_s \int_{E_R} g(\epsilon, 0)[f(\epsilon, 1) - f(\epsilon, 0)] \, d\bar{P}(\epsilon) + \int_{E_R} \frac{q_s}{\mathbb{E}[N]} g(\epsilon, 0)f(\epsilon, 0) \, d\bar{P}(\epsilon).
\end{align*}

Note that, by condition (2) in Assumption B, we have $\hat{p}(k) = \hat{p}(-k)$ for all $k \in \mathbb{Z}^d$, and so by translation invariance of $\bar{P}$ the second term in $I_1(f, g)$ remains unchanged if we interchange $f$ and $g$. Indeed,

\begin{align*}
\int_{E_R} \left[ \sum_{j \in \mathbb{Z}^d} \hat{p}(j)g(\epsilon, 1)f(T_j \epsilon, 1) \right] \, d\bar{P}(\epsilon) &= \int_{E_R} \left[ \sum_{j \in \mathbb{Z}^d} \hat{p}(j)g(T_j \epsilon, 1)f(\epsilon, 1) \right] \, d\bar{P}(\epsilon) \\
&= \int_{E_R} \left[ \sum_{j \in \mathbb{Z}^d} \hat{p}(-j)g(T_j \epsilon, 1)f(\epsilon, 1) \right] \, d\bar{P}(\epsilon) \\
&= \int_{E_R} \left[ \sum_{j \in \mathbb{Z}^d} \hat{p}(j)g(T_j \epsilon, 1)f(\epsilon, 1) \right] \, d\bar{P}(\epsilon), \quad \text{(by symmetry of $\hat{p}(\cdot)$)}.
\end{align*}

Thus, using (A.21) and the above, we see that $I_1(f, g) + I_2(f, g) = I_1(g, f) + I_2(g, f)$, which combined with (A.20) proves the claim in (A.19).
A.2  An application: strong law of large numbers

As pointed out earlier in Remark 3.7, part (1) of Theorem 3.6 holds in any dimension \( d \geq 1 \), even when the migration kernel \( \hat{p}(\cdot) \) (see (3.3)) is not symmetric. An interesting application of this theorem is the strong law of large numbers stated below.

**Theorem A.1.** [Strong law of large numbers] Let \( \hat{\Theta}^\epsilon = (X_n^{\epsilon}, \alpha_n^{\epsilon})_{n \in \mathbb{N}_0} \) be the subordinate Markov chain evolving in environment \( \epsilon \) with law \( \hat{P}^\epsilon_{(0,\alpha)} \) (see Definition 3.1), and let \( \hat{P} \) be the translation-invariant, ergodic field as in Assumption (C). Assume that the migration kernel \( \hat{p}(\cdot) \) (see (3.3)) has finite range and mean

\[
\alpha = \mathbb{E}[X_0^{\epsilon}] = \mathbb{E} \left[ \frac{q_0}{1 + \rho} \right] \quad \text{and} \
q_s := \rho \alpha.
\]

Then, for \( \hat{P} \)-almost every realization of \( \epsilon \) and \( \alpha \in \{0, 1\} \),

\[
\lim_{n \to \infty} \frac{X_n^{\epsilon}}{n} = \frac{1 - q_s}{1 + \rho} \hat{P}^\epsilon_{(0,\alpha)} \text{ a.s.},
\]

where \( \rho := \mathbb{E}[X_0^{\epsilon}] \) and \( q_s \) is as in (3.3).

Recall that \( X_n^{\epsilon} \) denotes the location in \( \mathbb{Z}^d \) at time \( n \) of a particle that evolves according to the subordinate Markov chain \( \hat{\Theta}^\epsilon \) in environment \( \epsilon \). Therefore, the intuitive meaning of the above result is that the particle on average spends a \( \frac{1 - q_s}{1 + \rho} \) fraction of its time in the active state, and since it migrates only while being active with probability \( 1 - q_s \), the overall velocity is scaled by the factor \( \frac{1 - q_s}{1 + \rho} \).

**Remark A.2.** [Transference of law of large numbers] Using Theorem A.1, Lemma 3.4 and the elementary renewal theorem, we can transfer the law of large numbers on \( \Theta^\epsilon \) to the continuous-time process \( \Theta^\epsilon = (x_t^\epsilon, \alpha_t^\epsilon)_{t \geq 0} \) (see Definition 2.5) and obtain, for \( \hat{P} \)-almost every realization of \( \epsilon \) and \( \alpha \in \{0, 1\} \),

\[
\lim_{t \to \infty} \frac{x_t^\epsilon}{t} = \frac{1 - q_s}{1 + \rho} \sum_{j \in \mathbb{Z}^d} j a(0,j), \quad \hat{P}^\epsilon_{(0,\alpha)} \text{-a.s.}
\]

We conclude this section with the proof of the above theorem. The proof is based on an application of the classical Birkhoff pointwise ergodic theorem combined with the Azuma inequality for martingales having bounded increments.

**Proof of Theorem A.1.** Following the standard route as taken in [11, Lecture 1], we start by defining a \((d\text{-dimensional})\) Martingale \( M^\epsilon := (M_n^\epsilon)_{n \in \mathbb{N}} \) constructed from the “local drift” of a particle moving in an environment \( \epsilon \in \mathcal{E}_R \) according to the subordinate Markov chain \( \hat{\Theta}^\epsilon = (X_n^{\epsilon}, \alpha_n^{\epsilon})_{n \in \mathbb{N}_0} \) with law \( \hat{P}^\epsilon_{(0,\alpha)} \). With this aim, let us fix \( \epsilon \in \mathcal{E}_R, \alpha \in \{0, 1\} \) and set \( M_0^\epsilon := X_0^{\epsilon} \). For \( n \in \mathbb{N} \), define

\[
M_n^\epsilon := X_n^{\epsilon} - \left(1 - q_s \right) \sum_{i=0}^{n-1} \alpha_i^{\epsilon}.
\]

We show that \( M^\epsilon \) is a martingale (viewed component-wise) under the law \( \hat{P}^\epsilon_{(0,\alpha)} \) w.r.t. the natural filtration \( \mathcal{F}_n \) of the subordinate Markov chain \( \hat{\Theta}^\epsilon \). Indeed, if \( \hat{J}_t^\epsilon \) denotes the discrete Markov generator of \( \hat{\Theta}^\epsilon \) and \( h : G \to \mathbb{Z}^d \) is the projection onto the first coordinate, (i.e., the map \( (i, \alpha) \mapsto i \)), then the action of \( \hat{J}_t^\epsilon \) on \( h \) is given by

\[
(\hat{J}_t^\epsilon h)(i, \alpha) = \hat{E}^\epsilon_{(i,\alpha)} h(X_t^\epsilon, \alpha_t^\epsilon) - h(X_0^\epsilon, \alpha_0^\epsilon) = \hat{E}^\epsilon_{(i,\alpha)} [X_t^\epsilon - X_0^\epsilon]
\]

\[
= \alpha q_s (i + 1 - q_s) {\sum_{j \in \mathbb{Z}^d}} \hat{p}(j)(i + j) - i)
\]

\[
= \alpha (1 - q_s) v,
\]
where we used \(3.2-3.3\) for the computation. Therefore, combining \(A.26-A.27\), we get that
\[
(A.28) \quad M_n^\varepsilon = h(X_n^\varepsilon, \alpha_n^\varepsilon) = \sum_{l=0}^{n-1} (\tilde{J}_l h)(X_l^\varepsilon, \alpha_l^\varepsilon), \quad n \in \mathbb{N},
\]
which is nothing else but the so-called Dynkin’s martingale for the Markov chain \(\tilde{\Gamma}\) (see e.g., [38] Proposition 6.1.1). Also note that it has bounded increments by virtue of the finite-range assumption on the migration kernel \(\tilde{\rho}\). A standard application of Azuma inequality and the Borel-Cantelli lemma yield (see e.g., [11, Lecture 1, page 14])
\[
(A.29) \quad \lim_{n \to \infty} \frac{M_n^\varepsilon}{n} = 0 \quad \hat{P}_\varepsilon(0, \alpha)^a.s.
\]
Observe from above and \(A.26\), the proof will be complete if we prove the following: for \(\hat{P}\)-almost every \(\varepsilon \in \mathcal{E}_\varepsilon\) and any \(\alpha \in \{0, 1\},\)
\[
(A.30) \quad \lim_{n \to \infty} \frac{1}{n} \sum_{l=0}^{n-1} \alpha_l^\varepsilon = \frac{1}{1 + \mathbb{E}[M_0/N_0]}, \quad \hat{P}_\varepsilon(0, \alpha)^a.s.
\]
This is a consequence of Birkhoff’s pointwise ergodic theorem. Indeed, let \(\hat{P}_Q\) be the canonical law defined on the path space \(\Omega^n_{\mathcal{E}_\varepsilon}\) of the auxiliary environment process \(W = (\varepsilon_n, \alpha_n)_{n \in \mathbb{N}_0}\) (recall Definition 3.5) with initial distribution \(Q\) (see \(3.13\)). In other words,
\[
(A.31) \quad \hat{P}_Q(W \in \cdot) := \int_{\Omega_{\mathcal{E}_\varepsilon}} \hat{P}_\varepsilon(0, \alpha) \mathbf{1}(W \in \cdot) \, dQ(\varepsilon, \alpha).
\]
Let \(S : \Omega^n_{\mathcal{E}_\varepsilon} \to \Omega^n_{\mathcal{E}_\varepsilon}\) be the natural left-shift operator and \(f : \Omega^n_{\mathcal{E}_\varepsilon} \to \{0, 1\}\) be the function
\[
(A.32) \quad (\alpha_n, \beta_n)_{n \in \mathbb{N}_0} \mapsto \beta_0, \quad (\alpha_n, \beta_n)_{n \in \mathbb{N}_0} \in \Omega^n_{\mathcal{E}_\varepsilon}.
\]
Since, by part (1) of Theorem 3.6, \(Q\) is a stationary and ergodic distribution of \(W\), we see that \(S\) is a measure-preserving ergodic transformation of the dynamical system \((\Omega^n_{\mathcal{E}_\varepsilon}, \hat{P}_Q)\). Applying Birkhoff’s pointwise ergodic theorem to the bounded function \(f\), we obtain
\[
(A.33) \quad \lim_{n \to \infty} \frac{1}{n} \sum_{l=0}^{n-1} f \circ S^l = \int_{\Omega^n_{\mathcal{E}_\varepsilon}} \int_{\Omega_{\mathcal{E}_\varepsilon}} f \, d\hat{P}_Q = \int_{\Omega_{\mathcal{E}_\varepsilon}} \hat{E}_\varepsilon(0, \alpha)[f((\varepsilon_n, \alpha_n)_{n \in \mathbb{N}_0})] \, dQ(\varepsilon, \alpha),
\]
where the first equality holds \(\hat{P}_Q\)-almost everywhere and the second equality follows from \(A.31\).

We compute the left and the right side of \(A.33\) using the definition of \(f\) and \(3.13\), to obtain
\[
(A.34) \quad \lim_{n \to \infty} \frac{1}{n} \sum_{l=0}^{n-1} \beta_l = \int_{\Omega_{\mathcal{E}_\varepsilon}} \alpha \, dQ(\varepsilon, \alpha) = \frac{1}{1 + \mathbb{E}[M_0/N_0]}
\]
for \(\hat{P}_Q\)-almost every \((\beta_1, \beta_2)_{l \in \mathbb{N}_0}\). However, \(A.31\) combined with the above implies that \(A.30\) holds for all \((\varepsilon, \alpha) \in A\) for some \(A \in \Sigma\) such that \(Q(A) = 1\). The result now follows from the equivalence of \(Q\) and \(\hat{P}\) stated in Lemma 3.5.

B Fundamental theorem of Markov chains

In this section we provide the proof of Proposition 3.10. Let us recall the statement of the proposition for convenience of the reader.

**Proposition B.1.** Let \((\Omega, \Sigma, Q)\) be a probability space, where the \(\sigma\)-field \(\Sigma\) is countably generated. Let \(W := (W_n)_{n \in \mathbb{N}_0}\) be a Markov chain on the state space \(\Omega\), and assume that \(Q\) is a reversible and ergodic stationary distribution for \(W\). If \(-1\) is not an eigenvalue of the Markov kernel operator \(\mathcal{F} : L_\infty(\Omega, Q) \to L_\infty(\Omega, Q)\) associated to \(W\), then for every bounded measurable function \(f \in \mathcal{F}_b(\Omega)\) and \(Q\)-almost every \(w \in \Omega\),
\[
(B.1) \quad \lim_{n \to \infty} \mathbb{E}_w[f(W_n)] = \int_{\Omega} f \, dQ,
\]
where the expectation on the left is taken w.r.t. the law of \(W\) started at \(w\).
Proof. If $Q(\cdot,\cdot)$ denotes the transition kernel of $W$, the action of the Markov operator $\mathcal{R}$ on $f \in L_{\infty}(\Omega, \mathcal{Q})$ is well-defined and is given by

\[(B.2) \quad \mathcal{R}f(w) := \int_{\Omega} f(y) Q(w, dy).\]

In fact, since $\mathcal{Q}$ is invariant for $W$, the same definition extends $\mathcal{R}$ in a canonical way to a positive contraction operator on $L_p(\Omega, \mathcal{Q})$ for any $p \geq 1$. Furthermore, by reversibility of $\mathcal{Q}$, the operator $\mathcal{R}$ becomes self-adjoint on $L_2(\Omega, \mathcal{Q})$ as well. Let $f \in \mathcal{F}_b(\Omega)$ be fixed. Because $f$ is bounded, $\mathcal{R}^n f \in \mathcal{F}_b(\Omega)$, and by the Markov property of $W$ it follows that

\[(B.3) \quad \mathbb{E}_w[f(W_n)] = \mathcal{R}^n f(w), \quad w \in \Omega, \ n \in \mathbb{N}.\]

Because $\mathcal{R}$ is self-adjoint, we see that $\mathcal{R}^2$ is a nonnegative-definite operator on the Hilbert space $L_2(\Omega, \mathcal{Q})$ equipped with the natural $L_2$ inner product, and this allows us to conclude from [53, Corollary 3] (see also [19, Theorem 1]) that there exist $\psi, \hat{\psi} \in L_2(\Omega, \mathcal{Q})$ satisfying

\[(B.4) \quad \psi = \lim_{n \to \infty} \mathcal{R}^{2n} f, \quad \hat{\psi} = \lim_{n \to \infty} \mathcal{R}^{2n+1} f,\]

where the convergence is in $L_2$-norm and $\mathcal{Q}$-almost everywhere. It is worth mentioning that the convergence in $L_2$-norm and $\mathcal{Q}$-almost everywhere.

We claim that if $-1$ is not an eigenvalue of $\mathcal{R}$ as an operator on $L_\infty(\Omega, \mathcal{Q})$, then we must have

\[(B.7) \quad \psi = \hat{\psi} = \int_{\Omega} f \, d\mathcal{Q}, \quad \mathcal{Q} \text{ a.s.}\]

Note that $\mathcal{B.1}$ will follow once we prove $\mathcal{B.7}$. Indeed, $\mathcal{B.7}$ combined with $\mathcal{B.3} - \mathcal{B.4}$ implies that, for $\mathcal{Q}$-almost every $w \in \Omega$, both the odd and even subsequence of $(\mathbb{E}_w[f(W_n)])_{n \in \mathbb{N}}$ converge to the same limit $\mathbb{Q}(f) := \int_{\Omega} f \, d\mathcal{Q}$, which necessarily forces the convergence of $\mathbb{E}_w[f(W_n)]$ to $\mathbb{Q}(f)$ as $n \to \infty$.

To prove $\mathcal{B.7}$, it suffices to show that $\psi$ and $\hat{\psi}$ are constant $\mathcal{Q}$ a.s., because by the invariance of $\mathcal{R}$ w.r.t. $\mathcal{Q}$ and bounded convergence we have

\[(B.8) \quad \int_{\Omega} \psi d\mathcal{Q} = \lim_{n \to \infty} \int_{\Omega} \mathcal{R}^{2n} f d\mathcal{Q} = \int_{\Omega} f d\mathcal{Q} = \lim_{n \to \infty} \int_{\Omega} \mathcal{R}^{2n+1} f d\mathcal{Q} = \int_{\Omega} \hat{\psi} d\mathcal{Q}.
\]

We only prove the claim for $\psi$, as the same argument works for $\hat{\psi}$. Let us set $g := \mathcal{R}\psi - \psi$. From $\mathcal{B.6}$, we have

\[(B.9) \quad \mathcal{R}g = -g, \quad \mathcal{Q} \text{ a.s.}\]

and also $\|g\|_\infty \leq 2\|\psi\|_\infty < \infty$. Thus, $g \in L_\infty(\Omega, \mathcal{Q})$ is such that $\mathcal{Q}$-a.s. $\mathcal{R}g = -g$, and hence by our assumption we must have $g = 0$ a.s. In other words, $\mathcal{Q}$-a.s. $\mathcal{R}\psi - \psi = 0$ and therefore ergodicity of $\mathcal{R}$ in $L_2(\Omega, \mathcal{Q})$, which is equivalent to the ergodicity of $W$ under $\mathcal{Q}$, implies that $\psi$ is necessarily a constant $\mathcal{Q}$ a.s. \hfill $\square$
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