Stability and chaos in Kustaanheimo-Stiefel space induced by the Hopf fibration
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ABSTRACT
The need for the extra dimension in Kustaanheimo-Stiefel (KS) regularization is explained by the topology of the Hopf fibration, which defines the geometry and structure of KS space. A trajectory in Cartesian space is represented by a four-dimensional manifold, called the fundamental manifold. Based on geometric and topological aspects classical concepts of stability are translated to KS language. The separation between manifolds of solutions generalizes the concept of Lyapunov stability. The dimension-raising nature of the fibration transforms fixed points, limit cycles, attractive sets, and Poincaré sections to higher-dimensional subspaces. From these concepts chaotic systems are studied. In strongly perturbed problems the numerical error can break the topological structure of KS space: points in a fiber are no longer transformed to the same point in Cartesian space. An observer in three dimensions will see orbits departing from the same initial conditions but diverging in time. This apparent randomness of the integration can only be understood in four dimensions. The concept of topological stability results in a simple method for estimating the time scale in which numerical simulations can be trusted. Ideally all trajectories departing from the same fiber should be KS transformed to a unique trajectory in three-dimensional space, because the fundamental manifold that they constitute is unique. By monitoring how trajectories departing from one fiber separate from the fundamental manifold a critical time, equivalent to the Lyapunov time, is estimated. These concepts are tested on N-body examples: the Pythagorean problem, and an example of field stars interacting with a binary.
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1 INTRODUCTION
In the 1960’s Eduard Stiefel started to organize the Oberwolfach Meetings on Celestial Mechanics, in an attempt to draw the interest of mathematicians into this subject. The first of those meetings took place in 1964 and Paul Kustaanheimo presented his work on describing Keplerian motion using spinors. His work on spinors combined with Stiefel’s experience in regularization gave birth to the celebrated extension of the Levi-Civita transformation to the three-dimensional case, known as the Kustaanheimo-Stiefel transformation (Kustaanheimo & Stiefel 1965). This extension had eluded researchers since Levi-Civita (1920) presented his original regularization of the planar problem and Hurwitz (1932) proved that transformations of this type only exist in spaces of dimension \( n = 1, 2, 4, 8 \). This statement was further developed by Adams & Atiyah (1966).

Heinz Hopf (1931) discovered a particular transformation from the unit 3-sphere, \( S^3 \), onto the unit 2-sphere, \( S^2 \), so that the preimage of each point in three-dimensional space turns out to be a circle on \( S^3 \), called a fiber. All points in this fiber transform into the same point in three-dimensional space. Such transformation is referred to as the Hopf fibration. In fact, the Kustaanheimo-Stiefel transformation can be understood as a particular Hopf map (Stiefel & Scheifele 1971, §44). Hopf was Stiefel’s doctoral advisor and influenced other areas of his research, including the Hopf-Stiefel functions and the Stiefel manifolds. Davtyan et al. (1987) developed the generalization of KS transformation to the case \( \mathbb{R}^8 \rightarrow \mathbb{R}^5 \) in order to transform the problem of the five-dimensional hydrogen atom into an eight-dimensional oscillator. They successfully rewrote the Hamiltonian of the hydrogen atom as the Hamiltonian of an eight-dimensional isotrope oscillator. Deprit et al. (1994) published an exhaustive treaty on the transformations underlying KS regularization. They focused on the topic of linearization, connecting with prior work from Lagrange.

The KS transformation provides a robust regularization scheme for dealing with close approaches or even impact trajecto-
ries. Close encounters between stars are one of the major challenges in N-body simulations. The first extensions of the KS transformation to N-body problems are due to Peters (1968), Aarseth (1971) and Bettis & Szehely (1971). We refer to the work of Szehely & Bettis (1971) for a review of the methods developed in those years. Aarseth & Zare (1974) focused on the three-body problem and their method was later generalized by Heggie (1974), who reformulated the Hamiltonian for dealing with an arbitrary number of particles. The shortcoming of Heggie’s method is that it fails to reproduce collisions of more than two particles. Mikkola (1985) discovered a technique for avoiding this singularity by rewriting the Sundman time transformation in terms of the Lagrangian of the system. This method integrates 4N(N − 1) + 1 equations of motion, so its use is recommended for few-body problems. The formulations based on the KS transformation have been improved throughout the years (Mikkola & Aarseth 1998; Mikkola & Merritt 2008), especially since the development of the chain regularization techniques (Mikkola & Aarseth 1989, 1993). The introduction of relativistic corrections in the models has occupied different authors: Kupi et al. (2006) modified the KS regularization for two-body close encounters in N-body simulations by introducing post-Newtonian effects; Funato et al. (1996) published a reformulation of the KS transformation focused on time-symmetric algorithms. Aarseth (1999, 2003) presented several reviews of the evolution and keystones in the development of N-body simulations. The Levi-Civita variables have recently been recovered by Lega et al. (2011) to detect resonant close encounters in the three-body problem, and used by Astakhov & Farrelly (2004) in combination with an extension of the phase space to analyze the elliptic restricted three-body problem.

Binary systems of stars appear naturally in simulations of star clusters and galaxies. The dynamical interaction between binaries and field stars is a challenging problem both from the theoretical and computational perspective due to its chaotic nature. The pioneering numerical exploration of stellar dynamics by Aarseth (1963, 1966) was followed by Heggie (1975), who analyzed different configurations of binary encounters using KS regularization. In a series of papers Hut & Bahcall (1983) and Hut (1993) focused on the gravitational scattering of field stars interacting with stellar binaries. They relied on extensive Monte Carlo simulations, and papers in the same series focused on deriving analytic solutions to the problem (Hut 1983; Heggie & Hut 1993). Kiseleva et al. (1994) addressed the problem of the stability of triple stars, seeking empirical formulas for modeling the time when the system becomes unstable. Stellar collisions between binary systems have been studied by Fregéau et al. (2004). Tout et al. (1997) published a reformulation of the KS transformation for an alternative perspective, focusing on the connection with the Hopf map and the topological structure of the transformation. In a series of papers Fukushima (2003, 2004, 2005) analyzed different numerical aspects of the regularization, seeking scaling factors that guarantee the conservation of the integrals of motion and time-elements for improving the stability of the time transformation.

In this paper we seek a theory of stability in KS space based on the physics of the problem. We generalize the concepts of fixed points, limit cycles, attractors, Lyapunov and structural stability, and Poincaré maps to four-dimensions by means of the KS transformation. By synchronizing the relative dynamics of nearby trajectories in terms of the physical (and not fictitious) time, conclusions about the stability of the system derived in KS variables apply also to Cartesian. From these definitions we advance to chaotic systems and show how numerical errors can destroy the topological structure of KS space: ideally every point in a fiber transforms to the same point in Cartesian space (so it is typically chosen arbitrarily); but for strongly perturbed problems trajectories emanating from the same fiber may separate in time and no longer represent the same trajectory in three-dimensions. N-body problems are the main application we consider, but the results can be extended to any application of KS regularization.

In Section 2 the connection between the KS transformation and the Hopf fibration is established. The required equations are presented, emphasizing the geometric aspects. Section 3 is devoted to defining the concept of fundamental manifold, and to showing how Lyapunov and Poincaré stability are understood in four dimensions. In Section 4 we study the exponential divergence of trajectories in KS space and derive a simple method to estimate an indicator that is equivalent to the Lyapunov time. Finally, practical examples are presented in Section 5.

2 THE KS TRANSFORMATION AS A HOPF MAP

Let \( r = (x, y, z)^\top \) be the position vector of a point in Cartesian space \( \mathbb{R}^3 \), projected in an inertial frame \( \mathcal{I} \), and let \( x = (x, y, z, 0)^\top \) be its extension to \( \mathbb{R}^4 \). Kustaanheimo & Stiefel (1965) found a regularization of the two-body problem introducing the new coordinates \( u = (u_1, u_2, u_3, u_4)^\top \), defined in the parametric space \( \mathbb{P}^3 \). The KS transformation is defined explicitly as

\[
x = \mathcal{K}(u) = \mathbf{L}(u) u
\]

where \( \mathbf{L}(u) \) is known as the KS matrix:

\[
\mathbf{L}(u) = \begin{bmatrix}
  u_1 & -u_2 & -u_3 & u_4 \\
  u_2 & u_1 & -u_4 & -u_3 \\
  u_3 & u_4 & u_1 & -u_2 \\
  u_4 & -u_3 & u_2 & -u_1
\end{bmatrix}
\]

(2)

The KS matrix is \( r \)-orthogonal, i.e.

\[
\mathbf{L}^{-1}(u) = \frac{1}{r} \mathbf{L}^\top(u)
\]

(3)

Every point \( u \) is KS-mapped to one single point in Cartesian space \( \mathbb{R}^3 \). These equations are a particular case of the more general map proposed by Hopf (1931).

Regularizing the equations of orbital motion by means of the KS transformation requires the time transformation due to Sundman (1912):

\[
dt = r \, ds
\]

(4)
where \( s \) is referred to as the fictitious time, and \( r = ||\mathbf{r}|| \). Derivatives with respect to physical time \( t \) will be denoted by a dot, \( \dot{r} \), whereas derivatives with respect to fictitious time will be written \( r' \). The radial distance \( r \) relates to the KS variables by means of

\[
r = \sqrt{u_1^2 + u_2^2 + u_3^2 + u_4^2} = ||\mathbf{u}||
\]

(5)

The KS transformation maps fibers on the 3-sphere of radius \( \sqrt{r} \) in \( \mathbb{R}^4 \) to points on the 2-sphere of radius \( r \) in \( \mathbb{R}^3 \).

Hopf (1931) proved that the transformation from the 3-sphere to the 2-sphere maps circles to single points, defining the structure \( \mathcal{S}^1 \to \mathcal{S}^1 \to \mathcal{S}^2 \). Equation (1) is invariant under the gauge transformation \( \mathcal{S} \): \( u \mapsto \mathbf{w} \).

\[
x = \mathbf{L}(u) = \mathbf{L}(w)
\]

(6)

Vector \( w = (w_1, w_2, w_3, w_4)^T \) takes the form:

\[
w = \mathcal{S}^{-1}(\mathbf{t}; u) = \mathbf{R}(\mathbf{t})u
\]

(7)

where \( \mathbf{R}(\mathbf{t}) \) is the matrix

\[
\mathbf{R}(\mathbf{t}) = \begin{pmatrix}
\cos \theta & 0 & 0 & -\sin \theta \\
0 & \cos \theta & \sin \theta & 0 \\
0 & -\sin \theta & \cos \theta & 0 \\
\sin \theta & 0 & 0 & \cos \theta
\end{pmatrix}
\]

(8)

This matrix is orthogonal, and also

\[
\mathbf{R}^T(\mathbf{t}) = \mathbf{R}(-\mathbf{t})
\]

(9)

Being \( \mathbf{R}(\mathbf{t}) \) orthogonal Eq. (7) can be inverted to provide

\[
u = \mathcal{S}^{-1}(\mathbf{t}; w) = \mathbf{R}(-\mathbf{t})w
\]

(10)

The transformation \( \mathcal{S} \) preserves the radius \( r \), i.e.

\[
r = u \cdot u = w \cdot w
\]

(11)

Since the radius is invariant to the selection of the point in the fiber it follows that the physical time, defined by Eq. (4), is \( \mathcal{S} \)-invariant as well. The identity in Eq. (6) and the \( \mathcal{S} \)-orthogonality of matrix \( \mathbf{L} \) furnish a useful relation:

\[
w = \mathcal{S}^{-1}(\mathbf{t}; \mathbf{u}) = \mathbf{R}(\mathbf{t})u \quad \Rightarrow \quad \mathcal{S}^{-1}(\mathbf{t}; \mathbf{w}) = \mathbf{R}(\mathbf{t})
\]

(12)

The angular variable \( \theta \) parameterizes the Hopf fibration in four-dimensional space. In fact, Eq. (7) defines explicitly the fiber \( \mathcal{F} \) changing the value of \( \theta \) defines different points in \( \mathbb{R}^4 \) that are KS transformed to the same point in \( \mathbb{R}^3 \). This yields the definition of fiber as the subset of all points in four-dimensional space that are mapped into the same point in \( \mathbb{R}^3 \) by means of the KS transformation.

\[
\mathcal{F} = \{ \mathbf{w}(\theta) \in \mathbb{R}^4 \mid x = \mathcal{X}(w), \forall \theta \in [0, 2\pi]\}
\]

(13)

A different fiber transforms into a different point. Consequently, two fibers cannot intersect because the intersection point will then be transformed into the same point in \( \mathbb{R}^3 \) despite belonging to two different fibers (Stiefel & Scheifele 1971, p. 271). The stereographic projection of the fibers onto \( \mathbb{R}^3 \) (see for example Griguolo et al. 2012) reveals that two fibers in KS space are connected by a Hopf link, as sketched in Fig. 1.

1 Alternative forms of the time transformation can be found in the literature, generalized as \( dt/ds = g(x, \dot{x}) \). We refer to the work by Zare & Szebehely (1975) for a survey of transformations involving different powers of the radial distance, the potential, the Lagrangian, or combinations of the relative separations for the case of \( N \)-body problems. The vectors \( x \) and \( \dot{x} \) are \( \mathcal{S} \)-invariant, so the uniqueness of the physical time is also guaranteed for more general transformations.
The inverse KS transformation $\mathcal{K}^{-1} : x \mapsto u$ maps points to fibers. Introducing the auxiliary vector $v = (v_1, v_2, v_3, v_4)^T$ the inverse mapping takes the form

\[
\begin{align*}
    v_1 &= R \sin \theta \\
    v_2 &= \frac{1}{2R}(y \sin \theta - z \cos \theta) \\
    v_3 &= \frac{1}{2R}(y \cos \theta + z \sin \theta) \\
    v_4 &= -R \cos \theta
\end{align*}
\]

(23)

Here $R^2 = (r + |x|)/2$. The angle $\theta$ is different from $\theta_0$; the points on the fiber are parameterized by $\theta$, which is measured with respect to a certain axis; given two points $u$ and $w$ obtained by setting $\theta = \theta_1$ and $\theta_2$ in Eq. (23), respectively, they relate by virtue of Eq. (7). This equation then provides the relation:

\[
\theta_2 - \theta_1 = \theta
\]

(24)

meaning that the variable $\theta$ denotes the angular separation between points along the same fiber. The value of $\theta$ depends on the position of the reference axis, whereas $\theta$ is independent from the selection of the axis.

The point $u$ is finally defined as

\[
\begin{align*}
    u &= (v_1, v_2, v_3, v_4)^T & \text{if } x \geq 0 \\
    u &= (v_2, v_1, v_4, v_3)^T & \text{if } x < 0
\end{align*}
\]

(25)

Two alternative expressions are considered for avoiding potential singularities. They differ in the selection of the axes in KS space. From this result any point $w_0$ in the initial fiber $F_0$ can be obtained from

\[
\begin{align*}
    w_0(\theta) &= R(\theta)u_0 & \text{if } x_0 \geq 0 \\
    w_0(\theta) &= R(-\theta)u_0 & \text{if } x_0 < 0
\end{align*}
\]

(26)

so that $x_0 = L(w_0)w_0$. The sign criterion complies with the different definitions of the axes in KS space. See Appendix A for a discussion on the orthogonal frames attached to the fiber.

The velocity in $\mathbb{H}^3$ is obtained by inverting Eq. (16), taking into account the orthogonality relation in Eq. (3):

\[
u' = \frac{1}{2} L^\dagger(u) \dot{x}\]

(27)

The geometry of the inverse KS transformation can be studied from Fig. 2. The grey sphere is three-dimensional and of radius $r$. The black arc corresponds to a set of initial conditions, $r_j$. The white dot represents one particular position in $\mathbb{H}^3$, $r_j$. The inverse KS transformation applied to $r_j$ yields the fiber $F_j$. The fiber is represented by means of its stereographic projection to $\mathbb{R}^3$. The black surface consists of all the fibers $F_j$, that are KS mapped to the points $r_j$. In this figure it is possible to observe the Hopf link connecting different fibers.

3 STABILITY IN KS SPACE

The classical concepts of stability from Lyapunov and Poincaré can be translated to KS language by considering the topology of the transformation. First, we introduce an important theorem regarding the geometry of the fibers. From this theorem the concept of the fundamental manifold arises naturally.

The stability concepts here presented are not based in numerical analyses; previous studies about the stability of KS transformation (Baumgarte 1972, 1976; Arakida & Fukushima 2000) focus on the behavior of the numerical procedure. We aim for a series of definitions that capture the physical behavior, that should be independent from the formulation of the dynamics.

3.1 A central theorem

Two fibers can never intersect, as discussed when formally defining a fiber. It is now possible to advance on this statement and to formulate a fundamental property of the KS transformation:

**Theorem 1:** (Conservation of $\theta$) The angular separation between two trajectories emanating from $F_{i_0}$, measured along every fiber, is constant. That is

\[
w_0 = R(\theta_0)u_0 \Rightarrow w(s) = R(\theta_0)u(s)
\]

(28)

for any value of $\theta_0$ and the fictitious time $s$. This is an intrinsic property of KS space and does not depend on the dynamics of the system.

**Proof.** Consider two trajectories in KS space, $u = u(s)$ and $w = w(s)$, departing from the same fiber $F_{i_0}$. They relate by means of Eq. (7). In the most general case the angle $\theta$ can be described by a function $\theta = \theta(s)$ and initially it is $\theta(0) = \theta_0$. The trajectories evolve according to

\[
w(s) = R(\theta (s))u(s)
\]

(29)

Differentiating this equation with respect to fictitious time yields

\[
w'(s) = R' (\theta(s))u(s) + R(\theta(s))u'(s)
\]

(30)

Equation (18) proved that the bilinear relation holds for any trajectory in KS space, meaning that $\ell(w, w') = \ell(u, u') = 0$. This renders:

\[
\ell(w, w') = \ell(R(\theta)u, R(\theta)u + R(\theta)u') = 0
\]

(31)

after substituting Eqs. (29) and (30). Expanding the bilinear relation in the previous expression shows that

\[
\ell(R(\theta)u, R(\theta)u + R(\theta)u') = \frac{d\theta}{ds} + \ell(u, u') = 0
\]

(32)
3.2 The fundamental manifold \( \Gamma \)

A trajectory in Cartesian space, understood as a continuum of points in \( \mathbb{R}^3 \), is represented by a continuum of fibers in \( \mathbb{R}^4 \). Each fiber is KS transformed to a point of the trajectory. The fibers form the fundamental manifold, \( \Gamma \).

Equation (26) defines the initial fiber \( F_0 \), which yields a whole family of solutions parameterized by the angular variable \( \theta \). Every trajectory \( w(s) \) is confined to the fundamental manifold. Thanks to Thm. 1 the manifold \( \Gamma \) can be constructed following a simple procedure: first, a reference trajectory \( u(s) \) is propagated from any point in \( F_0 \); then, mapping the transformation \( \mathcal{R} \) over it renders a fiber \( F_i \) for each point \( u(s) \) of the trajectory. The set \( \cup F_i \) defines \( \Gamma \). Recall that

\[
\bigcap_i F_i = \emptyset
\]

(35)

The fact that all trajectories emanating from \( F_0 \) are confined to \( \Gamma \) is what makes an arbitrary choice of \( \theta \) in Eq. (23) possible. The diagram in Fig. 3 depicts the construction of the fundamental manifold \( \Gamma \).

3.3 Fixed points, limit cycles and attractors

Points in \( \mathbb{R}^3 \) transform into fibers in \( \mathbb{R}^4 \). Thus, a fixed point in Cartesian space, \( x_0 \), translates into a fixed fiber in KS space, \( F_0 \). Asymptotically stable fixed fibers (to be defined formally in the next section) attract the fundamental manifold of solutions, \( \Gamma \to F_0 \). Asymptotic instability is equivalent to the previous case under a time reversal.

Limit cycles are transformed to fundamental manifolds, referred to as limit fundamental manifolds \( \Gamma_0 \). A fundamental manifold \( \Gamma \) originating in the basin of attraction of a limit fundamental manifold will converge to it after sufficient time. For \( \Gamma \to \Gamma_0 \) convergence means that each fiber in \( \Gamma \) approaches the corresponding fiber in \( \Gamma_0 \). Correspondence between fibers is governed by the \( t \)-synchronism.

3.4 Relative dynamics and synchronism

The theories about the local stability of dynamical systems are based on the relative dynamics between nearby trajectories. The concepts of stability formalize how the separation between two (initially close) trajectories evolves in time. But the concept of time evolution requires a further discussion because of having introduced an alternative time variable via the Sundman transformation.

Keplerian motion is known to be Lyapunov unstable (see Baumgarte 1972, for example). Small differences in the semimajor axes of two orbits result in a separation that grows in time because of having different periods. However, Kepler’s problem transforms into a harmonic oscillator by means of the KS transformation, with the fictitious time being equivalent to the eccentric anomaly. The resulting system is stable: for fixed values of the eccentric anomaly the separation between points in each orbit will be small, because of the structural (or Poincaré) stability of the motion. These considerations are critical for the numerical integration of the equations of motion. But in this paper we seek a theory of stability in \( \mathbb{R}^4 \) expressed in the language of the physical time \( t \), because of its physical and practical interest. The conclusions about the stability of the system will be equivalent to those obtained in Cartesian space.

The spectrum of the linearized form of Kepler’s problem written in Cartesian coordinates,

\[
\frac{d\dot{r}}{dt} = -\frac{r}{r^2}
\]

(37)
exhibits one eigenvalue with positive real part, \( \lambda = \sqrt{2/r^3} \). Lyapunov’s theory of linear stability states that the system is unstable.

Under the action of the KS transformation Kepler’s problem transforms into

\[
\frac{d\dot{u}}{ds^2} = -\frac{h}{2} u
\]

(38)

where \( h \) is minus the Keplerian energy. Although the linear analysis is not useful in this case, selecting a candidate Lyapunov function \( V(u, u') = h(u - u')/4 + (u - u')^2/2 \) the stability of the system is proved. In order to represent the Lyapunov instability of the motion with respect to time \( t \) the Sundman transformation needs to be considered. Given two circular orbits of radii \( r_1 \) and \( r_2 \), the time delay between both solutions reads

\[
\Delta t = t_2 - t_1 = (r_2 - r_1) s
\]

(39)
The time delay grows with fictitious time and small values of \( r_2 - r_1 \) do not guarantee that \( \Delta t \) remains small.

This phenomenon relates to the synchronism of the solutions (Roa et al. 2015; Roa & Peláez 2016). Solutions to the system defined in Eq. (38) are stable if they are synchronized in fictitious time, but unstable if they are synchronized in physical time. We adopt this last form of synchronism for physical coherence.
3.5 Stability of the fundamental manifold

3.5.1 Lyapunov stability

A trajectory $r(t)$ in $E^3$ is said to be Lyapunov stable if, for every small $\varepsilon > 0$, there is a value $\delta > 0$ such that for any other solution $r'(t)$ satisfying $|r(t_0) - r'(t_0)| < \delta$, its distance $|r(t) - r'(t)| < \varepsilon$, with $t > t_0$. In KS language trajectory translates into fundamental manifold. In order to extend the definition of Lyapunov stability accordingly an adequate metric $d$ to measure the distance between manifolds is required.

Let $\Gamma_1$ and $\Gamma_2$ be two (distinct) fundamental manifolds. The fibers in $\Gamma_1$ can never intersect the fibers in $\Gamma_2$. But both manifolds may share certain fibers, corresponding to the points of intersection between the two resulting trajectories in Cartesian space. The distance between the manifolds at $t = t(s_1) = t(s_2)$ is the distance between the corresponding fibers. Setting $\theta$ to a reference value $\theta_{ref}$ in Eq. (23) so that $\theta_1 = \theta_2 \equiv \theta_{ref}$, we introduce the metric:

$$d(t; \Gamma_1, \Gamma_2) = \frac{1}{2\pi} \int_{0}^{2\pi} ||w_1(s); \theta - w_2(s); \theta|| d\theta$$

(40)

with $d(t; \Gamma_1, \Gamma_2) \equiv d(F_1; F_2)$. It is measured by computing the distance between points in $\Gamma_1$ and $\Gamma_2$ with the same value of $\theta$, and then integrating over the entire fiber. It is defined for given values of physical time, and not fictitious time. The reason is that the goal of this section is to define a theory of stability such that the fundamental manifold inherits the stability properties of the trajectory in Cartesian space. This theory is based on the physics of the system, not affected by a reformulation of the equations of motion.

Consider a fundamental manifold $\Gamma$, referred to a nominal trajectory $r(t)$, and a second manifold $\Gamma'$ corresponding to a perturbed trajectory $r'(t)$. If the nominal trajectory is Lyapunov stable, then for every $\varepsilon_0 > 0$ there is a number $\delta_0 > 0$ such that:

$$d(t_0; \Gamma, \Gamma') < \delta_0 \implies d(t; \Gamma, \Gamma') < \varepsilon_0$$

(41)

If the initial separation between the manifolds is small it will remain small according to the metric defined in Eq. (40).

The nominal solution $r(t)$ is said to be asymptotically stable if $|r(t) - r'(t)| \to 0$ for $t \to \infty$. Similarly, the fundamental manifold $\Gamma$ will be asymptotically stable if $d(t; \Gamma, \Gamma') \to 0$ for sufficiently large times. The opposite behavior $d(t; \Gamma, \Gamma') \to \infty$ corresponds to an asymptotically unstable fundamental manifold. It behaves as if it were asymptotically stable if the time is reversed.

3.5.2 Poincaré maps and orbital stability

The notion of Poincaré (or orbital) stability is particularly relevant when analyzing the fundamental manifold due to its geometric implications. Kepler’s problem is unstable in the sense of Lyapunov but it is orbitally stable: disregarding the time evolution of the particles within their respective orbits, the separation between the orbits remains constant.

The definition of the Poincaré map in $E^3$ involves a 2-dimensional section $\Sigma$ that is transversal to the flow. Denoting by $p_1$, $p_2$, . . . the successive intersections of a periodic orbit with $\Sigma$, the Poincaré map $\mathcal{P}$ renders:

$$\mathcal{P}(p_n) = p_{n+1}$$

(42)

The generalization of the Poincaré section to KS space $\mathcal{X}$ results in a subspace embedded in $U^4$. In Sec. 2.1 we showed that the trajectories intersect the fibers at right angles, provided that the velocity $u'$ is orthogonal to the vector tangent to the fiber. Thus, every fiber defines a section that is transversal to the flow. The transversality condition for $\Sigma$ translates into the section containing the fiber at $u$.

The Poincaré section $\Sigma_n$ can be constructed by combining the set of fibers that are KS transformed to points in $\Sigma$. Let $n = (n_x, n_y, n_z)$ be the unit vector normal to $\Sigma$ in $E^3$, projected onto an inertial frame. The Poincaré section takes the form:

$$\Sigma \equiv n_x(x - x_0) + n_y(y - y_0) + n_z(z - z_0) = 0$$

(43)

where $(x_0, y_0, z_0)$ are the coordinates of the first intersection point. Equation (43) can be written in parametric form as $\Sigma(x(\eta, \xi), y(\eta, \xi), z(\eta, \xi))$, with $\eta$ and $\xi$ two free parameters. The extended Poincaré section $\Sigma_n$ is obtained by transforming points on $\Sigma$ to KS space and then mapping the fiber $\mathcal{F}$:

$$\Sigma_n = (\mathcal{P} \circ \mathcal{F}^{-1})(\Sigma)$$

(44)

The choice of the Poincaré section $\Sigma$ is not unique, and therefore the construction of $\Sigma_n$ is not unique either. The resulting Poincaré section $\Sigma_n$ is a subspace of dimension three embedded in $U^4$. Indeed, the transformation $(\mathcal{P} \circ \mathcal{F}^{-1})(\Sigma)$ provides:

$$\Sigma_n \ni \Sigma_u = \mathcal{F}$$

(46)

Successive intersections can be denoted $\mathcal{F}_1, \mathcal{F}_2, \ldots$. The Poincaré map in $U^4$, $\mathcal{P} : \Sigma_0 \to \Sigma_n$, is:

$$\mathcal{P}(\mathcal{F}_n) = \mathcal{F}_{n+1}$$

(47)

Every point in a fiber intersects $\Sigma_n$ simultaneously. Due to the $\mathcal{F}$-invariance of the Sundman transformation the time period between crossings is the same for every trajectory connecting $\mathcal{F}_n$ and $\mathcal{F}_{n+1}$.

Let $\Gamma$ denote a fundamental manifold representing a nominal periodic orbit, and let $\Gamma'$ be a perturbed solution. They differ in the conditions at the first $\Sigma$-crossing, $\mathcal{F}_1$ and $\mathcal{F}_1'$ respectively. The manifold $\Gamma'$ is said to be Poincaré (or orbitally) stable if:

$$d(\mathcal{F}_1, \mathcal{F}_1') < \delta_0 \implies d(\mathcal{P}(\mathcal{F}_1'), \mathcal{F}_1) < \varepsilon_0$$

(48)

If the separation between the fibers at the first crossing is small, the separation will remain small after $n$ crossings.

4 ORDER AND CHAOS

In the previous section we generalized the key concepts of dynamical stability to KS space. The approach we followed aims for a theory that captures the physical properties of the system, instead of focusing on its purely numerical conditioning. The next step is the analysis of chaos in $U^4$.

Chaotic systems are extremely sensitive to numerical errors due to the strong divergence of the integral flow. This is specially important in the vicinity of singularities, and it is precisely here where KS regularization exhibits all its potential. This section focuses on characterizing the exponential divergence of trajectories in $U^4$ due to highly unstable dynamics.

By definition the fundamental manifold is mapped to a trajectory in $E^3$. The equations of motion in $U^4$ are no more than a reformulation of a dynamical system originally written in $E^3$. For sufficiently smooth perturbations the Picard-Lindelöf theorem ensures...
the uniqueness of the solution. Thus, the corresponding fundamental manifold is also unique and its KS transform defines only one trajectory. This means that any trajectory in the fundamental manifold is mapped to the same exact trajectory in $\mathbb{R}^4$, no matter the position within the initial fiber. An observer in three-dimensional space, unaware of the extra degree of freedom introduced by the gauge $\mathcal{A}$, will always perceive the same trajectory no matter the values of $\theta$.

4.1 The $\mathcal{K}$-separation

In order to integrate the equations of motion numerically in $\mathbb{R}^4$ the initial values of $u_0$ and $u_0'$ need to be fixed. This means choosing a point in the fiber $\mathcal{F}_0$. Since all the points in $\mathcal{F}_0$ are KS transformed to the same exact state vector in $\mathbb{R}^4$, the selection of the point is typically arbitrary. But for an observer in $\mathbb{R}^4$ different values of $\theta$ yield different initial conditions, and therefore the initial value problem to be integrated may behave differently. Ideally all trajectories emanating from $\mathcal{F}_0$ remain in the same fundamental manifold, that is unique. However, numerical errors leading to the exponential divergence of the trajectories can cause the trajectories to depart from the fundamental manifold. In other words, after sufficient time two trajectories originating from the same fiber $\mathcal{F}_0$, $w_0 = \mathcal{A}(\theta; u_0)$, will no longer define the same fiber $\mathcal{F}(s)$, $w(s) \neq \mathcal{A}(\theta; u(s))$. In this case Thm. 1 will be violated. Multiple fundamental manifolds will appear, obtained by mapping the transformation $\mathcal{A}$ over each of the trajectories. The observer in $\mathbb{R}^4$ will see a collection of trajectories that depart from the same exact state vector and they separate in time, as if the problem had a random component. This behavior can only be understood in four dimensions.

These topological phenomena yield a natural way of measuring the error growth in KS space without the need of a precise solution. Let $u(s)$ be a reference trajectory in $\mathbb{R}^4$, and let $w(s)$ be a second trajectory defined by $w_0 = \mathcal{A}(\theta; u_0)$. It is possible to build the fundamental manifold $\Gamma$ from the solution $u(s)$. The second solution is expected to be $w(s) = \mathcal{A}(\theta; u(s))$ by virtue of Thm. 1. When numerical errors are present $w(s)$ and its expected value $w^*(s)$ (the projection of the fundamental manifold) may not coincide. Note that $w(s) = w^*(s)$ ensures the uniqueness of the solution, but says nothing about its accuracy. The separation between $w(s)$ and its projection on $\Gamma$ is an indicator of the breakdown of the topological structure supporting the KS transformation, meaning that the solutions can no longer be trusted.

Motivated by this discussion we introduce the concept of the $\mathcal{K}$-separation, $d_{\mathcal{K}}$:

$$d_{\mathcal{K}}(s) = ||w(s) - w^*(s)|| = ||w(s) - \mathcal{A}(\theta; u(s))||$$

(49)

deﬁned as the Euclidean distance between an integrated trajectory and its projection on the manifold of solutions. Monitoring the growth of the $\mathcal{K}$-separation is a way of quantifying the error growth of the integration. In the context of N-body simulations, Quinlan & Tremaine (1992) discuss how the separation between nearby trajectories evolves: the divergence is exponential in the linear regime when the separation is small, but the growth rate is reduced when the separation is large. At this point the separation might be comparable to the interparticle distance. The $\mathcal{K}$-separation will grow exponentially at first (for $d_{\mathcal{K}} \ll 1$) until it is no longer small ($d_{\mathcal{K}} \sim O(1)$), and then its growth slows down.

4.2 Topological stability

The uniqueness of $\Gamma$ can be understood as topological stability. KS space is said to be topologically stable if all the trajectories emanating from the same fiber define a unique manifold of solutions, and therefore they are all KS-transformed to the same trajectory in $\mathbb{R}^4$. For an observer in $\mathbb{R}^4$ a topologically unstable system seems non-deterministic, with solutions departing from the same initial conditions but separating in time with no apparent reason.

A system is topologically stable in the interval $t < t_{cr}$. The trajectories diverge exponentially,

$$d_{\mathcal{K}}(t)/d_{\mathcal{K}}(0) \sim e^{\gamma t}$$

or

$$d_{\mathcal{K}}(s)/d_{\mathcal{K}}(0) \sim e^{\gamma s}$$

(50)

Here $\gamma$ is equivalent to a Lyapunov exponent. For $t > t_{cr}$ this equation no longer models the growth of the $\mathcal{K}$-separation and the system is topologically unstable. Simulations over the transition time $t_{cr}$ integrated in $\mathbb{R}^4$ can no longer be trusted. Depending on the integrator, the integration tolerance, the floating point arithmetic, the compiler, etc. the values of $t_{cr}$ for a given problem might change. Thus, topological stability is a property of a certain propagation, which requires all the previous factors to be defined.

The validity of the solution for an integration over the critical time $t_{cr}$ is not guaranteed. When $t_{cr} < t_{esc}$ (with $t_{esc}$ denoting the escape time) not even the value of $t_{esc}$ can be estimated accurately. In such a case solutions initialized at different points in the fiber may yield different escape times.

The method presented in this section provides an estimate of the interval in which the propagation is topologically stable. The exponent $\gamma$ depends on the integration scheme and the dynamics, but it is not strongly affected by the integration tolerance. An estimate of the value of $\gamma$ provides an estimate of the critical time for a given integration tolerance $\varepsilon$. Assuming $d_{\mathcal{K}}(t_{cr}) \sim 1$:

$$t_{cr} \sim -\frac{1}{\gamma} \log \varepsilon$$

(51)

Conversely, if the simulation needs to be carried out up to a given $t_f$, the required integration tolerance is approximately

$$\varepsilon \sim e^{-\gamma t_f}$$

(52)
Table 1. Dimensionless initial configuration of the Pythagorean problem. “Id” refers to the identification index of each body.

| Id | x    | y    | z    | v_x  | v_y  | v_z  |
|----|------|------|------|------|------|------|
| (1) | 1.0000 | 3.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| (2) | -2.0000 | -1.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| (3) | 1.0000 | -1.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

This simple criterion proves useful for tuning and evaluating the numerical integration. In the following examples of application the values of $\gamma_i$ are estimated by finding the slope of the exponential growth of the $\mathcal{K}$-separation in logarithmic scale. Although more rigorous algorithms could be developed, this approximation provides a good estimate of transition time between regimes.

5 TOPOLOGICAL STABILITY IN N-BODY PROBLEMS

Two examples of $N$-body problems are analyzed in this section. The first example is the Pythagorean three-body problem. The second example is a non-planar configuration of the four-body problem. This problem simulates the dynamics of two field stars interacting with a stellar binary. The experiments are designed for showing the practical aspects of the new concept of stability introduced in this paper: the topological stability of KS space.

The problems are integrated using the regularization of the $N$-body problem based on the KS transformation proposed by Mikola (1985) as a reformulation of the method by Heggie (1974). This second example analyzes the gravitational interaction of a binary system (1,2), of masses $m_1 = m_2 = 5$, with two incoming field stars (3) and (4) of masses $m_3 = m_4 = 3$. The initial conditions, presented in Table 2, have been selected so that both field stars reach the binary simultaneously.

5.1 The Pythagorean three-body problem

Originally developed by Burrau (1913), the Pythagorean problem consists in three particles of masses $m_1 = 3$, $m_2 = 4$, and $m_3 = 5$. The particles will be denoted (1), (2), and (3). At $t = 0$ the bodies are at rest and lying on the vertices of a Pythagorean right triangle of sides 3, 4, and 5. The initial conditions are summarized in Table 1. This problem has been solved and discussed in detail by Szebehely & Peters (1967), so the solution to the problem is known.

The solution is displayed in Fig. 4. Initially the bodies approach the origin and after a number of close-approaches body (1) is ejected along a trajectory in the first quadrant, whereas (2) and (3) form a binary that escapes in the opposite direction. The escape occurs at approximately $t_{esc} \sim 60$. The solution shown in the figure is obtained by setting the integration tolerance to $\varepsilon = 10^{-11}$.

The problem is first integrated from a set of initial conditions obtained with $\theta = 0$ in Eq. (23). Then, a second trajectory initialized with $\theta = 0$ is integrated and their $\mathcal{K}$-separation is shown in Fig. 5. After a transient the separation grows exponentially with $\gamma_i \sim 5/12$, and no transitions are observed until the escape time ($t_{esc}$). As discussed in the previous section this is equivalent to saying that the $\mathcal{K}$-separation remains small, and consequently the integration in $\mathcal{U}^t$ is topologically stable. The transformed solution in $\mathcal{U}^t$ will be unique no matter the initial position in the fiber $F_0$.

5.2 Field stars interacting with a stellar binary

This second example analyzes the gravitational interaction of a binary system (1,2), of masses $m_1 = m_2 = 5$, with two incoming field stars (3) and (4) of masses $m_3 = m_4 = 3$. The initial conditions, presented in Table 2, have been selected so that both field stars reach the binary simultaneously.
Table 2. Dimensionless initial conditions for the binary system, (1,2), and the field stars, (3) and (4). “Id” refers to the identification index of each star.

| Id | x     | y     | z     | v_x  | v_y  | v_z  |
|----|-------|-------|-------|------|------|------|
| (1)| 0.6245| 0.6207| 0.0000| -0.7873| 0.0200| -0.0100|
| (2)| 0.6245| -0.6207| 0.0000| 0.7873| 0.0200| 0.0100|
| (3)| 3.0000| 3.0000| 3.0000| -0.3000| -0.3000| -0.3000|
| (4)| -5.0817| -3.0000| -3.0000| 0.3000| 0.2333| 0.3000|

The manifold of solutions is constructed from a reference solution with \( \theta = 90^\circ \). A second solution with \( \theta = 120^\circ \) (or \( \vartheta = 30^\circ \)) is propagated and the corresponding \( \mathcal{X} \)-separation is plotted in Fig. 6. The are two different regimes in the growth of the \( \mathcal{X} \)-separation: the first part corresponds to the linear regime where the \( \mathcal{X} \)-separation is small, whereas in the second part the separation is no longer small. Both regimes are separated by \( t_{cr} \sim 42 \), when solutions in \( E^3 \) no longer coincide. This result is in good agreement with the value predicted by Eq. (51), which is \( t_{cr} \sim 40 \). Since for \( t = t_{cr} \) the bodies have not yet escaped and the integration continues, the solution is topologically unstable. The escape time associated to the reference solution, \( t_{esc} \sim 75 \), might not be representative because it corresponds to the interval \( t > t_{cr} \).

A direct consequence of the topological instability of the integration is the fact that solutions departing from the initial fiber \( F_0 \) no longer represent the same solution in \( E^3 \). Figure 7 shows two solutions that emanate from different points of the initial fiber. Ideally they should coincide exactly; but because the integration is topologically unstable for \( t > t_{cr} \) the difference between both solutions becomes appreciable and the accuracy of the integration over \( t_{cr} \) cannot be guaranteed.

The topological instability is not directly related to the conservation of the energy. Although for \( t > t_{cr} \) the integration becomes topologically unstable, Fig. 8 shows that the energy is conserved down to the integration tolerance until \( t_{esc} \), well beyond \( t_{cr} \). This is a good example of the fact that the preservation of the integrals of motion is a necessary but not sufficient condition for concluding that a certain integration is correct.

The evolution of the \( \mathcal{X} \)-separation depends on the integration scheme and the tolerance. In order to analyze this dependency Fig. 9 shows the results of integrating the problem with four different tolerances and of changing from double to quadruple precision floating point arithmetic. It is observed that refining the integration tolerance might extend the interval of topological stability. However, the dynamics of the system remain chaotic and the solutions will eventually diverge for sufficiently long times.

6 CONCLUSIONS

The topology of the KS transformation has important consequences in the stability and accuracy of the solutions in KS space. There are two key aspects to consider when studying the stability of the motion. First, the presence of a fictitious time that replaces the physical time as the independent variable. Second, the dimension-raising nature of the Hopf fibration.

Classical theories of stability are based on the separation between nearby trajectories. Having introduced a fictitious time, the question on how to synchronize the trajectories arises. The numerical stabilization of the equations of motion by KS regularization relates to solutions synchronized in fictitious time. But a theory of stability synchronized in physical time allows the translation of
concepts such as attractive sets, Lyapunov stability, Poincaré maps, etc. to KS language.

The additional dimension provides a degree of freedom to the solution in parametric space. In general the free parameter can be fixed arbitrarily, with little or no impact on the resulting trajectory in Cartesian space. However, as strong perturbations destabilize the system, different values of the free parameter may result in completely different solutions in time. This phenomenon is caused by numerical errors and destroys the topological structure of KS transformation: points in a fiber are no longer transformed into one single point. By monitoring the topological stability of the integration it is possible to estimate an indicator similar to the Lyapunov time.

ACKNOWLEDGEMENTS

This work is part of the research project entitled “Dynamical Analysis, Advanced Orbit Propagation and Simulation of Complex Space Systems” (ESP2013-41634-P) supported by the Spanish Ministry of Economy and Competitiveness. Authors thank the Spanish Government for its support. J. Roa specially thanks “La Caixa” for his doctoral fellowship and S. Le Maistre for motivating him to work on N-body problems.

REFERENCES

Aarseth S. J., 1963, MNRAS, 126, 223
Aarseth S. J., 1966, MNRAS, 132, 35
Aarseth S. J., 1971, Ap&SS, 14, 118
Aarseth S. J., 1999, PASP, 111, 1333
Aarseth S. J., 2003, Gravitational N-Body Simulations: Tools and Algorithms. Cambridge University Press
Aarseth S. J., Zare K., 1974, Celest. Mech., 10, 217
Bettis D., Szebehely V., 1971, Ap&SS, 14, 133
Brown R. B., Gray A., 1967, Comment Math. Helv., 42, 222
Bulirsch R., Stoer J., 1966, Numerische Mathematik, 8, 1
Burrau C., 1913, Astron. Nachr., 195, 113
Davtyan L., Mardoyan L., Pogosyan G., Sissakian A., Ter-Antonyan V., 1987, J. Phys. A-Math. Gen., 20, 6121
Deprit A., Eliepe A., Ferrer S., 1994, Celest. Mech. Dyn. Astron., 58, 151
Davtyan L., Mardoyan L., Pogosyan G., Sissakian A., Ter-Antonyan V., 1996, AJ, 112, 1697
Ferrandiz J., 1987, Celest. Mech., 41, 343
Ferrandiz J., 1988, Differential Forms with Applications to the Physical Sciences, 2 edn. Vol. 11, Dover Publications
Fregene J. M., Cheung P., Zwart S. P., Rasio F., 2004, MNRAS, 352, 1
Fukushima T., 2003, AJ, 126, 1097
Fukushima T., 2004, AJ, 128, 3108
Fukushima T., 2005, AJ, 129, 1746
Funato Y., Hut P., McMillan S., Makino J., 1996, AJ, 112, 1697
Grigloolo L., Mori S., Nieri F., Seminara D., 2012, Phys. Rev. D, 86, 046006
Hairer E., Nørsett S. P., Wanner G., 1991, Solving ordinary differential equations I, Vol. 2, Springer
Heggie D. C., 1974, Celest. Mech., 10, 217
Heggie D. C., 1975, MNRAS, 173, 729
Heggie D. C., Hut P., 1993, ApJS, 85, 347
Hopf H., 1931, Mathematische Annalen, 104, 637
Hurwitz A., 1932, Math Werke II, pp 565–571
Hut P., 1983, ApJ, 268, 342
Hut P., 1993, ApJ, 403, 256
Hut P., Bahcall J. N., 1983, ApJ, 268, 319
Kiseleva L., Eggleton P., Anosova J., 1994, MNRAS, 267, 161
Kupi G., Amaro-Seoane P., Spurzem R., 2006, MNRAS, 371, L45
Kustaanheimo P., Stiefel E., 1965, J. Reine Angew. Math., 218, 204
Lega E., Guzzo M., Froschle C., 2011, MNRAS, 418, 107
Levi-Civita T., 1920, Acta Math., 42, 99
Mikkola S., 1985, MNRAS, 215, 171
Mikkola S., Aarseth S. J., 1989, Celest. Mech. Dyn. Astron., 47, 375
Mikkola S., Aarseth S. J., 1993, Celest. Mech. Dyn. Astron., 57, 439
Mikkola S., Aarseth S. J., 1998, New Astron., 3, 309
Mikkola S., Merritt D., 2008, AJ, 135, 2398
Nayfeh A. H., Balachandran B., 2004, Applied nonlinear dynamics. Wiley-VCH
Peters C. F., 1968, Bull. Astron. Inst. Netherlands, 3, 167
Quinlan G. D., Tremaine S., 1992, MNRAS, 291, 505
Roa J., Peláez J., 2015, Celest. Mech. Dyn. Astron., 123, 13
Roa J., Peláez J., 2016, Celest. Mech. Dyn. Astron., Submitted
Roa J., Gómez-Mora J. I., Peláez J., 2015, in 25th Spaceflight Mechanics Meeting, Paper AAS 15–272
Saha P., 2009, MNRAS, 400, 228
Scheifele G., 1971, Linear and regular Celestial Mechanics. Springer-Verlag, New York, Heidelberg, Berlin
Stiefel E. L., Scheifele G., 1971, Linear and regular Celestial Mechanics. Springer-Verlag, New York, Heidelberg, Berlin
Sundman K. F., 1912, Acta Math., 36, 105
Szebehely V., Bettis D. G., 1971, Ap&SS, 13, 365
Szebehely V., Peters C. F., 1967, AJ, 72, 876
Tout C. A., Aarseth S. J., Pols O. R., Eggleton P. P., 1997, MNRAS, 291, 732
Velte W., 1978, Celest. Mech., 17, 395
Vivarelli M. D., 1994, MNRAS, 251, 43
Waldvogel J., 2006a, in Chaotic Worlds: From Order to Disorder in Gravitational N-Body Dynamical Systems. Springer, pp 231–251
Waldvogel J., 2006b, Celest. Mech. Dyn. Astron., 95, 201
Zare K., Szebehely V., 1975, Celest. Mech., 11, 469

APPENDIX A: ORTHOGONAL BASES

A1 Basis attached to the fiber

In Section 2.1 it is shown that fibers are circles in $U^4$. Let $u$ and $w = \mathcal{F}(\theta; u)$ be two vectors attached to a fiber $\mathcal{F}$. They span a plane containing the fiber. This plane is not a plane of the Levi-Civita basis, $\{u, w\}$. To construct an orthogonal basis, we seek a vector $\tilde{u}$ that is orthogonal to $u$ and lies in the fiber plane. We define $\tilde{u}$ as the projection of $w$ onto the fiber plane.

$$\tilde{u} = \frac{\mathcal{F}(\theta; u) \cdot \mathcal{F}(\theta; u)}{||\mathcal{F}(\theta; u)||^2} \mathcal{F}(\theta; u)$$

This vector $\tilde{u}$ is orthogonal to $u$ and lies in the fiber plane, satisfying the orthogonality conditions.

$$\tilde{u} \cdot u = 0$$

$$\tilde{u} \cdot \mathcal{F}(\theta; u) = 0$$

Thus, the basis $\{u, \tilde{u}\}$ is orthogonal to the fiber $\mathcal{F}$. This basis $\{u, \tilde{u}\}$ can be extended to a full basis of the fiber space by adding a third orthogonal vector $\tilde{w}$ that is also orthogonal to $u$ and $\tilde{u}$.

$$\tilde{w} = \frac{\mathcal{F}(\theta; u) \cdot \mathcal{F}(\theta; w)}{||\mathcal{F}(\theta; w)||^2} \mathcal{F}(\theta; w)$$

This completes the construction of an orthogonal basis $\{u, \tilde{u}, \tilde{w}\}$ for the fiber $\mathcal{F}$. The $\tilde{u}$ and $\tilde{w}$ vectors can be represented in the basis $\{u, w\}$ as

$$\tilde{u} = \mathcal{A} u + \mathcal{B} w$$

$$\tilde{w} = \mathcal{C} u + \mathcal{D} w$$

where $\mathcal{A}$, $\mathcal{B}$, $\mathcal{C}$, and $\mathcal{D}$ are matrices that relate the fiber basis to the full basis.

Figure 9. $\mathcal{F}$-separation for the four-body problem for different integration tolerances. The solutions for $\epsilon = 10^{-15}$ and $10^{-17}$ are computed in quadruple precision floating point arithmetic.
Civita type\footnote{A plane of the Levi-Civita type, or $\mathcal{L}$-plane, is a plane spanned by two vectors satisfying the bilinear relation $(\mathbf{u}, \mathbf{w}) = 0$. Planes of this type are KS-transformed to planes in $\mathbb{R}^3$, and the mapping is conformal: angles are doubled and distances to the origin are squared (Stiefel & Scheifele 1971, pp. 273–276).} because $(\mathbf{u}, \mathbf{w}) \neq 0$. Since trajectories intersect fibers at right angles this subspace is transversal to the flow. An orthogonal basis can be attached to the resulting plane, allowing projections on the transversal subspace. Although arbitrary orthonormal bases can be constructed via the Gram-Schmidt procedure (Nayfeh & Balachandran 2004, pp. 529–530), the basis described in this section appears naturally in the formulation. Associated to every vector $\mathbf{u}$ there is a KS matrix $\mathbf{L}(\mathbf{u})$. The columns of the matrix define a vector basis $\mathcal{B} = \{u_1, u_2, u_3, u_4\}$, with $u_4 \equiv \mathbf{u}$. The basis $\mathcal{B}$ is orthogonal, 

\[ u_1 \cdot u_1 = \delta_{ij} \]  

(\text{A1})

Here $\delta_{ij}$ denotes Kronecker’s delta. Assuming $x \geq 0$ every point in the fiber generated by $\mathbf{w} = \mathcal{R}(\theta; \mathbf{u})$ lies in the plane spanned by $u_1$ and $u'$, i.e. $\mathbf{w} \cdot u^2 = \mathbf{w} \cdot u^3 = 0$ for all $\theta$. Conversely, for $x < 0$ the fiber is confined to the $u'u_1$ plane. The basis $\mathcal{B}$ is an orthogonal basis attached to the fiber at $u$. In addition, 

\[ u_1 \cdot u' = (\mathbf{u}, \mathbf{u}') = 0 \]  

(\text{A2})

meaning that $u'$ is perpendicular to $u^1$. In fact, $u^1 = -t$, as shown by Eq. (20).

The vectors arising from the products $\mathbf{L}(\mathbf{u})u'$, $i = 1, 2, 3$ have a vanishing fourth component. They are equivalent to vectors in $\mathbb{R}^3$. However, the fourth component of the product $\mathbf{L}(\mathbf{u})u'$ is not zero. The three vectors obtained by these transformations correspond to the position vector $r$, and a pair of orthogonal vectors spanning the plane tangential to the 2-sphere at $r$ in $\mathbb{R}^3$. These vectors are the columns of the associated Cailey matrix.

A2 Cross product

Stiefel & Scheifele (1971, pp. 277–281) sought a definition of cross product in the parametric space $\mathcal{U}^3$ when discussing the orthogonality conditions of vectors and Levi-Civita planes. Although the cross product of two vectors in $\mathbb{R}^3$ is intuitive, its generalization to higher dimensions is not straightforward. Independent proofs from different authors (see for example Brown & Gray 1967) show that the cross product of two vectors only exists in dimensions $1, 3, 7$; for $n$ dimensions the cross product involves $n - 1$ vectors. Stiefel & Scheifele (1971) defined the product $\mathbf{p} = \mathbf{u} \times \mathbf{v}$ as 

\[ \mathbf{p} = \mathbf{L}(\mathbf{u})\mathbf{v}^\dagger \]  

(\text{A3})

where $\mathbf{v}^\dagger = (v_0, -v_2, v_3, v_1)^\dagger$ is the fourth column of $\mathbf{L}(\mathbf{v})$. The properties of this construction motivated the authors to call $(p_1, p_2, p_3)$ the cross product of $\mathbf{u} \times \mathbf{v}$, with $p_4 = \mathbf{u} \cdot \mathbf{v}$. In the following lines we analyze in more detail this construction and connect with alternative definitions provided by Vivarelli (1987) and Deprit et al. (1994).

Let $\{e_1, e_2, \ldots, e_4\}$ be an orthogonal basis in $\mathbb{R}^4$. The Grassmann exterior product gives rise to the bivectors $e_i \wedge e_j$, trivectors $e_i \wedge e_j \wedge e_k$, and successive blades of grade $m \leq n$ (Flanders 1989, \S II). They constitute the subspaces $\wedge^m \mathbb{R}^n$ of the exterior algebra:

\[ \wedge^n \mathbb{R}^n = \mathbb{R} \oplus \mathbb{R}^e \oplus \wedge^2 \mathbb{R}^e \oplus \cdots \oplus \wedge^n \mathbb{R}^e \]  

(\text{A4})

Stability in KS space and the Hopf fibration

noting that $\wedge^0 \mathbb{R}^n = \mathbb{R}$ and $\wedge^1 \mathbb{R}^n = \mathbb{R}^e$. Without being exhaustive we simply recall that such exterior algebra is associative with unity, satisfying $e_i \wedge e_j = -e_j \wedge e_i$ and $e_i \wedge e_i = 0$. The exterior product of two parallel vectors vanishes. We shall write $e_{i_1 \ldots i_k}$ for brevity.

In Section A1 an orthogonal basis attached to $\mathbf{u}$ was defined, where two of its vectors are KS-transformed to vectors spanning the plane tangent to the 2-sphere in $\mathbb{R}^3$. Identifying $\mathbf{u}' = \sqrt{t} e_i$, the exterior product of vectors $\{u_1, u_2, u_3, u_4\}$ generates the oriented hypervolume 

\[ u_1 \wedge u_2 \wedge u_3 \wedge u_4 = -t^2 e_{1234} \]  

(\text{A5})

provided that $\det(\mathbf{L}(\mathbf{u})) = -t^2$. In three dimensions the exterior product is equivalent to the cross product, given $e_1 \times e_2 = e_3, e_1 \times e_3 = -e_2$ and $e_2 \times e_3 = e_1$. Applying the cross product to the first three elements of $\mathcal{B}$ provides 

\[ u_1 \wedge u_2 \wedge u' = t^2 \]  

(\text{A6})

This result confirms that $\mathcal{B}$ is, indeed, an orthogonal basis. Vivarelli (1987) and Deprit et al. (1994) worked in the more general Clifford algebra $\mathbb{C}_3$. Introducing the Clifford product of two vectors 

\[ a \mathbf{b} = a \cdot \mathbf{b} + a \wedge \mathbf{b} \]  

(\text{A7})

the exterior algebra over $\mathbb{R}^3$ can be identified with the Clifford algebra $\mathbb{C}_3$: bivectors and trivectors become $e_i \wedge e_j \rightarrow e_i e_j$, and $e_1 \wedge e_2 \wedge e_3 \rightarrow e_1 e_2 e_3$. Note that $a \mathbf{b} = a \cdot \mathbf{b} - a \wedge \mathbf{b} \neq a \mathbf{b}$, so the Clifford product is not commutative. Thus, the even subalgebra $\mathbb{C}_3^e = \mathbb{R} \oplus \wedge^2 \mathbb{R}^3$, isomorphic to the quaternion algebra $\mathbb{H}$, is not commutative either.

The algebra $\mathbb{H} \simeq \mathbb{C}_3^e$ is endowed with the multiplication rules $e_i e_j = e_j e_i = -e_i e_j$. Identifying these bivectors with the quaternion basis elements

\[ e_0 e_1 = i, \quad e_0 e_2 = j, \quad e_0 e_3 = k \]  

(\text{A8})

the product of two quaternions $u$ and $v$ is established. Vivarelli (1987) rewrote Stiefel & Scheifele’s form of the cross product in terms of the quaternion product 

\[ u \wedge v = \frac{1}{2} (uv^\dagger - v^\dagger u) \]  

(\text{A9})

where $\wedge$ denotes the involution $u \rightarrow u_1 + u_2 i + u_3 j + u_4 k$. Disregarding the arrangement of the components, Deprit et al. (1994) defined the cross product of two quaternions as 

\[ u \wedge v = \frac{1}{2} (uv^\dagger - u^\dagger v) \]  

(\text{A10})

Here $^\dagger$ denotes the quaternion conjugate. The difference between these quaternionic definitions and the original one from Stiefel & Scheifele is the fact that $u \wedge v$ is a pure quaternion, i.e. $\mathbb{R}(u \wedge v) = 0$, whereas the fourth component of Stiefel & Scheifele’s product $u \times v$ is $u \cdot v$.
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