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Abstract—We propose a simple and computationally efficient approach for designing a robust Model Predictive Controller (MPC) for constrained uncertain linear systems. The uncertainty is modeled as an additive disturbance and an uncertainty error on the system dynamics matrices. Set based bounds for each component of the model uncertainty are assumed to be known. We separate the constraint tightening strategy into two parts, depending on the length of the MPC horizon. For a horizon length of one, the robust MPC problem is solved exactly, whereas for other horizon lengths, the model uncertainty is over-approximated with a net-additive component. The resulting MPC controller guarantees robust satisfaction of state and input constraints in closed-loop with the uncertain system. With appropriately designed terminal components and an adaptive horizon strategy, we prove the controller’s recursive feasibility and stability of the origin. With numerical simulations, we demonstrate that our proposed approach gains up to 15x online computation speedup over a tube MPC strategy, while stabilizing about 98% of the latter’s region of attraction.

I. INTRODUCTION

Model Predictive Control (MPC) is an optimal control strategy that satisfies imposed constraints on system states and inputs [1]–[3]. The presence of uncertainty in the prediction model is a key challenge in MPC design. For uncertain linear systems in presence of only an additive disturbance in the system model, as finding the optimal policy is NP-hard, computationally tractable suboptimal robust MPC techniques such as tube MPC [2], [4]–[8] have been widely utilized. The idea in these techniques is to restrict the input policy to the space of affine state feedback policies and then tightening the imposed constraints around a predicted nominal (i.e., certainty-equivalent) trajectory within a tube. This ensures that the realized system trajectory satisfies imposed constraints robustly for all disturbances in the system.

Robust MPC design for uncertain linear systems in presence of both a mismatch in the system dynamics matrices and an additive disturbance is computationally more intensive and is a topic of ongoing research [9]–[11]. In order to design a computationally efficient classical shrinking or fixed radius tube MPC [2, Chapter 3] in presence of mismatch in the system matrices, the contribution of uncertainty due to the mismatches can be lumped together with the additive disturbance. A worst-case bound for this quantity can be found and then a method such as [6] can be used. However, the work in [12] points out that such an approach can lead to overly conservative behavior, which they circumvent by utilizing a System Level Synthesis based approach.

In this paper we show that such a naive “net-additive” uncertainty approach may not always lead to overly conservative behavior over [12], if the terminal constraints are appropriately chosen and an adaptive horizon strategy is adopted. Our method can also be used to obtain a single roll-out policy for robust constraint satisfaction, without solving the MPC problem repeatedly. Our key contributions are:

- We split the constraint tightening into two cases based on the horizon length. For horizon of one, the robust MPC problem is solved exactly. For larger horizons, we lump the model uncertainty into a net-additive component and compute constraint tightenings along the prediction horizon based on its worst-case bound.
- We solve a set of tractable convex optimization problems online using an adaptive horizon approach for the MPC controller synthesis. With an appropriately constructed terminal set and a terminal cost we prove recursive feasibility of the controller synthesis problem in closed-loop and input to state stability of the origin.
- We numerically compare our proposed robust MPC approach with the tube MPC from [5] and the constrained LQR algorithm from [12]. In the first case, we gain up to 15x speedup of online control computations while stabilizing approximately 98% of the tube MPC’s region of attraction (ROA). In the latter case, our approach obtains an up to 12x larger ROA with the open-loop roll-out policy.

Notation

The induced $p$-norm of any matrix $A$ is given by $\|A\|_p = \sup_{\|x\|_p=1} \|Ax\|_p$, where $\|\cdot\|_p$ is the $p$-norm of a vector. The sign $u \geq v$ between two vectors $u, v$ denotes element-wise inequality. The convex combination of the matrices $X, Y$ is denoted as $\text{conv}(X, Y)$. $A \oplus B$ denotes the Minkowski sum of the two sets $A$ and $B$. $A \otimes B$ denotes Kronecker product. $I_n$ denotes an identity matrix of size $n$. Consistency property is $\|Xy\|_q \leq \|X\|_p\|y\|_q$, for any matrix $X$ and vector $y$.

II. PROBLEM FORMULATION

We consider the linear system

$$x_{t+1} = Ax_t + Bu_t + w_t, \quad x_0 = x_S, \quad (1)$$

where $x_t \in \mathbb{R}^d$ is the state and $u_t \in \mathbb{R}^m$ is the input at time step $t$, and $A$ and $B$ are system dynamics matrices of appropriate dimensions. We assume that $A$ and $B$ are unknown matrices with estimates $\hat{A}$ and $\hat{B}$ available to the control designer. In particular, we consider

$$A = \hat{A} + \Delta_A^u, \quad B = \hat{B} + \Delta_B^u, \quad (2)$$
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where the true parametric uncertainty matrices $\Delta_A^t$ and $\Delta_B^t$ are unknown and belong to convex and compact sets

$$\Delta_A^t \in \mathcal{P}_A, \quad \Delta_B^t \in \mathcal{P}_B.$$  

Furthermore, we consider that the sets $\mathcal{P}_A$ and $\mathcal{P}_B$ are convex hulls of known vertex matrices $\{\Delta_A^{(1)}, \Delta_A^{(2)}, \ldots, \Delta_A^{(n_a)}\}$ and $\{\Delta_B^{(1)}, \Delta_B^{(2)}, \ldots, \Delta_B^{(n_b)}\}$, with fixed $n_a, n_b > 0$:

$$\mathcal{P}_A = \text{conv}(\Delta_A^{(1)}, \Delta_A^{(2)}, \ldots, \Delta_A^{(n_a)}),$$  

$$\mathcal{P}_B = \text{conv}(\Delta_B^{(1)}, \Delta_B^{(2)}, \ldots, \Delta_B^{(n_b)}).$$  

System $\mathcal{U}$ is also affected by a disturbance $w_t$, with a convex and compact support $\mathbb{W} \subset \mathbb{R}^d$, at all times $t \geq 0$.

We are interested in synthesizing a robust MPC for $\mathcal{U}$, by repeatedly solving the following optimal control problem:

$$\min_{U_t(\cdot)} \sum_{k=t}^{t+N-1} \ell(\tilde{x}_{k|t}, u_{k|t} (\tilde{x}_{k|t})) + Q(\tilde{x}_{t+N|t})$$  

subject to,

$$\tilde{x}_{k+1|t} = \tilde{A} \tilde{x}_{k|t} + \tilde{B} u_{k|t} (\tilde{x}_{k|t}),$$  

$$x_{k+1|t} = A x_{k|t} + B u_{k|t} (x_{k|t}) + w_{k|t},$$  

with $\tilde{A} = \bar{A} + \Delta_A$, $\tilde{B} = \bar{B} + \Delta_B$, $H^x x_{k|t} \leq h^x$, $H^u u_{k|t} (x_{k|t}) \leq h^u$, $x_{t+N|t} \in \mathcal{X}_N$, $x_{t+N|t} = \bar{x}_{t+N|t} = x_t$, $\forall u_{k|t} \in \mathbb{W}$, $\forall x_{k|t} \in \mathcal{P}_A$, $\forall \Delta_B \in \mathcal{P}_B$, $\forall k \in \{t, t+1, \ldots, t+N-1\}$, and applying the optimal MPC policy

$$u_{k|t}^{\text{MPC}}(x_t) = u_{k|t}^e(x_t),$$

with $U_t(\cdot) = \{u_{t|t}, u_{t+1|t}(\cdot), \ldots, u_{t+N-1|t}(\cdot)\}$, and applying the optimal MPC policy

$$u_{k|t}^{\text{MPC}}(x_t) = u_{k|t}^e(x_t),$$

to system $\mathcal{U}$ in closed-loop, where $x_{k|t}$ is the predicted state at time step $k$ for any possible uncertainty realization, obtained by applying the predicted input policies $\{u_{t|t}, u_{t+1|t}(\cdot), \ldots, u_{k-1|t}(\cdot)\}$ to system $\mathcal{U}$, and $\{\bar{x}_{k|t}, \bar{u}_{k|t}\}$ with $\bar{u}_{k|t} = u_{k|t}(\bar{x}_{k|t})$ denote the nominal state and corresponding input respectively. The constraints $\{5g\}$ are satisfied for all uncertainty realizations in $\{5a\}$, where $H^x \in \mathbb{R}^{n_x \times d}$, $h^x \in \mathbb{R}^{n_x}$, $H^u \in \mathbb{R}^{n_u \times m}$ and $h^u \in \mathbb{R}^m$ parametrize compact sets. Finally, the stage cost $\ell(x, u) = x^\top P x + u^\top R u$, and the terminal cost $Q(x) = x^\top P_N x$. The main challenges with solving (5) are:

(A) The state and input constraints are to be satisfied robustly under the presence of mismatch in the system dynamics matrices and disturbances. That is, $\{5c\}$-5$g$ need to be reformulated for a numerical algorithm.

(B) Optimizing over policies $\{u_0, u_1(\cdot), u_2(\cdot), \ldots\}$ in $\{5\}$ is not tractable in general for constrained linear systems.

(C) The feasibility of problem $\{5\}$ is to be guaranteed robustly at all time steps $t \geq 0$. That is,

$$(H^x x_t \leq h^x, H^u u_t^{\text{MPC}}(x_t) \leq h^u, \forall u_t \in \mathbb{W}, \forall t \geq 0),$$

where $x_{t+1} = A x_t + B u_t^{\text{MPC}}(x_t) + w_t$.

Methods addressing Challenge (B) and Challenge (C) are well established in MPC literature. In the following sections, we show how we address Challenge (A).

**Approach Insight:** We lump the component of model mismatch together with the additive disturbance into a "net-additive" uncertainty. We design a simple and computationally efficient shrinking tube MPC leveraging worst-case bounds of this net-additive uncertainty only along the prediction horizon, and an exact system uncertainty representation for the construction of the terminal set. Notice that shrinking tube MPC strategies such as [4], [6] using the net-additive uncertainty bounds both along the prediction horizon and for the computation of the terminal set, can be extremely conservative as pointed out in [12], [13]. Therefore, numerous alternative strategies such as polytopic, homothetic and elastic tube MPC [5], [9], [10] have been introduced to lower this conservativeness by circumventing the net-additive uncertainty bounds. This however increases the online computation times of these algorithms [2], [11]. In Section V, we show with numerical simulations that our approach balances the trade-off between conservatism and computational complexity. In the example under study, we obtain about 15x online computation speedup over the polytopic tube MPC method of [5], while stabilizing about 98% of its region of attraction.

### III. Robust MPC Design

In this section we present the steps of the proposed robust MPC design approach, which solves problem (5) at all $t \geq 0$.

#### A. Net-Additive Uncertainty Representation

We lump the effect of the parametric uncertainty and the additive disturbance into an augmented disturbance $\tilde{w}_t$. We denote $\tilde{w}_t = \Delta_A x_t + \Delta_B u_t + w_t$, and $\|\tilde{w}_t\| \leq \tilde{w}_{\text{max}}$, for all $t \geq 0$, with the bound $\tilde{w}_{\text{max}} = \max_{t \geq 0} \|\tilde{w}_t\|$ computed as:

$$\max_{t \geq 0} \|\tilde{w}_t\| \leq \max_{t \geq 0} (\|\Delta_A x_t\| + \|\Delta_B u_t\| + \|w_t\|),$$  

$$\leq \max_{t \geq 0} (\|\Delta_A\|_p \|x_t\| + \|\Delta_B\|_p \|u_t\| + \|w_t\|),$$  

$$= \|\Delta_A\|_p \|x\|_{\text{max}} + \|\Delta_B\|_p \|u\|_{\text{max}} + \|w\|_{\text{max}},$$

with $\Delta_A \in \mathcal{P}_A$ and $\Delta_B \in \mathcal{P}_B$. In (7a) we have used the triangle inequality and in (7b) the consistency property of induced norms. Values of $\|x\|_{\text{max}}$, $\|u\|_{\text{max}}$ and $\|w\|_{\text{max}}$ can be obtained from compact constraints $\{5\}$ and $\mathbb{W}$.

#### B. Control Policy Parametrization

To address Challenge (B), for all predicted steps $k \in \{t, t+1, \ldots, t+N-1\}$ over the MPC horizon, the control policy is chosen as $[6]$, [14]:

$$u_{k|t}(x_{k|t}) = \sum_{l=t}^{k-1} M_{k,l|t} \tilde{w}_{l|t} + \bar{u}_{k|t},$$

where $M_{k|t}$ are the planned feedback gains at time step $t$ and $\bar{u}_{k|t} = u_{k|t}(\bar{x}_{k|t})$ are the nominal inputs. Then the sequence
of predicted inputs can be written as \( u_t = M^{(N)}_t \tilde{w}_t + \tilde{u}^{(N)}_t \), where \( M^{(N)}_t \in \mathbb{R}^{mN \times dN} \) and \( \tilde{u}^{(N)}_t \in \mathbb{R}^{mN} \) are

\[
M^{(N)}_t = \begin{bmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
M_{t+N-1,t} & \cdots & M_{t+N-1,N-1,t} \\
\end{bmatrix},
\]

\[
\tilde{u}^{(N)}_t = \begin{bmatrix}
\tilde{u}^{T}_{t+1} & \tilde{u}^{T}_{t+1} & \cdots & \tilde{u}^{T}_{t+N-1} \\
\end{bmatrix}^T,
\]

and

\[
u = \begin{bmatrix}
\tilde{u}^{T}_{t+1} & \tilde{u}^{T}_{t+1} & \cdots & \tilde{u}^{T}_{t+N-1} \\
\end{bmatrix}^T,
\]

with \( \| \tilde{w}_t \| \leq \tilde{w}_{\max} \) for all \( t \geq 0 \).

C. Terminal Set Construction

We present the construction of the terminal set \( \mathcal{X}_N \) in this section to address Challenge (C) mentioned in Section III. Consider a linear state feedback policy for constructing \( \mathcal{X}_N \)

\[
k_N(x) = Kx,
\]

where \( K \in \mathbb{R}^{m \times d} \) is the feedback gain. Recall the sets \( \mathcal{P}_A \) and \( \mathcal{P}_B \) from [4]. We define

\[
\mathcal{P}_{A_\Delta} = \{ A_m : A_m = \bar{A} + \Delta A, \ \forall \Delta A \in \mathcal{P}_A \},
\]

\[
\mathcal{P}_{B_\Delta} = \{ B_m : B_m = \bar{B} + \Delta B, \ \forall \Delta B \in \mathcal{P}_B \}.
\]

Under policy [5], the closed-loop system dynamics matrix considered for constructing the terminal set satisfies

\[
A^{cl} = \bar{A} + BK \in \mathcal{P}_{A_\Delta} \oplus \mathcal{P}_{B_\Delta}, K.
\]

**Assumption 1:** \( A^{cl} = (A_m + B_mK) \) is stable for all \( A_m \in \mathcal{P}_{A_\Delta} \) and \( B_m \in \mathcal{P}_{B_\Delta} \).

Using Assumption [5] the terminal set \( \mathcal{X}_N \) can then be computed as the maximal robust positive invariant set for

\[
x_{t+1} = (A_m + B_mK)x_t + w_t,
\]

for all \( A_m \in \mathcal{P}_{A_\Delta}, B_m \in \mathcal{P}_{B_\Delta}, \) and for all \( w_t \in \mathbb{W} \). That is for all \( x \in \mathcal{X}_N \) we have that

\[
H_x x_t \leq h_x, \ H_u K x_t \leq h_u \text{ and } (A_m + B_mK) x + w \in \mathcal{X}_N, \forall A_m \in \mathcal{P}_{A_\Delta}, \forall B_m \in \mathcal{P}_{B_\Delta}, \forall w \in \mathbb{W}.
\]

D. MPC Problem with Adaptive Horizon

We now present the MPC reformulation of (5) which guarantees recursive feasibility and Input to State Stablity. Note, the terminal set \( \mathcal{X}_N \) is robustly invariant to all uncertainty of the form: \( \forall \Delta A \in \mathcal{P}_A, \forall \Delta B \in \mathcal{P}_B, \forall w \in \mathbb{W}, \forall t \geq 0 \), when the state feedback policy \( k_N(x) = Kx \) is used in closed-loop with system [1]. However, along the prediction horizon we synthesize bound [7] using more conservative tightenings from Hölder’s and triangle inequalities, and the induced norm consistency property. Thus the uncertainty bounds along the horizon over-approximate the effect of the true uncertainty used to compute the terminal set. This implies that the classical shifting argument [3, Chapter 12] for recursive MPC feasibility cannot be used. To resolve this issue, we solve a set of \( N \) convex optimization problems at any \( t \) for control synthesis, with the prediction horizon \( N_t \in \{1, 2, \ldots, N\} \). If one of these \( N \) problems is feasible at time step \( 0 \), we guarantee feasibility of at least one of them for all \( t \geq 0 \).

We first use policy [5] to reformulate the robust state constraints in (5) along with at the end of the prediction horizon. Let the terminal set \( \mathcal{X}_N \) in [10] be defined by \( \mathcal{X}_N = \{ x : H_x x \leq h_x \}, \) where \( H_x \in \mathbb{R}^{r \times d}, h_x \in \mathbb{R}^r \).

For a horizon length of \( N_t \), we denote matrices \( F^x = \text{diag}(I_{N_t-1} \otimes H^x, H^{x}_x) \in \mathbb{R}^{(s(N_t-1)+r) \times dN_t} \) and \( F^z = \{ (h^x)^T, (h^z)^T, \ldots, (h^x)^T \}^T \in \mathbb{R}^{s(N_t-1)+r} \). Also denote the set \( \mathbb{W} = \{ \tilde{w} \in \mathbb{R}^{dN_t} : \| \tilde{w} \| \leq \tilde{w}_{\max} \} \). Then we consider the following two cases as[6]

**Case 1:** \( N_t = 1: \)

\[
\max_{\tilde{w}_t \in \mathbb{W}} H_x^T (\bar{A} + \Delta A)x_t + (\bar{B} + \Delta B)\tilde{u}^{(1)}_t + w_t \leq h_x^T,
\]

\[
\Delta_B \in \mathcal{P}_B.
\]

**Case 2:** \( N_t \geq 2: \)

\[
\max_{\tilde{w}_t \in \mathbb{W}} F^v (\bar{A}x_t + C\tilde{u}^{(N_t)}_t + (CM^{(N_t)}_t + G)\tilde{w}_t) \leq f^v,
\]

where matrices \( \bar{A}, C \) and \( G \) are defined in the Appendix.

**Remark 1:** In (11a) we exactly propagate the system uncertainty for robustification. This ensures the feasibility of (11a) inside \( \mathcal{X}_N \), which is a robust positive invariant set computed from [19] also using the exact uncertainty representation. As such uncertainty propagation is computationally intense over multi step predictions, in (11b) we over-approximate system uncertainty using bounds [7].

Now, denote the matrices \( H^u = I_{N_t} \otimes H^u \in \mathbb{R}^{dN_t \times sN_t}, \) and \( h^u = \{ (h^u)^T, (h^z)^T, \ldots, (h^u)^T \}^T \in \mathbb{R}^{dN_t} \). Once the state constraints are formulated, the input constraints in (5) along the prediction horizon can be written as:

\[
\max_{\tilde{w}_t \in \mathbb{W}} H^u \left( M^{(N)}_t \tilde{w}_t + \tilde{u}^{(N_t)}_t \right) \leq h^u,
\]

for \( N_t \in \{1, 2, \ldots, N\} \). Using (11a)-(12), we solve at any \( t \):

\[
V_{t \rightarrow t+N_t}(x_t, N_t) :=
\]

\[
\min_{M^{(N_t)}_t, \tilde{u}^{(N_t)}_t} \left[ (\bar{x}^{(N)}_t)^T (\tilde{u}^{(N_t)}_t)^T \bar{Q}^{(N)}_t \right] \tilde{x}^{(N)}_t \]

s.t.,

\[
\bar{x}^{(N)}_t \leq \bar{x}_{t+1} + C\tilde{u}^{(N_t)}_t,
\]

[11a]-[12] if \( N_t = 1 \), else [11b]-[12],

\[
\forall k = \{ t, t+1, \ldots, t+N_t-1 \},
\]

\[
\bar{x}^{(N)}_t = x_t,
\]

for \( N_t \in \{1, 2, \ldots, N\} \), where \( \bar{Q}^{(N)}_t = \text{diag}(I_{N_t} \otimes P, P_{N_t}, I_{N_t} \otimes R) \). We reformulate [13] as a convex program with standard duality arguments. After solving [13] for \( N_t \in \{1, 2, \ldots, N\} \), we set

\[
N_t^* = \arg \min_{N_t \in \{1, 2, \ldots, N\}} V_{t \rightarrow t+N_t}(x_t, N_t).
\]

\footnote{Note that the dimensions of \( F^v, f^v, \bar{A}, C, G \) and \( \tilde{w}_t \) vary depending on \( N_t \). We omit showing this dependence explicitly for brevity.}
Afterwards, we pick the solution associated with \( N_t^* \), and apply the corresponding optimal input
\[
\mathbf{u}_{t+1}^*(x_t) = \mathbf{u}_t^*(x_t) = \tilde{u}_{i}(t),
\]
to system (1), with \( V_{t+1}^{\text{MPC}}(x_t, N_t^*) = J^*(x_t) \). We then resolve (13) at \((t+1)\) for \( N_{t+1} \in \{1,2,\ldots,N\} \).

IV. FEASIBILITY AND STABILITY

In this section we prove the feasibility and stability properties of the proposed robust MPC.

A. Feasibility

Theorem 1: Consider the closed-loop system (1) and (15). Let problem (13) be feasible at time step \( t = 0 \) for some horizon length \( N_t \in \{1,2,\ldots,N\} \). Then problem (13) is feasible at all time steps \( t \geq 1 \) for some horizon length \( N_t \in \{1,2,\ldots,N\} \), possibly time-varying.

Proof: See Appendix.

B. Stability

To prove the stability of the origin in closed-loop, we first introduce the following set of assumptions and definitions.

Assumption 2: Denote the set of state and input constraints in (5c) as \( \mathcal{X} \) and \( \mathcal{U} \), respectively. We assume that the convex, compact sets \( \mathcal{X}, \mathcal{U} \) and \( \mathcal{W} \) contain the origin in their interior.

Definition 1 (N-Step Robust Controllable Set): Given a control policy \( \pi(\cdot) \) and the closed-loop system \( x_{t+1} = Ax_t + Bu_t, \) with \( w_t \in \mathcal{W} \) for all \( t \geq 0 \), we recursively define the N-Step Robust Controllable set to the set \( \mathcal{S} \) as
\[
\mathcal{C}_{t\rightarrow t+k+1}(\mathcal{S}) = \text{Pre}(\mathcal{C}_{t\rightarrow t+k}(\mathcal{S}), A, B, \mathcal{W}, \pi(\cdot)) \cap \mathcal{X},
\]
with \( \mathcal{C}_{t\rightarrow t}(\mathcal{S}) = \mathcal{S} \), for \( k = 0,1,\ldots,N-1 \),

where \( \text{Pre}(\mathcal{S}, A, B, \mathcal{W}, \pi(\cdot)) \) defines the set of states of the system \( x_{t+1} = Ax_t + Bu_t \), which evolve into the target set \( \mathcal{S} \) in one step for all \( w_t \in \mathcal{W} \).

An algorithm to compute an inner approximation of such a set is presented in [15], [16], which we call the approximate N-Step Robust Controllable Set.

Definition 2 (ROA of the Robust MPC): The ROA for the proposed robust MPC, denoted by \( \mathcal{R} \), is defined as the union of the \( N_t \)-Step Robust Controllable Sets to the terminal set \( \mathcal{X}_N \) under the policy \( \pi(\cdot) \), for \( N_t \in \{1,2,\ldots,N\} \).

An inner approximation to the ROA, which we call the approximate ROA, can be obtained using the approximate N-Step Robust Controllable Sets.

Assumption 3: The matrices \( P \) and \( R \) in \( \ell(x,u) = x^T P x + u^T R u \) are positive definite, i.e., \( P \succ 0 \) and \( R \succ 0 \).

Assumption 4: The matrix \( P_N \) which defines the terminal cost in (13) is chosen as a matrix \( P_N \succ 0 \) satisfying
\[
x^T \left( - P_N + (P + K^T R K) + \tilde{A}_{\|}^T P_N \tilde{A}_{\|} \right) x \leq 0
\]
for all \( x \in \mathcal{X}_N \), where \( \tilde{A}_{\|} = \tilde{A} + BK \).

Definition 3 (ISS Lyapunov Function [17]): Consider the closed-loop system given by
\[
x_{t+1} = Ax_t + Bu_{t+1}(x_t) + w_t, \forall t \geq 0.
\]
Then the origin is called Input to State Stable (ISS), with a ROA \( \mathcal{R} \subseteq \mathbb{R}^d \), if there exists class-K functions \( \alpha_1(\cdot), \alpha_2(\cdot), \alpha_3(\cdot) \), a class-K function \( \sigma(\cdot) \) and a function \( V(\cdot) : \mathbb{R}^d \to \mathbb{R}_{\geq 0} \) continuous at the origin, such that,
\[
\alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|), \forall x \in \mathcal{R},
\]
\[
V(x_{t+1}) - V(x_t) \leq -\alpha_3(\|x_t\|) + \sigma(\|\tilde{w}_t\|_{\infty}),
\]
where \( \tilde{w}_t = \Delta x^{\|}_t + \Delta u^{\|}_t + w_t \) and \( \|\tilde{w}_t\|_{\infty} = \sup_{t \in \{0,\ldots,t\}} \|\tilde{w}_t\| \). Function \( V(\cdot) \) is called an ISS Lyapunov function for (17).

Theorem 2: Let Assumptions 1+2 hold and let \( x_0 \in \mathcal{R} \). Then, the optimal cost of (13) with (14), i.e., \( J^*(x_0) \) is an ISS Lyapunov function for the closed-loop system (17). This guarantees Input to State Stability of the origin of (17).

Proof: See Appendix.

V. NUMERICAL SIMULATIONS

We choose \( N = 5 \) and compute approximate solutions to the example problem given in [16]. The feedback gain \( K \) satisfying Assumption 1 is chosen as \( K = -[0.4866, 0.4374] \).

The source codes are at https://github.com/monimov/AMPC_SimplerTube

A. Comparison with [5]

The tube cross section \( (Z) \) is chosen as the minimal robust positive invariant set [2, Definition 3.4] for system (1) under a feedback \( u = -[0.7701, 0.7936]x \), and the terminal set \( (X_f) \) is chosen as \( X_N \) in (10). See [5] for details on these quantities. We then choose a set of \( N_{\text{init}} = 100 \) initial states \( x_S \), created by a \( 10 \times 10 \) uniformly spaced grid of the set of state constraints. From each of these initial state samples we check the feasibility of the tube MPC problem in [5, Section 5]. The code to solve the tube MPC is used from [18]. The convex hull of the feasible initial states (largest out of horizons \( N \leq 5 \)) inner approximates the ROA of the tube MPC. This is compared to the approximate ROA of our proposed robust MPC. The comparison is shown in Fig. 1. The approximate ROA from our approach is about 1.05\% larger in volume, but containing 98\% of that of the tube MPC. However, for any \( N \leq 5 \), the tube MPC needs

![Fig. 1: Comparison of the approximate ROA.](image-url)
TABLE I: Avg. online computation times [sec]. Values are obtained with a MacBook Pro 16inch, 2019, 2.3 GHz 8-Core Intel Core i9, 16 GB memory, using the Gurobi solver.

| Horizon | Proposed Robust MPC | Tube MPC in [5] |
|---------|---------------------|-----------------|
| N = 1   | 0.0026              | 0.0062          |
| N = 2   | 0.0023              | 0.0753          |
| N = 3   | 0.0038              | 0.1612          |
| N = 4   | 0.0056              | 0.2556          |
| N = 5   | 0.0078              | 0.3384          |

**Remark 2:** See [16] on how to outperform the tube MPC both in conservatism and online computational complexity.

**B. Roll-Out Alternative and Comparison with [12]**

A computationally cheaper alternative can be obtained as follows: Once an optimization problem in [13] at time step t = 0 is feasible for some horizon length \( N_0 \in \{1, 2, \ldots, N\} \), the corresponding optimal policy sequence \( \{u^*_{t0}(t), u^*_{t1}(t), \ldots, u^*_{N_0-10}(t)\} \) can be used to obtain a safe open-loop policy for all time steps as:

\[
\Pi_{\text{roll}}(x_t) = \begin{cases} 
  u^*_{t0}(x_t), & \text{if } t \leq (N_0 - 1), \\
  Kx_t, & \text{otherwise.}
\end{cases}
\]

Policy (18) maintains the robust satisfaction of (5) for all time steps, without re-solving [13]. From each of the previous 100 initial state samples, we now check the feasibility of the constrained LQR synthesis problem in [12, Section 2.3]. We pick the FIR length (same as control horizon length) as \( L = 15 \), with \( \tau = 0.99 \) and \( \tau_\infty = 0.2 \). See [12, Problem 2.8] for details on these parameters. The comparison of the approximate \( \tilde{N}_0 \)-Step Robust Controllable Sets and the approximate region of attraction of the algorithm of [12, Section 2.3] is shown in Fig. 2. The volumes of the approximate \( \tilde{N}_0 \)-Step Robust Controllable Sets are bigger than the approximate ROA of the controller in [12, Section 2.3] for all \( \tilde{N}_0 \leq 5 \), showing that the roll-out policy (18) yields up to approximately 12x lower conservatism.

**VI. CONCLUSIONS**

We proposed a computationally efficient approach to design a robust MPC for constrained uncertain linear systems. The uncertainty considered included both mismatch in the system dynamics matrices, and an additive disturbance. The designed MPC is recursively feasible and the origin of the closed-loop system is Input to State stable. With numerical simulations, we demonstrated that the proposed approach can be a simple and viable alternative to balance the trade-off between computational complexity and conservatism in robust MPC design under parametric model uncertainty.
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**APPENDIX**

**A. Matrices in (11)**

As in [6], matrices \( \bar{A}, C \) and \( G \) for a horizon \( \bar{N} \) are:

\[
G = I_{d\bar{N}} + \sum_{k=1}^{\bar{N}-1} \bar{L}_k^\top \otimes \bar{A}^k, \quad \bar{A} = \text{diag}(\bar{A}, \bar{A}^2, \ldots, \bar{A}^{\bar{N}-1}),
\]
and $C = G \cdot (I_R \otimes B)$, with $L$ being the lower shift matrix.

**B. Proof of Theorem 7**

Assume that at time step $t$ problem (13) is feasible, and let $N^*_t$ be the optimal horizon. We then consider:

**Case 1:** ($N^*_t = 1$) Consider the robust state constraints (11a):

$$\max_{u(t) \in U} H_N^t((\bar{A} + \Delta_A)x_t + (\bar{B} + \Delta_B)u^{(1)}_t + w_t) \leq h_N^t.$$  

(19)

We find $h_N^t$ where the max is attained by duality. Let us denote the corresponding optimal input policy by

$$u^{*}_t(x_t) = \bar{u}^{*}_t.$$  

(20)

Now, let policy (20) be applied to (1) in closed-loop, so that the system reaches the terminal set $X_N$. Consider solving (19) at this step with a horizon length of $N_{t+1} = 1$. As (11b) uses the same representation of the uncertainty as done in Section III-C, a candidate policy at time step $t + 1$ is

$$u_{t+1}(x_{t+1}) = Kx_{t+1},$$  

(21)

which is a feasible solution to (13) under constraint (19).

**Case 2:** ($N^*_t \geq 2$) Let us denote the sequence of optimal input policies from $t$ as $\{u^{*}_{t+1}(x_{t+1}), \ldots, u_{t+N^*_t-1}(x_{t+N^*_t-1})\}$. Consider a candidate policy sequence at the next time instant:

$$U_{t+1}(\cdot) = \{u_{t+1+1}(\cdot), \ldots, u_{t+N^*_t-1}(\cdot)\}.$$  

(22)

Now using standard MPC shifting arguments [4]–[6], sequence (22) is a feasible policy sequence at time step $(t+1)$ for problem (13), with horizon length $N_{t+1} = N^*_t - 1$.

**C. Proof of Theorem 2**

From Assumption 5 we know that, $\alpha_1(\|x_t\|_2) \leq \ell(x,0) \leq J^*(x_t)$ for some $\alpha_1(\cdot) \in K_\infty$ and for all $x \in R$. Moreover, since (13) can be reformulated into a parametric QR for each horizon length $N_t$, constraint set (5c) is compact, and $J^*(0) = 0$, from [6, Theorem 23], we know $J^*(x_t) \leq \alpha_2(\|x_t\|_2)$ for some $\alpha_2(\cdot) \in K_\infty$ and for all $x_t \in R$. We complete the proof by considering the two cases:

**Case 1:** ($N^*_t = 1$) Consider the case of $N^*_t = 1$. The optimal nominal cost at time step $t$ is

$$J^*(x_t) = \ell(\bar{x}^*_t, \bar{u}^*_t) + \ell(\bar{x}^*_t, \bar{u}^*_t)^T P_N \bar{x}^*_t$$

$$\geq \ell(\bar{x}^*_t, \bar{u}^*_t) + \ell(\bar{x}^*_t, \bar{u}^*_t)^T K \bar{x}^*_t + \ell(\bar{x}^*_t, \bar{u}^*_t)^T P_N (\bar{A} + \bar{B}K) \bar{x}^*_t + 1$$  

(23a)

$$= \ell(\bar{x}^*_t, \bar{u}^*_t) + \ell(\bar{x}^*_t, \bar{u}^*_t)^T Q(\bar{x}^*_t)$$  

(23b)

where in (23a) we have used Assumption 4 and at time step $(t+1)$ the feasible input $\bar{u}^{t+1}_t = K\bar{x}^*_t$ as discussed in (21). As (21) is a feasible policy at time step $(t+1)$ with horizon length $N_{t+1} = 1$, the optimal cost of the MPC problem for any horizon length $N^*_t = \{1, 2, \ldots, N\}$ can be bounded from above as:

$$J^*(x_{t+1}) \leq \ell(\bar{x}^*_{t+1}, \bar{u}^*_{t+1}(\bar{x}^*_{t+1})) + Q(\bar{x}^*_{t+1})$$

$$= q(\bar{x}^*_{t+1}),$$  

(24)

with $\bar{x}^*_{t+1} = \bar{x}^*_t + \bar{w}_t$, with $\bar{w}_t = \Delta^R A x_t + \Delta^R B u^*_t + w_t$. Combining (23b)–(24) we obtain:

$$J^*(x_{t+1}) - J^*(x_t) \leq q(\bar{x}^*_{t+1}) - \ell(\bar{x}^*_t, \bar{u}^*_t) - q(\bar{x}^*_{t+1})$$  

$$\leq -\alpha_3(\|x_t\|_2) + L_q \|\bar{w}_t\|_\infty,$$  

(25)

where $q(\cdot)$ is $L_q$-Lipschitz as it is a sum of quadratics in $X$.

**Case 2:** ($N^*_t \geq 2$) Now consider

$$J^*(x_t) = \sum_{k=t}^{t+N^*_t-1} \ell(\bar{x}^*_{k+1}, \bar{u}^*_{k+1}) + Q(\bar{x}^*_{t+N^*_t})$$

$$= \ell(\bar{x}^*_{t+1}, \bar{u}^*_{t+1}) + q(\bar{x}^*_{t+1}),$$  

(26)

where $\{\bar{x}^*_{t+1}, \bar{x}^*_{t+1}, \ldots, \bar{x}^*_{t+N^*_t}\}$ is the optimal predicted nominal trajectory under the optimal nominal input sequence $\{\bar{u}^*_{t+1}, \bar{u}^*_{t+1}, \ldots, \bar{u}^*_{t+N^*_t-1}\}$, where $\bar{u}^*_{k+1} = u^*_{k+1}(\bar{x}^*_{k+1})$ for all $k \in \{t, t+1, \ldots, t+(N^*_t - 1)\}$. The quantity $q(\bar{x}^*_{t+1})$ provides the total nominal cost from time step $(t+1)$ to $(t+N^*_t)$ under the following optimal control policy

$$\{u^*_{t+1}(\cdot), \ldots, u^*_{t+N^*_t-1}(\cdot)\}.$$  

(27)

We know that (22) is a feasible policy sequence for (13) at time step $(t+1)$ with horizon length $N_{t+1} = (N^*_t - 1)$. After $\bar{x}_{t+1} = \bar{x}_{t+1}$ is obtained with closed-loop system evolution (17), with this feasible policy sequence (27), the optimal nominal cost of (13) at time step $(t+1)$ for any $N_{t+1} \in \{1, 2, \ldots, N\}$ can be bounded as:

$$J^*(x_{t+1}) \leq \sum_{k=t}^{t+N^*_t-1} \ell(\bar{x}^*_{k+1}, \bar{u}^*_{k+1}(\bar{x}^*_{k+1})) + Q(\bar{x}^*_{t+N^*_t})$$

$$= q(\bar{x}^*_{t+1}),$$  

(28)

where we have used the feasible nominal trajectory obtained with the policy (27), given as

$$\bar{x}^*_{k+1} = \bar{x}^*_{k+1} + B_\bar{u}^*_{k+1}(\bar{x}^*_{k+1}) + \bar{u}^*_{k+1} + \sum_{i=t+1}^{k-1} \bar{A}^k - \bar{B}u^*_t(\bar{x}^*_{k+1}),$$

for $k \in \{t+2, t+3, \ldots, t+N^*_t\}$. Moreover, we know that

$$\bar{x}^*_{t+1} = \bar{x}^*_{t+1} + \bar{w}_t,$$  

(29)

with $\bar{w}_t = \Delta^R A x_t + \Delta^R B u^*_t + w_t$. Combining (26–29):

$$J^*(x_{t+1}) - J^*(x_t) = q(\bar{x}^*_{t+1}) - \ell(\bar{x}^*_{t+1}, \bar{u}^*_{t+1}) - q(\bar{x}^*_{t+1})$$

$$\leq -\ell(\bar{x}^*_{t+1}, \bar{u}^*_{t+1}) + L_q \|\bar{w}_t\|_\infty \leq -\ell(\bar{x}^*_{t+1}, 0) + L_q \|\bar{w}_t\|_\infty \leq -\alpha_3(\|x_t\|_2) + L_q \|\bar{w}_t\|_\infty.$$  

Combining (25) and (30), the origin of (17) is ISS according to Definition 3 as the optimal cost function $J^*(\cdot)$ is an ISS Lyapunov function. This completes the proof.
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