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Abstract—Error concealment (EC) is of great importance for block-based video systems, such as digital video broadcasting or video streaming services. In this paper, we propose a novel scalable spatial EC algorithm that aims at obtaining high quality reconstructions with reduced computational burden. The proposed technique exploits the excellent reconstructing abilities of the kernel-based minimum mean square error (K-MMSE) estimator. We propose to decompose this approach into a set of hierarchically stacked layers. The first layer performs the basic reconstruction that the subsequent layers can eventually refine. In addition, we design a layer management mechanism, based on profiles, that dynamically adapts the use of higher layers to the visual complexity of the area being reconstructed. The proposed technique outperforms other state-of-the-art algorithms and produces high quality reconstructions, equivalent to K-MMSE, while requiring around one tenth of its computational time.

Index Terms—Scalable error concealment, kernel-based MMSE, image reconstruction.

I. INTRODUCTION

The transmission of video signals through various channels is steadily growing as a response to the demand of the users. Various digital video broadcasting (DVB) standards have been developed to allow for digital broadcasting over cable, satellites or terrestrial channels [1]. In addition, the demand for video streaming services has been rapidly growing in recent years and the video content nowadays accounts for over 70% of overall Internet downstream traffic [2].

The aforementioned digital video broadcasting and streaming services rely on modern block-based video coding standards such as H.264/AVC and H.265/HEVC. High compression ratios are achieved by splitting the video frames into non-overlapping blocks that are encoded using intra- or interframe prediction [3], [4]. This efficient compression also involves severe distortions when data losses occur [5]. Although the aforementioned standards have introduced several error resilience tools, such as partitioning the coded bitstream into network abstraction layer (NAL) units or applying flexible macroblock ordering [3], [6], achieving high quality reception is a challenging task since data streams are usually transmitted over error-prone channels.

Error concealment (EC) techniques constitute a very challenging field, since the quality of service is of utmost importance for the users [7]. In many cases, retransmission of lost data is not possible due to real-time constraints or bandwidth restrictions. Both issues also impede additional transmission of media-specific forward error correction (FEC) [8]. Thus, error concealment (EC) methods, which are carried out at the decoder, have to be employed to reconstruct the missing pixels. In this paper, we will focus on spatial EC (SEC) techniques that rely on the information provided by the current frame. Even though temporal information, provided by adjacent frames, can be exploited as well when concealing the errors [9], SEC algorithms are necessary when all the available temporal information belongs to a different scene or there is no temporal information available at all. Furthermore, the inter-prediction scheme [10] involves that every frame in the video sequence usually serves as a reference for, at least, one intercoded frame. Thus, high quality SEC is required since any reconstruction error will be propagated until the next undamaged intracoded frame arrives and resets the prediction error.

Various SEC algorithms have been proposed in the literature for block-coded video/images. The most fundamental techniques are based on interpolation, trying to exploit the correlations between adjacent pixels. Typically, they tend to produce moderate reconstruction errors at the expense of blurring. In [11], a simple spatial interpolation is used. Restoration of broken edges based on directional extrapolation was introduced in [12]. This approach exploits the fact that high frequencies, such as edges, are visually the most relevant features. A technique including edge detectors combined with a Hough transform, a powerful tool for edge description, was utilized in [13]. A more advanced Hough transform based method was proposed in [14]. However, the performance of all these methods drops when multiple edges or fine textures are...
involved. Modelling natural images as Markov random fields for EC was treated in [15]. This scheme produces relatively small squared reconstruction errors at the expense of blurring. Inpainting-based methods can also be adopted for SEC purposes [16], [17]. Sequential pixel-wise recovery based on orientation adaptive interpolation is treated in [18]. However, pixel by pixel recovery usually suffers from smoothing high frequency textures. Spatial EC based on edge analysis and visual clearness of the surrounding area was proposed in [19].

In [20], Bayesian restoration is combined with DCT pyramid decomposition in order to carry out a multi-scale estimation. Bilateral filtering that exploits a pair of Gaussian kernels is treated in [21]. It produces moderate reconstruction errors but often incur blocking and blurring. Natural images are typically modelled as autoregressive (AR) processes which is a direct consequence of the high spatial pixel correlation. To determine the parameters of the AR predictor a sparsity-based approach was introduced in [22]. An adaptive linear predictor based on Bayesian information criterion is treated in [23]. Finally, various SEC techniques in transform domains [24]–[26] have been introduced.

Another important class of SEC techniques are the switching reconstruction algorithms. They rely on extracting various features from the available neighbouring area in order to switch among different SEC approaches. The objective is to apply the best fitting SEC approach according to the visual properties of the available surrounding region. Most of these switching SEC techniques base their decision mechanism on spatial gradient analysis, i.e., on studying the edge information [27]–[29]. In [30], the switching is based on minimising the smoothness between the outer and the inner boundary of the missing block. Kung et al. [31] combined edge recovery and selective directional interpolation in order to achieve a more visually pleasing texture reconstruction. In [32], various interpolation approaches are combined based on a block classification. A content adaptive algorithm was introduced in [33]. A simple interpolation is applied if there are only a few edges crossing the missing macroblock and a best-match approach is applied if the macroblock is decided to contain texture. To determine the parameters of the AR predictor a sparsity-based approach was introduced in [22]. An adaptive linear predictor based on Bayesian information criterion is treated in [23]. Finally, various SEC techniques in transform domains [24]–[26] have been introduced.

The paper is organised as follows. The reconstruction framework is detailed in Section II. Section III provides an overview of the K-MMSE estimator. The proposed scalable kernel-based estimator and its different reconstruction layers are described in Section IV. The design of the layer selection mechanism based on reconstruction profiles is introduced in Section V. Simulation results are discussed in Section VI. The last section is devoted to conclusions.

II. RECONSTRUCTION FRAMEWORK

The reconstruction framework used in this paper will be the same as in [34]. In the following, we briefly summarise it. Let \( \mathcal{R} \) be a set of adjacent pixels that contains both missing and available samples. Let \( \mathcal{L} \) and \( \mathcal{S} \) denote the sets of missing and available pixels, respectively, so that \( R = L \cup S \). Our objective is to estimate a vector \( x_0 \subset L \) of missing samples. We consider that \( x_0 \) forms part of a larger vector \( z_0 = (x_0, y_0) \), where \( y_0 \subset S \) is a context vector comprised by available pixels adjacent to \( x_0 \). Additionally, we will also consider all the available vectors \( z_j = (x_j, y_j) \) that can be built in \( S \) with the same spatial configuration as \( z_0 \). An example of such a configuration is illustrated in Fig. 1(a). In the following, \( x_j \) and \( y_j \) will be referred to as prototype vectors and context vectors, respectively. In our scheme, we will assume that the missing subvector \( x_0 \) is a 2×2 patch of pixels and its corresponding context \( y_0 \) contains all the available samples within the 6×6 pixel neighbourhood centred at \( x_0 \) [34].

For testing and simulation purposes, block-based codecs employing 16×16 blocks are considered. The support area \( S \) is assumed to be comprised by the 8 spatially adjacent blocks. We will apply a dispersed loss pattern, as shown in Fig. 9(b), and a random loss pattern, as shown in Fig. 10(b). Both patterns correspond to a loss rate of approximately 25%. Nevertheless, the proposed technique can be straightforwardly extended to any arbitrarily shaped loss pattern. Finally, the missing area \( L \) is reconstructed sequentially from its outer
border towards the centre. The filling order is determined by a reliability parameter as detailed in [34]. An example of this sequential filling order is illustrated in Fig. 1(b).

III. K-MMSE Overview

In this section, the K-MMSE estimator [34] is briefly summarised. The objective is to obtain an MMSE estimate $\hat{y}_0$ of the missing vector $x_0$ given its context $y_0$. We will consider the random vector variable $z = (x', y')$ corresponding to the spatial configuration defined by $x_0$ and $y_0$. If the probability density function (pdf) associated to $z$ is available, then the desired MMSE estimate can be obtained from it. K-MMSE exploits kernel density estimation (KDE) which provides an estimate of the pdf given a set of observations \{z$_j$; j = 1, ..., M\} in a nonparametric way, that is, avoiding any assumptions about the original pdf. This estimation is carried out by replicating and summing a kernel function at the observed vector samples. Assuming a Gaussian kernel, the pdf estimate can be expressed as

$$p(z) = \frac{1}{M} \sum_{j=1}^{M} K_{G}^{(j)}(z)$$  \hspace{1cm} (1)

where $K_{G}^{(j)}(z)$ is a multivariate Gaussian with mean $z_j$ and covariance $H$ which is commonly referred to as bandwidth. This bandwidth matrix can be further decomposed as

$$H = \begin{pmatrix} H_{XX} & H_{XY} \\ H_{XY} & H_{YY} \end{pmatrix}.$$  \hspace{1cm} (2)

The knowledge of $p(z)$ allows the application of Bayesian techniques and, in particular, MMSE estimation. The K-MMSE estimator can be compactly expressed as

$$\hat{x}_0 = \bar{x}_0 + H_{XY}H_{YY}^{-1}(y_0 - \bar{y}_0)$$  \hspace{1cm} (3)

where $x_0$ and $y_0$ are vectors linearly predicted from the sets of prototype and context vectors, respectively, that is,

$$\bar{x}_0 = \sum_{j=1}^{M} w_j(x_0)$$  \hspace{1cm} (4)

$$\bar{y}_0 = \sum_{j=1}^{M} w_j(y_0)$$  \hspace{1cm} (5)

For a multivariate Gaussian kernel the prediction weights $w_j$ are computed as

$$w_j(y_0) = \frac{\exp\left(-\frac{1}{2}(y_0 - y_j)'H_{YY}^{-1}(y_0 - y_j)\right)}{\sum_{i=1}^{M} \exp\left(-\frac{1}{2}(y_0 - y_i)'H_{YY}^{-1}(y_0 - y_i)\right)}.$$  \hspace{1cm} (6)

Note that the second term of (3) is the correction vector where the unpredictable part of $y_0$ is transformed into subspace $x$. The main issue of kernel-based reconstruction is the estimation of a suitable bandwidth matrix. In [34], we have proposed a covariance submatrix scaling procedure especially designed for signal reconstruction, i.e.,

$$H = \begin{pmatrix} \beta_{XX}C_{XX} & \beta_{XY}C_{XY} \\ \beta_{YX}C_{YX} & \beta_{YY}C_{YY} \end{pmatrix}.$$  \hspace{1cm} (7)

where $C_{ZZ}$ is the sample covariance matrix estimated from $z_j$ (j = 1, ..., M) and it can be decomposed in the same way as the bandwidth matrix $H$ in (2), i.e.,

$$C_{ZZ} = \begin{pmatrix} C_{XX} & C_{XY} \\ C_{YX} & C_{YY} \end{pmatrix}.$$  \hspace{1cm} (8)

Inserting (7) into (6) we obtain that $w_j = w_j(\beta_{YY})$. For the sake of simplicity, let us denote $\beta_{YY} = \beta$ so that $\hat{x}_0 = \bar{x}_0(\beta)$ and $\bar{y}_0 = \bar{y}_0(\beta)$. Moreover, inserting (7) into (3) we obtain that $\hat{x}_0 = \bar{x}_0(\alpha, \beta)$, where $\alpha = \beta_{YY}/\beta_{XX}$. It thus follows that this submatrix scaling scheme reduces the bandwidth estimation problem to the estimation of two parameters, $\alpha$ and $\beta$. The scale parameter $\beta$ is estimated by minimising the prediction square error over the available context $y_0$, i.e.,

$$\epsilon_{\beta}(\beta) = \|y_0 - \bar{y}_0\|^2 = \|y_0 - \sum_{j=1}^{M} w_j(y_0, \beta)y_j\|^2$$  \hspace{1cm} (9)

and the scale parameter $\beta$ is computed as

$$\beta = \arg\min_{\beta} \epsilon_{\beta}.$$  \hspace{1cm} (10)

On the other hand, since $\alpha$ controls the contribution of the correction vector in (3), it is estimated by assuming that observations in the vicinity of $y_0$ should get similar corrections. Therefore, $\alpha$ is computed by minimising the following square error

$$\epsilon_{\alpha}(\alpha) = \frac{1}{|I_0|} \sum_{i \in I_0} \|x_i - \hat{x}_i\|^2$$  \hspace{1cm} (11)

where $I_0$ denotes the set of indices of observations close to $y_0$. It has been deduced in [34] that the best performance is obtained when using the $(N_y + 1)$ closest observation to $y_0$, where $N_y$ is the dimensionality of $y_0$. The scale parameter $\alpha$ is then computed as

$$\alpha = \arg\min_{\alpha} \epsilon_{\alpha}.$$  \hspace{1cm} (12)

Finally, after reconstructing the missing patch $x_0$, it is transferred to the support area $S$ and the concealment process continues until there are no missing pixels left.

IV. Scalable K-MMSE Estimator

K-MMSE is a powerful reconstruction tool that considerably outperforms other state-of-the-art reconstruction techniques especially in cases where little relevant information is available [34]. However, when dealing with relatively simple structures, applying K-MMSE would be an overkill since similar reconstruction quality could be achieved by simpler (and, therefore, faster) estimators. In this section, we propose a new scalable K-MMSE estimator (SK-MMSE) that aims at accelerating the reconstruction process by decomposing the EC procedure into different reconstruction layers. The reconstruction layers obey the scalability principle so that higher layers depend on the information forwarded by lower layers. Moreover, the higher the layer within the scalable EC hierarchy, the better the reconstruction at the expense of computational complexity. In the same time, SK-MMSE
pursues to maintain the high reconstruction quality of the original K-MMSE algorithm. We take advantage of the fact that K-MMSE is susceptible to various reductions. The proposed SK-MMSE technique incorporates three reconstruction layers that emanate from the original K-MMSE reconstruction framework and they are introduced in the next subsections. The layer selection mechanism, controlled by profiles, is proposed in Section V.

A. High Quality Layer (HQL)

We propose the SK-MMSE algorithm to be comprised by three reconstruction layers. The highest layer, able to reconstruct complicated structures and fine textures, corresponds to the full-featured K-MMSE (as described in Section III) and it will be referred to as high quality layer (HQL). The HQL reconstruction will therefore be equivalent to the original K-MMSE estimation, i.e.,

\[ \hat{x}_{0}^{\text{HQL}} = \hat{x}_0(\beta) + \alpha C_{XY} C_{YY}^{-1} (y_0 - \tilde{y}_0(\beta)). \]  

where the superscript refers to the corresponding reconstruction layer.

B. Intermediate Dynamic Layer (IDL)

In many cases, we are dealing with stationary image areas, such as periodic textures or regular structures. This involves that the unpredictable part of \( y_0 \) (second term of (3)) can be neglected so no correction vector needs to be computed. This can be achieved by reducing the bandwidth matrix to a scalar. Thus, the correction term disappears since the corresponding submatrix \( \mathcal{H}_{YY} \) is zero. This scheme can be further simplified by suppressing the \( \beta \)-optimisation procedure and computing the bandwidth as

\[ \mathcal{H}_{YY} = \sigma^2 N_f I \]  

where \( I \) is the identity matrix, \( \sigma^2 \) is a constant factor that fixes the aperture of the Gaussian kernel and \( N_f \) is introduced in order to avoid the penalisation of contexts with larger dimensionality. In other words, the bandwidth in (14) expresses the average distortion per context pixel. This approach is equivalent to the adaptive sparse linear predictor using exponential weights (SLP-E) as described in [22]. In fact, SLP-E can be alternatively seen as a K-MMSE estimator where the bandwidth adopts a scalar form, so no sample covariance matrix needs to be computed and, therefore, no \( \alpha \)-optimisation is to be performed. In addition, no \( \beta \)-optimisation is to be performed either since the dependency of the bandwidth with the size of the context is compensated by \( N_f \). Thus, the SLP-E procedure can be interpreted as a reduction of the full-featured K-MMSE (HQL).

Furthermore, given the high spatial pixel correlation within natural images, the prototypes \( x_j \) that are more relevant for the SLP-E prediction lie more likely in the close vicinity of \( x_0 \). In fact, especially for periodic textures and regular structures, there may be no need to explore the entire support area \( S \). Therefore, we propose the support area to be dynamically growing from the location of the currently processing patch. Figure 2 shows an example of this dynamic expansion of the support area. The extension of the support area will be controlled by the selected profile.

This reconstruction layer, based on SLP-E with dynamically growing support area, will be referred to as intermediate dynamic layer (IDL) and the corresponding estimate is computed by inserting the reduced bandwidth in (14) into the estimator in (3), i.e.,

\[ \hat{x}_{0}^{\text{IDL}} = \sum_{j=1}^{M'} w_{j}^{\text{IDL}} (y_0) x_j = \frac{1}{\nu} \sum_{j=1}^{M'} \exp \left( -\frac{1}{\sigma^2} \frac{\|y_{j} - y_0\|^2}{N_f} \right) x_j \]  

where \( \nu \) is the normalisation factor so that \( \sum_{j=1}^{M'} w_{j}^{\text{IDL}} = 1 \) and \( M' \leq M \) denotes the number of templates \( y_j \) gathered from the expanded support area. The parameter \( \sigma^2 \) plays the role of a decay factor and it is set to 10 as in [22]. Simulations reveal that in stationary areas IDL yields reconstruction quality comparable to the full-featured K-MMSE (i.e., HQL) while requiring from around 5% to 45% of the computational time, depending on the extension of the support area.

C. Basic Reconstruction Layer (BRL)

In visually flat regions, such as skies and walls, IDL can be further simplified with negligible effect on the reconstruction quality. Flat regions yield uniform weights (see (15)) so all patches \( x_j \) are equally relevant for prediction. It follows that the dependency of the weights with the context \( y_0 \) disappears and they can be set to a constant value. Moreover, in visually flat regions the available context \( y_0 \) already carries sufficient information for performing the estimation. Thus, the support area \( S \) can be maximally reduced to contain \( y_0 \) only. Furthermore, since flat regions lack structure, the spatial configuration of the prototypes is no longer relevant so vectors \( x_j \) can be reduced to a set of scalars \( x_j \). Given the reduction of \( S \) to \( y_0 \), it follows that the scalar prototypes \( x_j \) correspond to the pixels comprising \( y_0 \). Thus, the corresponding estimate is computed as

\[ \hat{x}_{0}^{\text{BRL}} = \sum_{j=1}^{N_f} w_{j}^{\text{BRL}} x_j u = \frac{1}{N_f} \sum_{j=1}^{N_f} y_0(j) u \]  

Fig. 2. (a) Expansion map of the support area. The support area is dynamically growing starting from pixels marked with the brightest red levels. Pixels marked with darker red levels are eventually incorporated later. (b) Example of support area expansion according to the expansion map. Pixels in black are missing, the currently processed patch is marked by blue colour.
where \( u = \text{diag}(I) \) with \( I \) being an \( N_x \times N_z \) identity matrix and \( N_z \) denoting the dimensionality of the patch. Note that the reconstruction in (16) is equivalent to filling the missing patch \( x_0 \) by the mean value of the pixels belonging to its context \( y_0 \). In the following, this reconstruction method will be referred to as basic reconstruction layer (BRL) and it corresponds to context averaging. Given the simplicity of the estimator in (16), the computational time of BRL is slightly more than 1% of the original K-MMSE computational time.

In this section, we have introduced the three reconstruction layers that comprise the proposed SK-MMSE estimator, namely:

1) **HQL** corresponds to the full-featured K-MMSE approach.
2) **IDL** consists of simplifying HQL by reducing the bandwidth matrix \( H \) to a scalar and suppressing its dependency with local image statistics.
3) **BRL** consists of further simplifying IDL by reducing the support area to \( y_0 \) and fixing the weights to a constant value.

V. LAYER SWITCHING AND PROFILE SELECTION

The goal of the proposed SK-MMSE is to accelerate the original K-MMSE reconstruction procedure with minimal effect on the resulting image quality. In order to do so, we propose a content adaptive layer selection scheme. This scheme is controlled by the so called SK-MMSE profiles that adjust the trade-off between the computational burden and the reconstruction quality. A profile therefore consists of a set of criteria that are applied to determine which layers are to be employed to perform the reconstruction. Given a patch to reconstruct, the algorithm evaluates the suitability of the different reconstruction layers and selects the best fitting one. This evaluation is sequential, going from the fast basic layer to the higher and more complex layers. Thus, if a layer is decided to be suitable, there is no need to test the remaining higher layers. The algorithm starts by testing the suitability of the fastest layer, i.e., BRL. Two assumptions are taken into consideration here:

1) Given that BRL is the fastest layer, its suitability is always evaluated. Therefore, this evaluation should be simple and fast.
2) As already mentioned, BRL is expected to perform well for visually flat areas. Thus, the visual flatness should be taken as the decision criterion.

In order to take into account both assumptions, we propose to use the dynamic range of \( y_0 \) to measure the visual flatness \( \phi \) of the available context \( y_0 \), i.e.,

\[
\phi(y_0) = \max(y_0) - \min(y_0).
\]

The suitability evaluation of BRL therefore consists in comparing the current flatness to a certain threshold \( T_\phi \). By adjusting the threshold, we can control the trade-off between speed and reconstruction quality. Figure 3(a) shows the average PSNR gain (in dB) with respect to K-MMSE as a function of the flatness threshold \( T_\phi \). Logarithmic scale is used for more clarity.
reconstruction, i.e., HQL. For $\phi(y_0)$ above 20 the performance starts to drop since the context can no longer be considered flat and context averaging is no longer a suitable reconstruction approach.

If the area under reconstruction is considered not flat, BRL leads inevitably to higher reconstruction error and, consequently, favours error propagation. In such cases, the suitability of the next layer (IDL) is to be evaluated. In order to do so, two assumptions are taken into account here:

1) IDL exploits the high spatial correlation within natural images. In other words, it assumes that similar patches correspond to similar contexts. It follows that high quality reconstructions can be achieved if there are contexts $y_j$ very close to $y_0$.

2) The higher the amount of contexts close to $y_0$, the lower the reconstruction error. This relies on the fact that IDL consists of a weighted average of the available prototypes. A small number of prototypes close to $x_0$ can thus negatively affect the final reconstruction even though their corresponding (normalised) weights are large.

In order to take into account both facts, we propose to use the normalization factor $\nu$ (see (15)) to evaluate the suitability of IDL, i.e.,

$$\nu(y_0) = \sum_{j=1}^{M} \exp \left( \frac{-1}{2\sigma^2} \|y_j - y_0\|_2^2 \right).$$

(18)

Note that the higher the amount of good context candidates $y_j$, the larger the normalization factor. The expression in (18) is equivalent to the sum of raw weights (without normalisation) and it indicates the total amount of data useful for prediction. Note that, unlike the normalised weights $\nu^{idl}$, a large raw weight reflects the high similarity between the spatial contexts $y_j$ and $y_0$. Thus, IDL will be evaluated as suitable if the corresponding normalization factor is larger than a given normalisation threshold $T_\nu$. It follows that IDL dynamically extends the support area $S$ until the threshold criterion is met or until the support area is depleted, i.e., no more vectors $z_j = (x_j', y_j')^{y_j}$ can be gathered from it. Figure 4(a) shows the average PSNR gain (in dB) with respect to K-MMSE as a function of $T_\nu$ and Tecnick image dataset is employed again. It follows that the reconstruction quality starts to drop for $T_\nu$ below 100.

### A. SK-MMSE Profiles

In cases when both BRL (context averaging) and IDL (dynamic linear prediction) are evaluated as not suitable, i.e., $\phi(y_0) > T_\phi$ and $\nu(y_0) < T_\nu$, the missing patch is reconstructed by HQL (full-featured K-MMSE). The particular configuration of the two thresholds $T_\phi$ and $T_\nu$ will be referred to as profile. The trade-off between quality and speed can be controlled by setting the reconstruction profile. By studying the behaviour of the thresholds in Figs. 3(a) and 4(a), it is observed that the reconstruction quality is approximately maintained intact for $T_\phi = 20$ and $T_\nu = 100$. Since this threshold configuration yields virtually no quality loss, it will be referred to as excellent profile in the following. Note that taking $T_\phi < 20$ and/or $T_\nu > 100$ will only slow down the SEC process and yield no reconstruction quality improvement. Taking the excellent profile as a reference, the computational complexity can be further reduced by relaxing the thresholds. Figures 3(b) and 4(b) show the average time reduction of BRL and IDL with respect to HQL. It is shown that $T_\nu$ relaxation yields considerably better acceleration-distortion ratio that relaxing $T_\phi$. In other words, even though BRL reconstruction can be up to 30 times faster than IDL, the reconstruction quality tends to drop for visually heterogeneous areas. Therefore, in order to prevent error propagation, we will assume a fixed $T_\phi$ equal to 20 during the rest of the discussion. Thus, the trade-off between the complexity and the reconstruction quality can be controlled by adjusting $T_\nu$. In this paper, we propose three different SK-MMSE profiles, namely

1) **Excellent** profile aims at obtaining the highest quality and, as mentioned, corresponds to $T_\phi = 20$ and $T_\nu = 100$.

2) **Efficient** profile seeks for a balance between complexity and reconstruction quality and it corresponds to $T_\phi = 20$ and $T_\nu = 0.1$.

3) **Express** profile focuses on maximal acceleration while keeping the quality decrease within moderate boundaries and it corresponds to $T_\phi = 20$ and $T_\nu = 0.01$.

The settings for the three profiles are summarised in Table I.

![Fig. 5. Average normalised layer usage for different reconstruction profiles. Kodak image dataset with dispersed error pattern is employed.](image.png)

**TABLE I**

**PROFILE DEFINITIONS**

| Profile | $T_\phi$ | $T_\nu$ |
|---------|---------|---------|
| Express | 20      | 0.01    |
| Efficient | 20   | 0.1     |
| Excellent | 20 | 100     |
broadcasting and streaming services for the automatic profile selection according to the characteristics of the employed transmission channels, available computational power or QoS demands.

The proposed algorithm is summarised by the flow graph in Fig. 6. It is shown that the SK-MMSE is a scalable EC procedure where lower layers feed information to higher layers. Related to the flow graph, Table II compares the computational burden, with respect to the full-featured K-MMSE, of all the stages that comprise SK-MMSE. It can be observed that BRL requires slightly more than 1% of the computational time required by K-MMSE. On the other hand, since IDL iteratively expands the support area, its computational burden is not fixed. In case the entire support area needs to be exploited, IDL demands around 45% of the computational time required by K-MMSE. Finally, HQL is slightly slower than K-MMSE due to the fact that profile checks to thresholds $T_\phi$ and $T_\nu$, that are not considered in the original K-MMSE framework, need to be evaluated.

VI. SIMULATION RESULTS

In order to thoroughly evaluate the performance of the proposed algorithm, we have conducted series of tests on both still images and video sequences. The obtained results are presented and discussed in the next subsections.

A. Experiments With Still Images

In order to better take into account the perceptual quality, the peak signal-to-noise ratio (PSNR) as well as the structural similarity (SSIM) index [36] are used to measure the performance. Unlike PSNR, which objectively measures the squared reconstruction error, SSIM additionally take into consideration the differences in contrast and structure. Block losses with dispersed and random pattern, both corresponding to approximately 25%, have been simulated. Moreover, since the threshold behaviour analysis has been carried out employing Tecnick database, we will test the performance of the proposed SK-MMSE technique on Kodak image dataset [37] comprised by 24 images (768×512) with bit-depth of 8 bits.

We have compared our technique with other state-of-the-art EC algorithms, namely frequency selective extrapolation (FSE) [26], edge recovery based on visual clearness (EVC) [19], content adaptive EC (CAD) [33], sparse linear prediction with exponential weights (SLP-E) [22], multi-directional interpolation (MDI) [27], and bilateral filtering (BLF) [21].

Figure 7(a) shows the average PSNR (in dB) as a function of the processing time for different algorithms and employing the dispersed error pattern. The results for the three SK-MMSE profiles are also indicated. The performance curve for SK-MMSE is obtained by continuously adjusting the threshold $T_\nu$ according to the mechanism described previously. It is observed that SK-MMSE can maintain the high reconstruction quality of K-MMSE while reducing the processing time more than twice. A six times reduction yields a quality decrease of less than 0.1dB with respect to K-MMSE. In addition, SK-MMSE is able to reduce the computational burden more than 10 times and it still outperforms other state-of-the-art techniques. This performance behaviour is also corroborated by SSIM measurements, as shown in Fig. 7(b).

The results for the random error pattern are shown in Fig. 8. The average PSNR (in dB) as a function of the processing time for different algorithms is shown in Fig. 8(a). Again, it is shown that negligible losses in reconstruction quality are observed while the computational burden is reduced more than twice. A six times reduction yields a quality decrease of less than 0.1dB with respect to K-MMSE. In addition, SK-MMSE is able to reduce the computational burden more than 10 times and it still outperforms other state-of-the-art techniques. This performance behaviour is also corroborated by SSIM measurements, as shown in Fig. 7(b).

The results for the random error pattern are shown in Fig. 8. The average PSNR (in dB) as a function of the processing time for different algorithms is shown in Fig. 8(a). Again, it is shown that negligible losses in reconstruction quality are observed while the computational burden is reduced more than twice. Furthermore, a 10 times reduction yields only a moderate PSNR decrease and the resulting reconstruction quality still outperforms other state-of-the-art techniques by around 0.4dB.
TABLE III

| Profile     | Time reduction (×) | Average gain (dB) |
|-------------|-------------------|-------------------|
|             | Dispersed         | Random            | Dispersed | Random |
| Express     | 12.19             | 13.84             | -0.38     | -0.41  |
| Efficient   | 8.57              | 9.82              | -0.18     | -0.24  |
| Excellent   | 2.25              | 2.24              | -0.03     | -0.08  |

For the three reconstruction profiles, the average PSNR gain and the corresponding computational time reductions with respect to K-MMSE are shown in Table III. Both dispersed and random error patterns are considered. It is observed that the excellent reconstruction profile yields virtually no quality losses while reducing the computational time to approximately 44%. The efficient reconstruction profile exhibits a slight quality loss of around 0.2dB while accelerating the reconstruction process up to 10 times. The computational time can be further reduced down to 7% when using the express profile at the expense of a moderate quality loss of around 0.4dB.

Figures 9 and 10 offer a subjective comparison for dispersed and random loss patterns, respectively. For illustration purposes, the efficient SK-MMSE reconstruction profile is used for both cases. Figures 9(c) and 10(c) show the layer usage and illustrate how SK-MMSE automatically applies higher layers to more complex structures. It is also shown that SK-MMSE leads to a reconstruction quality virtually equivalent to K-MMSE. It can be observed that SK-MMSE (efficient profile) and K-MMSE produce the best result both on subjective and objective levels. However, the SK-MMSE estimator performs with considerable lower computational burden.

B. Experiments With Video Sequences

In order to analyse how the reconstruction quality affects error propagation, we have conducted tests on video sequences. In addition to PSNR, which measures objective distortions, we also use video quality metric (VQM) as defined in [38]. VQM aims at approximating the subjective perception of video quality and it takes into account spatial as well as temporal variations of video signals.\(^1\) In order to test the performance on different frame resolutions, we have employed test video sequences from ClassC (832 × 480) and ClassB (1920 × 1080, full HD) [39]. The first 32 frames of each sequence are coded using H.264/AVC codec [40] and the intra-frame refreshment interval is set to 12. Different quality of the encoded streams is achieved by setting the quantisation parameter (QP) value to 20, 30 and 40. Similar to the case of still images, both dispersed and random error patterns are employed and the errors are imprinted frame-wise. Moreover, since the concealment is applied at the decoder, the resulting video will be affected also by error propagation.

Tables IV and V show the average PSNR and VQM values for dispersed and random error pattern, respectively. The average computational time for different EC techniques is also indicated and the results are provided for the three different

\(^1\)Note that unlike PSNR and SSIM, lower VQM values indicate better video quality.
values of QP. Note that K-MMSE, SLP-E and FSE are not content dependent and therefore their computational times are constant.

It can be observed that for ClassC the excellent profile yields virtually the same quality as the full-featured K-MMSE while requiring less than a half of its computational time. The express profile is around 15 times faster and presents only a moderate loss of approximately 0.1dB (in terms of PSNR) with respect to the original K-MMSE approach. In addition, the proposed technique outperforms other state-of-the-art EC methods both in terms of PSNR and VQM while exhibiting considerably lower computational complexity (depending on the selected profile).

Note that the size of a macroblock is constant regardless of the video resolution. Therefore, one macroblock from high-resolution video stream contains, in general, less structure than its lower-resolution counterpart. Therefore, SK-MMSE will tend to exploit more lower (and faster) reconstruction layers. This behaviour can be observed by analysing the results obtained for ClassB. First, note that SK-MMSE is on average more than
TABLE IV
AVERAGE PSNR (IN DB), VQM, AND RELATIVE COMPUTATIONAL TIME (IN %) WITH RESPECT TO FULL-FEATURED K-MMSE FOR DIFFERENT SEC TECHNIQUES. VIDEO SEQUENCES OF ClassB AND ClassC ARE USED AND ENCODED WITH DIFFERENTQP VALUES. Dispersed ERROR PATTERN IS EMPLOYED

|            | SLP-E | FSE | SK-MMSE0 | SK-MMSEf | SK-MMSEl | K-MMSE |
|------------|-------|-----|----------|----------|----------|--------|
| ClassB     |       |     |          |          |          |        |
| QP 20      | 31.57 | 0.316 | 45.62   | 31.96 | 0.318 | 83.19   | 31.72 | 0.315 | 3.32 | 31.82 | 0.313 | 4.48 | 32.08 | 0.311 | 24.87 | 32.37 | 0.312 | 100.00 |
| QP 30      | 30.39 | 0.317 | 45.62   | 30.82 | 0.326 | 83.19   | 30.54 | 0.316 | 3.10 | 30.64 | 0.315 | 4.14 | 30.64 | 0.314 | 22.72 | 31.03 | 0.316 | 100.00 |
| ClassC     |       |     |          |          |          |        |
| QP 20      | 29.05 | 0.555 | 45.62   | 28.86 | 0.617 | 83.19   | 29.32 | 0.555 | 8.05 | 29.33 | 0.547 | 11.48 | 29.43 | 0.540 | 45.72 | 29.47 | 0.526 | 100.00 |
| QP 30      | 27.47 | 0.564 | 45.62   | 27.31 | 0.629 | 83.19   | 27.60 | 0.560 | 7.21 | 27.68 | 0.552 | 10.42 | 27.75 | 0.545 | 43.23 | 27.78 | 0.533 | 100.00 |
| QP 40      | 25.38 | 0.613 | 45.62   | 25.44 | 0.696 | 83.19   | 25.50 | 0.611 | 5.77 | 25.53 | 0.605 | 8.37 | 25.53 | 0.600 | 37.08 | 25.57 | 0.593 | 100.00 |

2 times faster with respect to the results of ClassC and the express profile can exhibit a computational burden more than 40 times lower than the original K-MMSE approach. Second, it can be seen that for some cases FSE exhibits slightly better PSNR behaviour than some of the proposed SK-MMSE profiles. However, FSE involves up to 27 times higher computational burden and, in addition, the proposed SK-MMSE method (including all its profiles) consistently outperforms both FSE and SLP-E in terms of VQM.

Moreover, it is shown that the proposed method achieves higher speed-up with increasing QP values. This is due to the fact that higher QP values yield visually smoother encoded streams where fine structures are not present. Therefore, more complex layers, i.e., IDL and HQL, are less frequently required.

Finally, note that the proposed SK-MMSE algorithm is susceptible to multi-level parallelisation. In other words, the reconstruction process can be massively parallelised on both block-based and patch-based levels. This is, however, not a straightforward task since inter-block and inter-patch dependencies have to be taken into account in order to avoid multiple blocks/patches being processed in parallel. Even though this multi-level parallelisation can yield significant computational time reductions it must be noted that, unlike the proposed scalable scheme, parallelisation does not reduce the computational burden.

VII. Conclusion

We have proposed a new scalable error concealment technique based on K-MMSE that aims at reducing the processing time while preserving the high reconstruction quality of K-MMSE. We have introduced three reconstruction layers that emanate from the original K-MMSE framework. These layers are hierarchically stacked so lower layers feed information to higher layers. In general, higher reconstruction layers produce more accurate reconstructions at the expense of higher computational complexity. However, the use of high layers in homogeneous or stationary image areas is a waste of resources since reconstruction of virtually the same quality can be obtained by lower layers. Therefore, we have designed a layer selection mechanism based on profiles. By analysing the visual properties of the available surrounding area, the profile controls which is the highest layer to be applied during the reconstruction of the lost region. Thus, by adjusting the profiles, the trade-off between speed and quality can be efficiently controlled so SK-MMSE can be adapted to different platforms, distortion rates or available computational power. It has been shown that our proposal can achieve a speed-up of up to 10 times with respect to K-MMSE with negligible loss in reconstruction quality. Simulations reveal that our proposal outperforms other state-of-the-art techniques in terms of quality and required computational time.

Ongoing work is focused on improving the proposed method by introducing a multi-level parallelisation scheme.
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