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A B S T R A C T

Many applications work by processing either small or big data, including sensitive and confidential ones, through computer networks like cloud computing. However, many systems are public and may not provide enough security mechanisms. Meanwhile, once the data are compromised, the security and privacy of the users will suffer from serious problems. Therefore, security protection is much required in various aspects, and one of how it is done is by embedding the data (payload) in another form of data (cover) such as audio. However, the existing methods do not provide enough space to accommodate the payload, so bigger data cannot be taken; the quality of the respective generated data is relatively low, making it much different from its corresponding cover. This research works on these problems by improving a prediction error expansion-based algorithm and designing a mirroring embedded sample scheme. Here, a processed audio sample is forced to be as close as possible to the original one. The experimental results show that this proposed method produces a higher quality of stego data considering the size of the payloads. It achieves more than 100 dB, which is higher than that of the compared algorithms. Additionally, this proposed method is reversible, which means that both the original payload and the audio cover can be fully reconstructed.

1. Introduction

The rapid development of network technology at present has made data transmission not only faster but also more comfortable than ever. Many applications, such as financial transactions, can be carried out anywhere and anytime, as long as an internet connection and supporting devices are available. This growth, however, coincides with the increasing possibility of the sensitive data being compromised [1, 2, 3], including those in a big data environment [4, 5], considering the characteristics of users [6]. This condition has turned security into an essential factor, especially in transmitting and distributing those data. Some security approaches have been introduced, including cryptography and steganography. While the former works by changing the representation of information so that only the receiver can access the real information due to its unreadable format, the latter works by hiding the secret information inside a file called the cover. In its implementation, this cover can be any type of data: image [7][8], video [10], or audio [9][11]. Furthermore, text can also be utilized for the same purpose [12]. Steganography and data hiding refer to the same definition in many research papers, so we use them interchangeably.

Aside from cryptography, the usage of data hiding as a form of a security approach has proven to be reliable and is widely implemented in various environments, such as in the multi-cloud storage [13]. The main reason why this method has become crucial is that the information is sent to the receiver in the same type as that of the corresponding cover, called the stego file. Furthermore, its content is similar to the original medium file; thus, it should not raise too much suspicion towards the illegal parties. At the application level, this data hiding method is often combined with cryptography to make it more difficult for the attackers to exploit the protected data [14, 15]. Besides, if the stego file happened to be leaked, there is just not much information that the attackers can use to retrieve the secret due to many numbers of methods that could be used [16].

Regardless of the medium type being used, several issues have been challenging since its first use, which include payload capacity, stego quality, robustness, embedding efficiency, and detectability [17]. Those two first parameters are the primary requirements to meet, which can be described as follows.

The first issue, the capacity, is the payload size that can be embedded inside a cover file. Some research focuses on how to optimize this
embedding capacity with various methods such as histogram shifting [18, 19], generalized difference expansion [20], and adaptive embedding [21]. The second is that the quality of the stego file generated by the embedding process should be as high as possible. If somehow the quality of the stego-file is low, there is a higher chance that the stego file can be found suspicious because of the big difference in the sample between this file and its corresponding cover file [22]. To prevent this issue, some research specifically deals with how to optimize the stego file quality is introduced, such as [23]. However, it is worth noting that these first and second problems usually are inversely proportional. Therefore, some research works on these two problems at once, such as our previous research [24][25]. In this research, we focus on these problems since the others are derived from them.

The embedding efficiency considers the change of the cover caused by the payload embedding process. A higher number of payloads with a more negligible effect on the cover is better. Overall, this measurement is affected by the previous first and second parameters. The detectability relates to the possibility of distinguishing the stego from its cover. This parameter is derived from the second one, i.e., the quality factor. Robustness relies on the specific environment [17], so it may not be the same for different applications.

Considering the importance of the cover, some research concerns whether it needs to be retrieved or not. In the case of security, it would be ideal to replace the stego file with the cover once the extraction process has been done [26]. Thus, data hiding methods often need to be reversible, such as [27, 28], which are mostly developed based on histogram shifting and difference expansion. One of the disadvantages of these two basic methods is that they are introduced explicitly to the image as the cover file. So, it needs to adopt some changes before being applied to other types of media.

This research considers audio to be the cover. We believe that even though it is less popular than image and video [11], audio has the potential for exploration according to its characteristics. The proposed method is developed based on Prediction Error Expansion (PEE) [20, 29], where their capacity per sample is relatively low, and so is its corresponding stego quality. The proposed improvement is, in general, designed by dynamically assigning and spreading the payload to every sample, and multiple mirror embedding to maintain the capacity and quality, as well as the reversibility.

The following sections are provided in the next parts of this paper. First, the literature study is depicted in Section 2. Then, the proposed method is explained in Section 3, while Section 4 analyzes the experimental results, and Section 5 discusses the characteristics of the technique. To sum up the paper, the conclusion is drawn in Section 6.

2. Data hiding techniques

In the recent study of data hiding, there have been various trends from how it started to focus solely on optimizing the embedding capacity and quality of the stego file and then utilize computational intelligence for optimization into data hiding techniques or even as the technique itself. Some of those techniques such as Least Significant Bit (LSB) [30, 31], bit-plane index manipulation [32], Fibonacci-like employing bit-plane(s) mapping [33], and the early introduced Difference Expansion (DE) [34] have become fundamental for the development of new techniques such as FCM Clustering [35], Generalized Difference Expansion (GDE) [20], Least Significant Digit (LSD) [36], Pixel Value Modification (PVM) [37] and Prediction Error Expansion (PEE) [29, 38]. Some of these techniques can also be further enhanced with optimization methods; some also proposed a data hiding scheme with an encrypted image [39], watermarking encryption [40] or fragile watermarking for the authentication purpose [41].

Some research proposes an audio file as a cover; its primary purpose is to obtain a reasonable embedding capacity. Using audio instead of an image, the capacity of data embedded inside the cover significantly increases.

Jung and Yoo [30] present a reversible data hiding method by using an audio file using linear interpolation. This interpolation is needed to create some sets of new samples based on the original ones. The confidential data are then embedded into the interpolating samples using Reduced Difference Expansion. However, the constructed stego audio has different characteristics from its original audio, which makes them incomparable. It is because the number of samples is twice as much as the original space. Consequently, the frequency needs to be adjusted to twice its original number.

Still using an audio file as the cover, Andra et al. [28] present a reversible data hiding method while maintaining the quality of stego audio as well as its embedding capacity. Medical records are employed as secret information. The Intelligent Partition is implemented by changing the structure of audio samples from an array of samples into a 2D array of big. By performing this change, Generalized Difference Expansion can optimize its embedding capacity. Furthermore, its capacity is enhanced by using multi-layered embedding so that a sample might have a chance to be embedded more than once.

Unfortunately, this embedding method produces lower PSNR values. To compensate for this downside, Reduced Difference Expansion is applied. It is also to close the big difference between stego and original sample values. Hence, the scheme can satisfy both the embedding capacity and quality of stego audio but with the disadvantage of requiring additional information besides the stego audio itself, such as Reduced Map, Location Map, and other parameters. The experimental result shows that an audio cover with the electro genre is prone to have more spaces for embedding but has a lower quality of stego audio after being embedded.

On the other hand, Bobeica et al. [29] propose reversible audio-based data hiding by using Prediction Error Expansion [42]. Although not as complicated as [28], this method has proven to be reversible. Nevertheless, this scheme limits the embedding capacity, which can only hold 1-bit secret data per sample. This research presents a reversible method using an audio file's capacity control for Prediction Error Expansion. Initially, audio samples are divided into two groups: one reserved for additional information and the other selected samples for embedding. Then, these selected samples would be further divided into two sets, namely cross and dot. The embedding process starts with determining each prediction error value from both sets. Prediction context is formed around a determined sample using neighboring samples, which is one sample before and after the determined sample.

Xiang and Li [42] use a much more complex prediction context that utilizes 60 neighboring samples, which is 20 samples before and 40 future samples after. These prediction error values are then processed for embedding along with the initial threshold value, which is determined after sampling the audio. Its value is specified by some basic information such as bit size of payload data, the number of stored LSB in the reserved sample area, and the estimated number of samples at risk of overflow or underflow. After that, the prediction error histogram can be calculated. Hence, the matched threshold value that satisfies the calculation can be found. Unfortunately, the number of bit data that can be embedded is limited to only 1 bit per sample. Overall, this scheme outperforms that of Andra et al. [28], concerning the PSNR value. On the other hand, some data hiding methods can be implemented for different purposes, such as in [43, 44, 45, 46].

3. Audio-based improved PEE and mirroring approach

This research is intended to overcome the limitations of the previous scheme by optimizing its performance. We propose an improved reversible data hiding method that is based on [29], where it has a critical downside. That is, the limited and relatively small capacity of each sample, for which the quality of the stego file is considered not good enough. This proposed method revolves around the flexibility of the neighboring samples that comprise the prediction context.
This improvement will optimize the capacity by combining the Prediction Error Expansion (PEE) with an equal-sample distribution approach. This approach makes the sample capacity dynamic while still using all existing sample spaces. Additionally, this considers the sample’s quality by spreading hidden data to every sample. Then, to further optimize quality, the embedding approach uses mirror embedding. It works by repeatedly reflecting the embedded value with a mirror point until it is considered close enough to the original sample value and can be extracted later on. The general process of the proposed method is provided in Fig. 1 and Fig. 2, which describe the embedding and extraction processes, respectively. In detail, the proposed method can be described as follows.

### 3.1. Pre-processing stage

As shown in Fig. 3, initially, the obtained audio samples are pre-processed before being embedded by the payload. It is to prepare and optimize the next embedding results. The detailed steps can be described as follows.

1. Get the audio samples.
2. Normalize every value of audio samples by adding it with 32768 to change the domain values from 16-bit integer to unsigned 16-bit integer (all positive integer).
3. Separate these samples into three different areas, which are: the first block sample consisting of 1-100 first samples, the selected area, and the last block sample comprising 1-100 last samples like in Fig. 4. The total samples between the first block and the last block (both blocks called reserved area) must be equal, whose number is determined at the beginning. The selected area comprises samples located between these two reserved blocks.
4. Once the samples have been allocated, calculate the bit rate from both the payload’s and the cover’s perspective sides by using (1) - (5). Here, \( R_p \) and \( R_c \) are the bit rate of the payload and the cover respectively, \( n \) represents the number of total samples of the cover audio file; \( P_{size} \) and \( C_{size} \) depict the size of the payload and the cover, whose value is defined in (3). Next, \( r_1 \) and \( r_2 \) are respectively the number of total reversed samples at first and the last blocks; \( e \) represents the prediction error value, and \( P_x \) denotes the average neighboring sample value \( x \).
5. Determine a threshold value \( T \) to be used for comparison in the next step. It is ideal for initializing this threshold value to 0, which can be incremented if needed later.

6. Compare \( R_p \) and \( R_c \) values as in (6) to determine the possibility whether a payload can be embedded into cover audio or not.
7. If the result of the previous step is 0, then the payload cannot be embedded to the cover audio file. If the result is 1, then continue to the embedding stage.
8. If the embedding stage fails to embed all payload data, then increment the threshold value \( T \) by 1 and repeat step 6.

\[
R_p = \frac{8 \times P_{size}}{n} \tag{1}
\]
\[
R_c = \frac{C_{size}}{n} \tag{2}
\]
\[
C_{size} = \sum_{i=1}^{n-2} \left[ \log_2(e_i) \right] \tag{3}
\]
\[
e_i = |x_i - P_{x_i}| \tag{4}
\]
\[
P_{x_i} = \frac{\left( \sum_{j=r_1}^{r_2} x_j \right) - x_i}{r_1 + r_2} \tag{5}
\]

These two-bit rate values in (1) and (2) are acquired by using PEE not as embedding means but as pre-process embedding. Instead of providing the actual value, it gives the average neighboring values approaching its actual sample value. An example of this construction is demonstrated in Fig. 5.

After both of these \( R_p \) and \( R_c \) values have been found, they are compared to determine whether the payload data can embed the cover audio or not by using (6). Here, \( T \) represents the tolerance value, which is initiated with value 0. If the status of the bit rate (\( S_t \)) is equal to 1, then the cover audio can be embedded; thus, we continue to the embedding stage. Otherwise, increment the \( T \) value by 1 and repeat the process in (6) again. This process stops when the combination of \( R_p \) and \( T \) produces a value higher than \( R_c \), implying that the cover audio cannot be embedded with the payload data.

\[
S_t = \begin{cases} 
1, & \text{if } (R_c \geq [R_p] + T) \\
0, & \text{if } (R_c < [R_p] + T)
\end{cases} \tag{6}
\]

### 3.2. Embedding stage

This stage is performed after the audio samples have been pre-processed. Bit rate values from both perspectives are necessary to calculate the amount of bit data that has to be embedded later. The PEE
The approach is designed to find the prediction error by using neighboring sample values before and after the sample is processed. Different from the PEE approach in the previous research, where the prediction error value is obtained and used later in the embedding process, the prediction error value in this proposed approach is only to calculate the number of bits that a sample can hold.

The general flow of this process is shown in Fig. 6; meanwhile, the detailed explanation of this process can be presented in the algorithm below.

1. Start from the first sample in the selected area.
2. Find the average of the neighboring sample value of the determined sample by using the PEE approach (for an illustration, see the previous Fig. 5). The number of the neighboring samples used is determined from the pre-process embedding.
3. Determine the prediction error value, which is obtained by calculating the difference between the average neighboring sample and original sample values, as shown in (4).
4. Calculate the total bits that can be embedded in the determined sample $i$, which is represented as $S_i$ in (7).

$$S_i = \lfloor \log_2 |e_i| \rfloor$$  \hspace{1cm} (7)

5. Compute how many bits ($E_i$) should be embedded in the sample. It is carried out by comparing the result of (7) with the bit rate value from the payload’s perspective (1). The comparison and calculation processes are provided in (8) and (9), respectively, where $T$ represents the tolerance value as mentioned before in the pre-processing.
step, and $R_p$ denotes the number of bits per sample from the payload's perspective.

$$E_{\text{status}} = \begin{cases} 1, & \text{if } (S_i \geq R_p + T) \\ 0, & \text{if } S_i < R_p + T \end{cases}$$

(8)

$$E_i = \begin{cases} [R_p + T], & \text{if } E_{\text{status}} = 1 \\ S_i, & \text{if } E_{\text{status}} = 0 \end{cases}$$

(9)

6. Get the amount of bit data ($E_i$) from the payload based on the previous step's result.
7. Determine every value in the prediction error value range as the mirror point. It is illustrated in Fig. 7.
8. Convert payload’s bit data into decimal value using (10), where $Pd$ is the decimal value obtained from $Pb(E_i)$ representing the payload data with $E_i$ bit is taken.

$$Pd_i = \text{bit2dec}(Pb(E_i))$$

(10)

9. Calculate the embedded value from the average neighboring sample to approach the original sample value by using every mirror point to process it. So, this value comes as close as possible to the original sample. This can be done with (11), then (12). The notation $C(M_i)$ represents the number of mirror points existing within the $i$th sample, while $Pd_i$ depicts the new value to be embedded in the audio sample. The illustration of this step is shown in Fig. 5.

$$C(M_i) = \left[ \frac{|e_i|}{2^{E_i}} \right]$$

(11)

$$Pd'_i = \begin{cases} x_i + |e_i| + Pd_i, & \text{if } C(M_i) \text{ is even} \\ x_i + |e_i| + 2^{E_i} - Pd_i, & \text{if } C(M_i) \text{ is odd} \end{cases}$$

(12)

10. Embed the decimal value taken from the average neighboring sample value ($P_{x_i}$) (see (5)) of the determined sample into the value of the original sample. The process is carried out using (13). Here, $P_{x_i} \neq x_i$; so, the value of $P_{x_i}$ must be either more or less than $x_i$. The set of $N_{x_i}$ is used as stego-audio sample values.

$$N_{x_i} = \begin{cases} x_i - Pd'_i, & \text{if } P_{x_i} > x_i \\ x_i + Pd'_i, & \text{if } P_{x_i} < x_i \end{cases}$$

(13)

11. In case the new sample ($N_{x_i}$) value is either underflow or overflow, we record the index sample and note it temporarily as out of bound sample. Then, these values are reflected with their respective last mirror points.
12. Repeat the process from step 2 to step 11 until all the payload data have been processed.
13. Construct a new audio file with the same specification as the original audio but filled with new samples as the embedding result.

Some additional information also needs to be processed so that the extraction process can be carried out. This information includes the necessary information, the original sample value, and the index sample, which may suffer from overflow or underflow.

The necessary information needed for the extraction process is listed below:

- The number of samples in the reserved area ($R$).
- The number of neighboring samples used for the PEE approach.
- The last index sample being processed that contains the last chunk of bit data of payload.
- The amount of bit data embedded in the last processed sample.
- Bit rate per sample from payload’s perspective.
- Tolerance limit ($T$).
- A flag whether the audio sample has an existing overflow/underflow sample (Boolean value)

These values will be embedded in the reserved area ($R$) by using the simple LSB technique, as depicted in (14) with $b$ as the bit representing the information. The slightest bit of information of the original sample value still contains as $I$ by expanding the information with either ‘1’ or ‘0’ based on the LSB value comparison between the previous original sample value (before being processed) and that of after being processed as in (15).

$$N_{x_i} = 2 \times \left( \left\lfloor \frac{x_i}{2} \right\rfloor + b, \quad i \in Z^+ \right)$$

(14)

$$I_i = \begin{cases} 0, & \text{if } x_i \mod 2 = 0 \\ 1, & \text{if } x_i \mod 2 \neq 0 \end{cases}$$

(15)

The information of the original sample value can be contained as the absolute difference between the original sample value ($x_i$) with the last mirror point formed on the same sample (see (16)). This value is then converted to its binary value with total bits ($E_i$) following the chosen bit as in (9).

$$I'_i = |x_i - (C(M_i) \times 2^{E_i})|$$

(16)

The last information that would be needed is whether the overflow or underflow samples exist or not. If there is no sample suffering from this condition, then this information can be ignored. However, if some samples exist, only then should this information be created.

### 3.3. Extraction stage

The extraction process is performed in a similar way to the embedding, but it is done in the reverse order, as shown in Fig. 8. Furthermore, the PEE approach is also being used to determine the prediction error value in each sample. The basic information in the reserved area ($R$) is essential, as it also explains where the last processed sample is located. Before this process is done, it also needs the pre-processing stage, but it is only limited to translating the additional information obtained from the previous embedding process. The explanation of the extraction process is presented in the algorithm below.

1. Start from the specified last processed index sample.
2. Find the average neighboring sample value of the determined sample by using the previous variation of the PEE approach (see Fig. 5 for an example). The number of neighboring samples used is determined at the beginning.
3. Calculate the prediction error value based on the average neighboring sample ($P_{x_i}$) and stego sample ($x'_i$), as in (17).

$$e'_i = |x'_i - P_{x_i}|$$

(17)
4. Compute the total bit data that can be embedded in the determined sample, as in \((18)\).

\[
S'_i = \lfloor \log_2 |e'_i| \rfloor \tag{18}
\]

5. Further calculate the number of bits that have been embedded by comparing the result between \((18)\) and the sum of bit rate value from the payload’s perspective \((R_p)\) and tolerance \((T)\), which are obtained from the additional information reserved in the reserved area \((R)\). The comparison and calculation process can be seen in \((19)\) and \((20)\).

\[
E_{status} = \begin{cases} 
1, & \text{if } S'_i \geq (R_p + T) \\
0, & \text{if } S'_i < \text{mod}(R_p + T)
\end{cases} \tag{19}
\]

\[
E_i = \begin{cases} 
R_p + T, & \text{if } E_{status} = 1 \\
S'_i, & \text{if } E_{status} = 0
\end{cases} \tag{20}
\]

6. Determine every value in the range of the prediction error as a mirror point, as in Fig. 7.

7. In case the sample is recorded as either an overflow or underflow sample, remove the furthest mirror point from prediction error values.

8. Extract the hidden decimal value by using \((21)\) and \((22)\).

\[
C(M_i) = \left\lfloor \frac{|e'_i|}{2^{S'_i}} \right\rfloor \tag{21}
\]

\[
Pd'_i = \begin{cases} 
|e'_i| - (2^{S'_i} \times C(M_i)), & \text{if } C(M_i) \text{ is even} \\
|e'_i| - (2^{S'_i} \times C(M_i) + 1), & \text{if } C(M_i) \text{ is odd}
\end{cases} \tag{22}
\]

9. Revert the stego sample into its original one, from the information of the processed original sample value of embedding \((x'_i)\) using \((23)\). Equivalent to that in the embedding process step 10 in Section 3.2, is that \(P_x'_i \neq x'_i\).

\[
x_i = \begin{cases} 
P_x'_i + (2^{S'_i} \times C(M_i) + x'_i), & \text{if } P_x'_i < x'_i \\
P_x'_i - (2^{S'_i} \times C(M_i) + x'_i), & \text{if } P_x'_i > x'_i
\end{cases} \tag{23}
\]

10. Convert the decimal value to its binary representation \((b)\) by using \((24)\).

\[
b_i = \text{dec}2\text{bit}(d'_i) \tag{24}
\]

11. Repeat the process from step 2 to step 10 until the first sample of Selected area \((S)\) has been processed.

12. Construct the original audio file.

13. Construct the payload data.

4. Experimental analysis

The proposed method is evaluated by using some scenarios, whose design can be described as follows.

4.1. Experimental design

The experiment takes input consisting of two file types. The first is audio files to be the cover, taken from a public data set [47], which comprises 15 audio files, each of which plays 3 seconds. In more detail, this data set comprises three genres: Classical, Country-Polk, and Pop-Rock; each of them plays five instruments: Acoustic Guitar, Voice, Saxophone, Piano, and Cello, as depicted in Table 1. In this research, the audio covers are in the form of 16-bit depth mono audio of *.wav files, whose frequency is 44100 Hz. This construction is the same as other research, such as [23]. The second is payload files in a binary format. This payload is constructed by various sizes of data, from 1 kb to 100 kb, representing different types of secret data to protect, as shown in Table 2.

Controlled variables in this experiment are threshold value \((T)\), total reserved sample on the first sample \((r_1)\), and the last sample \((r_2)\). So, we conduct 2 types of experiments. The first is to observe the effect of neighboring samples or reserved samples value on the quality of stego-audio by using 6 random audio files (from the previous 15) and 1 payload data with a size of 300 kb. The second is to compare this method with previous ones by using 15 cover audio files and 11 text-based payload data.

In the experiment, the range of total reserved samples \((r_1\) and \(r_2)\) to use is 1-100, with a threshold value starts from 0. This experiment serves 2 purposes: to observe the effect of total reserved samples used on the quality of the stego audio and to find the best total reserved samples to be taken throughout the second experiment. Each payload in Table 2 is embedded in all audio covers in Table 1. Therefore, we have data representing the quality of each corresponding stego audio resulting from each combination of them. The quality factor closely relates to the capacity because a higher quality stego file can carry more payloads before its value falls to the minimum threshold (see Section 5).

Similar to other research, the quality is represented by Peak Signal to Noise Ratio (PSNR) in dB, whose value is inversely proportional to the Mean Square Error (MSE). Their formula is depicted in \((25)\) and \((26)\). Here, \(x(i,j)\) and \(x'(i,j)\) depict respectively the cover and the stego samples located in \((i,j)\). It is worth noting that the audio samples are in 1D, instead of 2D, unlike images. So, the value of both \(m\) and \(n\) follow this characteristic. Here, the higher the PSNR value, the better the quality. It means that the stego is closer to its original cover.

Before starting the experiment, the variable values need to be initialized, such as the number of neighboring samples and the tolerance value. Initially, the tolerance value is set to 0 so that all samples can be embedded with a few bits as possible.

\[
\text{MSE} = \frac{1}{m \times n} \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} [x(i,j) - x'(i,j)]^2 \tag{25}
\]

\[
\text{PSNR} = 10 \times \log_{10} \left( \frac{\text{MAX}^2}{\text{MSE}} \right) \tag{26}
\]

4.2. Number of neighboring samples

To determine the neighboring samples, we conduct a separate experiment specifically to find the best number of neighboring samples that will be carried out through the whole experiment. It can be done...
Table 1. Audio Data Set

| Cover No | Audio cover | Genre, Instrument       |
|----------|-------------|-------------------------|
| 1        | Audio 1     | Cello, Country-Folk     |
| 2        | Audio 2     | Cello, Classical        |
| 3        | Audio 3     | Cello, Pop-Rock         |
| 4        | Audio 4     | Acoustic guitar, Country-Folk |
| 5        | Audio 5     | Acoustic guitar, Classical |
| 6        | Audio 6     | Acoustic guitar, Pop-Rock |
| 7        | Audio 7     | Piano, Country-Folk     |
| 8        | Audio 8     | Piano, Classical        |
| 9        | Audio 9     | Piano, Pop-Rock         |
| 10       | Audio 10    | Saxophone, Country-Folk |
| 11       | Audio 11    | Saxophone, Classical    |
| 12       | Audio 12    | Saxophone, Pop-Rock     |
| 13       | Audio 13    | Voice, Country-Folk     |
| 14       | Audio 14    | Voice, Classical        |
| 15       | Audio 15    | Voice, Pop-Rock         |

Table 2. Various Sizes of Payload.

| Payload no | Size (kb) |
|------------|-----------|
| 1          | 1         |
| 2          | 10        |
| 3          | 20        |
| 4          | 30        |
| 5          | 40        |
| 6          | 50        |
| 7          | 60        |
| 8          | 70        |
| 9          | 80        |
| 10         | 90        |
| 11         | 100       |

Fig. 9. Comparison of the average PSNR values generated by various numbers of neighboring samples.

by comparing the average PSNR value from some values in the range of the determined neighboring samples. For this purpose, we use six random cover audios and one payload file containing 300,000-bit data, and then compare the value between 1 and 100; thus, we generate 600 stego audio files. Based on the generated data, then we calculate the average PSNR and compare it with each other. The result is presented in Fig. 9, which shows that their performance is not significantly different. We find that the best PSNR value is obtained when the number of neighboring samples is 3. In this number, 87.59 dB is obtained. Furthermore, this number of samples is relatively small, which is good. So, it is used throughout the entire experiment.

4.3. Quality of the stego audio and its corresponding capacity

After embedding all sizes of payloads in Table 2 to each audio cover in Table 1, we obtain the PNSR values, which can be plotted in Fig. 10. Firstly, this result shows that the payload capacity reduces the quality of the stego file, which has been predicted before. For example, by taking 1 kb, the quality of the resulted stego files is the best for all types of covers, which is, on average, 120.22 dB, while 100 kb results in 100.55 dB.

Nevertheless, the distance of the PSNR values being generated by each capacity of payloads is not similar, even though this payload capacity increases uniformly (see Fig. 11). That is, the higher the number of embedded bits, the lower the decrease of PSNR values. For example, embedding 1 kb, 10 kb, and 20 kb produce 120.22 dB, 110.53 dB, and 107.53 dB, which means that the drop is 9.69 and 3.00, respectively. Finally, by using 90 kb and 100 kb, the obtained PSNR values are 101.01 dB and 100.55 dB, respectively, and their difference is 0.46. It is predicted that this pattern also applies to larger payload sizes. It can be inferred that in a certain number of bits, the quality of the generated stego file is relatively stable.

4.4. Audio genres

In this scenario, we evaluate the relation between the performance of the proposed method and the genre of the audio covers for various sizes of the payload, whose result has been depicted in Fig. 10. According to these data, the stego files of Audio 4 (Acoustic guitar, Country-Folk) are often slightly better than others. However, we see no specific pattern of this trend; we see that audio genres may not significantly affect the quality. In more detail, the difference between the maximum and the minimum PSNR values of each payload size for various genres is less than 0.4 dB; the standard deviation calculated based on 1 kb is 0.13, while that of other payload sizes is even less than 0.05. It is known that those stego files are relatively uniform, regardless of the audio genres.

It is different from that of [23] in that the quality relies on the genre. Nevertheless, they may be incomparable because the fundamental theorem of [23] is quite different. Furthermore, that research applies an interpolation scheme, which makes the number of samples two times bigger, while in this proposed method, it is constant. Therefore, the size of the stego file of this proposed method is relatively the same as that of its corresponding cover, which means that it looks like a conventional audio file.

4.5. Other research

Further evaluation is performed by comparing the performance of the proposed method with other research [24, 25, 28, 29]. For this purpose, we implement them whose experimental results, along with that of the proposed method, are provided in Fig. 12, which shows the average of their PSNR values. As shown in Fig. 12, the proposed method can maintain the audio quality in PSNR to at least 100 dB. With the same amount of payload data embedded, the research in [29] achieves about 43 dB of PSNR value, while that in [28] is around 35 dB. Similar to that of [24, 25], the PSNR value generated by the proposed method slightly decreases along with the increase of the payload size. However, its value is still higher than that of [24, 25].
It is found that this significant difference in quality is mainly caused by the design of the mirroring process in the proposed method. This process has also made almost no difference whether the prediction error value is relatively small or big. To enhance its quality further, we also distribute the payload data to be embedded almost evenly on every sample. Also, both of these methods [28, 29] maintain a stable PSNR value as the payload size increases. According to the average of the PSNR values in Fig. 12, it can be inferred that the proposed method can hold any size of payloads better than others especially for a smaller payload it is much better.

Next, we take the highest PSNR value that [28, 29] and [24, 25] can achieve, which is done respectively by using Audio 2 and Audio 13 as the cover. Figs. 13 and 14 depict this performance along with that of the proposed method. In Fig. 13, it is shown that by using this cover only, the PSNR value of both [28] and [29] increases to about 47 dB and 68 dB, respectively, while that of the proposed method is relatively stable, similar to its average value. It means that the proposed method generates the stego files whose quality is the highest among them for all audio covers. Similar to this pattern, the proposed method is also better than others, as depicted in Fig. 14.

5. Discussion

Unlike in [29], some changes are made in this proposed method, such as the sampling method, determining threshold value, determining sample distribution, and the embedding method itself. The result of sampling is not processed, as its range values vary from a negative to a positive integer, but instead, it is normalized into all positive integers so that the calculation can be made simpler. Furthermore, the threshold value is not determined by basic information from previous research, but instead, it uses the information that has been processed, such as the average bit per sample that can be embedded from both perspectives (either payload or cover side). Thus, this scheme does not form a prediction error histogram for further calculation on the threshold. Samples are processed almost the same as in PEE without further dividing into cross and dot sets.

The proposed embedding method also utilizes the concept of continuous mirror embedding so that the fewer bit data being embedded in a sample, the less of a difference for the stego-audio. Moreover, this method also evenly allocates the bit rate per sample, resulting in the maximum usage of every sample in an audio file. Meanwhile, some samples that are considered overflow or underflow are processed further.

Overall, capacity and quality are two main focuses in this research, which relate to each other. If the stego file has a better quality for the specified level, then it means that it can carry more data (higher capacity) for that respective quality level and vice versa. Let \( Q_c \) and \( C_c \) be respectively the quality and the corresponding capacity of a stego file, and \( Q_{\text{min}} \) is the minimum allowed quality level. A better RDH method can take more data before the stego file quality \( Q_c \) decreases to \( Q_{\text{min}} \); while another RDH method may only take small data, but its \( Q_c \) drop to \( Q_{\text{min}} \) quickly. Therefore, this proposed method works on these two factors as described in the previous sections.

6. Conclusions

In this paper, we proposed a Prediction Error Expansion-based data hiding scheme. Furthermore, we improved the embedding method by twisting Reduced Difference Expansion into a new method that we called Mirror Embedding in order to maintain a better quality of the
The embedding capacity in this method depends on the average bit per sample on the cover’s perspective side, which can be either relatively big or small, depending on the cover audio itself. The performance of the proposed method is satisfying. By embedding 100,000-bit data inside a three-second audio clip, the PSNR value can still be maintained above 100 dB. The usage of mirror embedding has proven effective in maintaining and increasing the PSNR value by embedding the bit data as close to the actual sample as possible. Furthermore, the concept of distributing bit data evenly among the audio samples has made the embedding capacity looks dynamic, thus raising the PSNR value even more. Besides, the bigger the payload data size, the lower the quality of the stego-audio will be. Moreover, as long as the bit per sample value from the payload perspective side is not higher than that of the cover perspective side, the payload data can be embedded completely.
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