Applying Support Vector Machine Algorithm on Multispectral Remotely sensed satellite image for Geospatial Analysis
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Abstract. In this research support vector machine (SVM) method apply to classify the satellite image and produce land use and land cover (LULC) map. The used data is the multispectral Landsat-8 OLI satellite image with a spatial resolution of (30 x 30)m². However, the Karbala city was the study area. The SVM Applied with the default parameters of Kernel type, gamma in kernel function, penalty parameter and classification probability threshold. The SVM method achieved high accuracy in separating the categories of the study area based on the test samples collected from the study area in the Karbala province, Iraq. The classification training sites were selected based on visual interpretation and Google Earth Program. The image classification carried for six classes of the study area (Urban Area, Vegetation Area, Soil -1, Soil -2, Water Bodies and Roads). The results show a good accuracy of using SVM method based on relying on the capabilities and the precision of each pixel within the categories. The result evaluation was performed using the confusion matrix, the Kappa coefficient and the overall were 0.89 and 90.61% respectively. The SVM method is able to classify the land use and land cover of the study area with good and accurate results.

1. Introduction

One of the most important applications of remote sensing is the classification of land use and land cover, it has been used in many wide applications, the most important of which are urban planning, environmental change studies and classification of natural resources. So, the used classifier must have the ability to classify pixels into categories for the study area [1-4]. When choosing the classification method, consideration must be given to the classification speed, accuracy and practical application, there are several methods of classifications including the artificial neural network (ANN) and the maximum likelihood (ML) [5],[6]. These methods may not be without flaws despite their quality, for example ML requires a large training area and assumes that the data is normally distributed, as well as ANN method, it is exposed to the problems of the local minima line [7]. Many scientists have found methods and techniques to develop classification
methods for LULC mapping, among those methods that have taken great interest is SVM [8]-[10]. The SVM method is characterized by its ability to search for the super plane using a minimal training area and is characterized by fast processing time, it does not require assumption of data type and is able to solve the problem of misclassification because it develops effective decision boundaries [11]. This is done by finding the optimal separation between the superlative layers, depending on the training cases, the support vectors that are present on the edges of the training, excluding other cases [12-15]. Figure 1 below shows the basis for how SVM works.

Figure 1. Basic work of SVM [23]

Figure 1 above shows the simplified method for the basis of SVM work in class separation, where the training data is divided into two categories and as shown in Figure (1) in blue and green colors, where the super-optimal level separates the data set into the two categories with a specific margin width and as shown in the bold slash, and this process is done by computer programming and works SVM, provided that the distance between the classes and the boundary is greater to the nearest training points to obtain good results. The data are considered linearly separable as shown by equations 1,2 and 3 below [16].

\[ W \cdot X_i - b = 1 \]  
\[ W \cdot X_i - b = 0 \]  
\[ W \cdot X_i - b = -1 \]

Where \( W \) = represents a vertical vector on the hyperboloid plane, \( X_i \) = Dimensional space \( i \)  
\( b = \text{bias function} \)
The effectiveness of SVM was proven by Maulik and Debasis, (2017) [17], they conducted research using SVM and ML, and the results showed the superiority of SVM. Deiimai et al. (2014)[18] explained that SVM was able to produce reliable cover by conducting a study of the core of Malaysia, where two types of classification algorithms were used, SVM and ML, to classify the above region by comparing the classification results for both algorithms SVM gave results that outperformed ML with overall accuracy of 91.67 % and a kappa coefficient of 0.86. Also SVM was used by Ali and Jaber (2020) [19] to classify the land cover maps to monitor the changes that occur in the wet areas, the SVM gave good results in classifying the study area, Lake Razazah, Iraq, and the study area was divided into five categories: deep water, shallow water, agricultural lands, saline soils, and arid lands. Abbas and Jaber (2020) [20] conducted a study to compare three classification algorithms, SVM, ML, and Minimum distance (MD) to select the best classifier for a part of Al Hilla, Iraq. A comparison of classification results found that SVM achieved the highest classifier accuracy.

The aim of this research is to classify the satellite image of Landsat-8 satellite in order to estimate the LULC thematic map of the study area using the SVM method and the selected training and testing sites

2. Methodology and Material
In this research we used a multi-spectral image obtained from the Landsat 8 satellite, with a spatial resolution of 30 x 30 meters, obtained on July 13, 2020 freely from the USGS Agency. The image contains 11 bands. Only three bands were used because they are sufficient for the purpose of this research. The study area was Karbala city, it located in Karbala province, Iraq. It is located between of longitude 44°02′- 44 40° E and latitude of 32°37′- 33 31° N. The Karbala city has area about of 5,034 km² and population about of 1.219 million in 2018.

In this research, it is started with (1) the pre-processing steps; layer stacking, image sub-setting, (2) for processing steps, it was applied the geometric and radiometric corrections to prepare the image for further processing and analysis. The geometric correction was done by control points based on the corrected images, (3) the post-processing step, it started by dividing the study area into six categories; urban area, vegetation area, soil-1, soil-2, water bodies, and roads. The study samples were chosen by visual tracking. The SVM algorithm was applied with the default parameters of Kernel type, gamma in kernel function, penalty parameter and classification probability threshold, then (4) the confusion matrix was adopted to perform the accuracy assessment of the classified image, Figure (2) shows the methodology’s flowchart of the study area, and Figure (3) show the location of study area.
3. Results and Discussion
After performing all the steps of the pre-processing and processing stages, the image became ready to conduct further processing stage as shown in Figure 4. In this step the multispectral Landsat-8 satellite image was classified into six classes to estimate the LU/LC thematic map of the study area. The training sites were selected for each single class of the six categories. Then the supervised pixel based classifier was employed to classify the satellite image using the SVM method. Table (1) shows the selected training sites from the Landsat-8 satellite image to involve into image classification for each single class of the six classes. Figure (5) below represents the classified image.
Figure 4. The study area corrected satellite image

Table 1: Collected training sites from the Landsat-8 satellite image

| Class         | Color | Pixels | Polygons     |
|---------------|-------|--------|--------------|
| Urban Area    | Red   | 4.848  | 16/4.848     |
| Vegetation    | Green | 23.275 | 14/23.275    |
| Water bodies  | Blue  | 6.625  | 6/6.625      |
| Soil-1        | Yellow| 19.077 | 10/19.077    |
| Soil-2        | White | 8.650  | 09/8.650     |
| Roads         | Black | 1.571  | By points    |
In the next stage, the testing sites were selected to perform the evaluation of the produced results. The testing sites represent the real pixels and also it were randomly selected in order to evaluate the accuracy of the image classification throughout a comparison between the classified pixels with the corresponding testing sites (real pixels) by adopted the confusion matrix [21],[9].

The results were presented in different terms of producer accuracy, the Kappa coefficient and overall accuracy. All of the producer accuracy, the Kappa coefficient and overall accuracy can be calculated throughout using the equations (4, 5 and 6) below [12]:

![Figure 5. classifier image (MS) by SVM mothed](image)
Producer accuracy = $\frac{C_{a}a}{C^a}$ ……………………………………………………………………………..(4)

where, $C_{a}a$ equal to element at position ath row and ath column, $C^a = \text{column sums}$. However, the overall accuracy represents the total percentage of the pixels correctly classified, it is computed as the equation (2):

$$\text{Overall accuracy} = \frac{\sum_{i=1}^{Q} C_{a}a}{Q} \times 100\%.$$ ……………………………………………………………………(5)

where, the (Q) represents the pixels total number, and the (U) represents the classes total number.

The Kappa coefficient is computed using the equation (3):

$$K = \frac{\sum_{i=1}^{r} x_{ii} - \sum_{i=1}^{r} x_{i+} x_{+i}}{N^2 - \sum_{i=1}^{r} x_{i+} x_{+i}}.$$ ……………………………………………………………………..(6)

where $r$, represent no.of row in matrix, $x_{ii} = \text{the measuerment no. in row i and colum i}$, $x_{i+}, x_{+i}=\text{marginal totals for row i and colum i}$, $N=\text{total no. of observation}$ [22].

The outcomes of the confusion matrix present in Table (2) & (3).

| Class          | Urban Area | Vegetation | Water bodies | Soil-1 | Soil-2 | Roads |
|----------------|------------|------------|--------------|--------|--------|-------|
| Urban Area     | 7508       | 232        | 0            | 0      | 0      | 1411  |
| Vegetation     | 154        | 29778      | 666          | 198    | 0      | 122   |
| Water bodies   | 4          | 226        | 7733         | 56     | 0      | 0     |
| Soil-1         | 9          | 0          | 0            | 30543  | 16     | 13    |
| Soil-2         | 0          | 0          | 8            | 0      | 16623  | 0     |
| Roads          | 99         | 22         | 0            | 7      | 0      | 218   |
| Total          | 7774       | 30258      | 8407         | 30804  | 16639  | 1764  |

Table (2) represents the confusion matrix for pixels where the pixels representing samples for each category of the study area are observed as follows: (Urban area = 7774), (Vegetation = 30258), (water bodies = 8407), (Soil-1 =30804), (Soil-2 =16639), (Roads =1764).

| Class        | Ground Truth (percent) |
|--------------|------------------------|
| Urban Area   | 96.58                  |
| Vegetation   | 0.77                   |
| Water bodies | 0.00                   |
| Soil-1       | 0.00                   |
| Soil-2       | 0.00                   |
| Roads        | 0.00                   |
| Total (%)    | 79.99                  |
|              | 09.57                  |
|              | 01.98                  |
|              | 09.38                  |
|              | 09.38                  |

Table (3) represents the confusion matrix for pixels where the pixels representing samples for each category of the study area are observed as follows: (Urban area = 7774), (Vegetation = 30258), (water bodies = 8407), (Soil-1 =30804), (Soil-2 =16639), (Roads =1764).
Table (3) represents the percent confusion matrix, which represents the accuracy of the categories that are classified, for example: Soil-2, represents the highest percentage (99.99 %), and this indicates that it is a feature that gives different spectral properties that cannot be misclassified, while the Road represents the lowest percentage (12.36 %) and that its features are mixed with the features of other classes, which led to a misclassification. The rest of the classes got good accuracy.

Figure (6) & (7) show the result of each producer and user accuracies of each class of the LULC thematic map.

![Figure 6. The calculated producer accuracies of SVM method](image1)

![Figure 7. The outcomes of user accuracies of SVM method](image2)
From Figure (6) and (7) it seems the classes of water bodies and soil-1 have the highest values of producer accuracies, they were 91.89 and 90.9 respectively. The Roads class was indicated the lowest value of the producer accuracy with about of 80.36. However, Figure (7) reveals that the classes of vegetation area and water bodies have the highest values of the user accuracy. On other side, the urban area shows values about 88.05, it represents the lowest value of the user accuracies in this research. After calculating the parameters evaluating the accuracy of the classification of the SVM approach, it was obtained a high overall accuracy about 90.61% with kappa coefficient about of 0.89, it is proved throughout the classification results its ability to classify covers reliably and well and can be used by the subsequent research of the analyzes and planning studies.

4. Conclusions
In this research the SVM method was tested to estimate the LULC map in the city of Kerbala as the study area. It locates in Karbala province, Iraq. The adopted dataset was the multispectral Landsat-8 OLI satellite image with a spatial resolution of (30 x 30)m². The SVM Applied with the default parameters of kernel type, gamma in kernel function, penalty parameter and classification probability threshold. After the radiometric and geometric correction performed the classification training sites and testing sites were selected based on visual interpretation and Google Earth in order to involve both of these sites in the image classification and result verification. The image of the study area was classified into six classes (Urban Area, Vegetation Area, Soil -1, Soil -2, Water Bodies and Roads). The results show a good accuracy of using SVM method based on relying on the capabilities and the precision of each pixel within the categories. The result evaluation was performed using the confusion matrix, the Kappa coefficient and the overall accuracy were 0.89 and 90.61% respectively. The classes of water bodies and soil-1 have the highest values of producer accuracies, they were 91.89 and 90.9 respectively. However, the roads class was indicated the lowest value of the producer accuracy with about of 80.36. In addition, user accuracy reveals that the classes of vegetation area and water bodies have the highest values. On other side, the urban area shows values about 88.05, it represents the lowest value of the user accuracies in this research. The SVM method is able to classify the LULC of the study area with good and accurate results.
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