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Abstract

Most current Artificial Intelligence applications are based on supervised Machine Learning (ML), which ultimately grounds on data annotated by small teams of experts or large ensembles of volunteers. The annotation process is often performed in terms of a majority vote, however this has been proven to be often problematic by recent evaluation studies. In this article, we describe and advocate for a different paradigm, which we call perspectivism: this counters the removal of disagreement and, consequently, the assumption of correctness of traditionally aggregated gold-standard datasets, and proposes the adoption of methods that preserve divergence of opinions and integrate multiple perspectives in the ground truthing process of ML development. Drawing on previous works which inspired it, mainly from the crowdsourcing and multi-rater labeling settings, we survey the state-of-the-art and describe the potential of our proposal for not only the more subjective tasks (e.g. those related to human language) but also those tasks commonly understood as objective (e.g. medical decision making). We present the main benefits of adopting a perspectivist stance in ML, as well as possible disadvantages, and various ways in which such a stance can be implemented in practice. Finally, we share a set of recommendations and outline a research agenda to advance the perspectivist stance in ML.

Motivations and Background

Data annotation is the practice of (manually or automatically) labelling a set of digital representations of objects. The common pipeline for this kind of data work includes (Muller et al. 2021): data collection; the top-down definition of the pertinent classification schema, i.e., the eligible labels by which to annotate the collected data; the manual data annotation\textsuperscript{1} by some domain experts or larger groups of volunteers (as in case of crowdsourced annotation); and, crucially to our aims, label aggregation, that is producing one (or, in the case of multi-label learning, a set of) representative label for each object out of the multiple ones given by the annotators. This latter step is critical because disagreement among the annotators is anything but rare, especially in case of ambiguous phenomena to classify, such as texts, social media content (Chandrasekharan et al. 2017), or medical cases (Cabitza et al. 2019).

How to deal with disagreement in collaborative data annotation is a topic that has attracted some interest in the ML community, especially in case of crowdsourcing, e.g. (Sheng and Zhang 2019); that notwithstanding, the most common approach is one: to get rid of disagreement. This can be accomplished in a number of ways: better training of annotators, so as to improve their alignment and compliance with the classification criteria (Gadiraju, Fetahu, and Kawase 2015); conflict reconciliation and adjudication after collective discussion, followed by “some kind of consensus voting” (Muller et al. 2021); or simply by some variation of majority voting, even without the direct involvement of the annotators. This latter post-hoc technique, as drastic and trivial as it might look (or perhaps because of that and because it is the fastest and cheapest method), is also the most frequently performed in the process of ML ground truthing, that is the construction of the reference truth to be “learned” by the predictive system.

The main idea behind disagreement removal grounds on the ideal of truth for which a “higher-quality ground truth is one in which multiple humans provide the same annotation for the same examples” (Aroyo and Welty 2015), and on the corresponding idea that different (and contrasting) labels for the same cases indicate that some errors occurred, committed by the raters who do not agree with the majority of coworkers: non-perfect performance necessarily introduces a sort of bias – usually called label noise (Kahneman et al. 2016), label bias (Freeman et al. 2021) or annotation bias (Hube, Fetahu, and Gadiraju 2019). This “noise” affecting annotations could be possibly due to cognitive biases (Draws et al. 2021); or to differences in the raters’ background or experience (Gurari and Grauman 2017); or to the quality of task instructions and how these latter are followed (Kairam and Heer 2016). The idea of disagreement as a sign of bias has inspired specialized academic initiatives (Draws et al. 2021) and various bias mitigation and removal strategies (Sheng and Zhang 2019), whose common element is trust in the tenet of “collective intelligence”: the judgment of many is usually more correct than that of individuals.

However, the above idea of noise could be wrong and the common wariness of disagreement be based on the two fal-
lacies pointed out by (Aroyo and Welty 2015): first of all, that there is always only “one correct interpretation for every input example”; and second, that “disagreement is bad” and should be always avoided or reduced.

In fact, real-world settings show that disagreement is unavoidable and essentially irreducible, especially when the objects to classify are so complex that most of the raters can actually get them wrong, and the real experts are a minority (Basile 2021; Cabitza et al. 2019); or when the objects are so ambiguous, as it often happens in Natural Language Processing (NLP) (Artstein and Poesio 2008), emotion recognition (Cabitza, Campagner, and Mattioli 2022) or Computer Vision (Yun et al. 2021), that disagreement between annotators may embed valuable nuances challenging the very idea of clear-cut classification (Aroyo and Welty 2015). Moreover, the ambiguity and complexity of objects and cases to be interpreted can lead to high disagreement among raters not only in the notoriously subjective domains mentioned above, but also in seemingly objective disciplines like medicine or engineering: for instance, as considered in (Chernova and Veloso 2010), training a self-driving vehicle may involve states in which multiple actions are perfectly reasonable; Schaeckermann et al. (2019) reported a disagreement rate of over 50% in the identification of Parkinson, which could not be completely eliminated even after Delphi-like group deliberation; similarly, Cabitza et al. (2019) reported poor agreement between clinicians even in merely descriptive tasks, when they were called to describe electrocardiograms they had just read or surgical operations they had attended in presence. This entails concerns regarding the potential lack of fairness or representativity (Balayn, Bozzon, and Szlavik 2019) of the majority judgment, or about the embedding of biases in the ML models developed on these data.

As discussed in a recent survey (Paullada et al. 2021), the “data” aspect, and the previously described associated issues, has always been a critical aspect of the ML development but it remains overlooked, both extensively mishandled in practice and ignored in theory. To address this gap, a number of similar initiatives have recently focused, and invited scholars to focus, on the data annotation processes: the Data Nutrition Project (Holland et al. 2018); the Model Cards (Mitchell et al. 2019); the Data Statements (Bender and Friedman 2018); or the Datasheets for Datasets (Gebru et al. 2021) initiative, followed by IBM with their AI FactSheets (Richards et al. 2021) and Andrew Ng with his recent proposal of Data-Centric AI.

These initiatives are all aimed at raising awareness for the need of greater attention and transparency in regard to the data production process and the annotation tasks, including the need to document in which (technical, social, economical and political) context the data were collected and how annotation was actually performed. However, they are limited to this. To complement but also exceed these approaches, we propose and argue for a paradigm shift: moving away from monolithic, majority-aggregated gold standard datasets, and adopting methods that more comprehensively and inclusively integrate the opinions and perspectives of the human subjects involved in the knowledge representation step of ground truthing.

As we will see in what follows, our proposal comes with important and still-to-investigate implications: first, supervised models equipped with full, non-aggregated annotations have been reported to exhibit a better prediction capability (Akhtar, Basile, and Patti 2020), in virtue of a better representation of the phenomena of interest; secondly, new techniques for AI explainability can be devised that describe the classifications of the model in terms of multiple and alternative (if not complementary) perspectives (Noble 2012); finally, we should consider the ethical implications of the above mentioned shift and its impact on cognitive computing, whereas the new generation of models can give voice to, and express, a diversity of perspectives, rather than being a mere reflection of the majority (Noble 2012).

In short, our main contributions are as follow: we review existing state-of-the-art approaches in crowdsourcing, multi-rater labeling and similar settings in ML; we discuss a novel conceptual framework (perspectivism) which unifies and extends previous work and outline our proposal for a novel perspectivism research program in ML that goes beyond just learning from disaggregated labels, e.g. by including perspectivism in the evaluation step; we describe future directions to exploit the richness of multi-rater labelling and turning disagreement into a valuable resource for more comprehensive and representative ground truthing in supervised ML.

### Strong and Weak Perspectivism

As anticipated above, in this paper we propose what we denote as a perspectivist approach to ground truthing and learning, that is in producing ground truths and learning from them models for supervised classification tasks based on Machine Learning (ML) methods and techniques. This general stance can be articulated in two main versions, which could be connoted as either a weak or strong approach (see Figure 1).

A weak perspectivist approach is adopted when researchers involved in ground truthing are not content to collect a single label for each object to be classified, that is to produce a gold standard label set; but rather aim to collect as many raters and annotations as possible, i.e., to build what in (Campagner et al. 2021) has been called diamond standard (see Figure 1). We emphasize the distinction between raters and annotations because, as simply as it can be, raters could express more than one label for a given object to classify (Dumitrache, Aroyo, and Welty 2018) (also as a way to express their indecision in case of strictly alternative labels), or they could expressly be asked to rank available labels in terms of pertinence or to associate each class with a confidence/probability level.

One could rightly wonder why ML researchers would want to collect such redundant information about the phenomena for which they design and develop decision support systems which are usually aimed at improving human decision making by proposing the one best label for each object to classify (Aroyo and Welty 2015). For now, we are not
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2For an extended version, see https://arxiv.org/abs/2109.04270.
going to dispute the assumption that conceiving the output of such systems as single labels is the best way to improve human decision making\(^3\); even when the output must be a single label, ML researchers could want to collect multiple labels for single objects to classify when they deem relying on single judgments either too limiting (like in multi-label tasks, where labelling categories are not disjoint and they overlap to some extent) or too error-prone (Vaughan 2017).

The above mentioned situations could arise for two main reasons: 1) distrust in the raters involved, as it can be the case in crowdsourcing initiatives or questionnaire-driven studies where researchers cannot oversee the annotation task or ensure its accuracy (Vaughan 2017); 2) the recognized variability of the phenomenon of interest (Aroyo and Welty 2015), that is the recognition that different raters could classify the same object differently, and not necessarily because they are wrong.

Indeed, and most relevantly, ratings can differ not only because the raters are fallible, but also for a number of other factors, among which we recall: the intrinsic ambiguity and complexity of the phenomenon, including the so-called cumulative mess, that is the condition in which the same object can legitimately be classified as many things at the same time (Bechmann and Bowker 2019); the (in)stability of the phenomenon over time; the complexity of the task, also in terms of number of distinct states or configurations of the phenomenon to detect and of the focus and attention that is requested to the raters, and their necessary proficiency to detect and understand the phenomenon; the raters’ susceptibility to somehow systematic cognitive biases, both at individual and team level, like overconfidence, confirmation and availability bias, anchoring and halo effects (Eichhoff 2018), as well as to more contingent and context-driven external factors (what Kahneman et al. (2016) have denoted as chance variability of judgments, or “decision noise”).

Thus, collecting multiple labels from a sample of individuals can help ML researcher get a sample of perceptions, opinions and judgments that could be maximally representative of the population of interest (in terms of both the annotators and the annotated objects). We note that representativeness cannot be given for granted with case-wise majority voting. For instance, in a crowdsourcing study (Cabitza, Campagner, and Mattioli 2022) in the emotion recognition field, we observed that the involved raters agreed with the majority judgement only less than once in two times (average alpha: .44) on average. A similar agreement was observed also in a radiological study (Cabitza et al. 2020), where the authors involved 13 experts to diagnose 427 images: there the average agreement was higher (alpha: .76) but no radiologist agreed with the majority decision more than 89% of cases. In both these cases (not at all extraordinary), majority ground truth poorly represented everyone involved in ground truthing, or it properly expressed the judgments of only very few raters.

Weak perspectivism would then advocate the production of gold standards by considering and taking into account multiple perspectives, ideally the judgments of all, equally. This does not necessarily require to make each perspective symbolically explicit, in terms of multiple labels: a meeting where multiple experts are invited to share their opinion about an object would be perspectivist as long as all people involved could express their opinions and views in a discussion, which could then be summarized into single positions. Likewise, a weak perspectivist approach would require to
collect multiple labels from a corresponding number of observers or raters but then would combine these labels and select one single label for each object to be annotated, mostly by some kind of majority voting (e.g., weighted voting). This process has been called perspective reduction in (Campagner et al. 2021) and entails the observation that collecting multiple labels could also allow to draw the right labels on the basis of qualified majorities for the sake of higher accuracy.

On the other hand, we would speak of strong perspectivism whenever the researchers’ aim is to collect multiple labels, or multiple data about each class, about a specific object, and keep them all in the subsequent phases of training or benchmarking of the classification models. Doing so certainly impacts model training and evaluation, but can be realized in several ways, of varying complexity (Campagner et al. 2021; Sudre et al. 2019; Uma et al. 2020). The easiest way, that is the most backward-compatible way that does not require ad-hoc implementations, is to apply data augmentation schemes (Nishi et al. 2021), such as replicating each object in the training set to reflect the number of times this object has been associated with a certain label by the raters; nonetheless, also other methods have been proposed in the literature, that we will better describe in the following sections.

**Review of Perspectivist Approaches in AI**

As we extensively discussed in the introduction, the scientific communities interested in ML, like NLP, Computer Vision (CV) and medical informatics, have traditionally relied on gold standard datasets to design, develop and evaluate supervised models: these datasets have usually been obtained by the annotation of a single rater or by means of the majority aggregation of few raters. By contrast, the reliability of these gold standard, and their representativeness for the real task under consideration, have scarcely been questioned.

In the recent years, however, due to the huge increase in raw data availability, the increasing reliance on crowdsourcing and similar annotation protocols has highlighted the issue of observer variability in Machine Learning tasks (Cabitza et al. 2019; Schaeckermann et al. 2019), an issue which was already well known in certain settings such as the computational linguistics (Artstein and Poesio 2008) and medical ones (Cabitza et al. 2019). Most relevantly, Aroyo and Welty (2015) posited seven “myths” regarding human annotation, a set of principles that traditionally guide data annotation — including the assumption of single possible ground value per case (that is, the one-truth assumption), and the overarching goal of avoiding disagreement at all cost — but ultimately hinder the creation of rich datasets that account for human subjectivity. Yun et al. (2021) showed that the majority-aggregated labels in the original ImageNet dataset are not representative of the images in the dataset, due to observer variability and the un-reliability of the annotation process; Svensson, Figge, and Hübner (2015) noted the influence of observer variability on the performance of Machine Learning in a task of cancer detection and proposed ways to measure model performance in settings affected by variability; Schaeckermann et al. (2018) noted the large observer variability in tasks as different as sarcasm detection and Parkinson diagnosis, showing how weak perspectivism solutions (in particular group deliberation) could reduce some sources of disagreement and improve label annotations.

While many works, and specifically those focusing on the crowdsourced learning setting, have adopted a weak perspectivist stance for the development of ML methods able to account for this observer variability (Sheng and Zhang 2019); the need for ML methods explicitly taking into account a strong perspectivist approach, however, has only recently started to become a focus of research. Akhtar, Basile, and Patti (2020) showed that a strong perspectivist approach to model training may also lead to performance improvements. Similarly, Kocón et al. (2021) proposed to leverage non-aggregated data to train models adapted to different users, in what they call “human-centered approach”; Sudre et al. (2019), Gordon et al. (2022) and Guan et al. (2018) proposed multi-task approaches to deal with observer variability and dissenting voices, showing how jointly learning the consensus process and the individual raters’ labels improves classification accuracy and representation; Sachdeva et al. (2022a) and Kralj Novak et al. (2022) showed how accounting for disagreements among raters may more accurately represent performance of ML models in hate speech detection and also improve the identification of target groups; similarly, Rodrigues and Pereira (2018) proposed a novel deep learning model that by internally capturing the reliability and biases of different annotators achieves state-of-the-art results for various crowdsourced datasets; Peterson et al. (2019) showed that accounting for raters’ disagreement and uncertainty may lead to generalizability and performance improvements in CV tasks; Uma et al. (2020) proposed the use of soft losses as a perspectivist approach for the training of ML models in NLP tasks, while Campagner et al. (2021) proposed a soft loss ensemble learning method, inspired by possibility theory and three-way decisions, for the training of ML models in perspectivist settings; similarly, Washington et al. (2021) showed how the use of soft-labels, that is distributions over labels obtained by means of crowdsourcing, could be useful to better account for the subjectivity of human interpretation in emotion recognition tasks.

In a similar direction, recent work explicitly explored the impact of strong perspectivism on the development and evaluation of supervised models, also from a more conceptual perspective. In particular, in Basile (2021) experiments are presented in support of the thesis that disagreement in annotation may come from the subjectivity of a task to varying extent, and therefore it should not be cast away as noise in the data, but rather it should be systematically accounted for at evaluation time. Sommerauer, Fokkens, and Vossen (2020) note how, for some tasks, “disagreement is not only valid but desired” for the information it carries,
and proposes an alternative evaluation metric for annotation quality based on answer coherence. Similarly, *disagreement convolution* (Gordon et al. 2021) incorporates disagreement fully into the evaluation pipeline, showing that on natural language tasks related to toxicity and misinformation the performance of traditional ML models is often overstated. Furthermore, Basile (2021), Rizos and Schuller (2020) and Sachdeva et al. (2022b) showed an additional advantage of strong perspectivism in supervised learning, namely its potential impact on the interpretability and fairness of the models. In experiments on real data (annotated corpora of hate speech), Basile (2021) showed how individual labels can be used to cluster the raters by affinity, leading to the emergence of patterns that helps identifying socio-demographic aspects of the raters themselves, which are in principle opaque, especially in a crowdsourcing scenario, while Sachdeva et al. (2022b) showed how the same information could be useful to assess annotator identity sensitivity and thus identify biases in annotation patterns; also Rizos and Schuller (2020) described how a similar approach could be used to detect biases in the data and labels provided by raters. Far from being an exhausted topic, the discussion over perspectivism has recently been fostered, among other venues, at international workshops such as *Investigating and Mitigating Biases in Crowdsourced Data*⁵ (ACM CSCW 2021) and the 1st Workshop on Perspectivist Approaches to NLP⁶.

### Looking at the Two Sides of the Same Coin

As anticipated above, a perspectivist approach to ground truthing requires to preserve the classification multiplicity instead of getting rid of it by majority voting (if original labels have been produced) or consensus surveys (if original labels do not exist). Obviously, as we previously highlighted when discussing the related works setting the background for our proposal, this comes with some advantages and also some shortcomings, which we discuss in what follows.

The main benefits of the perspectivist approach are:

1. To provide a theoretical backbone that recognizes and accepts the categorical irreducibility of some phenomena. This is especially relevant to those phenomena which exhibit a natural ambiguity, such as many tasks in NLP (Artstein and Poesio 2008), or seemingly inconsistent clinical manifestations (Cabitza et al. 2019);
2. To extract valuable knowledge from what it is usually discarded as noise (cf. label noise (Kahneman et al. 2016)), i.e., disagreement. Such extra information is valuable for a decision support to be more useful in border-line and complex cases;
3. To avoid to ratify and legitimize the opinion of raters belonging to a majority group, re-iterating their truth in seemingly objective advice. Instead, the perspectivist approach aims at giving voice to the few who hold a minority view (Noble 2012), or to those who are intimidated in collective debates;
4. To be able to build models that learn typical human error patterns (if it is plausible to define “errors” on the basis of minority stances) and use this information as a form of decision support;
5. To be able to develop models that can leverage label-uncertain (Uma et al. 2020), fuzzy (Campagner et al. 2021) or soft (Washington et al. 2021) data to improve performance, generalizability and robustness;
6. To allow for cautious methods that represent the uncertainty in the considered phenomena, and provide decision makers with useful advice, that is methods that can improve trust, enhance user experience, and possibly mitigate the risk of automation bias and deskilling.

Since there is no rose without thorns, here we enumerate the main shortcomings that are associated with a perspectivist approach to supervised ML.

1. Need to involve multiple raters: this may represent an important bottleneck in terms of costs or time, and thus result to be impractical or expensive in some domain (e.g., medicine) or when dealing with large datasets;
2. Incompatibility with standard ML approaches, which are usually not designed to take into account multiple perspectives or annotation, and need to design ad-hoc ML methods. While certain classes of learning algorithms (e.g. multi-label ones) may be able to handle multiple labels, it is not clear if these methods can be profitously applied in the perspectivist ground truthing setting;
3. More complex validation, due to the absence of a uniquely defined ground truth. While in some cases majority labels can be used as a benchmark (Svensson, Figge, and Hübler 2015), these may not be appropriate in strongly subjective or ambiguous settings.

### Recommendations and a Research Agenda

This article aims to disseminate a renovated interest for an alternative approach to ground truthing with respect to the “reductionist” one where multiple ratings collected about a single object are reduced into single labels. As we saw in the previous section, this approach entails both advantages and challenges, posed by the will to cope with information richness and manage complexity (also in terms of redundancy, uncertainty and inconsistency) instead of getting rid of it, in light of the research that we presented in our review. In this section, in lieu of a conclusion, we proceed with two sections that shed light on the future: we present a set of agile recommendations for those willing to adopt a perspectivist approach to their ground truthing tasks; and then we propose a number of possible proposals calling for further research and contributions.

**Recommendations**

In what follows, we share some recommendations to embrace a perspectivist stance in ground truthing. While the impact of some of these practices must still be soundly evaluated, we also mention some of the main studies providing preliminary evidence supporting the recommendations, when available.
• Design annotation schemes that allow raters to associate objects with multiple labels, or also with a ‘none of these’ label, to account for multiple perspectives directly acknowledged by the single raters. Moreover, allow the raters to express a judgment of inadequacy of the available label set (see (Aroyo and Welty 2015));

• Involve enough raters. This can mean different things depending on the application domain: a number that allows for statistically significant majorities to emerge (e.g., at least 12 raters for dichotomous tasks) or a number of raters that allows to create a majority of superhuman accuracy, according to some estimate of the average accuracy of the raters (see (Cabitza et al. 2020));

• Involve heterogeneous raters, both in regard to their origin and culture as well as to their expertise and skills: different opinions are not always a source of noise, as asserted in (Kahneman et al. 2016), but rather of richness (Aroyo and Welty 2015);

• Evaluate and validate ML models also with respect to robustness, or their capability to adequately perform also on out-of-distribution data, that is data coming from settings other than where the training data were produced. If performance degrades on external datasets, this could suggest to adopt a perspectivist approach as a way to mitigate the risk that the models “overfit” to a non-representative sample of users;

• Report about the rater enrollment process and about the quality of their ratings in detail, describing the process of ground truthing in terms of: a) Number of raters involved to produce the labels; b) The raters’ profession and expertise (e.g., years from specialization or graduation); c) The incentive provided, if any; d) Particular instructions given to raters for quality control (e.g., which data were discarded and why); e) how long the labelling process took and, in the case of critical domains such as medicine and law, where and under what conditions it took place (e.g., controlled conditions, real-world interruptions); f) Any chance-adjusted measure of inter-rater agreement (e.g., Rho (Cabitza et al. 2020), Krippendorff’s alpha, Fleiss’ kappa); g) The labelling technique (e.g., majority voting, Delphi method, structured adjudication (Schaeckermann et al. 2019), consensus iteration or swarm intelligence). Other relevant information such as those indicated in the previously mentioned Data Statements (Bender and Friedman 2018) or Datasheets for Datasets (Gebru et al. 2021), and regarding for example the data collection and sharing details or the intended uses for the collected data, should also be reported;

• Collect additional information from the raters involved, so as to take into account of their perspective and way of seeing the objects at hand as comprehensively as possible. Examples of such side-information pieces that could be collected include the confidence expressed by the raters about each of their annotations in terms of an ordinal score, as well as other dimensions regarding the objects to classify (e.g., complexity, difficulty, rarity, relevance) along similar scales. These annotation metadata can be useful for multiple purposes: for instance, confidence scores can be used to weight the raters’ annotations in aggregating procedures (Campagner et al. 2021), or to detect the cases that were the most difficult ones to decide about (e.g., those associated with the lowest raters’ confidence); likewise, relevance or complexity scores can be used to detect those cases that it is most important that the ML model gets right (i.e., with a sufficient average accuracy) not to mislead its users.

• Interpret the concept of majority flexibly: as said above, majority voting can be weighted by either the raters’ confidence, or accuracy (which can be evaluated by either profiling, preliminary testing or even with respect to the majority of the others’ judgments taken as gold standard). However, even the idea of general case-wise majority could be challenged, e.g., by considering the largest coherent minorities, that is the majority opinion within the groups of raters who agree more on specific sub-partitions of the whole dataset.

These recommendations are complementary to those proposed by the Perspectivist Data Manifesto\(^7\), a collaborative initiative to promote a perspectivist research agenda in the AI community. In particular, the signatories of the above manifesto also recommend to create and distribute non-aggregated datasets, in order to foster the discussion on the principles of perspectivism among the research community and to facilitate experimental research in this direction. Finally, at a more general level, our proposal suggests to rethink any theoretical and experimental research work in artificial intelligence and machine learning under the perspectivist lens, asking questions such as whose opinion is the model relying on in its prediction? and their implications towards the ethics and responsibility of choices made with the support of predictive models.

**Open Problems for a Possible Research Agenda**

Finally, in what follows we delineate some possible open problems and research directions that we deem relevant to advance the perspectivist stance in artificial intelligence and machine learning:

1. First, and in connection with the manifesto mentioned in the previous section, we recommend the creation and dissemination of benchmark datasets that could be used to evaluate perspectivist ML models, possibly with respect to different data types (like images, texts, structured data) and for different classification tasks (e.g., detection, risk stratification, forecasting). Such datasets are obviously necessary for the evaluation of novel algorithmic proposals, but could be used also as benchmarks for setting up challenges, which have recently proven to be important drivers for the development of novel methodologies;

2. Disagreement (and possibly errors) in the multi-rater labels are part and parcel of the perspectivist stance to ground truthing. It is of interest to develop techniques and approaches that are able to exploit the multiple labels to understand and model how the raters err, or on which types of objects they disagree more, so as to develop
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learning models with the ability to predict the chance that
the raters would err on a new object;

3. The perspectivist stance in ground truthing amounts to
associating multiple labels to each object. However, es-
pecially in low-intersubjectivity tasks, a certain amount
of divergent labels is expected in, and may be intrinsic
to, the task, and a part of these could be due to errors,
inattention or negligence. Thus, it would be interesting
to develop ML models that are effectively able to dis-
entangle subjectivity from error, and also to characterize
(from a learning theoretic perspective) when this disen-
tanglement is possible at all;

4. In the literature, different algorithmic approaches able
to account for a perspectivist ground truth have been
proposed: these include data augmentation strategies
based on the replication of objects associated with
multiple labels (Nishi et al. 2021), ensemble learn-
ing methods (Campagner et al. 2021), or soft loss ap-
proaches (Uma et al. 2020). It would be interesting to
assess, on real-world problems and applications, the per-
formance of these (and other) approaches, so as to under-
stand their properties and the appropriateness of different
algorithms for specific tasks;

5. While some ways to evaluate perspectivist ML models
have been proposed in the literature (e.g., by evaluat-
ing the performance of ML models on objects associ-
ated with “overwhelming majorities” (Campagner et al.
2021; Svensson, Figge, and Hübler 2015), or by adopt-
ing soft loss metrics (Uma et al. 2020)), these proposals
should be unified to develop novel metrics that can better
take into account the (chance-adjusted) agreement rate
between the raters, or the presence of chance effects and
label noise;

6. Similarly to the above point, further research is needed
on the impact of observer variability on the predictive
performance of ML models. A particularly promising di-
rection regards the definition of generative models for
simulating this kind of variability: such models would al-
low to test for the robustness of perspectivist ML models
and get an estimate of the extent any model is “overfit-
ting” on either opinions that are not representative of the
user population or on partial aspects of the phenomenon
of interest.

7. A perspectivist ground truth could be seen as rich as it
is noisy. While standard measures of inter-rater agree-
ment (or similar measures, like entropy) can capture this
“noise” aspect within a diamond standard, these mea-
sures are not fully capable to represent the informa-
tional content and value of such multi-faceted informa-
tion (Campagner et al. 2021). Therefore, this approach
needs the definition of a theoretical framework by which
to evaluate the compromise between richness (in that the
more different perspectives, the better) and reliability (in
that multiplicity does not indicate confusion but comple-
mentarity). In doing so, learning-theoretic characteriza-
tions of perspectivist ML can be developed, which could
enable to understand when a given dataset can be reli-
able “ground” for sound decision support; or, conversely,
when its quality needs to be improved with some inter-
vention of decision hygiene (Kahneman et al. 2016), like,
e.g., aggregating judgements with methods that leverage
professional expertise;

8. As previously described in (Basile 2021; Rizos and
Schuller 2020), the perspectivist stance could also be po-
tentially applied to the aim of increasing model inter-
pretability and algorithmic fairness, e.g. by enabling the
detection of biases and discrimination induced by (some
groups of) raters. Further research should thus be devoted
toward the investigation of possible applications of per-
spectivist ML in eXplainable and fair AI;

9. Finally, we believe it would be interesting to consider
settings in which raters are able to express more infor-
mation than a single label (Aroyo and Welty 2015) – for
example, by providing a ranking of the possible labels or
expressing their confidence (Cabitza et al. 2020). Given
the similarity of these settings to the problems typically
investigated in the field of social choice, further research
should investigate the approaches proposed in that con-
text and how they could be applied to design perspectivist
ML methods that could deal with more general, struc-
tured label representations.

To conclude this contribution and review of the ideas and
promising lines of research that can be traced back to the
tenets of perspectivism, which we outlined in this pro-
posal, we summarize the following points: the perspectivist
approach is essentially aimed at caring about the represen-
tativeness and reliability of the ground truth of ML systems.
More specifically, and programmatically, perspectivism fos-
ters wariness in aggregated gold standards: these reference
datasets express single-truth assumptions (Aroyo and Welty
2015) that can fall short of capturing the necessary complex-
ity of the phenomena for which we want to have support
from computational means (Bechmann and Bowker 2019).
After all, ML systems are complicated machines that essen-
tially reiterate past judgments and legitimate them (Hilde-
brandt 2021) by putting the perceptions of very few (rela-
tively speaking) raters to the attention of countless users
and decision makers. There is no guarantee that new objects
will be comparable to (or equatable with) those with which
such models had been trained, not to speak of the contingent
context. We believe that adapting the single-truth assump-
tion of ML to the perspectivist paradigm is not only more
fair towards minority opinions, but it also has the potential
to yield a more accurate and explainable quantitative eval-
uation of the trained models, as shown by the recent works
that are exploring this research direction (Uma et al. 2020).

Thus, such a stance creates the necessary room for asking
questions such as whose opinion is the model relying on in
its prediction?, and what opinions do we want to project into
the human interpretation of the unexpected new?, and for
reflecting on the implications of these matters on the ethical
nature and impact of the decisions made with the support of
predictive computing means.
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