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Abstract

Multimodal information originates from a variety of sources: audiovisual files, textual descriptions, and metadata. We show how one can represent the content encoded by each individual source using vectors, how to combine the vectors via middle and late fusion techniques, and how to compute the semantic similarities between the contents. Our vectorial representations are built from spectral features and Bags of Audio Words, for audio, LSI topics and Doc2vec embeddings for subtitles, and the categorical features, for metadata. We implement our model on a dataset of BBC TV programmes and evaluate the fused representations to provide recommendations. The late fused similarity matrices significantly improve the precision and diversity of recommendations.

1. Introduction

Ideas put forwards by Firth and Harris in the 1930’s led to the development of vector representations for words. The original word vectors represented context of textual use and the cosine distances between them, semantic similarities (Turney & Pantel, 2010). Subsequent research extended the vector representation methods from words to sentences and documents; nowadays, these vectors are learnt using neural networks, for a survey see (Jurafsky & Martin, 2019). Recently, the textual vector representations have been enriched by other modes of information, such audio-visual and cognitive (E. Bruni & Baroni, 2014; Kiela & Clark, 2017). The enriched representations are also used in multimodal content-based and hybrid recommendation systems for problems such as cold-start (Oramas et al., 2017), (Barkan et al., 2019), e-commerce assortment (Iqbal et al., 2018b) and genre classification (Ekenel & Semela, 2013). A large body of work exists here, with none as extensive or conclusive: e.g. (Yang et al., 2007), only considers tags and titles for textual data, (Bougiatiotis & Giannakopoulos, 2018) does use full subtitles but does not improve on the metadata-only recommendations.

This paper works with multimodal vector representations for audio and text, and investigates their application to TV recommendations, based on a dataset of 145 BBC TV programmes. On the methodological side, this is the first time that neural (Doc2Vec) and topical (LSI) document vectors are combined with audio (BoAW) vectors and vector representations of metadata. On the experimental side, the late fused representations significantly improve the precision and diversity of the recommendations.

2. Multimodal Content Vectors

Our dataset contains 145 BBC TV programmes with their subtitle and audiovisual files and metadata information.

Subtitle Vectors. Latent Semantic Indexing (LSI) (Papadimitriou et al., 2000), a topic modelling technique, was applied to the subtitle files. LSI is a two-step procedure. Firstly, a document-term matrix is generated via a low-rank approximation obtained from the term vector space projections of the Bag of Words vectors. Secondly, Singular Value Decomposition (SVD) is applied to the document-term ma-
rix, where the newly created eigenvectors represent the concepts within the latent space. We worked with 50 dimensional spaces. LSI improves on the term-document matrices, but does not take word order into account. To deal with this, we worked with neural semantics embeddings Doc2vec (Le & Mikolov, 2014). Doc2vec is an extension of the neural semantic word embeddings Word2vec (T. Mikolov & Dean, 2013). We worked with Paragraph Vector Distributed Memory (PV-DM), which concatenates the unique document ID with the context words with respect to the specified context window over the text and preserves the order of words.

Audio Vectors. We extracted acoustic features including MFCCs, Spectral Centroid, Zero Crossing Rate, Spectral Flatness and Root Mean Square using LibROSA (McFee et al., 2015), keeping audio sampling rate of 22050 Hz and hop length of 512 samples, with variable lengths of audio tracks averaging on about 30 mins each for a detailed analysis. The extracted multiple acoustic features are concatenated, normalised and then used as audio vectors for each audio. We then followed (Kiela & Clark, 2017) and used a Bag of Audio Words (BoAW) model to learn abstract audio vector representations. BoAW is used in audio information retrieval recognition (Liu et al., 2010; Pancoast & Akbabak, 2012; Rawat et al., 2013) and acoustic event detection (Plinge et al., 2014; Grzeszick et al., 2015; Lim et al., 2015). They are learnt via mini-batch K-means clustering with $K = 50$.

Metadata Vectors. Metadata representations are based on the editorially-assigned attributes of the programmes. We worked with hierarchical genre information, e.g. "factual/scienceandnature/natureandenvironment", where a match can occur at any level. A categorical feature vector is created for each attribute by traversing the trees.

Fusion. Individual content vectors are ranked using cosine similarities and are fused with middle and late fusion techniques (Kiela & Clark, 2017; Atrey et al., 2010; Zhu et al., 2006). In middle fusion, we concatenated the different vectors representations. In late fusion, we first computed the cosine similarities of pairwise vectors, resulting in 3 symmetric $145 \times 145$ similarity matrices; then combined these with each other by weighted averaging. Figure 1 shows our late fusion framework.

3. Evaluation and Results

Performance of the singular and fused vectors is evaluated by a personalised Python-based recommender system evaluation framework, developed using MyMediaLite library (MyMediaLite). We calculated the Mean Average Precision (MAP) and Intra-list diversity (ILD) of the recommendations at ranks 10 and 20 obtained from cosine similarities, and compared these with a metadata-only recommenda-

| Model   | MAP@10  | ILD@10 | MAP@20  | ILD@20 |
|---------|---------|--------|---------|--------|
| LSI     | 11.30   | 69.89  | 13.40   | 76.79  |
| D2V     | 11.76   | 77.20  | 13.88   | 80.37  |
| AUD     | 06.67   | 77.96  | 8.11    | 81.38  |
| MD      | 10.78   | 35.52  | 12.77   | 52.72  |
| FUS     | 14.98   | 61.29  | 17.45   | 70.00  |
| USER    | 15.60   | 79.73  | 18.51   | 80.90  |

Table 1. Singular and fused model evaluations. The acronyms LSI, D2V, AUD, MD, and Fus are used for Latent Semantic Indexing, Doc2vec, Audios, metadata, respectively. User is the user-based behavioural similarity that we are trying to estimate.

4. Future Work

Our framework can easily be extended to other modalities. We worked with standard Python packages for sentiment and writing style, with format and service metadata, and with 200 scene images extracted from the video files of programmes, but did not obtain improvements. Working with more sophisticated attributes, and larger number of images and jointly learning multimodal representations, as in (Iqbal et al., 2018a), via neural nets is work in progress.
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