Measuring vaccine effectiveness from limited public health datasets: Framework and estimates from India’s second COVID wave
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Despite an urgent need, authorities in many countries are struggling to track COVID vaccine effectiveness (VE) because standard VE measures cannot be calculated from their public health data. Here, we use regression discontinuity design (RDD) to estimate VE, motivated by such limitations in public health records from West Bengal, India. These data cover 8,755,414 COVID vaccinations (90% ChAdOx1 NCoV-19, almost all first doses, until May 2021), 8,179,635 tests, and 141,800 hospitalizations. The standard RDD exploits age-based vaccine eligibility; we also introduce a new RDD-based VE measure that improves on the standard one when better data are available. Applying these measures, we find a VE of 55.2% (95% confidence interval: 44.5 to 65.0%) against symptomatic disease, 80.1% (63.3 to 88.8%) against hospitalizations, and 85.5% (24.8 to 99.2%) against intensive care/critical care/high dependency admissions or deaths. Other data-deficient countries with age-based eligibility for any vaccine—and not just COVID vaccines—can also use these easy-to-implement measures to inform their own immunization policies.

INTRODUCTION

Vaccine effectiveness (VE) estimates obtained using public health datasets have important advantages. First, such datasets cover a wide range of people, alleviating concerns that differences in serostatus (1–3) across populations can limit the usefulness of estimates that rely only on specific populations within countries. For example, a test-negative design (TND) or cohort study using health care workers—who are more likely to have previous infection–induced immunity (4)—may not provide valid VE estimates for the general population. Second, public health datasets are typically large, allowing health authorities to estimate VE against rare but severe outcomes [intensive care unit (ICU) admissions or deaths]. Such estimates are especially important in the current Omicron-driven stage of the coronavirus disease (COVID) pandemic, with many countries choosing to "live with the virus," as long as their vaccinated populations are spared from critical outcomes (5). Last, VE estimates using population-wide public health data can also help address vaccine hesitancy by assuring people that the vaccine has worked well for others like them (6).

However, public health datasets in most low/middle-income countries (LMICs) do not contain adequate information to calculate VE using standard methods like TND (7, 8). In particular, vaccination status information is often not recorded for people who took COVID tests. As a result, almost all large-scale evidence to date on the real-world effectiveness of vaccines comes from developed countries. For example, view-hub.org, a comprehensive database of 181 COVID VE studies (as of 10 February 2022), contains only 12 from LMICs—these are all cohort studies or TNDs (hence, the vaccination status of all participants is known in each case) and only three are based on large-scale public health data (9–11). The general lack of VE information for individual LMICs hinders the formulation of essential health policies in these countries. For example, their health authorities may wonder whether it is optimal to inoculate more people with a first dose or to provide enhanced protection by administering multiple doses to a few. This uncertainty arises because, on the one hand, evidence from developed countries shows reduced VE against the Delta and Omicron variants that might make partial vaccinations ineffective [e.g., (12)]. On the other hand, a higher infection-induced immunity might lead to a higher first-dose VE in these LMICs than what has been found in developed countries—this would make it optimal to use a partial vaccination strategy and provide wider protection early on, especially given vaccine scarcity (13–15).

Here, we demonstrate, using public health data from West Bengal, that VE can be estimated through a regression discontinuity design [RDD; see (16–18)] even when alternative VE measures cannot be calculated. We use two RDD-based VE measures, both of which rely on age-based discontinuities in vaccinations (e.g., when West Bengal started vaccinations, only those aged 45 years or older were eligible—and hence much more likely to be vaccinated than those aged 44 or below). The first measure, which we call "standard RDD," is similar to what has been used in prior VE studies [including those on COVID in developed countries, e.g., (19, 20)] and can be calculated when vaccination information is not available for outcomes (as is the case with COVID testing data in West Bengal).

However, when information on the vaccination status for COVID outcomes is available (as is the case with COVID hospitalizations in West Bengal), we propose a second measure, which we call “breakthrough-based RDD” (B-RDD). This measure is novel in the VE literature; it uses the difference in breakthrough hospitalizations that the standard RDD does not use. As we show in Methods, this allows the B-RDD to recover the correct VE under milder assumptions than the standard RDD; hence, it can help provide more robust VE estimates in RDD-based studies that have access to linked data.

Moreover, both these measures can avoid bias arising from (i) the data being noisily measured (particularly likely when health
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systems are overwhelmed) and (ii) unmeasured confounding factors (16, 19). Besides, they can be implemented using a spreadsheet, which makes them easy to use by public health officials (see spreadsheet S1).

We apply these measures to calculate the effectiveness of COVID vaccines against the Delta variant using a large but limited public health dataset from West Bengal, India. Other researchers can apply these measures to estimate the effectiveness of existing or future vaccines against Omicron or newer COVID variants as long as there are age-based eligibility criteria [e.g., see (21) for various countries]. Going beyond COVID, since most countries use such eligibility criteria for various other vaccination programs, these measures can, in general, be useful additions to the public health toolkit, especially in data-deficient countries.

RESULTS
Age discontinuity in West Bengal vaccinations
Vaccinations in West Bengal began in January 2021, and first targeted health care and frontline workers. On 1 March 2021, eligibility was extended to people with comorbidities aged 45 years or older, and to everyone aged 60 or older. It was further extended to everyone aged 45 or older on 1 April 2021, and lastly, to all adults (18 and older) on 1 May 2021. Thus, we use vaccination information from 1 March 2021 (when the 45-year age cutoff came into effect) until 30 April 2021 [when those younger than 45 were also made eligible, diluting the difference across the cutoff that is key for the RDD; see, e.g., (19)]. COVID vaccination required providers to verify a person’s age against an officially issued form of identification, such as a person’s Aadhaar card. Given that most identification cards were registered well before vaccine eligibility was determined, manipulating age for eligibility purposes was virtually impossible.

Using our vaccination data, we verify in Fig. 1 that the official cutoff was enforced, i.e., a substantially higher number of people just above the age of 45 years were vaccinated than those just below that age [more than 90% of vaccinations were ChAdOx1 NCoV-19, and the rest are BBV152 (22)]—satisfying a key requirement for the applicability of RDD. The difference persistently increased before 1 May, i.e., when those below the age of 45 were still not eligible for vaccination. Note that there is no evidence of a discontinuity at age 60, and therefore, we cannot use that cutoff here.

We estimate VE for those who were administered at least one dose of either vaccine given in West Bengal. This is due to two limitations of our data. First, information on second versus first dose, including the respective dates of vaccination, is missing for 36% of those who were reported by their hospitals as having been administered a vaccine. Second, we cannot differentiate between the effectiveness of the two types of vaccines administered in West Bengal—our aggregate vaccination data do not contain this information, while detailed vaccination data from hospitals, again, are missing for many who were vaccinated. We assume that vaccines provide protection 2 weeks after the first dose, following the World Health Organization guidance [page viii in (7)].

![Fig. 1. Cumulative vaccinations.](image-url)

This figure shows the number of people with first dose vaccinations in West Bengal (y axis), for each age group shown on the x axis. At each of the reported four dates, the cumulative vaccinations equal the sum of the bars corresponding to this date and all previous dates (if any). We drop ages that end at zero, one, five, and six to account for the pronounced age heaping in our data (see below for details on age heaping).
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**Vaccine effectiveness analysis**

The VE results in this section are based on the two RDD-based measures discussed earlier. The methodological framework underlying these measures and the data used to implement them are described in Methods.

First, note that the various COVID outcomes in Fig. 2 (B, C, F, and G) exhibit clear discontinuities at the same 45-year age cutoff as do the vaccinations (in Fig. 2, A and E). We find no such discontinuity when we examine those who tested negative for COVID in Fig. 2D or those hospitalized for non-COVID reasons [and tested reverse transcription polymerase chain reaction (RT-PCR)—negative in hospital] in Fig. 2H. This attenuates concerns that other reasons, as for example access to testing or hospitals, may be driving the discontinuity in COVID outcomes.

The proportional drop in COVID outcomes at the cutoff—a key input for both RDD-based VE measures—can be calculated from the points corresponding to the 42-44 versus 47-49 age groups in Fig. 2. The population vaccination rates corresponding to the same age groups, required for the standard RDD, are presented in Fig. 2A. The proportion vaccinated among those hospitalized in these age groups, required for the B-RDD, is presented in Fig. 2E. We show these inputs and resultant VE estimates in Table 1 under Local randomization (which assumes that individuals in the two age groups have been randomly picked from the same pool, i.e., they are interchangeable).

All these inputs can also be calculated under a Continuity-based framework [e.g., as in (23)]—it provides asymptotically unbiased VE estimates even if Local randomization does not hold, as long as the average outcomes change smoothly with age, absent vaccinations. Under this framework, we calculate the above inputs from the points where the smoothing splines in Fig. 2 intersect the vertical line representing the cutoff and also show them in Table 1. The resultant VE estimates are similar to those obtained under Local randomization.

Note that our VE estimates increase with disease severity. Furthermore, these VE estimates are weighted averages of the VEs for two doses. Table 2 shows estimates for lower and upper bounds of first-dose VE only, calculated using methods described in the Supplementary Materials.

Moreover, even if the vaccination status is available, we can still use the standard RDD to calculate VE against hospitalizations. For example, we obtain a VE of 67.5% (compared to 80.1% with B-RDD) for hospitalizations. This difference in estimates reiterates that the bias in the standard RDD measure that we discuss in Methods can be material. Note also that, here, we estimate one VE number for our sample period, although one could also use COVID outcomes from different time periods—if available—to calculate a time series of VE estimates using the same methodology.

**DISCUSSION**

Figure 3 compares our VE numbers against other studies on VE for ChAdOx1 NCoV-19 against the Delta variant (or in settings where the Delta variant was thought to be prevalent). We refer to studies that report results for both the first and second doses. Given that an overwhelming majority of observations in our data are on first doses only, the VE of the first dose is the more relevant benchmark for our estimates (this is corroborated by the first-dose-only VE bounds in Table 2 being close to the baseline estimates in Table 1). Furthermore, since 90% of the vaccinated population in West Bengal took the ChAdOx1 NCov-19, we refer only to studies on this vaccine. We also recognize that VE can depend on age, the waning of vaccine-induced immunity over time, differences across recording systems for outcomes, and other factors, and hence comparisons of VE estimates across studies should be interpreted with caution.

Given these caveats, and as shown in Fig. 3, our numbers are lower than those reported in (24) for Canada (VE of 67% against symptomatic infections and 88% against hospitalization or deaths) for the first dose. Our VE against hospitalization is similar to (25), which report VE values of 71% for the first dose and 92% for the second dose, and is substantially higher than those reported in appendix table S5 in (26), and in (12), which report first-dose VE values of 30 to 33%, which increase to 61 to 67% for the fully vaccinated. The latter three studies were conducted in the United Kingdom, where the population may have had different seroprevalence rates; therefore, any comparisons here merit caution.

Specifically for West Bengal, our estimated VE against symptomatic infections (55.2%) is higher than those calculated for ChAdOx1 NCov-19 in (27), which find VE values of 46.2% for the first dose of ChAdOx1 NCov-19, and 63.1% for full vaccination (the B.1.617.2 variant was observed in 90% of the infected population in their case). For moderate-severe COVID, however, Thiruvengadam et al. (27) find a VE of 79.2% for the first dose only, and 81.5% for full vaccination, which are similar to our estimates.

While the RDD-based measures are valuable when the available data do not allow the use of alternative VE approaches (such as the TND) or if time/cost restrictions may prevent the use of randomized clinical trials, such trials remain the gold standard [e.g., (28)]. Randomization allows trials to avoid specific assumptions regarding attack rates, unlike the standard RDD here—or even the TND. The B-RDD also does not require such assumptions but still relies on local randomization, as explained earlier, and hence may not be valid for ages far away from the cutoff. This, however, is not a general issue for our framework—in other countries or contexts outside India, where multiple age-based cutoffs were used over time [e.g., (21, 29)], RDD-based measures can be applied to each cutoff separately to generate VE measures that are relevant for populations around those different age cutoffs.

While the VE estimates that we report assume that a person has protection from vaccination 2 weeks after receiving their first dose, we also performed a sensitivity analysis using a 3-week lag, which does not materially change our estimates. In addition, we start our sample for the B-RDD measure on 10 April 2021, since vaccination status is more reliably recorded from that week onward in our data. Starting earlier could be problematic, because if some vaccinated patients in hospitals are recorded as unvaccinated, then our effectiveness estimate can be biased upward.

Furthermore, we measure the real-world effectiveness of vaccines—i.e., all consequences of being vaccinated, not just the medical effectiveness of the vaccine as measured in a clinical trial. For example, if the vaccinated change their behavior after vaccination such that, say, their exposure to COVID increases, this is also accounted for in our estimates. As a result, possible cross-country differences in such changes in behavior will also show up when these measures are applied in different countries.

Another limitation of our VE estimates is that they are calculated during the second wave in India, which was largely driven by the Delta variant. Therefore, these estimates may not apply to Omicron or other future variants. Nevertheless, such RDD-based measures...
Fig. 2. Vaccinations and outcomes across age groups. Each dot in the plots represents data aggregated over the three consecutive ages shown on the x axis, and a vertical line in each plot marks the cutoff age of 45 years. The curves in each plot are obtained by fitting separate smoothing splines (with a smoothing parameter of 0.05) through the dots on the left and right of the cutoff age of 45 years. (A) Weighted average vaccination rates in the population for each age group. (B) The number of RT-PCR–positive COVID infections averaged across each age group in the postvaccination period (13 March 2021 to 14 May 2021), scaled by its corresponding preperiod value (5 September 2020 to 12 March 2021). (C and D) The same ratios for infections with high viral load (cycle threshold (CT) Egene/Ngene value < 25) and RT-PCR–negative COVID tests, respectively. Similarly, (E) shows vaccination rates among those who were hospitalized, and (F) to (H) show hospitalizations, escalated outcomes, i.e., ICU/critical care unit/high dependency unit admissions or deaths, and non-COVID hospitalizations, all scaled as above. The postvaccination period for the hospitalization sample in (E) to (H) starts on 10 April 2021 due to incomplete data on vaccination status of those hospitalized; the prevaccination period is as before. Details on the calculation of these variables are described in the section “Calculating VE in our sample.”
could still be useful. For example, if vaccine makers develop new-generation vaccines that are modified for Omicron or other future variants (30), then estimates from developing countries (where the population already received a previous version of the vaccines) may again not be applicable to developing countries (where people might be getting the new version of the vaccine without being vaccinated earlier). If these developing countries use age-based eligibility for the new-generation vaccines (as with existing vaccines), then the RDD-based measures can allow them to calculate VE in the future. Last, as we mentioned, many of the more standard VE techniques, such as case-control or TND, cannot be calculated using our data. This limits our ability to compare and contrast our VE numbers with those from such methods using the same dataset. However, these comparisons are possible in other countries, such as the United Kingdom, where such detailed information is available. We leave this for future research.

In conclusion, as the COVID pandemic moves on from largely vaccinated developed countries with good data to mostly unvaccinated poorer countries that lack such data, greater attention needs to be directed toward helping public health authorities in these countries to measure VE. Such measurement is potentially critical to public health decisions on whether to prioritize first vaccine doses to reach a wider population or fully vaccinate half of those people under the typical two-dose regimen. This task can take us beyond the data-intensive standard methods, as we demonstrate here using data from India’s lethal second COVID wave.

### METHODS

To present the RDD-based VE measures that we use, we first consider a single-dose vaccine regimen in a static framework and extend it to a two-dose vaccine in the Supplementary Materials. We use COVID hospitalizations, as a proxy for severe disease, to illustrate these measures. Readers interested in their application—rather than their underlying logic/derivation—can skip to the “Data” section.

#### RDD-based setup for VE measures

Suppose that public health authorities decide that those aged 45 and above are eligible for vaccination, but anyone below that cutoff is not. Call the people just below (above) 45 the Left (Right) group. Say, L could contain those aged 40 to 44, and R those aged 45 to 49. The choice of 45 as the cutoff is arbitrary and is typically not motivated by any medical reason. Hence, the fact that those on the Right are vaccinated but those on the Left are not is locally “as good as random”—i.e., Left and Right have similar distribution of characteristics, absent vaccines (31). Henceforth, we will consider the two groups to be identical for ease of exposition.

In the general case when some in the Right group are not vaccinated while some on the Left are (e.g., because they were health care workers), we can decompose each of the identical Left and Right groups into three subgroups, as illustrated in Fig. 4: (i) those who are vaccinated across both groups (denoted B); (ii) additional

### Table 1. Vaccine effectiveness estimates

|                         | Local randomization | Continuity-based framework |
|-------------------------|---------------------|---------------------------|
|                         | $v_L$  | $v_R$  | $X$  | VE    | 95% CI  | $v_L$  | $v_R$  | $X$  | VE    | 95% CI  |
| RT-PCR-positive COVID tests | 5.0   | 24.4   | 11.0 | 55.2  | [44.5, 65.0] | 5.1   | 18.4   | 8.1  | 59.1  | [38.4, 78.7] |
| Tests with CT value < 25 | 5.0   | 24.4   | 12.8 | 64.0  | [33.7, 91.1] | 5.1   | 18.4   | 10.1 | 73.5  | [13.1, 126.2] |
| Hospitalizations        | μL    | μR    | X    | VE    | [63.3, 88.8] | 1.9   | 5.2    | 11.9 | 81.8  | [53.5, 92.9] |
| Escalations/deaths      | 1.4   | 4.7    | 15.1 | 85.5  | [24.8, 99.2] | 1.5   | 3.6    | 8.3  | 82.6  | [−88.8, 212.3] |

#### Table 2. Bounds for first dose vaccine effectiveness

This table shows, for four different outcomes, VE bounds for the first dose only. These bounds are calculated following the procedure in Supplementary Materials (“Estimating VE for a two-dose regime”). All numbers are shown in percentage.

|                         | Left | Right | Difference | Weight |
|-------------------------|------|-------|------------|--------|
| Vaccination rates first dose | 5.0  | 24.4  | 19.4       | 95.8   |
| Vaccination rates second dose | 3.1  | 3.9   | 0.9        | 4.2    |
| Upper                   | Lower| Lower (×3) | Lower (×5) |
| RT-PCR-positive COVID tests | 55.2 | 53.2  | 48.7       | 43.1   |
| Tests with CT < 25      | 64.0 | 62.4  | 58.7       | 54.3   |
| Hospitalization         | 80.1 | 79.2  | 77.2       | 74.7   |
| Escalations/deaths      | 85.5 | 84.9  | 83.4       | 81.6   |
people vaccinated on the Right, who are not vaccinated on the Left, but would have been vaccinated had they been eligible (denoted by $A$); and (iii) those who are not vaccinated in either the Left or the Right group (denoted $N$).

Since we assume that these two groups are identical, the sizes of the subgroups $A$, $B$, and $N$ as well as their respective attack rates $\alpha_A$, $\alpha_B$, and $\alpha_N$ on the Left and the Right are the same. By definition, the attack rate for an unvaccinated person is the probability that they end up in hospital for COVID. For the vaccinated, it is the probability with which they would have been hospitalized with COVID had they not been vaccinated.

Let $e$ be the VE rate, which here is the proportional reduction in COVID hospitalizations among the vaccinated relative to the unvaccinated. Then, the number of people hospitalized on the Left is equal to the number of those hospitalized from subgroups $N$ and $A$ (who are unvaccinated), plus those from subgroup $B$ (who are vaccinated), i.e., $H_L = N\alpha_N + A\alpha_A + B\alpha_B(1 - e)$. Similarly, the number of people hospitalized on the Right is $H_R = N\alpha_N + A\alpha_A(1 - e) + B\alpha_B(1 - e)$. The difference between these two numbers is $H_L - H_R = A\alpha_Ae$. We can recover $e$ from this expression in two different ways, depending on the type of data available.

**Estimating VE with unknown individual vaccination status using standard RDD**

From above, $\frac{H_L - H_R}{A}$ yields an unbiased and consistent estimate for $\alpha_Ae$—the drop in hospitalization rate as a result of vaccinating set $A$ on the Right. However, we still need a consistent estimator of $\alpha_A$ to obtain a consistent estimator of $e$ (the VE). This estimate is easily available if everyone on the Right, but none on the Left, are vaccinated (i.e., a sharp RDD)—then $\frac{H_L}{A}$ is a consistent and unbiased estimator of $\alpha_A$. When this is not the case (fuzzy RDD), we need further assumptions to obtain a consistent estimate of $\alpha_A$. For example, we could use observable covariates to identify a set of people on the Left who have attack rates very similar to those of the additionally vaccinated among the Right, and then use their attack rate to estimate $\alpha_A$. Alternatively, without any information on covariates, we can assume that $\alpha_A = \alpha_B = \alpha_N = \alpha$ (Assumption A1) and estimate $e$ as

$$e = \frac{H_L - H_R}{H_L + \frac{B}{A}(H_L - H_R)}$$

Let $X = \frac{H_L - H_R}{H_L}$ be the proportional drop in hospitalizations in Right relative to Left, $v_L = \frac{B + A + N}{B + A}$ be the vaccination rate for the Left group, and $v_R = \frac{B + A}{B + A + N}$ be the vaccination rate for the Right group. Then, the above formula yields

$$e = \frac{X}{(v_R - v_L) + XV_L}$$  \hspace{1cm} (1)
Estimating VE with known individual vaccination status using B-RDD

The B-RDD exactly recovers the number of people among those additionally vaccinated on the Right who would have been hospitalized had they not been vaccinated—given by $A_\alpha_A$. This counterfactual number is not directly observable but can be recovered using a mathematical identity; it equals the sum of two quantities:

1) the number of additionally vaccinated people on the Right who do not end up in hospital because they are vaccinated—given by the difference in hospitalizations between the Left and the Right ($H_L - H_R$), and.

2) the number of additionally vaccinated people on the Right who still end up in hospital although they are vaccinated—given by the difference in breakthrough hospitalizations between the Right and the Left ($\psi_R - \psi_L$). Note that this quantity is not used by the standard RDD.

Then, the identity is

$$A_\alpha_A = (\psi_R - \psi_L) + (H_L - H_R)$$

Since $H_L - H_R = A_\alpha_A e$, the identity implies

$$e = \frac{H_L - H_R}{(H_L - H_R) + (\psi_R - \psi_L)}$$

Denoting $\mu_L = \frac{\psi_L}{H_L}$, $\mu_R = \frac{\psi_R}{H_R}$, and (as earlier) $X = \frac{H_L - H_R}{H_L}$, the B-RDD estimate of VE is

$$e = \frac{X}{X + \mu_R(1 - X) - \mu_L}$$

(2)

This yields a consistent estimator for $e$ because it is the ratio of two consistent estimators: $\frac{H_L - H_R}{A}$ for $e_1$ and $\frac{(H_L - H_R) \psi_L - (\psi_R - \psi_L)}{A}$ for $e_A$.

The B-RDD does not need to assume any equality of attack rates $\alpha_A = \alpha_B = \alpha_N$, unlike the standard RDD. It also does not depend on other assumptions needed for VE methods like cohort studies or a TND (see the Supplementary Materials).

Furthermore, even if not everyone with severe disease is hospitalized, and if our interest is really in measuring VE against severe disease, the B-RDD can still recover this VE of interest. This is because the B-RDD correctly matches the drop in hospitalization with the counterfactual number of people who would have been hospitalized absent vaccines—they are both measured from the set of people who are hospitalized when they get severe disease.

Beyond statistical advantages, the B-RDD can be calculated in certain situations where neither the standard RDD nor cohort studies/TND can be used. For example, if researchers do not have information regarding how many more 45- versus 44-year-olds are vaccinated in the population, the standard RDD (in particular, $v_R$ and $v_L$ in Eq. 1) cannot be calculated. However, if vaccination status is known for those in hospitals, the B-RDD ($\mu_R$ and $\mu_L$ in Eq. 2) can be calculated. Even if researchers know how many more 45- versus 44-year-olds are vaccinated in the population, this population (say the whole country) may be different from those who really have access to testing or hospitals (say, only the urban population), causing issues for the standard RDD. Furthermore, unlike the TND, the B-RDD does not require vaccination information for test-negative cases (which is not available, for example, in our hospitalization data from India). It also provides asymptotically unbiased VE estimates even when we only have data from just a subset of COVID hospitals that record information on vaccination status.

Last, we note that Eqs. 1 and 2 are derived assuming that the Left and Right groups have the same sizes and attack rates. In the Supplementary Materials, we show that even when they have different sizes and attack rates, the same formulas apply, with $H_R$ and $H_L$ in the definition of $X$ scaled appropriately.

Data

We obtain weekly COVID vaccinations data by district and age from CoWIN (COVID Vaccine Intelligence Network, India’s centralized vaccination records system). Our data for COVID tests and COVID hospitalizations, provided by the West Bengal Government’s Health and Family Welfare Department, contain all tests and all COVID-positive hospitalizations between 1 September 2020 and 21 May 2021. The testing data include the district and self-reported age of the tested persons, as well as the date of the test, test result, and specifics such as the cycle threshold value of the test. Specifically for our testing data, our estimates are based on PCR-positive tests that were performed in a population that was not randomly selected. Given that asymptomatic individuals were less likely to be tested, these estimates may be more representative of protection against symptomatic infections, which is how we interpret our results throughout. Our hospitalization data come from CPMS (the COVID Patient Management System), where hospitals in West Bengal are directed to upload in real-time COVID patient data. This dataset contains information on the age, district, date of admission, outcome (discharge or escalation, e.g., transfer to an ICU or death), and the vaccination status reported by the patient.

Age heaping

While the formulas we provide are general and can be estimated in various contexts, the empirical methodology that we use is adapted to the specifics of our data. For example, one specific feature of our datasets is that certain ages are reported much more frequently than others (e.g., ages ending in zero or five in the COVID testing data, and those ending in one or six in the vaccination data, as shown in Fig. 5).
Such age heaping is a well-recognized data issue in different contexts [e.g., (32)] and can be especially problematic in developing countries [e.g., (33)]. It is a particularly relevant issue for the RDD approach, which compares observations around an age cutoff—e.g., 44-year-olds versus 45-year-olds—since people who report their age as, say, a multiple of five could differ in essential ways from those who do not, and then our comparisons could be confounded by such differences. For example, if a person had reported a round-number age in the national identification card (called Aadhaar card in India) used for vaccinations but reported their true age to doctors at the hospital, RDD estimates would be affected by the resultant noise. Following (34), we discard the ages that are most susceptible to such heaping—i.e., those in our sample that end in zero, one, five, and six. The logic here is that people who do not round their ages in one dataset are also unlikely to do so in another—resulting in the ages being consistently captured across the same unit. We report throughout results based on aggregates of three consecutive ages (e.g., 42, 43, 44 or 47, 48, 49).

Calculating VE in our sample

To reduce noise, we use appropriate weighted averages of the inputs in Eqs. 1 and 2 over the entire sample to calculate one VE estimate. The weights reflect the fact that our numbers are likely to be noisier in weeks with fewer underlying cases (e.g., a drop from 2 to 1 hospitalized in a certain week is likely to be less informative than a drop from 20,000 to 10,000 in another, although they are the same in percentage terms). To account for such noise, the observations for each week are weighted by the total number of hospitalizations in that week.

Calculating the VE measure from Eq. 1 (i.e., when the vaccination status is not known) requires vaccination rates \( (v_L \text{ and } v_R) \) in the population, as well as the percentage drop in COVID outcomes denoted by \( X \). Since we assume that it takes 2 weeks for vaccines to take effect, we use vaccination data preceding by 2 weeks the data used in calculating \( X \)—vaccinations for those aged 45 and above started on 1 March 2021, so our sample for \( X \) here starts on 13 March. In turn, the VE measure in Eq. 2 requires data on the percentage of vaccinated among those in hospital \( (\mu_L \text{ and } \mu_R) \). Because these data are mostly missing before 17 April 2021, in this case, we drop the observations before this date.

To account for possible age-related differences in outcomes that are not due to vaccinations, we use data from a prevaccination period to adjust \( X \) (see the Supplementary Materials). For example, with COVID infections, we calculate \( X = 1 - \frac{I_{pre,R}}{I_{pre,L}} \frac{R_{post,L}}{R_{post,R}} \), where \( I \) is the average weekly number of symptomatic COVID infections in the pre- (post)vaccination period among those in the Left or Right groups, which comprise those aged 42 to 44 or 47 to 49 years, respectively. The \( X \) variables for other outcomes, e.g., high-viral load infections, hospitalizations, and escalations/deaths, are calculated analogously.

When more granular data—e.g., data on outcomes at the district level within a state—are available, we can adopt a regression-based approach to account also for potential differences across these districts [e.g., (35)] (see the Supplementary Materials for such estimates).

Construction of confidence intervals

We generate confidence intervals via a bootstrap procedure. To illustrate this procedure with respect to hospitalizations (bootstraps are done analogously for all other outcomes), we start with our dataset containing 141,800 hospitalizations. For each draw of the bootstrap, we sample with replacement as many observations from this dataset and use that sample for our calculations. We repeat the procedure 1000 times and calculate the effectiveness measure as per Eqs. 1 and 2 each time to obtain an empirical distribution of these 1000 VE measures. The reported 95% confidence intervals show the 2.5 and 97.5 percentiles of this empirical distribution.
Estimating VE for a two-dose vaccine

When a vaccine requires two doses, as in the case of COVID, we next show how the expressions in Eqs. 1 and 2 can provide an estimate of a weighted average of the effectiveness of the two doses. As earlier, we have two groups, denoted Left and Right, that are identical in all respects (assumed for ease of exposition), except that the Right group includes more people who are eligible for vaccination than the Left do. We assume that there is no one who is eligible for one vaccine dose on the Left but is eligible for two doses on the Right. This is true for our empirical implementation, in which we stopped the sample period before everyone below the 45-year threshold became eligible. Some people younger than 45 years were eligible for vaccination (e.g., health care workers). Even in this set, no one would be eligible for only one dose if they were below the age of 45 years but one would be eligible for two doses if they were above that age because the age threshold was not relevant for determining eligibility in this group.

With this assumption, the two identical Left and Right groups can be broken down into five subgroups: (i) vaccinated with one dose across both groups, denoted B1; (ii) vaccinated with two doses across both groups, B2; (iii) unvaccinated in the Left but vaccinated with one dose in the Right, A1; (iv) unvaccinated in the Left but vaccinated with two doses in the Right, A2; and (v) unvaccinated in both the Left and Right groups, N. Note that the earlier subgroups A, B, and N, if defined based on at least one vaccine dose, have a correspondence with the subgroups here. Subgroup B is divided into B1 and B2, and subgroup A is divided into A1 and A2. Subgroup N is the same as earlier. As we did previously, we will use these labels to represent the sizes of the respective subgroups. Therefore, A = A1 + A2 and B = B1 + B2. We assume that the effectiveness of the first and second doses of the vaccine is e1 and e2, respectively.

First, we evaluate the formula for e in Eq. 2. We assume that the attack rate for A1 is \( a_{A1} \) and that for A2 is \( a_{A2} \). Therefore, \( a_A = a_{A1} + a_{A2} \). Also, \( H_L - H_R = a_{A1}e_1 + a_{A2}e_2, \) and \( \psi_R - \psi_L = a_{A1}(1 - e_1) + a_{A2}(1 - e_2) \). Therefore:

\[
\frac{X}{X + \mu_R(1 - X) - \mu_L} = \frac{H_L - H_R}{(H_L - H_R) + (\psi_R - \psi_L)} = \frac{\left(\frac{a_{A1}}{a_A}\right) e_1 + \left(\frac{a_{A2}}{a_A}\right) e_2}{1 + \left(\frac{a_{A1}}{a_A}\right) e_1 + \left(\frac{a_{A2}}{a_A}\right) e_2}
\]

which is a weighted average of the effectiveness rates of the first and second doses, where the weights are proportional to the expected numbers of people—from subgroups A1 and A2—who have been hospitalized if they were unvaccinated.

We now evaluate the formula for e in Eq. 1 under the assumption that all five subgroups have equal attack rates \( \alpha \).

\[
\frac{X}{(\psi_R - \psi_L) + X} = \frac{(a_1 e_1 + a_2 e_2)(B + A + N)}{(AN + A + B)(1 - e_1) + B(1 - e_2) + (A_1 e_1 + A_2 e_2)B}
\]

\[
= \frac{A_1}{A} \cdot \frac{A_2}{A} \cdot \frac{1}{1 + \left(\frac{a_{A1}}{a_A}\right) e_1 + \left(\frac{a_{A2}}{a_A}\right) e_2}
\]

This is very close to the weighted average of efficacy rates \( e_1 \) and \( e_2 \), with weights proportional to \( A_1 \) and \( A_2 \), if either \( v_L \) is small (as is the case in our sample), or \( e_2 \) is close to \( e_1 \), or \( A_1 \) is close to \( A_2 B \).

We can use this expression to generate bounds for VE, under the assumption that the effectiveness of two doses is at least as high as that of one dose. Note that our RDD estimates for VE are weighted averages of the one- and two-dose efficiency numbers, given that \( v_L \) is small in our sample. The weights \( A_1 \) (\( A_2 \)), as mentioned, are the number of additional people to the right of the 45-year cutoff who were vaccinated with one (two) vaccine dose(s), relative to those on the left. These numbers are the averages over our sample since 1 March, separately for the first and second doses, calculated using data from CoWin.

Under these assumptions, the upper bound for the first dose VE is obtained assuming that the VE values for one and two doses are equal. A lower bound is obtained when we assign the VE for two doses its maximum value of 100%.

**REFERENCES AND NOTES**

1. C. J. Struchiner, M. E. Halloran, Randomization and baseline transmission in vaccine field trials. *Epidemiol. Infect.* 135, 181–194 (2007).

2. S. Sridhar, A. Luedtke, E. Langevin, M. Zhu, M. Bonaparte, T. Machabert, S. Savarino, B. Zambrano, A. Moureau, A. Kromova, Z. Moodie, T. Westling, C. Mascarinas, C. Frago, M. Cortes, D. Chansinghakul, F. Noriega, A. Bouckenougehr, J. Chen, S.-P. Ng, P. B. Gilbert, S. Gurunathan, C. A. DiazGranados, Effect of dengue serostatus on dengue vaccine safety and efficacy. *N. Engl. J. Med.* 379, 327–340 (2018).

3. X. Chen, Z. Chen, A. Azman, Serological evidence of human infection with SARS-CoV-2: A systematic review and meta-analysis. *Lancet Glob. Health.* 9, 598–609 (2021).

4. L. Wauthier, Q. Delefortrie, N. Eppe, P. Vankerkhoven, E. Wolff, M. Dekeyser, J.-M. Cirriez, A. Grimmelprz, SARS-CoV-2 seroprevalence in high-risk health care workers in a Belgian general hospital: Evolution from the first wave to the second. *Acta Clin. Belg.*, 1–9 (2021).

5. K. Kufaperschmidt, New SARS-CoV-2 variants have changed the pandemic: What will the virus do next. *Sci. Adv.* 373, 844–849 (2021).

6. F. S. Sellers, B. Berkowitz, “These are the pro-vaccine messages people want to hear,” *Washington Post* (2021).

7. World Health Organization, Evaluation of Covid-19 Vaccine Effectiveness: Interim Guidance, 17 March 2021 (World Health Organization, 2021).

8. H. M. Scobie, M. Edelstein, E. Nicol, A. Morice, N. Rahimi, N. E. MacDonald, M. C. Dananio-Holliday, J. Jawad; SAGE Working Group on Immunization and Surveillance Data Quality and Use, Improving the quality and use of immunization and surveillance data: Summary report of the working group of the Strategic Advisory Group of experts on immunization. *Vaccine* 38, 7183–7197 (2020).

9. A. Jara, E. Undurraga, C. Gonzalez, F. Paredes, T. Fontecilla, G. Jara, A. Pizarro, J. Acevedo, K. Lero, I. Leon, C. Sans, P. Leighton, P. Suarez, H. Garcia-Escorza, R. Araos, Effectiveness of an inactivated SARS-CoV-2 vaccine in Chile. *N. Engl. J. Med.* 385, 875–884 (2021).

10. T. Cerqueira-Silva, S. Katikireddi, V. de Araujo Oliveira, R. Flores-Ortiz, J. Bertoldo Junior, E. Paixao, C. Robertson, G. Penna, G. Werneck, M. Barreto, N. Pearce, A. Sheikh, M. Barral-Netto, Vaccine effectiveness of heterologous CoronaVac plus BNT162b2 in Brazil. *Nat. Med.* 10.1038/s41591-022-01701-w (2022).

11. L. Arregoces, J. Fernandez, M. Rojas-Botero, A. Palacios-Clavijo, A. Pedraza, L. Rincon, M. Pinto-Alvarez, F. Gomez, B. Trejo-Valdivia, Effectiveness of COVID-19 Vaccines in Older Adults in Colombia: First Report of the Esperanza Cohort. A Matched-Pair, National Study [Preprint] (2021); https://papers.ssm.com/sol3/papers.cfm?abstr_id=3978556.

12. J. Lopez Bernal, N. Andrews, C. Gower, E. Gallagher, R. Simmons, S. Thewlall, J. Stowe, E. Tessier, N. Groves, G. Dabrema, R. Myers, C. N. J. Campbell, G. Amirthalingam, M. Edmunds, M. Zambon, K. E. Brown, S. Hopkins, M. Chand, M. Ramsay, Effectiveness of Covid-19 vaccines against the B.1.617.2 (delta) variant. *N. Engl. J. Med.* 385, 585–594 (2021).

13. J. Cohen, ‘I’m still feeling that we’re failing’: Exasperated WHO leader speaks out about vaccine inequity. *Science* 372, 1376–1377 (2021).

14. H. Ledford, Six months of COVID vaccines: What 1.7 billion doses have taught scientists. *Nature* 594, 164–167 (2021).

15. The Lancet, COVID-19 in Africa: A lesson in solidarity. *Lancet* 398, 185 (2021).

16. N. E. Basta, M. E. Halloran, Evaluating the effectiveness of vaccines using a regression discontinuity design. *Am. J. Epidemiol.* 188, 987–990 (2019).

17. J. Bor, E. Moscoe, P. Mutevedzi, M.-L. Newell, T. Bärnighausen, Regression discontinuity designs in epidemiology: Causal inference without randomized trials. *Epidemiology* 25, 729–737 (2014).

18. J. Pescarini, C. Teixeira, E. Cruz, N. Ortelan, P. Pinto, A. Ferreira, F. Alves, E. Pinto Junior, I. Falcão, A. Rocha, N. Silva, R. Ortiz, R. Saavedra, V. Oliveira, R. Ribeiro-Silva, M. Ichihara,
19. C. Bermingham, J. Morgan, D. Ayoubkhani, M. Glickman, N. Islam, A. Sheikh, J. Sterne, A. S. Walker, V. Nafilyan, Estimating the effectiveness of first dose of Covid-19 vaccine against mortality in England: A quasi-experimental study. medRxiv, 2021.07.12.21260385 (2021).

20. S. Greene, A. Levin-Rector, E. McGibbon, J. Baumgartner, K. Devinney, A. Ternier, J. Sell, R. Kahn, N. Kishore, Reduced COVID-19 hospitalizations among New York City residents following age-based SARS-CoV-2 vaccine eligibility: Evidence from a regression discontinuity design. medRxiv, 2021.06.30.21259491 (2021).

21. E. Mathieu, H. Ritchie, E. Ortiz-Ospina, M. Roser, J. Hasell, C. Appel, C. Giattino, L. Rodes-Guirao, A global database of Covid-19 vaccinations. Nat. Hum. Behav. 5, 947–953 (2021).

22. “Covishield comprises over 90% of 12.76 crore COVID vaccines administered so far,” The Hindu (2021).

23. M. D. Cattaneo, N. Iдробо, R. Titunik, A Practical Introduction to Regression Discontinuity Designs: Foundations (Cambridge Univ. Press, 2019).

24. S. Nasreen, H. Chung, S. He, K. A. Brown, J. B. Gubbay, S. A. Buchan, D. B. Fell, P. C. Austin, J. Lopez Bernal, N. Andrews, C. Gower, C. Robertson, J. Stowe, E. Tessier, R. Simmons, A. Sheikh, J. McMenamin, B. Taylor, C. Robertson, SARS-CoV-2 Delta VOC in Scotland: A Practical Introduction to Regression Discontinuity Designs: Foundations (Cambridge Univ. Press, 2019).

25. M. E. Halloran, I. M. Longini, C. J. Struchiner, I. M. Longini, Design and Analysis of Vaccine Studies (Statistics for Biology and Health, Springer, 2010).

26. H. Rossman, S. Shilo, T. Meir, M. Gorfine, U. Shavit, E. Segal, Covid-19 dynamics after a national immunization program in Israel. Nat. Med. 27, 1055–1061 (2021).

27. Pfizer and BioTek start trials of new Omicron-specific jab. 8BC (2022).

28. P. M. Aronov, N. E. Basta, M. E. Halloran, The regression discontinuity design under interferences: A local randomization-based approach. Obes. Res. 3, 129–133 (2017).