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We propose a systematic analysis method for identifying essential parameters in various linear and nonlinear response tensors without which they vanish. By using the Keldysh formalism and the Chebyshev polynomial expansion method, the response tensors are decomposed into the model-independent and dependent parts, in which the latter is utilized to extract the essential parameters. An application of the method is demonstrated by analyzing the nonlinear Hall effect in the ferroelectric SnTe monolayer for example. It is shown that in this example the second-neighbor hopping is essential for the nonlinear Hall effect whereas the spin-orbit coupling is unnecessary. Moreover, by analyzing terms contributing to the essential parameters in the lowest order, the appearance of the nonlinear Hall effect can be interpreted by the subsequent two processes: the orbital magneto-current effect and the linear anomalous Hall effect by the induced orbital magnetization. In this way, the present method provides a microscopic picture of responses. By combining with computational analysis, it stimulates further discoveries of anomalous responses by filling in a missing link among hidden degrees of freedom in a wide variety of materials.

I. INTRODUCTION

A variety of linear and nonlinear responses in cooperation with a magnetic ordering has been paid much attention recently in view of the so-called Berry-curvature mechanism. For example, the anomalous Hall effect (AHE)\textsuperscript{1–3}, Kerr effect\textsuperscript{4–7}, Nernst effect\textsuperscript{8–11}, magnetoelectric effect\textsuperscript{12–14}, magnetoelectric effect\textsuperscript{20–22}, and nonreciprocal transports in multiferroic materials\textsuperscript{23} have been investigated. In particular, the nontrivial AHE under the collinear\textsuperscript{24–28} and non-collinear\textsuperscript{29–35} antiferromagnetic (AFM) orderings has been studied extensively.

In addition to the above linear responses, the fascinating nonlinear responses such as the nonlinear optoelectronic transport\textsuperscript{36–38}, nonlinear Nernst effect\textsuperscript{39–42}, and nonlinear magnetoelectric effect\textsuperscript{43–44} have also been elucidated. For instance, the nonlinear Hall effect (NLHE) has been studied in ferroelectriclike metals\textsuperscript{15}, thin films of a Weyl semimetal\textsuperscript{16–18}, monolayer strained MoS\textsubscript{2}\textsuperscript{19}, an organic Dirac fermion system\textsuperscript{20}, elemental Te\textsuperscript{21–23}, and so on.

The NLHE is often characterized by the Berry curvature dipole (BCD)\textsuperscript{24}, that is a measure of the dipole structure of the Berry curvature (BC) in the momentum space. The realization of NLHE in the ferroelectric atomic-thick SnTe has been proposed by the \textit{ab initio} calculation and model analysis\textsuperscript{25}, where it is indicated that a coupling between the ferroelectric order parameter and BC is crucial.

In the series of study for the gigantic AHE observed in the non-collinear AFM Mn\textsubscript{2}Sn\textsuperscript{31}, a methodology combining the \textit{ab initio} calculation\textsuperscript{60} with the symmetry-adopted multipole theory\textsuperscript{61–64} has been developed\textsuperscript{65} as well as the Berry-curvature mechanism\textsuperscript{66–69}. Meanwhile, the recent study indicates the relevance of the anisotropic magnetic dipole observed in the x-ray magneto-circular dichroism (XMCD)\textsuperscript{28,70} to the AHE in several antiferromagnets\textsuperscript{28,64}. As mentioned above, linear and nonlinear responses have mainly been analyzed by the \textit{ab initio} calculations, the topological structure of electronic bands, and the group theoretical argument with electronic multipoles. Although these approaches are successful in several aspects, it is still insufficient to understand the microscopic picture of the responses, e.g., which model parameters are essential without which a response vanishes, especially in the nonlinear responses. Once the essential parameters are identified, they provide a microscopic picture of the response, i.e., minimal couplings between the model parameters, such as electrons hopping, spin-orbit coupling (SOC), etc., and electric and/or magnetic order parameters.

In this paper, we propose a systematic analysis method for linear and nonlinear response tensors, which enables us to extract essential model parameters of a given theoretical model. Our method is based on the Keldysh formalism\textsuperscript{72–74} in order to treat the nonlinear response tensors systematically and avoid the analytic continuation procedure in the Matsubara formalism. Following the Chebyshev polynomial expansion method\textsuperscript{75–81}, the response tensors are decomposed into the model-independent and dependent parts: the latter is expressed as a power series of the Hamiltonian matrix and operators of a response. By analyzing the resultant low-order contributions in the model-dependent part analytically, we can identify essential parameters and deduce a microscopic picture of the response as a minimal coupling between the degrees of freedom associated with the essential parameters. For a specific example, we discuss the NLHE of the ferroelectric monolayer SnTe, and demonstrate how we can identify essential parameters and deduce a microscopic picture of the response. Identifying the essential parameters for various responses could lead to a deeper understanding of the response and a useful guideline for efficient design of future functional materials. The organization of the paper is given in the next outline section.
II. OUTLINE

In this section, we give the organization of the paper and outline the systematic analysis method to extract the essential parameters in linear and nonlinear responses for a given model Hamiltonian. The main points of the method are summarized in Fig. 1.

The present method consists of the following two parts:

(i) Construct a one-body model Hamiltonian \( \hat{h} \) and set the output (response) and input (external fields) operators \( \hat{A}, \hat{B} \) in the response. The Hamiltonian \( \hat{h} \) involves the model parameters \( \{t_1, t_2, \ldots\} \) including the mean-field terms of an electronic ordering.

(ii) Extract the essential parameters in the response tensor. In general, we can decompose the expression of response tensors into the model-independent (\( \Lambda \)) and dependent (\( \Gamma \)) parts. Since all the model parameters and symmetry information of the response tensor, i.e., \( \hat{A}, \hat{B}, \) and \( \hat{h} \), appear only in the latter part \( \Gamma \), we can extract the essential parameters by evaluating this part.

In the momentum-space representation, \( \Gamma \) is expressed as the sum of \( \Omega(k) \), which consists of the trace of the products of \( \hat{A}, \hat{B}, \) and powers of \( \hat{h} \). By evaluating the low-order contributions of \( \Gamma \) analytically, the resultant expressions have common proportional factors as shown in the bottom-right part of Fig. 1. Then, the overall contributions are proportional to the common factors, which are nothing but the essential parameters as the response tensor vanishes if one of them is set to zero.

By the systematic analysis of the higher-order terms, and the comparison with the numerical evaluation of the response if necessary, we can confirm the relevance of the essential parameters.

For the purpose of extracting the essential parameters, we mainly focus on the analysis of the model-dependent \( \Gamma \) part in this paper. However, the whole expression in the decomposed form is useful even for numerical calculation. Since the (nonlinear) Kubo formula often involves the higher-order \( k \) derivatives of the energy dispersion, the direct momentum summation in the Kubo formula results in a serious reduction of numerical accuracy. The present expressions do not suffer from such difficulty, although considerably high-order terms and the explicit expression of \( \Lambda \) part are necessary to obtain the convergence of the expansion.

In order to make the present paper self-contained, the paper is organized as follows. In Sect. III, we begin with a brief review of the Keldysh formalism and the Chebyshev polynomial expansion method. Following the work by S. M. João and his coworkers, we show the basis-independent form of the response tensors and its power...
series of the given Hamiltonian. Then, we discuss the symmetry of \( \Lambda \) and \( \Gamma \) which is useful to reduce the relevant terms, especially for the static response \( \omega = 0 \). In Sect. \( \text{V} \) we give the explicit formula in the momentum space in the thermal average, and linear and nonlinear responses, which corresponds to the specific procedures of (i) and (ii). In Sect. \( \text{VI} \) we exhibit the expressions specific for the linear and nonlinear electrical conductivities, as they require special care in the velocity operator that depends on the input electric field. Then, for a practical example, we discuss the essential parameters and the microscopic picture of the NLHE in the ferroelectric SnTe monolayer in Sect. \( \text{VI} \). The final section summarizes the paper. There are three appendices and supplementary material. In Appendix \( \text{A} \) we give a brief introduction of the Keldysh formalism. In Appendix \( \text{B} \) the derivation of the \( n \)-th order conductivity in the velocity gauge is given. The derivation of the linear conductivity in the velocity gauge is given in Appendix \( \text{C} \). The derivation and formula of the other responses such as the electric-field/current induced ones are given in the supplemental material.

### III. GENERAL EXPRESSION

In this section, we briefly review the Chebyshev polynomial expansion method \([77][81]\) in the Keldysh formalism \([77][77]\) in order to treat linear and nonlinear response tensors analytically in a self-contained manner. Following the previous work \([77]\), the general expressions of the response tensors are given in terms of the Keldysh Green’s functions in Sect. \( \text{III} \text{A} \) and then they are converted to the separable form by means of the Chebyshev polynomial expansion \([77]\) in Sect. \( \text{III} \text{B} \). The separable form is further rearranged based on the symmetry property in Sect. \( \text{III} \text{C} \). The resultant form is the most suitable for analyzing the essential parameters in the responses.

In this paper, we restrict ourselves to electronic systems expressed by a one-body Hamiltonian including those given by the \textit{ab initio} and mean-field calculations.

#### A. Response Tensor

Let us consider a Hamiltonian given by
\[
\mathcal{H}(t) = \mathcal{H}_0 + \mathcal{H}_{\text{ext}}(t),
\]
where \( \mathcal{H}_0 \) is the one-body Hamiltonian of our system, and \( \mathcal{H}_{\text{ext}}(t) \) is the time-dependent perturbation for arbitrary external fields. They are explicitly given by
\[
\mathcal{H}_0 = \sum_{ij} [\hat{H}_0]_{ij} c_i^\dagger c_j, \\
\mathcal{H}_{\text{ext}}(t) = \sum_\alpha F_\alpha(t) \sum_{ij} [\hat{B}_\alpha]_{ij}(t)c_i^\dagger c_j,
\]
where \( c_i^{(\dagger)} \) is the annihilation (creation) operator of an arbitrary state \( i \), such as a set of the momentum, spin, orbital, and sublattice. \( F_\alpha(t) \) denotes the \( \alpha \)-th component of the time-dependent generalized force coupled with an hermitian electron operator \( \hat{B}_\alpha \) with or without explicit \( t \) dependence. The repeated indices, e.g., \( \alpha, i, j \), are implicitly summed over hereafter.

The ensemble average of an arbitrary hermitian operator labelled by \( \mu \) is given by
\[
A_\mu(t) \equiv \langle \hat{A}_\mu^H(t) \rangle = -\text{Tr} \left[ \hat{A}_\mu(t) i \hat{G}^<(t, t) \right],
\]
where the superscript \( H \) denotes the Heisenberg representation, \( \hat{G}^R(t) = e^{i\mathcal{H}t/\hbar} \hat{O} e^{-i\mathcal{H}t/\hbar} \) and \( \hat{G}^< \) represents the matrix form of the lesser Green’s function, whose \((i, j)\)-component is defined as
\[
i \hat{G}^<_{ij}(t, t') = -\langle c_i^{(\dagger)}(t') c_j^{(\dagger)}(t) \rangle_0.
\]
Here, \( \langle \cdots \rangle_0 \) is the ensemble average with respect to \( \mathcal{H}_0 \).

Using the perturbation expansion of \( \hat{G}^< \) against the external field in the Keldysh formalism (see Appendix \( \text{A} \) in detail), the \( n \)-th order contribution of Eq. (4) in the frequency domain is given by
\[
A^{(n)}_\mu(\omega) = -\int_{\omega_0} \text{Tr} \left[ \hat{A}_\mu(\omega_0) i \hat{G}^{<\!(n)}(\omega - \omega_0) \right],
\]
where \( \int_{\omega} \equiv \int_{-\infty}^{\infty} d\omega/2\pi \) for notational simplicity, and \( \hat{G}^{\!(n)} \) is the \( n \)-th order lesser Green’s function (see Appendix \( \text{A} \) in detail). The explicit expressions of \( A^{(n)}_\mu(\omega) \) up to \( n = 2 \) are given by

\[
A^{(0)}_\mu(\omega) = -i \int_{\omega_1} \text{Tr} \left[ \hat{A}_\mu(\omega) \hat{G}^< (\omega_{c_1}) \right],
\]
\[
A^{(1)}_\mu(\omega) = -i \frac{(2\pi)}{\hbar} \int_{\omega_0, \omega_1, \omega_{c_1} \cdots c_3} F_\alpha(\omega_1) \delta(\omega_{c_1} - \omega_{c_2} - \omega_{c_3} - \omega_{c_1}) \\
\times \text{Tr} \left[ \hat{A}_\mu(\omega_0) \left\{ \hat{G}^< (\omega_{c_1}) \hat{B}_\alpha(\omega_{c_2} - \omega_1) \hat{G}^A (\omega_{c_3}) + \hat{G}^R (\omega_{c_1}) \hat{B}_\alpha(\omega_{c_2} - \omega_1) \hat{G}^< (\omega_{c_3}) \right\} \right].
\]
\[ A_{\mu}^{(2)}(\omega) = -i(2\pi)^3 \sqrt{\frac{\hbar^2}{4}} \int_{\omega_n, \omega_1, \omega_2, \omega_{n+1}, \ldots, \omega_n} F_\alpha(\omega_1)F_\beta(\omega_2) \delta(\omega_{e_3} - \omega_{e_2} - \omega_{e_4}) \delta(\omega_{e_3} - \omega_{e_4} - \omega_{e_5}) \delta(\omega - \omega_n + \omega_{e_5} - \omega_{e_1}) \]

\times \text{Tr} \left[ \hat{A}_\mu(\omega_n) \left\{ \hat{G}^< (\omega_{e_1}) \hat{B}_\alpha(\omega_{e_2} - \omega_1) \hat{G}^A (\omega_{e_3}) \hat{B}_\beta(\omega_{e_4} - \omega_2) \hat{G}^A (\omega_{e_5}) \right. \\
+ \hat{G}^R (\omega_{e_1}) \hat{B}_\alpha(\omega_{e_2} - \omega_1) \hat{G}^< (\omega_{e_3}) \hat{B}_\beta(\omega_{e_4} - \omega_2) \hat{G}^A (\omega_{e_5}) \\
\left. + \hat{G}^R (\omega_{e_1}) \hat{B}_\alpha(\omega_{e_2} - \omega_1) \hat{G}^R (\omega_{e_3}) \hat{B}_\beta(\omega_{e_4} - \omega_2) \hat{G}^< (\omega_{e_5}) \right\} \right], \tag{9}

where, \( \hat{G}^R, \hat{G}^A \), and \( \hat{G}^< \) are the unperturbed retarded, advanced, and lesser Green’s functions, respectively. Their matrix forms are explicitly given by

\[ \hat{G}^< (\omega) = 2\pi i \hbar f(\hbar \omega) \delta(\hbar \omega - \hat{H}_0), \tag{10} \]

\[ \hat{G}^> (\omega) = \frac{1}{\hbar(\omega + \xi^2) - \hat{H}_0}, \tag{11} \]

where \( \gamma > 0 \) is a broadening factor proportional to the inverse of the phenomenological relaxation time \( \tau = \gamma^{-1} \), and \( \zeta = +(R) \) and \( \zeta = -(A) \) correspond to the retarded and advanced Green’s functions, respectively. \( f(E) = (e^{\beta(E - \mu)} + 1)^{-1} \) is the Fermi-Dirac distribution function, where \( \beta \) and \( \mu \) denote the inverse temperature and the chemical potential.

From the above expressions, we define the \( n \)-th order response tensor \( \chi_{\mu, \alpha_1, \ldots, \alpha_n} (\omega_1, \ldots, \omega_n) \) as

\[ A_{\mu}^{(n)}(\omega) = 2\pi \left( \prod_{i=1}^{n} \int_{\omega_i} F_\alpha(\omega_i) \right) \delta(\omega - \omega_{[n]}) \]

\[ \times \chi_{\mu, \alpha_1, \ldots, \alpha_n} (\omega_1, \ldots, \omega_n), \tag{12} \]

where \( \omega_{[n]} = \sum_{i=1}^{n} \omega_i \). In the subscript, \( \mu \) represents the label of the response (output), while the others are those of the external fields (input). By definition, \( \chi \) is fully symmetric for any exchange of pair of external indices, and hence only the fully symmetric part of any exchange \((\alpha_i, \omega_i) \leftrightarrow (\alpha_j, \omega_j)\) contributes to the response, namely,

\[ \chi_{\mu; \alpha_1, \ldots, \alpha_n} (\omega_1, \ldots, \omega_n) = \frac{1}{n!} \sum_{\{ p \} \{ C \}} \hat{\chi}_{\mu; \alpha_1 \ldots \alpha_n} (\omega_{p_1}, \ldots, \omega_{p_n}), \tag{13} \]

where \( \hat{\chi}_{\mu; \alpha_1, \ldots, \alpha_n} (\omega_1, \ldots, \omega_n) \) is the non-symmetrized response tensor given below, and \( \sum_{\{ p \} \{ C \}} \) represents the sum over all permutations of \( (1, 2, \ldots, n) \).

Comparing Eq. (13) with Eq. (12), the \( n \)-th order non-symmetrized nonlinear response tensor is obtained as

\[ \hat{\chi}_{\mu; \alpha_1, \ldots, \alpha_n} (\omega_1, \ldots, \omega_n) = -i \frac{1}{\hbar^2} \int_{\omega_c} \text{Tr} \left[ \hat{A}_\mu \left\{ \hat{G}^{C_1}(\omega_c) \hat{B}_\alpha \hat{G}^{C_2}(\omega_c - \omega_1) \right. \\
\times \cdots \times \hat{G}^{C_n}(\omega_c - \omega_{[n-1]}) \hat{B}_\alpha \hat{G}^{C_{n+1}}(\omega_c - \omega_{[n]}) \right\} \right]. \tag{14} \]

Here, the summation \( \sum_{\{ C \}} \) means that for given \( k, (\hat{G}^{C_1}, \ldots, \hat{G}^{C_{k-1}}), \hat{G}^{C_k}, \) and \( (\hat{G}^{C_{k+1}}, \ldots, \hat{G}^{C_{n+1}}) \) are replaced with \( \hat{G}^R, \hat{G}^<, \) and \( \hat{G}^A \), respectively, where \( k \) runs over from 1 to \( n + 1 \).

In the case that both \( \hat{A}_\mu \) and \( \hat{B}_\alpha \) are time-independent operators, by replacing \( \hat{G}^< \) with Eq. (10), the linear response tensor is expressed as

\[ \hat{\chi}_{\mu; \alpha}(\omega) = \frac{1}{\hbar} \int_{E_{\text{min}}}^{E_{\text{max}}} dE f(E) \text{Tr} \left[ \hat{A}_\mu \left\{ \delta(E - \hat{H}_0) \hat{B}_\alpha \hat{G}^A (E/h - \omega) + \hat{G}^R (E/h + \omega) \hat{B}_\alpha \delta(E - \hat{H}_0) \right\} \right], \tag{15} \]

where we have introduced the finite energy range \( [E_{\text{min}}, E_{\text{max}}] \) of the spectrum of \( \hat{H}_0 \) because of the factor \( \delta(E - \hat{H}_0) \).

Note that the linear term satisfies \( \hat{\chi}_{\mu; \alpha} = \chi_{\mu; \alpha} \) by definition.

Similarly, the non-symmetrized second-order response tensor is given by

\[ \hat{\chi}_{\mu; \alpha, \beta}(\omega_1, \omega_2) = \frac{1}{\hbar^2} \int_{E_{\text{min}}}^{E_{\text{max}}} dE f(E) \text{Tr} \left[ \hat{A}_\mu \left\{ \delta(E - \hat{H}_0) \hat{B}_\alpha \hat{G}^A (E/h - \omega_1) \hat{B}_\beta \hat{G}^A (E/h - \omega_2) + \hat{G}^R (E/h + \omega_1 + \omega_2) \hat{B}_\alpha \hat{G}^R (E/h + \omega_2) \hat{B}_\beta \delta(E - \hat{H}_0) \right\} \right]. \tag{16} \]
FIG. 2. Feynman diagrams for the (a) linear and (b) second-order response tensors. The incoming (outgoing) wavy line denotes the external field (response) with associated frequency. The blue (red) solid circle represents the input (output) operator. The dashed line in the closed diagram denotes the lesser Green’s function. In the anti-clockwise closed loop starting at the outgoing vertex (red circle), the previous (subsequent) solid lines of the dashed line correspond to the advanced (retarded) Green’s functions. The same rule can be applied to the higher-order terms.

The Feynman diagrams corresponding to Eqs. (15) and (16) are shown in Fig. 2. The higher-order response tensors are systematically obtained by the same procedure. Since Eqs. (15) and (16) are independent of a choice of one-body basis, these expressions can be applied to systems irrespective of the presence of translational invariance [77].

When $\hat{A}$ or $\hat{B}$ has an implicit external-field dependencies, e.g., an electric current operator in the velocity gauge, we have to further expand $\hat{A}$ or $\hat{B}$ with respect to them in Eq. (6), giving rise to the additional terms in Eqs. (15) and (16). The typical example will be shown in Sect. V for the electric conductivities.

B. Chebyshev Polynomial Expansion

Here, the Chebyshev polynomial expansion method is introduced [77–81] to decompose the response tensors into the model independent ($\Lambda$) and dependent ($\Gamma$) parts.

In order to adopt the Chebyshev polynomial expansion, we first rescale all the energies in the range $I = [-1 + \delta, 1 - \delta]$ with a positive small parameter $\delta < 1$ as

$$\hat{H}_0 \rightarrow \hat{h} = \hat{H}_0 - E_c \hat{I},$$

$$E \rightarrow \epsilon = \frac{E - E_c}{W},$$

where $\hat{I}$ is the unit matrix, and $W$ and $E_c$ represent the half-bandwidth and band-center,

$$W = \frac{E_{\text{max}} - E_{\text{min}}}{2(1 - \delta)},$$

$$E_c = \frac{E_{\text{max}} + E_{\text{min}}}{2}.$$  

Then, the rescaled Green’s functions and Dirac deltas can be expanded as a series of the Chebyshev polynomials, $T_n(\hat{h})$, as

$$\delta(\epsilon - \hat{h}) = \sum_{n=0}^{\infty} \frac{\Delta_n(\epsilon)}{1 + \delta_n} T_n(\hat{h}),$$

$$\Delta_n(\epsilon) = \frac{2T_n(\epsilon)}{\pi \sqrt{1 - \epsilon^2}},$$

and

$$\tilde{g}^\zeta(\epsilon, \hat{h}) = \frac{\hbar}{\epsilon + \zeta \eta - \hat{h}} = \hbar \sum_{n=0}^{\infty} \frac{g_n^\zeta(\epsilon)}{1 + \delta_n} T_n(\hat{h}),$$

$$g_n^\zeta(\epsilon) = -2\zeta e^{-\zeta \eta \arccos((\epsilon + \zeta \eta)^{-1})},$$

where $\eta \equiv \hbar \gamma/W$ is a dimensionless broadening factor.

By using these polynomial expansions, the thermal average, non-symmetrized linear and second-order responses, $A^{(0)}_{\mu}(\omega)$, $\tilde{\chi}_{\mu;\alpha}(\omega)$, and $\tilde{\chi}_{\mu;\alpha,\beta}(\omega_1, \omega_2)$ are expressed as

$$A^{(0)}_{\mu} = \Lambda_{\mu} \Gamma_{\mu}^{ij},$$

$$\tilde{\chi}_{\mu;\alpha}(\omega) = \Lambda_{ij}(\omega; \gamma) \Gamma_{\mu;\alpha}^{ij},$$

$$\tilde{\chi}_{\mu;\alpha,\beta}(\omega_1, \omega_2) = \Lambda_{ijk}(\omega_1, \omega_2; \gamma) \Gamma_{\mu;\alpha,\beta}^{ijk},$$

where
\[ \Lambda_i = \sum_i \frac{c_i^{(l)}}{1 + \delta_{00}} \int \mathcal{D} f(\varepsilon) \Delta_i(\varepsilon), \]  
\[ \Lambda_{ij}(\omega; \gamma) = \frac{1}{W} \sum_{lm} \frac{c_i^{(l)} c_j^{(m)}}{(1 + \delta_{00})(1 + \delta_{m0})} \int \mathcal{D} f(\varepsilon) \left[ g_i^R(\varepsilon/h + \tilde{\omega}) \Delta_m(\varepsilon) + \Delta_i(\varepsilon) g_m^A(\varepsilon/h - \tilde{\omega}) \right], \]  
\[ \Lambda_{ijk}(\omega_1, \omega_2; \gamma) = \frac{1}{W^2} \sum_{lmn} \frac{c_i^{(l)} c_j^{(m)} c_k^{(n)}}{(1 + \delta_{ln})(1 + \delta_{m0})(1 + \delta_{n0})} \int \mathcal{D} f(\varepsilon) \left[ \Delta_i(\varepsilon) g_m^A(\varepsilon/h - \tilde{\omega}_1) g_n^A(\varepsilon/h - \tilde{\omega}_2) + g_i^R(\varepsilon/h + \tilde{\omega}_1 + \tilde{\omega}_2) \right] g_m^R(\varepsilon/h + \tilde{\omega}_2) \Delta_n(\varepsilon), \]

and
\[ \Gamma^i = \text{Tr} \left[ \hat{A}_i \hat{h} \right], \]  
\[ \Gamma^{ij}_{\mu \alpha} = \text{Tr} \left[ \hat{A}_i \hat{h}_\mu \hat{B}_\alpha \hat{h} \right], \]  
\[ \Gamma^{ijk}_{\mu \alpha \beta} = \text{Tr} \left[ \hat{A}_i \hat{h}_\mu \hat{B}_\alpha \hat{B}_\beta \hat{h} \right]. \]

Here, we have introduced the dimensionless quantities, \( \tilde{\omega}_i = \omega_i/W \), \( \tilde{\mu} = \mu/W \), and the rescaled Fermi-Dirac distribution function, \( f(\varepsilon) = (e^{\tilde{\beta}(\varepsilon - \tilde{\mu})} + 1)^{-1} \). \( c_i^{(l)} \) is the expansion coefficient in the Chebyshev polynomials, \( i.e., \ T_i(x) = \sum_{i=0}^{l} c_i^{(l)} x^i \). Once we have obtained the decoupled expressions of the thermal average and response tensors, the formal rescaling procedure in Eqs. (17) and (18) is safely scaled back to the original one. Namely, we set \( W = 1 \) and \( E_c = 0 \), hereafter.

The symmetrized expressions of Eqs. (25)-(27) are the desired results, which are decomposed into two independent parts, \( \Lambda \) and \( \Gamma \). The latter part \( \Gamma \) depends only on \( \Lambda \). Thus, all the model parameters and symmetry information of the response tensors are embedded in this part \( \Gamma \). The sequence of the operators in \( \Gamma \) is depicted in Fig. 3. By analyzing \( \Gamma \), we can identify the essential parameters in the response tensors, which provide a microscopic picture of nontrivial couplings among the electron hopping, SOC, and order parameters, and so on. On the other hand, the former part \( \Lambda \) consists of the external parameters such as frequency, temperature, and chemical potential dependencies through \( f(\varepsilon) \), and the broadening function \( \gamma \). In this paper, we mainly focus on the \( \Gamma \) part in order to extract the essential parameters. However, the explicit expression of \( \Lambda \) is necessary for those who evaluate the response tensors numerically based on the present formalism.

C. Symmetry of \( \Lambda \) and \( \Gamma \)

Here, we discuss the symmetry properties of \( \Lambda \) and \( \Gamma \), and the expressions of the response tensors are rearranged by using these properties. The resultant expressions are useful to reduce the relevant terms, especially in the static limit, \( \omega = 0 \).

First, let us consider the symmetry property of \( \Lambda \). In the thermal average \( \Lambda^{(0)}_{ij} \), it is obvious that \( \Lambda_{ij} \) is real.

In the linear response tensors, \( \Lambda_{ij}(\omega; \gamma) \) satisfies the following relation,
\[ \Lambda^{*}_{ij}(\omega; \gamma) = \Lambda_{ji}(\omega; \gamma). \]

By introducing \( \Lambda^{(\pm)}_{ij}(\omega; \gamma) \) as the even (odd) function of \( \omega \):
\[ \Lambda^{(\pm)}_{ij}(\omega; \gamma) = \frac{\Lambda_{ij}(\omega; \gamma) \pm \Lambda_{ji}(\omega; \gamma)}{2}, \]
we obtain the following relations,
\[ \text{Re} \left[ \Lambda^{(\pm)}_{ij}(\omega; \gamma) \right] = \pm \text{Re} \left[ \Lambda^{(\pm)}_{ji}(\omega; \gamma) \right], \]
\[ \text{Im} \left[ \Lambda^{(\pm)}_{ij}(\omega; \gamma) \right] = \mp \text{Im} \left[ \Lambda^{(\pm)}_{ji}(\omega; \gamma) \right]. \]

Namely, \( \text{Re}[\Lambda^{(\pm)}_{ij}(\omega; \gamma)] \) and \( \text{Im}[\Lambda^{(\pm)}_{ij}(\omega; \gamma)] \) are the symmetric tensor, whereas \( \text{Im}[\Lambda^{(+)}_{ij}(\omega; \gamma)] \) and \( \text{Re}[\Lambda^{(-)}_{ij}(\omega; \gamma)] \) are the anti-symmetric tensor, respectively.

Similarly, \( \Lambda_{ijk}(\omega_1, \omega_2; \gamma) \) in the second-order response tensors satisfies the following relation,
\[ \Lambda^{*}_{ijk}(\omega_1, \omega_2; \gamma) = \Lambda_{kij}(\omega_2, \omega_1; \gamma). \]
Then, by introducing $\Lambda_{ijk}^{(\pm)}(\omega_1, \omega_2; \gamma)$ as similar to Eq. (35) as
\[
\Lambda_{ijk}^{(\pm)}(\omega_1, \omega_2; \gamma) = \frac{\Lambda_{ijk}(\omega_1, \omega_2; \gamma) \pm \Lambda_{ijk}(-\omega_1, -\omega_2; \gamma)}{2},
\]
we obtain the following relations,
\[
\text{Re}\left[\Lambda_{ijk}^{(\pm)}(\omega_1, \omega_2; \gamma)\right] = \pm \text{Re}\left[\Lambda_{kji}^{(\pm)}(\omega_2, \omega_1; \gamma)\right],
\]
\[
\text{Im}\left[\Lambda_{ijk}^{(\pm)}(\omega_1, \omega_2; \gamma)\right] = \mp \text{Im}\left[\Lambda_{kji}^{(\pm)}(\omega_2, \omega_1; \gamma)\right].
\]

Therefore, $\text{Re}[\Lambda_{ijk}^{(\pm)}(\omega; \gamma)]$ and $\text{Im}[\Lambda_{ijk}^{(\pm)}(\omega; \gamma)]$ are symmetric, while $\text{Im}[\Lambda_{ijk}^{(\pm)}(\omega; \gamma)]$ and $\text{Re}[\Lambda_{ijk}^{(\pm)}(\omega; \gamma)]$ are antisymmetric with respect to $(i, \omega_1) \leftrightarrow (k, \omega_2)$.

Next, let us discuss the symmetry property of $\Gamma$. Because $A_\mu$ and $B_\alpha$ are the hermitian operators, $\Gamma^i_\mu$ is real, and $\Gamma^{ij\mu}_{\alpha \beta}$ and $\Gamma^{ij\mu}_{\alpha \beta \gamma}$ satisfy the following relations,
\[
\Gamma^{ij\mu}_{\alpha \beta} = \Gamma^{ji\mu}_{\alpha \beta},
\]
\[
\Gamma^{ij\mu}_{\alpha \beta \gamma} = \Gamma^{jki\mu}_{\alpha \beta},
\]
\[
\Gamma^{ij\mu}_{\alpha \beta \gamma} = \Gamma^{jki\mu}_{\alpha \beta \gamma}.
\]

Thus, the real (imaginary) part of $\Gamma^{ij\mu}_{\alpha \beta}$ represents the symmetric (antisymmetric) tensor for $A_\mu \leftrightarrow B_\alpha$ or $i \leftrightarrow j$:
\[
\text{Re}\left[\Gamma^{ij\mu}_{\alpha \beta}\right] = \text{Re}\left[\Gamma^{ji\mu}_{\alpha \beta}\right] = \text{Re}\left[\Gamma^{ij\mu}_{\alpha \beta}\right],
\]
\[
\text{Im}\left[\Gamma^{ij\mu}_{\alpha \beta}\right] = -\text{Im}\left[\Gamma^{ji\mu}_{\alpha \beta}\right] = -\text{Im}\left[\Gamma^{ij\mu}_{\alpha \beta}\right].
\]

By using Eqs. (36), the linear response tensor, Eq. (26) is rearranged as
\[
\tilde{\chi}^{\mu \alpha}(\omega) = \chi^{\mu \alpha}_{\text{RR}}(\omega) - \chi^{\mu \alpha}_{\text{HI}}(\omega) + i\chi^{\mu \alpha}_{\text{RI}}(\omega),
\]
\[
\tilde{\chi}^{\mu \alpha}_{\text{RR}}(\omega) = \text{Re}\left[\Lambda_{ij}^{(+)}(\omega, \gamma)\right] \text{Re}\left[\Gamma^{ij\mu}_{\alpha \beta}\right],
\]
\[
\tilde{\chi}^{\mu \alpha}_{\text{HI}}(\omega) = \text{Im}\left[\Lambda_{ij}^{(+)}(\omega, \gamma)\right] \text{Im}\left[\Gamma^{ij\mu}_{\alpha \beta}\right],
\]
\[
\tilde{\chi}^{\mu \alpha}_{\text{RI}}(\omega) = \text{Im}\left[\Lambda_{ij}^{(-)}(\omega, \gamma)\right] \text{Re}\left[\Gamma^{ij\mu}_{\alpha \beta}\right].
\]

Note that $\tilde{\chi}^{\mu \alpha}_{\text{RR}}(\omega)$ and $\tilde{\chi}^{\mu \alpha}_{\text{HI}}(\omega)$ $(\tilde{\chi}^{\mu \alpha}_{\text{RI}}(\omega)$ and $\tilde{\chi}^{\mu \alpha}_{\text{HI}}(\omega)$) are the even (odd) function of $\omega$. $\tilde{\chi}^{\mu \alpha}_{\text{HI}}(\omega)$ and $\tilde{\chi}^{\mu \alpha}_{\text{RI}}(\omega)$ are symmetric, whereas the $\tilde{\chi}^{\mu \alpha}_{\text{HI}}(\omega)$ and $\tilde{\chi}^{\mu \alpha}_{\text{RI}}(\omega)$ are antisymmetric, for $A_\mu \leftrightarrow B_\alpha$.

Similarly, by using Eq. (39), the second-order response tensor, Eq. (27) is rearranged as
\[
\tilde{\chi}^{\mu \alpha \beta}(\omega_1, \omega_2) = \chi^{\mu \alpha \beta}_{\text{RR}}(\omega_1, \omega_2) - \chi^{\mu \alpha \beta}_{\text{HI}}(\omega_1, \omega_2)
+ i\chi^{\mu \alpha \beta}_{\text{RI}}(\omega_1, \omega_2) + i\chi^{\mu \alpha \beta}_{\text{RI}}(\omega_1, \omega_2),
\]
\[
\tilde{\chi}^{\mu \alpha \beta}_{\text{RR}}(\omega_1, \omega_2) = \text{Re}\left[\Lambda_{ijk}^{(+)}(\omega_1, \omega_2; \gamma)\right] \text{Re}\left[\Gamma^{ijk\mu}_{\alpha \beta \gamma}\right],
\]
\[
\tilde{\chi}^{\mu \alpha \beta}_{\text{HI}}(\omega_1, \omega_2) = \text{Im}\left[\Lambda_{ijk}^{(+)}(\omega_1, \omega_2; \gamma)\right] \text{Im}\left[\Gamma^{ijk\mu}_{\alpha \beta \gamma}\right],
\]
\[
\tilde{\chi}^{\mu \alpha \beta}_{\text{RI}}(\omega_1, \omega_2) = \text{Im}\left[\Lambda_{ijk}^{(-)}(\omega_1, \omega_2; \gamma)\right] \text{Re}\left[\Gamma^{ijk\mu}_{\alpha \beta \gamma}\right].
\]

Since $\Lambda_{ij}^{(-)}(\omega; \gamma)$ and $\Lambda_{ijk}^{(-)}(\omega_1, \omega_2; \gamma)$ vanish in the static limit, $\omega, \omega_1, \omega_2 \to 0$, $\tilde{\chi}^{\mu \alpha \beta}(\omega = 0)$ and $\tilde{\chi}^{\mu \alpha \beta}(\omega = 0, \omega_2 = 0)$ are real quantities consisting of $\chi^{\mu \alpha \beta}_{\text{RR}}$ and $\chi^{\mu \alpha \beta}_{\text{HI}}$.

**IV. FORMULA FOR SYSTEMATIC ANALYSIS**

In this section, assuming the translational invariance, we finally provide fundamental momentum-space formula to extract the essential parameters in the thermal average, and linear and nonlinear response tensors. It is also useful to adopt the real-space formula to grasp nontrivial coupling among electronic degrees of freedom in the response, which is discussed in the supplemental material in detail [52]. In a symmetry-breaking phase without the original translational invariance, the present formula can also be applied by setting the appropriate magnetic unit cell.

**A. Hopping Hamiltonian**

Let us consider the hopping Hamiltonian [77],
\[
\mathcal{H}_0 = \sum_{R_a R_b} [h(r)]_{ab} c^\dagger_a(R_a)c_b(R_b),
\]
where $R_a (R_b)$ denotes the position vector of the start (end) site of the hopping bond, $r = R_b - R_a$. $h(r)$ has the common $r$ dependence for all unit cells because of the translational invariance. The labels, $a$ and $b$, represent the other degrees of freedom of electrons such as the spin, orbital, and sublattice. Note that $h(r)$ can describe any type of hoppings and potentials including the off-site SOC and mean-field potentials. Similarly, an hermitian operator $\hat{\Omega}$ is defined by
\[
\hat{\Omega} = \sum_{R_a R_b} [\hat{\Omega}(r)]_{ab} c^\dagger_a(R_a)c_b(R_b),
\]
where
\[ \hat{O}(r) = \hat{O}(-r). \]  
(57)

In the momentum-space representation, an hermitian operator including the hopping Hamiltonian is given by
\[ \hat{O} = \sum_k \langle \hat{O}(k) \rangle_{a\alpha} c^\dagger_{\alpha}(k) c_\alpha(k). \]  
(58)

The operator is diagonal in the momentum space because of the translational symmetry, and the momentum- and real-space representations of the operator are related to each other as
\[ \hat{O}(k) = \sum_r \hat{O}(r)e^{-ikr}. \]  
(59)

### B. Momentum-Space Representation

Let us show how we can identify the essential parameters in the response tensors by using the momentum-space representation of \( \Gamma \). Since all the operators are diagonal in the momentum space, Eqs. (33)-(35) are expressed as
\[ \Gamma^i_\mu(k) = \sum_k \Omega^i_\mu(k), \]  
(60)
\[ \Gamma^{ij}_{\mu,\alpha}(k) = \sum_k \Omega^{ij}_{\mu,\alpha}(k), \]  
(61)
\[ \Gamma^{ijk}_{\mu,\alpha,\beta}(k) = \sum_k \Omega^{ijk}_{\mu,\alpha,\beta}(k), \]  
(62)

where we have introduced
\[ \Omega^i_\mu(k) = \text{Tr} \left[ \hat{A}_\mu(k) \hat{h}^i(k) \right], \]  
(63)
\[ \Omega^{ij}_{\mu,\alpha}(k) = \text{Tr} \left[ \hat{A}_\mu(k) \hat{B}_\alpha(k) \hat{h}^i(k) \right], \]  
(64)
\[ \Omega^{ijk}_{\mu,\alpha,\beta}(k) = \text{Tr} \left[ \hat{A}_\mu(k) \hat{B}_\alpha(k) \hat{B}_\beta(k) \hat{h}^k(k) \right]. \]  
(65)

Here, \( \Omega^i_\mu(k) \) is real and characterizes the momentum distribution of the thermal average \( A^{(0)}_\mu \). Evaluating \( \Omega^i_\mu(k) \) analytically, we can identify the effective coupling to \( \hat{A}_\mu \) at \( k \) as
\[ \hat{H}_{\text{eff}}(k) \propto \Omega^i_\mu(k) \hat{A}_\mu(k). \]  
(66)

On the other hand, \( \Omega^{ij}_{\mu,\alpha}(k) \) and \( \Omega^{ijk}_{\mu,\alpha,\beta}(k) \) are complex and characterize the momentum distribution of the linear and second-order response tensors.

By evaluating \( \Gamma^i_\mu, \Gamma^{ij}_{\mu,\alpha}, \) and \( \Gamma^{ijk}_{\mu,\alpha,\beta} \), we can identify the essential parameters in the thermal average, linear and second-order response tensors.

Now, let us consider the symmetry property of \( \Omega(k) \). Suppose that \( \hat{A}_\mu, \hat{B}_\alpha, \) and \( \hat{B}_\beta \) have definite parities with respect to the spatial-inversion (\( \mathcal{P} \)) and time-reversal (\( \mathcal{T} \)) operations as
\[ \mathcal{P}(\hat{A}_\mu) = s \hat{A}_\mu, \quad \mathcal{T}(\hat{A}_\mu) = t \hat{A}_\mu, \quad (s, t, \bar{t} = \pm 1), \]
\[ \mathcal{P}(\hat{B}_\alpha) = s' \hat{B}_\alpha, \quad \mathcal{T}(\hat{B}_\alpha) = t' \hat{B}_\alpha, \quad (s', t', \bar{t}' = \pm 1), \]
\[ \mathcal{P}(\hat{B}_\beta) = s'' \hat{B}_\beta, \quad \mathcal{T}(\hat{B}_\beta) = t'' \hat{B}_\beta, \quad (s'', t'' = \pm 1). \]

Considering the Bloch states, \( \hat{h}(k) |n k\rangle = \epsilon_n k |n k\rangle \), where \( n \) denotes the band index, \( |n k\rangle \) and \( \hat{A}_\mu(k) \) are transformed by \( \mathcal{P} \) and \( \mathcal{T} \) as
\[ \mathcal{P} |n k\rangle = |n - k\rangle, \quad \mathcal{A}^{(n)}_{\mu m}(k) = s A^{(n)}_{\mu m}(-k), \]
\[ \mathcal{T} |n k\rangle = |\bar{n} - k\rangle, \quad \mathcal{A}^{(n)}_{\mu m}(k) = t A^{(n)}_{\mu m}(-k), \]
where \( \bar{n} \) represents the time-reversal partner of \( n \). \( \hat{B}_\alpha(k) \) and \( \hat{B}_\beta(k) \) are transformed in the same manner.

In the presence of \( \mathcal{P} \) \( (\epsilon_n k = \epsilon_{n - k}) \), \( \mathcal{T} \) \( (\epsilon_n k = \epsilon_{\bar{n} - k}) \), or \( \mathcal{PT} \) \( (\epsilon_n k = \epsilon_{\bar{n} - k}) \) symmetry, we have the following relations:
\[ \mathcal{P} \text{ symmetric} \]
\[ \Omega^i_\mu(k) = s \Omega^i_\mu(-k), \]
\[ \Omega^{ij}_{\mu,\alpha}(k) = s s' \Omega^{ij}_{\mu,\alpha}(-k), \]
\[ \Omega^{ijk}_{\mu,\alpha,\beta}(k) = s s' s'' \Omega^{ijk}_{\mu,\alpha,\beta}(-k). \]
\[ \mathcal{T} \text{ symmetric} \]
\[ \Omega^i_\mu(k) = t \Omega^i_\mu(-k), \]
\[ \Omega^{ij}_{\mu,\alpha}(k) = t t' \Omega^{ij}_{\mu,\alpha}(-k), \]
\[ \Omega^{ijk}_{\mu,\alpha,\beta}(k) = t t' t'' \Omega^{ijk}_{\mu,\alpha,\beta}(-k). \]
\[ \mathcal{PT} \text{ symmetric} \]
\[ \Omega^i_\mu(k) = s t \Omega^i_\mu(k), \]
\[ \Omega^{ij}_{\mu,\alpha}(k) = s s' t t' \Omega^{ij}_{\mu,\alpha}(k), \]
\[ \Omega^{ijk}_{\mu,\alpha,\beta}(k) = s s' s'' t t' t'' \Omega^{ijk}_{\mu,\alpha,\beta}(k). \]

By the above symmetry relations, \( A^{(0)}_\mu \) vanishes when \( s = -1 (t = -1) \) in the \( \mathcal{P} \) (\( \mathcal{T} \)) symmetric system. In the case of \( s s' = 1 \) \( (s s' = 1) \) a broken spatial-inversion symmetry is necessary to obtain a finite \( \chi_{\mu,\alpha} (\chi_{\mu,\alpha} \beta) \). On the other hand, in the case of \( t t' = -1 \) \( (t t' = 1) \) a broken time-reversal symmetry is necessary to obtain finite \( \chi^{RR}_{\mu,\alpha} \) and \( \chi^{RR}_{\mu,\alpha,\beta} \) \( (\chi^{RR}_{\mu,\alpha} \) and \( \chi^{RR}_{\mu,\alpha,\beta}) \), while in the case of \( t t' = 1 \) \( (t t' = 1) \) a broken time-reversal symmetry is necessary to obtain finite \( \chi^{IR}_{\mu,\alpha} \) and \( \chi^{IR}_{\mu,\alpha,\beta} \). \( (\chi^{IR}_{\mu,\alpha} \) and \( \chi^{IR}_{\mu,\alpha,\beta}) \).

Taking account of the above symmetry properties, the relevant expressions to extract the essential parameters for the thermal average, linear and second-order response tensors are summarized in Table[1]. The relevant
TABLE I. Relevant expressions to extract the essential parameters in the thermal average, and linear and second-order response tensors. The operators, \( \hat{q}_\mu \), \( \hat{m}_\mu \), \( \hat{\tau}_\mu \), and \( \hat{g}_\mu \) represent the electric odd-parity, magnetic even-parity, magnetic odd-parity, and electric even-parity operators, such as the electric, magnetic, magnetic-toroidal, and electric-toroidal dipole operators. \( \tau \) is the relaxation time. In the columns of “def.” and “KF”, the numbers in the parentheses indicate the definition of the quantity and the corresponding Kubo formula, respectively. It is only necessary to evaluate the real or imaginary part of \( \Gamma_{\mu \alpha \beta} \), \( \Gamma_{\mu \alpha}^{ij} \), and \( \Gamma_{\mu \alpha \beta}^{ijk} \) which is indicated in the column of “Re/Im”. The operators listed in the columns \( \Gamma \) represent a set of operators of \( A_\mu \), \( B_\alpha \), \( B_\beta \) in evaluating Eqs. (60)-(65).

| \((P, T, PT)\) | \( \text{response tensor / thermal average} \) | symbol | \( \tau \)-dep. | def. | KF | Re/Im | \( \Gamma_{\mu \alpha \beta} \) | \( \Gamma_{\mu \alpha}^{ij} \) | \( \Gamma_{\mu \alpha \beta}^{ijk} \) |
|----------------|-------------------------------------------|--------|----------------|------|----|-------|----------------|----------------|----------------|
| \((\circ, \times, \times)\) | thermal average | \( \langle \hat{q}_\mu \rangle \) | yes | (60) | -- | 528 | no | -- | -- |
| linear conductivity, BC term | \( \sigma_{BC}^{\mu \alpha \beta} \) | \( \tau^2 \) | (103) | yes | -- | no | -- | -- |
| linear E-current induced \( \hat{q}_\mu \) | \( \alpha_{\mu \alpha}^{(J)} \) | \( \tau^1 \) | (70) | yes | (83) | no | -- | -- |
| E-field induced \( \hat{\tau}_\mu \) | \( \alpha_{\mu \alpha}^{(E)} \) | \( \tau^0 \) | (71) | yes | (84) | no | -- | -- |
| 2nd-order E-current induced \( \hat{m}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(J) \mu \beta} \) | \( \tau^2 \) | (76) | yes | (58) | no | -- | -- |
| E-field induced \( \hat{m}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(E) \mu \beta} \) | \( \tau^0 \) | (78) | yes | (66) | no | -- | -- |
| E-current/field induced \( \hat{g}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(EE) \mu \beta} \) | \( \tau^1 \) | (77) | yes | (62) | no | -- | -- |
| \((\times, \circ, \times)\) | thermal average | \( \langle \hat{q}_\mu \rangle \) | yes | (60) | -- | no | -- | -- |
| 2nd-order conductivity, BCD term | \( \sigma_{BCD}^{\mu \alpha \beta} \) | \( \tau^1 \) | (1224) | yes | (1192) | no | -- | -- |
| linear E-current induced \( \hat{m}_\mu \) | \( \alpha_{\mu \alpha}^{(J)} \) | \( \tau^1 \) | (70) | yes | (83) | no | -- | -- |
| E-field induced \( \hat{g}_\mu \) | \( \alpha_{\mu \alpha}^{(E)} \) | \( \tau^0 \) | (71) | yes | (84) | no | -- | -- |
| 2nd-order E-current induced \( \hat{q}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(J) \mu \beta} \) | \( \tau^2 \) | (76) | yes | (58) | no | -- | -- |
| E-field induced \( \hat{q}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(E) \mu \beta} \) | \( \tau^0 \) | (78) | yes | (66) | no | -- | -- |
| E-current/field induced \( \hat{\tau}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(EE) \mu \beta} \) | \( \tau^1 \) | (77) | yes | (62) | no | -- | -- |
| \((\times, \times, \circ)\) | thermal average | \( \langle \hat{g}_\mu \rangle \) | yes | (60) | -- | no | -- | -- |
| 2nd-order conductivity, Drude term | \( \sigma_\mu^{\alpha \beta} \) | \( \tau^2 \) | (110) | yes | (105) | no | -- | -- |
| conductivity, intrinsic term | \( \sigma_\mu^{\alpha \beta} \) | \( \tau^0 \) | (117) | yes | (110) | no | -- | -- |
| linear E-field induced \( \hat{m}_\mu \) | \( \alpha_{\mu \alpha}^{(J)} \) | \( \tau^1 \) | (70) | yes | (83) | no | -- | -- |
| E-current induced \( \hat{g}_\mu \) | \( \alpha_{\mu \alpha}^{(E)} \) | \( \tau^0 \) | (71) | yes | (84) | no | -- | -- |
| 2nd-order E-current/field induced \( \hat{q}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(J) \mu \beta} \) | \( \tau^2 \) | (76) | yes | (58) | no | -- | -- |
| E-current induced \( \hat{q}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(E) \mu \beta} \) | \( \tau^0 \) | (78) | yes | (66) | no | -- | -- |
| E-field induced \( \hat{\tau}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(EE) \mu \beta} \) | \( \tau^1 \) | (77) | yes | (62) | no | -- | -- |
| any | thermal average | \( \langle \hat{g}_\mu \rangle \) | yes | (60) | -- | no | -- | -- |
| linear conductivity, Drude term | \( \sigma_\mu^{\alpha \beta} \) | \( \tau^1 \) | (102) | yes | (96) | no | -- | -- |
| linear E-field induced \( \hat{g}_\mu \) | \( \alpha_{\mu \alpha}^{(E)} \) | \( \tau^0 \) | (71) | yes | (84) | no | -- | -- |
| E-current induced \( \hat{\tau}_\mu \) | \( \alpha_{\mu \alpha}^{(J)} \) | \( \tau^1 \) | (70) | yes | (83) | no | -- | -- |
| 2nd-order E-current/field induced \( \hat{m}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(J) \mu \beta} \) | \( \tau^2 \) | (76) | yes | (58) | no | -- | -- |
| E-current induced \( \hat{g}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(E) \mu \beta} \) | \( \tau^0 \) | (78) | yes | (66) | no | -- | -- |
| E-field induced \( \hat{\tau}_\mu \) | \( \alpha_{\mu \alpha \beta}^{(EE) \mu \beta} \) | \( \tau^1 \) | (77) | yes | (62) | no | -- | -- |

expressions for the linear and second-order conductivities, and the electric-field/current induced response tensors are also shown in the same table, which are explained later in Sect. V and in the supplemental material. For example, in order to extract the essential parameters of the Drude term in the second-order conductivity, we refer to the 7th row in Table I. It indicates that it is nonzero only for \((P, T, PT) = (\times, \times, \circ)\) and proportional to \( \tau^2 \) in the clean limit. Moreover, we need to evaluate the real part of \( \Gamma_\mu^{ij} \) with \( A_\mu = \hat{v}_{\mu \alpha \beta} \), \( \Gamma_\mu^{ij} \) with \( \langle \hat{A}_\mu, \hat{B}_\alpha \rangle = (\hat{v}_\mu, \hat{v}_{\alpha \beta}) \), \( \langle \hat{v}_{\mu \alpha}, \hat{v}_{\beta \beta} \rangle \), and \( \Gamma_\mu^{ij} \) with \( \langle \hat{A}_\mu, \hat{B}_\alpha, \hat{B}_\beta \rangle = (\hat{v}_\mu, \hat{v}_{\alpha \beta}, \hat{v}_{\beta \beta}) \). The definitions of \( \Gamma_\mu^{ij} \), \( \Gamma_\mu^{ij} \), and \( \Gamma_\mu^{ij} \) are given in Eqs. (60)-(65), and the definitions of the velocity operators, \( \hat{v}_\mu \), \( \hat{v}_{\mu \alpha} \), and \( \hat{v}_{\mu \alpha \beta} \) are given in Eqs. (53).

V. CONDUCTIVITY

When the operators \( A \) and \( B \) implicitly depend on the external field, they must be further expanded with respect to it, and it gives rise to the additional terms in the response tensors. As a practical example, we here discuss the linear and second-order electric conductivities in the velocity gauge. In contrast to the length gauge, the velocity gauge is suitable for our method since the latter expression is explicitly obtained in the analytic form, pro-
vided that the explicit analytic form of the Hamiltonian is given.

### A. Current Operator in Velocity Gauge

Let us consider the real-space hopping Hamiltonian given in Eq. (55), and a time-dependent electric field, i.e., $E(t) = -i \partial_t A(t)$. Then, the perturbation Hamiltonian is given by

$$\mathcal{H}_{\text{ext}}(t) = \sum_{n=1}^{\infty} \frac{e}{n!} \hat{v}_{\alpha_1 \ldots \alpha_n} A_{\alpha_1}(t) \ldots A_{\alpha_n}(t), \quad (78)$$

where $e$ is the elementary charge [77, 83, 84], and we have defined the $n$-th order velocity operator:

$$\hat{v}_{\alpha_1 \ldots \alpha_n} = \frac{1}{(i\hbar)^{n}} [\hat{r}_{\alpha_n}, \ldots [\hat{r}_{\alpha_1}, \mathcal{H}_0]],$$

where $\hat{r}_{\alpha}$ represents the position operator along $\alpha$ direction. For $n = 1$, $\hat{v}_{\alpha}$ represents the ordinary velocity operator. The matrix element of the position operator in the real-space basis $|R \rangle$ is given by

$$\langle R_{e,a} | \hat{r} | R_{e,b} \rangle = \delta_{R_{e,a},R_{e}} \delta_{ab} R_s + d_{ab}(R_e, R_s), \quad (80)$$

where $d_{ab}(R_e, R_s)$ is the off-diagonal dipole matrix element [82, 83], which is expected to be small for large distance between $R_e$ and $R_s$. In the present paper, we neglect the second dipole term, since it is hard to evaluate it within the tight-binding model. The effect of the dipole term and the prescription to effectively include it in the tight-binding model are discussed in the literature [60, 82, 83]. Within this approximation, we use the diagonal and gauge-invariant position operator:

$$\langle R_{e,a} | \hat{r} | R_{e,b} \rangle = \delta_{R_{e,a},R_{e}} \delta_{ab} R_s. \quad (81)$$

By using Eq. (81), the matrix element of the $n$-th order velocity operator is expressed as

$$v_{\alpha_1 \ldots \alpha_n}(r) = \frac{1}{(i\hbar)^{n}} \partial_{\alpha_1} \ldots \partial_{\alpha_n} \hat{h}(r), \quad (82)$$

where $r$ is the bond vector. Using Eq. (52), we obtain the $n$-th order velocity operator in the momentum-space representation as

$$v_{\alpha_1 \ldots \alpha_n}(k) = \frac{1}{(i\hbar)^{n}} \partial_{\alpha_1} \ldots \partial_{\alpha_n} \hat{h}(k), \quad (83)$$

where $\partial_{\alpha}$ stands for the $k_{\alpha}$ derivative. Both Eqs. (82) and (83) can be obtained analytically, provided an analytic form of the hopping Hamiltonian.

The current operator in the velocity gauge is defined by the commutator of the position operator and the total Hamiltonian as

$$\hat{j}_\mu(t) = -\frac{e}{V} \hbar \left[ \hat{r}_\mu, \mathcal{H}(t) \right],$$

$$= -\frac{e}{V} \left( \hat{v}_\mu + e\hat{v}_{\mu\alpha} A_\alpha(t) + e^2 \hat{v}_{\mu\alpha\beta} A_\alpha(t) A_\beta(t) + \cdots \right), \quad (84)$$

where $V$ is the system volume [84]. By using the relation $E(\omega) = i\omega A(\omega)$, the current operator in the frequency domain is obtained as

$$\hat{j}_\mu(\omega) = \sum_{n=0}^{\infty} \hat{j}_\mu(\omega; n),$$

$$\hat{j}_\mu(\omega; n) = \frac{2\pi}{V} \frac{e^{n+1}}{n!} \hat{v}_{\mu\alpha_1 \ldots \alpha_n} \times \left( \prod_{i=1}^{n} \int \frac{E_{\alpha_i}(\omega_i)}{i\omega_i} \right) \delta(\omega - \omega_{[n]}). \quad (86)$$

The explicit forms of $\hat{j}_\mu(\omega; n)$ up to $n = 2$ are given by

$$\hat{j}_\mu(\omega; 0) = -\frac{2\pi}{V} e \hat{v}_\mu \delta(\omega),$$

$$\hat{j}_\mu(\omega; 1) = -\frac{e^2}{V} \hat{v}_{\mu\alpha} \frac{E_{\alpha}(\omega)}{i\omega},$$

$$\hat{j}_\mu(\omega; 2) = -\frac{e^3}{V} \hat{v}_{\mu\alpha\beta} \int \frac{E_{\alpha}(\omega_1) E_{\beta}(\omega_2)}{i\omega_1 i\omega_2} \times \delta(\omega - \omega_{1} - \omega_{2}). \quad (89)$$

Equation (78) in the frequency domain is given by

$$\mathcal{H}_{\text{ext}}(\omega) = 2\pi \sum_{n=1}^{\infty} \frac{e}{n!} \hat{v}_{\alpha_1 \ldots \alpha_n} \times \left( \prod_{i=1}^{n} \int \frac{E_{\alpha_i}(\omega_i)}{i\omega_i} \right) \delta(\omega - \omega_{[n]}). \quad (90)$$

By comparing Eq. (90) with

$$\mathcal{H}_{\text{ext}}(\omega) = \int_{\omega'} \hat{B}_{\alpha}(\omega - \omega') E_{\alpha}(\omega'),$$

the corresponding operator $\hat{B}$ in Eq. (91) is obtained as

$$\hat{B}_{\alpha}(\omega - \omega') = \sum_{n=0}^{\infty} \hat{B}_{\alpha}(\omega - \omega'; n),$$

$$\hat{B}_{\alpha}(\omega - \omega'; n) = -V \frac{1}{i\omega_i n} + \hat{j}_\alpha(\omega - \omega'; n). \quad (93)$$

As shown in the above, the current operator itself involves the external electric fields, and hence the additional expansion is needed to obtain the response tensors, which gives the additional terms to Eqs. (15) and (16). Then, the linear and second-order conductivities are defined by

$$j_\mu(\omega) = \sigma_{\mu;\alpha}(\omega) E_{\alpha}(\omega)$$

$$+ \int_{\omega_1,\omega_2} \sigma_{\mu;\alpha,\beta}(\omega_1,\omega_2) E_{\alpha}(\omega_1) E_{\beta}(\omega_2) \times 2\pi \delta(\omega - \omega_1 - \omega_2) + \cdots, \quad (94)$$

and the explicit expressions of the conductivity tensors are given below. A detailed derivation of the nonlinear conductivity is shown in Appendix B.
B. Linear Conductivity

In the clean limit, \( \tau = \gamma^{-1} \to \infty \), the linear DC conductivity obtained from the standard Kubo formula is decomposed into the Drude and BC terms as

\[
\sigma_{\mu,\alpha} = \sigma_{\mu,\alpha}^D + \sigma_{\mu,\alpha}^{BC}.
\]

(95)

These two components in the velocity gauge are explicitly given by (see Appendix C)

\[
\sigma_{\mu,\alpha}^D = \frac{e^2}{\hbar^2 V} \sum_{k_n} f_{nk} \partial_\mu \partial_\alpha \epsilon_{nk},
\]

(96)

\[
\sigma_{\mu,\alpha}^{BC} = -\frac{e^2}{\hbar^2} \sum_{k_n} \epsilon_{\alpha \beta} \beta f_{nk} \Omega^\beta_n(k),
\]

(97)

where \( f_{nk} = f(\epsilon_{nk}) \), and \( \Omega^\alpha_n(k) \) is the Berry curvature in the momentum space:

\[
\Omega^\alpha_n(k) = i \sum_{m \neq n} \epsilon_{\alpha \beta} \epsilon^{\alpha n}_m(k) \epsilon^{\beta m}_n(k).
\]

(98)

Here, \( \epsilon^{\alpha n}_m(k) = i \langle nk | \partial_\alpha | m \rangle \) is the Berry connection. \( \sigma_{\mu,\alpha}^D \) (\( \sigma_{\mu,\alpha}^{BC} \)) is the dissipative (non-dissipative) part in the clean limit. In the linear conductivity tensor, the symmetric part is the Drude term, i.e., \( \sigma_{\mu,\alpha}^D = \sigma_{\alpha,\mu}^D \) while the antisymmetric part is the BC term, \( \sigma_{\mu,\alpha}^{BC} = -\sigma_{\alpha,\mu}^{BC} \). The relation among the conditions of \( P \), \( T \), and \( PT \) symmetries for nonzero \( \sigma_{\mu,\alpha}^D \) and \( \sigma_{\mu,\alpha}^{BC} \) is summarized in Table II.

Note that \( \sigma_{\mu,\alpha}^D \) always exists irrespective of these symmetries, while the broken \( T \) symmetry is necessary to obtain finite \( \sigma_{\mu,\alpha}^{BC} \).

On the other hand, the Chebyshev polynomial expansion of the linear conductivity is given as follows. By substituting Eqs. (95) and (96) into Eq. (12), the linear conductivity is obtained as (see Appendix B in detail)

\[
\sigma_{\mu,\alpha}(\omega) = \frac{i e^2}{V(\omega + i \gamma)} \left\{ v^{(0)}_{\mu,\alpha} + \chi_{\mu,\alpha}(\omega) \right\}.
\]

(99)

Taking the static limit, \( \omega \to 0 \), the symmetric tensor \( \sigma_{\mu,\alpha}^D \) and the antisymmetric tensor \( \sigma_{\mu,\alpha}^{BC} \) are obtained as

\[
\sigma_{\mu,\alpha}^D = \frac{e^2}{\gamma V} \left\{ v^{(0)}_{\mu,\alpha} + \chi_{\mu,\alpha}^{RR}(0) \right\},
\]

(100)

\[
\sigma_{\mu,\alpha}^{BC} = -\frac{e^2}{\gamma V} \lim_{\gamma \to +0} \frac{d}{d\gamma} \chi_{\mu,\alpha}^{II}(\gamma),
\]

(101)

where \( v^{(0)}_{\mu,\alpha} \), \( \chi_{\mu,\alpha}^{RR}(0) \), and \( \chi_{\mu,\alpha}^{II}(\gamma) \) are given by Eqs. (25), (40), and (47). We have used the fact that the Drude and BC terms are proportional to \( \gamma^{-1} \) and \( \gamma^0 \), respectively.

Using Eqs. (60) and (61), Eqs. (100) and (101) are expressed as

\[
\sigma_{\mu,\alpha}^D = \frac{e^2}{\gamma V} \left\{ \Lambda^{(++)}_{\mu,\alpha} + \text{Re} \left[ \Lambda^{(+,0)}_{ij} \right] \text{Re} \left[ \Gamma^{ij}_{\mu,\alpha} \right] \right\},
\]

(102)

\[
\sigma_{\mu,\alpha}^{BC} = -\frac{e^2}{V} \text{Im} \left[ \Lambda^{(+,1)}_{ij} \right] \text{Im} \left[ \Gamma^{ij}_{\mu,\alpha} \right],
\]

(103)

where

\[
\Gamma^{ij}_{\mu,\alpha} = \sum_k \text{Tr} \left[ \hat{v}_{\mu,\alpha}(k) \hbar^i(k) \right],
\]

(104)

\[
\Gamma^{ij}_{\mu,\alpha} = \sum_k \text{Tr} \left[ \hat{v}_{\mu,\alpha}(k) \hbar^i(k) \hat{v}_{\alpha}(k) \hbar^j(k) \right].
\]

(105)

Here we have introduced the derivative of \( \Lambda^{(+)}_{ij}(0; \gamma) \) as

\[
\Lambda^{(+,n)}_{ij}(0; \gamma) = \lim_{\gamma \to +0} \frac{d^n}{d\gamma^n} \Lambda^{(+)}_{ij}(0; \gamma).
\]

(106)

C. Second-Order Conductivity

Similarly, the second-order DC conductivity is known to be classified by three terms as

\[
\sigma_{\mu,\alpha,\beta} = \sigma_{\mu,\alpha,\beta}^D + \sigma_{\mu,\alpha,\beta}^{BCD} + \sigma_{\mu,\alpha,\beta}^{int},
\]

(107)

which represent the Drude, BCD, and intrinsic terms, respectively [37]. Each term is explicitly given by [91]

\[
\sigma_{\mu,\alpha,\beta}^D = -\frac{e^3}{2\gamma^2 h^2 V} \sum_{k_n} f_{nk} \partial_\mu \partial_\alpha \partial_\beta \epsilon_{nk},
\]

(108)

\[
\sigma_{\mu,\alpha,\beta}^{BCD} = \frac{e^3}{2\gamma h^2 V} \sum_{k_n} f_{nk} \epsilon_{\mu \alpha \beta} D_n^{\beta \alpha}(k) + [\alpha \leftrightarrow \beta],
\]

(109)

\[
\sigma_{\mu,\alpha,\beta}^{int} = \frac{e^3}{h V} \sum_{k_n \neq m} \left[ \frac{1}{2} \left( \epsilon_{nk} - \epsilon_{km} \right) g^{\alpha n}_{\alpha \beta}(k) \partial_\mu \epsilon_{nk} - 2 \left( \partial f_{nk} \partial_\mu \epsilon_{nk} \right) g^{\alpha n}_{\alpha \beta}(k) \left( \epsilon_{nk} - \epsilon_{km} \right) + [\alpha \leftrightarrow \beta] \right],
\]

(110)

where the Berry curvature dipole \( D_n^{\beta \alpha}(k) \) is given by

\[
D_n^{\beta \alpha}(k) = \partial_\alpha \Omega^\beta_n(k),
\]

(111)

and \( g^{\alpha n}_{\alpha \beta}(k) \) is the quantum metric [38, 39].

\[
g^{\alpha n}_{\alpha \beta}(k) = \frac{1}{2} \left( \epsilon^{\alpha n}_\alpha(k) \epsilon^{\beta n}_\beta(k) + \epsilon^{\alpha n}_\beta(k) \epsilon^{\beta n}_\alpha(k) \right).
\]

(112)

In the clean limit, both \( \sigma_{\mu,\alpha,\beta}^D \) and \( \sigma_{\mu,\alpha,\beta}^{BCD} \) are the dissipative parts, whereas \( \sigma_{\mu,\alpha,\beta}^{int} \) is insensitive of \( \gamma \), and hence, this term is negligible in good metals.

The conditions of \( P \), \( T \), and \( PT \) symmetries for nonzero \( \sigma_{\mu,\alpha,\beta}^D \), \( \sigma_{\mu,\alpha,\beta}^{BCD} \), and \( \sigma_{\mu,\alpha,\beta}^{int} \) are also summarized in Table II [37]. The broken \( P \) symmetry is necessary for all terms to be finite. In the \( P \)-broken system, \( \sigma_{\mu,\alpha,\beta}^D \) and \( \sigma_{\mu,\alpha,\beta}^{BCD} \) are allowed to be finite in the \( PT \) symmetric system, while \( \sigma_{\mu,\alpha,\beta}^{BCD} \) is allowed to be finite in the \( T \) symmetric system.

Similar to Eq. (99), the Chebyshev polynomial expansion of the second-order conductivity is given by (see Appendix B in detail)
\[
\sigma_{\mu;\alpha,\beta}(\omega_1, \omega_2) = \frac{e^3}{2V(\omega_1 + i\gamma)(\omega_2 + i\gamma)} \left\{ \frac{1}{2} \chi^{(0)}_{\mu;\alpha,\beta} + \frac{1}{2} \chi^{(1)}_{\mu;\alpha,\beta}(\omega_1 + \omega_2) + \chi^{(1)}_{\mu;\alpha,\beta}(\omega_1, \omega_2) \right\} + [(\alpha, \omega_1) \leftrightarrow (\beta, \omega_2)].
\]

Note that \(\tilde{\chi}_{\mu;\alpha,\beta} = \chi_{\mu;\alpha,\beta}\) and \(\tilde{\chi}_{\mu;\alpha,\beta} = \chi_{\mu;\alpha,\beta}\). We consider the case of \(PT\)-symmetric and \(T\)-symmetric systems separately as follows.

### 1. \(PT\) symmetric system

In this case, the BCD term vanishes. Taking the static limit, \(\omega_1, \omega_2 \to 0\), the Drude and intrinsic terms are given by

\[
\sigma^D_{\mu;\alpha,\beta} = -\frac{e^3}{2\gamma^2} \lim_{\gamma \to +0} \left\{ \frac{1}{2} \chi^{(0)}_{\mu;\alpha,\beta} + \frac{1}{2} \chi^{\text{RR}}_{\mu;\alpha,\beta}(2\gamma) + \chi^{\text{RR}}_{\mu;\alpha,\beta}(\gamma, \gamma) \right\} + [\alpha \leftrightarrow \beta],
\]

\[
\sigma^{\text{int}}_{\mu;\alpha,\beta} = -\frac{e^3}{4\gamma} \lim_{\gamma \to +0} \frac{d^2}{d\gamma^2} \left\{ \frac{1}{2} \chi^{\text{RR}}_{\mu;\alpha,\beta}(2\gamma) + \chi^{\text{RR}}_{\mu;\alpha,\beta}(\gamma) + \chi^{\text{RR}}_{\mu;\alpha,\beta}(\gamma, \gamma) \right\} + [\alpha \leftrightarrow \beta],
\]

where we have used the fact that the Drude and intrinsic terms are proportional to \(\gamma^{-2}\) and \(\gamma^0\), respectively.

The explicit expressions of Eqs. (114) and (115) in terms of \(\Lambda\) and \(\Gamma\) are given by

\[
\sigma^D_{\mu;\alpha,\beta} = -\frac{e^3}{4\gamma^2} \left\{ \Lambda^0_{\mu;\alpha,\beta} + \text{Re} \left[ \Lambda^{(+)\alpha,\beta}_0 \right] \right\} + \text{Re} \left[ \Gamma^{ij}_{\mu;\alpha,\beta} \right] + 2 \text{Re} \left[ \Gamma^{ij}_{\mu;\alpha,\beta} \right] \left[ \Lambda^{(+)\alpha,\beta}_0 \right] \right\} + [\alpha \leftrightarrow \beta],
\]

\[
\sigma^{\text{int}}_{\mu;\alpha,\beta} = -\frac{e^3}{4\gamma} \left\{ \text{Re} \left[ \Lambda^{(+)\alpha,\beta}_0 \right] \right\} + \text{Re} \left[ \Gamma^{ij}_{\mu;\alpha,\beta} \right] + \text{Re} \left[ \Lambda^{(+)\alpha,\beta}_0 \right] \right\} + [\alpha \leftrightarrow \beta],
\]

where

\[
\Gamma^{ij}_{\mu;\alpha,\beta} = \sum_k \text{Tr} \left[ \tilde{v}_{\mu;\alpha,\beta}(k) \tilde{h}^i(k) \right],
\]

\[
\Gamma^{ij}_{\mu;\alpha,\beta} = \sum_k \text{Tr} \left[ \tilde{v}_{\mu;\alpha,\beta}(k) \tilde{h}^i(k) \tilde{v}_{\alpha,\beta}(k) \tilde{h}^j(k) \right],
\]

\[
\Gamma^{ij}_{\mu;\alpha,\beta} = \sum_k \text{Tr} \left[ \tilde{v}_{\mu;\alpha,\beta}(k) \tilde{h}^i(k) \tilde{\beta}(k) \tilde{h}^j(k) \right],
\]

\[
\Gamma^{ij}_{\mu;\alpha,\beta} = \sum_k \text{Tr} \left[ \tilde{v}_{\mu;\alpha,\beta}(k) \tilde{h}^i(k) \tilde{\alpha}(k) \tilde{h}^j(k) \tilde{\beta}(k) \tilde{h}^k(k) \right],
\]

and

\[
\Lambda^{(+)\alpha,\beta} = \lim_{\gamma \to +0} \frac{1}{d^n} \frac{d^n}{d\gamma^n} \Lambda^{(+)\alpha,\beta}(0, 0; \gamma).
\]

### 2. \(T\) symmetric system

In this case, the Drude and intrinsic terms vanish. The BCD term in the static limit is given by

\[
\sigma_{\mu;\alpha,\beta}^{\text{BCD}} = \frac{e^3}{2\gamma^2} \lim_{\gamma \to +0} \frac{d}{d\gamma} \left\{ \frac{1}{2} \chi^{\text{II}}_{\mu;\alpha,\beta}(2\gamma) + \chi^{\text{II}}_{\mu;\alpha,\beta}(\gamma, \gamma) \right\} + [\alpha \leftrightarrow \beta],
\]

where we have used the fact that the BCD term is proportional to \(\gamma^{-1}\).

The BCD term in terms of \(\Lambda\) and \(\Gamma\) is given by

\[
\sigma_{\mu;\alpha,\beta}^{\text{BCD}} = \frac{e^3}{2\gamma^2} \left\{ \text{Im} \left[ \Lambda_{\mu;\alpha,\beta}^{(+)\alpha,\beta} \right] \right\} + \text{Im} \left[ \Gamma^{ij}_{\mu;\alpha,\beta} \right] + \text{Im} \left[ \Gamma^{ij}_{\mu;\alpha,\beta} \right] \right\} + [\alpha \leftrightarrow \beta].
\]

### VI. APPLICATION TO FERROELECTRIC TIN TELLURIDE MONOLAYER

We demonstrate the present analysis method by taking a specific example, the ferroelectric SnTe monolayer.
by means of the symmetry-adopted multipole basis in \textit{VI A}. This procedure is useful to construct automatically the hopping Hamiltonian and analyze response tensors by combining it with computational analysis. Then, we discuss the anti-symmetric spin and orbital splittings in \textit{VI B} and nonlinear Hall effect in \textit{VTC}.

### A. Two-Orbital Hopping Model

The monolayer SnTe exhibits the in-plane spontaneous electric polarization below the transition temperature $T_c = 270$ K [53]. The \textit{ab initio} calculation predicts that it exhibits the nonlinear Hall effect [54]. The space group of the monolayer SnTe in the ferroelectric phase is $Pmn2_1$ (#31, $C_{2v}^0$) with the mirror symmetry in the $xz$ plane, and glide symmetry with $xy$ plane as shown in Fig. \textit{4 (a)} [55].

The opposite in-plane displacement of Sn and Te atoms along the $x$-axis gives rise to the ferroelectric polarization $P$. Near the conduction (valence) band edge mainly consists of Sn (Te) $p_x$ and $p_y$ orbitals [56]. By focusing on the conduction band edge, we consider the simplified two-dimensional hopping model with Sn (green sphere) $p_x$ and $p_y$ orbitals by taking the upper layer of the SnTe as shown in Fig. \textit{4 (b)}. The presence of Te atoms (orange sphere) affects the effective hopping parameters between Sn atoms. The space group of the effective model is $P_m$ (#31, $C_{2v}^+$), and the corresponding point-group symmetry is $C_{3v}$.

The hopping Hamiltonian is generally expressed as

$$
\mathcal{H}_0 = \sum_{r, R_s} \langle \hat{\mathcal{H}}(r) \rangle e^{i \alpha} c_{\alpha \sigma}^\dagger (r + R_s) c_{\alpha \sigma} (R_s),
$$

where $c_{\alpha \sigma}^\dagger (r + R_s)$ ($c_{\alpha \sigma} (R_s)$) is the creation (annihilation) operator of the position $r + R_s$ ($R_s$), orbital $a = p_x, p_y$, and spin $\sigma = \uparrow, \downarrow$. Following the bottom-up procedure for the hopping model proposed in [34], we construct the matrix elements of $\hat{\mathcal{H}}(r)$ and independent model parameters by means of the symmetry-adopted multipole basis.

Let us first introduce the symmetry-adopted multipole basis [52, 53, 54]. We consider the on-site/bond, orbital, and spin degrees of freedom separately.

The on-site energy is represented by the electric cluster multipole,

$$
Q_{0}^{(c)} (0) = 1,
$$

where the superscript $(c)$ denotes the cluster multipole (in this case, the size of the cluster is 1). On the other hand, the real and imaginary hoppings along $x$ and $y$ directions are represented by

$$
Q_{0}^{(b,x)} (a_1) = Q_{0}^{(b,y)} (a_2) = 1, \quad T_{0}^{(b,x)} (a_1) = T_{0}^{(b,y)} (a_2) = i,
$$

where the superscripts $(b, x)$ and $(b, y)$ denote the bond multipole along $x$ and $y$ directions. Note that from the symmetry point of view, the real and imaginary hoppings correspond to the electric charge ($Q$) and magnetic toroidal monopole ($T_0$) or dipole ($T_y$) at the bond center, respectively. Similarly, the hoppings along the diagonal are given by

$$
Q_{0}^{(b,xy)} (\pm a_1 + a_2) = 1, \quad T_{0}^{(b,xy)} (\pm a_1 + a_2) = i,
$$

where $a_1$ and $a_2$ are the unit vectors, whose lengths are set as unity. Since the bond multipole basis in Eqs. (127) and (128) are hermitian, the matrix elements for the opposite hopping direction are given by the relation in Eq. (67). The above multipole basis are shown schematically in the columns of “bond” in Fig. 5.

In the orbital space, $\{|p_x\rangle, |p_y\rangle\}$, any matrix is described by the four spinless atomic multipole as

$$
Q_{0}^{(a)} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad Q_{x,y}^{(a)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Q_{z}^{(a)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
$$

$$
M_z^{(a)} = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},
$$

where the superscript $(a)$ denotes the atomic multipole. $M_z^{(a)}$ represents the orbital magnetic dipole. Similarly, in the spin sectors, $\{\uparrow, \downarrow\}$, any matrix is expressed by the Pauli and unit matrices as

$$
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
$$

$$
\sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
$$

FIG. 4. Crystal structure of the ferroelectric monolayer SnTe ($x$ principal axis). (a) The top ($z$-axis) and side ($y$-axis) views. The in-plane atomic displacement of Sn (green sphere) and Te (orange sphere) gives rise to the ferroelectric polarization $P$ (orange arrow). The orange shaded area represents the upper layer. (b) The simplified effective model ($y$ principal axis) by taking the upper layer of SnTe. $a_1$ and $a_2$ are the unit vectors. The square represents the unit cell.
These multipoles are shown in the columns of “orbital” and “charge/spin” in Fig. 5 respectively.

Since the Hamiltonian $\hat{h}$ is fully symmetric for all the symmetry operations, only the independent products of the cluster/bond, atomic orbital, and spin multipoles belonging to $A'$ irreducible representation contribute to $\hat{h}$.

Considering the multipole basis classified in $A'$ (blue) and $A''$ (green) irreducible representations in Fig. 5 and $A' \otimes A' = A'' \otimes A'' = A'$, $A' \otimes A'' = A''$, we obtain

$$
\hat{h} = \hat{h}_c + \hat{h}^{(x)} + \hat{h}^{(y)} + \hat{h}^{(xy)} + \hat{h}_{SOC},
$$

$$
\hat{h}_c = \epsilon_1 Q_0^{(c)} (k) Q_0^{(a)} \sigma_0 + \epsilon_2 Q_0^{(c)} (k) Q_0^{(a)} \sigma_0,
$$

$$
\hat{h}^{(x)} = t_{x1} Q_0^{(b,x)} Q_0^{(a)} \sigma_0 + t_{x2} Q_0^{(b,x)} Q_0^{(a)} \sigma_0,
$$

$$
\hat{h}^{(y)} = t_{y1} Q_0^{(b,y)} Q_0^{(a)} \sigma_0 + t_{y2} Q_0^{(b,y)} Q_0^{(a)} \sigma_0 + t_{y3} T_y^{(b,y)} M_z^{(a)} \sigma_0,
$$

$$
\hat{h}^{(xy)} = t_{x1} Q_0^{(b,xy)} Q_0^{(a)} \sigma_0 + t_{x2} Q_0^{(b,xy)} Q_0^{(a)} \sigma_0 + t_{y1} Q_0^{(b,xy)} Q_0^{(a)} \sigma_0 + t_{y2} T_y^{(b,xy)} M_z^{(a)} \sigma_0,
$$

$$
\hat{h}_{SOC} = \lambda Q_0^{(c)} M_z^{(a)} \sigma_z,
$$

(131)

where $\epsilon_i$ ($i = 1, 2$), $t_{xi}$ ($i = 1, 2$), $t_{yi}$ ($i = 1, 2, 3, 4$), and $t'_{yi}$ ($i = 1, 2, 3, 4$) are the independent model parameters for the on-site energies and transfer integrals, respectively. $\lambda$ represents the atomic SOC magnitude. We neglect the spin-dependent hoppings for simplicity, as the following results are not altered qualitatively. Note that $t_{x3}$ and $t'_{y4}$ are proportional to the electric polarization [$57$], which vanish in the paraelectric phase.

In the momentum-space representation, Eq. (131) is expressed as

$$
\hat{h}_c^{(x)}(k) = t_{x1} Q_0^{(b,x)}(k) Q_0^{(a)} \sigma_0 + t_{x2} Q_0^{(b,x)}(k) Q_0^{(a)} \sigma_0,
$$

$$
\hat{h}_c^{(y)}(k) = t_{y1} Q_0^{(b,y)}(k) Q_0^{(a)} \sigma_0 + t_{y2} Q_0^{(b,y)}(k) Q_0^{(a)} \sigma_0 + t_{y3} T_y^{(b,y)}(k) M_z^{(a)} \sigma_0,
$$

$$
\hat{h}_c^{(xy)}(k) = t_{x1} Q_0^{(b,xy)}(k) Q_0^{(a)} \sigma_0 + t_{x2} Q_0^{(b,xy)}(k) Q_0^{(a)} \sigma_0 + t_{y1} Q_0^{(b,xy)}(k) Q_0^{(a)} \sigma_0 + t_{y2} T_y^{(b,xy)}(k) M_z^{(a)} \sigma_0,
$$

(132)

where the form factors are given by using Eq. (109) as

$$
Q_0^{(b,z)}(k) = 2 \cos(k_x), \quad Q_0^{(b,y)}(k) = 2 \cos(k_y),
$$

$$
Q_0^{(b,xy)}(k) = 4 \cos(k_x) \cos(k_y),
$$

$$
Q_0^{(b,xy)}(k) = -4 \sin(k_x) \sin(k_y),
$$

$$
T_0^{(b,x)}(k) = 2 \sin(k_x), \quad T_0^{(b,y)}(k) = 2 \sin(k_y),
$$

$$
T_0^{(b,xy)}(k) = 4 \sin(k_x) \cos(k_y),
$$

$$
T_0^{(b,xy)}(k) = 4 \cos(k_x) \sin(k_y).
$$

(133)

The resultant Hamiltonian matrix is simply given by

$$
\hat{h}(k) = \begin{pmatrix}
\hat{h}_{11}(k) & \hat{h}_{12}(k) \\
\hat{h}_{12}^*(k) & \hat{h}_{22}(k)
\end{pmatrix},
$$

(134)

where

$$
\hat{h}_{11}(k) = (\epsilon_x + p_{x1} c_x + p_{x2} c_y + p_{x3} c_x c_y) \sigma_0,
$$

$$
\hat{h}_{12}(k) = (-i p_{y3} s_y + p_{y4} s_x s_y - i p_{y4} c_x c_y) \sigma_0 - i \lambda \sigma_z,
$$

$$
\hat{h}_{22}(k) = (\epsilon_y + p_{x2} c_x + p_{y2} c_y + p_{y3} c_x c_y) \sigma_0.
$$

(135)
Here, we use abbreviations, $c_i \equiv \cos(k_i)$, $s_i \equiv \sin(k_i)$ ($i = x, y$) and
\[
\begin{align*}
\epsilon_x &= \epsilon_1 + \epsilon_2, \quad \epsilon_y = \epsilon_1 - \epsilon_2, \\
p_{x1} &= 2(t_{x1} + t_{x2}), \quad p_{x2} = 2(t_{x1} - t_{x2}), \\
p_{y1} &= 2(t_{y1} + t_{y2}), \quad p_{y2} = 2(t_{y1} - t_{y2}), \quad p_{y3} = 2t_{y3}, \\
p'_{1} &= 4(t'_{1} + t'_{2}), \quad p'_{2} = 4(t'_{1} - t'_{2}), \quad p'_{3} = -4t'_{3}, \quad p'_{4} = 4t'_{4},
\end{align*}
\]
(136)

B. Antisymmetric Spin and Orbital Splittings

In the absence of the space-inversion symmetry, the antisymmetric spin and orbital splittings in the electronic band structure are expected. The spin and orbital splittings are evaluated by using Eq. (139). The lowest-order contribution to the anti-symmetric spin splitting is found at $i = 2$ as
\[
\begin{align*}
\Omega^2_{\sigma_i}(k) &= \text{Tr} \left[ \sigma_i \hat{h}^2(k) \right] \\
&= 8 \lambda \left( t_{y3} T_{y}^{(b,y)}(k) + t'_{4} T_{y}^{(b,x)}(k) \right) \\
&= 16 \lambda \left( t_{y3} + 2t'_{4} \cos(k_x) \right) \sin(k_y) \\
&\quad \rightarrow \lambda \left( t_{y3} + 2t'_{4} \right) k_y \quad (k \rightarrow 0).
\end{align*}
\]
(137)

Similarly, the lowest-order contribution to the anti-symmetric orbital splitting is given by
\[
\begin{align*}
\Omega^2_{\hat{M}_z}(k) &= \text{Tr} \left[ M_z^{(a)} \hat{h}^2(k) \right] \\
&= 4 \left( t_{y3} T_{y}^{(b,y)}(k) + t'_{4} T_{y}^{(b,x)}(k) \right) \\
&= 8 \left( t_{y3} + 2t'_{4} \cos(k_x) \right) \sin(k_y) \\
&\quad \rightarrow \left( t_{y3} + 2t'_{4} \right) k_y \quad (k \rightarrow 0).
\end{align*}
\]
(138)

These results indicate that the Rashba-type spin and orbital splittings appear in the $k_y$-direction, and degenerate at $k_y = 0$ because of the mirror symmetry in the $xz$ plane. Equations (137) and (138) clearly indicate that the anti-symmetric splitting requires finite $t_{y3}$ or $t'_{4}$ hoppings, which indeed become finite when the system enters in the ferroelectric phase. Moreover, $\lambda$ is necessary (unnecessary) for the spin (orbital) splitting. These results are consistent with those by the ab initio calculation [57], and are summarized in Table II.

We show the electronic band structure of this model in Figs. 6(a)-(d), where the hopping parameters and the strength of the SOC are set as
\[
\begin{align*}
\epsilon_1 &= 0.0, \quad \epsilon_2 = 0.05, \\
t_{x1} &= -0.2, \quad t_{x2} = -0.05, \\
t_{y1} &= -0.3, \quad t_{y2} = -0.1, \quad t_{y3} = -0.05, \\
t'_{1} &= 0.1, \quad t'_{2} = 0.05, \quad t'_{3} = 0.05, \quad t'_{4} = 0.05, \\
\lambda &= 0.1.
\end{align*}
\]
(139)

Note that these parameters are chosen so as to reproduce the conduction band edge near the X point given by the ab initio calculation [57]. As shown in Figs. 6(a)-(d), the antisymmetric spin and orbital splittings in the $k_y$-direction appear, while there is no spin and orbital splittings at $k_y = 0$, which are consistent with Eqs. (137) and (138), respectively. In addition, we have confirmed that the spin and orbital splittings disappear when the essential parameters $t_{y3}$ and $t'_{4}$ are set to zero.

C. Nonlinear Hall Effect

Next, we elucidate the essential parameters and the microscopic picture of the nonlinear Hall effect. Since the system satisfies the symmetry, $(\mathcal{P}, \mathcal{T}, \mathcal{PT}) = (\times, \mathcal{O}, \times)$, we only need to evaluate the BCD term of the second-order conductivity, $c_{x,y}^{\text{BCD}}$, as shown in Table II.

The lowest-order contribution to $c_{x,y}^{\text{BCD}}$ arises at
\( (i, j, k) = (0, 1, 0) \) in the last term of Eq. (124) as

\[
\text{Im} \left[ \Gamma_{x,y,y}^{0,1,0} \right] = \sum_k \text{Tr} \left[ \hat{v}_x(k) \hat{v}_y(k) \hat{h}(k) \hat{v}_y(k) \right] = -128 t'_3 (t_2 t_3 t_2 t_1 + t_2 t_3 t_1 t_1 + 2 t_4 t_3 t_4 + 4 t'_2 t'_3 t'_4),
\]

(140)

which indicates that the \( \lambda \) is unnecessary as pointed out in the previous study [52]. Furthermore, it indicates that not only \( t_{y3} \) or \( t'_3 \) but also the diagonal hopping \( t'_3 \) involving the electric quadrupole \( Q_{xy}^{(a)} \) is essential. Indeed, the higher-order terms in Eq. (124) always contain \( t_{y3} \) or \( t'_3 \), and are proportional to \( t'_3 \). As a result, \( \sigma_{x,y,y}^{\text{BCD}} \) is expressed in the form,

\[
\sigma_{x,y,y}^{\text{BCD}} = i t'_3 \left( t_{y3} F(t) + t'_4 F'(t) \right),
\]

(141)

where \( F(t) \) and \( F'(t) \) denote functions of the model parameters. The essential parameters for the nonlinear Hall effect are summarized in Table II.

We confirm the above results by direct numerical evaluation. \( \sigma_{x,y,y}^{\text{BCD}} \) obtained by Eq. (109), which contains all orders of contributions in Eq. (124), is shown in Fig. 6. The results clearly show that when the essential parameters are set to zero, \( \sigma_{x,y,y}^{\text{BCD}} \) vanishes irrespective of the value of \( \mu \), whereas it remains finite without \( \lambda \). In this way, the present analysis method can systematically identify the essential parameters in the response tensors.

By analyzing the lowest-order contribution Eq. (140) in the real-space representation, we obtain microscopic picture of the nonlinear Hall effect. This is given by applying the relation Eq. (39) to \( \hat{v}_x(k) \), \( \hat{v}_y(k) \), and \( \hat{h}(k) \) in Eq. (140). In the real-space representation, the nonzero trace in Eqs. (31)–(33) corresponds to a closed loop of the bonds of the operators. Then, \( \Omega_{x,y,y}^{0,1,0}(C) \) corresponding to Eq. (140) is given by

\[
\Omega_{x,y,y}^{0,1,0}(C) = \text{Tr} \left[ \hat{v}_x(a_1 - a_2) \hat{v}_y(-a_1 - a_2) \hat{h}(a_2) \hat{v}_y(a_2) \right],
\]

(142)

where the closed loop, \( C : \{ a_2, a_2, -(a_1 + a_2), a_1 - a_2 \} \) is shown in Fig. 8(a).

By comparing Eq. (142) with Eq. (140), we identify the building blocks of the contributions as

\[
\hat{v}_x(a_1 - a_2) \rightarrow -i t'_3 Q_{xy}^{(a)},
\hat{v}_y(-a_1 - a_2) \rightarrow i t'_3 Q_{xy}^{(a)},
\hat{h}(a_2) \rightarrow t_{y3} Q_x^{(a)},
\hat{v}_y(a_2) \rightarrow t_{y3} M_z^{(a)},
\]

(143)

where we have used Eq. (82). Indeed, by substituting them into Eq. (142), we obtain

\[
\Omega_{x,y,y}^{0,1,0}(C) \rightarrow t'_3 t'_4 t_{y3} t_{y3} \text{Tr} \left[ Q_{xy}^{(a)} Q_x^{(a)} Q_v^{(a)} M_z^{(a)} \right] \propto t'_3 t_{y3} t_{y3}.
\]

(144)

The schematic picture of Eq. (143) is shown in Fig. 8(a). Similarly, other closed loops give the rest of terms in Eq. (140).

Based on Eq. (143), the nonlinear Hall effect can be interpreted by the subsequent two processes: the orbital magneto-current effect and the linear anomalous Hall effect triggered by the induced orbital magnetization. The linear orbital magneto-current tensor is defined as [92]

\[
\langle M_z^{(a)} \rangle = a_{z,y}^{(J)} E_y.
\]

(145)

The superscript \( (J) \) indicates the dissipative part. The lowest-order contribution to \( a_{z,y}^{(J)} \) arises at \( (i, j) = (2, 0) \) as

\[
\text{Re} \left[ \Gamma_{x,y}^{2,0} \right] = \sum_k \text{Tr} \left[ M_z^{(a)} \hat{h}^2(k) \hat{v}_y(k) \right] = 16 [ t_{y3} (\epsilon_2 t_{y2} + 2 t_{x2} t_{y2}) + 2 t'_4 (\epsilon_2 t'_2 + t_{x2} t_{y2})].
\]

(146)

Thus, the orbital magneto-current effect occurs in the presence of the hoppings \( t_{y3} \) or \( t'_4 \), as depicted in Fig. 8(b).

In the real-space representation, considering a closed loop, \( C : \{ a_2, -a_1, a_1 - a_2, 0 \} \), we obtain

\[
\Omega_{x,y,y}^{2,0}(C) = \text{Tr} \left[ M_z^{(a)} \hat{h}(a_1 - a_2) \hat{h}(-a_1) \hat{v}_y(a_2) \right].
\]

(147)

By the correspondences,

\[
\hat{h}(a_1 - a_2) \rightarrow t'_3 Q_{xy}^{(a)},
\hat{h}(-a_1) \rightarrow t_{x2} Q_v^{(a)},
\hat{v}_y(a_2) \rightarrow t_{y3} M_z^{(a)},
\]

we find

\[
\Omega_{x,y,y}^{2,0}(C) \rightarrow t'_3 t_{x2} t_{y3} \text{Tr} \left[ M_z^{(a)} Q_{xy}^{(a)} Q_v^{(a)} M_z^{(a)} \right] \propto t'_3 t_{x2} t_{y2}.
\]

(149)

The essential parameters for the magneto-current effect are summarized in Table II.

Next, we analyze the linear anomalous Hall effect that arises in the presence of the above induced orbital magnetization. By adding the mean-field term \( \hat{H}_{MF} = m_z M_z^{(a)} \) to the Hamiltonian as the induced orbital magnetization, we calculate the BC term of the linear conductivity \( \sigma_{x,y}^{\text{BCD}}(m_z) \) in Eq. (103). The lowest-order contribution to \( \sigma_{x,y}^{\text{BCD}}(m_z) \) arises at \( (i, j) = (2, 0) \) as

\[
\text{Im} \left[ \Gamma_{x,y}^{2,0} \right] = \sum_k \text{Tr} \left[ \hat{v}_x(k) \hat{h}^2(k) \hat{v}_y(k) \right] = 32 m_z t'_3 (t_{x1} t_{y2} - t_{y1} t_{x2}).
\]

(150)

The result indicates that the diagonal hopping \( t'_3 \) is the essential parameter for the anomalous Hall effect under the mean field \( m_z \).
FIG. 7. Chemical potential $\mu$ dependencies with or without the essential parameters of the BCD term in the second-order conductivity $\sigma_{x,y}^{BCD}$ evaluated by Eq. (109) at $T = 0.01$ and $\hbar = e = \gamma = 1$. The model parameters correspond to Eq. (139), and the $k$ mesh $N$ is chosen as $256^2$. (a) $-t_yt_3 = t'_4$, (b) $t'_3$, and (c) $\lambda$ dependencies.

In the real-space representation, considering a closed loop, $C : \{a_2, -a_1 - a_2, 0, a_1\}$ as shown in Fig. 8(c), we obtain

$$\Omega^{20}_{x,y}(C) = \text{Tr} \left[ \hat{v}_x(a_1) \hat{h}(0) \hat{h}(-a_1 - a_2) \hat{v}_y(a_2) \right].$$  \hspace{1cm} (151)

By the correspondences,

$$\begin{align*}
\hat{v}_x(a_1) &\rightarrow -it_{x1}Q_0^{(a)}, \\
\hat{h}(0) &\rightarrow m_zM_z^{(a)}, \\
\hat{h}(-a_1 - a_2) &\rightarrow t'_3Q_{xy}^{(a)}, \\
\hat{v}_y(a_2) &\rightarrow -it_{y2}Q_v^{(a)},
\end{align*}$$ \hspace{1cm} (152)

Eq. (151) reads

$$\Omega^{20}_{x,y}(C) \rightarrow -m_zt'_3t_yt_x1 \text{Tr} \left[ Q_0^{(a)}M_z^{(a)}Q_{xy}^{(a)}Q_v^{(a)} \right] \propto i m_zt'_3t_yt_x1.$$ \hspace{1cm} (153)

As depicted in Fig. 8 the combination of $t_yt_2$ and $t'_3$ generates the effective hopping accompanied by the orbital magnetic dipole moment, $Q_{xy}^{(a)}Q_v^{(a)} = iM_z^{(a)}$ along $x$ direction. This term itself is forbidden by the $xz$-mirror symmetry, hence it does not appear in the Hamiltonian. However, in the higher-order process, the effective coupling between the hopping and the hidden orbital magnetization arises as shown in Fig. 8.
VII. SUMMARY

In summary, we have proposed a systematic analysis method for identifying essential parameters in various types of response tensors. By analyzing the power series of the Hamiltonian matrix of a given model, we extract the essential parameters in the response tensors. Analyzing the low-order contributions in the real-space representation, we also obtain microscopic picture of the response. The summary of the relevant explicit expressions to evaluate the essential parameters for thermal average, and linear and second-order response tensors are given in Table I.

We have demonstrated our method by analyzing the nonlinear Hall effect in the ferroelectric SnTe monolayer, and revealed that the second-neighbor diagonal hopping plays a role in the cluster electric quadrupole is the essential parameter for the nonlinear Hall effect in the ferroelectric SnTe monolayer.

In this way, the present method is useful to identify the essential parameters in response tensors and is quite compatible with computational analysis. It unveils hidden couplings among the electron hoppings, SOC, and order parameters, and promote further investigation on the anomalous responses.
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Appendix A: Keldysh Formalism

In this appendix, we give a short summary of the Keldysh formalism [75]. Let us begin with the time-dependent Hamiltonian \( \hat{H}(t) = \hat{H}_0 + \hat{H}_{\text{ext}}(t) \), where \( \hat{H}_0 \) is the target system and \( \hat{H}_{\text{ext}} \) is the perturbation of the external fields. In the Keldysh formalism, the nonequilibrium Green’s function is introduced to use Wick’s theorem for a finite temperature system or a system in a non-equilibrium state [76]. In order to define the non-equilibrium Green’s function, we first introduce the Keldysh contour \( C = \hat{C} + \hat{C} \) as shown in Fig. 10 The contour-ordering operator for fermions along \( \hat{C} \) is defined by

\[
T_{\hat{C}}[A(\tau)B(\tau')] = \begin{cases} 
A(\tau)B(\tau') & \tau \geq \tau', \\
-B(\tau')A(\tau) & \tau' > \tau.
\end{cases}
\]

Using the time-ordering operator \( T_{\hat{C}} \), the nonequilibrium Green’s function is given by

\[
iG^{c}_{ij}(\tau, \tau') = T_{\hat{C}}\left\{ c_i^\dagger(\tau) \hat{C} c_j(\tau') \right\}_0 = \left\{ T_{\hat{C}}\left\{ S^{c}_{\text{ext}}(\tau) c_i^\dagger(\tau') \right\}_0 \right\},
\]

where the superscript H (I) represents that the operator is in the Heisenberg (interaction) representation, and \( \langle \cdots \rangle_0 = \text{Tr}[e^{-\beta(\hat{H}_0-\mu N)} \cdots] / \text{Tr}[e^{-\beta(\hat{H}_0-\mu N)}] \). \( S^{c}_{\text{ext}} \) is the S-matrix:

\[
S^{c}_{\text{ext}} = \exp \left( \int_C d\tau_1 V_1(\tau) \right), \quad V(t) = \frac{1}{i\hbar}\hat{H}_{\text{ext}}(t).
\]

Expanding \( S^{c}_{\text{ext}} \) with respect to \( V \) and applying Wick’s theorem to Eq. (A2), \( G^c \) can be expressed in the form of the Dyson’s equation as

\[
iG^{c}(\tau, \tau') = i\hat{G}^{c}(\tau, \tau') + \int_C \left[ d\tau_1 i\hat{G}^{c}(\tau, \tau_1) \hat{V}(\tau_1) i\hat{G}^{c}(\tau_1, \tau') \right],
\]

FIG. 10. Keldysh contour \( C = \hat{C} + \hat{C} \). The forward (backward) contour \( \hat{C} (\hat{C}) \) goes from \(-\infty (\infty)\) to \(\infty (\infty)\) in time. For example, \( t > t' \) on the real-time axis, but \( \tau < \tau' \) on the Keldysh contour \( C \).
where $G^c$ represents the unperturbed non-equilibrium Green’s function.

To calculate various physical quantities, we introduce the real-time Green’s functions. Depending on whether $\tau, \tau'$ are on $\mathcal{C}$ or $\overline{\mathcal{C}}$, $G^c$ is projected onto lesser ($G^c$), greater ($G^c$), time-ordered ($G^T$), and anti-time-ordered ($G^{T\dagger}$) Green’s functions as

\[ iG^T_{ij}(t,t') = \langle c_i^{\dagger}(t') c_j(t) \rangle_0, \quad (\tau \in \mathcal{C}, \tau' \in \overline{\mathcal{C}}), \]  

\[ iG^T_{ij}(t,t') = \langle c_i^{\dagger}(t) c_j(t') \rangle_0, \quad (\tau' \in \mathcal{C}, \tau \in \overline{\mathcal{C}}), \]  

\[ iG^{T\dagger}_{ij}(t,t') = \left( T_{\mathcal{C}\overline{\mathcal{C}}} [c_i^{\dagger}(t) c_j(t') \lambda(\tau, \tau')] \right)_0, \quad (\tau, \tau' \in \mathcal{C}). \]  

By using these Green’s functions, the retarded and advanced Green’s functions are expressed as

\[ \hat{G}^R(t,t') = \hat{G}^T(t,t') - \hat{G}^c(t,t'), \]  

\[ \hat{G}^A(t,t') = -\hat{G}^T(t',t) + \hat{G}^c(t,t'). \]

Among the real-time Green’s functions, the lesser Green’s function $G^c$ is significant as it is directly related to observables. Using $G^c$, the ensemble average of arbitrary operator $\hat{O}$ can be expressed as

\[ O(t) \equiv \langle \hat{O}(t) \rangle = -i \text{Tr} \left[ \hat{O}(t) \hat{G}^c(t,t) \right]. \]  

Although $\hat{G}^c$ solely cannot be expanded in $\hat{V}$, Langreth rules give the perturbation expansion of $\hat{G}^c$ as

\[ i\hat{G}^c(t,t') = \sum_n i\hat{G}^{<}(n)(t,t'), \]  

\[ i\hat{G}^{<}(n)(t,t') = \sum_{\{C\}} \left( \prod_{j=1}^n \int dt_j \right) i\hat{G}^{C_1}(t,t_1)\hat{V}(t_1) \times i\hat{G}^{C_2}(t_1,t_2) \cdots i\hat{G}^{C_n}(t_{n-1},t_n)\hat{V}(t_n)i\hat{G}^{C_{n+1}}(t_n,t'), \]  

where $\hat{G}^{C}$ represents any of unperturbed retarded ($\hat{G}^R$), advanced ($\hat{G}^A$), and lesser ($\hat{G}^c$) Green’s functions. The summation $\sum_{\{C\}}$ means that for each $k$, ($\hat{G}^{C_1}, \ldots, \hat{G}^{C_{k-1}}$), $\hat{G}^{C_k}$, and ($\hat{G}^{C_{k+1}}, \ldots, \hat{G}^{C_{n+1}}$) are replaced with $\hat{G}^R$, $\hat{G}^c$, and $\hat{G}^A$, respectively, where $k$ runs over from 1 to $n + 1$. The Fourier transform of $\hat{G}^{<}(n)(t,t') = t$ is given by

\[ i\hat{G}^{<(n)}(\omega) = \left( \prod_{j=1}^{2n+1} \int_{\omega_{c_j}} \right) (2\pi)^{n+1} \delta(\omega + \omega_{c_{2n+1}} - \omega_{c_1}) \left( \prod_{k=0}^{n-1} \delta(\omega_{c_{2k+1}} - \omega_{c_{2k+2}} - \omega_{c_{2k+3}}) \right) \times \sum_{\{C\}} \left[ i\hat{G}^{C_1}(\omega_{c_1}) \left( \prod_{i=1}^n \hat{V}(\omega_{c_i}) i\hat{G}^{C_{i+1}}(\omega_{c_{i+1}}) \right) \right], \]  

where $\int_{\omega} = \int_{-\infty}^{\infty} d\omega/2\pi$. The explicit expressions of $\hat{G}^{<(n)}(\omega)$ up to $n = 2$ are given by

\[ i\hat{G}^{<(0)}(\omega) = 2\pi i \delta(\omega) \int_{\omega_{c_1}} \hat{G}^c(\omega_{c_1}), \]  

\[ i\hat{G}^{<(1)}(\omega) = -(2\pi)^2 \int_{\omega_{c_1} - \omega_{c_3}} \delta(\omega_{c_1} - \omega_{c_2} - \omega_{c_3}) \delta(\omega + \omega_{c_3} - \omega_{c_1}) \times \left[ \hat{G}^{c}(\omega_{c_1}) \hat{V}(\omega_{c_2}) \hat{G}^A(\omega_{c_3}) + \hat{G}^R(\omega_{c_1}) \hat{V}(\omega_{c_2}) \hat{G}^c(\omega_{c_3}) \right], \]  

and

\[ i\hat{G}^{<(2)}(\omega) = -(2\pi)^3 i \int_{\omega_{c_1} - \omega_{c_5}} \delta(\omega_{c_1} - \omega_{c_2} - \omega_{c_5}) \delta(\omega_{c_3} - \omega_{c_4} - \omega_{c_5}) \delta(\omega + \omega_{c_5} - \omega_{c_1}) \times \left[ \hat{G}^{c}(\omega_{c_1}) \hat{V}(\omega_{c_2}) \hat{G}^A(\omega_{c_3}) \hat{V}(\omega_{c_4}) \hat{G}^c(\omega_{c_5}) + \hat{G}^R(\omega_{c_1}) \hat{V}(\omega_{c_2}) \hat{G}^c(\omega_{c_3}) \hat{V}(\omega_{c_4}) \hat{G}^A(\omega_{c_5}) \right] + \hat{G}^R(\omega_{c_1}) \hat{V}(\omega_{c_2}) \hat{G}^R(\omega_{c_3}) \hat{V}(\omega_{c_4}) \hat{G}^c(\omega_{c_5}), \]  

where the explicit expressions of $\hat{G}^R$, $\hat{G}^A$, and $\hat{G}^c$ are given by Eqs. \ref{eq:GR} and \ref{eq:Gc}.

**Appendix B: Derivation of NonLinear Conductivity**

Let us begin with the ensemble average of the $k$-th order

In this appendix, the outline of the derivation of the $n$-th order conductivity in the velocity gauge is given.
contribution of the current operator in the velocity gauge, Eq. (S5):
\[
\begin{aligned}
\hat{j}_{\mu}^{(k)}(\omega) &= \sum_{l=0}^{\infty} j_{\mu}^{(k)}(\omega; l), \\
 j_{\mu}^{(k)}(\omega; l) &= -\ii \int_{\omega_u} \mathrm{Tr} \left[ \hat{j}_{\mu}(\omega; l) \hat{G}^{<}(\omega - \omega_u) \right]. \quad (B1)
\end{aligned}
\]

Then, \( j_{\mu}^{(k)}(\omega; l) \) is further expanded by substituting Eq. (B3) to \( \hat{B} \) in \( \hat{G}^{<}(k) \) as
\[
\begin{aligned}
 j_{\mu}^{(k)}(\omega; l, m) &= \sum_{m=0}^{n} j_{\mu}^{(k)}(\omega; l, m), \\
 j_{\mu}^{(k)}(\omega; l, m) &= i(2\pi)^{2k+2} \frac{c^{k+l+m+1}}{V h^{k+l}} \sum_{m_1, \ldots, m_k} \frac{1}{(m_1 + 1)!} \cdots \frac{1}{(m_k + 1)!} \int_{\omega_u} \left[ \prod_{j=1}^{k+1} \omega_{\alpha_{j+1}} \right] \left[ \prod_{j=1}^{k} \omega_{c_{j+1}} \right] \int_{\omega_u} \left[ \prod_{j=1}^{l} \omega_{\beta_{j+1}} \right] \frac{E_{\alpha_j}(\omega_j)}{\ii \omega_j} \\
&\times \delta(\omega_u - \omega_{c_{k+1}} - \cdots - \omega_{c_{l+1}}) \delta(\omega - \omega_u + \omega_{c_{2k+1}} - \omega_{c_1}) \left[ \prod_{j=0}^{k-1} \delta(\omega_{c_{j+2}} - \omega_{c_{j+1}}) \right] \\
&\times \delta(\omega_{c_{2k} - \omega_1 - \omega_{k+l+1} - \cdots - \omega_{k+l+m_1}) \cdots \delta(\omega_{c_{k+2} - \omega_k - \omega_{k+l+m_1} - \cdots - \omega_{k+l+m_1} \cdots - \omega_{k+l+m_1}) \\
&\times \sum_{C} \mathrm{Tr} \left[ \hat{v}_{\nu_{\mu_{k+1} \cdots \nu_{k+1}}(\omega)} \hat{G}^{C_1}(\omega) \hat{v}_{\nu_{\alpha_{k+1} \cdots \nu_{k+1} \cdots \nu_{k+1+m_1}}} \hat{G}^{C_2}(\omega) \cdots \hat{G}^{C_{k-1}}(\omega) \hat{v}_{\nu_{\alpha_{k+1} \cdots \nu_{k+1} \cdots \nu_{k+1+m_1}}} \hat{G}^{C_{k+1}}(\omega) \right].
\end{aligned}
\]

The \( n \)-th order non-symmetrized conductivity tensor is given by the sum of the contributions satisfying \( k + m + l = n \):
\[
\begin{aligned}
\tilde{\sigma}_{\mu;\alpha_1 \cdots \alpha_n}(\omega_1, \ldots, \omega_n) &= -\frac{e^{n+1}}{V} \left( \prod_{j=1}^{n} \frac{1}{i \omega_j} \right) \sum_{k,l,m} \frac{1}{(m_1 + 1)!} \cdots \frac{1}{(m_k + 1)!} \\
&\times \hat{x}(\mu_{\alpha_{k+1} \cdots \alpha_{k+1}}; (\alpha_{1} \alpha_{k+1+1} \cdots \alpha_{k+1+m_1}) \ldots (\alpha_{k+1} \alpha_{n-k+1+1} \cdots \alpha_{n})) (\omega_1 + \omega_{k+l+1} + \cdots + \omega_{k+l+m_1} + \cdots + \omega_{n}).
\end{aligned}
\]

where
\[
\begin{aligned}
\hat{x}(\mu_{\alpha_{k+1} \cdots \alpha_{k+1}}; (\alpha_{1} \alpha_{k+1+1} \cdots \alpha_{k+1+m_1}) \ldots (\alpha_{k+1} \alpha_{n-k+1+1} \cdots \alpha_{n})) (\omega_1 + \omega_{k+l+1} + \cdots + \omega_{k+l+m_1} + \cdots + \omega_{n}) &= -\frac{1}{\ii \hbar^k} \int_{\omega_u} \sum_{C} \mathrm{Tr} \left[ \hat{v}_{\nu_{\mu_{k+1} \cdots \nu_{k+1}}(\omega)} \hat{G}^{C_1}(\omega) \hat{v}_{\nu_{\alpha_{k+1} \cdots \nu_{k+1} \cdots \nu_{k+1+m_1}}} \hat{G}^{C_2}(\omega_1 - \omega_{k+l+1} - \cdots - \omega_{k+l+m_1}) \\
&\times \cdots \hat{v}_{\nu_{\alpha_{k+1} \cdots \nu_{k+1} \cdots \nu_{k+1+m_1}}} \hat{G}^{C_{k+1}}(\omega - \omega_{k+l+1} - \cdots - \omega_{k+l+m_1}) \right].
\end{aligned}
\]

The \( n \)-th (\( n > 1 \)) order conductivity tensor is obtained by symmetrizing the non-symmetrized ones \( \tilde{\sigma} \) as
\[
\sigma_{\mu;\alpha_1 \cdots \alpha_n}(\omega_1, \ldots, \omega_n) = \frac{1}{n!} \sum_{\{P\}} \tilde{\sigma}_{\mu;\alpha_{P_1} \cdots \alpha_{P_n}}(\omega_{P_1}, \ldots, \omega_{P_n}),
\]
\[ \sigma_{\mu;\alpha,\beta}(\omega_1, \omega_2) = \frac{e^3}{2V(\omega_1 + i\gamma)(\omega_2 + i\gamma)} \left\{ \frac{1}{2} \tilde{v}^{(0)}_{\mu;\alpha} + \frac{1}{2} \tilde{\chi}_{\mu;\alpha}(\omega_1 + \omega_2) + \tilde{\chi}_{(\mu;\alpha)}(\omega_2) + \tilde{\chi}_{\mu;\alpha,\beta}(\omega_1, \omega_2) \right\} + [(\alpha, \omega_1) \leftrightarrow (\beta, \omega_2)], \tag{B7} \]

and
\[ \sigma_{\mu;\alpha_1,\alpha_2,\alpha_3}(\omega_1, \omega_2, \omega_3) = -\frac{i e^4}{6V(\omega_1 + i\gamma)(\omega_2 + i\gamma)(\omega_3 + i\gamma)} \times \left\{ \frac{1}{6} \tilde{v}^{(0)}_{\mu;\alpha_1,\alpha_2,\alpha_3} + \frac{1}{6} \tilde{\chi}_{\mu;\alpha_1,\alpha_2,\alpha_3}(\omega_1 + \omega_2 + \omega_3) + \frac{1}{2} \tilde{\chi}_{(\mu;\alpha_1,\alpha_2,\alpha_3)}(\omega_2 + \omega_3) + \frac{1}{2} \tilde{\chi}_{(\mu;\alpha_1,\alpha_2,\alpha_3)}(\omega_1) \right\} + [(\alpha_1, \omega_1) \leftrightarrow (\alpha_2, \omega_2)] + [(\alpha_2, \omega_2) \leftrightarrow (\alpha_3, \omega_3)] + [(\alpha_3, \omega_3) \leftrightarrow (\alpha_1, \omega_1)]. \tag{B8} \]

Note that the broadening factor \( \gamma \) is introduced by replacing \( \omega_j \) with \( \omega_j + i\gamma \).

Appendix C: Derivation of linear conductivity in the velocity gauge

Here, we give the derivation of the linear conductivity in the velocity gauge, Eqs. (90) and (97). For notational simplicity, \( \mathbf{k} \) is omitted in \( O_{nm}(\mathbf{k}) \), \( \epsilon_{nk} \), and so on.

\( \tilde{v}^{(0)}_{\mu;\alpha} \) and \( \chi_{\mu;\alpha}(\omega) \) in Eq. (B6) are explicitly given by
\[ \tilde{v}^{(0)}_{\mu;\alpha} = \sum_{kn} f_n \epsilon_n^{nm} v^{nm}_{\mu;\alpha}, \tag{C1} \]
\[ \chi_{\mu;\alpha}(\omega) = \sum_{kn \neq m} f_n \epsilon_{nm} \frac{\hbar}{\epsilon n} \epsilon_n^{nm} v^{nm}_{\mu;\alpha}, \tag{C2} \]

where \( \epsilon_{nm} \equiv \epsilon_n - \epsilon_m \) and \( f_{nm} \equiv f_n - f_m \). Using Eq. (29), \( v^{nm}_{\mu;\alpha} \) in Eq. (C1) is written as
\[ v^{nm}_{\mu;\alpha} = \frac{e^2}{\hbar^2} \partial \partial \partial \epsilon_n - \sum_{n \neq m} \frac{\epsilon_n^{nm} v^{nm}_{\mu;\alpha} + v^{nm}_{\mu;\alpha} \epsilon_n^{nm}}{\epsilon_n^{nm}} \tag{C3} \]

Then, Eq. (C1) is reexpressed as
\[ v^{(0)}_{\mu;\alpha} = \frac{1}{\hbar^2} \sum_{kn} f_n \partial \partial \partial \epsilon_n - \sum_{kn \neq m} f_{nm} \epsilon_n^{nm} v^{nm}_{\mu;\alpha}. \tag{C4} \]

Using Eq. (C2) and (C4), the linear conductivity is eventually expressed as
\[ \sigma_{\mu;\alpha}(\omega) = \frac{i e^2}{V(\omega + i\gamma)} \sum_{kn} f_n \partial \partial \partial \epsilon_n \]
\[ + \frac{\hbar e^2}{i \hbar} \sum_{kn \neq m} f_{nm} \frac{1}{\epsilon n} \epsilon_n^{nm} \]
\[ \frac{1}{\epsilon n} \epsilon_n^{nm} v^{nm}_{\mu;\alpha}. \tag{C5} \]

Taking the static limit in Eq. (C5), we obtain
\[ \sigma_{\mu;\alpha} = \frac{e^2}{\gamma \hbar^2 V} \sum_{k} f_n \partial \partial \partial \epsilon_n - \frac{e^2}{\hbar V} \sum_{kn} \epsilon_{\mu;\alpha} f_n \Omega_n^{\beta}. \tag{C6} \]

The first and second terms correspond to the Drude term, Eq. (90) and BC term, Eq. (97), respectively.
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