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ABSTRACT

INTRODUCTION: With the growing size, complexity, and distributivity of databases, efficiency and scalability have become highly desirable attributes of data mining algorithms in decision support systems.

OBJECTIVES: This study aims for a computational framework for clinical decision support systems that can handle inconsistent dataset while also being interpretable and scalable.

METHODS: This paper proposes a Distributed Probabilistic Fuzzy Rule Mining (DPFRM) algorithm that extracts probabilistic fuzzy rules from numerical data using a self-organizing multi-agent approach. This agent-based method provides better scalability and fewer rules through agent interactions and rule-sharing.

RESULTS: The performance of the proposed approach is investigated on several UCI medical datasets. The DPFRM is also used for predicting the mortality rate of burn patients. Statistical analysis confirms that the DPFRM significantly improves burn mortality prediction by at least 3%. Also, the training time is improved by 17% if implemented by a parallel computer. However, this speedup decreases with increased distributivity, due to the added communication overhead.

CONCLUSION: The proposed approach can improve the accuracy of decision making by better handling of inconsistencies within the datasets. Furthermore, noise sensitivity analysis demonstrates that the DPFRM deteriorates more robustly as the noise levels increase.

1. Introduction

Today’s datasets are growing rapidly in terms of size and geographical spread. Many modern problems are now categorized as ‘big data’, where the dataset size and distribution are enormous. Traditional approaches to mining are particularly challenged with such datasets in terms of conflicting objectives such as interpretability, accuracy, and the cost of computation vs. communication [1–5]. In other words, a solution that is accurate and computationally efficient may not be desirable as it may also be complex and incomprehensible, and vice versa. When facing conflicting objectives, different application domains may have different preferences. For instance, interpretability gains more importance in medical
domains since the transparency and understanding of information are vital factors for both physicians and patients [6–10]. In this regard, fuzzy systems have the advantage of interpretability due to their linguistic rule structure and proximity to human knowledge, but they cannot learn when standing alone. A common choice to remedy this aspect by combining fuzzy systems with neural networks, such as in [11–21] for mining fuzzy rules from databases. However, these combinations use centralized learning processes that is often inadequate for bigger databases and lead to higher computational complexity and more rules.

In the current literature, there are three main approaches to deal with this rising complexity in large databases [1,22,23]. The first is using a priori knowledge to search small subspaces instead of the whole of space; however, such knowledge is seldom available. The second is using data reduction strategies, which is a common technique in this context. But data reduction only reduces the size of the problem; it does not solve it. The third is using scalable algorithms, but these are algorithmically the most challenging. Distributed architectures and computing platforms often address scalability. The main challenge is creating new distributed algorithms that take the architecture into account and have parallel execution ability [3,15,24–28]. In this process, efficient and more generalizable representation of information is an important aspect that has not received the attention it deserves. For instance, multiple genetic algorithms (GAs) are introduced in [1] that extract classification rules in a parallel and distributed architecture. These GAs, each running on a given node, optimize their respective local populations independently from other nodes. Therefore, they are highly parallelizable. However, architectures for crisp rule extraction are generally inefficient and entail higher communication costs. They also produce large numbers of rules for reaching reasonable accuracy, leading to higher communication costs and less transparency in distributed architectures.

In contrast to the schemes mentioned above, we propose integrating a multi-agent self-organizing architecture with a probabilistic fuzzy logic-based representation for extracting efficient rules from datasets. The probabilistic fuzzy logic-based structure considers both deterministic and stochastic uncertainty in data samples. This structure hence leads to better interpretability and higher accuracy in the classification and decision-making process. The multi-agent design further offers a parallel and fast execution by distributing ‘intelligence and decision making’ among multiple localities and computational agencies [29–36]. Such an approach aims for better scalability in decision-making and faster learning through efficient knowledge representation and distributed information sharing/computing. As demonstrated in this study, the most notable characteristic of this framework is its efficiency and performance in larger datasets.

The rest of this paper is organized as follows. Section 2 provides a more detailed literature survey. The proposed framework is described in Section 3. Experimental results are presented in Section 4. Finally, conclusions are offered in Section 5.

2. A Literature Review on Distributed Fuzzy Rule Mining

Data mining is generally applied to large datasets, often by classifying data into known categories. This process reduces the large datasets into manageable and more transparent pieces of information. Classifier algorithms are hence a valuable component of most data
mining algorithms. Their level of transparency, accuracy, and computational speed determine the performance of the overall data mining approach. Among the existing classifier methods, rule-based classification techniques such as neuro-fuzzy and associative fuzzy classifiers are distinguished for their interpretability. But only a few instances of classifier algorithms address parallel and distributed processing. In [29], interpretability is considered as a major concern for fuzzy rule-based classifiers and a new distributed learning algorithm is proposed for designing accurate and compact fuzzy rule-based classification systems for big data. In [30], an efficient distributed fuzzy associative classifier is designed for big data based on the MapReduce paradigm. In [31], a distributed approach is developed for multi-objective evolutionary generation of fuzzy rule-based classifiers from big data. In [32], a distributed fuzzy classification scheme is proposed to reduce communication cost using knowledge-based partitioning of features. The performance of this method highly depends on the available expert knowledge, especially in high-dimensional problems. In [33], a fuzzy classifier is introduced based on a multi-agent approach. In that work, data is collected from different sources by agents and sent to a central module, where fuzzy rules and a classifier are constructed. But that method suffers from communication overhead. In [34], a parallel framework is presented for CBA (Classification Based on Associations) problem based on associative fuzzy rules. In that research, each processor transfers its local support counts to other processors via broadcast communication. In contrast to the central mode, the computational cost of the parallel mode is higher because of the communication overhead among processors. In [35], an associative fuzzy classifier is designed for distributed environments that uses broadcast communication among processors. Similar to the previous case, however, this method suffers from high communication cost.

In general, most fuzzy rule-based classification methods, either neuro-fuzzy or associative-fuzzy classifiers, have similar behavior in dealing with inconsistent rules, such that among the available inconsistent rules, only one is kept and the others are discarded. For this purpose, neuro-fuzzy classifiers assign a weight to each rule based on the number of references to that rule, keeping only the rule with the maximum weight among the inconsistent rules. Similarly, in associative-fuzzy classifiers, the rules with the maximum support and confidence are selected. It should be noted that in many of these cases, some of the removed rules may have had a significant weight (or support and confidence) and could have been suitable for covering some patterns. Eliminating such rules often reduces the classification accuracy, particularly in problem domains with inherently inconsistent, overlapping, and random patterns.

Inconsistent rules often emerge due to the presence of probabilistic uncertainty in the data. Accordingly, here we invoke probability theory, in addition to fuzzy theory for dealing with such rules. In this regard, the earlier works in [37,38] introduced a fuzzy probabilistic multi-agent system for medical decision-making. In their cooperative system, an interface agent accesses the database and distributes the whole information into different packages and sends the data attributes among agents. Each agent then creates Low and High membership functions for the attributes assigned to it.

In contrast to the above, the dataset is divided among agents in a horizontal manner. In other words, a portion of the dataset with all of the data attributes is assigned to each agent. Each agent then extracts knowledge from its local database and creates membership functions for all of the data attributes. The number of these MFs that are created by agents can hence be different among agents. Data segmentation could be due to the large volumes of
centralized dataset or different geographical locations of distributed datasets. A main point of departure from the work in [37,38] is also the use of probabilistic fuzzy reasoning. In other words, the probabilistic fuzzy rules with probability values in their consequent are suitable for dealing with inconsistent patterns. The concept of probabilistic fuzzy systems is introduced in the literature and various applications of this notion are considered [39–43]. In contrast to the existing distributed classification methods in the literature, the new scheme does not require any prior knowledge for feature space partitioning; instead, agents obtain this knowledge from local data through self-organized learning. The important difference between the present method and the former distributed classifiers is the use of probabilistic fuzzy rules in reaching a transparent ruleset and dealing with the available inconsistency in massive and distributed datasets.

3. The Proposed Distributed Probabilistic Fuzzy Rule Miner (DPFRM)

Multi-agent systems are one of the most significant paradigms in distributed artificial intelligence. A multi-agent system consists of several autonomous agents that can cooperate and sometimes compete to achieve specific goals. This autonomy, reactivity, and social ability of agents can lead to efficient decision-making. In this section, a new multi-agent approach is proposed for extracting probabilistic fuzzy rules from distributed data, which can be widely used in classification and decision-making problems. As a case study, this paper employs the proposed method for designing a clinical decision support system. In this approach, each agent has access to a part of the whole data and extracts its local knowledge from this local data through a self-organized process. Here, data are randomly and evenly distributed among agents. The structure of the proposed system is shown in Figure 1. All agents have a similar internal structure. Each agent uses a simple learning procedure to partition the input space according to its local data. During the learning process, each agent creates a local rule base from its local data. The confidence level of an agent represents the correctness of its acquired knowledge.

Each agent can communicate and exchange information with its neighbors. Figure 2 depicts a system with six agents and few neighborhood relations. For example, since $a_3$ is neighbors with $a_1$ and $a_6$, it benefits from the local rule bases of its neighbors (LFRB1 and LFRB6) and own local rule base (LFRB3). Communication topology is allowed to change during the learning process. There is no coordinator and leader in the proposed system. Rule generation and structure learning are performed by a self-organized process that uses local knowledge and local interactions. At the end of the learning process, each agent will have a local rule base. The local rule bases of good agents are used for decision making, where good agents are those that could earn acceptable confidence levels in the validation phase.

3.1. Agent Learning (Input Space Partitioning and Probabilistic Fuzzy Rule Generation)

In [44], a method called Categorical Learning Induced Partitioning (CLIP) is introduced for learning concepts from training patterns and creating Gaussian membership functions (MFs) based on the available information in the given data. In this paper, agents use CLIP algorithm as a simple learning method. When an agent observes a training pattern with
Figure 1. The structure of the proposed distributed decision-making system based on local probabilistic fuzzy rule base.

The input vector $X = (x_1, \ldots, x_p, \ldots, x_P)$ and output vector $Y = (y_1, \ldots, y_q, \ldots, y_Q)$, it checks all input and output dimensions, where $P$ and $Q$ are the dimensions of the input and output spaces and $Y$ represents the class label of the input pattern. If there is no cluster over any input or output dimension, then a new cluster is created. $A_{jp}$ is the $j$th cluster that is formed over the $p$th axis in the input space. This cluster can be described as

$$A_{jp} = \exp \left( \frac{-(x - x_p(i))^2}{\sigma^2} \right), \quad (1)$$

where $\sigma$ is the width of Gaussian membership function $A_{jp}$, and $x_p(i)$ is its center which is the $p$th entry of the $i$th data record. If there are already-created fuzzy clusters over the $p$th input dimension, the agent computes the similarity value between $x_p(i)$ and the existing clusters. If the maximum similarity value is higher than a predefined threshold $\beta$, it is not required to create any new cluster on dimension $p$. Otherwise, a new cluster is formed with center $x_p(i)$ and width $\sigma$. The same partitioning algorithm is performed over all of the input and
output dimensions. Each agent considers the clusters created by itself and its neighboring agents as

\[ Pt_p(a_i) = \bigcup \{ L Pt_p(a_i), \bigcup_{j \in Nei(a_i)} L Pt_p(a_j) \} \]  

(2)

where \( Pt_p(a_i) \) is a set of MFs that can be seen by agent \( a_i \), \( L Pt_p(a_i) \) is a set of MFs that are locally created by \( a_i \), and \( Nei(a_i) \) represents the neighbors of \( a_i \). If the input data is not covered by any of the existing MFs in \( Pt_p(a_i) \), the agent creates \( A_{jp} \) and updates the left and right clusters of \( A_{jp} \). The width update procedure is described in detail in [44].

For example, Figure 3 depicts a dataset with one feature and three classes. It should be noted that the number of samples in this example is low (about 30), while the ability of DPFRM is better described in massive datasets. This simple example is used for a better illustration of agent interactions. First, the dataset is randomly partitioned between three agents. Each agent creates few MFs over the input space according to its local data through learning. Figure 4 shows the resulting MFs at the 10th step of the learning process. Regarding Figure 3, the created MFs by agents are appropriate, since they can cover the whole decision space. It is noteworthy that each agent could see only 1/3 of the whole data, while the interactions between agents play a crucial role in reaching this result. The communication structure of this step (Step 10) is displayed in Figure 5. When \( a_1 \) received a new sample from the second class \((x = 0.63, y = 2)\), the matching degree between this new data \((x = 0.63)\) and the existing MFs \((A_1 \text{ to } A_5)\) is calculated. It should be noted that, as indicated in Figure 5, \( a_1 \) can use the created MFs by its neighbor \((a_2)\). The maximum matching degree belongs to \( A_5 \), therefore \( a_1 \) uses this MF to form the antecedent part of a rule for inserting it in its LPFRB. With receiving each training tuple \([X, Y]\) by an agent, that agent finds the fuzzy MF with maximum matching degree over all input and output dimensions.
The best matched fuzzy MF in the $p^{th}$ input dimension ($q^{th}$ output dimension) is denoted as $A_{j_p}^i (B^j_l)$. As a result of this competition, a fuzzy rule $R^g_k$ is formulated by:

$$\text{If } x_1 \text{ is } A^i_1 \text{ and } \ldots \text{ and } x_P \text{ is } A^i_P \text{ then } y_1 \text{ is } B^j_1 \text{ and } \ldots \text{ and } y_Q \text{ is } B^j_Q \text{ with probability } P^g_k \text{ and } FC_k$$

where $P^g_k$ is the probability of selecting the $k$th rule in the $g$th group from inconsistent rules.

The methods of calculating probabilities and grouping inconsistent rules are explained later. $FC_k$ is the weight of the $k$th rule which determines the certainty of rule. This weight is different from the probability value. The concept of the certainty factor is described in [45–49]. $FC_k$ is computed locally using:

$$FC_k = \frac{\sum_{x \in d_{s_{ai}}} \min(\mu_{A^i_1}(x_1), \mu_{A^i_2}(x_2), \ldots, \mu_{A^i_P}(x_P), \mu_{B^j_1}(y_1), \ldots, \mu_{B^j_Q}(y_Q))}{\sum_{x \in d_{s_{ai}}} \min(\mu_{A^i_1}(x_1), \mu_{A^i_2}(x_2), \ldots, \mu_{A^i_P}(x_P))}$$

where $d_{s_{ai}}$ is a set of training samples that can be seen by agent $a_i$. Thus, $FC_k$ shows the degree of certainty according to its local knowledge. The created rule is not immediately inserted in an agent’s local rule base since the agent must check for redundancy with the existing rules in its local rule bases and those of its neighbors. In the case of any duplication, the insertion of this new rule is canceled. This means that there exists a fuzzy rule $R^*_{k^*}$ with the same antecedent and consequent parts in LPFRB of an agent or its neighbors. So, rule $R^*_{k^*}$ has already been discovered by the agent $a_i$ or its neighbors. Subsequently, the number of references to $R^*_{k^*}$, denoted by $RF(R_k)$, increases as

$$RF(R^*_{k^*}) \equiv RF(R^*_{k^*}) + 1$$
Figure 4. The MFs created by Agents (A) $a_1$ (B) $a_2$ (C) $a_3$.

Figure 5. A neighborhood relationship in the learning process.

$R_f(R_k)$ is updated during the learning process. The agent $a_i$ can see a set of rules according to:

$$FRB(a_i) = \bigcup \{LFRB(a_i), \bigcup_{j \in \text{Nei}(a_i)} LFRB(a_j)\}$$  \hspace{1cm} (6)

where $FRB(a_i)$ is the union of two sets of rule bases, including the available rules in the local rule base of $a_i$ (i.e. $LFRB(a_i)$) and the existing rules in the local rule bases of $a_i$’s neighbors, (i.e. $\bigcup_{j \in \text{Nei}(a_i)} LFRB(a_j)$).

There are two common types of uncertainty: deterministic and nondeterministic. In complex environments, both of them are available. The combination of fuzzy and probability theories is a powerful tool to simultaneously deal with these two types of uncertainty. As already explained, each fuzzy rule is created by a number of samples. If there are few samples from different classes that overlap in the feature space, they lead to inconsistent rules, i.e. rules with the same antecedents but different consequents. As a novel method for dealing with inconsistent rules, we propose a probabilistic fuzzy approach in this paper. In the proposed technique, each agent checks all of its reachable rules according to (6) and categorizes them based on inconsistency. In other words, the rules with the same antecedent and different consequent parts are placed in the same inconsistent group. For more clarity, consider the previous example. The local probabilistic fuzzy rule bases of $a_1$ and its neighbor ($a_2$) are shown in Table 1.

Before receiving a new pattern ($x = 0.63, y = 2$), there are three rules that can be seen by each of $a_1$ and $a_2$. These rules may be consistent or inconsistent. In the proposed system, inconsistent rules are not removed since they may be suitable for covering some new
Table 1. The rule bases of $\alpha_1$ and $\alpha_2$ in a learning step of the example with one input and one output.

| LPFRB1 | LPFRB2 |
|--------|--------|
| If $x$ is $A_1$ then $y$ is $C_1$ with probability $P^1_1 = 0.55$ | If $x$ is $A_2$ then $y$ is $C_3$ with probability $P^1_1 = 1$ |
| If $x$ is $A_1$ then $y$ is $C_2$ with probability $P^1_2 = 0.45$ | If $x$ is $A_4$ then $y$ is $C_1$ with probability $P^2_2 = 0.8$ |
| If $x$ is $A_5$ then $y$ is $C_3$ with probability $P^2_3 = 1$ | If $x$ is $A_4$ then $y$ is $C_2$ with probability $P^2_3 = 0.2$ |

Data samples. As indicated in Table 1, there are three rules, in $\alpha_1$’s local rule base, that are categorized in two inconsistent groups; because the first and second rules have the same antecedents and different consequents. These two inconsistent rules are placed in the same group with different probability values. Since the third rule is not inconsistent with other rules, it is placed in another group. So, the second group has only one rule. The probability of the third rule is set to one.

To calculate the probability of a rule’s consequent, two factors are used: the total number of references to that rule and the sum of firing strength of that rule during the learning process. Accordingly, the probability value of the $k$th rule in the $g$th group is described by (7):

$$p_{g_k} = \frac{Rf(R_k) + \sum_{x \in d_{s_{i_1}}} \mu_{A_1^k}(x_{1}) \ast \mu_{A_2^k}(x_{2}) \ast \ldots \ast \mu_{A_p^k}(x_{p})}{\sum_{r=1}^{i_g} (Rf(R_r) + \sum_{x \in d_{s_{i_1}}} \mu_{A_1^r}(x_{1}) \ast \mu_{A_2^r}(x_{2}) \ast \ldots \ast \mu_{A_p^r}(x_{p}))},$$

where $R_{g_k}$ is the probability of $k$th rule in the $g$th group. $i_1, \ldots, i_{g}$ determine the indexes of rules, and each of them is a member of $\{1, 2, \ldots, M_{a_i}\}$, where $M_{a_i}$ is the number of rules in the local rule base of $a_i$, and $r_g$ is the number of rules in the $g$th group. Therefore, the probability vector is created by (7). As a representative for the decision-making and inferencing process, one of the rules in each group is selected according to the probability vector of that group. It should be noted that the probability vector only specifies the priority of selecting rules in a group. Finally, which rule is selected in each group depends on the selection mechanism. One representative rule, denoted by $R_{g_k}^*$, is selected for each group which affects the final decision.

In the previous example, with receiving a new data, $A_5$ is selected and then $\alpha_1$ forms a rule such as

$$\text{If } x \text{ is } A_5 \text{ then } y \text{ is } C_2 \text{ with probability } P_4 = 1$$

This rule is inserted in LPFRB$_1$, because there is not any same rule in LPFRB$_1$ and LPFRB$_2$. Since this rule is inconsistent with the third rule, it is placed in the second group. According to (6), the probability vector of the second group changed from $[1, 1]$ to $[0.75, 0.25]$. The reference number of the new rule, which has been recently inserted, is set to 1. After inserting the new rule and updating the probability vector of the second group, LPFRB$_1$ is modified, as depicted in Table 2.
Table 2. The rule base of agent $a_1$ in the example after receiving a new sample.

| LPFRB1                                      |
|---------------------------------------------|
| If $x$ is $A_1$ then $y$ is $C_1$ with probability $P_{11}^1 = 0.55$ |
| If $x$ is $A_1$ then $y$ is $C_2$ with probability $P_{12}^1 = 0.45$ |
| If $x$ is $A_5$ then $y$ is $C_3$ with probability $P_{23}^2 = 0.75$ |
| If $x$ is $A_5$ then $y$ is $C_2$ with probability $P_{24}^2 = 0.25$ |

3.2. The Neighborhood and Communication Structure

Communication and interactions among neighbors play an essential role in the proposed system. Each agent refers to its local rule base and the local rule bases of its neighbors to make decisions. Thus, for each agent, it is essential to determine its neighbors and their number. Selecting a correct metric for determining the neighborhood is very influential on the system output. In this paper, the similarity between the created MFs over the feature space is considered as neighborhood metric. To detect if there is a neighborhood relation between $a_i$ and $a_j$, all of the MFs created by these two agents are checked based on their centers. If the difference between the centers of two MFs is less than a pre-defined threshold, these MFs are similar and one of them is created by $a_i$ and another by $a_j$. Finally, the number of similar MFs can be determined by the percentage of closeness between $a_i$ and $a_j$. In the early stages of the learning process, the neighborhood threshold is small because there is no MF in the feature space. As a result, an agent can use the local knowledge of another agent even if there are small number of similar MFs which have been created by them in the early stages. This threshold is increased during the learning process to reach a pre-determined fixed value. Since agents gradually get more training samples during the learning process, their knowledge about the dataset increases, and accordingly, they need less help from other agents.

In this paper, the neighborhood threshold changes from 0.1 to 0.8. At the beginning of the learning process, the neighborhood threshold is small, and each agent has more neighbors to benefit from their knowledge. But this threshold increases gradually; and consequently, the number of neighbors of each agent decreases. For example, we consider two membership functions MF1 and MF2 according to Figure 6 with centers of 2 and 2.5, respectively. The domain of this feature ranges between 1 and 10. In Figure 7, MF1 and MF2 are similar because their centers are close to each other. If the center of MF2 changes to 4.5, MF1 and MF2 will no longer be similar as shown in Figure 7.

It is important to note that the neighborhood among agents changes in the learning process. Therefore, we require a process to identify each agent’s neighbors. This process can be performed in different periods of time and even in a parallel mode to reduce the computational cost. These changes can lead to the restructuring of the system. In Figure 8, two different structures of a sample system with three agents are shown in two stages of the learning process.
Figure 6. Two similar MFs based on center closeness.

Figure 7. Two different MFs based on center closeness.

3.3. Decision-Making Process

As described in the previous sections, each agent extracts probabilistic fuzzy rules from its local dataset and gets help from its neighbors in this process. Finally, each agent creates a local rule base, but the knowledge of some agents may not be enough. Therefore, it is necessary to distinguish between weak and strong agents. Weak agents cannot participate in the decision-making process. As indicated in Figure 1, each agent has a confidence level that shows the correctness of its local knowledge. At the end of the learning process, a number of samples that have not been already observed by agents are given to them. For this set of samples, the classification error rate is computed for all agents. Each agent with a smaller error gets a higher confidence level. The confidence level is the reverse of classification error.
A good agent is defined as an agent with a confidence level above a pre-determined threshold (9). The LPFRBs of good agents are sent to a central part. The union of these LPFRBs, denoted as PFRB and defined by (10), can be used for decision making and classification problems.

$$\text{Good Agents} = \{i \in \{1, \ldots, n\} \mid CL(a_i) \geq \phi\}$$  \hspace{1cm} (9)

$$PFRB = \bigcup_{i \in \text{Good Agents}} LPFRB_i$$  \hspace{1cm} (10)

The proposed classifier employs probabilistic fuzzy rules, while most of the previous fuzzy classification methods, either centralized or distributed, have been designed based on conventional fuzzy rules.

In (9), the performance of each agent is determined by threshold $\phi$. This value was set to 0.9 in our experiments. $M$ is the total number of rules. These rules are grouped in the global probabilistic fuzzy rule base because of the possible presence of inconsistent rules from good agents. Since some groups may be inconsistent with other groups in GPFRB, it is necessary to merge them and create a probability vector for the newly-merged group. One rule in each group is selected as a representative for inference and decision making. This selection can be done by two mechanisms: DPFRM_S1 and DPFRM_S2. The first selection mechanism is based on maximum probability and selects a rule with the highest probability. This mechanism is recommended for datasets that are collected from one source and usually have fewer inconsistent rules. The second selection mechanism is random selection. In this paper, the roulette wheel is used for this purpose. This mechanism is recommended for datasets that are collected from different sources and usually have more inconsistent rules. Finally, the entire of the selected rules take effect on the final decision. The number of these selected rules is denoted by $M_{opt}$. A fuzzy inference engine with Mamdani minimum implication is applied for decision making, and the output is calculated by the below center
average defuzzifier:

\[ y_q = \frac{\sum_{l=1}^{M_{opt}} w^l \cdot c_q^l}{\sum_{l=1}^{M_{opt}} w^l} \]  

where \( w^l \) is the firing strength of the \( l \)th rule in GPFRB described by (12), \( c_q^l \) is the center of the output MF in the \( l \)th rule, \( y_q \) is the \( q \)th output dimension, \( M_{opt} \) is the number of effective rules (the number of groups) in decision making, \( A_p^l \) is the \( p \)th MF in the antecedent part of the \( l \)th rule, \( x_p \) is the \( p \)th input dimension, and \( FC^l \) determines the certainty degree of the \( l \)th rule.

4. Experimental Results

In this section, the proposed framework is evaluated by five medical decision-making problems as well as two other classification problems. A medical decision-making system can offer diagnosis and treatment recommendations based on the data items that are received from a patient. The purpose of this system is to assist physicians in the decision-making process. In this section, the performance of the proposed system is evaluated by six datasets from UCI [50] and Ahwaz Burn Data (ABD) collected from Iranian hospitals. The classification accuracy on testing data, the size of the final rule base, and the computational time are considered as the performance criteria.

4.1. UCI Datasets

Table 3 shows six selected UCI datasets. 60% of the dataset is used for training and 40% for testing. The training samples are partitioned equally but randomly among the agents. For each dataset, Table 4 indicates the average accuracy and the number of rules during 20 runs with different training and testing sets (selected randomly from that dataset). The number of agents is set to 5 in our experiments; however, this number can be more or less than this value based on the dataset size. Both types of the proposed system (DPFRM_S1 and DPFRM_S2) have the same results on Heart and WBC, which have fewer inconsistencies. But they have different results on PIMA and Thyroid that have more inconsistencies. As demonstrated in Table 4, the average accuracy of DPFRM_S2 is better (about 1%) than DPFRM_S1 for PIMA and Thyroid. It should be noted that the performance of the selection mechanism depends on the given problem. In general, the maximum probability selection method may provide more reliable results in medical diagnosis.

Table 5 displays the computational time during 20 different runs. Figure 9 shows the speedup, i.e. the average ratio of the execution time of distributed mode to central mode, during 20 runs. Table 6 compares the proposed method with a classification method based on fuzzy rules called SaFIN [44]. Furthermore, Table 7 shows the comparison among the results of the proposed method and three classification methods based on association rules, including CBA [51], ARC-AC [52], and OAC [53] on some medical datasets. In contrast to the proposed approach, these tables demonstrate that in the other mentioned methods, if the number of samples in a dataset is increased, the size of the final rule base is increased...
Table 3. Description of datasets.

| Dataset       | Number of samples | Number of classes | Number of features |
|---------------|-------------------|-------------------|--------------------|
| WBC           | 699               | 2                 | 10                 |
| Thyroid       | 215               | 3                 | 5                  |
| Pima Diabetes | 768               | 2                 | 8                  |
| Heart         | 270               | 3                 | 13                 |
| Tic-Tac       | 958               | 2                 | 9                  |
| Iris          | 150               | 3                 | 4                  |

Note: Datasets are selected from the UCI library [50].

Table 4. The average accuracy of the DPFRM over twenty runs on medical datasets.

| Method | Accuracy (mean) | \(M\) (mean) | \(M_{\text{opt}}\) (mean) |
|--------|-----------------|---------------|---------------------------|
| WBC    | 95.95           | 14.25         | 14.25                     |
| Thyroid| 86.09           | 11.45         | 10.50                     |
| Pima   | 73.73           | 26.60         | 25.70                     |
| Heart  | 69.16           | 17.60         | 17.55                     |

\(M\): Number of Rules.

Table 5. The average computational time of the DPFRM over twenty runs on medical datasets.

| Method | Training time (mean ± std) | Testing time (mean) | Communication time (mean ± std) |
|--------|-----------------------------|---------------------|---------------------------------|
| WBC    | 0.13 ± 0.28                 | 0.001               | 0.017 ± 0.004                   |
| Thyroid| 0.034 ± 0.006               | 0.0013              | 0.009 ± 0.0                      |
| Pima   | 0.12 ± 0.012                | 0.002               | 0.019 ± 0.002                   |
| Heart  | 0.035 ± 0.008               | 0.0013              | 0.0088 ± 0                      |

Figure 9. Comparing the DPFRM with its non-probabilistic version: the average speed up over twenty runs on the medical datasets.

majorly. This issue can be obviously observed in PIMA and WBC due to their notable inconsistency level. But DPFRM benefits from the infractions among agents to extract fewer fuzzy rules (i.e. smaller size of final rule base) with high ability in decision making. This means that the proposed scheme can reach a compact fuzzy rule base even on large datasets. Finally, the proposed method is compared with few distributed fuzzy classification methods in Table 8. This table depicts that DPFRM has better average performance in contrast
Table 6. Comparing the DPFRM with SaFIN based on fuzzy rule extraction from data.

| Dataset       | SaFIN       | DPFRM [Proposed] |
|---------------|-------------|-------------------|
|               | Accuracy (mean%) | Number of rules (mean) | Accuracy (mean%) | Number of rules (mean) |
| WBC           | 94.23       | 119               | 95.95           | 14.25               |
| Thyroid       | 88.31       | 22.15             | 87.46           | 10.85               |
| Pima Diabetes | 70.21       | 139               | 74.42           | 29.30               |
| Heart         | 61.42       | 113               | 69.16           | 17.55               |

Notes: The grey cells indicate the better performance. SaFIN [44]: Self-adaptive Fuzzy Inference Network.

Table 7. Comparing the DPFRM with some centralized classification methods based on fuzzy rule extraction from data.

| Method   | Dataset | Accuracy | Number of rules | Accuracy | Number of rules | Accuracy | Number of rules | Accuracy | Number of rules | Accuracy | Number of rules |
|----------|---------|----------|-----------------|----------|-----------------|----------|-----------------|----------|-----------------|----------|-----------------|
| CBA      | WBC     | 95.8     | 49              | 93.4     | 135             | 95.1     | 83              | 95.95    | 14.25           |
|          | Pima    | 72.4     | 45              | 78.0     | 190             | 72.4     | 112             | 74.42    | 29.30           |
|          | Heart   | 81.5     | 52              | 77.2     | 410             | 81.1     | 157             | 69.16    | 17.75           |

Notes: The grey cells indicate the better performance. CBA [51]: Classification Based on Associations. ARC-AC [52]: Association Rule-based Classifier with All Categories. OAC [53]: Optimal Association Classifiers.

Table 8. Comparing the proposed method with a number of distributed classification methods.

| Dataset    | DPFRM-S1 | Distributed Methods |
|------------|----------|---------------------|
|            | Accuracy | Number of Rules     | Accuracy | Number of Rules | Refs.  |
| Thyroid    | 90.00    | 12                  | 90.00    | 15              | [Rod, 11] |
| WBC        | 96.41    | 23                  | 96.27    | 5.40            | [Noj, 9] |
| Pima       | 72.11    | 39.30               | 77.2     | > 30            | [Rag, 12] |
| Iris       | 90.17    | 13.01               | 96.00    | 14              | [Rod, 11] |
| Heart      | 81.62    | 26                  | 81.07    | not reported    | [Rag, 12] |
| Tic-Tac    | 71.75    | 55                  | 66.58    | not reported    | [Van, 8] |
| Average    | 83.68    | 28.05               | 83.47    | 94.8            |         |

Note: The grey cells indicate the better performance.

to the other distributed methods in terms of accuracy and the number of rules for all datasets. Figure 10 illustrates the relation between speed up and problem size. According to this figure, speed up is usually increased by growing the problem size. It reveals that the efficiency of the proposed method is more understandable in large datasets.

It is noteworthy that the proposed method can be employed with different number of agents. The number of agents depends on the problem size such that more agents are selected for larger problems. Figures 11 and 12 display the average results of the proposed method with 1–10 agents in Tic-Tac dataset. Increasing the number of agents up to a specific number improves the performance. After this point, the higher number of agents leads to increased communication overhead and decreased speed up, as shown in Figure 11.
4.2. Estimating the Survival Rate of Burn Patients

Burn plays a vital role in a noteworthy percent of hazardous events. Statistics indicate that nearly 3000 people die each year due to burn-related injuries [54]. Unlike many other medical treatments, treating burns is a long-term process. Here, the ability to correctly predict the treatment outcome for a given patient can be instrumental in helping elevate the rate of survival and the quality of the patient’s life. In other words, the future is not inevitable for a burn patient if the physician can accurately predict the outcome of each treatment.

Since 1949 when it was first addressed, a number of methods have been developed to predict mortality rate in burn patients [55–61]. These models have been applied to different
Table 9. The average results of competing classification methods in ABD during twenty runs.

| Method      | Accuracy | Precision | Recall | Sensitivity | Specificity | Number of Rules |
|-------------|----------|-----------|--------|-------------|-------------|-----------------|
| SaFIN       | 91.0820  | 0.8958    | 0.8188 | 0.8188      | 0.9481      | 78.50           |
| CPFRM_S1    | 86.7385  | 0.9744    | 0.5537 | 0.5537      | 0.9931      | 103.95          |
| CPFRM_S2    | 88.3539  | 0.8689    | 0.7253 | 0.7253      | 0.9471      | 103.95          |
| DPFRM_S1    | 94.4261  | 0.9474    | 0.8538 | 0.8538      | 0.9807      | 66.50           |
| DPFRM_S2    | 95.4087  | 0.9760    | 0.8629 | 0.8629      | 0.9913      | 58.55           |

Note: SaFIN [44]: Self-adaptive Fuzzy Inference Network.

Figure 13. The classification MSE for ABD during ten runs.

populations of indigenous patients. These models have been applied to different populations of indigenous patients. The database under study here contains 4,464 medical records of burn patients admitted to Taleghani Hospital in Ahwaz and few hospitals around Ahwaz in the southwest of Iran [58]. There are notably higher burn statistics in southwest Iran, particularly Ahwaz, due to the hot climate and the occupation of its population. The database includes features such as 1: age (A), 2: sex (S), 3: percent body area (PBA), 4: degree of burn (DB), 5: duration of bed rest in the hospital (DBR); and two outcome classes including 1: live (L), and 2: die (D). This dataset has been collected from different sources while allowing for inconsistent samples, which lead to inconsistent rules. It is hence expected that DPFRM_S2 works better than DPFRM_S1. The following results confirm this claim.

Table 9 illustrates the results of the proposed method, with 50% of data randomly selected for training and 50% for testing. First, the proposed system is implemented in a central mode, i.e. by one agent only, with maximum probability selection (CPFRM_S1) and random selection (CPFRM_S2) mechanisms. In the distributed mode, training samples are distributed equally and randomly among 20 agents. Similar to the central mode, two selection mechanisms based on maximum probability (for DPFRM_S1) and random selection (for DPFRM_S2) are considered. The average error rate (in MSE) and the number of rules of SaFIN, CPFRM_S1, CPFRM_S2, DPFRM_S1, and DPFRM_S2 are compared in Figures 13 and 14. Although SaFIN has high accuracy in predicting the survival of burn patients, the size of the final rule base is larger. It is important to note that the accuracy of the proposed system
Figure 14. The optimal number of rules (i.e. the number of groups) for ABD during ten runs.

Figure 15. The MFs created by one of the agents from the decision-making team on ABD.

is improved, and fewer rules are generated in distributed mode. This could be due to the
efficient interactions among agents. As illustrated here, the capabilities of the distributed
approach DPFRM could be better understood in large datasets.

SaFIN reaches an average of 78.50 fuzzy rules and an accuracy of 91.08%, whereas the
proposed system in central mode, i.e. only one agent, generates an average of 103.95 proba-
bilistic fuzzy rules with an accuracy of 86.74% by CPFRM_S1 and 88.35% by CPFRM_S2. Both
of these methods reach lower accuracy and a higher number of rules in comparison with
SaFIN. But if the proposed system extracts rules in the distributed mode (i.e. with more than
one agent), it reaches a more compact fuzzy rule base. DPFRM_S1 could obtain an average
Table 10. Several extracted probabilistic fuzzy rules that are grouped based on their inconsistency in ABD database.

| Probabilistic fuzzy rule | Group Number |
|--------------------------|-------------|
| If A is Young and S is Male and PBA is High and DB is Medium and DBR is Vshort then D with $P = 0.66$ | 1 |
| If A is Young and S is Male and PBA is High and DB is Medium and DBR is Vshort then L with $P = 0.34$ | 1 |
| If A is Young and S is Female and PBA is Vhigh and DB is Medium and DBR is Vlong then D with $P = 0.89$ | 3 |
| If A is Old and S is Male and PBA is Vlow and DB is Medium and DBR is Vshort then D with $P = 0.11$ | 3 |
| If A is Middle − Aged and S is Male and PBA is Vhigh and DB is Medium and DBR is Vshort then L with $P = 1$ | 4 |
| If A is Old and S is Female and PBA is Vhigh and DB is Medium and DBR is Vshort then L with $P = 1$ | 5 |

Figure 16. The number of inconsistent rules extracted from ABD in the presence of noise.

of 66.50 probabilistic fuzzy rules with an accuracy of 94.43%. Also, DPFRM_S2 generates 58.55 probabilistic fuzzy rules with 95.41% accuracy, on average. Figure 15 shows the MFs that are created by one of the agents in decision-making team over five input features. For instance, few rules from the final rule base are illustrated in Table 10. As expected, these rules are probabilistic fuzzy rules with the probability value in their consequent part.

The presence of noise in data may lead to inconsistency in the rule base. To study this aspect, we add noise to the input data as

$$x_p^{noisy} = x_p (1 + \lambda r), p = 1 \ldots P$$

(13)

where $r$ is a uniformly random number between $−1$ and $1$, and $\lambda$ is a positive real number between $0$ and $1$ which determines the percent of noise. Figure 16 depicts that increasing the percent of noise increases the number of inconsistent rules in the rule base. The accuracy of different classification methods in the presence of noise for ABD is displayed in Figure 17. Figure 18 shows the relation between speed up and problem size. According to this figure, speed up is high for different problem sizes, which demonstrates that the proposed method can have a better performance in comparison with the central mode.

Figures 19 and 20 represent the average results of the proposed method with different number of agents in ABD dataset. As mentioned earlier, increasing the number of agents up to a specific number improves the performance. But a higher number of agents increases the communication overhead, which reduces speed up, as is evident in Figure 19. Hence, the number of agents should be selected properly according to the properties of the given problem.
**Figure 17.** The accuracy of competing methods in the presence of noise for ABD dataset.

**Figure 18.** The speedup vs. problem size in ABD (over twenty runs).

**Figure 19.** The average speedup over twenty runs with 1–10 agents for ABD dataset.

**Figure 20.** The average accuracy over twenty runs with 1–10 agents for ABD dataset.
5. Conclusion

In this paper, a distributed framework is introduced for classification and decision-making that aim for higher transparency and scalability. More specifically, a probabilistic fuzzy rule mining approach is proposed that takes benefit from the interpretability properties of the fuzzy logic paradigm and the distributivity of agent-based designs. The resulting architecture also aims for higher accuracy by better handling rule inconsistencies that stem in deterministic and nondeterministic sources of data uncertainties. More specifically, the proposed approach employs a number of interactive intelligent agents with the same learning process to discover knowledge from a distributed dataset by generating probabilistic fuzzy rules. This probabilistic fuzzy rule structure properly deals with inconsistent data samples since inconsistent rules usually emerge due to probabilistic data uncertainty. This, in turn, leads to improved efficiency and higher accuracy. Additionally, the final linguistic rule base has high interpretability due to its closeness to human knowledge. Finally, scalability is another major characteristic of the proposed system due to its agent-based architecture.

The proposed DPFRM approach is evaluated on six benchmark datasets from the UCI library as well as a larger clinical decision-making problem, i.e. the mortality rate prediction for ABD database. The results clearly show that DPFRM leads to interpretable and accurate classifiers with compact rule bases. More specifically, the number of generated rules by DPFRM is fewer by an average 70.4% in contrast to the other competing distributed methods. As for the ABD clinical decision-making problem, the DPFRM shows a more compact rule base than other classification methods. More specifically, the proposed system reduces the number of rules by about 25.4%, while also increasing the accuracy by about 3%, in comparison with central methods. Comparing the effectiveness of the algorithm on the databases from UCI library and the ABD reveals a strikingly different pattern. In other words, the increased distributivity decreases accuracy in UCI databases, while it has the inverse effect in ABD database. This pattern is attributed to the database size. Since the ABD database is larger, it provides a sufficient number of learning instances for each of its agents, even as they distribute the database amongst themselves. Hence, it is concluded that the distributivity feature of the present work will become more valuable for larger and more redundant databases.
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