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Abstract

We study the set of solutions \((\omega_{g,n})_{g\geq 0, n\geq 1}\) of abstract loop equations. We prove that \(\omega_{g,n}\) is determined by its purely holomorphic part: this results in a decomposition that we call “blobbed topological recursion”. This is a generalisation of the theory of the topological recursion, in which the initial data \((\omega_{0,1}, \omega_{0,2})\) is enriched by non-zero symmetric holomorphic forms in \(n\) variables \((\phi_{g,n})_{2g-2+n>0}\). In particular, we establish for any solution of abstract loop equations: (1) a graphical representation of \(\omega_{g,n}\) in terms of \(\phi_{g,n}\); (2) a graphical representation of \(\omega_{g,n}\) in terms of intersection numbers on the moduli space of curves; (3) variational formulas under infinitesimal transformation of \(\phi_{g,n}\); (4) a definition for the free energies \(\omega_{g,0} = F_g\) respecting the variational formulas. We discuss in detail the application to the multi-trace matrix model and enumeration of stuffed maps.

1. Introduction

Loop equations are ubiquitous in mathematical physics, and their solutions compute interesting quantities in random matrix theory, combinatorics of surfaces, enumerative geometry (Hurwitz and Gromov–Witten theory), topological quantum field theories, etc. Specifically, in each of these problems, one can often derive functional relations between quantities (that bear the name of Schwinger–Dyson equations, Virasoro constraints, Tutte’s equations, cut-and-join relations, Ward identities, etc.) and then show that they imply loop equations. The latter take a universal form, and here we refer to the framework of “abstract loop equations” formulated in [6]. The quantity subject to these abstract loop equations is a collection \((\omega_{g,n})_{g\geq 0, n\geq 1}\) of meromorphic forms in \(n\) variables indexed by two integers \(n \geq 1\) and \(g \geq 0\). In this paper, we propose a general study the set \(\mathcal{M}\) of solutions of abstract loop equations. The definition of \(\mathcal{M}\) depends on a few data that are made explicit in Section 2.1, and \(\mathcal{M}\) itself is in any case infinite dimensional.

The topological recursion of [17] already constructed a subset \(\mathcal{M}^0\) of solutions to abstract loop equations, by a recursion on \(2g - 2 + n > 0\) starting from the initial data \(\omega_{0,1}\) and \(\omega_{0,2}\). The solutions in \(\mathcal{M}^0\) have the property that the holomorphic part of \(\omega_{g,n}\) is normalised uniformly for all \(n\) and \(g\). The topological recursion can be studied per se and enjoys
beautiful properties: Seiberg–Witten like formula for infinitesimal variations of the initial data \cite{20}, symplectic invariance \cite{19}, representation in terms of intersection numbers on \( \mathcal{M}_{g,n} \) \cite{14, 15}, etc. It has received many applications in algebraic geometry \cite{9, 13, 18, 21, 26, 28}, in relation with integrable systems \cite{3, 25}, in knot theory \cite{4, 5, 11, 12}, and we also refer to the examples given in \cite{6, 20} for applications to matrix models and statistical physics.

As we shall review in Section 7, the necessity of considering the full \( \mathcal{M} \) instead of its subset \( \mathcal{M}^0 \) came matrix models with multi-trace interactions \cite{2} and combinatorics of surfaces obtained by gluing elementary 2-cells of any topology. We find in Theorem 2.3 that \( \mathcal{M} \) is an extension of \( \mathcal{M}^0 \) by the adjunction of extra initial data \((\varphi_{g,n})_{g,n}\) for each \( g \) and \( n \) with \( 2g - 2 + n > 0 \). As a matter of fact, \( \varphi_{g,n} \) is the “purely holomorphic part” of \( \omega_{g,n} \). Theorem 2.3 shows that any \((\omega_{g,n})_{g,n} \in \mathcal{M}\) is determined by \( \omega_{0,1}, \omega_{0,2} \) and the \((\varphi_{g,n})_{2g-2+n>0}\), explicitly in Equations (2.6) and (2.7). We decide to call \( \varphi_{g,n} \) the blobs, and this construction is called the “blobbed topological recursion”.

We prove that many of the interesting properties of the topological recursion – maybe to the exception of the relations with integrability – extend to its blobbed counterpart. In other words, they are structural properties of \( \mathcal{M} \). The blobbed topological recursion has several diagrammatic representations that are very helpful in proving general statements about \( \mathcal{M} \). We then prove:

(i) Theorems 3.2 and 3.9 expressing \( \omega_{g,n} \) in terms of intersection numbers. For this purpose, we use a different parametrization of \( \mathcal{M} \), denoted \((\phi_{g,n})_{g,n}\), and called “KdV blobs”.

(ii) Theorem 4.3 showing that the even part of the \( \omega_{g,n} \)'s are decoupled from the odd part.

(iii) Theorem 5.2 computing the infinitesimal generator of the flows \( \mathcal{M} \) corresponding to variations of the initial data \( \phi_{h,k} \). For \( h, k \neq (0,1) \) and \( (0,2) \), this only makes sense in \( \mathcal{M} \) – and not in \( \mathcal{M}^0 \). These formulas involve \( k \)-linear combinations of \( \omega \)'s, and contain all the necessary information to study solutions of loop equations on families of spectral curves with varying complex structures.

(iv) Theorem 6.3 associating numbers \( F_g := \omega_{g,0} \) (the free energies) to any point in \( \mathcal{M} \times \bigoplus_{g \geq 0} \mathbb{C} \), in such a way that the variational equations are respected. The extra data in \( \mathbb{C} \) accounts for “integration constants”.

We hope that our theory will shed some light on the geometric meaning of the topological recursion, and we think it is a good starting point to investigate further properties (in particular symplectic invariance, quantum curves), generalizations (non-commutative version, base field \( \neq \mathbb{C} \)), and relations to BV algebras and to homological algebra.

2. Loop equations and blobbed topological recursion

2.1. Loop equations

2.1.1. Local setup

In order to fix the notation, let us recall that we consider a Riemann surface \( \Sigma \) which is a disjoint union of finitely many open disks \( U_i, i \in [1,s] \). We assume the data of a cover \( x : \Sigma \to V \). By taking \( U_i \) small enough, it is always possible to assume that it contains a single zero \( p_i \) of \( dx \). Throughout the paper we assume that all zeroes of \( dx \) are simple. Then, again by taking \( U_i \) small enough, the deck transformation of the cover \( x : \Sigma \to V \) defines a holomorphic involution \( \sigma_i : U_i \to U_i \) so that \( x \circ \sigma_i = x \) and \( \sigma_i \neq \text{id} \). The \( p_i \) are the fixed
points of the $\sigma_i$. We find convenient to call this “local spectral curve”; $O_{\Sigma}$ is the vector space of holomorphic functions, and $K_{\Sigma}$ the canonical bundle. They are both infinite dimensional since $\Sigma$ is a collection of disks. Nevertheless, it is clear by going in local coordinates that their tensor product is well-defined. $P = \bigcup_{i=1}^{g} \{ p_i \}$ is the divisor of zeroes of $dx$, and $\Delta$ is the diagonal divisor in $\Sigma^2$.

A set of admissible correlators is a sequence $(\omega_{g,n})_{g,n}$ indexed by two integers $g \geq 0$ and $n \geq 1$. We ask that $\omega_{0,1} = y dx$ and $\omega_{0,2} = B$ with:

$$
y \in O^*_{\Sigma,p}, \quad B \in H^0(\Sigma^2, K_{\Sigma}^{\mathbb{G}^2}(-2\Delta))^{\mathbb{S}_1}_{|1},$$

(2.1)

$O^*_{\Sigma,p}$ stands for the set of holomorphic functions on $\Sigma$ that do not vanish on $P$. The extra subscript 1 means that we restrict to bidifferential forms with leading coefficient 1 on the diagonal, i.e.

$$B(z_1, z_2) = \frac{d\xi(z_1) \otimes d\xi(z_2)}{(\xi(z_1) - \xi(z_2))^2} + O(1), \quad z_1 \to z_2$$

in any local coordinate $\xi$ around $z_2$. And, for $2g - 2 + n > 0$, we ask:

$$\omega_{g,n} \in H^0(\Sigma^n, K_{\Sigma}^{\mathbb{G}^n}(*P))^{\mathbb{S}_n}.$$ 

As the notation indicates, admissible correlators are invariant under the action of $\mathbb{S}_n$ permuting the $n$ factors of $\Sigma^n$.

The abstract loop equations form a list of constraints on admissible correlators. In each degree $(g,n)$ with $g \geq 0$ and $n \geq 1$, it consists of the linear loop equations:

$$\omega_{g,n}(z, I) + \omega_{g,n}(\sigma_i(z), I)$$

is holomorphic when $z \to p_i$ (since it is $\sigma$-invariant, it must have at least a simple zero at $p_i$); together with the quadratic loop equations, enforcing that:

$$Q_{g,n}(z, I) := \omega_{g-1,n+1}(z, \sigma_i(z), I) + \sum_{\substack{J \cup J' = I \\ h + h' = g}} \omega_{h,1+|J|}(z, J) \otimes \omega_{h',1+|J'|}(\sigma_i(z), J')$$

(2.2)

is a holomorphic quadratic form in $z$, with at least a double zero at $z \to p_i$. Here $I$ is a generic $(n-1)$-uple of variables in $\Sigma$. For a given local spectral curve $C$, we shall study the set $\mathcal{M}_C$ of solutions of the abstract loop equations. It carries a filtration by $n$ and $g$. $(g, n) = (0, 1)$ and $(0, 2)$ are called “unstable”. The other degrees satisfy $2g - 2 + n > 0$ and are called “stable”.

2.1.2. Remark on global setup

We call “spectral curve” a surjective morphism of Riemann surfaces $x : \Sigma \to V$ which, after restriction to suitable open neighborhoods of the ramification divisor in $\Sigma$ and of the branching divisor in $V$, defines a local spectral curve in the sense of Section 2.1.1. We do not put any assumption on the topology (connectedness, compactness, etc.) of $\Sigma$ and $V$.

The notion of admissible correlators in Section 2.1.1 only depend on the data $\Sigma$ and a divisor $P \subseteq \Sigma$. So, we also have notion of admissible correlators $(\omega_{g,n})_{g,n}$ on a spectral curve: they are meromorphic forms globally defined on $n$ copies of $\Sigma$ and respecting the axioms. Let $\overline{C}$ be a spectral curve, and $C$ the corresponding local spectral curve. We define $\mathcal{M}_C$ to be the sequences of admissible correlators in $\overline{C}$, whose restriction to $C$ is in $\mathcal{M}_C$. For obvious reasons, the results of this Section hold as well for $\mathcal{M}_\overline{C}$. 
2.2. Description of the solution set

2.2.1. Polar part and holomorphic part

Since $\omega_{0,2}$ has a double pole with leading coefficient 1, for any meromorphic 1-form $\lambda$ in $\Sigma$:

$$P\lambda(z_0) := \sum_{i=1}^s \operatorname{Res} \lambda(z)G_i(z, z_0), \quad G_i(z, z_0) := \int_{p_i}^{z} \omega_{0,2}(\cdot, z_0)$$

is a meromorphic 1-form in $\Sigma$ whose divergent part at $P$ coincides with that of $\lambda$. We call it "the polar part" of $\lambda$. We can decompose:

$$\lambda = P\lambda + H\lambda,$$

where $H\lambda$ is now a holomorphic form. We call it the "holomorphic part" of $\lambda$. $P$ and $H$ are projectors, and $P \circ H = H \circ P = 0$. For meromorphic 1-forms of $n$ variables, we define $P_j$ and $H_j$ the projectors acting on the $j$-th variable. We stress that the notion of polar part and holomorphic part depend on the data of $\omega_{0,2}$.

**Definition 2.1.** If $(\omega_{g,n})_{g,n}$ are admissible correlators, we introduce the "purely polar part" $\omega^P_{g,n} = P_1 \cdots P_n \omega_{g,n}$ and the "purely holomorphic part" $\varphi_{g,n} := H_1 \cdots H_n \omega_{g,n}$.

Since $\omega_{0,1}$ and $\omega_{0,2}$ do not have pole at $p_i$'s, projecting them to the polar part with respect to one variable gives zero. For $2g - 2 + n > 0$, since $\omega_{g,n}$ has no pole on diagonals, the order to which the operations $P_i$ or $H_i$ are applied is indifferent. So, in both stable and unstable cases, $\varphi_{g,n}$ and $\omega^P_{g,n}$ are symmetric in their $n$ variables.

2.2.2. Normalised solutions

We say that a solution of abstract loop equations is normalised when, for any $(g, n)$ such that $2g - 2 + n > 0$, we have $P_1 \cdots P_n \omega_{g,n} = \omega_{g,n}$. Then, the purely holomorphic part of $\omega_{g,n}$ vanishes for $2g - 2 + n > 0$. We define $\mathcal{M}^0 \subseteq \mathcal{M}$ the subset of normalised solutions. This is the framework of the usual topological recursion of Eynard and Orantin [17]. We define the local recursion kernel $K_i \in \mathcal{H}^0(U_i \times \Sigma, K_{U_i}^{-1} \otimes K_{\Sigma})$ by the formula:

$$K_i(z, z_1) = \frac{1}{2} \frac{\int_{\gamma_{0,1}} B(\cdot, z_1)}{\omega_{0,1}(z) - \omega_{0,1}(\sigma_i(z))}. \quad (2.3)$$

**Theorem 2.2.** $\omega^0$ is a normalised solution of abstract loop equations iff for any $2g - 2 + n > 0$ we have:

$$\omega^0_{g,n}(z_1, I) \quad (2.4)$$

$$= \sum_{i=1}^s \operatorname{Res} K_i(z, z_1) \left\{ \omega^0_{g-1,n+1}(z, \sigma_i(z), I) + \sum_{h+k=g, J \cup J' = I} \omega^0_{h,1+|J|}(z, J) \otimes \omega^0_{h',1+|J'|}(\sigma_i(z), J') \right\}.$$

Here, $I = \{z_2, \ldots, z_n\}$ is a generic $n$-uple of variables on $\Sigma$, and the symbol $\sum'$ means that we assume $(h, 1 + |J|)$ and $(h', 1 + |J'|) \neq (0, 1)$.

The result is proved in [6, 17], but we shall give a short and self-contained proof in Section 2.4. It says that normalised solutions are determined by their $(0, 1)$ and $(0, 2)$ parts with formula (2.4). We have a surjective map:

$$\text{pr}^0 : \mathcal{M} \longrightarrow \mathcal{M}^0$$
which associates to a solution \((\omega_{g,n})_{g,n}\) of abstract loop equations, the unique normalised solution \(\omega_{g,n}^0\) constructed from \((\omega_{0,1}, \omega_{0,2}) = (\omega_{0,1}, \omega_{0,2})\).

2.2.3. General solutions

One of our main result is an explicit description of \(\mathcal{M}_C\).

THEOREM 2.3. The projection to the “purely holomorphic part” defines a bijection:

\[
\text{BTR}_C^{-1} : \mathcal{M}_C \rightleftharpoons \mathcal{V}_C := \mathcal{O}_{*,p}^+ \oplus H^0(\Sigma^2, K_{\Sigma}^{\geq 2}(-2\Delta))_{S_1}^1 \oplus \bigoplus_{g \geq 0, n \geq 1} H^0(\Sigma^n, K_{\Sigma}^{\geq n})_{S_{2g-2+n}}^s.
\]

We give the name “blobbed topological recursion” to the inverse bijection \(\text{BTR}_C\).

By Definition 2.1 and its following remark, the unstable part in the right-hand side is \((\omega_{0,1}, \omega_{0,2})\), and the stable part is \((\varphi_{g,n})_{2g-2+n>0}\) and is indeed symmetric in its \(n\) variables. The result can be reformulated as an exact sequence:

\[
\mathcal{M}^0 \longrightarrow \mathcal{M} \longrightarrow \bigoplus_{2g-2+n>0} H^0(\Sigma^n, K_{\Sigma}^{\geq n})_{S_{2g-2+n}}^s \longrightarrow 0.
\]

We prove this theorem in by constructing \(\text{BTR}_C : \varphi \mapsto \omega\) by necessary conditions, and checking in Section 2.6 it indeed defines a solution of abstract loop equations. To describe this inverse map, we assume that \(\omega\) is a solution of loop equations, and we decompose it:

\[
\omega_{g,n}(z_1, \ldots, z_n) = \mathcal{H}_1\omega_{g,n} + \mathcal{P}_1\omega_{g,n}.
\]

When \(\omega_{g,n}\) is a solution of abstract loop equations, we show in Section 2.4 that the first term is given by a formula of type (2.4):

\[
\mathcal{P}_1\omega_{g,n}(z_1, I)
= \sum_{i=1}^s \text{Res} K_i(z, z_1) \left\{ \omega_{g-1,n+1}(z, \sigma_i(z), I) + \sum_{h+h'=g, J\cup J'=I} \omega_{h,1+J}(z, J) \otimes \omega_{h',1+J'}(\sigma_j(z), J') \right\}.
\]

In the case of normalized solutions, the second term \(\mathcal{H}_1\omega_{g,n}\) vanishes, and this achieves the proof of Theorem 2.2. But in general, the second term is non-zero, and can be computed as a special case of a more general formula. We show in Section 2.5 that, for any partition \(A \sqcup B = [1, n]\), we have:

\[
\mathcal{H}_A \mathcal{P}_B \omega_{g,n} := \left( \bigotimes_{a \in A} \mathcal{H}_a \right) \left( \bigotimes_{b \in B} \mathcal{P}_b \right) \omega_{g,n} = \sum_{\Gamma \in \text{Bip}_0^0(A, B)} \frac{\sigma_{\Gamma}^0}{|\text{Aut}\Gamma|}.
\]

We underline again that, since \(\omega_{g,n}\) has no pole on the diagonals for \(2g-2+n>0\), the order of the operations \(\mathcal{H}_a\) and \(\mathcal{P}_b\) does not matter: the left-hand side is well-defined and \(\mathcal{H}_A \mathcal{P}_B \omega_{g,n} = \mathcal{H}_B \mathcal{P}_A \omega_{g,n}\). We define \(\text{Bip}_0^0(A, B)\) as the set of bipartite graphs \(\Gamma\) with the properties:

(i) vertices \(v\) are either of type \(\varphi\) or \(\omega^0\), and carry an integer label \(h(v)\) (the genus), such that the valency satisfies \(2h(v) - 2 + d(v) > 0\);
(ii) edges can only connect \(\varphi\) to \(\omega^0\) vertices;
(iii) there are \(n\) unbounded edges (=leaves) labelled from 1 to \(n\). The leaves with label \(a \in A\) must be incident to \(\varphi\)-vertices, and the leaves with label \(b \in B\) to \(\omega^0\)-vertices;
(iv) each $\omega^0$ vertex must be incident to at least a leaf (so, if $B = \emptyset$, then we have no $\omega^0$ vertices);

(v) $\Gamma$ is connected and $b_1(\Gamma) + \sum_v h(v) = g$.

Since all vertices are stable, the last constraint on the topology selects only finitely many graphs. The automorphisms of $\Gamma$ are the permutation of the edges preserving the graphs and the leaf labels. The weight $\varpi^0_1(z_1, \ldots, z_n)$ is computed as follows. We assign variables $z_1, \ldots, z_n \in \Sigma$ to the leaves, and integration variables $z_e$ to the edges. To each vertex $v$ whose set of variables on incident edges is $Z(v)$, we assign a local weight $\omega^0_{0(v)}(Z(v))$ or $\varphi^0_{h(v),d(v)}$ depending on its type. This does not depend on any order given to the variables in $Z(v)$ since $\varphi$’s and $\omega^0$’s are symmetric in their variables. We then multiply all local weights: each edge variable $z_e$ appears twice in some combination $\omega^0(z_e, \ldots)\varphi(z_e, \ldots)$ and we integrate it out with the pairing:

$$\langle \omega(z_e, \ldots)\varphi(z_e, \ldots) \rangle := \sum_{i=1}^s \text{Res}_{z_e \rightarrow p_i} \omega(z_e, \ldots) \int_{p_i} \varphi(z'_e, \ldots).$$  \hspace{1cm} (2.8)

Since all vertices are stable, the integrand does not contain a $\omega_{0,2}$ and thus has poles only when one of the variables goes to the divisor $P$. Therefore, the final result does not depend on the order of integration of the edge variables: we obtain a meromorphic form in $n$ variables $\varpi^0_1(z_1, \ldots, z_n)$.

The second term in (2.5) is then computed from:

$$\mathcal{H}_1 \omega_{g,n}(z_1, I) = \sum_{A \cup B = I} \mathcal{H}_{[1]} \cdot \mathcal{P}_B \omega_{g,n}(z_1, I).$$

Since the right-hand side contains the projection on the holomorphic part for at least with respect to one variable, it is expressed in terms of $\omega^0_{g',n'}$ with $2g' - 2 + n' < 0$ and $\varphi_{g',n'}$ with $2g' - 2 + n' \leq 2g - 2 + n$. We underline that the variable $z_1$ (chosen arbitrarily) plays a special role in the decomposition (2.5), and in particular the two terms $\mathcal{P}_1 \omega_{g,n}$ and $\mathcal{H}_1 \omega_{g,n}$ are in general not symmetric in their $n$ variables.

**Remark 2.4.** Formula 2.7 computes in particular $\omega^P_{g,n} := \mathcal{P}_1 \cdots \mathcal{P}_n \omega_{g,n}$ as a sum over $\text{Bip}^0_{g,n}(\emptyset, [1, n])$. Since these graphs may have internal $\varphi$-vertices, $\omega^P_{g,n}$ is in general not equal to $\omega^0_{g,n}$, although we have $\mathcal{P}_1 \cdots \mathcal{P}_n \omega^P_{g,n} = \omega^P_{g,n}$. This implies that in general, the sequence of correlators $\omega_{0,1}, \omega_{0,2}, (\omega^P_{g,n})_{2g-2+n>0}$ is not a solution of loop equations.

2.2.4. $\omega$ from its purely polar and purely holomorphic part

We can rewrite $\mathcal{H}_A \mathcal{P}_B \omega_{g,n}$ solely in terms of $\omega^P$’s and $\varphi$’s. Let $\text{Bip}^P_{g,n}(A, B)$ be the subset of graphs in $\text{Bip}^0_{g,n}(A, B)$ that do not contain internal $\varphi$-vertices, and we define a new weight
\[ \omega_{0,2}(z, z') = z \quad \text{and} \quad \sum_i \text{Res}_{z \to p_i} K(z', z) = z \]

Fig. 2. Building elements of the skeleton graphs.

\( \omega_P^P \) for such graphs: we rename \( \omega_P^P \) and \( \varphi \) the type of vertices in \( \text{Bip}_{g,n}^P (A, B) \), and assign local weights \( \omega_{h(v), d(v)}^P \) or \( \varphi_{h(v), d(v)} \) to a vertex \( v \) according to its type. The total weight \( \omega_P^P / \Gamma_1 \) is then computed as in § 2.2.3, by integrating out all edge variables with the pairing (2.8).

**Proposition 2.5.** If \( (\omega_{g,n})_{g,n} \) is a solution of abstract loop equations, we have for \( 2g - 2 + n > 0 \) and partition \( A \sqcup B = [1, n] \):

\[ \mathcal{H}_{A \sqcup B^P} \omega_{g,n} = \sum_{\Gamma \in \text{Bip}_{g,n}^P (A, B) \setminus \text{Aut} \Gamma} \frac{\omega_P^P}{|\text{Aut} \Gamma|}. \]

This is an easy consequence of (2.7) proved in Section 2.2.7 by a resummation of internal \( \varphi \)-vertices in \( \text{Bip}_{g,n}^0 (A, B) \).

2.3. Diagrammatics and examples

2.3.1. Normalised solutions: skeleton graphs

We first review the diagrammatics of the usual topological recursion, i.e. the computation of any normalized solution of abstract loop equations:

\[ \omega^0 := \text{BTR}_c[\omega_{0,1}, \omega_{0,2}, (0)_{2g-2+n>0}] \]

as a sum over skeleton graphs. Indeed, by applying repeatedly the residue formula (2.4), we arrive in \( 2g - 2 + n \) steps to an expression of \( \omega_{g,n} \) involving only the recursion kernel \( K_i \) and \( \omega_{0,2} \) (Proposition 2.8 below). At each step of the recursion, there are many ways to go further, since we need to choose a leg to apply the residue formula. We will explain that, if we choose an initial leg \( i_0 \in [1, n] \), there is a canonical way to make further choices. Though this approach breaks the symmetry, it has the advantage to restrict the number of terms.

Let \( i_0 \in [1, n] \). For \( 2g - 2 + n > 0 \), we define a set \( \text{Skel}_{g,n}(i_0) \) of graphs \( G \) such that:

(i) \( G \) has \( n \) leaves labeled from 1 to \( n \), trivalent vertices, bivalent vertices, and its first Betti number is \( g \);
(ii) the trivalent vertices have a cyclic order of their incident half-edges;
(iii) \( G \) is equipped with a spanning tree \( T \), going through all trivalent vertices, and rooted at the leaf \( i_0 \). All the other leaves are incident to a bivalent vertex.

We shall impose an extra constraint on the graphs, but first need some vocabulary.

**Definition 2.6.** Two trivalent vertices \( v \) and \( v' \) are *parent* if the shortest path \( i_0 \to v \) along \( T \) contains (or is contained) in the shortest path \( i_0 \to v' \) along \( T \).

We require the following property for our graphs:

(i) if the two edges incident to a bivalent vertex are separating, they should be incident to a leaf and a trivalent vertex. If they are non separating, they must be incident to two parent trivalent vertices.
Alternatively, one can erase the black bivalent vertices and replace their two incident edges with a single dashed edge.

**Definition 2.7.** There is a unique way to arrive at a trivalent vertex \( v \) following a path in \( T \) from the root. The edge on which we arrive to \( v \) is called the source, and we say that the next (resp. previous) edge according to the cyclic order at \( v \) is "left" (resp. "right").

We give a few examples of skeleton graphs in \( \mathcal{G}_{g,n}(i_0) \), and counterexamples in Figure 3.

The weight of \( G \) is obtained by: (1) assigning points \( z_1, \ldots, z_n \in \Sigma \) to the leaves; (2) browsing \( T \), at each trivalent vertex \( v \) met, assigning an integration variable \( z_v \) to the left edge, and \( \sigma(z_v) \) to the right edge. Now, all edges carry a variable. (3) Assigning a local weight \( K(z'', z') := \sum_{i=1}^n 1_{U_i}(z'') K_i(z'', z') \) to a vertex \( v \) in \( T \) whose source edge carries \( z' \) and left edge carries \( z'' \); (4) assigning a local weight \( \omega_0(z_{e_1}, z_{e_2}) \) to a bivalent vertex with incident edge variables \( \{z_{e_1}, z_{e_2}\} \); (5) multiplying all local weights; (6) for each vertex \( v \) in \( T \) (starting with the last one in the exploration of \( T \) from the root) apply the operation \( \sum_{j=1}^n \text{Res}_{z_j \to \rho_j} \) to the expression obtained so far. In the equivalent representation of \( G \) where bivalent vertices were replaced by dashed edges, each half-dashed edge carries a variable prescribed by the assignment made at leaves and then by browsing \( T \).

**Proposition 2.8 [17].** Denote \( \omega^0_{g,n} \) the normalised solution associated to \( \omega_{0,1} \) and \( \omega_{0,2} \) – see Theorem 2.2. For any \( 2g - 2 + n > 0 \) and \( i_0 \in \llbracket 1, n \rrbracket \), we have:

\[
\omega^0_{g,n}(z_1, \ldots, z_n) = \sum_{G \in \text{Skel}_{g,n}(i_0)} \omega^\text{Skel}_G(z_1, \ldots, z_n). \tag{2.9}
\]

**Proof.** If we choose the variable attached to an edge \( i_0 \) to apply a step of the recursion, one produces a trivalent vertex with source edge \( i_0 \). We declare one of the two other edges to be the left one \( e_L \) – this is an arbitrary choice of cyclic order – and always decide to apply the recursion at the next step to the edge \( e_L \). In this way, one easily proves that \( \omega^0_{g,n} \) is a sum over graphs which have the properties announced.

**Remark 2.9.** Since \( K_i(z, z_1) \) has a pole at \( z_1 = z, \sigma_i(z) \) and \( \omega_{0,2}(z_1, z_2) \) has a pole at \( z_1 = z_2 \), the order of taking the residues does matter. However, two graphs that differ by their cyclic ordering at the vertices have the same weight, since it merely correspond to a change of variable of integration \( z \to \sigma_i(z) \).

**Remark 2.10.** By consistency, the sum over skeleton graphs must be symmetric in the \( n \) variables, although \( i_0 \) seem to play a special role. The symmetry can be checked by direct computation, see [17].

**2.3.2. General solution: bipartite skeleton graphs**

To compute a general solution \( (\omega_{g,n})_{g,n} \) of the loop equations, we can project with respect to each variable either to holomorphic or polar part and use formula (2.7):
Blobbed topological recursion

Fig. 4. List of skeleton graphs. It remains to distribute the leaf labels $2, \ldots, n$ in all possible inequivalent ways. For instance, the graph for $(0, 3)$ gives rise to 2 terms, whether we find the leaf 2 on the right or on the left.

**Corollary 2.11.** For any $2g - 2 + n > 0$, we have:

$$
\omega_{g,n}(z_1, \ldots, z_n) = \sum_{\Gamma \in \text{Bip}_{g,n}^0} \frac{\omega^0_\Gamma(z_1, \ldots, z_n)}{|\text{Aut} \Gamma|}.
$$

where $\text{Bip}_{g,n}^0 = \bigsqcup_{A \sqcup B = [1,n]} \text{Bip}_{g,n}^0(A, B)$, and the local weight of $\omega^0$-vertices is itself computed as a sum over skeleton graphs of Theorem 2.8.

2.4. Computation of $P_1 \omega_{g,n}$ (proof of Equation (2.4))

The proof already appears in [6, section 1], but we give here a short and self-contained proof. This formula is important for it will also be used in Section 2.5 to compute the second term $H_1 \omega_{g,n}$. 
If $\lambda$ is a 1-form, we denote:

$$\Delta\lambda(z) = \lambda(z) - \lambda(\sigma(z)), \quad S\lambda(z) = \lambda(z) + \lambda(\sigma(z))$$

in terms of the local involution $\sigma$ near the $p_i$’s. For $\lambda, \mu$ two 1-forms, we have:

$$\lambda(z)\mu(\sigma(z)) + \lambda(\sigma(z))\mu(z) = \frac{1}{2}(\Delta\lambda(z) \cdot \Delta\mu(z) + S\lambda(z) \cdot S\mu(z)) \quad (2\cdot10)$$

$$\lambda(z)\mu(\sigma(z)) + \lambda(\sigma(z))\mu(z) = \frac{1}{2}(\Delta\lambda(z) \cdot \Delta\mu(z) - S\lambda(z) \cdot S\mu(z)). \quad (2\cdot11)$$

If $\lambda(z, \ldots)$ depends on many variables $\Delta z$ or $S z$ the action of these operators act on the first variable.

Let $(g, n)$ such that $2g - 2 + n > 0$. We compute:

$$\mathcal{P}_1\omega_{g,n}(z_1, I) = \sum_{i=1}^{s} \text{Res}_{z=p_i} G_i(z, z_1) \omega_{g,n}(z, I)$$

$$= \frac{1}{2} \sum_{i=1}^{s} \text{Res}_{z=p_i} \{G_i(z, z_0)\omega_{g,n}(z, I) + G_i(\sigma(z), z_0)\omega_{g,n}(\sigma(z), I)\}$$

$$= \frac{1}{4} \sum_{i=1}^{s} \text{Res}_{z=p_i} \{\Delta_1 G_i(z, z_0) \cdot \Delta_1 \omega_{g,n}(z, I) + S_1 G_i(z, z_0) \cdot S_1 \omega_{g,n}(z, I)\}.$$ 

The linear loop equation tells us that $S_1\omega_{g,n}(z, I)$ is holomorphic when $z \to P$, hence the residue of the second term vanishes. Let us rearrange the expression $Q_{g,n}$ involved in the quadratic loop equations $(2\cdot2)$, by writing apart $\omega_{g,n}$ and using $(2\cdot11)$:

$$Q_{g,n}(z, I) = \frac{1}{2}(-\Delta_1 \omega_{g,n}(z, I) \otimes \Delta_1 \omega_{1,0}(z) + S_1 \omega_{g,n}(z, I) \otimes S_{\omega_{0,1}}(z)) + \tilde{Q}_{g,n}(z, I). \quad (2\cdot12)$$

The remainder is:

$$\tilde{Q}_{g,n}(z, I) = \omega_{g-1,n+1}(z, \sigma(z), I) + \sum_{h+h'=g} \omega_{h,1+|J|}(z, J) \otimes \omega_{h',1+|J'|}(\sigma(z), J'),$$

where $\sum'$ means that the terms containing $\omega_{0,1}$ were excluded. Therefore:

$$\mathcal{P}_1\omega_{g,n}(z_0, I) = \sum_{i=1}^{s} \text{Res}_{z=p_i} \frac{\Delta_1 G_i(z, z_0)}{2\Delta_{\omega_{0,1}}(z)} \left(\tilde{Q}_{g,n}(z, I) - Q_{g,n}(z, I) + 2 S_1 \omega_{g,n}(z, I) \otimes S_{\omega_{0,1}}(z)\right).$$

The assumption $y \in \mathcal{O}_\Sigma^* P_i$ implies that $\Delta z_{\omega_{0,1}}$ has exactly a double zero when $z \to p_i$, so the prefactor $\Delta_1 G_i(z, z_0)/\Delta_{\omega_{0,1}}$ has exactly a simple pole at $z \to p_i$. We conclude by observing that the two last terms do not contribute to the residue since: $Q_{g,n}(z, I)$ has a double zero when $z \to p_i$ according to the quadratic loop equations ; and $S_1 \omega_{g,n}(z, I)$ and $S_{\omega_{0,1}}(z)$ both have at least a simple zero according to the linear loop equations.

2.5. Computation of $\mathcal{H}_A^B \omega_{g,n}$ (proof of Equation $(2\cdot7)$)

If $B = \emptyset$, there is only one graph in $\text{Bip}_{g,n}(0, A, B)$, namely the $\varphi$-vertex by definition of the purely holomorphic part, so formula $(2\cdot7)$ holds. We shall prove it in general by induction on increasing values of $2g - 2 + n > 0$ and $|B|$.
We first consider $2g - 2 + n = 1$, that is $(g, n) = (0, 3)$ and $(g, n) = (1, 1)$. For the case $(0, 3)$, we have from the residue formula (2.6):

$$\mathcal{P}_3 \omega_{0,3}(z_1, z_2, z_3) = \sum_{j=1}^{s} \text{Res}_{z_j \to p_j} K_j(z, z_3) \left\{ \omega_{0,2}(z, z_1) \omega_{0,2}(\sigma_1(z), z_2) + \omega_{0,2}(\sigma_1(z), z_1) \omega_{0,2}(z, z_2) \right\} = \omega_{0,3}^0(z_1, z_2, z_3).$$

The right-hand side is already of the form $\mathcal{P}_2 \mathcal{P}_3 \lambda(z_1, z_2, z_3)$, thus:

$$\mathcal{H}_1 \mathcal{H}_2 \mathcal{P}_3 \omega_{0,3} = 0, \quad \mathcal{H}_1 \mathcal{P}_2 \mathcal{P}_3 \omega_{0,3} = 0, \quad \mathcal{P}_1 \mathcal{P}_2 \mathcal{P}_3 \omega_{0,3} = \omega_{0,3}^0.$$ 

This agrees with formula (2.7), since $\text{Bi}^0_{0,3}(A, B)$ is empty unless $A$ or $B$ is empty, and $\text{Bi}^0_{0,3}([\emptyset, (1, 2, 3)])$ contains only the graph made of a $\omega_{0,3}^0$ vertex.

For the case $(g, n) = (1, 1)$, the residue formula (2.6) gives:

$$\mathcal{P}_1 \omega_{1,1}(z_1) = \sum_{j=1}^{s} \text{Res}_{z_j \to p_j} K_j(z, z_1) \omega_{0,2}(z, \sigma_1(z)) = \omega_{1,1}^0(z_1)$$

and this agrees again with formula (2.7) for $A = \emptyset$ and $B = \{1\}$.

Fix $(g, n)$ with $2g - 2 + n \geq 2$ and $\overline{B}$ a non-empty subset of $\overline{N} = [1, n]$. Assume the formula (2.7) is proved for all $(g', n')$ such that $2g' - 2 + n' < 2g - 2 + n$, and for $|B'| < |\overline{B}|$. Pick an arbitrary element $b_0 \notin B$. We denote:

$$A = N \setminus \overline{B}, \quad B = B \setminus \{b_0\}, \quad N = N \setminus \{b_0\}, \quad N[j] = N \setminus \{j\}.$$ 

We first write the residue formula (2.6) with respect to the variable $z_{b_0}$ for $\mathcal{P}_{b_0} \omega_{g,n}$:

$$\mathcal{P}_{b_0} \omega_{g,n}(z_{\overline{B}}) = \sum_{j=1}^{s} \text{Res}_{z_{b_0} \to p_j} K_j(z, z_{b_0}) \left\{ \omega_{g-1,n+1}(z, \sigma_1(z), z_N) + \sum_{J, J' = N}^{''} \omega_{h,|J|+1}(z, z_J) \otimes \omega_{h',|J'|+1}(\sigma_1(z), z_J) \right\} + \sum_{j \in N} \omega_{0,2}(z, z_j) \otimes \omega_{g,n-1}(\sigma_1(z), z_{N[j]}) + \omega_{0,2}(\sigma_1(z), z_j) \otimes \omega_{g,n-1}(z, z_{N[j]})$$

The $''$ means that we exclude the terms containing $\omega_{0,1}$, or $\omega_{0,2}$ – which was written in the last line. Note that, since we assumed $2g - 2 + n \geq 2$, $\omega_{g-1,n+1} \neq \omega_{0,2}$ and the last line does not contain products of two $\omega_{0,2}$. We would like to apply $\mathcal{H}_A \mathcal{P}_B$ to the right-hand side. We can commute these operations with the residue in $z$ when the integrand has no pole when $z_a, z_b$ approaches $z$ or $\sigma_1(z)$. This is the case for all variables in the second line, but not for the variable $j$ in the last line. However, after taking the residue in $z$ the $j$th term in the last
Then, we project the integrand in each variable $z$ and $\sigma_i(z)$ either to the holomorphic part or to the polar part, and we can replace the integrand with sums over bipartite graphs using the induction hypothesis. We would like to push the residue in $z$ inside the weights of the graphs, and we need to discuss the type of terms that appear.

(1) If we used $\mathcal{H}_z \mathcal{H}_{\sigma_i(z)}$, we get a term of the form:

$$\sum_{i=1}^s \text{Res}_{z \to z_{b_0}} K_i(z, z_{b_0}) \left\{ \mathcal{H}_A \mathcal{P}_{B \omega_{g,n}(z)} \right\}$$

for some $U$ which is a holomorphic form in $z$ and in $\sigma_i(z)$. $z_M$ represents other external variables or integration variables (appearing in the weight of a graph) that the integrand may involve. The operation $\mathcal{R}$ stands for the residue at $P$ taken on the integration variables. The only poles of the integrand in those variables occur at $P$, so $\mathcal{R}$ can be put in front of the
residue on \( z \). Then, it can be written:

\[
\mathcal{R}\left[ \sum_{i=1}^{s} \sum_{z \to p_i} K_i(z, z_{b_0}) \text{Res} \int_{z' \to z} \int_{z'' \to \sigma(z)} \omega_{0,2}(z', z'' \to \omega_{0,2}(z', z'') \int_{z' \to z''} U(\cdot, \cdot, z_M) \right].
\]

Noting the double pole at \( z = z' \) in \( \omega_{0,2} \), we commute the residue in \( z \) and \( z' \) with the formula:

\[
\text{Res} \int_{z' \to z} \int_{z'' \to \sigma(z)} \omega_{0,2}(z', z'') \int_{z' \to z''} U(\cdot, \cdot, z_M) = \sum_{i=1}^{s} \text{Res} \int_{z \to p_i} \int_{z' \to z} \int_{z'' \to \sigma(z)} \omega_{0,2}(z', z'') \int_{z' \to z''} U(\cdot, \cdot, z_M).
\]

Since the integrand is regular when \( z' \to p_i \), only remains the first term. We commute likewise the residue in \( z'' \) and \( z \) and recognise the expression of \( \mathcal{P}_1 \omega_{0,3} = \omega_{0,3}^0 \):

\[
\mathcal{R}\left[ \sum_{i=1}^{s} \text{Res} \int_{z \to p_i} \int_{z' \to z} \int_{z'' \to \sigma(z)} \omega_{0,2}(z', z'') \int_{z' \to z''} U(\cdot, \cdot, z_M) \right] = \frac{1}{2} \left\{ \omega_{0,3}^0(z_{b_0}, z', z'') U(z', z'', z_M) \right\}.
\]

The brackets represent integration over \( z', z'' \), and over all other integration variables present in \( z_M \).

(2) If we use \( \mathcal{H}_z \mathcal{P}_{\sigma_i(z)} \), we get a term of the form:

\[
\sum_{i=1}^{s} \text{Res} K_i(z, z_{b_0}) \mathcal{R}\left[ U(z, z_M) \omega_{h,k}^0(\sigma_i(z), z_M) \right]
\]

for some \( U(z, z_M) \) which is a holomorphic form in \( z \), and some \((h, k) \neq (0, 1) \) and \((0, 2) \). \( z_M \) and \( z_M' \) represents other external or integration variables (appearing in the weight of a graph) that the integrand may involve. Since \((h, k) \neq (0, 2) \), we can pull \( \mathcal{R} \) in front of the residue in \( z \). In what concerns the \( U \), we can write again:

\[
\mathcal{R}\left[ \sum_{i=1}^{s} \text{Res} K_i(z, z_{b_0}) \text{Res} U(\cdot, z_M) \right] = \left\{ \left[ \sum_{i=1}^{s} \text{Res} K_i(z, z_{b_0}) \omega_{0,2}(z, z') \int_{z' \to z''} U(z', z_M) \right]\right\}.
\]

We also encounter in the initial sum the term where the role of \( z \) and \( \sigma_i(z) \) is interchanged.

(3) Using \( \mathcal{P}_z \mathcal{P}_{\sigma_i(z)} \) yields a term of the form:

\[
\text{case 3-1} \sum_{i=1}^{s} \text{Res} K_i(z, z_{b_0}) \mathcal{R}\left[ \omega_{h,k}^0(z, \sigma_i(z), z_M) U(z_M) \right]
\]

or case 3-2 \( \sum_{i=1}^{s} \text{Res} K_i(z, z_{b_0}) \mathcal{R}\left[ \omega_{h,k}^0(z, z_M) \omega_{h,k'}^0(\sigma_i(z), z_M) U(z_M) \right] \)
for some \((h,k)\) \(\neq (0,1)\) and \((0,2)\). Since \(\omega_{0,2}\) vertices do not appear in any graph of \(\text{Bip}_0\), we can pull \(\mathcal{R}\) before the residue in \(z\). The result is the pairing:

\[
\begin{align*}
\left\langle \left( \sum_{i=1}^{s} \text{Res} \ K_i(z, \ z_{b_0}) \omega_{h,k}^0(z, \ \sigma_i(z), \ z_M) \right) U(z_{M'}) \right\rangle \\
\text{or} \left\langle \left( \sum_{i=1}^{s} \text{Res} \ K_i(z, \ z_{b_0}) \omega_{h,k}^0(z, \ z_M) \otimes \omega_{h',k'}^0(\sigma_i(z), \ z_M) \right) U(z_{M'}) \right\rangle.
\end{align*}
\]

When we replace the \(\mathcal{H}\omega\)'s in the right-hand side of (2.13) with sums over bipartite graphs, each term comes from a (maybe disconnected) bipartite graph \(\Gamma\). We shall associate to each term a new bipartite graph \(\overline{\Gamma} \in \text{Bip}_{g,n}^0(A, \overline{B})\). It remains to check that all graphs of \(\text{Bip}_{g,n}^0(A, \overline{B})\) appear with a total weight that matches (2.7). Here is how we build \(\overline{\Gamma}\), with notations taken from the previous list:

(i) in case 1, we connect the leaves \(e\) and \(\sigma(e)\) of \(\Gamma\) carrying the variables \(z\) and \(\sigma_i(z)\), to a \(\omega_{0,1}\)-vertex, and add a leaf labelled \(b_0\) to it. Note that \(e\) and \(\sigma(e)\) in \(\Gamma\) become (internal) edges in \(\overline{\Gamma}\). This graph has a symmetry factor of 1/2 due to permutation of \(z\) and \(\sigma_i(z)\);

(ii) in case 2, denote \(e'\) the leaf of \(\Gamma\) carrying the variable \(z'\), and decompose \(M'\) into the set of leaves \(M'_L\) and edges \(M'_E\). We erase the \(\omega_{h,k}^0\)-vertex incident to \(\sigma(e)\), and replace it with an \(\omega_{h'+1,k-1}^0\)-vertex with leaves labelled by \(M'_L\) and \(b_0\), and incident to edges labelled by \(M'_E\) as well as the two edges \(e'\) and \(\sigma(e)\);

(iii) in case 3-1, decompose again \(M\) into \(M_L\) and \(M_E\). We erase the \(\omega_{h,k}^0\)-vertex incident to the leaves carrying \(z\) and \(\sigma_i(z)\), and replace it with a \(\omega_{h+1,k-1}^0\)-vertex with leaves \(M_L\) and \(b_0\), and incident to edges \(e\) and \(\sigma(e)\).

(iv) in case 3-2, decompose \(M\) into \(M_L\) and \(M_E\) - resp. \(M'\) in \(M'_L\) and \(M'_E\). We erase the \(\omega_{h,k}^0\) and \(\omega_{h',k'}^0\)-vertices incident to \(e\) and \(\sigma(e)\), and replace them with a \(\omega_{h+h',k+k'-1}^0\)-vertex with leaves labelled by \(M_L \cup M'_L\) and \(b_0\), and incident to edges \(M_E\) and \(M'_E\) as well as \(e\) and \(\sigma(e)\).

Now, we collect all the terms in (2.13) which are associated to the same graph \(\overline{\Gamma} \in \text{Bip}_{g,n}^0(A, \overline{B})\). We classify them according to the typology of the \(\omega_{h,n-k_0}^0\)-vertex \(v\) to which \(b_0\) is incident. Let us denote \(E\) the set of edges (resp. \(L\) the set of leaves excluding \(b_0\)) to which \(v\) is incident, \(M\) the set of all other edges and leaves in \(\overline{\Gamma}\), and \(U_v^\Gamma(z_E, z_M)\) the product of local weights over all vertices in \(\overline{\Gamma}\) except \(v\). We recognize from (2.14)-(2.17) that the terms associated to \(\overline{\Gamma}\) is:

\[
\frac{1}{|\text{Aut} \Gamma|} \left\langle \left( \sum_{i=1}^{s} \text{Res} \ K_i(z, \ z_{b_0}) \omega_{h_0-1,k_0+1}^0(z, \ \sigma_i(z), \ z_E, \ z_L) \right) \right\rangle U(z_E, z_M)
\]

\[
= \frac{\mathcal{P}_{b_0} \omega_{h_0,k_0}^0(z_{b_0}, \ z_E, \ z_L) U_v^\Gamma(z_E, z_M)}{|\text{Aut} \Gamma|} = \frac{\omega_{h,k}^0(z_{b_0}, \ z_E, \ z_L) U_v^\Gamma(z_E, z_M)}{|\text{Aut} \Gamma|}.
\]

This expression coincides with \(\sigma_{\overline{\Gamma}}\), and we have proved the formula (2.7) for \(\mathcal{H}_A \mathcal{P}_{\overline{\Gamma}} \omega_{g,n}\).

We conclude to the general case by induction.
2.6. End of proof of Theorem 2.3

Now, we have to show that for arbitrary sequence of holomorphic symmetric 1-form in $n$ variables $(\varphi_{g,n})_{2g-2+n>0}$, the correlators $\omega_{g,n}$ defined by the sum of the right-hand sides of formulas (2.6) and (2.7) satisfy abstract loop equations. We first observe that, since the right-hand side of (2.7) is holomorphic in its first variable, the right-hand side of (2.4) can be identified with $\mathcal{P}_1 \omega_{g,n}$. The linear loop equation is clearly equivalent to:

$$0 = \mathcal{P}_1 S_1 \omega_{g,n}(z_1, I)$$

and since $\Delta \omega_{0,1}$ has exactly a double zero at $p_i$, the quadratic loop equation is equivalent to:

$$\mathcal{P}_1 \left[ \frac{Q_{g,n}(z_1; I)}{\Delta \omega_{0,1}(z_1)} \right] = 0,$$

where $\mathcal{P}_1$ acts on the 1-form in the variable $z_1$ to its right. The ratio $Q_{g,n}(z_1, I)/\Delta \omega_{0,1}(z_1)$ is odd in the variable $z_1$ with respect to $\sigma$ – we can symmetrise and obtain the equivalent equation:

$$\sum_{i=1}^s \text{Res}_{z \to p_i} K_i(z, z_1) Q_{g,n}(z; I) = 0,$$  \hspace{1cm} (2.18)

where we remind the expression of the recursion kernel (2.3).

Assume $2g - 2 + n > 0$. The right-hand side of (2.4) gives a formula:

$$\mathcal{P}_1 \omega_{g,n}(z_1, I) = \sum_{i=1}^s \text{Res}_{z \to p_i} K_i(z, z_1) \widetilde{Q}_{g,n}(z, I)$$

$$= \sum_{i=1}^s \text{Res}_{z \to p_i} \left( \int_{\sigma(z)}^z \omega_{0,2}(\cdot, z_1) \right) \frac{\widetilde{Q}_{g,n}(z, I)}{\Delta \omega_{0,1}(z)}.$$

(2.19)

Since the ratio $\widetilde{Q}_{g,n}(z, I)/\Delta \omega_{0,1}(z)$ is odd in the variable $z$ with respect to $\sigma$, we can desymmetrise:

$$\mathcal{P}_1 \omega_{g,n}(z_1, I) = \sum_{i=1}^s \text{Res}_{z \to p_i} \left( \int_{p_i}^z \omega_{0,2}(\cdot, z_1) \right) \frac{\widetilde{Q}_{g,n}(z, I)}{\Delta \omega_{0,1}(z)} = \mathcal{P}_1 \left[ \frac{\widetilde{Q}_{g,n}(z_1, I)}{\Delta \omega_{0,1}(z_1)} \right].$$

The operators $S_1$ and $\mathcal{P}_1$ obviously commute, thus:

$$S_1 \mathcal{P}_1 \omega_{g,n}(z_1, I) = \mathcal{P}_1 S_1 \left[ \frac{\widetilde{Q}_{g,n}(z_1, I)}{\Delta \omega_{0,1}(z_1)} \right] = 0.$$  \hspace{1cm} (2.19)

This justifies the linear loop equation.

In the left-hand side of (2.18) and using the expression (2.12) for $Q_{g,n}$, we recognize a piece coinciding with the definition of $\mathcal{P}_1 \omega_{g,n}$:

$$\sum_{i=1}^s \text{Res}_{z \to p_i} K_i(z, z_1) Q_{g,n}(z; I) = -\mathcal{P}_1 \omega_{g,n}(z_1, I)$$

$$+ \sum_{i=1}^s \text{Res}_{z \to p_i} \int_{\sigma(z)}^z \omega_{0,2}(\cdot, z_1) \frac{1}{\Delta \omega_{0,1}(z)} \left[ S_1 \omega_{g,n}(z, I) \otimes S \omega_{0,1}(z) - \Delta \omega_{0,1}(z) \right].$$

Thanks to the linear loop equation, the first term in the bracket has a double zero at $z \to p_i$. 

If \( \phi \) (those incident to the again symmetric holomorphic forms that we denote by to do this, we need a different parametrisation of the space of solutions. The parameters are namely, we express these solutions in terms of the intersection indices of \( \omega \phi \) integrating out the variables carried by edges incident to external vertices they were incident to in \( \Gamma \). This is taken into account by the automorphism factor in \( \Gamma \). Each \( \Gamma_C \) can be seen as a graph in \( \text{Bip}_{hC}^0, kC \), and all such graphs appear. Including the symmetry factor, the contribution of the connected component \( C \) to the weight \( \sigma_C^0 \) (before integrating out the variables carried by edges incident to external \( \phi \)-vertices) is precisely \( \omega_{hC, kC}^P, kC \) \( (Z_C) \) given by (2.20). This entails Corollary 2.5.

3. Relation to intersection theory on the moduli space

The aim of this section is to relate the formulas (2.6) and (2.7) for general solutions of the abstract loop equations to the intersection theory of the moduli spaces of curves \( \overline{\mathcal{M}}_{g,n} \), namely, we express these solutions in terms of the intersection indices of \( \psi \)-classes. In order to do this, we need a different parametrisation of the space of solutions. The parameters are again symmetric holomorphic forms that we denote by \( \phi_{g,n} \), but they in general differ from \( \phi_{g,n} \) of Section 2. We give below both the formulas for the expansions of \( \omega_{g,n} \)’s and \( \phi_{g,n} \)’s in terms of these new parameters.

3.1. Expansions and differential operators

We are interested in the expansions of the differential forms \( \omega_{g,n} \) near the points \( p_1, \ldots, p_s \) in the local coordinates \( \zeta_1, \ldots, \zeta_s \) defined by (up to an arbitrarily chosen sign) \( x = \zeta_i^2 / 2 + a_i, i \in \llbracket 1, s \rrbracket \), where \( a_i = x(p_i), i \in \llbracket 1, s \rrbracket \). Let \( U_i \) the domain of definition of \( \zeta_i \), and \( \Sigma \) the disjoint union of \( U_i \). In presence of many variables, \( \zeta_{i,\ell} \) denotes this coordinate for the \( \ell \)th variable. We introduce the “standard bidifferential”:

\[
\omega_{0,2}|_{\text{KdV}}(\zeta_1, \zeta_2) = \delta_{ij} \frac{d\zeta_{i,1} \otimes d\zeta_{j,2}}{(\zeta_{i,1} - \zeta_{j,2})^2}, \quad \text{for} \ (\zeta_1, \zeta_2) \in U_i \times U_j,
\]
and $\mathcal{H}_{KdV}^g$ the projection to the holomorphic part (Definition 2.2.1) using $\omega_{0.2}|_{KdV}$ instead of $\omega_{0.2}$. For $2g-2+n > 0$, we define:

$$\phi_{g,n} := \mathcal{H}_{KdV}^g \cdots \mathcal{H}_{KdV}^1 \omega_{g,n}$$

and we take the conventions:

$$\phi_{0,1} := \omega_{0,1} = ydx, \quad \phi_{0,2} = \omega_{0,2} - \omega_{0.2}|_{KdV}.$$

The $\phi$’s are symmetric, holomorphic forms\(^1\) in their $n$ variables in $\Sigma = \bigcup_{i=1}^s U_i$. We may call them “KdV-blobs”.

Let us first fix the notation for the expansions. For any $(g, n)$, we write the Taylor expansions at the ramification points:

$$\phi_{g,n}(z_1, \ldots, z_n) \sim \phi_{g,n}^{(i_1, \ldots, i_n)} := \sum_{d_1, \ldots, d_n \geq 0} \phi_{g,n} \left[ \frac{i_1}{d_1} \cdots \frac{i_n}{d_n} \right] \bigotimes_{\ell \in \{1, 2\}} \delta_{t_{i,\ell}} \omega_{i,\ell}$$

near the point $(p_{i_1}, \ldots, p_{i_n}) \in \Sigma^n$.

Now we introduce differential operators that use the coefficients of these expansions. For any $(g, n) \neq (0, 1)$ we denote:

$$\hat{\phi}_{g,n}^{(i_1, \ldots, i_n)} := h^{g+n-1} \sum_{d_1, \ldots, d_n \geq 0} \phi_{g,n} \left[ \frac{j_1}{2d_1} \cdots \frac{j_n}{2d_n} \right] \prod_{\ell \in \{1, 2\}} (2d_{\ell} - 1)!! \frac{\partial}{\partial t_{i,\ell}},$$

where $t_{i,\ell}$ indexed by integers $i \in [1, s]$ and $d \geq 0$ is some set of formal variables. The case of $(g, n) = (0, 1)$ is exceptional, in this case we denote:

$$\hat{\phi}_{0,1}^{(i)} := \sum_{d \geq 2} \phi_{0,1} \left[ \frac{j}{2d} \right] (2d - 1)!! \frac{\partial}{\partial t_{i,d}}.$$

The two terms $d = 0$ and $d = 1$ are missing in this sum compared to (3.2). Let us comment on that.

The coefficients $\phi_{0,1} \left[ \frac{j}{0} \right] = ydx|_{p_i}$ are equal to zero since we assumed that $y$ is holomorphic (recall that $p_i$ is a critical point of function $x$). The coefficients $\phi_{g,n} \left[ \frac{j}{2} \right]$ were excluded because they play a special role; we denote them by $\alpha_i$, indexed by $i \in [1, s]$ and they were assumed non-zero. For any $(g, n)$ we denote by $\hat{\phi}_{g,n}$ the sum $\sum_{1 \leq i_1, \ldots, i_n \leq s} \hat{\phi}_{g,n}^{(i_1, \ldots, i_n)}$.

**Remark 3.1**. We insist that $\hat{\phi}_{g,n}$ only depends on the coefficients of the purely odd part of the $\phi_{g,n}$. In particular, $\hat{\phi}_{g,n} = 0$ whenever $\phi_{g,n}$ is even in at least one of its variables.

### 3.2. Explicit formula

We consider the Witten–Kontsevich partition function of intersection numbers of $\psi$-classes on $\overline{M}_{g,n}$, which is a Tau function of the KdV hierarchy [24, 27]:

$$\tau_{KdV}(h, \{t_d\}) = \exp \left( \sum_{g \geq 0} h^{g-1} F_g(\{t_d\}) \right)$$

\(^1\) Note that the “standard bidifferential” is only defined in a local spectral curve, and cannot in general be extended to the global case discussed in Section 2.1.2. In this respect, $\phi$’s can be defined globally, and $\phi$’s only locally at ramification points.
in the variables \((t_d)_{d \geq 0}\). For \(2g - 2 + n > 0\):

\[
F_g((t_d)) = \sum_{n \geq 1} \frac{1}{n!} \sum_{d_1, \ldots, d_n \geq 0} \left( \int_{\overline{\mathcal{M}}_{g,n}} \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} \right) \prod_{\ell=1}^n t_{d_{\ell}}.
\]

The integrals over \(\overline{\mathcal{M}}_{g,n}\) in this expression are zero when \(d_1 + \cdots + d_n \neq 3g - 3 + n\). It is convenient to modify this partition function to include the intersection numbers in \(\overline{\mathcal{M}}_{0,2}\) and \(\overline{\mathcal{M}}_{0,1}\). By convention, they extend to \(n = 1\) and \(2\) the formula

\[\forall n \geq 3, \quad \int_{\overline{\mathcal{M}}_{0,n}} \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} = \left(\frac{n-3}{d_1, \ldots, d_n}\right);\]

To do so, we introduce extra variables \(t_{-1}, t_{-2}, t_{-3}, \ldots\), and define the corresponding generating function as

\[\text{for } \overline{\mathcal{M}}_{0,2}: \quad \sum_{d \geq 0} \left(\frac{-1}{d}\right) t_d t_{-1-d} = \sum_{d \geq 0} (-1)^d t_d t_{-1-d} \tag{3.3}\]

\[\text{for } \overline{\mathcal{M}}_{0,1}: \quad \left(\frac{-2}{-2}\right) t_{-2} = t_{-2}. \tag{3.4}\]

Finally, we denote by \(Z_i\) the following modification of \(\tau_{KdV}\):

\[Z_i := \exp\left(\frac{t_{-2}}{\hbar} + \frac{1}{\hbar} \sum_{d \geq 0} (-1)^d t_d t_{-1-d} \right) \tau_{KdV} \bigg|_{t_d \rightarrow -t_d/\alpha_i (d \in \mathbb{Z})} \tag{3.5}\]

This defines \(Z_i\) to be a series in \(\hbar\) and \((t_{i,d})_{d \in \mathbb{Z}}\), and the rescaling by \(\alpha_i\) implies that each monomial \(\hbar^{g-1} \prod_{\ell=1}^s t_{i,d_{\ell}}\) in \(\ln Z_i\) comes with a prefactor \((-\alpha_i)^{2-2g-n}\).

We define a new partition function \(Z\) by the following formula:

\[Z := \exp\left(\sum_{g \geq 0} \sum_{n \geq 1} \hat{\phi}_{g,n} \right) \prod_{i=1}^s Z_i. \tag{3.6}\]

The fact that it is well-defined will be explained in the next paragraph. Since the \(\hat{\phi}_{g,n}\) are pure differential operators, they all commute and we can apply each \(e^{\hat{\phi}_{g,n}}\) separately. We expand \(\ln Z\) in the variables \(\hbar\) and \(t_{i,d}\):

\[\ln Z = \sum_{g \geq 0} \hbar^{g-1} \sum_{n \geq 1} \frac{1}{n!} \sum_{i_1, \ldots, i_n = 1}^s \sum_{d_{i_1}, \ldots, d_{i_n} \in \mathbb{Z}} \langle i_1 \ldots i_n \rangle_g \prod_{\ell=1}^n t_{i_{\ell},d_{\ell}}. \tag{3.7}\]

We call \((g, n)\)-part of \(\ln Z\) the sum of terms coming with \(\hbar^{n-1}/n!\) in (3.7). Our main result is:

**THEOREM 3.2.** There exists a solution of the abstract loop equations characterized by the following property: for any \((g, n)\) the odd part (in each variable) of the expansion of \(\omega_{g,n}\) near \((p_{i_1}, \ldots, p_{i_n})\) in the local coordinates \(\xi_{i_1}, \ldots, \xi_{i_n}\) is given by

\[\omega^{(\text{odd})}_{g,n} \sim \omega^{(i_1, \ldots, i_n)}_{g,n} := \sum_{d_{i_1}, \ldots, d_{i_n} \in \mathbb{Z}} \langle i_1 \ldots i_n \rangle_g \prod_{\ell=1}^n \frac{(2d_{\ell} + 1)!!}{\xi_{i_{\ell}}^{2d_{\ell}+2}}. \tag{3.8}\]

**Remark 3.3.** The statement of the theorem requires one convention. In the case \((g, n) = (0, 2)\) and \(i_1 = i_2\), we must assume the convergence of the series in the right-hand side of
Equation (3.8), that is, we assume that $|\zeta_i| > |\zeta_{\bar{i}}|$ for the sum over $d_1 \geq 0$ and $d_2 < 0$, and $|\zeta_i| < |\zeta_{\bar{i}}|$ in the opposite range $d_1 < 0$ and $d_2 \geq 0$.

Remark 3.4. As we see, the odd part of the expansions of a solution of the abstract loop equations is characterised in terms of the new parameters $\phi_{g,n}$. The odd parts of the expansions of the standard parameters $\varphi_{g,n}$ can then be reconstructed using Definition 2.1. There is no uniqueness because the property (3.8) does not fixes the even part, but we show in Section 4.1 that the even part decouples. The fact that Theorem 3.2 allows a representation is explained in its proof in Section 3.6.

This relates the computation with the odd part of the blobbed topological recursion (2.4) to a computation whose elementary blocks are the intersection of $\psi$-classes. We show below in § 4.1 that the even part of the $\omega_{g,n}$ is somewhat decoupled. The key substitution relation is:

$$t_{i,d} \longleftrightarrow \frac{(2d + 1)!! d\zeta_i}{\zeta_i^{2d+2}} \quad (3.9)$$

valid for any $d \in \mathbb{Z}$. In particular, for negative indices:

$$t_{i,-d-1} \rightarrow (-1)^d \varepsilon^{2d} \frac{d\zeta_i}{(2d-1)!!}, \quad d \geq 0. \quad (3.10)$$

We will prove Theorem 3.2 by diagrammatic techniques in Section 3.5-3.6, but we first give some illustration on how it works in some special cases that were already known and that will be used in the general proof.

3.3. Structure of the partition function and exceptional correlators

It is not obvious that expansion given by Equation (3.7) is well-defined. Namely, from the general shape of Equation (3.6) one could expect that there is an infinite summation involved in the definition of each particular correlator in (3.7). In this section we first prove that the expansion in (3.7) is well-defined, and then show how this formula works in two examples.

3.3.1. Structure of partition function $Z$

In order to prove that Equation (3.7) is well-defined we should find a way to eliminate the $(0, 1)$ and $(0, 2)$-terms in $Z_i$, $i \in \llbracket 1, s \rrbracket$, and the operator $\hat{\phi}_{0,1}$.

First we can observe that the action of $\hat{\phi}_{0,1}$ is well-defined. Indeed, it is just a shift of the variables $t_{i,d}$ for $d \geq 2$. Since $\ln Z_i$ can be considered as a formal power series in the variables $t_{i,d}$, $d \leq 1$, whose coefficients are polynomials in $t_{i,d}$, $d \geq 2$, this shift of variables is well-defined. More precisely, the expansion of $\ln (\exp (\hat{\phi}_{0,1}) Z_i)$ is given by

$$\sum_{g \geq 0} \left( \frac{h}{\alpha_i^2} \right)^{g-1} \sum_{\substack{n \geq 1 \ k \geq 0 \ m \geq d_3 \ b_3 \geq 2 \ b_1, \ldots, b_k \geq 2}} \sum_{d_1, \ldots, d_k} \frac{1}{n! k!} \prod_{\ell=1}^k \psi_{n-m \ell}^{d_\ell} \prod_{\ell=1}^k \psi_{n+m \ell}^{b_\ell} \int_{\mathcal{A}_{g,s+i}} \prod_{\ell=1}^k \psi_{t_{i,d_{\ell}}}^{d_\ell} \psi_{n+m \ell}^{b_\ell} \prod_{\ell=1}^k (2_{b_\ell} - 1)!! \prod_{\ell=1}^k \phi_{0,1} \left[ \frac{i}{2 b_\ell} \right]$$

$$\sum_{g \geq 0} \left( \frac{h}{\alpha_i^2} \right)^{g-1} \sum_{\substack{n \geq 1 \ k \geq 0 \ m \geq d_3 \ b_3 \geq 2 \ b_1, \ldots, b_k \geq 2}} \sum_{d_1, \ldots, d_k} \frac{1}{n! k!} \prod_{\ell=1}^k \psi_{n-m \ell}^{d_\ell} \prod_{\ell=1}^k \psi_{n+m \ell}^{b_\ell} \prod_{\ell=1}^k (2_{b_\ell} - 1)!! \prod_{\ell=1}^k \phi_{0,1} \left[ \frac{i}{2 b_\ell} \right]$$

Since $b_\ell \geq 2$, and $\sum_{\ell=1}^k d_\ell + \sum_{m=1}^k b_m = 3g - 3 + n + k$, the coefficient of each monomial $h^{g-1} t_{i,d_1} \cdots t_{i,d_k}$ is a finite sum in this expansion. Furthermore, it is easy to see, for the same
dimensional reason, that the \((g, n) = (0, 1), (0, 2), (0, 3)\) and \((1, 1)\) terms of this expansion coincide with those of \(\ln Z_i\) (the argument will be revisited in Lemma 3.14 below).

Since the operators \(\hat{\phi}_{g,n}\) never contain a differentiation with respect to a variable with negative index, we can commute them with the \((0, 1)\)-terms in \(\prod_{i=1}^s \exp(\hat{\phi}_{0,1}) Z_i\) (which are the same as those in \(\prod_{i=1}^s Z_i\)):

\[
\exp \left( \sum_{g \geq 0, n \geq 1} \hat{\phi}_{g,n} \right) \prod_{i=1}^s \exp \left( -\frac{t_{i,-2}}{\hbar \alpha_i} \right) = \prod_{i=1}^s \exp \left( -\frac{t_{i,-2}}{\hbar \alpha_i} \right) \exp \left( \sum_{g \geq 0, n \geq 1} \hat{\phi}_{g,n} \right). 
\]

For the same reason, the conjugation with the \((0, 2)\)-terms of \(\prod_{i=1}^s \exp(\hat{\phi}_{0,1}) Z_i\) (or, equivalently, \(\prod_{i=1}^s Z_i\)) gives an operator that is well-defined as a formal power series in \(t_{i,-d-1}\) indexed by \(i \in [1, s]\) and \(d \geq 0\):

\[
\exp \left( -\sum_{i=1}^s \sum_{d \geq 0} (-1)^d t_{i,d} t_{i,-1-d} \right) \exp \left( \sum_{g \geq 0, n \geq 1} \hat{\phi}_{g,n} \right) \exp \left( \sum_{i=1}^s \sum_{d \geq 0} (-1)^d t_{i,d} t_{i,-1-d} \right). 
\]

So, we can consider Equation (3.6) as an action of this operator on a product of usual KdV tau-functions with rescaled and shifted (for \(d \geq 2\)) variables, which is well-defined.

3.3.2. Case \((g, n) = (1, 0)\)

Let us discuss a simple example in order to see how we get expansion of \(\omega_{0,1}\) via Theorem 3.2. Indeed, from the definition we have:

\[
\omega_{0,1}^{(\text{odd})} \sim \alpha_i \xi_i^2 d\xi_i + \sum_{d \geq 2} \phi_{0,1} \left[ \frac{i}{2d} \right] \xi_i^{2d} d\xi_i. \tag{3.12}
\]

On the other hand, the \((g, n) = (0, 1)\)-part of \(\ln Z\) is given by the sum over \(i\) of the following expression:

\[
(-\alpha_i)^1 t_{i,-2} + \sum_{d \geq 2} \phi_{0,1} \left[ \frac{i}{2d} \right] (2d - 1)!! \frac{\partial}{\partial t_{i,d}} \left( (-\alpha_i)^0 \sum_{d \geq 0} (-1)^d t_{i,d} t_{i,-1-d} \right) \\
= -\alpha_i t_{i,-2} + \sum_{d \geq 2} \phi_{0,1} \left[ \frac{i}{2d} \right] (2d - 1)!! (-1)^d t_{i,-1-d}. 
\]

After the changes (3.9)-(3.10), we get exactly the right-hand side of Equation (3.12).

3.3.3. Case \((g, n) = (0, 2)\)

In this case, from the definition we have the following expansion in \(\hat{U}_i \times \hat{U}_j\):

\[
\omega_{0,2}^{(\text{odd})} \sim \delta_{ij} \sum_{d=0}^{\infty} \frac{\xi_{i,1}^{2d}}{\xi_{j,2}^{2d}} (2d + 1) d\xi_{i,1} \otimes d\xi_{j,2} + \sum_{d_1, d_2 \geq 0} \phi_{0,2} \left[ \frac{i}{2d_1} \frac{j}{2d_2} \right] \xi_{i,1}^{2d_1} \xi_{j,2}^{2d_2} d\xi_{i,1} \otimes d\xi_{j,2}. \tag{3.13}
\]
The (0, 2)-part of \(\ln Z\) is given by the sum over \(i\) and \(j\) of the following expression

\[
\delta_{ij} \sum_{d \geq 0} (-1)^d t_{i,d} t_{j,-1-d}
\]

\[
+ \sum_{d_1, d_2 \geq 0} \phi_{0,2} \left[ \begin{array}{c} i \\ 2d_1 \\ j \\ 2d_2 \end{array} \right] (2d_1 - 1)!! \frac{\partial}{\partial t_{i,d_1}} \left(-\alpha_i\right)^0 \sum_{d \geq 0} (-1)^d t_{i,d} t_{i,-1-d}
\]

\[
\times (2d_2 - 1)!! \frac{\partial}{\partial t_{j,d_2}} \left(-\alpha_j\right)^0 \sum_{d \geq 0} (-1)^d t_{j,d} t_{j,-1-d}
\]

\[
= \delta_{ij} \sum_{d \geq 0} (-1)^d t_{i,d} t_{j,-1-d}
\]

\[
+ \sum_{d_1, d_2 \geq 0} \phi_{0,2} \left[ \begin{array}{c} i \\ 2d_1 \\ j \\ 2d_2 \end{array} \right] (2d_1 - 1)!!(2d_2 - 1)!!(-1)^{d_1+d_2} t_{i,-1-d_1} t_{j,-1-d_2}.
\]

If we take into account Remark 3.3, then after the changes (3.9)-(3.10), we get exactly the right-hand side of Equation (3.13).

3.4. Special cases of Theorem 3.2

In this paragraph we collect some known special cases of Theorem 3.2. The one discussed in Section 3.4.2 is needed later in the general proof of this theorem.

3.4.1. Case of \(\hat{\phi}_{g,n} = 0\) for all \(g, n\)

On the topological recursion side, the odd part of the (0, 1) correlator near the point \(p_i\) is

\[
\omega_{0,1}^{(odd)} \sim \alpha_i \zeta_i^2 d\zeta_i.
\]

Furthermore, we have:

\[
\omega_{0,2}(\zeta_{i,1}, \zeta_{i,2}) = \frac{d\zeta_{i,1} \otimes d\zeta_{i,2}}{(\zeta_{i,1} - \zeta_{i,2})^2} = \omega_{0,2}^{(even)}(\zeta_{i,1}, \zeta_{i,2}) + \omega_{0,2}^{(odd)}(\zeta_{i,1}, \zeta_{i,2}),
\]

where

\[
\omega_{0,2}^{(even)}(\zeta_{i,1}, \zeta_{i,2}) = \frac{2\zeta_{i,1}\zeta_{i,2}}{(\zeta_{i,1}^2 - \zeta_{i,2}^2)^2} d\zeta_{i,1} \otimes d\zeta_{i,2}
\]

\[
\omega_{0,2}^{(odd)}(\zeta_{i,1}, \zeta_{i,2}) = \frac{\zeta_{i,1}^2 + \zeta_{i,2}^2}{(\zeta_{i,1}^2 - \zeta_{i,2}^2)^2} d\zeta_{i,1} \otimes d\zeta_{i,2}.
\]

Eventually, for \(2g - 2 + n > 0\), it is proved in [14] (see also the book [16]) that \(\omega_{g,n}\) is odd in each variable, and:

\[
\omega_{g,n}^{(i_1,\ldots,i_n)} \sim (-\alpha_i)^{2-2g-n} \sum_{d_1,\ldots,d_n \geq 0} \int_{\mathcal{M}_{g,n}} \prod_{\ell=1}^{n} \psi_{\ell}^{d_{\ell}} \otimes \prod_{\ell=1}^{n} \frac{(2d_{\ell} + 1)!! d\zeta_{\ell}}{\zeta_{\ell}^{2d_{\ell}+2}}
\]

(3.16)

near the point \((p_{i_1}, \ldots, p_{i_n})\), and the expansions near the points \((p_{i_1}, \ldots, p_{i_n})\) are equal to zero if \(i_k \neq i_\ell\) for some \(1 \leq k < \ell \leq n\).

On the other hand, \(Z = \prod_{i=1}^{n} Z_i\), and by comparison with the definition of the Witten–Kontsevich partition function:

\[
\langle i_1^{d_1} \ldots i_n^{d_n} \rangle_g = \delta_{i_1,\ldots,i_n} (-\alpha_i)^{2-2g-n} \int_{\mathcal{M}_{g,n}} \prod_{\ell=1}^{n} \psi_{\ell}^{d_{\ell}}.
\]
We apply the transformation (3.9) of monomials in $\ln Z$:

$$\frac{(-\alpha_i)^{2-2g-n} \int_{\overline{\mathcal{M}}_{g,n}} \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} \prod_{i,d_i} t_{i,d_i}}{|\text{Aut}(d_1, \ldots, d_n)|} \sim (-\alpha_i)^{2-2g-n} \sum_{d_1, \ldots, d_n \geq 0} \int_{\overline{\mathcal{M}}_{g,n}} \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} \otimes (2d_{\ell} + 1)!! \frac{d\zeta_{i_{\ell}}}{\zeta_{i_{\ell}}^{2d_{\ell}+2}}, \quad (3.17)$$

and this gives, for $2g - 2 + n > 0$ and each $i \in [1, s]$, the same expansions as Equation (3.16). For $(g, n) = (0, 1)$, there is only one term. For $(g, n) = (0, 2)$, we have the substitution (3.10):

$$\sum_{d' \geq 0} (-1)^d t_{i,d} t_{i,-d-1} \sim \sum_{d' \geq 0} (2d + 1) \frac{\zeta_{i_{d}^{2d+2}}}{\zeta_{i_{d+2}}^{2d+2}} d\zeta_{i,1} \otimes d\zeta_{i,2} = \frac{\zeta_{i_{d}^{2d}} + \zeta_{i_{d+2}^{2d+2}}}{(\zeta_{i_{d+1}^{2d+1}} - \zeta_{i_{d+2}^{2d+2}})^2} d\zeta_{i,1} \otimes d\zeta_{i,2} (3.18)$$

and we recognise (3.15) (See Remark (3.3) on convergence of this series).

**Notation 3.5.** We define $\omega_{g,n}| \text{KdV}$ to be the right-hand side of (3.17) for $2g - 2 + n > 0$, (3.1) for $(g, n) = (0, 2)$, and $\omega_{0,1}| \text{KdV}(z) = \alpha_i \zeta_i^2 d\zeta_i$ when $z \in U_i$. They encode in a simple way the intersection of $\psi$-classes. For instance:

$$\omega_{0,3}| \text{KdV} = \frac{1}{-\alpha_i} \frac{d\zeta_{i,1} \otimes d\zeta_{i,2} \otimes d\zeta_{i,3}}{\zeta_{i_{1}}^{2} \zeta_{i_{2}}^{2} \zeta_{i_{3}}^{2}} (3.19)$$

**Remark 3.6.** For $2g - 2 + n > 0$, only the non-negative $d_i$ contribute in (3.17). Since the top dimension of $\overline{\mathcal{M}}_{g,n}$ is $3g - 3 + n$, $\omega_{g,n}| \text{KdV}$ has a pole of total degree $6g - 6 + 4n$, and actually is homogeneous of degree $-3(2g - 2 + n)$ in its $n$ variables. 

### 3.4.2. Non-trivial $\widehat{\varphi}_{0,1}$

This case falls in the scope of the usual topological recursion of [20] with an arbitrary local expansion of the function $y$ near the points $p_i, i \in [1, s]$, but $\omega_{0,2}$ still being the standard bidifferential. In this case the local expansion of $\omega_{g,n}, 2g - 2 + n > 0$, is given by the following formula:

$$\omega_{g,n}^{(i, \ldots, i)} \sim \sum_{m \geq 0} \frac{(-\alpha_i)^{2-2g-n-m}}{m!} \sum_{a_1, \ldots, a_m \geq 2} \prod_{j=1}^m \left( \phi_{0,1} \left[ \frac{1}{2\alpha_i} \right] \right)^j (2a_j - 1)!! \cdot \quad (3.20)$$

$$\sum_{d_1, \ldots, d_n \geq 0} \int_{\overline{\mathcal{M}}_{g,n+m}} \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} \prod_{j=1}^m \psi_{n+j}^{a_j} \otimes (2d_{\ell} + 1)!! \frac{d\zeta_{i_{\ell}}}{\zeta_{i_{\ell}}^{2d_{\ell}+2}}$$

near the point $(p_1, \ldots, p_i)$. The expansions near the points $(p_i, \ldots, p_n)$ are equal to zero if $i_k \neq i_\ell$ for some $1 \leq k, \ell \leq n$. This is just a properly renormalised formula in [15].

It is obvious (see Equation (3.11)) that the intersection number

$$\int_{\overline{\mathcal{M}}_{g,n+m}} \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} \prod_{j=1}^m \psi_{n+j}^{a_j}$$

should come from the coefficient of the monomial $\prod_{\ell=1}^n t_{i_{\ell},d_{\ell}}$ in the corresponding summand of $\left( \widehat{\varphi}_{0,1}^{(i)} \right)^m \ln Z$. Indeed, by definition the operator $\widehat{\varphi}_{0,1}^{(i)}$ replaces the variable $t_{i,a}$,

\[2\] Since $\widehat{\varphi}_{0,1}$ is an order 1 operator, it does not matter whether we apply it to $Z$ and then take the logarithm, or if we apply it directly to $\ln Z$. 

$a \geq 2$, that controls a factor of $\psi^a$ in the intersection class with the scalar coefficient $\phi_{0,1} \left[ \frac{\omega}{2a} \right] (2a - 1)!!$. So we have Theorem 3-2. This formula can be nicely rewritten in terms of $\kappa$-classes [15], as we recall in Appendix A.

**Notation 3.7.** We denote the $n$-form in the right-hand side of (3.20) by $\omega_{g,n}|_{\text{KdV}}$. It implicitly depends on the coefficients of $\hat{\phi}_{0,1}$.

3.4.3. Non-trivial $\hat{\phi}_{0,1}$ and $\hat{\phi}_{0,2}$

This is the general setting of the usual topological recursion with $\omega_{0,2}$ a priori different from the standard bidifferential $\omega_{0,2}|_{\text{KdV}}$. It creates $n$-forms $\omega_{g,n}$ which can be non-zero even when the $n$ variables belong to different open sets. This is the simplest case of non-trivial coupling between the ramification points. It is obtained from the KdV by action with the exponential of a second order differential operator, see [13, 22] for the special cases of that. Our Theorem 3-2 is then equivalent to the results of [15], namely [15, theorem 3-1] for one ramification point and [15, theorem 4-1] in the general case. This actually allowed a proof [21] of the BKMP conjecture [9], stating that open Gromov–Witten invariants of toric Calabi–Yau 3-folds are computed by the topological recursion with initial data coming from their mirror curve.

3.5. Diagrammatic representation of coefficients of $Z$ in terms of KdV

There is a way to represent the coefficients $\langle \ell_1, \ldots, \ell_n \rangle_g$ in Equation (3-7) (or, equivalently, the $n$-forms $\omega_{g,n}^{(\ell_1, \ldots, \ell_n)}$) graphically. Indeed, every term can be represented as a sum of contributions of connected bipartite graphs $\Gamma$ with the following structure:

(i) there are two types of vertices: KdV-vertices and $\Phi$-vertices;
(ii) each vertex $v$ is labeled by a non-negative integer (called genus) $h(v) \geq 0$, and we require $\sum_v h(v) + b_1(\Gamma) = g$;
(iii) the valency of each vertex is at least 1;
(iv) each (internal) edge connects a KdV-vertex and a $\Phi$-vertex;
(v) there are exactly $n$ leaves (= unbounded edges), and they are labelled by the numbers $1, \ldots, n$;
(vi) each leaf is connected to a KdV-vertex of genus 0 and of valency 2, with one exception: if $(g, n) = (1, 0)$, $\Gamma$ has just one vertex, which is the KdV vertex of genus 0 and valency 1, and the leaf is connected to it.

**Notation 3.8.** We denote $G_{g,n}$ this set of connected bipartite graphs.

We now describe the weight $\omega_{g,n}^\Gamma$ assigned to such a graph $\Gamma$. We first assign variables to any edge of color $i$: integration variables $z_e$ for an internal edge $e$, and external variables $z_k$ for the leaf labeled by $k \in \llbracket 1, n \rrbracket$. We denote by $E = E(\Gamma)$ the set of the internal edges, and we denote by $E_0 \subseteq E$ the subset of internal edges attached to the same KdV vertices as the leaves. By our last rule, provided $\Gamma$ is neither the $(0, 1)$-KdV vertex with one leaf or the $(0, 2)$-KdV vertex with two leaves, the set $E_0 = \{e_1, \ldots, e_n\}$ is in one-to-one correspondence with the set of leaves. The weight of $\Gamma$ is a symmetric form in $n$ variables defined by

$$\omega_{g,n}^\Gamma := \frac{1}{|\text{Aut}(\Gamma)|} \prod_{e_i \in E_0} \text{Res}_{z_e \rightarrow z_i} \prod_{e \in E \setminus E_0} \left[ \sum_{\ell_i \rightarrow p_{\ell_i}} \text{Res}_{z_{\ell_i} \rightarrow p_{\ell_i}} \right] \left( \bigotimes_v D[v] \right). \tag{3.21}$$

$D[v]$ are local weights associated to a vertex $v$. Let us denote $d(v)$ its valency, $h(v)$ its genus, and $\{e(1), \ldots, e(d(v))\}$ its set of incident edges (internal edge or leaf):
Indeed, it is a direct consequence of the following simple Lemma:

(i) if \( v \) is a KdV vertex, \( D[v] \) is the symmetric meromorphic form in \( d(v) \) variables equal to \( \omega_{h(v),d(v)}^{\delta_{\text{KdV}}}(z_{e(1)}, \ldots, z_{e(d(v))}) \);

(ii) if \( v \) is a \( \Phi \)-vertex, \( D[v] \) is the symmetric holomorphic function of \( n \) variables equal to \( \Phi_{h(v),d(v)}(z_{e(1)}, \ldots, z_{e(d(v))}) \), where:

\[
\Phi_{h,d}(z_1, \ldots, z_d) := \begin{cases} 
\int_{z_1}^{z_d} \phi_{h,d} & \text{if } (h, d) \neq (0, 1); \\
\int_{z_1}^{z_d} (\phi_{0,1} - \alpha_i \xi_i \delta_{1,1}) & \text{if } (g, n) = (0, 1).
\end{cases} \tag{3.22}
\]

Here we assume that the variable \( z_j \) belongs to the open set \( U_{ij} \), and the corresponding integration starts from the ramification point \( p_{ij} \).

Since in (3.21) we are computing residues of products of holomorphic functions by meromorphic 1-forms, \( \omega_{g,n}^{\Delta} \) in general does not vanish. \( |\text{Aut}(\Gamma)| \) is the number of permutations of edges and vertices labels fixing the label of each leaf and preserving \( \Gamma \).

**Theorem 3.9.** The formula:

\[
\omega_{g,n} = \sum_{\Gamma \in \mathcal{G}_{g,n}} \omega_{g,n}^{\Delta} \tag{3.23}
\]

defines a solution of abstract loop equations.

We prove this theorem in Section 3.6. Using this theorem, we can prove Theorem 3.2. Indeed, it is a direct consequence of the following simple Lemma:

**Lemma 3.10.** In \( U_{i_1} \times \cdots \times U_{i_n} \), we have the following expansion:

\[
\left( \sum_{\Gamma \in \mathcal{G}_{g,n}} \omega_{g,n}^{\Delta} \right)^{(\text{odd})} \sim \omega_{g,n}^{(i_1, \ldots, i_n)},
\]

where \( \omega_{g,n}^{(i_1, \ldots, i_n)} \) was by definition the right-hand side of (3.8).

**Proof.** In fact, this Lemma is almost obvious. Indeed, consider an expansion of an expression of the same type as (3.6), that is, an action of a differential operator with constant coefficients on an exponential formal power series. Then the results can always be presented as a sum of bipartite graphs, where the two types of vertices represent the coefficients of the original formal power series and the coefficients of the differential operator; leaves correspond to the variables in which we expand the result, and the edges correspond to particular differentiations in the operator.

In our case, we re-arrange the result of this computation into a differential form via the substitution \( \xi_{i,d} \leftrightarrow (2d+1)!! \xi_i^{-2d+2} \delta_{d,d'}(2d-1)!! \)

is reproduced by the residue pairing:

\[
\text{Res}_{\xi \rightarrow 0} \left( \int_0^{\xi} \xi^{2d} \cdot \delta_{i,i'} \cdot (2d' + 1)!!! \frac{d\xi'}{\xi_i^{2d' + 2}} \right) = \delta_{i,i'} \delta_{d,d'}(2d-1)!!,
\]

while the last equality is precisely the computation on the internal edges in the residue formula.
\[ \omega_{g,n}|_{\text{KdV}} = \sum_{m \geq 0} \cdots \]

\[ \omega_{g,n}|_{\text{KdV}} = \sum_{m \geq 0} \cdots \]

**Fig. 6.** Relation between the KdV vertices and the disk-renormalised KdV vertices. The graphs on the right-hand side have a symmetry factor \( \frac{1}{m!} \).

**Remark 3.11.** Using this diagrammatic formalism, we can now represent Equation (3·20) for \( \omega_{g,n}|_{\text{KdV}} \) in terms of graphs. In this case the only non-trivial \( \Phi \)-vertices \( v \) have \( h(v) = 0 \) and \( d(v) = 1 \) (see Figure 6).

### 3.6. Graphical representations of topological recursion

In this Section we compare the sum of the graphs in Equation (2·7) with the one presented in Section 3·5. Since we are able to identify these two expressions, this way we will prove Theorem 3·9, and, as a corollary (cf. Lemma 3·10) Theorem 3·2. This way we also explain an explicit relation between the parameters \( \phi_{g,n} \) and \( \varphi_{g,n} \).

Consider Equation (3·23) for \( 2g - 2 + n > 0 \). There are several options for the leave number \( i, 1 \leq i \leq n \). It can either be attached to a stable KdV vertex, or it can be attached to a \((0,2)\)-KdV vertex that is further attached to a \((0,2)\)-\( \Phi \) vertex, or it can be attached to a \((0,2)\)-KdV vertex that is further attached to a stable \( \Phi \)-vertex. In the first two cases we say that the \( i \)-th leaf of \( \mathcal{P} \)-type, and in the third case we call it \( \mathcal{H} \)-type.

Consider \( \omega_{g,n} \) given by the sum of graphs (3·23). A direct consequence of the definition of the projections \( \mathcal{P} \) and \( \mathcal{H} \) in Section 2·2·1 is the following lemma.

**Lemma 3·12.** If \( \omega_{g,n} \) is given by the sum over graphs (3·23), then for any partition \( A \sqcup B = [1, n] \), the form \( \mathcal{P}_A \mathcal{H}_B \omega_{g,n} \) is given by the sum over the subset of graphs in \( \mathcal{G}_{g,n} \), where all leaves with labels in \( A \) are of \( \mathcal{P} \)-type and all leaves with labels in \( B \) are of \( \mathcal{H} \)-type.

Now, we have a formula for \( \varphi_{g,n} \). It is given by the restriction of the sum of graphs (3·23) to those graphs, where all leaves are of the \( \mathcal{H} \)-type. We remove the \((0,2)\)-KdV vertices on the leaves using the following formula for the expansions of \( \varphi_{g,n} \) (see Figure 7):

\[ \varphi_{g,n}^{(i_1, \ldots, i_n)}(\zeta_{i_1}, \ldots, \zeta_{i_n}) = \text{Res}_{\eta_{i_1} \to \zeta_{i_1}} \cdots \text{Res}_{\eta_n \to \zeta_n} \left[ \prod_{\ell=1}^{n} \frac{d\zeta_{i_\ell} \otimes d\eta_{i_\ell}}{(\zeta_{i_\ell} - \eta_{i_\ell})^2} \right] \int_{\rho_{i_1}}^{\eta_{i_1}} \cdots \int_{\rho_{i_n}}^{\eta_{i_n}} \varphi_{g,n}. \]  \hspace{1cm} (3·24)

Now, we can arrange the vertices of any graph in \( \mathcal{G}_{g,n} \), \( 2g - 2 + n > 0 \), into clusters. Any cluster is a connected subgraph of positive Euler characteristic. Namely, we consider
the maximal connected subgraphs that consist of the KdV-vertices (stable or unstable), unstable \(\Phi\)-vertices, and have at least one leaf of \(\mathcal{P}\)-type. These clusters are contributions to the graphical formulas of Eynard in [15] for the solutions of the usual topological recursion, so they form the black-white vertices in the terminology of Section 2. The connected components of the complement of these clusters are exactly of the type we use in the formula for \(\varphi_{g,n}\) of Lemma 3-12 (with the same remark that the \((0,2)\)-KdV vertices on the leaves should be removed). These graphs from the \((g,n)\) \(\varphi\)-vertices in the terminology of Section 2, and indeed they can be internal, or be incident to \(\mathcal{H}\)-leaves.

So, this way we represent black-white and gray vertices of Section 2 as the sum over special subgraphs of graphs in \(\mathcal{G}_{g,n}\), and this way we associate with any graph in \(\text{Bip}^0_{g,n}\) a subset of graphs in \(\mathcal{G}_{g,n}\). The disjoint union of these subsets forms the whole set \(\mathcal{G}_{g,n}\), and the definition of the weights of graphs imply that the weight of a graph in \(\text{Bip}^0_{g,n}\) given by Equation (2-8) is equal to the sum over the corresponding subset of graphs in \(\mathcal{G}_{g,n}\) of the weights given by Equation (3-21). This proves Theorem 3-2 and explains the relation between the parameters \(\phi_{g,n}\) and \(\varphi_{g,n}\).

**Remark 3.13.** In fact, we can sketch a different proof of Theorem 3-2, which is easier. First, we observe that the \(\omega_{g,n}\)\(_{\text{KdV}}\) (our KdV-vertices) solve the abstract loop equations. In this case the abstract loop equations are equivalent to the Virasoro constrains for the intersection indices of \(\psi\)-classes, see [14] or [15]. Then, we observe that all dependence on the variables is through the leaves that are attached to the KdV-vertices. So, since the abstract loop equations are of the local nature, we can apply it to the piece of the graph that consists of one or two KdV vertices of fixed Euler characteristic, and this will imply the same property for the whole sum over graphs.

A big disadvantage of this approach is that we do not see that we can represent in this way *any solution* of the abstract loop equations. This can be done only through a link to Theorem 2-3, as we did in our proof.

### 3.7. Renormalisation by \(\hat{\varphi}_{0,1}\)

In this paragraph, we simplify a bit the diagrammatics of Section 3-5. The set of graphs \(\mathcal{G}_{g,n}\) is infinite, since without changing the topology: we can attach an arbitrary number of \(\Phi_{0,1}\)-vertices to each of the KdV vertex ; and we can replace a \((0,2)\)-KdV vertex by an arbitrarily long sequence alternatively made of \((0,2)\)-KdV vertices and \(\Phi_{0,2}\) vertices. Nevertheless, the sum (3-23) is finite because only a finite number of them have non-zero weight – this has to do with the absence of poles at \(p_i\)'s in \(\phi_{g,n}\) as well as \(\omega_{0,1}\)\(_{\text{KdV}}\) and \(\omega_{0,2}\)\(_{\text{KdV}}\), see Section 3-3.1. The argument of Section 3-3.1 can be revisited in terms of graphs in the following way.
**Lemma 3.14.** The weight $\omega_{g,n}^\Gamma$ vanishes if the graph $\Gamma$ has one of the following properties:

(i) there exists a $(0, 1)$-KdV vertex incident to an internal edge;
(ii) there exists a KdV vertex attached to $k$ $(0, 1)$-vertices, with total valency $n + k$ for $n \geq 0$, $k \geq 1$, and genus $g \geq 0$, such that $2g - 2 + n + k > 0$ and $k > 3g - 3 + n$;

(iii) there exists an internal $(0, 2)$-KdV vertex.

**Proof.** $(0, 1)$ KdV vertices that are incident to an internal edge $e$ have weight $\alpha_i \xi_i^2 \mathrm{d} z_{i,e}$ for $z_e \in U_i$, and they are paired with $\Phi$-vertices whose weight is a holomorphic function, hence yield a zero weight.

For the second statement, we need to prove that:

$$\text{Res}_{\xi_i \to p_i} \prod_{j=1}^k \Phi_{0,1}(\xi_j) = 0$$

whenever $2g - 2 + n + k > 0$ and $k > 3g - 3 + n$. Let us consider a pairing of $\omega_{g,n+k}|_{\text{KdV}}$ with $k$ $\Phi_{0,1}$-vertices, with $k \geq 1$. Since $2g - 2 + n + k > 0$, the pairings only involve residues at $p_i$’s. According to the definition (3.22), $\Phi_{0,1}$ behaves as $O(\xi_i^2)$ around $p_i$, therefore it can only gives a non-zero result when it is paired with $\xi_i^{-(d_i+1)} \mathrm{d} \xi_i$ for $d_i \geq 2$. Since the dimension of $\mathcal{M}_{g,n+k}$ is $3g - 3 + n + k$, $\omega_{g,n+k}|_{\text{KdV}}$ is a linear combination of terms $\prod_i \xi_i^{-(d_i+1)} \mathrm{d} \xi_i$ with $\sum_i d_i = 3g - 3 + n + k$. Having the non-vanishing condition $d_i \geq 2$ for $i \in [1, k]$ implies:

$$k \leq 3g - 3 + n.$$ 

In particular, any graph where $k \geq 1$ $\Phi_{0,1}$-vertices are attached to a $(0, 2 + k)$ vertex receives a zero weight.

To prove the last statement, we need to consider:

$$\text{Res}_{\xi_i \to p_i} \text{Res}_{\xi_j \to p_j} \frac{\mathrm{d} \xi_i \otimes \mathrm{d} \xi_j}{(\xi_i - \xi_j)^2} \Phi_{h,k}(z, z', \ldots) \Phi_{h,k}^*(\xi, \ldots)$$

or

$$\text{Res}_{\xi_i \to p_i} \text{Res}_{\xi_j \to p_j} \frac{\mathrm{d} \xi_i \otimes \mathrm{d} \xi_j}{(\xi_i - \xi_j)^2} \Phi_{h,k}(\xi, \ldots) \Phi_{h,k}^*(\xi', \ldots)$$

Since $\Phi$’s are holomorphic at $(p_i, p_j)$, these two residues are zero.

For $(g, n) \neq (0, 1)$, let us define the set of reduced bipartite graphs $\mathcal{G}_{g,n}$ which do not have $(0, 1)$-vertices, and in which each $(0, 2)$-KdV vertex is attached to at least one leaf. By convention, $\mathcal{G}_{0,1}$ consists of a single graph, made of a $(0, 1)$-KdV vertex attached to the leaf.

**Lemma 3.15.** For any $g \geq 0$ and $n \geq 1$, $\mathcal{G}_{g,n}$ is finite.

**Proof.** The statement is obvious for $(g, n) = (0, 1), (0, 2)$. Consider $\Gamma \in \mathcal{G}_{g,n}$, $2g - 2 + n > 0$. According to our defining rules, there are no $(0, 1)$ KdV or $\Phi$-vertices, and at most $n$ $(0, 2)$-KdV vertices. Since the total $g$ is fixed, the total number of KdV- or $\Phi$-vertices carrying a positive genus is bounded. We have the two basic relations:

$$\sum_{k,h} k(\#\text{KdV}_{h,k} + \#\Phi_{h,k}) = 2\#\text{edge} + n$$

$$1 + \#\text{edge} - \sum_{h,k} (\#\text{KdV}_{h,k} + \#\Phi_{h,k}) = b_1(\Gamma) \leq g \tag{3.25}$$
We only indicate the genus of vertices when greater or equal to 1. It is not necessary to put a grey dot on \((0, 2), (0, 3)\) and \((1, 1)\)-KdV vertices thanks to the no-renormalisation Remark 3.16.

and we deduce:

\[
\# \frac{1}{2} \sum_{k \geq 3} (\# \Phi_{0,k} + \# \text{KdV}_{0,k}) \leq g - 1 + n. \tag{3.26}
\]

In particular, there exists only a finite number of KdV vertices. Since the graph is bipartite, it also means that there exists a finite number of \(\Phi\)-vertices – which was the piece of information missing in (3.26). We conclude that there exists a finite number of vertices, so we can only form a finite number of graphs.

To a graph \(\Gamma \in \mathcal{G}_{g,n}^\square\), we assign a new weight \(\omega_{g,n}^\Gamma\). It is defined following the steps of § 3.5, but now each \((h, k)\)-KdV vertex is assigned a renormalised weight \(\omega_{h,k} | \text{KdV}\), that incorporates the effect of blossoming \(\Phi_{0,1}\) vertices (see Figure 6). We ruled out in \(\mathcal{G}_{g,n}^\square\) graphs which had zero weight according to Lemma 3.14, so the result of the sum over reduced graphs is the same:

\[
\omega_{g,n} = \sum_{\Gamma \in \mathcal{G}_{g,n}^\square} \omega_{g,n}^\Gamma. \tag{3.27}
\]

This formula holds for any \(g\) and \(n\). The first graphs in \(\mathcal{G}_{g,n}^\square\) are given in Figure 8.

**Remark 3.16.** The proof of Lemma 3.14 tells us that

\[
\omega_{0,2} | \text{KdV} = \omega_{0,2} | KdV, \quad \omega_{0,3} | \text{KdV} = \omega_{0,3} | KdV, \quad \omega_{1,1} | \text{KdV} = \omega_{1,1} | KdV \tag{3.28}
\]

which is equivalent to the observation we made in Section 3.3.1.
4. Some basic properties

4.1. Even and odd parts

Note that Theorem 3.9 describes the forms $\omega_{g,n}$ completely while Theorem 3.2 just gives the purely odd part of their expansion. In this section we analyse the difference between odd and even parts of $\omega_{g,n}$.

The first easy statement is the following.

**Proposition 4.1.** If all forms $\phi_{g,n}$ are odd in each variable, then the forms $\omega_{g,n}$ defined by (3.23) are also odd in each variable – for $(g, n) \neq (0, 2)$.

**Proof.** Indeed, consider the formula for $\omega_{g,n}(z_1, \ldots, z_n)$ given by Theorem 3.9. Dependence on the variables $z_a$, $a \in \{1, n\}$, is expressed via the leaves of the underlying graphs. All leaves are attached to KdV-vertices. If a leaf is attached to a KdV-vertex of positive Euler characteristic, its contribution to the weight of the graph is purely odd, as it follows from Equation (3.16). The same is true in the exceptional situation when we have one $(0, 1)$-KdV vertex.

So, the only situation that we have to consider is when the $i$th leaf is attached to a $(0, 2)$-KdV vertex. But in this case this $(0, 2)$-KdV vertex is connected by an edge $e$ to a $\Phi_{h,k}$ vertex (we excluded the case of $(g, n) = (0, 2)$).

Consider the piece of the graph that consists of this leaf, the $(0, 2)$-KdV vertex, and the internal edge that connects this $(0, 2)$-KdV vertex to a $\Phi_{k,h}$ vertex. The contribution of this piece of the graph to the weight of the graph is equal

$$\text{Res}_{z_a \to z} \frac{\mathrm{d} \zeta_{i,a} \otimes \mathrm{d} \zeta_{i,e}}{(\zeta_{i,a} - \zeta_{i,e})^2} \int_{p_i}^{z_e} \phi_{h,k}(\ldots, z_e, \ldots) = \phi_{h,k}(\ldots, z_a, \ldots)|_{z_a = z_i}. \quad (4.1)$$

for $z_a \in U_i$. Since we assume that $\phi_{h,k}$ is odd in each of its variables, the contribution of this piece of the graph is also odd in $z_i$.

Let us restrict $\omega_{g,n}$ (respectively, $\phi_{g,n}$) to $U_i \times \cdots \times U_{i,n}$. We can uniquely represent $\omega_{g,n}$ (resp., $\phi_{g,n}$) as a sum of $2^n$ forms, where each of these forms is either even or odd in each of its variable leaving in $U_i, j \in \{1, n\}$. Let us denote by $\omega_{g,n_o/n_e}$ (resp., $\phi_{g,n_o/n_e}$) the summand that is odd in the first $n_o$ variables and is even in the last $n_e$ variables, $n_o + n_e = n$. Since we assume the forms to be symmetric, we lose no generality when we make statements only about $\omega_{g,n_o/n_e}$ (resp., $\phi_{g,n_o/n_e}$).

The same argument that we used in the proof of Proposition 4.1 implies:

**Lemma 4.2.** The form $\omega_{g,n_o/n_e}$ is holomorphic in the last $n_e$ variables.

**Proof.** The only way $\omega_{g,n_o/n_e}$ depends on its last $n_e$ variables is through the formula given by Equation (4.1), and the forms $\phi_{g,n}$ are assumed to be holomorphic.

Now, in order to decouple the even parts of the forms $\omega_{g,n}$ and $\phi_{g,n}$, we introduce a new notation. Let $s_i, i \in \{1, s\}$ and $\ell \geq 0$ be formal variables. Define the operator

$$O := \sum_{\ell \geq 0} \sum_{i=1}^{s} \zeta_{i,\ell} \text{Res}_{\zeta_i \to 0} \zeta_i^{-2\ell - 2}.$$

This operator substitutes formal variables $\zeta_{i,\ell}$ instead of the terms $\zeta_i^{2\ell + 1} \mathrm{d}\zeta_i$ in the expansions of (holomorphic) differential forms.
We introduce new differential forms;

\[ \omega^O_{g,n} := \sum_{k \geq 0} \frac{1}{k!} \left[ \prod_{i=1}^k O^{(a+n)} \right] \omega_{g,n/k}, \]

\[ \phi^O_{g,n} := \sum_{k \geq 0} \frac{1}{k!} \left[ \prod_{i=1}^k O^{(a+n)} \right] \phi_{g,n/k}. \]

Here by \( O^{(a)} \) we denote the action of the operator \( O \) on the \( a \)th variable. So, this way we recollect the dependence on all even variables in formal power series in \( \varsigma_n, \ell \). One exception for this definition is the case of \( \omega_{0,2} \), where we modify in this way only the non-singular part.

An immediate consequence of the argument we used to proof Proposition 4.1 is the following statement.

**Proposition 4.3.** The topological recursion (2.4) applied to \( \phi^O_{g,n} \) gives \( \omega^O_{g,n} \), and its purely holomorphic part is \( \varphi^O_{g,n} \).

Note that in order to redefine \( \phi_{0,2} \) in this proposition one needs to re-define \( B \) in Equation (2.4). This proposition explains completely how the even parts of the differential forms are decoupled.

4.2. Elementary group action properties

The diagrammatic representation of Section 3.5 has two main inputs: the weights assigned to KdV vertices, that we should now call “reference vertices”, and the weights assigned to \( \Phi \)-vertices.

Proposition 4.3 allows us to restrict our attention only to the purely odd forms, and in this case the diagrammatic representation of Section 3.5 is equivalent to the presentation in terms of differential operators given by Theorem 3.2, and we will use it throughout this section.

**Lemma 4.4.** Let us give a weight \( \omega_{g,n} \) to the reference vertices, and \( -\Phi_{g,n} \) to the \( \Phi \)-vertices. Then, the sum over graphs compute \( \omega_{g,n}|_{\text{KdV}} \).

**Proof.** We can invert (3.6):

\[ Z = \exp \left( \sum_{g \geq 0} \sum_{n \geq 1} \hat{\phi}_{g,n} \right) \prod_{i=1}^s Z_i, \quad \prod_{i=1}^s Z_i = \exp \left( - \sum_{g \geq 0} \sum_{n \geq 1} \hat{\phi}_{g,n} \right) Z. \]

Since the diagrammatic representation of Section 3.5 follows from the first expression, we deduce that \( \omega_{g,n}|_{\text{KdV}} \) as the same diagrammatic representation with the changes announced. And we remark that the position/degree of poles of \( \omega_{g,n}|_{\text{KdV}} \) – that were used to perform the renormalization steps of Section 3.6 – are the same in \( \omega_{g,n} \).

Theorem 3.2 showed that any sequence of admissible correlators solution of the abstract loop equations can be expressed explicitly in terms of the KdV correlators. Instead of the KdV correlators, one could have chosen any other solution of the abstract loop equation, and obtain a similar expression.

**Lemma 4.5.** Let \( (\omega_{g,n})_{g,n} \) and \( (\omega_{g,n}|_{\text{ref}})_{g,n} \) be two solutions of abstract loop equations. They are associated to KdV-blobs \( (\phi_{g,n})_{g,n} \) and \( (\phi_{g,n}|_{\text{ref}})_{g,n} \). Let us give a weight \( \omega_{g,n}|_{\text{ref}} \) to reference vertices, and \( [\phi_{g,n} - \phi_{g,n}|_{\text{ref}}] \) to \( \Phi \)-vertices. Then, the sum over graphs computes \( \omega_{g,n} \).
Proof. We write:

\[ Z_{\text{ref}} = \exp \left( \sum_{g \geq 0} \sum_{n \geq 1} \phi_{g,n} |_{\text{ref}} \right) \prod_{i=1}^{s} Z_i, \quad Z = \exp \left( \sum_{g \geq 0} \sum_{n \geq 1} \phi_{g,n} \right) \prod_{i=1}^{s} Z_i. \]

Since the \( \phi_{g,n} \) form a commutative algebra, we have:

\[ Z = \exp \left( \sum_{g \geq 0} \sum_{n \geq 1} [\phi_{g,n} - \phi_{g,n} |_{\text{ref}}] \right) Z_{\text{ref}}, \]

hence the diagrammatic representation.

5. Variational formulas

5.1. Variation of \( \alpha_i \)

We study the action of the flow:

\[ \phi_{0,1} \rightarrow \phi_{0,1} + t \zeta_i^2 d_z, \quad t \in \mathbb{R} \]
on the correlators. Its infinitesimal generator is \( \partial_{\alpha} \).

PROPOSITION 5.1. For any \( g \geq 0 \) and \( n \geq 1 \):

\[ \partial_{\alpha} \omega_{g,n}(z_1, \ldots, z_n) = \text{Res}_{z \rightarrow p_i} \frac{\zeta_i}{3} \omega_{g,n+1}(z, z_1, \ldots, z_n). \quad (5.1) \]

Proof. The equation is obvious for \( (g, n) = (0, 1) \) and \( (0, 2) \), so we assume now \( 2g - 2 + n > 0 \). The KdV vertices are homogeneous:

\[ \partial_{\alpha} \omega_{g,n} |_{\text{KdV}}(z_1, \ldots, z_n) = (2 - 2g - n) \alpha_i^{-1} \omega_{g,n} |_{\text{KdV}}(z, z_1, \ldots, z_n) \quad (5.2) \]

for \( z_1, \ldots, z_n \in U_i \), and 0 otherwise. With the dilaton equation – see (A 1) in Appendix – the right-hand side can be transformed into:

\[ (2 - 2g - n) \omega_{g,n} |_{\text{KdV}}(z_1, \ldots, z_n) = \text{Res}_{z \rightarrow p_i} \frac{\alpha_i \zeta_i^3}{3} \omega_{g,n+1} |_{\text{KdV}}(z, z_1, \ldots, z_n) \]

so (5.1) is true in the pure KdV case. In general, \( \omega_{g,n} \) is expressed as a sum over graphs in \( G_{g,n} \), and their weight depends on \( \alpha_i \) only via KdV vertices. Applying \( \partial_{\alpha} \) amounts to sum over graphs \( \Gamma \) in \( G_{g,n} \) together with a marked KdV vertex, and replace the weight of this KdV vertex in \( \omega_{g,n}^\Gamma \) by (5.2). By attaching a new leaf labeled \( n + 1 \) to the marked KdV vertex, we obtain in this way all graphs \( \Gamma \) in \( G_{g,n+1} \) exactly once, and represent \( \partial_{\alpha} \omega_{g,n} \) as a sum over \( G_{g,n+1} \). According to (5.2), since the weights given to graph is a product of local weights, the weight given to \( \Gamma \) in this sum is:

\[ \text{Res}_{z \rightarrow p_i} \frac{\zeta_i^3}{3} \omega_{g,n+1}^\Gamma \]

hence the result by summing over \( \Gamma \).

5.2. General variations

For any \( h \geq 0 \) and \( k \geq 1 \), we can consider the deformation of the initial data and the blobs by holomorphic \( k \)-forms. If \( \kappa_{h,k} \in H^0(\Sigma^k, K_{\Sigma}^\otimes k)^{\delta_{\Sigma}} \), we define the infinitesimal generator \( \delta[\kappa_{h,k}] \) of the flow:

\[ \phi_{h',k'} \rightarrow \phi_{h',k'} + t \delta_{h',h} \delta_{k',k} \kappa_{h,k}, \quad t \in \mathbb{C}. \quad (5.3) \]
In this paragraph, we restrict to $\kappa_{0,1}$ behaving like $O(\xi^3\text{d}\xi)$ in the open set $U_i$, so that the flow preserves the quadruple zero of $\Phi_{0,1}$ assumed in (3.22), and the diagrammatic representation of Section 3 holds for any $t \in \mathbb{C}$. The flow changing the coefficient of the double zero of $\phi_{0,1}$ was studied separately in Section 5.1, but is at the end governed by the same formula. So we will state Theorem 5.2 below in full generality.

Let us define:

$$K_{h,k}(z_1, \ldots, z_k) = \int_0^z \cdots \int_0^z \kappa_{h,k}, \tag{5.4}$$

where the integral up to $z_\ell \in U_i$ should starts from the point $p_i$. And conversely we have:

$$\kappa_{h,k}(z_1, \ldots, z_k) = \text{Res}_{\zeta_i \to z_i} \cdots \text{Res}_{\zeta_k \to z_k} \left[ \prod_{\ell=1}^k \frac{d\zeta_{i,\ell}}{(\zeta_{i,\ell} - \zeta_{i,\ell})^2} \right], \tag{5.5}$$

where $\zeta_{i,\ell}$ is a local coordinate in $U_i$ such that $x(z_\ell) = \xi_{i,\ell}^2/2 + x(p_i)$.

Let us compute the variation of $\omega_{g,n}$ using the diagrammatic representation of (3.27). By construction, we always have:

$$\delta[\kappa_{h,k}] \cdot \omega_{g,n}|_{\text{KdV}} = 0.$$

For $(h, k) \neq (0, 1)$, we deduce:

$$\delta[\kappa_{h,k}] \cdot \omega_{g,n}|_{\text{KdV}} = 0$$

but, since the $\square$ is a renormalisation by $\Phi_{0,1}$, vertices, it is affected by $(0, 1)$ flows (see Figure 9). We have for $2g - 2 + n > 0$,

$$\delta[\kappa_{0,1}] \cdot \omega_{g,n}|_{\text{KdV}}(z_{[1,n]}) = \sum_{w \to p_i} \text{Res}_{w \to p_i} K_{0,1}(w) \cdot \omega_{g,n+1}|_{\text{KdV}}(w, z_{[1,n]}), \tag{5.6}$$

where for a set $I$, we put $z_I = (z_i)_{i \in I}$. This formula is also valid for $(g, n) = (0, 2)$ and $(0, 1)$. Indeed, the $(0, 2)$-KdV vertices are not renormalized so the left-hand side vanishes, and in the right-hand side, $\omega_{0,3}|_{\text{KdV}}$ has a double pole, so its pairing with $\Phi_{0,1}$ which has almost a quadruple zero gives zero. For $(g, n) = (0, 1)$, (5.6) coincides with formula (5.5).

Let us define:

$$\mathcal{E}_{g,n;h,k}(z_{[1,n]}, w_{[1,k]}) := \sum_{J} \sum_{h_1, \ldots, h_{|J|} \geq 0 \atop h_1 + \ldots + h_{|J|} = n} \frac{1}{s_{J, I, h}} \bigotimes_{i=1}^{|J|} \omega_{h_i, |L_i| + |J_i|}(z_{L_i}, w_{L_i}). \tag{5.7}$$

In this sum, $J$ is a partition of $[1, k]$ into $|J|$ non-empty subsets, while $I$ is a partition of $[1, n]$ into possibly empty subsets. $s_{J, I, h}$ is the symmetry factor of this data.

We remark that the sum itself is empty – and the corresponding $\mathcal{E}$ equal to zero by convention – if $2h - 2 + k > 2g - 2 + n$, or if $2h - 2 + k = 2g - 2 + n$ but $h > g$. In the maximal case $(h, k) = (g, n)$, we have:

$$\mathcal{E}_{g,n;g,n}(z_{[1,n]}, w_{[1,n]}) = \bigotimes_{i=1}^n \omega_{0,2}(z_i, w_i).$$
so its pairing with $K_{g,n}$ produces $\kappa_{g,n}$ itself, as expected. In the minimal case $(h, k) = (0, 1)$, we have:

$$E_{g,n;0,1}(z_{[1,n]}, w) = \omega_{g,n+1}(z_{[1,n]}, w), \quad (5.8)$$

$(h, k) = (0, 2)$ is an example with non-trivial symmetry factor:

$$E_{g,n;0,2}(z_{[1,n]}, w_1, w_2) = \frac{1}{2} \left[ \omega_{g-1,n+2}(z_{[1,n]}, w_1, w_2) + \sum_{J \subseteq \{2, \ldots, n\}} \omega_{g',|J|+1}(z_J, w_1) \otimes \omega_{g-g',n-|J|}(z_{[1,J]}, w_2) \right].$$

We find the variational formula:

**Theorem 5.2.** For $n \geq 1$ and $g \geq 0$:

$$\delta[\kappa_{h,k}] \cdot \omega_{g,n}(z_{[1,n]}) = \sum_{1 \leq i_1, \ldots, i_s \leq n} w_{i_1} \cdots w_{i_s} \delta[\kappa_{h,k}](w_{[1,k]}) K_{h,k}(w_{[1,k]}). \quad (5.9)$$

In Section 6, we define $\omega_{g,0} := F_g$ in a way such that (5.9) also holds for $n = 0$, see Corollary 6.2.

**Proof.** In a graph $\Gamma \in G_{g,n}$, the variation $\delta[\kappa_{h,k}]$ amounts to replacing one of the $\Phi_{h,k}$-vertices by a vertex with a weight $K_{h,k}$, and sum over all possible ways to do this substitution. When working with reduced graphs $\Gamma' \in G_{g,n}',$ one has to distinguish whether $(h, k) = (0, 1)$ or not. For $(h, k) = (0, 1)$, we have seen that the variation is equivalent to adding an edge to one of the renormalised KdV vertex, and pair it with a $K_{0,1}$-vertex (one can check that the symmetry factors are automatically accounted for). So, we exactly get (5.9) with (5.8). If $(h, k) \neq (0, 1)$, let us consider the graph $\Gamma'$ obtained after removing of the vertex targeted by the substitution, and considering as new leaves the edges that we had to cut. This graph will in general have $r \geq 1$ connected components $\Gamma'_1, \ldots, \Gamma'_r$, which have their own genera $h_1, \ldots, h_r$. The initial leaves are distributed in possibly empty subsets $I_i$ belonging to $\Gamma'_i$. 

Fig. 9. If there are $m \Phi_{0,1}$-vertices in the left-hand side, the graph comes with symmetry factor $1/m!$; since there are $m$ ways to replace one $\Phi_{0,1}$-vertex by a $K_{0,1}$-vertex, it becomes a $1/(m-1)!$ in the right-hand side, which is also the symmetry factor of the graph. This is summarised by the second graphical equation.
\[
\delta[k_{h,k}] = \sum z_{I_1} h_1 \mathcal{K}_{h,k} h_2 z_{I_3}
\]

Fig. 10. The variational equation for \((h, k) \neq (0, 1)\).

while the new leaves are distributed among non-empty subsets \(J_1, \ldots, J_r\) of \(\Gamma_i\), for \(i \in \llbracket 1, r \rrbracket\). All graphs of topology \((h_i, n_i)\) with \(n_i = |I_i| + |J_i|\) may appear as \(\Gamma_i\). The only constraint is that \((h_i, n_i) \neq (0, 1)\), since in the initial graph \(\Gamma\), there were no \((0, 1)\)-KdV vertex. Translating this decomposition into weights, we see that the weight of \(\delta[k_{h,k}] \cdot \omega_{\Gamma, i} / \Phi_1\) is the sum over all possible choice of a \(\Phi_{h,k}\)-vertex of \(\bigotimes_{i=1}^r \omega_{\Gamma_i, i} / \Phi_1\), paired a \(\mathcal{K}_{h,k}\)-vertex. Summing over all initial graphs \(\Gamma \in \mathcal{G}_{g,n}\) and thus all \(\Gamma_i\), one recognizes (5·9) with \(E\)'s defined in (5·7) (see Figure 10).

6. Free energies

6.1. Definition of \(F_g\)

The graphical formalism developed in Section 3 allows also to define numbers \((F_g)_{g \geq 0}\), called the “free energies”, as was done for the usual topological recursion in [17]. Indeed, we can extend the definition of the weight of the graph given by Equation (3·21) to graphs without leaves. At this occasion we also waive the condition that vertices have positive valency. We should then complete the definition by giving weight to \((g, 0)\) KdV and \(\Phi\)-vertices. For the KdV vertices, a natural convention is to take the orbifold Euler characteristic of \(\mathcal{M}_{g,0}\) [23]

\[
F_{g|\text{KdV}} := \omega_{g,0|\text{KdV}} := (-\alpha_i)^{2-2g} \chi_{\text{orb}}(\mathcal{M}_{g,0}) = \frac{(-\alpha_i)^{2-2g} B_{2g}}{2g(2g-2)}
\]

in terms of the Bernoulli numbers \(B_0 = 1, B_2 = -1/6, B_4 = 1/30\), etc. And for \(\Phi\)-vertices, we choose arbitrary numbers \(\Phi_{g,0}\). Then, we extend Equation (3·23) for \(n = 0\):

**Definition 6.1.**

\[
F_g := \omega_{g,0} := \sum_{\Gamma \in \mathcal{G}_{g,0}} \omega_{\Gamma, g,0} = \sum_{\Gamma \in \mathcal{G}_{g,0}} \omega_{\Gamma, g,0}. \tag{6·1}
\]

With this definition, \(F_g\) always contains the two terms \(F_{g|\text{KdV}} + \Phi_{g,0}\), and this is the only contribution where 0-valent vertices are involved. The combinatorial relations (3·25) imply that \(F_0\) and \(F_1\) contain no other terms. The first non trivial graphs appear for \(g = 2\) (see Figure 11). The combinatorial arguments leading to the variational formula of Theorem 5·2 work in the same way for \(F_g\):
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To summarise, to any solution \((\omega_{g,n})_{g,n}\) of abstract loop equations, and any sequence of integration constants \( \Phi_{g,0} \in \mathbb{C} \), we have defined numbers \( \omega_{g,0} := F_g \) so that the variational formula of Theorem 5.2 is valid for any \( g, n \).

6.2. Expression in terms of graphs with leaves

We are going to prove another representation of the \( F_g \)'s.

**Theorem 6.3.** For \( g \geq 2 \):

\[
F_g = \Phi_{g,0} + F_g|_{KdV} + \frac{1}{2 - 2g} \left\{ \sum_{k \geq 1} \left[ \prod_{l=1}^{k} \left( \int_{z_l \to p_{1,l}} \cdots \int_{z_k \to p_{1,k}} \phi_{h,k} \right) E_{g,0; h,k}(z_1, \ldots, z_k) \right] \right\}.
\]

The expressions for \( E' \)'s are given in Equation (5.7). The proof shows that the sum truncates at \( h \leq g \) and involves a finite number of terms. In particular we have \( E_{g,1;0,1}(z) = \omega_{g,1}(z) \).

For the usual topological recursion, \( \phi_{h,k} = 0 \) for \((h, k) = (0, 1)\) and \((0, 2)\), and we retrieve the definition of \( F_g \)'s given in [17]:

\[
F_g = \Phi_{g,0} + \frac{1}{2 - 2g} \sum_{i=1}^{s} \text{Res}_{z \to p_i} \left( \int_{\phi_{0,1}} \omega_{g,1}(z) \right).
\]

The starting point for the proof is to establish a dilaton-type equation for renormalized KdV vertices:

**Lemma 6.4.** For any \( g \geq 0 \) and \( n \geq 1 \):

\[
(2 - 2g - n)\omega_{g,n}|_{KdV}(z_1, \ldots, z_n) = \sum_{i=1}^{s} \text{Res}_{z \to p_i} \left( \int_{\phi_{0,1}} \omega_{g,n+1}|_{KdV}(z_1, \ldots, z_n, z) \right).
\]

**Proof.** This is [17, theorem 4.7], but to be self-contained, we give a proof here. For \((g, n) = (0, 2)\) and \((0, 1)\), this follows directly from the expression (3.19) of \( \omega_{0,3}|_{KdV} = \omega_{0,3}|_{KdV} \). Now we assume \( 2g - 2 + n > 0 \). We also assume all variables \( z_1, \ldots, z_n \) to be in the same \( U_i \); otherwise the result is trivial since both sides are 0. In the pure KdV case, \( \int_{p_i} \phi_{0,1} = \alpha_i \cdot s_i^3 / 3 \), and the equation is a consequence of the dilaton equation – see (A 1) in
Appendix. In general, we have by definition \( \int_{p_1}^z \phi_{0,1}(z) = \alpha_i \xi_i^3 / 3 + \Phi_{0,1}(z) \) and

\[
\omega_{g,n+1} \text{KdV}(z, I) = \omega_{g,n} \text{KdV}(z, I) + \sum_{m \geq 1} \frac{1}{m!} \left[ \prod_{\ell=1}^m \text{Res} \left. \Phi_{0,1}(z_\ell) \right|_{z_\ell \to p_i} \right] \omega_{g,n+m} \text{KdV}(I, z_1, \ldots, z_m).
\]

Then:

\[
\text{Res}_{z \to p_i} \left( \int_z^z \phi_{0,1} \right) \omega_{g,n+1} \text{KdV}(z, I) = (2 - 2g - n) \omega_{g,n} \text{KdV}(I) + \text{Res}_{z \to p_i} \Phi_{0,1}(z) \omega_{g,n+1} \text{KdV}(z, I)
\]

\[
+ \sum_{m \geq 1} \frac{(2 - 2g - n - m)}{m!} \left[ \prod_{\ell=1}^m \text{Res} \left. \Phi_{0,1}(z_\ell) \right|_{z_\ell \to p_i} \right] \omega_{g,n+m} \text{KdV}(I, z_1, \ldots, z_m)
\]

\[
+ \sum_{m \geq 1} \frac{1}{m!} \left[ \prod_{\ell=1}^{m+1} \text{Res} \left. \Phi_{0,1}(z_\ell) \right|_{z_\ell \to p_i} \right] \omega_{g,n+m+1} \text{KdV}(z_{m+1}, z_1, \ldots, z_m).
\]

The second, third term coupled to \(-m/m!\) and fourth term cancel each other, and we find:

\[
\text{Res}_{z \to p_i} \left( \int_z^z \phi_{0,1} \right) \omega_{g,n+1} \text{KdV}(z, I)
\]

\[
= (2 - 2g - n) \left\{ \omega_{g,n} \text{KdV}(I) + \sum_{m \geq 1} \frac{1}{m!} \left[ \prod_{\ell=1}^m \text{Res} \left. \Phi_{0,1}(z_\ell) \right|_{z_\ell \to p_i} \right] \omega_{g,n+m} \text{KdV}(I, z_1, \ldots, z_m) \right\}
\]

which proves the result.

**Notation 6.5.** If \( \Gamma \in G_{g,0} \), we denote \( \chi_{\text{KdV}}(\Gamma) \) the sum of \( \sum_a (2 - 2h_a - k_a) \) running over all KdV vertices \(-h_a\) and \(k_a\) denote their genus and valency. \( \chi_{\phi}(\Gamma) \) is defined similarly taking into account only \( \Phi \)-vertices with type \((h_a, k_a) \neq (0, 1)\). By consistency:

\[
\forall \Gamma \in G_{g,0}, \quad 2g - 2 + \chi_{\text{KdV}}(\Gamma) + \chi_{\phi}(\Gamma) = 0.
\]

To continue the proof of Theorem 6.3, we observe that applying the operator:

\[
\hat{E}_{\text{KdV}} := \sum_{i=1}^s \alpha_i \partial_{u_i}
\]

amounts to marking a KdV-vertex and count it with an extra weight \((2 - 2h - k)\) if it has type \((h_a, k_a)\). Therefore, it can be computed by summing of graphs \( \Gamma \) with one leaf, and replacing in \( \omega_{g,n}^{\Gamma} \) the local weight \( \omega_{h_a, k_a+1} \text{KdV}(z, I) \) attached to the marked KdV-vertex by \((2 - 2h_a - k_a)\omega_{h_a, k_a} \text{KdV}(I)\). After Lemma 6.4, this operation can be written in terms of residues. So:

\[
\hat{E}_{\text{KdV}} \cdot F_{g} = \sum_{i=1}^s \text{Res}_{z \to p_i} \left( \int_z^z \phi_{0,1} \right) \omega_{g,1}(z).
\]

Similarly, the operator:

\[
\hat{E}_{\phi} = \sum_{h \geq 0, k \geq 1} (2 - 2h - k) \delta[\phi_{h,k}]
\]

amounts to marking a \( \Phi_{h,k} \)-vertex and counting it with an extra weight \((2 - 2h - k)\). By the notation \( \delta[\phi_{h,k}] \), we mean the flow (5.3) obtained by choosing \( \kappa_{h,k} = \phi_{h,k} \). It is computed by
Proposition 6.2:

\[
\hat{E}_\Phi \cdot F_g = \sum_{h \geq 0 \atop k \geq 1 \atop 2-2h-k>0} (2-2h-k) \sum_{1 \leq i_1, \ldots, i_k \leq s} \left[ \prod_{\ell=1}^{k} \text{Res}_{z_{\ell} \to \mu_{i_{\ell}}} \left( \int z_{1} \cdots \int z_{k} \phi_{h,k} \right) \right] E_{g,0,h,k}(z_1, \ldots, z_k).
\]

(6.5)

The terms \((h, k) = (0, 1)\) are excluded from the sum, and \((0, 2)\) does not appear because of the Euler characteristic in prefactor. By the argument already used in Lemma 3.15, we know that for a given \(g\), the genus and valency of the \(\Phi\) vertices involved in a graph of \(G_{g,0}\) is bounded, the sum in (6.5) has only finitely many terms.

On the other hand, since all KdV vertices of a given graph \(\Gamma \in G_{g,0}\) are marked in the expression \(\hat{E}_{\Phi} \cdot F_g\), we also have:

\[
\hat{E}_{\text{KdV}} \cdot F_g = \sum_{\Gamma \in G_{g,0}} \chi_{\text{KdV}}(\Gamma) \omega_{g,0}^\Gamma = \sum_{\Gamma \in G_{g,0}} (2 - 2g - \chi_{\Phi}(\Gamma)) \omega_{g,0}^\Gamma,
\]

where \(G'_{g,0}\) is \(G_{g,0}\) minus the graph with a 0-valent \(\Phi\)-vertex and no KdV vertices. Likewise, since \(\hat{E}_{\Phi}\) is just marking all \(\Phi\)-vertices:

\[
\hat{E}_\Phi \cdot F_g = \sum_{\Gamma \in G_{g,0}} \chi_{\Phi}(\Gamma) \omega_{g,0}^\Gamma.
\]

(6.7)

Putting together (6.6) and (6.7):

\[
(\hat{E}_{\text{KdV}} + \hat{E}_{\text{KdV}}) \cdot F_g = (2 - 2g) F_g.
\]

Since we have computed the left-hand side independently in (6.3) and (6.4), we obtain a formula for \(F_g\) if \(g \geq 2\) (the case \(g = 0\) is trivial). To get the claim of Theorem 6.3, we remark that (6.3) is nothing but the \((0, 1)\) term missing in (6.4).

Remark 6.6. For the usual topological recursion, the proof stops at (6.6): only \((0, 1)\)- and \((0, 2)\)-\(\Phi\) vertices can occur, so \(\chi_{\Phi}(\Gamma)\) is always 0, and by comparison with (6.3) we find (6.2).

7. Multi-trace matrix model

7.1. Definitions

Consider the partition function of the one hermitian matrix model

\[
Z_h(t) = \int_{\mathcal{H}_N} dM \exp \left( \sum_{k \geq 1} \frac{1}{k!} \text{Tr} T_k(M^{(1)}, \ldots, M^{(k)}) \right),
\]

(7.1)

\(\mathcal{H}_N\) is the space of hermitian matrices of size \(N\), and \(dM\) its canonical Lebesgue measure:

\[
dM = \prod_{i=1}^{N} dM_{i,i} \prod_{1 \leq i < j \leq N} \text{dRe} M_{i,j} \cdot \text{dIm} M_{i,j}.
\]

The \(k\)th linear potential is given by:

\[
T_k(x_1, \ldots, x_k) = \sum_{p_1, \ldots, p_k \geq 1} \frac{t_{p_1 \cdots p_k}}{p_1 \cdots p_k} x_1^{p_1} \cdots x_k^{p_k},
\]
$M^{(i)}$ is a $k$th tensor product consisting of identity matrices, except for the $i$th factor which is a matrix $M$. In other words, in terms of the eigenvalues $\mu_1, \ldots, \mu_N$ of $M$:

$$\text{Tr} \, T_k(M^{(1)}, \ldots, M^{(k)}) = \sum_{1 \leq i_1, \ldots, i_k \leq N} T_k(\mu_{i_1}, \ldots, \mu_{i_k}).$$

Let us introduce the disconnected correlators:

$$\overline{W}_n(x_1, \ldots, x_n) = \left( \prod_{i=1}^n \text{Tr} \frac{1}{x_i - M} \right) = \left( \prod_{i=1}^n \text{Tr} \frac{1}{x_i - M} \right) \sum_{\ell_1, \ldots, \ell_n \geq 0} h^n \ell_1 \cdots \ell_n \frac{\partial^n Z_h(t)}{\partial t_{\ell_1} \cdots \partial t_{\ell_n}} \prod_{i=1}^n x_i^{-(\ell_i+1)}.$$

Again, we replace by convention any factor $\ell_i = 0$ by 1 in this formula. The connected correlators are defined as:

$$W_n(x_1, \ldots, x_n) = \text{Cum}_n \left( \text{Tr} \frac{1}{x_1 - M}, \ldots, \text{Tr} \frac{1}{x_n - M} \right) = \sum_{\ell_1, \ldots, \ell_n \geq 0} h^n \ell_1 \cdots \ell_n \frac{\partial^n \ln Z_h(t)}{\partial t_{\ell_1} \cdots \partial t_{\ell_n}} \prod_{i=1}^n x_i^{-(\ell_i+1)},$$

Cum$_n(O_1, \ldots, O_n)$ is the cumulant expectation value of the observables $O_1, \ldots, O_n$.

### 7.2. $h$ expansions

We keep the product $Nh = u$ fixed. The formula (7·1) can be considered either:

(i) as a convergent matrix integral, producing a function $Z_h(u, t)$. This puts restrictions on the choice of $T_k$ so that the integral converges for all sizes $N$.

(ii) as a formal matrix integral near a convergent data. We set $t = t^{\text{ini}} + \tau$ where $t^{\text{ini}}$ is chosen such that the matrix integral for $t^{\text{ini}}$ is convergent. Then, we consider $Z_h(t)/Z_h(t^{\text{ini}})$ as a formal series in $\tau$: we expand the exponential as a power series in $\tau$, and exchange the sum with the integral over $\mathcal{H}_N$. We obtain a formal series in $\tau$ whose coefficients are proportional to moments for the probability measure with $k$-linear potentials $T_k^{\text{ini}}$ on $\mathcal{H}_N$.

A particular case (ii)-G occurs when $t_2^{\text{ini}}$ is the only non-zero time, i.e. we expand around a Gaussian measure on $\mathcal{H}_N$. In cases (ii), we choose in general $t^{\text{ini}}$ independent of $h$, but $\tau$ itself could depend on $h$, i.e. we rather introduce a collection $(\tau(h))_{h \geq 0}$ of formal variables, such that in total we have an equality of formal series:

$$T_k = \sum_{h \geq 0} h^{2h - 2 + k} T_{h,k}.$$  

This allows a combinatorial interpretation of the model in terms of maps (discrete surfaces), where $h$ is coupled to minus their Euler characteristics, and $u$ coupled to the number of vertices, see Section 7·6.

**Definition 7·1.** We say that the correlators have an expansion of topological type (TT property) if:

$$W_n = \sum_{g \geq 0} h^{2g - 2 + n} W_{g,n}. \quad (7\cdot2)$$
In case (i), under a few extra assumptions, some non-trivial analysis is necessary to study the \( h \to 0 \) all-order asymptotic expansion of the partition function. It is proved in [7, 8] in the off-critical, one-cut case, the TT property holds and (7-2) is an asymptotic (in general non-convergent) series. In the multi-cut case, the TT property does not hold, for instance one has \( W_n \in O(1) \) when \( h \to 0 \) for any \( n \geq 2 \). This case is rather interesting and also related to abstract loop equations, but we defer to future work its study in light of the present article. (ii) is basically a perturbation theory around \( Z_h(t^{\text{ini}}) \), and the case (ii)-G where we perturb around the Gaussian weight is the most commonly studied. As reviewed in [2], in the case (ii)-G, the correlators \( W_n \) can a priori defined as elements of \( R := h^{-1} \cdot \mathbb{Q}[[x_1^{-1}, \ldots, x_n^{-1}]][[\tau]][[h]] \), and there exists formal series \( W_{g,n} \in \mathbb{Q}[[x_1^{-1}, \ldots, x_n^{-1}}] [[\tau]][[\tau]] \subseteq R \) such that (7-2) holds as an equality in \( R \). It is indeed a fact following from Euler characteristic counting that, to a given order in \( \tau \), only finitely many powers of \( h \) contribute.

Remark 7.2. In case (i), the TT property for the partition function should be formulated as follows: there is an expansion of the form \( \ln Z_h(t) = C_h + \sum_{g \geq 0} h^{2g-2} F_g(t) \) where \( C_h \) is a locally constant function of \( t \) in the domain where the asymptotic expansion holds.

7.3. Virasoro constraints

The first Schwinger–Dyson equation (ignoring the boundary terms) for this model is

\[
\left\langle \left( \frac{1}{x-M} \right)^2 + \sum_{k \geq 1} \frac{h^{k-2}}{(k-1)!} \frac{\partial}{\partial \tau_k} T_k(M^{(1)}, \ldots, M^{(k)}) \right\rangle = 0. \tag{7.3}
\]

It can be proved by integration by parts, see e.g. [2]. In Laurent expansion at \( x \to \infty \), if we collect the terms of order \( x^{-(m+2)} \) for \( m \geq -1 \), we find that:

\[ \forall m \geq -1, \quad L_m \cdot Z = 0 \]

with:

\[
L_m = L_m^{(0)} + \sum_{k \geq 2} \sum_{p_1, p_2, \ldots, p_k \geq 0} \frac{(p_1 + m) t_{p_1, \ldots, p_k}}{(k-2)!} \frac{\partial^k}{\partial t_{p_1+m} \partial t_{p_2} \cdots \partial t_{p_k}} \tag{7.4}
\]

\[
L_m^{(0)} = \hbar^2 \sum_{p=0}^{m} p(m-p) \frac{\partial^2}{\partial t_p \partial t_{m-p}} + \hbar^{-2} \sum_{p_1 \geq 0} (p_1 + m) t_{p_1} \frac{\partial}{\partial t_{p_1+m}}. \tag{7.5}
\]

By convention, we set \( \partial t_l = 0 \) for \( l < 0 \). \( L_m^{(0)} \) are the usual representation Virasoro operators in the context of matrix models, and satisfy the commutation relations:

\[ [L_m^{(0)}, L_n^{(0)}] = (m-n) L_{m+n}^{(0)} \]

Lemma 7.3. \( L_m^{(0)} \) also form a representation of the Virasoro commutation relations:

\[ [L_m, L_n] = (m-n) L_{m+n} \]
Proof. Let us compute the full commutation relations:

\[[L_m, L_n] = (m - n)L_{m+n}^{(0)} + \hbar^{-2} \sum_{p_0 \geq 0} \sum_{k \geq 2} \sum_{p_1, \ldots, p_k \geq 0} \left( \frac{(p_0 + m)(p_1 + n)t_{p_1, \ldots, p_k}}{(k - 2)!} \right) \frac{\partial}{\partial t_{p_1 + m}} \frac{\partial^k}{\partial t_{p_1 + n} \cdots \partial t_{p_k}} \right]

\[-(m \leftrightarrow n) \]

\[= (m - n)L_{m+n}^{(0)} + \sum_{k \geq 2} \sum_{p_1, \ldots, p_k \geq 0} \left( \frac{(p_1 + m + n)(p_1 + n)t_{p_1, \ldots, p_k}}{(k - 1)!} \right) \frac{\partial^k}{\partial t_{p_1 + m + n} \partial t_{p_2} \cdots \partial t_{p_k}} \]

\[-(m \leftrightarrow n).\]

We observe that the third line is symmetric in \(m \leftrightarrow n\), hence does not contribute to the commutator. And the second line can be combined with the first to find \([L_m, L_n] = (m - n)L_{m+n}\).

Schwinger–Dyson equations involving \(n \geq 2\) variables can be derived from (7.3) by infinitesimal deformations of the potential:

\[\text{Cum}_n \left[ \left\{ \left( \frac{\text{Tr} \frac{1}{x - M}}{x - M} \right)^2 + \sum_{k \geq 1} \hbar^{k-2} \text{Tr} \frac{\partial T_k(M^{(1)}, \ldots, M^{(k)})}{(k - 1)! (x - M)^{(1)}} \right\} \cdot O_{x_2}(M), \ldots, O_{x_n}(M) \right] + \sum_{2 \leq i \leq n} \text{Cum}_{n-1} \left[ \left\{ \frac{\text{Tr} \frac{1}{(x - M)(x_j - M)^2}}{(x - M)(x_j - M)^2} \right\} \cdot O_{x_2}(M), \ldots, \hat{i}, \ldots, O_{x_n}(M) \right] = 0,\]

where \(O_{x_i}(M) = \text{Tr} \frac{1}{x_i - M}\), and \(\hat{i}\) means omitting the factor with label \(i\).

7.4. Spectral curve

In case (i) and (ii)-G, the assumptions considered respectively in [8] and [2] imply that:

(i) \(W_{g,n}(x_1, \ldots, x_n)\) exists as a holomorphic function on \((C \setminus \gamma)^a\) for some segment \(\gamma = [a, b] \subseteq R\) determined by the model,

(ii) \(T_h,k(x_1, \ldots, x_n)\) exists as a holomorphic function in an open neighbourhood \(V\) of \(\gamma^k\).

\(C \setminus \gamma\) can be mapped conformally to the exterior of the unit disk with:

\[x(z) = a + b \frac{z + 1}{z} + a - b \frac{z - 1}{z}.\]

Then, it is known that \(\gamma(z) := W_{0,1}(x(z))\) can be analytically continued in some neighbourhood of \(\gamma\) inside the unit disk. We can take as spectral curve of the model the domain \(\Sigma\) including the point at \(\infty\) (Figure 12) and as morphism of Riemann surfaces \(x : \Sigma \to C\). The involution is \(\sigma(z) = 1/z\). There are two simple ramification points \(z = \pm 1\), corresponding to the simple branchpoints \(x = a\) and \(b\). This spectral curve has the topology of a disk with 2 marked points.
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Fig. 12. (Colour online) Spectral curve of the matrix model, uniformised by the z-coordinate. \( \Sigma \) is the Riemann sphere minus the black region. The involution \( \sigma(z) = 1/z \) exchanges the light-gold and gold coloured domains.

7.5. Blobbed topological recursion

Let us summarise the results of [2]. The differential forms:

\[
\omega_{g,n}(z_1, \ldots, z_n) = \left( W_{g,n}(x_1, \ldots, x_n) + \frac{\delta_{g,0}\delta_{n,2}}{(x(z_1) - x(z_2))^2} \right) dx(z_1) \cdots dx(z_n)
\]

are initially defined for \( z_i \) outside the unit disk. They actually extend to meromorphic forms on \( \Sigma \), with poles only at the ramification points \( z = \pm 1 \) and a simple pole at \( \infty \) for \( \omega_{0,1} \), which satisfy abstract loop equations. This is proved as a consequence of the Schwinger–Dyson equations.

The term we identify with \( \mathcal{H}_1 \omega_{g,n} \) in light of Section 2, is computed in [2, equations 5.5 and 4.13] in terms of the \( k \)-linear potentials\(^3\). It takes the form of a sum over graphs, described hereafter:

\[
\mathcal{H}_1 \omega_{g,n}(z_1, z_2, \ldots, z_n) = \sum_{\Gamma \in \text{Plant}_{g,n}(1)} \sigma_{\Gamma}^{1}(z_1; z_2, \ldots, z_n).
\]

On the other hand, we know from Theorem 2.3 that \( \omega_{g,n} \) is determined in terms of its purely holomorphic part \( \varphi_{g,n} = \mathcal{H}_1 \cdots \mathcal{H}_n \omega_{g,n} \). To compute it in terms of the \( k \)-linear potentials, we need to project (7.7) to the holomorphic part in the variables \( z_2, \ldots, z_n \). The final result is:

**Proposition 7.4.** For \( 2g - 2 + n > 0 \), we have:

\[
\varphi_{g,n}(z_1, \ldots, z_n) = \sum_{\Gamma \in \text{Bip}_{g,n}} \omega_{\Gamma}^{1}(z_1, \ldots, z_n).
\]

\( \text{Bip}_{g,n} \) is the set of bipartite graphs \( \Gamma \) with the following properties (Figure 17):

\(^3\) We underline that \( \sum' \) in [2, equation 4.13] excludes the term \( T_{0,2} \), so only \( T_{h,k} \) with \( 2h - 2 + k > 0 \) are involved. In this equation, there is a misprint in the condition on genera, which should read \( h + \sum f_i + k - 1 - [K] = g \). We also point that the prefactor \( 1/4i\pi \) in [2, equation 5.5] is erroneous and should be replaced with \( 1/2i\pi \).
vertices $v$ are of type $\omega$ or $\tau$, and carry a genus $h(v)$, such that $2h(v) - 2 + d(v) > 0$;
(ii) dashed edges can only connect $\omega$ vertices to $\tau$-vertices;
(iii) $\Gamma$ is connected and $b_1(\Gamma) + \sum_v h(v) = g$.

According to its type, a vertex $v$ has local weight $\omega_{h(v),d(v)}$, or $\tau_{h(v),d(v)}$ given by (7.8)-(7.9) in terms of the matrix potentials and the $\omega_{h',k'}$ with $2h' - 2 + k' < 2h(v) - 2 + d(v)$. The internal edge variables are integrated out with the pairing (2.8).

**Proof.** $\text{Plant}_{g,n}(1)$ is a set of bipartite graphs $\Gamma$ with the following properties:
(i) the set of vertices consists of one root vertex, and a set of $\omega$ vertices. Each vertex $v$
carries a genus $h(v)$. The root vertex must have $2h(v) - 2 + d(v) > 0$, but we do not impose such conditions for $\omega$ vertices;
(ii) edges are dashed, and can only connect the root vertex to $\omega$ vertices;
(iii) there are $n$ leaves labeled from 1 to $n$, and they must be incident to $\omega$ vertices. Besides, the leaf labeled 1 is incident to a $\omega_{0,2}$-vertex, which is itself incident to the root vertex;
(iv) the leaf labeled 1 is incident to a $\omega_{0,2}$-vertex, which is incident to the root vertex;
(v) there are $n - 1$ other leaves labeled from 2 to $n$. The leaves with label $a \in A$ must be incident to the root vertex, and the leaves with label $b \in B$ must be incident to a $\omega$-vertex. There is no restriction for leaves labeled by $c \notin A \cup B$;
(vi) all $\omega$ vertices must be incident to at least one leaf;
(vii) $\Gamma$ is connected and $b_1(\Gamma) + \sum_v h(v) = g$.

We attach leaf variables $z_1, \ldots, z_n$ outside $\gamma$, and integration variables $z_e$. To a vertex $v$ with set of incident variables $Z(v)$, we assign a local weight $T_{h(v),d(v)}(Z(v))$ if it is the root, and $\omega_{h(v),d(v)}(Z(v))$ otherwise. $\omega_{\Gamma^*}$ is computed by multiplying the local weights, and integrating the dashed edge variable $z_e$ on $\frac{1}{2\pi i} \oint_{\gamma'}$.

The root vertex can be attached to $\omega$-vertices with no external legs. It is convenient to resum all these contributions by defining a “dressed” root vertex of genus $h$ and valency $k$, with local weight:

$$T_{h,k}(z_1, \ldots, z_k) = \sum_{h_0 \geq 0, \ell_i \geq 0} \prod_{h_0 + \sum_j \ell_j = h} \frac{1}{r!} \langle z_{j,m} \rangle_{2\pi i} \oint_{\gamma'} \omega_{h_j,\ell_j}(Z_j') \ell_j! T_{h_0,\ell_0}(z_1, \ldots, z_k, z_{1,1}, \ldots, z_{r,\ell_r}).$$

Here, $Z_j' := \{ z_{j,m}, m \in [1, \ell_j] \}$, the $z_1, \ldots, z_k$ are outside the contour, and to define properly the integral in case some $\omega_{0,2}$ appear, we choose the contours such that $\langle z_{q,i} \rangle_{q,i}$ is decreasing with lexicographic order on $(q, i)$. By symmetry of $\omega_{0,2}$ and $T$, the result does not depend on this order. Remark that, for a given $h_0$, we can attach an arbitrary number of $\omega_{0,1}$’s to the $T$ without changing the topology. For instance, in genus 0 we have for $k \geq 3$:

$$T_{0,k}(z_1, \ldots, z_k) = \sum_{r \geq 0} \frac{1}{r!} \oint_{\gamma'} T_{0,k+r}(z_1, \ldots, z_k, z_{1,1}, \ldots, z_{r,\ell_r}) \prod_{j=1}^{r} \omega_{0,1}(z_j')$$

$\mathcal{H}_{1,\omega_{g,n}}$ is then represented as the sum over the graphs $\Gamma$ in $\text{Plant}_{g,n}(1)$ such that all $\omega$ vertices are incident to at least a leaf. In this new sum, the weight of $\Gamma$ is produced like $\omega_{\Gamma^*}$, but assigning $T^*$ as local weight for the root vertex. In particular, the first condition
This results in a graphical recursion for \( c \), involving lower \( \varphi \)'s and \( \omega \)'s. Solving this recursion, we arrive to a first representation:

\[
\varphi_{g,n}(z_1, \ldots, z_n) = \sum_{\Gamma \in \text{PreBip}_{g,n}^{T^*}} \omega_{\Gamma}^{T^*}(z_1, \ldots, z_n).
\]

PreBip\(_{g,n}^{T^*}\) is the set of graphs \( \Gamma \) with the properties:

(i) vertices \( v \) are of type \( \omega \) or \( T^* \), carry a genus \( h(v) \), and the valency \( d(v) \) should satisfy \( 2h(v) - 2 + d(v) > 0 \) for type \( T^* \), and \( 2h(v) - 2 + d(v) \geq 0 \) for type \( \omega \);

(ii) edges are either dashed or plain. Dashed edges can connect \( \omega \) and \( T^* \) vertices, while plain edges can only connect a \( \omega_{0,2} \)-vertex to a \( \omega_{h,k} \)-vertex with \( 2h - 2 + k > 0 \);

(iii) cutting a plain edge cannot disconnect the graph;

(iv) there are \( n \) labeled leaves: they must be incident to a \( \omega_{0,2} \)-vertex which is itself incident to a \( T^* \) vertex;

(v) \( \Gamma \) is connected and \( b_1(\Gamma) + \sum v h(v) = g \).

The weight \( \omega_{\Gamma}^{T^*} \) is computed by integrating out the edge variables with \( \frac{1}{2\pi} \oint \) for dashed edges, and with the pairing (2.8) for plain edges, i.e.

\[
\sum_{i=1}^{s} \text{Res}_{z \rightarrow p_i} \left( \int_{p_i}^{z} \omega_{0,2}(z', \ldots) \right) \omega_{h,k}(z, \ldots).
\]

The last step is to get rid of the internal \( \omega_{0,2} \)-vertices. They are incident either to a \( \omega_{h,k} \)-vertex with \( 2h - 2 + k > 0 \) and a \( T^* \)-vertex, or to two \( T^* \)-vertices. If we remove all \( \omega \) vertices but the \((0,2)\), and contract the internal \((0,2)\), we get connected components which
The black vertices with a label \( P \) have local weight \( \omega_P \). To exemplify the properties of the graphs solving this recursion, we have displayed in the second line the second step of the recursion in a case where two steps is enough to convert all \( \phi \)'s to \( T \).

The light-gold (resp. gold) colored domain is the \( \phi \)'s revealed at the first step (resp. at the second step). The labels 2, \ldots, 17 have no other meaning than facilitating the comparison between the first and second line.

are trees formed on \( T^\bullet \)-vertices. Therefore, it suggests to define:

\[
\tau_{g,n}(z_1, \ldots, z_k) = \sum_{T \in \text{Tree}_{g,n}} \prod_{\ell=1}^{n} \omega_{0,2}(z_\ell, z'_\ell) \prod_{v=\text{vertex}} T_{h(v),d(v)}(Z'(v)) \prod_{e=[v,w]} \omega_{0,2}(z'_v, z'_w). \quad (7\cdot9)
\]

To be precise, the graphs \( T \) in \( \text{Tree}_{g,n} \) are defined by the properties:

(i) \( T \) is a tree made of \( T^\bullet \)-vertices with a genus \( h(v) \) and a valency \( d(v) \) such that \( 2h(v) - 2 + d(v) > 0 \), and of \( n \) labeled univalent vertices (by convention, they have genus 0);

(ii) \( \sum_v h(v) = g \).

In formula (7·9), we have distributed integration variables \( z'_e \) on the edges of the trees, and \( Z'(v) \) is the set of variables incident to a vertex \( v \). Resumming the trees of \( T^\bullet \)-vertices (Figure 17), we obtain the representation of Proposition 7·4 that contains only \( \tau \)- and \( \omega \)-vertices with \( 2h(v) - 2 + d(v) > 0 \).

7·6. Combinatorial interpretation (stuffed maps)

We agree that an elementary 2-cell is an (isomorphism class of) oriented topological surface of genus \( h \) with \( k \) labeled boundaries \( \mathcal{B}_1, \ldots, \mathcal{B}_k \), with a set \( \mathcal{O}_i \subseteq \mathcal{B}_i \) of marked points labeled from 1 to \( \ell_i = |\mathcal{B}_i| \) (the labeling should respect the cyclic order along the
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Fig. 15. (Colour online) This graph cannot occur at the second step of the recursion from Figure 14, because the graph in the light-gold colored domain (supposedly a ϕ) is not connected. This is the origin of the condition “plain edges are non-separating”.

Fig. 16. The resummed black vertex \( \mathcal{P} \).

boundary. We call “edge” the closure of the connected components of \( \mathcal{B}_i \setminus \mathcal{O}_i \) in \( \mathcal{B}_i \). \( \ell_i \) is the perimeter of \( \mathcal{B}_i \). A 2-cell with topology of a disk is called “face”.

We consider (isomorphism classes of) graphs embedded on oriented surfaces, built with the following rules:

(i) take a finite collection of elementary 2-cells of arbitrary topology and boundary perimeters; for each \( i \in [1, n] \), add to this collection a marked face with label \( i \);

(ii) take a pairing of edges with opposite orientations, and glue the elementary 2-cells according to this pairing. The result is an oriented topological surface \( \mathcal{S} \), with \( n \) marked faces with perimeters \( \ell_1, \ldots, \ell_n \). The union of the boundaries of the elementary 2-cells is an embedded graph \( \mathcal{G} \) in this surface.

If all elementary 2-cells have the topology of a disk, \( (\mathcal{G}, \mathcal{S}) \) is called a “map”. The model with elementary 2-cells of arbitrary topology are allowed was introduced in [2], and \( (\mathcal{G}, \mathcal{S}) \) was called a “stuffed map”, as a reference to its nested structure. The weight of a stuffed map \( (\mathcal{G}, \mathcal{S}) \) is a product of Boltzmann weights:

(i) for each elementary 2-cell of topology \((h, k)\) with perimeter lengths \( \ell_1, \ldots, \ell_k \) and which is not a marked face, we put a weight \( t_h; \ell_1, \ldots, \ell_n \);

(ii) for the \( i \)-th marked face with perimeter \( \ell_i \), we put a weight \( x_i^{-(\ell_i+1)} \);

(iii) for each vertex, we put a weight \( u \);

and we divide by the number of automorphisms of \( (\mathcal{G}, \mathcal{S}) \). Then, the techniques of [10] show that \( W_{g,n}(x_1, \ldots, x_n) \) defined in Section 7.2 is the generating series of all connected stuffed maps of genus \( g \) with \( n \) boundaries. In \( W_{0,1}(x) \), we add by convention the term \( u/x \), corresponding to a single vertex embedded in the sphere – we considered that the marked
Fig. 17. (Colour online) We contracted the $\omega_{0,2}$-vertices in the example of Figure 14: the two $T^\bullet$-vertices connected by the edge 2 are resummed in the first $\tau$-vertex. The result is an example of graph in $\text{Bip}^\tau_{g,n}$.

face has perimeter 0. The $k$-linear potentials in the matrix model:

$$T_{h,k}(x_1, \ldots, x_k) = -\delta_{h,0}\delta_{k,1}\frac{x_1^2}{2} + \sum_{\ell_1, \ldots, \ell_k \geq 1} I_{h,\ell_1,\ldots,\ell_k} x_1^{\ell_1} \cdots x_k^{\ell_k}$$

can be interpreted as the generating series of elementary 2-cells of genus $h$ with $k$ boundaries. If $\sum_{\ell \geq 0} A_\ell dx/x^{\ell+1}$ is the Laurent expansion at $x = \infty$ of a holomorphic 1-form $A$ in $\{|z| > 1\} \subseteq \Sigma$, and $\sum_{\ell \geq 1} B_\ell x^\ell/\ell$ is the Laurent expansion at $x = 0$ of a holomorphic function $B$ in a neighbourhood of $\{|z| = 1\} \subseteq \Sigma$, then the contour integral is:

$$\frac{1}{2i\pi} \oint A(z) B(z) = \sum_{\ell \geq 1} A_\ell B_\ell$$

and it computes the number of objects that are obtained by gluing (rooted) an object counted in $A$ to a (rooted) object counted in $B$ of same (arbitrary) size $\ell$.

Then, many equations in Section 7.5 acquire a clear combinatorial interpretation$^4$ the series expansion (in the variable $x_i = x(z_i)$) of $T^\bullet_{g,n}$ at 0 and of $\tau_{g,n}$ and $\varphi_{g,n}$ at $\infty$ count stuffed maps with particular properties read from the graphs. For instance:

(i) $\varphi_{g,n}$ is the generating series of stuffed maps of genus $g$ with $n$ marked faces in which, after removing all elementary 2-cells with stable topology (i.e. $2h - 2 + k > 0$), the marked faces are in disjoint connected components, which have the topology of a cylinder (Figure 17);

(ii) $\omega^\tau_{g,n}$ is the generating series of stuffed maps of genus $g$ with $n$ marked faces in which, for each $i = 1, \ldots, n$, a cycle homologous to the boundary of the $i$th marked face has been marked.

Since we have shown in Section 3 that $\omega^\tau_{g,n}$ is expressed in terms of intersection numbers on $\overline{M}_{g,n}$, it would be interesting to know if such a representation has an interpretation in terms of combinatorics of maps.

$^4$ The shift in (7.6) for $(0,2)$ does not play a role here, because it is even with respect to the involution $\sigma$, while $T$ is holomorphic and even in a neighborhood of $\gamma$, and $\sigma(\gamma)$ is homologically equivalent to $-\sigma(\gamma)$ in this neighborhood. So, replacing $\omega_{0,2}(z_1, z_2)$ by $W_{0,2}(x_1, x_2) dx_1 dx_2$ does not change the weight of the graphs in Section 7.5.
The effect of the forgetful map \( \pi_k : \overline{\mathcal{M}}_{g,n+k} \to \overline{\mathcal{M}}_{g,n} \) can be expressed via Mumford classes \( (\kappa_\alpha)_{\alpha \geq 0} \): 

\[
(\pi_k)_* [ \prod_{\ell = 1}^n \psi_{i,\ell}^{d_i} \cdot \prod_{m=1}^k \psi_{n+m}^{b_m} ] = \prod_{\ell = 1}^n \psi_{i,\ell}^{d_i} \cdot \left( \sum_{l_i, \ldots, j_k = [1,k]} \prod_{p=1}^r \kappa_{\sum_{c \in I_p} (b_m - 1)}^{\text{c}} \right).
\]

In particular, the dilaton equation:

\[
\int_{\overline{\mathcal{M}}_{g,n+1}} \prod_{\ell = 1}^n \psi_{i,\ell}^{d_i} \psi_{n+1} = (2g - 2 + n) \int_{\overline{\mathcal{M}}_{g,n}} \prod_{\ell = 1}^n \psi_{i,\ell}^{d_i}
\]

gives \( \kappa_0 = 2g - 2 + n \). Therefore, we can rearrange Equation (3.11):

\[
\ln(\exp(\phi_{0,1} Z_i)) = \sum_{g \geq 0} \frac{(h/\alpha_i^2)^{g-1}}{n!} \sum_{k \geq 0} \frac{1}{k!} \times \sum_{\substack{d_1, \ldots, d_n \in \mathbb{Z} \\ \sum_{\ell = 1}^n t_{d_i} = -\alpha_i \\ \sum_{p=1}^r \kappa_{\sum_{c \in I_p} (b_m - 1)} \prod_{m \in I_p} \phi_{0,1} \left[ 2b_m \right] (2b_m - 1)!!}}
\]

\[
= \sum_{g \geq 0} \frac{(h/\alpha_i^2)^{g-1}}{n!} \sum_{d_1, \ldots, d_n \in \mathbb{Z}} \int_{\overline{\mathcal{M}}_{g,n}} \prod_{\ell = 1}^n \psi_{i,\ell}^{d_i} \exp\left( \sum_{c \geq 0} \frac{e^{\hat{t}_{i,c} \kappa_c} \prod_{\ell = 1}^n t_{i,d_i}^{\hat{t}_{i,c} \kappa_c}} \prod_{\ell = 1}^n t_{i,d_i} \right).
\]

It was convenient to introduce new parameters \( (\hat{t}_{i,c})_{c \geq 0} \) to parametrise the coefficients in \( \phi_{0,1} \). We have set:

\[ \hat{t}_{i,0} = -\ln(-\alpha_i) = -\ln\left( -\phi_{0,1} \left[ \frac{i}{2} \right] \right). \]

Together with \( \kappa_0 = (2g - 2 + n) \), it absorbs the scaling in \( \alpha_i \)'s. And for \( c \geq 1 \), we defined:

\[ \hat{t}_{i,c} = \sum_{q=1}^c q! \sum_{b_1, \ldots, b_q \geq 1} \sum_{\sum_{c \geq 0} (b_m - 1) = c} \prod_{m=1}^q \phi_{0,1} \left[ \frac{j}{2b_m} \right] (2b_m - 1)!! \]

This change of variables is nicely expressed in terms of generating series:

\[
1 + \sum_{c \geq 1} \hat{t}_{i,c} u^c = \sum_{q \geq 0} \frac{1}{q!} \sum_{b_1, \ldots, b_q \geq 2} \prod_{m=1}^q \phi_{0,1} \left[ \frac{j}{2b_m} \right] (2b_m - 1)!! u^{b_m - 1}
\]

\[
= \exp \left\{ \sum_{b \geq 2} \frac{\phi_{0,1} \left[ \frac{j}{2b} \right]}{-\alpha_i} (2b - 1)!! u^{b-1} \right\}.
\]

Besides, the series in the exponential coincides with the \( O(u) \) part of the formal Laplace transform:

\[
\sum_{b \geq 1} \phi_{0,1} \left[ \frac{j}{2b} \right] (2b - 1)!! u^{b-1} = \frac{1}{(2\pi)^{1/2} u^{3/2}} \int_{\gamma(1)} \phi_{0,1} e^{-x(x(p_j))/u}.
\]
$\gamma_i$ is the steepest contour lifting $\text{Re } x \leq 0$ in $U_i$, which is just the real line in the coordinate $\zeta_i$. The previous equation means equality of formal power series in $u$, obtained in the right-hand side by integrating term by term the formal Taylor expansion of $\phi_{0,1}$ near $p_i$. We see that the effect of $\exp(\phi_{0,1})$ is to insert the class:

$$
\Lambda_i = \exp \left( \sum_c t_{i,c} \kappa_c \right)
$$

in integrals over $\overline{\mathcal{M}}_{g,n}$. In the particular case of $\phi_{h,k} = 0$ for $(h, k) \neq (0, 1)$, the formula for the expansion of the correlators when all $z$’s tend to $p_i$ is found by applying the substitution (3.9):

$$
\omega_{g,n} \sim \sum_{d_1, \ldots, d_n \in \mathbb{Z}} \int_{\mathcal{M}_{g,n}} \exp \left( \sum_{c \geq 0} t_{i,c} \kappa_c \right) \prod_{\ell=1}^n \psi_{\ell}^{d_{\ell}} \frac{\prod_{\ell=1}^n (2d_{\ell} + 1)! \xi_{i,\ell}^{2d_{\ell} + 2}}{\zeta_i^{2d_{\ell} + 2}}
$$

for $2g - 2 + n > 0$. This is the final form of the answer given in [14], and it is our $\omega_{g,n}^{\square}_{\Lambda_1}$ in (3.7). For general $(\phi_{h,k})_{h,k}$, it is also possible to rewrite our general relation between $\omega_{g,n}$ and intersection numbers in the style of [15, theorem 4-1], by inserting suitable boundary divisors.
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