A new shock-capturing scheme for stiff detonation waves problems
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Abstract

A new approach to prevent spurious behavior caused by conventional shock-capturing schemes when solving stiff detonation waves problems is introduced in the present work. Due to smearing of discontinuous solution by the excessive numerical dissipation, conventional shock-capturing schemes have difficulties to obtain the correct location of detonation front without enough grids resolution. To overcome the excessive numerical errors around discontinuities by traditional discretized schemes used in non-reacting high speed compressible flow, we introduce a new shock-capturing scheme in which besides linear function constructed by MUSCL (Monotone Upstream-centered Schemes for Conservation Law) scheme, a step like THINC (Tangent of Hyperbola for INterface Capturing) function is also employed as another candidate in the reconstruction process. The final reconstruction function is determined by boundary variation diminishing (BVD) algorithm by which numerical dissipation around discontinuities can be reduced significantly. The new resulted shock-capturing scheme is named MUSCL-THINC-BVD. One- and two-dimensional comparative numerical tests about stiff detonation waves problems are conducted with the 5th order WENO (Weighted Essentially Non-Oscillatory) and MUSCL-THINC-BVD scheme respectively, which show MUSCL-THINC-BVD scheme can capture the correct position of detonation waves with improved resolution while WENO scheme, in spite of higher order, produces spurious waves. Compared with other existing methods which involves extra treatments by accepting the smeared out discontinuities profiles, the current method obtain the correct but also sharp detonation front by fundamentally reducing numerical dissipation errors from shock-capturing schemes. Thus the proposed approach is an effective but simple method to solve stiff detonation problems.
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1. Introduction

Standard shock-capturing schemes which resolve discontinuous solutions without numerical oscillations by introducing extra dissipative errors have achieved certain success by far when dealing with non-reacting inviscid com-
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Pressible flow (Euler equations). However, problems may arise when applying shock-capturing scheme to the reactive Euler equations system which is a non-homogeneous system with source terms to account the reaction effect. When time scales of the chemical reactions are significantly shorter than the hydrodynamic time scales, the problems of numerical stiffness will appear. When dealing with such stiff hyperbolic system, standard shock-capturing schemes with insufficient grids resolution may produce incorrect propagation speed of discontinuities and non-physical spurious waves even with enough temporal resolution. Due to numerical dissipations around discontinuities in shock-capturing scheme, chemical reaction may be triggered too early in the adjacent cell of the discontinuity if numerical smearing out temperature profile contains the value above the ignition temperature. If the reaction is fast, the early triggered chemical reaction will shift the discontinuity thus produce non-physical spurious waves. This phenomenon was first reported in [1]. Hence, to solve the stiff hyperbolic system, a sufficient spatial resolution is as important as temporal one.

During last two decades, spurious phenomenon in simulating stiff hyperbolic system has been investigated by a lot of research work [5, 2, 7, 10, 11, 13]. Various strategies have been proposed to obtain the correct wave propagation speed. To prevent discontinuity front from smearing out by numerical dissipation, ghost fluid/level set and front tracking methods were applied to track the wave front [5, 2, 4]. Another method to reduce numerical dissipation is to locally resolve the detonation wave with a large number of adaptively placed grid cells [3]. However, the complexity of scheme design makes the multidimensional calculations less promising.

Instead of reducing numerical dissipation around discontinuous solution, another kind of strategy is to revise the reaction step by accepting the smeared out discontinuous profile. Considering the spurious phenomenon is caused by earlier triggered chemical reaction by smeared temperature profile, a temperature extrapolation method which constructs a first or second extrapolation from a few grid cells ahead of the shock to obtain the temperature is proposed in [5]. However finding the temperature in front of the wave is not trivial especially in higher spatial dimensions [5]. Instead of extrapolating temperature from the cells in front of shock, the method in which a projection is performed to make the ignition temperature random during reaction step is proposed in [7, 8, 9]. Although their methods get success in both one and two dimensional tests, assumption of a priori stiff source term prevents its use for non-stiff problems.

To deal with both stiff and non-stiff problem, a fractional-step algorithm termed the MinMax scheme is proposed in [10]. Based on two-value variable reconstruction in each cell, appropriate maximum and minimum values of the unknown are considered to deal with the under-resolved calculations for stiff source conditions. However, only one-dimensional tests are conducted in their work. In the recent work [11], high order shock-capturing WENO (Weighted Essentially Non-Oscillatory) is used to update the convection step. During the reaction step, firstly the transition diffused points produced by convection step are identified then the flow variables at these points are extrapolated by
a reconstructed polynomial using the idea of subcell resolution method in [12]. Although this method can capture the correct location, not only extra steps like solving shock location is necessary, which may has no solution or more than one solution, but also the detonation front is still diffused since existing shock-capturing schemes in spite of high order introduce excessive numerical diffusion errors around discontinuities.

The spurious behavior of high order shock-capturing scheme has been studied recently in [13], which reveals that the degree of wrong propagation speed of discontinuities is highly dependent on the manner of shock-capturing schemes in spreading of discontinuities. The fundamental reason behind the spurious phenomenon is that shock-capturing schemes introduce excessive numerical dissipation errors around discontinuities. Thus in our present work, a new shock-capturing scheme which can solve discontinuous solution with substantially reduced numerical dissipation errors will be introduced. During the reconstruction process, besides linear function constructed by MUSCL (Monotone Upstream-centered Schemes for Conservation Law) scheme [14], a step like THINC (Tangent of Hyperbola for INterface Capturing) function [15] is also employed as another candidate. The final reconstruction function is determined by boundary variation diminishing (BVD) algorithm [16, 17, 18, 19] which choose a reconstruction function between MUSCL and THINC by minimizing the variations (jumps) of the reconstructed variables at cell boundaries, which in turn effectively removes the numerical dissipations in numerical solutions. The resulted scheme is named MUSCL-THINC-BVD.

One- and two-dimensional numerical tests about stiff detonation waves problems show MUSCL-THINC-BVD scheme can capture the sharp and correct detonation front without spurious waves. Compared with existing methods to deal with stiff detonation waves, the MUSCL-THINC-BVD has at least following advantages. 1) Discontinuous solution can be solved sharply without tracking detonation front explicitly like [5]. 2) Extra extrapolation from neighbor cells like [6, 11] is not necessary due to sharp resolved temperature profile. 3) Without extra assumptions, both stiff and non-stiff problems can be solved. 4) Extension to high order version and multi-dimension is straightforward. Actually, these advantages are straightforward since the MUSCL-THINC-BVD scheme reduces the numerical dissipation in shock-capturing schemes fundamentally.

This paper is outlined as follows. In Section 2 after a brief introduction of governing equations and review of the finite volume method in wave-propagation form, the details of the new MUSCL-THINC-BVD scheme for spatial reconstruction are presented. In Section 3 numerical results of benchmark tests are presented in comparison with high-order schemes. Some concluding remarks end the paper in Section 4.
2. Numerical methods

We introduce the numerical method in one dimension for the sake of simplicity. Our numerical method can be extended to the multidimensions on structured grids directly in dimension-wise reconstruction fashion. After introduction of control equations and review of the finite volume method in the wave propagation form [22] used in this work, the details about the new MUSCL-THINC-BVD reconstruction scheme will be presented.

2.1. Reactive Euler equations

The Euler equations which describe the time-dependent flow of an inviscid compressible and reactive gas with only two chemical states in one space dimension can be written as following form

\[ \frac{\partial \mathbf{q}}{\partial t} + \frac{\partial f(\mathbf{q})}{\partial x} = \mathbf{\phi}(\mathbf{q}), \]  

where the vectors of physical variables \( \mathbf{q} \), flux functions \( f \) and source terms \( \mathbf{\phi} \) are

\[ \mathbf{q} = (\rho, \rho u, E, \rho \alpha)^T, \]
\[ f = (\rho u, \rho uu + p, Eu + pu, \rho u \alpha)^T, \]
\[ \mathbf{\phi} = (0, 0, 0, -K(T)\rho \alpha)^T. \]

respectively. The dependent variables \( \rho, u, E \) and \( \alpha \) are the density, velocity component in \( x \) direction, total energy and mass fraction of unreacted gas, respectively. \( p \) is the pressure, \( T \) the temperature and \( K \) the chemical reaction rate. The pressure is given by

\[ p = (\gamma - 1)(E - \frac{1}{2} \rho u^2 - q_0 \rho \alpha), \]

where \( q_0 \) denotes chemical heat release and \( \gamma \) is the ratio of specific heats. The temperature is calculated by

\[ T = \frac{p}{\rho}. \]

For reactive Euler equations, the reaction rate can be modeled with Arrhenius kinetics [27] by the form

\[ K(T) = K_0 e^{-\frac{r_{\text{max}}}{T}}, \]

where \( K_0 \) is the reaction rate constant and \( T_{\text{ign}} \) is the ignition temperature. The reaction rate may also be replaced by Heaviside kinetics with

\[ K(T) = -\frac{1}{\xi} H(T - T_{\text{ign}}), \]

where \( H(x) = 1 \) for \( x \geq 0 \), and \( H(x) = 0 \) for \( x < 0 \). \( \xi \) represents the reaction time. Generally, the stiffness issue becomes more severe with the Heaviside kinetics.
2.2. Finite volume wave propagation method

We divide the computational domain into $N$ non-overlapping cell elements, $C_i : x \in [x_{i-1/2}, x_{i+1/2}], i = 1, 2, \ldots, N$, with a uniform grid with the spacing $\Delta x = x_{i+1/2} - x_{i-1/2}$. For a standard finite volume method, the volume-integrated average value $\bar{q}_i(t)$ in the cell $C_i$ is defined as

$$\bar{q}_i(t) \approx \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} q(x, t) \, dx.$$  

(7)

Denoting the spatial discretization operator for convection terms in (1) by $L(\bar{q}_i(t))$, the semi-discrete version of the finite volume formulation can be expressed as a system of ordinary differential equations (ODEs)

$$\frac{\partial \bar{q}_i(t)}{\partial t} = L(\bar{q}_i(t)).$$  

(8)

In the wave-propagation method, the spatial discretization operator for convection terms in cell $C_i$ is computed by

$$L(\bar{q}_i(t)) = -\frac{1}{\Delta x} (\mathcal{A}^+ \Delta q_{i-1/2} + \mathcal{A}^- \Delta q_{i+1/2} + \mathcal{A} \Delta q_i)$$  

(9)

where $\mathcal{A}^+ \Delta q_{i-1/2}$ and $\mathcal{A}^- \Delta q_{i+1/2}$ are the right- and left-moving fluctuations, respectively, which enter into the grid cell, and $\mathcal{A} \Delta q_i$ is the total fluctuation within $C_i$. We need to solve Riemann problems to determine these fluctuations.

The right- and left-moving fluctuations can be calculated by

$$\mathcal{A}^+ \Delta q_{i-1/2} = \sum_{k=1}^{3} \left[ s^k \left( q^L_{i-1/2}, q^R_{i-1/2} \right) \right] \mathcal{W}^k \left( q^L_{i-1/2}, q^R_{i-1/2} \right).$$  

(10)

where moving speeds $s^k$ and the jumps $\mathcal{W}^k (k = 1, 2, 3)$ of three propagating discontinuities can be solved by Riemann solvers [23] given with the reconstructed values $q^L_{i-1/2}$ and $q^R_{i-1/2}$ which are computed from the reconstruction functions $\tilde{q}_i(x)$ and $\tilde{q}_i(x)$ to the left and right sides of cell edge $x_{i-1/2}$, respectively. In our simulation, the HLLC Riemann solver [23] will be employed. Similarly, the total fluctuation can be determined by

$$\mathcal{A} \Delta q_i = \sum_{k=1}^{3} \left[ s^k \left( q^R_{i-1/2}, q^L_{i+1/2} \right) \right] \mathcal{W}^k \left( q^R_{i-1/2}, q^L_{i+1/2} \right).$$  

(11)

We will describe with details about the reconstructions to get these values, $q^L_{i-1/2}$ and $q^R_{i+1/2}$, at cell boundaries in next subsection as the core part of this paper.

Given the spatial discretization, we employ three-stage third-order SSP (Strong Stability-Preserving) Runge-Kutta
\begin{align}
\bar{q}^* &= \bar{q}^n + \Delta t \mathcal{L} (\bar{q}^n), \\
\bar{q}^{*+} &= \frac{3}{4} \bar{q}^n + \frac{1}{4} \bar{q}^n + \frac{1}{4} \Delta t \mathcal{L} (\bar{q}^*), \\
\bar{q}^{*+1} &= \frac{1}{3} \bar{q}^n + \frac{2}{3} \bar{q}^* + \frac{2}{3} \Delta t \mathcal{L} (\bar{q}^{*+}),
\end{align}
\label{eq:12}

to solve the time evolution ODEs, where \(\bar{q}^*\) and \(\bar{q}^{*+}\) denote the intermediate values at the sub-steps. The \(\bar{q}^{*+1}\) corresponds to the updated value by convection operator in time \(\Delta t\). We denote above process to update convection term during \(\Delta t\) as \(A(\Delta t)\).

In the reaction step, the explicit Euler method is employed as the following formulation
\begin{align}
\bar{q}^{n+1}_C &= \bar{q}^n + \Delta t \mathcal{S} (\bar{q}^n),
\end{align}
\label{eq:13}
in which the \(\bar{q}^{n+1}_C\) is the updated value at reaction step and \(\mathcal{S} (\bar{q})\) is the reaction operator. The above reaction step over \(\Delta t\) is denoted by \(R(\Delta t)\). To get the numerical solution at time step \(n + 1\), the Strang-splitting \(\[\]\) is employed as
\begin{align}
\bar{q}^{n+1}_C &= A(\frac{\Delta t}{2}) R(\frac{\Delta t}{N_r}) \ldots R(\frac{\Delta t}{N_r}) A(\frac{\Delta t}{2}) \bar{q}^n, 
\end{align}
\label{eq:14}
where the reaction step is split into \(N_r\) sub-steps. In our numerical tests, except special pronouncement we set \(N_r = 1\).

2.3. MUSCL-THINC-BVD reconstruction

In the previous subsection, we left the boundary values, \(q^L_{i-1/2}\) and \(q^R_{i+1/2}\), to be determined, which are presented in this subsection. We denote any single variable for reconstruction by \(\bar{q}\), which can be primitive variable, conservative variable or characteristic variable. In present work, reconstruction regarding to primitive variables will be applied.

The values \(q^L_{i-1/2}\) and \(q^R_{i+1/2}\) at cell boundaries are computed from the piecewise reconstruction functions \(\tilde{q}_i(x)\) in cell \(C_i\). In the present work, we designed the MUSCL-THINC-BVD reconstruction scheme to capture both smooth and nonsmooth solutions. The BVD algorithm makes use of the MUSCL scheme \([14]\) and the THINC scheme \([15]\) as the candidates for spatial reconstruction.

In the MUSCL scheme, a piecewise linear function is constructed from the volume-integrated average values \(\tilde{q}_i\), which reads
\begin{align}
\tilde{q}_i(x)^M = \tilde{q}_i + \sigma_i (x - x_i) 
\end{align}
\label{eq:15}
where \(x \in [x_{i-1/2}, x_{i+1/2}]\) and \(\sigma_i\) is the slope defined at the cell center \(x_i = \frac{1}{2} (x_{i-1/2} + x_{i+1/2})\). To prevent numerical oscillation, a slope limiter \([14, 24]\) is used to get numerical solutions satisfying the TVD property. We denote the reconstructed values at cell boundaries from MUSCL reconstruction as \(q^{RML}_{i-1/2}\) and \(q^{LML}_{i+1/2}\). The MUSCL scheme, in spite of popular use in various numerical models, has excessive numerical dissipation around discontinuous solution...
which tends to produce spurious phenomenon for stiff detonation waves.

Being another reconstruction candidate, the THINC [21,15] uses the hyperbolic tangent function, which is a differentiable and monotone function that fits well a step-like discontinuity. The THINC reconstruction function is written as

\[
\tilde{q}_i(x) = \tilde{q}_{\text{min}} + \frac{\tilde{q}_{\text{max}} - \tilde{q}_{\text{min}}}{2} \left( 1 + \theta \tanh \left( \beta \left( \frac{x - x_{i-1/2}}{x_{i+1/2} - x_{i-1/2}} - \bar{x}_i \right) \right) \right),
\]

where \( \tilde{q}_{\text{min}} = \min(\tilde{q}_{i-1}, \tilde{q}_{i+1}) \), \( \tilde{q}_{\text{max}} = \max(\tilde{q}_{i-1}, \tilde{q}_{i+1}) - \tilde{q}_{\text{min}} \) and \( \theta = \text{sgn}(\tilde{q}_{i+1} - \tilde{q}_{i-1}) \). The jump thickness is controlled by parameter \( \beta \). In our numerical tests shown later a constant value of \( \beta = 1.8 \) is used. The unknown \( \bar{x}_i \), which represents the location of the jump center, is computed from

\[
\bar{x}_i = \frac{1}{A} \int_{x_{i-1/2}}^{x_{i+1/2}} \tilde{q}_i(x)^{\text{THINC}} \, dx.
\]

Then the reconstructed values at cell boundaries by THINC function can be expressed by

\[
\begin{align*}
\tilde{q}^L_{i+1/2} &= \tilde{q}_{\text{min}} + \frac{\tilde{q}_{\text{max}} - \tilde{q}_{\text{min}}}{2} \left( 1 + \theta \frac{\tanh(\beta) + A}{1 + A \tanh(\beta)} \right) \\
\tilde{q}^R_{i-1/2} &= \tilde{q}_{\text{min}} + \frac{\tilde{q}_{\text{max}} - \tilde{q}_{\text{min}}}{2} \left( 1 + \theta A \right)
\end{align*}
\]

where \( A = \frac{\tanh(\beta)}{\tanh(\beta) + A} \) and \( B = \exp(\theta \beta(2C - 1)) \), where \( C = \frac{\tilde{q}_i - \tilde{q}_{\text{min}}}{\tilde{q}_{\text{max}} + \epsilon} \) and \( \epsilon = 10^{-20} \) is a mapping factor to project the physical fields onto \([0, 1]\).

The final effective reconstruction function is determined by the BVD algorithm. Several practical versions of BVD algorithm have been proposed recently by [16,17,19,18]. In present work the version in [18] will be implemented. In BVD algorithm of [18], reconstruction function is chosen between \( \tilde{q}_i(x)^M \) and \( \tilde{q}_i(x)^{\text{THINC}} \) so that the variations of the reconstructed values at cell boundaries are minimized. The previous studies [16,17,19,18] have shown that BVD algorithm prefers the THINC reconstruction \( \tilde{q}_i(x)^{\text{THINC}} \) within a cell where a discontinuity exists, by which way the numerical dissipation will be reduced significantly around discontinuous solutions. It is sensible that the THINC reconstruction should only be employed when a discontinuity is detected. In practice, a cell where a discontinuity may exist can be identified by the following conditions

\[
\begin{align*}
\delta < C < 1 - \delta, \\
(\tilde{q}_{i+1} - \tilde{q}_i)(\tilde{q}_i - \tilde{q}_{i-1}) > 0,
\end{align*}
\]

where \( \delta \) is a small positive (e.g., \( 10^{-4} \)).

The details of the reconstruction function of MUSCL-THINC-BVD scheme in [18] reads

\[
\tilde{q}_i(x)^{\text{BVD}} = \begin{cases} 
\tilde{q}_i(x)^{\text{THINC}} & \text{if } \delta < C < 1 - \delta, \text{ and } (\tilde{q}_{i+1} - \tilde{q}_i)(\tilde{q}_i - \tilde{q}_{i-1}) > 0, \text{ and } TBV_{i_{\text{min}}}^T < TBV_{i_{\text{min}}}^M \\
\tilde{q}_i(x)^{M} & \text{otherwise}
\end{cases}
\]

where the minimum value of total boundary variation (TBV) \( TBV_{i_{\text{min}}}^P \) for reconstruction function \( P = T \) or \( M \).
representing THINC and MUSCL reconstruction respectively, is defined as

\[
T_{BV,\text{min}} = \min\left(|q_{i-1/2}^L - q_{i-1/2}^R| + |q_{i+1/2}^L - q_{i+1/2}^R|, |q_{i-1/2}^L - q_{i-1/2}^T| + |q_{i+1/2}^L - q_{i+1/2}^R|, \right)
\]

(20)

Thus, THINC reconstruction function will be employed in the targeted cell if the minimum TBV value of THINC is smaller than that of MUSCL. As stated in previous work \[16, 19, 18\], the BVD algorithm will realize the polynomial interpolation for smooth solution while for discontinuous solution a step like function will be preferred.

As shown in numerical tests in this paper, discontinuities including detonation front can be resolved by the MUSCL-THINC-BVD scheme with substantially reduced numerical dissipation in comparison with standard 5th order WENO scheme \[20\]. It is noted that the MUSCL-THINC-BVD is essentially a shock capturing scheme which can solve discontinuous solution sharply without explicit special treatment about the detonation front like other methods.

3. Numerical results

In this section, comparative tests in one- and two- dimensions are conducted with 5th order WENO scheme \[20\] and the proposed MUSCL-THINC-BVD scheme.

3.1. C-J detonation wave with Arrhenius law

The C-J detonation wave in Chapman-Jouguet model with Arrhenius source term is considered in this case, which has also been studied in \[7, 10, 11\]. Initially, totally burnt gas is set on the left-hand side while totally unburnt gas on the right. We set the ration of specific heats \(\gamma = 1.4\), the heat release \(q_0 = 25\) the ignition temperature \(T_{\text{ign}} = 25\) and \(K_0 = 16418\). Given any initial state \((\rho_0, u_0, p_0, 1.0)\) of right side, the C-J initial state \((\rho_{\text{CJ}}, u_{\text{CJ}}, p_{\text{CJ}}, 0.0)\) on the left side can be obtained by \[26, 27\]. The computation domain is \([0, 30]\) where initial discontinuity is located at \(x = 10\). In present simulation, we set \(\rho_0 = 1.0, u_0 = 0.0\) and \(p_0 = 1.0\). The computation is evolved until \(t = 1.8\). The computation is conducted by standard 5th order WENO and proposed MUSCL-THINC-BVD scheme respectively with cell numbers \(N = 300\). For WENO scheme, the CFL=0.05 while CFL=0.1 for MUSCL-THINC-BVD scheme. The numerical results regarding to pressure, temperature, density and mass fraction are displayed in Fig. 1-4 in which the reference solution is calculated by standard 5th order WENO scheme with cell numbers \(N = 10000\). From the results, the correct speed of the C-J detonation can be captured by MUSCL-THINC-BVD scheme with larger CFL number while a spurious weak detonation appears ahead of the detonation wave by WENO scheme. In spite of its higher order, WENO scheme will introduce too much numerical diffusion errors around discontinuities, which causes the spurious numerical solutions. The comparative result regarding to density field between WENO and MUSCL-THINC-BVD scheme is also made with finer grid cells \(N = 1500\) in Fig. 5. It can be seen that the combustion spike can be resolved by the MUSCL-THINC-BVD scheme due to it’s less diffusive around critical regions.
Figure 1: Numerical results of pressure field for C-J detonation wave with Arrehenius law. Reference solutions are represented by black solid lines while numerical solutions are represented by red lines with symbols. Comparisons are made between the WENO and MUSCL-THINC-BVD scheme.

Figure 2: The same as Fig. 1 but for temperature field.

Figure 3: The same as Fig. 1 but for density field.
Figure 4: The same as Fig. 1 but for mass fraction.

Figure 5: The same as Fig. 3 but with finer mesh.
3.2. C-J detonation wave with the Heaviside model

The C-J detonation of which the chemical reaction is modeled by the Heaviside formulation is considered in this example. Same as \cite{7,10,11}, the parameter values are $\xi = 0.5825 \times 10^{10}$, $\gamma = 1.4$, $q_0 = 0.5196 \times 10^{10}$ and $T_{ign} = 0.1155 \times 10^{10}$. The totally burnt gas is set on the right side with the initial state as $\rho_0 = 1.201 \times 10^{-3}$, $u_0 = 0$ and $p_0 = 8.321 \times 10^5$. The totally unburnt gas is set on the left side where $(\rho_{CJ}, u_{CJ}, p_{CJ}, 0)$ are determined by C-J detonation model. The computational domain is $[0, 0.05]$ where discontinuity is set at $x = 0.005$. The cell numbers is $N = 300$. The computation is evolved until $t = 3 \times 10^{-7}$ with the reaction sub-step $Nr = 10$. The exact position of wave will be at $x = 0.03764$. We set $CFL = 0.01$ for WENO while $CFL = 0.1$ for MUSCL-THINC-BVD scheme. The results of pressure, temperature, density and mass fraction are plotted in Fig. 6-9. The correct detonation speed can be captured by proposed MUSCL-THINC-BVD scheme with larger CFL number. However, as reported in \cite{11} wrong results are produced by standard WENO scheme no matter how small the time step is since the stiffness problem is due to spatial rather than the temporal errors.

3.3. A strong detonation

Taken from \cite{7}, simulation of a strong detonation is considered here. All parameters are set as the same as the previous example except for pressure at the left side, which is set larger than the value calculated by C-J detonation model. Thus for the initial state at the left side, we have $p_l = p_{CJ}$, $u_l = u_{CJ}$ and $p_l = 8.27 \times 10^6 > p_{CJ}$. Different from the profile of C-J detonation, the solution will consist of a right-moving strong detonation wave, a right-moving discontinuity and a left-moving rarefaction wave. The solutions are run to time $t = 2 \times 10^{-7}$ with CFL = 0.02 and cell numbers $N = 300$. The distributions of pressure, density, temperature and mass fraction field are shown in Fig. 10-13.
Figure 7: The same as Fig. 6 but for temperature field.

Figure 8: The same as Fig. 6 but for density field.

Figure 9: The same as Fig. 6 but for mass fraction.
3.4. Interaction between a detonation wave and an oscillatory profile

Interaction between a detonation wave and an oscillatory profile is considered here to investigate the behavior of the proposed scheme on different field distribution. The same problem has been simulated in [8, 11]. The parameters are taken as $\gamma = 1.2$, $q_0 = 50$, $\frac{1}{\xi} = 1000$ and $T_{ign} = 3$. The computational domain is set as $[0, 2\pi]$ divided by the mesh...
Figure 12: The same as Fig. 10 but for density field.

Figure 13: The same as Fig. 10 but for mass fraction.
numbers $N = 200$. The initial state is

$$
(\rho, u, p, \alpha) = \begin{cases} 
(1.79463, 3.0151, 21.53134, 0.0) & x \leq \frac{\pi}{2} \\
(1.0 + 0.5\sin 2x, 0.0, 1.0, 1.0) & \text{otherwise} 
\end{cases}
$$

The computation is run to time $t = \frac{\pi}{5}$ with CFL=0.1. The numerical results of density, temperature, pressure and mass fraction fields are plotted in Fig. 14-17. Still MUSCL-THINC-BVD scheme can prevent the occurrence of spurious waves produced by standard shock capturing WENO scheme. Also, MUSCL-THINC-BVD scheme can resolve the complicated flow field produced by the interaction between detonation waves and oscillatory profiles.
Figure 16: The same as Fig. 14 but for density field.

Figure 17: The same as Fig. 14 but for mass fraction.
3.5. 2D detonation waves

Two dimensional detonation waves problem which has also been investigated by the [7, 11, 13] is considered here. A two-dimensional shock tube with $[0, 0.025] \times [0, 0.005]$ is set as computational domain. Reflective boundary conditions are prescribed to upper and lower boundaries, while zero-gradient boundary condition are imposed to left and right boundaries. The parameters $q_0$, $1/\varepsilon$ and $T_{ign}$ in Heaviside chemical reaction model are same as in Subsection 3.2. The initial condition are

\[
(p, u, v, p, \alpha) = \begin{cases} 
(p_l, u_l, 0, p_l, 0) & \text{if } x \leq \psi(y) \\
(p_r, u_r, 0, p_r, 1) & \text{if } x > \psi(y),
\end{cases}
\]

where

\[
\psi(y) = \begin{cases} 
0.004 & \text{if } |y - 0.0025| \geq 0.001 \\
0.005 - |y - 0.0025| & \text{if } |y - 0.0025| < 0.001.
\end{cases}
\]

The right states $(\rho_r, u_r, 0, p_r, 1)$ are the same as in Subsection 3.2 and $\rho_l = \rho_{ CJ}$, $p_l = p_{ CJ}$ while $u_l = 8.162 \times 10^4 > u_{ CJ}$. As stated in [28], one important feature of this solution is that a cellular pattern will form after the triple points travel in the transverse direction and reflect back and forth against the upper and lower boundaries.

The CFL number is set to 0.1. To make a better comparison the reference solution is calculated by standard 5th order WENO scheme with $2000 \times 400$ grid cells. At the same time, comparison are made between MUSCL-THINC-BVD and WENO scheme on $400 \times 80$ cell numbers. The density profiles at different times are presented in Fig. 18-19 in which the reference solutions are shown in left side while solutions with $400 \times 80$ grid cells by WENO and MUSCL-THINC-BVD are shown at middle and right side respectively. In Fig. 18, compared with the results computed by MUSCL-THINC-BVD scheme, the reaction zone are smeared by WENO. Moreover, MUSCL-THINC-BVD scheme can resolve the two vortices formed behind the detonation from since as shown in [17, 18, 19, 29] BVD algorithm can improve the resolution quality. In Fig. 19, spurious waves in front of detonation are produced by WENO scheme while MUSCL-THINC-BVD can capture the sharp detonation front on a coarse mesh.
Figure 18: Density field of 2D detonation problem at \( t = 0.3 \times 10^{-7} \). Comparisons are made among reference solution, WENO scheme with coarse mesh and MUSCL-THINC-BVD with coarse mesh. The profile at the left side is the reference result calculated by WENO scheme with 2000 \( \times \) 400 grid cells. The middle profile is the result calculated by WENO scheme with 400 \( \times \) 80 grid cells. The right one is calculated by MUSCL-THINC-BVD with 400 \( \times \) 80 grid cells.

4. Conclusion remarks

A new shock-capturing scheme called MUSCL-THINC-BVD is introduced in present work to solve the stiff detonation waves problems. This method can solve discontinuous solutions with significantly reduced numerical dissipation errors thus prevent wrong propagation speed of discontinuities or spurious waves which are common phenomenon when applying conventional shock-capturing scheme under the insufficient grids resolution. Unlike some existing methods which reply on extra treatment by accepting the diffused discontinuities profiles, the current method resolve the correct position of detonation front by reducing the numerical dissipation errors around discontinuities fundamentally. Thus MUSCL-THINC-BVD scheme is an effective and simple method to simulate stiff detonation problems.
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