1. Introduction

Loop quantum gravity (LQG) is an approach to a background-independent quantization of gravitational interaction based on the non-perturbative canonical quantization of general relativity. In this framework, space-time geometry itself is a dynamical variable that has to be suitably quantized and described in the absence of any background reference geometry. The proposal is still in progress, and many important questions remain open. All the same, there are results providing a solid picture of what the quantum nature of space-time at the fundamental scale could be like. One of these key results is that space-time geometric operators acquire discrete spectra: states of the gravitational degrees of freedom can be spanned in terms of spin-network states, each of which admits the interpretation of an eigenstate of geometry which is discrete and atomistic at the fundamental level [33, 34, 256]. Quantum space is made of polymer-like excitations of quantum geometry, where one-dimensional fluxes of quantised area connect at nodes carrying quantum numbers of volume. The dynamical rules of evolution for these states are also discrete [233]. Locality and topology are replaced by the relational notions of connectivity of the underlying network of space quanta. In this framework, the continuum space-time formulation of general relativity and quantum field theory is seen as the low energy limit of a fundamentally discrete and combinatorial entity.

A large body of results in the concrete physical situation defined by quantum aspects of black hole (BH) physics have been produced in recent years. This article aims at presenting these recent developments in an organic and pedagogical way. The theory of loop quantum gravity is a developing program; this review reports its achievements and open questions in a pedagogical manner, with an emphasis on quantum aspects of black hole physics.
difficulties in defining the notion of BHs in the quantum realm, partly because of the intrinsic difficulties associated with the definition of the dynamics and the low energy limit of the fundamental theory. Nevertheless, the theory indicates a solid conceptual perspective, that produces promising insights into the nature of quantum gravity in general. This is an account of a research program in progress.

The approach that we will describe can seem quite peculiar from (what sometimes can appear as) the main stream of thought in the holographic tumult of the high energy community. However, we will see, the perspective that arises from our analysis is actually quite conservative, and presents many analogies with the behaviour of standard physical systems. The tension with other more popular approaches resides in the complete lack of compliance with any fundamental notion of holographic principle [93]. Despite this, it can be shown that the theory of BHs stemming from LQG is indeed consistent with the black hole phenomenology derived from semiclassical analysis (we could call this an emergent weak holography). Thus, the picture of LQG is very different from the bulk-boundary-duality type of quantum gravity scenario proposed by the ADS-CFT correspondence [209]. We will see that the alternative offered by the LQG treatment may present important advantages in avoiding certain inconsistencies in the description of gravitational collapse and subsequent BH evaporation.

The article will also review the theoretical basis leading to the prediction of discreteness of quantum geometry by LQG. In section 2, we will briefly review the construction of the phase space of general relativity, starting from an action and variables that satisfy a criterion of naturality once some general principles are stressed. We will see that the roots of discreteness of quantum geometry are found in Heisenberg’s uncertainty relations for geometric quantities. The inclusion of BHs in terms of boundaries satisfying suitable boundary conditions will be described in section 3. The quantisation of the volume and area operators will be sketched in section 3.5. In section 4, we will apply the formalism to the problem of computing BH entropy. In section 5, we will discuss the problem of the fate of information in BH evaporation, and some phenomenological ideas with possible observational consequences that are motivated by the discussion of information loss.

Throughout this paper there might be sections that seem too technical for a general reader not necessarily interested in all the mathematical details. Equations are written to guide the argumentation and, for general readers, are important only in this sense. Once equations are written they call for technical precision (important for those that might be interested in detailed derivations); however, in spite of their apparent complexity due to the presence of indices and other tensorial operations that are often necessary in the presentation of field theoretical notions in the context of general relativity, their message should be transparent when ignoring these details. The reader more interested in the conceptual line should read these equations without paying too much attention to the details of the index structure, and concentrate, rather, on their algebraic form. This is especially so for the construction of the phase space of general relativity; section 3 (very important for us as it implies the Poisson non-commutativity of geometry behind quantum discreteness). Classical mechanics is briefly described in its symplectic formulation at the beginning so that all the equations that follow, and are important for gravity, can be interpreted by analogy with these initial equations. Geometric units ($G_N = c = 1$) are used in discussions so that energy, mass, and time are all measured in the same units as length.

1. Black hole thermodynamics: an invitation to quantum gravity

Black holes are remarkable solutions of general relativity, describing the classical aspects of the late stages of gravitational collapse. Their existence in our nearby universe is by now supported by a large amount of observational evidence [218]. When isolated, these systems become very simple as seen by late and distant observers. Once the initial very dynamical phase of collapse has passed (according to physical expectation and the validity of the ‘no-hair theorem’1) the system settles down to a stationary situation completely described by a member of the Kerr–Newman family. These are solutions of Einstein’s equations coupled with electromagnetism representing a stationary and axisymmetric BH characterised by three parameters only: its mass $M$, its the angular momentum $J$, and its electromagnetic charge $Q$.

The fact that the final state of gravitational collapse is described by only a few macroscopic parameters, independently of the details of the initial conditions leading to the collapse, is perhaps the first reminiscence of the thermodynamical nature of BHs. As we will review here, there is a vast degeneracy of configurations (microstates) that can lead to the same final stationary macroscopic state, and the nature of these microstates becomes manifest only when quantum gravity effects are considered. Another classical indication of the thermodynamical nature of BHs emerged from the limitations on amount of energy that could be gained from interactions with BHs in thought experiments such as the Penrose mechanism [226] and its field theoretical analog, the phenomenon of BH superradiance [272]. Later it became clear that such limitations where special instances of the very general Hawking’s area theorem [176], stating that for natural energy conditions (satisfied by classical matter fields) the area $a$ of a BH horizon can only increase in any physical process. This is the so-called second law of BH mechanics, which reads:

$$\delta a \geq 0.$$  \hspace{1cm} (1)

1 The no-hair theorem is a collection of results by Hawking, Israel, Carter and others implying that a stationary (axisymmetric) BH solution of Einstein’s equations coupled with Maxwell fields must be Kerr–Newman [104, 187, 188]. Some aspects of this result remain without complete proof, and some authors refer to is as the no-hair conjecture (for more details see [120] and references therein). The physical relevance of Einstein–Maxwell resides in the fact that gravity and electromagnetism are the only long range interactions. Other forces might be relevant for the description of the matter dynamics during collapse but play no role in describing the final result where matter has already crossed the BH horizon.
This brings in the irreversibility proper of thermodynamical systems to the context of BH physics, and motivated Bekenstein [56, 59] to associate to BHs a notion of entropy proportional so their area. Classically, BHs also satisfy the so-called first law of BH mechanics [49], which is an energy balance equation relating different nearby stationary BH space-times according to

$$\delta M = \frac{\kappa}{8\pi} \delta a + \Omega \delta J + \Phi \delta Q, \quad (2)$$

where \(\Omega\) is the angular velocity of the horizon, \(\Phi\) is the horizon electric potential, and \(\kappa\) is the surface gravity, which plays the role of a temperature in the analogy with thermodynamics. The surface gravity, defined only in equilibrium, can be related to an intrinsic local geometric quantity associated with the BH horizon; it takes a constant value on the horizon depending only on the macroscopic parameters \(M, Q\) and \(J\) (for the simplest non-rotating and uncharged BH \(\kappa = 1/(4M)\)). The homogeneity of \(\kappa\) on the horizon is called the zeroth law of BH mechanics. The other intensive parameters \(\Omega, \Phi, J\) and \(\kappa\) are also functions of \(M, Q\) and \(J\) only (their explicit expression can be found, for instance, in [290]).

With the exception of the horizon area \(a\), all the quantities appearing in the first law have an unambiguous physical meaning for asymptotic inertial observers at rest at infinity: \(M\) is the total mass defined in terms of the Hamiltonian generating time translation for these observers, \(J\) is the generator of rotations around the BH symmetry axis, etc. The quantity \(\Phi\) is the electrostatic potential difference between the horizon and infinity, \(\Omega\) is the angular velocity of the horizon as seen from infinity, and \(\kappa\) (if extrapolated from the non-rotating case) is the acceleration of the stationary observers as they approach the horizon as seen from infinity [290]. It is possible however to translate the first law in terms of physical quantities measured by quasi-local observers close to the BH horizon [153]. This clarifies the role of the horizon and its near space-time geometry as the genuine thermodynamical system.

The realization that BHs can indeed be considered (in the semiclassical regime) as thermodynamical systems came with the discovery of black hole radiation. In the mid-seventies, Hawking considered the scattering of a quantum test field on a space-time background geometry representing gravitational collapse of a compact source [177]. Assuming that very early observers far away from the source prepare the field in the vacuum state, he showed that—after the very dynamical phase of gravitational collapse has ended and the space-time settled down to a geometry well described by that of a stationary black hole—late and faraway observers in the future (see figure 1) measure an afterglow of particles of the test field coming from the horizon with temperature

$$T = \frac{\kappa \hbar}{2\pi}, \quad (3)$$

For the case Schwarzschild BH (\(Q = J = 0\)), the radiation temperature is \(T = \hbar/(8\pi M)\). As BHs radiate, the immediate conclusion is that they must evaporate through the (quantum phenomenon of) emission of Hawking radiation.

This expectation is confirmed by the study of the the expectation value of the energy-momentum tensor in the corresponding quantum state, which shows that there is a net flux of energy out of the BH horizon (see for instance [76, 225] and references therein). The quantum energy-momentum tensor violates the energy conditions assumed in Hawking’s area theorem, and allows the violation of (1): the horizon can shrink. Hawking’s calculation assumes the field to be a test field, and thus neglects by construction the back-reaction of such radiation. However, it provides a good approximation for the description of BHs that are sufficiently large for the radiated power to be arbitrarily small.

This result, together with the validity of the first and second laws, implies that semiclassical BHs should be attributed an entropy (here referred to as Bekenstein–Hawking entropy) given by

$$S_H = \frac{a}{4\ell_p^2} + S_0, \quad (4)$$

where \(\ell_p = \sqrt{\hbar G_N/c^3}\) is the Planck scale, \(S_0\) is an integration constant that cannot be fixed by the sole use of the first law. In fact, as in any thermodynamical system, entropy cannot be determined by sole thermodynamical considerations. Entropy
can either be measured in an experimental setup (this was the initial way in which the concept was introduced) or calculated from basic degrees of freedom using statistical mechanical methods once a model for these fundamental building blocks of the system is available. Remarkably, the functional dependence of the entropy of a BH on the area was argued by Bekenstein first on statistical mechanical terms [59].

In this way, thermodynamics shows once more its profound insights into the physics of more fundamental degrees of freedom behind macroscopic variables—in this case, by shedding light on the nature of the quantum gravitational building blocks of space-time geometry. As in standard systems, the first law for BHs implies that—when considering energy changes due to the action of macroscopic variables (e.g. work done by changing the volume)—there is a part of the energy that goes into the microscopic molecular chaos (i.e. heat). Thus the first law describing the physics of steam machines and internal combustion engines of the nineteenth century reveals the existence of the microscopic physics of molecules and atoms. Moreover, it is by trying to construct a consistent description of the thermodynamics of photons that Planck made the founding postulate of quantum mechanics [241] (more explicit in Einstein [135]) that radiation too is made of fundamental building blocks called photons. Similarly, in the present context, equation (2) is a clear physical indication that the smooth space-time geometry description of the gravitational field must be replaced by some more fundamental atomistic picture. In this way, BHs offer a privileged window for learning about quantum gravity.

Mathematically, even though the thermodynamical nature of semiclassical BHs is a robust prediction of the combination of general relativity and quantum field theory as a first approximation of quantum gravity, the precise expression for the entropy of BHs is a question that can only be answered within the framework of quantum gravity. This is a central question for any proposal of a quantum gravity theory.

1.2. Weak holography

A surprising property of the Bekenstein–Hawking entropy of a BH is that it is proportional to the area of the event horizon, instead of scaling linearly with some three-dimensional volumetric measure of the system’s size. The fact that black hole entropy scales as in a lower-dimensional system, together with the discovery of bounds on the entropy of compact objects (conjectured via the analysis of thought experiments involving BHs and conventional objects; see [57, 58, 61, 210, 285]) has led an important part of the quantum gravity community to believe in the so-called holographic principle [93]. In its crudest form, the principle states that the classical physical world should admit a fundamental description in terms of a hologram on a lower dimensional screen. This is a view that the ADS-CFT formulation of string theory incarnates [209].

In LQG we do not see any convincing evidence for the need for such a radical principle, and subscribe to some weaker notion that has been described as weak holography [268]. The reason for this view is that all the apparently puzzling properties of BHs and their interactions with external agents appear to be completely consistent once the following two ingredients are combined: discreteness at Planckian scales, and compatibility with the causal structure predicted by general relativity in the continuum limit. Both ingredients are expected features in LQG. The holographic principle plays no role in the construction of the theory.

Causality is one of the keys to understanding the system at hand. This can be clearly illustrated in an intuitive manner with the help of the space-time representation of gravitational collapse shown in figure 1. Concretely, consider a BH of mass $M$ and an external observer that becomes a stationary observer in the asymptotic future when its proper time becomes large ($\tau \gg M$) when measured starting at some arbitrary instant around the moment of collapse. In figure 1 this is defined by a Cauchy surface $\Sigma$ placed around the region where the horizon settles down to a stationary one. Due to the presence of the event horizon (itself an outgoing light-like surface trapped with zero radial expansion in the stationary region), an outgoing light wave-front leaving the collapsing matter, outside but close to the event horizon, remains close to the event horizon for a long ‘time’ (more precisely for long values of an affine parameter along the outward-pointing null geodesics) until it finally escapes the strong gravitational region towards infinity (see figure 1). This implies that, in order for the wave front to reach the observer at late times $\tau \gg M$, it must have left the collapsing body from a proper distance $\ell$ to the horizon at instant $\Sigma$ that scales as $\ell \approx M \exp(-\tau/(8M))$ (as a simple calculation in the spherically symmetric case would show). In other words, the portion of the collapsing body ‘seen’ by a late observer—for whom the space-time looks stationary and hence the laws of BH mechanics apply—corresponds to an exponentially-thin hyper-annulus given by the region contained between the surface at constant proper distance $\ell$ from the horizon and the horizon itself.

The previous exponential relationship implies that $\ell$ quickly becomes smaller than $\ell_p$ for late proper time $\tau$ of the external observer. However, we cannot trust the classical expression for $\ell$ all the way down to transplanckian scales. If we think of these fluctuations as affecting the position of the outgoing wave-front from the boundary of the hyper-annulus, then uncertainty in its position sets a natural lower bound for $\ell$ of the order of the Planck length $\ell_p \approx \ell_p$. Thus the volume outside the BH that the very late outside observer can actually see is given by

$$v = a\ell_p,$$

We know the system radiates, and that it is in a close-to-thermal equilibrium state (at least for large BH masses $M$ in Planck units). Statistical mechanical arguments based on equipartition of probability for volumetric fundamental bits imply that the system’s entropy should scale linearly with $V$ in Planck units, from which we get that

$$S \approx \frac{v}{\ell_p^3} \approx \frac{a}{\ell_p^3}.\tag{6}$$

A stationary observer is an observer at constant $r$, $\theta$, and $\phi$ in a Kerr–Newman space-time in Boyer–Lindquist coordinates [290]; more generally, an observer whose 4-velocity is parallel to a time-like Killing field for a stationary space-time.
which is in agreement the Bekenstein–Hawking area entropy law, and based on a completely standard statistical mechanical rationale with no need to invoke any hypothetical holographic principle.

One could object to the above argument that standard statistical mechanical reasoning also suggests that the entropy should grow linearly with the energy of the system. Remarkably, it turns out that energy and area are proportional to each other when one considers the system described above. Useful notions of energy are scarce in general relativity due to its necessary link to a time translational symmetry that is not always available in arbitrary gravitational configurations [274]. When the BH space-time is asymptotically flat then there are standard definitions of its total energy content such as the ADM mass [15], or the Bondi mass [91], when the space-time is stationary there is also the Komar mass [194]. For the Kerr–Newman BHs (the most general stationary BH solutions classically expected to represent the end result of gravitational collapse) the previous three notions coincide and correspond to the quantity called $M$ in (2). However, none of these energy notions are appropriate to describing the system at hand, as they are global notions referring to the energy content of the entire space-time. For stationary BHs one can show [153], using perturbation theory and Einstein’s equations, that exchanges of energy (as defined by local stationary observers) with the system, defined as the annulus around the horizon mentioned above, are directly related to changes of its area according to the simple law

$$
\delta E = \frac{\delta a}{8\pi \ell}.
$$

where $\delta E$ is the standard notion of energy content of the matter falling into the BH for local stationary observers, i.e. the one that a calorimeter held stationary close to the horizon would register if captured by the device. This implies that the natural measure of the internal energy $E$ of the system of interest behaves linearly with the area $E \propto a$. Once the appropriate local notion of energy is invoked, the apparent tension between the area scaling of the entropy and standard thermodynamics disappears.

In addition to the area-scaling of BH entropy, the holographic hypothesis is said to be supported by entropy bounds for weakly gravitating systems. These bounds where originally proposed by Bekenstein [61] who studied suitable thought experiments designed to test the validity of the so-called generalized second law [60] of thermodynamics in situations where BHs would be fed with regular matter. Covariant versions of these bounds were constructed by Bousso [92]. However, recent results [94, 105] strongly suggest that these bounds, when defined in a precise manner, turn out to be valid in the context of standard quantum field theory semiclassically coupled to gravity. Thus their validity in the setting of a theory that is by no means holographic (in the sense of the holographic principle [93]) confirms that these bounds cannot be used as physical evidence for the alluded fundamental principle of quantum gravity. Holographic-like behaviour is simply there in standard physics when the situation is befitting.

Finally, the generalized second law (GSL) states that the total entropy defined by the Bekenstein–Hawking BH entropy plus the entropy of the external matter can only increase in any physical process. As the BH entropy is expected to arise from standard statistical mechanical considerations, which are not different at the fundamental level from those leading to the definition of the entropy of the external matter fields, it is widely accepted that the GSL must hold. As in standard statistical mechanics, the second law is hard to prove rigorously (mainly due to the difficulty in defining entropy of matter fields precisely). Nevertheless, versions of the GSL constructed in terms of geometric notions of matter entropy (e.g. entanglement entropy, mutual information, etc) exist [294], and capture a physical meaning that is closely related to the GSL formulated in terms of the standard coarse graining definition of entropy. As in the case of entropy bounds, these proofs rely only on the validity of general relativity, quantum field theory, and the semiclassical formulation where the gravitational field couples to the expectation value of the stress-energy-momentum tensor. Once more, no holographic principle needs to be invoked—the GSL (used to motivate holography) is just valid for standard $3 + 1$ dimensional theories carrying genuine bulk degrees of freedom.

In conclusion, the BH system is effectively a $2 + 1$ dimensional system when analyzed by external stationary (and therefore late) observers. The dimension transversal to the horizon is exponentially squeezed by the redshift effect near the horizon, and the system becomes effectively $2$-dimensional. Consequently, according to a view that enjoys some consensus in the LQG community, there is no need for $fundamental$ screens and $fundamental$ holographic ideas when considering the statistical mechanical origin of the Bekenstein–Hawking area entropy law or any of the BH phenomenology associated with thought experiments involving interactions with matter and fields in the semiclassical regime. BHs are special, and their thermal properties are encoded in a lower dimensional system: their horizon. Holography, in this weaker sense, is not a $fundamental$ property of quantum gravity but simply a property of BHs (and suitable null surfaces); simply a special behaviour of a very special situation.

2. The classical basis of loop quantum gravity

In this section, we briefly review the main features of the classical theory and the parametrisation of its phase space that defines the starting point for the quantisation program of LQG. The main message of this section is that the action of general relativity when formulated in terms of first order variables (which are suitable for the implementation of the non-perturbative quantisation program of LQG) imposes non-trivial canonical commutation relations for geometric quantities. The consequence of this is that suitable geometric observables have discrete spectra in the quantum theory.

2.1. Where to start? The choice of basic fields and action principle

The starting point is the choice of fundamental field variables in terms of which one describes the dynamics of gravity. In the original formulation, one uses the metric tensor $g_{ab}$ (encoding
the space-time geometry), and its dynamics is described by the Einstein–Hilbert action [136]

\[ S[g_{ab}] = \frac{1}{2\kappa} \int \sqrt{|g|} R(g_{ab}) \, dx^4, \tag{8} \]

where \( \kappa = 8\pi Ge^{-\xi} \), \( g \) is the determinant of the metric (\( dx = \sqrt{|g|} \, dx^4 \) is simply the space-time volume element), and \( R(g_{ab}) \) is the Ricci scalar: the ‘trace’ \( R = g^{\mu\nu} R_{\mu\nu\sigma\rho} R_{\mu\nu\sigma\rho} \) of the Riemann curvature tensor \( R_{\mu\nu\sigma\rho} \). The vacuum Einstein’s equations are

\[ R_{ac} = 0, \tag{9} \]

where \( R_{ac} = g^{\mu\nu} R_{\mu\nu c} \) is the Ricci tensor (we are using here abstract index notation: latin indices denote abstract space-time indices, greek letters coordinate indices; see [290]). Even though the Ricci scalar (or scalar curvature) has a very simple geometric meaning, its dependence on the dynamical field \( g_{ab} \) is quite complicated:

\[ R(g_{ab}) = g^{\mu\rho} \left[ \partial_\nu \Gamma^\rho_{\mu\sigma} - \partial_\sigma \Gamma^\rho_{\mu\nu} + \Gamma^\sigma_{\mu\rho} \Gamma^\rho_{\nu\sigma} - \Gamma^\sigma_{\nu\rho} \Gamma^\rho_{\mu\sigma} \right], \tag{10} \]

where

\[ \Gamma^\mu_{\mu\nu} = \frac{1}{2} g^{\nu\rho} \left[ \partial_\rho g_{\mu\nu} + \partial_\mu g_{\rho\nu} - \partial_\nu g_{\mu\rho} \right], \tag{11} \]

are the Christoffel symbols. Thus, despite the simple geometric meaning of the Einstein–Hilbert action, the Lagrangian of general relativity is quite complicated in terms of metric variables. The algebraic structure of the action can be simplified (in the so-called Palatini formulation) by declaring the Christoffel symbols as independent variables. Such modification goes in a good direction; however, there is another, more important, disadvantage of the present choice of variables in the Einstein–Hilbert action or the Palatini modification: one cannot couple fermion fields to gravity described in this form (we come back to this point below).

Another disadvantage of the choice of the metric \( g_{ab} \) as a basic variable is the huge (naively infinite) dimensionality of the space of actions that are related to the Einstein–Hilbert action via the renormalization group flow. According to the Wilsonian perspective [299] there is an intrinsic uncertainty in the selection of an action principle due to the flow in the space of action principles induced by the integration of quantum fluctuations at scales that are not relevant to the physics of interest. In this sense, there is an ambiguity in naming the action principle of a theory: the set of suitable action principles is only limited by the field and symmetry content of the theory. In the case of general relativity in metric variables, this corresponds to all possible general covariant functionals of \( g_{ab} \). This set is characterized by infinitely many coupling constants, concretely

\[ S[g_{ab}] = \frac{1}{2\kappa} \int \sqrt{|g|} \left( R + \Lambda + \alpha_1 R^2 + \alpha_2 R^3 + \ldots + \beta_1 R_{\mu\nu\sigma\rho} R_{\mu\nu\sigma\rho} + \ldots \right) \, dx^4, \tag{12} \]

where only some representative terms have been written with couplings \( \alpha_1, \alpha_2, \ldots, \beta_1, \beta_2, \ldots \). If all the infinite dimensional set of couplings defining the above family of metric variable actions would be relevant then it would be impossible to decide what the correct starting point for canonical quantization would be, and quantum gravity predictable would be compromised. It is possible, however, that the renormalization group flow selects a final dimensional space in this infinite dimensional world of metric gravity actions [297]. Such possibility, known as the asymptotic safety scenario, is presently under active exploration [219].

The necessity of having an action principle that is suitable for the coupling with fermions leads to the type of variables that define the starting point for quantization in LQG. As we will see below, the new variables allow for the introduction of natural extended observables which transform covariantly under diffeomorphism, and lead to algebraically simpler action principles (simpler field equations) in a space of actions whose dimensionality is drastically reduced: for pure gravity, the space of actions is finite dimensional.

2.1.1. The first order formalism. In order to couple fermions to general relativity, one needs sets of variables over which a local action of the rotation group (and more generally Lorentz transformations) is defined. This is naturally achieved by describing the space-time geometry in terms of an orthonormal frame instead of a metric. Local Lorentz transformations are realized as the set of transformations relating different orthonormal frames. This section might seem a bit technical for those that are not familiar with the formalism. Those readers should go through the equations without paying too much attention to the index structure. The intended message of this part is the algebraic simplicity of the new formulation in comparison the previous one.

Concretely, one can introduce an orthonormal frame field defined by four co-vectors \( e_a \) (with the index \( I = 0, \ldots, 3 \)) and other latin indices denote space-time indices) and write the space-time metric as a composite object

\[ g_{ab} = -\epsilon_{a b}^0 + \epsilon_{a b}^1 + \epsilon_{a b}^2 + \epsilon_{a b}^3 = e_a^I e_a^J \eta_{IJ}, \tag{13} \]

where in the second line the internal Minkowski metric \( \eta_{IJ} = \text{diag}(-1, 1, 1, 1) \) is explicitly written. In the familiar three-dimensional space, there are infinitely many frame-fields related by local rotations; in the present four-dimensional Lorentzian setting, the choice of an orthonormal frame is also ambiguous. Indeed, the previous (defining) equation is invariant under Lorentz transformations: both \( e_a^I \) and \( \tilde{e}_a^I \) are solutions with \( e_a^I \rightarrow \tilde{e}_a^I = \mathcal{N}_I e_a^I \) which we will write in matrix notation as

\[ e_a \rightarrow \tilde{e}_a = \mathcal{L} e_a, \tag{14} \]

where \( \mathcal{N}_I \) satisfies \( \eta_{IK} \mathcal{N}_K \mathcal{N}_L = \eta_{IJ} \mathcal{N}_K \mathcal{N}_L \). The physics cannot fix such freedom in the choice of a tetrad; this new symmetry is an additional gauge symmetry of general relativity when formulated in these variables. As in any gauge theory, derivatives of covariant fields require the introduction of the notion of a connection \( \omega^I = -\omega^I \) (a one-form called the Lorentz connection in this case) defining the covariant derivative. More precisely, if \( \lambda^I \) is an object with internal index transforming
covariantly $\lambda \rightarrow \tilde{\lambda} = \Delta \lambda$ under a Lorentz transformation $\Delta^j_i$ then its covariant (exterior) derivative, defined by
\[ d_\omega \lambda^j = d\lambda^j + \omega^j_\mu \wedge \lambda^\mu, \]
also transforms covariantly because $\omega^A_{\hat{a}}$ transforms inhomogeneously under internal Lorentz transformations (14):
\[ \omega \rightarrow \tilde{\omega} = \Delta \omega + \Delta \Lambda^{-1}. \]
Thus, the Lorentz connection $\omega^I_J$ is an additional field that is necessary in the tetrad formulation to define derivatives in a context where frames can be locally changed by a local Lorentz transformation. In a suitable sense, the Lorentz connection plays a role that is similar to that of the Christoffel symbol of the metric formulation. When the gravity field equations are satisfied, this connection is fixed in terms of derivatives of the tetrad field by equations that resemble equation (11).

In terms of $e^I$ and $\omega^I_J$ the action principle of gravity drastically simplifies becoming
\[ S[e^I, \omega^{AB}] = \frac{1}{2\kappa} \int e^{IKL} e^I \wedge e^J \wedge F^{KL}(\omega), \]
where $F^{AB}$ is the curvature of the connection $\omega^A_{\hat{a}}$, a two-form valued in the Lie algebra of the Lorentz group with a simple dependence on the connection given by
\[ F^{AB} = d\omega^{AB} + \omega^A_{\hat{a}} \wedge \omega^{\hat{a}B}. \]

The curvature transforms covariantly under a local Lorentz transformation $F \rightarrow \Lambda FA^{-1}$. The internal Levi-Civita symbol $\epsilon^{ABCD}$—a totally antisymmetric internal tensor such that $\epsilon^{0123} = 1$—is invariant under the simultaneous action of the Lorentz group on its four entries. The action is in this way invariant under the Lorentz gauge transformations (14) and (16). Equations (14) and (16) define the (internal) Lorentz gauge transformations of the basic fields entering the action. Nevertheless, the gauge transformations (14) and (16) need not be listed in addition to (17); the very field equations stemming from the action know about these symmetries. This is specifically explicit in the Hamiltonian formulation, where gauge symmetries are in direct correspondence with constraints (restrictions among the phase space fields) which in turn are the canonical generators of gauge transformations. These constraints (generators of gauge transformations) are part of the field equations [125] (see also [182]). We will write them explicitly in section 2.3.

In addition to internal Lorentz transformations, the action (17) is invariant under diffeomorphisms (general covariance). At the technical level this follows from the fact that the action (17) is the integral of a 4-form (a completely antisymmetric tensor with four contravariant indices) under coordinate transformation $x^\mu \rightarrow y^\mu(x)$ fields transform as tensors
\[ e^\mu_{\;\nu} dx^\nu = e^\mu_{\;\nu} \frac{\partial y^\mu}{\partial x^\nu} dy^\nu, \]
\[ \omega^{JK}_{\;\mu} dx^\mu = \omega^{JK}_{\;\mu} \frac{\partial y^\mu}{\partial x^\nu} dy^\nu, \]
while the integral remains unchanged as the 4-form transforms precisely by multiplication by the Jacobian $|\frac{\partial x^\mu}{\partial y^\nu}|$.

Once more, such symmetry will be dictated to us by the equations of motion coming from the action if not explicitly taken into account. This is in fact how Einstein himself was confronted with general covariance: his equations would seem to violate determinism as certain field components would not be entirely determined by the evolution equations. After some struggling with (what came to be known as) the hole argument he realized that the action (12) implied that coordinates have no physical meaning and that only coordinate-independent statements (diffeomorphism invariant in modern jargon) contain physical information (see [254] for a modern account). In the present case, these are functions of the basic fields $e$ and $\omega$ invariant under the transformations (19) in addition to (14) and (16).

The equations of motion coming from (17) follow from $\delta S = 0$ and $\delta_\omega S = 0$ respectively:
\[ e^{IKL} e^I \wedge e^J \wedge F^{KL}(\omega) = 0, \]
\[ d_\omega (e^I \wedge e^J) = 0. \]
Notice their algebraic simplicity. If the tetrad field is invertible (which basically means that a non-degenerate metric can be constructed from it according to (13)), then the previous equations are equivalent to Einstein’s equation (9). However, the field equations, as well as the action (17), continue to make sense for degenerate tetrads. For example, the no-geometry state $e = 0$—diffeomorphism invariant vacuum—solves the equations, and makes perfect sense in terms of the new variables.

In this way, guided by the necessity of coupling gravity with fermions, the first order variables and the action (17) introduce a paradigm shift that will be crucial in the quantum theory: the space of solutions (elements of the phase space of the theory (17)) contain degenerate configurations. These configurations are pregeometric in the sense of Wheeler [216], and will play a central role in the state space of LQG. Even when these are not important for the description of classical gravitational phenomena, they are expected to dominate the physics at the deep Planckian regime. We will see in what follows that these pregeometric configurations (in the form of quantum excitations) are responsible for the quantum gravitational phenomena associated with BHs; ranging from their thermal behavior, the relationship of their entropy with their area, to a possible natural explanation the information loss paradox.

Another striking property of the tetrad formulation is the radical reduction of the space of actions (formally expected to be probed by the renormalization group flow. Concretely, if one restricts to the pure gravitational sector, the most general action that is compatible with the field content of (17) and its symmetries has only six different terms. Indeed all possible gauge invariant 4-forms that can be constructed out of the tetrad field $e^I$ and the Lorentz connection $\omega^I_J$ are
\[ 3 \text{The renormalization group flow in first order variables cannot be defined in terms of the usual background field perturbation techniques. The problem is that no well-defined gauge fixing for diffeomorphisms is known around the natural degenerate background } e = 0. \text{ If instead a non-degenerate background is used then arbitrary terms can be generated by the symmetry breaking that it introduces (see [258] for an example in Yang–Mills context, and [122] for a discussion in the gravitational case).} \]
where \( d_\alpha e^\alpha \) is the covariant exterior derivative of \( e^\alpha \) and \( \alpha_1 \cdots \alpha_4 \) are coupling constants. For non-degenerate tetrads, Einstein’s field equations follow from the previous action independently of the of the \( \alpha \) values: the additional terms are called topological invariants, describing global properties of the field configurations in space-time. The \( \alpha_1 \)-term is called the Holst term [183], the \( \alpha_2 \)-term is the Nieh–Yan invariant, the \( \alpha_3 \)-term is the Pontryagin invariant, and the \( \alpha_4 \)-term is the Euler invariant. Despite not changing the equation of motion, these terms can actually be interpreted as producing canonical transformations in the phase space of gravity\(^4\). In such a context the so-called Immirzi parameter [186] corresponds to the combination [250]

\[
\gamma \equiv \frac{1}{(\alpha_1 + 2\alpha_2)}.
\]

The parameter \( \gamma \) will be particularly important in what follows.

2.1.2. Extended variables. General covariance is the distinctive feature of general relativity, and we have recalled how this is explicitly encoded in the action principles for gravity. The central difficulty of quantum gravity is how to generalize what we have learnt about quantum field theory (in the description of other interactions) in order to understand the generally covariant physics of gravity. In general relativity, measurable quantities cannot be defined with the help of coordinates or any non-dynamical background as both concepts stop carrying any physical meaning. Localisation of space-time events is possible only in a relational manner where some degrees of freedom are related to others to produce a generally covariant observable: one that is well defined independently of the coordinates by which we choose to label events.

In the classical theory these observables are always non-local. Localisation in general relativity is always done in a relational fashion using the notion of test observers. Test observers are key in the space-time interpretation of general relativity; the observables that follow from them are always non-local in space-time. An illustrating example is the case of two free test observers with world lines—geodesics in the space-time—that meet at some event \( A \), then separate and meet again at an event \( B \). The proper time \( \tau_{AB} \) measured by one of the observers between these two events is a genuine coordinate-independent quantity but is non-local. Another example is the definition of a BH event horizon which separates those observers that can in principle escape out to infinity from those that cannot: test photons are used to define the horizon in a coordinate independent fashion. All observables are non-local in general relativity.

These thoughts led to the idea that extended variables might be best suited for the definition of a quantum theory of gravity. Even when the motivations are sometimes different, non-local objects are also central in other approaches such as strings, branes [242], twistor theory [227], or causal sets [90].

An advantage of the new variables in (17) over the metric variables in (12) is that they allow for the introduction of natural quantities associated with extended subsets (submanifolds) of the space-time. These quantities are the fluxes of \( e^\alpha \wedge e^\beta \) and the holonomies of the Lorentz connection \( \omega \). More precisely, the fluxes are

\[
E(\alpha, S) \equiv \int_S \alpha_{IJ} e^J \wedge e^I,
\]

where \( \alpha_{IJ} \) is a smearing field and \( S \) is a two-dimensional surface. The holonomy assigns an element \( \Lambda(\ell, \omega) \) of the Lorentz group to any one dimensional path in space-time, by the rule

\[
\Lambda(\ell, \omega) \equiv \mathbf{P} \exp - \int_\ell \omega,
\]

where \( \mathbf{P} \exp \) denotes the path ordered exponential. None of these extended variables are diffeomorphism invariant; however, they transform in a very simple way under coordinate transformations: the action of a diffeomorphism on them amounts to the deformation of the surface \( S \) and the path \( \ell \) by the action of the diffeomorphism on space-time points. This behaviour makes these extended variables suitable for the construction of covariant non-local operators for the quantum theory. These extended variables are represented in figure 2.

The above non-local variables are the basic building blocks in the attempts to give meaning to the path integral definition of quantum gravity based on action (17). This research direction is known as the spin foam approach [230, 232, 233]. Even though some applications of spin foams to BHs are available, most of the developments have been achieved in the canonical (or Hamiltonian) formulation. We will see in what follows that extended variables of the above type are also available in the Hamiltonian formulation, but for that we have to briefly describe the phase space structure of general relativity when written in first order variables.

2.2. First steps towards the quantum theory: the Hamiltonian formulation

We need to study the Hamiltonian formulation of gravity formulated in terms of (22). In particular we are interested in obtaining the Poisson brackets between suitable basic variables in terms of which we shall parametrize the phase space of...
the theory. These Poisson brackets will become the canonical commutation relations in the quantum theory that are responsible for the discreteness of geometric quantities in LQG. In this way, the origin of the Planckian discreteness of geometry is easily seen from the Hamiltonian analysis. We only need to recall a shortcut for the construction of the canonical variables in mechanics, due to the simplicity of the action of gravity in first order formalism we will be able to derive, via simple algebraic steps, the form of the Poisson brackets for gravity, and foresee the seeds of discreteness.

2.2.1. The covariant phase space formulation in a nut-shell. There is a direct way for obtaining the phase space structure of a field theory from the action principle. The method is easily illustrated by a simple mechanical system with a single degree of freedom and Lagrangian $L(q, \dot{q})$. Under general variations, the action changes according to

$$\delta S = \int_{0}^{2} \left( \frac{\partial L}{\partial \dot{q}} - \left. \frac{d}{dt} \right|_{\text{e.o.m.}} \frac{\partial L}{\partial q} \right) \delta q dt + \frac{\partial L}{\partial q} \delta \dot{q} ,$$

where the boundary term comes from the integration by parts that is necessary to arrive at the equations of motion in the first term. The previous equation contains important information encoded in the type of variations $\delta q(t)$, and its boundary conditions (figure 3). If $\delta q(t)$ is arbitrary for intermediate times but vanishes at the boundary instants 1 and 2, then $\delta S = 0$ for those variations gives the equations of motion. If instead $\delta q(t)$ are variations defined by infinitesimal differences between solutions of the equations of motion—not necessarily vanishing at the boundary times—then the first term in (26) vanishes, and $\delta S = \rho \delta p \delta q$. These boundary contributions to the on-shell variation of the action tell us what the phase space structure of the system is, i.e., what the momentum $p$ conjugate to $q$ is. In this simple example, such a method for obtaining the momentum conjugate to $q$ might seem excessive, as in this case we already know the formula $p = \partial L/\partial \dot{q}$; however, it often proves to be the simplest and most direct method when dealing with generally covariant field theories such as the one defined by our action (17). We will use this method to directly access the Poisson commutation relations of geometric variables in gravity.

On a slightly more technical level, the boundary term $\Theta(\delta) \equiv p \delta q$ is called the symplectic potential and is a function of $\delta$ in the sense that it depends on the specific form of the on shell variation at the boundary—where $\delta$ denotes the infinitesimal difference between two solutions, it can be seen as a vector with components $\delta \equiv (\delta q, \delta p)$. From the symplectic potential $\Theta(\delta)$ one can obtain the symplectic form $\Omega(\delta, \delta')$ by an additional independent variation $\delta'$ according to

$$\Omega(\delta, \delta') \equiv \delta \Theta(\delta') - \delta' \Theta(\delta) = \delta p \delta q - \delta q \delta p ,$$

i.e. the on-shell antisymmetrized variation (exterior field derivative) of the symplectic potential gives the symplectic form. In one simple step, the on-shell antisymmetrized variation of the action leads (from (26)) to the conservation of the symplectic form

$$0 = (\delta \delta' - \delta' \delta) S = \Omega(\delta, \delta')|_{2} - \Omega(\delta, \delta')|_{1} ,$$

and its corollary: Liouville’s theorem on the conservation of phase space volume.

2.2.2. Implementation in gravity. Now we are ready to apply the previous techniques to the case of interest. In order to simplify the following analysis we set $\Lambda, \alpha_2, \alpha_3$ and $\alpha_4$ to zero in (22) and get the simpler (Holst) action

$$\delta S = \rho \delta q \delta p$$

Figure 2. First order variables can be naturally associated with extended variables behaving covariantly under diffeomorphisms. The exterior product $e \wedge e$ of frame fields can be naturally smeared on two dimensional surfaces—equation (24). The connection can be integrated along a one dimensional path to produce a group element defining parallel transport; this object is called the holonomy, and is given in (25). The first 2d extended object plays the role of ‘momentum’ conjugate to the holonomy in the path integral regularisation of gravity provided by the spin foam representation.

Figure 3. The action contains information about both the equations of motion and the phase space structure. Stationarity of the action under variations that vanish at the initial and final point gives the equations of motion (left panel). Changes of the action under on-shell variations (solutions of the e.o.m.) encode the phase space structure (right panel). These two features of the action are stated in equation (26) that shows the form of a general variation.
\[ S = \frac{1}{2\kappa} \int \left( \epsilon_{IJKL} + \frac{1}{\gamma} \eta_{JIKL} \right) \left( e^I \wedge e^J \wedge F^{KL} (\omega) \right), \tag{29} \]

which defines our starting point. The result is not affected if we drop this assumption but the proof becomes more technical \[121, 250\]. Following our recipe, in analogy with (26), we simply need to consider the most general variation of (29) in order to obtain the phase space structure of general relativity.

As discussed before it will be important to express

\[ \alpha_1 = \frac{1}{\gamma} \tag{30} \]

as \( \gamma \)—the Barbero–Immirzi parameter—will play a central role in what follows. Replacing in (26) and varying we obtain

\[ \delta S = \frac{1}{2\kappa} \int \left( \epsilon_{IJKL} + \frac{1}{\gamma} \eta_{JIKL} \right) \left( 2 \delta e^I \wedge e^J \wedge F^{KL} (\omega) \right. \]

\[ + e^I \wedge e^J \wedge \delta F^{KL} (\omega) \right). \tag{31} \]

The first term does not involve variations of derivatives of the fundamental fields, while the second term does. In fact, a well known property of the field strength of a gauge theory is that \( \delta F^{KL} (\omega) = d_\omega (\delta \omega^{KL}) \) which directly follows from (18). Using this and defining

\[ p_{IJKL} \equiv (\epsilon_{IJKL} + \frac{1}{\gamma} \eta_{JIKL}), \tag{32} \]

we get to the result by integration by parts, as explicitly shown in the following three lines:

\[ \delta S = \frac{1}{2\kappa} \int_M \left( 2p_{IJKL} \delta e^I \wedge e^J \wedge F^{KL} (\omega) + p_{IJKL} e^I \wedge e^J \wedge d_\omega (\delta \omega^{KL}) \right) \]

\[ = \frac{1}{2\kappa} \int_M \left( 2p_{IJKL} \delta e^I \wedge e^J \wedge F^{KL} (\omega) - p_{IJKL} d_\omega (e^I \wedge e^J) \wedge \delta \omega^{KL} \right. \]

\[ + \delta \left( [p_{IJKL} e^I \wedge e^J] \wedge \delta \omega^{KL} \right) \]

\[ \equiv \text{e.o.m.} \]

\[ = \frac{1}{2\kappa} \int_M \left( 2p_{IJKL} \delta e^I \wedge e^J \wedge F^{KL} (\omega) - p_{IJKL} d_\omega (\delta e^I \wedge e^J) \wedge \delta \omega^{KL} \right) \]

\[ + \int_{\partial M} \frac{1}{2\kappa} \left[ p_{IJKL} e^I \wedge e^J \right] \wedge \delta \omega^{KL}. \tag{33} \]

where in the first line we have substituted \( \delta F^{KL} (\omega) = d_\omega (\delta \omega^{KL}) \) in the second term and then integrated by parts. In the first term (the bulk integral) of the last line we recognise the field equations (20) while the second term (the boundary integral) tells us that \( P_{KL} \equiv -2\kappa^{-1} p_{IJKL} e^I \wedge e^J \) is the momentum density conjugate to the Lorentz connection \( \omega^{KL} \). In the Language of the symplectic potential we have

\[ \Theta (\delta) = \int_{\Sigma} \frac{1}{2\kappa} \left[ p_{IJKL} e^I \wedge e^J \right] \wedge \delta \omega^{KL}, \tag{34} \]

where \( \Sigma \) is a space-like hypersurface (one of the two components of the boundary \( \partial M \) in figure 4) representing the analog of an instant.

However, there is a problem: there are 18 independent components in the \( \omega^{KL} \) (6 independent internal configurations of the antisymmetric \( J^I \)-indices times 3 values of the \( a \)-index for the three space coordinates of the spacial boundary \( \Sigma \); while, naively, the same number of components are present in the \( p_{IJKL}^{\alpha} \), only 12 are independent, as they are all functions of \( e^I_\alpha \). This can be stated by saying that the \( p_{IJKL}^{\alpha} \) values must satisfy constraints. These constraints (which in the literature are known as the simplicity constraints) complicate the identification of the genuine phase space variables, and must be taken care of. There are two prescriptions for doing this: one is to solve them in some way before going on; the other is the Dirac modification of the Poisson brackets [125]. In the present case it will be easiest to simply solve these constraints by introducing a gauge fixing of the gauge freedom (14).

The idea is to reduce the Lorentz symmetry in (14) by demanding the co-vector \( e^I \) (which defines the time axis of

**Figure 4.** *Left panel:* foliation of a space-time region \( M \) without internal boundaries. The space-like hyper surfaces \( \Sigma_1 \) and \( \Sigma_2 \) (Cauchy hypersurfaces) are the analog of instants 1 and 2 in our mechanical analog depicted in figure 3. *Right panel:* Such space-like surfaces (where the gravitational field at a given instant is represented) can have a boundary \( H = \partial \Sigma \). BHs in loop quantum gravity are treated as a boundary where fields satisfy suitable boundary conditions; the so-called isolated horizon boundary condition.
the frame field; the only timeline member of the tetrad) to be perpendicular to the time slices $\Sigma$, or equivalently to be aligned with the unit normal $n$ to $\Sigma$, as in

$$e^0 = n.$$  (35)

This reduces the Lorentz gauge freedom to the rotation subgroup of the Lorentz group that leaves invariant the normal to $\Sigma$; we denote this $SU(2) \subset SL(2, \mathbb{C})$. This partial gauge fixing is known as the time-gauge, see figure 5. This choice is very natural in the Hamiltonian formulation of gravity, where the slicing of space-time in terms of space-like hypersurfaces is already available. The time gauge amounts to adjusting the time axis in our frame field to that singled out by the foliation.

The previous gauge fixing solves the problem of the mismatch of the number of independent components in the momenta as defined in (34). If we explicitly separate the 0 from the $i = 1, 2, 3$ internal indices then the symplectic potential (34) becomes

$$\Theta(\delta) = \frac{1}{\kappa} \int_{\Sigma} \left( \epsilon_{0jke}^0 \wedge e^j \wedge \delta \omega^{kl} + \frac{1}{\gamma} \epsilon_{0i} e^j \wedge e^k \wedge \delta \omega^{ij} \right).$$

where the first term in the first line vanishes because $e^0$ is normal to the space slice $\Sigma$ (it has no space components due to (35); more precisely, its pullback to $\Sigma$ vanishes). In the second line we used that $\epsilon_{ijk} = \epsilon_{ijk}$, simple algebraic properties of $e^0$, and we have factored out $\gamma^{-1}$. In the third line we have defined a new configuration variable

$$A' \equiv \gamma \omega^0 + \epsilon_{ijk} \omega_{ijk},$$  (37)

which transforms as a gauge connection under the $SU(2)$ gauge symmetry that remains after the imposition of the time gauge, and is called the Ashtekar–Barbero connection. Now we have nine $A'_i$ configuration variables for the nine conjugate momenta $\epsilon_{ijk} e^j / e^k$ depending of the nine components of $e^0$.

The strategy of the gauge fixing has worked, as there are no additional constraints on momentum variables. Recall our previous discussion on how important it was for the framework to have a connection formulation. For that, the factor in front of the second term in the definition of $A'$ must be precisely 1; this is why one obtains a factor $\gamma^{-1}$ in front of the symplectic potential.

From now on we adopt the more compact notation

$$E = \gamma \omega^0 + \epsilon_{ijk} e^j,$$  (38)

and write (36) as

$$\Theta(\delta) = - \frac{1}{\kappa \gamma} \int_{\Sigma} E \wedge \delta A'.$$  (39)

Notice that the term that makes the connection $A'$ transform as a connection is the second term in (37) (the first transforms as a vector under an $SU(2)$ rotation), which actually comes directly form the contribution of the Holst terms in (22) to the symplectic potential (as mentioned above, there is also a contribution to this term coming from the Nieh–Yan invariant in (22)). Further analysis shows that $\omega^0$ is not free; indeed part of the field equations—equation (21)—imply Cartan’s first structure equation

$$de^i + \omega^k \wedge e_k = 0,$$  (40)

whose solution is a unique function of the triad $e^i$ and we denote $\omega^0 = \omega(e)^0$.

The symplectic structure that follows from the recipe (27) and the symplectic potential (36) is

$$\Omega(\delta, \delta') = \frac{1}{2 \kappa \gamma} \int_{\Sigma} \delta A' \wedge \delta' E_i - \delta A' \wedge \delta E_i.$$  (41)

The associated Poisson brackets relations are

$$\{ E^i(x), E_j(y) \} = 0,$$
$$\{ A'_i(x), A'_j(y) \} = 0,$$
$$\{ E^i(x), A'_j(y) \} = \kappa \gamma \delta^i_j \delta^{(3)}(x, y),$$  (42)

where $\delta^{(3)}(x, y)$ is the Dirac delta distribution with the usual properties that are familiar in the non-gravitational context when integrated against test functions, with the additional feature of being defined on arbitrary coordinates$^c$. The phase

---

$^c$ At this stage the rationale would imply that the original gauge group is $SO^+(3,1)$, the proper orthochronous Lorentz group with $SO(3)$ the subgroup obtained via the time gauge. However, for applications including fermions and other features that become clear in the quantum theory it is more convenient to work with the universal coverings $SL(2, \mathbb{C})$ and $SU(2)$.

$^d$ More precisely, $\epsilon^{(3)}_{ijk}$ is a three-form Levi-Civita density. Its tensor structure matches the one of the left-hand side, where we have the (one-form) connection $A'_i$ times the (two form) $E^i_{\mu\nu}$. We have dropped tensor indices to improve readability.
space structure of gravity in connection variables is exactly that of a non-Abelian $SU(2)$ Yang–Mills theory. This, combined with background independence, will lead to the discreteness of geometric observables in the quantum theory, as we will soon show.

2.2.3. An alternative derivation: the importance of being in $3 + 1$ dimensions. But first let us make a little detour that emphasises the importance of the dimensionality of space-time in the present treatment. There is a peculiar feature of three dimensional space playing a central role in the existence of the $E$ and $A$ canonical variables. If we had started from the simplest action (17),

$$S = \frac{1}{2\kappa} \int \epsilon_{IJKL} (\epsilon^I \land \epsilon^J \land F_{KLM} (\omega)), \quad (43)$$

then the symplectic potential would have resulted in

$$\Theta(\delta) = \int_\Sigma \frac{1}{2} \epsilon_{IJKL} \epsilon^I \land \epsilon^J \land \delta \omega_{KLM}, \quad (44)$$

which after the time-gauge fixing would have become

$$\Theta(\delta) = -\frac{1}{\kappa} \int_\Sigma \epsilon_{IJKL} e^I \land \epsilon^J \land \delta \omega^0, \quad (45)$$

which tells us that $E^I = e^I \land \epsilon^J$ and $\omega^0$ are canonical pairs. However, none of these variables transforms as a connection under the remaining $SU(2)$ gauge symmetry.

The $SU(2)$ connection formulation found in the previous section can be recovered via a canonical transformation, thanks to a remarkable property of the geometry of frame fields in three dimensions. Given a frame field (which in 3d corresponds to our field $e^I$) there is a unique solution of the Cartan first structure equation (47) (recall that this equation comes from the field equation (21)) that we call the spin connection $\omega^0(e)$. This is true in any dimension $d$ with the range of index $i,j = 1, \cdots, d$. The antisymmetry of the connection in $ij$ implies that there are $d_i = d(d-1)/2$ independent internal components. The case $d = 3$ is special only because in this case does one have $d_i = d$: the connection has exactly the right amount of components to be added to an object that transforms as a vector under the action of the frame rotation group ($SU(2)$ in this case). Indeed, for $d = 3$ we can express this algebraic property by encoding the components of the connection $\omega^0$ in terms of an object with only one internal index (like a vector) using the Levi-Civita internal tensor,

$$\omega^0(e) \equiv \epsilon^{ijk} \omega_{ijk}(e), \quad (46)$$

which can be inverted to give $\omega^{ij}(e) \equiv \epsilon^{ijk} \omega_{kij}(e)$. Now, in three dimensions only, and in terms of this definition, we can write the Cartan equation (47) as

$$de^I + \epsilon^{ijk} \omega^0_{ijk} e_k = 0, \quad (47)$$

and, most importantly for what follows, taking the variation of Cartan equation and then computing the wedge product with $e_i$ on gets

$$d(\delta e^I) \land e_i + \epsilon^{ijk} \delta \omega^0_{ijk} e_k \land e_i + \epsilon^{ijk} \omega^0_{ijk} \land \delta e_k \land e_i = 0; \quad (48)$$

using (47) to rewrite the third term, and renaming dummy indices, one gets a key result for the foundations of LQG, specifically that

$$\epsilon^{ijk} e_i \land e_j \land \delta \omega^0_{ijk} = d(\delta e_i \land e_j). \quad (49)$$

We can use the previous identity to now manipulate (45) and get

$$\Theta(\delta) = -\frac{1}{\kappa} \int_\Sigma \epsilon_{IJKL} e^I \land \epsilon^J \land \delta \omega^L, \quad (50)$$

where we have introduce the Immirzi parameter by adding and subtracting a term proportional to the left-hand side of (49). Assuming that $\Sigma$ is compact, the last term in the previous expression vanishes due to (49) and we get

$$\Theta(\delta) = -\frac{1}{\kappa} \int_\Sigma E^I \land \delta A^I, \quad (51)$$

in agreement with the previous derivation (39). If $\delta \Sigma \neq 0$, then the last term contributes to the symplectic structure with a boundary term; this will be important in the presence of a BH in section 3.3. A canonical transformation available in $3 + 1$ dimensions is the way by which we find the Yang–Mills like parametrisation of the phase space of gravity (the Immirzi parameter labels a one parameter family of these).

Some general comments: as becomes clear from the previous discussion, the construction of the phase space of connection variables presented here works naturally only in $3 + 1$ dimensions. There is another possible canonical transformation which leads to the analog of the $\theta$ parameter in QCD; its effects on the phase space structure and BHs are studied in [249]. Connection variables are also natural in $2 + 1$ dimensions, where the absence of the simplicity constraints implies that one does not need to introduce the time gauge and can keep manifest Lorentz invariance. It is possible to avoid the time gauge and keep Lorentz invariance in the $3 + 1$ dimensional setting at the price of having non-commutative connections due to the contributions of the simplicity constraints to the Dirac brackets [8, 9]. Because of this, the quantisation program has not been rigorously realised in this case (see [10] for a heuristic approach). The connection parametrisation of higher-dimensional gravity is possible but more complicated (due to the presence of simplicity constraints), as has been shown in [80, 81, 83]. For a discussion of its quantisation see [82, 84]. The formalism has been generalised in order to

If one drops the Einstein term in (22), the theory becomes topological (with no local propagating degrees of freedom), but still admits the $(E,A)$ phase space parametrization [205].
include supergravity in [78, 79, 85, 86]. The calculation of BH entropy in higher dimensions has been studied in [295].

2.3. Constraints: the Hamiltonian form of Einstein’s equations

We have seen how the covariant phase space formulation offers a direct road to obtaining the phase space structure of general relativity. The Poisson brackets we have obtained in (42) are key in understanding the prediction of Planckian discreteness of geometry (we postpone this discussion to section 3). However, for simplicity we have not discussed in any detail the dynamical equation of gravity in the Hamiltonian framework. It is possible to show (for more details see, for instance, [299]) that Einsteins equations split into the following three constraints on the initial field configuration \((E, A)\) given on a slice \(\Sigma\), and the Hamiltonian evolution equation for these data. The constraints are

\[
G(E, A) = \delta A E^\dagger = 0, \quad \tag{52}
\]

\[
V_d(E, A) = e^{\alpha \beta} E_{\alpha \beta} \cdot F_{\alpha \beta} = 0, \quad \tag{53}
\]

\[
S(E, A) = \frac{(E_{ab} \times E_{ab})}{\sqrt{\text{det}(E)}} \cdot F_{ cf} e^{abc} e^{def} + \cdots = 0, \quad \tag{54}
\]

which are called the Gauss constraint, the diffeomorphism constraint, and the scalar constraint (there is an additional term in the last expression that we have omitted for simplicity; the full expression can be found in [36]). The \(\cdot\) and \(\times\) denotes the scalar and the exterior product in the internal space. For any quantity \(O(A, E)\) (this includes in particular the phase space variables \(A\) and \(E\)) its evolution is given by the canonical equation \(\dot{O} = \{O, H[\alpha, \vec{N}, M]\}\) with the Hamiltonian

\[
H[\alpha, \vec{N}, M] \equiv \int_{\Sigma} \alpha_i G^i + N^a V_a + \mathcal{M}, \quad \tag{55}
\]

where the fields \(\alpha, \vec{N},\) and \(M\) are completely arbitrary in their space and time dependence; the freedom is associated with coordinate invariance of gravity (encoded in the four free fields \(\vec{N}\), and \(M\)) and the additional \(SU(2)\) internal gauge symmetry of the first order formulation in the time gauge. Time evolution is therefore not uniquely defined, but all different space-times and fields produced from one particular initial data satisfying the constraints via (55) can be shown to solve Einstein’s equations, and be related to each other via a diffeomorphism (coordinate transformation) and gauge transformations. A moment of reflection shows that an initial datum \((A, E)\) (i.e. solving the constraints) and \((A + \delta A, E + \delta E)\) such that \(\delta A = \{A, H[\alpha, \vec{N}, M]\}\) and \(\delta E = \{E, H[\alpha, \vec{N}, M]\}\) lead to solutions which are related by a diffeomorphism and gauge transformations. The interpretation of this fact is that \((A, E)\) and \((A + \delta A, E + \delta E)\) are the very same datum in different gauges. Thus, the Hamiltonian generates both time evolution and gauge transformations in a generally covariant theory [125]. Notice also that the Hamiltonian vanishes identically on solution.

The Gauss constraint (52) is especially important. In our gravity context, it follows from the covariant field equation (21), but on a more general basis it has a completely geometric origin: it arises from the presence of the underlying \(SU(2)\) gauge symmetry (what remains of the original Lorentz symmetry after the time gauge-fixing (35)). Equation (52) is the strict analog of the Gauss law of electromagnetism and Yang–Mills theory. It can be shown that the smeared version

\[
\delta_o A = \{A, G[\alpha]\} = -d_a \alpha, \quad \delta_o E = \{E, G[\alpha]\} = [\alpha, E]. \quad \tag{57}
\]

These transformations are the generalization of the gauge transformations of electromagnetism to the non-Abelian case. The Gauss law and the transformations it generates are strictly the same as those of an \(SU(2)\) Yang–Mills theory. The phase space parametrization in terms of a non-Abelian electric field \(E\) (with a geometric interpretation in this case) and its conjugate \(SU(2)\) connection also mimics the natural phase space parametrization of an \(SU(2)\) Yang–Mills phase space. These are key features of the variables that follow naturally from (22); they have central importance in the construction of the non-perturbative techniques used to define LQG.

In the presence of boundaries, some subtleties arise when considering the gauge transformations generated by (56). We will return to this important point in section 3.4.2.

3. Quantum geometry: the horizon and the outside

In this section we analyse further the commutation relations we found in (42). On the one hand we will see what kind of commutation relations they imply for geometric observables on the boundary (that can represent a BH horizon), on the other hand we will also derive commutation relations for geometric observables inside (in the bulk). We sketch the quantisation of the observables, and present the basics of the quantum geometry theory on which LQG is based. We also review the basic facts about the isolated horizon boundary condition [19] representing BHs in the formalism.

3.1 Modeling a black hole horizon in equilibrium: the phase space of an isolated Horizon

As discussed in section 1.2, the physics of BHs in equilibrium as seen by external, late stationary observers is the physics of an infinitesimal hyper-annulus around the horizon with a width that tends exponentially to zero with the proper time of the external observers, and quickly becomes shorter than the Planck length. This suggests that the entity encoding the relevant degrees of freedom for the description of the statistical mechanical nature of BH entropy is the \(2 + 1\) dimensional null hyper-surface defining the BH horizon. With the prospect of quantizing the later degrees of freedom in the canonical framework, where LQG techniques have been developed, it
is necessary to rethink the Hamiltonian formulation of general relativity in the presence of a null boundary with suitable boundary conditions incorporating the physical notion of a BH horizon in equilibrium. This has led to the development of the so-called isolated horizon formalism, which we briefly describe below (see [30] for a specific review).

The definition of the phase space of gravity (as for any field theory) needs special care when boundaries are present. For illustration consider the two situations depicted in figure 3: (assuming that the space-times of interest are asymptotically flat) on the left panel there is only a boundary at infinity, while on the left panel the presence of the BH is modelled by an additional internal null boundary $\Delta$. In the presence of such null or time-like boundaries, the local conservation of the symplectic structure (encoding the basic Poisson bracket structure of the field theory) does not suffice to grant the conservation of the symplectic structure from one initial Cauchy surface $\Sigma_1$ to a later one $\Sigma_2$. This is due to the fact that non-trivial degrees of freedom excited when specified on $\Sigma_1$ can in turn excite those on the time-like or null boundaries of space-time without being registered on $\Sigma_2$. Physically, energy can be carried in or out of the system via the boundaries. This implies that generically there is non-trivial symplectic flux leaking across the time-like null components of the boundary of the space-time region of interest, and hence a lack of conservation of the symplectic form defined on space-like sections like $\Sigma$. The field theory defined on a bounded region is naturally that of an open system.

With suitable restrictions of the behaviour of fields on the boundaries, one can recover a closed-system field theoretical model (i.e. with a conserved symplectic structure) that can represent physically interesting situations. When these boundaries are at infinity, the conservation of the symplectic structure follows from the vanishing of the symplectic flux across the boundary at infinity due to suitable fall-off conditions on solutions of the field equations (defining asymptotically flat space-times). In the presence of the internal boundary $\Delta$ (see figure 3) boundary conditions must be specified in order to, on the one hand, capture the geometry and other degrees of freedom on the boundary in the desired regime (stationary BHs in our case), and, on the other hand, grant the vanishing of the symplectic flux across $\Delta$. If these two conditions are satisfied, then one can view the system as a closed Hamiltonian system with a conserved symplectic structure, and thus contemplate its possible quantization.

In order to achieve this goal, the definition of isolated horizons declares the boundary $\Delta$ to be a null surface with the same topology as that corresponding to a stationary BH horizon, viz. $\Delta = S^2 \times \mathbb{R}$, and then (apart from some technical subtleties) fixes the part of the geometry and matter fields that can be freely specified on such a characteristic surface to match those of the corresponding stationary BH horizon, i.e. those of the Kerr–Newman family. Among other properties, isolated horizons admit a preferred slicing in terms of spheres $S^2$ with an intrinsic geometry that is ‘time’-independent in the sense that it does not depend on the $S^2$ spheres corresponding to the intersection of the space-like hypersurfaces $\Sigma$ with $\Delta$. This implies that the area and shape of the horizon are time independent and forbids, by consistency with Einstein’s equation, the flux of matter fields and gravitational radiation across the boundary. The definition of isolated horizons is independent of coordinates preserving the slicing, and admits a formulation which does not break $SU(2)$ gauge transformations [139–141]. For that reason, fields on the boundary $\Delta$ are only fixed up to these two gauge symmetries, hence the boundary condition allows for field variations which are only pure gauge on $\Delta$ (a combination of tangent diffeomorphisms and $SU(2)$ gauge transformations). The definition of isolated horizons admits null horizons with local distortion [28]. The number of degrees of freedom specifying this distortion is infinite, and can be encoded in multipole moments [27]. These cases are thought to represent BH horizons in equilibrium with exterior matter distributions causing the distortion due to tidal effects.

The local nature of the boundary condition implies a certain ambiguity in the characterisation of time evolution right at the boundary. For stationary BHs the normal is uniquely fixed by requiring it to correspond to the Killing fields whose normalization is fixed by demanding that they generate the symmetries of inertial observers at infinity. Such relationship between symmetries at infinity (which are generated from the Hamiltonian perspective by mass $M$ and angular momentum $J$) and the symmetry of the horizon along the null normal $\ell$ is the central ingredient in the validity of the first law (2). In the case of isolated horizons this link is lost due to the very local nature of the definition. A direct technical consequence of this is that one can no longer fix the null normal to the horizon $\ell_{\text{IH}}$ by simple global symmetry requirements, and so the null generator $\ell_{\text{IH}}$ is defined only up to multiplication by a constant. This ambiguity has important consequences for the first law of BH mechanics, which we discuss below.

### 3.2. The laws of isolated horizons

The restrictions on the boundary condition that are mentioned above capture the essential features of BH horizons in geometric terms. Despite the limitations described at the end of the previous section it has been shown that isolated horizons satisfy similar mechanical laws to BH horizons [20–23]. The first step is to define the notion of surface gravity $\kappa_{\text{IH}}$ which is achieved by the conditions that define a weakly isolated horizon. A slight strengthening of these conditions leads to the notion of isolated horizons (IH), for which the only freedom that remains resides in the value of a constant rescaling of the null normal $\ell_{\text{IH}}$ mentioned before. Surface gravity is defined via the intrinsic equation $\ell_{\text{IH}} \nabla_{\ell_{\text{IH}}} \ell_{\text{IH}} = \kappa_{\text{IH}} \ell_{\text{IH}}$. Thus, the scaling ambiguity in $\ell_{\text{IH}}$ implies that the surface gravity $\kappa_{\text{IH}}$ is defined up to multiplication by a constant as well. Nevertheless, one can show (as for stationary BHs) that $\kappa_{\text{IH}}$ is indeed a constant on the horizon, even when these are not necessarily spherically symmetric. This is known as the zeroth law of BH mechanics, in analogy with the zeroth law of thermodynamics, stating that temperature is uniform in a body at thermal equilibrium.
Despite the fact that the definition of isolated horizons does not allow for the flow of matter across the null surface representing the BH horizon, it is possible to prove the validity of the first law for isolated horizon (i.e. a balance law analogous to (2)). The way around is the integrability conditions that follow from requiring the existence of a consistent time evolution. Time evolution in general relativity is defined by a time-like vector field (a time flow). When considering time evolution in the canonical framework, the flow is generated via Hamilton’s equations by a suitable Hamiltonian. In general relativity, this Hamiltonian has non-trivial contributions (i.e. not vanishing when Einstein’s equations are satisfied) only coming from the boundaries.\footnote{The vanishing of the Hamiltonian density in the bulk—a direct consequence of Einstein’s equations—is rooted in general covariance.
}
Consistency of the time evolution demands the boundary contribution to the Hamiltonian coming from the BH horizon to depend on other boundary charges—the area of the horizon $a$, angular momentum $J$ (which exists when the isolated horizon is axisymmetric [22]), and possibly other matter charges such as the electromagnetic charge $Q$—in a way that is encoded in a differential relation that amounts to the first law. Explicitly,
\[
dE_{\text{BH}} = \frac{\kappa_{\text{IH}}}{8\pi} \, da + \Omega_{\text{BH}} \, dJ + \Phi_{\text{BH}} \, dQ,
\]
where $\Omega_{\text{BH}}$ and $\Phi_{\text{BH}}$ are the angular velocity and electromagnetic potential, respectively, of the isolated horizon. All intensive quantities are defined up to a constant rescaling inheriting the freedom of the choice of the null timelike $t_{\text{IH}}$. This freedom precludes the integration of the previous relation to get a unique ‘state function’ $E_{\text{BH}}(a, J, Q)$. As a consequence, there is an infinite family of energy notions for isolated horizons; one needs extra structure in order to extract physics from the previous form of the first law. We will get back to this important point in section 4.2. For an extensive review on properties of isolated and dynamical horizons see [29, 30]. Isolated horizons have been defined in 2 + 1 [42] and higher dimensions [87, 195, 204].

### 3.3. Pre-quantum geometry I: Poisson brackets of geometric quantities on the Horizon

It turns out that under the restrictions imposed by the isolated horizon boundary condition the symplectic flux across the boundary defining the BH horizon $\Delta$ is not zero, but is given by the integral of a total differential; hence, it can be written as integrals on the boundary $\partial \Delta$. These boundary fluxes can be absorbed in the definition of the symplectic structure of a closed system (i.e. conserved). Concretely, the symplectic structure (41) acquires a boundary term encoding the presence of the internal boundary with its isolated horizon degrees of freedom

\[
\Omega(\delta, \delta') = \frac{1}{2\kappa\gamma} \int_{\Sigma} \delta A' \wedge \delta' E_i - \delta' A' \wedge \delta E_i + \frac{1}{\kappa\gamma} \int_{\partial \Sigma \cap \Delta} \delta e_i \wedge \delta' e_i,
\]
where $H = \Delta \cup \Sigma$ is a cross section of the isolated horizon (see right panel in figure 4). This boundary term comes from the last term in (50). Thus, in addition to the Poisson brackets (42) for the bulk basic variables, the boundary term in the symplectic structure implies the following boundary fields commutation relations:

\[
\{e^i_\alpha(x), e^j_\beta(y)\} \equiv \kappa \gamma \delta^i_j \delta^{(2)}(x, y) \delta(\Sigma),
\]

where $\delta^{(2)}_{ab}$ is the 2d Levi-Civita density. Recall that the $e$-fields encode the metric information, so the previous equation (which we have shown to come directly from the gravity action (22)) anticipates the non-commutativity of the boundary horizon geometry in the quantum theory. More explicitly, if we consider the two dimensional induced metric tensor $g^{(2)}_{ab} \equiv e^i_\alpha \delta_{ij} \delta(\Sigma)$ the commutation relations that follow from (60) are

\[
\{g^{(2)}_{\alpha\beta}(x), e^i_\gamma(y)\} \equiv \kappa \gamma \left( g^{(2)}_{\alpha\beta}(x) e^i_\gamma + g^{(2)}_{\gamma\alpha}(x) e^i_\beta + g^{(2)}_{\gamma\beta}(x) e^i_\alpha \right) \delta^{(2)}(x, y),
\]

The previous equation predicts quantum fuzziness of the geometry of the BH horizon (not all the components of the metric can be determined simultaneously, due to the Heisenberg uncertainty principle).

For later application it is instructive to consider the bi-vectors

\[
E^i_B = e^i_\alpha e^j_\beta, \quad e^i_\beta,
\]

where $E^i_B$ carries a subindex that stands for boundary to distinguish it from the analogous-looking object (38) defined in terms of bulk fields (recall discussion on extended variables in section 2.1.2). A straightforward calculation shows that (60) implies

\[
\{E^i_B(x), E^j_B(y)\} = \kappa \gamma \delta^{i}_j E^k_B(x) \delta^{(2)}(x, y),
\]

which is remarkably simple: it corresponds to the algebra of angular momentum generators in standard mechanics. By introducing the smeared version

\[
E_B(\alpha) \equiv \int_{\Delta} \alpha_i E^i_B,
\]

for an arbitrary smearing field $\alpha_i$ then we can express the previous commutation relations as

\[
\{E_B(\alpha), E_B(\beta)\} \equiv \kappa \gamma E_B([\alpha, \beta]),
\]

where $[\alpha, \beta] \equiv \delta^i \delta_{ij} \alpha \beta$. In the quantum theory this will lead to the discreteness of the BH horizon area spectrum\footnote{Similar commutation relations have been proposed via an independent argument in [277].}. It is possible to generalise this construction, in order to describe higher dimensional BHs [87].
3.3.1. The gauge theory way: Chern–Simons formulation. Non-rotating BHs in equilibrium can be modelled by the isolated horizon boundary condition. When one assumes the horizon to be spherically symmetric, one finds that the curvature of the Ashtekar–Barbero connection in the bulk is related to the ‘electric’ fields on the horizon as

\[ \frac{a_H}{2\pi} F^i(A) = E^i_B, \]

where \( a_H \) is the area of the horizon (taken as a non-dynamical parameter characterizing the isolated horizon), and we assume \( K^i = 0 \), which corresponds to the time-symmetric slicing where the analysis of section 4.2 holds. As shown in [141], the constraint (66) amounts to the imposition of both diffeomorphism and the Gauss constraint at the boundary, i.e. it is in a precise sense the analog of (53) and (52) together. Because of the boundary condition, no scalar constraint (54) needs to be imposed. All the boundary dynamics is coded by (66).

Using the previous equation, and under the assumption that fields satisfy the IH boundary conditions conditions described in section 3.1, the boundary contribution to symplectic structure (59) can be rewritten in terms of the Ashtekar–Barbero connection on the boundary as

\[ -\frac{a_H}{2\pi \kappa \gamma} \int_{\partial\Sigma} \delta A_i \wedge \delta' A^i. \]

This implies that (on the boundary) the Ashtekar–Barbero connection does not commute with itself: that is,

\[ \{ A^i_{\mu}(x), A^j_{\nu}(y) \} = \frac{2\pi \kappa \gamma}{a_H} \delta^{ij} \epsilon_{\mu\nu}(x,y). \]

The previous Poisson structure corresponds to that of an \( SU(2) \) Chern–Simons theory with level \( k = a_H/(2\pi \gamma) \). It can be shown that in this framework equation (66) is a constraint that completes the Gauss constraint (52) in the presence of a boundary: via Hamilton’s equation, it is the generator of boundary gauge transformations [141] (the relation between \( E_B \) and the generators of internal gauge transformations will be clarified further in section 3.4.2).

Thus, the classical degrees of freedom on an isolated horizon can be described dynamically by a Chern–Simons theory. Historically, the Chern–Simons formulation of isolated horizons was first found in its \( U(1) \) gauge fixed form in [16, 17]. However, the \( U(1) \) gauge fixed theory in the quantum theory when one tries to impose the gauge fixed version of (66). The obstacle is that the classical gauge fixing becomes incompatible with Heisenberg’s uncertainty principle due to the commutation relations (63). This difficulty is circumvented in the \( SU(2) \) formulation which was put forward later [140, 141]. The formulation was extended to static BHs with distortion in [236]. There are other parametrizations of the phase space of isolated horizons in the literature establishing a link with BF theories [107]; see, for instance, [248, 296].

Rotating BHs do not satisfy the boundary condition [262]. Technical difficulties related to the action of diffeomorphisms also arise. For a discussion of these issues, and a proposed model, see [154]. Isolated horizons which are not spherically symmetric and not rotating can be mapped to new variables so that the analog of (66) (in the \( U(1) \) gauge) is satisfied [28, 55]. For simplicity, we will concentrate on spherically symmetric BHs in this article.

3.4. Pre-quantum geometry II: Poisson brackets of geometric quantities in the bulk

Here we show how the Poisson non-commutativity of the geometric variables on a boundary is not a peculiar feature of boundary variables, but a generic property of metric observables which remains valid in the bulk. This leads to the non-commutativity of the associated quantum operators in LQG, and to its main prediction: the fundamental discreteness of the eigenvalues of geometry. This prediction is central to the description of the quantum properties of BHs in this approach to quantum gravity.

3.4.1. Fluxes: the building block of quantum geometry. Given an arbitrary surface \( S \) in space \( \Sigma \) one can define the following classical object, which we call the flux of (geometry) \( E \)—in analogy with the equivalent quantity in electromagnetism or Yang–Mills theory—by the following expression

\[ E(S, \alpha) \equiv \int_S \alpha_i E^i, \]

where the smearing field \( \alpha^I \) is assumed to have compact support in \( \Sigma \). This quantity is central in the construction of quantum operators capturing geometric notions in LQG. It is an extended variable (as discussed in section 2.1.2) which, through its non-locality, allows for the necessary point-splitting regularization of non-linear observables in the quantum theory. Among the simplest geometric observables one has the area of a surface \( S \), which can be shown to be given by

\[ a(S) = \int_S \sqrt{E_{\gamma\gamma} \cdot E_{\gamma\gamma}} \, dx dy, \]

where \( \cdot \) denotes the contraction of internal indices (inner product in the internal space) of the \( E \) values, and \( x, y \) are local coordinates on \( S \). The fact that area is given by the previous expression is a simple consequence of the definition (38) and the relationship of the triad \( \epsilon \) with the metric. Similarly, one can define the volume of a region \( R \in \Sigma \) as

\[ V(R) = \int_R \sqrt{E_{\gamma\gamma} \cdot (E_{\gamma\gamma} \times E_{\gamma\gamma})} \, dx dy dz. \]

11 The quasi-local treatment leading to the area Hamiltonian was not available when the first derivation of the CS formulation was proposed [141]. A different slicing was then used, which led to the factor \( a_H/(\pi(1 - \gamma^2)) \) on the lhs of (66).

12 When applying the canonical quantization formula, the basic variables \( E \) and \( A \) must be promoted to suitable operators acting in a Hilbert space. Because of the distributional nature of the Poisson brackets (42), these operators make sense as distributions as well. Products of these operators at a same point are mathematically ill-defined, and lead to the UV (ultra-violet) divergencies that plague quantum field theories. The extended variables used in LQG are natural regulating structures that resolve this mathematical problem in the definition of (non-linear) geometric observables.
both of which are potentially UV-divergent in the quantum theory due to the fact that they involve the multiplication of operator-valued distributions at the same space point. The statement, that we give here without a proof, is that the quantum operators \( \hat{a}(S) \) and \( \hat{b}(R) \) for arbitrary surfaces \( S \) and arbitrary regions \( R \) can be defined on the Hilbert space of LQG as functionals of the fluxes (69) for families of regulating surfaces, which are removed via a suitable limiting procedure (for details see [33, 34]). In this way the fluxes (64)—which arise naturally in the context of the boundary geometry—are also very important when defined in the bulk terms of an arbitrary 2-surface \( S \subset \Sigma \). We will see in what follows that the bulk fluxes also satisfy commutation relations of the type (65).

3.4.2. Non-commutativity of fluxes; the heart of Planckian discreteness. Here we show that the Poisson brackets among fluxes (69) reproduce the algebra of angular momentum generators at every single point on the surface. Here we also show how the appearance of the rotation algebra is related to the SU(2) gauge transformations generated by the Gauss law. Such non-commutativity might seem at first paradoxical, given the fact that the \( E \) Poisson commute according to (42). The apparent tension is resolved when one appropriately takes into account the Gauss law (52), and studies carefully the mathematical subtleties associated with computing the Poisson bracket of an observable smeared on a 2-dimensional surface—as (69)—in the context of the field theory on \( S \approx 3 + 1 \) dimensions. This subtlety has been dealt with in at least two related ways some time ago [26, 144]. Here, we follow a simpler and more geometric account recently introduced in [106]. We present it in what follows for the interested reader.

Without loss of generality we assume \( S \) to be a closed surface—if the 2-surface \( S \) does not close we can extend it to a new surface \( S' \) in some arbitrary way in the region outside the support of \( \alpha \) to have it closed so that \( E(S, \alpha) = E(S', \alpha) \). Using Stokes’ theorem we can write (69) as a 3-dimensional integral in the interior of \( S \)

\[
E(S, \alpha) = \int_{\text{int}[S]} d\alpha(E^i) = \int_{\text{int}[S]} (d_A \alpha_i) E^i + \alpha_i (d_A E^i)
\]

\[
\approx \int_{\text{int}[S]} (d_A \alpha_i) \wedge E^i,
\]

where in the second line the symbol \( \approx \) reminds us that we have used the Gauss law (52). More precisely, this implies that the Poisson bracket of any gauge invariant observable and \( E(S, \alpha) \), and Poisson bracket of the same observable and the expression of the right-hand side of \( \approx \) coincide. In other words, when considering gauge invariant quantities \( \approx \) amounts to an \( \sim \) sign.

It is only at this point—after writing the fluxes in terms of a three-dimensional smearing of local fields—that we can use the Poisson brackets (42) (whose meaning is a distribution in three dimensions, as the Dirac delta functions in (42) explicitly show). But now the new expression of the fluxes (72) explicitly depends on the connection \( A' \) via the covariant derivative \( d_A \). This is the reason at the origin of the non-trivial Poisson bracket among fluxes. Direct evaluation of the Poisson brackets using (42) yields

\[
\{E(S, \alpha), E(S, \beta)\} \approx \int \int d^3x d^3y \{d_{\alpha} E^i \wedge E^j, d_{\beta} E^j \wedge E^i + d_{\alpha} E^m \wedge \beta^* \wedge E^i \}
\]

\[
\approx \int \int d^3x d^3y \{d_{\alpha} E^i \wedge E^j, E^{mn} \wedge \beta^* \wedge E^i \}
\]

\[
+ \{d_{\alpha} E^i \wedge \alpha^* \wedge E^j, d_{\beta} E^j \wedge E^i + \alpha^* \wedge E^j, E^{mn} \wedge \beta^* \wedge E^i \}
\]

\[
\approx \kappa \gamma \int d^3x d^3y \{d_{\alpha} \alpha^* \wedge \beta^* \wedge E^i + \alpha^* \wedge \beta^* \wedge E^j + \cdots \}
\]

\[
\approx \kappa \gamma \int d^3x d^3y \{d_{\alpha}((\alpha, \beta))_i \wedge E^j
\]

\[
\approx \kappa \gamma \{E(\alpha, \beta), S\},
\]

where \( [\alpha, \beta]_k \equiv \epsilon^{ijk} \alpha_j \beta^* \), and in the third line we have omitted the explicit computation of the third term of the second line, as this one can be guessed from the fact that the result must be gauge invariant. This leads to the sought result: the non-commutativity of the fluxes that is at the heart of the discreteness of geometric kinematical observables in LQG. Specifically:

\[
\{E(S, \alpha), E(S, \beta)\} \approx \kappa \gamma E[[\alpha, \beta], S].
\]  

(73)

In this way we recover in the bulk the same result for the smeared fluxes as was found in (65) at the boundary. The observables \( e' \) and the Poisson brackets (60) and (61) are not known to be available in the bulk of space \( \Sigma \). However, recent results [147] indicate that there might be a way to extend these to the interior of the space. This could have very important consequences, as it would allow for the definition of a new set of observables that could, one the one hand, lead to a natural geometrization of matter degrees of freedom, and, on the other hand, reduce some quantization ambiguities in the definition of the dynamics of LQG. We will comment on these developments in section 7.

3.5. Quantum geometry

We are now ready to sketch the construction of the quantum theory. LQG was born from the convergence of two main sets of ideas: the old ideas about background independence formulated by Dirac, Wheeler, DeWitt and Misner in the context of Hamiltonian general relativity, and the observation by Wilson, Migdal, among others, that Wilson loops are natural variables in the non-perturbative formulation of gauge theories. The relevance of these two ideas is manifest if one formulates classical gravity in terms of the variables that we introduced in section 2.2, that render some of the equations of general relativity similar to those of standard electromagnetism or Yang–Mills theory (section 2.3).

What is the physical meaning of the new variables? The triplet of vector potentials \( A' \) have an interpretation that is similar to that of \( A \) in electromagnetism: they encode the ‘Aharonov–Bohm phase’ acquired by matter when parallel transported along a path \( \gamma \) in space—afflicting all forms of matter due to the universality of gravity. Unlike in electromagnetism, here
Figure 6. Minkowski theorem provides an unambiguous picture of the shape associated with a quantum state of spin-network nodes (atoms of space): it corresponds to that of a convex polyhedron (not necessarily regular as in the picture), where individual faces represent the quanta of area carried by dual spin-network edges. With the exception of the four-valent case (the quantum tetrahedron on the left), the shape of the polytope depends on the value of these quanta in a global manner [70] (a generic case is represented on the right). The dual spin-network edges are not represented, for simplicity. In the Chern–Simons formulation of the BH horizon, this interpretation is also available for the horizon; however, unlike for the spin-network nodes, its physical validity is less clear, as Minkowski’s reconstruction works by an embedding in flat Euclidean space. Nevertheless, the picture still provides a simple intuitive visualisation of the horizon quantum states whose dual picture (the spin-network representation) is given in figure 7.

The ‘phase’ is replaced by an element of $SU(2)$ associated to the action of a real rotation in space on the displaced spinor. This is mathematically encoded in the Wilson loop (related to the circulation of the magnetic fields $B_i$) along the loop $\gamma$ according to

$$W_\gamma[A] = P \exp \int_\gamma \tau_i A_i^a \frac{dx^a}{ds} \in SU(2),$$

(74)

where $P$ denotes the path-ordered-exponential, $\tau_i$ are the generators of $SU(2)$, and $s$ is an arbitrary parameter along $\gamma$. This expression is the $SU(2)$ counterpart of the natural extended variables (25) mentioned in section 2.1.2 before the introduction of the time gauge. In this analogy, the electric fields $E'$ have a novel physical interpretation: they encode (as reviewed in the previous sections) the geometry of three-dimensional space, and define in particular the area surfaces and volume of regions according to (70) and (71).

The quantization is performed following the canonical approach, i.e. promoting the phase space variables to self adjoint operators in a Hilbert space $\mathcal{H}$ satisfying the canonical commutation relations according to the rule $\{,\} \rightarrow -i\hbar[ ,]$. As there is no background structure the notion of particle, as basic excitation of a vacuum representing a state of minimal energy, does not exist. However, there is a natural vacuum $|0\rangle$ associated with the state of no geometry or vanishing electric field, i.e.

$$E'[0] = 0.$$  

(75)

This state represents a very degenerate quantum geometry, where the area of any surface and the volume of any region vanishes. Distances are not naturally defined (some ambiguities affect its definition [66, 278]); however, all definitions coincide in the statement that the distance between any pair of points is zero in the state $|0\rangle$. The operator $W_\gamma[A]$, the quantum version of (74), acts on the vacuum by creating a one-dimensional flux tube of electric field along $\gamma$. These fundamental Faraday lines represent the building blocks of a notion of quantum geometry.

Only those excitations given by closed Wilson lines of quantized electric field are allowed by quantum Einstein’s equations, i.e. loop states. This is due to the Gauss constraint (52) (divergence of the electric field must vanish) that follows directly from the equations of motion coming from (22); section 2.3. Therefore, Faraday lines must always close and form loops. The construction of the Hilbert space of quantum gravity is thus started by considering the set of arbitrary multiple-loop states, which can be used to represent (as emphasized by Wilson in the context of standard gauge theories) the set of gauge invariant functionals of $A^i$. Multiple-loop states can be combined to form an orthonormal basis of the Hilbert space of gravity. The elements of this basis are labelled by: a closed graph in space, a collection of spins—unitary irreducible representation of $SU(2)$—assigned to its edges, and a collection
of discrete quantum numbers assigned to intersections. As a consequence of (52), the rules of addition of angular momentum must be satisfied at intersections; the total flux of electric field at a node is zero. They are called spin-network states.

Spin network states are eigenstates of geometry as follows from the rigorous quantization of the notion of area and volume (given by equations (70)–(71)). In LQG, the area of a surface can only take discrete values in units of Planck scale! More precisely, given a surface $S$ and a spin-network state with edges intersecting the surface (at punctures labelled by the dummy index $p$ below) with spins $j_1, j_2, \ldots$, then one has

$$a(S)| j_1, j_2, \ldots \rangle = \left(8\pi\gamma\hbar^2 \sum_p \sqrt{p_p}(p_p + 1)\right) | j_1, j_2, \ldots \rangle$$

(76)

where we have labelled the spin-network state with the relevant spins only (further details identifying the state—which are not relevant for the area eigenvalue—are not explicitly written, for notational simplicity). A particularly important application of this formula is the computation of the eigenvalues of the area of a BH horizon. A graphical representation of the situation is presented in figure 7: links in the figure can be interpreted as flux lines of quantum area depending on their colouring by spins. Similarly, the spectrum of the volume operator $V(R)$ is discrete, and associated with the presence of spin network intersections inside the region $R$ (nodes in figure 7 represent volume quanta).

More precisely, as mentioned before gauge invariance implies that the quantum numbers of the fluxes associated with the different spin-network links converging at a node must add up to zero. This condition admits an unambiguous interpretation of nodes as quantum states of a convex polyhedron (figure 6). This interpretation is based on a theorem by Minkowski on discrete Euclidean geometry [215]. The properties of the quantum shape of polyhedra has been studied numerically via a variational algorithm [70]. In figure 7, we represent a spin-network state including a BH as a boundary (see below for the description of the boundary (horizon) quantum state). There are three- and four-valent nodes in the bulk. According to Minkowski theorem, four-valent nodes represent quantum tetrahedra where the areas of the four triangles are defined by the area eigenvalues depending on the spins $j$; three-valent nodes are degenerate (zero-volume and purely quantum) excitations.

The discovery of the discrete nature of geometry at the fundamental level has profound physical implications. In fact, even before solving the quantum dynamics of the theory one can already answer important physical questions. The most representative example (and early success of LQG) is the computation of black hole entropy from first principles. This is expected to provide a universal regulating physical cut-off to the fundamental description of fields in LQG (see important discussion in section 6).

Before the imposition of the vector constraint (53), two spin networks differing by a tiny modification of their graphs are orthogonal states!—which would seem to make the theory intractable, as the Hilbert space would be too large. This is where the crucial role of background independence starts becoming apparent, as the vector constraint—although not self-evident—implies that in spin network states only the information up to smooth deformations is physically relevant. Physical states are given by equivalence classes of spin networks under smooth deformations: these states are called abstract spin networks [31, 32].

Abstract spin network states represent a quantum state of the geometry of space in a fully combinatorial manner. They can be viewed as a collection of ‘atoms’ of volume (given by the quanta carried by intersections) interconnected by edges carrying quanta of area of the interface between adjacent atoms. This is the essence of background independence: the spin network states do not live in any pre-established space; they define space themselves. The details of the way we represent them on a three dimensional ‘drawing board’ do not carry physical information. The degrees of freedom of gravity are in the combinatorial information encoded in the collection of quantum numbers of the basic atoms and their connectivity.

Finally, the full non-linearity of the gravity dynamics is encoded in the quantum scalar constraint (54). Quantization of this operator has been shown to be available [280, 281]; however, the process suffers from ambiguities [231]. These ambiguities are expected to be reduced if strong anomaly freeness conditions are imposed based on the requirement that the constraint algebra is satisfied in a suitable sense (for a modern discussion of this important problem see [199] and references therein).

3.6. Quantum isolated horizons

In the presence of a boundary representing a BH, a given spin-network state intersects the boundary at punctures; see figure 7. These punctures are themselves excitations in the Hilbert space of the boundary Chern–Simons theory in the isolated horizon model of BHs. The Hilbert space of isolated horizons is the tensor product $\mathcal{H}_H \otimes \mathcal{H}_{out}$, where the two factors denote the Hilbert space of the horizon (spanned by puncture states) and of the outside bulk (spanned by spin networks) respectively. At punctures the quantum version of (66) must be imposed. This constraint takes the form

$$\left(\frac{\alpha}{2\pi}\right)^2 F'(A) \otimes (1 - 1 \otimes E^I)|\psi\rangle_H|\psi\rangle_{out} = 0,$$

(77)

where $|\psi\rangle_H \in \mathcal{H}_H$ and $|\psi\rangle_{out} \in \mathcal{H}_{out}$. It can be shown that $|\psi\rangle_{out}$ individually breaks the $SU(2)$ gauge invariance when the transformation acts non-trivially on the horizon [106]. It is precisely the addition of the Chern–Simons boundary degrees of freedom and the imposition of (77) which restores the gauge symmetry broken from the point of view of the bulk by the presence of the boundary [141]. The Chern–Simons boundary degrees of freedom can be seen in this sense as would-be-gauge excitations [65, 102]. The representation of a generic state is given in figure 7.
3.7 The continuum limit

A key feature of LQG is the prediction of fundamental discreteness at the Planck scale. States of the gravitational degrees of freedom are spanned in terms of spin-network states (polymer-like excitations of quantum geometry), each of which admits the interpretation of an eigenstate of geometry which is discrete and atomistic at the fundamental level [33, 34, 256]. This feature is the hallmark of the theory; on a rigorous basis it has been shown that the representation of the basic algebra of geometric observables as operators in a Hilbert space—containing a ‘vacuum’ or ‘no-geometry’ state (75) which is diffeomorphism invariant, and hence for which all geometric eigenvalues vanish—is unique [202]. In this picture flat Minkowski space-time must be viewed as a highly excited case of the ‘no-geometry’ state (75), where the quantum space-time building blocks are brought together to produce the (locally) flat arena where other particles interact. Thus, there is no a priori notion of space-time unless a particular state is chosen in the Hilbert space. Loop quantum gravity is a concrete implementation of such non-perturbative canonical quantization of gravity [254, 283]. Even though important questions remain open, there are robust results exhibiting features which one might expect to be sufficiently generic to remain in a consistent complete picture.

There has been important activity in trying to construct semiclassical states in the framework. At the canonical level, efforts have concentrated on the definition of coherent states of quantum geometry [70, 148, 206, 259, 282] representing a given classical configuration. The relationship between the fundamental spin-network state representation of quantum gravity and the Fock state representation of QFTs has been explored in [35, 39, 116, 265]. Recently, emphasis has been given to the constructions of states that reproduce the short distance correlations of quantum field theory [71, 72]. These results provide useful insights on the nature of the low energy limit of LQG. Clear understanding is still missing mainly because the dynamical aspect of the question—understanding the solution space of (54)—is still under poor control.

However, the view that arises from the above studies is that smooth geometry should emerge from the underlying discrete fundamental structures via the introduction of coarse observers that are insensitive to the details of the UV underlying structures. One expects that renormalization group techniques should be essential in such context (see [126] and references therein). The problem remains a hard one, as one needs to recover a continuum limit from the underlying purely combinatorial Wheeler’s pregeometric picture [216]. The task is complicated further in that the usual tools—applied to more standard situations where continuity arises from fundamentally discrete basic elements (e.g. condensed matter systems or lattice regularisations of QFTs)—cannot be directly imported to the context in which no background geometry is available.

Consequently, a given classical space-time cannot directly correspond to a unique quantum state in the fundamental theory: generically, there will be infinitely many different quantum states satisfying the coarse graining criterion defined by a single classical geometry. For instance, there is no state in the LQG Hilbert space that corresponds to Minkowski space-time. Flat space-time is expected to emerge from the contributions of a large ensemble of states, all of which look flat from the coarse grained perspective. Because coarse grained observers are insensitive to Planckian details (quantum pregeometric defects), flat space-time might be more naturally associated with a density matrix in LQG than to any particular pure state [14, 207]. The bulk entropy associated with such a mix-state would be non-trivial in the sense that it would carry a non-trivial entropy density (this will be important in section 5).

Unfortunately, due to the difficulties associated with describing the low energy limit of LQG, one cannot give a precise description of the exact nature of the pregeometric defects that might survive in a state defining a background semiclassical geometry. Nevertheless, there are a variety of structures at the Planck scale that do not seem to play an important role in the construction of the continuum semiclassical space-time, yet are expected to arise in strong coupling dynamical processes—as no selection rule forbids them. For instance, one has close loops and embedded knots which are the simplest solutions to all the quantum constraint-equations including (54) [255]. As geometric excitations they are degenerate and carry area but no volume quantum numbers. More generally, the semiclassical weave states in LQG can contain local degenerate contributions such as trivalent spin-network nodes or other configurations with vanishing volume quanta. On the dynamical side, the vertex amplitude of spin foams [138] is known not to impose some of the metricity constraints strongly. This allows for the possibility of pregeometric structures to survive [271] in the semiclassical limit. From the canonical perspective, quantum Hamiltonian constraints seem to invariably produce such pregeometric defects at the Planck scale. Finally, there is the qubit degeneracy of the volume eigenvalues [34, 70, 279]: each non-zero eigen-space of the volume of a spin-network node is two dimensional. This local two-fold degeneracy can, by itself, be the source of a non-trivial bulk entropy (for a recent study of bulk entropy volume coarse graining see [44]).

All this indicates that the emerging picture in the LQG approach is very different from the bulk-boundary-duality type of quantum gravity scenarios such as that proposed by ADS-CFT correspondence scenarios [209]. In LQG the notion of smooth space-time has a capacity for infinite bulk entropy. Such non-holographic behaviour at the fundamental level might seem (to some) at odds with the belief in the so-called holographic principle as a basic pillar of quantum gravity [93]. However, further scrutiny shows that, despite its non-holographic nature, the predictions of LQG are completely consistent with the phenomenology motivating holography.

This is basically because, in the physical situations where holographic behaviour arises, bulk entropy only contributes as an irrelevant overall constant. A clear example of this is the validity of covariant entropy bounds satisfied by relative (entanglement) entropy [94]. Relative entropy of a state $\rho$ is defined with respect to a reference quantum state (a ‘vacuum’ state) $\rho_0$ as

$$S_{\rho_0}(\rho) = -\text{Tr}[\rho \log \rho] + \text{Tr}[\rho_0 \log \rho_0].$$

(78)
While giving non-trivial information about excitations of the ‘vacuum’ in the mean field approximation (where a spacetime background makes sense) such covariant entropy bounds do not constrain the number of fundamental degrees of freedom of quantum geometry. More precisely, the bulk Planckian entropy, being a constant, just cancels out in the subtraction that regularises $S_{\rho_0}(\rho)$. The point here is that on the basis of the insights of LQG on the nature of the fundamental quantum geometry excitations, the holographic principle is degraded from its status of fundamental principle to a low energy property of quantum fields on curved space-times. This is the perspective that follows from the LQG statistical mechanical account of BH entropy (see [234] for a description in terms of entanglement and a discussion along the lines of the present paper and [124, 142] for recent reviews). In this way the framework of LQG, without being fundamentally ‘holographic’, can accommodate the holographic phenomenon when it is valid. The holographic behaviour is a characteristic of suitable systems (BHs, isolated horizons, null surfaces, etc) but not a fundamental property of the theory.

Specialising to the ensemble of states that all ‘look like’ Minkowski space-time for suitably defined coarse grained observers, we notice that their members must differ by hidden degrees of freedom from the viewpoint of those low energy observers. In particular, they would all agree on stating that all the states (even though different at the fundamental scale) have zero ADM (or Bondi) energy. We have seen above that in the particular case of LQG a whole variety of pregeometric structures, that are well characterized in the strong coupling regime, are potential local defects that—as they do not affect the flatness of the geometry of the semiclassical state—would carry no energy in the usual sense of the concept. These Planckian defects in the fabric of space-time are hidden to the low energy observers, but represent genuine degrees of freedom to which other degrees of freedom can correlate (this plays a key role in a recently introduced perspective for addressing the information puzzle in BH evaporation, see section 5.1, as well as in a natural mechanism for the generation of a cosmological constant, see section 6.1). In this respect, one might draw an analogy with frustrated systems in condensed matter that do not satisfy the third law as they carry no energy in the usual sense of the concept. These Planckian defects in the fabric of space-time are hidden to the low energy observers, but represent genuine degrees of freedom to which other degrees of freedom can correlate (this plays a key role in a recently introduced perspective for addressing the information puzzle in BH evaporation, see section 5.1, as well as in a natural mechanism for the generation of a cosmological constant, see section 6.1). In this respect, one might draw an analogy with frustrated systems in condensed matter that do not satisfy the third law as they carry no energy in the usual sense of the concept.

4. Black hole entropy in LQG

We are now ready to present one of the central results about BHs in LQG: the computation of BH entropy using statistical mechanical methods applied to the microscopic states of the horizon as predicted by quantum geometry. As just discussed, a given macroscopic smooth geometry is expected to arise from the coarse graining of the underlying discrete states of LQG. This point of view is the one taken in the computation of BH entropy: for a given (spherically symmetric) isolated horizon one counts the degeneracy of fundamental states satisfying the coarse graining condition that the macroscopic area is $a_H$.

4.1. Direct counting

The discreteness of the area operator (76) predicted by LQG and the previous discussion on the nature of the continuum limit in LQG suggests an obvious definition of the statistical mechanical entropy of a BH in the theory. The microcanonical entropy

$$S \equiv \log(\mathcal{N})$$

where $\mathcal{N}$ is the number of geometry states of the BH horizon such that

$$a - \epsilon \leq 8\pi \gamma \ell_p^2 \sum_{j=1}^{N} \sqrt{j(j+1)} \leq a + \epsilon,$$

where $a$ is the macroscopic area of the BH and $\epsilon$ a macroscopic coarse graining scale that does not enter the leading order contribution to the entropy as in standard statistical systems. Initial estimates of the entropy where based on bounding the number of states [16, 196, 252] which immediately led to indications that the entropy would be proportional to the area. The first rigorous countings (valid in the large BH limit) were proposed in [129, 213]. An alternative and very simple approach was given in [164]. These countings led to an entropy

$$S = \frac{\gamma_0}{\gamma} \frac{a}{8\pi \ell_p^2},$$

where $\gamma_0 = 0.274 \ldots$ is a numerical factor determined numerically by the solution of a transcendental equation that we will discuss below (equation (92)). This result was interpreted as a constraint on the value of the Immirzi parameter from semiclassical consistency. More precisely, consistency with the Bekenstein–Hawking value of the entropy of a BH (which means consistency with classical general relativity coupled semiclassically with quantum fields) requires

$$\gamma = \gamma_0.$$

Sophisticated and very powerful mathematical techniques based on number theory were developed [2, 3, 263, 264] to explain in great detail the combinatorial counting problem at hand. Indeed an exact formula for the entropy can be constructed from this approach (other methods exploiting the connection with conformal field theories were studied [4, 137]). These developments were motivated, on the one hand, by the interest in the computation of logarithmic corrections to the entropy which could allow comparison and contrast with other approaches. On the other hand, numerical
investigations of the state counting of small (Planck size) BHs revealed a surprising regular step structure for the entropy [117, 118], i.e. a fine structure of steps around the linear behaviour (81). It was initially thought that this could survive the semiclassical limit (large BH limit), and so lead to strong deviations from the standard expectations for Hawking radiation [62, 63] (a strong signature of quantum gravity or an inconsistency with the semiclassical picture). The underlying mathematical reason for this effect was understood thanks to newly developed number theoretical techniques [47]. It also became clear that such fine structure has no physical relevance in the semiclassical regime, as it is just a peculiarity of the area density of states for small BHs that does not survive in the thermodynamic limit [48].

The problem of computing the entropy of the BH was greatly simplified by an appeal to a suitable Hamiltonian of the system. Such a Hamiltonian is singled out by the notion of time flow defining the stationarity that is inherent to the notion of equilibrium. In what follows, we explain how this idea can indeed be implemented. This complements the isolated horizon quasi-local definition of the phase space of idealized BHs (section 3) with the additional structure implying that they are in equilibrium with their immediate vicinity.

4.2. The effective area Hamiltonian from local observers

The indeterminacy, mentioned in section 3.2, of the quantities appearing in the first law for isolated horizon was due to the impossibility of finding a preferred normalization of the null generators at the horizon. Such freedom precludes the definition of a unique time evolution at the horizon, and hence of a preferred notion of energy entering the first law. In the case of stationary BHs, a preferred time evolution (and energy notion) is provided by the existence of a global time translational symmetry represented by a time-like Killing field whose normalization is fixed at infinity by demanding that it coincides inertial observers at rest. This global structure is absent in the isolated horizon formulation, and seems at first to compromise the possibility of introducing a physical notion of energy and a standard statistical mechanical account of BH thermal behaviour.

However, we have argued in section 1.2 that only the immediate vicinity of the BH horizon plays an important role in the thermodynamical description of the BH system. It should be possible to eliminate the above indeterminacy in the first law by assuming that only the near horizon geometry is in equilibrium, without assuming stationarity of the entire space-time outside the BH. Indeed, if the local geometry is stationary one can shift the emphasis from observers at infinity to a suitable family of stationary nearby local observers (the local characterization of stationarity in the framework of isolated horizons—see [203]). As discussed below, these local observers provide the necessary additional structure to recover a preferred energy notion, and a thermodynamical first law. Remarkably, the new (quasi-local) first law and the associated notion of energy are extremely simple and well adapted to the structure of LQG.

The key assumption is that the near horizon geometry is isometric to that of a Kerr–Newman BH\(^{16}\). A family of stationary observers \(\mathcal{O}\) located right outside the horizon at a small proper distance \(\ell \ll \sqrt{\Lambda}\) is defined by those following the integral curves of the Killing vector field

\[
\chi = \xi + \Omega \psi = \partial_t + \Omega \partial_\phi,
\]

where \(\xi\) and \(\psi\) are the Killing fields associated with the stationarity and axisymmetry, respectively, of Kerr–Newman space-time, while \(\Omega\) is the horizon angular velocity (the Killing field \(\chi\) is time-like outside and close to the horizon). The four-velocity of \(\mathcal{O}\) is given by

\[
u^\mu = \frac{\chi^\mu}{\|\chi\|}.
\]

It follows from this that \(\mathcal{O}\) are uniformly accelerated with an acceleration \(a = \ell^{-1} + o(\ell)\) in the normal direction. These observers are the unique stationary ones that coincide with the locally non-rotating observers [290] or ZAMOs [284] as \(\ell \to 0\). As a result, their angular momentum is not exactly zero, but \(o(\ell)\). Thus \(\mathcal{O}\) are at rest with respect to the horizon, which makes them the preferred observers for studying thermodynamical issues from a local perspective.

It is possible to show that the usual first law (2) translates into a much simpler relation among quasi-local physical quantities associated with \(\mathcal{O}\) [152, 153]. As long as the space-time geometry is well approximated by the Kerr–Newman BH geometry in the local outer region between the BH horizon and the world-sheet of local observers at proper distance \(\ell\), and, in the leading order approximation for \(\ell / \sqrt{\Lambda} \ll 1\), the following local first law holds

\[
\delta E = \frac{\pi}{8\pi} \delta a,
\]

where \(\delta E = \int W T_{\mu \nu} w^\mu dW^\nu = \|\chi\|^{-1} \int W T_{\mu\nu} \chi^\mu dW^\nu\) represents the flow of energy across the world-sheet \(W\) defined by the local observers, and \(\pi \equiv s/\|\chi\|\), this is the standard physical energy measured by the local observers; the amount of heat that a calorimeter would register if the falling matter is captured instead of let go into the BH. The above result follows from the conservation law, \(\nabla^a (T_{ab} \chi^b) = 0\), that allows one to write \(\delta E\) as the flux of \(T_{ab} \chi^b\) across the horizon. This, in turn, can be related to changes in its area using Einstein’s equations and perturbation theory (more precisely, the optical Raychaudhuri equations) [153].

Two important remarks are in order: first, there is no need to normalize the Killing generator \(\chi\) in any particular way. The calculation leading to (85) is invariant under the rescaling \(\chi \to \alpha \chi\) for \(\alpha\) a non-vanishing constant. This means that the argument is truly local, and should be valid for more general BHs with a Killing horizon that are not necessarily asymptotically flat. This rescaling invariance of the Killing generator corresponds precisely to the similar arbitrariness of the generators of IHs as described in section 3.2. The fact that

\(^{16}\)This assumption is physically reasonable due to the implications of the no-hair theorem. At the quantum level one is demanding the semiclassical state of the BH to be picked around this solution.
equation (85) does not depend on this ambiguity implies that the local first law makes sense in the context of the IH phase space as long as one applies it to those solutions that are isometric to stationary BH solutions in the thin layer of width $\ell$ outside the horizon. The semiclassical input is fully compatible with the notion of IHs.

Second, the local surface gravity $\kappa$ is universal $\kappa = \ell^{-1}$ in its leading order behaviour for $\ell/\sqrt{a} \ll 1$. This is not surprising, and simply reflects the fact that in the limit $\sqrt{a} \to \infty$, with $\ell$ held fixed, the near horizon geometry in the thin layer outside the horizon becomes isometric to the corresponding thin slab of Minkowski space-time outside a Rindler horizon: the quantity $\kappa$ is the acceleration of the stationary observers in this regime. Therefore, the local surface gravity loses all memory of the macroscopic parameters that define the stationary BH. This implies that, up to a constant which one sets to zero, equation (85) can be integrated, thus providing an effective notion of horizon energy

$$E = \frac{a}{8\pi G_N \ell},$$

where $G_N$ is Newton’s constant. Such energy notion is precisely the one to be used in statistical mechanical considerations by local observers. Similar energy formulae have been obtained in the Hamiltonian formulation of general relativity with boundary conditions imposing the presence of a stationary bifurcate horizon [103]. The area as the macroscopic variable defining the ensemble has been previously [197] used in the context of BH models in loop quantum gravity. The new aspect revealed by the previous equation is its physical interpretation as energy for the local observers.

In application of this quasi-local notion of energy to quantum gravity, one assumes that the quantum state of the area as the macroscopic variable that defines the stationary BH. This implies that, up to a constant which one sets to zero, equation (85) can be integrated, thus providing an effective notion of horizon energy

$$E = \frac{a}{8\pi G_N \ell},$$

where $G_N$ is Newton’s constant. Such energy notion is precisely the one to be used in statistical mechanical considerations by local observers. Similar energy formulae have been obtained in the Hamiltonian formulation of general relativity with boundary conditions imposing the presence of a stationary bifurcate horizon [103]. The area as the macroscopic variable defining the ensemble has been previously [197] used in the context of BH models in loop quantum gravity. The new aspect revealed by the previous equation is its physical interpretation as energy for the local observers.

In application of this quasi-local notion of energy to quantum gravity, one assumes that the quantum state of the bulk geometry in the local neighborhood of width $\ell$ outside the (isolated) horizon is well picked around a classical solution whose horizon geometry is that of a stationary BH. The thermodynamical properties of quantum IHs satisfying such near horizon conditions can be described using standard statistical mechanical methods with the effective Hamiltonian that follows from equation (86) and the LQG area spectrum (76):

$$\hat{H}[j_1, j_2, \cdots] = \left( \gamma \frac{\ell_p^2}{2G_N \ell} \sum_p \sqrt{j_p(j_p + 1)} \right) [j_1, j_2, \cdots],$$

(87)

where $j_p$ are positive half-integer spins of the $p$th puncture, and $\ell_p = \sqrt{\hbar G}$ is the fundamental Planck length associated with the value of gravitational coupling $G$ in the deep Planckian regime. The analysis that follows can be performed in either the microcanonical or the canonical ensemble; ensemble equivalence is granted in this case because the system is simply given by a set of non-interacting units with discrete energy levels.

### 4.3. Pure quantum geometry calculation

In this section, we compute BH entropy first in the microcanonical ensemble following a simplified (physicist) version [163, 164]. As the canonical ensemble becomes available with the notion of Hamiltonian (87), we will also derive the results in the canonical ensemble framework. The treatment in terms of the grand canonical ensemble, as well as the equivalence of the three ensembles, has been shown in [166].

Denote by $s_j$ the number of punctures of the horizon labelled by the spin $j$ (see figure 7). The number of states associated with a distribution of distinguishable punctures $\{s_j\}$ is

$$n(\{s_j\}) = \prod_{j=0}^{\infty} \frac{N!}{s_j!(2j+1)^{s_j}},$$

(88)

where $N \equiv \sum_j s_j$ is the total number of punctures. The leading term of the microcanonical entropy can be associated with $S = \log(n(\{s_j\}))$, where $s_j$ are the solutions of the variational condition

$$\delta \log(n(\{s_j\})) + 2\pi \gamma_0 \delta C(\{s_j\}) = 0,$$

(89)

where $\gamma_0$ (the $2\pi$ factor is introduced for later convenience) is a Lagrange multiplier for the constraint

$$C(\{s_j\}) = \sum_j \sqrt{j(j+1)} s_j - \frac{a}{8\pi \gamma_0 \ell_p^2} = 0.$$

(90)

In words, $\bar{s}_j$ is the configuration maximizing $\log(n(\{s_j\}))$ for fixed macroscopic area $a$. A simple calculation shows that the solution to the variational problem (89) is

$$\bar{s}_j = (2j+1) \exp(-2\pi \gamma_0 \sqrt{j(j+1)}),$$

(91)

from which it follows, by summing over $j$, that

$$1 = \sum_j (2j+1) \exp(-2\pi \gamma_0 \sqrt{j(j+1)}).$$

(92)

Numerical evaluation of the previous condition yields $\gamma_0 = 0.274 \cdots$. It also follows from (91), and the evaluation of $S = \log(n(\{s_j\}))$, that

$$S = \frac{\gamma_0}{\gamma} \frac{a}{4\ell_p^2},$$

(93)

as anticipated in (81). In what sense does the previous result constrain the value of the Immirzi parameter $\gamma$? One can calculate the temperature of the system using the thermodynamical relation

$$\frac{1}{T} = \frac{\partial S}{\partial E} = \frac{G_N \gamma_0}{G \gamma} 2\pi \ell,$$

(94)

where $E$ is the energy (86) measured by quasi-local observers. Semiclassical consistency of quantum field theory with gravity in the near horizon geometry requires the inverse temperature to be given by Unruh’s value $T^{-1} = 2\pi \ell$. This leads to the following restriction involving $\gamma_0$ the Immirzi parameter $\gamma$, $G$, and $G_N$:

$$\gamma_0 = \gamma \frac{G}{G_N},$$

(95)

from which it follows (when replacing it back into (93)) that

$$S = \frac{a}{4\ell_p^2 G_N}.$$
Due to quantum effects, Newton’s constant is expected to flow from the IR (infra red) regime to the deep Planckian one. On the one hand, the UV value of the gravitational coupling is defined in terms of the fundamental quantum of area predicted by LQG. On the other hand, the low energy value \( G_N \) appears in the Bekenstein–Hawking entropy formula [191]. The semi-classical input that enters the derivation of the entropy through the assumption of (86) is the ingredient that bridges the two regimes in the present case.

### 4.3.1. Freeing the value of \( \gamma \) by introducing a chemical potential for punctures.

An interesting possibility is to allow for punctures to have a non-trivial chemical potential. Due to the existence of an area gap (depending on the Immirzi parameter) adding or removing a puncture from the state of the horizon is analogous to exchanging a particle carrying non-zero energy (86) with the system. At the present stage of development of the theory (with incomplete understanding of the continuum limit), one can investigate the possibility that the number of punctures \( N \) of the BH state represent an additional conserved quantity (a genre of quantum hair) for semiclassical BHs. The consequence of such generalization is that the Immirzi parameter need no longer be fixed to a particular value: in addition to fixing the value of the area gap, the Immirzi parameter controls the value of the puncture’s chemical potential [166].

The derivation closely follows the previous one. The difference is that one needs to add a new constraint

\[
C'(\{s_j\}) = \sum_j s_j - N = 0, \tag{97}
\]

with an additional Lagrange multiplier that we call \( \sigma \). The new extremum condition now only fixes a relationship between \( \sigma \) and \( \gamma_0 \) which takes the form

\[
\sigma(\gamma) = \log[\sum_j (2j + 1)e^{-2\pi\gamma \frac{\pi^2}{\ell p}} \sqrt{j(j+1)}] \tag{98}
\]

once (95) is used. The entropy becomes

\[
S = \frac{a}{4\ell^2 p} + \sigma(\gamma)N. \tag{99}
\]

The first term in the entropy formula is the expected Bekenstein–Hawking entropy, while the second is a new contribution to the entropy which depends on the value of the Immirzi parameter \( \gamma \). This new contribution comes from the puncture’s non-trivial chemical potential which is given by

\[
\bar{\mu} = -T \left. \frac{\partial S}{\partial N} \right|_E = -\frac{\ell^2 p}{2\pi \ell} \sigma(\gamma) \tag{100}
\]

where one is again evaluating the equation at the Unruh temperature \( T = \hbar/(2\pi\ell) \).

The above derivation can be done in the framework of the canonical and grandcanonical ensembles. From the technical perspective, it would have been simpler to do it using one of those ensembles. In particular, basic formulae allow for the calculation of the energy fluctuations, which at the Unruh temperature are such that \( \langle \Delta E \rangle^2 / \langle E \rangle^2 = \mathcal{O}(1/N) \). The specific heat at \( T_U \) is \( C = N_0 \gamma^2 \partial^3 \sigma / \partial \gamma^3 \), which is positive. This implies that, as a thermodynamic system, the IH is locally stable. The specific heat tends to zero in the large \( \gamma \) limit for fixed \( N \), and diverges as \( h \to 0 \). The three ensembles give equivalent results [166].

The entropy result (99) might seem at first sight to conflict with (what we could call) the geometric first law (2) (geometric because it is implied directly by Einstein’s equations). However, when translating things back to observers at infinity, the present statistical mechanical treatment implies the following thermodynamical first law

\[
\delta M = \frac{\kappa h}{2\pi} \delta S + \Omega \delta J + \Phi \delta Q + \mu \delta N, \tag{101}
\]

where \( \mu = -\ell^2 p \kappa \sigma(\gamma)/(2\pi) \) (the redshifted version of \( \bar{\mu} \)). It is now immediate to check that the exotic chemical potential term in (101) cancels the term proportional to the number of punctures in the entropy formula (99). Therefore, the above balance equation is just exactly the same as (2). As in the seminal argument by Jacobson [190], the validity of semiclassical consistency discussed here for general accelerated observers in arbitrary local neighbourhoods implies the validity of Einstein’s equations [269].

### 4.4. Changing statistics to include matter

In the previous sections, only pure geometric excitations have been taken into account. However, from the local observers’ perspective, matter fields are highly excited close to the horizon. More precisely, the quantum state of all non-geometric excitations is seen as a highly excited state at inverse temperature \( \beta = 2\pi L/\ell_p^3 \). This is a necessary condition on the UV structure of the quantum state, so that it just looks like the vacuum state for freely falling observers (at scales smaller than the size of the BH). This is related to the regularity condition of the quantum state granting that the expectation value of the energy momentum tensor is well defined [292]: a statement about the two-point correlation function called the Hadamard condition that is intimately related to the UV behaviour of entanglement across the horizon. This has been used to argue [275] that quasi-local stationary observers close to the horizon would find that the number of matter degrees of freedom contributing to the entropy grows exponentially with the horizon area according to

\[
D \propto \exp(\lambda a/(hG_N)), \tag{102}
\]

where \( \lambda \) is an unspecified dimensionless constant that cannot be determined (within the context of quantum field theory) due to two related issues: on the one hand, UV divergences of standard QFT introduce regularization ambiguities affecting the value of \( \lambda \); on the other hand, the value of \( \lambda \) depends on the number of species of fields considered. The degeneracy of states corresponds to the number of matter degrees of freedom that are entangled across the horizon [270].

All this implies that matter degrees of freedom might play an important role in the entropy computation, as for each and every state of the quantum geometry considered in the previous section there is a large degeneracy in the matter sector that...
has been neglected in the counting. Can one take this aspect into account in LQG? At first, the question seems a difficult one because of the lack of a complete understanding of the matter sector in the theory. For instance, because $\lambda$ in (102) depends on the number of species, one would seem to need a complete unified understanding of the matter sector to be able to begin answering this question. However, further analysis shows [165] that the discrete nature of quantum geometry, combined with the assumption of the regularity of the quantum state of matter fields across the horizon (embodied in the form of the degeneracy of states (102) for an undetermined $\lambda$) plus the additional assumption of indistinguishability of puncture excitations, is sufficient to recover Bekenstein–Hawking entropy.

In the treatments mentioned so far, punctures were considered distinguishable.¹⁷ Let us see here what indistinguishability would change. Instead of the microcanonical ensemble, we use now the grand canonical ensemble, as this will considerably shorten the derivations (keep in mind that all ensembles are equivalent). Thus we start from the canonical partition function, which for a system of non-interactive punctures is $Z(\beta, N) = q(\beta)^N / N!$, where the $N!$ in the denominator is the Gibbs factor that effectively enforces indistinguishability, and the one-puncture partition function $q(\beta)$ is given by

$$q(\beta) = \sum_{j=1}^{\infty} d_j \exp\left(-\frac{h\beta \gamma_0}{\ell} \sqrt{(j+1)}\right). \quad (103)$$

where $d_j$ is the degeneracy of the spin $j$ state (for instance $d_j = (2j+1)$ as in the SU(2) Chern–Simons treatment) and $\gamma_0$ is given by (95). The grand canonical partition function is

$$Z(\beta, z) = \sum_{N=1}^{\infty} \frac{z^N q(\beta)^N}{N!} = \exp(zq(\beta)). \quad (104)$$

From the equations of state $E = -\partial_\beta \log(Z)$, and $N = z \partial_\beta \log(Z)$ one gets

$$\frac{a}{8\pi G_N \ell} = -z \partial_\beta q(\beta) \quad \text{and} \quad N = zq(\beta) = \log(Z). \quad (105)$$

In thermal equilibrium at the Unruh temperature one has $\beta = 2\pi / \ell h^{-1}$ and the $\ell$ dependence disappears from the previous equations. However, for $d_j$ that grow at most polynomially in $j$, the BH area predicted by the equation is just Planckian, and the number of punctures $N$ of order one [165]. Therefore, indistinguishability with degeneracies $d_j$ of the kind we find in the pure geometry models of section 4.3 is ruled out because it cannot accommodate BHs that are large in Planck units.

If instead we assume that matter degrees of freedom contribute to the degeneracy factor, then regularity of the quantum state of matter near the horizon takes the form (102), which in the quantum geometry language translates into $D[s_j] = \prod j d_j$ with $d_j = \exp(\lambda 8\pi \gamma_0 \sqrt{(j+1)})$.

¹⁷ In the pure gravity $U(1)$ Chern–Simons formulation the necessity of distinguishability of punctures follows from a technical point in the quantization [17].

For simplicity let’s take $\sqrt{(j+1)} \approx j + 1/2$ [143]. We also introduce two dimensionless variables $\delta_\beta$ and $\delta_h$ and write $\beta = \beta_U (1 + \delta_\beta)$ where $\beta_U = 2\pi \ell / h$—and $\lambda = (1 - \delta_h) / 4$. A direct calculation of the geometric series that follows from (103) yields

$$q(\beta) = \frac{\exp(-\pi \gamma_0 \delta(\beta))}{\exp(\pi \gamma_0 \delta(\beta)) - 1}, \quad (106)$$

where $\delta(\beta) = \delta_h + \delta_\beta$. The equations of state (105) now predict large semiclassical BHs as follows: for large $a/(h G_N)$, and by setting $\beta = 2\pi \ell h^{-1}$ in (105), one can determine $\delta_h = \delta(2\pi \ell h^{-1})$ as a function of $a$ and $z$. The result is $\delta_h = 2\sqrt{G_N h z / (\pi \gamma_0 a)} \ll 1$. In other words, semiclassical consistency implies that the additional degrees of freedom producing the degeneracy (102) must saturate the holographic bound [165], i.e. we get

$$\lambda = \frac{1}{4} \quad (107)$$

up to quantum corrections. The entropy is given by the formula $S = \beta E - \log(z) N + \log(Z)$, which upon evaluation yields

$$S = \frac{a}{4 G_N \ell} - \frac{1}{2} (\log(z) - 1) \left(\frac{z a}{\pi \gamma_0 \ell^2 \beta}\right)^{1/2}. \quad (108)$$

This gives the Bekenstein–Hawking entropy to leading order plus quantum corrections. If one sets the chemical potential of the punctures to zero (as for photons or gravitons) then these corrections remain. One can get rid of the corrections by setting the chemical potential $\mu = T_U$. This possibility is intriguing, yet the physical meaning of such a choice is not clear at this stage. The thermal state of the system is dominated by large spins, as the mean spin $\langle j \rangle = a / (\ell N^2)$ grows like $\sqrt{a / \ell^2 \beta}$. The conclusions of this section hold for arbitrary puncture statistics. This is to be expected because the system behaves as if it were at a very high effective temperature (the Unruh temperature is the precise analog of the Hagedorn temperature [173] of particle physics). A similar result can be obtained by using bosonic or fermionic statistics for the punctures [165]. The leading term remains the same; only corrections change. In the case of bosons the square root correction can be understood as coming from the Hardy–Ramanujan formula giving the asymptotic form of the number of partitions of an integer $a$ in LQG Planck units [43].

4.5. Bosonic statistics and the correspondence with the continuum limit

The partition function for bosonic statistics and for $z = 1$ is especially interesting, because it produces an expression of the partition function that coincides with the formal continuum path integral partition function [165]. Explicitly, from (103) and (104) it follows that

$$Z(\beta) = \prod_{j=1}^{\infty} \exp(2\pi \ell - \beta) \frac{a_j}{8\pi G_N \ell}, \quad (109)$$

where $a_j$ is the degeneracy of the spin $j$ state.
where \( a_j = 8 \pi \gamma^2 \beta^2 \sqrt{f(j+1)} \) are the area eigenvalues, and we have assumed for simplicity \( \lambda = 1/4 \) in (102), that is, 
\( d_1 = \exp(a_j/(4G\hbar)) \). There is a well known relationship between the statistical partition function and the Euclidean path integral on a flat background. One has that

\[
Z_{\text{sc}}(\beta) = \int D\phi \exp\{-S[\phi]\},
\]

where field configurations are taken to be periodic in Euclidean time with period \( \beta \). Such expressions can be formally extended to the gravitational context, at least in the treatment of stationary BHs. One starts from the formal analog of the previous expression, and immediately uses the stationary phase approximation to make sense of it on the background of a stationary BH. Explicitly,

\[
Z_{\text{sc}}(\beta) = \int D\phi D\phi^* \exp\{-S[\phi, \phi^*]\} \\
\approx \exp\{-S[g_{\beta},0]\} \int D\eta \exp\left[-\int dxd\nu(x) \left( \frac{\delta^2 S}{\delta \eta(x)^2} \right) \eta(x) \right].
\]

(111)

where the first term depends entirely on the classical BH solution \( g_{\beta} \) while the second term represents the path integral over fluctuation fields, both of the metric as well as the matter, that we here schematically denote by \( \eta \). For local field theories \( \delta_{\beta}(x)\delta_{\beta}(y) \mathcal{L} = \delta(x,y)\mathcal{L}_{\text{gc}} \) where \( \mathcal{L}_{\text{gc}} \) is a Laplace-like operator (possible gauge symmetries, in particular diffeomorphisms, must be gauge fixed to make sense of this formula).

In the analytic continuation one sends the Killing parameter \( t \to -i\tau \) and the tube-like space-time region outside the horizon up to the local stationary observers at distance \( \ell \) inherits a positive definite Euclidean metric (for rotating BHs this is true only to first order in \( \ell \) ([149])). The \( S^2 \times \mathbb{R} \) representing the BH horizon shrinks down to a single \( S^2 \) in the Euclidean, and the time translation orbits become compact rotations around the Euclidean horizon with \( 0 \leq \tau \leq \beta \). The tube-like region becomes \( D \times S^2 \), where \( D \) is a disc in the plane orthogonal to and centred at the Euclidean horizon with proper radius \( 0 \leq \rho \leq \ell \) (in the Euclidean case, the BH horizon shrinks to a point, represented here by the center of \( D \)). Recall the Einstein–Hilbert action

\[
S[g_{\beta},0] = \frac{1}{8\pi G_N} \int_{D \times S^2} \sqrt{g} R + \text{boundary terms}.
\]

(112)

On shell the bulk term in the previous integral would seem at first to vanish. However, when \( \beta \neq 2\pi \ell \), the geometry has a conical singularity at the centre of the disc, and \( R \) contributes with a Dirac delta distribution multiplied by the factor \( (2\pi - \beta) \). Using the Gibbons–Hawking prescription boundary terms ([168, 300], one can see that they cancel to leading order in \( \ell \). A direct calculation gives the semi-classical free energy

\[
-S[g_{\beta},0] = \log(Z_{\text{sc}}) = (2\pi \ell - \beta) \frac{a}{8\pi G_N \ell}.
\]

(113)

Replacing (113) in (111), and comparing with the form of the partition function (109), we conclude that the inclusion of the holographic degeneracy (102) plus the assumption of bosonic statistics for punctures makes the results of section 4.4 compatible with the continuous formal treatment of the Euclidean path integral. Equation (109) is thus compatible with the continuum limit.

4.6. Logarithmic corrections

The equation of state \( E = -\partial_\beta \log(Z_{\text{sc}}) \) reproduces the quasi-local energy (86). The entropy is \( S = \beta E + \log(Z) = A/(4\pi^2) \) when evaluated at the inverse Unruh temperature \( \beta U = 2\pi \ell \). Notice that in the quasi-local framework used here, entropy grows linearly with energy (instead of quadratically as in the usual Hawking treatment). This means that the usual ill behaviour of the canonical ensemble of the standard global formalism ([178]) is cured by the quasi-local treatment. Quantum corrections to the entropy come from the fluctuation factor, which can formally be expressed in terms of the determinant of a second order local (elliptic) differential operator \( \Box_{\eta} \)

\[
F = \int D\eta \exp \left[-\int d\eta(x) \Box_{\eta} \eta(x) \right] = |\det(\Box_{\eta})|^{-\frac{1}{2}}.
\]

(114)

The determinant can be computed from the identity (the heat kernel expansion)

\[
\log |\det(\Box_{\eta})| = \int_{\mathbb{R}_+} \frac{ds}{s} \text{Tr} \left[ \exp(-s \Box_{\eta}) \right].
\]

(115)

where \( \epsilon \) is a UV cut-off needed to regularize the integral. We will assume here that it is proportional to \( \ell \). In the last equality we have used the heat kernel expansion in \( d \) dimensions

\[
\text{Tr} \left[ \exp(-s \Box_{\eta}) \right] = (4\pi s)^{-\frac{d}{2}} \sum_{n=0}^{\infty} a_n s^\frac{d}{2},
\]

(116)

where the coefficients \( a_n \) are given by integrals in \( D \times S^2 \) local quantities.

At first sight, the terms \( a_n \) with \( n \leq 2 \) produce potential important corrections to BH entropy. All of these suffer from regularisation ambiguities, with the exception of the term \( a_2 \), which leads to logarithmic corrections. Moreover, contributions coming from \( a_0 \) and \( a_1 \) can be shown to contribute to the renormalization of various couplings in the underlying Lagrangian ([267]; for instance \( a_0 \) contributes to the cosmological constant renormalization). True loop corrections are then encoded in the logarithmic term \( a_2 \), and for that reason it has received great attention in the literature (see [267] and references therein). Another reason is that its form is regularisation-independent. According to [48], there is no logarithmic correction in the \( SU(2) \) pure geometric model once the appropriate smoothing is used (canonical ensemble). From this we conclude that the only possible source of logarithmic corrections in the \( SU(2) \) case must come from the non-geometric degrees of freedom that produce the so called matter degeneracy that plays a central role in section 4.4. A possible way to compute these corrections is to compute the heat kernel coefficient \( a_2 \) for a given matter model. This is the approach taken in [267]. One can argue [165] that logarithmic corrections in the one-loop effective action are directly reflected as logarithmic corrections in the LQG BH entropy.
4.7 Holographic degeneracy from LQG

The key assumption that led to the results of section 4.4 was that matter degeneracy satisfies (102), which was motivated by the regularity Hadamard condition on the vacuum state in the vicinity of the horizon. Can one actually predict such degeneracy directly from the fundamental nature of quantum geometry? Even when a complete model of matter at the Planck scale would seem necessary to answer this question, there are indications that the fundamental structure of LQG might indeed allow for such degeneracy when coupling matter fields. Notice that according to section 4.5 this question might be directly related to the question of the continuum limit section 3.7.

The exact holographic behaviour of the degeneracy of the area spectrum has been obtained from the analytic continuation of the dimension of the boundary Chern–Simons theory by sending the spins $j_i \to is - 1/2$ with $s \in \mathbb{R}^+$ [64, 151, 162, 175]. The new continuous labels correspond to $SU(1, 1)$ unitary representations that solve the $SL(2, \mathbb{C})$ self(antiself)-duality constraints $L' \pm K' = 0$ (see [233]), which in addition comply with the necessary reality condition $E \cdot E \geq 0$ for the fields $E_\gamma$ [151]. All this suggests that the holographic behaviour postulated in (102) with $\lambda = 1/4$ would naturally follow from the definition of LQG in terms of self(antiself)-dual variables, i.e. $\gamma = \pm i$. The same holographic behaviour of the number of degrees of freedom available at the horizon surface is found from a conformal field theoretical perspective for $\gamma = \pm i$ [167]. A relationship between the thermal nature of BH horizons and self-dual variables also seems valid according to similar analytic continuation arguments [247].

The analytic continuation technique has also been applied in the context of lower-dimensional BHs [150]. However, these results are at the moment only indications of an interesting behaviour. A clear understanding of the quantum theory in terms of complex Ashtekar variables is desirable on these grounds, but unfortunately still missing.

Recent investigation of the action of diffeomorphisms on boundaries [146, 147, 167] revealed the existence of potentially new degrees of freedom associated with broken residual diffeomorphism around the defects defined by the spin network punctures (as in figure 7). The associated generators are shown to satisfy a Virasoro algebra with central charge $c = 3$. Such CFT degrees of freedom could naturally account for the Bekenstein–Hawking law and provide a microscopic explanation of (107). The central feature that makes this possible in principle is the fact that the central charge of the CFT describing boundary degrees of freedom is proportional to the number of punctures that itself grows with the BH area. This is a feature that resembles in spirit previous descriptions [99–102]. However, an important advantage of the present treatment is the precise identification of the underlying microscopic degrees of freedom. Preliminary results (based on the use of the Cardy formula) indicate that the correct value of BH entropy could be obtained without the need of tuning the Immirzi parameter to any special value.

It is worth mentioning here the approaches where a holographic degeneracy of the BH density of states arises naturally from symmetry considerations in the transverse ‘r–t’ plane” of the near horizon geometry [98–101, 132, 133]. A clear connection or synthesis between these seemingly dual ideas remains open (see [247] for a hint of a possible link).

Finally, in the related group field theory (GFT) approach to quantum gravity [220, 221] the continuum limit is approached via the notion of condensate states (bosonic statistics plays here a central role [170]). The problem of calculating BH entropy has been explored in [222].

4.8. Entanglement entropy perturbations and BH entropy

Starting from a pure state $|0\rangle$ (‘vacuum state’) in QFT one can define a reduced density matrix $\rho = Tr_{\text{ent}}(|0\rangle\langle 0|)$ by taking the trace over the degrees of freedom inside the BH horizon. The entanglement entropy is defined as $S_{\text{ent}}[\rho] = -Tr(\rho \log(\rho))$. In four dimensions [270] the leading order term of entanglement entropy in standard QFT goes like

$$S_{\text{ent}} = \lambda \frac{a}{c^2} + \text{corrections},$$

(117)

where $\epsilon$ is a UV cut-off, and $\lambda$ is left undetermined in the standard QFT calculation due to UV divergences and associated ambiguities (recall discussion in section 4.4). An important one is that $\lambda$ is proportional to the number of fields considered; this is known as the species problem. These ambiguities seem to disappear if one studies perturbations of (117) when gravitational effects are taken into account [68, 74]. The analysis is done in the context of perturbations of the vacuum state in Minkowski space-time as seen by accelerated Rindler observers. Entanglement entropy is defined by tracing out degrees of freedom outside the Rindler wedge. Such a system reflects some of the physics of stationary BHs in the infinite area limit. A key property [292] is that

$$\rho = \frac{\exp(-2\pi \int_\Sigma T_{\mu\nu}\chi^\mu d\Sigma^\nu)}{Tr[\exp(-2\pi \int_\Sigma T_{\mu\nu}\chi^\mu d\Sigma^\nu)]},$$

(118)

where $\Sigma$ is any Cauchy surface of the Rindler wedge. If one considers a perturbation of the vacuum state $\delta \rho$, then the first interesting fact is that the relative entropy $\delta S_{\text{ent}} = S_{\text{ent}}[\rho + \delta \rho] - S_{\text{ent}}[\rho]$ is UV finite and hence free of regularization ambiguities [105]. The second property that follows formally (see below) from (118) is that

$$\delta S_{\text{ent}} = 2\pi Tr(\int_\Sigma \delta(T_{\mu\nu})\chi^\mu d\Sigma^\nu).$$

(119)

Now from semiclassical Einstein’s equations $\nabla^\nu \delta(T_{\mu\nu}) = 0$, this (together with the global properties of the Rindler wedge) implies that one can replace the Cauchy surface $\Sigma$ by the Rindler horizon $\mathcal{H}$ in the previous equation. As in the calculation leading to (85) one can use the Raychaudhuri equation (i.e. semiclassical Einstein’s equations) to relate the flux of $\delta(T_{\mu\nu})$ across the Rindler horizon to changes in its area. The result is that $\delta S_{\text{ent}} = \frac{4\pi}{3}\frac{\partial S}{\partial T}$ independently of the number of species. The argument can be generalized to static BHs [234] where a preferred vacuum state exists (the Hartle–Hawking
state). In this case, the perturbation can send energy out to infinity as well, and the resulting balance equation is
\[ \delta S_{\text{ext}} = \frac{\delta a}{4G_{\text{N}} \hbar} + \delta S_{\infty}, \]
(120)
where \( \delta S_{\infty} = \delta E / T_{\text{H}} \), and \( \delta E \) is the energy flow at \( \mathcal{S}^+ \cup i^+ \). Changes of entanglement entropy match changes of Hawking entropy plus an entropy flow to infinity. These results shed light on the way the species problem could be resolved in quantum gravity—the key point being that \( a \) is dynamical in gravity, and thus grows with the number of gravitating fields. However, as the concept of relative entropy used here is insensitive to the UV degrees of freedom, one key question is whether the present idea can be extrapolated to the Planck scale (for some results in this direction see [75, 108, 109]). Another important limitation of the previous analysis is that property (119) is only valid in a very restrictive sense (see, for example, [77]). Indeed, as shown in [289], generic variations involving for instance coherent states will violate (119). Thus this remains a formal remark pointing in an interesting direction that deserves further attention.

4.9. Entanglement entropy versus statistical mechanical entropy

One can argue that the perspective that BH entropy should be accounted for in terms of entanglement entropy [89] (for a review see [270]) and the statistical mechanical derivation presented so far are indeed equivalent in a suitable sense [234]. The basic reason for such equivalence resides in the microscopic structure predicted by LQG [67, 73, 108]. In our context, the appearance of the UV divergence in (117) tells us that the leading contribution to \( S_{\text{ent}} \) must come from the UV structure of LQG close to the boundary separating the two regions. Consider a basis of the subspace of the horizon Hilbert space characterised by condition (80), and assume the discrete index \( a \) labels the elements of its basis. Consider the state
\[ |\Psi\rangle = \sum_a \alpha_a |\psi_{\text{int}}^a\rangle |\psi_{\text{ext}}^a\rangle, \]
(121)
where \( |\psi_{\text{int}}^a\rangle \) and \( |\psi_{\text{ext}}^a\rangle \) denote physical states compatible with the IH boundary data \( a \), and describing respectively the interior and the exterior state of matter and geometry of the BH. The assumption that such states exist is a basic input of section 3.6.

In the form of the equation above we are assuming that correlations between the outside and the inside at Planckian scales are mediated by the spin-network links puncturing the separating boundary. This encodes the idea that vacuum correlations are locally at the Planck scale. The proper understanding of the solutions of (54) might reveal a richer entanglement across the horizon (the exploration of this important question is underway [72]). This assumption is implicit in the recent treatments [67] based on the analysis of a single quantum of area correlation, and is related to the (Planckian) Hadamard condition, as defined in [108]. We also assume states to be normalized as follows: \( \langle \psi_{\text{ext}}^a | \psi_{\text{ext}}^a \rangle = 1 \), \( \langle \psi_{\text{int}}^a | \psi_{\text{int}}^a \rangle = 1 \), and \( \langle \Psi | \Psi \rangle = 1 \). The reduced density matrix obtained from the pure state by tracing over the interior observables is
\[ \rho_{\text{ext}} = \sum_a p_a |\psi_{\text{ext}}^a\rangle \langle \psi_{\text{ext}}^a|, \]
(122)
with \( p_a = |\alpha_a|^2 \). It follows from this that the entropy
\[ S_{\text{ext}} \equiv -\text{Tr}[\rho_{\text{ext}} \log(\rho_{\text{ext}})] \]
is bounded by micro-canonical entropy of the ensemble, as discussed in section 4.3. If instead one starts from a mixed state encoding a homogeneous statistical mixture of quantum states compatible with (80), then the reduced density matrix leads to an entropy that matches the microcanonical one [234]. Such equipartition of probability is a standard assumption in the statistical mechanical description of standard systems in equilibrium. It is interesting to contemplate the possibility of arguing for its validity from a more fundamental level, using the ideas of typicality [244].

4.10. Hawking radiation

The derivation of Hawking radiation from first principles in LQG remains an open problem; this is partly due to the difficulty associated with the definition of semiclassical states approximating space-time backgrounds. Only heuristic models...
based on simple analogies exist at the moment [180]. Without a detailed account of the emission process, it is still possible to obtain information from a spectroscopical approach (first applied to BHs in [62, 197]) that uses as input the details of the area spectrum, in addition to some semiclassical assumptions [50, 51]. The status of the question has improved with the definition and quantisation of spherical symmetric models [157, 159, 160]. The approach resembles the hybrid quantisation techniques used in loop quantum cosmology [5, 40]. More precisely, the quantum spherical background space-time is defined using LQG techniques—whereas perturbations, accounting for Hawking radiation, are described by a quantum test field (defined by means of a Fock–Hilbert space).

A fundamental microscopic account of the evaporation in detail would require dynamical considerations into which the solutions of (54) describing a semiclassical BH state would have to enter. For an attempt to include dynamics in the present framework see [245]; and [246] for a related model of evaporation.

5. Insights into the hard problem: black hole quantum dynamics

5.1. The information loss problem

Classically, BHs are causal sinks. According to classical general relativity anything crossing a BH event horizon—figure 1; notice light cone structure—is constrained by the causal structure of space-time to end up at the singularity, which in the classical theory is regarded as an endpoint of space-time. When quantum effects are considered, the situation changes, as BHs evaporate through Hawking radiation. On the one hand, the classical notion of singularity is expected to be described by new Planckian scale physics, and so the question of the dynamical fate of what falls into this region is expected to have a well-defined description. On the other hand, this high curvature region, initially hidden by the BH event horizon, could eventually become visible to outside observers at the end of evaporation or remain forever causally disconnected from the outside region. As these questions concern the physics in the Planckian regime, these questions can only be settled in the framework of a full theory of quantum gravity. Semiclassical considerations meet their end.

According to the Hawking effect, a BH in isolation slowly lowers its initial mass $M$ by the emission of radiation which is very well approximated by thermal radiation (at least while the curvature at the horizon is far from Planckian, or equivalently, very well approximated by thermal radiation (at least while the emission of radiation which is lowers its initial mass $M$).

The answer really depends on the entire history of the BH. As an extreme example, one could think of quantum field theory on curved space-times, whatever falls into the BH becomes causally disconnected from the outside, at least for times $\tau \lesssim \tau_{\text{evap}}$. Evolution of the quantum state of matter fields from one instant defined by a Cauchy surface $\Sigma$ (see figure 8) to another defined by a Cauchy surface $\Sigma'$ in its future (embedded in the lower-than-Planckian curvature region) is unitary. For space-time regions which can be well approximated by classical gravity there is part of the Cauchy surface $\Sigma'$ that is trapped inside the BH, and whose future is the classical singularity. As $\Sigma'$ is pushed towards the future, the portion inside the BH grows (for instance in terms of its volume) as it approaches the singularity more and more closely (see dotted portion of $\Sigma'$ in figure 8).

It is easier to emphasize one aspect of the information loss paradox by concentrating only on the Hawking radiation produced by the BH during its history, and thus neglecting for simplicity of the analysis all the other things that have fallen into the BH during its long life (in particular those that led to its formation in the first place). Hawking particles are created by the gravitational tidal interaction of the BH geometry with the vacuum state $|0\rangle$ of matter fields. This state can be expressed as a pure state density matrix $|0\rangle \langle 0|$. It can be precisely shown that when a particle is created by this interaction and sent out to the outside, another correlated excitation falls into the singularity [177, 185, 291]. It is because these correlated excitations that have fallen into the BH cannot affect any local experiment outside that an outside observer can trace them out and in this way get a mixed state 

$$\rho_{\text{BH}} = \text{Tr}_{\text{BH}}[|0\rangle \langle 0|].$$

The previous mixed state is a thermal state with Hawking temperature $T_{\text{BH}}$, to an extremely good accuracy, while the BH is large in Planck units (the trace is taken at a given instant defined by a Cauchy surface $\Sigma$). Yet the overall state of matter, when we do not ignore the fallen correlated excitations, is a pure state! The question of the fate of information in BH physics can then be stated in terms of the question of whether the quantum state of the system after complete evaporation of the BH is again a pure state (the initially lost correlations emerge somehow from the ashes of the end result of evaporation), or the state remains mixed, and the information carried by the excitations that fell into the BH are forever lost. If the second scenario is realized, then the unitarity of the description of the gravitational collapse and subsequent evaporation would be compromised. This in itself would seem to have very little practical importance for local physics, considering the time scales involved for BHs with macroscopic masses. But it could lead to an in-principle detectable phenomenology in contexts where small BHs could be created in large numbers classically (such as for primordial BHs in cosmology) or by quantum fluctuations (yet in this case deviations from the semiclassical expectation could become important). Finally, the consideration of such purely theoretical questions can lead to new perspectives possibly useful in understanding the theory we seek.

How much information has fallen into the BH at the end of evaporation? The answer really depends on the entire history of the BH. As an extreme example, one could think of

\[ \tau_{\text{evap}} \approx 10^{50} M^3 / M_{\odot} \tau_{\text{univ}}, \]

where $M_{\odot}$ is the solar mass and $\tau_{\text{univ}}$ is the age of the universe.
feeding a BH with matter continuously to compensate for the energy loss via Hawking radiation. In this way, a BH can have a lifetime as large as wanted, and thus can swallow an unlimited amount of information (independently of its apparent size as seen from the outside). Thus the answer would be infinite in this case. One could think of the opposite scenario, where the BH is created quickly by gravitational collapse and left unperturbed in isolation until it completely evaporates. In this case we would expect that it has absorbed at least all the information that would be necessary to purify the Hawking radiation that has been emitted during its evaporation process. Assuming that this process is close to stationary for the most part of the history of the BH, and using the generalized second law of thermodynamics, one expects the information lost to be of the order of the initial Bekenstein–Hawking entropy $S_{BH} = a_0/(4G^2)$.

The volume inside the BH right before hitting the singularity is huge when calculated at an ultimate instant defined by a constant curvature slice before the radius of curvature becomes Planckian inside the BH. At that instant, the area of the BH as seen from the outside is Planckian. Nevertheless the internal volume defined by this space-like slice can be as large as the volume of a ball with a radius $R \approx 10^6 \times (M/M_\odot)R_{\text{min}}$, where $R_{\text{min}}$ denotes the radius of the observable universe (for discussion of the volume inside a BH see [110, 111]). Such trapped volume is not bounded in any way by the area of the BH—for instance, it can be made as big as desired by feeding the BH with matter to compensate for its evaporation, as in the situation evoked before where an unlimited amount of information would be absorbed by the BH. This is not surprising, as in a curved geometry the volume of a region is not bounded in any way by the apparent size of the region from the outside (the BH area for instance); in the present case this corresponds to Wheeler’s bag of gold scenario [298].

Hawking’s 1976 [179] formulation of the information paradox can be stated in the questions: is the information falling into the BH region forever lost? Or can it be recovered at the end of BH evaporation? It is clear that the answer to these questions is tied to the fate of the causal structure of space-time across the BH singularity, and is therefore a quantum gravity question. These questions will only be clarified when a solid understanding of the Planckian dynamics becomes available. The central interest of Hawking’s information paradox is the theoretical challenge it represents; it tells us that one cannot ignore the physics of the singularity.

The following scenarios represent some of the main ideas that have been put forward during the last four decades:

1. **Black holes are information sinks:** A simple possibility is that even when the singularity is replaced by its consistent Planckian description one finds that the excitations that are correlated with the outside can never interact again with it, and remain in some quantum gravity sense forever causally disconnected from the outside. There are two possibilities evoked in the literature: the first possibility is that lost information could end entangled in a pregeometric quantum substrate (where large quantum fluctuations [18] prevent any description in terms of geometry); this would be described as a singularity from the point of view of space-time physics, in which case the place where information ends could be seen as a boundary of space-time description [293]. The second is that to the future of the singularity (a region of large quantum fluctuations at the Planck scale) a new space-time description becomes available, but that the newly born space-time regions remain causally disconnected from the BH outside: a baby universe [155, 156].

2. **Information is stored in a long-lasting remnant:** A concrete proposal consists of assuming that a remnant of a mass of the order of Planck mass at the end of the Hawking evaporation can carry the missing information [6, 169]. As the final phase of evaporation lies outside of the regime of applicability of the semiclassical analysis, such hypothesis is in principle possible. Notice that this might be indistinguishable from the outside from the baby universe possibility if no information is allowed to come out of this remnant. The Planckian size remnant will appear as a point-like particle to outside observers. In order to purify the state of fields in the future, the remnant must have a huge number of internal degrees of freedom which correlate with those of the radiation emitted during evaporation, in addition to those related to the formation history of the BH. If one traces out these degrees of freedom, one has a mixed state that represents well the physics of local observers in the future right before the end of evaporation. The entropy of such a mixed state is expected to be at least as great as that of the initial BH $S_{BH}(M)$ before Hawking evaporation starts being important. The value of $S_{BH}(M)$ is a lower bound of the number of such internal states, which, as pointed out above, can be virtually infinite, depending of the past history of the BH. If this particle-like object admits a description in terms of an effective field theory (which in itself is not so clear [184]) this huge internal degeneracy would lead to an (unobserved) very large pair production rate in standard particle physics situations. One can contemplate the possibility that these remnants could decay via emission of soft photons carrying the missing information back to the outside. However, as the energy available for this is of the order of $M_p$, remnants would have to be very long lived (with lifetimes of the order of $M^4/M_p^4$ [69]) in order to evacuate all the internal information in electromagnetic, gravitational or any other field-like radiation. Hence, they would basically behave as stable particles, and one would run into the previous difficulties with large pair creation rates. The possibility that such remnants can lead to finite rate production despite the large degeneracy of their spectrum has been suggested [45, 46]. For more discussion of remnants and references see [184]. Some aspects of the previous two scenarios is illustrated in figure 9.

3. **Information is recovered in Hawking radiation:** Another proposed scenario for purification of the final state of BH evaporation consists of postulating that information comes out with the Hawking radiation. This view has been advocated by ’t Hooft in [276], and raised to a postulate by...
Susskind et al. [273], where one declares that ‘there exists a unitary $S$-matrix which describes the evolution from infalling matter to outgoing Hawking-like radiation’. See also Page [224]. Such view cannot accommodate with the space-time causal structure representing the BH within the framework of quantum field theory on curved space-times (see light cones in figure 8). New physics at low energy scales is invoked to justify that information of the in-falling modes is somehow ‘registered’ at the BH horizon and sent back out to infinity. More precisely, if standard QFT on a curved space-time is assumed to be a valid approximation when the curvature around the BH horizon is low (for large BHs), then no information on the in-falling modes can leak out past the horizon without violating causality. Yet, as argued by Page [223], in order for unitarity to hold such leaking of information must be important when the BH is still large and semiclassical (at Page time corresponding to the time when the BH has evaporated about half of its initial area $a$). Some peculiar quantum gravity effect must take place at the BH horizon.

Further tensions arise when trying to describe the physics from the point of view of freely falling observers who (according to the equivalence principle) should not feel anything special when crossing the BH horizon. In particular, they must find all the information that fell through the horizon right inside. Thus, there is a troublesome doubling of information in this scenario: a so-called principle of complementarity is evoked in trying to address these issues [273]. Hence, the above postulate implies that quantum gravity effects would be important where they are not expected to be, opening the door for paradoxical situations with theoretically convoluted proposed resolutions.

The existence of such puzzling large quantum gravity effects in the present scenario was made manifest by the analysis of [11, 95], where it is explicitly shown that (assuming the validity of semiclassical QFT in the vicinity of a large BH) one cannot have information go out of a large BH and across its horizon without a catastrophic violation of the equivalence principle at the BH horizon!

A cartoon description of the phenomenon can be given with the help of figure 10 as follows. According to the formalism of QFT on curved space-times, the UV structure of the two-point correlation functions is universal for well behaved (Hadamard) states. Physically, this implies that the state of fields looks like ‘vacuum’ to freely falling observers crossing the horizon with detectors sensitive to wavelengths much shorter than the BH size. In the context of the Hawking effect, this implies that a pair of particles $a$ and $b$ created at the horizon by the interaction of the field with the background geometry must be maximally correlated [211].

The statement that the final state of the Hawking radiation is pure (and thus that information...
has sneaked out of the horizon during the evaporation process) necessitates the existence of non-trivial correlations between the early radiation (particle $c$ in figure 10) and late radiation (particle $b$)\textsuperscript{19}. But correlations between $c$ and $b$ are forbidden by the fact that $a$ and $b$ are maximally correlated. This is due to the so-called monogamy of entanglement in quantum mechanics \cite{113}. Relaxing correlations between $a$ and $b$ implies a deviation from the notion of ‘vacuum’ at the point where $a$ and $b$ are created. This perturbation leads to a divergence of the energy-momentum tensor at the horizon in the past due to its unlimited blue-shift along the horizon towards the past: a ‘firewall’ detectable by freely falling observers. If one is not ready to accept such flagrant violation of the equivalence principle, one must admit the inviability of the complementarity scenario.

4. **Information is degraded via decoherence with Planckian degrees of freedom:** This is a natural proposal in which the fundamental discreteness of quantum geometry at the Planck scales plays a central role in understanding the puzzle of information. The information loss is viewed as a simple phenomenon of decoherence with the quantum gravity substratum reflected in an increase of the von Neumann entropy describing the state of Hawking radiation. This perspective puts on equal footing the apparent loss of information in the BH context with the degrading of information taking place in the more familiar situations described by standard thermodynamics and captured by the second law.

The second law of thermodynamics is not a fundamental principle in physics but rather a statement about the (illusory) apparent asymmetry of time evolution when sufficiently complicated systems are put in special initial conditions and later described statistically in terms of coarse physical variables that are unable to discern all the details of the fundamental system. The idea is easily illustrated in classical mechanics. On the one hand, Liouville’s theorem implies that the support of the phase space distribution of the system spans a volume that is time independent; on the other hand, the shape of the support is not restricted by the theorem. An initially simple distribution supported in a ball in $\Gamma$ will (in suitably complicated systems) evolve into a more and more intricate shape, whose apparent phase space volume, when measured with a device of resolution lower than that of the details of the actual distribution, will grow with time. In a practical sense, the second law implies that information is degraded (yet not lost) in time when encoded in coarse variables. The words in a newspaper are gone when the newspaper is burned but the information they carry continues to be encoded in the correlation among microscopic molecular degrees of freedom that become unavailable in practice.

At the quantum level, information can also be degraded due to decoherence through entanglement with degrees of freedom that are not accessible to the observer \cite{192}. In fact, this view leads to a beautiful statement of the foundations of statistical mechanics, and sets the fundamental basis for thermodynamics \cite{192, 244}. It is the view of the author that this perspective offers the possibility of a simple solution of the information loss paradox in the context of a quantum gravity theory where space-time geometry is granular or discrete at the fundamental level \cite{235}.

We have seen that BHs behave like thermodynamical systems. The validity of the laws of BH mechanics and their strict relationship with thermodynamics points to an underlying fundamental description in which space-time is made of discrete granular structures. Without adhering to any particular approach to quantum gravity, the solid theoretical evidence coming from general relativity and quantum field theory on curved space-times strongly suggest that BH horizons are made of Planckian size building blocks: they carry entropy given by $A/4$ in Planck units, and satisfy the generalized second law (total entropy of matter plus BH entropy can only increase). In the framework of LQG, we have seen in section 4 that it is precisely the huge multiplicity of microscopic quantum states of the BH geometry that can account for its thermal properties. Such microscopic degeneracy of states is also expected in the description of the continuum limit in

\textsuperscript{19}The analogy with the cooling of a hot body in standard situations is often drawn. An initially hot body can be described by a pure state. While it cools down it emits radiation that looks close to thermal at any particular time. Unitarity implies (among other things) that the early radiation be correlated with the late one to maintain the purity of the state. This view is misleading when applied to BHs, because it disregards the causal structure.
LQG, as argued in section 3.7. If these expectations are correct, then the information puzzle must be understood in terms that are basically equivalent to those valid in familiar situations. Information is not lost in BH evaporation, but degraded in correlations with these underlying 'atoms' of geometry at Planck scale. In this scenario, BH evaporation is represented by figure 11 and will be presented in more detail in section 5.2.

5.2. Information loss resolutions suggested by LQG

The means for the resolution of the information puzzle, advocated here, can be formulated in the context of the scenario proposed by Ashtekar and Bojowald (AB) in [24]. The central idea in the latter paper is that the key to the puzzle of information resides in understanding the fate of the classical *would-be-singularity* in quantum gravity. This view has enjoyed a steady consensus in the non-perturbative quantum gravity literature [184].

The scenario was initially motivated by the observed validity of the unitary evolution across the initial big-bang singularity in symmetry reduced models in the context of loop quantum cosmology [88] (see [40] and references therein for a modern account). Similar singularity avoidance results due to the underlying discreteness of LQG have been reported recently in the context of spherically symmetric BH models [158, 161] (see also [266]). The consistency of the AB paradigm is supported by the analysis of [41] in two-dimensional CGHS BHs [97], where some assumptions about the validity of quantum dynamics across the singularity are still made. Numerical investigations of the CGHS model in the mean field approximation [37, 38] strongly suggest the global causal picture proposed in the AB paradigm as well.

The space-time of the AB framework is represented in figure 11. Hypothetical observers falling into the BH unavoidably meet the *would be singularity*. Quantum gravity evolution in the Planckian region takes us across the singularity to the future, where the BH has evaporated. In the AB proposal, the space-time may rapidly become semiclassical, so that our test observer emerges into a flat space-time future above the *would-be-singularity*, where space-time is close to a flat space-time (because all of the mass causing gravity has been radiated away to infinity via Hawking radiation). The region where it emerges is in causal contact with the outside. From the viewpoint of an external observer, the BH slowly evaporates until it becomes Planckian. At this final stage, the semiclassical approximation fails, curvature at the BH horizon becomes Planckian, and external observers become sensitive to the strong quantum gravitational effects which are responsible for the resolution of the classical *would-be-singularity*. In practical terms, this means that external observers become in causal contact with the strong quantum gravity region, and the singularity becomes naked for them.

In this framework, there is a natural resolution of the question of the fate of information. The full quantum dynamics is unitary when evolving from $\Sigma$ to $\Sigma'$ (see figure 11). The correlations in a Hawking pair $a - b$ created in the vicinity of the BH horizon (figure 11) are maintained by the evolution. The field excitation $a$ falls into the Planckian region, where it interacts with the fundamental discrete space-time foam structure and gets imprinted into the Planckian fabric in what we call $\tilde{a}$. Correlations that make the state pure are not lost—at the end of evaporation, the quanta $b$ in the Hawking radiation are entangled with Planckian degrees of freedom $\tilde{a}$ which cannot be encoded in a smooth description of the late physics. These degrees of freedom are associated with a large degeneracy of the flat Minkowski space-time expected to arise from the continuum limit of LQG via coarse graining: $\tilde{a}$ is a defect in the fundamental structure not detectable for the low energy probes for whom the space-time seems smooth. The granular structure predicted by LQG can realise the idea of decoherence without dissipation evoked in [287, 288]. The account
of the fate of information in the context of BHs evaporation would, in this scenario, be very similar to what one believes happens when burning the newspaper. After burning, the articles in the newspaper remain written in the correlations of the gas molecules diffusing in the atmosphere. After evaporation, the information initially available for low energy probes in the initial data that lead to the gravitational collapse is encoded in the correlations with Planckian degrees of freedom which are harder to access. Information gets degraded but not lost: the ‘fire’ of the singularity is a place where the initially low-energy smooth physics excitations are forced, by the gravitational collapse, to interact with the Planckian fabric, where a new variety of degrees of freedom are exited.

The viewpoint developed in considering the question of information in quantum gravity leads to some phenomenological proposals that we briefly describe in what follows.

6. Discreteness and Lorentz invariance

A central assumption behind all the results and perspectives discussed in this article is the compatibility of the prediction of loop quantum gravity of a fundamental discreteness of quantum geometry at the Planck scale with the continuum description of general relativity. As emphasized before, the problem of the continuum limit of LQG remains to a large extent open, partly due to the technical difficulties in reconstructing the continuum from the purely combinatorial structures of quantum geometry, but also due to the difficulties associated with the description of dynamics in the framework (space-time is a dynamical system of the purely combinatorial structures of quantum geometry).

A problem that immediately comes to mind is the apparent tension between discreteness and the Lorentz invariance (LI) of the continuum low energy description. Is the notion of a minimum length compatible with Lorentz invariance? The apparent tension was initially taken as an opportunity for quantum gravity phenomenology, as such a conflict would immediately lead to observable effects (see [212] and references therein). Given the lack of clear understanding of the continuum limit, it was initially assumed that the discreteness of quantum gravity would select a preferred rest frame breaking LI ‘only’ at the deep Planckian regime. However, it was later shown [114, 115, 239, 243] that such naive violation of LI would not be compatible with standard QFT at familiar energy scales: violations of LI at the Planck scale would generically get amplified via radiative corrections, and thus ‘percolate’ from the Planck scale to low energy scales, producing effects that would be of the same order of magnitude as the phenomenology predicted by the standard model of particle physics. This is in sharp conflict with observations.

These results indicate that discreteness in quantum gravity does not admit a naive interpretation as some granular structure similar to molecules or atoms in a lattice. Compatibility with LI requires a more subtle relation, expected to be clarified via the precise understanding of the continuum limit and the solutions of the scalar constraint (54) (the quantum nature of such discreteness is probably one aspect of its elusive nature [257]). The key point seems to be that dynamical physical discreteness should be associated with gauge invariant quantities commuting with the scalar constraint. Let us illustrate this with the simpler case of the area operator, which is not a gauge invariant observable (a Dirac observable) unless further structure is provided. In the case of the BH models considered here, the area of the event horizon is a gauge invariant notion (thanks to the restrictions imposed by the isolated horizon boundary condition), and its discreteness is justified. Notice also that only normal Lorentz transformations preserve the boundary condition, and for such the area is an invariant notion.

The apparent tension of the discreteness as predicted by our calculations in section 3 in view of the expected LI at low energies can be attenuated with general dynamical considerations as well. Unfortunately, unlike the argument for BHs we just gave, in the general situation the discussion will remain at a more heuristic level until more control on the dynamical question is gained. However, we can be precise if we use the concrete scenario provided by models where time-reparametrization invariance (the gauge symmetry associated with (54)) is eliminated by the use of dust or other suitable (massive) matter degrees of freedom as a physical gauge fixing [96, 128, 171, 172]. Discreteness of geometry at the Planck scale realizes in particular observational [251, 253] like area and volume of regions in the rest frame of matter degrees of freedom. Compatibility with Lorentz invariance comes from the fact that the discreteness of geometric observables is associated with such preferred ‘observers’, selected by the gauge fixing degrees of freedom. In these models the Planck length enters in a way that is similar to the mass m of a field in a relativistic field theory. The presence of a scale does not break Lorentz symmetry, because the meaning of m is that of the rest-mass of the associated particle (it means a definite scale in a special reference frame). Similarly, the discreteness of geometry in the deparametrized context has a meaning in a reference frame determined by the physical degrees of freedom. These models are simplistic in that the matter ‘rulers’ that provide the gauge fixing that eliminates (54) are not properly quantized, but illustrate clearly the way in which the apparent tension between discreteness and Lorentz–FitzGerald contraction could be resolved.

Waiting for a more detailed understanding, we also mention that, in the context of applications to BHs, discreteness of the geometry of null surfaces (themselves a LI object) is the key feature behind the results we have discussed. Another important point concerning BHs is that the results presented here would all be preserved (only with a possible modification of the the value of γ0 in (82)) as long as a non-trivial area gap remains (the area spectrum can be continuous as long as there is a minimum non-vanishing area eigenstate [151, 165]). In the context of spin foams [260] (which provides the framework for understanding the continuum limit dynamically), there are indications that the area gap is a LI feature of quantum geometry. Although in this case the physical interpretation of the previous terms seems elusive.

20 There is, for instance, the presence of the area gap in the covariantly derived area operator [10], and the persistence of the gap in the LI definition of the area operator in self dual variables [151]. See also [127] for a general discussion on dynamics versus discreteness.
6.1. Phenomenology

The discussion of BH issues in quantum gravity suggests interesting avenues for phenomenology based on the possible observational implications of Planckian discreteness. Some years ago, there was an initial surge of interest in quantum gravitational effects associated with violations of Lorentz invariance mediated by effects associated with a preferred frame in which discreteness would realize \([7, 12, 13]\). However, it has by now become quite clear that this idea faces severe problems. From the direct observational side, one can conclude that, if effects of that kind exist at all, they must be far more suppressed than initially expected [1, 189]. From the theoretical side these effects are forbidden by the no-go argument of [115]. However, this result has created a great puzzle: in what way could space-time Planckian scale discreteness (as predicted by LQG) actually be realized in consistency with the observed Lorentz invariance? Collins et al [115] rule out the direct and naive atomistic view of a space-time made of pieces stuck together in some sort of space-lattice, but do not offer a clear answer to the question. The answer must come from the dynamical understanding of the theory (the solution of \((54)\)) and the construction of physical observables.

A related idea that avoids this no-go argument is that space-time discreteness can lead to violations of conservation of the energy momentum of matter fields when idealized as propagating in the continuum (no violation of Lorentz invariance in the naive sense is necessary; see, for instance, \([130, 240]\)). The idea is that discreteness would naturally lead to ‘energy diffusion’ from the low energy field theoretical degrees of freedom to the micro-Planckian structure of spacetime. Such diffusion is generically unavoidable if the decoherence scenario evoked in section 5.2 is realized. Therefore, this phenomenological idea is partly motivated by our considerations of the information puzzle in BH evaporation.

Violations of energy momentum conservation are incompatible with Einstein’s equations; however, in the context of cosmology, unimodular gravity can be shown to be a good effective description of violations that respect the cosmological principle [193]. In that case, the effect of the energy leakage is the appearance of a term in Einstein’s equations satisfying the dark energy equation of state with contributions that are of the order of magnitude of the observed cosmological constant. Dimensional analysis, together with the natural hypothesis that Planckian discreteness would primarily manifest in interactions with massive matter (see section 6) in a way that is best captured by the scalar curvature \(R\) (vanishing via Einstein’s equation for conformally invariant massless matter), lead to the emergence of a cosmological constant in agreement with observations without fine tuning [238]. These results are new and poorly understood from the perspective of a fundamental theory of quantum gravity. Nevertheless, they are encouraging, and present a fresh view on the dark energy problem that seems promising.

Finally, another phenomenological aspect that follows from the discussion of BHs in LQG is the suggestion that quantum effects in gravitational collapse might be stronger than those predicted by the semiclassical framework that leads to Hawking evaporation. These hypothetical strong quantum gravity effects would be important in regions of low curvature near the event horizon, and could actually dominate at some stage of the BH collapse. The models are motivated by heuristic considerations based on bouncing cosmologies in LQG [261], and later refined in [174, 261]. The initially proposed space-times suffer from certain instabilities [69, 123]. In these scenarios BHs would explode in time scales of order \(M^2\) (in Planck units) [112] and, as argued, they might lead to precise observational signatures [52–54].

7. Future directions and discussion

At present there is no complete understanding of that unified framework of quantum mechanics and gravity that we call quantum gravity. Several theoretical approaches exist, with their advantages and disadvantages depending on the judgement of what physical phenomena are the most relevant guiding principles. Loop quantum gravity is not an exception to this assertion. Important implications of the formalism remain unclear, such as the (dynamical) question of the continuum limit, or that of the nature of matter at the fundamental scale. In this context, BH physics is a challenge and an opportunity—where phenomenology, firmly rooted in predictions of general relativity and quantum field theory on curved space-times, guides our steps in the construction of a consistent theory. In this sense, BHs are cosmic microscopes of the fundamental structure of space and time. They hide the key to solving the puzzle of quantum gravity.

In this article, we have reviewed the main achievements of the formalism of loop quantum gravity when applied to BHs. The central feature behind all these results is the discreteness of geometry at the Planck scale that follows directly (as explained in section 3) from the canonical uncertainty relations of gravity in the first order variables. We have argued that there is a finite-dimensional ensemble of possible gravitational actions in these variables—section 2.1—and that the Immirzi parameter arises from the associated coupling constants. In the quantum theory, the Poisson non-commutativity of geometric variables implies the discreteness of area and volume whose eigenvalues are modulated by the Immirzi parameter \(\gamma\) (see, for instance, equation \((76)\)). The parameter \(\gamma\) is thought of as labelling inequivalent quantizations.

We have seen that the approach succeeds in explaining the proportionality of BH entropy with its horizon area without the need of invoking holographic ideas at the fundamental level. Consistency with the low energy semiclassical limit requires a very definite value of the proportionality constant between area and entropy. Two competing perspectives coexist at present. On the one hand, there is the view (motivated by the formalism of quantum isolated horizons) that only geometry degeneracy must contribute to the entropy—section 4.1. In this case semiclassical consistency is achieved by fixing the value of the Immirzi parameter, as in equation \((82)\). On the other hand, if matter degrees of freedom are taken into account and punctures are assumed to be indistinguishable, we have seen—section 4.4—that it is possible to achieve
semiclassical consistency for arbitrary values of the Immirzi parameter (\(\gamma\) only appears in subheading quantum corrections to the entropy). Moreover, if in addition boson statistics is postulated for punctures, then correspondence with the continuum limit holds—section 4.5.

At present, there is no consensus on which of the previous alternative views is most appropriate. The second perspective is more challenging, as it demands deeper understanding of the nature of matter degrees of freedom at the Planck scale. This is a difficult yet potentially promising direction, where the properties of BHs can teach us about some aspects of matter coupling of LQG at high energies. In section 4.7 we mention some ideas which could be considered first steps in this direction.

We have seen in this article that BHs are modelled in terms of boundaries and the imposition of boundary conditions at the classical level. This approach is natural in the semiclassical context, where BHs are large in Planck units and thus radiate so little that they can be idealised as stationary. Quantum aspects are explored via canonical quantization of the phase space to general relativity restricted by these boundary conditions. In the dynamical regime, BHs are more elusive notions. Indeed, it is likely that the very notion of BH (as a trapped region) makes no sense in the full quantum gravity regime (recall discussion in section 5). We have also discussed how some of the most puzzling issues, such as the emergence of the Lorentz invariant continuum, or the fate of information in gravitational collapse, require the full dynamical description of the evaporation process and—what classically would be regarded as—the BH singularity. At present, one can argue for possible scenarios on the basis of general features such as discreteness of geometry at the Planck scale. However, the precise treatment of these hard questions necessitates full control of the quantum theory and its dynamics at the Planck scale. There is active research on basically two fronts trying to address the dynamical question: the spin foam approach towards the path integral representation of LQG [233], and the canonical Dirac program of regularisation and quantisation of the quantum Einstein’s equations [181, 198, 200]. In the near future, perhaps the reader will contribute with new insights into these pressing questions.
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