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ABSTRACT

We develop an approach for solving rooted orienteering problems with category constraints as found in tourist trip planning and logistics. It is based on expanding partial solutions in a systematic way, prioritizing promising ones, which reduces the search space we have to traverse during the search. The category constraints help in reducing the space we have to explore even further. We implement an algorithm that computes the optimal solution and also illustrate how our approach can be turned into an approximation algorithm, yielding much faster run times and guaranteeing lower bounds on the quality of the solution found. We demonstrate the effectiveness of our algorithms by comparing them to the state-of-the-art approach and an optimal algorithm based on dynamic programming, showing that our technique clearly outperforms these methods.

1. INTRODUCTION

Imagine a user arriving at the train station of a city, depicted on the left-hand side of Figure 1, and needing to be at the airport, located on the right-hand side of the figure, five hours later. They do not want to immediately go to the airport, but have a look at the city first. If the user takes the shortest route from the train station to the airport, represented by the solid line, they are only able to see a basilica on the way and still have a lot of spare time when arriving at the airport. According to the ratings of a tourist guide, the basilica, a pagoda, and a cathedral are the top points of interest (POIs) that can be visited en route to the airport within five hours (see dashed line). While this makes much better use of the time, the user may not be in the mood to visit these POIs, as they may be tired from traveling and would like a more relaxing route. In this instance, the dotted line, connecting a park, a ferris wheel, and a statue, is much more appropriate. As this example shows, the goal is to find a trip with the best points of interest that makes good use of the available time while at the same time considering the preferences of a user.

Finding itineraries for domains such as tourist trip planning and logistics often involves solving an orienteering problem. This is because those tasks are not about determining the shortest path, but the most attractive or the one covering the most needy customers while satisfying a strict time constraint. We focus on a variant that assumes that every point of interest (POI) or customer has a category. This categorization helps a user in expressing preferences, e.g. a tourist may only be interested in certain types of venues, such as museums, galleries, and cafes, while certain vehicles may only be able to serve particular customers.

In general, orienteering is an NP-hard problem, and adding categories does not change this fact [2]. We propose an approach based on a best-first strategy to explore the search space, meaning that we first expand the partial solutions that show the greatest potential. We do so with the help of a function approximating the attractiveness of POIs that can be still added. Similar to admissible heuristics in an A*-search, this function needs to satisfy certain properties. Additionally, we are able to prune partial solutions that cannot possibly result in an optimal route.

Even though this technique will speed up the search for an optimal solution by pruning unpromising partial solutions, in the worst case it still has an exponential run time. Therefore, we describe how to transform our method into much more efficient approximation algorithms, creating different variants with important properties concerning the quality of the generated solution and the run time. In summary, we make the following contributions:

- We show how to apply a best-first strategy to the problem of orienteering with category constraints.
- Additionally, we turn the optimal algorithm into different approximation algorithms proving lower bounds.
for the quality of a solution and upper bounds for the run time.

- In an experimental evaluation we compare our approach to state-of-the-art algorithms, demonstrating its effectiveness. For some scenarios we improved the quality of the solutions by about 10% with a run time of just five seconds (with the main competitor taking up to 50 seconds and producing worse solutions).

The remainder of the paper is organized as follows. In the next section we cover related work and in Section 3 we formalize the problem. Sections 4 and 5 contain a detailed description of our approach and an approximation algorithm, respectively, while in Section 6 theoretical bounds are provided. This is followed by an experimental evaluation, comparing our algorithm to the state-of-the-art algorithm, a simple greedy heuristic, and an optimal one. Finally, Section 8 concludes the paper.

2. RELATED WORK

A common technique for modeling tourist trip planning and logistics problems is to map them to the orienteering problem (OP). Introduced by Tsiligridis in [19], OP is about determining a path from a starting node to an ending node in an edge-weighted graph with a score for each node, maximizing the total score while staying within a certain time budget. Orienteering is an NP-hard problem and algorithms computing exact solutions using branch and bound [8] [13] as well as dynamic programming techniques [11] [15] are of limited use, as they can only solve small problem instances. Consequently, there is a body of work on approximation algorithms and heuristics, most of them employing a two-step approach of partial path construction [9] [10] and (partial) path improvement [1] [4] [16]. Meta-heuristics, such as genetic algorithms [18], neural networks [20], and ant colony optimization [10] have also been tested. However, none of the approaches investigate OP generalized with categories. For a recent overview on orienteering algorithms, which still mentions orienteering with category constraints as an open problem, see [7].

There is also work on planning and optimizing errands, e.g., someone wants to drop by an ATM, a gas station, and a pharmacy on the way home. The generalized traveling salesman problem, see [7].

Another, different take on tourist trip planning is to look at the user experience. For instance, Maruyama et al. investigate feedback elicitation from users in a tourist trip planning context [12], while Castillo et al. look at context-based recommendation and collaborative filtering [8]. However, most of these approaches do not consider the actual route planning or use very simple greedy heuristics.

Adapting an existing algorithm for OP would be a natural starting point for developing an approximation algorithm considering categories. However, many of the existing algorithms have a high-order polynomial complexity or no implementation exists, due to their very complicated structure. Two of the most promising approaches we found were the segment-partition-based technique by Blum et al. [1] and the method by Chekuri and Pál, exploiting properties of submodular functions [3]. The latter approach, a quasi-polynomial algorithm, is still too slow for practical purposes. Additionally, common to all of the approaches, though, is breaking down the itinerary recursively into smaller and smaller segments, which get assembled into a complete tour. If we just run these algorithms without any alterations on POIs with categories, it is very likely that the solution violates the max-n type constraints. A fix would be to try out all possible distributions of max-n type constraints for every recursive call. For example, given a max-n type constraint of 3 for a category and assuming \( \text{recl} \) computes the left half of a route and \( \text{recr} \) the right one, we would have to make the following calls with max-n type constraints: \( \text{recl}(0), \text{recr}(3); \text{recl}(1), \text{recr}(2); \text{recr}(1), \text{recl}(3), \text{recr}(0) \). While this would guarantee an answer respecting the max-n type constraints, it would also blow up the computational costs.

Nevertheless, Singh et al. [17] modified the algorithm of Chekuri and Pál by introducing spatial decomposition for Euclidean spaces in the form of a grid, making it more efficient. Our work on CLuster Itinerary Planning (CLIP) [2] for OPs on road networks with category constraints was inspired by [17].

3. PROBLEM FORMALIZATION

We assume a set of points of interest (POIs) \( p_i \), \( 1 \leq i \leq n \), represented by P. The POIs, together with a starting and a destination node, denoted by \( s \) and \( d \), respectively, are connected by a complete, metric, undirected graph \( G = (P \cup \{s,d\}, E) \), whose edges, \( e \in E = \{(x,y) \mid x,y \in P \cup \{s,d\} \} \) connect them. Each edge \( e \) has a cost \( c(p_i, p_j) \) that signifies the duration of the trip from \( p_i \) to \( p_j \), while every node \( p_i \in P \) has a cost \( c(p_i) \) that denotes its visiting time. Each POI belongs to a certain category, such as museums, restaurants, or galleries. The set of \( m \) categories is denoted by \( K \) and each POI \( p_i \) belongs to exactly one category \( k_j, 1 \leq j \leq m \). Given a \( p_i \), \( \text{cat}(p_i) \) denotes the category \( k_j \) belongs to and \( \text{score}(p_i) \) its score or reward, with higher values indicating higher interest to the user. Finally, users have a certain maximum time in their budget to complete the itinerary, denoted by \( t_{\text{max}} \).

**Definition 1. (Itinerary)** An itinerary \( I \) starts from a starting point \( s \) and finishes at a destination point \( d \) (\( s \) and \( d \) can be identical). It includes an ordered sequence of connected nodes \( \mathcal{I} = \langle s, p_{i_1}, p_{i_2}, \ldots, p_{i_n}, d \rangle \), each of which is visited once. We define the cost of itinerary \( I \) to be the total duration of the path from \( s \) to \( d \) passing through and visiting the POIs in \( \mathcal{I} \), \( \text{cost}(\mathcal{I}) = c(s, p_{i_1}) + c(p_{i_1}, p_{i_2}) + \sum_{j=2}^{n-1} c(p_{i_{j-1}}, p_{i_j}) + c(p_{i_n}, d) \), and its score to be the sum of the scores of the individual POIs visited, \( \text{score}(\mathcal{I}) = \sum_{i=1}^{n} \text{score}(p_{i_j}) \).

**Example 1.** Figure 3 shows an example with four POIs, \( p_1, p_2, p_3, p_4 \), along with their distances, visiting times, scores, and categories. We simplify the graph slightly to keep it readable: all POIs of the same category have the same score we also omit some edges. One example itinerary between \( s \) and \( d \) is the one that includes only \( p_1 \), i.e., \( I_1 = \langle s, p_1, d \rangle \), while a second one includes \( p_2 \) and \( p_3 \), i.e., \( I_2 = \langle s, p_2, p_3, d \rangle \), a third itinerary can be \( I_3 = \langle s, p_2, p_3, p_4, d \rangle \). Their costs and scores are as follows:

---

...
We are now ready to define the problem precisely, we introduce a parameter max\(_{\text{cum}}\) cumulative score. As already mentioned, we introduce a different category and it could be one recommended to the user, even though it takes more time to travel between categories. More formally, given a subset \(P\) of \(\mathbb{P}\), our goal is to place them in an itinerary from \(s\) to \(d\) as defined above. Given the traveling and visiting times as well as the scores, we need to build an itinerary with duration smaller than \(t_{\text{max}}\) and maximum cumulative score. As already mentioned, we introduce an additional constraint specifying the number of POIs per category that can be included in the final itinerary. More precisely, we introduce a parameter max\(_{j}\) for each category \(k\) that is set by the user to the maximum number of POIs in a category that he or she prefers to visit during the trip. We are now ready to define the Orienteering Problem with Maximum Point Categories (OPMPC).

**Definition 2.** (OPMPC) Given a starting point \(s\), a destination point \(d\), \(n\) points of interest \(p_i \in \mathbb{P}\), with scores described by the function \(\text{score}(p_i)\), visiting times \(c(p_i)\), \(1 \leq i \leq n\), traveling times \(c(x,y)\) for \(x,y \in \mathbb{P} \cup \{s,d\}\), categories \(k_j \in \mathbb{K}, 1 \leq j \leq m\), and the following two parameters: (a) the maximum total time \(t_{\text{max}}\) a user can spend on the itinerary and, (b) the maximum number of POIs \(\text{max}_j\) that can be used for the category \(k_j\) (\(1 \leq j \leq m\)), a solution to the OPMPC is an itinerary \(I = \langle s,p_1,p_2,\ldots,p_\ell,d \rangle\), \(1 \leq \ell \leq n\), such that

- the total score of the points, \(\text{score}(I)\), is maximized;
- no more than \(\text{max}_j\) POIs are used for category \(k_j\);
- the time constraint is met, i.e., \(\text{cost}(I) \leq t_{\text{max}}\).

**Example 2.** In the presence of categories \(k_1, k_2\) with \(\text{max}_1 = 1\) and \(k_2\) with \(\text{max}_2 = 1\), and assuming that \(t_{\text{max}} = 10\), we can observe the following in the itineraries in Example 1. Itinerary \(I_1\) is infeasible since its cost is greater than \(t_{\text{max}}\), while the other two fulfill the time requirement. Comparing \(I_2\) and \(I_3\), we can see that \(I_3\) is of higher benefit to the user, even though it takes more time to travel between \(s\) and \(d\). However, it cannot be chosen since it contains two POIs from \(k_2\). Itinerary \(I_2\) contains two POIs, each from a different category and it could be one recommended to the user.

In Table 1 we give a summary of the notation we use in this paper.

### Table 1: Notation

| Symbol | Description |
|--------|-------------|
| \(p_i\) | a single POI |
| \(\mathbb{P}\) | the set of all POIs |
| \(n\) | number of POIs |
| \(k_j\) | a single category |
| \(\mathbb{K}\) | the set of all categories |
| \(m\) | number of categories |
| \(\text{max}_j\) | category constraint for category \(k_j\) |
| \(\text{cat}(p_i)\) | category of POI \(p_i\) |
| \(\text{score}(p_i)\) | score of POI \(p_i\) |
| \(c(p_i)\) | cost of \(p_i\) (visiting time) |
| \(\text{utility}(p_i)\) | utility of \(p_i\) (used for greedy strategy) |
| \(G\) | graph containing POIs as nodes |
| \((s,p)\) | (basically a road network) |
| \(I\) | itinerary |
| \(t_{\text{max}}\) | time constraint |
| \(s\) | starting node |
| \(d\) | destination node |
| \(u_{k_j}\) | no of POIs of category \(k_j\) in the itinerary |
| \(\mathbb{P}_{\text{rem}}(I)\) | set of POIs \(\mathbb{P}\) without POIs in \(I\) |
| \(\text{cost}(I)\) | total cost of \(I\) (traveling and visiting times) |
| \(\text{score}(I)\) | current score of an itinerary |
| \(\text{pot}(I)\) | potential score of an itinerary |
| \(\text{extra}(I)\) | upper bound on score of still reachable POIs in \(\mathbb{P}_{\text{rem}}(I)\) |

### 4. OUR APPROACH

We roughly follow a best-first strategy, meaning that we keep all solutions generated so far in a priority queue sorted by their potential score. A solution is represented by the set of POIs it contains. In each step, we take the solution with the highest potential score from the queue, expand it with POIs that have not been visited yet, and re-insert the expanded solutions back into the queue. An important difference to the classic best-first search is that in our case it is not straightforward to identify the goal state, as we do not know the score of the optimal itinerary a priori. Consequently, we have to run the algorithm until there are no solutions left in the queue that have a higher potential score than the best found so far (which then becomes the result we return). Applying this approach in a straightforward fashion is not practical in most cases as OPMPC is an intractable problem. Therefore, after presenting an algorithm that computes the optimal solution, we turn it into an approximation algorithm.

#### 4.1 Potential Score

An important aspect of our search strategy is the computation of the potential score of a partial solution, which has to be an upper bound of the score of the fully expanded solution based on this partial solution. Basically, this follows the principle of admissible heuristics found in the A*-algorithm, with the difference that we never underestimate the value, since we consider scores and not costs.

**Definition 3.** (Potential score) Given a (partial) itinerary \(I = \langle s,p_1,p_2,\ldots,p_\ell,d \rangle\), its potential score \(\text{pot}(I)\) is defined as follows:

\[
\text{pot}(I) = \text{score}(I) + \text{extra}(I)
\]
where $\text{score}(I) = \sum_{i=1}^{1} \text{score}(p_i)$ and $\text{extra}(I)$ is a heuristic never underestimating the additional score that is still possible for $I$.

Algorithm 1 shows the pseudocode for computing $\text{extra}(I)$. We obtain an approximation (without underestimating the true extra score we can still get) by figuring out how many of the top-scoring POIs we could potentially still fit into the partial itinerary $I$. In a first step, we remove all POIs that are already in $I$ from the set of all POIs (line 2). We call this set of remaining POIs $P_{rem}(I)$. Then we discard all POIs in $P_{rem}(I)$ that are too costly to travel to from the penultimate POI $p_i$ to $d$ (line 3). Now that we have reduced the set of POIs, we turn to the category constraints to get an even more accurate picture (line 6). For every category we know how many POIs we can still fit into the itinerary without violating the category constraints. As previously defined, $\max_k$ is the maximum number of POIs that can be chosen for category $k$. Let $u_k$ be the number of POIs of category $k$ currently found in $I$ (line 7), then we know that we can only fit $(\max_k - u_k)$ more POIs of category $k$ into $I$ (line 8). For each category, we sort the POIs in $P_{rem}(I)$ according to their score in descending order and add up the scores of the top $(\max_k - u_k)$ POIs of each category (lines 10 to 13). This comprise $\text{extra}(I)$.

Algorithm 2: $b \leftarrow \text{MainLoop}(q, G)$

Input: query $q$ (consisting of $s$, $d$, $t_{\text{max}}$, and category constraints), graph $G$, set $P$ of all POIs

Output: best solution $b$

1 $Q \leftarrow \text{priority deque for partial solutions}$
2 $c.cost \leftarrow c(q.s, q.d)$
3 $c.g \leftarrow \text{Extra}(q, c, G, P)$
4 $b \leftarrow \text{ExtendGreedily}(q, e)$
5 $Q.push(b)$
6 while not $Q.empty()$ do
7 $s \leftarrow Q.popMinimum()$
8 if $s$ violates any category constraint then
9 continue
10 $z \leftarrow \text{ComputePathAndScore}(s)$
11 if $z.cost > q.t_{\text{max}}$ then continue
12 $z.g \leftarrow \text{Extra}(q, z, G, P)$
13 if $z.score > b.score$ then $b \leftarrow z$
14 $Q.push(z)$
15 if at an early stage then
16 $y \leftarrow \text{ExtendGreedily}(q, e)$
17 if $y.score > b.score$ then $b \leftarrow y$
18 while $b.score > Q.minimum().score + Q.minimum().extra$ do
19 $Q.popMinimum()$
20 return $b$

4.3 Further Optimizations

With the help of the score of the current best solution, we can do some pruning, because only partial solutions whose potential score is better have to be considered. In order to be able to prune earlier and more aggressively, we initialize the best solution found so far with an itinerary found quickly using a greedy algorithm (see line 1 and Algorithm 3). Given a partial itinerary $I = \langle s, p_1, p_2, \ldots, p_i, d \rangle$, the greedy strategy adds to this path a POI $p \in P_{rem}(I)$ such that its utility

$$\text{utility}(p) = \frac{\text{score}(p)}{c(p_1, p) + c(p) + c(p, d)}$$

is maximal and no constraints are violated. We repeat this until no further POIs can be added to the itinerary.

We can also use a greedy approach to improve the current best solution while the algorithm is running (see lines 15 to 17). When expanding a partial solution taken from the deque, we also complete it with a greedy strategy. This improves the current best solution more rapidly, leading to more aggressive pruning and is especially useful in earlier
stages of the algorithm, as there is still a lot of unexplored search space. We may want to stop the greedy expansion in later stages, due to it being less effective, as we have already explored a lot of promising directions. The threshold \( g \in [0, 1] \) defines when the algorithm is in a *early stage*, it checks each expanded solution \( z \): whenever the ratio \( z \cdot \text{cost}/t_{\text{max}} \leq g \), it does a greedy expansion. We investigate this parameter in more detail in Section 7 on the experimental evaluation.

5. APPROXIMATION ALGORITHMS

Even though pruning and further optimizations speed up the search for a solution, in the worst case we still face exponential run time. After all, we are looking for an optimal solution for an NP-hard problem. Here we present variations of Algorithm 2 that turn it into an approximation algorithm. In principle, we can guarantee an upper bound on the run time or a lower bound on the score.

5.1 Bounding the Score

In line 18 of Algorithm 2 we remove (partial) solutions from the end of the deque that have a potential score smaller than the best solution \( b \) found so far. Since solutions are sorted by an overestimation of their score, we never accidentally get rid of a partial solution that could be expanded into the optimal one. However, we could prune more aggressively by introducing a *cut factor* \( c \) \((c \geq 1)\) and checking whether \( c \cdot b \cdot \text{score} > Q \cdot \text{minimum}(1, \text{score} + Q) \cdot \text{minimum(\text{extra} \cdot Q)}^1 \). The larger \( c \), the more partial solutions will be ignored. However, by doing so we also risk losing the optimal and other good solutions. Nevertheless, we are sure to get a solution that guarantees at least \( \alpha = 1/c \) of the score of the optimal solution.

5.2 Bounding the Run Time

While the approach in the previous section makes sure that we always get a certain amount of the optimal score, we are not able to bound its run time. All we know is that it is faster, since we prune more partial solutions. By modifying Algorithm 2 in a different way, we can obtain a run time bound. Instead of allowing the queue to become arbitrarily long, we limit its length to a maximum of \( t_{\text{max}} \) entries. In this way, we put a limit on the number of partial solutions that can be expanded. Before pushing an expanded solution \( z \) back into the deque in line 13, we check whether there is still space. If there is not enough space, we remove the partial solution with the lowest potential score (this could also be \( z \)). While we cannot determine the quality of the answer a priori, we know the value for \( \alpha \) upon completion of the algorithm if we keep track of the largest potential score of all the partial solutions we discarded. Assume that \( z_{\text{max}} \) has the largest potential score among the discarded solutions. Then we know that \( \alpha = \frac{1}{\text{pot}(z_{\text{max}})} \), where \( b \) is the optimal solution.

Another, more direct, way of controlling the run time is to set an explicit limit \( r \) for it. After the algorithm uses up the allocated time, it returns the best solution found so far. For example, we can check between line 7 and 8 whether there is any time left. If not, we jump out of the while-loop. Again, it is not possible to prescribe a value for \( \alpha \) beforehand, but we can determine its value when the algorithm finishes: in this case \( z_{\text{max}} \) is the partial solution with the largest potential score that is still in the deque when we stop.

6. PROPERTIES AND BOUNDS

In the following we prove that the pruning we do leads to an algorithm computing the itinerary with the maximal score. Additionally, we prove the bounds for the score and the run time of the approximation algorithms.

6.1 Correctness of Pruning

Let \( I_c \) be a complete itinerary, i.e., no further POIs can be added to \( I_c \) without violating a constraint. We have to prove that for every complete itinerary \( I_c \), \( \text{pot}(I_c) = \text{score}(I_c) \leq \text{pot}(I_p) \), where \( I_p \) is a partial itinerary of \( I_c \) \((I_p \subset I_c)\). \( I_p \subset I_c \) iff the POIs \( p_1, p_2, \ldots, p_n \) in \( I_p \) are a subset of the POIs \( p_1, p_2, \ldots, p_n \) in \( I_c \). The potential score of \( I_c \) is equal to its score, since \( \text{extra}(I_c) = 0 \) (no more POIs can be added). We can actually show a stronger statement that includes the one above.

**Lemma 1.** As we expand solutions, their potential score decreases: given two itineraries \( I_1 \) and \( I_2 \) with \( I_1 \subset I_2 \), it follows that \( \text{pot}(I_2) \leq \text{pot}(I_1) \).

**Proof.** We prove the lemma by structural induction.

- **Induction step** \((n \rightarrow n + 1)\): Given two itineraries \( I_n \) with POIs \( p_1, p_2, \ldots, p_n \) and \( I_{n+1} \) with POIs \( p_1, p_2, \ldots, p_{n+1} \), we have to show that \( \text{pot}(I_{n+1}) \leq \text{pot}(I_n) \)

\[
\iff \text{score}(I_{n+1}) + \text{extra}(I_{n+1}) \\
\leq \text{score}(I_n) + \text{extra}(I_n) \\
\iff \text{score}(I_n) + \text{score}(p_{n+1}) + \text{extra}(I_{n+1}) \\
\leq \text{score}(I_n) + \text{extra}(I_n) \\
\iff \text{score}(p_{n+1}) + \text{extra}(I_{n+1}) \\
\leq \text{extra}(I_n)
\]

Assuming that we can still add (up to) \( k \) POIs to \( I_n \), \( \text{extra}(I_n) \) is computed by taking the top-\( k \) POIs from \( \text{P}_{\text{rem}}(I_n) \), whereas \( \text{extra}(I_{n+1}) \) is computed by taking the top-\( (k-1) \) POIs from \( \text{P}_{\text{rem}}(I_{n+1}) \). We have just expanded \( I_n \) by adding \( p_{n+1} \) to it, so we know that \( \text{P}_{\text{rem}}(I_{n+1}) \cup \{p_{n+1}\} \subseteq \text{P}_{\text{rem}}(I_n) \), as \( p_{n+1} \) is missing from \( \text{P}_{\text{rem}}(I_{n+1}) \) (compared to \( \text{P}_{\text{rem}}(I_n) \)) and
\( \mathbf{P}_{\text{rem}}(I_{n+1}) \cup \{p_n+1\} \) can at most reach \( \mathbf{P}_{\text{rem}}(I_n) \), because the remaining time in itinerary \( I_{n+1} \) is less than the remaining time in itinerary \( I_n \). Therefore, the choice we get when picking top-scoring POIs we pick for the left-hand side of the inequality is more restricted compared to the right-hand side.

- **Base case (empty itinerary):**
  The empty itinerary \( I_0 \) contains no POIs, therefore \( \text{pot}(I_0) = \text{extra}(I_0) \) and we choose the top-scoring POIs from the largest possible set \( \mathbf{P}_{\text{rem}}(I_0) \), which means that \( I_0 \) has the largest possible potential score.

\[ \square \]

### 6.2 Lower Bounding the Score

Using the approximation technique from Section 5.1, we can guarantee a lower bound for the score we achieve. At any given time, when discarding a partial solution \( I_p \), we know that its potential score \( \text{pot}(I_p) \) is at most a factor \( c \) greater than the best solution \( b \) found so far: \( c \cdot b \geq \text{pot}(I_0) \). If there is no further change for \( b \), the ratio of achieving \( \alpha = c/b \) of the best score holds, as \( \text{pot}(I_p) \) never underestimates the score of a full expansion of \( I_p \). If \( b \) is replaced by a new best score \( b' \), we then know that the previously discarded partial solutions are actually closer to the optimal solution, as \( b' \) can only be greater than \( b \). In fact, the cut factor of the previously discarded partial solutions improves to \( c' = b/b' \cdot c \).

Additionally, the lemma in the previous section states that the potential score of an expanded solution can never go up, which means that we are also on the safe side here: we cannot lose a complete solution that is less than a factor \( \alpha \) of the optimal solution by discarding \( I_p \).

Even when using the approximation techniques bounding the run time shown in Section 5.2, which do not allow us to set a lower bound for the score a priori, we can draw conclusions about the factor \( \alpha \) after the algorithm finishes. When running our algorithm with a limited queue length, we keep track of the solution with the largest potential score \( \text{pot}(I_{\max}) \) that we have discarded. When execution stops, we can now compare \( \text{pot}(I_{\max}) \) to the best solution \( b \) that is returned, knowing that \( \alpha \) has to be at least \( b/\text{pot}(I_{\max}) \). Using an explicit time limit \( r \), the largest (implicitly) discarded \( \text{pot}(I_{\max}) \) can be found at the head of the queue and we can compute \( \alpha \) as indicated above. This even makes it possible to run our algorithm in an iterative fashion. Once the time limit \( r \) has been reached, but a user is not satisfied with the current level of quality, they can continue running the algorithm for another limited time period, checking \( \alpha \) again. In this way, the quality of the solution and the run time can be balanced on the fly.

### 6.3 Upper Bounding the Run Time

When setting an explicit time limit \( r \), bounding the run time is straightforward. In case of a limited queue length, drawing conclusions about the run time is more complicated. The worst case for a best-first search algorithm is a scenario in which all the POIs have the same score, the same cost, and a similar distance from \( s \), \( d \) and each other. In this case we first expand the empty partial solution generating all itineraries of length one. In the next step, we expand all these itineraries to those of length two, then all of those to those of length three, and so on, meaning that no pruning is taking place. We now give an upper bound for the number of generated itineraries and then illustrate the effect of a bounded queue length on this number.

We have \( m \) categories \( k_j \), \( 1 \leq j \leq m \), each with the constraint \( \max_k \) and the set \( K_{rk} = \{ p | p \in P, \text{cat}(p) = k_j \} \) containing the POIs belonging to this category. The set of relevant POIs \( R \) is equal to \( \bigcup_{j=1, \max_k > 0} \sum_{\lambda} k_j \). We denote its cardinality by \( |R| \) (assuming that \( R \) contains POIs actually reachable from \( s \) and \( d \) in time \( t_{\max} \)). For the first POI we have \( |R| \) choices, for the next one \( |R| - 1 \), and so on until we have created paths of length \( \lambda = \sum_{j=1, \max_k > 0} \max_k \). We cannot possibly have itineraries containing more than \( \lambda \) POIs, as this would mean violating at least one of the category constraints. So, in a first step this gives us \( \prod_{i=0}^{\lambda-1} (|R| - i) \) different itineraries. This is still an overestimation, though, as it does not consider the \( t_{\max} \) constraint, nor does it consider that once an itinerary has reached \( \max_k \) POIs for a category \( k_j \), the set \( K_{rk} \) can be discarded completely when extending the itinerary further. Introducing a maximum queue length of \( t_{\max} \), we arrive at the final number \( \prod_{i=0}^{\lambda-1} \min((|R| - i), t_{\max}) \).

### 7. EXPERIMENTAL EVALUATION

We conducted our experiments on a Linux machine (Arch Linux, kernel version 4.8.4) with an i7-4800MQ CPU running at 2.7 GHz and 24 GB of RAM (of which 15 GB were actually used). The algorithms were written in C++, compiled with gcc 6.2 using -O2. The priority queue was implemented with an interval heap, the graph representing the city map with an adjacency list. For comparison with the CLIP algorithm we used black-box testing, configuring it with the relaxed linear programming solver as suggested in [2].

The greedy strategy uses Algorithm 3 on an empty itinerary containing just \( s \) and \( d \).

We averaged 25 different test runs for every data point in the following plots. For each test run we selected a start and end node randomly, such that \( c(s, d) < t_{\max} \). When comparing different algorithms, we generated one set of queries and re-used it for every algorithm. Unless specified otherwise, as default values for the parameters we two hours for \( t_{\max} \), the largest number of categories possible for a graph (four or nine), a category constraint of two for each category, a cut ratio of 1.2, a greedy expansion threshold of 1, an unbounded queue length, and unlimited run time.

#### 7.1 Data Sets

We used several different data sets in our evaluation. The first one was an artificial one consisting of a grid with 10,000 nodes (100 x 100) with a total of 3,000 POIs in four different categories. The distance between neighboring nodes in the grid was 60 seconds. The POIs were randomly scattered in the grid, had a visiting time between three minutes and one hour and a score between 1 and 100.

The second artificial network is a spider network consisting of the same number of nodes and POIs as the grid, but the edges are placed as a 100-sided polygon with 100 levels. The edges between levels are 100 seconds, and the central, and smallest, polygon has sides of 8 seconds. The other levels become larger and larger as in a Euclidean plane. For a visualization of the grid and spider networks, see Figure 3.

The two real-world data sets were a map of the Italian city of Bolzano with a total of 1830 POIs in nine categories.
and a map of San Francisco with a total of 1983 POIs in four categories.

![Grid and Spider Network Example](image)

**Figure 3: Grid and Spider Network Example**

### 7.2 Effects of Parameters

First of all, we illustrate the effects of the different parameters on the performance of our approximation algorithm. Namely, these are the values for the greedy expansion threshold, the cut ratio, the queue length limit, and the run time limit. We also show how the number of categories selected by a user influences our performance.

#### 7.2.1 Greedy expansion threshold

Figure 4 shows the impact of the greedy expansion threshold on the performance of our algorithm (here on a grid network; the results for the other networks look very similar). As a reminder, the threshold $g$ determines when we stop expanding a partial solution greedily. If the accumulated cost of an itinerary so far divided by $t_{\text{max}}$ is less than or equal to $g$, we do the expansion ($g = 0$ meaning we never expand, $g = 1$ meaning we always do so).

![Greedy Expansion Threshold](image)

**Figure 4: Varying the greedy expansion threshold**

As can be seen in Figure 4 (top), the effect on the score is minimal (for comparison a pure greedy strategy is also shown). However, the improvements in terms of run time are significant (Figure 4, bottom). Running a greedy expansion during the execution of the algorithm updates the best solution found so far much faster, resulting in better pruning. On average, it was always worth running a greedy expansion right up to the point when the algorithm finishes, since greedily expanding a partial solution can be done very quickly. In fact, toward the end of the execution this can be done even faster, as only one or two more POIs can be added to an itinerary.

#### 7.2.2 Cut ratio

Next, we investigate the impact of the cut ratio. Increasing the cut ratio allows us to prune more aggressively, albeit at the price of sometimes losing the optimal solution. In Figure 5 we depict the results for varying the cut ratio from 1 (optimal case) to 2.5 (guaranteeing at least 0.4 of the optimal score). As expected, the score of the found solutions goes down when increasing the cut ratio. This is the case for all data sets. Nevertheless, it does so much slower than the guaranteed lower bound for the score and it also stays well above the score for the solutions found by the simple greedy algorithm. This is especially true for the real-world data sets (Figures 5(c), (d), (e), and (f)). We found that our algorithm finds good solutions early (more on this in Section 7.2.4 about setting a fixed run time limit).

The impact of the cut ratio on the run time is much larger, though (see Figure 6). For some data sets, namely the grid and San Francisco networks, increasing the cut ratio brings down the run time significantly. Grid networks, including the artificial grid and San Francisco, whose map is composed of many grid-like structures, have a very long run time for small cut ratios, while spider networks do not exhibit this behavior. (Bolzano, which has grown organically over centuries around an old city center, shares some of the features of a spider network.) The different edge lengths make the central part of the spider network much easier to explore, whereas the external parts are more isolated. As a consequence, the computation of extra($\mathcal{Z}$) is more precise, meaning that we get a much more accurate picture about the potential scores of the yet unexpanded solutions that are still in the queue, making it easier to prune partial solutions. In a grid-like network, there are lots of alternatives, making it more difficult to compute extra($\mathcal{Z}$) accurately, so the potential scores of some unexpanded solutions may still be high, and we need more time to check them.

#### 7.2.3 Queue length

Now we look at the impact of bounding the queue length to shorten the run time of our algorithm. The left-hand column of Figure 7 labeled (a), shows the results for the grid network, the right-hand column, labeled (b), those for the spider network. The cut ratio is set to 1 to measure only the impact of the queue length limit. The size of the queue on the x-axis is measured relatively to the number of POIs in the graph and the horizontal line at the top of the figure is the optimal result when running our algorithm with an unbounded queue. As can be seen in the top row of Figure 7 having a very short queue lowers the score slightly. We do not start the plot y-axis at 0 to make the small differences of the score more visible. That is also the reason why we did not add the score of the greedy algorithm (it is 412 for Figure 7(a) and 252 for Figure 7(b)). Unsurprisingly, the run time goes up with increasing queue length (see bottom 2)

2The two hour itineraries in the real-world setting for Bolzano and San Francisco are a bit too short to notice an effect.

3Due to the cut ratio, we did not run this experiment for the real-world data sets, as is would have taken too much time.
row of Figure 7) and it will eventually reach the run time of the unbounded queue.

7.2.4 Run Time Limit

Bounding the queue length is an indirect way of controlling the run time, in Figure 8 we show results for setting an explicit run time limit. The orange line at the top of each plot represents the optimal score. We can see that even for very short run time limits we get results for every data set that are very close to the optimal score. What this means is that our algorithm finds very good solutions early in the search process and then, if we let it continue, spends the remaining time basically verifying that there are not significantly better solutions. We also clearly outperform the greedy heuristic in terms of score (the greedy algorithm takes between 0.2 and 1.5 seconds to find a solution).

When limiting the run time, we cannot guarantee the quality of the attained score a priori. Nevertheless, when the algorithm stops running, together with the score it returns the factor $\alpha$, that tell us which proportion of the optimal
Our approach

We have plotted the lower bound \( \alpha \) score we have reached at least (for details, see Section 6.2). We have plotted the lower bound \( \alpha \) in Figure 9(b), please note that for this measure the scale on the right-hand side of the y-axis is used. This has important implications for running our algorithm: we basically have an anytime algorithm. We can stop it at any time and get a solution and its quality. Eventually we continue with the execution and investigate the current state a short time later, repeating the process. Consequently, we are able to balance the quality of the solution and the run time on the fly.

Looking at Figure 8, we see that the results for two of the data sets, the spider network in Figure 8(b) and the Bolzano network in Figure 8(c) are somewhat different, which comes as a surprise, as we mentioned that the Bolzano network shares some of the properties of a spider network in Section 7.2.2. However, there are other effects at work here, too. For the Bolzano network the larger number of categories is responsible for the lower guarantee. This makes it more difficult to discard potential unexpanded solutions. For the final parameter, we illustrate the impact of categories, CLIP on a map of Bolzano. In terms of the score (upper part of Figure 11(a)) the three variants found solutions are close to the optimal for every data set, the end of visiting two POIs of two categories each, we actually start having more and more spare time, which makes the problem easier to solve.

Figure 9(b) shows the effect of increasing the maximum constraint of categories. Again, we quickly generate good solutions in a scalable way, due to the explicit limit on the run time.

7.3 Comparison with Competitors

Here we compare our algorithm to the state-of-the-art. We distinguish two different cases: (a) the artificial networks (grid and spider) and (b) the real-world data sets (Bolzano and San Francisco). For the real-world data sets we also run more realistic queries with a larger time constraint \( t_{\text{max}} \) and for that reason do not compare it to the optimal algorithm (as its run time explodes for long itineraries).

7.3.1 Grid and Spider Networks

Figure 10 illustrates the results of running our algorithm with a cut factor of 1.2 against the optimal algorithm (the left-hand column, labeled (a), shows the results for the grid network, the right-hand column, labeled (b), shows those for the spider network). In terms of the score our approach outperforms the greedy approach and comes close to the optimal solution, while at the same time having a much better run-time performance than the optimal algorithm. The final measurements for large values of \( t_{\text{max}} \) are missing, since we aborted runs taking longer than ten minutes to complete.

7.3.2 Real-world Data Sets

We now move to the real-world data sets. Figure 11(a), found in the left-hand column, compares three different variants of our algorithm (cut factor, bounded queue, and run time limit) with the state-of-the-art algorithm for orienteering with categories, CLIP on a map of Bolzano. In terms of the score (upper part of Figure 11(a)) the three variants
of our algorithm are almost identical: merely one measurement resulted in a difference two digits after the decimal point (thus we only depict one curve). Our algorithm outperforms both, CLIP and the greedy heuristic, the latter by a large margin. When we look at the run time (lower part of Figure 11(a)), we see huge differences, though. The only competitive algorithms are the ones limiting the run time in some form, either directly or by limiting the queue length.

In the final experiment we show the full strength of our approach for running queries with a large time constraint $t_{\text{max}}$. Here we run a blended version of our algorithm, combining a run time limit of five seconds with a queue length of half the number of total POIs in the graph. At first glance, combining a run time limit with a fixed queue length seems redundant. However, from a certain run time limit onwards, the queue length may become quite large and we may want to restrict it.

Figure 11(b) shows results for the San Francisco data set, comparing CLIP to our blended variant. In terms of the score, our approach outperforms both, CLIP and the greedy
heuristic. However, we get a better score than CLIP with a shorter run time, demonstrating that our technique scales much better than CLIP. In fact, as we were running the experiments on weaker hardware compared to the findings in [2], we could not replicate the ten-hour itineraries for CLIP shown in [2] in reasonable time. This clearly shows that our algorithm is much more suitable for deployment on mobile devices, which have limited computational resources. We also illustrate that limiting the queue length (to a certain extent) does not have adverse effects on the run-time-limited variant.

8. CONCLUSION AND FUTURE WORK
We have developed an effective and efficient approximation algorithm for solving the orienteering problem with category constraints (OPMPC) by applying a best-first strategy, blending it with greedy search, and then limiting its run time. One major advantage of our technique over CLIP, the state-of-the-art approach for OPMPC, is the fact that our technique is an anytime algorithm, which immediately starts to generate solutions with quality guarantees, as it keeps track of potential scores. Consequently, we can run our algorithm for a fixed time or until a certain quality level has been reached, whichever comes first.
Nevertheless, we still see some room for improvement. Profiling our algorithm, we noticed that we spend a considerable amount of time (about 40%) calculating the potential score. If we were able to do this more efficiently, maybe by parallelizing the task, we would be able to create an even more efficient algorithm. For longer itineraries it may also be interesting to move to more efficient techniques for computing itineraries from sets of POIs. On a more general level, our approach could also be viable for other orienteering variants, such as the team orienteering problem or orienteering with time windows.
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