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Abstract

Our objective is to introduce to the NLP community an existing $k$-NN search library NMSLIB, a new retrieval toolkit FlexNeuART, as well as their integration capabilities. NMSLIB, while being one of the fastest $k$-NN search libraries, is quite generic and supports a variety of distance/similarity functions. Because the library relies on the distance-based structure-agnostic algorithms, it can be further extended by adding new distances. FlexNeuART is a modular, extendible and flexible toolkit for candidate generation in IR and QA applications, which supports mixing of classic and neural ranking signals. FlexNeuART can efficiently retrieve mixed dense and sparse representations (with weights learned from training data), which is achieved by extending NMSLIB. In that, other retrieval systems work with purely sparse representations (e.g., Lucene), purely dense representations (e.g., FAISS and Annoy), or only perform mixing at the re-ranking stage.

1 Introduction

Although there has been substantial progress on machine reading tasks using neural models such as BERT (Devlin et al., 2018), these approaches have practical limitations for open-domain challenges, which typically require (1) a retrieval and (2) a re-scoring/re-ranking step to restrict the number of candidate documents. Otherwise, the application of state-of-the-art machine reading models to large document collections would be impractical even with recent efficiency improvements (Khattab and Zaharia, 2020).

The first retrieval stage is commonly referred to as the candidate generation (i.e., we generate candidates for re-scoring). Until about 2019, the candidate generation would exclusively rely on a traditional search engine such as Lucene, which indexes occurrences of individual terms, their lemmas or stems (Manning et al., 2010). In that, there are several recent papers where promising results were achieved by generating dense embeddings and using a $k$-NN search library to retrieve them (Lee et al., 2019; Karpukhin et al., 2020; Xiong et al., 2020). However, these studies typically have at least one of the following flaws: (1) they compare against a weak baseline such as untuned BM25 or (2) they rely on exact $k$-NN search, thus, totally ignoring practical efficiency-effectiveness and scalability trade-offs related to using $k$-NN search, see, e.g., §3.3 in Boytsov (2018). FlexNeuART implements some of the most effective non-neural ranking signals: It produced best non-neural runs in the TREC 2019 deep learning challenge (Craswell et al., 2020) and would be a good tool to verify these results.

Furthermore, there is evidence that when dense representations perform well, even better results may be obtained by combining them with traditional sparse-vector models (Seo et al., 2019; Gysel et al., 2018; Karpukhin et al., 2020; Kuži et al., 2020). It is not straightforward to incorporate
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1https://lucene.apache.org/
these representations into existing toolkits, but FlexNeuART supports dense and dense-sparse representations out of the box with the help of NMSLIB (Boytsov and Naidan, 2013a; Naidan et al., 2015a).² NMSLIB is an efficient library for $k$-NN search on CPU, which supports a wide range of similarity functions and data formats. NMSLIB is a commonly used library³, which was recently adopted by Amazon.⁴ Because NMSLIB algorithms are largely distance-agnostic, it is relatively easy to extend the library by adding new distances. In what follows we describe NMSLIB, FlexNeuART, and their integration in more detail. The code is publicly available:

- https://github.com/oaqa/FlexNeuART
- https://github.com/nmslib/nmslib

2 NMSLIB

Non-Metric Space Library (NMSLIB) is an efficient cross-platform similarity search library and a toolkit for evaluation of similarity search methods (Boytsov and Naidan, 2013a; Naidan et al., 2015a), which is the first commonly used library with a principled support for non-metric space searching.⁵ NMSLIB is an extendible library, which means that is possible to add new search methods and distance functions. NMSLIB can be used directly in C++ and Python (via Python bindings). In addition, it is also possible to build a query server, which can be used from Java (or other languages supported by Apache Thrift⁶).

$k$-NN search is a conceptually simple procedure that consists in finding $k$ data set elements that have highest similarity scores (or, alternatively, smallest distances) to another element called query. Despite its formulaic simplicity, $k$-NN search is a notoriously difficult problem, which is hard to do efficiently, i.e., faster than the brute-force scan of the data set, for high dimensional data and/or non-Euclidean distances. In particular, for some data sets exact search methods do not outperform the brute-force search in just a dozen of dimensions (see, e.g., a discussion in § 1 and § 2 of Boytsov 2018).

For sufficiently small data sets and simple similarities, e.g., $L_2$, the brute-force search can be a feasible solution, especially when the data set fits into a memory of an AI accelerator. In particular, the Facebook library for $k$-NN search FAISS (Johnson et al., 2017) supports the brute-force search on GPU ⁷. However, GPU memory is quite limited compared to the main RAM. For example, the latest A100 GPU has only 40 GB of memory⁸ while some commodity servers have 1+ TB of main RAM.

In addition, GPUs are designed primarily for dense-vector manipulations and have poor support for sparse vectors (Hong et al., 2018). When data is very sparse, as in the case of traditional text indices, it is possible to efficiently retrieve data using search toolkits such as Lucene. Yet, for less sparse sets, more complex similarities, and large dense-vector data sets we have to resort to approximate $k$-NN search, which does not have accuracy guarantees.

One particular efficient class of $k$-NN search methods relies on the construction of neighborhood graphs for data set points (see a recent survey by Shimomura et al. (2020) for a thorough description). Despite initial promising results were published nearly 30 years ago (Arya and Mount, 1993), this approach has only recently become popular due to good performance of NMSLIB and KGraph (Dong et al., 2011)⁹.

Specifically, two successive ANN-Benchmarks challenges (Aumüller et al., 2019) were won first by our efficient implementation of the Navigable Small World (NSW) (Malkov et al., 2014) and then by the Hierarchical Navigable Small World (HNSW) contributed to NMSLIB by Yury Malkov (Malkov and Yashunin, 2018). HNSW performance was particularly impressive.
Unlike many other libraries for $k$-NN search, NMSLIB focuses on retrieval for generic similarities. The generality is achieved by relying largely on distance-based methods: NSW (Malkov et al., 2014), HNSW (Malkov and Yashunin, 2018), NAPP (Tellez et al., 2013; Boytsov et al., 2016), and an extension of the VP-tree (Boytsov and Naidan, 2013b; Boytsov and Nyberg, 2019b). Distance-based methods can only use values of the mutual data point distances, but cannot exploit the structure of the data, e.g., they have no direct access to vector elements or string characters. In addition, NMSLIB has a simple (no compression) implementation of a traditional inverted file, which can be used to carry out an exact maximum-inner product search on sparse vectors.

Graph-based retrieval algorithms have been shown to work efficiently for a variety of non-metric and non-symmetric distances (Boytsov and Nyberg, 2019a; Boytsov, 2018; Naidan et al., 2015b). This flexibility permits adding new distances/similarities with little effort (as we do not have to change the retrieval algorithms). However, this needs to be done in C++, which is one limitation. It is desirable to have an API where C++ code could call Python-implemented distances. NMSLIB supports only in-memory indices and with a single exception all indices are static, which is another (current) limitation of the library.

There is a number of data format and distances—a combination which we call a space—supported by NMSLIB. A detailed description can be found online\textsuperscript{10}. Most importantly, the library supports $L_p$ distances with the norm $\|x\|_p = \left( \sum_{i \in I} |x_i|^p \right)^{1/p}$, the cosine similarity, and the inner product similarity. For all of these, the data can be both fixed-size “dense” and variable-size “sparse” vectors. Sparse vectors can have an unlimited number of non-zero elements and their processing is less efficient compared to dense vectors. On Intel CPUs the processing is speed up using special SIMD operations. In addition, NMSLIB supports the Jaccard similarity, the Levenshtein distance (for ASCII strings), and the number of (more exotic) divergences (including the KL-divergence).

The library has substantial documentation and additional information can be found online\textsuperscript{11}.

3 FlexNeuART

3.1 Motivation

Flexible classic and NeurAl Retrieval Toolkit, or shortly FlexNeuART (intended pronunciation flex-noo-art) is a modular text retrieval toolkit, which incorporates some of the best classic, i.e., traditional, information retrieval (IR) signals and provides capabilities for integration with recent neural models. This toolkit supports all key stages of the retrieval pipeline, including indexing, generation of training data, training the models, candidate generation, and re-ranking.

FlexNeuART has been under active development for several years and has been used for our own projects, in particular, to investigate applicability of $k$-NN search for text retrieval (Boytsov et al., 2016). It was also used in recent TREC evaluations (Craswell et al., 2020) as well as to produce strong runs on the MS MARCO document leaderboard.\textsuperscript{12} The toolkit is geared towards TREC evaluations: For broader acceptance we would clearly need to implement Python bindings and experimentation code at the Python level.

\textsuperscript{10}https://github.com/nmslib/nmslib/blob/master/manual/spaces.md

\textsuperscript{11}https://github.com/nmslib/nmslib/tree/master/manual

\textsuperscript{12}https://microsoft.github.io/msmarco/#docranking
FlexNeuART was created to fulfill the following needs:

- **Shallow** integration with Lucene and state-of-the-art toolkits for $k$-NN search (i.e., the candidate generation component should be easy to change);
- Efficient retrieval and efficient re-ranking with basic relevance signals;
- An out-of-the-box support for multi-field document ranking;
- An ease of implementation and/or use of most traditional ranking signals;
- An out-of-the-box support for learning-to-rank (LETOR) and basic experimentation;
- A support for mixed dense-sparse retrieval and/or re-ranking.

Packages most similar to ours in retrieval and LETOR capabilities are Anserini (Yang et al., 2018), Terrier (Ounis et al., 2006), and OpenNIR (MacAvaney, 2020). Anserini and Terrier are Java packages, which were recently enhanced with Python bindings through Pyserini and PyTerrier (MacDonald and Tonellotto, 2020). OpenNIR implements re-ranking code on top of Anserini. These packages are tightly integrated with specific retrieval toolkits, which makes implementation of re-ranking components difficult, as these components need to access retrieval engine internals—which are frequently undocumented—to retrieve stored documents, term statistics, etc. Replacing the core retrieval component becomes problematic as well. In contrast, our system decouples retrieval and re-ranking modules by keeping an independent forward index, which enables **plugable** LETOR and IR modules. In addition to this, OpenNIR and Pyserini do not provide API for fusion of relevance signals and none of the toolkits incorporates a lexical translation model (Berger et al., 2000), which can substantially boost accuracy for QA.

3.2 System Design and Workflow

The FlexNeuART system—outlined in Figure 1—implements a classic multi-stage retrieval pipeline, where documents flow through a series of “funnels” that discard unpromising candidates using increasingly more complex and accurate ranking components. In that, FlexNeuART supports one intermediate and one final re-ranker (both are optional). The initial ranked set of documents is provided by the so-called candidate generator (also known as the candidate provider).

FlexNeuART is designed to work with plugable candidate generators and re-rankers. Out-of-the-box it supports Apache Lucene and NMSLIB, which we describe in § 2. NMSLIB works as a standalone multi-threaded server implemented with Apache Thrift. NMSLIB supports an efficient approximate (and in some cases exact) maximum inner-product search on sparse and sparse-dense representations. Sparse-dense retrieval is a recent addition.

Lucene full-text search algorithms rely on classic term-level inverted files, which are stored in compressed formats (so Lucene is quite space-efficient). NMSLIB (see § 2) supports the classic (uncompressed) inverted files with document-at-at-time (DAAT) processing, the brute-force search, the graph-based retrieval algorithms HNSW (Malkov and Yashunin, 2018) and NSW (Malkov et al., 2014), as well the pivoting algorithm NAPP (Tellez et al., 2013; Boytsov et al., 2016).

The indexing and querying pipelines ingest data (queries and documents) in the form of multi-field JSON entries, which are generated by external Java and/or Python

```json
1 { 
2   "DOCTYP": "D", 
3   "text": "nfl team represent super bowl 50", 
4   "text_unlemm": "nfl teams represented super bowl 50" 
5 }
```

Figure 2: Sample input for question “Which NFL team represented the AFC at Super Bowl 50?”

---
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15 https://thrift.apache.org/
code. Each field can be parsed or raw. The parsed field contains white-space separated tokens while the raw field can keep arbitrary text, which is tokenized directly by re-ranking components. In particular, BERT models rely on their own tokenizers (Devlin et al., 2018).

The core system does not directly incorporate any text processing code, instead, we assume that an external pipeline does all the processing: parsing, tokenization, stopping, and possibly stemming/lemmatization to produce a string of white-space separated tokens. This relieves the indexing code from the need to do complicated parsing and offers extra flexibility in choosing parsing tools.

An example of a two-field input JSON entry for a SQuAD 1.1 (Rajpurkar et al., 2016) question is given in Fig. 2. Document and query entries contain at least two mandatory fields: DOCNO and text, which represent the document identifier and indexable text. Queries and documents may have additional optional fields. For example, HTML documents commonly have a title field. In Fig. 2, text_unlemm consists of lower-cased original words, and text contains word lemmas. Stop words are removed from both fields. From our prior TREC experiments we learned that it is beneficial to combine scores obtained for the lemmatized (or stemmed) and the original text (Boytsov and Belova, 2011).

Retrieval requires a Lucene or an NMSLIB index, each of which can be created independently. To support re-ranking, we also need to create forward indices. There is one forward index for each data field. For parsed fields, it contains bag-of-word representations of documents (term IDs and frequencies) and (optionally) an ordered sequence of words. For raw fields, the index keeps unmodified text. A forward index is also required to create an NMSLIB index.

The FlexNeuART system has a configurable re-ranking module, which can combine results from several ranking components. A sample configuration file shown in Fig. 3 contains an array of scoring sub-modules whose parameters are specified via nested dictionaries (in curly brackets). Each description contains the mandatory parameters type and params. Scoring modules are feature extractors, each of which produces one or more numerical feature that can be used by a LETOR component to train a ranking model or to score a candidate document.

The special composite feature extractor reads the configuration file and for each description of the extractor it creates an instance of the feature extractor whose type is defined by type. The value of params can be arbitrary: parsing and interpreting parameters is delegated to the constructor of the extractor object.

A sample configuration in Fig. 3 defines a BM25 (Robertson, 2004) scorer with parameters $k_1 = 1.2$ and $b = 0.25$ for the index field text (and query field text) as well as the averaged embedding generator for the fields text_unlemm. The latter creates dense query and document representations using StarSpace embeddings (Wu et al., 2018). There are separate sets of embeddings for queries and documents. Word embeddings are weighted using IDFs and subsequently $L_2$ normalized. Finally, this extractor produces a single feature equal to the $L_2$ distance between averaged embeddings of the query and the document.

From the forward indices, we can export
Figure 4: Sample experimental configuration.

data to NMSLIB and create an index for $k$-NN search. This is supported only for inner-product similarities. As discussed in the following subsection § 3.3, there are two scenarios. In the first scenario we export one vector per feature extractor. In particular, we generate a sparse vector for BM25 and a dense vector for the averaged embeddings. Then, NMSLIB combines these representations on its own using adjustable weights, which can be tweaked after data is exported. In the second scenario—which is more efficient but less flexible—we create one composite vector per document/query, where individual component weights cannot be changed further after export.

3.3 Scoring Modules

Similarity scores between queries and documents are computed for a pair of query and a document field (typically these are the same fields). Scores from various scorers are then combined into a single score by a learning-to-rank (LETOR) algorithm (Liu et al., 2009). FlexNeuART use the LETOR library RankLib from which we use two particularly effective learning algorithms: a coordinate ascent (Metzler and Croft, 2007) and LambdaMART (Burges, 2010). We have found a bug in RankLib implementation of the coordinate ascent: We, thus, use our own, bugfixed, version.

Coordinate ascent produces a linear model. It is most effective when the number of features and/or the number of examples is small. LambdaMART is a boosted tree model, which, in our experience, is effective primarily when the number of features and training examples is quite large.

We provide basic experimentation support. An experiment is described via a JSON descriptor, which defines parameters of the candidate generating, re-ranking, and LETOR algorithms. Some experimentation parameters such as training and testing subsets can also be specified in the command line.

A sample descriptor is shown in Fig. 4. It uses an intermediate re-ranker which re-scores 2000 entries with the highest Lucene scores. A given number of highly scored entries can be further re-scored using the “final” re-ranker. Note that the experimental descriptor references feature-extractor JSONs rather than defining everything in a single configuration file.

Given an experimental descriptor, the training pipeline generates specified features, exports results to a special RankLib format and trains the model. Training of the LETOR model also requires a relevance file (a QREL file in the TREC NIST format), which lists known relevant documents. After training, the respective retrieval system is evaluated on another set of queries. The user can disable model training: This mode is used to tune BM25.

Based on our experience with TREC and community QA collections (Boytsov and Naidan, 2013b; Boytsov, 2018), we support the following scoring approaches:

- A proxy scorer that reads scores from one or more standalone scoring servers, which can be implemented in Python or any other language supported by Apache Thrift.\(^\text{17}\) Our system implements neural proxy scorers for CEDR (MacAvaney et al., 2019) and MatchZoo (Fan et al., 2017). We have modified CEDR by providing a better parameterization of the training procedure, adding support for BERT large (Devlin et al., 2018) and multi-GPU training.

\(^\text{17}\)https://thrift.apache.org/
The TF×IDF similarity BM25 (Robertson, 2004), where logarithms of inverse document term frequencies (IDFs) are multiplied by normalized and smoothed term counts in a document (TFs).

Sequential dependence model (Metzler and Croft, 2005): our re-implementation is based on the one from Anserini.

BM25-based proximity scorer, which treats ordered and unordered pairs of query terms as a single token. It is similar to the proximity scorer used in our prior work (Boytsov and Belova, 2011).

Cosine/L2 distance between averaged word embeddings. We first train word embeddings for the corpus, then construct a dense vector for a document (or query) by applying TF×IDF weighting to the individual word embeddings and summing them. Then we compare averaged embeddings using the cosine similarity (or $L_2$ distance).

IBM Model 1 is a lexical translation model trained using expectation maximization. We use Model 1 to compute an alignment log-probability between queries and answer documents. Using Model 1 allows us to reduce the vocabulary gap between queries and documents (Berger et al., 2000).

A proxy query- and document embedder, that produces fixed-size dense vectors for queries and documents. The similarity is the inner product between query and document embeddings. This scorer operates as an Apache Thrift server.

A BM25-based pseudo-relevance feedback model RM3. Unlike a common approach where RM3 is used for query-expansion, we use it in re-ranking mode (Diaz, 2015).

Instead we should stick to a simple vector-space model, where similarity is computed as the inner product between query and document vectors (Manning et al., 2010). The respective retrieval procedure is a maximum inner-product search (a form of $k$-NN search). For example both BM25 and the cosine similarity between query and document embeddings belong to this class of scorers.

Under the vector-space framework we need to (1) generate/read a set of field-specific vectors for queries and documents, (2) compute field-specific scores using the inner product between query and document vectors, and (3) aggregate the scores using a linear model. Alternatively, we can create composite queries and document vectors, where we concatenate field-specified vectors multiplied by field weights. Then, the overall similarity score is computed as the inner product between composite query and document vectors.

Our system supports both computation scenarios. To this end, all inner-product equivalent scorers should inherit from a specific abstract class and implement the functions to generate respective query and document vectors. This abstraction simplifies generation of sparse and sparse-dense query/document vectors, which can be subsequently indexed by NMSLIB.

4 Experiments

We carry out experiments with two objectives: (1) measuring effectiveness of implemented ranking models; (2) demonstrating the value of a well-tuned traditional IR system. We use two recently released MS MARCO collections (Craswell et al., 2020; Nguyen et al., 2016) and a community question answering (CQA) collection Yahoo Answers Manner (Surdeanu et al., 2011). Collection statistics is summarized in Table 1.

MS MARCO has a document and a passage re-ranking task where all queries can be answered using a short text snippet. There are three sets of queries in each task. In addition to one large query set with sparse judgments, there are two small evaluation...
Yahoo Answers Manner has a large number of paired question-answer pairs. We include it in our experiments, because Model 1 was shown to be effective for CQA data in the past (Jeon et al., 2005; Riezler et al., 2007; Surdeanu et al., 2011; Xue et al., 2008). It was randomly split into the training and evaluation sets.

Document text is processed using Spacy 2.2.3 (Honnibal and Montani, 2017) to extract tokens and lemmas. The frequently occurred tokens and lemmas are filtered out using Indri’s list of stopwords (Strohman et al., 2005), which is expanded to include a few contractions such as “n’t” and “’ll”. Lemmas are indexed using Lucene 7.6. In the case of MS MARCO documents, entries come in the HTML format. We extract HTML body and title (and store/index them separately).

In additional to traditional tokenizers, we also use the BERT tokenizer from the HuggingFace Transformers library (Wolf et al., 2019). This tokenizer can split a single word into several sub-word pieces (Wu et al., 2016). The stopword list is not applied to BERT tokens.

Training Model 1, which is a translation model, requires a parallel corpus where queries are paired with respective relevant documents. The parallel corpus is also known as a bitext. In the case of MS MARCO collections documents are much longer than queries, which makes it impossible to compute translation probabilities using standard alignment tools (Och and Ney, 2003). Hence, for each pair of query \( q \) and its relevant document \( d \), we first split \( d \) into multiple short chunks \( d_1, d_2, \ldots, d_n \). Then, we replace the pair \( (q, d) \) with a set of pairs \( \{(q, d_i)\} \).

We evaluate performance of several models and their combinations. Each model name is abbreviated as \( X (Y) \), where \( X \) is a type of the model (see §3.3 for details) and \( Y \) is a type of the text field. Specifically, we index original tokens, lemmas, as well as BERT tokens extracted from the main document text. For MS MARCO documents, which come in HTML format, we also extract tokens and lemmas from the title field.

First, we evaluate performance of the tuned BM25 (lemmas). Second, we evaluate fusion models that combine BM25 (lemmas) with BM25, proximity, and Model 1 scores (see §3.3) computed for various fields. Note that our fusion models are linear. Third, we evaluate collection-specific combinations of manually-selected models: Except for minor changes these are the fusion models that we used in our TREC 2019 and 2020 submissions.

All models were trained and/or tuned using training and development sets listed in...
### Table 1. Evaluation of various fusion models.

|                      | MS MARCO documents | MS MARCO passages | Yahoo Answers |
|----------------------|---------------------|-------------------|--------------|
|                      | test                | TREC 2019         | TREC 2020    | test            | TREC 2019         | TREC 2020    | test            |
|                      | MRR                 | NDCG@10           | NDCG@10      | MRR             | NDCG@10           | NDCG@10      | MRR             | NDCG@10         |
| BM25 (lemmas)        | 0.270               | 0.544             | 0.524        | 0.256           | 0.522             | 0.516        | 0.152           |
| BM25 (lemmas)+BM25 (BERT tokens) | 0.283               | 0.528             | 0.537        | 0.270           | 0.518             | 0.525        | 0.159           |
| BM25 (lemmas)+BM25 (tokens) | 0.274               | 0.544             | 0.523        | 0.265           | 0.517             | 0.521        | 0.157           |
| BM25 (lemmas)+BM25 (title tokens) | 0.294               | 0.550             | 0.527        |                 |                   |              |                 |
| BM25 (lemmas)+proximity (lemmas) | 0.282               | 0.559             | 0.524        | 0.257           | 0.538             | 0.523        |                 |
| BM25 (lemmas)+proximity (tokens) | 0.284               | 0.560             | 0.531        | 0.265           | 0.534             | 0.524        |                 |
| BM25 (lemmas)+Model1 (tokens) | 0.283               | 0.548             | 0.535        | 0.274           | 0.522             | 0.567        | 0.160           |
| BM25 (lemmas)+Model1 (BERT tokens) | 0.284               | 0.557             | 0.525        | 0.271           | 0.517             | 0.509        | 0.175           |
| best combination     | 0.310               | 0.565             | 0.542        | 0.268           | 0.558             | 0.560        |                 |

Table 3: Evaluation of various fusion models.

For TREC 2019 and 2020 query sets (as well as for Yahoo Answers Manner), the evaluation metric is NDCG@10 (Järvelin and Kekäläinen, 2002), which is the main metric in the TREC deep learning track (Craswell et al., 2020). For subsets of MS MARCO collections, we use the mean reciprocal rank (MRR) as suggested by Craswell et al. (2020).

From the experiments in Table 3, we can see that for all large query sets the fusion models outperform BM25 (lemmas). In particular, the best MS MARCO fusion models are 13-15% better than BM25 (lemmas). In the case of Yahoo Answers Manner, combining BM25 (lemmas) with Model1 scores computed for BERT tokens also boost performance by about 15%. For small TREC 2019 and 2020 query sets the gains are marginal. However, our fusion models are still better than BM25 (lemmas) by 4-8%.

We further compare the accuracy of the BERT-based re-ranker (Nogueira and Cho, 2019) applied to the output of the tuned traditional IR system with the accuracy of the same BERT-based re-ranker applied to the output of Lucene (with a BM25 scorer). The BERT scorer is used to re-rank 150 documents: Further increasing the number of candidates degraded performance on the TREC 2019 test set.

By mistake we used the same BM25 parameters for both passages and documents. As a result, MS MARCO documents candidate generator was suboptimal (passage retrieval did use the properly tuned BM25 scorer). However, we refrained from correcting this error to illustrate how a good fusion model can produce a strong ranker via a combination of suboptimal weak rankers.

Indeed, as we can see from Table 2, there is a substantial 4.5-7% loss in accuracy by re-ranking the output of BM25 compared to re-ranking the output of the well-tuned traditional pipeline. This degradation occurs in all four experiments.

## 5 Conclusion and Future Work

We present to the NLP community an existing $k$-NN search library NMSLIB, a new retrieval toolkit FlexNeuART, as well as their integration capabilities, which enable efficient retrieval of sparse and sparse-dense document representations. FlexNeuART implements a variety of effective traditional relevance signals, which we plan to use for a fairer comparison with recent neural retrieval systems based on representing queries and documents via fixed-size dense vectors.
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