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Abstract—Multi-view clustering has been applied in many real-world applications where original data often contain noises. Some graph-based multi-view clustering methods have been proposed to try to reduce the negative influence of noises. However, previous graph-based multi-view clustering methods treat all features equally even if there are redundant features or noises, which is obviously unreasonable. In this paper, we propose a novel multi-view clustering framework Double Self-weighted Multi-view Clustering (DSMC) to overcome the aforementioned deficiency. DSMC performs double self-weighted operations to remove redundant features and noises from each graph, thereby obtaining robust graphs. For the first self-weighted operation, it assigns different weights to different features by introducing an adaptive weight matrix, which can reinforce the role of the important features in the joint representation and make each graph robust. For the second self-weighting operation, it assigns larger weights to more robust graphs. Furthermore, by designing an adaptive multiple graphs fusion, we can fuse the features in the different graphs to integrate these graphs for clustering. Experiments on six real-world datasets demonstrate its advantages over other state-of-the-art multi-view clustering methods.

Index Terms—Clustering, Data mining, Machine learning.

I. INTRODUCTION

Spectral clustering can be regarded as the graph-based clustering since its performance is directly determined by the obtained graph. Spectral clustering makes use of the spectral-graph structure of an affinity matrix to partition data into disjoint meaningful groups. In many real-world applications, we often collect multi-view data [1]–[3]. Therefore, multi-view clustering methods are needed to cluster these multi-view data [4]–[6]. Benefiting from its efficiency and good performance, multi-view spectral clustering has gained much attention in many fields of machine learning and data mining [7]–[9]. Up to present, several multi-view spectral clustering methods have been proposed [10], [11], but most of them perform clustering only based on the diversity between different views in multi-view data [12]–[14].

To learn optimal graphs, several state-of-the-art multi-view spectral clustering methods are proposed. [10] propose MLAN to learn the local structure of multi-view data by constructing a constrained graph Laplacian. [15] propose MMSC to learn a shared graph Laplacian matrix by integrating different image features. [16] propose RS among to learn the standard Markov chain by constructing a graph with fewer noises for each view and a low-rank transition probability matrix shared by all the views. [17] propose SwMC to learn an optimal weight for each graph by constructing a Laplacian rank constrained graph. [18] propose AWP to learn optimal Procrustes [19] for all the views adaptively. However, these multi-view spectral clustering methods mainly have the following two pivotal drawbacks which greatly limit their applications: i) they can not learn the intrinsic structure of data because they neglect of the local structure of data; ii) these learned graphs are not the optimal graphs for clustering because they ignore the connection between features in different views. These two drawbacks will cause these methods to fail in many multi-view clustering tasks with a large number of features because these methods are unable to extract favorable features for clustering from high-dimensional features with noises. For convenience, we call these features favorable for clustering "favorable features" and these features unfavorable for clustering "unfavorable features". For the sake of description, we do not distinguish between views and graphs in this paper.

Therefore, to tackle these issues, we try to learn optimal graphs for multi-view clustering by introducing weight matrix to each graph in order to extract favorable features, and these graphs have the following characteristics: 1) each graph corresponds the optimal representation of a view (in the view, these features favorable for clustering are considered and these features unfavorable for clustering are ignored), 2) for all the graphs, these views favorable for clustering are preserved and these views unfavorable for clustering are ignored.

In this paper, we propose a Double Self-weighted Multi-view Clustering (DSMC) scheme to obtain these optimal graphs. DSMC performs two self-weighted operations: a) for the first self-weighted operations, it first creates multiple initialized graphs, then weights the different features of these graphs by introducing weight matrices; b) for the second self-weighted operations, it weights different graphs by learning a weight coefficient. Furthermore, we design an adaptive multiple graphs fusion method to integrate these graphs by fusing favorable features, which can reduce the influence of noises.

In summary, we highlight the main contributions of our proposed DSMC as follows:

• DSMC is an innovative method to construct optimal graphs. It can weigh these graphs twice and fuses these
graphs adaptively to learn optimal graphs for clustering, thus improving clustering results.

- Double self-weighted operations are performed to integrate optimal graphs. For the first self-weighted operation, DSMC can remove unfavorable features and extract favorable features by introducing a weight matrix. For the second self-weighted operation, DSMC can integrate these features by learning a suitable weight for each graph.

- It fuses these graphs adaptively to simplify the computation of our self-weighted framework and improve clustering performance by redefining the weight of each graph. Experimental results show that it achieves better performance than state-of-the-art multi-view spectral clustering approaches. Empirical comparisons also show the promising efficiencies of DSMC.

The rest of the paper is organized as follows. Section II overviews related work, proposes our DSMC method and analyzes it. Section III leverages an iteration procedure to solve our DSMC. Section IV shows the experimental results and analysis. Section V concludes the paper.

Notation: For convenience, we introduce some notation through the paper. All the matrices are written as uppercase. For a matrix $A$, its $ij$-th element and $i$-th column are denoted by $a_{ij}$ and $a_i$ separately; the trace of $A$ is denoted by $\text{Tr}(A)$; the Frobenius norm of $A$ is denoted by $\|A\|_F$; $E$ is a matrix which all elements are 1. For the data matrix of one view, it is denoted by $X \in \mathbb{R}^{p \times d}$, where $p$ is the number of instances and $d$ is the dimension of features. The weighted graph in spectral clustering is denoted by $W$ and $w_{ij} = e^{\exp(-\|x_i-x_j\|^2)}$, where $\sigma$ is the bandwidth parameter. $D \in \mathbb{R}^{p \times p}$ denotes the diagonal matrix and $d_{ii} = \sum_{j=1}^{p} w_{ij}$. $L$ denotes the normalized graph Laplacian matrix, and $L = I - D^{-1/2}WD^{-1/2}$, where $I$ is an identity matrix. $F$ denotes the clustering indicator matrix. $c$ denotes the number of clusters. For a matrix $A$, $A^{1/2}$ is the element-wise square root of $A$, i.e., each element of $A^{1/2}$ is $(a_{ij})^{1/2}$. $\odot$ denotes the element-wise multiplication. $k$ denotes the number of clusters. $I$ is a column vector and each element of the vector is 1. For a matrix $X$, $X \in Def$ denotes $X \in \{X \in \mathbb{R}^{p \times k} | X1 = 1\}$.

II. METHODOLOGY

In this section, we first revisit some classic methods of multi-view spectral clustering.

A. Multi-view Spectral Clustering Revisit

Multi-view spectral clustering is popular in many multi-view clustering tasks for its simplicity and effectiveness. Given an input data matrix $X^v \in \mathbb{R}^{p \times d_v}$, and each column of $X^v$ is an instance vector, where $d_v$ is the dimension of features in the $v$-th view. To group these instances into $c$ clusters, the classic framework based on multi-view spectral clustering is as follows:

$$\min_{v=1}^{n} \text{Tr}(FL^vF)$$

s.t. $F^TF = I$ (1)

For the framework, a direct way to use each graph obtained from Eq. (1) is to stack up to a new normalized Laplacian matrix and put it into the standard spectral analysis model. But the simple way neglects the differences of different graphs and may add an unreliable graph to Eq. (1), which will lead to unsatisfactory clustering results. To improve the clustering results, [18] propose AWP to learn optimal Procrustes for all the views adaptively, and the framework of AWP is as follows:

$$\min_{v=1}^{n} \sum_{v=1}^{n} w_v ||Y - F^v R^v||_F^2$$

s.t. $Y \in Def, (R^v)^T R^v = I$ (2)

B. Dual Self-weighted Multi-view Clustering

Eq. (2) treats all features (in each view) equally important for clustering. This treatment is harmful to cluster large-scale multi-view data, which always has a large number of unimportant features that are useless for clustering (called terrible features), especially in image clustering tasks and text clustering tasks. However, a robust self-weighted multi-view clustering methods should not only assign optimal weight to each view, but also extract important features to improve clustering results. Motivated by this, we propose Dual Self-weighted Multi-view Clustering (DSMC) as follows:

$$\min_{v=1}^{n} \sum_{v=1}^{n} w_v ||(M^v)^{1/2} \odot (Y - F^v R^v)||^2_F + \frac{\mu}{2} ||(M^v)^{1/2}||^2_F$$

s.t. $Y \in Def, (R^v)^T R^v = I, M^v > 0$, $(M^v)^T E = E$, (3)

where $M^v$ is the weighted matrix, in the $v$-th view, to assign different weights to different features. $(M^v)^{1/2}$ is the element-wise square root of $M^v$, $\odot$ denotes the element-wise multiplication. $\mu$ is a hyper-parameter to controls the trade-off of corresponding terms, and $E$ is a matrix which all elements are 1.

By introducing weighted matrix $M^v$ to Eq. (2), we can reinforce the effect of important features by assigning large weights to them, thus learning robust graphs. Besides, we add the constraint term $(M^v)^T E = E$ to Eq. (2) to treat each instance equally.

Similar to [18], we can obtain $w_v$ as follows:

$$w_v = \frac{1}{2(||(M^v)^{1/2} \odot (Y - F^v R^v)||^2_F + \frac{\mu}{2} ||(M^v)^{1/2}||^2_F)}$$ (4)

From Eq. (3) and Eq. (4), our DSMC can be formulated as:

$$\min_{v=1}^{n} \sum_{v=1}^{n} w_v ||(M^v)^{1/2} \odot (Y - F^v R^v)||^2_F + \frac{\mu}{2} ||(M^v)^{1/2}||^2_F$$

$$w_v = \frac{1}{2(||(M^v)^{1/2} \odot (Y - F^v R^v)||^2_F)}$$

s.t. $Y \in Def, (R^v)^T R^v = I, S > 0$, $(M^v)^T E = E$ (5)

Note that $w_v$ in Eq. (5) is dependent on the target variable $Y$, so it is not directly available. But we can first set $w_v$ stationary, and update it after obtaining $Y$. [18].
C. Adaptive View Fusion

To further improve the clustering performance, we design an adaptive graph fusion method to adaptively fuse these graphs in Eq. (5) by integrating important features from different graphs. To simplify the calculation of Eq. (5), borrowing the idea of alternating direction method of multipliers (ADMM) [20], we can update Eq. (5) as follows:

$$
\min_v \sum w_v \|(M(v))^{1/2} \odot U(v)\|_F^2 + \frac{\mu}{2} \|M(v)\|_F^2.
$$

$$
w_v = \frac{1}{2\|(M(v))^{1/2} \odot U(v)\|_F}.
$$

s.t. \( Y \in 
\ \text{Def}, (R(v))^T R(v) = I, S > 0, \\
(M(v))^T E = E, U(v) = Y - F(v) R(v).
$$

In Eq. (6), the difference between \( Y - F(v) R(v) \) and \( U(v) \) will affect the update of \( w_v \), thus decrease clustering accuracy. To improve clustering results, we redefine the \( w_v \) as follows:

$$
w_v = \frac{1}{2\|(M(v))^{1/2} \odot (Y - F(v) R(v))\|_F}.
$$

Our redefinition of \( w_v \) is not only simple in form, but also has two advantages as follows:

1. It saves the computational cost. We set the update of \( Y \) and the update of \( R(v) \) as the first and second steps in optimization respectively (see Section III in more detail). Therefore, after \( Y \) and \( R(v) \) are updated, we can update \( w_v \) immediately with the updated \( Y \) and \( R(v) \) (the update of \( w_v \) can be viewed parallel with the update of other variables (i.e., \( U(v), M(v), C(v) \))). Moreover, the time complexity of updating \( w_v \) is much smaller than the sum of time complexity of updating other variables. Therefore, for the entire optimization, the calculation of updating \( w_v \) does not affect the total time complexity.

2. It improves the accuracy of the calculation. It reduces the impact of difference between \( Y - F(v) R(v) \) and \( U(v) \).

As a result, our final adaptive graph fusion method as follows:

$$
\min_v \sum w_v \|(M(v))^{1/2} \odot U(v)\|_F^2 + \frac{\mu}{2} \|M(v)\|_F^2.
$$

$$
w_v = \frac{1}{2\|(M(v))^{1/2} \odot (Y - F(v) R(v))\|_F}.
$$

s.t. \( Y \in 
\ \text{Def}, (R(v))^T R(v) = I, S > 0, \\
(M(v))^T E = E, U(v) = Y - F(v) R(v).
$$

III. Optimization

Since Eq. (8) is not convex for all the variables simultaneously, inspired by ADMM [20], we leverages an iteration procedure to update these variables.

Firstly, we form the augmented Lagrangian function of Eq. (8) as follows:

$$
J = \sum w_v \|(M(v))^{1/2} \odot U(v)\|_F^2 + \frac{\mu}{2} \|M(v)\|_F^2
$$

$$
+ \frac{\mu}{2} \|Y - F(v) R(v) - U(v) + \frac{C(v)}{\mu}\|_F^2
\)
When $U^{(v)}$ is fixed, Eq. (14) can be rewritten as:

$$
\sum_{i=1}^{p} \sum_{j=1}^{d_v} (w_v m_{ij}^{(v)} (u_{ij}^{(v)})^2 + \frac{\mu}{2} (m_{ij}^{(v)})^2) \\
\Leftrightarrow \sum_{i=1}^{p} \sum_{j=1}^{d_v} (m_{ij}^{(v)} + \frac{w_v (u_{ij}^{(v)})}{\mu})^2,
$$

(15)

Note that for each view, Eq. (18) is independent for different $j$ and we can update $M^{(v)}$ by solving its each column $m_j^{(v)}$ separately as follows:

$$
\sum_{j=1}^{d_v} \|m_j^{(v)} + \frac{1}{\mu} k_j^{(v)}\|^2_2,
$$

(16)

where $k_j^{(v)}$ is $j$-th column of matrix $K^{(v)} = U^{(v)} \odot U^{(v)}$ for the $v$-th view.

To simplify the calculation of $m_j^{(v)}$, we reformulate Eq. (16) as the following Lagrangian function:

$$
L(m_j^{(v)}, \alpha_j^{(v)}, \beta_j^{(v)}) = \frac{1}{2} \|m_j^{(v)} + \frac{1}{\mu} k_j^{(v)}\|^2_2 \\
- \alpha_j^{(v)} ((m_j^{(v)})^T 1 - 1) - \beta_j^{(v)} (m_j^{(v)}),
$$

(17)

where $\alpha_j^{(v)}$ and $\beta_j^{(v)}$ are Lagrange multipliers.

Based on KKT condition, we can update $m_j^{(v)}$ as follows:

$$
m_j^{(v)} = max(\alpha_j^{(v)} 1 - \frac{1}{\mu} k_j^{(v)}, 0).
$$

(18)

It is obvious that $(m_j^{(v)})^T 1 = 1$, and we can obtain $\alpha_j^{(v)}$ by

$$
n \sum_{i=1}^{n} (\alpha_j^{(v)} - \frac{1}{\mu} k_i^{(v)}) = 1 \\
\Leftrightarrow \alpha_j^{(v)} = \frac{1}{n} + \frac{1}{p\mu} \sum_{i=1}^{n} k_i^{(v)}.
$$

(19)

To obtain optimal $M^{(v)}$, we can update it after calculating $\alpha_j^{(v)}$.

**Step 4.** Updating $U^{(v)}$. Fix the other variables, and the problem to solve variable $U^{(v)}$ is degraded to minimize the following problem:

$$
J(U^{(v)}) = w_v \|(M^{(v)})^{1/2} \odot U^{(v)}\|^2_F \\
+ \frac{\mu}{2} \|Y - F^{(v)} R^{(v)} - U^{(v)} + \frac{C^{(v)}}{\mu}\|^2_F.
$$

(20)

Define $H^{(v)} = Y - F^{(v)} R^{(v)} + \frac{C^{(v)}}{\mu}$, and Eq. (20) can be rewritten as follows:

$$
w_v \|(M^{(v)})^{1/2} \odot U^{(v)}\|^2_F + \frac{\mu}{2} \|U^{(v)} - H^{(v)}\|^2_F \\
\Leftrightarrow \sum_{i=1}^{p} \sum_{j=1}^{d_v} (w_v (u_{ij}^{(v)})^2 + \frac{\mu}{2} (m_{ij}^{(v)} - (k_{ij}^{(v)}))^2) \\
\Leftrightarrow \sum_{i=1}^{p} \sum_{j=1}^{d_v} (u_{ij}^{(v)} - \frac{\mu h_{ij}^{(v)}}{\mu + 2 w_v m_{ij}^{(v)}})^2.
$$

(21)

We can obtain the optimal solution to each element $u_{ij}^{(v)}$ of variable $U^{(v)}$ by setting Eq. (21) to zero as follows:

$$
\hat{u}_{ij}^{(v)} = \frac{\mu h_{ij}^{(v)}}{\mu + 2 w_v m_{ij}^{(v)}}.
$$

(22)

For Step 3 and Step 4, $M^{(v)}$ and $U^{(v)}$ need to be calculated iteratively based on sub-loop in theory, which will lead to excessive computation and time consumption. To simplify computation, we only update them one time in a loop.

**Step 5.** Updating $w_v$. Fix the other variables, and we can update the variable $w_v$ by

$$
w_v = \|(M^{(v)})^{1/2} \odot (Y - F^{(v)} R^{(v)})\|^2_F.
$$

(23)

**Step 6.** Updating $C^{(v)}$. Fix the other variables, the variable $C^{(v)}$ can be updated by

$$
C^{(v)} = C^{(v)} + \mu (Y - F^{(v)} R^{(v)} - U^{(v)}) \\
\mu = \min(\mu_{\text{max}}, 1.1\mu),
$$

(24)

where $\mu_{\text{max}}$ is the constant

The DSMC algorithm is shown in Algorithm [1].
TABLE IV: Purities (%) on six datasets.

| Method  | 3 Sources | ORL | NUS | 20NGs | Scene | BBC |
|---------|-----------|-----|-----|-------|-------|-----|
| MMSC    | 56.21     | 27.75 | 14.29 | 27.00 | 24.93 | 36.50 |
| RMSC    | 40.78     | 59.32 | 14.55 | 88.74 | 24.93 | 36.50 |
| MLAN    | 71.60     | 77.25 | 11.33 | 92.20 | 53.65 | 47.30 |
| SwMC    | 44.38     | 76.75 | 16.33 | 33.40 | 26.64 | 25.11 |
| AWP     | 79.29     | 73.50 | 33.46 | 95.60 | 67.19 | 70.36 |
| DSMC    | 85.21     | 80.25 | 33.54 | 96.00 | 67.26 | 86.28 |

IV. EXPERIMENTS AND ANALYSIS

A. Datasets

We conduct the experiments on six real-world multi-view datasets as follows: 3 Sources [1], ORL [22], NUS [23], 20 News Groups (20NGs) [2], Scene [24] and BBC [25], whose important statistics summarized in Table II

B. Compared Methods

Following [18], we compare our proposed method DSMC with the following state-of-the-art multi-view clustering methods:

1) MMSC learns a shared graph Laplacian matrix by integrating different image features [15].

2) RMSC learns the standard Markov chain by constructing a graph with fewer noises for each view [16].

3) MLAN learns the local structure of multi-view data by constructing a constrained graph Laplacian [10].

4) SwMC learns an optimal weight for each graph by learning the local structure of multi-view data [17].

5) AWP learns optimal Procrustes for all the views adaptively [18].

Following [18], we evaluate the results by three popular metrics: Accuracy (ACC), Normalized Mutual Information (NMI) and Purity.

C. Experimental Results

Table II to Table IV shows the ACC, NMI and Purity values on six real-world datasets, respectively. Bold numbers denote the best result.

a) Results on 3 Sources dataset:: DSMC outperforms all the other methods significantly on 3 Sources. Specifically, compared with SwMC, we improve ACC by 38.47%, NMI by 61.32%, Purity by 40.83%. Relative to the latest method AWP, DSMC improves ACC by 8.29%, NMI by 9.90%, Purity by 5.92%. One possible reason for our outstanding clustering performance is that each view of 3 Sources dataset has a large number of important features, and our methods can effectively extract these important features.

b) Results on ORL dataset:: DSMC has better performances than the other methods on ORL. Obviously, compared with MMSC, DSMC improves ACC by 49.5%, NMI by 40.42%, Purity by 52.5%. Relative to AWP, it improves ACC by 6.00%, NMI by 2.31%, Purity by 6.75%. It is because each view of ORL has a large number of features, DSMC can distinguish the importance of these features by adaptively weighting them.

c) Results on NUS dataset:: DSMC outperforms all the other methods significantly on NUS. Especially, compared with MLAN, our DSMC improves ACC by 15.07%, NMI by 15.07%, Purity by 22.21%. Relative to the latest method AWP, DSMC improves ACC by 8.29%, NMI by 9.90%, Purity by 5.92%. The main reason is that NUS has 6 views and our DSMC can effectively integrate favorable features from different graphs.

d) Results on 20NGs dataset:: For 20NGs dataset, DSMC obtains better clustering results than most of the other methods. Moreover, compared with MMSC, it improves ACC by 70.6%, NMI by 84.43%, Purity by 69%. Relative to the latest method AWP, DSMC improves ACC by 8.29%, NMI by 9.90%, Purity by 5.92%. The main reason for this phenomenon is that 20NGs dataset has many unfavorable features, which plays a negative role in learning optimal graphs. But our DSMC is able to remove these unfavorable features based on the weight matrix \( M^{(v)} \). RMSC also achieves satisfactory clustering results. It is because each view of 20NGs has the same feature dimension (2000 features), which helps RMSC obtain the satisfactory Markov chain.

e) Results on Scene dataset:: Obviously, our proposed DSMC outperforms all the other methods significantly on Scene. In addition, compared with MMSC, DSMC improves ACC by 44.98%, NMI by 47.17%, Purity by 42.33%. AWP can achieve good clustering results because each view of this dataset contains a small number of features, which makes it easy for AWP to learn optimal Procrustes. Compared with AWP, our proposed DSMC improves ACC by 7%, NMI by 8%, Purity by 7%. This is mainly because DSMC is able to weigh different features through weight matrix \( M^{(v)} \), thereby extracting favorable features from views with different feature dimensions.

f) Results on BBC dataset:: When clustering BBC dataset, DSMC has better clustering performance than the other methods. Specifically, compared with SwMC, our proposed DSMC raises ACC by 61.75%, NMI by 65.93%, Purity by 62.17%. Relative to the latest method AWP, DSMC improves ACC by 16.79%, NMI by 10.7%, Purity by 13.92%. The main reason is that our DSMC can adaptively integrate different features multiple graphs fusion.

In summary, MMSC and SwMC often obtain poor clustering results. It is because they only learn one weight for different views, and do not take into account the local information on different features in each view. When clustering these datasets with a large number of instances (e.g., Scene and NUS), these local information will have a great impact on our clustering results. Meanwhile, although AWP can extract local information of the data, it cannot distinguish the importance of different features. Therefore, when we cluster multi-view data with high-dimensional features (e.g., BBC), AWP cannot obtain satisfactory results. By weighting different features, our proposed DSMC can effectively integrate different features, and adaptively fuse different graphs. Finally, DSMC always achieves the best performances among the compared state-of-the-art multi-view clustering methods.

http://mig.ucd.ie/datasets/3sources.html
http://kdd.ics.uci.edu/databases/20newsgroups/20newsgroups.html
D. Convergence Study

In Figure 1, we show the convergence curve, ACC values and NMI values w.r.t. the number of iteration. The blue solid curve indicates the value of the objective function and the dashed lines represent the clustering performance (ACC and NMI) of our proposed DSMC.

Obviously, for all the datasets, DSMC converges in less than 10 steps, which proves the effectiveness and efficiency of our adaptive multiple graphs fusion. It is because after each iteration, DSMC can extract the favorable features of each view with the help of weight matrix $M^{(v)}$, and integrate different features of each view by $w_v$. When suitable weights are learned, the gradient of the objective function (Eq. (8)) is close to the ideal gradient, which accelerates the convergence of the objective function.

V. Conclusion

In this paper, we propose an effective dual self-weighted multi-view clustering framework, named DSMC. DSMC can remove redundant features and noises from each graph to improve clustering performance. In the framework of DSMC, we assign different weights to different features by imposing an adaptive weight factor. We design an adaptive multiple graphs fusion to fuse the features in the different views, thus integrating different graphs for clustering. We perform experiments on six real-world multi-view datasets to show the effectiveness and efficiency of our DSMC.
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