I. INTRODUCTION

Coherent steering of a quantum system by light enabling manipulation by populations and interfering pathways is one of the attractive areas of study in optical physics [1–5] and photochemistry [3]. Due to the fast development of laser technology in the x-ray spectral range this research area is moving rapidly into the short-wavelength region [6–10]. The shaping of the laser phases and their coherence becomes the central concept to control quantum interference x-ray phenomena [11,12]. The modern synchrotron [7], x-ray free-electron laser, or high-harmonic generation light sources [12–14] allow one to use temporally overlapping, mutually coherent wavelengths; a single wave packet split into temporally separated pulses with controlled relative phase; or other optical arrangements. Usually, the role of the phase is studied in the case of a polychromatic short-wavelength field. Good examples of such kind of phenomena are interference of one- and two-photon ionization channels controlled by the phase shift [8,12] and the coherent control of the population of the Rydberg states by the time delay of the light wave packet pair with the broad spectral bandwidth [7]. However, there is a possibility of a mismatch of the phase of the linear x-ray response and the phase of the driving weak close to monochromatic x-ray laser field composed from two time-delayed short coherent x-ray pulses. Recent experiments [10] revealed such a phase shift of the x-ray response relative to the phase of the incoming coherent pulse replicas for Auger decay accompanied by shake-up excitation, while no shift was observed for the x-ray photoelectron spectroscopy (XPS) and participator Auger processes. This behavior was assigned to the correlated electronic dynamics.

The natural question that arises, however, is with regard to the only possible reason for the observed phase shift: is this shift related solely to the microscopic peculiarities of the studied system like interelectron correlation [10] or can it also be triggered by general dynamic effects of the interaction of two coherent phase-shifted x-ray pulses with the quantum system? To shed light on the problem we study here a simple situation of the x-ray absorption spectrum (XAS) for a two-level quantum system. In many atomic and molecular systems, the lowest core-excited state is well separated by a few electron volts from the higher core-excited states, which are significantly larger as compared to the \( \lesssim 1\text{-eV spectral bandwidth} \). This makes our results applicable to a large class of systems under core excitation. To make the picture complete, the case of a few close-lying core-excited states is also discussed in the present contribution. We show that at increased delay time between the pulse replicas the main reason for the phase shift becomes the interaction dynamics. More precisely, the absorption of the two phase-shifted and time-delayed x-ray fields consists of two coherent absorption channels. Apparently the relative phase dependence appears from interference of these channels. We show that the interference term in the XAS, defined by dynamical overlap of time-delayed coherent pulses, brings an extra phase shift. The discussed phenomena and presented theory are also applied for the XPS. The results are obtained for the atomic targets, since no vibrational dynamics is included; however, our conclusions can be also applied for simple molecules. In molecules, the situation will be more
complex due to vibrational and rotational degrees of freedom, yet the discussed dynamics phase shift will be present.

The paper is organized as follows. In Sec. II our theoretical framework is presented. The results of simulations and their discussions are given in Sec. III. The main conclusions of the paper are summarized in Sec. IV.

II. THEORY

A. General description of the interaction with two delayed x-ray pulses

Let us consider the interaction of a two-level atomic or molecular system with two time-delayed (phase-shifted) coherent x-ray pulses of the same frequency (Fig. 1):

\[ E_1(t) = E_2(t) = E(T)e^{i\Omega t}, \quad E(t) = E_1(t) + E_2(t)e^{i\phi}, \quad E_n(t) = E_n^0\Phi_n(t), \]

where \( \Phi_n(t) \) is the temporal profile of each component \( n = 1 \) and \( 2 \). The phase shift \( \phi = \phi_0 - \omega_0 t \) depends on the absolute phase shift \( \phi \) between the fields and the temporal delay \( \tau \) between the pulses [12]. The interference of these coherent x-ray fields results in the field intensity given by

\[ I(t) \propto |E(t)|^2 = |E_1(t)|^2 + |E_2(t)|^2 + 2E_1(t)E_2(t)\cos \phi, \]

which experiences oscillations with variation of the phase. We intend to understand the relationship between the phase shift of x-ray absorption and \( \phi \).

Let us calculate the absorption probability from the ground \( \psi_0 \) to the core-excited \( \psi_1 \) states. The total wave function of the system in the interaction picture \( \psi = a_1\psi_1 + a_0\psi_0 \) is the coherent superposition of states \( \psi_0 \) and \( \psi_1 \). Neglecting the population of the ground state by the weak x-ray pulses, the amplitudes \( a_0 \) and \( a_1 \) satisfy the following equations in the rotating-wave approximation (in atomic units):

\[ \dot{a}_1 + \Gamma a_1 = iG_{10}(t)e^{-i\Omega t}, \quad a_0 \approx 1, \]

where \( \Omega = \omega - \omega_{10} \) is the detuning from the absorption resonance, \( \omega_{10} \) is the resonant frequency of core excitation with the transition dipole moment \( d_{10} \) between core-excited and ground states, and \( \Gamma \) is the lifetime broadening (half width at half maximum, HWHM). In Eq. (3) and below, we use the weak-field approximation, which is valid for the range of x-ray pulse intensities used in the correspondent experiments (\( \lesssim 10^{15} \) W/cm\(^2\) [10]) due to the rather small value of the transition dipole moment of the core excitation and short pulse duration (for more details, see Sec. III). The time dependence of the Rabi frequency \( G_{10}(t) = |E(t)\cdot d_{10}|/2 \) is defined by the envelope of the x-ray laser field \( E(t) \). The solution of the amplitude Eqs. (3) is straightforward:

\[ a_1(t) = e^{-\tau \Gamma} \int_0^t G_{10}(t_1)e^{-i(\Omega + \Gamma\omega_1)t_1}dt_1. \]

In the present model the off-diagonal element of the density matrix \( \rho_{10}(t) = a_1(t)a_0^*(t) \approx a_1(t) \), and the equation for the instantaneous value of the absorption probability reads as follows:

\[
\begin{align*}
\sigma_{\text{inst}}(\omega, t) &= 2\text{Im} \left[ \rho_{10}(t)G_{10}(t)e^{i\Omega t} \right] \\
&= 2\text{Re} \left[ G_{10}(t)e^{i\Omega t}e^{-\tau \Gamma} \int_{t_{\text{min}}}^t G_{10}(t_1)e^{-i(\Omega + \Gamma\omega_1)t_1}dt_1 \right].
\end{align*}
\]

This equation directly shows that the phase dependence of the absorption copies exactly the one of the intensity (2) in the case of continuum-wave x rays or long pulses, because \( G_{10}(t)G_{10}(t_1) = |G_{10}(t)|^2 \propto |E_1(t)|^2 + |E_2(t)|^2 \). Let us now apply the experimental double-pulse situation where the x-ray absorption probability (5) is integrated over time, corresponding to the acquisition time or the readout time of the photosensitive devise, which is usually much longer as compared to the duration of x-ray pulses. The integrated absorption cross section reads as follows:

\[
\begin{align*}
\sigma(\omega) &= \zeta \text{Re} \left( \int_{t_{\text{min}}}^{t_{\text{max}}} dt G_{10}(t_1) e^{i\Omega t} e^{-\tau \Gamma} \int_{t_{\text{min}}}^t G_{10}(t_1)e^{-i(\Omega + \Gamma\omega_1)t_1}dt_1 \right). \\
&= \zeta \text{Re} \left( \int_{t_{\text{min}}}^{t_{\text{max}}} dt G_{10}(t_1) e^{i\Omega t} e^{-\tau \Gamma} \int_{t_{\text{min}}}^t G_{10}(t_1)e^{-i(\Omega + \Gamma\omega_1)t_1}dt_1 \right). \\
&= \zeta \text{Re} \left( \int_{t_{\text{min}}}^{t_{\text{max}}} dt G_{10}(t_1) e^{i\Omega t} e^{-\tau \Gamma} \int_{t_{\text{min}}}^t G_{10}(t_1)e^{-i(\Omega + \Gamma\omega_1)t_1}dt_1 \right).
\end{align*}
\]

Here we extracted the polarization factor \( \xi = |e \cdot d_{10}/d_{10}^2| \), where the overline means orientations averaging, so that \( G_{10}(t) = E(t)d_{10}/2 \) is a product of scalars. The bounds of integration \( t_{\text{min}} \) and \( t_{\text{max}} \) can be chosen reasonably accounting for the x-ray pulse envelopes \( \Phi_1(t) \) and \( \Phi_2(t) \), as discussed below. The Rabi frequency for phase-shifted, i.e., time-delayed, two x-ray pulses reads

\[
G_{10}(t) = \Phi_1(t) = \Phi_2(t)e^{i\phi},
\]

where \( G = \sqrt{(E_1^0)^2 + (E_2^0)^2} \times d_{10}/2 \) and \( t_0 \) is the position of the maximum of the first pulse envelope \( \Phi_1(t) \). The present form of the envelope shape used in our simulations describes...
a smooth transition from Gaussian \((k = 1)\) to rectangular \((k \gg 1)\) pulse. If the shape of the pulse is close to rectangular one can already start in the simulation from \(k = 3\) \cite{6}. Here \(\tau\) is the time delay of the second pulse relative to the first one and \(T\) is the half width at half maximum of the pulse intensity distribution in the time domain, i.e., a measure of the x-ray pulse duration.

As it can be seen from Eqs. (6) and (7), the phase dependence of the XAS reflects the phase dependence of the x-ray field when the pulses are much longer than the lifetime of the core-excited state \(1/\Gamma\) and the delay time \(\tau\) (for example, continuum wave x-ray light),

\[
\sigma(\omega, \tau) \propto |g_1 + g_2 e^{i\varphi}|^2 = g_1^2 + g_2^2 + 2g_1g_2 \cos \varphi, \tag{8}
\]
or in a trivial case, when the two pulses are overlapped \(\tau = 0\), \(\Phi_1(t) = \Phi_2(t) = \Phi(t)\), and \(\varphi = \phi\). Otherwise, one should expect the deviation of the phase dependence of \(\sigma(\omega, \tau)\) from the x-ray field dependence. Let us illustrate this with a simple case allowing for an analytical description.

### B. Analytical solution for a cos-pulse shape

#### 1. X-ray absorption spectra

Let us first analyze a simple model for a XAS using the x-ray pulse envelope that allows one to get analytical results and thus to understand the main physical picture of the x-ray pulse envelope that allows one to get analytical results.

The obtained solution for the two-level system (11) allows one to get an analytical expression for the phase-dependent contribution to the XAS cross section:

\[
\sigma(\omega, \tau) = \sigma_0(\omega, \tau) + \sigma_\varphi(\omega, \tau),
\]

\[
\sigma_\varphi(\omega, \tau) \approx |G|^2 g_1 g_2 \frac{4\Gamma \Omega}{3} \left( \frac{\Omega^2 + \Gamma^2}{\Omega^2 + \Gamma^2} \right) \cos[\varphi + \delta(\omega, \tau)], \tag{10}
\]

with the additional phase shift

\[
\delta(\omega, \tau) \approx \frac{2\pi \Omega}{T} \sin \left( \frac{\pi \tau}{2T} \right) \tag{11}
\]

in the XAS profile \(\cos(\varphi + \delta)\) with respect to the x-ray intensity dependence \(\cos \varphi\). The dynamical phase shift \(\delta\) vanishes when \(\tau = 0\) or \(\Omega = 0\) and tends to zero as \(1/T^2\) with increasing pulse duration. The phase-independent part of the cross section \(\sigma_0(\omega, \tau)\) is defined in Sec. II C.

#### 2. X-ray core ionization

Let us now consider the x-ray ionization of the core level of an atom by the monochromatic x-ray field \((1)\) with the frequency \(\omega\). The XPS process, where a photoelectron with kinetic energy \(\epsilon\) is detected \cite{15}, can be described by the same equations as the XAS; however, now the total energy of the final state equals to \(\epsilon + E^+\), where \(E^+\) is the energy of the core-ionized atom. Therefore, the detuning in Eqs. (3) and (11) reads \(\Omega = \omega - (\epsilon + E^+ - E_0) = \omega - I - \epsilon\), where \(I\) is the ionization potential of the core level. Thus the dynamical phase (11) for the XPS reads

\[
\delta(\omega, \tau) \approx \frac{2\pi}{T(\epsilon - \epsilon_{\text{res}})^2 + \Gamma^2} \sin \frac{\pi \tau}{2T}, \quad \epsilon_{\text{res}} = \omega - I. \tag{12}
\]

We see below that the dynamical phase shift is small, \(|\delta| \ll |\varphi|\), which allows us to use the Taylor expansion of the cross section (10):

\[
\sigma_\varphi(\omega, \tau) \approx |G|^2 g_1 g_2 \frac{4\Gamma \Omega}{3} \left( \frac{\Omega^2 + \Gamma^2}{\Omega^2 + \Gamma^2} \right) \cos \varphi - \delta \sin \varphi. \tag{13}
\]

In Ref. \cite{10} the photoelectrons within a 5-eV energy interval around the resonant kinetic energy \(\epsilon_{\text{res}}\) were collected, which means that the cross section (13) and, hence, the phase shift \(\delta\) should be averaged over \(\epsilon\). This results in a zero dynamical phase shift \(\delta = 0\) for the XPS in full agreement with the measurements of the L ionization of the Ar atom \cite{10}.

#### 3. Multilevel system

The obtained solution for the two-level system (11) allows one to understand what one can expect in the case of few close-lying core-excited states. For example, this is the case of a molecular system with close-lying vibrational levels \(\epsilon_n\) of a core-excited electronic state. In this case the cross section (6) is the sum of the partial core-excitation cross sections \(\sigma_n(\omega, \tau)\):

\[
\sigma(\omega, \tau) = \sum_n \sigma_n(\omega, \tau),
\]

\[
\sigma_n(\omega, \tau) = \zeta_n \text{Re} \left( \int_{t_{\text{min}}}^{t_{\text{max}}} dt G_{0n}(t) e^{i\Omega_n t} e^{-\Gamma t} \int_{t_{\text{min}}}^{t_{\text{max}}} dt G_{n0}(t_1) e^{-i\Omega_n t_1 + \Gamma t_1} dI_1 \right). \tag{14}
\]

for a multilevel system is defined by the transition dipole moments for the \(n\)th state \(d_{0n}\) (or Franck-Condon factors for vibrational levels) and the detuning. This makes the effect rather complicated and requires thorough consideration for
each particular system. For example, the effect can be canceled by the contributions from the states with positive and negative detuning (11). In the present study we focus on details of the dynamical phase shift for the two-level system, which is a quite abundant case in atomic spectroscopy.

C. Numerical simulations

In our simulations we use strict numerical integration of Eq. (6) with generalized Gaussian pulse envelopes (7). Before embarking on the detailed calculations, we rewrite Eq. (6) in terms of real functions, which are better suited for numerical simulations. As it was shown above, the total XAS profile can be presented as a sum of two contributions:

\[
\sigma(\omega, \tau) = \sigma_0(\omega, \tau) + \sigma_C(\omega, \tau) \cos(\varphi) + \sigma_S(\omega, \tau) \sin(\varphi) = \sigma_0(\omega, \tau) + \sigma_\varphi(\omega, \tau) \cos(\varphi + \delta),
\]

\[
\sigma_\varphi(\omega, \tau) = \eta \sqrt{[\sigma_C(\omega)]^2 + [\sigma_S(\omega)]^2}, \quad \eta = \text{sgn}[\sigma_C(\omega)],
\]

\[
\delta(\omega, \tau) = -\arctan \left( \frac{\sigma_S(\omega, \tau)}{\sigma_C(\omega, \tau)} \right),
\]

where the partial cross sections are defined as follows:

\[
\sigma_0(\omega, \tau) = G^2 \zeta \int_{t_{\text{min}}}^{t_{\text{max}}} dt \left[ Q^c_n(\omega, \tau) + Q^s_n(\omega, \tau) - Q^s_n(\omega, \tau) - Q^c_n(\omega, \tau) \right].
\]

\[
\sigma_C(\omega, \tau) = G^2 \zeta \int_{t_{\text{min}}}^{t_{\text{max}}} dt \left[ Q^c_n(\omega, \tau) + Q^s_n(\omega, \tau) - Q^s_n(\omega, \tau) - Q^c_n(\omega, \tau) \right].
\]

\[
\sigma_S(\omega, \tau) = G^2 \zeta \int_{t_{\text{min}}}^{t_{\text{max}}} dt \left[ Q^c_n(\omega, \tau) + Q^s_n(\omega, \tau) - Q^s_n(\omega, \tau) - Q^c_n(\omega, \tau) \right].
\]

The intermediate real functions we operated in our simulations,

\[
Q^c_n(\omega, \tau) = g_n \Phi_n(\omega, \tau) \cos(\Omega t) e^{-\eta t}, \quad Q^s_n(\omega, \tau) = g_n \Phi_n(\omega, \tau) \sin(\Omega t) e^{-\eta t},
\]

\[
F^c_n(\omega, \tau) = g_n \int_{t_{\text{min}}}^{t_{\text{max}}} dt_1 \Phi_n(t_1) \cos(\Omega t_1) e^{\eta t_1}, \quad F^s_n(\omega, \tau) = g_n \int_{t_{\text{min}}}^{t_{\text{max}}} dt_1 \Phi_n(t_1) \sin(\Omega t_1) e^{\eta t_1},
\]

have qualitatively different dependence on the detuning from the absorption resonance \( \Omega \). Indeed, \( Q^c_n(\omega, \tau) \) and \( F^c_n(\omega, \tau) \) are even functions, while \( Q^s_n(\omega, \tau) \) and \( F^s_n(\omega, \tau) \) are odd functions of \( \Omega \). Moreover \( Q^c_0(\omega, \tau) = F^c_0(\omega, \tau) = 0 \) and \( Q^s_0(\omega, \tau) \) has the same prefactor \( G^2 \). Indeed, \( Q^c_0(\omega, \tau) = F^c_0(\omega, \tau) \approx 0 \) and \( Q^s_0(\omega, \tau) \) also falls off in \( \Omega \). Similar behavior has already been illustrated for the analytical solution (11).

III. RESULTS AND DISCUSSIONS

Here we study the interaction of the two coherent and temporally (phase) shifted x-ray pulses with a model two-level quantum system, as it is schematically depicted in Fig. 1. Level 0 represents the ground state of the system, and level 1 correspond to the core-hole state (core-excited or core-ionized state). Our simulations are adapted for a typical two-level situation of the K- or L-edge excitation in the soft x-ray spectral range, e.g., \( 2p_{1/2} \rightarrow 4s (\omega_{l0} = 246.5 \text{ eV}) \) or \( 2p_{3/2} \rightarrow 4s (\omega_{l0} = 244.3 \text{ eV}) \) XAS L transitions in argon atom with \( \Gamma = 0.056 \text{ eV} \). The two-level approximation is also valid for the C K-edge \( 1\Sigma^+ \rightarrow C 1s^{-1}2\eta^1 \) transition in CO, which is free from vibrational broadening [17]. In what follows, we suppose \( \phi = 0 \), which is the case in typical experiments with coherent pulses generated by a beam splitter providing collinear propagation of both pulse replicas and thus constant phase difference across the beam profile [18,19]. However, the presence of a constant value of \( \phi \) would not affect the general discussion presented below. We follow typically available experimental parameters [10] for x-ray pulses with \( T = 0.5, \ldots, 5 \text{ fs} \) and \( \tau = 0, \ldots, 0.5 \text{ fs} \). We suppose equal intensity for both x-ray pulses \( g_1 = g_2 = 1/\sqrt{2} \) and analyze the dependence on the double-pulse envelope for Gaussian \((k = 1)\) and rectangular \((k = 3)\) pulses.

Moreover, we choose an arbitrary weak intensity of the x-ray field, which does not change the population \( G^2 \ll 1 \), and compute all partial cross sections in arbitrary units (all cross sections (16) have the same prefactor \( G^2 \)). Let us show that the chosen weak-field assumption is valid for typical experimental conditions. Following the recent experiment at the FLASH facility [10] we base our analysis on the L-edge absorption of argon and use an x-ray pulse intensity of about \( 10^{15} \text{ W/cm}^2 \) and a pulse duration of a few femtoseconds. Using the value of the transition dipole moment \( d_{l0} \approx 0.02 \text{ a.u.} \), we get the Rabi frequency \( G_{l0} \approx (14 \text{ fs})^{-1} \). The population of the core-excited state is given by the “area of the pulse” according to the Rabi solution: [4,16]

\[
\rho_{11}(t) = |a_1(t)|^2 = \sin^2 \theta(t), \quad \theta(t) = \int_{-\infty}^{t} G_{10}(t) dt \sim G_{10}T.
\]

For the pulse duration \( T = 2 \text{ fs} \) we get \( \theta \approx 0.14 \ll 1 \) and hence \( \rho_{11} \approx \theta^2 \approx 0.02 \ll 1 \). This means that we are essentially in the linear regime and the role of nonlinear effects is weak.

Let us start with the analysis of the XAS spectral profile, shown in Fig. 2, where the two terms of Eq. (16) are separated: panels (a) and (b) represent \( \sigma_0 \), while panels (c) and (d) show the phase-shifted contribution \( \sigma_\varphi \cos(\varphi + \delta) \).
Here we compare the Gaussian, panels (a) and (c), and the rectangular, panels (b) and (d), pulse shapes. The shape of $\sigma_0$ apparently does not depend on the delay time $\tau$ between the two pulses; however, the spectral shape is modified in the case of rectangular pulses forming some low-intensity side bands near $\Omega_1 \approx \pm 1.2$ eV. This term, however, does not have much importance for our study, since this contribution can be easily extracted when, for example, x-ray transient absorption spectra (XTAS) are measured by recording data at $\tau = 0$:

$$\sigma_{\text{XTAS}}(\omega, \tau) = \sigma(\omega; \tau) - \sigma(\omega; 0) \approx \sigma_0(\omega, 0) [\cos(\phi + \delta) - 1],$$

(18)

since $\sigma_0(\omega; \tau)/\sigma_0(\omega; 0) \approx 1$ for $\tau \lesssim 3$ fs, according to our simulations. The term $\sigma_0(\omega; 0)$ is shown by the black line in Figs. 2(c) and 2(d) and reflects the shape of $\sigma_0$. Let us now look in more detail for the dependence of the second term $\sigma_0 \cos(\phi + \delta)$ on the variation of the delay time [Figs. 2(c) and 2(d)]. It is worthwhile noting that this term contains both the ordinary phase shift $\phi(\omega, \tau)$ and the dynamic phase shift $\delta(\omega, \tau)$, which results in two qualitatively different features. The first gross feature is the modulation proportional to the ordinary phase shift $\sim \cos[\phi(\omega, \tau)]$ expressed in a strong change of the value and its sign with changing $\tau$. The second and minor feature observed in some small shift of the XAS peak from position $\Omega = 0$ is related to the additional dynamic phase shift $\delta(\omega, \tau)$ (see also Figs. 3 and 4 and the text below). This effect is stronger for the rectangular pulse shape.

The observable $\sigma_{\text{XTAS}}(\omega, \tau) \propto \cos(\phi + \delta) - 1$ given by Eq. (18) is presented in Fig. 3 as a function of delay time $\tau$ for three different intervals and three values of the detuning from resonance $\Omega = 0, 0.1, \text{ and } 0.5$ eV. The case of $\Omega = 0$ corresponds to the case when the dynamic shift is absent ($\delta = 0$). One can see that for the larger absolute values of the delay time the induced dynamic shift becomes stronger. It, however, is negligibly small at $\tau$ close to zero.

In order to understand this effect in more detail, let us focus now on the dependence of the dynamic phase shift $\delta$ on various parameters of the x-ray laser pulses (photon energy detuning, delay time, pulse duration, and pulse shape). The dependence on detuning is presented in Fig. 4 for variation of the delay time [panel (a)] and the pulse duration [panel (b)]. As it was already discussed from the analytical analysis, the dynamic phase shift is absent ($\delta = 0$) for zero values of the delay time and detuning, which is clearly seen.
FIG. 3. XTAS observable $\sigma_{\text{XTAS}}(\omega, \tau)/\sigma_{\phi}(\omega, \tau)$ according to Eq. (18) as a function of the delay time $\tau$ in three different intervals. The cases of $\Omega_1 = 0, 0.1,$ and $0.5$ eV are presented by dotted, solid, and dashed lines, respectively. The maxima of the XTAS profile near $\tau = 2$ fs are marked by $\tau_0, \tau_1,$ and $\tau_2$ for $\Omega_1 = 0, 0.1,$ and $0.5$ eV, respectively. The dynamic phase shift near $\tau = 2$ fs results in a time delay of $\tau_2 - \tau_0 = 2.6$ as and $\tau_1 - \tau_0 = 0.6$ as for $\Omega_1 = 0.1$ and $0.5$ eV, respectively (the dynamic phase shift for $\Omega_1 = 0$ is 0). $T = 2$ fs.

from the full numerical simulations. For the constant pulse duration $T = 2$ fs [Fig. 4(a)], the spectral dependence forms two antisymmetric peaks near $\Omega = \pm 0.5$ eV; the values of these peaks increase with increases of the delay time $\tau$. The energy position of these features is shifting towards $\Omega = 0$ and its value decreases with increasing of the pulse duration $T$ [Fig. 4(b)].

Figure 5 shows the dependence of $\delta$ on the delay time $\tau$ for the fixed pulse duration $T = 2$ fs and two values of detuning from resonance. $\Omega = 0.5$ eV corresponds to the position of the spectral feature [see Fig. 4(a)], thus showing much stronger dependence, as compared to the case of $\Omega = 0.1$ eV. The dynamic phase shift $\delta$ as a function of $\tau$ experiences a periodic behavior with maximal value $\delta = \pi/2$ at $\tau \approx 3.6$ fs. Such a periodic behavior, however, can be hardly observed in the experiment for the delay time much larger than the pulse duration $\tau \gg T$, since for the nonoverlapping pulses $\sigma_c, \sigma_s \to 0$, as it follows from Eqs. (16) and (17), and the value of the term $\sigma_{\phi}$ in Eq. (15) becomes negligibly small. The x-ray pulse shape has also a clear effect here: the maximum value of $\delta = \pi/2$ is reached for the smaller delay time of $\tau \approx 2.5$ fs for rectangular pulses [Fig. 5(b)].

FIG. 4. The dynamics phase shift $\delta$ as a function of detuning $\Omega$ for Gaussian pulses $k = 1$. (a) $T = 2$ fs; $\tau = 0, 0.1, 0.2,$ and $0.5$ fs. (b) $\tau = 0.1$ fs; $T = 0.5, 1, 2,$ and $5$ fs.
FIG. 5. The dynamics phase shift $\delta$ as a function of delay time $0 < \tau < 3T$ for fixed $T$ and $\Omega$ describing transition from overlapping pulses to nonoverlapping pulses. $T = 2$ fs, $\Omega = 0.1$ and 0.5 eV, (a) $k = 1$, (b) $k = 3$.

Let us also compare the full theoretical simulation presented in Fig. 5 with an approximate analytical solution (11) described in Sec. II B. The results of the comparison are shown in Fig. 6, where an exact solution is presented in solid lines and the analytic approximation is given by dashed lines. Here we see qualitative agreement between the full theory and the approximation on the increase of the delay time $\tau$, yet the approximation is overestimating the $\delta$ value. Let us note, however, that the formula (11) is derived in approximation $|T\Omega| \ll 1$, which is satisfied for $\Omega = 0.1$ eV and $T = 2$ fs ($|T\Omega| \approx 0.3$), but it is broken for $\Omega = 0.5$ ($|T\Omega| \approx 1.5$).

With the fixed delay time $\tau = 0.2$ fs the maximum absolute value of $\delta$ is reached for the shortest pulse duration $T \rightarrow 0$ and $\delta$ tends to zero with increasing pulse duration (see Fig. 7). The dependence is more pronounced for the Gaussian pulse shape and for smaller detuning from resonance. For rectangular pulse shapes and $\Omega = 0.5$ eV, the dependence $\delta(T)$ shows the second peak near $T = 5$ fs, otherwise showing nearly linear dependence. The second peak is explained by the fact that the Fourier transform of a non-Gaussian pulse envelop contains, besides the main peak, other spectral harmonics [see side features in the spectra of Figs. 2(b) and 2(d)], whose temporal interaction with the system differs from the main frequency component. Again, the comparison of Gaussian and rectangular pulse shapes in Figs. 7(a) and 7(b), respectively, suggests that the use of a rectangular pulse is more favorable for the effect observation, since $\delta$ has larger absolute values for longer pulse duration $T$.

It is worthwhile to note that most of the presently operating short-wavelength XFELs generate radiation using the self-amplified spontaneous emission (SASE) process, where the radiation is produced stochastically by the electron bunch shot noise. However, the FLASH soft x-ray free-electron laser in Hamburg used in Ref. [10] operates in a special, so-called low electron bunch, charge mode to generate the shortest possible pulses. The low charge enables a very high bunch compression due to smaller space charge effects. The short electron bunch reduces the number of individual longitudinal modes present in the XFEL pulses [20,21], in the ideal case down to a single mode. This is referred to as single-spike SASE or single-mode SASE operation. Single-spike operation delivers sub-5-fs pulses with a high degree of longitudinal coherence from a SASE source. The same is true for other advanced FEL schemes such as seeded XFELs [22].

Our analysis discussed here shows clearly the presence of an additional dynamic phase shift $\delta$, which is explained by only the dynamic interaction of the two-pulse replicas with a two-level quantum system without involving additional mechanisms related to more complex electronic dynamics. One can think, however, that in the real experimental situation several mechanisms can be involved to form a phase shift for linear spectroscopy on atomic systems. For molecular systems, the situation becomes even more complex since vibrational and rotational dynamics may be expected to give an additional contribution to the fine spectral phase shift.
FIG. 7. $\delta$ as a function of pulse duration (HWHM) $T$, for fixed $\tau$ and $\Omega$ (overlapping pulses). $\tau = 0.2$ fs, $\Omega = 0.1$ and 0.5 eV, (a) $k = 1$, (b) $k = 3$.

IV. SUMMARY

We presented a theory for x-ray absorption and x-ray photoelectron spectra of atoms and molecules interacting with the two coherent and time-delayed x-ray pulses. We have shown that an additional dynamic phase shift is induced in x-ray absorption and have studied its dependence on the pulse parameters. Our theoretical model is based on a general two-level quantum system and thus can be directly applied to a number of systems having electronic transitions in the soft x-ray range, e.g., C $K$-edge in CO molecules or atomic Ar $L$-edge. With the help of analytical analysis and numerical simulations we see clearly two distinct phase shifts: (i) a “conventional” phase shift related to the delay time between the coherent pulse replicas, which is equal to $\omega \tau$, and (ii) an additional—dynamic—phase shift $\delta$ arising from the interference of the two x-ray pulses with the two-level quantum system. We show strong dependence of the dynamic phase shift value on the x-ray field characteristics such as pulse duration, pulse shape (Gaussian vs rectangular temporal profiles), delay time between the pulses, and energy detuning from resonance with the electronic transition. The dynamic phase shift is absent for on-resonance excitation of the quantum transition and reaches a sharp maximum at particular detuning, the value of which is dependent on the duration of the x-ray pulses. It is shown that the dynamical phase shift is absent in the case of x-ray ionization in full agreement with the experiment [10].

We concluded that the use of rectangular pulses is more favorable for observing the effect as compared to applying Gaussian pulse profiles; the absolute value of $\delta$ becomes larger with increasing the delay time between the two x-ray pulses and becomes observable at delay times on the order of the pulse duration $\tau \sim T$. One can expect similar effects in resonant Auger scattering, resonant inelastic x-ray scattering (RIXS), and stimulated RIXS. However, the actual dependences of the dynamical phase shift in these processes will be different as compared to XAS and XPS, due to different dynamical interference in these scattering processes. The dynamic phase shift is also expected in molecular systems where it may have additional complexity due to the rotational and vibrational dynamics.
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