Application of a machine learning algorithm for detection of atrial fibrillation in secondary care
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ABSTRACT

Atrial fibrillation (AF) is the most common sustained heart arrhythmia and significantly increases risk of stroke. Opportunistic AF testing in high-risk patients typically requires frequent electrocardiogram tests to capture the arrhythmia. Risk-prediction algorithms may help to more accurately identify people with undiagnosed AF and machine learning (ML) may aid in the diagnosis of AF. Here, we applied an AF-risk prediction algorithm to secondary care data linked to primary care data in the DISCOVER database in order to evaluate changes in model performance, and identify patients not previously detected in primary care. We identified an additional 5,444 patients who had an AF diagnosis only in secondary care during the data extraction period. 2,696 (49.5%) were accepted by the algorithm and the algorithm correctly assigned 2,637 (97.8%) patients to the AF cohort. Using a risk threshold of 7.4% in patients aged ≥ 30 years, algorithm sensitivity and specificity was 38% and 95%, respectively. Approximately 15% of AF patients assigned to the AF cohort by the algorithm had a secondary care diagnosis with no record of AF in primary care. These additional patients did not substantially alter algorithm performance. The additional detection of previously undiagnosed AF patients in secondary care highlights unexpected potential utility of this ML algorithm.

1. Introduction

Atrial fibrillation (AF) is the most common sustained heart arrhythmia [1] and may increase the risk of thromboembolic stroke by five-fold [2]. Furthermore, patients with AF experience more severe strokes than those without AF [3]. The global incidence of AF has significantly increased over time and prevalence is estimated to be 3% in the UK population [4,5]. However, AF can be difficult to diagnose because it is often paroxysmal and/or asymptomatic or minimally symptomatic [5]. Currently, there is no formal screening programme for AF in the UK. Detection of undiagnosed AF must equally consider the associated patient burden, healthcare resource use, diagnostic sensitivity and specificity. Opportunistic testing for AF in high-risk patients (such as those with irregular pulse or aged ≥ 65 years as risk of AF increases with age) typically requires frequent electrocardiogram (ECG) tests to capture the arrhythmia [5]. Risk-prediction algorithms may help to more accurately identify people with undiagnosed AF and machine learning (ML) may aid in the diagnosis of AF, through targeted screening modalities [6,7]. Machine learning is particularly useful for examining non-linear associations and complex interactions between variables without having to specify these relationships a priori. Investment in, development, and adoption of artificial intelligence across the NHS is at the forefront of the UK government’s healthcare agenda [8].

As AF has a complex aetiology, models developed using ML methods may offer improved predictive performance compared with models built with classical statistical methods to estimate AF incidence. A recently published AF risk prediction algorithm, developed using routinely collected UK primary care data from the Clinical Practice Research Datalink (CPRD) was better able to identify patients at highest risk of AF compared with existing models [6]. Compared to the CHARGE-AF model, the AF-risk prediction algorithm was able to reduce the number of high-risk patients needed to be screened (NNS) to identify one case of AF by 31%, from 13 to 9. This was further validated in the DISCOVER primary care database (general or medical practitioner data) in North-West...
Algorithm performance in WSIC dataset with the CPRD risk threshold of 7.4% and 5.5% after addition of patients with AF diagnosis in secondary care only.

| Patients aged ≥ 30 years | AF | Algorithm | Risk threshold 5.5% | AF |
|--------------------------|----|-----------|---------------------|----|
|                          | Yes | No        | Algorithm           | Yes | No |
| Algorithm                |     |           | 8737 27,700         | 11,558 45,090 |
| No                       | 14,355 558,659 | No | 11,534 541,269 |
| Sensitivity              | 38% | Sensitivity | 50% |
| Specificity              | 95% | Specificity | 95% |
| PPV                      | 24% | PPV        | 20% |
| NPV                      | 97% | NPV        | 98% |
| 1/PPV (NNS)              | 4   | 1/PPV (NNS) | 5 |

| Patients aged ≥ 65 years | AF | Algorithm | Risk threshold 5.5% | AF |
|--------------------------|----|-----------|---------------------|----|
|                          | Yes | No        | Algorithm           | Yes | No |
| Algorithm                |     |           | 7797 23,169         | 10,252 37,143 |
| No                       | 8182 82,298 | No | 5727 68,324 |
| Sensitivity              | 49% | Sensitivity | 64% |
| Specificity              | 78% | Specificity | 65% |
| PPV                      | 25% | PPV        | 22% |
| NPV                      | 91% | NPV        | 92% |
| 1/PPV (NNS)              | 4   | 1/PPV (NNS) | 5 |

London (NWL) encompassing a population of 2.5 million [9], with a sensitivity of 75% and specificity of 99.1%. Here, we employed a machine learning algorithm that had been developed and validated in primary care datasets, with the aim of assessing its performance and utility when applied to secondary care linked data (hospital data). This machine learning model leveraged secondary care data to detect undiagnosed AF with reasonable performance.

### 2. Methods

A retrospective cohort study was undertaken using coded secondary care data from the Whole Systems Integrated Care (WSIC) dataset, which is one of Europe’s largest patient-level datasets, containing data from approximately 2.5 million patients across NWL. Study data were obtained through the DISCOVER secure environment, which was developed by Imperial College Health Partners, the Academic Health Science Network for NWL. Favorable ethical opinion was secured in October 2018 to use the Discover Research Platform for research purposes for a period of five years. Local Research and Development Department approval was obtained from the NWL Data Research Access Group on 18th October 2018. Patient consent was not required because the study was retrospective study using anonymised data.

The development, application and validation of the machine learning algorithm in primary care systems has been described in detail elsewhere [5,9]. De-identified secondary care hospital data for all patients were extracted via DISCOVER for the period 01 January 2001 to 31 December 2016. In order to assess the model’s predictive ability to distinguish between patients at high and relatively lower risk of AF, the first step was to generate a threshold for the risk of AF among patients not flagged by the algorithm for screening. These thresholds were derived from baseline risk factors (age, previous cardiovascular disease, antihypertensive medication usage) and additional time-varying predictors (proximity of cardiovascular events, body mass index [levels and changes], pulse pressure, and frequency of blood pressure measurements). The risk-prediction model did not look at ECG data as it was initially intended to identify patients at risk of AF in primary care, before they developed disease that might result in consequent ECGs. Based on the per-patient risk scores returned by the algorithm in the original primary care dataset (CPRD) [6], a risk threshold of 7.4% was set for AF versus not AF. Thus, all patients with risk scores ≥ 7.4% were categorised as being at high risk of developing AF, and those with a risk scores < 7.4% were categorised as being at low risk.

The predictive performance of the model was then assessed using the following metrics: sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and number needed to screen (NNS). All analyses were performed using Microsoft Excel 2013, Stata version 15.0 and R version 3.6.0.

### 3. Results

We identified an additional 5,444 patients who had an AF diagnosis only in secondary care during the data extraction period. These patients were not diagnosed with AF in primary care. 2,696 (49.5%) were accepted by the algorithm and 2,748 (50.5%) were excluded. Among the 2,696 patients included, the algorithm correctly assigned 2,637 (97.8%) patients to the AF cohort and incorrectly assigned 59 patients (2.2%) to the non-AF cohort. These additional patients did not substantially alter algorithm performance (Table 1). Using a risk threshold of 7.4% in patients aged ≥ 30 years, algorithm sensitivity and specificity was 38% and 95%, respectively. Altering the risk threshold to 5.5% increased the sensitivity to 50% with specificity remaining at 95%.

Approximately 15% of AF patients assigned to the AF cohort by the algorithm had only a secondary care diagnosis, with no READ codes relating to AF in their linked primary care record.

### 4. Discussion

Granular data collected from secondary care may represent an under-utilized method for improving the diagnosis of many health conditions [10]. Here, we employed a machine learning algorithm that had been developed and validated in primary care datasets, with the aim of assessing its performance and utility when applied to secondary care linked data. This machine-learning model leveraged secondary care data to detect undiagnosed AF with reasonable performance. However, the low prevalence of the disease resulted in a low positive predictive value, and for clinically meaningful sensitivity thresholds to be actionable, confirmatory testing with high specificity (e.g. electrocardiogram) would be required following model detection. However, the additional detection of AF in previously undiagnosed patients in secondary care highlights unexpected potential utility of this machine learning algorithm, with a number needed to screen (NNS) of 5. Further studies are required to externally validate algorithm performance in other sec-

---

**Table 1**

Algorithm performance in WSIC dataset with the CPRD risk threshold of 7.4% and 5.5% after addition of patients with AF diagnosis in secondary care only.

| Patients aged ≥ 30 years | AF | Algorithm | Risk threshold 5.5% | AF |
|--------------------------|----|-----------|---------------------|----|
|                          | Yes | No        | Algorithm           | Yes | No |
| Algorithm                | 8737 27,700 | 11,558 45,090 |
| No                       | 14,355 558,659 | 11,534 541,269 |
| Sensitivity              | 38% | Sensitivity | 50% |
| Specificity              | 95% | Specificity | 95% |
| PPV                      | 24% | PPV        | 20% |
| NPV                      | 97% | NPV        | 98% |
| 1/PPV (NNS)              | 4   | 1/PPV (NNS) | 5 |

| Patients aged ≥ 65 years | AF | Algorithm | Risk threshold 5.5% | AF |
|--------------------------|----|-----------|---------------------|----|
|                          | Yes | No        | Algorithm           | Yes | No |
| Algorithm                | 7797 23,169 | 10,252 37,143 |
| No                       | 8182 82,298 | 5727 68,324 |
| Sensitivity              | 49% | Sensitivity | 64% |
| Specificity              | 78% | Specificity | 65% |
| PPV                      | 25% | PPV        | 22% |
| NPV                      | 91% | NPV        | 92% |
| 1/PPV (NNS)              | 4   | 1/PPV (NNS) | 5 |
ondary care datasets and explore the feasibility of embedding algorithms into the perioperative electronic health record for real-world use by clinicians.
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