Characteristics of a magneto-optical trap of molecules
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Abstract

We present the properties of a magneto-optical trap (MOT) of CaF molecules. We study the process of loading the MOT from a decelerated buffer-gas-cooled beam, and how best to slow this molecular beam in order to capture the most molecules. We determine how the number of molecules, the photon scattering rate, the oscillation frequency, damping constant, temperature, cloud size and lifetime depend on the key parameters of the MOT, especially the intensity and detuning of the main cooling laser. We compare our results to analytical and numerical models, to the properties of standard atomic MOTs, and to MOTs of SrF molecules. We load up to 2 × 10^4 molecules, and measure a maximum scattering rate of 2.5 × 10^6 s^{-1} per molecule, a maximum oscillation frequency of 100 Hz, a maximum damping constant of 500 s^{-1}, and a minimum MOT rms radius of 1.5 mm. A minimum temperature of 730 μK is obtained by ramping down the laser intensity to low values. The lifetime, typically about 100 ms, is consistent with a leak out of the cooling cycle with a branching ratio of about 6 × 10^{-6}. The MOT has a capture velocity of about 11 m s^{-1}.

1. Introduction

The magneto-optical trap (MOT) [1] is at the heart of a vast range of scientific and technological applications that use ultracold atoms. In a MOT, pairs of counter-propagating laser beams cross at the zero of a magnetic quadrupole field, subjecting atoms to a velocity-dependent force, which cools them, and a position-dependent force, which traps them. Recently, there has been a great effort to extend the method to molecules, motivated by many new applications [2] that include quantum simulation and information processing, the study of collisions and ultracold chemistry, and tests of fundamental physics. Laser cooling has been applied to a few species of diatomic molecules [3–5], and recently even to a triatomic molecule [6]. Two-dimensional magneto-optical compression of a YO beam was demonstrated [4], followed by the first three-dimensional molecule MOT [7], which used SrF.

Laser cooling and magneto-optical trapping (MOT) are more difficult for molecules than for atoms. Several vibrational branches have to be addressed, each requiring a separate laser. For molecules with electronic and nuclear spin, spin-rotation and hyperfine interactions further increase the number of levels involved. To avoid decay to multiple rotational states it is necessary to drive transitions with F ≥ F’ [8], where F and F’ are the angular momenta of the ground and excited states. Consequently, the number of ground states typically exceeds the number of excited states, and this reduces the scattering rate and increases the saturation intensity [9]. Furthermore, for such transitions, there are dark states present amongst the ground-state sub-levels. This can be especially problematic in a MOT because optical pumping into dark states diminishes the trapping force [10]. In the rf MOT [11, 12] this problem is avoided by synchronously modulating the laser polarisation and magnetic field direction at frequencies similar to the scattering rate, typically around 1 MHz. In a dc MOT, where there is no such modulation, one can either rely on the motion of the molecules through the spatially varying polarisation of the light field to de-stabilise the dark states, or make use of the dual-frequency mechanism [13]. Here, one (or more) of the MOT transitions is driven by two frequency components with opposite circular polarisation, one red-detuned and the other blue-detuned. Both types of MOT have been investigated for SrF. For this molecule, the dc MOT exhibited a short lifetime and sub-millikelvin temperatures could not be reached.
Table 1. Lasers used in the experiment, the transitions they drive, and their frequencies and powers.

| Laser | Transition\(^a\) | Role | Frequency (GHz)\(^b\) | Power (mW)\(^c\) |
|-------|------------------|------|----------------------|-----------------|
| \(\mathcal{L}_{10}\) | \(B(0) \rightarrow X(0)\) | Slowing | 564581.3 | 120 |
| \(\mathcal{L}_{10}\) | \(A(0) \rightarrow X(1)\) | Slowing repump | 476958.0 | 130 |
| \(\mathcal{L}_{10}\) | \(A(0) \rightarrow X(0)\) | MOT | 494431.3 | 80 |
| \(\mathcal{L}_{10}\) | \(A(0) \rightarrow X(1)\) | MOT \(v = 1\) repump\(^d\) | 476958.0 | 100 |
| \(\mathcal{L}_{12}\) | \(A(1) \rightarrow X(2)\) | MOT \(v = 2\) repump | 477298.7 | 10 |
| \(\mathcal{L}_{12}\) | \(A(2) \rightarrow X(3)\) | MOT \(v = 3\) repump | 477267.6 | 0.5 |

\(^a\) \(X(i) : X^{3}\Sigma{^+}(v = i, N = 1)\); \(A(i) : A^{3}\Pi{^2}(v = i, J = 1/2, \mu = \pm)\); \(B(i) : B^{3}\Sigma{^+}(v = i, N = 0)\).

\(^b\) Accurate to 600 MHz.

\(^c\) Full power in a single beam.

\(^d\) This light is derived from the same laser as \(\mathcal{L}_{10}\).

[7, 14]. In the rf MOT the lifetime was longer and it was found that the temperature could be reduced to 250 \(\mu\)K by ramping down the intensity of the MOT light [11, 12]. Recently, we demonstrated a dc MOT of CaF molecules, and we showed how to cool the molecules to 50 \(\mu\)K by first ramping down the intensity and then transferring to an optical molasses where sub-Doppler cooling processes are effective [15]. More recently still, a group at Harvard has demonstrated both an rf MOT and a dc MOT of CaF [16].

Since molecular MOTs display some important differences to atomic MOTs, and since they are still new, a thorough characterisation of their properties is called for. In this paper, we study our dc MOT of CaF in detail. The MOT is loaded from a beam of molecules decelerated to low velocity by frequency-chirped counter-propagating laser light. We investigate how the parameters of this deceleration step influence the number of molecules loaded into the MOT, and how to maximise this number. Then, we study how the molecule number, scattering rate, trap oscillation frequency, damping constant, temperature, cloud size and lifetime each depend on the intensity and detuning of the MOT light. We also measure how the number of molecules and the cloud size depend on the applied magnetic field gradient, and we measure the capture velocity of the MOT. We compare our results to simple analytical models and find that most of the dependencies we observe are described adequately by these models. Thus, despite their greater complexity, many properties of molecular MOTs can be understood using similar models as for atomic MOTs, with only minor modifications. We also compare our measurements to the results of numerical models based on multi-level rate equations [10] and find good agreement for most, but not all, of the MOT properties.

2. Methods

The setup used for this work is the same as described in [15]. Here we give a more detailed description of the setup and our methods. The MOT is loaded from a buffer gas source of CaF molecules that are decelerated to low velocity using frequency-chirped counter-propagating light. The setup uses five lasers, which are detailed in table 1. The transitions driven by these lasers are illustrated in figure 1(a) which also specifies the molecular notation we use. The ground electronic state of CaF is \(X^{3}\Sigma{^+}\), the first excited state is \(A^{3}\Pi\) whose decay rate is \(2\pi \times 8.3\) MHz, and the second excited state is \(B^{3}\Sigma{^+}\) whose decay rate is \(2\pi \times 6.3\) MHz. The main slowing laser drives the \(B^{3}\Sigma{^+}(v = 0, N = 0) \leftrightarrow X^{3}\Sigma{^+}(v = 0, N = 1)\) transition and is denoted \(\mathcal{L}_{10}\). A repump laser, \(\mathcal{L}_{10}\), drives the \(A^{3}\Pi_{1/2}(v = 0, J = 1/2, \mu = \pm) \leftrightarrow X^{3}\Sigma{^+}(v = 1, N = 1)\) transition, to recover the population that leaks into the \(v = 1\) state. The MOT uses four lasers which drive \(A^{3}\Pi_{1/2}(v = j, J = 1/2, \mu = \pm) \leftrightarrow X^{3}\Sigma{^+}(v = i, N = 1)\) transitions and are denoted \(\mathcal{L}_{ij}\). Although the vibrational branching ratios from the \(B\) state are more favourable than for the \(A\) state, the \(B^{3}\Sigma{^+}(v = 0, N = 0)\) state has a hyperfine splitting of about 20 MHz which might be problematic for a MOT, being neither large nor small compared to the linewidth [13]. The hyperfine splitting in the \(A^{3}\Pi_{1/2}(v = 0, J = 1/2, \mu = \pm)\) is unresolved, which is why we preferred to use this state for the MOT. Each of the lower levels, \(X^{3}\Sigma{^+}(v, N = 1)\), is split into two components by the spin-rotation interaction, and these are each split in two again by the hyperfine interaction, giving four components with total angular momentum \(F = 1, 0, 1, 2\). Figure 1(b) shows the hyperfine intervals for the \(X^{3}\Sigma{^+}(v = 0, N = 1)\) state. The hyperfine intervals for the other vibrational states are similar. Figure 1(b) also shows the sideband structure applied to each of the MOT lasers to ensure that all hyperfine components of each transition are driven (see later).

The source of CaF molecules is a cryogenic buffer gas source, described briefly here and in detail in [17]. A calcium target inside a 4 K copper cell is ablated at \(t = 0\) by a pulse of light from a Nd:YAG laser (3 mJ) energy,

\(^1\) For simplicity, we refer to these as the hyperfine components.
4 ns duration, 1064 nm wavelength, 2 Hz repetition rate). The liberated Ca enters a stream of 4 K helium gas flowing through the cell with a flow rate of 0.5 sccm. Sulphur hexafluoride (SF$_6$) enters the cell from a room temperature capillary at a flow rate of 0.01 sccm. The Ca and SF$_6$ react to create CaF molecules which are cooled by collisions with the He and leave the cell through a 3.5 mm aperture. The resulting pulse contains around 1.9 \times 10^{11} \text{CaF molecules} per steradian in the $X^2\Sigma^+$ state, with an average forward velocity of 150 m s$^{-1}$ and a duration of 280 \mu s measured 2.5 cm downstream of the exit aperture. The beam then passes through an 8 mm diameter skimmer, 15 cm downstream, which separates the source chamber from the slowing chamber where the molecules are decelerated to low speed. Finally, they enter the MOT chamber via a 20 mm diameter, 200 mm long differential pumping tube, and are captured in the MOT 120 cm from the exit of the source. The pressures in the source, slowing and MOT chambers are 2 \times 10^{-7}, 6 \times 10^{-8} and 2 \times 10^{-9} mbar respectively. The MOT and slowing chambers are connected via a bellows for vibration isolation.

The molecules are decelerated using the frequency-chirped slowing technique described in [18]. The slowing light counter-propagates to the molecular beam and consists of $L_{00}$ and $L_{10}$ combined into a single beam with a Gaussian intensity profile whose $1/e^2$ radius is 9 mm at the MOT converging to 1.5 mm at the source. It is linearly polarised at 45$^\circ$ to the direction of a uniform 0.5 mT magnetic field applied throughout the slowing region that de-stabilises dark Zeeman sub-levels. Figure 2 shows the setup used to apply rf sidebands to the laser light and then combine the beams. The spectrum of $L_{00}$ is shown in figure 1 and is generated by driving an electro-optic modulator (EOM) at 24 MHz with a phase modulation index of approximately 3.1. The initial detuning of $L_{00}$ is set to −270 MHz so that molecules travelling at 145 m s$^{-1}$ are Doppler shifted into resonance. $L_{10}$ is turned on at $t = t_{\text{on}}$ with the frequency held constant until $t = t_{\text{chirp}}$. Then, the frequency is
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Figure 1. (a) Transitions driven in the experiment, with wavelengths and branching ratios. Dashed lines are the transitions driven by the slowing lasers, while solid lines are those driven by the MOT lasers. (b) Hyperfine levels of the ground state and sideband structure of the MOT lasers, with line length indicating the relative intensity of each sideband. The polarisation of each component of $L_{00}$ is also shown. $\nu, N, J, F$ and $p$ are the quantum numbers of vibration, rotational angular momentum, total angular momentum excluding nuclear spin, total angular momentum, and parity. The magnetic $g$-factor of each hyperfine component is given in brackets.

![Figure 2](image2.png)

Figure 2. Schematic showing how sidebands are applied to the laser light to address the hyperfine structure, and how the beams are combined.
are both varied throughout the experiments presented in this paper. They are turned on at which has zero detuning. The second passes through a 48 MHz AOM to generate the upper hyperfine level also acts as the blue-detuned component for the first MOT light with a width of about 360 MHz. The frequency shift and broadening ensure that all molecules interact strongly with the light irrespective of velocity or hyperfine state. \( L_{10}^* \) is turned on at \( t_{on} \) and off at \( t_{off} \), and its centre frequency is constant throughout.

Figure 1(b) shows the frequency components of the main MOT light, \( L_{00} \), and the handedness of each component. The transition from \( F = 2 \) is driven by two frequency components of opposite handedness, one red-detuned and the other blue-detuned. This implements the dual-frequency scheme described in [13], which avoids optical pumping into dark states and produces strong confinement. Because the separation between the \( F = 2 \) and upper \( F = 1 \) hyperfine levels is only 24 MHz, the laser component detuned to the red of the \( F = 1 \) level also acts as the blue-detuned component for the \( F = 2 \) level. The optical system used to generate the required light is shown in figure 2. We first split \( L_{00} \) into two parts in the ratio 3:1. The first part passes through a 74.5 MHz EOM, so that the carrier addresses \( F = 0 \) while the sidebands address the \( F = 2 \), and lower \( F = 1 \) levels. The second passes through a 48 MHz AOM to generate the sideband that addresses the upper \( F = 1 \) level. The detuning and power of \( L_{00} \) are both varied throughout the experiments presented in this paper. They are controlled by a 110 MHz AOM set up in a double-pass configuration. Each of the three MOT repumps passes through a 24 MHz EOM to generate the sideband structure shown in figure 1(b). All three are set to zero detuning. The two \( L_{00} \) beams along with the three MOT repumps are combined using a fibre cluster into a single fibre that delivers the light to the MOT. The output of the fibre is linearly polarised and the intensity profile has a 1/e² radius of 8.1 mm, truncated at a radius of 15 mm.

The resonant frequency of each laser is given in table 1. We find these by using each laser, with sidebands, as a transverse probe, and measuring the laser-induced fluorescence as a function of frequency. The largest fluorescence signal occurs when all hyperfine levels are addressed simultaneously. For all lasers other than \( L_{00} \) we refer to this as zero detuning. For \( L_{00} \) we find that there is a critical frequency where a MOT is produced in half of all shots, and we denote this as zero-detuning for \( L_{00}, \Delta = 0 \). No MOT is formed when \( \Delta > 0 \), and a stable MOT is formed for \( \Delta < 0 \). This is a more sensitive and reproducible way of fixing the frequency than finding the maximum fluorescence, which occurs at \( \Delta = 2\pi \times 2(4) \) MHz.

Figure 3 shows the MOT chamber and illustrates how the light is folded and retro-reflected to produce the six counter-propagating MOT beams. The optical layout follows [7]—at each input window a 617 nm quarter-wave plate produces the required circular polarisation, and at each exit window another quarter-wave plate returns the polarisation to linear, so that the light is linearly polarised at every mirror. The vertical beams have opposite handedness to the horizontal ones. All windows and waveplates have a broadband anti-reflection coating. The beam is slightly converging to compensate for the residual losses, so that each pass has

---

2 90% of the power lies within this bandwidth.

3 Schafter and Kirchhoff.
approximately the same intensity. To ensure optimal overlap of the retro-reflected light the beam is recoupled back through the fibre.

The magnetic quadrupole field of the MOT is produced by a pair of anti-Helmholtz coils, with an inner diameter of 30 mm, placed inside the MOT chamber as illustrated in figure 3(a). Each coil consists of two laser-cut copper spirals, with eight turns per spiral, mounted on either side of an AlN plate. The plates are connected to a copper block which is mounted to the chamber and acts as a heat sink. Three Helmholtz coil pairs mounted around the chamber, one for each axis, are used to cancel background fields. To take pictures of the MOT, we image its fluorescence. The imaging system is composed of two lenses, a 50.8 mm diameter, 60 mm focal length lens inside the chamber which collimates the fluorescence, and a 40 mm diameter, 28.6 mm focal length lens outside the chamber, 100 mm from the first, which images the light onto either a photomultiplier tube (PMT) or a CCD camera. The imaging system has a measured magnification factor of 0.5. From numerical ray tracing, transmission measurements and the specified quantum efficiency of the camera, we calculate a detection efficiency of 1.5(2)\%. We were careful to reduce background scatter from the MOT beams. The MOT coils, the AlN support plates, and an octagonal enclosure inside the chamber are all painted black\(^4\). The copper heat sink is covered with light absorbing foil\(^5\) which provides a dark background against which the MOT fluorescence is imaged. A bandpass filter placed between the two lenses transmits the dominant 606 nm fluorescence while blocking the background scatter from the 628 nm lasers. With this set up, and the MOT beams at full power, the background is 8.5 \times 10^4 photons s\(^-1\) mm\(^-2\). This may be compared to the fluorescence collected from a single molecule which is 3.6 \times 10^4 photons s\(^-1\). Figure 3(b) shows an image of a MOT. From the number of photons collected, our measurement of the scattering rate (see section 4.2) and the measured detection efficiency, we deduce that there are 4.6 \times 10^5 molecules in this MOT. When all parameters are optimised, this number is about 2 \times 10^4. We typically sum together 50 images, giving a standard deviation in the number of molecules detected of 3%.

3. Loading the MOT

We will see in section 4.7 that the capture velocity of the MOT is about 11 m s\(^-1\). To load the most molecules, they should reach this capture velocity just as they arrive in the MOT capture volume. If they reach low velocity prematurely, they diverge too much and are less likely to be captured. We turn on the slowing light at \( t = 2.5 \text{ ms} \) and apply a linear frequency chirp of \( \alpha = 24.5 \text{ MHz ms}^{-1} \) between \( t_{\text{chirp}} = 3.4 \text{ ms} \) and \( t = t_{\text{off}} \), when the slowing light is turned off. Figure 4(a) shows the fluorescence of molecules in the MOT region as a function of time, recorded by a PMT. For these data, \( t_{\text{off}} = 15 \text{ ms} \), shown by the vertical dotted line. The orange curve shows the arrival time distribution when there is no slowing applied. The most probable arrival time is 8 ms, corresponding to a speed of 150 m s\(^-1\). The blue curve shows the distribution when the slowing is applied but no molecules are captured because only one MOT beam is used and the magnetic field is off. At early times, up until

---

\(^4\) Alion MH2200.

\(^5\) Acktar spectral black.
7.3 ms, the slowed and unslowed curves are similar because the fastest molecules (>165 m s\(^{-1}\)) do not interact with the slowing light. Then there is a dip in the slowed signal, followed by a broad bump at later times, corresponding to molecules that have been slowed. The dashed purple curve is from a simulation of the slowing that uses the experimental slowing parameters and free flight velocity distribution as inputs. No scaling is applied, and the result matches perfectly with the experiment, showing that we have a good understanding of the slowing. These simulations have also been validated previously [18]. The red curve shows the distribution when the MOT magnetic field is on and all six beams are present. The increased intensity due to the six beams increases the fluorescence by a factor of 2 (see section 4.2). Furthermore, the source flux changes between datasets, the PMT efficiency may be altered by the MOT magnetic field, and there may be dark states that are robust for one beam but not for six. To account for these changes we scale the red curve down by a factor 3 so that red and blue signals match at early times, where the signal is due only to fast molecules that are hardly affected by the MOT. The red curve starts to deviate significantly from the blue curve at \(t \approx 10\) ms. Molecules with speeds around 50 m s\(^{-1}\) start arriving around this time, and though these molecules are too fast to be trapped they are slow enough that the MOT has a large effect on their speed so that they remain in the MOT region for longer than otherwise. For this reason, the signal increases, though still follows the same shape as the slowed proton.

Next we investigate how the number of molecules captured in the MOT depends on the chirp amplitude of the slowing laser, which is a key parameter of the slowing process. For this investigation, the initial detuning of \(\Delta_{00}^s\) is fixed at \(\delta f_{\text{initial}} = -270\) MHz, the chirp is fixed at \(\alpha = 24.5\) MHz m s\(^{-1}\), \(t_{\text{chirp}}\) is fixed at 3.4 ms, and \(t_{\text{off}}\) is varied. The total frequency change is \(\delta f_{\text{slowing}} = \alpha (t_{\text{off}} - t_{\text{chirp}})\) and the final resonant velocity is \(-\delta f_{\text{initial}} + \delta f_{\text{slowing}}\) \(\lambda_{00}^s\) where \(\lambda_{00} = 531.0\) nm is the wavelength of the slowing light. The red curve in figure 5(a) shows the measured effect of \(t_{\text{off}}\), also expressed in terms of \(\delta f_{\text{slowing}}\). Increasing \(t_{\text{off}}\) reduces the final velocity of the slowest molecules, so the number of trapped molecules initially increases with \(t_{\text{off}}\). However, if \(t_{\text{off}}\) is too large many of the molecules reach zero velocity before they arrive at the MOT and so the trapped number falls again. The number in the MOT is largest when \(t_{\text{off}} = 14.2\) ms, corresponding to \(\delta f_{\text{slowing}} = 265\) MHz. The coloured band indicates the fluctuations in the 50-image averages (the shot-to-shot fluctuations are 7 times larger). These fluctuations are large for \(t_{\text{off}} = 14.2\) ms, so we prefer to use \(t_{\text{off}} = 13\) ms (\(\delta f_{\text{slowing}} = 285\) MHz) where the fluctuations are far smaller while the average number is only a little less. This is the value of \(t_{\text{off}}\) we use.
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for all subsequent data. The blue points in figure 5(a) show the expected number of molecules in the MOT for various $t_{\text{off}}$ predicted by the slowing simulations discussed above in the context of figure 4. As before, we sum up all molecules that arrive at the MOT within a 1 cm diameter disk, with forward speeds below 10 m s$^{-1}$, and arrival times greater than $t_{\text{off}}$. These simulations show the same overall trends as in the experiment, but predict a large peak when $t_{\text{off}} = 13.25$ ms which we do not see in the experiment. To understand this peak, it is helpful to study the velocity distributions found from the simulations. Figure 5(b) shows these velocity distributions for three values of $t_{\text{off}}$. When $t_{\text{off}} = 12$ ms, the velocity distribution has a narrow peak at 24 m s$^{-1}$, which are molecules that have faithfully followed the chirp, and then a broader, faster distribution which are those that have fallen behind the chirp. For this value of $t_{\text{off}}$, there are hardly any molecules slow enough to be captured. Increasing $t_{\text{off}}$ pushes the narrow peak in the velocity distribution to lower velocities. The peak also gets smaller because of the increased divergence of the slowest molecules. When $t_{\text{off}} = 13.25$ ms, the narrow peak is pushed below 10 m s$^{-1}$ and can be captured, producing the predicted peak in figure 5(a) for this $t_{\text{off}}$. For $t_{\text{off}} = 15$ ms, molecules in the slow peak are brought to rest or even turned around before reaching the MOT. However, some of the molecules which have fallen behind the chirp are now slow enough to be captured, so there is no sharp cut-off as $t_{\text{off}}$ increases. At present, we do not know why we fail to observe the strong response predicted at $t_{\text{off}} = 13.25$ ms. The slowing simulations appear to be reliable [18], and they predict the observed arrival time distributions accurately (see figure 4). We note that the larger fluctuations near the expected optimum $t_{\text{off}}$ shows that a larger number is sometimes obtained, and suggests strong sensitivity to some parameter that is inadequately controlled.

4. Properties of the MOT

In this section we show how the properties of the MOT vary with the key parameters of the setup, mainly the total peak intensity at the MOT ($I_{00}$) due to all six beams of $\mathcal{L}_{00}$, the detuning ($\Delta_{00}$) of $\mathcal{L}_{00}$, and the axial magnetic field gradient ($dB/dz$). When not being varied these are set to be $I_{00} = 400$ mW cm$^{-2}$, $\Delta_{00} = -0.75$ G and $dB/dz = 30.6$ G cm$^{-1}$. These standard parameters are also used for fluorescence imaging, unless otherwise stated. Wherever possible, we compare our measurements to the results of simulations of the MOT based on multi-level rate equations [10, 13]. These simulations are used to predict how the scattering rate, trap oscillation frequency and damping constant vary with the key experimental parameters.

4.1. Number of molecules

We first investigate how to maximise the number of molecules in the MOT. The filled points in figure 6(a) show how this number depends on the power of $\mathcal{L}_{00}$. For powers below 20 mW we observe no molecules in the MOT. Above this threshold the number increases roughly linearly until it saturates at a power near 120 mW. The open points are the results of simulations identical to those discussed above but done for various $\mathcal{L}_{00}$ powers. The simulations predict the same trends as we observe, with two notable exceptions. First, they predict that the trapped number will fall above a certain power, because at high power the molecules reach low speed too early. We do not see this effect in the experiment. Second, the simulations exhibit high sensitivity to the exact power (the sharp structures are not noise). The experimental data does not have the resolution to see this. We have also investigated how the number of molecules depends on the power of $\mathcal{L}_{10}$. The nominal power is 130 mW, and we see no difference if we halve or double this value.

Figure 6(b) shows the relative number of molecules as a function of $I_{00}$. The number increases with intensity until 200 mW cm$^{-2}$, above which it remains constant within 10%. We note that we still load 10% of this maximum number when $I_{00}$ is only 2% of $I_{00}$. Figure 6(c) shows the relative number of molecules versus $\Delta_{00}$. This shows a parabolic dependence with a maximum at $\Delta_{00} = -0.75\Gamma = -2\pi \times 6.2$ MHz. No MOT is formed when the light is blue-detuned or when it is red-detuned by more than 1.8$\Gamma$. Figure 6(d) shows the relative number of molecules versus $dB/dz$. We observe a MOT once $dB/dz > 10$ G cm$^{-1}$, and obtain the most molecules when $dB/dz = 30$ G cm$^{-1}$. As the field gradient is increased beyond this, there is a slow decline in the number of trapped molecules, suggesting that the trap capture volume starts to decrease at these higher gradients.

4.2. Scattering rate

A simple rate model [9] can be used to predict the photon scattering rate of the molecules, and hence many of the properties of the MOT, as was done previously [11]. In this model, $n_e$ ground states are coupled to $n_e$ excited states, and the steady-state scattering rate is found to be
Here, $I_j$ is the intensity of the light driving transition $j$, $\Delta_j$ is its detuning, and $I_{s,\text{eff}}$ is the saturation intensity for a two-level system with transition wavelength $\lambda_j$. For our MOT there are $n_g = 24$ Zeeman sub-levels of the $v = 0$ and $v = 1$ ground states, all coupled to the same $n_e = 4$ levels of the excited state. It is safe to neglect the $v = 2$ and $v = 3$ ground states since their populations are always small. In the experiment, the intensity of $L_{00}$ is always higher than that of $L_{01}$, and $L_{01}$ is on resonance whereas $L_{00}$ is detuned. It follows that the transitions driven by $L_{01}$ dominate in the sum and we can neglect those driven by $L_{00}$. The transitions driven by $L_{00}$ have common values for $\Delta$ and $I_s$, and the total intensity, $I_{00}$, is divided roughly equally between them so that we can write $I_j = I_{00}/12$. With these approximations, the scattering rate becomes

$$R_s \approx \frac{\Gamma_{\text{eff}}}{2} \frac{s_{\text{eff}}}{1 + \frac{s_{\text{eff}}}{4} \Delta^2 / \Gamma^2}.$$  

(1)

Here, $I_j$ is the intensity of the light driving transition $j$, $\Delta_j$ is its detuning, and $I_{s,\text{eff}} = \pi \hbar \Gamma / (3 \lambda_j^2)$ is the saturation intensity for a two-level system with transition wavelength $\lambda_j$. For our MOT there are $n_g = 24$ Zeeman sub-levels of the $v = 0$ and $v = 1$ ground states, all coupled to the same $n_e = 4$ levels of the excited state. It is safe to neglect the $v = 2$ and $v = 3$ ground states since their populations are always small. In the experiment, the intensity of $L_{00}$ is always higher than that of $L_{01}$, and $L_{01}$ is on resonance whereas $L_{00}$ is detuned. It follows that the transitions driven by $L_{00}$ dominate in the sum and we can neglect those driven by $L_{01}$. The transitions driven by $L_{00}$ have common values for $\Delta$ and $I_s$, and the total intensity, $I_{00}$, is divided roughly equally between them so that we can write $I_j = I_{00}/12$. With these approximations, the scattering rate becomes

$$R_s = \frac{\Gamma_{\text{eff}}}{2} \frac{s_{\text{eff}}}{1 + \frac{s_{\text{eff}}}{4} \Delta^2 / \Gamma^2},$$

(2)

where

$$\Gamma_{\text{eff}} = \frac{2n_e}{n_g + n_e} \frac{\Gamma}{2} = \frac{2}{7} \Gamma,$$

(3)

and

$$s_{\text{eff}} = \frac{I_{00}}{I_{s,\text{eff}}} = \frac{2(n_g + n_e) I_{00}}{n_g^2 I_s}.$$  

(4)

Equation (3) gives $\Gamma_{\text{eff}} = 14.9 \times 10^6 \text{s}^{-1}$, and equation (4) gives $I_{s,\text{eff}} = 50 \text{ mW cm}^{-2}$.

We measure the scattering rate in the MOT by turning off $L_{01}$ and detecting the decay of fluorescence as molecules are optically pumped into $v = 2$. The scattering rate is simply $R_s = 1/(b_2 \tau_2)$, where $b_2$ is the branching ratio for the excited state to decay to $v = 2$, and $\tau_2$ is the measured $1/e$ decay constant of the fluorescence. We determine $b_2$ by comparing the MOT fluorescence intensity on the $A(0) \rightarrow X(0)$ ($\lambda_{00} = 606 \text{ nm}$) and $A(0) \rightarrow X(2)$ ($\lambda_{02} = 652 \text{ nm}$) transitions, where we are using the same notation as in table 1. We isolate these two contributions to the fluorescence using bandpass filters placed between the two lenses of the imaging system, where the light from the MOT is collimated. We switch back and forth frequently between the two filters. Each time the filter is switched we take an image with no molecules present, and then subtract this from the MOT image so that only the fluorescence from the molecules remains. The pass band of each filter has a full width at half maximum of 20 nm, and the transmission exceeds 93%. Importantly, the filter that transmits
at $\lambda_{30}$ has a transmission of less than $10^{-6}$ at $\lambda_{00}$, which is small enough to neglect. We can express $b_2$ in terms of known quantities as follows:

$$b_2 = b_0 \frac{I_{30}}{I_0} T_{\text{lens1}} T_{\text{lens2}} T_{\text{window}} T_{\text{filter0}} T_{\text{filter2}} \epsilon_{\text{camera}} \Gamma_{\text{eff}},$$

(5)

Here, $I_{30}/I_0$ is the measured fluorescence ratio, $b_0 = 0.987 \pm 0.013$ is the branching ratio to $\nu = 0$ [19], $T_{\text{lens1}}(2)$ is the transmission of lens 1(2), $T_{\text{window}}$ is the transmission of the vacuum viewport, $T_{\text{filter0}}$ is the transmission of the filter that isolates the fluorescence to $\nu = 0(2)$, and $\epsilon_{\text{camera}}$ is the quantum efficiency of the camera, all at wavelength $\lambda$. All transmissions and quantum efficiencies are taken from data supplied by the manufacturers. The result is $b_2 = 8.4(5) \times 10^{-4}$. This is 40% smaller than the theoretical value of $1.2 \times 10^{-3}$ given in [20].

Figure 7 shows an example of a scattering rate measurement where the time constant is $\tau_2 = 572(7) \mu$s giving a scattering rate of $2.08(13) \times 10^6 \text{s}^{-1}$. Figures 8(a) and (c) show the measured and simulated scattering rate versus $I_{00}$, along with fits to equation (2) and the associated fit parameters. Both the experimental and simulated results fit well to this model.
The values of $I_{\text{eff}}$ are in agreement with each other and are close to that predicted by the simple model outlined above. The simulation gives $\Gamma_{\text{eff}}$ close to the predicted value of 0.29$\Gamma$, but the experimental value is a factor of 2 smaller than simulated. This difference could be caused by optical pumping into coherent states that, for short periods, are dark to the MOT light, an effect which cannot be captured by the rate model. There are no stable dark states for molecules that move quickly enough through the non-uniform magnetic field and light polarisation, but there may be states that are decoupled from the light for long enough to limit the scattering rate. Figures 8(b) and (d) show the measured and simulated scattering rate versus $\Delta_{00}$, along with fits to equation (2). The fit to the measurements is unconvincing, though the fit parameters are consistent with those found in (a), showing that equation (2) is sufficient to represent the dependence of the scattering rate on both intensity and detuning. The simulated data fits well to the model but with parameters somewhat different to those found in (c).

4.3. Oscillation frequency and damping constant

We consider the motion of the molecules in the direction of the slowing laser, since it is straightforward to give the molecules a push in this direction, and because the camera views this axis. Consider a molecule with displacement $x$ and velocity $v$ along this axis, interacting with the six MOT beams. At low intensity, $s_{\text{eff}} \ll 1$, the total scattering rate is the sum of the scattering rates from each beam individually, so it is easy to identify the force exerted by a single beam. This is not the case at higher intensities. Nevertheless, the force due to one of the MOT beams in the horizontal plane may be written as

$$F_\alpha(x, v) = \pm \frac{\hbar k}{\sqrt{2}} \Gamma_{\text{eff}} \frac{s_{\text{eff}}}{6} \left( \frac{1}{2} + \frac{\Delta}{\hbar \omega} \pm \frac{\gamma}{\hbar \omega} \right)^2,$$

(6)

where $k = 2\pi/\lambda$ is the wavevector, $\Delta$ is the laser detuning, $g_{\text{eff}}$ is an effective magnetic $g$-factor for the transition, $A$ is the magnetic field gradient in the horizontal plane, $s_{\text{eff}}$ is the saturation parameter for all six beams, and the factors of $\sqrt{2}$ account for the 45° angle between the MOT beams and the $x$-axis. Here, in the numerator we have used the intensity of the single beam applying the force, while in the denominator we have used the intensity of all six beams to account for the saturation of the scattering rate by the full intensity. This approximation is known to work well for the modest saturation parameters used in this work [21]. The parameter $g_{\text{eff}}$ accounts for there being multiple transitions each with a different $g$-factor. It is a free parameter that characterises the strength of the trapping force. The total force in the $x$-direction is

$$F = 2(F_+ + F_-) = mx''$$

(7)

where $m$ is the mass and the factor of 2 accounts for there being two pairs of horizontal MOT beams. Using a Taylor expansion about $x = x' = 0$, we obtain

$$x'' = -\omega^2 x - \beta x'$$

(8)

where $\omega$, the trap oscillation angular frequency, is given by

$$\omega^2 = -\frac{4\sqrt{2} \Gamma_{\text{eff}}}{3m} \frac{k(\Delta/\Gamma)g_{\text{eff}} \mu_B A s_{\text{eff}}}{(1 + s_{\text{eff}} + 4\Delta^2/\Gamma^2)}$$

(9)

and $\beta$, the damping constant, is

$$\beta = -\frac{4 \Gamma_{\text{eff}}}{3m} \frac{\hbar k^2(\Delta/\Gamma)s_{\text{eff}}}{(1 + s_{\text{eff}} + 4\Delta^2/\Gamma^2)}$$

(10)

To measure the radial trap oscillation frequency, $f = \omega/(2\pi)$, and the damping constant, $\beta$, we pulse on $\mathcal{L}_{00}$ for 0.5 ms to push the cloud in the radial direction. We then image the cloud after various delay times using an exposure time of 0.5 ms, which is short compared to the oscillation period. Figure 9(a) is a sequence of such images showing the damped oscillation of the cloud. We integrate each image over the axial coordinate to give radial distributions, and then fit a Gaussian model to each distribution to obtain the central position of the cloud at each time. Figure 9(b) shows the mean radial displacement versus time. A suitable solution of equation (8) for the displacement from the equilibrium position $x_0$ is

$$x - x_0 = ae^{-\beta t/2} \cos\left(\sqrt{\omega^2 - \beta^2/4} \ t - \phi\right),$$

(11)

where $a$ is the amplitude of oscillation and $\phi$ is a phase. All the oscillation data presented here fit well to this model. Figure 9(b) shows an example of this fit for the case where $\Delta_{00} = -0.75\Gamma$ and $I_{00} = 200$ mW cm$^{-2}$. For these parameters, we find $f = 93(5)$ Hz and $\beta = 363(40)$ s$^{-1}$. Here, the uncertainties are the standard deviations of repeated measurements.

Figures 10(a), (c) show the measured and simulated oscillation frequency as a function of $I_{00}$. The measured frequency increases with $I_{00}$ until it reaches a maximum at 400 mW cm$^{-2}$. The measured and simulated
frequencies are in excellent agreement, differing by less than 20% across the whole range of intensities. We fit these data to the frequency given by equation (9). In this equation, all the parameters are known apart from $g_{\text{eff}}$, $\Gamma_{\text{eff}}$ and $I_{\text{e,eff}}$. The first two appear only as a product, so the free parameters of the fit are $g_{\text{eff}}\Gamma_{\text{eff}}$ which is a measure of the strength of confinement, and $I_{\text{e,eff}}$ which sets the intensity required to reach the strongest confinement. The measurements and simulations fit well to this simple model, with the best fit parameters given in the figure. They show that the saturation intensity appropriate to the oscillation frequency is considerably higher than that found for the scattering rate—it takes more power to trap the molecules than might be expected from the scattering rate data. It is peculiar that the experimental and simulated oscillation frequencies are in such good agreement even though the scattering rates differ by a factor of 2. Figures 10(b), (d) show the measured and simulated oscillation frequency as a function of $\Delta$ for a good fit. As with the scattering rate data, the best fit parameters obtained from the intensity dependence and detuning dependence are consistent with one another. It is interesting that, over the range of $\Delta$ explored here, the oscillation frequency shows a weak and simple dependence on $\Delta$ despite the small interval $(3\Gamma)$ between the

Figure 9. (a) Fluorescence images of the MOT at various times after a radial push. Each image is a 0.5 ms exposure averaged over 30 shots. (b) Radial displacement versus time after the push, showing the damped harmonic motion of the MOT. Here, $\Delta_{00} = -0.75\Gamma$ and $I_{00} = 200 \text{ mW cm}^{-2}$. Points: experimental data. Line: fit to equation (11).

Figure 10. Oscillation frequency versus intensity and detuning of $\mathcal{L}_{\text{osc}}$: (a), (b) measured, (c), (d) modelled. Solid lines are fits to $\omega/(2\pi)$ given by equation (9), and the fit parameters are given in each case. Typical fluctuations in repeat measurements are 5%.
upper two hyperfine states. Reference [16] reports $f = 56(2)$ Hz for a dc MOT of CaF at an intensity of $I_{00} = 400$ mW cm$^{-2}$ and an axial field gradient of $dB/dz = 14$ G cm$^{-1}$. Scaling to our field gradient of 30.6 G cm$^{-1}$, assuming $f \propto \sqrt{dB/dz}$ (equation (9)), brings this oscillation frequency to 83(3) Hz, close to our measured value of 100 Hz at this $I_{00}$.

Figures 11(a), (c) show the measured and simulated damping constant as a function of $I_{00}$. We see that the measured values of $\beta$ are far smaller than the simulated ones across the whole intensity range. At low intensities, $I_{00} < 25$ mW cm$^{-2}$, the measured $\beta$ is 2–3 times smaller than simulated, while at high intensities the discrepancy is a factor of 5–10. In the experiment, $\beta$ has a maximum near 100 mW cm$^{-2}$, while in the simulations the maximum is beyond 750 mW cm$^{-2}$. Damping constants much smaller than the simulated ones are also found in both the dc and rf MOTs of SrF [11, 14]. We tentatively attribute this to the effect of the polarisation gradient force. This force has the opposite sign to the Doppler cooling force, and dominates at low velocities, especially when the intensity is high [22]. This could result in a reduced damping constant, with a higher reduction factor at higher intensities. We are currently investigating the role of these polarisation gradient forces in the molecular MOT. Despite the discrepancy between experiment and simulation, both datasets follow equation (10), as can be seen by the fits in figures 10(a), (c). The much weaker damping in the experiment is reflected by a much smaller $\Gamma_{eff}$ in the fit, and the shift of the maximum to lower intensity in the experiment is reflected by a smaller $I_{s,eff}$. Figures 11(b), (d) show the measured and simulated damping constant as a function of $\Delta_{00}$. We see that $\beta$ gradually decreases as $|\Delta_{00}|$ approaches zero, which is the opposite behaviour to $f$. Thus, the choice of detuning is a trade-off between maximising $f$ and $\beta$. Unlike the dependence on $I_{00}$, the experimental dependence on $\Delta_{00}$ does not seem to follow equation (10). The simulation results do roughly follow this equation however. Reference [16] reports $\beta = 161(20)$ s$^{-1}$ for a dc MOT of CaF at an intensity of $I_{00} = 400$ mW cm$^{-2}$ and $dB/dz = 14$ G cm$^{-1}$. This is a factor of 2 smaller than we measure at this same intensity, raising the possibility that $\beta$ depends on the field gradient, which was larger (30.6 G cm$^{-1}$) for our measurements.

4.4. Temperature
The expected temperature can be expressed in terms of the damping constant $\beta$ and a velocity-independent momentum diffusion coefficient $D$, following a standard treatment [23] extended to three dimensions. For a force that is linear in the momentum, $\vec{F} = -\beta\vec{p}$, the cooling power is $P_{\text{cool}} = \beta \langle p^2 \rangle / m = 2\beta E$, where $E$ is the kinetic energy. The heating power is $P_{\text{heat}} = \frac{d}{dt} \langle p^2 \rangle / 2m = D/m$. Here, we have used the definition $2D = \frac{d}{dt} (\langle p^2 \rangle - \langle p \rangle^2)$, and the fact that $\langle p \rangle = 0$. Equating the heating and cooling powers we find an equilibrium energy $E = \frac{1}{2} k_{B} T = \frac{D}{2m\beta}$. If the light field has no intensity gradients, so that there is no heating due
and is turned back on with the standard parameters. Each versus $kT$ gives the temperature and $\Delta^2$ is the initial rms width and $s$, so that the cloud is free to expand. After a free expansion time \( t \) we either ramp the intensity to a new value over a period of 20 ms or we jump the detuning to a new value. At \( t = 75 \) ms we turn off the magnetic field and \( L_{00} \) is turned back on with the standard parameters \( I_{00}^0 \) and \( \Delta_{00}^0 \) and the fluorescence is imaged for 1 ms. Figure 12(a) shows the expansion of the cloud in a sequence of images for several free expansion times. Each image is the sum of 20 repeats of the measurement. For each image, we sum over the axial coordinate to obtain the radial (axial) distribution. To each distribution we fit the Gaussian model \( n(x) = Ae^{-(x-x_0)^2/(2\sigma^2)} \). Figures 12(b), (c) show \( \sigma^2 \) versus \( \Delta t \) for the axial and radial directions. For free expansion, the rms width \( \sigma \) follows \( \sigma^2 = \sigma_0^2 + 8k_\beta T(\Delta t)^2/m \), where \( \sigma_0 \) is the initial rms width and \( T \) is the temperature. Molecules in the wings of the cloud scatter at a slightly lower rate than those at the centre due to the change of laser intensity across the cloud. This slightly reduces the apparent size of the cloud, and since the effect is stronger for larger clouds the relation between \( \sigma^2 \) and \( (\Delta t)^2 \) becomes slightly nonlinear. We account for this by fitting the data to \( \sigma^2 = \sigma_0^2 + k_\beta T(\Delta t)^2/m + a(\Delta t)^4 \). A model of fluorescence imaging that takes this effect into account verifies that this approach gives reliable temperatures [15]. For our data, inclusion of the \( (\Delta t)^4 \) term in the fit typically gives a temperature about 10% higher than otherwise. Other potential systematic errors in these temperature measurements were considered in [15] and found to be negligible. Figures 12(b), (c) show examples of the fit where the axial and radial temperatures are found to be \( T_x = 2.1 \) mK and \( T_p = 1.9 \) mK. The temperatures for the two directions are always close, so we take the geometric mean \( T = T_x^{2/3}T_p^{1/3} \).

Figure 13(a) shows the temperature versus \( I_{00} \) together with the Doppler temperature given by equation (14). At full intensity \( I_{00}^0 \), the temperature is 13 mK, which is 17 times higher than expected from equation (14). The temperature decreases as the intensity decreases, reaching a minimum at 9 mW cm\(^{-2}\) where it is 960 \( \mu \)K, 4 times the Doppler temperature. These observations are similar to those reported by others [11, 16].
is reduced below 9 mW cm\textsuperscript{-2}, the temperature increases again. According to equation (13) the temperature is related in a simple way to the scattering rate and the damping constant. Since we have measured $T$, $R_{sc}$ and $\beta$ across a wide range of intensities, we can test whether this relation is accurate for our MOT. Using linear interpolations over the measured values of $R_{sc}$ (figure 8(a)) and $\beta$ (figure 11(a)) at various intensities, and equation (13), we obtain the expected temperature shown by the dashed line in figure 13(a). This shows exactly the same intensity dependence as we measure. The temperature found from equation (13) is higher than the Doppler temperature because the damping constant is smaller than predicted. The measured temperature is higher again, by a factor of 2 for intensities below 10 mW cm\textsuperscript{-2} and by a factor of 3 at higher intensities. This shows that the diffusion constant is higher than that given by equation (12). This might be due to dipole force fluctuations which are not included in equation (12). We note that excess heating at high intensity is also seen in other atomic MOTs\textsuperscript{25, 26} and various explanations have been given such as the effect of coherences between excited state sub-levels\textsuperscript{27} and transverse intensity fluctuations of the MOT beams\textsuperscript{28}.

Figure 13(b) shows how the temperature depends on $\Delta_{m0}$ at both high intensity (400 mW cm\textsuperscript{-2}) and low intensity (4 mW cm\textsuperscript{-2}). At high intensity the temperature is highest at $\Delta_{m0} = -0.75 \Gamma$ and decreases at both larger and smaller detunings. At low intensity the temperature decreases as $|\Delta_{m0}|$ decreases, until $\Delta_{m0} = -0.5 \Gamma$ where it reaches a minimum of 730 $\mu$K, 3.5 times the Doppler temperature. Our previous work shows how to reduce the temperature below the Doppler limit using a blue-detuned optical molasses\textsuperscript{15}.

4.5. Cloud size

The filled points in figure 14(a) show the rms radial size of the cloud, $\sigma_0$, as a function of $I_{m0}$. We can interpret these data with the help of the equipartition theorem which relates $\sigma_0$ to $\omega$ and $T$:

$$\sigma_0 = \sqrt{\frac{k_\text{B} T}{m \omega^2}}. \tag{15}$$

As $I_{m0}$ is reduced from 500 to 50 mW cm\textsuperscript{-2} the cloud size decreases. This is because $T$ falls by a factor of 7 over this intensity range (see figure 13), whereas $\omega$ only falls by 50% (see figure 10). As $I_{m0}$ decreases further the cloud size increases because $\omega$ falls while $T$ stops falling and then starts increasing. Similar observations are reported in\textsuperscript{16}. The open points in figure 14(a) are the predictions of equation (15) for those values of $I_{m0}$ where we have measured both $\omega$ and $T$. These predictions agree well with the measurements between 5 and 500 mW cm\textsuperscript{-2}. At lower intensity, the measured size is smaller than predicted by equation (15). We do not know the reason.

Figure 14(b) shows the size of the cloud versus $\Delta_{m0}$. The cloud is smallest when $\Delta_{m0} = -0.75 \Gamma$ and grows rapidly as $|\Delta_{m0}|$ increases, reflecting the decrease in $\omega$. Figure 14(c) shows that the size of the cloud decreases as the magnetic field gradient increases up to the maximum value used in this work, $dB/dz = A = 41 \text{ G cm}^{-1}$. From equations (9) and (15) we expect the relation $\sigma_0 = \zeta (dB/dz)^{-1/2}$. This model fits quite well to the data, as shown in figure 14(c), and gives a best fit parameter of $\zeta = 9.7(1) \text{ mm(G/cm)}^{1/2}$.

4.6. Loss rate

For times $t > 50$ ms, the fluorescence decays exponentially as molecules are lost from the MOT. Figure 15 shows the loss rate versus the scattering rate, which we control via the intensity $I_{m0}$. The relation between $R_{sc}$ and $I_{m0}$ is obtained from the fit shown in figure 8(a). The loss rate increases approximately linearly with $R_{sc}$ as we would expect if the loss is due to a leak out of the cooling cycle. The linear fit shown in figure 15 gives a branching ratio for this leak of $6.3(5) \times 10^{-6}$. The loss could be to a higher-lying vibrational state, or it could be due to magnetic

---

Figure 13. (a) Temperature versus $I_{m0}$. Points: measurements. Dotted blue line: Doppler temperature given by equation (14). Dashed orange line: temperature calculated using equation (13) along with the measured scattering rate and damping constant. (b) Temperature versus $\Delta_{m0}$ for two different values of $I_{m0}$: 400 mW cm\textsuperscript{-2} (red, open points, right-hand scale) and 4 mW cm\textsuperscript{-2} (blue, filled points, left-hand scale). Each data point is the temperature determined from a sequence of nine images using the method illustrated in figure 12.
dipole or electric quadrupole transitions that connect the excited state to rotational states \( N = 0 \) and \( N = 2 \). We note that the linear fit to the loss rate data gives a statistically significant negative intercept of \(-3.8 \pm 1.2 \) s\(^{-1}\), which is not physical. This hints at a more complicated dependence on the scattering rate.

When the temperature becomes comparable to the trap depth, the high energy molecules will spill out of the trap and increase the loss rate. This loss mechanism was considered in the context of the first molecular MOT [7], where the rate for the process was approximated as

\[
R_{\text{loss}} = \frac{2}{\pi} \omega_{\perp} e^{-m_w r_{\text{trap}}^2/(2kT)}.
\]

This result assumes that the oscillation is lightly damped and that the force is linear in the displacement out to the trap radius, \( r_{\text{trap}} \). These are poor approximations, but nevertheless we can expect the order of magnitude of the loss rate to be given by this equation. Our simulations of the MOT show that the restoring force has a turning
point at a radial distance of about 8 mm. Choosing this value for \( r_{\text{trap}} \), and using our measured values of \( \omega_r \) and \( T \), equation (16) give \( R_{\text{loss}} = 1 \text{ s}^{-1} \) at the highest intensity where the scattering rate is \( 2.6 \times 10^5 \text{ s}^{-1} \). This contribution to the loss rate falls very rapidly as the intensity is reduced because \( T \) falls faster than \( \omega_r \). For example, lowering the scattering rate by 15% reduces \( R_{\text{loss}} \) by a factor of 200. Thus, this loss mechanism could only be significant at the very highest intensity explored. Interestingly, the data point at the highest scattering rate in figure 15 does indeed lie significantly above the linear fit to the data.

4.7. Capture velocity

It is difficult to measure the capture velocity of the MOT directly. Instead, we measure the escape velocity by pushing the MOT and measuring the fraction of molecules that are lost as a function of their speed. We then infer the capture velocity from these results, with the help of a simple model. To apply an impulsive push, we turn off \( L_{\text{off}} \) and pulse on the slowing light, \( L_{\text{slo}} \), for a short time \( t_{\text{push}} \). The molecules are at the zero of the MOT magnetic field where states dark to the polarisation of \( L_{\text{slo}} \) are not destabilised effectively, so we found it necessary to modulate the polarisation of \( L_{\text{slo}} \) to reach a sufficient scattering rate. We also reduced the size of the slowing beam to 3 mm/\( e^2 \) radius, in order to increase the applied force. For various push parameters, we first determine the initial displacement and velocity of the cloud, \( x_i = x(t_{\text{push}}) \) and \( v_i = v(t_{\text{push}}) \), by imaging the cloud at various times after \( t_{\text{push}} \) with the MOT magnetic field turned off. Figure 16(a) shows the set of \( \{x_i, v_i\} \) pairs used. Then, for each push, we turn the MOT back on at \( t = t_{\text{push}} + 20 \text{ ms} \). Figure 16(b) shows this fraction versus \( v_i \), where the \( v_i \) should be understood as \( \{x_i, v_i\} \) pairs.

Were the initial displacements negligible, it would be simple to determine the capture velocity from these measurements. Since they are not, we use a model to interpret the results. In this model, the force in the direction of the slowing light is given by equation (7). To account for the intensity distribution of the MOT beams we make the replacement \( s_{\text{eff}} \rightarrow \frac{s_{\text{eff}}}{\sqrt{2}} \) in equation (6), where \( s_{\text{eff}}(r) = I_{\text{slo}}(r)/I_{\text{eff}}, \) and \( I_{\text{slo}}(r) \) has a Gaussian intensity distribution with a \( 1/e^2 \) radius of 8.1 mm, truncated at a radius of \( r_{\text{trunc}} = 15 \text{ mm} \). Using this force, we solve the equation of motion for a distribution of initial coordinates in phase-space and for a time long enough that the distribution of final coordinates separates into two components, one with \( x \) close to zero and the other with \( x \gg r_{\text{trunc}} \). This gives a contour in phase space, \( v_{\text{sep}}(x) \), which separates molecules that will be recaptured from those that escape. We then calculate the fraction of molecules from the initial phase-space distribution that lie inside this contour. We use a Gaussian spatial distribution centred at \( x_0 \) with rms radius equal to the measured one, \( x_0 = 2.0 \text{ mm} \), and a Gaussian velocity distribution centred at \( v_i \) and characterised by the measured temperature of 12 mK. This gives the simulated recapture fraction for each \( \{x_i, v_i\} \) pair used for the measurement. In applying this procedure, it is not clear what values of \( I_{\text{eff}}, I_{\text{slo}}, I_{\text{eff}}, \) and \( g_{\text{eff}} \) to use, so we keep them as free parameters. We compare the simulated results to the measured ones for a wide range of these free parameters and choose the parameter set that gives the smallest value of \( \chi^2 \). The open circles in figure 16(b) show the results that fit best. They are found for \( I_{\text{eff}} = 0.15 \text{ mW cm}^{-2}, \) \( I_{\text{slo}} = 50 \text{ mW cm}^{-2}, \) and \( g_{\text{eff}} = 0.25 \), all reasonable values. This comparison between model and measurements gives us a best estimate for \( v_{\text{sep}}(x) \). The capture velocity, \( v_i \), is the largest velocity a molecule that starts at the edge of the MOT can have if it is to be recaptured, \( v_i = v_{\text{sep}}(r_{\text{trunc}}) \). The result is \( v_i = 11.2 \pm 1.3 \text{ m s}^{-1} \). The MOT simulations described in [13] predicted a capture velocity of 20 m s\(^{-1}\), but this used larger beams, higher power and a slightly different polarisation configuration. Repeating these simulations for the exact parameters used in the experiment we find a capture velocity of 14 m s\(^{-1}\), close to our measured value.
We note that the data presented in figure 16(a), together with the values of $t_{\text{push}}$, used, give a direct measure of the acceleration applied by the slowing laser in these experiments. For an $L_{\text{rep}}$ power of 140 mW, we find an acceleration of $2.2(1) \times 10^4$ m s$^{-2}$, corresponding to a scattering rate of $1.7(1) \times 10^6$ s$^{-1}$. With this acceleration, molecules with an initial speed of 150 m s$^{-1}$ can be brought to rest over a distance of 50 cm. This suggests that, with sufficient $L_{\text{rep}}$ power to provide a similar intensity in a larger beam, the distance from source to MOT (currently 120 cm) could be shortened.

5. Conclusions

During the course of our study, we have settled on a set of standard parameters for making a good MOT, which we summarise here. We turn the slowing light on at $t_{\text{on}} = 2.4$ ms and apply a frequency chirp to $L_{\text{rep}}$ at a rate of 24.8 MHz ms$^{-1}$ between $t_{\text{chirp}} = 3.5$ ms and $t_{\text{off}} = 15$ ms. The slowing repump laser, $L_{\text{rep}}$, is detuned by $-220$ MHz and frequency broadened using a set of sidebands spaced by 8 MHz such that 90% of the power falls within a 360 MHz band. The MOT coils and the MOT light are on during the slowing period. The main MOT light, $L_{\text{mot}}$, has a detuning of $-6$ MHz, while all MOT repump lasers are on resonance. The total intensity at the MOT due to all six beams of $L_{\text{rep}}$ is 500 mW cm$^{-2}$, and the MOT beams have a $1/e^2$ radius of 8.1 mm. The axial magnetic field gradient is 30 G cm$^{-1}$.

Despite the complexity of the level structure and the need to avoid optical pumping into dark states, the CaF MOT behaves much like a normal atomic MOT in many respects. The intensity dependence of the scattering rate, trap frequency and damping constant all conform to the analytical results based on an effective two-level model (equations (2), (9) and (10)), and do so over a very wide range of intensities, although somewhat different values for the free parameters of these equations are needed in each case. The trap frequency is in excellent quantitative agreement with that predicted from rate equation simulations, whereas the scattering rate is a factor 2 smaller than expected and the damping constant is typically a factor of 5–10 smaller. We tentatively attribute the reduction of the damping constant to polarisation gradient forces [22], though that remains to be verified. For our parameters, we measure a capture velocity of $11.2\pm1.2$ m s$^{-1}$, consistent with our simulation. The temperature of the MOT is considerably higher than the Doppler temperature, especially at high intensity. It is also a factor of 2–3 higher than predicted by equation (13) when we use our measured values of the scattering rate and damping constant. This shows that the elevated temperature is a consequence of two factors, a reduced damping constant and some excess heating above that given by the diffusion constant in equation (12). The reasons for the reduced damping and the enhanced diffusion would make an interesting topic for future study. We find that the usual relation (equation (15)) between MOT size, temperature and trap frequency holds for our MOT, except at very low intensity where there seems to be a discrepancy. As expected, the size of the cloud scales inversely with the square root of the magnetic field gradient. Molecules are lost from the MOT with a typical rate of about 10 s$^{-1}$, and this loss rate scales linearly with scattering rate. The data is consistent with a leak out of the cooling cycle with a branching ratio of about $6 \times 10^{-6}$. The lifetime, $\sim 100$ ms, is short by the standards of atomic MOTs, but is adequate for most purposes. Indeed, the whole process of capturing the molecules and cooling to sub-Doppler temperatures [15] takes less than 50 ms. Once loaded into a conservative trap, we can expect the lifetime to increase.

Rapid deceleration of the molecular beam with good velocity control is crucial to loading the largest number of molecules. It has also been one of the most difficult steps to perfect and understand. We use the frequency-chirp method to slow down the molecular beam. Our simulations and experiments [18] suggest that this is a better slowing method than the alternative of broadening the frequency of the slowing laser [29]. We previously estimated a flux at the MOT region of $7 \times 10^8$ molecules per cm$^2$ per shot with speeds below 15 m s$^{-1}$ [18]. We have recently re-evaluated the flux from our cryogenic source [17] and find that it is a factor of 4 smaller than our estimate in [18]. This reduces the flux of molecules with speeds below 15 m s$^{-1}$ to $1.8 \times 10^5$ molecules per cm$^2$ per shot. Scaling to our measured capture velocity, assuming the flux scales roughly as the square of the velocity, we expect about half this number. We use MOT beams with $1/e^2$ radius of 8.1 mm, giving a capture area of at least 0.5 cm$^2$. Thus, there are at least $4 \times 10^4$ trappable molecules, which is a factor of 2 larger than we observe in the MOT. The measured capture velocity is appropriate to molecules entering on axis and must be smaller away from the axis, and this may account for the discrepancy. While our simulations match well with our measured arrival-time distributions and velocity distributions, they predict a large peak in the number loaded into the MOT when the chirp parameters are tuned correctly, which we do not observe. Thus, while much progress has been made in understanding the slowing and MOT loading processes, some mysteries remain. We believe there is great scope for increasing the number of molecules loaded. We plan to add a region of transverse cooling before the slowing begins to compress the transverse velocity distribution, which should increase the number delivered to the MOT. Our linear frequency chirp is probably not the best chirp function and optimisation of its functional form may give more molecules. A shorter distance from source to MOT may also
give more molecules, as noted in section 4.7. Other slowing methods, such as Zeeman–Sisyphus deceleration [30], promise to deliver further increases in flux.

At present, the only other 3D molecular MOTs reported are the dc and rf MOTs of SrF [7, 11, 12, 14] and the recent dc and rf MOTs of CaF [16]. For SrF, the rf MOT seems superior to the dc MOT. In particular, the rf MOT loads more molecules, has a long lifetime, and can be cooled towards the Doppler limit by lowering the laser intensity. By contrast, molecules in the dc MOT could not be cooled by lowering the intensity because its lifetime was found to decrease drastically at lower laser powers. Our dc MOT of CaF does not suffer from this problem. In fact, the lifetime is longer at lower intensities. The molecules cool as the intensity is lowered, just as in the SrF rf MOT. We suggest that the differences observed between the dc MOTs of CaF and SrF might be due to the difference in the ground-state hyperfine intervals. Most of the confinement in our CaF MOT comes from the dual-frequency effect [13] acting on the $F = 2$ state. In CaF, the splitting between the upper two hyperfine components is about $3 \Gamma$. When the detuning is $-\Gamma$, the upper $F = 2$ level is addressed by a $\sigma^-$ component detuned by $-\Gamma$ and a $\sigma^+$ component detuned by about $2\Gamma$ (see figure 1(b)). It is known that this dual-frequency arrangement produces a strong confinement (see figure 2 of [13]). The same polarisation configuration has been used for the dc MOT of SrF [14], and the dual-frequency effect provides the confinement in that case too. In SrF however, the equivalent hyperfine splitting is $6\Gamma$, resulting in weaker confinement. It may be that at low laser intensity the confining forces in SrF are too weak, resulting in the short lifetimes observed. If this is the case, then it could be solved by adding an extra frequency component to approach more closely the ideal dual-frequency scheme.

It is interesting to compare the number of molecules captured in the various molecule MOTs produced to date. Our CaF source flux [17] is about half that of SrF [31], yet we load 40 times more molecules than the dc MOT of SrF [14], and 2 times more than the rf MOT of SrF [12]. Thus, our MOT loading efficiency is about 4 times that of the best SrF MOT. This may be due to the difference in slowing methods or there may be a difference between the capture velocities of the two MOTs. A measurement of the capture velocity in the SrF MOT would shed light on this. The dc MOT of CaF recently demonstrated at Harvard [16] loads $7(2) \times 10^4$ molecules, 3–4 times larger than we obtain. That setup uses a different buffer gas source that produces a slower molecular beam, has a shorter distance from source to MOT, and uses frequency-broadened slowing rather than the frequency-chirped method we use. It is not yet clear which of these differences is decisive, but we hope that our detailed measurements of how the MOT loads, and how the number of trapped molecules depends on the slowing parameters, may aid future comparisons.

The molecule MOT presents many opportunities for new research. One is to study ultracold collisions between atoms and molecules and to cool molecules to even lower temperatures by sympathetic cooling with ultracold atoms [32]. Another is to load single molecules into optical tweezer traps in order to assemble small arrays [33] for quantum simulation [34]. The molecules could also be loaded into chip-scale electric traps where they could be coupled to a superconducting microwave resonator, realising a molecular quantum processor [35]. Precise measurements of the vibrational frequency of CaF can test whether the fundamental constants are changing in time [36]. The extension of the cooling and trapping methods to other amenable molecules [37, 38] can improve the measurements of the electric dipole moments of electron and proton [9, 39] and advance the measurement of nuclear anapole moments [40].

The data presented can be accessed from Zenodo (10.5281/zenodo.1000416) and may be used under the Creative Commons CCZero license.

Acknowledgments

We are grateful to Jack Devlin for his assistance and insight, and to Jon Dyne, Giovanni Marinaro and Valerijus Gerulis for their technical assistance. The research has received funding from EPSRC under grants EP/1012044, EP/M027716 and EP/P01058X/1, and from the European Research Council under the European Union’s Seventh Framework Programme (FP7/2007–2013)/ERC grant agreement 320789.

ORCID iDs

BE Sauer orcid: https://orcid.org/0000-0002-3286-4853
MR Tarbutt orcid: https://orcid.org/0000-0003-2713-9531

References

[1] Raab E L, Prentiss M, Cable A, Chu S and Pritchard D E 1987 Phys. Rev. Lett. 59 2631–4
[2] Carr L D, DeMille D, Krems R V and Ye J 2009 New J. Phys. 11 055049
[3] Shuman E S, Barry J F and Demille D 2010 Nature 467 820–3
[4] Hummon M T, Yeo M, Stuhl B K, Collopy A L, Xia Y and Ye J 2013 Phys. Rev. Lett. 110 1–5
[5] Zheleznyakova V, Cournol A, Wall T E, Matsushima A, Hudson J J, Hinds E A, Tarbutt M R and Sauer B E 2014 Phys. Rev. A 89 2–6
[6] Kozyryev I, Baum L, Matsuda K, Augenbraun B L, Anderegg L, Sedlack A P and Doyle J M 2016 Phys. Rev. Lett. 117 173201
[7] Barry J F, McCarron D J, Norrgard E B, Steinecker M H and DeMille D 2014 Nature 512 286–9
[8] Stuhl B K, Sawyer B C, Wang D and Ye J 2008 Phys. Rev. Lett. 101 1–4
[9] Tarbutt M R, Sauer B E, Hudson J J and Hinds E A 2013 New J. Phys. 15 055034
[10] Tarbutt M R 2015 New J. Phys. 17 155007
[11] Norrgard E B, McCarron D J, Steinecker M H, Tarbutt M R and DeMille D 2016 Phys. Rev. Lett. 116 063004
[12] Steinecker M H, McCarron D J, Zhu and DeMille D 2016 Chem. Phys. Chem. 17 3664–9
[13] Tarbutt M R and Steimle T C 2015 Phys. Rev. A 92 1–8
[14] McCarron D J, Norrgard E B, Steinecker M H and DeMille D 2015 New J. Phys. 17 1–12
[15] Truppe S, Williams H J, Hambach M, Caldwell L, Fitch N J, Hinds E A, Sauer B E and Tarbutt M R 2017 Nat. Phys. In production (https://doi.org/10.1038/nphys4241)
[16] Anderegg L, Augenbraun B, Chae E, Hemmerling B, Hutzler N R, Ravi A, Collopy A, Ye J, Ketterle W and Doyle J 2017 Radio frequency magneto-optical trapping of CaF with high density Phys. Rev. Lett. 119 103201
[17] Truppe S, Hambach M, Skofl S M, Bulleid N E, Bumby J S, Hendricks B J, Hinds E A, Sauer B E and Tarbutt M R 2017 A buffer gas beam source for short, intense and slow molecular pulses (arXiv:1707.06291)
[18] Truppe S, Williams H J, Fitch N J, Hambach M, Wall T E, Hinds E A, Sauer B E and Tarbutt M R 2017 New J. Phys. 19 020201
[19] Wall T E, Kanem J F, Hudson J J, Sauer B E, Cho D, Boshier M G, Hinds E A and Tarbutt M R 2008 Phys. Rev. A 78 062509
[20] Pelegri M, Vivacqua C S, Roberto-Neto O, Ornellas F R and Machado F B C 2005 Braz. J. Phys. 35 930–6
[21] Lett P D, Phillips W D, Rolston S L, Tanner C E, Watts R N and Westbrook C J 1989 J. Opt. Soc. Am. B 6 2084–107
[22] Devlin J A and Tarbutt M R 2016 New J. Phys. 18 123017
[23] Gordon J P and Ashkin A 1980 Phys. Rev. A 21 1606–17
[24] Chang R, Hoendervanger A L, Bouton Q, Fang Y, Kladka T, Audo K, Aspect A, Westbrook C I and Clément D 2014 Phys. Rev. A 90 063407
[25] Xu X, Loftus T H, Hall J L, Gallagher A and Ye J 2003 J. Opt. Soc. Am. B 20 968–76
[26] Kemp S L, Butler K L, Freytag R, Hopkins S A, Hinds E A, Tarbutt M R and Cornish S L 2016 Rev. Sci. Instrum. 87 023105
[27] Choi S K, Park S E, Chen J and Minogin V G 2008 Phys. Rev. A 77 015405
[28] Chanellière T, Meunier J L, Kaiser R, Miniatura C and Wilkowski D 2005 J. Opt. Soc. Am. B 22 1819–28
[29] Barry J F, Shuman E S, Norrgard E B and Demille D 2012 Phys. Rev. Lett. 108 3–5
[30] Fitch N J and Tarbutt M R 2016 Chem. Phys. Chem. 17 3609–23
[31] Barry J F, Shuman E S and DeMille D 2011 Phys. Chem. Chem. Phys. 13 18936–47
[32] Lim J, Frye M D, Hutson J M and Tarbutt M R 2015 Phys. Rev. A 92 053419
[33] Barredo D, de Léséleuc S, Lienhard S, Lahaye T and Browaeys A 2016 Science 354 1021–3
[34] Micheli A, Brennen G K and Zoller P 2006 Nat. Phys. 2 341–7
[35] André A, DeMille D, Doyle J M, Lukin M D, Maxwell S E, Rabl P, Schoelkopf R J and Zoller P 2006 Nat. Phys. 2 636–42
[36] Rajat M, Gopakumar G, Abe M and Hada M 2014 J. Mol. Spectrosc. 300 99–107
[37] Smallman I J, Wang F, Steimle T C, Tarbutt M R and Hinds E A 2014 J. Mol. Spectrosc. 300 3–6
[38] Norrgard E B, Edwards E R, McCarron D J, Steinecker M H, DeMille D, Alam S S, Peck S K, Wadia N S and Hunter L R 2017 Hyperfine structure of the 5P 1/2 state and predictions of optical cycling behavior in the X → B transition of TlF Phys. Rev. A 95 062506
[39] Hunter L R, Peck S K, Greenspon A S, Alam S S and DeMille D 2012 Phys. Rev. A 85 012511
[40] Cahn S B, Ammon J, Kiriulov E, Gurevich Y V, Murphree D, Paolino R, Rahmlow D A, Kozlov M G and DeMille D 2014 Phys. Rev. Lett. 112 165302