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Abstract. These are lecture notes for the course “Poisson geometry and deformation quantization” given by the author during the fall semester 2020 at the University of Zurich. The first chapter is an introduction to differential geometry, where we cover manifolds, tensor fields, integration on manifolds, Stokes’ theorem, de Rham’s theorem and Frobenius’ theorem. The second chapter covers the most important notions of symplectic geometry such as Lagrangian submanifolds, Weinstein’s tubular neighborhood theorem, Hamiltonian mechanics, moment maps and symplectic reduction. The third chapter gives an introduction to Poisson geometry where we also cover Courant structures, Dirac structures, the local splitting theorem, symplectic foliations and Poisson maps. The fourth chapter is about deformation quantization where we cover the Moyal product, $L_{\infty}$-algebras, Kontsevich’s formality theorem, Kontsevich’s star product construction through graphs, the globalization approach to Kontsevich’s star product and the operadic approach to formality. The fifth chapter is about the quantum field theoretic approach to Kontsevich’s deformation quantization where we cover functional integral methods, the Moyal product as a path integral quantization, the Faddeev–Popov and BRST method for gauge theories, infinite-dimensional extensions, the Poisson sigma model, the construction of Kontsevich’s star product through a perturbative expansion of the functional integral quantization for the Poisson sigma model for affine Poisson structures and the general construction. Any comments and remarks can be sent by email to the author.
Introduction

Poisson geometry appears naturally in physics in the context of the dynamics for classical mechanical systems. Mathematically, it lies in the intersection of differential geometry and noncommutative algebra. In physics, people are often interested in observables, which mathematically can be described as elements of the algebra of smooth functions on some underlying manifold $M$ endowed with certain structure, and their dynamics. In fact, the algebra $C^\infty(M)$ can be endowed with an algebra structure given by a bracket $\{ \ , \ \}$, called a Poisson bracket, satisfying certain properties, similarly as in the case of a Lie algebra $\mathfrak{g}$ endowed with its Lie bracket $[\ , \ ]$. Time evolution of an observable $O$ is described by the equation

$$\frac{dO}{dt} = \{H,O\},$$

where $H \in C^\infty(M)$ denotes the Hamiltonian of the system.

This structure is actually motivated by the symplectic structure appearing additionally within the natural manifold structure for the phase space of a classical system. The phase space is a way of expressing the dynamics in a classical system where each state is represented by a unique point. The most simple phase space is given by $\mathbb{R}^2$ and in higher dimension the local structure looks like some $\mathbb{R}^{2n}$, for $n \geq 1$. One can then induce a Poisson bracket $\{ \ , \ \}$ from a closed, nondegenerate 2-form $\omega$, the symplectic form. Such a 2-form also appears naturally in the structure of a phase space containing the information for the base coordinates $q^i$ and the corresponding fiber momentum-coordinates $p_i$ on the vector bundle given by the cotangent bundle $T^*M$ of the manifold $M$. Instead of looking at the structure sheaf of smooth functions $C^\infty(M)$ on a manifold $M$ which is endowed with a Poisson bracket, one can also consider the geometric picture of the manifold endowed with a bivector field $\pi$ encoding the information of the bracket $\{ \ , \ \}$ geometrically in an equivalent way.

A quantum system is described by a complex Hilbert space $\mathcal{H}$ together with an operator $\hat{H}$. A physical state of the system is then represented by an element in $\mathcal{H}$ whereas the physical observables are given by self-adjoint operators on $\mathcal{H}$. Denote this space by $L(\mathcal{H})$. Time evolution is then given by the Heisenberg equation

$$\frac{d\hat{O}}{dt} = \frac{i}{\hbar} [\hat{H},\hat{O}],$$

where $[\ , \ ]$ denotes the commutator of operators. The parameter $\hbar$ is called the reduced Planck constant which is a physical constant naturally appearing at the quantum level. The connection to classical mechanics is usually given by the introduction of position $\hat{q}_i$ and
momentum $\hat{p}_j$ operators. They satisfy the following commutation relation:

$$[\hat{p}_i, \hat{q}_j] = \frac{i}{\hbar}\delta_{ij}.$$  

In this way, one can obtain classical mechanics from the quantum theory in the limit where $\hbar \to 0$. This is a general concept. An important question is whether there is a precise mathematical formulation of such a quantization procedure in terms of a well-defined map between classical objects and their quantum picture. There are different ways of quantizing a classical system. If one starts from the canonical quantization on $\mathbb{R}^{2n}$, one can consider the method of geometric quantization (see e.g. [Kir85; Woo97; Mos20]). There the idea is the quantization of the classical phase space $\mathbb{R}^{2n}$ to the corresponding Hilbert space $\mathcal{H} = L^2(\mathbb{R}^n)$ on which the Schrödinger equation is defined. Another quantization approach focuses on the observables of the classical system. There one tries to capture the noncommutativity structure of the space of operators from the commutative structure of $C^\infty(\mathbb{R}^{2n})$. A result of Groenewold [Gro46] states that it is impossible to quantize the Poisson algebra $C^\infty(\mathbb{R}^{2n})$ in a way where the Poisson bracket of two functions is sent onto the Lie bracket of the corresponding operators. To overcome this issue, one can instead consider a deformation of the pointwise product on $C^\infty(\mathbb{R}^{2n})$ to a noncommutative product.

Deformation quantization originated from the work of Weyl [Wey31], who gave an explicit formula for the operator $O_f$ on $L(\mathbb{R}^n)$ associated to a function $f \in C^\infty(\mathbb{R}^{2n})$:

$$O_f := \int_{\mathbb{R}^{2n}} \tilde{f}(\xi, \eta) \exp \left( \frac{i}{\hbar} (P\xi + Q\eta) \right) d^n\xi d^n\eta,$$

where $\tilde{f}$ denotes the inverse Fourier transform of $f$. Here $P = (P_i)$ and $Q = (Q_j)$ denote operators satisfying the canonical commutation relation. Moreover, the integral is considered in the weak sense. An inverse map was later found by Wigner [Wig32], who gave a way to recover the corresponding classical observable by taking the symbol of the operator. Moyal [Moy49] interpreted the symbol of the commutator of two operators corresponding to the functions $f$ and $g$ as what is today called the Moyal bracket:

$$\mathcal{M}(f, g) := \frac{\sinh(\epsilon P)}{\epsilon} (f, g) = \sum_{k=0}^{\infty} \frac{\epsilon^{2k}}{(2k + 1)!} P^{2k+1}(f, g),$$

where $\epsilon := \frac{i\hbar}{2}$ and $P^k$ is the $k$-th power of the Poisson bracket on $C^\infty(\mathbb{R}^{2n})$. Already Groenewold had a similar formula for the symbol of a product $O_f O_g$ which today can be interpreted as the first appearance of the Moyal star product $\star$. The Moyal bracket can then be rewritten in terms of this star product as

$$\mathcal{M}(f, g) = \frac{1}{2\epsilon} (f \star g - g \star f).$$

It was Flato who recognized this star product as a deformation of the commutative pointwise product on $C^\infty(\mathbb{R}^{2n})$. This was the beginning of deformation quantization. He conjectured the problem of giving a general recipe to deform the pointwise product on $C^\infty(M)$ in such a way that $\frac{1}{2\epsilon}(f \star g - g \star f)$ still remains a deformation of the Poisson structure on $M$. Following this conjecture, a first way of formulating quantum mechanics as such a deformation of classical mechanics had been discovered. The work of Bayen, Flato, Fronsdal, Lichnerowicz
and Sternheimer was essential for the formulation of the deformation problem for symplectic spaces and the physical applications [Bay+78a; Bay+78b]. DeWilde and Lecomte [DL83] have proven the existence of a star product on a generic symplectic manifold by using Darboux’s theorem which tells that locally any symplectic manifold of dimension $2n$ can be identified with $\mathbb{R}^{2n}$ by a choice of Darboux charts. Using cohomological arguments, one can construct such a star product by a correct gluing of the locally defined Moyal product. Independently of the previous result, Fedosov [Fed94] gave an explicit construction of a star product on a symplectic manifold. The generalization to any Poisson manifold was given through the formality theorem of Kontsevich [Kon03]. He derived an explicit formula for the product on $\mathbb{R}^d$ by using special graphs and configuration space integrals, which can be used to define it locally on any Poisson manifold $M$. The globalization procedure was described by Cattaneo, Felder and Tomassini [CFT02b; CFT02a] by extending Fedosov’s construction to the Poisson case where they used notions of formal geometry developed by Gelfand–Fuks [GF69; GF70], Gelfand–Kazhdan [GK71] and Bott [Bot10], which completed the program of Plato proposed thirty years before. Another approach to Kontsevich’s result was given by Tamarkin [Tam98; Tam03] who used the notion of operads in order to prove the formality theorem.

Moreover, Cattaneo and Felder [CF00] have shown that Kontsevich’s formula can actually be formulated in terms of a perturbative expression of the functional integral of a topological field theory. This theory is called the Poisson sigma model. The Poisson sigma model was discovered independently by Ikeda [Ike94] and Schaller–Strobl [SS94; SS95] by an attempt to combine 2-dimensional gravity with Yang–Mills theories. In fact, one can show that the graphs, which have been constructed by Kontsevich, arise naturally in this context as the Feynman diagrams subject to the expectation of certain observables. Recently, Cattaneo, Moshayedi and Wernli gave a field-theoretic picture to obtain a global deformation quantization for constant Poisson structures (Moyal product) by cutting and gluing techniques for certain worldsheet manifolds [CMW17]. This is done by using a globalized version of the Poisson sigma model and methods for gauge theories on manifolds with boundary developed in [CMW20]. It is expected that the cutting and gluing construction can be extended for general Poisson structures.

An approach regarding higher gauge theories is encoded in the setting of higher shifted symplectic and Poisson structures. A way of dealing with these concepts and constructing a higher shifted deformation quantization in the setting of derived algebraic geometry was formulated by Calaque, Pantev, Toën, Vaquié and Vezzosi [Pan+13; Cal+17].
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CHAPTER 1

Foundations of Differential Geometry

We want to start by introducing the main concepts and notions of differential geometry which are needed in order to be able to understand the discussions in the following chapters. The experienced reader might skip this chapter, but we will still refer to some parts of it in other chapters and one can always come back in case there are any uncertainties. In this chapter we cover differentiable manifolds, vector bundles, (multi)vector fields, differential forms, general tensor fields, integration on manifolds, Stokes’ theorem for manifolds, Stokes’ theorem for chains, de Rham cohomology, singular homology, de Rham’s theorem, distributions and Frobenius’ theorem. This chapter is mainly based on [BT82; Cat18; Lee02].

1.1. Differentiable manifolds

1.1.1. Charts and atlases.

**Definition 1.1.1 (Chart).** A chart on a set $M$ is a pair $(U, \phi)$ where $U \subset M$ is a subset and $\phi$ is an injective map $U \to \mathbb{R}^n$ for some $n$.

We call $\phi$ a chart map or a coordinate map. Sometime we also refer only to $\phi$ as a chart since $U$ is already contained inside the definition of $\phi$. Let $(U, \phi_U)$ and $(V, \phi_V)$ be charts on $M$. Then we can compose the bijections $(\phi_U)|_{U \cap V}: U \cap V \to \phi_U(U \cap V)$ and $(\phi_V)|_{U \cap V}: U \cap V \to \phi_V(U \cap V)$ to the bijection

$$\phi_{U,V}: (\phi_U)|_{U \cap V} \circ ((\phi_V)|_{U \cap V})^{-1}: \phi_U(U \cap V) \to \phi_V(U \cap V).$$

We call this the transition map between the charts $(U, \phi_U)$ and $(V, \phi_V)$. Moreover, we refer to $n$ as being the dimension of $M$ (we will give another definition for the dimension later on). See Figure 1.1.1 for a visualization.

**Definition 1.1.2 (Atlas).** An atlas on a set $M$ is a collection of charts $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$, where $I$ is an index set such that $\bigcup_{\alpha \in I} U_\alpha = M$.

**Remark 1.1.3.** We will denote the transition maps between two charts $(U_\alpha, \phi_\alpha)$ and $(U_\beta, \phi_\beta)$ simply by $\phi_{\alpha,\beta}$.

If $\phi_\alpha(U_\alpha)$ is open for all $\alpha \in I$, then the atlas $\mathcal{A} = \{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ induces a topology on $M$. This topology is given by

$$\mathcal{O}_\mathcal{A}(M) := \{V \subset M \mid \phi_\alpha(V \cap U_\alpha) \text{ is open } \forall \alpha \in I\}.$$ 

**Definition 1.1.4 (Open atlas).** An atlas is said to be open if $\phi_\alpha(U_\alpha \cap U_\beta)$ is open for all $\alpha, \beta \in I$.

**Definition 1.1.5 (Differentiable atlas).** An atlas is said to be differentiable if it is open and all transition functions are $C^k$-maps for $k = 0, 1, \ldots, \infty$. 

Definition 1.1.6 (Smooth atlas). An atlas is said to be smooth if it is open and all transition functions are $C^\infty$-maps.

Definition 1.1.7 ($C^k$-equivalence). Two $C^k$-atlases on the same set are said to be $C^k$-equivalent if their union is a $C^k$-atlas for $k = 0, 1, \ldots, \infty$.

Definition 1.1.8 ($C^k$-manifold). A $C^k$-manifold is an equivalence class of $C^k$-atlases for $k = 0, 1, \ldots, \infty$.

Definition 1.1.9 (Smooth manifold). A smooth manifold is an equivalence class of $C^\infty$-atlases.

Remark 1.1.10. From now on, if we call a set $M$ a manifold, we will always mean a smooth manifold. Moreover, all maps between manifolds will be regarded as smooth maps. We will call a map of manifolds a diffeomorphism, if it is invertible with smooth inverse.

Definition 1.1.11 (Submanifold). Let $N$ be an $n$-dimensional manifold. A $k$-dimensional submanifold, with $k \leq n$, is a subset $M$ of $N$ such that there is an atlas $\{ (U_\alpha, \phi_\alpha) \}_{\alpha \in I}$ of $N$ with the property that for all $\alpha$ with $U_\alpha \cap M \neq \emptyset$ we have $\phi_\alpha(U_\alpha \cap M) = W_\alpha \times \{ x \}$ with $W_\alpha \subset \mathbb{R}^k$ an open subset and $x \in \mathbb{R}^{n-k}$.
1.1. DIFFERENTIABLE MANIFOLDS

Remark 1.1.12. Any chart with this property is called an adapted chart and an atlas consisting of adapted charts is called an adapted atlas. Moreover, by a diffeomorphism of $\mathbb{R}^n$ we can always assume that $x = 0$.

Example 1.1.13 (Graphs). Let $F$ be a smooth map from an open subset $V \subset \mathbb{R}^k$ to $\mathbb{R}^{n-k}$ and consider its graph $M = \{(x, y) \in V \times \mathbb{R}^{n-k} \mid y = F(x)\}$. Then $M$ is a submanifold of $N := V \times \mathbb{R}^{n-k}$. As an adapted atlas we may take the one consisting of a single chart $(N, \iota)$, where $\iota: N \rightarrow \mathbb{R}^n$ denotes the inclusion map.

1.1.2. Pullback and pushforward. Let $M$ and $N$ be two manifolds and consider a map $F: M \rightarrow N$.

Definition 1.1.14 (Pullback). The $\mathbb{R}$-linear map

$$F^*: C^\infty(N) \rightarrow C^\infty(M),$$

$$f \mapsto f \circ F,$$

is called pullback by $F$.

Exercise 1.1.15. Show that for $f, g \in C^\infty(N)$ we have

$$F^*(fg) = F^*(f)F^*(g).$$

Moreover, if $G: N \rightarrow Z$ is a map between manifolds $N$ and $Z$, show that

$$(G \circ F)^* = F^* \circ G^*.$$

Definition 1.1.16 (Pushforward). Using $F$ as before, we define the pushforward to be the inverse of the pullback $F^*$ which we denote by $F_*$. In fact, we get

$$F_*: C^\infty(M) \rightarrow C^\infty(N),$$

$$f \mapsto f \circ F^{-1}.$$

Exercise 1.1.17. Show that

$$F_*(fg) = F_*(f)F_*(g),$$

and

$$(G \circ F)_* = G_* \circ F_*.$$

1.1.3. Tangent space. Let $M$ be a manifold.

Definition 1.1.18 (coordinatized tangent vector). A coordinatized tangent vector at $q \in M$ is a triple $(U, \phi_U, v)$ where $(U, \phi_U)$ is a chart with $U \ni q$ and $v$ is an element of $\mathbb{R}^n$.

We say that two coordinatized tangent vectors $(U, \phi_U, v)$ and $(V, \phi_V, w)$ are equivalent if

$$w = d_{\phi_U(q)}\phi_U(V)v.$$

Definition 1.1.19 (Tangent vector). A tangent vector at $q \in M$ is an equivalence class of coordinatized tangent vectors at $q$.

Definition 1.1.20 (Tangent space). The tangent space of $M$ at $q \in M$ is given by the set of all tangent vectors at $q$. 
Note that each chart \((U, \phi_U)\) at \(q \in M\) defines a bijection of sets
\[
\Phi_{q,U} : T_q M \rightarrow \mathbb{R}^n,
\]
\[
[(U, \phi_U, v)] \mapsto v.
\]
We will also just write \(\Phi_U\) when the base point \(q \in M\) is understood. This bijection allows us to transfer the vector space structure of \(\mathbb{R}^n\) to \(T_q M\) and gives \(\Phi_{q,U}\) the structure of a linear isomorphism.

**Lemma 1.1.21.** \(T_q M\) has a canonical vector space structure for which \(\Phi_{q,U}\) is a linear isomorphism for every chart \((U, \phi_U)\) containing \(q\).

**Proof.** Given a chart \((U, \phi_U)\), the bijection \(\Phi_U\) defines the linear structure
\[
\lambda \cdot [(U, \phi_U, v)] = [(U, \phi_U, \lambda v)], \quad \forall \lambda \in \mathbb{R},
\]
\[
[(U, \phi_U, v)] +_U [(U, \phi_U, v')] = [(U, \phi_U, v + v')], \quad \forall v, v' \in \mathbb{R}^n
\]
If \((V, \phi_V)\) is another chart, we have
\[
\lambda \cdot [(U, \phi_U, v)] = [(V, \phi_V, d_{\phi_U(q)}(\phi_U)_{U,V}\lambda v)]
\]
\[
= [(V, \phi_V, \lambda d_{\phi_U(q)}(\phi_U)_{U,V}v)]
\]
\[
= \lambda \cdot [(V, \phi_V, d_{\phi_U(q)}(\phi_U)_{U,V}v)]
\]
and so \(\cdot_U = \cdot_V\). Similarly, we have
\[
[(U, \phi_U, v)] +_U [(U, \phi_U, v')] = [(U, \phi_U, v + v')]
\]
\[
= [(V, \phi_V, d_{\phi_U(q)}(\phi_U)_{U,V}(v + v'))]
\]
\[
= [(V, \phi_V, d_{\phi_U(q)}(\phi_U)_{U,V}v + d_{\phi_U(q)}(\phi_U)_{U,V}v')]
\]
\[
= [(V, \phi_V, d_{\phi_U(q)}(\phi_U)_{U,V}v)] +_V [(V, \phi_V, d_{\phi_U(q)}(\phi_U)_{U,V}v')]
\]
\[
= [(U, \phi_U, v)] +_V [(U, \phi_U, v')],
\]
and so \(+_U = +_V\). \(\Box\)

**Definition 1.1.22** (Dimension of a manifold). We define the *dimension* of a manifold \(M\) by
\[
\dim M := \dim T_q M, \quad q \in M.
\]

Let \(F : M \rightarrow N\) be a differentiable map between two manifolds \(M\) and \(N\). Given a chart \((U, \phi_U)\) of \(M\) containing \(q \in M\) and a chart \((V, \psi_V)\) of \(N\) containing \(F(q) \in N\), we have a linear map
\[
d_{q}^{U,V}F := \Phi_{F(q),V}^{-1} d_{\phi_U(q)}F_{U,V} \Phi_{q,U} : T_q M \rightarrow T_{F(q)} N.
\]

**Lemma 1.1.23** (Differential/Tangent map). The map \(d_{q}^{U,V}F\) does not depend on the choice of charts, so we get a canonically defined linear map
\[
d_q F : T_q M \rightarrow T_{F(q)} N,
\]
called the differential (or tangent map) of \(F\) at \(q \in M\).
Proof. Let \((U', \phi_U')\) be another chart of \(M\) containing \(q \in M\) and \((V', \psi_{V'})\) another chart of \(N\) containing \(F(q) \in N\). Then
\[
d^U,V_q F[(U, \phi_U, v)] = [(V, \psi_V, d_{\phi_U(q)} F_{U,V} v)] = [(V', \psi_{V'}, d_{\phi_U(q)}(\psi_{V'} F_{U,V} v))] = d^{U',V'}_{q'} F[(U', \phi_{U'}, (d_{\phi_U(q)} \psi_{U,U'}^{-1}) v)] = d^{U',V'}_{q'} F[(U, \phi_U, v)],
\]
so we get \(d^U,V_q F = d^{U',V'}_{q'} F\). \(\square\)

We immediately get the following lemma.

Lemma 1.1.24. Let \(F: M \to N\) and \(G: N \to Z\) be maps between manifolds \(M, N, Z\). Then
\[
d_q (G \circ F) = d_{F(q)} G \circ d_q F, \quad \forall q \in M.
\]

1.2. Vector fields and differential 1-forms

1.2.1. Tangent bundle. We can glue all the tangent spaces of a manifold \(M\) together and obtain the following definition.

Definition 1.2.1 (Tangent bundle). The tangent bundle of a manifold \(M\) is given by
\[
TM := \bigcup_{q \in M} T_q M.
\]
An element of \(TM\) is of the form \((q, v)\), where \(q \in M\) and \(v \in T_q M\). Consider the surjective map \(\pi: TM \to M, (q, v) \mapsto q\). Then the fiber \(T_q M\) can be denoted by \(\pi^{-1}(q)\).

Proposition 1.2.2. \(TM\) is a manifold.

Proof. Let \(\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}\) be an atlas in the equivalence class defining \(M\). We set \(\hat{U}_\alpha := \pi^{-1}(U_\alpha)\) and
\[
\hat{\phi}_\alpha: \hat{U}_\alpha \to \mathbb{R}^n \times \mathbb{R}^n,
(q, v) \mapsto (\phi_\alpha(q), \Phi_{q,U_\alpha} v).
\]
(1.2.1)

Note that the chart maps are linear in the fibers. The transition maps are then given by
\[
\hat{\phi}_{\alpha \beta}(x, w) = (\phi_{\alpha \beta}(x), d_x \phi_{\alpha \beta} w).
\]
We can then define the tangent bundle of \(M\) to be the equivalence class of the atlas \(\{(\hat{U}_\alpha, \hat{\phi}_\alpha)\}_{\alpha \in I}\).

Remark 1.2.3. Note that \(\dim TM = 2 \dim M\).
1.2.2. Vector bundles.

**Definition 1.2.4 (Vector bundle).** A **vector bundle** of rank \( r \) over a manifold \( M \) of dimension \( n \) is a manifold \( E \) together with a surjection \( \pi: E \rightarrow M \) such that

1. \( E_q := \pi^{-1}(q) \) is an \( r \)-dimensional vector space for all \( q \in M \).
2. \( E \) possesses an atlas of the form \( \{(\tilde{U}_\alpha, \tilde{\phi}_\alpha)\}_{\alpha \in I} \) with \( \tilde{U}_\alpha = \pi^{-1}(U_\alpha) \) for an atlas \( \{(U_\alpha, \phi_\alpha)\}_{\alpha \in I} \) of \( M \) and

\[
\tilde{\phi}_\alpha: \tilde{U}_\alpha \rightarrow \mathbb{R}^n \times \mathbb{R}^r \\
(q, v \in E_q) \mapsto (\phi_\alpha(q), A_\alpha(q)v),
\]

where \( A_\alpha(q) \) is a linear isomorphism for all \( q \in U_\alpha \).

**Remark 1.2.5.** We usually call \( E \) the **total space** and \( M \) the **base space**. Moreover, we usually call \( E_q := \pi^{-1}(q) \) the **fiber** at \( q \in M \).

The maps

\[
A_{\alpha\beta}: U_\alpha \cap U_\beta \rightarrow \text{End}(\mathbb{R}^r), \\
q \mapsto A_{\alpha\beta}(q) := A_\beta(q)A_\alpha(q)^{-1}: \mathbb{R}^r \rightarrow \mathbb{R}^r.
\]

are smooth for all \( \alpha, \beta \in I \). The transition maps

\[
\tilde{\phi}_{\alpha\beta}(x, u) = (\phi_{\alpha\beta}(x), A_{\alpha\beta}(\phi_\alpha^{-1}(x))u)
\]

are linear in the second factor \( \mathbb{R}^r \).

**Example 1.2.6 (Tangent bundle).** The **tangent bundle** \( TM \) of a manifold \( M \) is an example of a vector bundle.

**Example 1.2.7 (Trivial bundle).** Let \( M \) be a manifold. Then we can define a vector bundle of rank \( n \) with total space \( E = M \times \mathbb{R}^n \) and base space \( M \). Note that \( \pi: E \rightarrow M \) is the projection onto the first factor. We call this a **trivial bundle** over \( M \).

**Example 1.2.8 (Möbius band).** We can view the Möbius band \( E \) as a vector bundle of rank 1 over the circle \( S^1 \). Each fiber at a point \( x \in S^1 \) is given in the form \( U \times \mathbb{R} \), where \( U \subset S^1 \) is an open arc on the circle including \( x \). Note that the total space \( E \) is not given by the trivial bundle \( S^1 \times \mathbb{R} \) which would be the cylinder.

**Definition 1.2.9 (Line bundle).** We call a vector bundle a **line bundle** if it has rank 1.

**Remark 1.2.10.** Example 1.2.8 is an example of a line bundle.

**Definition 1.2.11 (Morphism of vector bundles).** Let \((E_1, M_1, \pi_1)\) and \((E_2, M_2, \pi_2)\) be two vector bundles. A **morphism** between \((E_1, M_1, \pi_1)\) and \((E_2, M_2, \pi_2)\) is given by a pair of continuous maps \( f: E_1 \rightarrow E_2 \) and \( g: M_1 \rightarrow M_2 \) such that \( g \circ \pi_1 = \pi_2 \circ f \) and for all \( q \in M_1 \), the map \( \pi_1^{-1}(q) \rightarrow \pi_2^{-1}(g(q)) \) induced by \( f \) is a homomorphism of vector spaces.

**Definition 1.2.12 (Section).** Let \( \pi: E \rightarrow M \) be a vector bundle. A **section** on an open subset \( U \subset M \) is a continuous map \( \sigma: U \rightarrow E \) such that \( \pi \circ \sigma = \text{id}_U \).

**Remark 1.2.13.** We denote the space of sections of a vector bundle \( E \rightarrow M \) by \( \Gamma(E) \).
1.2.3. Vector fields.

**Definition 1.2.14 (Vector field).** Let \( M \) be a manifold. A section \( X \in \Gamma(TM) \) of the tangent bundle \( TM \) is called a vector field.

In an atlas \( \{(U, \phi)\}_{\alpha \in I} \) of \( M \) and the corresponding atlas \( \{(\tilde{U}, \tilde{\phi})\}_{\alpha \in I} \) of \( TM \), a vector field \( X \) is represented by a collection of smooth maps \( X_\alpha : \phi(U_\alpha) \to \mathbb{R}^n \). All these maps are related by

\[
X_\beta(\phi_\alpha \beta(x)) = d_x \phi_\alpha \beta X_\alpha(x), \quad \forall \alpha, \beta \in I, \forall x \in \phi_\alpha(U_\alpha \cap U_\beta).
\]

**Remark 1.2.15.** The vector at \( q \in M \) defined by the vector field \( X \) is usually denoted by \( X_q \) as well as by \( X(q) \). The latter notation is often avoided as one may apply a vector field to a function \( f \), and in this case the standard notation is \( X(f) \). One also uses \( X_\alpha \) to denote the representation of \( X \) in the chart with index \( \alpha \), but this should not create confusion with the notation \( X_q \) for \( X \) at the point \( q \).

We can add and multiply vector fields. Let \( X, Y \in \Gamma(TM) \) be two vector fields on \( M \), \( \lambda \in \mathbb{R} \), and \( f \in C^\infty(M) \). Then

\[
\begin{align*}
(X + Y)_q & := X_q + Y_q, \quad \forall q \in M \\
(\lambda X)_q & := \lambda X_q, \quad \forall q \in M \\
(fX)_q & := f(q)X_q, \quad \forall q \in M.
\end{align*}
\]

**Remark 1.2.16.** We denote the space of vector fields on a manifold \( M \) by \( \mathfrak{X}(M) := \Gamma(TM) \).

Let \( F : M \rightarrow N \) be a diffeomorphism between two manifolds. If \( X \) is a vector field on \( M \), then \( d_qFX_q \) is a vector in \( T_{F(q)}N \) for each \( q \in M \). If \( F \) is a diffeomorphism, we can perform this construction for each \( y \in N \), by setting \( q = F^{-1}(y) \), and define a vector field, denoted by \( F_*X \) on \( N \):

\[
(F_*X)_{F(y)} := d_yFX_y, \quad \forall y \in N.
\]

or, equivalently,

\[
(F_*X)_y = d_{F^{-1}(y)}FX_{F^{-1}(y)}, \quad \forall y \in N.
\]

**Definition 1.2.17 (Push-forward of a vector field).** For a map of manifolds \( F : M \rightarrow N \), the \( \mathbb{R} \)-linear map \( F_* : \mathfrak{X}(M) \rightarrow \mathfrak{X}(N) \) is called the push-forward of vector fields.

**Remark 1.2.18.** Note that if \( G : N \rightarrow Z \) is another diffeomorphism between manifolds, we immediately have

\[
(G \circ F)_* = G_* F_*.
\]

Moreover, we have \( (F_*)^{-1} = (F^{-1})_* \).

If \( U \subset \mathbb{R}^n \) is an open subset, \( X \) a smooth vector field and \( f \) a smooth map, then we can define

\[
X(f) = \sum_{i=1}^{n} X^i \frac{\partial f}{\partial x^i},
\]

where on the right hand side we regard \( X \) as a map \( U \rightarrow \mathbb{R}^n \). Each \( X^i \) is given by a map in \( C^\infty(M) \). Note that the map \( C^\infty(M) \rightarrow C^\infty(M), f \mapsto X(f), \) is \( \mathbb{R} \)-linear and satisfies the Leibniz rule

\[
X(fg) = X(f)g + fX(g), \quad \forall f, g \in C^\infty(M).
\]
This means, choosing local coordinates \((x^i)\) on \(M\), we can write a vector field as
\[
X = \sum_{i=1}^{n} X^i \frac{\partial}{\partial x^i} \in \mathfrak{X}(M).
\]

**Definition 1.2.19** (Commutator of vector fields). One can define an anti-symmetric \(\mathbb{R}\)-bilinear map on \(\mathfrak{X}(M)\) by
\[
\left[\cdot, \cdot\right] : \mathfrak{X}(M) \times \mathfrak{X}(M) \to \mathfrak{X}(M)
\]
\[
(X, Y) \mapsto [X, Y] := XY - YX,
\]
called the *commutator* of vector fields.

**Exercise 1.2.20** (Jacobi identity). Show that for all \(X, Y, Z \in \mathfrak{X}(M)\)
\[
[ [X, Y], Z] + [Y, [Z, X]] + [Z, [X, Y]] = 0.
\]

**Exercise 1.2.21** (Derivation). Show that \([\cdot, \cdot]\) is a derivation, i.e. for \(X, Y \in \mathfrak{X}(M)\) and \(f \in C^\infty(M)\) we have
\[
[X, fY] = X(f)Y + f[X, Y].
\]

**1.2.4. Flow of a vector field.** To a vector field \(X \in \mathfrak{X}(M)\) we associate the ODE
\[
\dot{q} = X(q).
\]

**Definition 1.2.22** (Integral curve). A solution of (1.2.8) is called an *integral curve*. It is given by a path \(q : I \to M\) such that \(\dot{q}(t) = X(q(t)) \in T_{q(t)}M\) for all \(t \in I\). Here, \(I := [a, b] \subset \mathbb{R}\) denotes some interval.

**Definition 1.2.23** (Maximal integral curve). An integral curve is called *maximal* if it is not the restriction of a solution to a proper subset of its domain.

**Definition 1.2.24** (Flow). Let \(M\) be a manifold and let \(X \in \mathfrak{X}(M)\) be a vector field. The *flow* \(\Phi^X_t\) of \(X\) is given as follows: For \(q \in M\) and \(t\) in a neighborhood of 0, \(\Phi^X_t(q)\) is the unique solution at time \(t\) to the Cauchy problem with initial condition at \(q \in M\). Explicitly,
\[
\frac{\partial}{\partial t} \Phi^X_t(q) = X(\Phi^X_t(q))
\]
\[
\Phi^X_0(q) = q
\]

**Remark 1.2.25.** One can then show that
\[
\Phi^X_{t+s}(q) = \Phi^X_t(\Phi^X_s(q)), \quad \forall q \in M
\]
and for all \(t, s \in \mathbb{R}\) such that the flow is defined.

**Definition 1.2.26** (Complete vector field). A vector field is called *complete* if all its integral curves exist for all \(t \in \mathbb{R}\).

**Definition 1.2.27** (Global flow). The flow of a complete vector field \(X \in \mathfrak{X}(M)\) is a diffeomorphism \(\Phi^X_t : M \to M\) for all \(t \in \mathbb{R}\). We then call \(\Phi^X_t\) the *global flow* of \(X\).

**Remark 1.2.28.** The condition (1.2.10) for a global flow can then be written more compactly as
\[
\Phi^X_{t+s} = \Phi^X_t \circ \Phi^X_s
\]
1.2.5. Cotangent bundle. If $E$ is a vector bundle over $M$, then the union of the dual spaces $E_q^*$ is also a vector bundle, called the dual bundle of $E$. Namely, let $E^* = \bigsqcup_{q \in M} E_q^*$. We denote an element of $E^*$ as a pair $(q, \omega)$ with $\omega \in E_q^*$. Let $\pi : E^* \to M$ be such that $\pi(q, \omega) = q$ (the projection onto the first factor). To an atlas $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ of $E$ we associate the atlas $\{(\hat{U}_\alpha, \hat{\phi}_\alpha)\}_{\alpha \in I}$ of $E^*$ with $\hat{U}_\alpha = \pi^{-1}(U_\alpha) = \bigsqcup_{q \in M} E_q^*$ and

$$\hat{\phi}_\alpha : \hat{U}_\alpha \to \mathbb{R}^n \times (\mathbb{R}^r)^*$$

$$(q, \omega \in E_q^*) \mapsto (\phi_\alpha(q), (A_\alpha(q))^* \omega),$$

where we regard $(\mathbb{R}^r)^*$ as the manifold $\mathbb{R}^r$ with its standard structure.

**Definition 1.2.29 (Cotangent bundle).** The dual bundle of the tangent bundle $TM$ of a manifold $M$, denoted by $T^*M$, is called the cotangent bundle of $M$.

1.2.6. Differential 1-forms. Similarly as we have defined vector fields as sections of the tangent bundle, we can construct a differential 1-form to be a section of the cotangent bundle. We denote the space of 1-forms on a manifold $M$ by $\Omega^1(M) := \Gamma(T^*M)$.

**Definition 1.2.30 (de Rham differential).** The de Rham differential is defined as the map

$$d : C^\infty(M) \to \Omega^1(M)$$

$f \mapsto df$

which is $\mathbb{R}$-linear and satisfies the Leibniz rule

$$d(fg) = dfg + f dg, \quad \forall f, g \in C^\infty(M).$$

Note that a 1-form $\omega \in \Gamma(T^*M)$ is dual to a vector field $X \in \Gamma(TM)$, so there is a pairing between them. The pairing is often denoted by $\iota_X \omega$. The operation $\iota$ is often called the contraction. If $V \subset \mathbb{R}^n$ is open, we can consider the differentials $dx^j$ of the coordinate functions $x^j$. Note that we have

$$\iota_j dx^i = \frac{\partial x^i}{\partial x^j} = \delta^i_j,$$

where $\partial_j := \frac{\partial}{\partial x^j}$. Thus we can write a 1-form as

$$\omega = \sum_{i=1}^n \omega_i dx^i,$$

where $\omega_i \in C^\infty(M)$ are uniquely determined functions for $1 \leq i \leq n$. If $f \in C^\infty(M)$, then

$$df = \sum_{i=1}^n \partial_i f dx^i.$$

One can define a new notion of derivative by using the notion of a flow of a vector field. We define the Lie derivative of a 1-form by

$$L_X \omega := \frac{\partial}{\partial t} \bigg|_{t=0} (\Phi_t^X)_* \omega = \frac{\partial}{\partial t} \bigg|_{t=0} (\Phi_t^X)^* \omega, \quad \forall X \in \mathfrak{X}(M), \forall \omega \in \Omega^1(M).$$
1.3. Tensor fields

1.3.1. Tensor bundle. Let $V$ be a vector space over a field $K$. We define the $k$-th tensor power by

$$V^\otimes k := V \otimes \cdots \otimes V.$$ 

By convention we have $V^\otimes 0 := K$. Moreover, note that $\dim V^\otimes k = (\dim V)^k$.

**Definition 1.3.1 (Tensor).** We call an element of $V^\otimes k$ a tensor of order $k$.

Let $(e_i)_{i \in I}$ be a basis of $V$. Then $(e_i \otimes \cdots \otimes e_i)_{i_1, \ldots, i_k \in I}$ is a basis of $V^\otimes k$ and a tensor $T$ of order $k$ can be uniquely written by

$$T = \sum_{i_1, \ldots, i_k \in I} T^{i_1 \cdots i_k} e_{i_1} \otimes \cdots \otimes e_{i_k}, \quad T^{i_1 \cdots i_k} \in K, \forall i_1, \ldots, i_k \in I.$$ 

**Definition 1.3.2 (Tensor algebra).** The tensor algebra of a vector space $V$ is defined as

$$T(V) := \bigoplus_{k=0}^{\infty} V^\otimes k.$$ 

**Definition 1.3.3 (Tensor of type $(k,s)$).** We define a tensor of type $(k,s)$ for a vector space $V$ as an element of

$$T_s^k(V) := V^\otimes k \otimes (V^*)^\otimes s.$$ 

**Remark 1.3.4.** Tensors of type $(0,s)$ are called covariant tensors of order $s$ and tensors of type $(k,0)$ are called contravariant of order $k$.

If we pick a basis $(e_i)_{i \in I}$ of $V$ and consider the dual basis $(e_j^*)_{j \in I}$ of $V^*$. Then we get a basis of $T_s^k(V)$ as

$$(e_1 \otimes \cdots \otimes e_k \otimes e_j^1 \otimes \cdots \otimes e_j^s)_{i_1, \ldots, i_k, j_1, \ldots, j_s \in I}.$$ 

A tensor of type $(k,s)$ can then be uniquely written as

$$T = \sum_{i_1, \ldots, i_k, j_1, \ldots, j_s \in I} T^{i_1 \cdots i_k j_1 \cdots j_s} e_{i_1} \otimes \cdots \otimes e_{i_k} \otimes e_{j_1}^1 \otimes \cdots \otimes e_{j_s}^s.$$ 

**Definition 1.3.5 (Tensor bundle).** If $E$ is a vector bundle over $M$, we define $T_s^k(E)$ as the vector bundle whose fiber at $q$ is $T_s^k(E_q)$. Namely, to an adapted atlas $\{(U_\alpha, \tilde\phi_\alpha)\}_{\alpha \in I}$ of $E$ over the trivializing atlas $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ of $M$, we associate the atlas $\{(\hat U_\alpha, \hat\phi_\alpha)\}_{\alpha \in I}$ of $T_s^k(E)$ with $\hat U_\alpha = \pi^{-1}(U_\alpha) = \bigsqcup_{q \in U_\alpha} T_s^k(E_q)$ and

$$\hat\phi_\alpha: \hat U_\alpha \to \mathbb{R}^n \times T_s^k(\mathbb{R}^r)$$

$$(q, \omega \in T_s^k(E_q)) \mapsto (\phi_\alpha(q), (A_\alpha(q))_s^k \omega),$$

where we identify $T_s^k(\mathbb{R}^r)$ with $\mathbb{R}^{r(k+s)}$.

We have the transition maps

$$\hat\phi_{\alpha\beta}(x, u) = (\phi_{\alpha\beta}(x), (A_{\alpha\beta}(\phi^{-1}_\alpha(x)))_s^k u).$$
1.3.2. Multivector fields and differential $s$-forms. The important case is when $E = TM$ is the tangent bundle of a $n$-dimensional manifold $M$. Denote by $\text{Alt}^k$ the tensor bundle induced by the alternating tensor product (wedge product) denoted by $\wedge$. Then a contravariant tensor field of order $k$ is also called a multivector field and a covariant tensor field of order $s$ is called a differential $s$-form. In particular, the space of multivector fields of order $k$ on an $n$-dimensional manifold $M$ is given by

$$\mathfrak{X}^k(M) := \Gamma(\text{Alt}^k(TM)) = \Gamma\left(\bigwedge^k TM\right).$$

Choosing local coordinates $(x^i)$ on $M$ we can represent an element $X \in \mathfrak{X}^k(M)$ as

$$X = \sum_{1 \leq i_1 < \cdots < i_k \leq n} X^{i_1 \cdots i_k} \partial_{i_1} \wedge \cdots \wedge \partial_{i_k}.$$

The space of differential $s$-forms is then given by

$$\Omega^s(M) := \Gamma(\text{Alt}^0(TM)) = \Gamma\left(\bigwedge^s T^*M\right).$$

Choosing local coordinates $(x^i)$ on $M$ we can represent an element $\omega \in \Omega^s(M)$ as

$$\omega = \sum_{1 \leq i_1 < \cdots < i_s \leq n} \omega_{i_1 \cdots i_s} \, dx^{i_1} \wedge \cdots \wedge dx^{i_s}.$$

We can define a product $\wedge$ between differential forms. For $\omega \in \Omega^s(M)$, $\eta \in \Omega^\ell(M)$ given by

$$\omega \wedge \eta = \sum_{1 \leq i_1 < \cdots < i_s \leq n} \sum_{1 \leq j_1 < \cdots < j_\ell \leq n} \omega_{i_1 \cdots i_s} \eta_{j_1 \cdots j_\ell} \, dx^{i_1} \wedge \cdots \wedge dx^{i_s} \wedge dx^{j_1} \wedge \cdots \wedge dx^{j_\ell}.$$

Note that is $s + \ell > 0$, then $\omega \wedge \eta = 0$.

**Exercise 1.3.6.** Show that if $\omega \in \Omega^s(M)$ and $\eta \in \Omega^\ell(M)$, then

$$\omega \wedge \eta = (-1)^{s+\ell} \eta \wedge \omega.$$

One can extend the de Rham differential to general $s$-forms

$$(1.3.2) \quad d: \Omega^s(M) \to \Omega^{s+1}(M)$$

and obtain a sequence

$$(1.3.3) \quad 0 \to C^\infty(M) \overset{d}{\to} \Omega^1(M) \overset{d}{\to} \Omega^2(M) \overset{d}{\to} \cdots \overset{d}{\to} \Omega^s(M) \overset{d}{\to} \Omega^{s+1}(M) \overset{d}{\to} \cdots \overset{d}{\to} \Omega^n(M) \to 0$$

This sequence is called de Rham complex. Note that by construction $\Omega^0(M) = C^\infty(M)$. In particular, for a differential form $\omega = \sum_{1 \leq i_1 < \cdots < i_s \leq n} \omega_{i_1 \cdots i_s} \, dx^{i_1} \wedge \cdots \wedge dx^{i_s} \in \Omega^s(M)$ we get

$$d\omega = \sum_{1 \leq i_1 < \cdots < i_s \leq n} \sum_{j=1}^n \partial_j \omega_{i_1 \cdots i_s} \, dx^j \wedge dx^{i_1} \wedge \cdots \wedge dx^{i_s}.$$

**Exercise 1.3.7.** Show that $d^2 = 0$. *Hint: use that derivatives commute, i.e. $\frac{\partial}{\partial x^i} \frac{\partial}{\partial x^j} = \frac{\partial}{\partial x^j} \frac{\partial}{\partial x^i}$.*
Exercise 1.3.8. Show that if $\omega \in \Omega^s(M)$ and $\eta \in \Omega^t(M)$ then

$$d(\omega \wedge \eta) = d\omega \wedge \eta + (-1)^s \omega \wedge d\eta.$$ 

We can extend the Lie derivative and the contraction to any differential $s$-forms.

Definition 1.3.9 (Lie derivative). We define the Lie derivative of an $s$-form $\omega$ with respect to a vector field $X$ as

$$L_X \omega := \lim_{t \to 0} \frac{\Phi^X_t \ast \omega - \omega}{t},$$

where $\Phi^X_t$ denotes the flow of $X$ at time $t$. Explicitly, we have

$$L_X \omega = \sum_{1 \leq i_1 < \ldots < i_s \leq n} X(\omega_{i_1 \ldots i_s}) dx^{i_1} \wedge \cdots \wedge dx^{i_s} +$$

$$+ \sum_{1 \leq i_1 < \ldots < i_s \leq n} \sum_{1 \leq k, r \leq n} (-1)^{k+r} \omega_{i_1 \ldots i_s} \partial_r X^{i_k} dx^r \wedge dx^{i_1} \wedge \cdots \wedge \hat{dx^k} \wedge \cdots \wedge dx^{i_s},$$

where $\hat{dx^k}$ means that this element is omitted.

Exercise 1.3.10 (Properties for Lie derivative). Let $X, Y \in \mathfrak{X}(M)$. Show that

- $L_X f = X(f), \forall f \in C^\infty(M)$,
- $L_X (\omega \wedge \eta) = L_X \omega \wedge \eta + \omega \wedge L_X \eta, \forall \omega \in \Omega^s(M), \forall \eta \in \Omega^t(M)$,
- $L_X d\omega = dL_X \omega, \forall \omega \in \Omega^s(M)$,
- $L_X L_Y \omega - L_Y L_X \omega = L_{[X,Y]} \omega, \forall \omega \in \Omega^s(M)$,

Definition 1.3.11 (Contraction). The contraction of a vector field $X$ with a differential $s$-form $\omega$ is the differential $(s-1)$-form given by

$$\iota_X \omega = \sum_{1 \leq i_1 < \ldots < i_s \leq n} \sum_{k=1}^n (-1)^k \omega_{i_1 \ldots i_s} X^{i_k} dx^{i_1} \wedge \cdots \wedge \hat{dx^k} \wedge \cdots \wedge dx^{i_s}.$$ 

Remark 1.3.12. If $\omega \in \Omega^0(M)$, i.e. $s = 0$, then for any $X \in \mathfrak{X}(M)$ we get that $\iota_X \omega$ is automatically zero.

Exercise 1.3.13. Let $X \in \mathfrak{X}(M)$ and let $\omega \in \Omega^s(M), \eta \in \Omega^t(M)$. Show that

$$\iota_X (\omega \wedge \eta) = \iota_X \omega \wedge \eta + (-1)^s \omega \wedge \iota_X \eta.$$ 

Moreover, show that if $Y \in \mathfrak{X}(M)$ is another vector field, we have

$$\iota_X \iota_Y \omega = -\iota_Y \iota_X \omega,$$

and

$$\iota_X L_Y \omega - L_Y \iota_X \omega = \iota_{[X, Y]} \omega.$$ 

Theorem 1.3.14 (Cartan’s magic formula). Let $M$ be a manifold. Let $\omega \in \Omega^s(M)$ and let $X \in \mathfrak{X}(M)$. Then

$$L_X \omega = \iota_X d\omega + d \iota_X \omega.$$ 

Exercise 1.3.15. Prove Theorem 1.3.14.
1.4. Integration on manifolds and Stokes’ theorem

1.4.1. Integration of densities. Let $M$ be a manifold endowed with an atlas $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$. The differential $d_x \phi_{\alpha\beta}$ is a linear map

$$T_x \phi_\alpha(U_\alpha \cap U_\beta) \to T_{\phi_{\alpha\beta}(x)} \phi_\beta(U_\alpha \cap U_\beta).$$

Since the image of the charts are open subsets of $\mathbb{R}^n$ we can identify the tangent spaces with $\mathbb{R}^n$. Hence the linear map $d_x \phi_{\alpha\beta}$ is canonically given by an $n \times n$ matrix. Let $s \in \mathbb{R}$ and

$$A_{\alpha\beta}(q) = |\det d_{\phi_{\alpha\beta}}(q)|^{-s}.$$

Exercise 1.4.1. Show that this defines a line bundle $|\Lambda M|^s$ over $M$.

Definition 1.4.2 ($s$-density). A section of $|\Lambda M|^s$ is called an $s$-density. Let $\sigma \in \Gamma(|\Lambda M|^s)$ be an $s$-density. We represent it in the chart $(U_\alpha, \phi_\alpha)$ by the smooth function $\sigma_\alpha$. It satisfies the transition rule

$$(1.4.1) \quad \sigma_\alpha(x) = |\det d_{\phi_{\alpha\beta}}(x)|^{-s}\sigma_\beta(x), \quad \forall \alpha, \beta \in I, \forall x \in \phi_\alpha(U_\alpha \cap U_\beta)$$

For $s = 1$ one simply speaks of a density. Densities are the natural objects to integrate on a manifold. Let $\sigma$ be a density on $M$ and let $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ be an atlas on $M$. One can show that there always exists a finite partition of unity $\{\rho_j\}_{j \in J}$ subordinate to $\{(U_\alpha)_{\alpha \in I}\}$, i.e. for each $j \in J$ we have an $\alpha_j$ with $\text{supp} \rho_j \subset U_{\alpha_j}$. In fact, $\text{supp} \rho_j$ is compact. Since $\phi_{\alpha_j}$ is a homeomorphism, also $\phi_{\alpha_j}(\text{supp} \rho_j)$ is compact. The representation $(\rho_j \sigma)_{\alpha_j}$ of the density $\rho_j \sigma$ in the chart $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ is smooth in $\phi_{\alpha_j}(U_{\alpha_j})$, so it is integrable on $\phi_{\alpha_j}(\text{supp} \rho_j)$. We define

$$(1.4.2) \quad \int_{M:\{U_\alpha, \phi_\alpha\}, \{\rho_j\}} \sigma := \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp} \rho_j)} (\rho_j \sigma)_{\alpha_j} d^n x,$$

where $d^n x$ denotes the Lebesgue measure on $\mathbb{R}^n$ (also denoted by $dx^1 \cdots dx^n$).

Lemma 1.4.3. The integral defined in (1.4.2) does not depend on the choice of atlas and partition of unity.

Proof. Consider an atlas $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ and a finite partition of unity $\{\bar{\rho}_j\}_{j \in J}$ subordinate to it. From $\sum_{j \in J} \bar{\rho}_j = 1$, it follows that $\sigma = \sum_{j \in J} \bar{\rho}_j \sigma$, so we have

$$(1.4.3) \quad \int_{M:\{U_\alpha, \phi_\alpha\}, \{\rho_j\}} \sigma = \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp} \rho_j)} (\rho_j \sigma)_{\alpha_j} d^n x = \sum_{j \in J} \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp} \rho_j)} (\rho_j \rho_j \sigma)_{\alpha_j} d^n x,$$

where we have taken out the finite sum $\sum_{j \in J}$. Observe that

$$(1.4.4) \quad S_{jj} := \int_{\phi_{\alpha_j}(\text{supp} \rho_j)} (\rho_j \bar{\rho}_j \sigma)_{\alpha_j} d^n x
$$

$$= \int_{\phi_{\alpha_j}(\text{supp} \rho_j \cap \text{supp} \bar{\rho}_j)} (\rho_j \bar{\rho}_j \sigma)_{\alpha_j} d^n x
$$

$$= \int_{\phi_{\alpha_j}^{-1}(\text{supp} \rho_j \cap \text{supp} \bar{\rho}_j)} (\rho_j \bar{\rho}_j \sigma)_{\alpha_j} d^n x,$$
where \( \phi_{\alpha_j\alpha_j} \) denotes the transition map \( \phi_{\alpha_j}(U_{\alpha_j}) \to \tilde{\phi}_{\alpha_j}(\tilde{U}_{\alpha_j}) \). Since \( \rho_j\tilde{\rho}_j\sigma \) is a density, we have
\[
(p_j\tilde{\rho}_j\sigma)_{\alpha_j}(x) = |\det d_x\phi_{\alpha_j\alpha_j}|(p_j\tilde{\rho}_j\sigma)_{\bar{\alpha}_j}(\bar{x}),
\]
with \( \bar{x} := \phi_{\bar{\alpha}_j\alpha_j}(x) \) and \( x \in \phi_{\alpha_j}(\text{supp} \rho_j \cap \text{supp} \tilde{\rho}_j) \). By change-of-variables we get
\[
S_{\alpha_j\alpha_j} = \int_{\tilde{\phi}_{\alpha_j}(\text{supp} \rho_j \cap \text{supp} \tilde{\rho}_j)} (p_j\tilde{\rho}_j\sigma)_{\bar{\alpha}_j} d^n\bar{x} = \int_{\tilde{\phi}_{\alpha_j}(\text{supp} \tilde{\rho}_j)} (p_j\tilde{\rho}_j\sigma)_{\bar{\alpha}_j} d^n\bar{x}.
\]
Hence
\[
\sum_{j \in J} S_{\alpha_j\alpha_j} = \int_{\tilde{\phi}_{\alpha_j}(\text{supp} \tilde{\rho}_j)} (\tilde{\rho}_j\sigma)_{\bar{\alpha}_j} d^n\bar{x}
\]
and
\[
\int_{M:((U_\alpha, \phi_\alpha):\{\rho_j\})} \sigma = \sum_{j \in J} \sum_{j \in J} S_{\alpha_j\alpha_j} = \sum_{j \in J} \int_{\tilde{\phi}_{\alpha_j}(\text{supp} \tilde{\rho}_j)} (\tilde{\rho}_j\sigma)_{\bar{\alpha}_j} d^n\bar{x} = \int_{M:((U_\alpha, \phi_\alpha):\{\tilde{\rho}_j\})} \sigma.
\]
We can drop the choice of atlas and partition of unity and simply define
\[
(1.4.5) \quad \int_M \sigma := \sum_{j \in J} \int_{\tilde{\phi}_{\alpha_j}(\text{supp} \tilde{\rho}_j)} (\rho_j\sigma)_{\alpha_j} d^n\bar{x}
\]

**Exercise 1.4.4.** Let \( M_1 \) and \( M_2 \) be disjoint open subsets of a manifold \( M \) such that \( M \setminus (M_1 \cup M_2) \) has measure zero. Show that
\[
\int_M \sigma = \int_{M_1} \sigma + \int_{M_2} \sigma.
\]

We can also pullback densities by diffeomorphisms \( F: M \to N \). We define the pullback by
\[
(F^*\sigma)_q := (d_q F)^* \sigma_{F(q)}, \quad \forall q \in M.
\]

We can also formulate it in terms of coordinates. Let \( \{(U_\alpha, \phi_\alpha)\}_{\alpha \in I} \) be an atlas of \( M \) and let \( \{(V_j, \psi_j)\}_{j \in J} \) be an atlas of \( N \). Let \( \{\sigma_j\} \) denote the representation of the density \( \sigma \) in the atlas of \( N \) and \( \{F_{\alpha j}\} \) the representation of \( F \) with respect to the two atlases. Then we have
\[
(F^*\sigma)_{\alpha}(x) = |\det d_x F_{\alpha j}|^s \sigma_j(F_{\alpha j}(x)), \quad \forall x \in \phi_\alpha(U_\alpha).
\]

**Exercise 1.4.5.** Show that \( F^* \) is linear and that
\[
F^*(\sigma_1 \sigma_2) = F^* \sigma_1 F^* \sigma_2.
\]

**Exercise 1.4.6.** Show that if \( F: M \to N \) is a diffeomorphism and \( \sigma \) is a density on \( M \), then
\[
\int_M \sigma = \int_N F_* \sigma.
\]
1.4. Integration of differential forms. Similarly as for densities we can define the integral of a differential form for some manifold $M$ as in (1.4.5). The difference is that we want to consider the notion of orientation on $M$. This corresponds to the notion of an oriented atlas.

**Definition 1.4.7.** A diffeomorphism $F: U \rightarrow V$ of open subsets of $\mathbb{R}^n$ is orientation preserving (orientation reversing) with respect to the standard orientation if and only if $\det F > 0$ ($\det F < 0$).

**Definition 1.4.8.** We call an atlas oriented if all its transition maps are orientation preserving.

At first, one defines the notion of an orientable manifold.

**Definition 1.4.9 (Top form).** A differential $n$-form on an $n$-dimensional manifold is called a top form. We will denote the space of top forms on a manifold $M$ by $\Omega^\text{top}(M)$ without mentioning the dimension of $M$.

**Definition 1.4.10 (Volume form).** A volume form on a manifold $M$ is a nowhere vanishing top form.

**Definition 1.4.11 (Orientable manifold).** A manifold $M$ is called orientable if it admits a volume form.

Let $\{(U_\alpha, \phi_\alpha)\}_{\alpha \in I}$ be an atlas of a manifold $M$. Consider a volume form $v \in \Omega^\text{top}(M)$ whose representation in the given atlas is denoted by $v_\alpha$. Let $v_\alpha = v_\alpha dx^1 \wedge \cdots \wedge dx^n$. Then the functions $v_\alpha$ transform as $v_\alpha(x) = \det d_x \phi_{\alpha\beta} v_\beta(\phi_{\alpha\beta}(x)), \forall \alpha, \beta \in I, \forall x \in \phi_\alpha(U_\alpha \cap U_\beta)$.

This is almost the same as the transformation rule (1.4.1) for densities. To fix this, we can take absolute values of the representations $v_\alpha$. We define the absolute value $|v|$ as the density with representations $|v_\alpha|$. Moreover, we want to restrict everything to top forms that do not change sign (at least locally). Choosing a volume form $v$ on $M$, we can define a $C^\infty(M)$-linear isomorphism

$$\phi_v: \Omega^\text{top}(M) \rightarrow \text{Dens}(M)$$

as follows: since $v$ is nowhere vanishing, for every top form $\omega$ there is a uniquely defined function $f$ such that $\omega = fv$; the corresponding density is then defined to be $f|v|$. Formally, we may write

$$\phi_v \omega = \omega \frac{|v|}{v}.$$ 

Two volume forms $v_1$ and $v_2$ yield the same isomorphism, i.e. $\phi_{v_1} = \phi_{v_2}$, if and only if there is a positive function $g$ such that $v_1 = gv_2$.

**Exercise 1.4.12.** Show that this defines an equivalence relation on the set of volume forms on $M$.

**Definition 1.4.13 (Orientation).** An equivalence class of volume forms on an orientable manifold $M$ is called an orientation. An orientable manifold with a choice of orientation is called oriented.
We denote by $[v]$ an orientation, by $(M,[v])$ the corresponding oriented manifold and by $\phi[v]$ the isomorphism given by $\phi$ for any $v \in [v]$. If $M$ admits a partition of unity, we can define the integral of a top form $\omega \in \Omega^{top}(M)$ by

$$\int_{(M,[v])} \omega := \int_M \phi[v] \omega,$$

where we use the already defined integration of densities. More explicitly, for an atlas $\{(U_{\alpha}, \phi_{\alpha})\}_{\alpha \in I}$ we have the representations $\omega_{\alpha} = \omega_{\alpha} d^n x$, for uniquely defined maps $\omega_{\alpha}$, and we get

$$(\phi[v] \omega)_{\alpha} = \omega_{\alpha} |d^n x|.$$ 

Hence, the integral of $\omega$ on an oriented manifold $M$ is given by

(1.4.6) $$\int_{(M,[v])} \omega = \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp } \rho_j)} (\rho_j)_{\alpha_j} \omega_{\alpha_j} |d^n x|,$$

where $\{(U_{\alpha}, \phi_{\alpha})\}_{\alpha \in I}$ is an oriented atlas corresponding\(^1\) to $[v]$ and $\{\rho_j\}_{j \in J}$ is a partition of unity subordinate to $\{U_{\alpha}\}_{\alpha \in I}$. If the identification of differential forms and densities on $\phi_{\alpha_j}(U_{\alpha_j})$ is understood, then we can write

$$\int_{(M,[v])} \omega = \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp } \rho_j)} (\rho_j \omega)_{\alpha_j}.$$

**Lemma 1.4.14.** Let $\{(U_{\alpha}, \phi_{\alpha})\}_{\alpha \in I}$ be an oriented atlas of $(M,[v])$ and $\{\rho_j\}_{j \in J}$ a partition of unity subordinate to it. Let $\omega \in \Omega^{top}(M)$ with $\text{supp } \omega \subset U_{\alpha_k}$ for some $k \in J$. Then

$$\int_{(M,[v])} \omega = \int_{\phi_{\alpha_k}(U_{\alpha_k})} \omega_{\alpha_k}.$$

**Proof.** We have

$$\int_{(M,[v])} \omega = \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp } \rho_j)} (\rho_j \omega)_{\alpha_j} = \sum_{j \in J} \int_{\phi_{\alpha_j}(\text{supp } \rho_j \cap \text{supp } \omega)} (\rho_j \omega)_{\alpha_j}$$

$$= \sum_{j \in J} \int_{\phi_{\alpha_j}(U_{\alpha_j} \cap U_{\alpha_k})} (\rho_j \omega)_{\alpha_j} = \sum_{j \in J} \int_{\phi_{\alpha_j}(U_{\alpha_j} \cap U_{\alpha_k})} (\rho_j \omega)_{\alpha_k}$$

$$= \sum_{j \in J} \int_{\phi_{\alpha_k}(U_{\alpha_k})} (\rho_j \omega)_{\alpha_k} = \int_{\phi_{\alpha_k}(U_{\alpha_k})} \sum_{j \in J} (\rho_j \omega)_{\alpha_k} = \int_{\phi_{\alpha_k}(U_{\alpha_k})} \omega_{\alpha_k}. \qed$$

**Lemma 1.4.15.** A connected oriented manifold admits two orientations.

**Exercise 1.4.16.** Prove Lemma 1.4.15.

**Definition 1.4.17** (Orientation preserving/reversing). A diffeomorphism $F$ of connected oriented manifolds $(M,[v_M])$ and $(N,[v_N])$ is called orientation preserving if $F^*[v_N] = [v_M]$ and orientation reversing if $F^*[v_N] = -[v_M]$.\(^1\)

\(^1\)This means that it is an atlas in which any $v \in [v]$ is represented by a positive volume form.
Proposition 1.4.18 (Change of variables). Let \((M, [v_M])\) and \((N, [v_N])\) be connected oriented manifolds, \(F: M \rightarrow N\) a diffeomorphism and \(\omega\) a top form on \(N\). Then
\[
\int_{(M, [v_M])} F^* \omega = \pm \int_{(N, [v_N])} \omega,
\]
with plus sign if \(F\) is orientation preserving and the minus sign if \(F\) is orientation reversing.

Exercise 1.4.19. Prove Proposition 1.4.18.

Typically, the chosen orientation is understood, so one simply writes
\[
\int_M \omega.
\]

1.4.3. Stokes’ theorem. We will denote the space of compactly supported differential \(s\)-forms on a manifold \(M\) by \(\Omega^s_c(M)\). Moreover we define the \(n\)-dimensional upper half-space by
\[
\mathbb{H}^n := \{(x^1, \ldots, x^n) \in \mathbb{R}^n \mid x^n \geq 0\}.
\]
The boundary of the upper half-space is given by
\[
\partial \mathbb{H}^n = \{(x^1, \ldots, x^n) \in \mathbb{R}^n \mid x^n = 0\}.
\]
On the boundary, we can take the orientation induced by the outward pointing vector field \(-\partial_n\), i.e.
\[
[i^* e_{-\partial_n} d^n x] = (-1)^n [dx^1 \wedge \cdots \wedge dx^{n-1}],
\]
where \(i: \partial \mathbb{H}^n \hookrightarrow \mathbb{H}^n\) denotes the inclusion.

Lemma 1.4.20. Let \(\omega \in \Omega^{n-1}_c(\mathbb{H}^n)\). Then, using the orientations defined as before, we get
\[
\int_{\mathbb{H}^n} d\omega = \int_{\partial \mathbb{H}^n} \omega.
\]

Proof. We write
\[
\omega = \sum_{j=1}^n (-1)^{j-1} \omega^j dx^1 \wedge \cdots \wedge \widehat{dx^j} \wedge \cdots \wedge dx^n.
\]
The components \(\omega^j\) are then related to the components \(\omega_{i_1 \cdots i_n}\) by a sign. Then
\[
d\omega = \sum_{j=1}^n \partial_j \omega^j d^n x.
\]
Using the standard orientation, we get
\[
\int_{\mathbb{H}^n} d\omega = \sum_{j=1}^n \int_{\mathbb{H}^n} \partial_j \omega^j d^n x.
\]
We use Fubini’s theorem to integrate the \(j\)-th term along the \(j\)-th axis. Then, since \(\omega\) has compact support, we get
\[
\int_{-\infty}^{+\infty} \partial_j \omega^j dx^j = 0, \quad \forall j < n,
\]
but for $j = n$ we have
\[ \int_{0}^{+\infty} \partial_n \omega^n \, dx^n = -\omega^n \big|_{x^n=0}. \]
Hence, we get
\[ \int_{\mathbb{H}^n} d\omega = -\int_{\partial\mathbb{H}^n} \omega^n \, d^{n-1}x. \]
On the other hand, we have
\[ i^* \omega = (-1)^{n-1} \omega^n \big|_{x^n=0} \, dx^1 \wedge \cdots \wedge dx^{n-1}. \]
Thus, using the orientation of $\partial\mathbb{H}^n$ as before, we get
\[ \int_{\partial\mathbb{H}^n} \omega = -\int_{\partial\mathbb{H}^n} \omega^n \, d^{n-1}x, \]
which concludes the proof. \qed

Similarly, we get the following lemma.

**Lemma 1.4.21.** Let $\omega \in \Omega^{n-1}_{c}(\mathbb{R}^n)$. Then
\[ \int_{\mathbb{R}^n} d\omega = 0. \]

**Definition 1.4.22 (Manifold with boundary).** An $n$-dimensional manifold with boundary is an equivalence class of atlases whose charts take values in $\mathbb{H}^n$.

**Remark 1.4.23.** One considers $\mathbb{H}^n$ as a topological space with topology induced from $\mathbb{R}^n$.

**Remark 1.4.24.** Let $M$ be a manifold with boundary. For any $q \in M$ one can show that if there is a chart map sending $q$ to an interior point of $\mathbb{H}^n$, then any chart map will send it to an interior point of $\mathbb{H}^n$. On the other hand, if there is a chart map sending $q$ to a boundary point of $\mathbb{H}^n$, then any chart map will send $q$ to a boundary point of $\mathbb{H}^n$. Hence, one can induce a manifold structure on the interior points $\mathring{M}$ and boundary points $\partial M$ of $M$ out of the manifold structure of $M$, such that $\dim \mathring{M} = \dim M = \dim \partial M + 1$, by restricting atlases of $M$. The manifold $\partial M$ is called the boundary of $M$.

**Theorem 1.4.25 (Stokes).** Let $M$ be an $n$-dimensional oriented manifold with boundary and let $\omega \in \Omega^{n-1}_{c}(M)$. Then
\[ (1.4.8) \int_M d\omega = \int_{\partial M} \omega \]
where we use the induced orientation on $\partial M$.

**Remark 1.4.26.** If $M$ has no boundary, we get $\int_M d\omega = 0$.

**Remark 1.4.27.** Theorem 1.4.25 was never officially proved by Stokes but appeared (in some version) in Maxwell’s book on electrodynamics from 1873 [Max73] where he mentions in a footnote that the idea comes from Stokes who used this theorem in the Smith’s Prize Examination of 1854. This is the reason why we call it Stokes’ theorem today. A first proof of this theorem was given by Hermann in 1861 [Her61] who does not mention Stokes at all. See also [Kat79] for some more historical facts on Stokes’ theorem.
Proof of Theorem 1.4.25. Let \( \{ (U_{\alpha}, \phi_{\alpha}) \}_{\alpha \in I} \) be an orientable atlas of \( M \) corresponding to the given orientation and let \( \{ \rho_{j} \}_{j \in J} \) be a partition of unity subordinate to it. First, observe that
\[
\mathbf{d}\omega = \mathbf{d} \left( \sum_{j \in J} \rho_{j} \omega \right) = \sum_{j \in J} \mathbf{d}(\rho_{j} \omega).
\]
Note that \( \text{supp}(\rho_{j} \omega) \subset U_{\alpha_{j}} \) and, by Lemma 1.4.14, we have
\[
\int_{M} \mathbf{d}(\rho_{j} \omega) = \int_{\phi_{\alpha_{j}}(U_{\alpha_{j}})} \mathbf{d}(\rho_{j} \omega)_{\alpha_{j}}.
\]
If \( \phi_{\alpha_{j}}(U_{\alpha_{j}}) \) is contained in the interior of \( \mathbb{H}^{n} \), then we regard \( \mathbf{d}(\rho_{j} \omega)_{\alpha_{j}} \) as a compactly supported top form on \( \mathbb{R}^{n} \) by extending it by zero outside of its support. Hence, by Lemma 1.4.21, we get
\[
\int_{\phi_{\alpha_{j}}(U_{\alpha_{j}})} \mathbf{d}(\rho_{j} \omega)_{\alpha_{j}} = 0.
\]
Otherwise, we regard \( \mathbf{d}(\rho_{j} \omega)_{\alpha_{j}} \) as a compactly supported top form on \( \mathbb{H}^{n} \) by again extending by zero outside of its support. Hence, by Lemma 1.4.20, we get
\[
\int_{\phi_{\alpha_{j}}(U_{\alpha_{j}})} \mathbf{d}(\rho_{j} \omega)_{\alpha_{j}} = \int_{\partial(\phi_{\alpha_{j}}(U_{\alpha_{j}}))} \mathbf{d}(\rho_{j} \omega)_{\alpha_{j}}.
\]
Note that \( \partial(\phi_{\alpha_{j}}(U_{\alpha_{j}})) = \phi_{\alpha_{j}}(\partial U_{\alpha_{j}}) \) by definition and both are oriented by outward pointing vectors. Thus, again by Lemma 1.4.14, we get
\[
\int_{M} \mathbf{d}(\rho_{j} \omega) = \int_{\partial M} \rho_{j} \omega.
\]
Summing over \( j \) yields the result. \( \square \)

1.5. de Rham’s theorem

1.5.1. Singular homology.

Definition 1.5.1 \((p\text{-simplex})\). The \textit{standard} \( p \)-\textit{simplex} is the closed subset given by
\[
\Delta^{p} := \left\{ (x^{1}, \ldots, x^{p}) \in \mathbb{R}^{p} \mid \sum_{i=1}^{p} x^{i} \leq 1, x^{i} \geq 0 \forall i \right\} \subset \mathbb{R}^{p}.
\]
The interior of \( \Delta^{p} \) is a \( p \)-dimensional manifold. A smooth differential form on \( \Delta^{p} \) is by definition the restriction to \( \Delta^{p} \) of a smooth differential form defined on an open neighborhood of \( \Delta^{p} \) in \( \mathbb{R}^{p} \). Let \( \omega \in \Omega^{p-1}(\Delta^{p}) \). Explicitly, let
\[
\omega = \sum_{j=1}^{p} \omega^{j} dx^{1} \wedge \cdots \wedge \widehat{dx^{j}} \wedge \cdots \wedge dx^{p}.
\]
Then
\[
\mathbf{d}\omega = \sum_{j=1}^{p} (-1)^{j+1} \partial_{j} \omega^{j} \, dp \, x
\]
\[ \int_{\Delta^p} d\omega = \sum_{j=1}^p (-1)^{j+1} \int_{\Delta^p} \partial_j \omega^j d^p x. \]

Using Fubini’s theorem and the fundamental theorem of analysis, we get

\[ \int_{\Delta^p} \partial_j \omega^j d^j x = \omega^j |_{x^j=1-\sum_{i \neq j} x^i} - \omega^j |_{x^j=0}. \]

Hence

\[ (1.5.1) \quad \int_{\Delta^p} d\omega = \sum_{j=1}^p (-1)^{j+1} \int_{\Delta^p \cap \{ \sum_{i=1}^p x^i = 1 \}} \omega^j d^j x^1 \wedge \cdots \wedge \hat{d}x^j \wedge \cdots \wedge d^p x + \]

\[ + \sum_{j=1}^p (-1)^j \int_{\Delta^p \cap \{ x^j = 0 \}} \omega^j d^j x^1 \wedge \cdots \wedge \hat{d}x^j \wedge \cdots \wedge d^p x. \]

We can rewrite this in another way if we regard the faces on which we integrate as images of \((p-1)\)-simplices. Namely, for \(i = 0, \ldots, p\), we define smooth maps

\[ k^{p-1}_i: \Delta^{p-1} \rightarrow \Delta^p, \]

by

\[ k^{p-1}_0(a^1, \ldots, a^{p-1}) = \left( 1 - \sum_{i=1}^{p-1} a^i, a^1, \ldots, a^{p-1} \right) \]

and

\[ k^{p-1}_j(a^1, \ldots, a^{p-1}) = (a^1, \ldots, a^{j-1}, 0, a^j, \ldots, a^{p-1}), \quad \forall j > 0. \]

The \(j\)-th integral in the second line of \((1.5.1)\) is just the integral on \(\Delta^{p-1}\) of the pullback of \(\omega\) by \(k^{p-1}_j\). In fact,

\[ (1.5.2) \quad (k^{p-1}_j)^* \omega = (k^{p-1}_j)^* \sum_{i=1}^p \omega^i dx^1 \wedge \cdots \wedge \hat{dx}^j \wedge \cdots \wedge dx^p \]

\[ = \omega^j (a^1, \ldots, a^{j-1}, 0, a^j, \ldots, a^{p-1}) d^{p-1} a \]

We integrate over \(\Delta^{p-1}\) with the standard orientation and rename variables \(x^i = a^i\) for \(i < j\) and \(x^i = a^{i+1}\) for \(i > j\). Note that the \(j\)-th integral is given by the integral over \(\Delta^{p-1}\) of the pullback of \((-1)^{j+1} \omega^j dx^1 \wedge \cdots \wedge \hat{dx}^j \wedge \cdots \wedge dx^p\) by \(k^{p-1}_0\). In particular,

\[ (1.5.3) \quad (k^{p-1}_0)^* \omega^j dx^1 \wedge \cdots \wedge \hat{dx}^j \wedge \cdots \wedge dx^p \]

\[ = -\omega^j \left( 1 - \sum_i a^i, a^1, \ldots, a^{p-1} \right) \sum_i da^i \wedge da^1 \wedge \cdots \wedge \hat{da}^{j-1} \wedge \cdots \wedge da^{p-1} \]

\[ = (-1)^{j+1} \omega^j \left( 1 - \sum_i a^i, a^1, \ldots, a^{p-1} \right) d^{p-1} a. \]
Summing everything up, we get *Stokes’ theorem for a simplex*:

(1.5.4) \[ \int_{\Delta^p} d\omega = \sum_{j=0}^{p} (-1)^j \int_{\Delta^{p-1}} (k_{j}^{p-1})^* \omega, \]

where the \( j = 0 \) term corresponds to the whole sum in the first line of (1.5.1) and each other term corresponds to a term in the second line. Consider a map

\[ \sigma: \Delta^p \to M, \]

where \( M \) is a manifold. For a \( p \)-form \( \omega \) on \( M \), we define

\[ \int_{\sigma} \omega := \int_{\Delta^p} \sigma^* \omega. \]

If we define \( \sigma^j := \sigma \circ k_{j}^{p-1}: \Delta^{p-1} \to M \), then, by (1.5.4), we get

\[ \int_{\sigma} d\omega = \sum_{j=0}^{p} (-1)^j \int_{\sigma^j} \omega. \]

**DEFINITION 1.5.2 \((p\text{-chains})\).** A \( p \)-chain with real coefficients in a manifold \( M \) is a finite linear combination \( \sum a_k \sigma_k \), where \( a_k \in \mathbb{R} \) for all \( k \), of maps \( \sigma_k: \Delta^p \to M \). If \( \omega \) is a \( p \)-form on \( M \), we define

(1.5.5) \[ \int_{\sum a_k \sigma_k} \omega := \sum a_k \int_{\sigma_k} \omega. \]

**THEOREM 1.5.3 \((\text{Stokes’ theorem for chains})\).** We have

\[ \int_{\sigma} d\omega = \int_{\partial \sigma} \omega \]

where

\[ \partial \sigma := \sum_{j=0}^{p} (-1)^j \sigma^j. \]

Let \( \Omega_p(M, \mathbb{R}) \) denote the vector space of \( p \)-chains in \( M \) with real coefficients and extend \( \partial \) to it by linearity. Then we get that \( \partial \) is an endomorphism of degree \(-1\) for the graded vector space

\[ \Omega_\bullet(M, \mathbb{R}) := \bigoplus_{j=0}^{\infty} \Omega_j(M, \mathbb{R}), \]

i.e. a map for all \( 1 \leq p \leq \dim M \) we have

\[ \partial: \Omega_p(M, \mathbb{R}) \to \Omega_{p-1}(M, \mathbb{R}) \]

**EXERCISE 1.5.4.** Show that \( \partial^2 := \partial \circ \partial = 0 \).

For \( \sigma \in \Omega_p(M, \mathbb{R}) \) and \( \omega \in \Omega^p(M) \) we can define

(1.5.6) \[ \langle \sigma, \omega \rangle := \int_{\sigma} \omega. \]
Exercise 1.5.5. Show that $\langle , \rangle$ as defined in (5.3.6) is a bilinear map $\Omega_p(M, \mathbb{R}) \times \Omega^p(M) \to \mathbb{R}$.

By Stokes’ theorem for chains we get
$$\langle \sigma, d\omega \rangle = \langle \partial\sigma, \omega \rangle.$$ 

In particular we have a sequence
$$0 \to \Omega_n(M, \mathbb{R}) \overset{\partial}{\to} \cdots \overset{\partial}{\to} \Omega_p(M, \mathbb{R}) \overset{\partial}{\to} \cdots \overset{\partial}{\to} \Omega_0(M, \mathbb{R}) \to 0$$

If we consider a map $F: M \to N$ between manifolds, it induces a graded linear map
$$F_*: \Omega_\bullet(M, \mathbb{R}) \to \Omega_\bullet(N, \mathbb{R}), \quad \sigma \mapsto F \circ \sigma.$$ (1.5.7)

Hence, if $\dim M = \dim N = n$, we get a chain complex
$$0 \to \Omega_n(M, \mathbb{R}) \overset{\partial}{\to} \cdots \overset{\partial}{\to} \Omega_p(M, \mathbb{R}) \overset{\partial}{\to} \cdots \overset{\partial}{\to} \Omega_0(M, \mathbb{R}) \to 0$$

Exercise 1.5.6. Show that each square of the diagram commutes, i.e. $\partial \circ F_* = F_* \circ \partial$.

Definition 1.5.7 (Singular homology groups). The $p$-th singular homology group on a manifold $M$ with real coefficients is given by
$$H_p(M, \mathbb{R}) := \ker \partial_p / \text{im} \partial_{p+1},$$
where $\partial_p: \Omega_p(M, \mathbb{R}) \to \Omega_{p-1}(M, \mathbb{R})$.

Remark 1.5.8. Elements of $\ker \partial_p := \{ \sigma \in \Omega_p(M, \mathbb{R}) \mid \partial_p \sigma = 0 \}$ are usually called $p$-cycles and elements of $\text{im} \partial_p := \{ \sigma \in \Omega_p(M, \mathbb{R}) \mid \exists \tau \in \Omega_{p+1}(M, \mathbb{R}), \sigma = \partial_{p+1} \tau \}$ are usually called $p$-boundaries.

Exercise 1.5.9. Using Exercise 1.5.6, show that $F_*$ descends to a graded linear map
$$F_*: H_\bullet(M, \mathbb{R}) \to H_\bullet(N, \mathbb{R}).$$

Thus we get a chain complex on the level of homology
$$0 \to H_n(M, \mathbb{R}) \overset{F_*}{\to} \cdots \overset{F_*}{\to} H_p(M, \mathbb{R}) \overset{F_*}{\to} H_{p-1}(M, \mathbb{R}) \overset{F_*}{\to} \cdots \overset{F_*}{\to} H_0(M, \mathbb{R}) \to 0$$

Exercise 1.5.10. Show that $\langle F_* \sigma, \omega \rangle = \langle \sigma, F^* \omega \rangle$ for all $\sigma \in \Omega_\bullet(M, \mathbb{R})$ and all $\omega \in \Omega^\bullet(N)$.
1.5.2. de Rham cohomology and de Rham’s theorem. Let $M$ be an $n$-dimensional manifold and recall its de Rham complex (1.5.8)
\[ 0 \to C^\infty(M) \xrightarrow{d} \Omega^1(M) \xrightarrow{d} \Omega^2(M) \xrightarrow{d} \cdots \xrightarrow{d} \Omega^s(M) \xrightarrow{d} \Omega^{s+1}(M) \xrightarrow{d} \cdots \xrightarrow{d} \Omega^n(M) \to 0 \]

**Definition 1.5.11 (de Rham cohomology groups).** We define the $s$-th de Rham cohomology group by
\[ H^s(M) := \ker d^s / \text{im } d^{s-1}, \]
where $d^s : \Omega^s(M) \to \Omega^{s+1}(M)$.

**Remark 1.5.12.** we call element of $\ker d^s := \{ \omega \in \Omega^s(M) \mid d^s(\omega) = 0 \}$ closed forms and elements of $\text{im } d^s := \{ \omega \in \Omega^s(M) \mid \exists \eta \in \Omega^{s-1}(M), \omega = d^{s-1}(\eta) \}$ exact forms.

**Exercise 1.5.13.** Using Stokes’ theorem for chains, show that the bilinear map $\langle \ , \ \rangle$ defined in (5.3.6) descends to a bilinear map
\[ (1.5.9) H_p(M, \mathbb{R}) \times H^p(M) \to \mathbb{R}. \]

**Theorem 1.5.14 (de Rham[Rha31]).** The bilinear map (1.5.9) is nondegenerate. In particular,
\[ (H_p(M, \mathbb{R}))^* \cong H^p(M), \quad \forall p. \]

1.6. Distributions and Frobenius’ theorem

1.6.1. Plane distributions.

**Definition 1.6.1 (Plane distribution).** A $k$-plane distribution $D$, or simply a $k$-distribution or just a distribution, on a smooth $n$-dimensional manifold $M$ is a collection $\{D_q\}_{q \in M}$ of linear $k$-dimensional subspaces $D_q \subseteq T_qM$ for all $q \in M$.

**Remark 1.6.2.** The number $k$ is called the rank of the distribution. Obviously, we want $k \leq n$.

**Definition 1.6.3 (Distribution).** A $k$-distribution $D$ on $M$ is called smooth if every $q \in M$ has an open neighborhood $U$ and smooth vector fields $X_1, \ldots, X_k$ defined on $U$ such that
\[ D_q = \text{span}\{(X_1)_x, \ldots, (X_k)_x\}, \quad \forall x \in U. \]
The vector fields $X_1, \ldots, X_k$ are also called (local) generators for $D$ on $U$.

**Remark 1.6.4.** In the case when $U = M$, we speak of global generators. The existence of local generators is required since there are certain interesting distributions which do not have global generators.

We say that a vector field $X \in \mathfrak{X}(M)$ is a tangent to a distribution $D$ if $X_q \in D_q$ for all $q \in M$. Note that any linear combination of tangent vector fields are again tangent.

**Definition 1.6.5 (Involutive distribution).** A smooth distribution $D$ on $M$ is called involutive if $\Gamma(D)$ is a Lie subalgebra of $\mathfrak{X}(M)$, i.e. when $[X, Y] \in \Gamma(D)$ for all $X, Y \in \Gamma(D)$. 
Remark 1.6.6. A distribution generated by vector fields $X_1, \ldots, X_k$ is involutive if and only if $[X_i, X_j]$ is a linear combination over $C^\infty(M)$ of the generators. The only-if side follows from the definition. The if-implication can be obtained by observing that a vector field tangent to the distribution is necessarily a linear combination of the generators. Moreover, we have

$$\left[ \sum_i f_i X_i, \sum_j g_j Y_j \right] = \sum_{i,j} \left( f_i X_i(g_j) - g_i X_i(f_j) \right) X_j + f_ig_j[X_i, X_j].$$

Remark 1.6.7. Note that the previous discussion directly implies that any distribution of rank 1 is involutive. Locally, it is generated by a single vector field $X$ and by the skew-symmetry of the Lie bracket, we have $[X, X] = 0$.

Definition 1.6.8 (Push-forward of a distribution). Let $D$ be a distribution on $M$ and let $F: M \to N$ be a diffeomorphism. We define the push-forward $F_*D$ of $D$ by

$$(F_*D)_y := d_{F^{-1}(y)} D_{F^{-1}(y)}, \quad \forall y \in N.$$

1.6.2. Frobenius’ theorem.

Definition 1.6.9 (Integral manifold). An immersion $\psi: N \to M$ with $N$ connected is called an integral manifold for a distribution $D$ on $M$ if

$$d_n \psi(T_n N) = D_{\psi(n)}, \quad \forall n \in N.$$ 

Remark 1.6.10. An integral manifold that is not a proper restriction of an integral manifold is called maximal.

Remark 1.6.11. If $\psi$ is an embedding, restricting $\psi: N \to \psi(N)$ to its image allows us to rewrite the above condition as

$$\psi^* (TN) = D_{\psi(N)},$$

where the fact that $D$ can be restricted to $\psi(N)$, i.e. $D_q \in T_q \psi(N)$ for all $q \in \psi(N)$, is part of the condition.

Definition 1.6.12 (Integrable distribution). A smooth distribution $D$ on $M$ is called integrable if for all $q \in M$ there is an integral manifold $D$ passing through $q$.

Lemma 1.6.13. If a distribution $D$ is integrable, then $D$ is involutive.

Proof. For all $q \in M$, we can find an integral manifold $\psi: N \to M$ with $q \in \psi(N)$. If $X$ and $Y$ are tangent to $D$, in a neighborhood of $q$ in $\psi(N)$ we can write them as push-forwards of vector fields $\tilde{X}$ and $\tilde{Y}$ on $N$. Since the push-forward preserves the Lie bracket and $TN$ is involutive, we see that in this neighborhood $Z := [X, Y]$ is the push-forward of $[\tilde{X}, \tilde{Y}]$ and hence tangent to $D$. Note also that this is indeed the Lie bracket of $X$ and $Y$, as they do not have components transverse to $\psi(N)$ by definition. We can compute $Z$ by this procedure at each point in $M$, which shows that $D$ is involutive.

Proposition 1.6.14. Let $X$ be a vector field on a Hausdorff manifold $M$. Let $q \in M$ be a point such that $X_q \neq 0$. Then there is a chart $(U, \varphi_U)$ with $U \ni q$ such that $(\varphi_U)_* X^1|_U$ is the constant vector field $(1, 0, \ldots, 0)$. As a consequence, if $\gamma$ is an integral curve of $X$ passing through $U$, then $\varphi_U \circ \gamma$ is of the form $\{ x \in \varphi_U(U) \mid x^1(t) = x^1_0 + t; x^j(t) = x^j_0, j > 1 \}$ where the $x^j_0$'s are constants.
THEOREM 1.6.15 (Frobenius[17]). Let \( D \) be an involutive \( k \)-distribution on a smooth, Hausdorff \( n \)-dimensional manifold \( M \). Then each point \( q \in M \) has a chart neighborhood \((U, \phi)\) such that \( \phi_*D = \text{span}\{\frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^k}\} \), where \( x^1, \ldots, x^k \) are coordinates on \( \phi(U) \).

COROLLARY 1.6.16. On a smooth, Hausdorff manifold a smooth distribution is involutive if and only if it is integrable.

PROOF OF THEOREM 1.6.15. We will use induction on the rank \( k \) of the distribution. For \( k = 1 \), this is the content of Proposition 1.6.14. We assume that we have proved the theorem for rank \( k - 1 \). Let \((X_1, \ldots, X_k)\) be generators of the distribution in a neighborhood of \( q \). In particular, they are all not vanishing at \( q \). By Proposition 1.6.14, we can find a chart neighborhood \((V, \chi)\) of \( q \) with \( \chi(q) = 0 \) and \( \chi_*X_1 = \frac{\partial}{\partial y^1} \), where \( y^1, \ldots, y^n \) are coordinates on \( \chi(V) \). We define new generators of \( \chi_*D \) by

\[
Y_1 := \chi_*X_1 = \frac{\partial}{\partial y^1}
\]

and for \( i > 1 \)

\[
Y_i := \chi_*X_i - (\chi_*X_i(y^1))\chi_*X_1.
\]

For \( i > 1 \) we have \( Y_i(y^1) = 0 \) and thus, for \( i, j > 1 \), we have \([Y_i, Y_j](y^1) = 0\). This means that the expansion of \([Y_i, Y_j]\) in the \( Y_i \)'s does not contain \( Y_1 \). Hence, the distribution \( D' \) defined on \( S := \{y \in \chi(V) \mid y^1 = 0\} \) as the span of \( Y_2, \ldots, Y_k \) is involutive. By the induction assumption, we can find a neighborhood \( U \) of \( 0 \) in \( S \) and a diffeomorphism \( \tau \) such that \( \tau_*Y_i = \frac{\partial}{\partial w^i} \), for \( i = 2, \ldots, w \), where \( w^2, \ldots, w^n \) are coordinates on \( \tau(U) \). Let \( \tilde{U} := U \times (-\varepsilon, \varepsilon) \) for some \( \varepsilon > 0 \) such that \( \tilde{U} \subset \chi(V) \). We then have the projection \( \pi: \tilde{U} \rightarrow U \). Finally, consider the diffeomorphism

\[
\tilde{\tau}: \tilde{U} \rightarrow \tau(U) \times (-\varepsilon, \varepsilon),
\]

\[
(u, y^1) \mapsto (\tau(u), y^1),
\]

and write \( x^1 = y^1, x^i = \tau^i(y^2, \ldots, y^n) = w^i \) for \( i > 1 \). We write \( Z_i := \tilde{\tau}_*Y_i \) for \( i = 1, \ldots, k \) being the generators of the distribution \( \tilde{D} := \tilde{\tau}_*D \). Now since \( \frac{\partial}{\partial y^1} \) is equal to one if \( i = 1 \) and zero otherwise, we get that \( Z_1 = \frac{\partial}{\partial x^1} \). For \( i = 2, \ldots, k \) and \( j > 1 \) we have

\[
\frac{\partial}{\partial x^1}(Z_i(x^j)) = Z_1(Z_i(x^j)) = [Z_1, Z_i](x^j) = \sum_{\ell=2}^{k} c^\ell_i Z_\ell(x^j),
\]

where the \( c^\ell_i \) are functions that are guaranteed to exist by the involutivity of the distribution. For fixed \( j \) and fixed \( x^2, \ldots, x^n \) we regard these identities as ODEs in the variable \( x^1 \). Note that, for \( i = 2, \ldots, k \) and \( j > k \), we have \( Z_i(x^j) = 0 \) at \( x^1 = 0 \) (since at \( x^1 = 0 \) we have \( Z_i = Y_i \)). This means that \( Z_i(x^j) = 0 \) for \( i = 2, \ldots, k \) and \( j > k \), is the unique solution with this initial condition. These identities mean that \( \tilde{D} \) is the distribution spanned by the vector fields \( \frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^k} \). \( \Box \)
Symplectic geometry appears in the mathematical structure of the phase space $M = \mathbb{R}^{2n}$ for a classical mechanical system. The dynamical information is usually encoded in a function $H \in C^\infty(M)$ called the Hamiltonian. In order to express the dynamics in terms of the flow lines, we want to extract a vector field $X_H \in \mathcal{X}(M)$ out of $H$, i.e. consider a differential equation with respect to the change of $H$, similarly as for the canonical equations of motion in Hamiltonian mechanics. This means that we want to consider a map $\omega: TM \to T^*M$, or equivalently an element of $T^*M \otimes T^*M$, such that $dH = \iota_{X_H} \omega = \omega(X_H, \cdot)$. Additionally, we want that the choice of $X_H$ for each $H$ is unique in this way, which requires $\omega$ to be nondegenerate. Moreover, we want that $H$ doesn’t change along flow lines, i.e. $dH(X_H) = 0$, meaning that $\omega(X_H, X_H) = 0$ and thus we require $\omega$ to be alternating, which means that $\omega$ has to be a 2-form. Note that this also implies that the underlying space has to be even dimensional since every skew-symmetric linear map for odd dimensions is singular. Finally, we want also that $\omega$ doesn’t change under flow lines. Mathematically, this is expressed as the vanishing of the Lie derivative $L_{X_H} \omega = 0$. Using Cartan’s magic formula (1.3.5), we get

$$L_{X_H} \omega = d\iota_{X_H} \omega + \iota_{X_H} d\omega = d(dH) + \iota_{X_H} d\omega = d\omega(X_H).$$

Hence, if we require $d\omega(X_H) = 0$ for the vector field induced by different Hamiltonians, we require $\omega$ to be closed, i.e. $d\omega = 0$. Such a 2-form is then called symplectic. In fact, it gives an area measure which induces a time-independent area by

$$A := \int_\Sigma \omega$$

for a suitable surface $\Sigma \subset M$. We will generalize this concept to the definition of a volume form on any $2n$-dimensional manifold. This chapter is based on [Can08; Cat18; Arn78; Don96; DK90; MS95; EG98; DH82; Wei71; Wei77; Wei81; BGV92; AB84].

### 2.1. Symplectic manifolds

**2.1.1. Symplectic form.** Let $V$ be an $m$-dimensional vector space over $\mathbb{R}$ and let

$$\Omega: V \times V \to \mathbb{R}$$

be a bilinear map.

**Definition 2.1.1 (Skew-symmetric).** The map $\Omega$ is called skew-symmetric if $\Omega(u, v) = -\Omega(v, u)$ for all $u, v \in V$. 
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Theorem 2.1.2 (Standard form). Let $\Omega$ be a skew-symmetric bilinear map on $V$. Then there is a basis $u_1, \ldots, u_k, e_1, \ldots, e_n, f_1, \ldots, f_n$ of $V$ such that

\begin{align*}
(2.1.1) & \quad \Omega(u_i, v) = 0, \quad 1 \leq i \leq k, \forall v \in V, \\
(2.1.2) & \quad \Omega(e_i, e_j) = \Omega(f_i, f_j) = 0, \quad 1 \leq i, j \leq n \\
(2.1.3) & \quad \Omega(e_i, f_j) = \delta_{ij}, \quad 1 \leq i, j \leq n.
\end{align*}

Remark 2.1.3. The basis in Theorem 2.1.2 is not unique even if it is historically called canonical basis.

**Proof of Theorem 2.1.2.** Let $U := \{ u \in V \mid \Omega(u, v) = 0, \forall v \in V \}$. Choose a basis $u_1, \ldots, u_k$ of $U$ and choose a complementary space $W$ to $U$ in $V$, i.e. such that $V = W \oplus U$.

Let $e_1 \in W$ be a nonzero element. Then there is $f_1 \in W$ such that $\Omega(e_1, f_1) \neq 0$. Now assume that $\Omega(e_1, f_1) = 0$. Let $W_1$ be the span of $e_1$ and $f_1$ and let $W_1^\Omega := \{ w \in W \mid \Omega(w, v) = 0, \forall v \in W_1 \}$.

We can then show that $W_1 \cap W_1^\Omega = \{ 0 \}$. Indeed, suppose that $v = ae_1 + bf_1 \in W_1 \cap W_1^\Omega$. Then $0 = \Omega(v, e_1) = -b$ and $0 = \Omega(v, f_1) = a$ which together implies that $v = 0$. Moreover, we have $W = W_1 \oplus W_1^\Omega$. Indeed, suppose that $v \in W$ has $\Omega(v, e_1) = c$ and $\Omega(v, f_1) = d$. Then $v = (cf_1 + de_1) + (v + cf_1 - de_1)$, where $-cf_1 + de_1 \in W_1$ and $v + cf_1 - de_1 \in W_1^\Omega$. Now let $e_2 \in W_1^\Omega$ be a nonzero element. Then there is $f_2 \in W_1^\Omega$ such that $\Omega(e_2, f_2) \neq 0$. Now assume that $\Omega(e_2, f_2) = 1$. Moreover, let $W_2$ be given by the span of $e_2$ and $f_2$. This construction can be continued until some point since $\dim V < \infty$ and thus we obtain

$$V = U \oplus W_1 \oplus \cdots \oplus W_n.$$ 

where all the summands are orthogonal with respect to $\Omega$ and where $W_i$ has basis $e_i, f_i$ with $\Omega(e_i, f_i) = 1$. \hfill $\square$

Remark 2.1.4. Note that the dimension of the subspace $U \subset V$ does not depend on the choice of basis and hence is an invariant on $(V, \Omega)$. Since $\dim U + 2n = \dim V$, we get that $n$ is an invariant of $(V, \Omega)$. We call the number $2n$ the rank of $\Omega$.

2.1.2. Symplectic vector spaces. Let $V$ be an $m$-dimensional real vector space and let $\Omega: V \times V \rightarrow \mathbb{R}$ be a bilinear form. Define the map $\tilde{\Omega}: V \rightarrow V^*$ to be the linear map defined by $\tilde{\Omega}(v)(u) := \Omega(v, u)$.

Note that $\ker \tilde{\Omega} = U$.

Definition 2.1.5 (Linear symplectic fom). A skew-symmetric bilinear form $\Omega$ is called symplectic (or nondegenerate) if $\tilde{\Omega}$ is bijective, i.e. $U = \{0\}$.

Remark 2.1.6. We sometimes also call a symplectic form $\Omega$ a linear symplectic structure.

Definition 2.1.7 (Symplectic vector space). We call a vector space $V$ endowed with a linear symplectic structure $\Omega$ symplectic.
Exercise 2.1.8. Let \( \Omega \) be a symplectic structure. Check that the map \( \tilde{\Omega} \) is a bijection and that \( \dim U = 0 \) so \( \dim V \) is even. Moreover, check that a symplectic vector space \((V, \Omega)\) has a basis \( e_1, \ldots, e_n, f_1, \ldots, f_n \) satisfying
\[
\Omega(e_i, f_j) = \delta_{ij}, \quad \Omega(e_i, e_j) = \Omega(f_i, f_j) = 0.
\]
We will call such a basis symplectic.

Definition 2.1.9 (Symplectic subspace). A subspace \( W \subset V \) is called symplectic if \( \Omega \mid_W \) is nondegenerate.

Exercise 2.1.10. Show that the subspace given by the span of \( e_1 \) and \( f_1 \) is symplectic.

Definition 2.1.11 (Isotropic subspace). A subspace \( W \subset V \) is called isotropic if \( \Omega \mid_W = 0 \).

Exercise 2.1.12. Show that the subspace given by the span of \( e_1 \) and \( e_2 \) is isotropic.

Definition 2.1.13 (Symplectic orthogonal). Let \( W \subset V \) be a subspace of a symplectic vector space \((V, \Omega)\). The symplectic orthogonal of \( W \) is defined as
\[
W^\Omega := \{ v \in V \mid \Omega(v, u) = 0, \forall u \in W \}.
\]

Exercise 2.1.14. Show that \( (W^\Omega)^\Omega = W \).

Exercise 2.1.15. Show that a subspace \( W \subset V \) is isotropic if \( W \subseteq W^\Omega \). Moreover, show that if \( W \) is isotropic, then \( \dim W \leq \frac{1}{2} \dim V \).

Definition 2.1.16 (Coisotropic subspace). A subspace \( W \subset V \) of a symplectic vector space \((V, \Omega)\) is called coisotropic if
\[
W^\Omega \subseteq W.
\]

Exercise 2.1.17. Show that every codimension 1 subspace \( W \subset V \) is coisotropic.

Definition 2.1.18 (Lagrangian subspace). An isotropic subspace \( W \subset V \) of a symplectic vector space \((V, \Omega)\) is called Lagrangian if it is maximal, i.e. \( \dim W = \frac{1}{2} \dim V \).

Exercise 2.1.19. Show that a subspace \( W \subset V \) of a symplectic vector space \((V, \Omega)\) is Lagrangian if and only if \( W \) is isotropic and coisotropic if and only if \( W = W^\Omega \).

Definition 2.1.20 (Standard symplectic vector space). The standard symplectic vector space is defined as the vector space \( \mathbb{R}^{2n} \) endowed with the linear symplectic structure \( \Omega_0 \) defined such that the basis
\[
e_1 = (1,0,\ldots,0), \ldots, e_n = (0,\ldots,0,1,0,\ldots,0),
\]
\[
f_1 = (0,\ldots,0,1,0,\ldots,0), \ldots, f_n = (0,\ldots,0,1)
\]
is a symplectic basis.

Remark 2.1.21. We can extend \( \Omega_0 \) to other vectors by using its values on a basis and bilinearity.

Definition 2.1.22 (Linear symplectomorphism). A linear symplectomorphism \( \varphi \) between symplectic vector spaces \((V, \Omega)\) and \((V', \Omega')\) is a linear isomorphism \( \varphi : V \xrightarrow{\sim} V' \) such that
\[
\varphi^* \Omega' = \Omega.
\]
Remark 2.1.23. By definition we have 
\[(\varphi^*\Omega')(u, v) := \Omega'(\varphi(u), \varphi(v)).\]

Definition 2.1.24 (Symplectomorphic spaces). We call two symplectic vector spaces \((V, \Omega)\) and \((V', \Omega')\) symplectomorphic if there exists a symplectomorphism between them.

Exercise 2.1.25. Show that the relation of being symplectomorphic defines an equivalence relation in the set of all even-dimensional vector spaces. Moreover, show that every \(2^n\)-dimensional symplectic vector space \((V, \Omega)\) is symplectomorphic to the standard symplectic vector space \((\mathbb{R}^{2n}, \Omega_0)\).

2.1.3. Symplectic manifolds. Let \(\omega\) be a 2-form on a manifold \(M\). Note that for each point \(q \in M\), the map 
\[\omega_q: T_qM \times T_qM \rightarrow \mathbb{R}\]
is skew-symmetric bilinear on the tangent space \(T_qM\).

Definition 2.1.26 (Symplectic form). A 2-form \(\omega\) is called symplectic if \(\omega\) is closed and \(\omega_q\) is symplectic for all \(q \in M\).

Definition 2.1.27 (Symplectic manifold). A symplectic manifold is a pair \((M, \omega)\) where \(M\) is a manifold and \(\omega\) is a symplectic form.

Example 2.1.28. Let \(M = \mathbb{R}^{2n}\) with coordinates \(x_1, \ldots, x_n, y_1, \ldots, y_n\). Then one can check that the 2-form 
\[\omega_0 := \sum_{i=1}^{n} dx_i \wedge dy_i\]
is symplectic and that the set 
\[\left\{ \left( \frac{\partial}{\partial x_1} \right)_q, \ldots, \left( \frac{\partial}{\partial x_n} \right)_q, \left( \frac{\partial}{\partial y_1} \right)_q, \ldots, \left( \frac{\partial}{\partial y_n} \right)_q \right\}\]
defines a symplectic basis of \(T_qM\).

Example 2.1.29. Let \(M = \mathbb{C}^n\) with coordinates \(z_1, \ldots, z_n\). Then one can check that the 2-form 
\[\omega_0 := \frac{i}{2} \sum_{k=1}^{n} dz_k \wedge d\bar{z}_k\]
is symplectic. This is similar to Example 2.1.28 by the identification \(\mathbb{C}^n \cong \mathbb{R}^{2n}\) and \(z_k = x_k + iy_k\).

2.1.4. Symplectomorphisms.

Definition 2.1.30 (Symplectomorphism). Let \((M_1, \omega_1)\) and \((M_2, \omega_2)\) be \(2n\)-dimensional symplectic manifolds, and let \(\varphi: M_1 \rightarrow M_2\) be a a diffeomorphism. Then \(\varphi\) is called a symplectomorphism if 
\[\varphi^*\omega_2 = \omega_1.\]

Remark 2.1.31. Note that by definition we have 
\[(\varphi^*\omega_2)_q(u, v) = (\omega_2)_{\varphi(q)}(d_q\varphi(u), d_q\varphi(v)), \quad \forall u, v \in T_qM.\]
The classification of symplectic manifolds up to symplectomorphisms is an interesting problem. The next theorem takes care of this locally. In fact, as any $n$-dimensional manifold looks locally like $\mathbb{R}^n$, one can show that any $2n$-dimensional symplectic manifold $(M, \omega)$ is locally symplectomorphic to $(\mathbb{R}^{2n}, \omega_0)$. In particular, the dimension is the only local invariant of symplectic manifolds up to symplectomorphisms.

**Theorem 2.1.32 (Darboux [Dar82])**. Let $(M, \omega)$ be a $2n$-dimensional symplectic manifold and let $q \in M$. Then there is a coordinate chart $(\mathcal{U}, x_1, \ldots, x_n, y_1, \ldots, y_n)$ centered at $q$ such that on $\mathcal{U}$ we have

$$\omega = \sum_{i=1}^{n} dx_i \wedge dy_i.$$  

**Definition 2.1.33 (Darboux chart)**. A local coordinate chart $(\mathcal{U}, x_1, \ldots, x_n, y_1, \ldots, y_n)$ is called a Darboux chart.

**Remark 2.1.34**. The proof of Theorem 2.1.32 will be given later as an exercise (Exercise 2.5.11) for a simple application of another important theorem (Moser’s relative theorem).

**2.2. The cotangent bundle as a symplectic manifold**

Let $X$ be an $n$-dimensional manifold and let $M := T^*X$ be its cotangent bundle. Consider coordinate charts $(\mathcal{U}, x_1, \ldots, x_n)$ on $X$ with $x_i : \mathcal{U} \rightarrow \mathbb{R}$. Then at any $x \in \mathcal{U}$ we have a basis of $T^*_x X$ defined by the linear maps $dx_1, \ldots, dx_n$.

In particular, if $\xi \in T^*_x X$, then $\xi = \sum_{i=1}^{n} \xi_i dx_i$ for some $\xi_1, \ldots, \xi_n \in \mathbb{R}$. Note that this induces a map

$$T^*\mathcal{U} \rightarrow \mathbb{R}^{2n}$$

$$(x, \xi) \mapsto (x_1, \ldots, x_n, \xi_1, \ldots, \xi_n).$$

The chart $(T^*\mathcal{U}, x_1, \ldots, x_n, \xi_1, \ldots, \xi_n)$ is a coordinate chart of $T^*X$. The transition functions on the overlaps are smooth; given two charts $(\mathcal{U}, x_1, \ldots, x_n)$ and $(\mathcal{U}', x'_1, \ldots, x'_n)$ and $x \in \mathcal{U} \cap \mathcal{U}'$ with $\xi \in T^*_x X$, then

$$\xi = \sum_{i=1}^{n} \xi_i dx_i = \sum_{i,j} \xi_i \left( \frac{\partial}{\partial x_j} \right) dx'_{j} = \sum_{j=1}^{n} \xi'_j dx'_j,$$

where $\xi'_j = \sum_i \xi_i \left( \frac{\partial}{\partial x_j} \right)$ is smooth. Hence, $T^*X$ is a $2n$-dimensional manifold.

**2.2.1. Tautological and canonical forms in coordinates**. Consider a coordinate chart $(\mathcal{U}, x_1, \ldots, x_n)$ for $X$ with associated cotangent coordinates $(T^*\mathcal{U}, x_1, \ldots, x_n, \xi_1, \ldots, \xi_n)$. Define a 2-form $\omega$ on $T^*\mathcal{U}$ by

$$\omega := \sum_{i=1}^{n} dx_i \wedge d\xi_i.$$
we want to show that this expression is independent of the choice of coordinates. Indeed, consider the 1-form
\[ \alpha := \sum_{i=1}^{n} \xi_i dx_i, \]
and note that \( \omega = -d\alpha \). Let \((U, x_1, \ldots, x_n, \xi_1, \ldots, \xi_n)\) and \((U', x'_1, \ldots, x'_n, \xi'_1, \ldots, \xi'_n)\) be two coordinate charts on \( T^*X \). As we have seen, on the intersection \( U \cap U' \) they are related by \( \xi'_j = \sum_i \xi_i \left( \frac{\partial x'_j}{\partial x_i} \right) \). Since \( dx'_j = \sum_i \left( \frac{\partial x'_j}{\partial x_i} \right) dx_i \), we get
\[ \alpha = \sum_i \xi_i dx_i = \sum_j \xi'_j dx'_j = \alpha'. \]

Hence, since \( \alpha \) is intrinsically defined, so is \( \omega \). This finishes the claim.

**Definition 2.2.1 (Tautological form).** The 1-form \( \alpha \) is called *tautological form*.

**Remark 2.2.2.** The tautological form is sometimes also called *Liouville 1-form* and \( \omega = -d\alpha \) is often called *canonical symplectic form*.

**2.2.2. Coordinate-free construction.** Let use denote by
\[ (2.2.2) \quad \pi: M := T^*X \to X, \quad q = (x, \xi) \mapsto x \]
be the natural projection for \( \xi \in T^*_x X \). We define the tautological 1-form \( \alpha \) pointwise as
\[ \alpha_q = (d_q \pi)^* \xi \in T^*_q M. \]
where \((d_q \pi)^*\) denotes the transpose of \( d_q \pi \), i.e. \((d_q \pi)^* \xi = \xi \circ d_q \pi \). We have the three maps
\[ (2.2.3) \quad \pi: M := T^*X \to X, \]
\[ (2.2.4) \quad d_q \pi: T_q M \to T_x X, \]
\[ (2.2.5) \quad (d_q \pi)^*: T^*_x X \to T^*_q M. \]

In fact, we have
\[ \alpha_q(v) = \xi((d_q \pi)v), \quad \forall v \in T_q M. \]
The canonical symplectic form is then defined by
\[ \omega = -d\alpha. \]

**Exercise 2.2.3.** Show that the tautological form \( \alpha \) is uniquely characterized by the property that, for every 1-form \( \mu: X \to T^*X \) we have
\[ \mu^* \alpha = \mu. \]
2.2.3. Symplectic volume. Let \( V \) be a vector space of dimension \( \dim V < \infty \). Any skew-symmetric bilinear map \( \Omega \in \bigwedge^2 V^* \) is of the form
\[
\Omega = e_1^* \wedge f_1^* + \cdots + e_n^* \wedge f_n^*,
\]
where \( u_1^*, \ldots, u_k^*, e_1^*, \ldots, e_n^*, f_1^*, \ldots, f_n^* \) is a basis of \( V^* \) dual to the standard basis. Here we have set \( \dim V = k + 2n \). If \( \Omega \) is also nondegenerate, i.e. a symplectic form on a vector space \( V \) with \( \dim V = 2n \), then the \( n \)-th exterior power of
\[
\Omega^n := \underbrace{\Omega \wedge \cdots \wedge \Omega}_{n}
\]
does not vanish.

Exercise 2.2.4. Show that this also holds for the \( n \)-th exterior power \( \omega^n \) of a symplectic form \( \omega \) on a \( 2n \)-dimensional symplectic manifold \( (M, \omega) \). Deduce that it defines a volume form on \( M \).

Exercise 2.2.4 shows that any symplectic manifold \( (M, \omega) \) can be canonically oriented by the symplectic structure.

Definition 2.2.5 (Symplectic volume). Let \( (M, \omega) \) be a symplectic manifold. Then the form
\[
\frac{\omega^n}{n!}
\]
is called the symmetric volume of \( (M, \omega) \).

Remark 2.2.6. The symplectic volume is sometimes also called Liouville volume.

Exercise 2.2.7. Show that if, conversely, a given 2-form \( \Omega \in \bigwedge^2 V^* \) satisfies \( \Omega^n \neq 0 \), then \( \Omega \) is symplectic.

Exercise 2.2.8. Let \( (M, \omega) \) be a \( 2n \)-dimensional symplectic manifold. Show that, if \( M \) is compact, the de Rham cohomology class \( [\omega^n] \in H^{2n}(M) \) is non-zero. Hint: Use Stokes’ theorem. Conclude then that \( [\omega] \) is not exact and show that for \( n > 1 \), there are no symplectic structures on the sphere \( S^{2n} \).

2.3. Lagrangian submanifolds

2.3.1. Lagrangian submanifolds of \( T^*X \).

Definition 2.3.1 (Lagrangian submanifold). Let \( (M, \omega) \) be a \( 2n \)-dimensional symplectic manifold. A submanifold \( L \subset M \) is called Lagrangian if for any point \( q \in L \) we get that \( T_qL \) is a Lagrangian subspace of \( T_qM \).

Remark 2.3.2. Recall that this is equivalent to say that \( L \subset M \) is Lagrangian if and only if \( \omega_q|_{T_qL} = 0 \) and \( \dim T_qL = \frac{1}{2} \dim T_qM \) for all \( q \in L \). Equivalently, if \( i: L \hookrightarrow M \) denotes the inclusion of \( L \) into \( M \), then \( L \) is Lagrangian if and only if \( i^* \omega = 0 \) and \( \dim L = \frac{1}{2} \dim M \).

Let \( X \) be an \( n \)-dimensional manifold and let \( M := T^*X \) be its cotangent bundle. Consider coordinates \( x_1, \ldots, x_n \) on \( U \subseteq X \) with cotangent coordinates \( x_1, \ldots, x_n, \xi_1, \ldots, \xi_n \) on \( T^*U \), then the tautological 1-form on \( T^*X \) is given by
\[
\alpha = \sum_i \xi_i dx_i
\]
and the canonical 2-form on $T^*X$ is
\[ \omega = -d\alpha = \sum_i dx_i \wedge d\xi_i. \]

### 2.3.2. Conormal bundle

Let $S$ be any $k$-dimensional submanifold of $X$.

**Definition 2.3.3 (Conormal space).** The conormal space at $x \in S$ is defined by
\[ N^*_x S := \{ \xi \in T^*_x X \mid \xi(v) = 0, \forall v \in T_x S \}. \]

**Definition 2.3.4 (Conormal bundle).** The conormal bundle of $S$ is
\[ N^* S = \{ (x, \xi) \in T^* X \mid x \in S, \xi \in N^*_x S \}. \]

**Exercise 2.3.5.** Show that the conormal bundle $N^* S$ is an $n$-dimensional submanifold of $T^* X$.

**Proposition 2.3.6.** Let $i: N^* S \hookrightarrow T^* X$ be the inclusion, and let $\alpha$ be the tautological 1-form on $T^* X$. Then
\[ i^* \alpha = 0. \]

**Definition 2.3.7 (Adapted coordinate chart).** A coordinate chart $(U, x_1, \ldots, x_n)$ on $X$ is said to be adapted to a $k$-dimensional submanifold $S \subset X$ if $S \cap U$ is described by $x_{k+1} = \cdots = x_n = 0$.

**Proof of Proposition 2.3.6.** Let $(U, x_1, \ldots, x_n)$ be a coordinate system on $X$ centered at $x \in S$ and adapted to $S$, so that $U \cap S$ is described by $x_{k+1} = \cdots = x_n = 0$. Let $(T^* U, x_1, \ldots, x_n, \xi_1, \ldots, \xi_n)$ be the associated cotangent coordinate system. The submanifold $N^* S \cap T^* U$ is then described by
\[ x_{k+1} = \cdots = x_n = 0, \]
\[ \xi_1 = \cdots = \xi_k = 0. \]

Since $\alpha = \sum_i \xi_i dx_i$ on $T^* U$, we conclude that for $p \in N^* S$ we get
\[ (i^* \alpha)_p = \alpha_{p|T_p(N^* S)} = \sum_{i > k} \xi_i dx_i \bigg|_{\text{span}(\frac{\partial}{\partial x_i})_{i \leq k}} = 0. \]

\[ \square \]

**Definition 2.3.8 (Zero section).** The zero section of $T^* X$ is defined by
\[ X_0 := \{ (x, \xi) \in T^* X \mid \xi = 0 \in T^*_x X \}. \]

**Exercise 2.3.9.** Let $i_0: X_0 \hookrightarrow T^* X$ be the inclusion of the zero section and let $\omega = -d\alpha$ be the canonical symplectic form on $T^* X$. Show that $i_0^* \omega$ and $X_0$ are Lagrangian submanifolds of $T^* X$.

**Corollary 2.3.10.** For any submanifold $S \subset X$, the conormal bundle $N^* S$ is a Lagrangian submanifold of $T^* X$.

**Exercise 2.3.11.** prove Corollary 2.3.10.

**Remark 2.3.12.** If $S = \{ x \} \subset X$, then the conormal bundle is given by a cotangent fiber $N^* S = T^*_x X$. If $S = X$, then the conormal bundle is the zero section of $T^* X$, i.e. $N^* S = X_0$.  

2.3. Applications to symplectomorphisms. Let \((M_1, \omega_1)\) and \((M_2, \omega_2)\) be two \(2n\)-dimensional symplectic manifolds. Given a diffeomorphism \(\varphi: M_1 \xrightarrow{\sim} M_2\), when is it a symplectomorphism? Equivalently, when do we have

\[ \varphi^\ast \omega_2 = \omega_1? \]  

Consider two projection maps

\[
\begin{array}{ccc}
M_1 \times M_2 & \xrightarrow{\varphi} & M_2 \\
pr_1 & & \text{pr}_2
\end{array}
\]

Then

\[ \omega := (\text{pr}_1)^\ast \omega_1 + (\text{pr}_2)^\ast \omega_2 \]

is a 2-form on \(M_1 \times M_2\) which is closed:

\[ d\omega = (\text{pr}_1)^\ast d\omega_1 + (\text{pr}_2)^\ast d\omega_2 = 0, \]

and symplectic:

\[ \omega^{2n} = \binom{2n}{n} ( (\text{pr}_1)^\ast \omega_1 )^n \wedge ( (\text{pr}_2)^\ast \omega_2 )^n \neq 0. \]

Note that for all \(\lambda_1, \lambda_2 \in \mathbb{R}\) we get that

\[ \lambda_1 (\text{pr}_1)^\ast \omega_1 + \lambda_2 (\text{pr}_2)^\ast \omega_2 \]

is a symplectic form on \(M_1 \times M_2\). The \textit{twisted product form} on \(M_1 \times M_2\) is obtained by taking \(\lambda_1 = 1\) and \(\lambda_2 = -1\). Namely,

\[ \tilde{\omega} = (\text{pr}_1)^\ast \omega_1 - (\text{pr}_2)^\ast \omega_2. \]

For a diffeomorphism \(\varphi: M_1 \xrightarrow{\sim} M_2\), we define its \textit{graph} by

\[
\Gamma_{\varphi} := \text{Graph } \varphi = \{ (q, \varphi(q)) \mid q \in M_1 \} \subset M_1 \times M_2.
\]

\textbf{Remark 2.3.13.} Note that \(\dim \Gamma_{\varphi} = 2n\) and that \(\Gamma_{\varphi}\) is the embedded image of \(M_1\) in \(M_1 \times M_2\). The embedding is given by the map

\[
\gamma: M_1 \to M_1 \times M_2, \\
q \mapsto (q, \varphi(q)).
\]

\textbf{Proposition 2.3.14.} A diffeomorphism \(\varphi\) is a symplectomorphism if and only if \(\Gamma_{\varphi}\) is a Lagrangian submanifold of \((M_1 \times M_2, \tilde{\omega})\).

\textbf{Proof.} The graph \(\Gamma_{\varphi}\) is Lagrangian if and only if \(\gamma^\ast \tilde{\omega} = 0\). But we have

\[
\gamma^\ast \tilde{\omega} = \gamma^\ast (\text{pr}_1)^\ast \omega_1 - \gamma^\ast (\text{pr}_2)^\ast \omega_2 = (\text{pr}_1 \circ \gamma)^\ast \omega_1 - (\text{pr}_2 \circ \gamma)^\ast \omega_2,
\]

where \(\text{pr}_1 \circ \gamma\) is the identity map on \(M_1\) whereas \(\text{pr}_2 \circ \gamma = \varphi\). Hence

\[
\gamma^\ast \tilde{\omega} = 0 \iff \varphi^\ast \omega_2 = \omega_1.
\] 

\[ \square \]
2. SYMPLECTIC GEOMETRY

2.4. Local theory

2.4.1. Isotopies and vector fields. Let $M$ be a manifold and $\rho: M \times \mathbb{R} \to M$ a map with $\rho_t(q) := \rho(q, t)$.

**Definition 2.4.1 (Isotopy).** The map $\rho$ is an *isotopy* if each $\rho_t: M \to M$ is a diffeomorphism and $\rho_0 = id_M$.

Given an isotopy $\rho$, we can construct a *time-dependent* vector field. This means that we get a family of vector fields $X_t$ for $t \in \mathbb{R}$, which at $q \in M$ satisfy\
\[ X_t(q) = \left. \frac{d}{ds} \rho_s(p) \right|_{s=t}, \quad \forall p = \rho_t^{-1}(q). \]

Basically, this means
\[ (2.4.1) \quad \frac{d\rho_t}{dt} = X_t \circ \rho_t. \]

Conversely, let $X_t$ be a time-dependent vector field and assume either that $M$ is compact or $X_t$ is compactly supported for all $t$. Then there exists an isotopy $\rho$ satisfying (2.4.1).

Moreover, if $M$ is compact, we have a one-to-one correspondence\
\[
\{\text{isotopies of } M\} \leftrightarrow \{\text{time-dependent vector fields on } M\},
\]
\[(\rho_t)_{t \in \mathbb{R}} \leftrightarrow (X_t)_{t \in \mathbb{R}}.\]

**Definition 2.4.2 (Exponential map).** If a vector field $X_t = X$ is time-independent, we call the associated isotopy the *exponential map* of $X$ and we denote it by $\exp tX$.

**Remark 2.4.3.** Note that the family $\{\exp tX: M \to M \mid t \in \mathbb{R}\}$ is the unique smooth family of diffeomorphisms satisfying the Cauchy problem
\[
\exp tX|_{t=0} = \text{id}_M,
\]
\[
\frac{d}{dt}(\exp tX)(q) = X(\exp tX(q)).
\]

**Remark 2.4.4.** The exponential map is the same as the *flow* of a vector field (see Section 1.2, Definition 1.2.24). The flow of a time-dependent vector field is given by the corresponding isotopy.

**Exercise 2.4.5.** Show that for a time-dependent vector field $X_t$ and $\omega \in \Omega^s(M)$ we have
\[ (2.4.2) \quad \frac{d}{dt} \rho_t^* \omega = \rho_t^* L_{X_t} \omega, \]
where $\rho$ is the (local) isotopy generated by $X_t$.

**Proposition 2.4.6.** For a smooth family $(\omega_t)_{t \in \mathbb{R}}$ of $s$-forms, we have
\[ (2.4.3) \quad \frac{d}{dt} \rho_t^* \omega_t = \rho_t^* \left( L_{X_t} \omega_t + \frac{d}{dt} \omega_t \right). \]

**Remark 2.4.7.** Equation (2.4.3) will turn out to be very useful for the proof of Moser’s theorem (see Section 2.5, Theorem 2.5.6).
Proof of Proposition 2.4.6. If \( f(x,y) \) is a real function of two variables, we can use the chain rule to get
\[
\frac{d}{dt} f(t, t) = \frac{d}{dx} f(x, t) \bigg|_{x=t} + \frac{d}{dy} f(t, y) \bigg|_{y=t}.
\]
Hence, we get
\[
\frac{d}{dt} \rho^*_t \omega_t = \left. \frac{d}{dx} \rho^*_x \omega_t \right|_{x=t} + \left. \frac{d}{dy} \rho^*_y \omega_y \right|_{y=t} = \rho^*_t \left( L_{\xi_t} \omega_t + \frac{d}{dt} \omega_t \right).
\]
\[\square\]

2.4.2. Tubular neighborhood theorem. Let \( M \) be an \( n \)-dimensional manifold and let \( X \subset M \) be a \( k \)-dimensional submanifold and consider the inclusion map
\[
i: X \hookrightarrow M.
\]
By the differential of the inclusion \( di_x: T_x X \hookrightarrow T_x M \), we have an inclusion of the tangent space of \( X \) at a point \( x \in X \) into the tangent space of \( M \) at the point \( x \).

Definition 2.4.8 (Normal space). The normal space to \( X \) at the point \( x \in X \) is given by the \((n-k)\)-dimensional vector space defined by the quotient
\[
N_x X := T_x M / T_x X.
\]

Definition 2.4.9 (Normal bundle). The normal bundle is then given by
\[
NX := \{ (x, v) \mid x \in X, v \in N_x X \}.
\]

Remark 2.4.10. Using the natural projection, \( NX \) is a vector bundle over \( X \) of rank \( n-k \) and hence as a manifold it is \( n \)-dimensional. The zero section of \( NX \)
\[
i_0: X \hookrightarrow NX,
\]
\[
x \mapsto (x, 0),
\]
embeds \( X \) as a closed submanifold of \( NX \).

Definition 2.4.11 (Convex neighborhood). A neighborhood \( U_0 \) of the zero section \( X \) in \( NX \) is called convex if the intersection \( U_0 \cap N_x X \) with each fiber is convex.

Theorem 2.4.12 (Tubular neighborhood theorem). There exists a convex neighborhood \( U_0 \) of \( X \) in \( NX \), a neighborhood \( U \) of \( X \) in \( M \), and a diffeomorphism \( \varphi: U_0 \rightarrow U \) such that the following diagram commutes:
\[
\begin{array}{ccc}
NX \supseteq U_0 & \xrightarrow{\varphi} & U \subseteq M \\
\downarrow i_0 & & \downarrow i \\
X & &
\end{array}
\]

Remark 2.4.13. Restricting to the subset \( U_0 \subseteq NX \), we obtain a submersion \( U_0 \xrightarrow{\pi_0} X \) with all fibers \( \pi_0^{-1}(x) \) convex. We can extend this fibration to \( U \) by setting \( \pi := \pi_0 \circ \varphi^{-1} \) such that if \( NX \supseteq U_0 \xrightarrow{\pi_0} X \) is a fibration, then \( M \supseteq U \xrightarrow{\pi} X \) is a fibration. This is called the tubular neighborhood fibration.
2.4.3. Homotopy formula. Let $\mathcal{U}$ be a tubular neighborhood of a submanifold $X \subset M$. The restriction of de Rham cohomology groups
\[
i^*: H^s(\mathcal{U}) \to H^s(X)
\]
by the inclusion map is surjective. By the tubular neighborhood fibration, $i^*$ is also injective since the de Rham cohomology is homotopy invariant. In fact, we have the following corollary:

**Corollary 2.4.14.** For any degree $s$ we have
\[
H^s(\mathcal{U}) \cong H^s(X).
\]

**Remark 2.4.15.** Corollary 2.4.14 says that if $\omega$ is a closed $s$-form on $\mathcal{U}$ and $i^*\omega$ is exact on $X$, then $\omega$ is exact.

**Proposition 2.4.16.** If a closed $s$-form $\omega$ on $\mathcal{U}$ has restriction $i^*\omega = 0$, then $\omega$ is exact, i.e. $\omega = d\mu$ for some $\mu \in \Omega^{s-1}(\mathcal{U})$. Moreover, we can choose $\mu$ such that $\mu_x = 0$ for all $x \in X$.

**Proof.** By using the map $\varphi: \mathcal{U}_0 \hookrightarrow \mathcal{U}$, we can work over $\mathcal{U}_0$. For $t \in [0, 1]$, define a map
\[
r_t: \mathcal{U}_0 \to \mathcal{U}_0,
\]
\[
(x, v) \mapsto (x, tv).
\]
This is well-defined since $\mathcal{U}_0$ is convex. The map $r_1$ is the identity and $r_0 = i_0 \circ \pi_0$. Moreover, each $r_t$ fixes $X$, i.e. $r_t \circ i_0 = i_0$. Hence, we say that the family $(r_t)_{t \in [0,1]}$ is a homotopy from $i_0 \circ \pi_0$ to the identity fixing $X$. The map $\pi_0$ is called retraction because $\pi_0 \circ i_0$ is the identity. The submanifold $X$ is then called a deformation retract of $\mathcal{U}$.

A (de Rham) homotopy operator between $\rho_0 = i_0 \circ \pi_0$ and $\rho_1 = \text{id}$ is a linear map
\[
Q: \Omega^s(\mathcal{U}_0) \to \Omega^{s-1}(\mathcal{U}_0)
\]
satisfying the homotopy formula
\[
(2.4.4) \quad \text{id} - (i_0 \circ \pi_0)^* = dQ + Qd.
\]
When $d\omega = 0$ and $i_0^*\omega = 0$, the operator $Q$ gives $\omega = dQ\omega$, so that we can take $\mu = Q\omega$. A concrete operator $Q$ is given by the formula
\[
(2.4.5) \quad Q\omega = \int_0^1 \rho_t^*(i_{X_t}\omega)dt,
\]
where $X_t$, at the point $p = \rho_t(q)$, is the vector tangent to the curve $\rho_s(q)$ at $s = t$. We claim that the operator (2.4.5) satisfies the homotopy formula. Indeed, we compute
\[
Qd\omega + dQ\omega = \int_0^1 \rho_t^*(i_{X_t}d\omega)dt + d\int_0^1 \rho_t^*(i_{X_t}\omega)dt = \int_0^1 \rho_t^*(i_{X_t}d\omega + dL_{X_t}\omega)dt.
\]
Hence the result follows from (2.4.2) and the fundamental theorem of analysis:
\[
Qd\omega + dQ\omega = \int_0^1 \frac{d}{dt}\rho_t^*\omega dt = \rho_1^*\omega - \rho_0^*\omega.
\]
This completes the proof since, for our case, we have that $\rho_t(x) = x$ is a constant curve for all $x \in X$ and for all $t$, so $X_t$ vanishes at all $x$ and all $t$. Hence, $\mu_x = 0$. □
2.5. Moser’s theorem

2.5.1. Equivalences for symplectic structures. Let $M$ be a $2n$-dimensional manifold with two symplectic forms $\omega_0$ and $\omega_1$, so that $(M, \omega_0)$ and $(M, \omega_1)$ are two symplectic manifolds.

**Definition 2.5.1 (Symplectomorphic).** $(M, \omega_0)$ and $(M, \omega_1)$ are symplectomorphic if there is a diffeomorphism $\varphi: M \rightarrow M$ with $\varphi^* \omega_1 = \omega_0$.

**Definition 2.5.2 (Strongly isotopic).** $(M, \omega_0)$ and $(M, \omega_1)$ are strongly isotopic if there is an isotopy $\rho_t: M \rightarrow M$ such that $\rho_1^* \omega_1 = \omega_0$.

**Definition 2.5.3 (Deformation-equivalent).** $(M, \omega_0)$ and $(M, \omega_1)$ are deformation-equivalent if there is a smooth family $\omega_t$ of symplectic forms joining $\omega_0$ to $\omega_1$.

**Definition 2.5.4 (Isotopic).** $(M, \omega_0)$ and $(M, \omega_1)$ are isotopic if they are deformation-equivalent with the de Rham cohomology classes $[\omega_1]$ independent of $t$.

**Remark 2.5.5.** We have strongly isotopic $\iff$ symplectomorphic, and isotopic $\iff$ deformation-equivalent. Moreover, we have strongly isotopic $\implies$ isotopic, because if $\rho_t: M \rightarrow M$ is an isotopy such that $\rho_1^* \omega_1 = \omega_0$, then the set $\omega_t := \rho_t^* \omega_1$ is a smooth family of symplectic forms joining $\omega_1$ to $\omega_0$ and $[\omega_t] = [\omega_1]$ for all $t$ by the homotopy invariance of the de Rham cohomology.

2.5.2. Moser’s trick. Consider the following problem: Let $M$ be a $2n$-dimensional manifold and let $X \subset M$ be a $k$-dimensional submanifold. Moreover, consider neighborhoods $U_0$ and $U_1$ of $X$ and symplectic forms $\omega_0$ and $\omega_1$ on $U_0$ and $U_1$ respectively. Does there exist a symplectomorphism preserving $X$? More precisely, does there exist a diffeomorphism $\varphi: U_0 \rightarrow U_1$ with $\varphi^* \omega_1 = \omega_0$ and $\varphi(X) = X$?

We want to consider the extreme case when $X = M$ and we consider $M$ to be compact with symplectic forms $\omega_0$ and $\omega_1$. So the question will change to: are $(M, \omega_0)$ and $(M, \omega_1)$ symplectomorphic, i.e. does there exist a diffeomorphism $\varphi: M \rightarrow M$ such that $\varphi^* \omega_1 = \omega_0$? Moser’s question was whether we can find such a $\varphi$ which is homotopic to the identity on $M$. A necessary condition is

$$[\omega_0] = [\omega_1] \in H^2(M)$$

because if $\varphi \sim \text{id}_M$ then, by the homotopy formula (2.4.4), there exists a homotopy operator $Q$ such that

$$(\text{id}_M)^* \omega_1 - \varphi^* \omega_1 = dQ \omega_1 + Q \underbrace{d\omega_1}_{=0}.$$  

Thus, we get

$$\omega_1 = \varphi^* \omega_1 + dQ \omega_1$$

and hence

$$[\omega_1] = [\varphi^* \omega_1] = [\omega_0].$$

So we ask ourselves whether, if $[\omega_0] = [\omega_1]$, there exist a diffeomorphism $\varphi$ homotopic to $\text{id}_M$ such that $\varphi^* \omega_1 = \omega_0$. In [Mos65], Moser proved that, with certain assumptions, this is true. Later, McDuff showed that, in general, this is not true by constructing a counterexample [MS95, Example 7.23].
THEOREM 2.5.6 (Moser (version I) [Mos65]). Suppose that $M$ is compact, $[\omega_0] = [\omega_1]$ and that the 2-form $\omega_t = (1 - t)\omega_0 + t\omega_1$ is symplectic for all $t \in [0, 1]$. Then there exists an isotopy $\rho: M \times \mathbb{R} \to M$ such that $\rho_t^* \omega_t = \omega_0$.

REMARK 2.5.7. In particular, $\varphi := \rho_t: M \to M$ satisfies $\varphi^* \omega_1 = \omega_0$.

The argument for the proof is known as Moser’s trick.

PROOF OF THEOREM 2.5.6. Suppose that there exists an isotopy $\rho: M \times \mathbb{R} \to M$ such that $\rho_t^* \omega_t = \omega_0$ for $t \in [0, 1]$. Let

$$X_t := \frac{d\rho_t}{dt} \circ \rho_t^{-1}, \quad \forall t \in \mathbb{R}.$$ 

Then

$$0 = \frac{d}{dt}(\rho_t^* \omega_t) = \rho_t^* \left( L_{X_t} \omega_t + \frac{d}{dt} \omega_t \right)$$

which is equivalent to

$$(2.5.1) \quad L_{X_t} \omega_t + \frac{d}{dt} \omega_t = 0.$$ 

Suppose conversely that we can find a smooth time-dependent vector field $X_t$ for $t \in \mathbb{R}$, such that (2.5.1) holds for $t \in [0, 1]$. Since $M$ is compact, we can integrate $X_t$ to an isotopy $\rho: M \times \mathbb{R} \to M$ with

$$\frac{d}{dt}(\rho_t^* \omega_t) = 0,$$

which implies that

$$\rho_t^* \omega_t = \rho_0^* \omega_0 = \omega_0.$$ 

This means that everything reduces to solving (2.5.1) for $X_t$. First, note that, from $\omega_t = (1 - t)\omega_0 + t\omega_1$, we get

$$\frac{d}{dt} \omega_t = \omega_1 - \omega_0.$$ 

Second, since $[\omega_0] = [\omega_1]$, there is a 1-form $\mu$ such that

$$\omega_1 - \omega_0 = d\mu.$$ 

Third, by Cartan’s magic formula (1.3.5), we have

$$L_{X_t} \omega_t = d\iota_{X_t} \omega_t + \iota_{X_t} d\omega_t.$$ 

putting everything together, we need to find $X_t$ such that

$$d\iota_{X_t} \omega_t + d\mu = 0.$$ 

Clearly, it is sufficient to solve

$$\iota_{X_t} \omega_t + \mu = 0.$$ 

By nondegeneracy of $\omega_t$, we can solve this pointwise to obtain a unique (smooth) $X_t$.

□

THEOREM 2.5.8 (Moser (version II) [Mos65]). Let $M$ be a compact manifold with symplectic forms $\omega_0$ and $\omega_1$. Suppose that $(\omega_t)_{t \in [0, 1]}$ is a smooth family of closed 2-forms joining $\omega_0$ and $\omega_1$ and satisfying:
(1) (cohomology assumption) \([\omega_t]\) is independent of \(t\), i.e.
\[
\frac{d}{dt}[\omega_t] = \left[\frac{d}{dt}\omega_t\right] = 0,
\]
(2) (nondegeneracy condition) \(\omega_t\) is nondegenerate for all \(t \in [0, 1]\).

Then there exists an isotopy \(\rho: M \times \mathbb{R} \to M\) such that
\[
\rho_t^*\omega_t = \omega_0, \quad \forall t \in [0, 1].
\]

Proof (Moser’s trick). We have the following implications: Condition (1) implies that there exists a family of 1-forms \(\mu_t\) such that
\[
\frac{d}{dt}\omega_t = d\mu_t, \quad \forall t \in [0, 1].
\]
Indeed, we can find a smooth family of 1-forms \(\mu_t\) such that \(\frac{d}{dt}\omega_t = d\mu_t\). The argument uses a combination of the Poincaré lemma for compactly-supported forms and the Mayer–Vietoris sequence in order to use induction on the number of charts in a good cover of \(M\) (see [BT82] for a detailed discussion of the Poincaré lemma and the Mayer–Vietoris construction).

Condition (2) implies that there exists a unique family of vector fields \(X_t\) such that
\[
(2.5.2) \quad \iota_{X_t}\omega_t + \mu_t = 0.
\]
Equation (2.5.1) is called Moser’s equation. We can extend \(X_t\) to all \(t \in \mathbb{R}\). Let \(\rho\) be the isotopy generated by \(X_t\) (\(\rho\) exists by compactness of \(M\)). Then, using Cartan’s magic formula and Moser’s equation, we indeed have
\[
\frac{d}{dt}(\rho_t^*\omega_t) = \rho_t^* \left( L_{X_t}\omega_t + \frac{d}{dt}\omega_t \right) = \rho_t^*(d\iota_{X_t}\omega_t + d\mu_t) = 0.
\]
□

Remark 2.5.9. Note that we have used compactness of \(M\) to be able to integrate \(X_t\) for all \(t \in \mathbb{R}\). If \(M\) is not compact, we need to check the existence of a solution \(\rho_t\) for the differential equation
\[
\frac{d}{dt}\rho_t = X_t \circ \rho_t, \quad \forall t \in [0, 1].
\]

Theorem 2.5.10 (Moser (relative version) [Mos65]). Let \(M\) be a manifold, \(X\) a compact submanifold of \(M\), \(i: X \hookrightarrow M\) the inclusion map, \(\omega_0\) and \(\omega_1\) two symplectic forms on \(M\). Then if \(\omega_0|_q = \omega_1|_q\) for all \(q \in X\), we get that there exist neighborhoods \(U_0, U_1\) of \(X\) in \(M\) and a diffeomorphism \(\varphi: U_0 \to U_1\) such that \(\varphi^*\omega_1 = \omega_0\) and the following diagram commutes:

\[
\begin{array}{ccc}
U_0 & \xrightarrow{\varphi} & U_1 \\
\downarrow{i} & & \downarrow{i} \\
X & & X
\end{array}
\]

Proof. Choose a tubular neighborhood \(U_0\) of \(X\). The 2-form \(\omega_1 - \omega_0\) is closed on \(U_0\) and \((\omega_1 - \omega_0)|_q = 0\) for all \(q \in X\). By the homotopy formula on the tubular neighborhood, there exists a 1-form \(\mu\) on \(U_0\) such that \(\omega_1 - \omega_0 = d\mu\) and \(\mu_q = 0\) at all \(q \in X\). Consider a family \(\omega_t = (1 - t)\omega_0 + t\omega_1 = \omega_0 + t\mu\) of closed 2-forms on \(U_0\). Shrinking \(U_0\) if necessary,
we can assume that \( \omega_t \) is symplectic for \( t \in [0,1] \). Then we can solve Moser’s equation \( \iota_X \omega_t = -\mu \) and note that \( X_t|_X = 0 \). Shrinking \( U_0 \) again if necessary, there is an isotopy \( \rho: U_0 \times [0,1] \to M \) with \( \rho_t^* \omega_t = \omega_0 \) for all \( t \in [0,1] \). Since \( X_t|_X = 0 \), we have \( \rho_t|_X = \text{id}_X \). Then we can set \( \varphi := \rho_1 \) and \( U_1 := \rho_1(U_0) \). \( \square \)

Exercise 2.5.11. Prove Darboux’s theorem (Theorem 2.1.32) by using the relative version of Moser’s theorem for \( X = \{q\} \).

2.6. Weinstein tubular neighborhood theorem

2.6.1. Weinstein Lagrangian neighborhood theorem.

Theorem 2.6.1 (Weinstein Lagrangian neighborhood theorem\cite{Wei71}). Let \( M \) be a 2n-dimensional manifold, \( X \) a compact n-dimensional submanifold \( i: X \hookrightarrow M \) the inclusion map, and \( \omega_0 \) and \( \omega_1 \) symplectic forms on \( M \) such that \( i^* \omega_0 = i^* \omega_1 = 0 \), i.e. \( X \) is a Lagrangian submanifold of both \((M,\omega_0)\) and \((M,\omega_1)\). Then there exists neighborhoods \( U_0 \) and \( U_1 \) of \( X \) in \( M \) and a diffeomorphism \( \varphi: U_0 \to U_1 \) such that \( \varphi^* \omega_1 = \omega_0 \) and the following diagram commutes:

\[
\begin{array}{ccc}
U_0 & \xrightarrow{\varphi} & U_1 \\
\downarrow{i} & & \downarrow{i} \\
X & & X
\end{array}
\]

Theorem 2.6.2 (Whitney extension theorem\cite{Whi34}). Let \( M \) be an n-dimensional manifold and \( X \) a k-dimensional submanifold with \( k < n \). Suppose that at each \( q \in X \) we are given a linear isomorphism \( L_q: T_q M \to T_q M \) such that \( L_q|_{T_q X} = \text{id}_{T_q X} \) and \( L_q \) depends smoothly on \( q \). Then there exists an embedding \( h: N \to M \) of some neighborhood \( N \) of \( X \) in \( M \) such that \( h|_X = \text{id}_X \) and \( d_q h = L_q \) for all \( q \in X \).

Proof of Theorem 2.6.1. Let \( g \) be a Riemannian metric on \( M \), i.e. at each \( q \in M \) we get that \( g_q \) is a positive-definite inner product. Fix \( q \in X \) and let \( V := T_q M \) and \( W := U^\perp \) be the orthogonal complement of \( U \) in \( V \) relative to \( g_q \). Since \( i^* \omega_0 = i^* \omega_1 = 0 \), the space \( U \) is a Lagrangian subspace of both \((V,\omega_0|_q)\) and \((V,\omega_1|_q)\). By the symplectic linear algebra, we can canonically get from \( U^\perp \) a linear isomorphism \( L_q: T_q M \to T_q M \) such that \( L_q|_{T_q X} = \text{id}_{T_q X} \) and \( L^*_q \omega_1|_q = \omega_0|_q \). Note that \( L_q \) varies smoothly with respect to \( q \) since the construction is canonical. By the Whitney extension theorem, there exists a neighborhood \( N \) of \( X \) and an embedding \( h: N \to X \) with \( h|_X = \text{id}_X \) and \( d_q h = L_q \) for \( q \in X \). Hence, at any \( q \in X \), we have

\[
(h^* \omega_1)_q = (d_q h)^* \omega_1|_q = L^*_q \omega_1|_q = \omega_0|_q.
\]

Applying the relative version of Moser’s theorem to \( \omega_0 \) and \( h^* \omega_1 \), we find a neighborhood \( U_0 \) of \( X \) and an embedding \( f: U_0 \to N \) such that \( f|_X = \text{id}_X \) and \( f^*(h^* \omega_1) = \omega_0 \) on \( U_0 \). Then we can set \( \varphi := h \circ f \). \( \square \)

Theorem 2.6.3 (Coisotropic embedding theorem). Let \( M \) be a 2n-dimensional manifold, \( X \) a k-dimensional submanifold with \( k < n \), \( i: X \hookrightarrow M \) the inclusion map and \( \omega_0 \) and \( \omega_1 \) two symplectic forms on \( M \) such that \( i^* \omega_0 = i^* \omega_1 \) with \( X \) being coisotropic for both \((M,\omega_0)\)
and $(M,\omega_1)$. Then there exist neighborhoods $U_0$ and $U_1$ of $X$ in $M$ and a diffeomorphism $\varphi: U_0 \to U$ such that $\varphi^*\omega_1 = \omega_0$ and the following diagram commutes:

$$
\begin{array}{ccc}
U_0 & \xrightarrow{\varphi} & U_1 \\
\downarrow{i_0} & & \downarrow{i_1} \\
X & & \\
\end{array}
$$

Exercise 2.6.4. Prove Theorem 2.6.3. Hint: See [Wei77] for some inspiration and [GS77; Got82] for a proof.

2.6.2. Weinstein tubular neighborhood theorem.

Theorem 2.6.5 (Weinstein tubular neighborhood theorem [Wei71]). Let $(M,\omega)$ be a symplectic manifold, $X$ a compact Lagrangian submanifold of $M$, $\omega_0$ the canonical symplectic form on $T^*X$, $i_0: X \hookrightarrow T^*X$ the Lagrangian embedding as the zero section, and $i: X \hookrightarrow M$ the Lagrangian embedding given by the inclusion. Then there exist neighborhoods $U_0$ of $X$ in $T^*X$, $U$ of $X$ in $M$ and a diffeomorphism $\varphi: U_0 \to U$ such that $\varphi^*\omega = \omega_0$ and the following diagram commutes:

$$
\begin{array}{ccc}
U_0 & \xrightarrow{\varphi} & U \\
\downarrow{i_0} & & \downarrow{i} \\
X & & \\
\end{array}
$$

Remark 2.6.6. A similar statement for isotropic submanifolds was also proved by Weinstein in [Wei77; Wei81].

Proof of Theorem 2.6.5. The proof uses the tubular neighborhood theorem and the Weinstein Lagrangian neighborhood theorem. We first use the tubular neighborhood theorem. Since $NX \cong T^*X$, we can find a neighborhood $N_0$ of $X$ in $T^*X$, a neighborhood $N$ of $X$ in $M$ and a diffeomorphism $\psi: N_0 \to N$ such that the following diagram commutes:

$$
\begin{array}{ccc}
N_0 & \xrightarrow{\psi} & N \\
\downarrow{i_0} & & \downarrow{i} \\
X & & \\
\end{array}
$$

Let $\omega_0$ be the canonical symplectic form on $T^*X$ and $\omega_1 := \psi^*\omega$. Note that $\omega_0$ and $\omega_1$ are symplectic forms on $N_0$. The submanifold $X$ is Lagrangian for both $\omega_0$ and $\omega_1$. Now we use the Weinstein Lagrangian neighborhood theorem. There exist neighborhoods $U_0$ and $U_1$ of $X$ in $N_0$ and a diffeomorphism $\theta: U_0 \to U_1$ such that $\theta^*\omega_1 = \omega_0$ and the following diagram commutes:

$$
\begin{array}{ccc}
U_0 & \xrightarrow{\theta} & U_1 \\
\downarrow{i_0} & & \downarrow{i_0} \\
X & & \\
\end{array}
$$

Now we can take $\varphi = \psi \circ \theta$ and $U_1 = \varphi(U_0)$. It is easy to check $\varphi^*\omega = \theta^*\psi^*\omega = \omega_0$. \qed
2.6.3. Application.

Definition 2.6.7 (C¹-topology). Let \( X \) and \( Y \) be two manifolds. A sequence of \( C^1 \) maps \( f_i : X \rightarrow Y \) is said to converge in the \( C^1 \)-topology to a map \( f : X \rightarrow Y \) if and only if the sequence \((f_i)\) itself and the sequence of the differentials \( df_i : TX \rightarrow TY \) converge uniformly on compact sets.

Remark 2.6.8. Let \((M, \omega)\) be a symplectic manifold. Note that the graph of the identity map, denoted by \( \Delta := \Gamma_{\text{id}_M} \) (recall Equation (2.3.1) for the definition), is a Lagrangian submanifold of \((M \times M, (pr_1)^* \omega - (pr_2)^* \omega)\) (see also Proposition 2.3.14). Moreover, we say that \( f \) is \( C^1 \)-close to another map \( g \), if \( f \) is in some small neighborhood of \( g \) in the \( C^1 \)-topology.

By the Weinstein tubular neighborhood theorem, there is a neighborhood \( U \) of \( \Delta \subset (M \times M, (pr_1)^* \omega - (pr_2)^* \omega) \) which is symplectomorphic to a neighborhood \( U_0 \) of \( M \) in \((T^*M, \omega_0)\). Let \( \varphi : U \rightarrow U_0 \) be the symplectomorphism satisfying \( \varphi(q, q) = (q, 0) \) for all \( q \in M \).

Denote by \( \text{Sympl}(M, \omega) := \{ f : M \sim \rightarrow M \mid f^* \omega = \omega \} \) and suppose that \( f \in \text{Sympl}(M, \omega) \) is sufficiently \( C^1 \)-close to the identity, i.e. \( f \) is in some sufficiently small neighborhood of the identity \( \text{id}_M \) in the \( C^1 \)-topology. Then we can assume that the graph of \( f \) lies inside of \( U \). Let \( j : M \hookrightarrow U \) be the embedding as \( \Gamma_f \) and \( i : M \hookrightarrow U \) the embedding as \( \Gamma_{\text{id}_M} = \Delta \). The map \( j \) is sufficiently \( C^1 \)-close to \( i \). By the Weinstein theorem, \( U \cong U_0 \subseteq T^*M \), so the above \( j \) and \( i \) induce two embeddings: \( j_0 : M \hookrightarrow U_0 \) where \( j_0 = \varphi \circ j \) and \( i_0 : M \hookrightarrow U_0 \) embedding as 0-section. Hence, we have

\[
\begin{array}{ccc}
U & \xrightarrow{\varphi} & U_0 \\
\downarrow{i} & & \downarrow{i_0} \\
M & & \\
\end{array}
\]

\[
\begin{array}{ccc}
U & \xrightarrow{\varphi} & U_0 \\
\downarrow{j} & & \downarrow{j_0} \\
M & & \\
\end{array}
\]

where \( i(q) = (q, q) \), \( i_0(q) = (q, 0) \), \( j(q) = (q, f(q)) \) and \( j_0(q) = \varphi(q, f(q)) \) for \( q \in M \). The map \( j_0 \) is sufficiently \( C^1 \)-close to \( i_0 \). Thus, the image set \( j_0(M) \) intersects each \( T^*_qM \) at one point \( \mu_q \) depending smoothly on \( q \). The image of \( j_0 \) is the image of a smooth intersection \( \mu : M \rightarrow T^*M \), that is, a 1-form \( \mu = j_0 \circ (\pi \circ j_0)^{-1} \). Therefore,

\[
(2.6.1) \quad \Gamma_f \cong \{ (q, \mu_q) \mid q \in M, \mu_q \in T^*_qM \}.
\]

Vice-versa, if \( \mu \) is a 1-form sufficiently \( C^1 \)-close to the zero 1-form, then we also get (2.6.1). In fact, we get

\[
\Gamma_f \text{ is Lagrangian} \iff \mu \text{ is closed}.
\]
Hence, we can conclude that a small $C^1$-neighborhood of the identity in $\text{Sympl}(M,\omega)$ is homeomorphic to a $C^1$-neighborhood of zero in the vector space of closed 1-forms on $M$. Thus, we have

$$T_{\text{id}_M}(\text{Sympl}(M,\omega)) \simeq \{\mu \in \Omega^1(M) \mid d\mu = 0\}.$$  

In particular, $T_{\text{id}_M}(\text{Sympl}(M,\omega))$ contains the space of exact 1-forms

$$\{\mu = dh \mid h \in C^\infty(M)\} \simeq C^\infty(M)/\{\text{locally constant functions}\}.$$  

**Theorem 2.6.9.** Let $(M,\omega)$ be a compact symplectic manifold with $H^1(M) = 0$. Then any symplectomorphism of $M$ which is sufficiently $C^1$-close to the identity has at least two fixed points.

**Proof.** Suppose that any $f \in \text{Sympl}(M,\omega)$ is sufficiently $C^1$-close to the identity $\text{id}_M$. Then the graph $\Gamma_f$ is homotopic to a closed 1-form on $M$. Now the fact that $d\mu = 0$ and $H^1(M) = 0$ imply that $\mu = dh$ for some $h \in C^\infty(M)$. Since $M$ is compact, $h$ has at least two critical points. Note that fixed points of $h$ are equal to critical points of $f$. Moreover, fixed points of $f$ are equal to the intersection of $\Gamma_f$ with the diagonal $\Delta \subset M \times M$ which is again equal to $S := \{q \mid \mu_q = d_q h = 0\}$. Finally, note that the critical points of $h$ are exactly points in $S$. \hfill \Box

We say that a submanifold $Y$ of $M$ is $C^1$-close to another submanifold $X$ of $M$, when there is a diffeomorphism $X \rightarrow Y$ which is, as a map into $M$, $C^1$-close to the inclusion $X \hookrightarrow M$.

**Theorem 2.6.10** (Lagrangian intersection theorem). Let $(M,\omega)$ be a symplectic manifold. Suppose that $X$ is a compact Lagrangian submanifold of $M$ with $H^1(X) = 0$. Then every Lagrangian submanifold of $M$ which is $C^1$-close to $X$ intersects $X$ in at least two points.

**Exercise 2.6.11.** Prove Theorem 2.6.10.

**Definition 2.6.12** (Morse function). A Morse function on a manifold $M$ is a function $h : M \rightarrow \mathbb{R}$ whose critical points are all nondegenerate, i.e. the Hessian at a critical point $q$ is not singular, $\det \left( \frac{\partial^2 h}{\partial x_i \partial x_j} \right)_q \neq 0$.

Let $(M,\omega)$ be a symplectic manifold and suppose that $h_t : M \rightarrow \mathbb{R}$ is a smooth family of functions which is $1$-periodic, i.e. $h_t = h_{t+1}$. Let $\rho : M \times \mathbb{R} \rightarrow M$ be the isotopy generated by the time-dependent vector field $X_t$ defined by $\omega(X_t, \cdot) = dh_t$. Then we say that $f$ is exactly homotopic to the identity if $f = \rho_1$ for such $h_t$. Equivalently, using the notions which will be introduced in Section 2.7, we have the following definition:

**Definition 2.6.13** (Exactly homotopic to the identity). A symplectomorphism $f \in \text{Sympl}(M,\omega)$ is exactly homotopic to the identity when $f$ is the time-1 map of an isotopy generated by some smooth time-dependent 1-periodic Hamiltonian function.

**Definition 2.6.14** (Nondegenerate fixed point). A fixed point $q$ of a function $f : M \rightarrow M$ is called nondegenerate if $d_q f : T_q M \rightarrow T_q M$ is not singular.

**Conjecture 2.6.15** (Arnold). Let $(M,\omega)$ be a compact symplectic manifold, and $f : M \rightarrow M$ a symplectomorphism which is exactly homotopic to the identity. Then

$$|\{\text{fixed points of } f\}| \geq \min \{|\{\text{critical points of a smooth function on } M\}|\).
Using the notion of a *Morse function* as in Definition 2.6.12, we obtain

$$|\{\text{nondegenerate fixed points of } f\}| \geq \min |\{\text{critical points of a Morse function on } M\}|$$

$$\geq \sum_{i=0}^{2n} \dim H^i(M, \mathbb{R}).$$

**Remark 2.6.16.** The Arnold conjecture has been proven by Conley–Zehnder, Floer, Hofer–Salamon, Ono, Fukaya–Ono, Liu–Tian by using *Floer homology*. This is an infinite-dimensional version of *Morse theory*. Sharper bound versions of the Arnold conjecture are still open.

**Exercise 2.6.17.** Compute the estimates for the number of fixed points on the compact symplectic manifolds $S^2$, $S^2 \times S^2$ and $T^2 := S^1 \times S^1$.

### 2.7. Hamiltonian mechanics

**2.7.1. Hamiltonian and symplectic vector fields.** Let $(M, \omega)$ be a symplectic manifold and let $H: M \to \mathbb{R}$ be a smooth function. By nondegeneracy of $\omega$, there is a unique vector field $X_H$ on $M$ such that

$$\iota_{X_H} \omega = dH.$$

Suppose that $M$ is compact or that $X_H$ is complete. Let $\rho_t: M \to M$ for $t \in \mathbb{R}$ be the 1-parameter family of diffeomorphisms generated by $X_H$, i.e. satisfying the Cauchy problem

$$\rho_0 = \text{id}_M,$$

$$\frac{d}{dt} \rho_t = X_H \circ \rho_t.$$

In fact, each diffeomorphism $\rho_t$ preserves $\omega$, i.e. $\rho_t^* \omega = \omega$ for all $t$. Indeed, note that

$$\frac{d}{dt} \rho_t^* \omega = \rho_t^* L_{X_H} \omega = \rho_t^* \left( \frac{d}{dt} \iota_{X_H} \omega + \iota_{X_H} \frac{d\omega}{dt} \right) = 0.$$

**Definition 2.7.1 (Hamiltonian vector field and Hamiltonian function).** A vector field $X_H$ as above is called the *Hamiltonian vector field* with Hamiltonian function $H$.

**Exercise 2.7.2.** Let $X$ be a vector field on some manifold $M$. Then there is a unique vector field $X^\#$ on the cotangent bundle $T^*M$ whose flow is the lift of the flow of $X$. Let $\alpha$ be the tautological 1-form on $T^*M$ and let $\omega = -d\alpha$ be the canonical symplectic form on $T^*M$. Show that $X^\#$ is a Hamiltonian vector field with Hamiltonian function $H := \iota_{X^\#} \alpha$.

**Remark 2.7.3.** If $X_H$ is Hamiltonian, we get

$$L_{X_H} H = \iota_{X_H} dH = \iota_{X_H} \iota_{X_H} \omega = 0.$$

Hence, Hamiltonian vector fields preserve their Hamiltonian functions and each integral curve $(\rho_t(x))_{t \in \mathbb{R}}$ of $X_H$ must be contained in a level set of $H$, i.e.

$$H(x) = (\rho_t^* H)(x) = H(\rho_t(x)), \quad \forall t.$$

**Definition 2.7.4 (Symplectic vector field).** A vector field $X$ on a symplectic manifold $(M, \omega)$ preserving $\omega$, i.e. $L_X \omega = 0$, is called *symplectic*. 

Remark 2.7.5. Note that $X$ is symplectic if and only if $\iota_X \omega$ is closed and $X$ is Hamiltonian if and only if $\iota_X \omega$ is exact.

Remark 2.7.6. Locally, on every contractible set, every symplectic vector field is Hamiltonian. If $H^1(M) = 0$, then globally every symplectic vector field is Hamiltonian. In general, $H^1(M)$ measures the obstruction for symplectic vector fields to be Hamiltonian.

2.7.2. Classical mechanics. Consider the Euclidean space $\mathbb{R}^{2n}$ with coordinates $(q_1, \ldots, q_n, p_1, \ldots, p_n)$ and $\omega_0 = \sum_j dq_j \wedge dp_j$. If the Hamilton equations

$$
\begin{align*}
\frac{dq_i}{dt}(t) &= \frac{\partial H}{\partial p_i}, \\
\frac{dp_i}{dt}(t) &= -\frac{\partial H}{\partial q_i}
\end{align*}
$$

are satisfied, then the curve $\rho(t) = (q(t), p(t))$ is an integral curve for $X_H$. Indeed, let

$$
X_H = -\sum_{i=1}^n \left( \frac{\partial H}{\partial q_i} \frac{\partial}{\partial p_i} - \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q_i} \right).
$$

Then

$$
\iota_{X_H} \omega = \sum_{j=1}^n \iota_{X_H} (dq_j \wedge dp_j) = \sum_{j=1}^n \left[ (\iota_{X_H} dq_j) \wedge dp_j - dq_j \wedge (\iota_{X_H} dp_j) \right] = \sum_{j=1}^n \left( \frac{\partial H}{\partial p_j} dp_j + \frac{\partial H}{\partial q_j} dq_j \right) = dH.
$$

Consider the case when $n = 3$. By Newton’s second law, a particle with mass $m \in \mathbb{R}_{>0}$ moving in configuration space $\mathbb{R}^3$ with coordinates $q := (q_1, q_2, q_3)$ in a potential $V(q)$ moves along a curve $q(t)$ satisfying

$$
m d^2 q_i \frac{dt^2}{dt^2} = -\nabla V(q).
$$

One then introduces momentum coordinates $p_i := m \frac{dq_i}{dt}$ for $i = 1, 2, 3$ and a total energy function

$$
H(q, p) = \text{kinetic energy} + \text{potential energy} = \frac{1}{2m} ||p||^2 + V(q)
$$

The phase space is then given by $T^*\mathbb{R}^3 = \mathbb{R}^6$ with coordinates $(q_1, q_2, q_3, p_1, p_2, p_3)$. Newton’s second law in $\mathbb{R}^3$ is equivalent to the Hamilton equations in $\mathbb{R}^6$:

$$
\begin{align*}
\frac{dq_i}{dt} &= \frac{1}{m} p_i = \frac{\partial H}{\partial p_i}, \\
\frac{dp_i}{dt} &= m \frac{d^2 q_i}{dt^2} = -\frac{\partial V}{\partial q_i} = -\frac{\partial H}{\partial q_i}.
\end{align*}
$$

Remark 2.7.7. The total energy $H$ is conserved by the physical motion, i.e. $\frac{d}{dt} H = 0$. 
2. SYMPLECTIC GEOMETRY

2.7.3. Brackets. Recall that vector fields are differential operators on functions. In particular, if \( X \) is a vector field and \( f \in C^\infty(M) \), with \( df \) being the corresponding 1-form, then
\[
X(f) = df(X) = L_X f.
\]
For two vector fields \( X, Y \), there is a unique vector field \( Z \) such that
\[
L_Z f = L_X(L_Y f) - L_Y(L_X f).
\]
The vector field \( Z \) is called the Lie bracket of the vector fields \( X \) and \( Y \) and is denoted by \( Z = [X, Y] \), since \( L_Z = [L_X, L_Y] \) is the commutator (see also Definition 1.2.19).

**Proposition 2.7.8.** If \( X \) and \( Y \) are symplectic vector fields on a symplectic manifold \((M, \omega)\), then \([X, Y]\) is a Hamiltonian vector field with Hamiltonian function \( \omega(Y, X) \).

**Proof.** We have
\[
\iota_{[X,Y]} \omega = L_X \iota_Y \omega - \iota_Y L_X \omega = d(\iota_X \iota_Y \omega + \iota_Y \iota_X \omega - \iota_Y \iota_X \omega - \iota_Y \iota_X \omega) = 0.
\]
□

**Definition 2.7.9 (Lie algebra).** A Lie algebra is a vector space \( g \) together with a Lie bracket \([\cdot, \cdot]\): \( g \times g \to g \) such that

1. \([X, Y] = -[Y, X], \forall X, Y \in g\) (antisymmetry)
2. \([X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0, \forall X, Y, Z \in g\) (Jacobi identity)

Denote by \( \mathfrak{X}_H(M) \) the space of Hamiltonian vector fields and by \( \mathfrak{X}_S(M) \) the space of symplectic vector fields on a manifold \( M \).

**Corollary 2.7.10.** The inclusions
\[(\mathfrak{X}_H(M), [\cdot, \cdot]) \subseteq (\mathfrak{X}_S(M), [\cdot, \cdot]) \subseteq (\mathfrak{X}(M), [\cdot, \cdot])\]
are inclusions of Lie algebras.

**Definition 2.7.11 (Poisson bracket).** The Poisson bracket of two functions \( f, g \in C^\infty(M) \) on a symplectic manifold \((M, \omega)\) is defined by
\[
\{f, g\} := \omega(X_f, X_g).
\]

**Remark 2.7.12.** Note that we have \( X_{\{f, g\}} = -[X_f, X_g] \) since \( X_{\omega(X_f, X_g)} = [X_g, X_f] \).

**Exercise 2.7.13.** Show that the Poisson bracket \( \{\cdot, \cdot\} \) satisfies the Jacobi identity, i.e.
\[
\{f, \{g, h\}\} + \{g, \{h, f\}\} + \{h, \{f, g\}\} = 0, \quad \forall f, g, h \in C^\infty(M).
\]

**Definition 2.7.14 (Poisson algebra).** A Poisson algebra is a commutative associative algebra \( \mathcal{A} \) with a Lie bracket \( \{\cdot, \cdot\}: \mathcal{A} \times \mathcal{A} \to \mathcal{A} \) satisfying the Leibniz rule
\[
\{f, gh\} = \{f, g\}h + g\{f, h\}, \quad \forall f, g, h \in \mathcal{A}.
\]
Exercise 2.7.15. Show that the Poisson bracket defined as in (2.7.2) is satisfies the Leibniz rule and deduce that if \((M, \omega)\) is a symplectic manifold, then \((C^\infty(M), \{\ ,\ })\) is a Poisson algebra.

Remark 2.7.16. Note that we have a Lie algebra anti-homomorphism
\[
C^\infty(M) \to \mathfrak{X}(M),
\]
\[H \mapsto X_H\]
such that the Poisson bracket \(\{\ ,\ \}\) will correspond to \(-[\ ,\ ]\).

2.7.4. Integrable systems.

Definition 2.7.17 (Hamiltonian system). A Hamiltonian system is a triple \((M, \omega, H)\), where \((M, \omega)\) is a symplectic manifold and \(H \in C^\infty(M)\) is a Hamiltonian function.

Theorem 2.7.18. We have \(\{f, H\} = 0\) if and only if \(f\) is constant along integral curves of \(X_H\).

Proof. Let \(\rho_t\) be the flow of \(X_H\). Then
\[
\frac{d}{dt}(f \circ \rho_t) = \rho_t^* L_{X_H} f = \rho_t^* 
\]
\[= \rho_t^* X_H \omega = \rho_t^* \omega(X_f, X_H) = \rho_t^* \{f, H\}.\]

\[\square\]

Remark 2.7.19. Given a Hamiltonian system \((M, \omega, H)\), a function \(f\) satisfying \(\{f, H\} = 0\) is called an integral of motion or a constant of motion. In general, Hamiltonian system do not admit integrals of motion which are independent of the Hamiltonian function.

Definition 2.7.20 (Independent functions). We say that functions \(f_1, \ldots, f_n\) on a manifold \(M\) are independent if their differentials \(d_q f_1, \ldots, d_q f_n\) are linearly independent at all points \(q \in M\) in some open dense subset of \(M\).

Definition 2.7.21 ((Completely) integrable system). A Hamiltonian system \((M, \omega, H)\) is (completely) integrable if it has \(n = \frac{1}{2} \dim M\) independent integrals of motion \(f_1 = H, f_2, \ldots, f_n\), which are pairwise in involution with respect to the Poisson bracket, i.e.
\[
\{f_i, f_j\} = 0, \quad \forall i,j.
\]

Let \((M, \omega, H)\) be an integrable system of dimension \(2n\) with integrals of motion \(f_1 = H, f_2, \ldots, f_n\). Let \(c \in \mathbb{R}^n\) be a regular value of \(f := (f_1, \ldots, f_n)\). Note that the corresponding level set, \(f^{-1}(c)\), is a Lagrangian submanifold, because it is \(n\)-dimensional and its tangent bundle is isotropic.

Lemma 2.7.22. If the Hamiltonian vector fields \(X_{f_1}, \ldots, X_{f_n}\) are complete on the level sets \(f^{-1}(c)\), then the connected components of \(f^{-1}(c)\) are homogeneous spaces for \(\mathbb{R}^n\), i.e. are of the form \(\mathbb{R}^{n-k} \times T^k\) for some \(k\) with \(0 \leq k \leq n\), where \(T^k\) denotes the \(k\)-torus.

Exercise 2.7.23. Prove Lemma 2.7.22. Hint: follow the flows to obtain coordinates.

Note that any compact component of \(f^{-1}(c)\) must be a torus. These components, when they exist, are called Liouville tori.
Theorem 2.7.24 (Arnold–Liouville[Arn78; Lio55]). Let $(M,\omega,H)$ be an integrable system of dimension $2n$ with integrals of motion $f_1 = H, f_2, \ldots, f_n$. Let $c \in \mathbb{R}^n$ be a regular value of $f := (f_1, \ldots, f_n)$. The corresponding level set $f^{-1}(c)$ is a Lagrangian submanifold of $M$.

1. If the flows of $X_{f_1}, \ldots, X_{f_n}$ starting at a point $q \in f^{-1}(c)$ are complete, then the connected component of $f^{-1}(c)$ containing $q$ is a homogeneous space for $\mathbb{R}^n$. With respect to this affine structure, that component has coordinates $\phi_1, \ldots, \phi_n$, known as angle coordinates, in which the flows of the vector fields $X_{f_1}, \ldots, X_{f_n}$ are linear.

2. There are coordinates $\psi_1, \ldots, \psi_n$, known as action coordinates, complementary to the angle coordinates such that the $\psi_i$s are integrals of motion and

$$\phi_1, \ldots, \phi_n, \psi_1, \ldots, \psi_n$$

form a Darboux chart.

Exercise 2.7.25 (Pendulum). The pendulum is a mechanical system consisting of a massless rod of length $\ell$, where one end is fixed and the other end has some mass $m$ attached to it which can oscillate in a vertical plane. Assume that gravity is constant pointing vertically downwards, and that it is the only external force acting on this system.

1. Let $\theta$ be the oriented angle between the rod and the vertical direction. Let $\xi$ be the coordinate along the fibers of $T^*S^1$ induced by the standard angle coordinate on $S^1$. Show that the function

$$H : T^*S^1 \to \mathbb{R},$$

$$(\theta, \xi) \mapsto \frac{\xi^2}{2m\ell^2} + m\ell(1 - \cos \theta)$$

is an appropriate Hamiltonian function to describe the pendulum. More precisely, check that gravity corresponds to the potential energy $V(\theta) = m\ell(1 - \cos \theta)$ (universal constants are omitted), and that the kinetic energy is given by $K(\theta, \xi) = \frac{\xi^2}{2m\ell^2}$.

2. For simplicity, assume that $m = \ell = 1$. draw the level curves of $H$ in the $(\theta, \xi)$-plane. Show that there is a real number $c \in \mathbb{R}$ such that for some real number $h \in \mathbb{R}$ with $0 < h < c$ the level curve $H = h$ is a disjoint union of closed curves. Show that the projection of each of these curves onto the $\theta$-axis is an interval of length less than $\pi$. Show that neither of these assertions is true if $h > c$. What types of motion are described by these two types of curves? What about the case $H = c$?

3. Compute the critical points of $H$. Show that, modulo $2\pi$ in $\theta$, there are exactly two critical points: a critical point $s$ where $H$ vanishes, and a critical point $u$ where $H$ equals $c$. These points are called stable and unstable points of $H$, respectively. Justify this terminology, i.e., show that a trajectory of the Hamiltonian vector field of $H$ whose initial point is close to $s$ stays close to $s$ forever, and show that this is not the case for $u$. What is happening physically?
2.8. Moment maps

2.8.1. Smooth actions.

**Definition 2.8.1 (Lie group).** A *Lie group* is a manifold $G$ equipped with a group structure where the group operations *multiplication* and *taking the inverse* are smooth maps.

**Definition 2.8.2 (Representation).** A *representation* of a Lie group $G$ on a vector space $V$ is a group homomorphism $G \to \text{GL}(V)$.

**Definition 2.8.3 (Action).** Let $M$ be a manifold and denote by $\text{Diff}(M) := \{ \varphi : M \to M \mid \varphi \text{ diffeomorphism} \}$ the *diffeomorphism group* of $M$. An *action* of a Lie group $G$ on $M$ is a group homomorphism $\Psi : G \to \text{Diff}(M)$,

$$g \mapsto \Psi_g.$$  

**Remark 2.8.4.** We will only consider *left actions* where $\Psi$ is a Homomorphism. A *right action* is defined with $\Psi$ being an anti-homomorphism.

**Definition 2.8.5 (Evaluation map).** The *evaluation map* associated with an action $\Psi : G \to \text{Diff}(M)$ is

$$\text{ev}_\Psi : M \times G \to M,$$

$$(q, g) \mapsto \Psi_g(q).$$

**Remark 2.8.6.** The action $\Psi$ is *smooth* if $\text{ev}_\Psi$ is smooth.

2.8.2. Symplectic and Hamiltonian actions. Let $(M, \omega)$ be a symplectic manifold, and $G$ a Lie group. Let $\Psi : G \to \text{Diff}(M)$ be a (smooth) action.

**Definition 2.8.7 (Symplectic action).** The action $\Psi$ is a *symplectic action* if

$$\Psi : G \to \text{Sympl}(M, \omega) \subset \text{Diff}(M),$$

i.e., $G$ acts by symplectomorphisms.

**Remark 2.8.8.** It is easy to show that there is a one-to-one correspondence between *complete vector fields* on a manifold $M$ and *smooth actions* of $\mathbb{R}$ on $M$. One can show this by associating to a complete vector field $X$ its exponential map $\exp tX$ and, vice-versa, to a smooth action $\Psi$ its derivative $\frac{d\Psi(g)}{dt} |_{t=0} = X_g$. Thus, we also get a one-to-one correspondence between *complete symplectic vector fields* on $M$ and *symplectic actions* of $\mathbb{R}$ on $M$.

**Definition 2.8.9 (Hamiltonian action).** A symplectic action $\Psi$ of $S^1$ or $\mathbb{R}$ on $(M, \omega)$ is *Hamiltonian* if the vector field generated by $\Psi$ is Hamiltonian. Equivalently, an action $\Psi$ of $S^1$ or $\mathbb{R}$ on $(M, \omega)$ is *Hamiltonian* if there is a function $H : M \to \mathbb{R}$ with $\iota_X \omega = dH$, where $X$ is the vector field generated by $\Psi$.

**Remark 2.8.10.** When $G$ is not a product of copies of $S^1$ or $\mathbb{R}$, the solution is to use an upgraded Hamiltonian function, which is called a *moment map*. 


2.8.3. Adjoint and coadjoint representations. Let $G$ be a Lie group. For $g \in G$, let

$$L_g : G \rightarrow G,$$

$$a \mapsto g \cdot a$$

be left multiplication by $g$.

Definition 2.8.11 (left-invariant vector field). A vector field $X$ on $G$ is called left-invariant if

$$(L_g)_* X = X, \quad \forall g \in G.$$

Remark 2.8.12. There are similar right notions.

Let $\mathfrak{g}$ be the vector space of all left-invariant vector fields on $G$. Together with the Lie bracket $[\ ,\ ]$ of vector fields, $\mathfrak{g}$ forms a Lie algebra. It is called the Lie algebra of the Lie group $G$.

Exercise 2.8.13. Show that the map

$$\mathfrak{g} \rightarrow T_eG,$$

$$X \mapsto X_e,$$

where $e$ is the identity element in $G$, is an isomorphism of vector spaces.

Note that any Lie group $G$ acts on itself by conjugation:

$$G \rightarrow \text{Diff}(M),$$

$$g \mapsto \Psi_g$$

where $\Psi_g(a) = g \cdot a \cdot g^{-1}$. The derivative at the identity of $\Psi_g$ is an invertible linear map

$$\text{Ad}_g : \mathfrak{g} \rightarrow \mathfrak{g}.$$ 

Note that we have identified the Lie algebra $\mathfrak{g}$ with the tangent space $T_eG$.

Definition 2.8.14 (Adjoint representation). The adjoint representation (or adjoint action) of $G$ on $\mathfrak{g}$ is

$$\text{Ad} : G \rightarrow \text{GL}(\mathfrak{g}),$$

$$g \mapsto \text{Ad}_g.$$ 

Exercise 2.8.15. Check that for matrix Lie groups

$$\frac{d}{dt} \left. \text{Ad}_{\exp tX} Y \right|_{t=0} = [X, Y], \quad \forall X, Y \in \mathfrak{g}.$$

Hint: use that for a matrix group $G$ (i.e. a subgroup of $\text{GL}_n(\mathbb{R})$ for some $n$) we have

$$\text{Ad}_g(Y) = g Y g^{-1}, \quad \forall g \in G, \forall Y \in \mathfrak{g},$$

and

$$[X, Y] = XY - YX, \quad \forall X, Y \in \mathfrak{g}.$$
Let $\langle \ , \rangle$ be the natural pairing between $g^*$ and $g$ defined as

$$
\langle \ , \rangle: g^* \times g \to \mathbb{R},
$$

$$(\xi, X) \mapsto \langle \xi, X \rangle := \xi(X).
$$

For $\xi \in g^*$, we define $\text{Ad}^*_g \xi$ by the property

$$
\langle \text{Ad}^*_g \xi, X \rangle = \langle \xi, \text{Ad}^{-1}_g X \rangle, \quad \forall X \in g.
$$

**Definition 2.8.16 (Coadjoint representation).** The collection of maps $\text{Ad}^*_g$ forms the coadjoint representation (or coadjoint action) of $G$ on $g^*$:

$$
\text{Ad}^*: G \to \text{GL}(g^*), \quad g \mapsto \text{Ad}^*_g.
$$

**Exercise 2.8.17.** Show that for all $g, h \in G$, we have

$$
\text{Ad}_g \circ \text{Ad}_h = \text{Ad}_{gh}, \quad \text{Ad}^*_g \circ \text{Ad}^*_h = \text{Ad}^*_{gh}.
$$

**2.8.4. Hamiltonian actions.** Let $(M, \omega)$ be a symplectic manifold, $G$ a Lie group, and $\Psi: G \to \text{Sympl}(M, \omega)$ a (smooth) symplectic action, i.e. a group homomorphism such that the evaluation map $\text{ev}_\Psi(g, q) := \Psi_g(q)$ is smooth. Moreover, let $\mathfrak{g}$ be the Lie algebra of $G$ and $\mathfrak{g}^*$ its dual space.

**Definition 2.8.18 (Hamiltonian action).** The action $\Psi$ is called Hamiltonian if there exists a map

$$
\mu: M \to \mathfrak{g}^*
$$

such that

1. for each $X \in \mathfrak{g}$, let
   - the map
     $$
     \mu^X: M \to \mathbb{R},
     $$
     $$
     q \mapsto \mu^X(q) := \langle \mu(q), X \rangle,
     $$
     be the component of $\mu$ along $X$,
   - $X^#$ be the vector field on $M$ generated by the 1-parameter subgroup $(\exp tX)_{t \in \mathbb{R}} \subseteq G$.

   Then

   $$
   d\mu^X = \iota_{X^#} \omega,
   $$
   i.e., $\mu^X$ is a Hamiltonian function for the vector field $X^#$.

2. $\mu$ is equivariant with respect to the given action $\Psi$ of $G$ on $M$ and the coadjoint action $\text{Ad}^*$ of $G$ on $\mathfrak{g}^*$:

$$
\mu \circ \Psi_g = \text{Ad}^*_g \circ \mu, \quad \forall g \in G.
$$

**Definition 2.8.19 (Moment map).** A map $\mu$ as in Definition 2.8.18 is called a moment map.

**Definition 2.8.20 (Hamiltonian $G$-space).** The quadruple $(M, \omega, G, \mu)$ is called a Hamiltonian $G$-space.
Definition 2.8.21 (Comoment map). Let $G$ be a connected Lie group. A **comoment map** is a map
\[ \mu^*: \mathfrak{g} \to C^\infty(M), \]
such that
1. $\mu^*(X) := \mu^X$ is a Hamiltonian function for the vector field $X^\#$,
2. $\mu^*$ is a Lie algebra homomorphism:
   \[ \mu^*[X,Y] = \{\mu^*(X),\mu^*(Y)\}, \]
   where $\{ , \}$ denotes the Poisson bracket on $C^\infty(M)$.

Remark 2.8.22. The condition for an action to be Hamiltonian can be equivalently rephrased by using the notion of a comoment map instead of a moment map.

2.9. Symplectic reduction

2.9.1. Orbit spaces. Let $\Psi: G \to \text{Diff}(M)$ be any action.

Definition 2.9.1 (Orbit). The **orbit** of $G$ through $q \in M$ is
\[ O_q := \{ \Psi_g(q) \mid g \in G \}. \]

Definition 2.9.2 (Stabilizer). The **stabilizer** (or isotropy) of $q \in M$ is the subgroup
\[ G_q := \{ g \in G \mid \Psi_g(q) = q \}. \]

Exercise 2.9.3. Show that if $p$ is in the orbit of $q$, then $G_p$ and $G_q$ are conjugate subgroups.

Definition 2.9.4 (Transitive/Free/Locally free). The action $\Psi$ is called
- transitive if there is just one orbit,
- free if all stabilizers are trivial $\{e\}$,
- locally free if all stabilizers are discrete.

Let $\sim$ be the orbit equivalence relation, i.e. for $q,p \in M$, we define $q \sim p$ if and only if $q$ and $p$ are on the same orbit.

Definition 2.9.5 (Orbit space). The space $M/\sim =: M/G$ is called the **orbit space**.

Remark 2.9.6. We can endow $M/G$ with the **quotient topology** with respect to the projection
\[ \pi: M \to M/G, \quad q \mapsto O_q. \]

2.9.2. Principal bundles. Let $G$ be a Lie group and let $B$ be a manifold.

Definition 2.9.7 (Principal $G$-bundle). A **principal $G$-bundle over $B$** is a manifold $P$ with a smooth map $\pi: P \to B$ satisfying:
1. $G$ acts freely on $P$ (from the left),
2. $B$ is the orbit space for this action and $\pi$ is the point-orbit projection, and
3. there is an open covering of $B$ such that to each set $U$ in that covering corresponds a map $\varphi_U: \pi^{-1}(U) \to U \times G$ with
   \[ \varphi_U(q) = (\pi(q), s_U(q)), \quad s_U(g \cdot q) = g \cdot s_U(q), \quad \forall q \in \pi^{-1}(U). \]
The $G$-valued maps $s_U$ are determined by the corresponding $\varphi_U$. Condition (3) is called the property of being \textit{locally trivial}.

\textbf{Remark 2.9.8.} The manifold $B$ is usually called the \textit{base}, the manifold $P$ is called the \textit{total space}, the Lie group $G$ is called the \textit{structure group}, and the map $\pi$ is called the \textit{projection}. We can represent a principal $G$-bundle by the following diagram:

$$
\begin{array}{c}
G \\
\downarrow \pi \\
B
\end{array}
$$

\textbf{Theorem 2.9.9.} If a compact Lie group $G$ acts freely on a manifold $M$, then $M/G$ is a manifold and the map $\pi: M \to M/G$ is a principal $G$-bundle.

\textbf{Proof.} First, we will show that, for any $q \in M$, the $G$-orbit through $q$ is a compact embedded submanifold of $M$ diffeomorphic to $G$. Note that the evaluation map $ev: G \times M \to M$, $(g, q) \mapsto ev(g, q) := g \cdot q$ is smooth since the action is smooth. We claim that, for $q \in M$, the map $ev_q$ provides the desired embedding. Note that the image of $ev_q$ is the $G$-orbit through $q$. Since the action of $G$ is free, we get that $ev_q$ is injective. Clearly, the map $ev_q$ is proper, since a compact (and hence closed) subset $N$ of $M$ has inverse image $(ev_q)^{-1}(N)$ being a closed subset of a compact Lie group $G$, hence compact. We still have to show that $ev_q$ is an immersion. Note that for $X \in g \cong T_eG$ we have

$$d_e ev_q(X) = 0 \iff X_q^\# = 0 \iff X = 0,$$

since the action is free. Hence, we can conclude that $d_e ev_q$ is injective. Thus, at any point $g \in G$, for $X \in T_gG$, we have

$$d_g ev_q(X) = 0 \iff d_e(ev_q \circ R_g) \circ d_g R_{g^{-1}}(X) = 0,$$

where $R_g: G \to G$ denotes \textit{right multiplication} by $g$. On the other hand, $ev_q \circ R_g = ev_{g \cdot q}$ has an injective differential at the identity $e$, and $d_g R_{g^{-1}}$ is an isomorphism. This implies that $d_g ev_q$ is always injective.

In fact, one can show that even if the action is not free, the $G$-orbit through $q$ is a compact embedded submanifold of $M$. In that case, the orbit is diffeomorphic to the quotient of $G$ by the isotropy of $q$, i.e.

$$O_q \cong G/G_q.$$

Let $S$ be a transverse section to $O_q$ at $q$. We call $S$ a \textit{slice}. Choose coordinates $x_1, \ldots, x_n$ centered at $q$ such that

$$O_q \cong G: x_1 = \cdots = x_k = 0,$$

$$S: x_{k+1} = \cdots = x_n = 0.$$

Let $S_\epsilon := S \cap B_\epsilon(0, \mathbb{R}^n)$, where $B_\epsilon(0, \mathbb{R}^n)$ denotes the ball of radius $\epsilon$ centered at 0 in $\mathbb{R}^n$. Let $\eta: G \times S \to M$, $\eta(g, s) = g \cdot s$. Then we can apply the following equivariant version of the tubular neighborhood theorem:
Theorem 2.9.10 (Slice theorem). Let $G$ be a compact Lie group $G$ acting on a manifold $M$ such that $G$ acts freely at $q \in M$. For sufficiently small $\epsilon$, $\eta: G \times S_\epsilon \to M$ maps $G \times S_\epsilon$ diffeomorphically onto a $G$-invariant neighborhood $U$ of the $G$-orbit through $q$.

We will use the following corollaries of the Slice theorem:

Corollary 2.9.11. If the action of $G$ is free at $q$, then the action is free on $U$.

Corollary 2.9.12. The set of points where $G$ acts freely is open.

Corollary 2.9.13. The set $G \times S_\epsilon \cong U$ is $G$-invariant. Hence, the quotient $U/G \cong S_\epsilon$ is smooth.

Now we can conclude the proof that $M/G$ is a manifold and $\pi: M \to M/G$ is a smooth fiber map. For $q \in M$, let $p = \pi(q) \in M/G$. Choose a $G$-invariant neighborhood $U$ of $q$ as in the slice theorem: $U \cong G \times S_\epsilon$. Then $\pi(U) = U/G =: V$ is an open neighborhood of $p$ in $M/G$. By the slice theorem, we get that $S_\epsilon \cong V$ is a homeomorphism. We will use such neighborhoods $V$ as charts on $M/G$. We want to show that the transition functions associated with these charts are smooth. For this, consider two $G$-invariant open sets $U_1, U_2$ in $M$ and corresponding slices $S_1, S_2$ of the $G$-action. Then $S_{12} := S_1 \cap U_2$ and $S_{21} := S_2 \cap U_1$ are both slices for the $G$-action on $U_1 \cap U_2$. To compute the transition map $S_{12} \to S_{21}$, consider the diagram

\[
\begin{array}{ccc}
S_{12} & \cong & id \times S_{12} \longrightarrow G \times S_{12} \\
 & \searrow & \downarrow \cong \\
 & & U_1 \cap U_2 \\
S_{21} & \cong & id \times S_{21} \longrightarrow G \times S_{21} \\
\end{array}
\]

Then the composition

\[
S_{12} \hookleftarrow U_1 \cap U_2 \cong G \times S_{12} \xrightarrow{pr_2} S_{21}
\]

is smooth. Finally, we need to show that $\pi: M \to M/G$ is a smooth fiber map. For $q \in M$ with $p := \pi(q) \in M/G$, choose a $G$-invariant neighborhood $U$ of the $G$-orbit through $q$ of the form $\eta: G \times S_\epsilon \cong U$. Then $V = U/G \cong S_\epsilon$ is the corresponding neighborhood of $p \in M/G$:

\[
\begin{array}{ccc}
M \supseteq U & \xrightarrow{\eta^{-1}} & G \times S_\epsilon \cong G \times V \\
\pi \downarrow & & \downarrow \text{id} \\
M/G \supseteq V & \xrightarrow{id} & V \\
\end{array}
\]

since the projection $pr_2$ is smooth. It is then easy to check that the transition maps for the bundle defined by $\pi$ are smooth. We leave this as an exercise. \qed
2.9.3. The Marsden–Weinstein theorem.

Theorem 2.9.14 (Marsden–Weinstein [MW74]). Let \((M, \omega, G, \mu)\) be a Hamiltonian \(G\)-space for a compact Lie group \(G\). Let \(i: \mu^{-1}(0) \hookrightarrow M\) be the inclusion map. Assume that \(G\) acts freely on \(\mu^{-1}(0)\). Then

- the orbit space \(M_{\text{red}} := \mu^{-1}(0)/G\) is a manifold,
- \(\pi: \mu^{-1}(0) \to M_{\text{red}}\) is a principal \(G\)-bundle, and
- there is a symplectic form \(\omega_{\text{red}}\) on \(M_{\text{red}}\) satisfying \(i^* \omega = \pi^* \omega_{\text{red}}\).

Definition 2.9.15 (Reduction). The pair \((M_{\text{red}}, \omega_{\text{red}})\) is called the reduction of \((M, \omega)\) with respect to \(G\) and \(\mu\).

Remark 2.9.16. The reduction is sometimes also called reduced space, symplectic quotient or the Marsden–Weinstein quotient.

Lemma 2.9.17. Let \((V, \omega)\) be a symplectic vector space. Suppose that \(I\) is an isotropic subspace of \(V\). Then \(\omega\) induces a canonical symplectic form \(\Omega\) on \(I/\omega\), where \(I/\omega\) denotes the symplectic orthocomplement of \(I\).

Exercise 2.9.18. Prove Lemma 2.9.17.

Proof of Theorem 2.9.14. Note that since \(G\) acts freely on \(\mu^{-1}(0)\), we get that \(d_q \mu\) is surjective for all \(q \in \mu^{-1}(0)\) since

\[\text{im} \ d_q \mu = \text{Ann}(g_q) := \{\xi \in g^* \mid \langle \xi, X \rangle = 0, \forall X \in g_q\},\]

where \(\text{Ann}\) denotes the annihilator and \(g_q\) the Lie algebra of the stabilizer \(G_q\) which in this case is trivial and hence \(\text{im} \ d_q \mu = g^*\). Thus, 0 is a regular value and therefore \(\mu^{-1}(0)\) is a closed submanifold of codimension \(\dim G\). The first part of Theorem 2.9.14 is just an application of Theorem 2.9.9 to the free action of \(G\) on \(\mu^{-1}(0)\).

Lemma 2.9.17 gives a canonical symplectic structure on the quotient \(T_q \mu^{-1}(0)/T_q O_q\) since, by the fact that \(G\) acts freely on \(\mu^{-1}(0)\), we have that \(O_q \cong G\) and thus

\[T_q \mu^{-1}(0) = \ker d_q \mu = (T_q O_q)^{\omega_q}.\]

One can indeed check that \(T_q O_q\) is an isotropic subspace of \(T_q M\). The point \([q] \in M_{\text{red}} = \mu^{-1}(0)/G\) has tangent space \(T_{[q]} M_{\text{red}} \cong T_q \mu^{-1}(0)/T_q O_q\). Thus Lemma 2.9.17 defines a non-degenerate 2-form \(\omega_{\text{red}}\) on \(M_{\text{red}}\). This is well-defined because \(\omega\) is \(G\)-invariant.

By construction, we have \(i^* \omega = \pi^* \omega_{\text{red}}\), where

\[\begin{array}{ccc}
\mu^{-1}(0) & \xhookrightarrow{i} & M \\
\downarrow \pi & & \downarrow \pi' \downarrow \pi'' \\
M_{\text{red}} & & \end{array}\]

Hence, \(\pi^* d \omega_{\text{red}} = d \pi^* \omega_{\text{red}} = d i^* \omega = i^* d \omega = 0\). The closedness of \(\omega_{\text{red}}\) follows from the injectivity of \(\pi^*\). \(\square\)
2.9.4. Noether’s theorem. Let \((M, \omega, G, \mu)\) be a Hamiltonian \(G\)-space.

**Theorem 2.9.19** (Noether[Noe18]). A function \(f: M \to \mathbb{R}\) is \(G\)-invariant if and only if \(\mu\) is constant along the trajectories of the Hamiltonian vector field of \(f\).

**Proof.** Let \(X_f\) be the Hamiltonian vector field of \(f\). Moreover, let \(X \in \mathfrak{g}\) and \(\mu^X = \langle \mu, X \rangle: M \to \mathbb{R}\).

Then we have
\[
L_{X_f} \mu^X = \iota_{X_f} \iota_X \omega = -\iota_X \iota_X \omega = -\iota_X \iota_X df = -L_{X_f} f = 0.
\]
because \(f\) is \(G\)-invariant. \(\square\)

**Definition 2.9.20** (Integral of motion/Symmetry). A \(G\)-invariant function \(f: M / G \to \mathbb{R}\) is called an integral of motion of the Hamiltonian \(G\)-space \((M, \omega, G, \mu)\). If \(\mu\) is constant along the trajectories of a Hamiltonian vector field \(X_f\), then the corresponding 1-parameter group of diffeomorphisms \((\exp tX_f)_{t \in \mathbb{R}}\) is called a symmetry of \((M, \omega, G, \mu)\).

**Remark 2.9.21.** The *Noether principle* asserts that there is a one-to-one correspondence between symmetries and integrals of motion.

2.10. The Duistermaat–Heckman theorems

2.10.1. Duistermaat–Heckman polynomial. Let \((M, \omega)\) be a 2\(n\)-dimensional symplectic manifold and consider its Liouville volume \(\omega^n / n!\).

**Definition 2.10.1** (Liouville measure). The Liouville measure (or symplectic measure) of a Borel subset \(U \subset M\) is given by
\[
m_\omega(U) = \int_U \frac{\omega^n}{n!}.
\]
Let \(G\) be a torus and suppose that \((M, \omega, G, \mu)\) is a Hamiltonian \(G\)-space such that the moment map \(\mu\) is proper. Moreover denote by \(\mathfrak{g}\) the Lie algebra of \(G\).

**Definition 2.10.2** (Duistermaat–Heckman measure). The Duistermaat–Heckman measure, denoted by \(m_{DH}\), on \(\mathfrak{g}^*\) is the pushforward of \(m_\omega\) by \(\mu: M \to \mathfrak{g}^*\). That is,
\[
m_{DH}(U) := (\mu_* m_\omega)(U) = \int_{\mu^{-1}(U)} \frac{\omega^n}{n!}
\]
for any Borel subset \(U \subset \mathfrak{g}^*\).

**Remark 2.10.3.** For a compactly supported function \(h \in C^\infty(\mathfrak{g}^*)\), we can define its integral with respect to the Duistermaat–Heckman measure by
\[
\int_{\mathfrak{g}^*} h dm_{DH} := \int_M (h \circ \mu) \frac{\omega^n}{n!}.
\]
On \(\mathfrak{g}^*\), regarded as a vector space \(\mathbb{R}^n\), there is also the Lebesgue measure \(m_0\). The relation between \(m_{DH}\) and \(m_0\) is given through the Radon–Nikodym derivative, denoted by \(\frac{dm_{DH}}{dm_0}\), which is a generalized function such that
\[
\int_{\mathfrak{g}^*} h dm_{DH} = \int_{\mathfrak{g}^*} \frac{dm_{DH}}{dm_0} dm_0.
\]
Theorem 2.10.4 (Duistermaat–Heckman [DH82]). The Duistermaat–Heckman measure is a piecewise polynomial multiple of the Lebesgue measure $m_0$ on $g^* \cong \mathbb{R}^n$. That is, the Radon–Nikodym derivative

$$f := \frac{dm_{DH}}{dm_0}$$

is piecewise polynomial. More precisely, for any Borel subset $U \subset g^*$, we have

$$m_{DH}(U) = \int_U f(x)dx,$$

where $dx := dm_0(x)$ denotes the Lebesgue volume form on $U$ and $f : g^* \cong \mathbb{R}^n \to \mathbb{R}$ is polynomial on any region consisting of regular values of $\mu$.

Remark 2.10.5. The Radon–Nikodym derivative $f$ is also called the Duistermaat–Heckman polynomial.

Example 2.10.6. Consider the Hamiltonian $S^1$-space $(S^2, \omega = d\theta \wedge dh, S^1, \mu = h)$. The image of $\mu$ is given by the interval $[-1, 1]$. The Lebesgue measure of $[a, b] \subseteq [-1, 1]$ is given by

$$m_0([a, b]) = b - a.$$ 

The Duistermaat–Heckman measure of $[a, b]$ is given by

$$m_{DH}([a, b]) = \int_{\{(\theta, h) \in S^2 \mid a \leq h \leq b\}} d\theta \wedge dh = 2\pi(b - a).$$

Remark 2.10.7. As a consequence, one can show that the spherical area between two horizontal circles depends only on the vertical distance between them. This result was actually already known by Archimedes.

Corollary 2.10.8. For the standard Hamiltonian action of $S^1$ on $(S^2, \omega)$, we have

$$m_{DH} = 2\pi m_0.$$

2.10.2. Local form for reduced spaces. Let $(M, \omega, G, \mu)$ be a Hamiltonian $G$-space, where $G$ is an $n$-torus. Assume that $\mu$ is proper. If $G$ acts freely on $\mu^{-1}(0)$, then it also acts freely on nearby levels $\mu^{-1}(t)$ for $t \in g^*$ and $t$ near to 0 (which we will denote by $t \approx 0$). Consider the reduced spaces

$$M_{\text{red}} := \mu^{-1}(0)/G, \quad M_t := \mu^{-1}(t)/G$$

with reduced symplectic forms $\omega_{\text{red}}$ and $\omega_t$. We want to see what the relation between these reduced spaces when regarded as symplectic manifolds. For simplicity, we want to assume that $G$ is the circle $S^1$. Let $Z := \mu^{-1}(0)$ and let $i : Z \hookrightarrow M$ be the inclusion. Fix a form $\alpha \in \Omega^1(Z)$ for the principal bundle

$$\begin{array}{ccc}
S^1 & \hookrightarrow & Z \\
\downarrow \scriptstyle{\mu} & & \downarrow \\
M_{\text{red}} & & \end{array}$$
which means that $L_{X^\#} \alpha = 0$ and $\iota_{X^\#} \alpha = 1$, where $X^\#$ is the infinitesimal generator for the $S^1$-action. Using $\alpha$, we construct a 2-form on the product manifold $Z \times (-\varepsilon, \varepsilon)$ by

$$\sigma := \pi^* \omega_{\text{red}} - d(x\alpha),$$

where $x$ is a linear coordinate on the interval $(-\varepsilon, \varepsilon) \subset \mathbb{R} \cong g^*$. We want to abuse notation to shorten the symbols for forms on $Z \times (-\varepsilon, \varepsilon)$ which are given by pullback via the projection onto each factor.

**Lemma 2.10.9.** The 2-form $\sigma$ is symplectic for $\varepsilon$ small enough.

**Proof.** Clearly, $\sigma$ is closed. Note that at $x = 0$, we have

$$\sigma|_{x=0} = \pi^* \omega_{\text{red}} + \alpha \wedge dx,$$

which satisfies

$$\sigma|_{x=0} \left( X^\#, \frac{\partial}{\partial x} \right) = 1,$$

and thus $\sigma$ is nondegenerate along $Z \times \{0\}$. Since nondegeneracy is an open condition, we can conclude that $\sigma$ is nondegenerate for $x$ in a sufficiently small neighborhood of 0. □

**Remark 2.10.10.** Note that $\sigma$ is invariant with respect to the $S^1$-action on the first factor of $Z \times (-\varepsilon, \varepsilon)$. Actually, this $S^1$-action is Hamiltonian with moment map given by the projection onto the second factor

$$x : Z \times (-\varepsilon, \varepsilon) \rightarrow (-\varepsilon, \varepsilon),$$

which can be easily shown by

$$\iota_{X^\#} \sigma = -\iota_{X^\#} d(x\alpha) = -L_{X^\#}(x\alpha) + d\iota_{X^\#}(x\alpha) = dx.$$ 

**Lemma 2.10.11.** There is an equivariant symplectomorphism between a neighborhood of $Z$ in $M$ and a neighborhood of $Z \times \{0\}$ in $Z \times (-\varepsilon, \varepsilon)$, intertwining the two moment maps, for $\varepsilon$ small enough.

**Proof.** The inclusion $i : Z \hookrightarrow Z \times (-\varepsilon, \varepsilon)$ as $Z \times \{0\}$ and the natural inclusion $i : Z \hookrightarrow M$ are $S^1$-equivariant coisotropic embeddings. They actually satisfy $i_0^* \sigma = i^* \omega$ since both sides are equal to $\pi^* \omega_{\text{red}}$, and the moment maps coincide on $Z$ since $i_0^* x = 0 = i^* \mu$. If we replace $\varepsilon$ by a smaller positive number whenever necessary, the result follows from an equivariant version of the coisotropic embedding theorem (Theorem 2.6.3).

Hence, in order to compare the reduced spaces

$$M_t = \mu^{-1}(t)/S^1, \quad t \approx 0,$$

we work with $Z \times (-\varepsilon, \varepsilon)$ and compare instead the reduced spaces

$$x^{-1}(t)/S^1, \quad t \approx 0.$$ 

**Proposition 2.10.12.** The reduced space $(M_t, \omega_t)$ is symplectomorphic to

$$(M_{\text{red}}, \omega_{\text{red}} - t\beta),$$

where $\beta$ is the curvature of the connection 1-form $\alpha$. 

PROOF. Using Lemma 2.10.11, we can see that \((M_t, \omega_t)\) is symplectomorphic to the reduced space at level \(t\) for the Hamiltonian \(S^1\)-space \((Z \times (-\varepsilon, \varepsilon), \sigma, S^1, x)\). Since \(x^{-1}(t) = Z \times \{t\}\), where \(S^1\) acts on the first factor, all manifolds \(x^{-1}(t)/S^1\) are diffeomorphic to \(Z/S^1 = M_{\text{red}}\). For the symplectic forms, let \(\iota_t: Z \times \{0\} \hookrightarrow Z \times (-\varepsilon, \varepsilon)\) be the inclusion map. The restriction of \(\sigma\) to \(Z \times \{t\}\) is
\[
\iota_t^* \sigma = \pi^* \omega_{\text{red}} - td\alpha.
\]
By definition of the curvature, we have \(d\alpha = \pi^* \beta\). Hence, the reduced symplectic form on \(x^{-1}(t)/S^1\) is given by \(\omega_{\text{red}} - t\beta\). 

\begin{remark}
Informally, Proposition 2.10.12 says that the reduced forms \(\omega_t\) vary linearly in \(t\), for \(t \approx 0\). On the other hand, the identification of \(M_t\) with \(M_{\text{red}}\) as abstract manifolds is not natural. Nevertheless, any two such identifications are isotopic. Using the homotopy invariance of the de Rham cohomology classes, we can obtain the following theorem.

\begin{theorem}[Duistermaat–Heckman \cite{DH82}]
The cohomology class of the reduced symplectic form \([\omega_t]\) varies linearly in \(t\). More specifically, we have
\[
[\omega_t] = [\omega_{\text{red}}] + tc,
\]
where \(c = [-\beta] \in H^2(M_{\text{red}})\) is the first Chern class of the \(S^1\)-bundle \(Z \to M_{\text{red}}\).
\end{theorem}

\begin{remark}
A connection on a principal bundle is given by a Lie algebra-valued 1-form. We can identify the Lie algebra \(S^1\) with \(2\pi i \mathbb{R}\) by using the exponential map \(\exp: \mathfrak{g} \cong 2\pi i \mathbb{R} \to S^1, \xi \mapsto \exp(\xi)\). If we consider a principal \(S^1\)-bundle, this identification leads to the fact that the infinitesimal action maps the generator \(2\pi i\) of \(2\pi i \mathbb{R}\) to the generating vector field \(X^\#\). If we have a connection 1-form \(A\), it is then an imaginary-valued 1-form on the total space satisfying \(L_{X^\#} A = 0\) and \(\iota_{X^\#} A = 2\pi i\). Its curvature 2-form \(B\) is then an imaginary-valued 2-form on the base satisfying \(\pi^* B = dA\). By the Chern–Weil isomorphism \cite{Che52, Wei49, BT82}, the first Chern class of the principal \(S^1\)-bundle is \(c = \left[\frac{1}{2\pi} \pi^* B\right]\). However, we want to identify the Lie algebra \(S^1\) with \(\mathbb{R}\) and implicitly use the exponential map \(\exp: \mathfrak{g} \cong \mathbb{R} \to S^1, t \mapsto \exp(2\pi it)\). Thus, if we consider a principal \(S^1\)-bundle, the infinitesimal action maps the generator 1 of \(\mathbb{R}\) to \(X^\#\), where now a connection 1-form \(\alpha\) is an ordinary 1-form on the total space satisfying \(L_{X^\#} \alpha = 0\) and \(\iota_{X^\#} \alpha = 0\). The curvature \(\beta\) is now an ordinary 2-form on the base satisfying \(\pi^* \beta = d\alpha\). This implies that we have \(A = 2\pi i \alpha, B = 2\pi i \beta\) and the first Chern class \(c = [-\beta]\).
\end{remark}

\begin{subsection}{Variation of the symplectic volume}
Consider a Hamiltonian \(S^1\)-space
\[(M, \omega, S^1, \mu)\]
of dimension \(2n\) and let \((M_x, \omega_x)\) be its reduced space at level \(x\). Proposition 2.10.12 and Theorem 2.10.14 tell us that for \(x\) in a sufficiently narrow neighborhood of 0, the symplectic volume of \(M_x\) given by
\[
\text{vol}(M_x) := \int_{M_x} \frac{\omega_x^{n-1}}{(n-1)!} = \int_{M_{\text{red}}} \frac{(\omega_{\text{red}} - x\beta)^{n-1}}{(n-1)!},
\]
is a polynomial in \(x\) of degree \(n - 1\). This volume can be also expressed as
\[
\text{vol}(M_x) = \int_Z \frac{\pi^*(\omega_{\text{red}} - x\beta)^{n-1}}{(n-1)!} \wedge \alpha.
\]
Here, $\alpha$ is a chosen connection 1-form on the $S^1$-bundle $Z \to M_{\text{red}}$ and $\beta$ is its curvature 2-form. The Duistermaat–Heckman measure for a Borel subset $U \subset (-\varepsilon, \varepsilon)$ is

$$m_{\text{DH}}(U) = \int_{\mu^{-1}(U)} \frac{\omega^n}{n!}.$$ 

Note that $(\mu^{-1}((-\varepsilon, \varepsilon)), \omega)$ is symplectomorphic to $(Z \times (-\varepsilon, \varepsilon), \sigma)$ and moreover they are isomorphic as Hamiltonian $S^1$-spaces. Thus, we can obtain

$$m_{\text{DH}}(U) = \int_{Z \times U} \frac{\sigma^n}{n!}.$$ 

Since $\sigma = \pi^* \omega_{\text{red}} - d(x\alpha)$, we can express its $n$-th power by

$$\sigma^n = n(\pi^* \omega_{\text{red}} - x\alpha)^{n-1} \wedge \alpha \wedge dx.$$ 

Using Fubini’s theorem, we get

$$m_{\text{DH}}(U) = \int_U \left( \int_Z \frac{\pi^* (\omega_{\text{red}} - x\beta)^{n-1}}{(n-1)!} \wedge \alpha \right) \wedge dx.$$ 

Hence, the Radon–Nikodym derivative of $m_{\text{DH}}$ with respect to the Lebesgue measure $dx$ is given by

$$f(x) = \int_Z \frac{\pi^* (\omega_{\text{red}} - x\beta)^{n-1}}{(n-1)!} \wedge \alpha = \text{vol}(M_x).$$

**Remark 2.10.16.** Note that the previous discussion, for $x \approx 0$, $f(x)$ is indeed polynomial in $x$. This actually also holds for a neighborhood of any other regular value of $\mu$, since we can change the moment map $\mu$ by an arbitrary additive constant.

**Exercise 2.10.17 (Equivariant cohomology).** Let $M$ be a manifold with an $S^1$-action and $X^\#$ the vector field on $M$ generated by $S^1$. The algebra of $S^1$-equivariant forms on $M$ is the algebra of $S^1$-invariant forms on $M$ tensored with complex polynomials in $x$, i.e.

$$\Omega^\bullet_{S^1}(M) := (\Omega^\bullet(M))^{S^1} \otimes_{\mathbb{R}} \mathbb{C}[x].$$

Note that the product $\wedge$ on $\Omega^\bullet_{S^1}(M)$ combines the wedge product on $\Omega^\bullet(M)$ with the product of polynomials on $\mathbb{C}[x]$.

1. We grade $\Omega^\bullet_{S^1}(M)$ by adding the usual grading on $\Omega^\bullet(M)$ to a grading on $\mathbb{C}[x]$ where the monomial $x$ has degree 2. Show that $(\Omega^\bullet_{S^1}(M), \wedge)$ is a supercommutative graded algebra, i.e.

$$\alpha \wedge \beta = (-1)^{\text{deg} \alpha \cdot \text{deg} \beta} \beta \wedge \alpha, \quad \forall \alpha, \beta \in \Omega^\bullet_{S^1}(M).$$

2. On $\Omega^\bullet_{S^1}(M)$ we define an operator

$$d_{S^1} := d \otimes 1 - i_{X^\#} \otimes x.$$ 

This means that for an element $\alpha = \alpha \otimes p(x)$ we have

$$d_{S^1} \alpha = d\alpha \otimes p(x) - i_{X^\#} \alpha \otimes xp(x).$$
The operator \( d_{S^1} \) is called Cartan differentiation. Show that \( d_{S^1} \) is a subderivation of degree 1, i.e. show that it increases the degree by 1 and that it satisfies the super Leibniz rule

\[
d_{S^1}(\alpha \wedge \beta) = (d_{S^1} \alpha) \wedge \beta + (-1)^{\deg \alpha} \alpha \wedge d_{S^1} \beta.
\]

(3) Show that \((d_{S^1})^2 = 0\). Hint: Use Cartan’s magic formula.

We can hence deduce that the sequence

\[
0 \to \Omega^0_{S^1}(M) \xrightarrow{d_{S^1}} \Omega^1_{S^1}(M) \xrightarrow{d_{S^1}} \Omega^2_{S^1}(M) \xrightarrow{d_{S^1}} \cdots
\]

is a graded complex whose cohomology is usually called equivariant cohomology. The equivariant cohomology of a topological space \( M \) endowed with a continuous action of a topological group \( G \) is the cohomology of the diagonal quotient \( (M \times EG)/G \), where \( EG \) denotes the universal bundle of \( G \), i.e. \( EG \) is a contractible space where \( G \) acts freely. Cartan showed that, for the action of a compact Lie group \( G \) on some manifold \( M \), the de Rham complex \( (\Omega^*_G(M), d_G) \) computes the equivariant cohomology, where \( \Omega^*_G(M) \) denotes the \( G \)-equivariant forms on \( M \). For equivariant cohomology in the symplectic context see also [AB84]. The \( k \)-th equivariant cohomology group is given by

\[
H^k_{S^1}(M) := \frac{\ker d_{S^1} : \Omega^k_{S^1}(M) \to \Omega^{k+1}_{S^1}(M)}{\text{im} d_{S^1} : \Omega^{k-1}_{S^1}(M) \to \Omega^k_{S^1}(M)}
\]

(4) What is the equivariant cohomology of a point?

(5) What is the equivariant cohomology of \( S^1 \) with its multiplication action on itself?

(6) Show that the equivariant cohomology of a manifold \( M \) with free \( S^1 \)-action is isomorphic to the ordinary cohomology of the quotient space \( M/S^1 \).

Hint: Consider the projection \( \pi : M \to M/S^1 \).

Show that \( \pi^* : H^\bullet(M/S^1) \to H^\bullet_{S^1}(M) \), \([\alpha] \mapsto [\pi^* \alpha \otimes 1] \) is a well-defined isomorphism.

Choose a connection on the principal \( S^1 \)-bundle \( M \to M/S^1 \), i.e. a 1-form \( \theta \) on \( M \) such that \( L_X \theta = 0 \) and \( i_X \theta = 1 \). Recall also that a form \( \beta \) on \( M \) is of type \( \pi^* \alpha \) for some \( \alpha \) if and only if it is basic, i.e. \( L_X \beta = 0 \) and \( i_X \beta = 0 \).

(7) Let \((M, \omega)\) be a symplectic manifold with an \( S^1 \)-action. Moreover, let \( \mu \in C^\infty(M) \) be a real function. Consider the equivariant form

\[
\omega := \omega \otimes 1 + \mu \otimes x.
\]

Show that \( \omega \) is equivariantly closed, i.e. \( d_{S^1} \omega = 0 \), if and only if \( \mu \) is a moment map. The equivariant form \( \omega \) is called the equivariant symplectic form.

(8) Let \( M \) be a \( 2n \)-dimensional compact oriented manifold with an \( S^1 \)-action. Suppose that the set \( M^{S^1} \) consisting of fixed points for the \( S^1 \)-action is finite. Consider an \( S^1 \)-invariant form \( \alpha^{(2n)} \) which is the top degree part of an equivariantly closed form of even degree, i.e. \( \alpha^{(2n)} \in \Omega^{2n}(M)^{S^1} \) is such that there is some \( \alpha \in \Omega^*_G(M) \) with

\[
\alpha = \alpha^{(2n)} + \alpha^{(2n-2)} + \cdots + \alpha^{(0)}, \quad \alpha^{(2k)} \in (\Omega^{2k}(M))^{S^1} \otimes \mathbb{C}[x], \quad d_{S^1} \alpha = 0.
\]

(a) Show that the restriction of \( \alpha^{(2n)} \) to \( M \setminus M^{S^1} \) is exact.

Hint: The generator \( X^\# \) of the \( S^1 \)-action does not vanish on \( M \setminus M^{S^1} \). Thus, we can define a connection on \( M \setminus M^{S^1} \) by \( \theta(Y) = \frac{\langle Y, X^\# \rangle}{\langle X^\#, X^\# \rangle} \), where \( \langle \ , \ \rangle \) is
some $S^1$-invariant metric on $M$. Use $\theta \in \Omega^1(M \setminus M^{S^1})$ to get the primitive of $\alpha^{(2n)}$ by starting at $\alpha^{(0)}$.

(b) Compute the integral of $\alpha^{(2n)}$ over $M$.

Hint: Use Stokes’ theorem to localize the answer near the fixed points.

This exercise is a very particular case of the Atiyah–Bott localization theorem for equivariant cohomology [AB84].

(9) What is the integral of the symplectic form $\omega$ on a surface with a Hamiltonian $S^1$-action which is free outside a finite set of fixed points?

Hint: Use (7) and (8).
Poisson Geometry

Poisson geometry combines methods of differential geometry and noncommutative geometry. Motivated by the dynamical structure induced from the setting of classical mechanics, it connects to the notion of symplectic geometry and provides the actual mathematical structure to talk about deformation quantization. In fact, as we will see, the phase space can be regarded as a Poisson manifold with Poisson structure coming from the canonical symplectic form since every symplectic manifold naturally induces a Poisson manifold. In this chapter we will introduce Poisson manifolds, Lie algebroids, Courant algebroids, Dirac manifolds, the local behaviour of Poisson manifolds and the induced symplectic foliation. Finally, we will introduce Poisson maps in the regular sense. We will not cover the notion of Morita equivalence [Mor58], which gives another construction for morphisms between Poisson manifolds, but we refer to [Xu91; Xu04; GL92; JSW02; Sch98] for the interested reader. This chapter is mainly based on [Wei83; GW92; BC05; Con95; Cat04; GG01; DZ05; Cou90a; Cou90b; BW04; GRS05]. Let $P$ denote a manifold for the entire chapter.

3.1. Poisson manifolds

3.1.1. Poisson structures and the Schouten–Nijenhuis bracket.

**Definition 3.1.1 (Poisson structure).** A Poisson structure on $P$ is an $\mathbb{R}$-bilinear Lie bracket $\{\ , \}$ on $C^\infty(P)$ satisfying the Leibniz rule

$$\{f, gh\} = \{f, g\}h + g\{f, h\}, \quad \forall f, g, h \in C^\infty(P).$$

**Definition 3.1.2 (Casimir function).** A function $f \in C^\infty(P)$ is called Casimir if the Hamiltonian vector field $X_f = \{f, \ \}$ of $f$ vanishes.

**Remark 3.1.3.** By the Leibniz rule of the Poisson bracket $\{\ , \}$, there exists a bivector field $\pi \in \mathfrak{X}^2(P) := \Gamma(\bigwedge^2 TP)$ such that

$$\{f, g\} = \pi(df, dg).$$

**Definition 3.1.4 (Schouten–Nijenhuis bracket).** The Schouten–Nijenhuis bracket is a unique extension of the Lie bracket of vector fields to a graded bracket of multivector fields. It is defined by

$$[X_1 \wedge \cdots \wedge X_m, Y_1 \wedge \cdots \wedge Y_n] := \sum_{1 \leq i < m \atop 1 \leq j \leq m} (-1)^{i+j} [X_i, Y_j] X_1 \wedge \cdots \wedge X_{i-1} \wedge X_{i+1} \wedge \cdots \wedge X_m \wedge Y_1 \wedge \cdots \wedge Y_{j-1} \wedge Y_{j+1} \wedge \cdots \wedge Y_n$$
for vector fields $X_1,\ldots,X_m,Y_1,\ldots,Y_n$ and by
\[ [f,X_1 \wedge \cdots \wedge X_m] := -\iota_{X_1 \wedge \cdots \wedge X_m} df \]
for a function $f$.

**Exercise 3.1.5.** Show that the Schouten–Nijenhuis bracket satisfies the graded Jacobi identity:
\[ (-1)^{|X|-1}(|Z|-1)[X,[Y,Z]] + (-1)^{|Y|-1}(|X|-1)[Y,[Z,X]] + (-1)^{|Z|-1}(|Y|-1)[Z,[X,Y]] = 0, \]
where $| \cdot |$ denotes the degree operation, i.e. $|X| = k$ if $X \in \mathfrak{X}^k(P)$.

**Exercise 3.1.6.** Show that the Jacobi identity for $\{\cdot,\cdot\}$ is equivalent to the condition $[\pi,\pi] = 0$.

See Section 4.2.4.1 for the computation.

In local coordinates $(x_1,\ldots,x_n)$ we can determine the components of the bivector field $\pi$ as
\[ \pi^{ij}(x) = \{x_i, x_j\}. \]

**Definition 3.1.7 (Poisson manifold).** A pair $(P,\pi)$, where $\pi$ is a Poisson bivector field on $P$, is called a Poisson manifold.

**Definition 3.1.8 (Symplectic Poisson structure).** If the bivector field $\pi$ is invertible at each point $x$, it is called nondegenerate or symplectic.

**Remark 3.1.9.** Note that, if $\pi$ is symplectic, then we can define a symplectic form on $P$. Indeed, we can locally define the matrices
\[ (\omega_{ij}) = (-\pi^{ij})^{-1}, \]
which defines globally a 2-form $\omega \in \Omega^2(P)$. Moreover, the condition $[\pi,\pi] = 0$ implies that $d\omega = 0$.

**3.1.2. Examples of Poisson structures.**

**Example 3.1.10.** Constant Poisson structure Let $P = \mathbb{R}^n$ and suppose that $\pi^{ij}(x)$ is constant. Then we can find coordinates on $P$
\[ (q_1,\ldots,q_k,p_1,\ldots,p_k,e_1,\ldots,e_\ell), \quad 2k + \ell = n, \]
such that
\[ \pi = \sum_{1 \leq i \leq k} \frac{\partial}{\partial q_i} \wedge \frac{\partial}{\partial p_i}. \]
Expressing it in terms of a bracket, we get
\[ \{f,g\} = \sum_{1 \leq i \leq k} \left( \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} \right). \]
Note that this agrees with the usual Poisson bracket on $C^\infty(T^*\mathbb{R}^n)$ in Hamiltonian mechanics (see Section 2.7.2). Note that all coordinates $e_j$ for $0 \leq j \leq \ell$ are Casimirs with respect to $\{\cdot,\cdot\}$. 
Example 3.1.11 (Poisson structures on $\mathbb{R}^2$). Let $P = \mathbb{R}^2$ and consider a smooth function $f \in C^\infty(P)$. Such a function $f$ induces a Poisson structure on $P$ by

$$\{x_1, x_2\} := f(x_1, x_2).$$

Moreover, any Poisson structure on $\mathbb{R}^2$ is of this form.

Example 3.1.12 (Lie-Poisson structure). Let $P$ be a finite-dimensional vector space $V$ with coordinates $(x_1, \ldots, x_n)$. We can define a linear Poisson structure by

$$\{x_i, x_j\} := \sum_{1 \leq k \leq n} c_{ij}^k x_k,$$

where $c_{ij}^k$ are determined constants with $c_{ij}^k = -c_{ji}^k$. Such a Poisson structure is usually called Lie-Poisson structure, since the Jacobi identity of $\{\ , \}$ implies that the $c_{ij}^k$ are the structure constants of a Lie algebra $\mathfrak{g}$, which might be identified naturally with $V^*$. Thus, we might also identify $V \cong \mathfrak{g}^*$. Conversely, any Lie algebra $\mathfrak{g}$ with structure constants $c_{ij}^k$ defines through $\{\ , \}$ a linear Poisson structure on $\mathfrak{g}^*$.

Remark 3.1.13. Deformation quantization of a Lie-Poisson structure on $\mathfrak{g}^*$ leads to the definition of the universal enveloping algebra $U(\mathfrak{g})$. The elements in the center of $U(\mathfrak{g})$ are usually called Casimir elements. These exactly correspond to the center of the Poisson algebra of functions on $\mathfrak{g}^*$, and hence, by extension, the Casimir functions for the center of any Poisson algebra.

3.2. Dirac manifolds

3.2.1. Courant algebroids. We want to formulate a generalization of Poisson structures and closed 2-forms.

Definition 3.2.1 (Presymplectic form). A closed 2-form is called presymplectic.

Note that each 2-form $\omega$ on $P$ corresponds to a bundle map

$$\tilde{\omega}: TP \to T^*P,$$

$$v \mapsto \tilde{\omega}(v) := \omega(v, \ ).$$

We can define a similar bundle map for a bivector field $\pi \in \mathfrak{X}^2(P)$ by

$$\tilde{\pi}: T^*P \to TP,$$

$$\alpha \mapsto \tilde{\pi}(\alpha) := \pi(\ , \alpha).$$

such that $\iota_{\tilde{\pi}(\alpha)}\beta = \beta(\tilde{\pi}(\alpha)) = \pi(\beta, \alpha)$. The matrix representing $\tilde{\pi}$ in the basis $(dx_i)$ and $(\frac{\partial}{\partial x_i})$ for local coordinates $(x_1, \ldots, x_n)$ of $P$, is (up to a sign) given by

$$\tilde{\pi}^{ij}(x) = \{x_1, x_j\}.$$

Thus, bivector fields (or 2-forms) are nondegenerate if and only if the associated bundle maps are invertible. Using these bundle maps, we can describe closed 2-forms and Poisson bivector fields as a subbundles of $TP \oplus T^*P$. Indeed, consider the graphs

$$L_\omega := \Gamma_{\tilde{\omega}} = \text{graph } \tilde{\omega},$$

$$L_\pi := \Gamma_{\tilde{\pi}} = \text{graph } \tilde{\pi}.$$
Let us introduce the following canonical structure on $TP \oplus T^*P$:

1. The symmetric bilinear form
   \[
   (\cdot, \cdot)_+: TP \oplus T^*P \times TP \oplus T^*P \to \mathbb{R},
   \]
   \[
   ((X, \alpha), (Y, \beta)) \mapsto \langle (X, \alpha), (Y, \beta) \rangle_+ := \alpha(Y) + \beta(X).
   \]

2. The bracket
   \[
   [\cdot, \cdot] : \Gamma(TP \oplus T^*P) \times \Gamma(TP \oplus T^*P) \to \Gamma(TP \oplus T^*P),
   \]
   \[
   ((X, \alpha), (Y, \beta)) \mapsto \langle (X, \alpha), (Y, \beta) \rangle := ([X, Y], L_X \beta - \iota_Y \alpha).
   \]

**Definition 3.2.2** (Lie algebroid). A Lie algebroid is a vector bundle $E$ endowed with a Lie bracket $[\cdot, \cdot]$ on the space of sections $\Gamma(E)$ together with an anchor map $\rho : E \to TP$ such that for all $X, Y \in \Gamma(E)$ and $f \in C^\infty(P)$

1. $[X, fY] = \rho(X)(f) \cdot Y + f[X, Y]$,
2. $\rho([X, Y]) = [\rho(X), \rho(Y)]$.

Here $\rho(X)(f) = L_{\rho(X)}f$ denotes the derivative of $f$ along the vector field $\rho(X)$.

**Definition 3.2.3** (Courant algebroid). A Courant algebroid is a vector bundle $E$ equipped with a nondegenerate symmetric bilinear form $(\cdot, \cdot) : E \times E \to \mathbb{R}$, a bilinear bracket $[\cdot, \cdot] : \Gamma(E) \times \Gamma(E) \to \Gamma(E)$ and a bundle map $\rho : E \to TP$ satisfying the following properties:

1. $[X, [Y, Z]] = [[X, Y], Z] + [Y, [X, Z]]$ (left Jacobi identity),
2. $[X, fY] = f[X, Y] + \rho(X)(f) \cdot Y$, (Leibniz rule)
3. $[X, X] = \frac{1}{2}D\langle X, X \rangle$, where
   \[
   D := \rho^*d : C^\infty(P) \xrightarrow{d} \Omega^1(P) \xrightarrow{\rho^*} E^* \cong E.
   \]
4. $\rho(X)(Y, Z) = \langle [X, Y], Z \rangle + \langle Y, [X, Z] \rangle$, (self-adjoint)
5. $\rho(X)(Y, Z) = \langle [X, Y], Z \rangle + \langle Y, [X, Z] \rangle$, (self-adjoint)

**Definition 3.2.4** (Split Courant algebroid). The bundle $E := TP \oplus T^*P$ together with the bracket $(\cdot, \cdot)_+$ and $[\cdot, \cdot]$ is an example of a Courant algebroid which we call the split Courant algebroid.

### 3.2.2. Dirac structures.

**Proposition 3.2.5.** A subbundle $L \subset TP \oplus T^*P$ is of the form $L_{\pi}$ (resp. $L_{\omega}$) for a bivector field $\pi$ (resp. 2-form $\omega$) if and only if

1. $TP \cap L = \{0\}$ (resp. $L \cap T^*P = \{0\}$) at all points of $P$,
2. $L$ is maximal isotropic with respect to $(\cdot, \cdot)_+$,

Moreover, $[\pi, \pi] = 0$ (resp. $d\omega = 0$) if and only if

3. $\Gamma(L)$ is closed under the Courant bracket $[\cdot, \cdot]$, i.e.
   \[
   [\Gamma(L), \Gamma(L)] \subset \Gamma(L).
   \]

**Definition 3.2.6** (Dirac structure). A Dirac structure on $P$ is a subbundle $L \subset TP \oplus T^*P$ which is maximal isotropic with respect to $(\cdot, \cdot)_+$ and whose sections are closed under the Courant bracket $[\cdot, \cdot]$. 
Definition 3.2.7 (Dirac manifold). A tuple \((P,L)\), where \(L\) is a Dirac structure on \(P\) is called a **Dirac manifold**.

Remark 3.2.8. Dirac structures are exactly those which satisfy conditions (2) and (3) of Proposition 3.2.5, but do not necessarily appear as the graph of some bivector field or 2-form.

Definition 3.2.9 (Almost Dirac structure). If \(L\) only satisfies condition (2) of Proposition 3.2.5, it is called an **almost Dirac structure**.

Remark 3.2.10. Usually, condition (3) of Proposition 3.2.5 is referred to as the **integrability condition** of a Dirac structure.

Example 3.2.11 (Regular foliations). Let \(F \subseteq TP\) be a subbundle, and let \(\text{Ann}(F) \subseteq T^*P\) be its annihilator. Then \(L = F \oplus \text{Ann}(F)\) is an almost Dirac structure. It is a Dirac structure if and only if \(F\) satisfies the Frobenius condition (see Theorem 1.6.15)

\[
[\Gamma(F),\Gamma(F)] \subseteq \Gamma(F).
\]

Hence, regular foliations are examples of Dirac structures.

Example 3.2.12 (Linear Dirac structure). If \(V\) is a finite-dimensional real vector space, then a **linear Dirac structure** on \(V\) is a subspace \(L \subseteq V \oplus V^*\) which is maximal isotropic with respect to the symmetric pairing \(\langle \ , \ \rangle_+\).

Let \(L\) be a linear Dirac structure on \(V\). Let \(\text{pr}_1: V \oplus V^* \to V\) and \(\text{pr}_2: V \oplus V^* \to V^*\) be the canonical projections, and consider the subspace

\[
W := \text{pr}_1(L) \subseteq V.
\]

Then \(L\) induces a skew-symmetric bilinear form \(\theta\) on \(W\) defined by

\[
(3.2.3) \quad \theta(X,Y) := \alpha(Y),
\]

where \(X,Y \in W\) and \(\alpha \in V^*\) such that \((X,\alpha) \in L\).

Exercise 3.2.13. Show that \(\theta\) is well-defined, i.e. (3.2.3) is independent of the choice of \(\alpha\).

Conversely, any pair \((W,\theta)\), where \(W \subseteq V\) is a subspace and \(\theta\) is a skew-symmetric bilinear form \(W\), defines a linear Dirac structure by

\[
L := \{(X,\alpha) \mid X \in W, \alpha \in V^* \text{ such that } \alpha|_W = \iota_X \theta\}.
\]

Exercise 3.2.14. Check that this \(L\) is a linear Dirac structure on \(V\) with associated subspace \(W\) and bilinear form \(\theta\).

Note that Example 3.2.12 induces a simple way in which linear Dirac structures can be restricted to subspaces.

### 3.2.3. Dirac structures for constrained manifolds.

**Example 3.2.15** (Restriction of Dirac structures to subspaces). Let \(L\) be a linear Dirac structure on \(V\), let \(U \subseteq V\) be a subspace and consider the pair \((W,\theta)\) associated to \(L\). Then \(U\) inherits the linear Dirac structure \(L_U\) from \(L\) defined by

\[
W_U := W \cap U, \quad \theta_U := i^* \theta,
\]

where \(i: U \hookrightarrow V\) denotes the inclusion.
Exercise 3.2.16. Show that there is a canonical isomorphism
\[ L_U \cong \frac{L \cap (U \oplus V^*)}{L \cap \text{Ann}(U)}. \]

Remark 3.2.17. Let \((P, L)\) be a Dirac manifold, and let \(i: N \hookrightarrow P\) be a submanifold. The constructions of Example 3.2.15, when applied to \(T_xN \subseteq T_xP\) for all \(x \in P\), defines a maximal isotropic subbundle \(L_N \subset T_xP \oplus T_x^*P\). However, \(L_N\) might not be a continuous family of subspaces. When \(L_N\) is a continuous family, it is a smooth bundle which then directly satisfies the integrability condition (condition (3) of Proposition 3.2.5). Hence, \(L_N\) defines a Dirac structure.

Example 3.2.18 (Moment level sets). Let \(\mu: P \to g^*\) be the moment map for a Hamiltonian action of a Lie group \(G\) on a Poisson manifold \((P, \pi)\). Let \(\xi \in g^*\) be a regular value for \(\mu\) and let \(G_{\xi}\) be the isotropy group at \(\xi\) with respect to the coadjoint action, and consider \(Q = \mu^{-1}(\xi) \hookrightarrow P\).

At each point \(x \in Q\), we have a linear Dirac structure on \(T_xQ\) given by
\[ (L_Q)_x := \frac{L_x \cap (T_xQ \oplus T_x^*P)}{L_x \cap \text{Ann}(T_xQ)}. \]

One can verify that \(L_Q\) defines a smooth bundle by verifying that \(L_x \cap \text{Ann}(T_xQ)\) has constant dimension. In fact, one can show that \(L_x \cap \text{Ann}(T_xQ)\) has constant dimension if and only if the stabilizer groups of the \(G_{\xi}\)-action on \(Q\) have constant dimension, which happens if the \(G_{\xi}\)-orbits on \(Q\) have constant dimension. In this case, \(L_Q\) is a Dirac structure on \(Q\).

3.3. Symplectic leaves and local structure of Poisson manifolds

3.3.1. Local and regular Poisson structures. Let \(\pi\) be a symplectic Poisson structure on \(P\). Then Darboux’s theorem asserts that, around each point of \(P\), one can find coordinates \((q_1, \ldots, q_k, p_1, \ldots, p_k)\) such that
\[ \pi = \sum_{1 \leq i \leq k} \frac{\partial}{\partial q_i} \wedge \frac{\partial}{\partial p_i}. \]

The symplectic form is then given by
\[ \omega = \sum_{1 \leq i \leq k} dq_i \wedge dp_i. \]

In general, the image of \(\tilde{\pi}: T^*P \to TP\) defined as in (3.2.2) induces an integrable singular distribution on \(P\). In fact, \(P\) is a disjoint union of leaves \(\mathcal{O}\) satisfying
\[ T_x\mathcal{O} = \tilde{\pi}(T_x^*P), \quad \forall x \in P. \]

Definition 3.3.1 (Regular Poisson structure). A Poisson structure \(\pi\) is called regular if \(\tilde{\pi}\) has locally constant rank.

Remark 3.3.2. If the considered Poisson structure is regular, then it defines a foliation in the ordinary sense. Note that one can always find an open dense subset of \(P\) where this is in fact the case. We call this the regular part of \(P\).
Locally, by using the Darboux theorem, if \( \pi \) has constant rank \( k \) around a given point, there exist coordinates \((q_1, \ldots, q_k, p_1, \ldots, p_k, e_1, \ldots, e_\ell)\) such that

\[
\{q_i, p_j\} = \delta_{ij}, \quad \{q_i, q_j\} = \{p_i, p_j\} = \{q_i, e_j\} = \{p_i, e_j\} = 0.
\]

### 3.3.2. Local splitting and symplectic foliation.

**Theorem 3.3.3 (Local splitting theorem).** Around any point \( x_0 \) of a Poisson manifold \((P, \pi)\) there exist local coordinates

\[
(q_1, \ldots, q_k, p_1, \ldots, p_k, e_1, \ldots, e_\ell), \quad (q, p, e)(x_0) = (0, 0, 0)
\]

such that

\[
\pi = \sum_{1 \leq i \leq k} \frac{\partial}{\partial q_i} \wedge \frac{\partial}{\partial p_i} + \frac{1}{2} \sum_{1 \leq i, j \leq \ell} \eta^{ij}(e) \frac{\partial}{\partial e_i} \wedge \frac{\partial}{\partial e_j}
\]

with \( \eta^{ij}(0) = 0 \).

**Remark 3.3.4.** We have a symplectic factor in the splitting (3.3.1) associated to the coordinates \((q_i, p_i)\) and a factor where all Poisson brackets vanish at \( e = 0 \) associated to the coordinates \((e_j)\). The latter factor is often called the totally degenerate factor. We can identify the symplectic factor with an open subset of the leaf \( O_{x_0} \) through \( x_0 \). If we consider the foliation given by the collection of all leaves

\[ P = \bigcup_{x \in P} O_x \]

we see that \( \pi \) canonically defines a singular foliation of \( P \) by symplectic leaves, since \( \pi \) induces a symplectic structure on each leaf. One usually refers to the totally degenerate factor, which is locally well-defined up to isomorphism, as the transverse structure to \( \pi \) along a given leaf.

**Example 3.3.5 (Symplectic leaves of Poisson structures on \( \mathbb{R}^2 \)).** Let \( f: \mathbb{R}^2 \to \mathbb{R} \) be a smooth function, and consider the Poisson structure on \( \mathbb{R}^2 \) defined by

\[
\{x_1, x_2\} := f(x_1, x_2).
\]

The connected components of the set \( S_f := \{(x_1, x_2) \in \mathbb{R}^2 \mid f(x_1, x_2) \neq 0\} \) are the 2-dimensional symplectic leaves. Note that in the set \( S_f \), each point is a symplectic leaf.

**Example 3.3.6 (Symplectic leaves of Lie-Poisson structures).** Consider a Lie algebra \( g \) with dual \( g^\ast \) equipped with its Lie-Poisson structure as in Example 3.1.12. The symplectic leaves are then the coadjoint orbits for any connected Lie group with Lie algebra \( g \). Since \( \{0\} \) is always an orbit, a Lie-Poisson structure is not regular unless \( g \) is commutative.

**Exercise 3.3.7.** Describe the symplectic leaves in the duals of the Lie algebras \( \mathfrak{su}(2) \) and \( \mathfrak{sl}(2, \mathbb{R}) \).

**Remark 3.3.8 (Linearization problem).** Linearizing the functions \( \eta^{ij} \) as in Theorem 3.3.3 at \( x_0 \), we can write

\[
\{e_i, e_j\} = \sum_{1 \leq k \leq \ell} c^{ij}_k e_k + O(e^2).
\]

Thus, it turns out that \( c^{ij}_k \) defines a Lie-Poisson structure on the normal space to the symplectic leaf at \( x_0 \). The linearization problem consists of determining whether one can choose
suitable transverse coordinates \((e_1, \ldots, e_\ell)\) with respect to which \(O(e^2)\) vanishes. If the Lie algebra structure on the conormal bundle to a symplectic leaf determined by linearization of \(\pi\) at a point \(x_0\) is semi-simple and of compact type, then \(\pi\) is linearizable around \(x_0\) through a smooth change of coordinates.

3.4. Poisson maps

3.4.1. Two definitions.

**Definition 3.4.1 (Poisson map (version I)).** Let \((P_1, \pi_1)\) and \((P_2, \pi_2)\) be Poisson manifolds. A smooth map \(\psi: P_1 \to P_2\) is a Poisson map if \(\psi^*: C^\infty(P_2) \to C^\infty(P_1)\) is a homomorphism of Poisson algebras, i.e.,

\[
\psi^*\{f, g\}_2 = \{\psi^* f, \psi^* g\}_1, \quad \forall f, g \in C^\infty(P_2).
\]

Equivalently, we can reformulate Definition 3.4.1 in terms of Poisson bivector fields and Hamiltonian vector fields.

**Definition 3.4.2 (Poisson map (version II)).** Let \((P_1, \pi_1)\) and \((P_2, \pi_2)\) be Poisson manifolds. A smooth map \(\psi: P_1 \to P_2\) is a Poisson map if and only if either of the following two equivalent conditions hold:

1. \(\psi_* \pi_1 = \pi_2\), i.e. \(\pi_1\) and \(\pi_2\) are \(\psi\)-related.
2. \(X_f = \psi_*(X_{\psi^* f})\) for all \(f \in C^\infty(P_2)\).

**Remark 3.4.3.** Condition (2) of Definition 3.4.2 shows that trajectories of \(X_{\psi^* f}\) project to those of \(X_f\) if \(\psi\) is a Poisson map. However, \(X_f\) being complete does not imply that \(X_{\psi^* f}\) is complete. Hence, one define a Poisson map \(\psi: P_1 \to P_2\) to be complete if for all \(f \in C^\infty(P_2)\) such that \(X_f\) is complete, then \(X_{\psi^* f}\) is complete.

3.4.2. Examples of Poisson maps.

**Example 3.4.4 (Complete functions).** Consider \(\mathbb{R}\) as a Poisson manifold endowed with the zero Poisson structure. Then any map \(f: P \to \mathbb{R}\) is a Poisson map, which is complete if and only if \(X_f\) is a complete vector field.

**Exercise 3.4.5.** Find the Poisson manifolds for which the set of complete functions is closed under addition.

**Example 3.4.6 (Open subsets of symplectic manifolds).** Let \((P, \pi)\) be a symplectic manifold, and let \(U \subseteq P\) be an open subset. Then the inclusion \(\iota: U \to P\) is complete if and only if \(U\) is closed. More, generally, the image of a complete Poisson map is a union of symplectic leaves.

**Exercise 3.4.7.** Show that the inclusion of every symplectic leaf in a Poisson manifold is a complete Poisson map.

**Exercise 3.4.8.** let \(P_1\) be a Poisson manifold and let \(P_2\) be symplectic. Show that then any Poisson map \(\psi: P_1 \to P_2\) is a submersion. Furthermore, if \(P_2\) is connected and \(\psi\) is complete, then \(\psi\) is surjective (assuming that \(P_1\) is nonempty).

**Remark 3.4.9.** Exercise 3.4.8 gives a first hint to the fact that complete Poisson maps with symplectic target must be fibrations. In fact, if \(P_1\) is symplectic and \(\dim P_1 = \dim P_2\), then a complete Poisson map \(\psi: P_1 \to P_2\) is a covering map. In general, a complete Poisson
map \( \psi: P_1 \to P_2 \), where \( P_2 \) is symplectic, is a locally trivial symplectic fibration with a flat \textit{Ehresmann connection}: the horizontal lift in \( T_x P_1 \) of a vector \( X \in T_{\psi(x)} P_2 \) is defined as

\[
\tilde{\pi}_1((d_x \psi)^* \tilde{\pi}_2^{-1}(X)).
\]

The horizontal subspaces define a foliation whose leaves are coverings of \( P_2 \), and \( P_1 \) and \( \psi \) are completely determined, up to isomorphism, by the \textit{holonomy}

\[
\pi_1(P_2, x) \to \text{Aut}(\psi^{-1}(x)),
\]

where \( \pi_1(P_2, x) \) in (3.4.1) denotes the \textit{fundamental group} of \( P_2 \) with base point \( x \)
Deformation Quantization

In this chapter we will consider the mathematical framework needed to understand Kontsevich’s construction of deformation quantization and more generally the formality theorem. We will start by introducing the general concept of deformation quantization (star products) and answer the existence problem first for the local symplectic case (including a global approach). Then we will move to the more general Poisson case where we build everything up for the formality theorem which implies the existence of a deformation quantization as an application for a special case. Then we will discuss the construction of the explicit star product provided by Kontsevich, using the notion of graphs. At the end, we will also mention the formality result using the notion of operads. This chapter is mainly based on [Moy49; Fed94; Kon99; Kon03; Tam03; CI05; GRS05; Cat+05].

4.1. Star products

4.1.1. Formal deformations. Given a commutative ring $k$, the set of formal power series $k[X]$ can be thought of polynomials with coefficients in $k$ in some formal parameter $X$ with infinite terms, not concerning any convergence issue. One can show that $k[X]$ carries in fact a ring structure. More precisely, one can define $k[X]$ as the completion of $k[X]$ by using a particular metric, which endows $k[X]$ with the structure of a topological ring.

Let $\mathcal{A}$ be a commutative associative algebra with unit over some commutative base ring $k$ and let $\hbar$ denote a formal parameter $^1$.

**Definition 4.1.1 (Formal deformation).** A formal deformation of $\mathcal{A}$ is the algebra $\mathcal{A}[\hbar]$ of formal power series over the ring $k[\hbar]$ of formal power series.

**Remark 4.1.2.** Elements of the deformed algebra $\mathcal{A}[\hbar]$ are of the form

$$C = \sum_{i \geq 0} c_i \hbar^i, \quad c_i \in \mathcal{A}$$

and the product between such elements is given by the Cauchy formula

$$\left( \sum_{i \geq 0} a_i \hbar^i \right) \bullet_\hbar \left( \sum_{j \geq 0} b_j \hbar^j \right) = \sum_{r \geq 0} \left( \sum_{\ell \geq 0} a_{r-\ell} b_\ell \right) \hbar^r.$$

---

1In the introduction we have denoted the formal parameter by $\epsilon$. We want to use $\hbar$ instead to emphasize the reduced Planck constant from the physics literature, which takes the role of a (small) deformation parameter in this theory. More precisely, the deformation parameter is usually given by $\frac{\hbar}{2\pi}$. 
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Definition 4.1.3 (Star product (general)). A star product is a $k[h]$-linear associative product $\star$ on $\mathcal{A}[h]$ which deforms the trivial extension $\bullet_h: \mathcal{A}[h] \otimes_k [h] \mathcal{A}[h] \to \mathcal{A}[h]$ in the sense that for any two $v, w \in \mathcal{A}[h]$ we have

$$v \star w = v \bullet_h w, \quad \text{mod } h.$$ 

Remark 4.1.4. In fact, the star product is a formal noncommutative deformation of the usual pointwise product for the case where $\mathcal{A} = C^\infty(P)$ for some Poisson manifold $(P, \pi)$ and $k = \mathbb{R}$.

Definition 4.1.5 (Star product). A star product on a Poisson manifold $(P, \pi)$ is an $\mathbb{R}[h]$-bilinear map

$$\star: C^\infty(P)[h] \times C^\infty(P)[h] \to C^\infty(P)[h] \quad (f, g) \mapsto f \star g$$

such that

1. $f \star g = fg + \sum_{i \geq 1} B_i(f, g) h^i$, 
2. $(f \star g) \star h = f \star (g \star h), \quad \forall f, g, h \in C^\infty(P)$,
3. $1 \star f = f \star 1 = f, \quad \forall f \in C^\infty(P)$.

Remark 4.1.6. The $B_i$ are bidifferential operators on $C^\infty(P)$ of globally bounded order. We can write

$$B_i(f, g) = \sum_{K,L} \beta_i^{KL} \partial_K f \partial_L g,$$

where we sum over all multi-indices $K = (k_1, \ldots, k_m)$ and $L = (\ell_1, \ldots, \ell_n)$ for some lengths $m, n \in \mathbb{N}$. The $\beta_i^{KL}$ are smooth functions which are non-zero only for finitely many choices of the multi-indices $K$ and $L$.

Remark 4.1.7. A star product on $\mathcal{A}[h]$ is sometimes also called a formal deformation of $\mathcal{A} \subset \mathcal{A}[h]$.

4.1.2. Moyal product. Consider the standard symplectic manifold $(\mathbb{R}^{2n}, \omega_0)$ endowed with the canonical symplectic form $\omega_0$ regarded as a Poisson manifold with Poisson structure induced by $\omega_0$. Moreover, choose Darboux coordinates $(q, p) = (q_1, \ldots, q_n, p_1, \ldots, p_n)$ on $\mathbb{R}^{2n}$.

Definition 4.1.8 (Moyal product [Moy49]). The Moyal product is the star product on $C^\infty(\mathbb{R}^{2n})$ defined by

$$f \star g := f(q, p) \exp \left( \frac{ih}{2} \left( \overrightarrow{\partial}_q \overrightarrow{\partial}_p - \overrightarrow{\partial}_p \overrightarrow{\partial}_q \right) \right) g(q, p), \quad f, g \in C^\infty(\mathbb{R}^{2n}),$$

where $\overrightarrow{\partial}$ denotes the derivative on $f$ and $\overrightarrow{\partial}$ the derivative on $g$.

Remark 4.1.9. Note that in (4.1.2) the formal parameter is actually replaced by $h \to \frac{ih}{2}$, which is typical in the physics literature, especially in quantum field theory.

If we consider $\mathbb{R}^d$ regarded as a Poisson manifold endowed with a constant Poisson structure $\pi$, we can define a star product similarly to (4.1.2) by

$$f \star g(x) = \left. \exp \left( \frac{ih}{2} \pi^{ij} \frac{\partial}{\partial x^i} \frac{\partial}{\partial y^j} \right) f(x) g(y) \right|_{y=x}, \quad f, g \in C^\infty(\mathbb{R}^d).$$
Proposition 4.1.10. The star product defined in (4.1.3) is associative for any choice of $\pi^{ij}$.

Proof. 

\[
((f \ast g) \ast h)(x) = \exp \left( \frac{i\hbar}{2} \pi^{ij} \frac{\partial}{\partial x^i} \frac{\partial}{\partial z^j} \right) (f \ast g)(x) h(z) \bigg|_{x=z} \\
= \exp \left( \frac{i\hbar}{2} \pi^{ij} \left( \frac{\partial}{\partial x^i} + \frac{\partial}{\partial y^i} \right) \frac{\partial}{\partial z^j} \right) \exp \left( \frac{i\hbar}{2} \pi^{k\ell} \frac{\partial}{\partial x^k} \frac{\partial}{\partial y^{\ell}} \right) f(x)g(y)h(z) \bigg|_{x=y=z} \\
= \exp \left( \frac{i\hbar}{2} \pi^{ij} \frac{\partial}{\partial x^i} \left( \frac{\partial}{\partial y^i} + \frac{\partial}{\partial z^i} \right) + \pi^{k\ell} \frac{\partial}{\partial x^k} \frac{\partial}{\partial y^{\ell}} \right) f(x)g(y)h(z) \bigg|_{x=y=z} \\
= (f \ast (g \ast h))(x).
\]

\[
\square
\]

4.1.3. Fedosov’s globalization approach. The Moyal product as in (4.1.2) is only defined locally on $\mathbb{R}^{2n}$. In [Fed94] Fedosov showed how to obtain a star product on any symplectic manifold $(M, \omega)$ by using a symplectic connection.

Definition 4.1.11 (Symplectic connection). A symplectic connection on a symplectic manifold $(M, \omega)$ is a torsion-free connection $\nabla$ preserving the tensor $(\omega_{ij})$, i.e. $\nabla_i \omega_{j\ell} = 0$ where $\nabla_i$ denotes the covariant derivative with respect to $\frac{\partial}{\partial x^i}$ for local coordinates $(x^i)$ on $M$.

Theorem 4.1.12 (Fedosov [Fed94]). Let $(M, \omega)$ be a $2n$-dimensional symplectic manifold. Consider the bundle\(^2\) $W := \text{Sym}(T^* M)$ and let $\nabla$ be a symplectic connection of the Weyl bundle $W[[h]]$ and denote by $\ast$ the Moyal product on $(\mathbb{R}^{2n}, \omega_0)$. Then one can define a global star product $\ast_M$ on $C^\infty(M)$ by

\[
f \ast_M g = \sigma(\sigma^{-1}(f) \ast \sigma^{-1}(g)),
\]

where\(^3\) $\sigma : H^0_D(W) \xrightarrow{\sim} \mathcal{Z}$ with $D$ a flat connection ($D^2 = 0$) on $W$ induced by the symplectic connection $\nabla$ and $\mathcal{Z}$ the center of $W$.

Remark 4.1.13. Note that taking the center $\mathcal{Z}$ of $W$ coincides with the center $\mathcal{Z}_h$ of $W[[h]]$ which is given by $C^\infty(M)$.

Remark 4.1.14. Another approach to globalize the Moyal product was given by DeWilde and Lecomte [DL83] using Darboux’s theorem. However, it turns out that Fedosov’s approach is more important in the sense that it provides a natural extension to the general Poisson case (see Section 4.4).

\(^2\)We will consider the completed symmetric algebra, denoted by $\tilde{\text{Sym}}$. The completion of the underlying tensor product is necessary for certain topological reasons. See also Section 4.2.7.

\(^3\)We have denoted by $H^0_D(W)$ the space of $D$-flat sections on $W$. 

4.1.4. Equivalent star products.

Exercise 4.1.15. Check that the $B_i$ of a star product $\star$ are strict bidifferential operators, i.e. there is no term in order zero and

$$B_i(1, f) = B_i(f, 1) = 0, \quad \forall i \in \mathbb{N}.$$ 

Moreover, check that the skew-symmetric part $B^{-1}_1$ of the first bidifferential operator, defined as

$$B^{-1}_1(f, g) := \frac{1}{2} (B_1(f, g) - B_1(g, f)),$$

satisfies:

1. $B^{-1}_1(f, g) = -B^{-1}_1(g, f),$
2. $B^{-1}_1(f, gh) = gB^{-1}_1(f, h) + B^{-1}_1(f, g)h,$
3. $B^{-1}_1(B^{-1}_1(f, g), h) + B^{-1}_1(B^{-1}_1(g, h), f) + B^{-1}_1(B^{-1}_1(h, f), g) = 0.$

Deduce that $\{f, g\} := B^{-1}_1(f, g)$ is a Poisson structure.

Remark 4.1.16. Exercise 4.1.15 shows that given a star product $\star$, we can always deduce a Poisson structure by the formula

$$(4.1.4) \quad \{f, g\} := \lim_{\hbar \to 0} \frac{f \star g - g \star f}{\hbar}.$$ 

On the other hand we want to consider the following problem: Given a Poisson manifold $(P, \pi)$, can we define an associative, but possibly noncommutative, product $\star$ on the algebra of smooth functions, which is the pointwise product and such that (4.1.4) is satisfied.

Definition 4.1.17 (Equivalent star products). Two star products $\star$ and $\star'$ on $\mathcal{C}^\infty(P)$ are said to be equivalent if and only if there is a linear operator $D: \mathcal{C}^\infty(P)[[\hbar]] \to \mathcal{C}^\infty(P)[[\hbar]]$ of the form

$$Df := f + \sum_{i \geq 1} D_i f h^i,$$

such that

$$(4.1.5) \quad f \star' g = D^{-1}(Df \star Dg),$$

where $D^{-1}$ denotes the inverse in the sense of formal power series.

Remark 4.1.18. Note that by the definition of a star product, the $D_i$ have to be differential operators vanishing on constants.

Lemma 4.1.19. For any equivalence class of star products, there is a representative whose first term $B_1$ in the $h$-expansion is skew-symmetric.

Proof. Given any star product

$$f \star g = fg + B_1(f, g)h + B_2(f, g)h^2 + \cdots$$

one can define an equivalent star product $\star'$ as in (4.1.5) by using a formal differential operator

$$D = \text{id} + D_1 h + D_2 h^2 + \cdots.$$
The skew-symmetric condition for $B_1'$ implies that
\begin{equation}
D_1(fg) = D_1f g + f D_1 g + \frac{1}{2} \left( B_1(f, g) + B_1(g, f) \right),
\end{equation}
which can be checked for polynomials and further be completed to hold to any smooth functions on $P$. If we choose $D_1$ to vanish on linear functions, Equation (4.1.6) describes uniquely how $D_1$ acts on quadratic terms, given by the symmetric part $B_1^+$ of $B_1$. Namely, we get
\begin{equation}
D_1(x^i x^j) = B_1^+(x^i, x^j) := \frac{1}{2} \left( B_1(x^i, x^j) + B_1(x^j, x^i) \right),
\end{equation}
where $(x^i)$ are local coordinates on $P$. By the associativity of $\star$, we get a well-defined operator since it does not depend on the way how we order the factors.

Exercise 4.1.20. Check that $D_1((x^i x^j) x^\ell) = D_1(x^i (x^j x^\ell))$.

Remark 4.1.21. A natural problem appearing in this setting concerns classification of star products. In fact, it was shown that equivalence classes of star products on a symplectic manifold $(M, \omega)$ are in one-to-one correspondence with elements in $H^2(M)[[\hbar]]$ [Del95; GR99]. The general construction was formulated by Kontsevich [Kon03]. He constructed an explicit formula for a star product on $\mathbb{R}^d$ endowed with any Poisson structure. However, we want to start with a much more general statement, formulated and also proved by Kontsevich [Kon03], which provides a solution to the existence of deformation quantization for a special case as we will see. This general result is called formality.

4.2. Formality

4.2.1. Some formal setup. For a Poisson manifold $(P, \pi)$, one can define a bracket
\begin{equation}
\{ f, g \}_h := \sum_{m \geq 0} h^m \sum_{0 \leq i, j, \ell \leq m} \pi_i (df_j, dg_\ell),
\end{equation}
where
\begin{equation}
f = \sum_{j \geq 0} f_j h^j, \quad g = \sum_{\ell \geq 0} g_\ell h^\ell.
\end{equation}

Definition 4.2.1 (Formal Poisson structure). We call
\begin{equation}
\pi_h := \pi_0 + \pi_1 h + \pi_2 h^2 + \cdots
\end{equation}
a formal Poisson structure if $\{ \cdot, \cdot \}_h$ defined as in (4.2.1) is a Lie bracket on $C^\infty(P)[[h]]$.

The gauge group in this case is given by formal diffeomorphisms, i.e. formal power series of the form
\begin{equation}
\Psi_h := \exp(hX),
\end{equation}
where $X := \sum_{i \geq 0} X_i h^i \in \mathfrak{X}(P)[[h]]$ is a formal vector field, i.e. a formal power series where each coefficients $X_i \in \mathfrak{X}(P)$ are vector fields on $P$. 
**Definition 4.2.2 (Baker–Campbell–Hausdorff formula).** For two vector fields $X$ and $Y$ on a manifold we have the *Baker–Campbell–Hausdorff* (BCH) formula for solving the equation \( \exp(X) \exp(Y) = \exp(Z) \) for a vector field $Z$:

\[
\exp(X) \cdot \exp(Y) = \exp \left( X + \int_0^1 \psi \left( \exp(\text{ad}_X) \exp(t \text{ad}_Y) \right) dt \right) Y
\]

\[(4.2.3)\]

where $\psi(x) := \frac{x \log x}{x-1} = 1 - \sum_{n \geq 0} \frac{(1-x)^n}{n(n+1)}$ and $\text{ad}_X = [X, ]$.

**Exercise 4.2.3.** Check that on the set of formal vector fields $\mathfrak{X}(P)[\hbar]$ on $P$ there is a group structure regarding the exponential induced by the BCH formula, i.e. we have a group structure on \( \{ \exp(\hbar X) \mid X \in \mathfrak{X}(P)[\hbar] \} \) by

\[
\exp(\hbar X) \cdot \exp(\hbar Y) := \exp \left( \hbar X + \hbar Y + \frac{1}{2} \hbar^2 [X, Y] + \cdots \right).
\]

The group action is given by

\[(4.2.4)\]

**Remark 4.2.4.** Kontsevich’s result was to find an identification between the set of star products modulo the action of the differential operators $D$ as in Definition 4.1.17 and the set of formal Poisson structures modulo the gauge group consisting of formal diffeomorphisms as (4.2.2).

### 4.2.2. Differential graded Lie algebras.

**Definition 4.2.5 (Graded Lie algebra).** A *graded Lie algebra* (GLA) is a $\mathbb{Z}$-graded vector space $\mathfrak{g} = \bigoplus_{i \in \mathbb{Z}} \mathfrak{g}^i$ endowed with a bilinear operation

\[
[ , ] : \mathfrak{g} \otimes \mathfrak{g} \to \mathfrak{g}
\]

satisfying

1. $[a, b] \in \mathfrak{g}^{\alpha+\beta}$ (homogeneity).
2. $[a, b] = -(-1)^{\alpha\beta} [b, a]$ (graded skew-symmetry),
3. $[a, [b, c]] = [[a, b], c] + (-1)^{\alpha\beta} [b, [a, c]]$ (graded Jacobi identity)

for all $a \in \mathfrak{g}^\alpha$, $b \in \mathfrak{g}^\beta$, and $c \in \mathfrak{g}^\gamma$.

**Definition 4.2.6 (Shift).** Given any graded vector space $\mathfrak{g} = \bigoplus_{i \in \mathbb{Z}} \mathfrak{g}^i$, we can obtain a new graded vector space $\mathfrak{g}[n]$ by shifting each component by $n$, i.e.

\[
\mathfrak{g}[n] := \bigoplus_{i \in \mathbb{Z}} \mathfrak{g}[n]^i, \quad \mathfrak{g}[n]^i := \mathfrak{g}^{i+n}.
\]

**Definition 4.2.7 (Differential graded Lie algebra).** A *differential graded Lie algebra* (DGLA) is a GLA $\mathfrak{g}$ together with a differential $d: \mathfrak{g} \to \mathfrak{g}$, i.e. a linear operator of degree $+1$ ($d: \mathfrak{g}^i \to \mathfrak{g}^{i+1}$) which satisfies the Leibniz rule

\[
d[a, b] = [da, b] + (-1)^{\alpha} [a, db], \quad a \in \mathfrak{g}^\alpha, b \in \mathfrak{g}^\beta
\]
and squares to zero \((d \circ d = 0)\).

**Example 4.2.8.** Note that one can turn any Lie algebra into a DGLA concentrated in degree zero by using the trivial zero differential \(d = 0\).

Given a DGLA \(g\), we can consider its cohomology
\[
H^i(g) := \ker(d: g^i \to g^{i+1})/\text{im } (d: g^{i-1} \to g^i).
\]

**Remark 4.2.9.** Note that \(H(g) := \bigoplus_i H^i(g)\) has a natural structure of a graded vector space and further has a GLA structure defined on equivalence classes \([a], [b] \in H(g)\) by
\[
[[a], [b]]_{H(g)} := [[a, b]]_g,
\]
where \([, , ]_g\) denotes the Lie bracket on \(g\). Moreover, extending the GLA \(H(g)\) by the zero differential will turn it into a DGLA.

**Remark 4.2.10.** Note that each morphism \(\varphi: g_1 \to g_2\) between two DGLAs induces a morphism \(H(\varphi): H(g_1) \to H(g_2)\) between the cohomologies. In particular, we are interested in quasi-isomorphisms between DGLAs.

**Definition 4.2.11 (Quasi-isomorphism).** A quasi-isomorphism is a morphism between DGLAs which induces an isomorphism on the level of cohomology.

**Remark 4.2.12.** The notion of quasi-isomorphism naturally holds more generally for any (co)chain complex and the induced (co)homology theory.

**Definition 4.2.13 (Quasi-isomorphic).** Two DGLAs \(g_1\) and \(g_2\) are called quasi-isomorphic if there is a quasi-isomorphism \(\varphi: g_1 \to g_2\).

**Remark 4.2.14.** The existence of a quasi-isomorphism \(\varphi: g_1 \to g_2\) does not imply that there is also a quasi-isomorphism inverse \(\varphi^{-1}: g_2 \to g_1\) and therefore they do not directly define an equivalence relation. We will deal with this issue by considering the category of \(L_\infty\)-algebras.

**4.2.3. \(L_\infty\)-algebras.** The notion of an \(L_\infty\)-algebra, first introduced in [Sta92], gives a generalization of a DGLA. It has a lot of applications in modern constructions of quantum field theory and homotopy theory. In this section, we will define what an \(L_\infty\)-algebra is and show how one can extract an \(L_\infty\)-structure out of any DGLA. Moreover, we briefly explain its representation in terms of higher brackets. We refer to [Sta92; LS93; LM95] for more details.

**Definition 4.2.15 (Formal).** A DGLA \(g\) is called formal if it is quasi-isomorphic to its cohomology, regarded as a DGLA with zero differential and the induced bracket.

**Remark 4.2.16.** Kontsevich’s formality theorem [Kon03] consists of the result that the DGLA of multidifferential operators (see later) is formal.

**Definition 4.2.17 (Graded coalgebra).** A graded coalgebra (GCA) on a base ring \(k\) is a \(\mathbb{Z}\)-graded vector space \(h = \bigoplus_{i \in \mathbb{Z}} h^i\) endowed with a comultiplication, i.e. a graded linear map
\[
\Delta: h \to h \otimes h
\]
such that
\[
\Delta(h^i) \subset \bigoplus_{j + \ell} h^j \otimes h^\ell
\]
and which also satisfies the \textit{coassociativity} condition
\[(\Delta \otimes \text{id})\Delta(a) = (\text{id} \otimes \Delta)\Delta(a), \quad \forall a \in \mathfrak{h}.\]

\textbf{Definition 4.2.18 (GCA with counit).} We say that a GCA $\mathfrak{h}$ has a \textit{counit} if there is a morphism
\[\varepsilon : \mathfrak{h} \to k\]
such that $\varepsilon(\mathfrak{h}^i) = 0$ for all $i > 0$ and
\[(\varepsilon \otimes \text{id})\Delta(a) = (\text{id} \otimes \varepsilon)\Delta(a) = a, \quad \forall a \in \mathfrak{h}.\]

\textbf{Definition 4.2.19 (Cocommutative GCA).} We say that a GCA $\mathfrak{h}$ is \textit{cocommutative} if there is a \textit{twisting map} defined on homogeneous elements $x, y \in \mathfrak{h}$ by
\[T : \mathfrak{h} \otimes \mathfrak{h} \to \mathfrak{h} \otimes \mathfrak{h},\]
\[x \otimes y \mapsto T(x \otimes y) := (-1)^{|x||y|} y \otimes x,\]
where $|x| \in \mathbb{Z}$ denotes the degree of $x \in \mathfrak{h}$, and extended linearly, such that
\[T \circ \Delta = \Delta.\]

\textbf{Example 4.2.20 (Tensor algebra).} Let $V$ be a (graded) vector space over $k$ and consider its tensor algebra $T(V) = \bigoplus_{n=0}^{\infty} V^\otimes n$. Denote by $1$ the unit of $k$. Then, $T(V)$ can be endowed with a coalgebra structure. We define a comultiplication $\Delta_{T(V)}$ on homogeneous elements by
\[\Delta_{T(V)}(v_1 \otimes \cdots \otimes v_n) := 1 \otimes (v_1 \otimes \cdots \otimes v_n) + \sum_{j=1}^{n-1} (v_1 \otimes \cdots \otimes v_j \otimes (v_{j+1} \otimes \cdots \otimes v_n)) + (v_1 \otimes \cdots \otimes v_n) \otimes 1.\]
In particular, we have a counit $\varepsilon_{T(V)}$ as the canonical projection $\varepsilon_{T(V)} : T(V) \to V^\otimes 0 := k$.

Note that if we consider the \textit{reduced tensor algebra} $\bar{T}(V) := \bigoplus_{n=1}^{\infty} V^\otimes n$, then the projection $\bar{T} : T(V) \to \bar{T}(V)$ and the inclusion $\bar{i} : T(V) \hookrightarrow \bar{T}(V)$ induce a comultiplication on $\bar{T}(V)$, thus a coalgebra structure but without counit.

\textbf{Example 4.2.21 (Symmetric and exterior algebra).} Let $V$ be a (graded) vector space over $k$. Then we can also consider the \textit{Symmetric algebra} $\text{Sym}(V)$ and \textit{exterior algebra} $\wedge V$. Note that for the graded case we have to take the quotients with respect to the two-sided ideals generated by homogeneous elements of the form $v \otimes w - T(v \otimes w)$ and $v \otimes w + T(v \otimes w)$. They can be endowed with a coalgebra structure (without counit if constructed for the reduced tensor algebra). Indeed, e.g. we can define a comultiplication $\Delta_{\text{Sym}(V)}$ on homogeneous elements $v \in V$ by
\[\Delta_{\text{Sym}(V)}(v) := 1 \otimes v + v \otimes 1,\]

\textbf{Definition 4.2.22 (Coderivation).} A \textit{coderivation} of degree $\ell$ on some GCA $\mathfrak{h}$ is a graded linear map $\delta : \mathfrak{h}^i \to \mathfrak{h}^{i+\ell}$ which satisfies the \textit{co-Leibniz identity}
\[\Delta \delta(v) = (\delta \otimes \text{id})\Delta(v) + ((-1)^{|v|} \text{id} \otimes \delta)\Delta(v), \quad \forall v \in \mathfrak{h}^{|v|}.\]

\textbf{Definition 4.2.23 (Codifferential).} A \textit{codifferential} $Q$ on a coalgebra is a coderivation of degree $+1$ which squares to zero ($Q^2 = 0$).

\textbf{Definition 4.2.24 ($L_\infty$-algebra).} An $L_\infty$-\textit{algebra} is a graded vector space $\mathfrak{g}$ over $k$ endowed with a degree $+1$ coalgebra differential $Q$ on the reduced symmetric space $\overline{\text{Sym}}(\mathfrak{g}[1])$. 
**Definition 4.2.25 (L∞-morphism).** An $L∞$-morphism $F: (\mathfrak{g}, Q) \rightarrow (\tilde{\mathfrak{g}}, \tilde{Q})$ is a morphism $F: \text{Sym}(\mathfrak{g}[1]) \rightarrow \text{Sym}(\tilde{\mathfrak{g}}[1])$ of graded coalgebras, which also commutes with the differentials, i.e.

$$FQ = \tilde{Q}F.$$ 

**Remark 4.2.26.** As in the dual case an algebra morphism $f: \text{Sym}(\mathcal{A}) \rightarrow \text{Sym}(\mathcal{A})$ (resp. a derivation $\delta: \text{Sym}(\mathcal{A}) \rightarrow \text{Sym}(\mathcal{A})$) is uniquely determined by its restriction to the algebra $\mathcal{A} = \text{Sym}^1(\mathcal{A})$ because of the homomorphism condition $f(a \otimes b) = f(a) \otimes f(b)$ (resp. Leibniz rule), an $L∞$-morphism $F$ (resp. a coderivation $Q$) is uniquely determined by its projection onto the first component $F^1$ (resp. $Q^1$).

Let us introduce the generalized notation $F^i_j$ (resp. $Q^i_j$) for the projection to the $i$-th component of the target vector space restricted to the $j$-th component of the domain. We can then rephrase the condition for $F$ (resp. $Q$) to be an $L∞$-morphism (resp. a coderivation). Indeed, using this notation, we get that $QQ$, $FQ$, and $\tilde{Q}F$ are coderivations. It is sufficient to show this on the projection to the first factor for each term.

**Definition 4.2.27.** A coderivation $Q$ is a codifferential if and only if

$$(4.2.5) \quad \sum_{1 \leq i \leq n} Q^1_i Q^i_n = 0, \quad \forall n \in \mathbb{N}.$$ 

**Definition 4.2.28.** A morphism $F$ of graded coalgebras is an $L∞$-morphism if and only if

$$(4.2.6) \quad \sum_{1 \leq i \leq n} F^1_i Q^i_n = \sum_{1 \leq i \leq n} \tilde{Q}^1_i F^i_n, \quad \forall n \in \mathbb{N}.$$ 

**Example 4.2.29.** For the case when $n = 1$, we get

$$Q^1_1 Q^1_1 = 0, \quad F^1_1 Q^1_1 = \tilde{Q}^1_1 F^1_1.$$ 

Therefore, every coderivation $Q$ induces the structure of a cochain complex of vector spaces on $\mathfrak{g}$ and every $L∞$-morphism restricts to a cochain map $F^1_1$.

**Remark 4.2.30.** We can generalize the definitions for a DGLA to this case. In particular, we can define a quasi-isomorphism of $L∞$-algebras to be an $L∞$-morphism $F$ such that $F^1_1$ is a quasi-isomorphism of cochain complexes. Similarly, one can extend the notion of formality.

**Lemma 4.2.31.** Let $F: (\mathfrak{g}, Q) \rightarrow (\tilde{\mathfrak{g}}, \tilde{Q})$ be an $L∞$-morphism. If $F$ is a quasi-isomorphism it admits a quasi-inverse, i.e. there is an $L∞$-morphism $G: (\tilde{\mathfrak{g}}, \tilde{Q}) \rightarrow (\mathfrak{g}, Q)$ which induces the inverse isomorphism in the corresponding cohomologies.

**Remark 4.2.32.** Lemma 4.2.31 implies an equivalence relation defined by $L∞$-quasi-isomorphisms, i.e. two $L∞$-algebras are $L∞$-quasi-isomorphic if and only if there is an $L∞$-quasi-isomorphism between them. This solves the problem that one has to face regarding DGLAs, where the equivalence relation only holds on the level of quasi-isomorphisms.

Let us see how we can extract an $L∞$-structure from any DGLA $\mathfrak{g}$ which indeed implies that an $L∞$-algebra is a generalization of a DGLA. Define $Q^1_1$ to be a multiple of the differential. For $n = 2$, we can write condition (4.2.5) as

$$(4.2.7) \quad Q^1_1 Q^1_2 + Q^1_2 Q^2_2 = 0.$$
We identify $Q^1_1$ with the differential $d$ (up to some sign) and note that (4.2.7) suggests that $Q^2_2$ should be expressed in terms of the bracket $[,]$ since (4.2.7) has the same form as the compatibility condition between the bracket and the differential. In particular, we get

\begin{align}
Q^1_1(a) & := (-1)^a da, \quad a \in \mathfrak{g}^\alpha, \\
Q^1_2(b \otimes c) & := (-1)^{\beta(\gamma-1)}[b, c], \quad b \in \mathfrak{g}^\beta, c \in \mathfrak{g}^\gamma, \\
Q^n_1 & = 0, \quad \forall n \geq 3.
\end{align}

(4.2.8) (4.2.9) (4.2.10)

For $n = 3$, we get

\begin{align}
Q^1_3 Q^1_3 + Q^2_2 Q^2_2 + Q^3_3 Q^3_3 &= 0.
\end{align}

(4.2.11)

If we insert the definition of the bracket (4.2.9) and expand $Q^2_3$ in terms of $Q^1_2$ in (4.2.11), we get

\begin{align}
(-1)^{(\alpha+\beta)(\gamma-1)} \left[ (-1)^{\alpha(\beta-1)} [a, b], c \right] \\
& \quad + (-1)^{(\alpha+\gamma)(\beta-1)} (-1)^{(\gamma-1)(\beta-1)} \left[ (-1)^{\alpha(\gamma-1)} [a, c], b \right] \\
& \quad + (-1)^{(\beta+\gamma)(\alpha-1)} (-1)^{(\beta+\gamma)(\alpha-1)} \left[ (-1)^{\beta(\gamma-1)} [b, c], a \right] = 0.
\end{align}

(4.2.12)

**Remark 4.2.33.** Note that, by rearranging signs, (4.2.12) is the same as the *graded Jacobi identity*.

Similar constructions hold for a DGLA morphism $F : \mathfrak{g} \rightarrow \mathfrak{g}$. It induces an $L_\infty$-morphism $\bar{F}$ which is completely determined by its first component $\bar{F}^1_1 := F$. The nontrivial conditions for $n = 1$ and $n = 2$ on $\bar{F}$, induced by (4.2.6), are given by

\begin{align}
\bar{F}^1_1 Q^1_1(f) = \bar{Q}^1_1 \bar{F}^1_1(f) \iff F(df) = \bar{d}F(f), \\
\bar{F}^1_1 Q^2_2(f \otimes g) + \bar{F}^2_1 Q^2_2(f \otimes g) = \bar{Q}^1_1 \bar{F}^2_2(f \otimes g) + \bar{Q}^2_2 \bar{F}^2_2(f \otimes g) \iff F([f, g]) = [F(f), F(g)].
\end{align}

**Remark 4.2.34.** For $n = 3$, where the $Q^1_3$ do not vanish, one can show that (4.2.12) would have been satisfied up to *homotopy*, i.e. up to a term of the form

\[ d\rho(g, h, k) \pm \rho(dg, h, k) \pm \rho(g, dh, k) \pm \rho(g, h, dk), \]

where $\rho : \bigwedge^3 \mathfrak{g} \rightarrow \mathfrak{g}[-1]$. In this case, one says that $\mathfrak{g}$ has the structure of a *homotopy Lie algebra*.

**Remark 4.2.35.** The concept of Remark 4.2.34 can be generalized by introducing the canonical isomorphism between the symmetric and exterior algebra (usually called *décâge isomorphism*) given by

\[ \text{dec}_n : \text{Sym}^n(\mathfrak{g}[1]) \rightarrow \bigwedge^n \mathfrak{g}[n], \]

\[ x_1 \otimes \cdots \otimes x_n \mapsto (-1)^{\sum_{1 \leq i \leq n} (n-1)(|x_i|-1)} x_1 \wedge \cdots \wedge x_n, \]

to define for each $n$ a *multibracket* of degree $2 - n$

\[ [ , , \ldots , ]_n : \bigwedge^n \mathfrak{g} \rightarrow \mathfrak{g}[2 - n] \]
by starting from the corresponding \( Q_n^1 \). In fact, (4.2.5) induces an infinite family of conditions on these multibrackets. A graded vector space \( g \) together with such a family of operators is called a strong homotopy Lie algebra (SHLA) (see also [LM95]).

**Definition 4.2.36 (Maurer–Cartan equation).** The **Maurer–Cartan equation** of a DGLA \( g \) is given by

\[
d a + \frac{1}{2}[a, a] = 0, \quad a \in g^1.
\]

**Remark 4.2.37.** It is easy to show that the set of solutions to the Maurer–Cartan equation (4.2.13) is preserved under the action of a morphism between DGLAs. Moreover, the group action by the gauge group that is canonically defined through the degree zero part of any formal DGLA also preserves the set of solutions to (4.2.13). This can be extended to the formal setting\(^4\). For a DGLA \( g \), we will denote by \( MC(g) \) the set of solutions to (4.2.13) in \( g \).

### 4.2.4. The DGLA of multivector fields \( \mathcal{V} \)

Recall from Section 1.3.2 that a multivector field of degree \( j \geq 1 \) on some manifold \( M \) is an element \( X \in \mathfrak{X}^j(M) := \Gamma\left( \bigwedge^j TM \right) \).

In local coordinates, we can write

\[
X = \sum_{1 \leq i_1 < \cdots < i_j \leq \dim M} X^{i_1 \cdots i_j} \partial_{i_1} \wedge \cdots \wedge \partial_{i_j}.
\]

Hence, if we consider the collection of these vector spaces in all degrees, we naturally get a graded vector space structure

\[
\widetilde{\mathcal{V}}(M) := \bigoplus_{j \geq 0} \widetilde{\mathcal{V}}^j(M), \quad \widetilde{\mathcal{V}}^j(M) := \begin{cases} C^\infty(M), & j = 0 \\ \mathfrak{X}(M), & j \geq 1 \end{cases}
\]

Using the **Schouten–Nijenhuis bracket** as defined in (3.1.1), we can endow \( \widetilde{\mathcal{V}}(M) \) with a GLA structure. We will write \([ \ , \ ]_{\text{SN}}\) to indicate that we mean the Schouten–Nijenhuis bracket.

We note/recall the following identities for the Schouten–Nijenhuis bracket:

1. \( [X, Y]_{\text{SN}} = -(−1)^{(|X|+1)(|Y|+1)}[Y, X]_{\text{SN}}, \)
2. \( [X, Y \wedge Z]_{\text{SN}} = [X, Y]_{\text{SN}} \wedge Z + (−1)^{|Y|+1}|Z| Y \wedge [X, Z]_{\text{SN}}, \)
3. \( [X, [Y, Z]_{\text{SN}}]_{\text{SN}} = [[X, Y]_{\text{SN}}, Z]_{\text{SN}} + (−1)^{(|X|+1)(|Y|+1)}[Y, [X, Z]_{\text{SN}}]_{\text{SN}}. \)

\(^4\)Note that we can set \( g[\hbar] := g \otimes k[\hbar] \) and show that this is again a DGLA. As we have seen before, the gauge group is then formally defined as \( G := \exp(h\mathfrak{g}^0[\hbar]), \) where \( \mathfrak{g}^0[\hbar] \) denotes the Lie algebra given as the degree zero part of \( g[\hbar] \). Note that the action of \( \mathfrak{h}^1[\hbar] \) is defined by generalizing the adjoint action. Namely, we have

\[
\exp(\hbar X)a := \sum_{n \geq 0} \frac{(\text{ad}_X)^n}{n!}(a) - \sum_{n \geq 0} \frac{(\text{ad}_X)^n}{(n + 1)!}(dX) = a + \hbar[X, a] - \hbar dX + O(\hbar^2), \quad \forall X \in \mathfrak{g}^0[\hbar], a \in \mathfrak{g}^1[\hbar].
\]
In order, to obtain the correct signs, we have to shift everything by +1. Thus, we define the GLA of multivector fields to be \( \mathcal{V}(M) := \tilde{\mathcal{V}}(M)[1] \). Namely, we have

\[
\mathcal{V}(M) := \bigoplus_{j \geq -1} \mathcal{V}^j(M), \quad \mathcal{V}^j(M) := \tilde{\mathcal{V}}^j(M)[1].
\]

Finally, using the zero differential, we can turn it into a DGLA \((\mathcal{V}(M), [\cdot, \cdot]_{SN}, d = 0)\).

### 4.2.4.1. The case of Poisson bivector fields.

Consider a manifold \( M \) together with a Poisson bivector field \( \pi \in \mathcal{V}^1(M) \). Then we can consider its induced Poisson bracket \( \{\cdot, \cdot\} \) on \( \mathcal{C}^\infty(M) \). Recall that, by Exercise 3.1.6, we can translate the Jacobi identity of the Poisson bracket to the condition \([\pi, \pi]_{SN} = 0\). Indeed, we have

\[
\{\{f, g\}, h\} + \{\{g, h\}, f\} + \{\{h, f\}, g\} = 0 \iff \pi^{ij}\partial_j \pi^{k\ell} \partial_i f \partial_k g \partial_\ell h + \pi^{ij}\partial_j \pi^{k\ell} \partial_i g \partial_k h \partial_\ell f + \pi^{ij}\partial_j \pi^{k\ell} \partial_i h \partial_k f \partial_\ell g = 0 \iff [\pi, \pi]_{SN} = 0.
\]

Note that, since we have endowed \( \mathcal{V}(M) \) with the zero differential, we get that Poisson bivector fields are exactly solutions to the Maurer–Cartan equation on the DGLA \( \mathcal{V}(M) \):

\[
d\pi + \frac{1}{2} [\pi, \pi]_{SN} = 0, \quad \pi \in \mathcal{V}^1(M).
\]

In particular, formal Poisson structures \{ , \}_h are associated to formal bivectors \( \pi_h \in h\mathcal{V}^1(M)[h] \).

### 4.2.5. The DGLA of multidifferential operators \( \mathcal{D} \).

Note that to any associative algebra \( \mathcal{A} \) over a field \( k \), we can assign the complex of multilinear maps given by

\[
\mathcal{C} := \bigoplus_{j \geq -1} \mathcal{C}^j, \quad \mathcal{C}^j := \text{Hom}_k(\mathcal{A}^{\otimes(j+1)}, \mathcal{A}).
\]

Define a family of composition \( \circ_i \) such that for an \((m+1)\)-linear operator \( \phi \in \mathcal{C}^m \) and an \((n+1)\)-linear operator \( \psi \in \mathcal{C}^n \) we have

\[
(\phi \circ_i \psi)(f_0 \otimes \cdots \otimes f_{m+n}) := \phi(f_0 \otimes \cdots \otimes f_{i-1} \otimes \psi(f_i \otimes \cdots \otimes f_{i+n}) \otimes f_{i+n+1} \otimes \cdots \otimes f_{m+n}).
\]

If we sum over all the different ways of composition, we get

\[
(4.2.14) \quad \phi \circ \psi := \sum_{0 \leq i \leq m} (-1)^{im} \phi \circ_i \psi,
\]

which we can use to endow \( \mathcal{C} \) with a GLA structure.

**Definition 4.2.38 (Gerstenhaber bracket).** The Gerstenhaber bracket on the graded vector space \( \mathcal{C} \) is defined by

\[
[\cdot, \cdot]_G : \mathcal{C}^m \otimes \mathcal{C}^n \to \mathcal{C}^{m+n}, \quad (\phi, \psi) \mapsto [\phi, \psi]_G := \phi \circ \psi - (-1)^{mn} \psi \circ \phi.
\]

**Remark 4.2.39.** There is a more general notion of a Gerstenhaber algebra [Ger63], which describes the connection between supercommutative rings [Var04] and graded Lie superalgebras [Kac77]. In particular, it consists of a graded commutative algebra endowed with a Poisson bracket of degree \(-1\). This structure plays also a fundamental role in other constructions of
\begin{align*}
\text{Note that the left hand side of (4.2.16) gives}
\end{align*}

\begin{align*}
[\phi, \psi]_G &= -(-1)^{mn} \left( \psi \circ \phi - (-1)^{mn} \phi \circ \psi \right) = -(-1)^{mn}[\psi, \phi]_G, \quad \forall \phi \in C^m, \psi \in C^n.
\end{align*}

Next, we need to make sure that \([, ,]_G\) satisfies the (graded) Jacobi identity

\begin{align*}
(4.2.16) \quad [\phi, [\psi, \chi]_G]_G &= [(\phi, [\psi, G]_G]_G + (-1)^{mn}[\phi, \chi]_G, \quad \forall \phi \in C^m, \psi \in C^n, \chi \in C^p.
\end{align*}

Note that the left hand side of (4.2.16) gives

\begin{align*}
(4.2.17) \quad \left( \phi \circ \psi - (-1)^{mn} \psi \circ \phi \right) \circ \chi &= \left( \phi \circ \psi - (-1)^{mn} \psi \circ \phi \right) \\
&= \sum_{0 \leq i \leq m, 0 \leq k \leq m+n} (-1)^{in+k} \phi \circ_i \chi = \sum_{0 \leq j \leq n} (-1)^{m(j+n)+kp}(\psi \circ_j \phi) \circ_j \chi \\
&- \sum_{0 \leq j \leq n} (-1)^{(m+n)(k+p)+in} \phi \circ_k \psi + \sum_{0 \leq k \leq p} (-1)^{(m+n)(k+p)+m(j+n)} \chi \circ_k (\psi \circ_j \phi).
\end{align*}

We can decompose the first sum according to the following rule

\begin{align*}
(\phi \circ_i \psi) \circ_k \chi &= \begin{cases} 
\phi \circ_k \chi, & k < i \\
\phi \circ_i (\psi \circ_{k-i} \chi), & i \leq k \leq i + n \\
\phi \circ_{k-n} \chi \circ_i \psi, & i + n < k
\end{cases}
\end{align*}

into a term of the form

\begin{align*}
(4.2.18) \quad \sum_{0 \leq i \leq m, 1 \leq k \leq i + n} (-1)^{in+k} \phi \circ_i (\psi \circ_{k-i} \chi) &= \sum_{0 \leq i \leq m, 0 \leq k \leq n} (-1)^{(n+p)i+kp} \phi \circ_i (\psi \circ_k \chi).
\end{align*}

Note that the sign of (4.2.18) is the same as the one in the corresponding term coming from \((\phi \circ \psi) \circ \chi\) on the left hand side of (4.2.17) plus the terms in which the \(i\)-th and \(k\)-th composition commute. These then cancel the corresponding terms coming from the expansion of the second term of the right hand side of (4.2.16). Using the same approach for the remaining terms, we get the proof. \qed

**Remark 4.2.41.** Note that associative multiplications on \(\mathcal{A}\) are elements in \(C^1\). In particular, if we denote by \(m \in C^1\) a multiplication map, the associativity condition is given by

\begin{align*}
m(m(f \otimes g) \otimes h) - m(f \otimes m(g \otimes h)) &= 0.
\end{align*}
This is in fact equivalent to the condition that the Gerstenhaber bracket of \(m\) with itself vanishes. Indeed, we have

\[
[m, m]_G (f \otimes g \otimes h) = \sum_{0 \leq i \leq 1} (-1)^i (m \circ_i m) (f \otimes g \otimes h) - (-1)^1 \sum_{0 \leq i \leq 1} (-1)^i (m \circ_i m) (f \otimes g \otimes h)
\]

\[
= 2 \left( m(m(f \otimes g) \otimes h) - m(f \otimes m(g \otimes h)) \right).
\]

Now, for an element \(\phi\) of a (DG) Lie algebra \(g\) (of degree \(\ell\)), we get that \(ad_{\phi} := [\phi, \cdot]\) is a derivation (of degree \(\ell\)). Indeed, by the Jacobi identity, we have

\[
ad_{\phi} [\psi, \xi] = [ad_{\phi} \psi, \xi] + (-1)^{\ell m} [\psi, ad_{\phi} \xi], \quad \forall \psi \in g^m, \xi \in g^n.
\]

**Definition 4.2.42 (Hochschild differential).** The *Hochschild differential* is given by

\[
d_m: C^i \to C^{i+1} \quad \psi \mapsto d_m \psi := [m, \psi]_G.
\] (4.2.19)

**Proposition 4.2.43.** The GLA \(C\) endowed with the Hochschild differential \(d_m\) is a DGLA.

**Proof.** The only thing we need to check is that the Hochschild differential indeed squares to zero (i.e. \(d_m \circ d_m = 0\)). This follows immediately from the Jacobi identity and the associativity condition of \(m\) expressed in terms of the Gerstenhaber bracket:

\[
(d_m \circ d_m) \psi = [m, [m, \psi]_G]_G = [[m, m]_G, \psi]_G - [m, [m, \psi]_G]_G
\]

\[
= -[m, [m, \psi]_G]_G \iff d_m \circ d_m = 0.
\]

**Remark 4.2.44.** In fact, we explicitly have

\[
(d_m \psi)(f_0 \otimes \cdots \otimes f_{n+1}) = \sum_{0 \leq i \leq n} (-1)^{i+1} \psi(f_0 \otimes \cdots \otimes f_{i-1} \otimes m(f_i \otimes f_{i+1}) \otimes \cdots \otimes f_{n+1})
\]

\[
+ m(f_0 \otimes \psi(f_1 \otimes \cdots \otimes f_{n+1})) + (-1)^{n+1} m(\psi(f_0 \otimes \cdots \otimes f_n) \otimes f_{n+1}).
\]

Let now \(A = C^\infty(M)\) and consider the subalgebra \(\tilde{D}(M) \subset \mathcal{C}\), which is the (graded) vector space given as the collection

\[
\tilde{D}^i := \bigoplus_i \tilde{D}^i
\]

of subspaces \(\tilde{D}^i(M) \subset \mathcal{C}^i\) which consist of differential operators on \(C^\infty(M)\). One can check that \(\tilde{D}(M)\) is closed with respect to the Gerstenhaber bracket \([\cdot, \cdot]_G\) and the differential \(d_m\) and hence is a DGL subalgebra\(^5\) of \(\mathcal{C}\).

\(^5\)Note that we will also allow differential operators of degree zero, i.e. operators which do not “derive” anything. Thus, the associative product \(m\) is also an element of \(\tilde{D}^1(M)\).
Moreover, we want to restrict everything to differential operators which vanish on constant functions. They will in fact form another DGL subalgebra $\mathcal{D}(M) \subset \widetilde{\mathcal{D}}(M)$. Note that we want to have this restriction because of the fact that the coefficients in the expansion of a star product vanish on constant functions, i.e. $B_i(1, f) = 0$ for all $i \in \mathbb{N}$ and $f \in C^\infty(M)$. Note however that the Hochschild differential $d_m$ is not inner derivation anymore for $\widetilde{\mathcal{D}}(M)$ since the multiplication does not vanish on constants.

Consider an element $B \in \mathcal{D}^1(M)$. Then we want to regard $m + B$ as a deformation of the original product. The associativity condition for $m + B$ implies

$$[m + B, m + B]_G = 0,$$

and by associativity of $m$ we get

$$[m, B]_G = [B, m]_G = d_mB.$$

This does exactly lead to the Maurer–Cartan equation:

$$(4.2.20) \quad d_mB + \frac{1}{2}[B, B]_G = 0.$$

**Remark 4.2.45.** If we consider the *formal* version of $\mathcal{D}(M)$, we can see that the deformed product does exactly describe a star product since $B \in \hbar \mathcal{D}^1(M)[\hbar]$. Moreover, the gauge group is given by formal differential operators and the action on the star product is given by (4.1.5) since the adjoint action, by the definition of the Gerstenhaber bracket, is exactly the composition of $D_i$ with $B_j$.

**4.2.6. The Hochschild–Kostant–Rosenberg map.** In [HHR62], Hochschild–Kostant–Rosenberg have shown that the cohomology of the algebra of multidifferential operators and the algebra of multivector fields, which is equal to its cohomology, are isomorphic. They established an isomorphism

$$(4.2.21) \quad \text{HKR: } H(\tilde{\mathcal{D}}(M)) \cong H(\tilde{\mathcal{V}}(M)).$$

In particular, this isomorphism is induced by the map

$$(4.2.22) \quad U_1^{(0)} : \tilde{\mathcal{V}}(M) \to \tilde{\mathcal{D}}(M), \quad \xi_0 \wedge \cdots \wedge \xi_n \mapsto \left( f_0 \otimes \cdots \otimes f_n \mapsto \frac{1}{(n+1)!} \sum_{\sigma \in S_{n+1}} \text{sign}(\sigma) \xi_{\sigma(0)}(f_0) \cdots \xi_{\sigma(n)}(f_n) \right).$$

**Remark 4.2.46.** This is extended to vector fields of order zero by the identity map. However, the map (4.2.22) fails to preserve the Lie structure. This can be easily checked for order two. Indeed, given homogeneous bivector fields $\chi_1 \wedge \chi_2$ and $\xi_1 \wedge \xi_2$, we get

$$U_1^{(0)} \left( [\chi_1 \wedge \chi_2, \xi_1 \wedge \xi_2]_SN \right) \neq \left[ U_1^{(0)}(\chi_1 \wedge \chi_2), U_1^{(0)}(\xi_1 \wedge \xi_2) \right]_G.$$
The left hand side gives
\[ U^{(0)}_1 \left( [\chi_1, \xi_1] \wedge \chi_2 \wedge \xi_2 - [\chi_1, \xi_2] \wedge \chi_1 \wedge \xi_1 - [\chi_2, \xi_1] \wedge \chi_1 \wedge \xi_2 + [\chi_2, \xi_2] \wedge \chi_1 \wedge \xi_1 \right) (f \otimes g \otimes h) \]
\[ = \frac{1}{6} \left( \chi_1(\xi_1(f)\chi_2(g)\xi_2(h)) - \xi_1(\chi_1(f)\chi_2(g)\xi_2(h)) - \chi_1(\xi_2(f)\chi_2(g)\xi_1(h)) + \xi_1(\chi_2(f)\chi_1(g)\xi_2(h)) - \chi_2(\xi_2(f)\chi_1(g)\xi_1(h)) + \xi_2(\chi_2(f)\chi_1(g)\xi_1(h)) \right) + \text{permutations}. \]

The right hand side is given by
\[ \frac{1}{4} \left( \chi_1(\xi_1(f)\xi_2(g)) \chi_2(h) + \cdots \right). \]

One can, however, still show that the difference of the two terms is given by the image of a closed term in the cohomology of \( D(M) \). Thus, there is some hope to control everything and still extend it to a Lie algebra morphism whose first order approximation is given by (4.2.22).

Again, to resolve this problem, we will consider an \( L_\infty \)-morphism \( U \).

### 4.2.7. The dual point of view.

Let \( V \) be a vector space and note that we can naturally identify polynomials on \( V \) as the \textit{symmetric functions} on the dual space \( V^* \)
\[ f(v) := \sum_j \frac{1}{j!} f_j(v \otimes \cdots \otimes v), \quad \forall v \in V, \]
where \( f_j \in \text{Sym}^j(V^*) \). We want to extend this to the case when \( V \) is a graded vector space. In this case, we need to consider the exterior algebra instead. Note that, if we consider the \textit{injective limit} of the \( \text{Sym}^j(V^*) \) (resp. \( \wedge^j V^* \)) endowed with the induced topology, we can define the corresponding completion \( \widehat{\text{Sym}}(V^*) \) (resp. \( \widehat{\wedge}V^* \)). Now we can define a function in a formal neighborhood of 0 to be given by the formal Taylor expansion in the \( \hbar \)
\[ f(\hbar v) := \sum_j \frac{\hbar^j}{j!} f_j(v \otimes \cdots \otimes v), \quad \forall v \in V. \]
Thus, a vector field \( X \) on \( V \) can be regarded as a derivation on \( \wedge V^* \) and the Leibniz rule makes sure that \( X \) is completely determined by its restriction on \( V^* \). Similarly, if we have an algebra morphism
\[ \varphi: \wedge W^* \rightarrow \wedge V^*, \]
it induces a map
\[ f := \varphi^* : \wedge V \rightarrow \wedge W \]
whose components \( f_j \) are completely defined by their projection on \( W \) as the \( \varphi_j \) are defined by their restriction on \( W^* \).
4.2. FORMALITY

DEFINITION 4.2.47 ((Formal) pointed map). A (formal) pointed map is an algebra morphism between the reduced exterior algebras

\[ \varphi: \hat{\bigwedge} W^* \to \hat{\bigwedge} V^* , \]

where the overline means that we are considering the reduced tensor algebra \( \bar{T}(W^*) \) (resp. \( \bar{T}(V^*) \)) as in Example 4.2.21.

DEFINITION 4.2.48 (Pointed vector field). A pointed vector field \( X \) on a manifold \( M \) is a vector field in \( \mathfrak{X}(M) \) which fixes the point zero, i.e.

\[ X(f)(0) = 0, \quad \forall f \in C^\infty(M). \]

DEFINITION 4.2.49 (Cohomological pointed vector field). A pointed vector field \( X \) is called cohomological (or \( Q \)-field) if and only if it commutes with itself, i.e. \( X^2 = \frac{1}{2}[X,X] = 0 \).

DEFINITION 4.2.50 (Pointed \( Q \)-manifold). A pointed \( Q \)-manifold is a (formal) pointed manifold together with a cohomological vector field.

Consider now a Lie algebra \( g \). Note that the bracket \( [\ , \ ]: \bigwedge^2 g \rightarrow g \) induces a linear map

\[ [\ , \ ]^*: g^* \rightarrow \bigwedge^2 g^*. \]

This can be extended to the whole exterior algebra by a map

\[ \delta: \bigwedge g^* \rightarrow \bigwedge g^*[1] \]

such that it satisfies the Leibniz rule and \( \delta|_{g^*} = [\ , \ ]^* \).

REMARK 4.2.51. We can regard the exterior algebra as an odd analogue of a manifold on which \( \delta \) takes the role of a (pointed) vector field. Note also that, since \( [\ , \ ] \) satisfies the Jacobi identity, we have \( \delta^2 = 0 \) and thus \( \delta \) defines a cohomological (pointed) vector field.

Consider two Lie algebras \( g \) and \( h \) together with the corresponding cohomological vector fields \( \delta_g \) and \( \delta_h \) on the respective exterior algebras. Then a Lie algebra morphism \( \varphi: g \rightarrow h \) will correspond to a chain map \( \varphi^*: h^* \rightarrow g^* \) since

\[ (4.2.23) \quad \varphi([\ , \ ]_g) = [\varphi(\ ) , \varphi(\ )]_h \iff \delta_g \circ \varphi^* = \varphi^* \circ \delta_h. \]

REMARK 4.2.52. Equation (4.2.23) gives a first hint to the correspondence between \( L_{\infty} \)-algebras and pointed \( Q \)-manifolds. Since a Lie algebra is a particular case of a DGLA, which again can be endowed with an \( L_{\infty} \)-structure, we can see that the map \( \varphi \) satisfies exactly the same condition for the first component of an \( L_{\infty} \)-morphism as in (4.2.6) for \( n = 1 \).

Let us extend this picture to the case of a graded vector space \( Z \) over a field \( k \). Let us decompose the graded space \( Z \) into its even and odd part, i.e.

\[ Z = Z_{[0]} \oplus Z_{[1]} \]

where \( Z_{[0]} \) denotes the even part, i.e. \( Z_{[0]} := \bigoplus_{i \in \mathbb{Z}} Z^i \) and \( Z_{[1]} := \bigoplus_{i \in \mathbb{Z}+1} Z^i \). Here we have denoted by \([0],[1]\) the equivalence classes in \( \mathbb{Z}/2 \). For a vector space \( W \), denote by \( \Pi W \) the (odd) space defined by a parity reversal on \( W \), which we can also denote by \( W[1] \) using the
notation of Definition 4.2.6. Let us define $V := Z[0]$ and $IIW := Z[1]$. Then $Z = V \oplus IIW$ and functions can be identified by elements of

$$\text{Sym}(Z^*) := \text{Sym}(V^*) \otimes \bigwedge W^*.$$  

We can express the condition for a vector field $\delta: \text{Sym}(Z^*) \to \text{Sym}(Z^*)[1]$ to be cohomological in terms of its coefficients

$$\delta_j: \text{Sym}^j(Z^*) \to \text{Sym}^{j+1}(Z^*)$$

by expanding the equation $\delta^2 = 0$. Hence, we get an infinite family of equations

(4.2.24) \hspace{1cm} \delta_0 \delta_0 = 0,

(4.2.25) \hspace{1cm} \delta_1 \delta_0 + \delta_0 \delta_1 = 0,

(4.2.26) \hspace{1cm} \delta_2 \delta_0 + \delta_1 \delta_1 + \delta_0 \delta_2 = 0,

\vdots

Let now $m_j := (\delta_j|Z^*)^*$ be the dual coefficients and let $\langle , \rangle: Z^* \otimes Z \to k$. Then we can rewrite these conditions in terms of $m_j: \text{Sym}^j(Z) \to Z$. Note that the first Equation (4.2.24), which is now given by $m_0 m_0 = 0$, implies that $m_0$ is a differential on $Z$ and hence induces a cohomology $H_{m_0}(Z)$. For $j = 1$, i.e. for the second Equation (4.2.25), we get

$$\langle \delta_1 \delta_0 f, x \otimes y \rangle = \langle \delta_0 f, m_1(x \otimes y) \rangle = \langle f, m_0(m_1(x \otimes y)) \rangle$$

and

$$\langle \delta_0 \delta_1 f, x \otimes y \rangle = \langle \delta_1 f, m_0(x) \otimes y \rangle + (-1)^{|x|} \langle \delta_1 f, x \otimes m_0(y) \rangle$$

$$= \langle f, m_1(m_0(x) \otimes y) \rangle + (-1)^{|x|} \langle f, m_1(x \otimes m_0(y)) \rangle.$$  

If we put (4.2.27) and (4.2.28) together, we get that $m_0$ is a derivation with respect to the multiplication defined by $m_1$.

REMARK 4.2.53. If we consider $Z := g[1]$ and consider the exterior algebra by the déclage isomorphism $(\text{Sym}^n(g[1]) \sim \wedge^n g[n])$, we can interpret $m_1$ as a bilinear skew-symmetric operator on $g$.

Note that Equation (4.2.26) implies that $m_1$ is indeed a Lie bracket for which the Jacobi identity holds up to terms containing $m_0$. Since $m_0$ is a differential, this means that $m_1$ is a Lie bracket up to homotopy. Hence, considering all equations, we will get a strong homotopy Lie algebra structure on $g$.

REMARK 4.2.54. Note that this will lead to a one-to-one correspondence between pointed $Q$-manifolds and SHLAs. Since SHLAs are equivalent to $L_\infty$-algebras, we get a one-to-one correspondence between pointed $Q$-manifolds and $L_\infty$-algebras.

DEFINITION 4.2.55 ($Q$-map). A $Q$-map is a (formal) pointed map between two $Q$-manifolds $Z$ and $\tilde{Z}$ which commutes with the $Q$-fields, i.e. a map

$$\varphi: \text{Sym}(\tilde{Z}^*) \to \text{Sym}(Z^*)$$

such that $\varphi \circ \delta = \delta \circ \varphi$.  

(4.2.29)
We want to express the condition (4.2.6) more explicitly in this setting by using $Q$-maps. Consider the vector field $\delta$ and its restriction to $\bar{Z}$. We define the coefficients of the dual map as

$$U_j := (\varphi_j|_{\bar{Z}})^* : \text{Sym}^i(Z) \to \bar{Z}.$$ 

Then we can express the condition (4.2.29) of a $Q$-map on the dual coefficients. The first equation gives

$$\langle \varphi(\bar{\delta} f), x \rangle = \langle \delta \varphi(f), x \rangle \Rightarrow \langle \tilde{\delta}_0 f, U_1(x) \rangle = \langle \varphi(f), m_0(x) \rangle$$

$$\Rightarrow \langle f, \tilde{m}_0(U_1(x)) \rangle = \langle f, U_1(m_0(x)) \rangle.$$ 

This tells us that the first coefficient $U_1$ is a chain map with respect to the differential defined by the first coefficient of the $Q$-structure:

$$H(U_1) : H_{m_0}(Z) \to H_{\tilde{m}_0}(\bar{Z}).$$ 

**Remark 4.2.56.** Similarly, we can consider the equation for the next coefficient:

$$\tilde{m}_1(U_1(x) \otimes U_1(y)) + \tilde{m}_1(U_2(x \otimes y))$$

$$= U_2(m_0(x \otimes y) + (-1)^{|x|}U_2(x \otimes m_0(y)) + U_1(m_1(x \otimes y)).$$ 

This shows that $U_1$ preserves the Lie structure induced by $m_1$ and $\tilde{m}_1$ up to terms containing $m_0$ and $\tilde{m}_0$, i.e. up to homotopy. Recall that this solves the problem that the map $U_1^{(0)}$ defined in (4.2.22), is a chain map but not a DGLA morphism. Namely, a $Q$-map $U$ (or equivalently an $L_\infty$-morphism) induces a map $U_1$ which has the same property as $U_1^{(0)}$.

**Definition 4.2.57 (Koszul sign).** Let $V$ be a vector space endowed with a graded commutative product $\otimes$. The *Koszul sign* $\varepsilon(\sigma)$ of a permutation $\sigma$ is the sign defined by

$$x_1 \otimes \cdots \otimes x_n = \varepsilon(\sigma) x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(n)}, \quad x_i \in V.$$ 

**Definition 4.2.58 (Shuffle permutation).** An $(\ell, n - \ell)$-*shuffle permutation* is a permutation $\sigma$ of $(1, \ldots, n)$ such that $\sigma(1) < \cdots < \sigma(\ell)$ and $\sigma(\ell + 1) < \cdots < \sigma(n)$.

**Remark 4.2.59.** The shuffle permutation associated to a partition $I_1 \sqcup \cdots \sqcup I_j = \{1, \ldots, n\}$ is the permutation that takes at first all the elements index by the subset $I_1$ in the given order, then those of $I_2$ and so on.

The $n$-th coefficient of $U$ satisfies the following condition:

$$\tilde{m}_0(U_n(x_1 \otimes \cdots \otimes x_n)) + \frac{1}{2} \sum_{I \sqcup J = \{1, \ldots, n\}} \varepsilon_x(I, J) \tilde{m}_1(U_{|I|}(x_I) \otimes U_{|J|}(x_J))$$

$$= \sum_{1 \leq j \leq n} \varepsilon_x^j U_n(m_0(x_j) \otimes x_1 \otimes \cdots \otimes \widehat{x}_j \otimes \cdots \otimes x_n) +$$

$$+ \frac{1}{2} \sum_{j \neq \ell} \varepsilon_x^{j, \ell} U_{n-1}(m_1(x_j \otimes x_{\ell}) \otimes x_1 \otimes \cdots \otimes \widehat{x}_j \otimes \cdots \otimes \widehat{x}_{\ell} \otimes \cdots \otimes x_n),$$

where $\varepsilon_x(I, J)$ is the *Koszul sign* associated to the $(|I|, |J|)$-shuffle permutation for the partition $I \sqcup J = \{1, \ldots, n\}$ and $\varepsilon_x^j$ (resp. $\varepsilon_x^{j, \ell}$) for the particular case $I = \{j\}$ (resp. $I = \{j, \ell\}$). Moreover, we have set $x_I := \bigotimes_{i \in I} x_i$. 

Remark 4.2.60. We will specialize (4.2.31) to an $L_\infty$-morphism where $Z$ is chosen to be the DGLA $\mathcal{V}$ of multivector fields and $\tilde{Z}$ the DGLA $\mathcal{D}$ of multidifferential operators.

4.2.8. Formality of $\mathcal{D}$ and classification of star products on $\mathbb{R}^d$. We want to analyze the relation between the formality of $\mathcal{D}$ and the classification problem of all star products on $\mathbb{R}^d$. Recall that the associativity of the star product and the Jacobi identity for a bivector field are equivalent to certain Maurer–Cartan equations.

Definition 4.2.61 (Maurer–Cartan equation on (formal) $L_\infty$-algebras). The Maurer–Cartan equation on a (formal) $L_\infty$-algebra $(\mathfrak{g}[\hbar], Q)$ is given by

$$(4.2.32) \quad Q(\exp(\hbar x)) = 0, \quad x \in \mathfrak{g}^1[\hbar],$$

where the exponential $\exp$ maps an element of degree $+1$ to a formal power series in $\hbar \mathfrak{g}[\hbar]$.

Remark 4.2.62. Note that, from the dual point of view, condition (4.2.32) tells us that $x$ is a fixed point of the cohomological vector field $\delta$. This means that for each $f \in \text{Sym}(\mathfrak{g}^*[\hbar][1])$ we have

$$(4.2.33) \quad \delta f(\hbar x) = 0.$$ 

Moreover, using that $(\delta f)_j = \delta_{j-1} f$, we can expand Equation (4.2.33) into a formal Taylor series. In fact, using the pairing

$$\langle \delta_{j-1} f, x \otimes \cdots \otimes x \rangle = \langle f, m_{j-1}(x \otimes \cdots \otimes x) \rangle,$$

we can write the Maurer–Cartan equation (4.2.32) as

$$(4.2.34) \quad \sum_{j \geq 1} \frac{\hbar^j}{j!} m_{j-1}(x \otimes \cdots \otimes x) = hm_0(x) + \frac{\hbar^2}{2} m_1(x \otimes x) + O(\hbar^3) = 0.$$ 

For two DGLAs $\mathfrak{g}$ and $\mathfrak{h}$, an $L_\infty$-morphism $\varphi : \text{Sym}(\mathfrak{h}^*[\hbar][1]) \to \text{Sym}(\mathfrak{g}^*[\hbar][1])$ preserves the Maurer–Cartan equation (4.2.34), similarly as a morphism of DGLAs preserves the Maurer–Cartan equation (4.2.13). In particular, if $x$ is a solution of (4.2.34) on $\mathfrak{g}[\hbar]$, we get that

$$U(\hbar x) = \sum_{j \geq 1} \frac{\hbar^j}{j!} U_j(x \otimes \cdots \otimes x)$$

is also a solution of (4.2.34) on $\mathfrak{h}[\hbar]$.

Remark 4.2.63. The action of the gauge group on solutions to the Maurer–Cartan equation (4.2.13) can be generalized to the case of $L_\infty$-algebras. Namely, if $x$ and $x'$ are equivalent modulo this generalized action, then their images under $U$ are still equivalent solutions.

Remark 4.2.64. Again, we are especially interested in the case where $\mathfrak{g} = \mathcal{V}$ and $\mathfrak{h} = \mathcal{D}$. Thus, we get an $L_\infty$-morphism $U$ which gives as a formula of how to construct an associative star product out of any (formal) Poisson bivector $\pi$, given by

$$(4.2.35) \quad U(\pi) = \sum_{j \geq 0} \frac{\hbar^j}{j!} U_j(\pi \wedge \cdots \wedge \pi),$$

where we insert the coefficient of degree zero to be the original non-deformed product. Note that if $U$ is a quasi-isomorphism, the correspondence between (formal) Poisson structures on...
4.3. Kontsevich’s star product

We want to construct an explicit expression of the formality map $U$. The idea is to introduce graphs and to rewrite things in those terms. An easy example is given by the Moyal product $f \star g$ for two smooth functions $f$ and $g$ on $(\mathbb{R}^{2n}, \omega_0)$. We can write $f \star g$ as the sum of graphs in the following way:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{moyal_product_graphs.png}
\caption{The Moyal product $f \star g$ represented in terms of graphs. The gray vertices represent the Poisson tensor $\pi$ induced by $\omega_0$. The term with $n$ Poisson vertices in the sum represents the $n$-th term in the formal power series of the Moyal product. For each gray vertex, the two outgoing arrows represent the derivatives $\partial_i$ and $\partial_j$ acting on $f$ and $g$.}
\end{figure}

Remark 4.3.1. This construction can be generalized by allowing more than two outgoing arrows for gray vertices when considering general multivector fields and allowing incoming arrows for gray vertices (i.e. derivations of the tensor coefficients for the assigned multivector fields). Note that there are no incoming arrows for the Moyal product since the Poisson structure is constant. In Kontsevich’s star product, we assign to each graph $\Gamma$ a multidifferential operator $B_{\Gamma}$ and a weight $w_{\Gamma}$ such that the map $U$ that sends an $n$-tuple of multivector fields to the corresponding weighted sum over all possible graphs in this set of multidifferential operators is an $L_\infty$-morphism.

4.3.1. Data for the construction.

4.3.1.1. Admissible graphs.

Definition 4.3.2 (Admissible graphs). The set $\mathcal{G}_{n, \bar{n}}$ of admissible graphs consists of all connected graphs $\Gamma$ which satisfy the following properties:

- The set of vertices $V(\Gamma)$ is decomposed in two ordered subsets $V_1(\Gamma)$ and $V_2(\Gamma)$ isomorphic to $\{1, \ldots, n\}$ respectively $\{\bar{1}, \ldots, \bar{n}\}$ whose elements are called vertices of first type respectively second type;
- The following inequalities involving the number of vertices of the two types are satisfied: $n \geq 0$, $\bar{n} \geq 0$ and $2n + \bar{n} - 2 \geq 0$;
- The set of edges $E(\Gamma)$ is finite and does not contain short loops, i.e. edges starting and ending at the same vertex;
- All edges $E(\Gamma)$ are oriented and start from a vertex of the first type;
- The set of edges starting at a given vertex $v \in V_1(\Gamma)$, which will be denoted by $\text{Star}(v)$, is ordered.
See Figure 4.3.2 and 4.3.3 for examples of admissible and non-admissible graphs respectively.

4.3.1.2. The multidifferential operators $B_{\Gamma}$. Let us consider pairs $(\Gamma, \xi_1 \otimes \cdots \otimes \xi_n)$ consisting of a graph $\Gamma \in \mathcal{G}_{n, \bar{n}}$ with $2n + \bar{n} - 2$ edges and of a tensor product of $n$ multivector fields on $\mathbb{R}^d$. We want to understand how we can associate to such a pair a multidifferential operator $B_{\Gamma} \in D_{\bar{n} - 1}$. This is done in the following way:

- Associate to each vertex $v$ of first type with $k$ outgoing arrows the skew-symmetric tensor $\xi^j_1 \cdots j_k$ corresponding to a given $\xi_i$ via the natural identification.
- Place a function at each vertex of second type.
- Associate to the $\ell$-th arrow in $\text{Star}(v)$ a partial derivative with respect to the coordinate labeled by the $\ell$-th index of $\xi_i$ acting on the function or the tensor appearing at its endpoint.
- Multiply such elements in the order prescribed by the labeling of the graph.

**Example 4.3.3.** Denote by $\Gamma_1$ the first graph in Figure 4.3.2. Then, to a triple of bivector fields $(\xi_1, \xi_2, \xi_3)$ with $\xi_1 = \sum_{i_1 < i_2} \xi^i_{1i^2} \partial_{i_1} \wedge \partial_{i_2}$, $\xi_2 = \sum_{j_1 < j_2} \xi^j_{1j^2} \partial_{j_1} \wedge \partial_{j_2}$ and $\xi_3 = \sum_{\ell_1 < \ell_2} \xi^\ell_{1\ell^2} \partial_{\ell_1} \wedge \partial_{\ell_2}$, we associate the bidifferential operator

$$U_{\Gamma_1}(\xi_1 \wedge \xi_2 \wedge \xi_3)(f \otimes g) := \xi^j_{2j^2} \partial_{j_2} \xi^i_{1i^2} \partial_{i_1} \wedge \partial_{i_2} \xi^\ell_{3\ell^2} \partial_{\ell_1} f \partial_{\ell_2} g.$$  

**Example 4.3.4.** Denote by $\Gamma_2$ the second graph in Figure 4.3.2. Then, to a tuple of multivector fields $(\chi_1, \chi_2)$ with $\chi_1 = \sum_{i_1 < i_2} \chi^i_{1i^2} \partial_{i_1} \wedge \partial_{i_2}$ and $\chi_2 = \sum_{j_1 < j_2 < j_3} \chi^j_{1j^2j^3} \partial_{j_1} \wedge \partial_{j_2} \wedge \partial_{j_3}$, we associate the tridifferential operator

$$U_{\Gamma_2}(\chi_1 \wedge \chi_2)(f \otimes g \otimes h) := \chi^i_{1i^2} \partial_{i_1} \chi^j_{2j^2j^3} \partial_{j_1} \wedge \partial_{j_2} \wedge \partial_{j_3} f \partial_{j_2} g \partial_{j_3} h.$$
**Remark 4.3.5.** In particular, for each admissible graph $\Gamma \in \mathcal{G}_{n,\bar{n}}$, we get a linear map $U_{\Gamma}: \wedge^n \mathcal{V} \to \mathcal{D}$ which is equivariant with respect to the action of the symmetric group. Kontsevich’s main construction was to choose weights $w_{\Gamma} \in \mathbb{R}$ such that the linear combination

$$U := \sum_{n,\bar{n} \geq 0} \sum_{\Gamma \in \mathcal{G}_{n,\bar{n}}} w_{\Gamma} B_{\Gamma}$$

becomes an $L_\infty$-morphism.

4.3.1.3. **Weights of graphs.** The weight $w_{\Gamma}$ associated to an admissible graph $\Gamma \in \mathcal{G}_{n,\bar{n}}$ is defined by an integral of a differential form $\omega_{\Gamma}$ over (a suitable compactification of) some configuration space $C_{n,\bar{n}}^+$. Namely, it is given by

$$w_{\Gamma} := \prod_{1 \leq k \leq n} \frac{1}{\text{Star}(k)!} \frac{1}{(2\pi)^{2n+\bar{n}-2}} \int_{\widetilde{C}_{n,\bar{n}}^+} \omega_{\Gamma}. \tag{4.3.1}$$

This holds for the case when $\Gamma$ has exactly $2n+\bar{n} - 2$ edges otherwise the weight is just zero. Let us look at the integral (4.3.1) more carefully.

4.3.1.4. **Configuration spaces.** Consider an embedding of the graph $\Gamma$ into the 2-dimensional upper half-space $\mathbb{H}^2$ (also called upper half-plane) as defined in (1.4.7) where we want to identify $\mathbb{R}^2 \cong \mathbb{C}$. Moreover, denote by $\mathbb{H}^2_+ := \{ z \in \mathbb{H} \mid \Im(z) > 0 \}$ where $\Im(z)$ denotes the imaginary part of $z$.

**Definition 4.3.6** (Open configuration space). Define the open configuration space of the distinct $n + \bar{n}$ vertices of an admissible graph $\Gamma \in \mathcal{G}_{n,\bar{n}}$ as the smooth manifold

$$\text{Conf}_{n,\bar{n}} := \{(z_1, \ldots, z_n, z_\bar{1}, \ldots, z_\bar{\bar{n}}) \in \mathbb{C}^{n+\bar{n}} \mid z_i \in \mathbb{H}^2_+, z_i \in \mathbb{R}, z_i \neq z_j \text{ for } i \neq j, z_i \neq z_j \text{ for } \bar{i} \neq \bar{j} \}$$

**Remark 4.3.7.** More precisely, we need to consider everything up to scaling and translation. Hence, we consider the Lie group $G$ consisting of translations in the horizontal direction and rescaling such that the action on $z \in \mathbb{H}^2$ is given by

$$z \mapsto az + b, \quad a \in \mathbb{R}^+, b \in \mathbb{R}.$$ 

The action of $G$ is free whenever the number of vertices is $2n + \bar{n} - 2 \geq 0$. Thus the quotient space of $\text{Conf}_{n,\bar{n}}$ with respect to the $G$-action, which we will denote by $C_{n,\bar{n}}$, is again a smooth manifold of (real) dimension $2n + \bar{n} - 2$. If there are no vertices of second type (i.e. $\bar{n} = 0$), one can define the open configuration space as a subset of $\mathbb{C}^n$ instead of $\mathbb{H}^n$ and one can consider the Lie group which consists of rescaling and translation in any direction. The corresponding quotient space $C_n$ for $n \geq 2$ still a smooth manifold but now of dimension $2n - 3$.

**Definition 4.3.8** (Connected configuration space). Define the connected configuration space to be the subset of $C_{n,\bar{n}}$ given by

$$C_{n,\bar{n}}^+ := \{(z_1, \ldots, z_n, z_\bar{1}, \ldots, z_\bar{\bar{n}}) \in C_{n,\bar{n}} \mid z_i < z_j \text{ for } \bar{i} < \bar{j} \} \tag{4.3.3}$$

**Remark 4.3.9.** One can show that $C_{n,\bar{n}}^+$ is again a smooth manifold which is now connected. Let us define an angle map

$$\phi: C_{2,0} \to S^1,$$
which associates to each pair of distinct points \( z_1, z_2 \in \mathbb{H}^2 \) the angle between the geodesics with respect to the Poincaré metric connecting \( z_1 \) to \( i\infty \) and to \( z_2 \), in the counterclockwise direction (see Figure 4.3.4). Formally, we have

\begin{equation}
\phi(z_1, z_2) := \arg \left( \frac{z_2 - z_1}{z_2 - \bar{z}_1} \right) = \frac{1}{2i} \log \left( \frac{(z_2 - z_1)(\bar{z}_2 - \bar{z}_1)}{(z_2 - \bar{z}_1)(\bar{z}_2 - \bar{z}_1)} \right).
\end{equation}

Figure 4.3.4. Illustration of the angle map \( \phi \).

The differential of \( \phi \) is then a 1-form on \( C_{2,0} \) which we can pull-back to the configuration space including points in \( \mathbb{R} \) by the projection \( p_e \) associated to each edge \( e = (z_i, z_j) \) of \( \Gamma \) defined by

\[ p_e: C_{n, \bar{n}} \rightarrow C_{2,0}, \]
\[ (z_1, \ldots, z_n, z_1, \ldots, z_{\bar{n}}) \mapsto (z_i, z_j). \]

Hence we get a 1-form \( d\phi_e := p_e^* d\phi \in \Omega^1(C_{n, \bar{n}}) \). The differential form \( \omega_\Gamma \) in (4.3.1) is then defined as

\[ \omega_\Gamma := \bigwedge_{e \in E(\Gamma)} d\phi_e. \]

Remark 4.3.10. Note that the ordering one these 1-forms is induced by the ordering on the set of edges by the first-type vertices and the ordering on \( \text{Star}(v) \). Moreover, note that we indeed obtain a top-form on \( C_{n, \bar{n}} \) (resp. \( C^+_{n, \bar{n}} \)) as long as we consider graphs with exactly \( 2n + \bar{n} - 2 \) edges since \( \dim C_{n, \bar{n}} = \dim C^+_{n, \bar{n}} = 2n + \bar{n} - 2 \).

Remark 4.3.11. In order to make sense of the integral (4.3.1), we need to make sure that it converges. Note that, by construction of \( \phi \), we get that \( d\phi \) is not defined as soon two points approach each other. This is the reason why we in fact need a suitable compactification \( \bar{C}^+_{n, \bar{n}} \) of the connected configuration space \( C^+_{n, \bar{n}} \).

Theorem 4.3.12 ([FM94; AS94]). For any configuration space \( C_{n, \bar{n}} \) (resp. \( C_n \)) there exists a compactification \( \bar{C}_{n, \bar{n}} \) (resp. \( \bar{C}_n \)) whose interior is the open configuration space and such that the projections \( p_e \), the angle map \( \phi \) (and thus the differential form \( \omega_\Gamma \)) extend smoothly to the corresponding compactifications.

Remark 4.3.13. This compactification is usually called FMAS compactification for Fulton–MacPherson who proved a first result of this in the algebrao-geometrical setting for configuration spaces of points in non-singular algebraic varieties [FM94] and Axelrod–Singer who...
proved this in the smooth-geometrical setting for configuration spaces of points in smooth manifolds [AS94].

**Remark 4.3.14.** The compactified configuration space is a compact smooth manifold with *corners*.

**Definition 4.3.15 (Manifold with corners).** A manifold with corners of dimension $m$ is a topological Hausdorff space $M$ which is locally homeomorphic to $\mathbb{R}^{m-n} \times \mathbb{R}^n_+$ with $n = 0, \ldots, m$.

**Remark 4.3.16.** The points $x \in M$ of a manifold with corners of dimension $m$ whose local expression in some (and hence in any) chart has the form

$$(x_1, \ldots, x_{m-n}, 0, \ldots, 0)$$

are said to be of *type* $n$ and form submanifolds of $M$ which are called *strata of codimension* $n$.

**4.3.2. Proof of Kontsevich's formula.** To show that $U$ is indeed an $L_\infty$-morphism, we need to show the following points:

1. The first component of the restriction of $U$ to $\mathcal{V}$ is up to a shift in degrees given by the natural map $U^{(0)}_1$ as defined in (4.2.22).
2. $U$ is a graded linear map of degree zero.
3. $U$ satisfies the equations (4.2.6) for an $L_\infty$-morphism.

**4.3.2.1.** $U_1$ coincides with $U^{(0)}_1$.

**Lemma 4.3.17.** The map

$$U_1 : \mathcal{V} \to \mathcal{D}$$

is the natural map $U^{(0)}_1$ that identifies each multivector field with the corresponding multidifferential operator.

**Proof.** Consider the set $\mathcal{G}_{1,\bar{n}}$ of admissible graphs with one vertex of first type and $\bar{n}$ vertices of second type. It is easy to see that this set only contains one element $\Gamma_{\bar{n}}$ which has $2 \cdot 1 + \bar{n} - 2 = \bar{n}$ arrows outgoing from the single vertex of first type and each arrow is incoming to a vertex of second type (see Figure 4.3.5).

![Figure 4.3.5.](image)

**Figure 4.3.5.** The single element $\Gamma_{\bar{n}} \in \mathcal{G}_{1,\bar{n}}$.

Hence, for a multivector field $\xi$ of degree $k$ we associate the multidifferential operator

$$U_{\Gamma_{\bar{n}}} (\xi) : f_1 \otimes \cdots \otimes f_{\bar{n}} \mapsto w_{\Gamma_{\bar{n}}} \xi^{i_1 \cdots i_\bar{n}} \partial_{i_1} f_1 \cdots \partial_{i_\bar{n}} f_{\bar{n}}.$$
One can easily check that
\[ \int_{\bar{C}_{1,n}} \omega_{\Gamma_n} = \int_{\bar{C}_{1,n}} \bigwedge_{e \in E(\Gamma_n)} d\phi_e = (2\pi)^{\bar{n}}. \]
Using (4.3.1), this will give us
\[ w_{\Gamma_n} = \frac{1}{\bar{n}!}. \]
This shows that \( U_1 \) is indeed the analogue for \( U_1^{(0)} \) in (4.2.22) which induces the HKR isomorphism (4.2.21).

4.3.2.2. Checking the degrees.

**Lemma 4.3.18.** The \( n \)-th component
\[ U_n := \sum_{n \geq 1} \sum_{\Gamma \in \mathcal{G}_{n,\bar{n}}} w_{\Gamma} B_{\Gamma} \]
has the correct degree for \( U \) to be an \( L_\infty \)-morphism.

**Proof.** Note that to a vertex \( v_i \) with \( |\text{Star}(v_i)| \) outgoing arrows, we associate an element \( \in \tilde{V}_{|\text{Star}(v_i)|} = \tilde{V}_{|\text{Star}(v_i)|+1} \). On the other hand, each graph \( \Gamma \) with \( \bar{n} \) vertices of second type and \( n \) multivector fields \( \xi_1, \ldots, \xi_n \) induce a multidifferential operator \( U_n(\xi_1 \wedge \cdots \wedge \xi_n) \) of degree \( s = \bar{n} - 1 \). Since we are only considering graphs with exactly \( 2n + \bar{n} - 2 \) edges and since
\[ |E(\Gamma)| = \sum_{1 \leq i \leq n} |\text{Star}(v_i)|, \]
we can write the degree of \( U_n(\xi_1 \wedge \cdots \wedge \xi_n) \) as
\[ s = (2n + \bar{n} - 2) + 1 - n = |E(\Gamma)| + 1 - n = \sum_{1 \leq i \leq n} |\text{Star}(v_i)| + 1 - n. \]
This is exactly the degree for the \( n \)-th component of an \( L_\infty \)-morphism.

4.3.2.3. Reformulation of the \( L_\infty \)-condition in terms of graphs. Next we discuss the geometric proof of the formality statement. We have to extend the morphism \( U \) with a degree zero component which represents the usual multiplication between smooth maps. Therefore, we can consider the special case of the \( L_\infty \)-condition (4.2.31) where \( m_0, \bar{m}_0 \) are given by the Taylor coefficients \( U_n \):

\[
\sum_{0 \leq \ell \leq n} \sum_{-1 \leq k \leq m} \sum_{0 \leq i \leq m - k} \varepsilon_{kim} \sum_{\sigma \in S_{\ell,n-\ell}} \varepsilon_{\xi}(\sigma) U_{\ell}(\xi_{\sigma(1)} \wedge \cdots \wedge \hat{\xi}_{i} \wedge \cdots \wedge \hat{\xi}_{j} \wedge \cdots \wedge \xi_{n}) (f_0 \otimes \cdots \otimes f_i - 1 \otimes U_{n-\ell}(\xi_{\sigma(1)} \wedge \cdots \wedge \hat{\xi}_{i} \wedge \cdots \wedge \hat{\xi}_{j} \wedge \cdots \wedge \xi_{n}) (f_{i+1} \otimes \cdots \otimes f_m))
\]

\[
= \sum_{i \neq j=1}^{n} \varepsilon_{ij} U_{n-1} (\xi_i \circ \xi_j \wedge \xi_1 \wedge \cdots \wedge \xi_{n} \wedge \hat{\xi}_{i} \wedge \cdots \wedge \hat{\xi}_{j} \wedge \cdots \wedge \xi_{n}) (f_0 \otimes \cdots \otimes f_n),
\]
where \( \xi_j \) are multivector fields, \( f_0, \ldots, f_m \) are smooth maps on which the multidifferential operator is acting, \( S_{\ell,n-\ell} \) is the subset of \( S_n \) consisting of \( (\ell, n-\ell) \)-shuffle permutations,
the product $\xi_i \circ \xi_j$ is defined in a way such that the Schouten–Nijenhuis bracket can be expressed in terms of this composition by a formula similar to the one relating the Gerstenhaber bracket to the analogous composition $\circ$ on $D$ in (4.2.14) and the signs involved are defined as follows: $\varepsilon_{kim} := (-1)^{k(m+i)}$, $\varepsilon_{i}(\sigma)$ is the Koszul sign associated to the permutation $\sigma$ and $\varepsilon_{ij}^x$ is defined as in (4.2.31).

**Remark 4.3.19.** Note that (4.3.5) carries the formality condition since the left hand side corresponds to the Gerstenhaber bracket of multidifferential operators and the right hand side to (a part of) the Schouten–Nijenhuis bracket (since the differential on $V$ is identical to zero). Recall that the differential on $D$ is given by the Hochschild differential $|m, |_G$ which in (4.3.5) is replaced by $U_0$.

We can now rewrite (4.3.5) in terms of admissible graphs and weights to prove that it holds. Note that the difference between the left hand side and right hand side of (4.3.5) can be formulated as a linear combination

$$
\sum_{\Gamma \in \mathcal{G}_{n,\bar{n}}} c_{\Gamma} U_{\Gamma}(\xi_1 \wedge \cdots \wedge \xi_n)(f_0 \otimes \cdots \otimes f_n).
$$

Recall that we want to consider admissible graphs $\Gamma$ with exactly $2n + \bar{n} - 2$ edges. In fact, (4.3.5) is satisfied if $c_{\Gamma} = 0$ for all such $\Gamma$. We will show that this is indeed the case.

**4.3.2.4. The key is Stokes’ theorem.** In order to prove that all these coefficients $c_{\Gamma}$ vanish, we will use Stokes’ theorem for manifolds with corners. Similarly as for the usual Stokes’ theorem, we can replace an integral of an exact form over some manifold $M$ as the integral of its primitive form over the boundary $\partial M$. In particular, we have

$$
\int_{\partial C_{n,\bar{n}}^+} \omega_{\Gamma} = \int_{C_{n,\bar{n}}^+} d\omega_{\Gamma} = 0, \quad \forall \Gamma \in \mathcal{G}_{n,\bar{n}}
$$

since $d\phi_e$ is closed and $C_{n,\bar{n}}^+$ is compact. Let us expand the left hand side of (4.3.7) in order to show that it is exactly given by the coefficients $c_{\Gamma}$. Therefore, we want to take a closer look on the manifold $\partial C_{n,\bar{n}}^+$. Recall that we have restricted the weights in (4.3.5) to be equal to zero if the form degree does not match the dimension of the underlying manifold over which we integrate. Hence, we only have to consider the codimension 1 strata of $\partial C_{n,\bar{n}}^+$ which have dimension $2n + \bar{n} - 3$. Note that the dimension of $\partial C_{n,\bar{n}}^+$ is equal to the number of edges and thus of the 1-forms $d\phi_e$.

**Remark 4.3.20.** Intuitively, one can think of the boundary of $C_{n,\bar{n}}^+$ to be represented by the degenerate configuration in which some of the $n + \bar{n}$ points collide with each other.

**4.3.2.5. Classification of boundary strata.** Using Remark 4.3.20, we can classify the codimension 1 strata of $\partial C_{n,\bar{n}}^+$ as follows:

- (Strata of type S1) These are strata in which $i \geq 2$ points in $\mathbb{H}^2_+$ collide together to a point which still lies in $\mathbb{H}^2_+$. Points in such a stratum can be locally described by

$$
C_i \times C_{n-i+1,\bar{n}}.
$$

The first term represents the relative position of the colliding points when we look at them under a magnifying glass. The second term is the space of all remaining points.
plus the point which occurs as the point on which the first $i$ points have collapsed to.

- (Strata of type S2) These are strata in which $i > 0$ points in $\mathbb{H}_2^+$ and $j > 0$ points in $\mathbb{R}$ with $2i + j - 2 \geq 0$ collide to a single point on $\mathbb{R}$. Points in such a stratum can be locally represented by

$$C_{i,j} \times C_{n-i,\bar{n}-j+1}.$$  

The two terms are similarly given as in (4.3.8).

See Figure 4.3.6 and 4.3.7 for an illustration of a stratum of type S1 and type S2 respectively.

Now we can split the integral on the left hand side of (4.3.7) into the sum of strata of type S1 and type S2. For the strata of type S1, we will distinguish two subcases for the $i$ collapsing
vertices. Since the integral vanishes if the form degree is not equal to the dimension of the underlying manifold, one can show that the only contributions come from graphs $\Gamma$ whose subgraphs $\Gamma_1$, spanned by the collapsing vertices, contain exactly $2i - 3$ edges.

When $i = 2$, there is only one edge $e$, and hence in the first integral of the decomposition of (4.3.8) the differential $d\phi_e$ is integrated over $C_2 \cong S^1$ and thus we get a factor of $2\pi$ which cancels the coefficient in (4.3.1). The remaining integral represents the weight of the corresponding quotient graph $\Gamma_2$ which is obtained from $\Gamma$ after the contraction of the edge $e$. In particular, to the vertex $j$ of first type, which results from this contraction, we associate the $j$-composition of the two multivector fields that were associated to the endpoints of $e$.

Hence, summing over all graphs and all strata of this subtype, we get the right hand side of (4.3.5).

4.3.2.6. *A trick using logarithms.* When $i \geq 3$, the integral corresponding to this stratum involves the product of $2i - 3$ angle forms over $C_i$. According to a Lemma of Kontsevich, this integral vanishes.

**Lemma 4.3.21 (Kontsevich [Kon03]).** *The integral over the configuration space $C_n$ of $n \geq 3$ points in the upper half-plane of any $\dim C_n := 2n - 3$ angle forms $d\phi_{e_i}$ with $i = 1, \ldots, n$ vanishes for $n \geq 3$.***

**Figure 4.3.8.** Example of a non-vanishing term.

**Proof of Lemma 4.3.21.** First we need to restrict the integral to an even number of angle forms. This can be done by identifying $C_n$ with the subset of $\mathbb{H}^n$, where one of the endpoints of $e_1$ is set to be the origin and the second is forced to lie on the unit circle (note that this can always be done by considering the action of the Lie group in the definition of $C_n$). Then the integral decomposes into a product of integrals of $d\phi_e$ over $S^1$ and the remaining $2n - 4 =: 2N$ forms integrated over the resulting complex manifold $U$ given by the isomorphism

$$C_n \cong S^1 \times U.$$
Then the claim follows by the following computation:

\[
\int_U \bigwedge_{j=1}^{2N} d \arg(f_j) = \int_U \bigwedge_{j=1}^{2N} d \log(|f_j|) = \int_U \mathcal{I} \left( d \log(|f_1|) \bigwedge_{j=2}^{2N} d \log(|f_j|) \right) \\
= \int_U d \left( \mathcal{I} \left( \log(|f_1|) \bigwedge_{j=2}^{2N} d \log(|f_j|) \right) \right) = 0.
\]  

(4.3.10)

Let us see what is happening here. First, note that the angle function \( \phi_{e_j} \) was expressed in terms of the argument of the (holomorphic) function \( f_j \). In particular, \( f_j \) is just the difference of the coordinates of the endpoints of \( e_j \). The first equality follows by the decompositions

\[
d \arg(f_j) = \frac{1}{2i} \left( d \log(f_j) - d \log(\bar{f_j}) \right),
\]

\[
d \log(|f_j|) = \frac{1}{2} \left( d \log(f_j) + d \log(\bar{f_j}) \right).
\]

Thus, the product of \( 2N \) of these expressions is a linear combination of products of \( k \) holomorphic and \( 2N-k \) anti-holomorphic forms. By a result of complex analysis, one can show that in the integration over the complex manifold \( U \), the only terms which do not vanish are the ones where \( k = N \). Then one can observe that the terms coming from the first decomposition are equal to those coming from the second decomposition.

In the second equality the integral of the differential form is replaced by an integral over a suitable 1-form with values in the space of distributions over the compactification \( \bar{U} \) of \( U \). One can show (this is another Lemma) that such a map \( \mathcal{I} \), which sends usual 1-forms to distributional ones, commutes with the differential and thus by Stokes’ theorem we get the claim.

\[\square\]

### 4.3.2.7. Last step: vanishing terms for type S2 strata

Finally, let us consider the strata of type S2. There we will have a similar dimensional argument, i.e. it analogously restricts the possible non-vanishing terms to the condition that the subgraph \( \Gamma_1 \), spanned by \( i+j \) collapsing vertices of first and second type respectively, contains exactly \( 2i + j - 2 \) edges. Similarly as before, for the quotient graph \( \Gamma_2 \) obtained by contracting \( \Gamma_1 \), the claim is that

![Figure 4.3.9. Example of a vanishing term.](image-url)
the only non-vanishing contributions come from the graphs for which both graphs obtained from a given $\Gamma$ are admissible. In this case we get a decomposition of the weight $w_\Gamma$ into the product $w_{\Gamma_1} \cdot w_{\Gamma_2}$ which in general, by the conditions on the number of edges of $\Gamma$ and $\Gamma_1$, does not vanish.

The only remaining thing to check is that we do not have bad edges by contraction (see Figure 4.3.3). The only such possibility appears when $\Gamma_2$ contains an edge which starts from a vertex of second type. In this case the corresponding integral vanishes because it contains the differential of an angle map evaluated on the pair $(z_1, z_2)$ where $z_1$ is constrained to lie in $\mathbb{R}$ and such maps vanish for every $z_2$ because the angle is measured with respect to the Poincaré metric (recall Figure 4.3.4 for an intuitive picture).

This means that the only non-vanishing terms correspond to the case when we plug the differential operator associated to $\Gamma_1$ as the $k$-th argument of the one associated to $\Gamma_2$, where $k$ is the vertex of the second type emerging from the collapse. Summing over all these possibilities, the strata of type S2 exactly corresponds to the left hand side of (4.3.5).
We have thus proven that \( U \) is indeed an \( L_\infty \)-morphism and since the first coefficients \( U_1 \) are given by \( U_1^{(0)} \) it is also a quasi-isomorphism and hence determines uniquely a star product for any bivector field \( \pi \) on \( \mathbb{R}^d \) by the formula (4.2.35).

**4.4. Globalization of Kontsevich’s star product**

Kontsevich’s formula for the star product only gives a quantization for the case when \( M = \mathbb{R}^d \) for a general Poisson structure \( \pi \), and thus only describes a local description for the general case. Already in [Kon03], Kontsevich gave a globalization method which was very briefly mentioned, but it was explicitly constructed by Cattaneo, Felder and Tomassini in [CFT02b; CFT02a] in a similar way as Fedosov did for the symplectic case of the Moyal product [Fed94] (see also Section 4.1.3). Their approach uses a flat connection \( \bar{D} \) on a vector bundle over \( M \) such that the algebra of the horizontal sections with respect to \( D \) is a quantization of \( C^\infty(M) \). Consider the vector bundle \( E_0 \to M \) of infinite jets of functions endowed with a flat connection \( D_0 \). The fiber \( (E_0)_x \) over \( x \in M \) is naturally a commutative algebra and carries the Poisson structure induced fiberwise by the Poisson structure on \( C^\infty(M) \). The map which associates to any globally defined function its infinite jet at each point \( x \in M \) is a Poisson isomorphism onto the Poisson algebra of horizontal sections of \( E_0 \) with respect to \( D_0 \). Since the star product gives a deformation of the pointwise product on \( C^\infty(M) \), we want to have a quantum version of the vector bundle and the flat connection in order to get an similar isomorphism. The vector bundle \( E \to M \) is defined in terms of a section \( \phi^{\text{aff}} \) of the fiber bundle \( M^{\text{aff}} \to M \), where \( M^{\text{aff}} \) denotes the quotient of the manifold \( M^{\text{coor}} \) of jets of coordinate systems on \( M \) by the action of the group \( GL(d, \mathbb{R}) \) of linear diffeomorphims given by \( E := (\phi^{\text{aff}})^* E \), where \( E \) is the bundle of \( \mathbb{R}[\hbar] \)-modules \( M^{\text{coor}} \times_{GL(d, \mathbb{R})} \mathbb{R}[y^1, \ldots, y^d][\hbar] \to M^{\text{aff}} \). Note that the section \( \phi^{\text{aff}} \) can be realized explicitly by a collection of jets at 0 of maps \( \phi_x : \mathbb{R}^d \to M \) such that \( \phi_x(0) = x \) for all \( x \in M \) (modulo the action of \( GL(d, \mathbb{R}) \)). Thus, we can assume for simplicity that we have fixed a representative \( \phi_x \) of the equivalence class for each open set of a given covering, hence realizing a trivialization of the bundle \( E \). So from now on we will identify \( E \) with the trivial bundle with fiber given by \( \mathbb{R}[y^1, \ldots, y^d][\hbar] \). Therefore, \( E \) realizes the desired quantization, since it is isomorphic (as a bundle of \( \mathbb{R}[\hbar] \)-modules) to the bundle \( E_0[\hbar] \) whose elements are formal power series with infinite jets of functions as coefficients.

**4.4.1. The multiplication, connection and curvature maps.** To define the star product and the connection on \( E \), one has to introduce new objects whose existence and properties will be byproducts of the formality theorem. For a Poisson structure \( \pi \) and two vector fields \( \xi \) and \( \eta \) on \( \mathbb{R}^d \), we define

\[
P(\pi) := \sum_{j \geq 0} \frac{\hbar^j}{j!} U_j(\pi^{\wedge \cdot \cdot \cdot \wedge \pi}),
\]

\[
A(\xi, \pi) := \sum_{j \geq 0} \frac{\hbar^j}{j!} U_{j+1}(\xi^{\wedge \pi^{\wedge \cdot \cdot \cdot \wedge \pi}}),
\]

\[
F(\xi, \eta, \pi) := \sum_{j \geq 0} \frac{\hbar^j}{j!} U_{j+2}(\xi^{\wedge \eta^{\wedge \pi^{\wedge \cdot \cdot \cdot \wedge \pi}})\]




It is easy to show that the degree of the multidifferential operators on the right hand sides of (4.4.1), (4.4.2) and (4.4.3) induce that \( P(\pi) \) is a (formal) bidifferential operator, \( A(\xi, \pi) \) is a differential operator and \( F(\xi, \eta, \pi) \) is a function. Indeed, \( P(\pi) \) is actually just the star product associated to \( \pi \). In particular, the maps \( P, A \) and \( F \) are elements of degree 0, 1 and 2 respectively of the Lie algebra cohomology complex of (formal) vector fields with values in the space of local polynomial maps, i.e. multidifferential operators which depend polynomially on \( \pi \). An element of degree \( j \) of this complex is a map that sends \( \xi_1 \wedge \cdots \wedge \xi_j \) to a multidifferential operator \( S(\xi_1 \wedge \cdots \wedge \xi_j \wedge \pi) \). The differential \( \delta \) of this complex can then be defined as

\[
\delta S(\xi_1 \wedge \cdots \wedge \xi_{j+1} \wedge \pi) := \sum_{1 \leq i \leq j+1} (-1)^i \left. \frac{\partial}{\partial t} \right|_{t=0} S\left( \xi_1 \wedge \cdots \wedge \xi_i \wedge \cdots \wedge \xi_{j+1} \wedge (\Phi^\xi_t)_* \pi \right)
+ \sum_{i < \ell} (-1)^i S\left( [\xi_i, \xi_\ell] \wedge \xi_1 \wedge \cdots \wedge \xi_i \wedge \cdots \wedge \xi_\ell \wedge \cdots \wedge \xi_{j+1} \wedge \pi \right),
\]

where \( \Phi^\xi_t \) denotes the flow of the vector field \( \xi \). The associativity of the star product can now be expressed by

\[
P \circ (P \otimes \text{id} - \text{id} \otimes P) = 0.
\]

This follows from the formality theorem and hence the following equations do hold in the a similar way:

(4.4.4) \[
P(\pi) \circ (A(\xi, \pi) \otimes \text{id} + \text{id} \otimes A(\xi, \pi)) = A(\xi, \pi) \circ P(\pi) + \delta P(\xi, \pi),
\]

(4.4.5) \[
P(\pi) \circ (F(\xi, \eta, \pi) \otimes \text{id} - \text{id} \otimes F(\xi, \eta, \pi)) = -A(\xi, \pi) \circ A(\eta, \pi) + A(\eta, \pi) \circ A(\xi, \pi) + \delta A(\xi, \eta, \pi),
\]

(4.4.6) \[
- A(\xi, \pi) \circ F(\eta, \zeta, \pi) - A(\eta, \pi) \circ F(\zeta, \xi, \pi) - A(\zeta, \pi) \circ F(\xi, \eta, \pi) = \delta F(\xi, \eta, \zeta, \pi)
\]

Equation (4.4.4) describes the fact that under coordinate transformation induced by the vector field \( \xi \), the star product \( P(\pi) \) is changed to an equivalent one up to higher order terms. Equations (4.4.5) and (4.4.6) will be used for the construction of the relations between a connection 1-form \( A \) and its curvature \( F_A \). For the explicit computation of the configuration space integrals, which arise for the weight computation in the Taylor coefficients of \( U_j \), we can also describe the lowest order terms in the expansion of \( P, A \) and \( F \) and their action on functions:

1. \( P(\pi)(f \otimes g) = fg + h\pi(df, dg) + O(h^2) \),
2. \( A(\xi, \pi) = \xi + O(h) \), where we identify \( \xi \) with a first order differential operator on the right hand side,
3. \( F(\xi, \eta, \pi) = 0 \), if \( \xi \) is a linear vector field,
4. \( A(\xi, \eta, \eta, \pi) = 0 \),
5. \( P(\pi)(1 \otimes f) = P(\pi)(f \otimes 1) = f \),
6. \( A(\xi, \pi) 1 = 0 \).

Equations (1) and (5) have already been introduced before as the defining conditions for a star product. The equations involving the connection \( A \) are used to construct a connection \( D \) on sections on \( E \). A section \( f \in \Gamma(E) \) is locally given by a map \( x \mapsto f_x \), where for every \( y, f_x(y) \) is a formal power series with coefficients given by infinite jets. On this space we can introduce a deformed product \( * \) which will be the desired star product on \( C^\infty(M) \) after
we have identified horizontal section with ordinary functions. Let us denote analogously by \( \pi_{x} \) the push-forward by \( \phi_{x}^{-1} \) of the Poisson bivector field \( \pi \) on \( \mathbb{R}^{d} \). Then we can define the deformed product by the formal bidifferential operator \( P(\pi_{x}) \) similarly as we did for the usual product by \( P(\pi) \):

\[
(f \star g)_{x}(y) := f_{x}(y)g_{x}(y) + h_{x} \pi^{ij}_{x}(y) \frac{\partial f_{x}(y)}{\partial y^{i}} \frac{\partial g_{x}(y)}{\partial y^{j}} + O(h^{2}).
\]

One can define the connection \( D \) on \( \Gamma(E) \) by

\[
(Df)_{x} := d_{x}f + A^{M}_{x} f,
\]

where \( d_{x}f \) denotes the de Rham differential of \( f \) regarded as a function with values in \( \mathbb{R}[[y^{1}, \ldots, y^{d}][h]] \) and the formal connection 1-form is given through its action on a tangent vector \( \xi \) by

\[
A^{M}_{x}(\xi) := A(\xi_{x}, \pi_{x}),
\]

where \( A \) is the operator defined as in (4.4.2) evaluated on the multivector fields \( \xi \) and \( \pi \) given through the local coordinate system defined by \( \phi_{x} \). Note that since the coefficients \( U_{j} \) of the formality map that appear in the definition of \( P \) and \( A \) are polynomial in the derivatives of the coordinate of the arguments \( \xi \) and \( \pi \), all results which hold for \( P(\pi) \) and \( A(\xi, \pi) \) are inherited by their counterparts. In fact, Equations (1) and (5) above ensure that \( \star \) is an associative deformation of the pointwise product on sections and Equations (2) and (3) can be used to prove that \( D \) is independent of the choice of \( \phi \) and hence induces a global connection on \( E \).

4.4.2. Construction of solutions for a Fedosov-type equation. We can extend \( D \) and \( \star \) by the (graded) Leibniz rule to the whole complex of formal differential forms \( \Omega^{*}(E) := \Omega^{*}(M) \otimes_{\mathcal{C}^{\infty}(M)} \Gamma(E) \) and use (4.4.5) to get the following lemma.

**Lemma 4.4.1.** Let \( F^{M} \) be the \( E \)-valued 2-form given by \( x \mapsto F^{M}_{x}(\xi, \eta) := F(\xi_{x}, \eta_{x}, \pi_{x}) \) for any pair of vector fields \( \xi, \eta \). Then \( F^{M} \) represents the curvature of \( D \) and the two are related to each other and to the star product by the usual identities:

\[
\begin{align*}
(1) \quad & D(f \star g) = D(f) \star g + f \star D(g), \\
(2) \quad & D^{2} = [F^{M}, \star], \\
(3) \quad & D F^{M} = 0.
\end{align*}
\]

**Proof.** We can deduce these identities from the relations (4.4.4), (4.4.5) and (4.4.6), in which the star commutator \( [f, g]_{\star} := f \star g - g \star f \) is already implicitly defined, after identifying the complex of formal multivector fields endowed with the differential \( \delta \) with the complex of formal multidifferential operators with the de Rham differential. Such an isomorphism was explicitly given in [CFT02b].

**Remark 4.4.2.** A connection \( D \) which satisfies the above relation on a bundle \( E \) of associative algebras is called **Fedosov connection** with **Weyl curvature** \( F \). It is the kind of connection Fedosov introduced in order to give a global construction for the symplectic case (Section 4.1.3) [Fed94].

The final step towards a globalization is to deform the connection \( D \) into a new connection \( \bar{D} \) which has the same properties and moreover has vanishing Weyl curvature, i.e. \( \bar{D}^{2} = 0 \).
Hence, we can define the complex $H^j_D(E)$ and thus the (sub)algebra of horizontal sections $H^0_D(E)$.

**Lemma 4.4.3.** Let $D$ be a Fedosov connection on $E$ with Weyl curvature $F$ and $\gamma$ an $E$-valued 1-form. Then

$$\bar{D} := D + [\gamma, \cdot]_*$$

is also a Fedosov connection with Weyl curvature $\bar{F} = F + D\gamma + \gamma \star \gamma$.

**Proof.** Let $f$ be a section in $\Gamma(E)$. Then

$$\bar{D}^2 f = [\bar{F}, f]_* + D[\gamma, f]_* + [\gamma, Df]_* + [\gamma, [\gamma, f]_*]_*$$

$$= [F, f]_* + [D\gamma, f]_* + [\gamma, [\gamma, f]_*]_*$$

$$= \left[F + D\gamma + \frac{1}{2}[\gamma, \gamma]_*, f\right]_*,$$

where the last equality follows from the Jacobi identity of the star commutator $[\cdot, \cdot]_*$, since each associative product induces a Lie bracket given by the commutator. If we apply $\bar{D}$ to the obtained curvature, we get

$$\bar{D} \left(F + D\gamma + \frac{1}{2}[\gamma, \gamma]_*\right) = D^2 \gamma + \frac{1}{2}[D\gamma, \gamma]_* + \frac{1}{2}[\gamma, D\gamma]_* + [\gamma, F + D\gamma]_*$$

$$= [F, \gamma]_* + [\gamma, F]_*$$

$$= 0,$$

where we again used the (graded) Jacobi identity and the (graded) skew-symmetry of $[\cdot, \cdot]_*$. □

**Lemma 4.4.4.** Let $D$ be a Fedosov connection on a bundle $E = E_0[\hbar]$ and $F$ its Weyl curvature and let

$$D = D_0 + \hbar D_1 + \cdots, \quad F = F_0 + \hbar F_1 + \cdots$$

be their expansion as formal power series. If $F_0 = 0$ and the second cohomology of $E_0$ with respect to $D_0$ is trivial, then there exists a 1-form $\gamma$ such that $\bar{D}$ has vanishing Weyl curvature.

**Proof.** By Lemma 4.4.3, we can equivalently say that there exists a solution to the equation

$$\bar{F} = F + D\gamma + \frac{1}{2}[\gamma, \gamma]_* = 0.$$

We can explicitly construct a solution by induction on the order of $\hbar$. We start from $\gamma_0 = 0$ and assume that $\gamma^{(j)}$ is a solution modulo $\hbar^{j+1}$. We can add to $\bar{F}^{(j)} = F + D\gamma^{(j)} + \frac{1}{2}[\gamma^{(j)}, \gamma^{(j)}]_*$ the next term $\hbar^{j+1}D_0\gamma_{j+1}$ to get $\bar{F}^{j+1}$ modulo higher terms. From the equation $DF^{(j)} + [\gamma^{(j)}, \bar{F}^{(j)}]_* = 0$ and the induction hypothesis $\bar{F}^j = 0$ modulo $\hbar^{j+1}$, we get $D_0 \bar{F}^{(j)} = 0$. Now since $H^2_{D_0}(E_0) = 0$, we can invert $D_0$ in order to define $\gamma_{j+1}$ in terms of the lower order terms $F^{(j)}$ in a way such that $\bar{F}^{(j+1)} = 0$ modulo $\hbar^{j+2}$. This completes the induction step. □

**Remark 4.4.5.** Note that in our case $D$ is a deformation of the natural flat connection $D_0$ on sections of the bundle of infinite jets. Thus, the hypothesis of Lemma 4.4.4 is indeed satisfied and we can find a flat connection $\bar{D}$ which is still a good deformation of $D_0$. In
the setting of formal geometry, a flat connection as $D_0$ is called a Grothendieck connection [Gro68; Kat70] which is a certain generalization of the Gauss–Manin connection [Man58]. Another more technical lemma, which uses the notion of homological perturbation theory, actually gives an isomorphism between the algebra of horizontal sections $H^0_D(E)$ and its non-deformed counterpart $H^0_{D_0}(E_0)$ which is isomorphic to $C^\infty(M)$. This implies the globalization procedure.

Remark 4.4.6. In [Dol05], Dolgushev gave another proof of Kontsevich’s formality theorem for general manifolds by using covariant tensors instead of $\infty$-jets of multidifferential operators and multivector fields which is intrinsically local. In particular, he also formulated the deformation quantization construction on Poisson orbifolds.

4.5. Operadic approach to formality and Deligne’s conjecture

4.5.1. Operads and algebras.

Definition 4.5.1 (Algebraic operad). An (algebraic) operad (of vector spaces) consists of the following:

1. A collection of vector spaces $P(n)$, $n \geq 0$,
2. An action of the symmetric group $S_n$ on $P(n)$ for all $n$,
3. An identity element $id_P \in P(1)$,
4. Compositions $m_{n_1,\ldots,n_k}$:
   \[ P(k) \otimes (P(n_1) \otimes \cdots \otimes P(n_k)) \to P(n_1 + \cdots + n_k), \]
   for all $k \geq 0$ and $n_1,\ldots,n_k \geq 0$ satisfying a list of axioms.

Remark 4.5.2. We want to obtain the list of axioms for an operad by looking at some examples.

Example 4.5.3 (Endomorphism operad). Consider the very simple operad $P(n) := \text{Hom}(V^\otimes n, V)$ for some vector space $V$. The action of the symmetric group and the identity element are obvious. The compositions are defined by

\[
(m_{n_1,\ldots,n_k} (\phi \otimes (\psi_1 \otimes \cdots \otimes \psi_k)))(v_1 \otimes \cdots \otimes v_{n_1+\cdots+n_k}) := \phi(\psi_1(v_1 \otimes \cdots \otimes v_{n_1}) \otimes \cdots \otimes \psi_k(v_{n_1} + \cdots + v_{n_{k-1}+1} \otimes \cdots \otimes v_{n_1+\cdots+n_k})),
\]

where $\phi \in P(k) = \text{Hom}(V^\otimes k, V)$, $\psi_i \in P(n_i) = \text{Hom}(V^\otimes n_i, V)$ for $i = 1,\ldots,k$. This operad is called the endomorphism operad of a vector space $V$.

Remark 4.5.4. We can see from Example 4.5.3 that there should be an associativity axiom for multiple compositions, various compatibilities for actions of symmetric groups, and evident relations for compositions including the identity element.

Example 4.5.5 (Associative operad). Consider the operad $P = \text{Assoc}_1$. The $n$-th component $P(n) = \text{Assoc}_1(n)$ for $n \geq 0$ is defined as the collection of all universal (functorial) $n$-linear operations $\mathcal{A}^\otimes n \to \mathcal{A}$ of associative algebras $\mathcal{A}$ with unit. The space $\text{Assoc}_1(n)$ has dimension $n!$, and is spanned by the operations

\[
a_1 \otimes \cdots \otimes a_n \mapsto a_{\sigma(1)} \cdots a_{\sigma(n)}, \quad \sigma \in S_n.
\]
We can identify $\text{Assoc}_{1}(n)$ with the subspace of free associative unital algebras in $n$ generators consisting of expressions which are multilinear in each generator.

**Definition 4.5.6 (Algebra over an operad).** An algebra over an operad $P$ consists of a vector space $A$ and a collection of multilinear maps $f_{n}: P(n) \otimes A^{\otimes n} \rightarrow A$ for all $n \geq 0$ satisfying the following axioms:

1. The map $f_{n}$ is $S_{n}$-equivariant for any $n \geq 0$,
2. We have $f_{1}(\text{id}_{P} \otimes a) = a$ for all $a \in A$,
3. All compositions in $P$ map to compositions of multilinear operations on $A$.

**Remark 4.5.7.** We often also call an algebra $A$ over an operad $P$ a $P$-algebra.

**Example 4.5.8.** The algebra over the operad $\text{Assoc}_{1}$ is an associative unital algebra. If we replace the 1-dimensional space $\text{Assoc}_{1}(0)$ by the zero space $0$, we obtain an operad $\text{Assoc}$ describing associative algebras possibly without unit.

**Example 4.5.9 (Lie operad).** There is an operad $\text{Lie}$ such that $\text{Lie}$-algebras are Lie algebras. The dimension of the $n$-th component $\text{Lie}(n)$ is $(n-1)!$ for $n \geq 0$ and zero for $n = 0$.

**Theorem 4.5.10.** Let $P$ be an operad and $V$ a vector space. Then the free $P$-algebra $\text{Free}_{P}(V)$ generated by $V$ is naturally isomorphic as a vector space to

$$\bigoplus_{n \geq 0} (P(n) \otimes V^{\otimes n})_{S_{n}},$$

where the subscript $S_{n}$ denotes the quotient space of coinvariants for the diagonal action of the symmetric group.

**Remark 4.5.11.** The free algebra $\text{Free}_{P}(V)$ is defined by the usual categorical adjunction property, i.e. the set $\text{Hom}_{P}\text{-algebras}(\text{Free}_{P}(V), A)$ (i.e. homomorphisms in the category of $P$-algebras) is naturally isomorphic to the set $\text{Hom}_{\text{vector spaces}}(V, A)$ for any $P$-algebra $A$.

### 4.5.2. Topological operads

We can replace vector spaces by topological spaces in the definition of an operad. The tensor product is then replaced by the Cartesian product.

**Definition 4.5.12 (Topological operad).** A topological operad consists of the following:

1. A collection of topological spaces $P(n)$ for $n \geq 0$,
2. A continuous action of the symmetric group $S_{n}$ on $P(n)$ for all $n$,
3. An identity element $\text{id}_{P} \in P(1)$,
4. Compositions $m_{n_{1},...,n_{k}}$:

$$P(k) \times (P(n_{1}) \times \cdots \times P(n_{k})) \rightarrow P(n_{1} + \cdots + n_{k}),$$

which are continuous maps for all $k \geq 0$ and $n_{1},...,n_{k} \geq 0$ satisfying a list of axioms similarly to the ones in Definition 4.5.1.

**Example 4.5.13 (Topological version of endomorphism operad).** The analog version to the endomorphism operad is the operad $P$ such that for any $n \geq 0$, we get a topological space $P(n)$ which is the space of continuous maps from $X^{n} \rightarrow X$, where $X$ is some compact topological space.
Remark 4.5.14. In general, one can define an operad and an algebra over an operad in any arbitrary symmetric monoidal category \( \mathcal{C} \), i.e. a category endowed with the functor
\[
\otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C},
\]
the identity element \( 1_{\mathcal{C}} \in \text{Obj}(\mathcal{C}) \) and various coherence conditions for associativity, commutativity of \( \otimes \) and so on.

In particular, we want to consider the symmetric monoidal category \( \text{Complexes} \) of \( \mathbb{Z} \)-graded cochain complexes of abelian groups (or vector spaces over some field). Such operads are called \( \text{dg-operads} \). Note that each component \( P(n) \) is a cochain complex, i.e. a vector space decomposed into a direct sum \( P(n) = \bigoplus_{i \in \mathbb{Z}} P(n)_i \) and endowed with a differential \( d : P(n)_i \to P(n)_{i+1} \) which is of degree +1 satisfying \( d^2 = 0 \).

Remark 4.5.15. We can construct an operad of cochain complexes out of a topological operad by considering a version of the singular chain complex. For a topological space \( X \) we denote by \( \text{Chains}(X) \) the complex concentrated in negative degrees, whose \((−k)\)th component for \( k \geq 0 \) consists of the formal finite additive combinations
\[
\sum_{1 \leq i \leq N} n_i f_i, \quad n_i \in \mathbb{Z}, \quad N \in \mathbb{Z}_{\geq 0}.
\]
of continuous maps \( f_i : [0, 1]^k \to X \) (singular cubes in \( X \)) modulo the following relations:

1. \( f \circ \sigma = \text{sign}(\sigma) f \) for any \( \sigma \in S_k \) acting on the standard curve \([0, 1]^k\) by permutations of coordinates,
2. \( f' \circ \text{pr}_{k-1} = 0 \), where \( \text{pr}_{k-1} : [0, 1]^k \to [0, 1]^{k-1} \) is the projection onto the first \((k - 1)\) coordinates and \( f' : [0, 1]^{k-1} \to X \) is a continuous map.

The boundary operator is defined similarly as for singular chains. Note that, in contrast to singular chains, for cubical chains we have an external product map
\[
\bigotimes_{i \in I} \text{Chains}(X_i) \to \text{Chains}\left( \prod_{i \in I} X_i \right).
\]

If \( P \) is a topological operad, then \( \text{Chains}(P(n)) \) for \( n \geq 0 \) has a natural operad structure in the category of complexes of abelian groups. The compositions are then given in terms of the external tensor product of cubical chains. On the level of cohomology, we obtain an operad \( H(P) \) of \( \mathbb{Z} \)-graded abelian groups which are complexes endowed with the zero differential. This is called the homology of the operad \( P \).

4.5.3. The little disks operad. Let \( d \geq 1 \) and denote by \( G_d \) the \((d+1)\)-dimensional Lie group acting on \( \mathbb{R}^d \) by affine transformations \( u \mapsto \lambda u + v \) where \( \lambda > 0 \) is a real number and \( v \in \mathbb{R}^d \). This group acts simply and transitively on the space of closed disks in \( \mathbb{R}^d \) endowed with the usual Euclidean metric. The disk with center \( v \) and radius \( \lambda \) is given by a transformation of \( G_d \) with parameters \((\lambda, v)\) of the standard disk
\[
D_0 := \{(x_1, \ldots, x_d) \in \mathbb{R}^d \mid x_1^2 + \cdots + x_d^2 \leq 1\}.
\]

Definition 4.5.16 (Little disks operad). The little disks operad \( C_d \) is a topological operad with the following structure:

1. \( C_d(0) = \emptyset \),
(2) $C_d(1) = \{\text{id}_{C_d}\}$.
(3) The space $C_d(n)$ is the space of configurations of $n$ disjoint disks $(D_i)_{1 \leq i \leq n}$ inside the standard disk $D_0$ for $n \geq 2$.

The composition $C_d(k) \times (C_d(n_1) \times \cdots \times C_d(n_k)) \to C_d(n_1 + \cdots + n_k)$ is obtained by applying elements from $G_d$ associated with disks $(D_i)_{1 \leq i \leq n}$ in the configuration in $C_d(k)$ to configurations in all $C_d(n_i)$, $i = 1, \ldots, k$ and putting the resulting configurations together. The action of the symmetric group $S_n$ on $C_d(n)$ is given by renumerations of indices of disks $(D_i)_{1 \leq i \leq n}$ (see Figure 4.5.1).

**Figure 4.5.1.** Example for the compositions of little disks.

**Remark 4.5.17.** Note that $C_d(n)$ is homotopy equivalent to the configuration space $\text{Conf}_n(\mathbb{R}^d)$ of $n$ pairwise distinct points in $\mathbb{R}^d$. Obviously, we can consider the map $C_d(n) \to \text{Conf}_n(\mathbb{R}^d)$ which takes a collection of disjoint disks to the collection of the centers. Note that in particular, we have that $\text{Conf}_2(\mathbb{R}^d)$ (and hence $C_2(n)$) is homotopy equivalent to the $(d-1)$-dimensional sphere $S^{d-1}$. The homotopy equivalence is given by the map

$(v_1, v_2) \mapsto \frac{v_1 - v_2}{\|v_1 - v_2\|} \in S^{d-1} \subset \mathbb{R}^d$.

**Remark 4.5.18.** Since we are abusing notation, one should not confuse the operad $C_d$ with the configuration space $C_n$ as in Remark 4.3.7.

### 4.5.4. Deligne’s conjecture

Denote the Hochschild complex of an associative algebra $A$ concentrated in positive degree by

$C^\bullet(A, A) := \text{Hom}_{\text{vector space}}(A^\otimes n, A), \quad n \geq 0$

and the Hochschild differential by $d_H$, given by the formula

$(d_H \phi)(a_1 \otimes \cdots \otimes a_{n+1}) := a_1 \phi(a_2 \otimes \cdots \otimes a_n) + \sum_{1 \leq i \leq n} (-1)^i \phi(a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1}) + \cdots + (-1)^{n+1} \phi(a_1 \otimes \cdots \otimes a_n) a_{n+1}, \quad \forall \phi \in C^n(A, A)$. 
Conjecture 4.5.19 (Deligne). There exists a natural action of the operad \( \text{Chains}(C_2) \) on the Hochschild complex \( \mathcal{C}^\bullet(\mathcal{A}, \mathcal{A}) \) for any associative algebra \( \mathcal{A} \).

Remark 4.5.20. The proof of this conjecture was given by a combination of results of \([\text{Tam98}; \text{Tam03}]\) and (a higher version) also in \([\text{Kon99}]\). See also \([\text{MS99}; \text{KS00}]\).

4.5.5. Formality of chain operads.

Theorem 4.5.21 (Kontsevich–Tamarkin\([\text{Tam03}; \text{Kon99}]\)). The operad \( \text{Chains}(C_\mathbb{A}) \otimes \mathbb{R} \) of complexes of real vector spaces is quasi-isomorphic to its cohomology operad endowed with the zero differential.
Kontsevich’s formula is in its nature a pure algebraic construction. However, the concept of deformation quantization should give a physical quantization procedure which opens the question whether it is possible to naturally extract the star product out of a quantum field theory, i.e. a perturbative Feynman path integral quantization [Fey42; Fey49; Fey50; FH65; Pol05]. The appearance of graphs in Kontsevich’s construction might already inspire to regard them as Feynman diagrams of a certain field theory. Indeed, using the Poisson sigma model [Ike94; SS94; CF01], one can show that its perturbative quantization produces the desired outcome. It is however necessary to formulate everything in a suitable formalism since it appears to be a gauge theory (i.e. the theory has symmetries). It turns out that the Batalin–Vilkovisky (BV) formalism [BV77; BV81; BV83] (see [Sch93] for a more mathematical formulation and [Mne19] for a good introduction) is needed in order to deal with this particular sigma model. In this chapter we will describe the mathematical framework for functional integrals, construct the Moyal product out of a path integral quantization, describe the Faddeev–Popov [FP67] and BRST [BRS74; BRS75; BRS76; Tyu76] method to deal with gauge theories and introduce the Poisson sigma model. Moreover, we will explicitly show how the perturbative quantization of the Poisson sigma model for linear Poisson structures produces Kontsevich’s star product (this only requires the BRST formalism). Finally, we state the theorem for general Poisson structures on \( \mathbb{R}^d \) (this construction needs the BV formalism) [CF00; CF01]. This chapter is based on [Zin94; Pol05; Cat+05; CF00; CF01; Kon94; Mne19; Fed96].

5.1. Functional integrals

5.1.1. Functional integrals and expectation values. For a field theory construction we want to consider a space of fields \( \mathcal{M} \) which in most cases is given by the space of sections for some vector bundle and an action function \( S: \mathcal{M} \to \mathbb{R} \). The action is usually given locally (see also Definition 5.2.14), i.e., roughly, as an integral over some Lagrangian density \( S(\phi) = \int \mathcal{L}(\phi, \partial \phi, \ldots, \partial^N \phi) \) for \( N \in \mathbb{Z}_{>0} \).

**Definition 5.1.1 (Expectation value).** For a function \( \mathcal{O} \) on \( \mathcal{M} \) we define the expectation value

\[
\langle \mathcal{O} \rangle := \frac{\int_{\mathcal{M}} \exp(iS/h) \mathcal{O}}{\int_{\mathcal{M}} \exp(iS/h)}.
\]
5. QUANTUM FIELD THEORETIC APPROACH TO DEFORMATION QUANTIZATION

**Definition 5.1.2 (Observables).** An *observable* is a function $O$ on $\mathcal{M}$ whose expectation value is well-defined.

**Remark 5.1.3.** Integrals as in Definition 5.1.1 are called *functional integrals* or *path integrals*. One can consider a perturbative evaluation of such integrals by expanding $S$ around a nondegenerate critical point and defining the integral as a formal power series in $\hbar$ with coefficients given by Gaussian expectation values. If $S$ carries certain *symmetries*, the critical points will always be degenerate. In this case we speak of a *gauge theory*. There are different methods to deal with such theories such as the *Faddeev–Popov ghost method* [FP67], the *BRST method* [BRS74; BRS75; Tyu76] and the *Batalin–Vilkovisky method* [BV77; BV81; BV83]. Interestingly, it was shown that the field theoretic construction of Kontsevich’s *star product* for general Poisson structures requires the Batalin–Vilkovisky formalism to deal with the gauge theory given by the Poisson sigma model [CF00].

### 5.1.2. Gaussian integrals.

Let $A$ be a positive-definite symmetric matrix on $\mathbb{R}^n$ which we assume to be endowed with the Lebesgue measure $d^n x$ and the Euclidean inner product $\langle \cdot, \cdot \rangle$ (note that $n$ has to be even). Then

$$I(\lambda) := \int_{\mathbb{R}^n} \exp \left( -\frac{\lambda}{2} \langle x, Ax \rangle \right) d^n x = \frac{(2\pi)^{\frac{n}{2}}}{\lambda^{\frac{n}{2}}} \frac{1}{\sqrt{|\det A|}}, \quad \lambda > 0.$$  

If we continue $I$ to the whole complex plane without the negative real axis, we get

$$I(-i) = (2\pi)^{\frac{n}{2}} \exp \left( \frac{i\pi n}{4} \right) \frac{1}{\sqrt{|\det A|}}, \quad I(i) = (2\pi)^{\frac{n}{2}} \exp \left( -\frac{i\pi n}{4} \right) \frac{1}{\sqrt{|\det A|}}.$$  

Thus, when $A$ is negative-definite, we can define the integral by

$$\int_{\mathbb{R}^n} \exp \left( \frac{i}{2} \langle x, Ax \rangle \right) d^n x = \int_{\mathbb{R}^n} \exp \left( -\frac{i}{2} \langle x, Ax \rangle \right) d^n x = (2\pi)^{\frac{n}{2}} \exp \left( -\frac{i\pi n}{4} \right) \frac{1}{\sqrt{|\det A|}}.$$  

For the case when $A$ is nondegenerate (not necessarily positive- or negative-definite), we get

$$\int_{\mathbb{R}^n} \exp \left( \frac{i}{2} \langle x, Ax \rangle \right) d^n x = (2\pi)^{\frac{n}{2}} \exp \left( \frac{i\pi \text{sign} A}{4} \right) \frac{1}{\sqrt{|\det A|}},$$

where $\text{sign} A$ denotes the *signature* of $A$.

We want to compute expectation values with respect to a Gaussian distribution. Let us denote such an expectation value by $\langle \cdot, \cdot \rangle_0$. Define first the generating function

$$Z(J) := \int_{\mathbb{R}^n} \exp \left( \frac{i}{2} \langle x, Ax \rangle + \frac{i}{2} \langle J, x \rangle \right) d^n x$$

$$= (2\pi)^{\frac{n}{2}} \exp \left( \frac{i\pi \text{sign} A}{4} \right) \frac{1}{\sqrt{|\det A|}} \exp \left( \frac{i}{2} \langle J, A^{-1} J \rangle \right).$$
Then we get
\[
\langle x^{i_1} \cdots x^{i_k} \rangle_0 = \frac{\int_{\mathbb{R}^n} \exp \left( \frac{i}{2} \langle x, Ax \rangle \right) x^{i_1} \cdots x^{i_k} d^n x}{\int_{\mathbb{R}^n} \exp \left( \frac{i}{2} \langle x, Ax \rangle \right) d^n x}
\]

\[
= \frac{\partial}{\partial J_{i_1}} \cdots \frac{\partial}{\partial J_{i_k}} Z(J)|_{J=0} = \frac{\partial}{\partial J_{i_1}} \cdots \frac{\partial}{\partial J_{i_k}} \exp \left( \frac{i}{2} \langle J, A^{-1} J \rangle \right) \bigg|_{J=0}.
\]

**Remark 5.1.4.** Note that \(\langle x^{i_1} \cdots x^{i_k} \rangle_0\) vanishes if \(k\) is odd and is a sum of products of matrix elements of the inverse of \(A\) if \(k\) is even. For example, if \(k = 2\) we have \(\langle x^i x^j \rangle_0 = i (A^{-1})^{ij}\) and if \(k = 2s\), we get
\[
\langle x^{i_1} \cdots x^{i_{2s}} \rangle_0 = i^s \sum_{\sigma \in S_{2s}} \frac{1}{2^s s!} (A^{-1})^{i_{\sigma(1)} i_{\sigma(2)}} \cdots (A^{-1})^{i_{\sigma(2s-1)} i_{\sigma(2s)}}.
\]

**Theorem 5.1.5 (Wick).** Denote by \(P(s)\) the set of pairings, i.e., permutations \(\sigma \in S_{2s}\) with the property that \(\sigma(2i-1) < \sigma(2i)\) for \(i = 1, \ldots, s\) and \(\sigma(1) < \sigma(3) < \cdots < \sigma(2s-3) < \sigma(2s-1)\). Then we have
\[
\langle x^{i_1} \cdots x^{i_{2s}} \rangle_0 = i^s \sum_{\sigma \in P(s)} (A^{-1})^{i_{\sigma(1)} i_{\sigma(2)}} \cdots (A^{-1})^{i_{\sigma(2s-1)} i_{\sigma(2s)}}.
\]

5.1.2.1. **Infinite-dimensional case.** By (5.1.1), the infinite-dimensional case only makes sense if \(A\) is invertible. However, usually \(A\) will be a differential operator and thus \(G := A^{-1}\) will denote the distributional kernel of its inverse, i.e., its Green function. So if e.g. \(A\) is a differential operator on functions on some manifold \(\Sigma\), we get
\[
\langle \phi(x_1) \cdots \phi(x_{2s}) \rangle_0 = \frac{\int \exp \left( \frac{i}{2\hbar} \int \phi A \phi \right) \phi(x_1) \cdots \phi(x_{2s}) \mathcal{D}[\phi]}{\int \exp \left( \frac{i}{2\hbar} \int \phi A \phi \right) \mathcal{D}[\phi]}
\]

\[
= (i\hbar)^s \sum_{\sigma \in P(s)} G(x_{\sigma(1)}, x_{\sigma(2)}) \cdots G(x_{\sigma(2s-1)}, x_{\sigma(2s)}),
\]

where \(\phi\) denotes a function on \(\Sigma\), \(\mathcal{D}[\phi]\) denotes the formal Lebesgue measure on the space of functions and \(x_1, \ldots, x_{2s}\) are distinct points in \(\Sigma\).

**Remark 5.1.6 (Normal ordering).** Equation (5.1.2) is usually extended to the singular case when points coincide by restricting the sum to pairings with the property that \(x_{\sigma(2i-1)} \neq x_{\sigma(2i)}\) for all \(i\). This is called **normal ordering** since it corresponds to the usual normal ordering in the operator formulation of Gaussian field theories.

**Remark 5.1.7 (Propagator).** In Gaussian integrals all expectation values are given in terms of the expectation value of the quadratic monomials. These are usually called **2-point functions** or **propagators**. For the case of a Gaussian field theory defined by a differential operator, propagator is just another name for the Green function.
Remark 5.1.8 (Derivatives). One can extend the definition of expectation values to derivatives of fields by linearity. In particular, for multi-indices $I_1, \ldots, I_{2s}$ we set
\begin{equation}
\langle \partial_{I_1} \phi(x_1) \cdots \partial_{I_{2s}} \phi(x_{2s}) \rangle_0 = (\hbar i)^{|I_1|} \cdots (\hbar i)^{|I_{2s}|} \sum_{\sigma \in \Pi(s)} G(x_{\sigma(1)}, x_{\sigma(2)}) \cdots G(x_{\sigma(2s-1)}, x_{\sigma(2s)}),
\end{equation}
where the derivatives on the right hand side are meant in the distributional sense.

5.1.3. Integration of Grassmann variables. Let $V$ be a vector space. Recall that the exterior algebra $\bigwedge V^*$ is regarded as the algebra of functions on the odd vector space $\Pi V$. Choosing a basis and orientation, we can identify $\bigwedge^{\text{top}} V^*$ with $\mathbb{R}$. The composition of this isomorphism with the projection $\bigwedge V^* \to \bigwedge^{\text{top}} V^*$ gives a map $\bigwedge V^* \to \mathbb{R}$ which will be denoted by $\int_{\Pi V^*}$ and we call it the integral on $\Pi V$.

Let $B \in \text{End}(V)$ and regard it as an element of $V^* \otimes V$ and thus as a function on
\[ \Pi V^* \times \Pi V := \Pi(V^* \oplus V). \]
There is a natural identification of $\bigwedge^{\text{top}} (V^* \oplus V)$ with $\mathbb{R}$. Thus, we have
\[ \int_{\Pi V^* \times \Pi V} \exp(B) = \det B. \]
If $B$ is nondegenerate, we define the expectation value of a function $f$ on $\Pi V^* \times \Pi V$ by
\[ \langle f \rangle_0 := \frac{\int_{\Pi V^* \times \Pi V} \exp(B)f}{\int_{\Pi V^* \times \Pi V} \exp(B)}. \]
Let $\{e_i\}$ be a basis of $V$ and denote by $\{\bar{e}^i\}$ the corresponding dual basis. Then $\bigwedge (V^* \oplus V)$ can be identified with the Grassmann algebra generated by the anticommuting coordinate functions $\bar{e}^i$ and $e_j$. Functions on $\Pi V^* \times \Pi V$ are then linear combinations of monomials $e_{j_1} \cdots e_{j_r} \bar{e}^{i_1} \cdots \bar{e}^{i_s}$. To $B$ we associate the function
\[ \langle \bar{e}, Be \rangle = \bar{e}^j B^i_j e_i, \]
where $\langle , \rangle$ denotes the canonical pairing between $V^*$ and $V$. Hence, we can write
\[ \int \exp(\langle \bar{e}, Be \rangle) = \det B, \]
and
\[ \langle e_{j_1} \cdots e_{j_r} \bar{e}^{i_1} \cdots \bar{e}^{i_s} \rangle_0 = \frac{\int \exp(\langle \bar{e}, Be \rangle) e_{j_1} \cdots e_{j_r} \bar{e}^{i_1} \cdots \bar{e}^{i_s}}{\int \exp(\bar{e}^j B^i_j e_i)}. \]
It is easy to see that $\langle e_{j_1} \cdots e_{j_r} \bar{e}^{i_1} \cdots \bar{e}^{i_s} \rangle_0$ vanishes if $r \neq s$ and that
\[ \langle e_{j_1} \cdots e_{j_s} \bar{e}^{i_1} \cdots \bar{e}^{i_s} \rangle_0 = \sum_{\sigma \in S_s} \text{sign}(\sigma)(B^{-1})^{i_{\sigma(1)}j_{\sigma(1)}} \cdots (B^{-1})^{i_{\sigma(s)}j_{\sigma(s)}}. \]
Remark 5.1.9 (Odd vector fields). A vector field on \( II^\text{V} \) is by definition a graded derivation of \( \Lambda V^* \). In particular, an endomorphism \( X \) of \( \Lambda V^* \) is a vector field of degree \( |X| \) if

\[
X(fg) = X(f)g + (-1)^{|X|r} f X(g), \quad \forall f \in \Lambda V^*, \forall g \in \Lambda V^*, \forall r.
\]

A right vector field \( X \) of degree \( |X| \) is an endomorphism \( f \mapsto f X \) of \( \Lambda V^* \) that satisfies

\[
(fg)X = f(g)X + (-1)^{|X|s} f Xg, \quad \forall f \in \Lambda V^*, \forall g \in \Lambda V^*, \forall s.
\]

We can identify the vector space of all vector fields on \( II^\text{V} \) with \( \Lambda V^* \otimes V \). Note that the elements of \( V \) can be regarded as constant vector fields. Integration gives us

\[
\int_{II^\text{V}} X(f) = 0, \quad \forall f,
\]

if \( X \) is a constant vector field. In general, one can define the divergence \( \text{div} X \) of \( X \) by

\[
\int_{II^\text{V}} X(f) = \int_{II^\text{V}} \text{div} X f, \quad \forall f.
\]

If \( X = g \otimes v \) for \( g \in \Lambda^s V^* \) and \( v \in V \), we get

\[
\text{div} X = (-1)^{s+1} \iota_v g.
\]

5.2. The Moyal product as a path integral quantization

Consider the symplectic manifold \( T^*\mathbb{R}^n \) endowed with the canonical symplectic form \( \omega_0 = \sum_{1 \leq i \leq n} dp_i \wedge dq^i \), where \((q^1, \ldots, q^n, p_1, \ldots, p_n) \in T^*\mathbb{R}^n \cong \mathbb{R}^{2n}\). Denote by \( \alpha = \sum_{1 \leq i \leq n} p_i dq^i \) the Liouville 1-form such that \( \omega_0 = d\alpha \). Consider a path \( \gamma: I \to T^*\mathbb{R}^n \), where \( I \) is a 1-dimensional manifold, and define an action \( S(\gamma) = \int_I \gamma^*\alpha \). Let us write \( \gamma(t) = (Q(t), P(t)) \) for \( t \in I \). Then we can rewrite the action as

\[
(5.2.1) \quad S(Q, P) = \int_{t \in I} P_i \frac{d}{dt} Q^i dt.
\]

Given a Hamiltonian function \( H \), one can deform the action to

\[
(5.2.2) \quad S_H(Q, P) = \int_{t \in I} \left( P_i \frac{d}{dt} Q^i + H(Q(t), P(t), t) \right) dt.
\]

Let now \( I = S^1 \) and, in order to make the quadratic form nondegenerate, we choose a basepoint \( \infty \in S^1 \). Let

\[
\mathcal{M} := \{(Q, P) \in C^\infty(S^1, T^*\mathbb{R}^n)\}
\]

and

\[
\mathcal{M}(q, p) := \{(Q, P) \in C^\infty(S^1, T^*\mathbb{R}^n) \mid Q(\infty) = q, P(\infty) = p\}.
\]

The path integral can then be defined by imposing Fubini’s theorem:

\[
(5.2.3) \quad \int_{\mathcal{M}} (\cdots) = \int_{(q, p) \in T^*\mathbb{R}^n} \mu(q, p) \int_{\mathcal{M}(q, p)} (\cdots)
\]
where $\mu$ denotes a measure on $T^*\mathbb{R}^n$. One can check that the quadratic form in $S$ is nondegenerate when restricted to $\mathcal{M}(q,p)$. Hence, we can compute

$$\langle O \rangle_0(q,p) := \frac{\int_{\mathcal{M}(q,p)} \exp(iS/\hbar) O \mu}{\int_{\mathcal{M}(q,p)} \exp(iS/\hbar)} ,$$

where $O$ is some function on $\mathcal{M}$ that is either polynomial or a formal power series in $Q$ and $P$. Using the fact that the denominator is constant (infinite though), we can use (5.2.3) to write

$$\langle O \rangle_0(q,p) := \int_{(q,p) \in T^*\mathbb{R}^n} \mu(q,p) \langle O \rangle_0(q,p)$$

whenever the functions $\langle O \rangle_0(q,p)$ and 1 are integrable. The latter condition prevents us from choosing $\mu$ to be the Liouville volume $\omega_n^n$. However, at this point one can also forget about the denominator and define

$$\langle O \rangle'_0 := \int_{(q,p) \in T^*\mathbb{R}^n} \mu(q,p) \langle O \rangle_0(q,p)$$

such that the Liouville volume is allowed. In fact, we could also choose $\mu$ to be the delta measure peaked at a point $(q,p) \in T^*\mathbb{R}^n$. In this case we have

$$\langle O \rangle_0 = \langle O \rangle'_0 = \langle O \rangle_0(q,p).$$

If we have fixed $(q,p) \in T^*\mathbb{R}^n$, we can can use the change of variables $Q = q + \tilde{Q}$ and $P = p + \tilde{P}$, where $(\tilde{Q}, \tilde{P})$ is a map from $S^1$ to $T^*\mathbb{R}^n$ which vanishes at $\infty$. This is the same as a map $\mathbb{R} \to T^*\mathbb{R}^n$ which vanishes at $\infty$. The action is then given by

$$S(Q, P) = S(q + \tilde{Q}, p + \tilde{P}) = \int_{\mathbb{R}} \tilde{P}_i \frac{d}{dt} \tilde{Q}^i dt .$$

Expectation values are given by

$$\langle \mathcal{O}(Q,P) \rangle_0(q,p) = \langle \mathcal{O}(q + \tilde{Q}, p + \tilde{P}) \rangle_0 := \frac{\int \exp(iS/\hbar) \mathcal{O}(q + \tilde{Q}, p + \tilde{P}) \mathcal{D}[\tilde{P}] \mathcal{D}[\tilde{Q}]}{\int \exp(iS/\hbar) \mathcal{D}[\tilde{P}] \mathcal{D}[\tilde{Q}]} .$$

5.2.1. The propagator. We need to find the Green function for the differential operator $\frac{d}{dt}$. It is given in terms of the sign function:

$$\left( \frac{d}{dt} \right)^{-1} (u,v) = \theta(u-v) = \frac{1}{2} \text{sign}(u-v) := \begin{cases} 1, & u > v \\ \frac{-1}{2}, & u < v \end{cases}$$

As a consequence, we get

$$\langle \tilde{P}_i(u) \tilde{Q}_j(v) \rangle_0 \sim i\hbar \theta(v-u) \delta^j_i .$$
and more generally
\[
\left\langle \tilde{P}_{t_1}(u_1) \cdots \tilde{P}_{t_s}(u_s) \tilde{Q}^{j_1}(v_1) \cdots \tilde{Q}^{j_s}(v_s) \right\rangle \sim_0 = (ih)^s \sum_{\sigma \in B_s} \theta(v_{\sigma(1)} - u_1) \cdots \theta(v_{\sigma(s)} - u_s) \delta_{t_1}^{j_{\sigma(1)}} \cdots \delta_{t_s}^{j_{\sigma(s)}}.
\]

The normal ordering can be implemented by setting \( \theta(0) = 0 \) which is compatible with the skew-symmetry of \( \frac{d}{dt} \).

5.2.2. Expectation values. Let us consider the observable on \( \mathcal{M} \) which is given by evaluation of a smooth function \( f \) on \( T^* \mathbb{R}^n \) at some point \( u \) in the path. Define
\[
\mathcal{O}_{f,u}(Q,P) := f(Q(u),P(u)), \quad f \in C^\infty(T^* \mathbb{R}^n), \ u \in S^1 \setminus \{\infty\}.
\]
in order to compute the expectation value of this observable, we need to introduce some notation. Let \( I = (i_1, \ldots, i_r) \) be a multi-index and set \( |I| = r, p_I := p_{i_1} \cdots p_{i_r}, q^I := q^{i_1} \cdots q^{i_r} \) (similarly for \( \tilde{P}_I \) and \( \tilde{Q}^I \)). Moreover, define
\[
\partial_I := \frac{\partial}{\partial q^{i_1}} \cdots \frac{\partial}{\partial q^{i_r}}, \quad \partial^I := \frac{\partial}{\partial p_{i_1}} \cdots \frac{\partial}{\partial p_{i_r}}.
\]
We extend everything to the case of \( |I| = 0 \) by setting \( p_I = q^I = 1 \) and \( \partial_I = \partial^I = \text{id} \). If we use the change of variables as before and use the Taylor expansion of \( f \), we get
\[
f(Q(u), P(u)) = f(q, \tilde{Q}(u), p + \tilde{P}(u)) = \sum_{r,s \geq 0} \frac{1}{r!s!} \sum_{|I|=r} \sum_{|J|=s} \tilde{P}_I(u)\tilde{Q}^I(u) \partial^J \partial^F f(q, p).
\]
Hence
\[
\langle \mathcal{O}_{f,u} \rangle_0(q, p) = \left\langle \mathcal{O}_{f,u}(q + \tilde{Q}, p + \tilde{P}) \right\rangle_0 = f(q, p).
\]
If \( f \) is integrable we can also define
\[
\langle \mathcal{O}_{f,u} \rangle_0' = \int_{T^* \mathbb{R}^n} \mu(q, p) f(q, p).
\]

Remark 5.2.1. Note that these expectation values do not depend on the point \( u \).

Consider now the observable given by
\[
\mathcal{O}_{f,g,u,v} = f(Q(u), P(u))g(Q(v), P(v)), \quad f, g \in C^\infty(T^* \mathbb{R}^n), \ u, v \in S^1 \setminus \{\infty\} \cong \mathbb{R}, \ u < v.
\]
Its expectation value can then be computed as
\[
\langle \mathcal{O}_{f,g,u,v} \rangle_0(q, p) = \left\langle f(q + \tilde{Q}(u), p + \tilde{P}(u))g(q + \tilde{Q}(v), p + \tilde{P}(v)) \right\rangle_0 \\
= \sum_{r_1, s_1, r_2, s_2 \geq 0} \frac{1}{r_1!s_1!r_2!s_2!} \sum_{|I_1|=r_1} \sum_{|I_2|=r_2} \sum_{|J_1|=s_1} \sum_{|J_2|=s_2} \tilde{P}_{I_1}(u)\tilde{Q}^{I_1}(u) \tilde{P}_{I_2}(v)\tilde{Q}^{I_2}(v) \partial^{J_1} \partial^{J_2} f(q, p) \partial^I \partial^J g(q, p)
\]
\[
= \sum_{r, s \geq 0} \frac{1}{r!s!} \left( \frac{ih}{2} \right)^{r+s} (-1)^s \sum_{|J|=s} \partial^J \partial^I f(q, p) \partial^J \partial^I g(q, p) = f \star g(q, p).
\]
Here we have denoted by \( \star \) the Moyal product induced by the Poisson bivector field \( \frac{\partial}{\partial p_q} \wedge \frac{\partial}{\partial q} \).

Remark 5.2.2. Note also here that the expectation is independent of \( u \) and \( v \).
If $f \star g$ is integrable, we can compute
\[ \langle O_{f,g;u,v} \rangle_0' = \int_{T^*\mathbb{R}^n} \mu f \star g. \]

If $\mu$ is given by the Liouville volume $\omega_n^0$, we can define a trace (see also [Fed94; NT95; Fed96])
\[ \text{Tr}(f \star g) := \int_{T^*\mathbb{R}^n} \omega_n^0 f \star g = \int_{T^*\mathbb{R}^n} \frac{\omega_n^0}{n!} fg, \]
where the second equality follows from using integration by parts in the correction terms to the commutative product (see also [CF10] for a similar trace formula for the Poisson manifold $\mathbb{R}^d$ endowed with any Poisson structure and [Mos19] for the formulation on general Poisson manifolds). More generally, we can define an observable (see Figure 5.2.1)
\[ O_{f_1,\ldots,f_k;u_1,\ldots,u_k} = f_1(Q(u_1), P(u_1)) \cdots f_k(Q(u_k), P(u_k)), \]
\[ f_1, \ldots, f_k \in C^\infty(T^*\mathbb{R}^n), u_1, \ldots, u_k \in S^1 \setminus \{\infty\} \cong \mathbb{R}, u_1 < \cdots < u_k. \]

**Exercise 5.2.3.** Show that
\[ \langle O_{f_1,\ldots,f_k;u_1,\ldots,u_k} \rangle_0(q,p) = f_1 \star \cdots \star f_k(q,p). \]

![Figure 5.2.1. The points $u_1, \ldots, u_k$ on $S^1$](image)

### 5.2.3. Divergence of vector fields

The normal ordering condition implies that local vector fields are in fact divergence free. Consider a vector at $(\tilde{Q}, \tilde{P}) \in M(q,p)$ which can be identified with a smooth map $\mathbb{R} \to T^*\mathbb{R}^n$ that vanishes at $\infty$. Note that a vector field $X$ on $M(q,p)$ is an assignment of a map $X(\tilde{Q}, \tilde{P})$ to each path $(\tilde{Q}, \tilde{P})$. The vector field is said to be local if $X(\tilde{Q}, \tilde{P})(t)$ is a function of $\tilde{Q}(t)$ and $\tilde{P}(t)$ for all $t \in \mathbb{R}$.

Formally, we want to express the divergence of a vector field in terms of path integrals similar to the description using ordinary integrals. We would like to have
\[ \int_{M(q,p)} X(\exp(iS/\hbar)O) = \int_{M(q,p)} \text{div} X \exp(iS/\hbar)O, \]
for all observables $O$. 

Definition 5.2.4 (Divergence). If there exists an observable $\text{div} \ X$ such that for any observable $\mathcal{O}$ we have

$$\langle X(S)\mathcal{O} \rangle_0(q,p) = i\hbar \langle X(\mathcal{O}) \rangle_0(q,p) - i\hbar \langle \text{div} \ X \mathcal{O} \rangle_0(q,p),$$

then we say that $\text{div} \ X$ is the divergence of $X$.

Lemma 5.2.5. If $X$ is a local vector field, then $\text{div} \ X = 0$.

Proof. Write $X(\tilde{Q}, \tilde{P})(t) = (X_q(\tilde{Q}(t), \tilde{P}(t)), X_p(\tilde{Q}(t), \tilde{P}(t)))$. Then

$$X(S) = \int \left( X_p \frac{d}{dt} \tilde{Q} - X_q \frac{d}{dt} \tilde{P} \right) dt.$$

By the normal ordering and the locality of $X$, when computing $\langle X(S)\mathcal{O} \rangle_0(q,p)$ we only have to contract the $\tilde{P}$'s ($\tilde{Q}$'s) in $\mathcal{O}$ with the $\tilde{Q}$'s ($\tilde{P}$'s) in $X(S)$ and replace each pair by a propagator. Whenever a $\tilde{P}$ ($\tilde{Q}$) in $\mathcal{O}$ is contracted with the $\frac{d}{dt} \tilde{Q}$ ($\frac{d}{dt} \tilde{P}$) in $X(S)$, we get the identity operator times $i\hbar$ ($-i\hbar$). Summing up the various terms, we get that this is the same as taking the expectation value of $X(\mathcal{O})$ multiplied with $i\hbar$. This completes the proof. □

We can also consider the divergence of vector fields on $\mathcal{M}$. In fact, a local vector field $X$ on $\mathcal{M}$ can be uniquely written as the sum of a vector field $X_\infty$ on $T^*\mathbb{R}^n$ and a section $\tilde{X}$ of local vector fields (i.e. an assignment of a local vector field $\tilde{X}(q,p)$ on $\mathcal{M}(q,p)$ to each $(q,p) \in T^*\mathbb{R}^n$). By Lemma 5.2.5 we get

$$\langle X(S)\mathcal{O} \rangle'_0 = i\hbar \langle X(\mathcal{O}) \rangle'_0 - i\hbar \langle \text{div}_\mu X_\infty \mathcal{O} \rangle'_0,$$

where $\text{div}_\mu X_\infty$ denotes the ordinary divergence of the vector field $X_\infty$ with respect to the measure $\mu$. One can then define $\text{div}_\mu X_\infty$ to be the divergence of the local vector field $X$ on $\mathcal{M}$.

Exercise 5.2.6. Using the local vector field $X(\tilde{Q}, \tilde{P})(t) := (\tilde{P}(t), 0)$, show that

$$\hbar \frac{d}{dh} (f * g) = (p_i \partial^i f) * g + f * (p_i \partial^i g) - p_i \partial^i (f * g).$$

5.2.4. Independence of evaluation points. Note that in the previous computations we have considered observables whose definition depends on the choice of points in $S^1 \setminus \{\infty\}$. However, computing the expectation values we have seen that they are in fact independent of these points. In particular, we have the following Proposition:

Proposition 5.2.7. The expectation values are invariant under (pointed) diffeomorphism of the source manifold $S^1$ on which the field theory is defined.

Remark 5.2.8. A quantum field theory with such a property is usually called topological quantum field theory (TQFT).
Given \( f \in C^\infty(T^*\mathbb{R}^n) \) and two points \( a, b \in \mathbb{R} \), we have
\[
f(Q(b), P(b)) - f(Q(a), P(a)) = \int_a^b \left( \partial_t f(Q(t), P(t)) \frac{d}{dt} Q^i(t) + \partial^i f(Q(t), P(t)) \frac{d}{dt} P_i(t) \right) dt
\]
\[
= \lim_{r \to \infty} \int_{-\infty}^{+\infty} \left( \partial_t f(Q(t), P(t)) \frac{d}{dt} Q^i(t) + \partial^i f(Q(t), P(t)) \frac{d}{dt} P_i(t) \right) \lambda_r(t) dt
\]
where \((\lambda_r)\) is a sequence of smooth, compactly supported functions that converges almost everywhere to the characteristic function of the interval \([a, b]\) and \(\tilde{X}_{f,r}\) is the local vector field
\[
\tilde{X}_{f,r}(t) = (-\partial^i f(Q(t), P(t)), \partial_t f(Q(t), P(t)))\lambda_r(t).
\]

**Remark 5.2.9.** Recall that \(\mathcal{M}\) is a space of maps. So a vector field on the target \(T^*\mathbb{R}^n\) generates a local vector field on \(\mathcal{M}\). Let \(\tilde{X}_f\) be the local vector field corresponding to the Hamiltonian vector field \(X_f\) of \(f\). Then \(\tilde{X}_{f,r}\) is given by multiplying \(\tilde{X}_f\) by \(\lambda_r\).

If we restrict \(\tilde{X}_{f,r}\) to \(\mathcal{M}(q, p)\), we can observe by Lemma 5.2.5 that it is divergence-free. Hence, we get
\[
\langle (f(Q(b), P(b)) - f(Q(a), P(a)))\mathcal{O} \rangle_0(q, p) = \lim_{r \to \infty} \left( \tilde{X}_{f,r}(S)\mathcal{O} \right)_0(q, p) = i\hbar \lim_{r \to \infty} \left( \tilde{X}_{f,r}(\mathcal{O}) \right)_0(q, p),
\]
which vanishes if \(\mathcal{O}\) does not depend on \((\tilde{Q}(t), \tilde{P}(t))\) for \(t \in [a, b]\). This means that we can move the evaluation point at least as long we do not meet another evaluation point.

**5.2.5. Associativity.** Let us prove the associativity of the Moyal product by using the path integral description considering the expectation value of the observable \(\mathcal{O}_{f,g,h;u,v,w}\). There will be three propagators appearing which correspond to the three different ways of pairing \(u, v, w\). Note that the function \(\theta\) will not see the difference, since
\[
\theta(w - u) = \theta(w - v) = \theta(v - u) = \frac{1}{2}.
\]
We group the propagators by considering first only those between \(u\) and \(v\) and only thereafter the other ones. This will imply that
\[
\langle \mathcal{O}_{f,g,h;u,v,w} \rangle_0 = (f \ast g) \ast h.
\]
If we group the propagators such that we first consider those between \(v\) and \(w\) and then the others, we get
\[
\langle \mathcal{O}_{f,g,h;u,v,w} \rangle_0 = f \ast (g \ast h).
\]
This proves associativity of the Moyal product.

**Remark 5.2.10.** We can also prove this result by using the independence of evaluation points. This then implies
\[
\lim_{v \to u^+} \langle \mathcal{O}_{f,g,h;u,v,w} \rangle_0(q, p) = \lim_{v \to u^-} \langle \mathcal{O}_{f,g,h;u,v,w} \rangle_0(q, p).
\]
The left hand side corresponds to evaluating first the expectation value of \(\mathcal{O}_{f,g;u,v}\) then placing the result at \(u\) and computing the expectation value of \(\mathcal{O}(\mathcal{O}_{f,g;u,v})_0; h; w\). This will give the result \((f \ast g) \ast h\). Repeating this computation on the right hand side, we get associativity.
5.2.6. The evolution operator. Let us consider the deformed action $S_H$ as in (5.2.2). We restrict ourselves to a time-independent Hamiltonian $h$ and let it act from the instant $a$ to the instant $b$ with $a < b$. Then we consider the action $S_H$ with
\begin{equation}
H(q,p,t) = h(q,p) \chi_{[a,b]}(t),
\end{equation}
where $\chi_{[a,b]}$ denotes the characteristic function on the interval $[a,b]$. The aim is to compute the evolution operator

\[ U(q,p,T) := \frac{\int_{\mathcal{M}(q,p)} \exp \left( i \frac{S_H}{\hbar} \right) }{\int_{\mathcal{M}(q,p)} \exp \left( i \frac{S}{\hbar} \right) }, \]

where $T = b - a$. Observe that
\begin{align*}
U(q,p,T) &= \left\langle \exp \left( i \frac{1}{\hbar} \int_a^b h(Q(t), P(t), t) dt \right) \right\rangle_0 (q,p) \\
&= \left\langle \exp \left( i \frac{1}{\hbar} \int_a^b h(Q(t), P(t), t) dt \right) \right\rangle_0 (q,p).
\end{align*}

Now we can express the integral in terms of Riemann sums as
\begin{align*}
\int_a^b h(Q(t), P(t), t) dt &= \lim_{N \to \infty} T \sum_{1 \leq r \leq N} h(Q(a + rT/N), P(a + rT/N)).
\end{align*}
Hence, we get
\begin{align*}
U(q,p,T) &= \lim_{N \to \infty} \left\langle \prod_{1 \leq r \leq N} \exp \left( i \frac{T}{N} h(Q(a + rT/N), P(a + rT/N)) \right) \right\rangle_0 (q,p) \\
&= \exp \left( \frac{i}{\hbar N} \sum_{1 \leq r \leq N} h(Q(a + rT/N), P(a + rT/N)) \right) (q,p).
\end{align*}

Remark 5.2.11. Note that the previous result also includes negative powers of $\hbar$. However, everything is well-defined since each term in the power series expansion of $\exp$ is actually a Laurent series in $\hbar$.

5.2.7. Perturbative evaluation of integrals. Let $\mathcal{M}$ be an $n$-dimensional manifold and $S \in C^\infty(\mathcal{M})$. We want to understand how we can compute an integral of the form $Z := \int_{\mathcal{M}} \exp(iS/\hbar)d^n x$. Consider first the case where $S$ has a unique critical point $x_0 \in \mathcal{M}$ which is nondegenerate. Then we can write
\begin{align*}
S(x_0 + \sqrt{\hbar} x) = S(x_0) + \frac{\hbar}{2} d_{x_0}^2 S(x) + R_{x_0}(\sqrt{\hbar} x),
\end{align*}
where $R_{x_0}$ is a formal powers series given by the Taylor expansion of $S$ starting with the cubic term in $\sqrt{\hbar} x$ with $x \in T_{x_0} \mathcal{M}$. Let $A$ be the Hessian of $S$ at $x_0$ with respect to the Euclidean metric $\langle \ , \ \rangle$. In particular, we write
\begin{align*}
d_{x_0}^2 S(x) = \langle x, Ax \rangle.
Theorem 5.2.12 (Stationary phase expansion). The stationary phase expansion (or also saddle-point approximation) of the integral \( Z := \int_\mathcal{M} \exp(iS/Ih)dx \) is given by

\[
Z = \hbar^{\frac{1}{2}} \exp(iS(x_0)/\hbar) \int_\mathcal{M} \exp\left(\frac{i}{2} \langle x, Ax \rangle\right) \sum_{r \geq 0} \frac{1}{r!} R_{x_0}^r(\sqrt{\hbar}x) dx
\]

\[
= (2\pi\hbar)^{\frac{1}{2}} \exp(iS(x_0)/\hbar) \exp\left(\frac{i\pi \text{ sign } A}{4\sqrt{|\text{det } A|}}\right) \sum_{r \geq 0} \frac{1}{r!} \langle R_{x_0}^r(\sqrt{\hbar}x) \rangle_0 ,
\]

where \( \langle \rangle_0 \) denotes the Gaussian expectation value with respect to the nondegenerate symmetric matrix \( A \).

Expectation values as in Definition 5.1.1 are then given by

\[
\langle O \rangle = \sum_{r \geq 0} \frac{1}{r!} \langle O(x_0 + \sqrt{\hbar}x) R_{x_0}^r(\sqrt{\hbar}x) \rangle_0 .
\]

Remark 5.2.13. Note that the denominator is of the form \( 1 + O(\hbar) \) and thus the expectation value can be computed as a formal power series in \( \hbar \). One can consider the computation in a graphical way by associating a vertex of valence \( k \) to the term of degree \( k \) in \( R_{x_0} \) and a vertex of valence \( \ell \) to the term of degree \( \ell \) in \( O \). By Wick’s theorem (Theorem 5.1.5) one has to connect these vertices in pairs in all possible ways the half-edges emanating from each vertex. The result is a collection of Feynman diagrams with a weight associated to each of them. The expectation value is then a sum over all Feynman diagrams of their weights. A Feynman diagram with vertices coming only from \( R_{x_0} \), i.e. a Feynman diagram appearing only in the denominator of (5.2.6), is called a vacuum diagram. A combinatorial fact of (5.2.6) is that an expectation value is given by the sum over graphs which do not have a connected component which is a vacuum diagram (see [Zin94; Pol05] for more details on Feynman diagrams).

5.2.8. Infinite dimensions. Let us look at the situation of computing (5.2.6) in the case when \( \mathcal{M} \) is infinite-dimensional. We want to recall the following definition.

Definition 5.2.14 (Local function). A function on a space of fields on some manifold \( \mathcal{M} \) is local if it is the integral on \( \mathcal{M} \) of a function that depends at each point on finite jets of fields at that point.

Remark 5.2.15. If the action is a local function, \( A \) will be a differential operator. For our purpose, we will need its Green function (the propagator) and in the Gaussian expectation values of \( OR^r \) and \( R^r \) we will use (5.1.3). Instead of summing over indices we will have to integrate over the Cartesian products of the source manifold. The normal ordering will exclude all the graphs with edges having the same endpoints (these edges are called tadpoles or short loops) and thus integration is restricted to the configuration space of the source manifold. However, this is usually not enough to make the integrals converge as the Green functions are very singular when the arguments approach each other. The general procedure to get rid of divergencies is called renormalization. Anyway, for our case (i.e. the case of a TQFT), the configuration-space integrals associated to Feynman diagrams without tadpoles do indeed converge.
Remark 5.2.16. If the action $S$ has more critical points and all of them are nondegenerate, the asymptotic expansion is obtained by computing the stationary phase expansion (Theorem 5.2.12) around each critical point and then summing all these terms together. The expression for expectation value is then no longer given by (5.2.6). It can happen that one of the critical points dominates the others so that one can forget them. In physical theories this is usually done by regarding $\exp(iS/\hbar)$ as the analytic continuation of the exponential of minus a positive-definite function, called Euclidean action, so that the dominating critical point is the absolute minimum. There are still examples where there is no way to do it as all critical points appear as saddle points. In such a case, one can consider another option which consists of selecting one particular critical point (called the sector) and expanding only around this point. In this case, (5.2.6) is again the correct expression for the infinite-dimensional extension.

As already mentioned, it can often happen that the critical points are degenerate. A simple case is given when critical points are parametrized by a finite-dimensional manifold $M_{\text{crit}}$. Then, using Fubini’s theorem for the finite-dimensional case, we can rewrite the integral similarly as in (5.2.3) as

$$
\int_{\mathcal{M}} (\cdots) = \int_{x_0 \in M_{\text{crit}}} \mu(x_0) \int_{\mathcal{M}(x_0)} (\cdots)
$$

where $\int_{\mathcal{M}(x_0)}$ denotes the asymptotic expansion of the integral in the complement to $T_{x_0}M_{\text{crit}}$ of a formal neighborhood of $x_0$, while $\mu$ denotes a measure on $M_{\text{crit}}$ (which is determined in the finite-dimensional case and has to be chosen in the infinite-dimensional case as part of the definition). If the Hessian is constant on $M_{\text{crit}}$, we can express the expectation value as

$$
\langle O \rangle = \int_{x_0 \in M_{\text{crit}}} \mu(x_0) \sum_{r \geq 0} \frac{1}{r!} \left\langle O(x_0 + \sqrt{\hbar}x) R^r_{x_0} (\sqrt{\hbar}x) \right\rangle_0,
$$

where $\langle \, \rangle_0(x_0)$ denotes the Gaussian expectation value which is computed by expanding around $x_0$ orthogonally to $T_{x_0}M_{\text{crit}}$. A possible choice for the measure $\mu$ is the delta measure peaked at some point $x_0$. In this case, as we already did before, the expectation value will be denoted by $\langle \, \rangle(x_0)$.

5.2.9. A simple generalization. Note that we have only considered the perturbative expansion with formal expansion parameter $\hbar$. It might happen that there is another small expansion parameter, or some coefficient in $S$ which is much smaller than $\hbar$ or in our setting is an element of $\hbar^2 \mathbb{R}[\hbar]$. In such a case, we can define the Gaussian part by using the quadratic $\hbar$-independent term of $S/\hbar$ and consider all the other terms as the perturbation $R$. It can also happen that the perturbation term $R$ contains quadratic and linear terms as well. In particular, we can have an action function of the form

$$
S(y, z) = \langle y, Bz \rangle + f(y, z),
$$

where $B$ is a nondegenerate matrix and $f$ is a function quadratic in $z$. If we work around the critical point $y = z = 0$, we can rescale $z$ by $\hbar$ to get

$$
S(y, \hbar z) = \hbar \langle y, Bz \rangle + \hbar f(y, z)
$$
and consider $f$ as the perturbation to the Gaussian theory defined by $B$.

5.2.9.1. **Quantum mechanics.** Recall that the topological action (5.2.1) defines the Moyal product in terms of the expectation value of the observable (5.2.4), which is independent of the evaluation points. Consider a Hamiltonian $H$ as in (5.2.5) and define the expectation

$$f\star_{a,b;u,v}g(q,p) := \frac{\int_{M(q,p)} \exp(iSH)/\hbar)O_{f,g;u,v}}{\int_{M(q,p)} \exp(iSH/\hbar)} = \left\langle \exp\left(\frac{i}{\hbar} \int_{a}^{b} hdt\right) O_{f,g;u,v}\right\rangle_{0} (q,p)$$

which will no longer be independent to $u$ and $v$ ($a < u < v < b$) nor will it define an associative product. By the computations before, we get

$$f\star_{a,b;u,v}g = \frac{\exp\left(\frac{i}{\hbar}(u-a)\hbar\right) \star f \star \exp\left(\frac{i}{\hbar}(v-u)\hbar\right) \star g \star \exp\left(\frac{i}{\hbar}(b-v)\hbar\right)}{\exp\left(\frac{i}{\hbar}(b-a)\hbar\right)}$$

Let us consider the perturbative computation for the Hamiltonian

$$h(q,p) = \frac{1}{2} G^{ij}(q)p_i p_j,$$

at $p = 0$ and for $f$ and $g$ only depending on $q$. By setting $Q(t) = q + \tilde{Q}(t)$ and $P(t) = p + \tilde{P}(t)$, we get

$$S_{H} = \hbar \int_{-\infty}^{+\infty} \tilde{P}(t) \frac{d}{dt} \tilde{Q}(t) dt + \frac{\hbar^{2}}{2} \int_{a}^{b} G^{ij}(q + \tilde{Q}(t)) \tilde{P}_{i}(t) \tilde{P}_{j}(t) dt.$$ 

Hence, $f\star_{a,b;u,v}g(q,0)$ is the ratio of the expectation value of $\exp\left(\frac{i\hbar}{2} \int_{a}^{b} G^{ij}(q + \tilde{Q}(t)) \tilde{P}_{i}(t) \tilde{P}_{j}(t) dt\right)$ $O_{f,g;u,v}$ and the expectation value of $\exp\left(\frac{i\hbar}{2} \int_{a}^{b} G^{ij}(q + \tilde{Q}) \tilde{P}_{i} \tilde{P}_{j} dt\right)$. The propagator pairs the $\tilde{P}$'s to $\tilde{Q}$'s, so it is better to consider oriented graphs. The Feynman diagrams will be oriented graphs with

1. a vertex at $u$ with no outgoing arrows,
2. a vertex at $v$ with no outgoing arrows,
3. vertices between $a$ and $b$ with exactly two outgoing arrows.

Moreover, graphs containing tadpoles or vacuum subgraphs will not be allowed. See Figures 5.2.2, 5.2.3 and 5.2.4 for examples of allowed and not allowed Feynman diagrams. Note that to a vertex of first type with $r$ incoming arrows we associate an $r$-th derivative of $f$, to a vertex of second type with $r$ incoming arrows we associate an $r$-th derivative of $g$ and to a vertex of third type with $r$ incoming arrows we associate an $r$-th derivative of $G$. The order in $\hbar$ is given by the number of vertices of the third type. So, at order zero, we have $f$ placed at $u$ and $g$ placed at $v$. This yields the pointwise product of $f$ and $g$. At order 1, we have the graphs of Figure 5.2.2. Hence, we get

$$f\star_{a,b;u,v}g(q,0) = f(q)g(q) - \frac{i\hbar}{4} (b-a+2u-2v)G^{ij}(q)\partial_{i} f(q)\partial_{j} g(q)$$

$$- \frac{i\hbar}{4} (b-a)G^{ij}(q)[\partial_{i} \partial_{j} f(q)g(q) + f(q)\partial_{i} \partial_{j} g(q)] + O(\hbar^{2}).$$
Exercise 5.2.17. Compute some of the further orders.

5.3. Symmetries and the BRST formalism

If the action $S$ has symmetries encoded in a free action of a Lie group $G$ (gauge theory with gauge group $G$), the critical points will never be nondegenerate since they always will appear in $G$-orbits. This is also the case for the Poisson sigma model for linear Poisson structures and hence we need to understand how to deal with these type of theories.
5.3.1. The main construction: Faddeev–Popov ghost method. Let $\mathcal{M}$ be a finite-dimensional manifold together with a measure $\mu$. Let $G$ be a compact Lie group which is endowed with an invariant measure (Haar measure) with a measure-preserving free action on $\mathcal{M}$. Moreover, we assume that $\mathcal{M}/G$ is a manifold. Then an invariant function $f$ is the pullback of a function $f \in \mathcal{M}/G$ and

$$ I := \frac{1}{\text{Vol}(G)} \int_{\mathcal{M}} f \mu = \int_{\mathcal{M}/G} f \frac{\mu}{\text{Vol}(G)} , $$

where $\mu$ is the measure induced by $\mu$ on the quotient. If we consider a section of a principal bundle $\pi: \mathcal{M}' \to \mathcal{M}/G$, we can rewrite $I$ as an integral on the image of this section. Assume that this integral is locally given by the zero set of a function $F: \mathcal{M}' \to g$ where $\mathcal{M}' \subset \mathcal{M}$ is such that $\pi(\mathcal{M}') = \mathcal{M}/G$ and $g$ denotes the Lie algebra of $G$. In the physics literature the condition $F = 0$ is called gauge fixing and $F$ is called gauge-fixing function. For $x \in \mathcal{M}'$, let $A(x)$ be the differential $dF(x)$ restricted to the vertical tangent space at $x$. This can be identified with the Lie algebra $g$ and thus we can regard $A(x)$ as an endomorphism of $g$ and denote by $J$ its determinant. In the physics literature $J$ is called Faddeev–Popov determinant.

Then we get

$$ I = \int_{\mathcal{M}'} f \delta_0(F) J \mu, $$

where $\delta_0$ denotes the delta function at $0 \in g$. Let us now rewrite $I$ such that it is suitable for the stationary phase expansion formula. We need to write $\delta_0(F)$ and $J$ in exponential form. Therefore, we use the Fourier transform of the delta function and the Grassmann (odd) integration as in 5.1.3. Denote by $\langle \ , \ \rangle$ the canonical pairing between $g^*$ and $g$. Then we have

$$ I = C \int_{\mathcal{M}'} f(x) \mu(x) \exp \left( \frac{i}{\hbar} \langle \lambda, F(x) \rangle \right) \omega(\lambda) \exp \left( \frac{i}{\hbar} \langle \bar{c}, A(x)c \rangle \right), $$

where the integral is over $x \in \mathcal{M}'$, $\lambda \in g^*$, $c \in \Pi g$, $\bar{c} \in \Pi g^*$ and where $C$ is a constant depending on $\hbar$ and on the choice of the top form $\omega \in \Lambda^\text{top} g^*$. Note that we have added the prefactors $\frac{i}{\hbar}$ for later purposes.

**Remark 5.3.1.** In the physics literature $c$ is called ghost and $\bar{c}$ is called antighost. $\lambda$ is usually called Lagrange multiplier.

Note that if we choose a basis $\{c^i\}$ of $g^*$, then $\wedge g^*$ can be identified with the algebra generated by the $c^i$’s with the relations

$$ c^i c^j = -c^j c^i, \quad \forall i, j. $$

The generators $c^i \in g^*$ are often called ghost variables. Similarly, one can introduce antighost variables $\bar{c}_i \in g$.

**Remark 5.3.2.** The determinant of $A$ can also be obtained in terms of an ordinary Gaussian integral over $g \times g^*$. However, then one needs to put $A^{-1}$ into the exponential. In the infinite-dimensional case we may use the techniques of Feynman diagrams only when dealing with local functions. If the action of the group is local, $A$ will be a differential operator, so $\langle \bar{c}, Ac \rangle$ will be a local function, in contrary to the quadratic function defined in terms of the Green function $A^{-1}$. 


The expectation value of an invariant function $g$ with respect to a given invariant action $S$ can be written as

$$
\langle g \rangle = \int_{\mathcal{M}} \exp(iS/\hbar) g \mu = \int_{\mathcal{M}} \exp(iS_F/\hbar) g \tilde{\mu} =: \langle g \rangle_F,
$$

where

$$
\tilde{\mathcal{M}} := \mathcal{M} \times \Pi \mathfrak{g} \times \mathfrak{g}^* \times \Pi \mathfrak{g}^*,
$$

$$
S_F := S + \langle \lambda, F \rangle - \langle \bar{c}, A, c \rangle,
$$

and $\tilde{\mu} := \mu \omega$. The function $S_F$ is usually called the *gauge-fixed action*.

**5.3.2. The BRST formalism.** Note that, by construction, the right hand side of (5.3.1) is independent of $F$. Moreover, the assumptions we had are quite restrictive, namely, we want to have a measure-preserving action on $\mathcal{M}$ by a compact Lie group $G$ and we have to assume that the principal bundle $\mathcal{M} \to \mathcal{M}/G$ is trivial. On the other hand, to define

$$
\langle g \rangle_F = \int_{\tilde{\mathcal{M}}} \exp(iS_F/\hbar) g \tilde{\mu}
$$

we only need the infinitesimal action

$$
X : \mathfrak{g} \to \mathfrak{X}(\mathcal{M})
$$

$$
\gamma \mapsto X_\gamma
$$

of a Lie algebra $\mathfrak{g}$ on $\mathcal{M}$. In this case $A$ is simply given by

$$
A_\gamma = L_{X_\gamma} F, \quad \gamma \in \mathfrak{g}.
$$

Moreover, we want to relax the condition that $F^{-1}(0)$ defines a section an rather require that $A(x)$ should be nondegenerate for all $x \in \mathcal{M}'$. Of course we also require that the integrals are well-defined and that the denominator of (5.3.1) does not vanish.

Let $\mathcal{F} \subset C^\infty(\mathcal{M}', \mathfrak{g})$ be the space of allowed gauge-fixing functions. As in this case $\langle g \rangle_F$ is well-defined, it makes sense to consider it at more general instances. Observe also that if the Lie group is not compact, an invariant function is not a test function. It is then understood that it is replaced by a test function that in a neighborhood of the zeros of $F$ coincides with the given function. To avoid cumbersome notation, we will never explicitly change the function, so we will write e.g. $\int_{\mathbb{R}} \delta_0(x) dx = 1$, without mentioning that the constant function 1 is replaced by a test function which is one in a neighborhood of zero. However, since the gauge-fixing function $F$ is arbitrarily chosen, we want the conditions on $\langle g \rangle_F$ to be locally independent of $F$.

**Definition 5.3.3 (Gauge-fixing independence).** A locally constant function on $\mathcal{F}$ is called *gauge-fixing independent*. 
Theorem 5.3.4. Let $X: \mathfrak{g} \to \mathcal{M}$ be an infinitesimal action of the Lie algebra $\mathfrak{g}$ on the manifold $\mathcal{M}$. If $S$ and $g$ are invariant functions and

\[(5.3.3) \quad \text{div} X_\gamma + \text{Tr} \text{ad}_\gamma = 0, \quad \forall \gamma \in \mathfrak{g},\]

then $(g)_F$ is gauge-fixing independent.

The condition in Theorem 5.3.4 basically tells us that the divergence of $X$ is a constant function. In particular, for the case when the Lie algebra is unimodular (i.e. $\text{Tr} \text{ad}_\gamma = 0$ for all $\gamma$), the condition says that the infinitesimal action must be measure-preserving. The discussions before are covered by Theorem 5.3.4 since the Lie algebra of a compact Lie group is indeed unimodular.

5.3.2.1. The BRST operator and the proof of Theorem 5.3.4. The infinitesimal action of $\mathfrak{g}$ on $\mathcal{M}$ gives $C^\infty(\mathcal{M})$ the structure of a $\mathfrak{g}$-module. Therefore, we can consider the Lie algebra complex $\bigwedge \mathfrak{g}^* \otimes C^\infty(\mathcal{M})$. Note that the Lie algebra differential $\delta$ is in particular a derivation on $\bigwedge \mathfrak{g}^* \otimes C^\infty(\mathcal{M})$ and moreover defines a vector field on $\mathcal{M} \times \Pi \mathfrak{g}$. Recall that a vector field on the superspace $\Pi \mathfrak{g}$ is an element of $\bigwedge \mathfrak{g}^* \otimes \mathfrak{g}$. The commutator tensor the constant function 1 is an element of $\bigwedge^2 \mathfrak{g}^* \otimes \mathfrak{g}$ while the infinitesimal action of $\mathfrak{g}$ on $\mathcal{M}$ is an element of $\mathfrak{g}^* \otimes \mathcal{X}(\mathcal{M})$. As such they define vector fields on $\mathcal{M} \times \Pi \mathfrak{g}$ and $\delta$ is their sum. If we choose a basis $\{e_i\}$ of $\mathfrak{g}$ and denote by $\{f^k_{ij}\}$ the corresponding structure constants, the algebra of functions on $\Pi \mathfrak{g}$ can be identified with the graded commutative algebra with odd generators $c^i$ (ghost variables) and

\[
\delta c^k = -\frac{1}{2} f^k_{ij} c^i c^j.
\]

On functions $f \in C^\infty(\mathcal{M})$, we get that $\delta$ acts by

\[
\delta f = c^i L_{X_{e_i}} f.
\]

The vector field $\delta$ can be extended to $\widetilde{\mathcal{M}}$ by adding it to the vector field on $\mathfrak{g}^* \otimes \Pi \mathfrak{g}^*$. Moreover, using the dual basis $\{e^j\}$ of $\mathfrak{g}^*$, the algebra of functions can be identified with the graded commutative algebra with odd generators $\tilde{c}_i$ and even generators $\lambda_i$. There we define

\[(5.3.4) \quad \delta \tilde{c}_i = \lambda_i, \quad \delta \lambda_i = 0, \quad \forall i.
\]

More abstractly, observe that a polynomial vector field on $\mathfrak{g}^* \times \Pi \mathfrak{g}^*$ is an element of $\bigwedge \mathfrak{g} \otimes \text{Sym}(\mathfrak{g}) \otimes (\mathfrak{g}^* \oplus \mathfrak{g}^*)$. The identity operator can then be regarded as an element of $\mathfrak{g} \otimes \mathfrak{g}^*$. Using the inclusion map

\[
i: \mathfrak{g} \otimes \mathfrak{g}^* \to \bigwedge \mathfrak{g} \otimes \text{Sym}(\mathfrak{g}) \otimes (\mathfrak{g}^* \oplus \mathfrak{g}^*),
\]

\[a \otimes b \mapsto 1 \otimes a \otimes (b \oplus 0),\]

we can regard it as a vector field on $\mathfrak{g}^* \times \Pi \mathfrak{g}^*$. Moreover, note that this vector field corresponds to the de Rham differential on $\Pi \mathfrak{g}^*$. 


**Lemma 5.3.5.** The map $\delta$ is a differential (i.e., an odd derivation that squares to zero) on $\bigwedge g^* \otimes C^\infty(M) \otimes g \otimes \text{Sym}(g)$. It has degree one with respect to the grading

$$\deg(\alpha \otimes f \otimes \beta \otimes \gamma) := \deg(\alpha) - \deg(\beta).$$

In fact, we can rewrite Lemma 5.3.5 by saying that $\delta$ is a cohomological vector field on $\tilde{M}$. In the physics literature, $\delta$ is called the BRST operator. A function on $M$ can also be considered as a function on $\tilde{M}$. By definition of $\delta$, a function $f$ is invariant if and only $\delta f = 0$.

**Exercise 5.3.6.** Show that $\text{div} \, \delta = \text{div} \, X_c + \text{Tr} \, \text{ad}_c$.

**Note** that gauge-fixing function $F : M \to g$ can be regarded as an element of $C^\infty(M) \otimes g$. Using the inclusion

$$C^\infty(M) \otimes g \hookrightarrow C^\infty(M) \otimes \bigwedge g \hookrightarrow \bigwedge g^* \otimes C^\infty(M) \otimes \bigwedge g \otimes \text{Sym}(g),$$

we can associate to $F$ a function $\Psi_F$ on $\tilde{M}$. With the same notations as above, we have

$$\Psi_F = \tilde{c}_i F^i.$$ 

The odd function $\Psi_F$ is called gauge-fixing fermion.

**Exercise 5.3.7.** Show that $S_F = S + \delta \Psi_F$.

Assume now that the action $S$ is invariant, i.e. $\delta S = 0$.

**Lemma 5.3.8.** Let $g$ be a function on $\tilde{M}$. If $\delta g = 0$ and $\delta$ is divergence-free, then

$$I_F := \int_{\tilde{M}} \exp(iS_F/\hbar) \tilde{g} \tilde{\mu},$$

is gauge-fixing independent.

**Proof.** Let $(F_t)$ be a family of gauge-fixing functions. Then

$$\frac{d}{dt} I_{F_t} = \frac{i}{\hbar} \int_{\tilde{M}} \delta \left( \frac{d}{dt} \Psi_{F_t} \right) \exp(iS_F/\hbar) \tilde{g} \tilde{\mu}$$

$$= \frac{i}{\hbar} \int_{\tilde{M}} \delta \left( \frac{d}{dt} \Psi_{F_t} \exp(iS_F/\hbar)g \right) \tilde{\mu} = \frac{i}{\hbar} \int_{\tilde{M}} \text{div} \, \delta \exp(iS_F/\hbar)g \tilde{\mu} = 0.$$ 

**Proof of Theorem 5.3.4.** Using Lemma 5.3.8 together with Exercise 5.3.6 we immediately get the proof.

An particular case of a $\delta$-closed function is a $\delta$-exact function. These functions are irrelevant as for computing expectation values. In fact,

$$\int_{\tilde{M}} \exp(iS_F/\hbar) \delta h \tilde{\mu} = \int_{\tilde{M}} \delta (\exp(iS_F/\hbar)h) \tilde{\mu} = 0$$

if $S$ is invariant and $\delta$ is divergence-free. We can now extend Theorem 5.3.4 to the following theorem.
Theorem 5.3.9. Let \( X : \mathfrak{g} \to \mathcal{M} \) be an infinitesimal action of the Lie algebra \( \mathfrak{g} \) on the manifold \( \mathcal{M} \). If the action \( S \) is invariant and the BRST operator \( \delta \) is divergence-free (i.e. (5.3.3) holds), then

1. \( \langle g \rangle_F \) is gauge-fixing independent for all \( g \in \ker \delta \),
2. \( \langle g \rangle_F \) for all \( g \in \text{im} \delta \).

Hence, the expectation value defines a linear function on the \( \delta \)-cohomology.

Remark 5.3.10 (Ward identities). Note that point (2) produces identities relating expectation values of different quantities. Such identities are called Ward identities and usually have nontrivial content.

Example 5.3.11 (Translations). Let \( \mathcal{M} = \mathfrak{g} = \mathbb{R} \). Moreover, let \( \mathfrak{g} \) act by infinitesimal translations. Denoting by \( x \) the coordinate on \( \mathcal{M} \), we have \( \delta x = c \) and \( \delta c = 0 \). Assume \( S \) and \( g \) are constant. Then

\[
\langle g \rangle_F = \frac{\exp(iS/\hbar) \int_0^\infty \delta_0(F(x)) F'(x) dx}{\exp(iS/\hbar) \int_0^\infty \delta_0(F(x)) F'(x) dx} = g
\]

if the denominator does not vanish. Clearly, \( \langle g \rangle_F \) is gauge-fixing independent. Similarly, one can treat rotation-invariant functions on \( \mathcal{M} = S^1 \). A section here is just a point. We take \( \mathcal{M}' \) to be a neighborhood of this point. After identifying \( \mathcal{M}' \) with \( \mathbb{R} \), we can proceed as above with \( F \) being any function with a single nondegenerate zero corresponding to the image of the section.

Example 5.3.12 (Plane rotations). Let \( \mathcal{M} = \mathbb{R}^2 \setminus \{0\} \) and \( \mathfrak{g} = \mathfrak{so}(2) \) acting by infinitesimal rotations. Denoting by \( x \) and \( y \) the coordinates on \( \mathbb{R}^2 \), we have

\[
\delta x = yc, \quad \delta y = -xc, \quad \delta c = 0.
\]

Let \( \mathcal{M}' = \{ x > 0 \} \). A possible choice for \( F \) is the function \( F(x, y) = y \). Then

\[
S_F(x, y, c, \bar{c}) = S(x, y) + \lambda y + \bar{c}xc,
\]

where \( S \) is the given rotation-invariant action. Then we get

\[
\langle g \rangle_F = \frac{\int_0^{+\infty} \exp(iS(x, 0)/\hbar) g(x, 0) dx}{\int_0^{+\infty} \exp(iS(x, 0)/\hbar) dx},
\]

which is equal to the expected expression

\[
\int_{\mathcal{M}} \frac{\exp(iS(x, y)/\hbar) g(x, y) dx dy}{\int_{\mathcal{M}} \exp(iS(x, y)/\hbar) dx dy}
\]

for a rotation-invariant function \( g \).
5.3.3. Infinite dimensions. In the infinite-dimensional setting, we want to consider (5.3.2) whenever it makes sense as a perturbative expansion. In this case $\mathcal{M}$ is an infinite-dimensional manifold, $\mathfrak{g}$ an infinite-dimensional Lie algebra acting freely on $\mathcal{M}$ and $S$ some local action function on $\mathcal{M}$. The space $\tilde{\mathcal{M}}$ and the BRST operator $\delta$ will be exactly defined as above and $\delta$ will still be a cohomological vector field on $\tilde{\mathcal{M}}$. A gauge-fixing function $F$ will be allowed whenever the corresponding $A$ is nondegenerate and the critical point of the action at a zero of $F$ is also nondegenerate. Then, for suitable functions $g$, we will be able to define $\langle g \rangle_F$ as a perturbative expansion using Feynman diagrams. Note that an observable in this setting is a $\delta$-cohomology class $g$ for which $\langle g \rangle_F$ is well-defined. In fact, Theorem 5.3.9 will hold whenever $\text{div} \delta = 0$. Note that, however, the divergence of $\delta$ is not defined a priori and has to be understood in terms of expectation values. The usual way to proceed is to assume Theorem 5.3.9 to hold and to derive from it properties of the expectation values. Once they are properly defined in terms of Feynman diagrams, one can check whether the identities hold and call any deviation an \textit{anomaly}.

Note also that if our aims are of mathematical nature, Theorem 5.3.9 provides a source for a lot of interesting conjectures (which, fortunately, in most cases turn out to be true).

5.3.3.1. The trivial Poisson sigma model on the plane. Consider a 2-dimensional generalization of Section 5.2 which is also the basis for the study of the Poisson sigma model. Let $\xi$ and $\eta$ be 0-form and 1-form on the plane respectively. We assume that they vanish at infinity sufficiently fast (e.g., as Schwarz functions) so that we may define the action

\begin{equation}
S := \int_{\Sigma} \eta \, d\xi,
\end{equation}

with $\Sigma = \mathbb{R}^2$. Note that we have dropped the wedge product to avoid cumbersome notation and we will stick to this convention for the rest of the discussion. The space of fields is given by $\mathcal{M} = \Omega^0(\mathbb{R}^2) \oplus \Omega^1(\mathbb{R}^2)$. On $\mathcal{M}$ we have an action of the abelian Lie algebra $\mathfrak{g} = \Omega^0(\mathbb{R}^2)$, given by the monomorphism $i \circ d$, where

$$
\mathfrak{g} \hookrightarrow \Omega^1(\mathbb{R}^2) \overset{i}{\hookrightarrow} \mathcal{M}.
$$

The action function $S$ is clearly invariant. The BRST differential $\delta$ is given on coordinates by

$$
\delta \xi = 0, \quad \delta \eta = dc.
$$

In order to define a gauge-fixing function, we want to choose a Riemannian metric on $\mathbb{R}^2$. Denote by $\ast$ the \textit{Hodge star operator} induced by the Riemannian metric. Then, using the Hodge star, we can define the pairing

\begin{equation}
\langle \alpha, \beta \rangle_\ast := \int_{\mathbb{R}^2} (\ast \alpha) \beta, \quad \alpha \in \Omega^j(\mathbb{R}^2), \beta \in \Omega^k(\mathbb{R}^2), \quad j, k = 0, 1, 2.
\end{equation}

Let $d^\ast := \ast d \ast$ be the formal adjoint of the de Rham differential and choose the gauge-fixing function $F(\xi, \eta) = d^\ast \eta$. Note that different metrics will give different gauge-fixing functions. One can show that the corresponding operator $A$ is then given by the Laplacian on 0-forms which is invertible for the given conditions at infinity. There is also a unique critical point, i.e. a solution to $d\xi = d\eta = 0$, satisfying the gauge-fixing condition $d^\ast \eta = 0$, in particular, $\xi = \eta = 0$. Hence, this gauge-fixing is indeed allowed.
Using integration, we can identify $\mathfrak{g}^*$ with $\Omega^2(\mathbb{R}^2)$. The corresponding gauge-fixing fermion is

$$\Psi_F = \int_{\mathbb{R}^2} \bar{c} \, d^* \eta.$$  

This gives the gauge-fixed action

$$(5.3.7) \quad S_F = \int_{\mathbb{R}^2} \left( \eta \, d\xi + \lambda \, d^* \eta - \bar{c} \, d^* dc \right).$$

Using the pairing as in (5.3.6), we can rewrite the gauge-fixed action as

$$S_F = \frac{1}{2} \langle \phi, d\phi \rangle_* - \langle *\bar{c}, \Delta c \rangle_*,$$

where $\Delta := d^* d + dd^*$ denotes the Hodge Laplacian,

$$\phi := \begin{pmatrix} \xi \\ \eta \\ \lambda \end{pmatrix} \in \Omega^0_0(\mathbb{R}^2) \oplus \Omega^1_0(\mathbb{R}^2) \oplus \Omega^2_0(\mathbb{R}^2)$$

and

$$d := \begin{pmatrix} 0 & *d & 0 \\ *d & 0 & d^* \\ 0 & d^* & 0 \end{pmatrix}.$$  

The propagators between $\phi$ and $c$ or $\bar{c}$ are clearly zero. Hence, we get

$$\langle *\bar{c}(z)c(w) \rangle_0 = -i\hbar G_0(w, z),$$

where $G_0$ denotes the Green function of the Hodge Laplacian acting on functions. Now in order to get the propagator between two fields $\phi$, we need to invert the symmetric operator $d$. For this, we first compute its square

$$d^2 = \begin{pmatrix} \Delta & 0 & 0 \\ 0 & \Delta & 0 \\ 0 & 0 & \Delta \end{pmatrix}.$$  

Then, we can observe that $d^{-1} = dd^{-2}$ and hence

$$d^{-1} = \begin{pmatrix} 0 & *d\Delta^{-1} & 0 \\ *d\Delta^{-1} & 0 & d^* \Delta^{-1} \\ 0 & d^* \Delta^{-1} & 0 \end{pmatrix}.$$  

In particular, we have

$$\langle \xi(z)\eta(w) \rangle_0 = i\hbar *_z d_z G_1(z, w) = i\hbar *_w d_w G_0(w, z),$$

where $G_1$ denotes the Green function of the Hodge Laplacian acting on 1-forms. Let us introduce the superfields

$$\xi := \xi - d^*\bar{c},$$  

$$\eta := c + \eta.$$  

$$(5.3.8)$$
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Then we can define a superpropagator

\begin{equation}
\text{i} \hbar \theta(z, w) := \langle \xi(z) \eta(w) \rangle_0 = \langle \xi(z) \eta(w) \rangle_0 - \langle \text{d}^* c(z) c(w) \rangle_0
= \text{i} \hbar (\ast_z d_z + \ast_w d_w) G_0(w, z) \in \Omega^1(C_2(\mathbb{R}^2)) ,
\end{equation}

where \( C_2(\mathbb{R}^2) \) denotes the configuration space of two points in \( \mathbb{R}^2 \) as in Remark 4.3.7.

**Lemma 5.3.13.** If we choose the Euclidean metric, then

\[ \theta = \frac{d \phi_E}{2\pi}, \]

where \( d \) denotes the differential on \( C_2(\mathbb{R}^2) \) and \( \phi_E(z, w) \) the Euclidean angle between a fixed reference line and the line passing through \( z \) and \( w \).

**Proof.** The Green function for the Euclidean Laplacian in two dimensions is given by

\[ G_0(z, w) = \frac{1}{2\pi} \log(|z - w|), \]

where \( |\cdot| \) denotes the Euclidean norm. In complex coordinates we have

\[ G_0(z, w) = \frac{1}{4\pi} \log((z - w)(\bar{z} - \bar{w})). \]

Then

\[ d_z G_0(z, w) = \frac{1}{4\pi i} \left( \frac{dz}{z - w} + \frac{d\bar{z}}{\bar{z} - w} \right). \]

The Euclidean Hodge star operator in complex coordinates gives \( \ast d = i d \) and \( \ast d\bar{z} = i d\bar{z} \).

Hence, we have

\[ \ast_z d_z G_0(z, w) = \frac{1}{4\pi i} \left( \frac{dw}{w - z} - \frac{d\bar{w}}{\bar{w} - z} \right). \]

Summing everything up, we get

\[ \theta = \frac{1}{4\pi i} \left( \frac{dz - dw}{z - w} - \frac{d\bar{z} - d\bar{w}}{\bar{z} - \bar{w}} \right) = \frac{1}{4\pi i} \, d \log \left( \frac{z - w}{\bar{z} - \bar{w}} \right). \]

One the other hand, we have \( z - w = |w - z| \exp(i\phi) \), which gives

\[ \phi = \frac{1}{2i} \log \left( \frac{z - w}{\bar{z} - \bar{w}} \right), \]

and hence we get the claim. \( \square \)

**Remark 5.3.14.** The cohomology class of \( \theta \) is in fact the generator of \( H^1(C_2(\mathbb{R}^2), \mathbb{Z}) \). It is not difficult to see that other choices of metric will still give the same cohomology class. One can easily note that \( \ast_w \theta(z, w) \) is the Green function of the operator \( P := \ast d\Delta^{-1} \ast \) which is a parametrization for the de Rham differential on forms that vanish at infinity, in particular,

\[ dP + P d = \text{id}. \]

The convolution relating \( P \) to \( \theta \) can be written as

\[ P \alpha = - \pi_2 (\theta \pi^*_1 \alpha), \quad \alpha \in \Omega^j_0(\mathbb{R}^2), \quad j = 0, 1, 2, \]
with \( \pi_1 \) and \( \pi_2 \) being the projections to \( \mathbb{R}^2 \). Then
\[
dP\alpha - Pd\alpha = - (\pi_2)_* (d\theta \pi_1^* \alpha) + \pi_\theta^* (\theta) \alpha,
\]
where \( \pi_\theta^* (\theta) (w) \) denotes the integral of \( \theta \) along a limiting small circle around \( w \). Since \( P \) is a parametrix and \( \alpha \) is arbitrary, we can see that in general \( \theta \) is closed and integrates to 1 along the generators of \( H_1(C_2(\mathbb{R}^2), \mathbb{Z}) \).

5.3.3.2. Expectation values. Note that any function of \( \xi \) is BRST-invariant, i.e. we can consider the evaluation of \( \xi \) at some point \( u \). A function of \( \int_\gamma \eta \) is also invariant for any closed curve \( \gamma \). Hence, the expectation value
\[
\langle \xi(u) \int_\gamma \eta \rangle_0 = : i\hbar W_\gamma(u), \quad u \notin \text{im} \gamma,
\]
is independent of the gauge-fixing. Since we also have
\[
i\hbar W_\gamma(u) = \langle \xi(u) \int_\gamma \eta \rangle_0,
\]
we can immediately see that \( W_\gamma \) is in fact the winding number of \( \gamma \) around \( u \). This number is in fact invariant under deformations of \( \gamma \) or displacements of \( u \), which indicates that the theory is topological. For example, let us deform \( \gamma \) to \( \gamma' \). Denoting by \( \sigma \) a 2-chain whose boundary is \( \gamma - \gamma' \), we get
\[
W_\gamma(u) - W_{\gamma'}(u) = \langle \xi(u) \int_{\sigma} d\eta \rangle_0.
\]
Moreover, introduce the sequence of divergence-free vector fields \( X_r(\xi, \eta) = \lambda_r \oplus 0 \), where \( \lambda_r \) is a sequence of functions that converges almost everywhere to the characteristic function of the image of \( \sigma \). Then we get
\[
W_\gamma(u) - W_{\gamma'}(u) = \lim_{r \to \infty} \langle \xi(u) X_r(S) \rangle_0 = i\hbar \lim_{r \to \infty} \langle X_r(\xi(u)) \rangle_0 = 0,
\]
under the assumption that \( u \) does not belong to \( \sigma \).

5.3.3.3. The trivial Poisson sigma model on the upper half-plane. Consider now the action (5.3.5) where \( \Sigma = \mathbb{H} \). As a boundary condition, we impose that the 1-form \( \eta \) vanishes when restricted to the boundary \( \partial \mathbb{H} = \mathbb{R} \times \{0\} \). The Lie algebra acting on the space of fields is given by 0-forms on \( \mathbb{H} \) vanishing on \( \partial \mathbb{H} \). The BRST complex can then be defined exactly as before and we can choose the same gauge-fixing function. We define the superpropagator as in (5.3.9) with the difference that we will denote it by \( \vartheta \) instead of \( \theta \) in order to avoid any confusion.

**Lemma 5.3.15.** If we choose the Euclidean metric, then
\[
\vartheta = \frac{d\phi_h}{2\pi},
\]
where \( d \) denotes the differential on \( C_2(\mathbb{H}) \) and \( \phi_h(z, w) \) denotes the angle between the vertical line through \( w \) and the geodesic joining \( w \) to \( z \) in the hyperbolic Poincaré metric (recall Figure 4.3.4).
Proof. The Green function $G_{0}^{\mathbb{H}^2}$ of the Laplacian on $\mathbb{H}^2$ is the restriction to $\mathbb{H}^2$ of the Green function of the Laplacian on $\mathbb{R}^2$ plus a harmonic function such that the sum satisfies the boundary conditions. In complex coordinates, we need $G_{0}^{\mathbb{H}^2}(w, z) = 0$ whenever $w$ is real. This can be done by setting

$$G_{0}^{\mathbb{H}^2}(w, z) = G_0(w, z) - G_0(\bar{w}, z).$$

Then we get

$$\vartheta(z, w) = \theta(z, w) - \theta(z, \bar{w}).$$

Since the hyperbolic angle is given by

$$\phi_h(z, w) = \frac{1}{2i} \log \left( \frac{(z - w)(\bar{z} - w)}{(\bar{z} - \bar{w})(z - \bar{w})} \right),$$

we conclude the claim. □

Remark 5.3.16. Note that $\vartheta$ is the generator of $H^1(C_2(\mathbb{H}^2), \mathbb{H}^2 \times \partial\mathbb{H}^2; \mathbb{Z})$.

5.3.3.4. Generalizations. We can also consider a collection of $n$ 0-forms $\xi_i$ and $n$ 1-forms $\eta_i$ with $i = 1, \ldots, n$. Then we want to look at the action

$$\int_{\Sigma} \eta_i d\xi^i.$$

We can also think of $\xi$ and $\eta$ as forms taking values in $\mathbb{R}^n$. The Lie algebra $\mathfrak{g}$ of symmetries will then consist of the direct sum of $n$ copies of the previous one; in other words it will be the abelian Lie algebra of $\mathbb{R}^n$-valued 0-forms. Let $c_i$ for $i = 1, \ldots, n$ denote the generators of the algebra of functions of $\Pi\mathfrak{g}$. Then we can define the BRST operator through $\delta \xi^i$ and $\delta \eta_i = c_i$. If we choose the gauge-fixing function to be $F_i(\xi, \eta) = d^* \eta_i$, everything remains the same as before. In particular, we can again introduce superfields $\xi^i := \xi^i - d^* c_i$ and $\eta_i := c_i + \eta_i$ and compute the superpropagator

$$\langle \xi^i(z) \eta_j(w) \rangle_0 := \begin{cases} i\hbar \theta(z, w) \delta^i_j, & \text{on } \mathbb{R}^2 \\ i\hbar \theta(z, w) \delta^i_j, & \text{on } \mathbb{H}^2 \end{cases}$$

Another generalization can be done by dropping the assumption that the 0-form field vanishes at infinity. More precisely, we denote by $X^i$ a collection of maps to $\mathbb{R}^n$ with no conditions on the boundary or at infinity and consider the action

$$S = \int_{\Sigma} \eta_i dX^i,$$

where $\Sigma$ is either $\mathbb{R}^2$ or $\mathbb{H}^2$ and the $\eta_i$s are 1-forms vanishing on the boundary and at infinity. Critical points are then pairs of constant maps together with closed 1-forms. They will be also degenerate modulo the action of the abelian Lie algebra of 0-forms. However, the degeneracy will be of a very simple type as it is parametrized by the finite-dimensional manifold $\mathbb{R}^n$. In fact, it is enough to choose a measure on $\mathbb{R}^n$ and impose Fubini’s theorem. We will choose a delta-measure peaked at a point $x \in \mathbb{R}^n$ and require $X$ to map the point $\infty$ to $x$. Note that if we write $X^i = x^i + \xi^i$, the $\xi^i$ vanish at infinity and everything is reduced to the previous case.

A final generalization is to replace $\mathbb{R}^n$ by a manifold $M$. We think of $X^i$ as a local coordinate expression of a map $X: \Sigma \rightarrow M$. For the action to be covariant, we need to assume that $\eta(u)$
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for \( u \in \Sigma \) is the local coordinate expression of a 1-form on \( \Sigma \) taking values in the cotangent space of \( M \) at \( X(u) \). In particular, we assume \( \eta \in \Gamma(\Sigma, T^*\Sigma \otimes X^*T^*M) \). The space of fields \( \mathcal{M} \) can then be identified with the space of vector bundle maps \( T\Sigma \to T^*M \) and the action can be invariantly written as

\[
S = \int_\Sigma \langle \eta, dX \rangle,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the canonical pairing between the tangent and cotangent bundle of \( M \) and \( dX \) denotes the differential of the map \( X \) regarded as a section of \( T^*\Sigma \otimes X^*T^*M \). if we also require \( X \) to map the point \( \infty \) to a given point \( x \in M \), we can expand around critical points by setting \( X = x + \xi \) with \( \xi : \Sigma \to T_xM \) and by regarding \( \eta \) as a 1-form taking values in \( T^*_xM \). Choosing local coordinates, we can identify \( T^*_xM \) with \( \mathbb{R}^n \), where \( n = \dim M \), and reduce everything to the previous case.

We also allow \( \Sigma \) to be any 2-manifold. The previous discussion will change drastically if \( \Sigma \) is not simply connected, as the space of solutions modulo symmetries, with \( X = x \), will now be parametrized by \( H^1(\Sigma, T^*_xM) \) and one has to choose a measure on this vector space as well.

5.4. The Poisson sigma model

Next we want to look at deformations of the trivial Poisson sigma model as discussed before. Here, we will describe how the action of the Poisson sigma model is expressed in order to derive Kontsevich’s star product out of it.

5.4.1. Formulation of the model. We want to formulate a deformation of the action functional without introducing extra structure on \( \Sigma \) (which is either \( \mathbb{R}^2 \) or \( \mathbb{H}^2 \)). Therefore, the terms we are allowed to add must be 2-forms on \( \Sigma \) given in terms of the fields \( X^i \) and \( \eta_i \). In particular, they need to be linear combinations of terms \( \alpha^{ij}(X)\eta_i\eta_j \), \( \beta^{ij}(X)\eta_i\,dx^i \) and \( \gamma_{ij}(X)dX^idX^j \). Note that we are not considering a term of the form \( \phi^i(X)d\eta_i \), since integration by parts reduces it to a term of the second type. The second and third terms can be absorbed by a redefinition of \( \eta \) adding to it terms linear in \( \eta \) and \( dX \). Hence, modulo field redefinitions, the most general deformation of the action has the form

\[
S = \int_\Sigma \left( \eta_i \, dX^i + \frac{1}{2} \alpha^{ij}(X)\eta_i\eta_j \right) + O(\epsilon^2),
\]

where \( \epsilon \) is the deformation parameter (here typically \( \epsilon = \frac{\hbar}{2} \)) and \( \alpha^{ij} \) is assumed to be skew-symmetric.

Remark 5.4.1. We want to show that it makes sense to only consider those deformations in which the \( \alpha^{ij} \) are the components of a Poisson bivector field and that the BRST formalism is only available if the Poisson structure is affine.

Recall that the BRST operator before acted by \( \delta X^i = 0, \delta \eta_i = dc_i \) and \( \delta c_i = 0 \), with \( c \in \Pi g \) and \( g = \Omega^0(\Sigma, \mathbb{R}^n) \). We would like to deform the trivial \( \delta \) such that \( \delta S = O(\epsilon^2) \) for the new \( S \). Note that we will only consider the restriction of \( \delta \) to \( \mathcal{M} \times \Pi g \) as its restriction to \( g^* \times \Pi g \) needs no deformation.
Lemma 5.4.2. Modulo field redefinitions, there is a unique BRST operator deforming the trivial one such that $\delta S = O(\epsilon^2)$ and $\delta^2 = O(\epsilon^2) + R$ with $R$ vanishing at critical points. It acts by

$$\delta X^i = -\epsilon \alpha^{ij}(X)c_j + O(\epsilon^2),$$
$$\delta \eta_i = dc_i + \epsilon \partial_i \alpha^{jk}(X)\eta_j c_k + O(\epsilon^2),$$
$$\delta c_i = -\frac{1}{2} \epsilon \partial_i \alpha^{jk}(X)c_j c_k + O(\epsilon^2).$$

Moreover, $R$ vanishes on the whole $\mathcal{M} \times \Pi \mathfrak{g}$ if $\alpha$ is at most linear.

Proof. Recall that $\delta$ applied to $X$ or $\eta$ must be linear in the ghost variables $c$. Hence, the most general deformation of $\delta$ (without adding any extra structure on $\Sigma$) is of the form

$$\delta X^i = \epsilon v^{ij}(X)c_j + O(\epsilon^2),$$
$$\delta \eta_i = dc_i + \epsilon \left( a^{jk}(X)\eta_j c_k + b^i_j(X)dc_j + d^k_{ij}(X)dX^j c_k \right) + O(\epsilon^2),$$

for some functions $v^{ij}$, $a^{jk}$, $b^i_j$ and $d^k_{ij}$ on $\mathbb{R}^n$. Thus, we get

$$\delta S = \epsilon \int_{\Sigma} \left( (a^{jk}_i(X)\eta_j c_k + b^i_j(X)dc_j + d^k_{ij}(X)dX^j c_k) dX^i \right.$$
$$\left. + \eta_i(dX^r \partial_r v^{ij}(X)c_j + v^{ij}(X)dc_j + \alpha^{ij}(X)dc_i \eta_j) \right) + O(\epsilon^2).$$

As the identity $\delta S = O(\epsilon^2)$ must hold for any $\eta$, we get the following two equations

(5.4.1) \quad a^{jk}_i(X)\eta_j c_k + b^i_j(X)dc_j + d^k_{ij}(X)dX^j c_k = 0,

(5.4.2) \quad \int_{\Sigma} \left( b^i_j(X)dc_j + d^k_{ij}(X)dX^j c_k \right) dX^i = 0.

In particular, if we choose $X$ to be the constant map (with value $x$), we deduce from (5.4.1) that

$$v^{jk}(x)dc_k + \alpha^{jk}(x)dc_k = 0,$$

and since this has to hold for any $c$, we have

$$\alpha^{jk} = v^{jk}.$$

Plugging into (5.4.2), we get

$$a^{jk}_i(X)c_k dX^i - dX^i \partial_i \alpha^{jk}(X)c_k = 0,$$

and since this has to hold for all $c$ and $X$, we get

$$a^{jk}_i = \partial_i \alpha^{jk}.$$

Using integration by parts, (5.4.2) gives

$$\int_{\Sigma} \left( -dX^r \partial_r b^i_j(X)c_j + d^k_{ij}(X)dX^j c_k \right) dX^i = 0,$$

and since this has to hold for all $X$ and $c$, we finally get

$$d^k_{ij} = \partial_j b^k_i.$$
Hence, we have shown that
\[ \delta X^i = -\epsilon \alpha^{ij}(X)c_j + O(\epsilon^2), \]
\[ \delta \eta_i = dc_i + \epsilon \left( \partial_i \alpha^{jk}(X)\eta_j c_k + d(b^j_i(X)c_j) \right) + O(\epsilon^2), \]
which, after redefinition \( c_i \mapsto c_i - \epsilon b^j_i(X)c_j + O(\epsilon^2) \), gives the first two equations in Lemma 5.4.2. For the last equation, we recall that the BRST operator on \( c \) must be quadratic in \( c \), so its general form is
\[ \delta c_i = \frac{1}{2} \epsilon f^{jk}_i(X)c_j c_k + O(\epsilon^2). \]
To determine the structure functions \( f^{jk}_i \), we can compute \( \delta^2 \). Note that \( \delta^2 X^i = \delta^2 c_i = O(\epsilon^2) \).

At a critical point (where \( dX^i = O(\epsilon^2) \)) the third summand of the last equation vanishes. Thus, \( \delta^2 = O(\epsilon^2) \) at critical points implies that
\[ f^{jk}_i = -\partial_i \alpha^{jk}, \]
which proves the last equation in Lemma 5.4.2. Note also that
\[ \delta^2 \eta_i = -\frac{1}{2} \epsilon dx^r \partial_r \partial_i \alpha^{jk}(X)c_j c_k, \]
which is zero (not only at critical points) whenever \( \alpha \) is at most linear. \( \square \)

Next, we want to extend deformations beyond the first order in \( \epsilon \). Even without knowing the following terms, we can already state the following Lemma.

**Lemma 5.4.3.** \( \delta^2 = O(\epsilon^3) \) at critical points only if \( \alpha \) is Poisson.

**Proof.** Note that we have
\[ \delta^2 X^i = -\epsilon^2 \left( \alpha^{rk}(X)c_k \partial_r \alpha^{ij}(X)c_j + \frac{1}{2} \alpha^{ij}(X) \partial_r \alpha^{rj}(X)c_r c_j \right) + O(\epsilon^3). \]
Since this has to hold for all \( c \), we get the Jacobi identity for \( \alpha \). \( \square \)

**Remark 5.4.4.** It is in fact possible to prove, under the assumption that \( \alpha \) is Poisson, that this deformation is not only infinitesimal. In particular, we have the following theorem.

**Theorem 5.4.5.** Given a Poisson bivector field \( \alpha \), the odd vector field
\[ \delta X^i = -\epsilon \alpha^{ij}(X)c_j, \]
\[ \delta \eta_i = dc_i + \epsilon \partial_i \alpha^{jk}(X)\eta_j c_k, \]
\[ \delta c_i = -\frac{1}{2} \epsilon \partial_i \alpha^{jk}(X)c_j c_k, \]
is cohomological for \( \alpha \) at most linear or at critical points for all \( \epsilon \). Moreover,

\[
S := \int_{\Sigma} \left( \eta_i \, dX^i + \frac{1}{2} \epsilon \alpha^{ij}(X) \eta_i \eta_j \right)
\]

is \( \delta \)-closed for all \( \epsilon \).

**Exercise 5.4.6.** Prove Theorem 5.4.5.

**Remark 5.4.7.** The geometrical meaning of Theorem 5.4.5 is that there is a distribution of vector fields on \( \mathcal{M} \) under which the action is invariant. In general, this distribution is involutive only on the submanifold of critical points of \( S \). It is involutive on the whole of \( \mathcal{M} \) whenever \( \alpha \) is at most linear and in this case it can be regarded as the free, infinitesimal action of a Lie algebra. The action \( S \) can be generalized to the case when one wants to consider a Poisson manifold \((M, \alpha)\) instead of \( \mathbb{R}^n \). For this, one regards \( X \) as a map \( \Sigma \rightarrow M \) and, for a given map \( X \), \( \eta \) is taken to be a section of \( T^\ast \Sigma \otimes X^*T^\ast M \). If \( \langle \ , \ \rangle \) denotes the canonical pairing between the tangent and cotangent bundle of \( M \) and by \( \alpha^\# \) the bundle map \( T^\ast M \rightarrow TM \) induced by the Poisson bivector field \( \alpha \) (see also Section 3.2.1), we can write

\[
S = \int_{\Sigma} \left( \langle \eta, dX \rangle + \frac{1}{2} \epsilon \langle \eta, \alpha^\# \eta \rangle \right).
\]

**5.4.2. Observables.** For the case when \( \Sigma = \mathbb{H}^2 \), \( c \) has to vanish on the boundary. This implies that \( \delta X(u) = 0 \) for \( u \in \partial \Sigma \). Hence, we get

\[
O_{f_1, \ldots, f_k; u_1, \ldots, u_k} := f_1(X(u_1)) \cdots f_k(X(u_k)),
\]

\[
f_1, \ldots, f_k \in C^\infty(\mathbb{R}^n), \quad u_1, \ldots, u_k \in \partial \Sigma \cong \mathbb{R}, \quad u_1 < \cdots < u_k,
\]

are observables, i.e. \( \delta \)-closed functions. In [CF00] it was shown that with the gauge-fixing \( d^* \eta = 0 \) for the Euclidean metric on \( \Sigma \), one has

\[
\langle O_{f_1, \ldots, f_k; u_1, \ldots, u_k} \rangle(x) = f_1 \star \cdots \star f_k(x),
\]

where \( \langle \ ) \rangle(x) \) denotes the expectation value for \( X(\infty) = x \) (and expanding only around the trivial critical solution \( X = x, \eta = 0 \)) while \( \star \) denotes Kontsevich’s star product for the given Poisson structure. In the next section will derive this result for the case when \( \alpha \) is at most linear so that the BRST formalism is available.

**5.5. Deformation quantization for affine Poisson structures**

An affine Poisson structure on \( \mathbb{R}^n \) is given by a Poisson bivector field \( \alpha \) which is at most linear. The linear part \( \alpha \) gives the dual of \( \mathbb{R}^n \) a Lie algebra structure while the constant part is a 2-cocycle in the Lie algebra cohomology with trivial coefficients. Let us denote this Lie algebra by \( h \). The fields of the Poisson sigma model for an affine Poisson structure are then a map \( X : \Sigma \rightarrow h^\ast \) and a 1-form \( \eta \) on \( \Sigma \) with values in \( h \). Since \( h \) is a Lie algebra, we can regard \( \eta \) as a connection 1-form on the trivial principal bundle \( P \) over \( \Sigma \) (with gauge group any Lie group whose Lie algebra is \( h \)). For definiteness, we will fix \( \Sigma \) to be \( \mathbb{H}^2 \) and we will
require \( \eta \) to vanish at infinity and on the boundary. The action is then given by

\[
S = \int_\Sigma \left( \eta_i \, dX^i + \frac{1}{2} \alpha^{ij}(X) \eta_i \eta_j \right),
\]

where

\[
\alpha^{ij}(x) = \chi^{ij} + x^k f^{ij}_k
\]

is the given affine Poisson structure on \( \mathfrak{h}^* \). Using integration by parts, we can also rewrite it as

\[
S = \int_\Sigma \left( \langle X, F_\eta \rangle + \frac{1}{2} \chi(\eta, \eta) \right),
\]

where \( \langle \ , \ \rangle \) denotes the canonical pairing between \( \mathfrak{h} \) and \( \mathfrak{h}^* \) while

\[
(F_\eta)_i = d\eta_i + \frac{1}{2} f_i^{jk} \eta_j \eta_k
\]

is the curvature 2-form of the connection 1-form \( \eta \). Note that there is a Lie algebra \( \mathfrak{g} \), which as a vector space consists of functions \( \Sigma \to \mathfrak{h} \) vanishing at infinity and on the boundary, that acts on the space of fields \( \mathcal{M} \) and leaves the action invariant. The BRST operator on \( \mathcal{M} \times \Pi \mathfrak{g} \) has the form as in Theorem 5.4.5 with \( \epsilon = 1 \). Geometrically, we can regard \( \mathfrak{g} \) as the Lie algebra of infinitesimal gauge transformations of the principal bundle \( P \); the field \( \eta \) actually transforms as a connection 1-form, while \( X \) transforms as a section of the coadjoint bundle in case \( \chi = 0 \). For \( \chi \neq 0 \), we can regard \( X \oplus 1 \) as a section of the coadjoint bundle for the Lie algebra \( \hat{\mathfrak{h}} \cong \mathfrak{h} \oplus \mathbb{R} \) obtained by central extension of \( \mathfrak{h} \) through \( \chi \). The BRST operator on \( \Pi \mathfrak{g}^* \times \mathfrak{g}^* \) has the usual form (5.3.4).

5.5.1. **Gauge-fixing and Feynman diagrams.** Choose a metric on \( \Sigma \) and define the gauge-fixing function \( F(X, \eta) = d^* \eta \). The gauge-fixing fermion is given by

\[
\Psi_F = \int_\Sigma \langle \bar{c}, d^* \eta \rangle
\]

and the gauge-fixed action is given by

\[
S_F = \int_\Sigma \left( \eta_i \, dX^i + \frac{1}{2} \alpha^{ij}(X) \eta_i \eta_j + \lambda^i d^* \eta_i - \bar{c} \, d^* \left( d\epsilon_k + \partial_k \alpha^{ij}(X) \eta_i \eta_j \right) \right).
\]

Fix the value of \( X \) at infinity to be given by \( x \). We write \( X = x + \xi \), where the field \( \xi \) has to vanish at infinity. We can observe that \( S_F \) has the same form as (5.2.7) (with \( y \) the collection of \( \xi, \bar{c}, \lambda \) and \( z \) the collection of \( \eta, c \)). Hence, we can write \( S_F = S_0 + S_1 \) with

\[
S_0 = \int_\Sigma \left( \eta_i \, dX^i + \lambda^i d^* \eta_i - \bar{c} \, d^* \, d\epsilon_k \right),
\]

\[
S_1 = \int_\Sigma \left( \frac{1}{2} \alpha^{ij}(x + \xi) \eta_i \eta_j - \bar{c} \, d^* \left( \partial_k \alpha^{ij}(x + \xi) \eta_i \eta_j \right) \right),
\]
and regard $S_1$ as a perturbation of $S_0$. If we consider superfields $\xi$ and $\eta$ as in (5.3.8), we can write

$$S_1 = \int_{\Sigma} \frac{1}{2} \alpha^{ij}(x + \xi)\eta_i \eta_j,$$

where integration on $\Sigma$ is understood to select the 2-form component.

**Remark 5.5.1.** This shows that as long as the considered observables can be written as functions of the superfields and expectation values are computed in terms of the superpropagators (5.3.10). If we denote the superpropagator graphically as an arrow from $\eta$ to $\xi$, the perturbation $S_1$ is represented by the two vertices as in Figure 5.5.1 with the bivalent vertex corresponding to $\alpha^{ij}(x) = \chi^{ij} + x^k f^{ij}_k$ and the trivial vertex corresponding to the structure constants.

![Figure 5.5.1. The two vertices](image)

Let us now consider the observable $O_{f_1,\ldots,f_k;u_1,\ldots,u_k}$ as in Section (5.4.2). As the evaluation point, i.e., integration along a 0-cycle, is understood to select the 0-form component of a differential form, we can write

$$O_{f_1,\ldots,f_k;u_1,\ldots,u_k} := f_1(x + \xi(u_1)) \cdots f_k(x + \xi(u_k)),$$

$$f_1,\ldots,f_k \in C^\infty(\mathbb{R}^n), \quad u_1,\ldots,u_k \in \partial \Sigma \cong \mathbb{R}, \quad u_1 < \cdots < u_k.$$

Computing then the expectation value $\langle O_{f_1,\ldots,f_k;u_1,\ldots,u_k}(x) \rangle$, we only need the superpropagator. The Feynman diagrams then have three kind of vertices:

1. bivalent vertices in the upper half-plane corresponding to $\alpha^{ij}(x)$,
2. trivalent vertices in the upper half-plane corresponding to $f^{ij}_k$,
3. $\ell$-valent vertices with $\ell \geq 0$ with only incoming arrows at one of the boundary points $u_i$ corresponding to the $\ell$-th derivative of $f_i$.

Recall that the normal ordering excludes all graphs containing a tadpole (i.e. an edge starting and ending at the same vertex). The combinatorics prevents automatically vacuum subgraphs (see Figure 5.5.2 for examples).

For the case when $k = 2$ and considering the gauge-fixing $d^*\eta = 0$ with respect to the Euclidean metric on $\mathbb{H}^2$, i.e. with the superpropagator determined by the 1-form $\vartheta$ as in Lemma 5.3.15, we get

$$\langle O_{f,g;0,1}(x) \rangle = f \star g(x),$$

(5.5.1)

where $\star$ denotes Kontsevich’s star product for the given affine Poisson structure.

**Exercise 5.5.2.** Prove (5.5.1).
5.5.2. Independence of the evaluation point. We want to give a formal proof of the independence of the expectation values of $O_{f_1,\ldots,f_k;u_1,\ldots,u_k}$ from the points $u_1,\ldots,u_k$. Note first that

$$f(X(v)) - f(X(u)) = \int_u^v dX^i \partial_i f(X) = \int_u^v \left( dX^i + d^* \lambda^i \right) \partial_i f(X) - \delta \Phi,$$

where

$$\Phi := \int_u^v d^* \bar{c} \partial_i f(X).$$

Let $(\omega_r)$ be a sequence of 1-forms on $\Sigma$ vanishing on the boundary and at infinity that converges to the measure concentrated on the interval $(u,v) \in \Sigma$. Denoting by $(a,b)$, with $b \geq 0$, the coordinates on $\Sigma = \mathbb{H}^2$, a possible choice for this sequence is

$$\omega_r(a,b) = rb \exp(-rb^2/2) \chi_r(a) da,$$

where $(\chi_r)$ is a sequence of smooth, compactly supported functions converging almost everywhere to the characteristic function of the interval $(u,v)$. Let $Y_{f,r}$ be the local vector field on $\tilde{M}$ corresponding to the infinitesimal displacement of $\eta_i$ by $\omega_r \partial_i f(X)$. Then

$$f(X(v)) - f(X(u)) = \lim_{r \to \infty} Y_{f,r}(S_F) - \delta \Phi.$$

If $O$ is a BRST-observable depending on the fields outside the closed interval $[u,v]$, we get

$$\langle (f(X(v)) - f(X(u)))O \rangle = i\hbar \lim_{r \to \infty} \langle Y_{f,r}(O) \rangle - \langle \delta(\Phi O) \rangle = 0.$$

5.5.3. Associativity. The independence of the evaluation points gives us

$$\lim_{v \to u^+} \langle O_{f,g,h;u,v,w} \rangle_0(x) = \lim_{v \to u^-} \langle O_{f,g,h;u,v,w} \rangle_0(x).$$

The left hand side corresponds intuitively to evaluating first the expectation value of $O_{f,g;u,v}$, then replacing the result at $u$ and finally computing the expectation value of $O_{f,g,u,v, w}$. The result is then $(f * g) * h$. Repeating the computation on the right hand side, we get $f * (g * h)$. This rather formal argument explains why one should expect the star product defined by the Poisson sigma model to be associative.
5.6. The general construction

We want to also state the theorem for general Poisson structures on $\mathbb{R}^d$. However, we will not provide a proof of the general construction here since one needs the more general gauge formalism provided by Batalin and Vilkovisky.

5.6.1. The theorem of Cattaneo–Felder.

Theorem 5.6.1 (Cattaneo–Felder[CF00]). Consider the Poisson manifold $(\mathbb{R}^d, \pi)$ with Poisson structure $\pi$ together with the corresponding Poisson sigma model on a disk $D$. The fields are then given by a map $X : D \to \mathbb{R}^d$ and a 1-form $\eta \in \Gamma(D, T^*D \otimes X^* T^* \mathbb{R}^d)$ with boundary condition $\eta \big|_{S^1} = 0$. Moreover, let $0, 1$ and $\infty$ be cyclically ordered points on $\partial D = S^1$, i.e. if we start at 0 and move counterclockwise on $S^1$ we will first meet 1 and then $\infty$ (see Figure 5.6.1), and impose the condition $\eta(\infty) = 0$. Then Kontsevich’s star product between two functions $f, g \in C^\infty(\mathbb{R}^d)$ evaluated at the point $x = X(\infty) \in \mathbb{R}^d$ is given by

$$f \star g(x) = \int_{X(\infty) = x} f(X(1))g(X(0))\exp(iS(X, \eta)/\hbar)\mathcal{D}[X]\mathcal{D}[\eta],$$

where the right hand side should be understood by perturbative expansion in terms of Feynman diagrams.

Remark 5.6.2. The global field theoretic approach was given in [CMW20] using cutting and gluing methods for manifolds with boundary by introducing a formal global action as more generally developed in [CMW19]. Moreover, also the case for manifolds with corners was covered. The main gauge formalism that was used is known as the BV-BFV formalism [CMR14; CMR17; CM20], which can be seen as an extension of the Batalin–Vilkovisky formalism for manifolds with boundary. A first approach to a global formulation of the Poisson sigma model on closed manifolds using the Batalin–Vilkovisky formalism was given in [BCM12].

![Figure 5.6.1. Cyclically ordered points on $\partial D = S^1$](image)

5.6.2. Other similar constructions. The way of using quantum field theory to obtain certain mathematical constructions has been proven to be a very interesting and deep method relating seemingly purely mathematical constructions to physics. Other examples include Witten’s famous construction to obtain the 4-manifold invariants described by Donaldson [Don83] using a certain deformation of the supersymmetric Yang–Mills action and a special type of observables [Wit88]. Computing the expectation value of this observable with respect
to the theory formulated by this special action, one can recover the Donaldson polynomials of the given 4-manifold. Another important and surprising result of Witten [Wit89] was that the expectation value of a Wilson loop observable representing a given knot with respect to the Chern–Simons action [CS74; AS91; AS94] will give the Jones polynomial [Jon85] of the knot, which is an important knot invariant. These results have lead to many mathematical conjectures, deeper insights in physics and created a whole new perspective towards the interplay between mathematics and quantum field theory.
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