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Abstract—Amidst the rapid growth of fashion e-commerce, remote fitting of fashion articles remains a complex and challenging problem and a main driver of customers’ frustration. Despite the recent advances in 3D virtual try-on solutions, such approaches still remain limited to a very narrow – if not only a handful – selection of articles, and often for only one size of those fashion items. Other state-of-the-art approaches that aim to support customers find what fits them online mostly require a high level of customer engagement and privacy-sensitive data (such as height, weight, age, gender, belly shape, etc.), or alternatively need images of customers’ bodies in tight clothing. They also often lack the ability to produce fit and shape aware visual guidance at scale, coming up short by simply advising which size to order that would best match a customer’s physical body attributes, without providing any information on how the garment may fit and look. Contributing towards taking a leap forward and surpassing the limitations of current approaches, we present FitGAN, a generative adversarial model that explicitly accounts for garments’ entangled size and fit characteristics of online fashion at scale. Conditioned on the fit and shape of the articles, our model learns disentangled item representations and generates realistic images reflecting the true fit and shape properties of fashion articles. Through experiments on real world data at scale, we demonstrate how our approach is capable of synthesizing visually realistic and diverse fits of fashion items and explore its ability to control fit and shape of images for thousands of online garments.

I. INTRODUCTION

Online fashion shopping plays a prime role in many people’s lives today. Virtual stores enable consumers to conveniently shop from home and quickly browse a large assortment of articles. Fashion is indeed an instant language and a strong way of self-expression. Wearing clothes allows individuals to express who they are or feel to be. Throughout our diverse cultural heritage and modern world, a person’s attire remains an essential code to their culture, class, personality, diversity, and even faith. In fact, the formality of clothing might not only influence the way others perceive a person, but most importantly on how people perceive themselves.

In online fashion, however, the absence of feel and touch and physical examination of items creates major hurdles as for fashion it is especially crucial for consumers to get a trustworthy feeling of how the garment would fit and look on them; even more so for articles coming in various sizes, fits, shapes, and brand specific characteristics, making it desperately hard for a customer to determine the right size and fit for their bodies and personal preferences. To alleviate this problem, online fashion platforms offer various product information including categorical features such as fabric, occasion, length, etc. and visual imagery or video content in different setups. Studies have shown that product visual information (images/videos) plays a vital role in customer’s confidence, click-through rate, and purchase decision [1, 2]. However, due to the high costs in creating quality professional content, product images are often produced for only one single product size that flatters or best fits the fashion model who is wearing it. Alas, often online model body shapes and what fits them best doesn’t necessarily resemble customers’ diverse body shapes and fit preferences. Within this context, being able to see a garment in a different size, fit on a different body shape has game-changing value in supporting customers to understand how the garment would fit and look on them and which size and fit might be the best choice for them.

From a different perspective, recent work has focused on predicting fashion trends by collecting data from fashion weblogs, news sites and magazines, in order to identify actual and future design trends [3]. Being able to visually control a garment’s fit and shape at scale and with low cost creates significant possibilities not only for improving the size and fit characteristics of current designs but also in developing novel fashion that is guaranteed to fit customers at scale.

To that end, in this work we propose a generative framework for realistically conveying physical fit and shape attributes of garments with minimal conditioning, a first in the fashion domain to the best of our knowledge. We denote our approach FitGAN and demonstrate through extensive experimentation with challenging real life data a fundamental baseline that is capable of achieving controllable generation and rich semantically meaningful article representations, disentangling fit and shape properties of complex garments. This work paves the way towards truthfully visualizing size and fit characteristics of fashion articles at scale with low cost (compared to physical simulations and 3D scanning) and can potentially enable fashion designers to visually control fit and shape of garments and create novel fashion designs with algorithmic assistance. As a first step we showcase that we can identify articles in similar fit and shape based on their visual image representation, which can be used for fashion recommendation based on fit and shape preferences.

The contributions of this work are 3-fold:
1. We introduce FitGAN, a generative framework to the fashion domain capable of realistically incorporating the intricate physical fit and shape characteristics of garments at scale with minimal conditioning – a first to our best knowledge;
2. We learn a latent space that is able to disentangle the fit and shape of a garment based on its representation as 2D image. We thoroughly study the class latent representation and show that our method is able to infer the implicit semantic order of the garments’ fit. We also employ rich article representations to investigate the underlying correlations between fit characteristics and other article attributes;
3. We extensively evaluate not only the quality and variety of the generated outputs using well-known GAN metrics,
but also how truthfully an article’s fit and shape characteristics are visualized by our method in two steps. First we leverage a supervised auxiliary model for large-scale evaluation. Then we complement it with a high-fidelity human evaluation, leveraging the knowledge of a domain expert on a small-scale test set.

II. RELATED WORKS

Recently, an emerging body of research addressing the challenging sizing problem in online fashion has been established. Different approaches offer a personalized size recommendation (e.g. recommending size M for shirts) based on customer orders and returns data [4–10] or personal data such as age, height, weight, and less privacy-sensitive data like a reference article [11–13]. Other methods provide article based size advice (e.g. recommending one size smaller than the usual) leveraging orders and returns data [14, 15] or article images and attributes [16]. Further enriching the image based approach of [16], [17] introduced a body-aware visual embedding that captures clothing’s affinity focusing on different body shapes.

Other line of research leverages 3D models and high fidelity garment data to render garments on various body shapes with high level of accuracy [12, 20–24]. However, such approaches mostly depend on accurate 3D scans or digitized production design data that are costly or challenging to acquire.

In the broader computer vision community, Generative Adversarial Networks (GANs) [25] have become the state-of-the-art technique for producing photo-realistic images. Recent advances, most notably StyleGAN [26, 27] have achieved impressive high resolution results by redesigning the generator architecture. Other field of generative models, that has recently seen a lot of advances and promises more stable training, are diffusion models [28–30].

Many recent works using generative models in the context of fashion focus on what is loosely called virtual try-on; given an image of a garment and a target person, the garment is visualized wrapped on the target person with high visual appeal and realism, not necessarily guaranteeing the physical feasibility in the real world. A virtual try-on method using conditional GANs [31] eliminating the dependency on 3D datasets, was first introduced in Viton [32]. Outfit-VITON [33] further overcomes the need for paired dataset and produces higher resolution and quality images, consisting of an entire outfit of multiple reference garments. Tryongan [19] continued the work with unpaired data, while preserving the identity and body shape of the target person, while ADGAN [18] replaces the need of paired dataset with images of persons wearing the same garment in multiple poses, composing the generated result from various input sources. Most of the aforementioned approaches add a segmentation branch to enable wrapping the garment more realistically. The Outfit Renderer [34] instead conditions the GAN on an embedding of multiple garments and a target pose producing realistic images of models wearing entire outfits without controlling the model’s identity or body shape.

Despite achieving highly appealing visual representations, none of these methods are currently able to account for the fit characteristics of the garment, and thus, one can easily end up with visualizations that are impossible in real world where none of the (limited) available size would physically fit as visualized. Although [18, 19] try to implicitly preserve the body shape of the model, by using segmentation and pose keypoints, whether the wrapping of the garment and its fit behaviour is real-world realistic is not evaluated. Figure 1 illustrates examples of limitations of ADGAN [18] and TryOnGAN [19] in fit and shape domain.

III. METHOD

In this section we describe the proposed generative framework for realistically conveying physical fit and shape attributes of garments with flexible backbone and conditionings. Given a dataset of real images, our objective is therefore to be able to sample new examples from this data distribution for which we can control the fit and shape characteristics of the sampled garments. Figure 2 provides a high level overview of the architecture of the method. In what follows, we first discuss the possible backbones for the generative module of the conditional framework; next we discuss how to gain control of the fit attributes through supervised and semi-supervised conditioning approaches; and lastly, we introduce an evaluation method to assess the quality of the generated samples in respect to their fit characteristics.

A. Generative model backbone

The backbone of the proposed framework, a generative model that learns the underlying image distribution and can

![Fig. 1: Limitations of existing approaches. Left: ADGAN [18] fusing original garment with target person outfit into a physically non-existing garment. Right: TryOnGAN [19] altering original garment’s physically designed fit from slim to an unrealistic loose fit for visual appealing.](image1.png)

![Fig. 2: FitGAN framework. Given a dataset of fashion images, we enrich them with supervised and/or unsupervised conditioning and train a generative model to generate new samples from the dataset controllable by the conditioning label.](image2.png)
sample new images conditioned on fit attributes, is by design independent from any specific or custom-made model and can be flexibly swapped using any state-of-the-art models. For the work in hand, we have explored two types of generative models as backbone- generative adversarial networks (GANs) [25] and diffusion models [28]. A generative adversarial network consists of two networks playing the minimax game, whereas a diffusion model gradually adds random noise to data and subsequently learns to reverse the process. Diffusion models have the advantage of a more stable training process as they do not depend on the fickle balance between two adversarial opponents. However, the training process can be both time and resource-consuming, especially for high-resolution images. We demonstrate some lower-resolution samples generated by a diffusion model [30] in Figure 3. Here, we focus on the established GANs, while monitoring future advances in the field of diffusion models.

In a generative adversarial network, the generator $G$ tries to learn the underlying data distribution $p(x)$, mapping a random input vector $z$ to the image space $p(x)$. The discriminator $D$, given an image $x$, predicts whether it comes from the real distribution $p(x)$ or fake distribution $\hat{p}(x)$. Discriminator is trained to maximize the probability of classifying the sample distribution correctly, while generator wants to minimize this probability. The generator and discriminator parameters are optimized to maximize the non-saturating logistic loss:

$$L_{GAN} = E_x[\log D(x)] + E_z[\log(1 - D(G(z)))]$$

Most recently, the StyleGAN architecture [26] has shown impressive high-resolution results on datasets such as human faces [35]. Given the challenges of our problem, discussed in detail in subsection IV-A, and the potential of StyleGAN-ADA [36] we use the latter as one of the promising backbones. StyleGAN-ADA [36] uses additional adaptive domain augmentation to stabilize the training with limited data and is based on StyleGAN2 architecture [27]. As shown in Figure 2, the generator consists of an additional mapping network, which maps the random latent vector $z$ to an intermediate latent space $W$. The sampled intermediate latent vector $w$, also called style code is then injected into the synthesis network at multiple points, using Adaptive Instance Normalization (AdaIN) [37]. This architecture not only results in high image quality, but also provides latent space disentanglement qualities and style-mixing abilities that further benefit our approach, which we explore in subsection IV-C.

### B. Conditioned generation

To control the output of the generative model with respect to fit and shape of the generated garment, we integrate an additional conditioning of the network to the training process. We develop a conditional generative network [31], where an image $x$ is paired with a conditioning label $c$. The conditioning label is provided as input to the generator together with the random input $z$ so that $G(z,c) \rightarrow \hat{p}(x)$. To force the generator to consider the conditioning label, the conditioning label is also provided to the discriminator as an additional input paired with real and fake images so that $D(x,c) \rightarrow y$.

The composition of the conditioning label is flexible based on the specific task at hand.

**Supervised Conditioning:** In order to establish a comprehensive baseline in this domain, we first consider a supervised conditioning approach, where the condition $c$ comes from an annotated dataset, consisting of pairs of real images and their fit and shape attributes. As shown in Figure 2, this approach can be extended by using labels from other sources as well. In this case, the label is represented as a one-hot-encoded vector and fed into each the generator and discriminator via linear layers. The discriminator is trained to maximize, while generator wants to minimize the loss:

$$L_{CGAN} = E_x[\log D(x,c)] + E_z[\log(1 - D(G(z,c)))]$$

**Semi Supervised Conditioning:** The categorical fit and shape labels describe the fit and shape characteristics of a garment, but there are many more relevant aspects to the garments, such as color, pattern, length, sleeve length etc. the labelling of which would be laborious and amplify class imbalance. In order to capture these attributes of garments without the need for explicit supervision, we explore a semi-supervised conditioning approach, inspired by the advances in InfoStyleGAN [38]. The previously introduced supervised categorical label $c_s$ is concatenated with an unsupervised code $c_u$ sampled from a uniform distribution $U[-1,1]$. The dimensionality of the unsupervised code and its sampling distribution can be chosen freely.

The discriminator $D$ no longer receives the conditioning label as input but is instead trained to predict it. Additionally to the network $D$, which also predicts whether an image is real or fake, we train a supervised classifier $C$ with a softmax output to predict the supervised categorical label $c_s$, and an encoder network $E$ with a linear output to predict the continuous conditioning code $c_s$. Both $C$ and $E$ networks share all layers with the discriminator $D$ except for the last one.

The supervised classifier $C$ has two objectives $L_C^s$ and $L_C^f$. Given a pair of real image and its ground-truth label $(x,c_s)$, it is trained to classify the image correctly, whereas the generator is optimized to fool the classifier so that a fake image $\hat{x}$ is classified according to its target conditioning label $c_s$:

$$L_C^s = E_{x,c_s}[-\log C(x,c_s)]$$
$$L_C^f = E_{z,c_s}[-\log C(z,c_s)]$$

The encoder $E$ is trained to correctly reconstruct the unsupervised code $c_u$, given a fake image $\hat{x}$ to classify $G(z,c_u)$:

$$L_E = E_{z\sim p(z),c_u\sim U[-1,1]}[||c_u - E(G(z,c_u))||_2]$$

The final objective of the networks if as follows:

$$L(G) = L_{CGAN} + \gamma L_C^s + \beta L_E$$
$$L(D) = -L_{CGAN} + \gamma L_C^f,$$

where $\gamma$ and $\beta$ are hyperparameters, which control the trade-off between supervision and the generative objective. For exact training details and hyperparameters, please refer to the Supplementary Materials.

---

**Fig. 3:** Generated samples using a diffusion backbone conditioned on fit.

![Generated samples using a diffusion backbone conditioned on fit](image-url)
Fig. 4: **Fit and shape of a garment.** We show a few selected fit (left) and shape (right) categories.

C. Evaluation model

As the main objective of our method is to realistically capture fit and shape characteristics of garments, we train an auxiliary network to evaluate how well the generated images are able to represent fit and shape attributes. The evaluation network is a supervised classification network, which follows the ResNet50 [39] architecture, and is trained on the same dataset as the generative network to classify fit and shape of a garment, given an image of the article and its ground truth label. In order to achieve satisfactory performance with limited training data, we initialize the network with pre-trained weights from a fashion article classification task [40]. The pre-trained layers are followed by a multilayer perceptron with one softmax output layer to classify fit and one to classify shape of the garment. The multilayer perceptron is optimized using Adam optimizer to minimize the cross entropy loss between predicted fit and shape and the corresponding ground truth.

IV. EXPERIMENTS

A. Dataset

We conducted our experiments with a dataset consisting of article images and their corresponding fit and shape descriptions. We focus on the categories of female dresses and jeans and collected around 35,000 and 15,000 articles respectively for each. Each article is pictured as packshot and/or on human model. For detailed number of samples in the dataset, please refer to the Supplementary Materials. The dataset represent real-world cases from a major online e-commerce platform. The articles are annotated by a pool of regularly trained human semi-experts with domain knowledge and the quality of the data is assured with multiple automated checks.

Inspired by [41, 42], experts in fashion design have defined high level types of fit and shape that generalize to different categories of garments. The fit of an article describes the article’s intended distance from the body and can be ordered into 5 levels, from closest to body to furthest. The shape of an article describe the silhouette or the cut and can be one of 6 defined categories. You can see an example of some of these attributes in Figure 4. Please refer to Supplementary Materials for more examples.

As the dataset has been collected from an online platform, where articles are pictured on professional models, the diversity of body shapes and backgrounds in the dataset is limited. The main challenges of this dataset are the following: (1) we have limited amount of articles that have fit or shape label, (2) the label distribution is very imbalanced, with some of the fit and shape combinations having only a handful of samples, (3) information about intricate and elaborate physical fit attributes of garments is compressed in a few categorical labels, which leads to a highly complex task of annotation often resulting in noisy labels. We refer to our data variants in the following sections with the following naming convention; D or J, meaning Dresses or Jeans category followed by P or M, referring to packshot or model images and finally F and/or S to signal fit or shape labels.

B. Conditional Generation

We train a supervised FitGAN described in section III separately on packshot and model images of dresses and jeans. We evaluate whether the output of the GAN is photo-realistic as well as whether the fit and shape attributes are synthesized realistically. To evaluate the network’s outputs, we calculate standard GAN metrics, which can be found in Table I. These metrics mostly focus on the fidelity and variety of the outputs, i.e. how photo-realistic and diverse the images are. Additionally, we inspect the produced output visually to assess the quality of the generated fit and shape aspects of the garments, as in Figure 5.

In most of the inspected network’s outputs we notice that the network learns correlations present in the training data distribution. For example, as seen in Figure 5, as the fit of a dress is conditioned to be more loose, the color lightens. We can also see that oversized dress is styled with boots, whereas tighter fits are styled with pumps. As such implicit entanglements are present in the data distribution. For example, as seen in Figure 5, as the fit of a dress is conditioned to be more loose, the color lightens. We can also see that oversized dress is styled with boots, as such implicit entanglements are present in the data distribution. We further experiment with the semi-supervised conditioning style described in section III to gain more control over the implicit entanglements in the dataset by adding two continuous unsupervised labels to the conditioning. As shown in Figure 6, a pair of jeans conditioned in a supervised manner to be of body-hugging shape, can be further modified in its rise height and color hue by varying the continuous codes, while the underlying body-hugging shape is persistent. We also note that for semi-supervised experiments we extended the generator mapping depth to 8 layers (instead of 2), which seems to have a positive impact on the FID score and Precision.

C. Latent Space Analysis

We study the learnt intermediate latent space $W$ of the supervised FitGAN and how the fit information is encoded in it. More specifically, we investigate whether the fit and shape are encoded in a semantically meaningful way. We compute a class representation as the mean latent vector


**Fig. 6: Semi-supervised shape generation.** For a generated sample of jeans (middle) conditioned on body-hugging shape, we vary the unsupervised conditioning codes, which learn to represent the rise height (left) and color of the jeans (right).

\[
\mu_{wc} \text{ for a class } c. \text{ We obtain this by averaging the latent codes } w \text{ of 10,000 random input vectors conditioned on the class } c. \text{ Figure 7 shows the generated example from mean class representations. We can see that the network correctly encodes fit and shape and also what an average garment with such fit or shape looks like – for example, looser garments tend to have longer sleeve length and lighter color, and body-hugging jeans tend to be darker. One difference between the fit and shape labels is that fit can be ordered into fit levels, where as there is no natural ordinality for shape. In order to validate whether the network’s latent space is able to encode this ordinality, we compute the euclidean distances between the mean latent vector representations } \mu_{wc}. \text{ We observe, that Bodycon fit has a distance of 2.7 to Skinny fit, 3.9 to Regular fit, 4.4 to Loose fit and 5.3 to Oversized fit. This signifies that the implicit order of the fit is represented in the latent space, with an average bodycon fit closer to skinny fit than to regular and so on. This behaviour is consistent across all fit classes. For full results please refer to Supplementary Materials. We note here that these results are produced with a network which was trained to be conditioned solely on the fit attribute in one-hot-encoded form. Therefore we argue that the ordinality is not explicitly given, but rather implicitly understood by the model. On the other hand, in a network that was conditioned only on one-hot-encoded shape attribute, each class representation } \mu_{wc} \text{ is encoded at approximately the same distance from all others.}

We further explore the use of the latent space to find articles in similar fits and shapes. As shown previously, the latent space is able to semantically organize fit of the garments. Therefore our assumption is that articles with similar fits and shapes are located close to each other in the latent space. Figure 8 shows an example of fit and shape aware similarity search, where based on a query article, the articles with the smallest euclidean distance are similar in both fit and shape, as well as other visual characteristics. We note here that similar images are selected from a limited amount of test articles that have been projected to the latent space; the potential application could find even more similar images from a larger catalogue of articles. For more experimentation with similarity search, please refer to the Supplementary Materials.

**TABLE I: Metric evaluation.** We evaluate our results with the standard GAN metrics: Inception Score (IS) [43], Frechet Inception Distance (FID) [44] and Precision and Recall [45]. Networks trained on images of dresses tend to perform better, which might be due to larger amount of available training data. Initial S- stands for supervised model, SS- indicates semi-supervised models.

| Variant | IS ↑ | FID ↓ | Precision ↑ | Recall ↑ |
|---------|------|-------|--------------|---------|
| S-D-P-F | 3.250 | 7.550 | 0.761 | 0.177 |
| S-D-M-F | 2.403 | 12.285 | 0.582 | 0.140 |
| S-J-P-S | 1.658 | 20.675 | 0.513 | 0.003 |
| SS-J-P-S | 1.422 | **4.716** | 0.776 | 0.126 |
| S-J-M-S | 2.380 | 21.728 | 0.606 | **0.184** |
| S-D-P-F+S | **3.651** | 9.733 | 0.698 | 0.171 |

**Fig. 7: Average class representations.** The images display what an average fit and shape looks like in the latent space and surface some entanglements in the dataset, e.g.: looser dress is on average lighter in color with longer sleeves.

**Fig. 8: Finding similar articles.** For a query image (most left) we find articles that are closest in the latent space using Euclidean distance. The distance, article’s fit and shape label are displayed above each image. Retrieved articles have similar fit and shape as well as other visual characteristics.
As we can see in Figure 9, the projected version of the article does change its appearance by applying the style of other fit and shape classes, with fit having a more visible impact on the image than shape. However, the image that is projected to the latent space $W$ and subsequently reconstructed by the generator back to the image space loses some of its details. This suggests that the latent space lacks the ability to encode such details and the generator collapses to a more common node with simple sleeves. For more details on latent space disentanglement, using pre-trained article representations, please see Supplementary Materials.

E. Evaluation

1) Domain Expert Annotation: Although state-of-the-art metrics to evaluate GANs can provide guidance on how realistic the output is, the main goal of FitGAN is to also realistically visualize fit and shape of the garment. We have used an expert in the domain of article fit to annotate real and generated images of dresses with the appropriate fit and shape attribute. We consider the domain expert’s annotations ground truth and compare the accuracy against target generator condition to evaluate the truthful visualization of fit and shape. As shown in Table II, we found that our expert agreed with the training annotations on 73% of real images. As the original training dataset is annotated by trained semi-professionals, we expect this slight deviation from the expert’s opinion. We compare it with the accuracy between expert’s opinion and the target condition label of generated images, which is 47% and 56% for fit and shape attributes of the generated garments respectively. Given that a random generator would be able to generate the right fit and shape 20% and 16.6% of times respectively, we find this result to show that our FitGAN is able to produce realistic fit and shape of garments. Please refer to Supplementary Materials for detailed method of annotation.

To validate our assumption on the value of introducing explicit fit and shape control mechanism in the generator process, we also compare our work to the Outfit Renderer [34], which generates a human model in a given dress, taking as input the dress packshot image and a target pose. This method does not consider any explicit fit and shape information about the garment and we hypothesize that although the garments might appear visually realistic, the actual fit and shape of the garment might not be preserved on the generated human model. We find that our domain expert agrees with the original article fit annotation around 41% of times, and 40% of times with the shape annotation when seeing the generated outfit image. We ask our domain expert to also rate how realistic an image is, details of which can be found in the Supplementary Materials.

2) Automated Annotation: As manual data annotation is a time-consuming and laborious process, we use our auxiliary supervised classification network introduced in subsec- tion III-C to classify fit and shape attributes and evaluate the results on a larger scale. We follow a similar strategy as for the domain expert annotation with larger dataset. We find the classifier reaches similar accuracy to the performance of our domain expert annotator on real images. On generated images, comparing the classifier predictions with the target fit and shape condition, the classifier reaches an accuracy of 54% and 62% on fit and shape respectively. Model trained on human images is less confident on both real images and fake images, as shown in Table II.

V. Conclusion

We introduced a generative framework FitGAN and demonstrated through extensive experiments with real-world data at scale, how such a flexible generative approach can be leveraged to tackle the challenging problem of size and fit in fashion. We demonstrated that FitGAN is capable of explicitly learning internal representations of article specific fit and shape properties built on visual clues from 2D images. We evaluated FitGAN in different scenarios against highly trained fashion expert annotations, pool of regularly trained semi-expert human annotations, and supervised machine classification approaches. We showed solid results on condition the output of a generative network on a limited dataset of categorical fit and shape labels, and explored semi-supervised conditionings at scale, for achieving valuable realistic generation and transformation of an article’s fit and shape in the 2D image space. In order to tackle some of the limitations of the current method, future work will focus on experimenting with different generative models and exploring further semi and self-supervised approaches. This work enables promising future work on improving the latent space to best encode intricate details of the garments, for complex patterns to achieve realistic projection of real images, as well as achieving better disentanglement of other article attributes such as color and pattern, and ensuring that a. the article’s identity is kept throughout conditioning on different fits and shapes, and b. the implicit impact of those attributes are incorporated in the perceived fit and shape.
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