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Abstract

We develop a systematic approach to obtain an effective Lagrangian for 2D non-Abelian topological BF theory. A general expression is presented in a diagrammatic representation containing solely scalar fields. Expressions for the $SU(2)$ and $SU(3)$ effective actions are explicitly stated. In the case of $SU(2)$, we show that the effective action can be interpreted as a winding number. By using the $SU(2)$ effective action, the partition function on a sphere for $SU(2)$ Yang-Mills theory is calculated. Moreover, we generalise the theory to include a source term for the gauge field as well as calculate the vacuum expectation value of the Wilson loop based on the effective theory.
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1. Introduction

Over the past few decades, the study of topological field theories has been important for both mathematics and physics. The key feature of the theories is that observables depend only on the global structure of the space where the theories are defined. Among the field theory models of topological type, the BF theory is of particular interest in many areas in physics. It plays an important role as an alternative theory of gravity [1, 2, 3, 4, 5, 6, 7] and quite recently, it has gained much attention for its topological effects in condensed matter physics [8, 9, 10, 11, 12, 13, 14].

In this paper, we will obtain the effective Lagrangian purely in terms of the scalar field $\phi$ for the BF theory resulting in a theory that is both gauge and Weyl invariant. Our motivation for constructing this model is to be able to generalise the results of [15], [16], and [17] in which it was shown that the Wilson loop for $D$-dimensional Abelian gauge theories could be obtained from a spinning string theory in which the physical degrees of freedom described by the string are electric lines of force. The interaction in this model is not the usual splitting/joining interaction of fundamental string theory but rather (the supersymmetrisation of) a contact interaction that is supported on self-intersections of the string. If the string target space co-ordinates are denoted by $X^\mu(\xi^1, \xi^2)$ where $\xi^i$ are world-sheet parameters for an open string with fixed boundary curve $C$ then $d\Sigma^{\mu\nu}(\xi) = d^2\xi^i e^{ij} \partial_i X^\mu(\xi) \partial_j X^\nu(\xi)$ is an element of area in target space and the contact interaction takes the form

$$\int d\Sigma^{\mu\nu}(\xi) \delta^D (X(\xi) - X(\xi')) \ d\Sigma_{\mu\nu}(\xi')$$ (1)

with a coefficient proportional to the square of the electric charge. Averaging this over fluctuating world-sheets results in the gauge-field propagator
connecting points $X(\xi)$ and $X(\xi')$ when they are on the boundary $C$. We would like to generalise this to non-Abelian gauge theory so at the very least we need to introduce Lie algebra-valued world-sheet degrees of freedom $\phi(\xi)$ to try to reproduce the Lie algebra structure of Yang-Mills propagators

$$\int d\Sigma^{\mu\nu}(\xi) \delta^D (X(\xi) - X(\xi')) \, d\Sigma^{\mu\nu}(\xi') \, \text{tr} (\phi(\xi) \phi(\xi')).$$

As a consequence of the $\delta$-function this interaction is invariant under gauge transformations which are functions on target-space if $\phi$ transforms as $\phi(\xi) \to g(\xi) \phi(\xi) g^{-1}(\xi)$. To construct a string theory describing non-Abelian lines of force we need a Lagrangian to describe the dynamics of $\phi$. This has to be gauge-invariant to preserve the space-time gauge invariance of the contact interaction and Weyl invariant to satisfy the usual organising principle of string theories. It also has to generate the extra interactions of non-Abelian gauge theories which are absent from Abelian ones. A candidate for the dynamics of $\phi$ is the effective Lagrangian for the BF theory we will calculate in this paper. We shall not address here the issue of whether the resulting theory does indeed generate the self-interactions of Yang-Mills theory but simply concentrate on deriving the model and addressing the examples of gauge groups $SU(2)$ and $SU(3)$ relevant to the Standard Model.

A BF theory is a diffeomorphism-invariant gauge theory. On a $D$-dimensional manifold $\mathcal{M}$ ($D \geq 2$) with structure group, a Lie group $G$, the classical action of the non-Abelian BF theory takes the form

$$S = 2 \int_{\mathcal{M}} \text{tr}(B \wedge F)$$

where $B$ is a $(D - 2)$-form in the fundamental representation of $G$. $F$ is a curvature 2-form of a connection 1-form $A$ defined by $F = dA + g[A, A]$. The trace implies a scalar product in the algebra. Notice that the action is topologically invariant because it is independent of the metric. The equations of motion with respect to $B$ and $A$ are

$$F = 0 \quad \text{and} \quad d_AB = 0$$

where $d_A$ is a covariant derivative defined as $d_A = d + g[A, ]$. The action is invariant under local gauge transformation with gauge parameter $\omega$ as

$$\delta A = d_A \omega \quad \text{and} \quad \delta B = [B, \omega] + d_A \eta.$$
The field $\eta$ is a $(D - 1)$-form corresponding to the non-Abelian symmetry of the $B$ field, namely $B$ symmetry which only appears when $D \geq 3$.

In the case $D = 2$, one can express (3) as

$$S = 2 \int_M d^2 \xi \, \epsilon^{ij} \text{tr}(\phi \mathcal{F}_{ij})$$

or equivalently,

$$S[\phi, A] = \int_M d^2 \xi \left( ig A_i A_j f^{ABC} \phi_C - 2 \partial_i \phi A^A_i \right) \epsilon^{ij}$$

where $\mathcal{F}_{ij} = \partial_i A_j - \partial_j A_i + g[A_i, A_j]$ is the field-strength of the gauge field $A$. Both fields $\phi$ and $A$ are elements of a non-Abelian group and so can be written in terms of a set of generators $\{T^R\}$ as $\phi = \phi_R T^R$ and $A = A_R T^R$.

To obtain (7), the boundary term, i.e. $\int d^2 \xi \partial_i (\phi \cdot A_j) \epsilon^{ij}$, is assumed to vanish. Notice that in two dimensions, the $B$ field is a 0-form, thus, it is natural to replace it with the scalar field $\phi$.

The action (6) has a close connection to the Yang-Mills action in two dimensions as they are equivalent in the zero coupling constant limit \cite{18, 19}. This can be seen by adding a quadratic term with coupling constant $e$ to the action and then integrating out the field $\phi$ in the path integral below using Gaussian integration

$$\int D A D \phi \exp \left( 2 \int_M d^2 \xi \left( \epsilon^{ij} \text{tr}(\phi \mathcal{F}_{ij}) + e^2 \sqrt{g} \text{tr}(\phi \phi) \right) \right)$$

$$= \int D A \exp \left( \frac{1}{2e^2} \int_M d^2 \xi \sqrt{g} \text{tr}(\mathcal{F}_{ij}\mathcal{F}^{ij}) \right).$$

The outline of this paper is as follows. In section two, an explicit calculation for the $SU(2)$ effective BF theory is shown. In section three we use the result to give a new derivation of the known expression for the partition function on a sphere of $SU(2)$ Yang-Mills theory. The calculation for obtaining the effective theory is generalised for arbitrary Lie algebras in section four. In section five, we construct a set of diagrams to represent the ingredients appearing in the effective Lagrangian in order to aid our calculation. Using

$${^1}\text{tr}(T^A T^B) = \frac{1}{2} \eta^{AB} \text{ and } [T^A, T^B] = i f^{ABC} T^C$$
the result found in section five we present the explicit form for the $SU(3)$ effective Lagrangian in section six. Finally, in section seven, we investigate the BF model with a source term for a gauge field $A$ as well as calculate the expectation value of the Wilson loop in the effective theory.

2. $SU(2)$ Effective BF Theory

We begin our calculation with the simplest model for the non-Abelian two-dimensional topological field theory, i.e. the BF theory for $SU(2)$. The partition function for this theory is defined as

$$Z = \frac{1}{\text{Vol}} \int D\phi DA \ e^{-S[\phi, A]}$$

where $S[\phi, A]$ is expressed in (7). The functional integral is divided by the volume of the gauge symmetry which is denoted by Vol.

To obtain an effective theory for the scalar field $\phi$, the gauge field $A$ needs to be integrated out. For that purpose, we express all fields in terms of a set of orthonormal bases, i.e. $\hat{\phi}, \hat{E}_+, \text{and } \hat{E}_-$, as

$$\phi^A = \varphi \hat{\phi}^A \quad \text{and} \quad A^A_i = \chi^i \hat{\phi} A^i + a^+_i \hat{E}_+^A + a^-_i \hat{E}_-^A.$$  

Note that these bases are $\xi$-dependent. They are defined throughout the manifold point by point. Obviously, we have chosen a unit vector $\hat{\phi}$ to align in the direction of $\phi$ at each point. In terms of the usual cross products, the $\xi$-dependent bases give the following relations:

$$\hat{\phi} \times \hat{E}_+ = \hat{E}_+, \quad \hat{E}_+ \times \hat{E}_- = \hat{\phi}, \quad \hat{E}_- \times \hat{\phi} = \hat{E}_-.$$  

Substituting (10) into (7), the action takes the form

$$S[\phi, A] = \int_M d^2\xi \left( 2ig\varphi \ a^+_i a^-_j - 2\partial_i \phi A j \hat{\phi} A - 2\partial_i \phi A a^+_j \hat{E}_+^A - 2\partial_i \phi A a^-_j \hat{E}_-^A \right) \epsilon^{ij}.$$  

To obtain the first term, the relations (11) were utilised. Note that the structure constant $f^{ABC}$ is equal to $\epsilon^{ABC}$ for $SU(2)$.

Rewriting all the fields using (10), the measure $DA$ now turns into $D\chi Da^+ Da^-$. Integrating out $\chi$ would generate a constraint via the Dirac delta function as

$$\int D\chi_i \ \exp \left( \int_M d^2\xi \ 2\hat{\phi} A \partial_i \phi A j \epsilon^{ij} \right) = \mathcal{N} \ \prod_{\forall \xi \in M} \varphi^2 \delta^{(2)}(\hat{\varphi}^2) = \mathcal{N} \ \prod_{\forall \xi \in M} \delta^{(2)}(\hat{\varphi}).$$  

(13)
This means $\varphi^2$ (equivalently $|\phi|^2$) is constant throughout the space $\mathcal{M}$.

To proceed with the path integration with respect to the field $a^\alpha_i$ with $\alpha = \pm$, it is better to change the spacetime coordinates $\xi^1$ and $\xi^2$ into complex coordinates which are defined by

$$z = \xi^1 + i\xi^2 \quad \text{and} \quad \bar{z} = \xi^1 - i\xi^2. \quad (14)$$

In these new coordinates, the field $a^\alpha_i$ becomes complex fields $b^\alpha$ where

$$b^\alpha = \frac{1}{2}(a^\alpha + ia^\alpha_2) \quad \text{and} \quad \bar{b}^\alpha = \frac{1}{2}(a^\alpha - ia^\alpha_2). \quad (15)$$

Therefore, the path integral (9) takes the form

$$Z = \frac{1}{\text{Vol}} \int D\phi DbD\bar{b} \prod_{\xi \in \mathcal{M}} \delta^{(2)}(\varphi, \bar{\varphi}) e^{-S[\varphi, b, \bar{b}]} \quad (16)$$

where

$$S[\varphi, b, \bar{b}] = \int_{\mathcal{M}} d^2z \left( -\bar{b}^\alpha 2i g \varphi \epsilon_{\alpha\beta} b^\beta + 2\bar{\partial}\phi_A \hat{E}_A^A b^\alpha \hat{E}_B^A - 2\partial\phi_A \hat{E}_A^A \bar{b}^\alpha \right). \quad (17)$$

We can then use the Gaussian integration formula to integrate out the complex field $b$,

$$\int DbD\bar{b} e^{-\int d^2z(\bar{b}^\alpha M_{\alpha\beta} b^\beta + J_\alpha b^\alpha + J_\alpha \bar{b}^\alpha)} = N_0 e^{-\int d^2z(J_\alpha (M^{-1})^\alpha\beta J_\beta) \prod_{\xi} \det(M)}. \quad (18)$$

According to (17), it is not hard to see that

$$M_{\alpha\beta} = 2ig \varphi \epsilon_{\alpha\beta}, \quad J_\alpha = -2\partial\phi_A \hat{E}_A^A, \quad \text{and} \quad J_\alpha = 2\bar{\partial}\phi_A \hat{E}_A^A. \quad (19)$$

Using the fact that $\epsilon_{ij} \epsilon_{ij} = 2$, the inverse and the determinant of the matrix $M$ are

$$(M^{-1})_{\alpha\beta} = \frac{-i}{4g \varphi} \epsilon_{\alpha\beta}, \quad \text{and} \quad \det(M) = -4g^2 \varphi^2. \quad (20)$$

Consequently, we can express the path integral as

$$Z \sim \int D\phi \prod_{\xi \in \mathcal{M}} \frac{-i}{(g \varphi)^2} \delta^{(2)}(\varphi, \bar{\varphi}) \exp \left[ -\int_{\mathcal{M}} d^2z \frac{i}{g \varphi} \bar{\partial}\phi_A \partial\phi_B (\hat{E}_A^A \epsilon_{\alpha\beta} \hat{E}_B^B) \right]. \quad (21)$$
We can rewrite the term $\hat{E}_\alpha^A \epsilon^{\alpha \beta} \hat{E}_\beta^B$ as

$$
\hat{E}_\alpha^A \epsilon^{\alpha \beta} \hat{E}_\beta^B = \hat{E}_+^A \hat{E}_-^B - \hat{E}_-^A \hat{E}_+^B = (\hat{E}_+ \times \hat{E}_-)_C \epsilon^{ABC}
$$

(22)

which can be evaluated using (11). As a result, the cross product on the right-hand side is simply the unit vector $\hat{\phi}$. Thus, the effective action for two-dimensional SU(2) BF theory can be written as

$$
\int_M d^2 z \frac{i}{g |\phi|^2} \bar{\partial}_A \phi_B \phi_C \epsilon^{ABC}
$$

(23)

or equivalently in the ($\xi^1, \xi^2$) coordinates as

$$
\int_M d^2 \xi \frac{i}{2g |\phi|^2} \partial_i \hat{\phi}_A \partial_j \hat{\phi}_B \epsilon^{ij} \hat{\phi}_C \epsilon^{ABC}.
$$

(24)

Now, let us give an interpretation of the effective action (24). The effective action can be seen as a winding number (up to a constant). To see this, it needs to be noted that the unit vector $\hat{\phi}(\xi)$ maps a point on the manifold $M$ into a point on $S^2$, i.e. $\hat{\phi}: M \rightarrow S^2$. Furthermore, the integrand of the action (24),

$$
\frac{1}{2} \partial_i \hat{\phi}_A \partial_j \hat{\phi}_B \epsilon^{ij} \hat{\phi}_C \epsilon^{ABC},
$$

(25)

is the area element on the target space $S^2$. This can be seen as follows: the variations of the manifold coordinates $\delta \xi^1$ and $\delta \xi^2$ correspond to two infinitesimal tangent vectors $\delta \xi^1 \partial_1 \hat{\phi}$ and $\delta \xi^2 \partial_2 \hat{\phi}$ on $S^2$. The cross product of these two vectors has direction $\hat{\phi}$ and magnitude $\delta A$. Consequently, the triple product, $\delta \xi^1 \delta \xi^2 (\partial_1 \hat{\phi} \times \partial_2 \hat{\phi}) \cdot \hat{\phi}$, is basically an infinitesimal area on the target space $S^2$ as claimed.

The integration over all manifold coordinates $\xi$ of the integrand (25) yields the total area of the unit sphere times an integer corresponding to the winding number $n$ as

$$
\frac{1}{2} \int_{S^2} d^2 \xi \partial_i \hat{\phi}_A \partial_j \hat{\phi}_B \epsilon^{ij} \hat{\phi}_C \epsilon^{ABC} = 4 \pi n.
$$

(26)

Note that the above term is proportional to the effective action (24) as the magnitude of the field $\phi$, $|\phi|$, is constant due to the constraint (13).
3. Partition Function for $SU(2)$ Yang-Mills Theory on Sphere

It is well known that a general expression for partition function for $SU(N)$ Yang-Mills theory on a sphere is

$$Z_{YM}(A) = \sum_R (d_R)^2 \exp \left( - e^2 A C_2(R) \right)$$

where $A$ is an area of the sphere and $R$ is an irreducible representation of $SU(N)$. $d_R$ and $C_2(R)$ are the dimension and the quadratic Casimir of the representation $R$ respectively [20]. For $SU(2)$, the representation $R$ is characterized by a positive half-integer $l$. This yields

$$d_R = 2l + 1 \quad \text{and} \quad C_2(R) = l(l + 1).$$

Therefore, the partition function takes the form

$$Z_{YM}(A) = \sum_{m=0}^{\infty} (m + 1)^2 \exp \left( - \frac{e^2}{4} A ((m + 1)^2 - 1) \right)$$

where $l = m/2$.

Our purpose in this section is to check whether our approach agrees to the known result by re-obtaining the partition function (29) using our effective $SU(2)$ BF theory. To do this, we need to be more careful in integrating out the complex $b$ field in (16) as one may notice that $\varphi^2$ in the determinant [20] will apparently get cancelled out by the Jacobian of the measure $D\phi = \varphi^2 d\varphi d\Omega$ with $\Omega$ denoting a direction of the scalar field. If the previous statement were true, we would not get the prefactor in the formula (29). This implies that the cancellation needs to be partial. It is due to the difference in the degrees of freedom between the scalar field and the vector field.

To put it into clearer perspective, let us evaluate the $SU(2)$ partition function, i.e.

$$Z = \frac{1}{\text{Vol}} \int D\phi D\chi D\bar{\chi} DbD\bar{b} \exp \left( - S[\phi, \chi, \bar{\chi}] - S[\phi, b, \bar{b}] \right)$$

where

$$S[\phi, \chi, \bar{\chi}] = 2 \int_M d^2 z \hat{\phi}_A (\partial^A \bar{\chi} - \bar{D}^A \chi)$$
and $S[\phi, b, \bar{b}]$ is expressed as (17). We then expand all the fields in terms of eigenfunctions of the scalar Laplacian,

$$\nabla^2 u_\lambda = \lambda u_\lambda. \quad (32)$$

Therefore, the expression for the real scalar field $\varphi$ is

$$\varphi = \sum_{\lambda \neq 0} c_\lambda u_\lambda + \varphi_0 \quad (33)$$

where the zero mode term $\varphi_0 = c_0 u_0$ and those for the complex vector fields are

$$b^\alpha = \sum_{\lambda \neq 0} e^{\alpha}_\lambda \partial u_\lambda, \quad \bar{b}^\alpha = \sum_{\lambda \neq 0} \bar{e}^{\alpha}_\lambda \bar{\partial} u_\lambda \quad (34)$$

$$\chi = \sum_{\lambda \neq 0} f_\lambda \partial u_\lambda, \quad \bar{\chi} = \sum_{\lambda \neq 0} \bar{f}_\lambda \bar{\partial} u_\lambda. \quad (35)$$

Note that there is no zero mode expansion for the vector fields as $\partial u_0 = 0$ and $u_\lambda$ forms a complete set of orthonormal basis satisfying

$$\int d^2\xi \sqrt{g} u_\lambda(\xi) u_\lambda'(\xi) = \delta_{\lambda\lambda'} \quad \text{and} \quad \sqrt{g} \sum_\lambda u_\lambda(\xi) u_\lambda(\xi') = \delta^{(2)}(\xi - \xi'). \quad (36)$$

Now, let first take a look at the integral

$$\int D\chi D\bar{\chi} \exp \left( - S[\phi, \chi, \bar{\chi}] \right). \quad (37)$$

By using the basis expansions, the integral (37) takes the form

$$\int |J_1| \prod_\lambda df_\lambda d\bar{f}_\lambda \exp \left( 2 \int d^2z \sum_{\lambda, \lambda'} c_\lambda (\partial u_\lambda \bar{\partial} u_{\lambda'} \bar{f}_{\lambda'} - \bar{\partial} u_\lambda \partial u_{\lambda'} f_{\lambda'}) \right) \quad (38)$$

where $J_1$ is the Jacobian determinant when changing variables from $\chi$ and $\bar{\chi}$ to $f_\lambda$ and $\bar{f}_\lambda$. Therefore, it can be computed by

$$J_1 = \det \left( \frac{\delta(\chi, \bar{\chi})}{\delta(f_\lambda, \bar{f}_\lambda)} \right) \equiv \det(M) \quad (39)$$

The determinant of the matrix can be evaluated from the relation

$$\det(M) = \sqrt{\det(M^\dagger M)}. \quad (40)$$
According to (35), \( \frac{\delta \chi}{\delta f_{\lambda}} = \partial u_{\lambda}(z) \) and \( \frac{\delta \bar{\chi}}{\delta f_{\lambda}} = \bar{\partial} u_{\lambda}(z) \). Therefore,

\[
J_1 = \sqrt{\text{det} \left( \begin{array}{cc}
\int d^2 z \partial u_{\lambda} \partial u_{\lambda}' & 0 \\
0 & \int d^2 z \bar{\partial} u_{\lambda} \partial u_{\lambda}'
\end{array} \right)} = \prod_{\lambda} \lambda, \quad (41)
\]

where (36) was utilised to obtain the last expression and the product is over the non-zero eigenvalues.

When applying the completeness relation (36) to the exponent of (38), it is not hard to see that the integral becomes

\[
\int \prod_{\lambda} (-2i\lambda) d(\text{Re}(f_{\lambda})) d(\text{Im}(f_{\lambda})) \exp (4ic_{\lambda} \text{Im}(f_{\lambda}))
= \int \prod_{\lambda} d(\text{Re}(f_{\lambda}))(4\pi i\lambda) \delta(4c_{\lambda})
= \prod_{\lambda} \text{Vol}(\text{Re}(f_{\lambda}))(-\pi i\delta(c_{\lambda})). \quad (42)
\]

Similar to the expression (13), the above term provides a constraint on the theory via the Dirac delta function \( \delta(c_{\lambda}) \) requiring the modulus of the scalar field \( \varphi \) to be constant, i.e. \( \varphi = \varphi_0 \), throughout the space.

The volume of the real number, \( \text{Vol}(\text{Re}(f_{\lambda})) \), can be cancelled with the volume of the gauge symmetry in (30). To see this, let us apply a particular choice of gauge-fixing to our calculation. We consider a gauge condition that makes the direction of the scalar field, \( \hat{\varphi} \), constant everywhere except for an infinitesimal region. After this gauge has been applied, there is left the residual gauge symmetry which does not alter the direction \( \hat{\varphi} \).

Expanding an infinitesimal gauge transformation parameter \( \omega \) as

\[
\omega = \omega^{\phi_0} \hat{\varphi} + \omega^+ \hat{E}_+ + \omega^- \hat{E}_-
\]

where all components are real, the gauge transformation of the scalar field \( \text{(43)} \) implies that the residual symmetry has \( \omega^\pm = 0 \). Now, let us investigate the effect of this residual symmetry on the gauge field \( \mathcal{A} \) where \( \mathcal{A} \) takes the form

\[
\mathcal{A} = \chi \hat{\varphi} + b^+ \hat{E}_+ + b^- \hat{E}_-.
\]

According to (5), a variation of the gauge field with respect to the residual
gauge transformation is
\[
\delta_\omega A = \partial_\omega + g[A, \omega]
\]
\[
= -i\partial_\phi^\omega \hat{R} - i\omega^\phi \partial_\phi \hat{R} + g\omega^\phi \left( \frac{1}{\sqrt{2}}(b^+ - b^-) \hat{B}_1 + \frac{i}{\sqrt{2}}(b^+ + b^-) \hat{B}_2 \right)
\] (45)
where we have re-defined the bases to be
\[
\hat{R} = i\hat{\phi}, \quad \hat{B}_1 = \frac{1}{\sqrt{2}}(\hat{E}_+ + \hat{E}_-), \quad \hat{B}_2 = \frac{-i}{\sqrt{2}}(\hat{E}_+ - \hat{E}_-).
\] (46)

Note that these bases resemble a set of ordinary unit vectors in three-dimensional sphere in which they obey the following algebras;
\[
[\hat{R}, \hat{B}_1] = \hat{B}_2, \quad [\hat{B}_2, \hat{R}] = \hat{B}_1, \quad [\hat{B}_1, \hat{B}_2] = \hat{R}.
\] (47)

As a result, if the sphere is characterised by the usual polar angle \(\alpha\) and azimuthal angle \(\theta\), the variation (45) becomes
\[
\delta_\omega A = -i\partial_\phi^\omega \hat{R} + \omega^\phi \left( i\frac{\partial \alpha}{\partial z} \sin \theta + \frac{g}{\sqrt{2}}(b^+ - b^-) \right) \hat{B}_1
\]
\[
- i\omega^\phi \left( \frac{\partial \theta}{\partial z} - \frac{g}{\sqrt{2}}(b^+ + b^-) \right) \hat{B}_2.
\] (48)

Comparing the result to the actual variation of the gauge field (44), it implies that a variation of the field \(\chi\) is in the residual gauge orbit when it is real. Remember that the variation of the field \(\chi\) is equivalent to that of the function \(f_\lambda\) according to (35)). Consequently, \(\text{Vol(Re}(f_\lambda))\) is the residual gauge volume as claimed.

Moving on to the next integral to consider, the Gaussian functional integral of the vector fields \(b^\alpha\) in the partition function (30) can be written in terms of scalar functions \(e_\lambda\) and \(\bar{e}_\lambda\) according to the Laplacian eigenfunction expansion (34) as
\[
|J_2| \prod_\lambda d\lambda d\bar{\lambda} e^{-S[e, \bar{e}]}
\] (49)
where \(J_2\) is the Jacobian determinant resulted from the change of variables
from $b$ and $\bar{b}$ into $e$ and $\bar{e}$. The action $S[e, \bar{e}]$ is defined as

$$S[e, \bar{e}] = \int_{\mathcal{M}} d^2z \left( -2ig\varphi_0 \sum_{\lambda, \lambda'} \epsilon_\lambda^\alpha \epsilon_{\alpha\beta} \epsilon_\lambda^\beta \partial u_\lambda \partial u_{\lambda'} \right. $$

$$+ 2\varphi_0 \partial \hat{\phi}_A \hat{E}_\alpha^A \sum_{\lambda} \epsilon_\lambda^\alpha \partial u_\lambda - 2\varphi_0 \partial \hat{\phi}_A \hat{E}_\alpha^A \sum_{\lambda} \epsilon_\lambda^\alpha \partial \bar{u}_\lambda \bigg). \tag{50}$$

To obtain the above action, the constraint (42) is applied making the length of $\phi$ constant. The first term of the action (50) vanishes when $\lambda \neq \lambda'$ due to the completeness relation (36) which yields

$$S[e, \bar{e}] = 2ig\varphi_0 \sum_{\lambda} \lambda \epsilon_\lambda^\alpha \epsilon_{\alpha\beta} \epsilon_\lambda^\beta $$

$$+ 2\varphi_0 \int d^2z \left( \partial \hat{\phi}_A \hat{E}_\alpha^A \sum_{\lambda} \epsilon_\lambda^\alpha \partial u_\lambda - \partial \hat{\phi}_A \hat{E}_\alpha^A \sum_{\lambda} \epsilon_\lambda^\alpha \partial \bar{u}_\lambda \right). \tag{51}$$

The Jacobian determinant $J_2$ is

$$J_2 = \det \left( \frac{\delta (b(z), \bar{b}(z))}{\delta (e_\lambda, \bar{e}_\lambda)} \right). \tag{52}$$

By using the relation (40) and fact that $\frac{\delta \phi^\alpha(z)}{\delta e_\lambda} = \delta_\alpha^\beta \partial u_\lambda(z)$ and $\frac{\delta \phi^\alpha(z)}{\delta \bar{e}_\lambda} = \delta_\alpha^\beta \bar{\partial} u_\lambda(z)$, one can obtain

$$J_2 = \sqrt{\det \left( \begin{array}{cc} d^2z \partial u_\lambda \partial u_{\lambda'} \delta_{\alpha\beta} & 0 \\ 0 & d^2z \bar{\partial} u_\lambda \partial u_{\lambda'} \delta_{\alpha\beta} \end{array} \right)} = \prod_{\lambda} \lambda^2. \tag{53}$$

where (36) was utilised and again the product is over non-zero eigenvalues.

We can then calculate the Gaussian integral (49) over the complex field $e_\lambda$ and $\bar{e}_\lambda$ using (18). It becomes

$$\int \prod_{\lambda} \lambda^2 d\epsilon_\lambda d\bar{\epsilon}_\lambda e^{-S[e, \bar{e}]} = \exp \left( -S_{\text{eff}}[\varphi_0, n] \right) \frac{\prod_{\lambda} \lambda^2}{(2g\varphi_0)^2} \tag{54}$$

where

$$S_{\text{eff}}[\varphi_0, n] = \frac{i\varphi_0}{g} \int d^2z \partial \hat{\phi}_A \partial \hat{\phi}_B \hat{\phi}_C e^{ABC} = 4\pi ni \varphi_0 \frac{g}{g}. \tag{55}$$
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Note that the effective action is related to the winding number $n$ as shown in \cite{26}.

The last element to consider is the decomposition of the measure $D\phi$. This can be obtained by considering a small variation of the field $\phi$ as

$$\delta \phi = \delta \varphi \phi + \varphi \delta \hat{\phi}$$

with

$$\delta \hat{\phi} = \delta \omega^+ \hat{E}_+ + \delta \omega^- \hat{E}_-$$

where $\delta \omega^\pm$ are small variations in the tangent directions. The variations $\delta \varphi$ and $\delta \omega^\pm$ can be expanded in terms of the eigenfunction $u_\lambda$ as

$$\delta \varphi (\xi) = \sum_m \delta c_m u_m (\xi)$$

$$\delta \omega^\pm (\xi) = \sum_m \delta \mu_m^\pm u_m (\xi)$$

Consequently, we can rewrite the measure as

$$D\phi = |J_3| \prod_m dc_m d\mu_m^+ d\mu_m^- \equiv |J_3| \prod_m dc_m d\Omega$$

where the Jacobian determinant can be computed by

$$J_3 = \det \left( \frac{\delta \phi^A (\xi)}{\delta (c_m, \mu^+_p, \mu^-_q)} \right) \equiv \det(M_{IJ}).$$

$M_{IJ}$ is the Jacobian matrix where the row index $I \equiv A, \xi$ and the column index $J \equiv m, p, q$. Again, the relation \cite{10} is used to determine the Jacobian determinant.

As $\frac{\delta \phi^A (\xi)}{\delta c_m} = \hat{\phi}^A (\xi) u_m (\xi)$ and $\frac{\delta \phi^A (\xi)}{\delta \mu_m^\pm} = \hat{E}_\pm^A (\xi) \varphi u_m (\xi)$, It is not hard to see that $M^T M$ is

$$\begin{pmatrix} \left( \int \varphi u_m (\xi) u_{m'} (\xi) \right)_{mm'} & 0 & 0 \\ 0 & \left( \int \varphi^2 u_m (\xi) u_{m'} (\xi) \right)_{mm'} & 0 \\ 0 & 0 & \left( \int \varphi^2 u_m (\xi) u_{m'} (\xi) \right)_{mm'} \end{pmatrix}$$

13
where \( \int_\xi \) is a shorthand for \( \int \sqrt{g}d^2\xi \). Note that the objects in the parentheses are the matrix elements in row \( m \) and column \( m' \). We can then utilise the fact that the value of \( \varphi \) is the constant \( \varphi_0 \) throughout the space due to the constraint (42). This allows us to obtain the absolute value of the Jacobian determinant as

\[
|J_3| = \prod_m (\varphi_0)^2. \tag{63}
\]

It is clear that the product of \((\varphi_0)^2\) in (63) cannot be completely cancelled by the one in (54) as mentioned. The cancellation leaves a single factor of \((\varphi_0)^2\) behind. This remaining factor accounts for the pre-factor of the partition function as we shall see later.

In consequence, when substituting (42), (54), (60), and (63) into (16), the gauge-fixed partition function takes the form

\[
Z = \mathcal{N} \int dc_0 \left( \prod_\lambda dc_\lambda \delta(c_\lambda) \right) \varphi_0^2 \sum_{n=\infty}^\infty \exp(-S_{\text{eff}}[\varphi_0, n]) \tag{64}
\]

where \( S_{\text{eff}}[\varphi_0, n] \) is expressed in (55).

According to (8), we can relate the BF theory to two-dimensional Yang-Mills theory by adding a quadratic term in the scalar field. Consequently, the partition function for 2D Yang-Mills is

\[
Z = \tilde{\mathcal{N}} \int_0^\infty \varphi_0^2 d\varphi_0 \sum_{n=-\infty}^\infty \exp \left( -S_{\text{eff}}[\varphi_0, n] - e^2 \int_{S^2} d^2\xi \sqrt{g} \varphi_0^2 \right) \tag{65}
\]

where \( A \) is the area of the sphere. The infinite sum of the Euler exponential provides a Dirac delta function. This discretises the possible values of \( \varphi_0 \) in the theory as

\[
\sum_{n=-\infty}^\infty \exp \left( -\frac{4\pi i}{g} n \varphi_0 \right) = \frac{g}{2} \delta(\varphi_0 \text{mod} \frac{g}{2}). \tag{66}
\]

Therefore, it is not hard to see that the expression (65) turns into

\[
Z \sim \sum_{m=1}^\infty m^2 \exp \left( -\frac{(eg)^2}{4} Am^2 \right). \tag{67}
\]

The result (67) is in agreement with the expression (29). They differ by the factor \(-1\) in the exponent which can be adjusted by a local counter term.
4. Generalization to an Arbitrary Lie Algebra

In this section, we would like to generalise the approach we used in section two to an arbitrary Lie algebra. As seen in the earlier section, one of the key elements in our calculation is to expand the fields in terms of a set of suitable Lie bases. For a general Lie algebra, we will work in the Cartan-Weyl basis.

We will denote the Cartan generator $H^a$ and Weyl generator $E^\alpha$ where $a = 1, \ldots, N - 1$ and $\alpha$ is a root of eigenvalue equation, $\text{ad}_{H^a}(E^\alpha) = \alpha^a E^\alpha$. The roots $\alpha$ forms a vector space $\Phi$. The generators $H^a$ and $E^\alpha$ satisfy the following algebra:

\[
[H^a, H^b] = 0, \quad [H^a, E^\alpha] = \alpha^{(a)} E^\alpha,
\]

and

\[
[E^\alpha, E^\beta] = \begin{cases} 
N^{\alpha\beta} E^{\alpha+\beta} & \text{if } \alpha + \beta \in \Phi \\
H^\alpha & \text{if } \alpha + \beta = 0
\end{cases}
\] (68)

where $H^\alpha$ is defined as $H^\alpha = \alpha_a H^a$. The Cartan generators $H^a$ are diagonal traceless matrices in the adjoint representation.

Again, we start the calculation with the action (7) with the path integral defined by (9). The calculation proceeds by expanding the fields $\phi$ and $A_i$ in the Cartan-Weyl basis as

\[
\phi = \phi_a H^a \quad \text{and} \quad A_i = \chi_{ia} H^a + a_{ia} E^\alpha.
\] (69)

Similar to the SU(2) case, these bases are $\xi$-dependent. The Cartan generators were chosen such that the field $\phi$ lies within their subalgebra.

To relate Lie indices $A$ with the Cartan and Weyl indices $a$ and $\alpha$, we introduce unit vectors $\hat{H}^a_A$ and $\hat{E}^\alpha_A$ in Lie vector space which are defined as $\delta^A_\alpha$ and $\delta^A_a$ respectively. As a result, the inner products among the vectors are

\[
\hat{H}^a_A \hat{H}^b_B = \eta^{ab}, \quad \hat{E}^\alpha_A \hat{E}^{\beta} = \eta^{\alpha\beta}, \quad \hat{H}^a_A \hat{E}^{A\alpha} = 0
\] (70)

and the completeness relation is

\[
\hat{H}^a_A \hat{H}^a_B + \hat{E}^\alpha_A \hat{E}^\alpha_B = \delta^A_B.
\] (71)

It is not hard to write the field $\phi$ and $A_i$ in terms of the unit vectors as

\[
\phi^A = \phi^a \hat{H}^a_A \quad \text{and} \quad A^A_i = \chi^A_i \hat{H}^a_A + a^A_i \hat{E}^\alpha_A.
\] (72)
Using the relations (72), one can find the topological field theory action (7) as

$$S[\phi, \chi, a] = \int_{\mathcal{M}} d^2 \xi \left( ig f^{ABC} \phi_C a^\alpha_i a^\beta_j \hat{E}_{aA} \hat{E}_{aB} - 2(\partial_i \phi_A) a^\alpha_i \hat{E}_{a}^A - 2(\partial_i \phi_A) \chi^a \hat{H}_{a}^A \right) \epsilon^{ij}. \quad (73)$$

Notice that there is no contribution from diagonal components of $A^A_i$ to the first term as the Cartan subalgebra is commutative.

To obtain the effective Lagrangian of the field $\phi$, we need to integrate out the variables $\chi^a_i$ and $a^\alpha_i$. According to the action (73), integrating out $\chi^a_i$ would provide a constraint via the Dirac-delta function as

$$\int D\chi^a_i \exp \left( 2 \int d^2 \xi (\partial_i \phi_A) \chi^a_i \hat{H}_{a}^A \right) = N \prod_{a=1}^{N-1} \delta^{(2)}((\partial \phi^A) \hat{H}_{a}^A) = N \prod_{a=1}^{N-1} \delta^{(2)}(2 \text{tr}((\partial \phi) H^a)). \quad (74)$$

This implies that the derivative of the field $\phi$, i.e. $\partial_i \phi$, has no $H^a$ component. This provides a constraint on the theory as $\text{tr}(\partial_i \phi) = 0$.

This constraint (74) also implies that the square of the field $\phi$, i.e. $\phi^A \phi_A \equiv |\phi|^2$, is constant throughout the space which is similar to what we found earlier in the SU(2) theory. Apart from that, it also implies the existence of the new invariant quantity,

$$d^{ABC} \phi_A \phi_B \phi_C \quad (75)$$

where $d^{ABC}$ is a totally symmetric third rank tensor defined by

$$d^{ABC} = 2 \text{tr}(\{T^A, T^B\} T^C). \quad (76)$$

Up to this point we have ignored a boundary in (7). We will now consider the effect of including this term $2 \int d^2 \xi \partial_i (\phi_A A^A_{ij}) \epsilon^{ij}$. It affects the constraints. To see this, let consider the case when the manifold $\mathcal{M}$ has the topology of a disk. This manifold can be mapped to the upper-half plane parameterised by Cartesian coordinates. Therefore, the boundary term takes the form

$$-2 \int d^2 x \delta(y) \phi_A A^A_x. \quad (77)$$
By expanding the gauge field $A$ as (72), this turns the theory constraints (74) into
\[ \prod_a \delta(2\text{tr}(\partial_x \phi) H^a) \delta(2\text{tr}(\partial_y \phi - \delta(y) \phi) H^a). \] (78)
This implies that the squared of the field $\phi$ is no longer constant throughout the manifold $\mathcal{M}$. There is a discontinuity of $|\phi|^2$ at the boundary in the $y$ direction as
\[ |\phi|^2(x, \epsilon) = 3|\phi|^2(x, 0). \] (79)

To perform the path integration with respect to the field $a_i^\alpha$, we apply the same trick we used in the previous section. We change the spacetime coordinates $\xi^1$ and $\xi^2$ into the complex coordinates $z$ and $\bar{z}$ which were previously defined in (14). Of course, this coordinate transformation modifies the field $a_i^\alpha$ into the complex field $b^\alpha$ as stated in (15).

As a result, the partition function now takes form
\[ Z = \frac{1}{\text{Vol}} \int D\phi Db^\alpha D\bar{b}^\beta \prod_{a=1}^{N-1} \delta^{(2)}(2\text{tr}((\partial_x \phi) H^a)) \exp(-S[\phi, b, \bar{b}]) \] (80)
where the action is expressed in the complex coordinates as
\[ S[\phi, b, \bar{b}] = 2 \int_D d^2z \left( ig f^{ABC} b^\alpha \bar{b}^\beta \hat{E}_\alpha A \hat{E}_\beta B - (\partial \phi_A b^\alpha - \bar{\partial} \phi_A \bar{b}^\alpha) \hat{E}_A^\alpha \right), \] (81)

The path integral of the complex fields $b^\alpha$ and $\bar{b}^\alpha$ resembles a Gaussian integral which can be performed using (18). By comparing (81) with (18), one obtains
\[ M_{\alpha\beta} = 2gi f^{ABC} \hat{E}_\alpha A \hat{E}_\beta C, \quad J_\alpha = -2\hat{E}_\alpha^A \partial \phi_A, \quad \bar{J}_\alpha = 2\hat{E}_\alpha^A \bar{\partial} \phi_A. \] (82)
Consequently, it is not hard to find that the effective Lagrangian with respect to the scalar field $\phi$ is
\[ \mathcal{L}_{\text{eff}}(\phi) = \frac{-i}{2g} \hat{J}_\alpha (\hat{M}^{-1})^\alpha_\beta J^\beta = \frac{2i}{g} \partial \phi_A \bar{\partial} \phi_B \left( \hat{E}_\alpha^A (\hat{M}^{-1})^\alpha_\beta \hat{E}_\beta^B \right) \] (83)
where we used $M^\alpha_\beta = 2gi \hat{M}^\alpha_\beta$. A general expression for an inverse matrix $\hat{M}^{-1}$ is
\[ (\hat{M}^{-1})^\alpha_\beta = \frac{\text{adj}(\hat{M})^\alpha_\beta}{\det(\hat{M})} \] (84)
where
\[
\text{adj} (\tilde{M})^\alpha_\beta = \delta^{i_1 j_2 \ldots j_n}_{i_2 \ldots i_n} \tilde{M}^{i_1}_{j_2} \tilde{M}^{i_3}_{j_3} \ldots \tilde{M}^{i_n}_{j_n},
\]
\[
\text{det} (\tilde{M}) = \delta^{i_1 j_2 \ldots j_n}_{i_1 j_2 \ldots i_n} \tilde{M}^{i_1}_{j_1} \tilde{M}^{i_2}_{j_2} \ldots \tilde{M}^{i_n}_{j_n}. \tag{85}
\]

\(\delta^{i_1 j_2 \ldots j_n}_{i_1 j_2 \ldots i_n}\) is a generalised Kronecker delta which is related to an anti-symmetrisation of ordinary Kronecker deltas as
\[
\delta^{i_1 j_2 \ldots j_n}_{i_1 j_2 \ldots i_n} = n! \delta^{i_1}_{[i_1} \delta^{i_2}_{i_2} \ldots \delta^{i_n}_{i_n]}. \tag{86}
\]
The integer \(n\) is the number of Weyl generators. In the case of \(SU(N)\), \(n\) is equal to \(N^2 - N\).

To obtain the adjugate matrix and the matrix determinant expressed in (85), the matrices \(\tilde{M}^{i}_{j}\) are contracted with each other depending on the permutations implicit by (86). For the adjugate matrix \(\text{adj} (\tilde{M})^\alpha_\beta\), the contractions lead to two types of terms. First, the matrices \(\tilde{M}^{i}_{j}\) are contracted in such a way that they form a new matrix with indices \(\alpha\) and \(\beta\). This contraction generates a chain of matrix multiplications, for instance, \(\tilde{M}^{\alpha}_{j_2} \tilde{M}^{j_2}_{j_3} \tilde{M}^{j_3}_{j_4} \tilde{M}^{j_4}_{\beta}\). In this example, the matrices \(\tilde{M}^{i_2}_{j_2} \tilde{M}^{i_3}_{j_3} \tilde{M}^{i_4}_{j_4} \tilde{M}^{i_5}_{j_5}\) are contracted with \(\delta^{i_2}_{i_3} \delta^{i_3}_{i_4} \delta^{i_4}_{i_5} \delta^{j_5}_{\beta}\). Second, the contraction forms a trace of matrix products, i.e. \(\text{tr}(\tilde{M} \cdot \tilde{M} \ldots \tilde{M})\). For example, when the same matrices \(\tilde{M}^{i_2}_{j_2} \tilde{M}^{i_3}_{j_3} \tilde{M}^{i_4}_{j_4} \tilde{M}^{i_5}_{j_5}\) are contracted with \(\delta^{i_2}_{i_3} \delta^{i_3}_{i_4} \delta^{i_4}_{i_5} \delta^{j_5}_{j_2}\). However, only the latter case contributes to the matrix determinant \(\text{det}(\tilde{M})\).

In addition, the trace term vanishes when the number of matrices \(\tilde{M}\) inside is odd. This can be seen explicitly by considering
\[
\text{tr}(\tilde{M} \cdot \tilde{M} \ldots \tilde{M}) = \tilde{M}^{\alpha}_{i_1} \tilde{M}^{i_1}_{i_2} \ldots \tilde{M}^{i_{k-2}}_{i_{k-1}} \tilde{M}^{i_{k-1}}_{\alpha} = f^{A_1 B_1 C_1} \phi_{B_1} \eta_{C_1} A_2 f^{A_2 B_2 C_2} \phi_{B_2} \eta_{C_2} A_3 \ldots f^{A_k B_k C_k} \phi_{B_k} \eta_{C_k} A_1. \tag{87}
\]
We used the completeness relation (71) to obtain the last line. When we swap the first and the third indices of each structure constant \(f^{ABC}\), it gives an extra \((-1)\) to the last line so the whole expression vanishes.

The calculation of the inverse matrix (84) involves a lot of contractions corresponding to chains of matrix multiplications. To facilitate the calculation, it is sensible to develop a set of diagrams to represent them. These diagrams are presented in the next section.
5. Diagrammatic Representation of the Inverse Matrix $\widetilde{M}$

According to the previous section, the inverse of the matrix $\widetilde{M}$ is an essential ingredient of the $SU(N)$ effective Lagrangian (83). To compute this object, the relation (84) is used. However, this is complicated by the large number of terms.

For this reason, we would like to develop a set of diagrams to capture the contractions between matrix elements $\widetilde{M}_{\alpha\beta}$ and Kronecker deltas $\delta^i_j$. We represent these two objects as the vertices and lines shown in figure 1.

Based on this diagrammatic representation, matrix multiplication is represented by vertices connecting by a line. Note that no more than two lines are allowed to be connected to each vertex. This fact implies that a diagram involved in the calculation is either a strand or a loop which corresponds to a chain of matrix multiplications and its trace respectively. Just for clarification, we show some examples for a loop diagram and a strand diagram as well as their corresponding matrix representations in figure 2.

According to (85), the adjugate matrix, $\text{adj}(\widetilde{M})_{\alpha\beta}$, can be expressed diagrammatically as a summation of all possible products between a strand diagram and loop diagrams. The diagram includes $n - 1$ vertices in total where $n = N^2 - N$ for $SU(N)$ ($n$ is always even for $N \geq 2$). In order to
obtain all possible combinations of a strand and loops without overcounting, we can start by listing all possible strand diagrams which simply are the strand with different numbers of vertices ranging from 1 to \(n-1\). Then, for each strand, loop diagrams can be created using the remaining vertices. Therefore, we can expand the adjugate matrix as

\[
\text{adj}(\tilde{M})_{\alpha\beta} = (-1)^{n-1} \left\{ \frac{n-1}{2} \right\}_{\alpha\beta} + \cdots + (-1)^{n-2} \frac{n-2}{2} \text{ loops} \right\}.
\]

There is no contribution from loops with odd vertices as they are zero as discussed previously. The minus sign factor comes from an antisymmetric permutation of the generalised Kronecker delta. Each time the diagram collapses to form smaller loops, an extra \((-1)\) appears which corresponds to an odd permutation of the lower indices of the Kronecker delta in (86). The numbers in front of the diagrams count the multiplicities.

One can also see that the indices \(\alpha\) and \(\beta\) from the \(\text{adj}(\tilde{M})_{\alpha\beta}\) are embedded at the ends of the strands corresponding to the basis \(\hat{E}^{\lambda \alpha}\). Consequently, we
can always factor out these bases to write the adjugate matrix as
\[
\text{adj}(\tilde{M})^\alpha_\beta = \hat{E}_A^\alpha \Theta^{AB} \hat{E}_B^\beta
\]  
(89)
or equivalently \( \Theta^{AB} = \hat{E}_A^\alpha (\text{adj}(\tilde{M})^\alpha_\beta) \hat{E}_B^\beta \). Due to the above relation, it is not hard to see that the effective Lagrangian takes the form
\[
\mathcal{L}_{\text{eff}}(\phi) = \frac{2i}{g} \frac{1}{\text{det}(\tilde{M})} \partial \phi^A \Theta^{AB} \partial \phi_B.
\]  
(90)

Unlike the adjugate matrix, only loop diagrams contribute to the matrix determinant \( \text{det}(\tilde{M}) \). There are \( n \) vertices involve in the expression of the matrix determinant. \( \text{Det}(\tilde{M}) \) is expressed as the sum over all product of loops. To obtain these, we can start with the biggest loop of \( n \) vertices and then cut it down to form smaller loops. The expression for \( \text{det}(\tilde{M}) \) is shown in the equation (91). To avoid overcounting, all diagrams in the squared brackets contain the same number for fewer vertices than the loop in front of the bracket. Therefore, the general expression for the determinant is
\[
\text{det}(\tilde{M}) = (-1)^{n-1} \left\{ (n-1)! \left( \begin{array}{c} \cdots \\ \bigcirc \\ \cdots \\ \bigcirc \end{array} \right) - \binom{n}{2} (n-3)! \left( \begin{array}{c} \cdots \\ \bigcirc \\ \cdots \\ \bigcirc \end{array} \right) \times \left[ \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right] \right\}
\]
\[
- \binom{n}{4} (n-5)! \left( \begin{array}{c} \cdots \\ \bigcirc \\ \cdots \\ \bigcirc \\ \bigcirc \end{array} \right) \times \left[ 3! \left( \begin{array}{c} \cdots \\ \bigcirc \\ \cdots \\ \bigcirc \end{array} \right) - \frac{3}{2} \binom{5}{2} \right] \left( \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right) \left( \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right) \left[ \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right] \right\}
\]
\[
- \cdots - \binom{n}{n-2} \binom{n-2}{2} \binom{n-4}{2} \cdots \frac{n-2}{2} \times \left[ (-1)^{\frac{n-2}{2}} \binom{n-2}{2} \binom{n-4}{2} \cdots \frac{n-2}{2} \right] \left( \begin{array}{c} \cdots \\ \bigcirc \\ \cdots \\ \bigcirc \\ \bigcirc \end{array} \right) \left( \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right) \left( \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right) \left( \begin{array}{c} \bigcirc \\ \bigcirc \end{array} \right) \right\}.
\]  
(91)

6. Explicit Expressions for Effective \( SU(2) \) and \( SU(3) \) Lagrangians

In this section, we show the explicit calculation to obtain the effective Lagrangians for 2D topological field theory for \( SU(2) \) and \( SU(3) \) using the
expression (90) together with the diagrammatic representation for adjugate matrix and matrix determinant expressed in (88) and (91) respectively.

For $SU(2)$, the adjugate matrix is

$$\text{adj}(\tilde{M})^\alpha_\beta = (-1)^{\alpha} \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B}$$

(92)

where $f^{ABC} = \epsilon^{ABC}$ for $SU(2)$. Therefore, $\Theta^{AB} = -\epsilon^{ABC} \phi_C$. The matrix determinant is

$$\text{det}(\tilde{M}) = (-1)^{\alpha} \hat{E}_A^\alpha \eta_{CD} \epsilon^{DEF} \phi_D$$

$$= 2 \eta^{BD} \phi_B \phi_D = 2 |\phi|^2.$$ 

(93)

Thus, when substituting the above relations into (90), we obtain

$$\mathcal{L}_{\text{eff}}(\phi) = \frac{-i}{g|\phi|^2} \partial \phi_A \epsilon^{ABC} \phi_B \bar{\phi}_C$$

(94)

which is identical to what we found earlier in the equation (23).

For $SU(3)$, the diagrammatic expressions for the adjugate matrix and matrix determinant are

$$\text{adj}(\tilde{M})^\alpha_\beta = (-1)^{\alpha} \left\{ \begin{array}{c} 5! \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} \\ -3! \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} \times \frac{5}{2} \hat{E}_{\beta B} \\ -1! \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} \times \left[ 3! \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} - \frac{4}{2} \frac{5}{2} \hat{E}_{\beta B} \right] \end{array} \right\}$$

(95)

and

$$\text{det}(\tilde{M}) = (-1)^{\alpha} \left\{ \begin{array}{c} 5! \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} \\ -3! \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} \times \frac{6}{2} \hat{E}_{\beta B} \\ -\frac{9}{3!} \hat{E}_A^\alpha \epsilon^{ABC} \hat{E}_{\beta B} \cdot \end{array} \right\}$$

(96)
According to the above expressions, one can write the effective Lagrangian in the form (90) with
\[
\Theta^{AB} = -5!(F^A_C F^C_D F^D_E F^E_F F^F_B) + 3! \cdot 10 \cdot (F^A_C F^C_D F^{DB} E)(F^E_F F^F_E) + F^{AB} \left[ 3!(F^C_D F^D_E F^E_F F^F_C) - 3(F^C_D F^D_C)(F^E_F F^F_E) \right]
\]
(97)
and
\[
\text{det}(\tilde{M}) = -5!(F^A_B F^B_C F^C_D F^D_E F^E_F F^F_G F^G_A) + 3! \cdot 15 \cdot (F^A_B F^B_C F^C_D F^D_A)(F^E_F F^F_E) + 15(F^A_B F^B_A)(F^C_D F^D_C)(F^E_F F^F_E)
\]
(98)
where we used the notation $F^{AB} = f^{ACB} \phi_C$.

We can further simplify the above terms by expanding them explicitly in the Cartan-Weyl basis for $SU(3)$. The generators are
\[
I^+ = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad I^- = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad I^3 = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]
\[
U^+ = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad U^- = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix},
\]
\[
V^+ = \frac{1}{2} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad V^- = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad Y = \frac{1}{3} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}.
\]
(99)

We can determine the structure constants by considering all matrix commutators between the elements. The generators $I^3$ and $Y$ are the Cartan subalgebra elements satisfying
\[
[I^3, Y] = 0.
\]
(100)
The plus and minus superscripts of the generators denote the raising and lowering operators within the three $su(2)$ subalgebras given by
\[
[I^+, I^-] = 2I^3, \quad [U^+, U^-] = \frac{3}{2}Y - I^3, \quad [V^+, V^-] = \frac{3}{2}Y + I^3.
\]
(101)
Note that the Hermitian conjugation of generators switches the plus and minus superscripts of the generators within each $SU(2)$ subgroup, i.e. $(I^\pm)^\dagger = I^{\mp}, (U^\pm)^\dagger = U^{\mp}, (V^\pm)^\dagger = V^{\mp}$.
Apart from (101), the remaining non-zero commutators are

\[
[I^3, I^\pm] = \pm I^\pm, \quad [I^3, U^\pm] = \mp \frac{1}{2} U^\pm, \\
[I^3, V^\pm] = \pm \frac{1}{2} U^\pm, \quad [Y, U^\pm] = \pm U^\pm, \\
[Y, V^\pm] = \pm V^\pm, \quad [I^\pm, U^\pm] = \pm V^\pm, \\
[I^\pm, V^\mp] = \mp U^\mp, \quad [U^\pm, V^\mp] = \mp I^\mp. \tag{102}
\]

For convenience, we denote \{I^3, Y, I^+, I^-, U^+, U^-, V^+, V^-\} by \{T^1, T^2, \ldots, T^8\} respectively. In this notation, the metric tensor \(\eta^{AB}\) can be written as

\[
\eta^{AB} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{2}{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
\end{pmatrix} \tag{103}
\]

which is directly from \(\eta^{AB} = 2 \text{tr}(T^AT^B)\).

The field \(\phi\) is an element of the Cartan subalgebra, i.e. \(\phi = \phi_1 T^1 + \phi_2 T^2\). Consequently, one can find the adjoint representation of the field \(\phi\) as

\[
ad(\phi) = 
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2\phi_1 & 0 & 0 & 0 & 0 \\
0 & 0 & 2\phi_1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \phi_1 - 2\phi_2 & 0 & 0 \\
0 & 0 & 0 & -\phi_1 + 2\phi_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \phi_1 + 2\phi_2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\phi_1 - 2\phi_2 & 0 \\
\end{pmatrix} \tag{104}
\]

where \(\text{ad}(\phi) = i f^{ABC} \phi_B = i F^{AC}\). With this matrix (104), one can compute all loop and strand diagrams appearing in the equations (97) and (98). Chains of matrix multiplications of the matrix \(F\) are shown in the Appendix.
From the calculation, we can further simplify the loop terms. The loop diagram with two vertices $F_A F_B$ can be replaced by the absolute square of the field $\phi$ as

$$F_A^a F_B^a = -2(\phi_1)^2 - \frac{1}{2}(\phi_1 - 2\phi_2)^2 - \frac{1}{2}(\phi_1 + 2\phi_2)^2 = -3((\phi_1)^2 + \frac{4}{3}(\phi_2)^2) = -3|\phi|^2. \quad (105)$$

A similar pattern appears in the four-vertex loop as it is proportional to $|\phi|^4$:

$$F_A^a F_B^a F_C^d F_D^d = 2(\phi_1)^4 + \frac{1}{8}(\phi_1 - 2\phi_2)^4 + \frac{1}{8}(\phi_1 + 2\phi_2)^4 = \frac{9}{4}((\phi_1)^2 + \frac{4}{3}(\phi_2)^2)^2 = \frac{9}{4}|\phi|^4. \quad (106)$$

The six-vertex loop can be expressed in terms of two invariant objects, $|\phi|^6$ and $d^{ABC} \phi_A \phi_B \phi_C$ as

$$F_A^a F_B^a F_C^c F_D^d F_E^e F_F^f = -2(\phi_1)^6 - \frac{1}{32}(\phi_1 - 2\phi_2)^6 - \frac{1}{32}(\phi_1 + 2\phi_2)^6 = -\frac{33}{16}|\phi|^6 + \frac{9}{8} \left(2(\phi_1)^2(\phi_2) - \frac{8}{9}(\phi_2)^3\right)^2 \quad (107)$$

where the quantity inside the parenthesis is $d^{ABC} \phi_A \phi_B \phi_C$ where $d^{ABC}$ is the totally symmetric third rank tensor defined in (76).

In consequence, we can rewrite the terms (97) and (98) as

$$\Theta^{AB} = -120(F_A^c F_D^d F_E^e F_F^f) - 180(F_A^c F_D^d F_F^f) |\phi|^2 - \frac{27}{2} F^{AB} |\phi|^4 \quad (108)$$

and

$$\text{det}(\tilde{M}) = -765|\phi|^6 - 135(d^{ABC} \phi_A \phi_B \phi_C). \quad (109)$$

7. The Topological Field Action with a Source Term and the Expectation Value of the Wilson Loop

In this section we would like to generalise the action (6) further by adding a source term for the gauge field $A$. Consider the action given by

$$S[\mathcal{J}] = 2 \int_M d^2 \xi \epsilon^{ij} \text{tr}((\phi F_{ij} + \mathcal{J}_i A_j)). \quad (110)$$
To obtain the effective Lagrangian for the field $\phi$, we will integrate out the gauge field $A$ as before. By doing so, we expand the field $A$ in terms of the unit basis defined by (72). This gives the partition function as

$$Z[J] = \frac{1}{\text{Vol}} \int D\phi D\alpha D\chi \exp(-\tilde{S}[J]).$$

with

$$\tilde{S}[J] = \int d^2\xi \left( ig f^{ABC} \phi^A C^a_i \alpha^\beta E_{\alpha A} E_{\beta B} - (2\partial_i \phi_A - J_i A) \alpha^\beta E_{\alpha A} \right) \delta^{ij}.$$  

(112)

It is not hard to see that the path integration of the last line leads to a constraint on the theory. This appears in the form of a Dirac delta function

$$\prod_{a=1}^{N-1} \prod_{i=1}^{2} \delta(\text{tr}(2\partial_i \phi - J_i)H^a).$$

(113)

The constraint implies that the difference between $2\partial_\phi$ and $\mathcal{J}$ does not lie in the Cartan subalgebra.

We can proceed with the calculation as in previous sections by changing from spacetime coordinates $(\xi^1, \xi^2)$ to the complex coordinates $(z, \bar{z})$. The partition function now resembles a Gaussian path integral with respect to the complex fields $b$ and $\bar{b}$ expressed in (15) which is

$$Z[J] = \frac{N}{\text{Vol}} \int D\phi A D\alpha D\chi \prod_{i=1}^{2} \delta^{(N-1)}(\text{tr}(2\partial_i \phi - J_i)\hat{\phi}) \exp(-S[\phi, b, \bar{b}, J]).$$

(114)

where

$$S[\phi, b, \bar{b}, J] = \int_M d^2z \left( 2ig f^{ABC} \phi^A C^a_i \alpha^\beta E_{\alpha A} E_{\beta B} - ((2\partial_\phi - J_A) b^a - (2\bar{\partial}_\phi - \bar{J}_A) \bar{b}^a) E^A_{\alpha} \right).$$

(115)

Integrating out the $b$ and $\bar{b}$ using (18) yields

$$Z[J] = \frac{N}{\text{Vol}} \int D\phi A \prod_{i=1}^{2} \delta^{(N-1)}(\text{tr}(2\partial_i \phi - J_i)\hat{\phi}) \exp(-S_{\text{eff}}(\phi, J)).$$

(116)
with

$$S_{\text{eff}}(\phi, \mathcal{J}) = \int d^2z \frac{i}{2g \det(M)} (2\partial_i \phi - J_i) \Theta^{A \bar{B}} (2\bar{\partial}_i \phi - \bar{J}_i \hat{\phi})^\dagger.$$  \hspace{1cm} (117)

Turning back to the \((\xi^1, \xi^2)\) coordinates, the effective action takes the form

$$S_{\text{eff}}(\phi, \mathcal{J}) = \int d^2\xi \frac{i}{4g \det(M)} (2\partial_i \phi - J_i) \Theta^{A \bar{B}} (2\bar{\partial}_i \phi - \bar{J}_i \hat{\phi})^\dagger.$$  \hspace{1cm} (118)

It is known that one can relate a BF theory to 2D Yang-Mills theory by introducing the quadratic term for the field \(\phi\) which is

$$S_{qd} = e^2 \int d^2\xi \sqrt{|g|} |\phi|^2.$$  \hspace{1cm} (119)

As a result, the partition function for the 2D gauge theory with the gauge field source \(\mathcal{J}\) can be expressed as

$$Z[\mathcal{J}] = \frac{\mathcal{N}}{\text{Vol}} \int D\phi A \prod_{i=1}^2 \delta^{(N-1)}((2\partial_i \phi - J_i) \hat{\phi})) \text{exp} (- (S_{\text{eff}} + S_{qd})).$$  \hspace{1cm} (120)

With a suitable choice of the source term \(\mathcal{J}\), in principle we are able to compute the expectation value of a Wilson loop in 2D Yang-Mills theory based on our effective BF theory. However, we have to deal with the issue of path-ordering.

The non-Abelian Wilson loop can be expressed as the trace of the path-ordered exponential of a line integral of the gauge field \(A\) along a closed loop \(C\),

$$W[C] = \text{tr} \left( P \left( e^{-g \oint_C A \cdot d\xi} \right) \right).$$  \hspace{1cm} (121)

The trace together with the path-ordering operator can be replaced by a functional integral over a complex anti-commuting field \(\psi\) as

$$W[C] = \int D\psi^\dagger D\psi \exp \left( \int d\tau \psi^\dagger \dot{\psi} - g A_i \xi^i \psi^\dagger T^R \psi \right)$$  \hspace{1cm} (122)

where the loop \(C\) is now parameterized by \(\tau\). Therefore, the expectation value of the Wilson loop takes the form

$$\langle W[C] \rangle = \frac{1}{Z'} \int D\phi D\psi^\dagger D\psi \prod_{i=1}^2 \delta^{(N-1)}((2\partial_i \phi - J_i) \hat{\phi})) \times \text{exp} (- (S_{\text{eff}} + S_{qd}) + \int d\tau \psi^\dagger \dot{\psi})$$  \hspace{1cm} (123)
Figure 3: Two-dimensional manifold $\mathcal{M}$ with a region $D$ and a closed loop $C$

with

$$\mathcal{J}_i^A(\xi) = -g \oint_C \psi^T(\bar{\xi}) T^A \psi(\bar{\xi}) \delta^{(2)}(\xi - \bar{\xi}) \epsilon_{ij} d\bar{\xi}^j$$

(124)

and the action $S_{\text{eff}}$ and $S_{qd}$ are expressed in \([118]\) and \([119]\) respectively. The term $Z'$ in the denominator is a normalization factor such that $\langle 1 \rangle = 1$.

However, it turns out that the solution for the equation $2\partial_i \phi - \mathcal{J}_i = 0$ with the source term expressed above is not consistent as the line integral of $\mathcal{J}_i$ is not path independent which contradicts to the equation itself. To deal with this, we will exploit gauge symmetry.

For simplicity, we will proceed with the calculation in the context of $SU(2)$ theory. In this setting, we choose the gauge fixing such that the unit vector $\hat{\phi}$ is constant everywhere outside a region $D$. Therefore, the manifold $\mathcal{M}$ now consists of the region $D$ where the value of $\hat{\phi}$ varies and the rest of the manifold where the $\hat{\phi}$ is constant. We can further choose that the region $D$ does not intercept the loop $C$ as depicted in the figure \(3\).

According to this gauge choice, the effective action term \([118]\) becomes

$$S_{\text{eff}}(\phi, \mathcal{J}) = \int_D d^2 \xi \frac{i|\phi|}{2g} \partial_i \hat{\phi} A \partial_j \hat{\phi} B \hat{\phi} C \epsilon^{ABC} \epsilon^{ij}$$

$$+ \int_{\mathcal{M}/D} d^2 \xi \frac{i}{8g|\phi|^2} (2\partial_i \hat{\phi}_A - \mathcal{J}_{iA})(2\partial_j \hat{\phi}_B - \mathcal{J}_{jB}) \hat{\phi} C \epsilon^{ABC} \epsilon^{ij}.$$ 

(125)

If we consider the case when the manifold $\mathcal{M}$ has a topology of unit sphere $S^2$, the first term can be related to a winding number as discussed in the earlier section. Note that $|\phi|$ is constant due to the absence of the source in $D$. Moreover, since the $\hat{\phi}$ is constant in $\mathcal{M}/D$, the non-vanishing contribution
to the second line is
\[
\int_{\mathcal{M}/D} d^2\xi \frac{i}{8g|\phi|^2} J_i A J_j B \phi C \epsilon^{ABC} \epsilon^{ij} \\
= \frac{ig}{8} \oint_C d\tilde{\xi}^i d\xi^j \left( \psi^\dagger T^A \psi \left| \tilde{\xi} \right> \right) \left( \psi^\dagger T^B \psi \left| \xi \right> \right) \delta^{(2)}(\tilde{\xi} - \xi') \epsilon_{ij} \frac{\phi^C}{|\phi|^2} \epsilon_{ABC}.
\]
(126)

The term \[\oint_C \oint_C d\tilde{\xi}^i d\xi^j \delta^{(2)}(\tilde{\xi} - \xi') \epsilon_{ij}\] counts the number of times the loop \(C\) intersects itself. Therefore, the above term can be set to zero provided that the loop \(C\) does not have a self-intersection. Subsequently, the effective action (125) turns into
\[
S_{\text{eff}}(\phi) = \frac{ig}{4} |\phi|(4\pi n)
\]
(127)
where \(n\) is the winding number of the map \(\hat{\phi}\).

At this point, the appearance of the fermionic field \(\psi\) in the effective action \(S_{\text{eff}}\) has been removed due to the gauge choice. Therefore, according to (123), the only term that is subject to the path-ordering operation is the source term \(J\) in the constraint. This allows us to rewrite (123) as
\[
\langle W[C] \rangle = \frac{1}{Z} \int D\phi D\chi \text{ tr} \left[ \mathcal{P} \left( \exp \left( \frac{g}{2} \oint_C \phi \chi^j d\xi^j \right) \right) \right] \\
\times \exp \left( -(S_{\text{eff}} + S_{\text{qd}}) + \int d^2\xi (\partial_i |\phi|) \phi^A \chi^i e^{ij} \right)
\]
(128)
where the Dirac delta function is replaced by the functional integral over the field \(\chi\). Since the field \(\phi\) is constant and commutes with itself throughout the loop, the path-ordering operator \(\mathcal{P}\) can be dropped. Denoting the eigenvalue of \(\hat{\phi}\) by \(\lambda\), the trace of the exponential in the first line takes the form
\[
\sum_{\lambda} \exp \left( \frac{g\lambda}{2} \int d^2\xi \oint_C \delta^{(2)}(\xi - \tilde{\xi}) \chi^i(\xi) d\tilde{\xi}^i \right).
\]
(129)

We then proceed with the calculation by integrating out the field \(\chi\). This generates a constraint via a Dirac delta function as
\[
\langle W[C] \rangle = \frac{1}{Z} \int D\phi \sum_{\lambda} \prod_{i=1}^2 \delta \left( \partial_i |\phi| + \frac{g\lambda}{2} \oint_C \delta^{(2)}(\xi - \tilde{\xi}) \epsilon_{ij} d\tilde{\xi}^j \right) e^{-(S_{\text{eff}} + S_{\text{qd}})}.
\]
(130)
It is not hard to see that the solution for the constraint,
\[ \partial_i|\phi| + \frac{g\lambda}{2} \oint_C \delta(2)(\xi - \tilde{\xi})\epsilon_{ij}d\tilde{\xi}^j = 0. \] (131)
takes the form
\[ \varphi_\lambda - \varphi_0 = -\frac{g\lambda}{2} \left( \int^\xi_\Omega \oint_C \delta(2)(\xi' - \tilde{\xi})\epsilon_{ij}d\tilde{\xi}^i d\xi'^j \right). \] (132)
where \( \varphi_\lambda \) and \( \varphi_0 \) are the scalar fields at arbitrary point \( \xi \) and a reference point \( \Omega \) respectively. The object in the parenthesis counts the number of oriented intersections between two curves [23]. The solution above is independent of path, hence, it depends only on the reference point \( \Omega \). If we set the point \( \Omega \) to be outside the loop \( C \),
\[ \varphi_\lambda - \varphi_0 = \begin{cases} 
-\frac{g\lambda}{2}, & \text{if } \xi \text{ is inside the loop } C \\
0, & \text{otherwise} 
\end{cases} \] (133)
This allow us to compute the expectation value of the Wilson loop in 2D Yang-Mills theory (130) as
\[ \langle W[C] \rangle = \frac{1}{Z} \sum_\lambda \int_0^\infty d\varphi_0 \sum_{n=-\infty}^{\infty} \exp \left[ \frac{-i}{g}(4\pi n)\varphi_0 - e^2 \int_{\mathcal{M}} d^2\xi \sqrt{g}\varphi_\lambda^2 \right] \] (134)
The infinite \( m \) limit of the Dirichlet kernel, \( D_m(x) \), represents the Dirac delta function as
\[ \lim_{m \to \infty} D_m(x) = \lim_{m \to \infty} \sum_{k=-m}^m e^{imx} = 2\pi \delta(x) \] (135)
where \( x \in [0, 2\pi] \). Therefore, (134) becomes
\[ \langle W[C] \rangle = \frac{1}{Z} \sum_\lambda \int_0^\infty d\varphi_0 \frac{g}{2} \delta(\varphi_0 \text{ mod } \frac{g}{2}) \]
\[ \times \exp \left[ -e^2 \left( \int_{\Gamma} d^2\xi \sqrt{g}\varphi_\lambda^2 + \int_{\mathcal{M}/\Gamma} d^2\xi \sqrt{g}\varphi_\lambda^2 \right) \right] \] (136)
In the above expression, we separate the region \( \mathcal{M} \) into \( \Gamma \) and \( \mathcal{M}/\Gamma \) where \( \Gamma \) is all the region inside the loop \( C \) with the boundary \( \partial\Gamma = C \). Denoting the
surface area of the region $\Gamma$ and $M/\Gamma$ by $A_1$ and $A_2$ subsequently together with (133), the relation (136) takes the form

$$\langle W[C] \rangle = \frac{g}{2Z} \sum_\lambda \sum_{N=0}^\infty \exp \left[ - \left( \frac{eg}{2} \right)^2 \left( A_1(N - \lambda)^2 + A_2N^2 \right) \right]. \quad (137)$$

In the case of SU(2), if we consider the eigenvalues of $\hat{\phi}$ in the fundamental representation, $\lambda = \pm 1/2$. This turns the expression (137) into

$$\langle W[C] \rangle = \frac{g}{2Z} \left( \sum_{N=-\infty}^{\infty} \exp \left[ - e_{YM}^2 \left( A_1(N + 1/2)^2 + A_2N^2 \right) \right] + \exp \left[ - \frac{e_{YM}^2}{4} A_1 \right] \right) \exp \left[ - \frac{e_{YM}^2}{4} A_1 \right] \quad (138)$$

where we re-define the Yang-Mills coupling constant $e_{YM}$ as $\frac{eg}{2}$ and $\vartheta(z; \tau)$ is the Jacobi's third theta function defined as

$$\vartheta(z; \tau) = \sum_{N=-\infty}^{\infty} \exp(2\pi i N z + \pi i N^2 \tau). \quad (139)$$

In the case that $M$ is an infinitely large sphere, i.e. $A_2 \to \infty$, the vacuum expectation value of the Wilson loop (137) turns into

$$\langle W[C] \rangle = \frac{g}{Z} \exp \left[ - \frac{e_{YM}^2}{4} A_1 \right] \quad (140)$$

as the theta function becomes unity at this limit.

The result (140) shows that the expectation value of the Wilson loop for 2D Yang-Mills theory obtained by the effective topological BF theory satisfies the area law. This agrees with known results [24, 25, 26] as far as the exponent is concerned, which is the dominant piece. To compute the prefactor would require the computing the determinants arising from the Guassian integrals generalising the argument given above for the $SU(2)$ partition function.

8. Conclusions

To conclude, we constructed a gauge and Weyl invariant theory of a two-dimensional scalar field by integrating out the gauge fields in BF theory.
This model is a candidate for generalising a string theory contact interaction that describes Abelian gauge theory to the non-Abelian case. The calculation was implemented by expanding the fields in the Cartan-Weyl basis. By performing a Gaussian functional integration, we obtained the effective theory with the Lagrangian (90) together with the constraint addressed in (74). The constraint implies that the magnitude of a scalar field, $|\phi|$, as well as the quantity $d^{ABC}\phi_A\phi_B\phi_C$ are constant throughout the space.

The adjugate and the determinant of the matrix $\tilde{M}$ play an important part in (90) where $\tilde{M}$ is defined as (82). We developed a diagrammatic approach to represent these objects. The diagrams are constructed from vertices connected to each other by lines. No more than two lines are allowed to connect with one vertex. There are two types of diagrams, i.e. a strand and a loop. The adjugate matrix and the matrix determinant were expressed as summations over products of these diagrams as in (88) and (91) respectively.

For the case of $SU(2)$ and the manifold having the topology of a unit sphere, the effective action (24) contains the winding number of the field $\hat{\phi}$ which maps a point on the manifold into a point on $S^2$. By using the $SU(2)$ effective action and summing over this winding number, we re-formulated the partition function on a sphere of $SU(2)$ Yang-Mills theory.

Finally, we investigated the BF theory coupled to a source term for the gauge field. The effective generating functional of the gauge field was formulated. The result was checked via a computation of the expectation value of the Wilson loop. We exploited the gauge symmetry to deal with the path-ordering of the Wilson loop. The result showed that the vacuum expectation exhibits the area law agreeing with the well-known results [24, 25, 26].
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Appendix A   Expressions for Matrix Multiplications of the Matrix \( \mathcal{F} \)

The expressions for matrix multiplication of the matrix \( \mathcal{F} \) are given as follows:

\[
\mathcal{F}_A^B \mathcal{F}_B^C = \\
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2(\phi_1)^2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{i}{2}(\phi_1 - 2\phi_2)^2 & \frac{i}{2}(\phi_1 - 2\phi_2)^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{i}{2}(\phi_1 + 2\phi_2)^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

(141)

\[
\mathcal{F}_A^B \mathcal{F}_C^D = \\
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -2i(\phi_1)^3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2i(\phi_1)^3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{-i}{4}(\phi_1 - 2\phi_2)^3 & \frac{i}{4}(\phi_1 - 2\phi_2)^3 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{i}{4}(\phi_1 - 2\phi_2)^3 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{i}{4}(\phi_1 + 2\phi_2)^3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{-i}{4}(\phi_1 + 2\phi_2)^3
\end{pmatrix}
\]

(142)
\[ F^A_B F^B_C F^C_D F^{DE} = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 2(\phi_1)^4 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \] (143)
$$\mathcal{F}^A \mathcal{F}^B \mathcal{F}^C \mathcal{F}^D \mathcal{F}^E \mathcal{F}^F \mathcal{F}^G =$$

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2(\phi_1)^6 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2(\phi_1)^6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \phi_1 \phi_2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \phi_1 \phi_2 & \phi_1 + 2\phi_2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \phi_1 \phi_2 & \phi_1 + 2\phi_2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \phi_1 \phi_2 \\
\end{pmatrix}
\]

(145)