Using User Generated Online Photos to Estimate and Monitor Air Pollution in Major Cities
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ABSTRACT

With the rapid development of economy in China over the past decade, air pollution has become an increasingly serious problem in major cities and caused grave public health concerns in China. Recently, a number of studies have dealt with air quality and air pollution. Among them, some attempt to predict and monitor the air quality from different sources of information, ranging from deployed physical sensors to social media. These methods are either too expensive or unreliable, prompting us to search for a novel and effective way to sense the air quality. In this study, we propose to employ the state of the art in computer vision techniques to analyze photos that can be easily acquired from online social media. Next, we establish the correlation between the haze level computed directly from photos with the official PM 2.5 record of the taken city at the taken time. Our experiments based on both synthetic and real photos have shown the promise of this image-based approach to estimating and monitoring air pollution.

Categories and Subject Descriptors

I.4.8 [Scene Analysis]: Miscellaneous; I.5.4 [Applications]: Computer Vision
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1. INTRODUCTION

Air pollution is one of the major environmental side products caused by modern industrialization. First step to control air pollution is to monitor the air quality and raise the awareness among people. Airborne Particulate Matter is one kind of air pollutant transmitting hazardous chemicals, which penetrate deeply into human lung and blood, causing many healthy problems [10]. PM2.5/Haze, a finest kind of Airborne Particulate Matter, has recently attracted much attention among people living in large cities in China, such as Beijing, because it has been the major air pollutant since the government began to publish the PM2.5/Haze data in 2012. In this paper, we propose a system to estimate haze level based on single photo.

While an accurate air quality sensor network has been established across the world, there are multiple advantages to use a photo to estimate the haze level: 1) Sensors are expensive and therefore the coverage is limited. According to an official real time air quality data platform [11], there are only 12 monitor stations for the giant Beijing city. Also, many cities and rural areas have no monitor stations at all. Therefore, haze monitoring using the ubiquitous online photos can serve as an information source complementary to official data. 2) Haze estimation from a photo will enable mobile phone users to snap a photo and measure air quality. The micro level information, in contrast to the macro level metrics, such as Air Quality Index, is especially valuable for individuals.

![Figure 1: The overview of the proposed framework.](http://113.108.142.147:20035/emcpublish/)

Although it seems simple for bare eyes, estimating haze level automatically using photo is challenging, partly due to the large visual variations of the scenes, different photography skill levels of the mobile users, and even various photo resolutions. Our solution to this problem is illustrated in Fig. 1. We first estimate a transmission matrix generated from a haze removal algorithm, and estimate the depth map for all pixels in the photo. A haze level score is computed from the transmission matrix and depth map, we estimate the haze level of the photo.
tos, which is a combination of actual depth and haze effects. Therefore, by ruling out the actual depth factor, we can isolate the haze effects from the transmission matrix, which is used to estimate the haze level.

We make the following contributions in this paper,

- We propose an effective method to estimate the haze level from photo.
- We augment an existing haze removal benchmark for haze level estimation research.
- We collect a large scale dataset with more than 8,000 photos associated with PM2.5 data. Along with a synthetic image dataset, the real world data helps validate the effectiveness of our image-based approach.

2. RELATED WORK

Share the similar motivation to provide information source complementary to official data, there are several previous methods on using auxiliary data to monitor air quality. For example, [1] proposed to install sensors on city street sweepers to monitor air quality in San Francisco. [2] proposed to integrate social media and official records to monitor air quality and predict health hazards. [3] also proposed to estimate visibility/haze level based on photo. Our approach is different from [2] in that 1) [2] assumes manually segmented sky regions. 2) [6] needs camera calibration and other sensors, such as accelerometers and magnetometers, to calibrate the luminance. However, our method does not have these restrictions. [4] also proposed to estimate haze level using photo and their method is based on statistics computed directly from image pixels and therefore is most related to our method. We compare with [4] in our Experiments, which show that our method is superior in the presence of complex scenes and haze conditions.

3. PROPOSED METHOD

Fig. 1 illustrates the framework of the proposed method. There are three major components: transmission matrix estimation, depth map estimation and haze level estimation.

3.1 Haze Model

Following [12], the imaging process of a photo taken under haze condition is modeled by the following equation,

\[ L(x) = L_0(x)t(x) + L_a(x)(1 - t(x)) \]

in which \( x \) is the pixel coordinates, \( L(x) \) is the pixel value sensed by the camera, \( L_0(x) \) is the actual luminance of the scene, \( t(x) \) is called transmission matrix, \( d(x) \) is the depth map of the scene, \( k \) controls the haze intensity, and \( L_a(x) \) denotes the lighting condition, e.g., sky luminance. In this paper, we are interested in estimate the haze level, i.e., the \( k \) value. As illustrated in Fig. 4, a larger \( k \) indicates heavier haze.

3.2 Estimate Transmission

Based on an effective Dark Channel Prior, [4] proposed to estimate the transmission matrix \( t(x) \) using the following equation,

\[ \tilde{t}(x) = 1 - \omega \min_{c} \min_{y \in \Omega(x)} \frac{L_c^c(y)}{A^c}, \]  

(2)

in which \( c \) denotes the color channels, e.g., RGB, \( \omega \) controls the amount of haze to preserve to make the final dehazed photo look natural and is empirically fixed at 0.95. \( \Omega(x) \) denotes an image patch centered at \( x \) and the patch size is fixed at 15, \( L_c^c(y) \) is the pixel value of channel \( c \) at \( y \), and \( A^c \) denotes the estimated sky luminance. We follow the same algorithm as [4] to estimate \( A^c \) and fix it for each channel and image. Note that Eqn. (2) can be easily implemented using elementwise operations and an image erosion.

After the rough estimation in Eqn. (2), a soft matting or more efficiently guided filtering [5] is applied to refine the transmission matrix. Given the guided filter is becoming a standard operation, we simply denote the refining process as the following,

\[ t(x) = \text{GuidedFilter}(\tilde{t}(x), L(x), W), \]  

(3)

in which \( W \), the window size, is a parameter for the guided filter and is empirically fixed at 60.

3.3 Depth Estimation

Given the transmission matrix \( t(x) \), the value \( k \) in Eqn. (1) can be computed directly if the depth map \( d(x) \) is known. Therefore, we propose to use a standalone image depth estimator to remove the effect of \( d(x) \) in \( t(x) \). We adopt the Deep Convolutional Neural Fields (DCNF) proposed in [7] for depth estimation. DCNF estimates depth using image by inference from a learned CRF over superpixels, and objective function of the CRF is a combination of the unary and pairwise potentials as follows,

\[ E(y, x; \theta, \beta) = \sum_{p \in N} U(y_p, x; \theta) + \sum_{\{p, q\} \in S} V(y_p, y_q, x; \beta), \]  

(4)

where \( N \) is the set of superpixels, \( S \) is the set of neighborhood superpixel pairs, \( U(*) \) is the unary potential parameterized by a multi-layer Convolutional Neural Network over the pixel values and \( \theta \) is its network parameters, and \( V(*) \) is the pairwise potential parameterized by a single layer Neural Network over a set of similarity measurements, e.g., color histogram and LBP similarity [7]. The model parameters \( \theta \) and \( \beta \) are learned using a standard dataset and we use the model trained from the Make3D dataset [11] for our outdoor case.

3.4 Haze Estimate

Given the transmission matrix \( t(x) \) and depth map \( d(x) \), it becomes straightforward to estimate the haze level \( k \) according to Eqn. (1). However, given the scaling issues and the fact that while there is only a single haze level \( k \) for each image, \( t(x) \) and \( d(x) \) is computed for each pixel, the interactions among these quantities are complicated. We propose to select from a large pool of combinations of transformation and pooling functions, denoted as follows,

\[ \hat{k} = P\{C[T^t(t(x)), T^d(d(x))]\}, \]  

(5)

where \( T^t(*) \) and \( T^d(*) \) are the transformation functions, e.g., log, over the transmission matrix and depth map, respectively. \( C[*] \) is a bivariate function, e.g., division, to combine the matrices, and \( P[*] \) is a pooling function, e.g., max, to aggregate the matrices to a single value. We will explain the choices of these functions in the Experiments section.
Figure 2: Example scene from the FRIDA dataset [12]. The images are the original image, 4 types of haze conditions and the depth map, respectively.

4. EXPERIMENTS

In this section, we present our experiments to validate the proposed method. We first present the synthetic and real image datasets. Then, we describe the baselines for comparison. Next, we present the comparison results, which demonstrate the effectiveness of the proposed method.

4.1 Datasets

We experiment on both synthetic and real images. FRIDA is a synthetic haze image dataset serving as a benchmark for haze removal related research. FRIDA1 contains 90 synthetic images of 18 urban road scenes [13]. FRIDA2 contains 330 synthetic images of 66 various road scenes [12]. Both FRIDA1 and FRIDA2 are generated artificially using the same algorithm. 1) A scene, together with its depth map, is generated using a computer software. 2) Given the depth map, 4 types of haze conditions are applied to the generated image (CGI) according to the model in Eqn. (1). An example of image, its depth map and the haze applied images are shown in Fig. 2. The k value in Eqn. (1) is fixed for the released images, which is suitable for haze detection and removal, but not for the haze level estimation. We reproduce the synthetic algorithms using the provided original CGI and depths, but with varying k value to simulate various haze level. Together with 4 types of haze conditions and 9 haze levels, we generate 36 haze images for each scene, so together with the original images, there are 666 images in FRIDA1 and 2437 images in FRIDA2. The effects of larger k is illustrated in Fig. 3.

PM25 is the real image dataset we crawled from a tourist website[3]. The photos in this dataset were taken at various attraction sites in the Beijing city, and the timestamps was recorded. We then associate these photos with the hourly PM2.5 records sensed by the U.S. Embassy in Beijing[4]. There are a total of 8,761 photos with associated PM2.5 records in this dataset. We use PM2.5 as a proxy for the haze level k to evaluate the proposed method. Because of measurement errors and other factors involved in PM2.5 records, there are noises in using PM2.5 as a proxy of the haze level. Therefore, we select 46 photos that are manually categorized to NonHaze, LightHaze and HeavyHaze, and we use 0, 1 and 2 as the proxy of the haze level k for each of the categories. There are 22, 14 and 10 photos for each of the categories, respectively. We refer to the full set as PM25 and the subset as PM25-s.

4.2 Evaluation Protocols

We compare the proposed method with various baselines and a previous work proposed method in [6], in order to show that the combination of transmission matrix and depth map achieves superior performance. The baselines trans and depth are the methods that use only a single factor, i.e., the transmission matrix and the depth map, respectively. depth@trans is the proposed method that combines both factors. jcsb2014 is the statistical method proposed in [2], which is the only previous work we found in the literature that dealt with haze level estimation.

Different choices of the transmission matrix (raw and refined in Eqn. 2) (3)) and the functions in Eqn. (5) contribute to the pool of all possible variations of the proposed method and the baselines. The choices of functions in Eqn. (5) are based on our observations on Eqn. (1) and are listed as follows,

- Transformation function $T(x)$: $\log(x + 1), \log(\log(x + 1) + 1)$ and the unit transformation $T(x) = x$.
- Bivariate function $C[t, d]$: $t \cdot d, t/d$ and $d/t$. Also, $C[t, d]$ is t and d in the baseline trans and depth, respectively.
- The pooling function $P[M]$: $\text{mean}, \text{median}, \text{max}, 75^{th}$ percentile and $90^{th}$ percentile.

There are 991 variations of the methods, and we report the best result for each estimation model. Because of the ordinal nature of the (proxy) haze level, we consider the Spearman correlation coefficients [2] as the evaluation metric to compare different methods. In addition, the sign of the correlation is irrelevant in the comparison, thus we use the absolute value of the correlation as the final performance metric.

In addition, because all of the methods contain the single feature and no parameter fitting is involved, we do not need to use the standard practice to cross validate the methods.

4.3 Results

The evaluation results are shown in Table 1 from which we make the following observations:

- All methods perform very well on the synthetic image dataset, which means all methods, including the proposed method, baselines and the one proposed in [6], are able to capture the haze level to some extent.
- The proposed method and baselines perform better than the jcsb2014 work. The gain becomes more significant when the scenes and haze conditions are more
The methods and performance. First row show the datasets, first column show the depth\(\times\)trans is the proposed method. All shown values have a p-value smaller than 0.001. jcsb2014 for PM25-s is N/A, because the p-value is 0.3781.

Table 1: Absolute Spearman correlation coefficients (%) per-

|                  | FRIDA1 | FRIDA2 | PM25 | PM25-s |
|------------------|--------|--------|------|--------|
| jcsb2014         | 77.34  | 77.44  | 3.95 | N/A    |
| depth            | 76.74  | 53.47  | 25.32| 70.14  |
| trans            | 85.56  | 87.38  | 28.10| 84.32  |
| depth\(\times\)trans | 90.60  | 87.43  | 40.83| 89.05  |

Table 5 shows the datasets, first column show the depth\(\times\)trans is the proposed method. All shown values have a p-value smaller than 0.001. jcsb2014 for PM25-s is N/A, because the p-value is 0.3781.

Table 1: Absolute Spearman correlation coefficients (%) per-

|                  | FRIDA1 | FRIDA2 | PM25 | PM25-s |
|------------------|--------|--------|------|--------|
| jcsb2014         | 77.34  | 77.44  | 3.95 | N/A    |
| depth            | 76.74  | 53.47  | 25.32| 70.14  |
| trans            | 85.56  | 87.38  | 28.10| 84.32  |
| depth\(\times\)trans | 90.60  | 87.43  | 40.83| 89.05  |
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Figure 5: The examples of photos from the datasets at different haze level, along with its the prediction results. The rows are from dataset PM25, PM25, PM25, PM25-s, PM25-s, PM25-s, FRIDA1 and FRIDA2, respectively. The prediction errors are highlighted with thick green borders and they are analysed in the end of the Experiment section.