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We introduce the asymptotic spectrum of graphs and apply the theory of asymptotic spectra of Strassen (J. Reine Angew. Math. 1988) to obtain a new dual characterisation of the Shannon capacity of graphs. Elements in the asymptotic spectrum of graphs include the Lovász theta number, the fractional clique cover number, the complement of the fractional orthogonal rank and the fractional Haemers bound.

1. Introduction

1.1. Shannon capacity of graphs

This paper is about the Shannon capacity of graphs, which was introduced by Shannon in [18]. Let $G$ be a (finite simple) graph with vertex set $V(G)$ and edge set $E(G)$. An independent set (also called stable set) in $G$ is a subset of $V(G)$ that contains no edges. The independence number or stability number $\alpha(G)$ is the cardinality of the largest independent set in $G$. For graphs $G$ and $H$, the and-product $G \boxtimes H$, also called the strong graph product, is defined by

$$V(G \boxtimes H) = V(G) \times V(H)$$

$$E(G \boxtimes H) = \{(g, h), (g', h')\}: \{(g, g') \in E(G) \text{ and } \{h, h'\} \in E(H)\}$$

or $$\{(g, g') \in E(G) \text{ and } h = h'\}$$

or $$(g = g' \text{ and } \{h, h'\} \in E(H)) \}.$$
The Shannon capacity $\Theta(G)$ is defined as the limit

$$\Theta(G) := \lim_{N \to \infty} \alpha(G \circlearrowright N)^{1/N}.$$  

This limit exists and equals the supremum $\sup_N \alpha(G \circlearrowright N)^{1/N}$ by Fekete’s lemma: if $x_1, x_2, x_3, \ldots \in \mathbb{R}_{\geq 0}$ satisfy $x_{m+n} \geq x_m + x_n$, then $\lim_{n \to \infty} x_n/n = \sup_n x_n/n$.

Computing the Shannon capacity is nontrivial already for small graphs. Lovász in [13] computed the value $\Theta(C_5) = \sqrt{5}$, where $C_k$ denotes the $k$-cycle graph, by introducing and evaluating a new graph parameter $\vartheta$ which is now known as the Lovász theta number. For example the value of $\Theta(C_7)$ is currently not known. The Shannon capacity $\Theta$ is not known to be hard to compute in the sense of computational complexity. On the other hand, deciding whether $\alpha(G) \geq k$, given a graph $G$ and $k \in \mathbb{N}$, is NP-complete [11].

1.2. Result: new dual characterisation of Shannon capacity

The result of this paper is a new dual characterisation of the Shannon capacity of graphs. This characterisation is obtained by applying Strassen’s theory of asymptotic spectra [21], which in turn is based on the representation theorem of Kadison–Dubois [5] (see also [16] and [14]).

To state our result we need the standard notions graph homomorphism, graph complement and graph disjoint union. Let $G$ and $H$ be graphs. A graph homomorphism $f: G \to H$ is a map $f: V(G) \to V(H)$ such that for all $u, v \in V(G)$, if $\{u, v\} \in E(G)$, then $\{f(u), f(v)\} \in E(H)$. In other words, a graph homomorphism maps edges to edges. The complement $\overline{G}$ of $G$ is defined by

$$V(\overline{G}) = V(G)$$
$$E(\overline{G}) = \{\{u, v\} : \{u, v\} \notin E(G), u \neq v\}.$$  

We define the relation $\leq$ on graphs as follows: let $G \leq H$ if there is a graph homomorphism $\overline{G} \to \overline{H}$ from the complement of $G$ to the complement of $H$. The disjoint union $G \sqcup H$ is defined by

$$V(G \sqcup H) = V(G) \sqcup V(H)$$
$$E(G \sqcup H) = E(G) \sqcup E(H).$$  

For $n \in \mathbb{N}$ the complete graph $K_n$ is the graph with $V(K_n) = [n] := \{1, 2, \ldots, n\}$ and $E(K_n) = \{\{i, j\} : i, j \in [n], i \neq j\}$. Thus $K_0 = \overline{K_0}$ is the empty graph and $K_1 = \overline{K_1}$ is the graph consisting of a single vertex and no edges.
We define the relation \( \lesssim \) on graphs as follows: let \( G \lesssim H \) if there is a sequence \( (x_N) \in \mathbb{N}^\mathbb{N} \) with \( x_N^{1/N} \to 1 \) when \( N \to \infty \) such that for every \( N \in \mathbb{N} \)

\[
G \boxtimes N \lesssim (H \boxtimes N) \sqcup x_N = \underbrace{H \boxtimes N \sqcup \ldots \sqcup H \boxtimes N}_{x_N}
\]

holds.

**Theorem 1.1.** Let \( S \subseteq \{\text{graphs}\} \) be a collection of graphs which is closed under the disjoint union \( \sqcup \) and the strong graph product \( \boxtimes \), and which contains the graph with a single vertex, \( K_1 \). Define the asymptotic spectrum \( X(S) \) as the set of all maps \( \phi : S \to \mathbb{R}_{\geq 0} \) such that, for all \( G, H \in S \)

1. if \( G \leq H \), then \( \phi(G) \leq \phi(H) \)
2. \( \phi(G \sqcup H) = \phi(G) + \phi(H) \)
3. \( \phi(G \boxtimes H) = \phi(G) \phi(H) \)
4. \( \phi(K_1) = 1 \).

Then we have

(i) \( G \lesssim H \) iff \( \forall \phi \in X(S) \phi(G) \leq \phi(H) \)

(ii) \( \Theta(G) = \min_{\phi \in X(S)} \phi(G) \).

**Remark 1.2.** Statement (ii) of Theorem 1.1 is nontrivial in the sense that \( \Theta \) is not an element of \( X(\{\text{graphs}\}) \). Namely, \( \Theta \) is not additive under \( \sqcup \) by a result of Alon [1], and \( \Theta \) is not multiplicative under \( \boxtimes \) by a result of Haemers [10]. It turns out that the graph parameter \( G \mapsto \max_{\phi \in X(\{\text{graphs}\})} \phi(G) \) is itself an element of \( X(\mathcal{G}) \), and is known as the fractional clique cover number \( \chi_f \) (see Section 5.2 and e.g. [17, Eq. (67.112)]). While writing this paper it was brought to the author’s attention that in [9, Example 8.25] a statement is proven that is slightly weaker than Theorem 1.1, in the sense that condition (2) is not imposed.

**Remark 1.3.** The relation \( G \lesssim H \) defined in Theorem 1.1 above can equivalently be characterised by \( G \boxtimes N \lesssim H \boxtimes (N + o(N)) \). One may naturally consider the optimal coefficient \( \alpha \in \mathbb{R} \) for which an asymptotic inequality \( G \boxtimes N \lesssim H \boxtimes (\alpha N + o(N)) \) holds, as is also studied in [24]. Statement (i) of Theorem 1.1 naturally implies a characterisation of this optimal rate in terms of the asymptotic spectrum.
1.3. Known elements in the asymptotic spectrum of graphs

Several graph parameters from the literature can be shown to be in the asymptotic spectrum of graphs $\mathbf{X}(\{\text{graphs}\})$. The elements in $\mathbf{X}(\{\text{graphs}\})$ that the author is currently aware of are: the Lovász theta number $\vartheta$ [13], the fractional clique cover number $\chi_f$ [22], the complement of the fractional orthogonal rank, $\xi_f$ [6], and for each field $\mathbb{F}$ the fractional Haemers bound $R^\mathbb{F}_f$ [4, 2]. Bukh and Cox in [2] prove a separation result which implies that the fractional Haemers bounds provide an infinite family in $\mathbf{X}(\{\text{graphs}\})$!

1.4. Strassen: asymptotic rank and asymptotic subrank of tensors

Volker Strassen developed the theory of asymptotic spectra in the context of tensors in the series of papers [19, 20, 21, 22]. For any family $S$ of tensors (of some fixed order, over some fixed field, but with arbitrary dimensions) which is closed under tensor product and direct sum and which contains the “diagonal tensors”, there is an asymptotic spectrum $\mathbf{X}(S)$ characterising the “asymptotic restriction preorder” on $S$. The asymptotic restriction preorder is closely related to the asymptotic rank and asymptotic subrank of tensors. Understanding these notions is in turn the key to understanding the computational complexity of matrix multiplication (see also [3]), Strassen’s original motivation.

Strassen constructed a collection of elements in $\mathbf{X}(S)$ for the family $S$ of “oblique tensors”, a strict subset of all tensors [22]. These elements are called the support functionals. Interestingly, the recent breakthrough result on the cap set problem [8, 23] can be proven using these support functionals [7]. Only recently, Christandl, Vrana and Zuiddam in [7] constructed an infinite family of elements in $\mathbf{X}(\{\text{complex tensors of order } k\})$, called the quantum functionals.

2. Asymptotic spectra

We discuss the theory of asymptotic spectra, following [21], but in the language of semirings instead of rings. Let $(S, +, \cdot, 0, 1)$ be a commutative semiring, meaning that $S$ is a set with a binary addition operation $+$, a binary multiplication operation $\cdot$, and elements $0, 1 \in S$, such that for all $a, b, c \in S$

(1) $+$ is associative: $(a + b) + c = a + (b + c)$
(2) $+$ is commutative: $a + b = b + a$
(3) $0 + a = a$
Then for \( a, b \) on \( \mathbb{R} \) set of ring homomorphisms \( \mathbb{R} \) (and such that \( a, b, c \) ∈ \( \mathbb{N} \)).

For \( n \in \mathbb{N} \) we denote the sum of \( n \) ones \( 1 + \cdots + 1 \in \mathbb{S} \) by \( n \).

Let \( \leq \) be a preorder on \( S \), i.e. \( \leq \) is a relation on \( S \) such that for all \( a, b, c \in S \)

1. \( \leq \) is reflexive: \( a \leq a \)
2. \( \leq \) is transitive: \( a \leq b \) and \( b \leq c \) implies \( a \leq c \).

**Definition 2.1.** A preorder \( \leq \) on \( S \) is a Strassen preorder if

1. \( \forall n, m \in \mathbb{N}, n \leq m \) in \( \mathbb{N} \) iff \( n \leq m \) in \( S \)
2. \( \forall a, b, c, d \in S \) if \( a \leq b \) and \( c \leq d \), then \( a + c \leq b + d \) and \( ac \leq bd \)
3. \( \forall a, b \in S, b \neq 0 \exists r \in \mathbb{N} a \leq rb. \)

Let \( S \) be a commutative semiring and let \( \leq \) be a Strassen preorder on \( S \). We will use \( \leq \) to denote the usual preorder on \( \mathbb{R} \). Let \( \mathbb{R}_{\geq 0} \) be the semiring of non-negative real numbers. Let \( X(S, \leq) \) be the set of \( \leq \)-monotone semiring homomorphisms from \( S \) to \( \mathbb{R}_{\geq 0} \),

\[ X(S) := X(S, \leq) := \{ \phi \in \text{Hom}(S, \mathbb{R}_{\geq 0}) : \forall a, b \in S a \leq b \Rightarrow \phi(a) \leq \phi(b) \}. \]

We call \( X(S, \leq) \) the asymptotic spectrum of \( (S, \leq) \). Note that for every \( \phi \in X(S, \leq) \) holds \( \phi(1) = 1 \) and thus \( \phi(n) = n \) for all \( n \in \mathbb{N} \). For \( a, b \in S \), let \( a \preceq b \) if there is a sequence \( (x_N) \in \mathbb{N}^\mathbb{N} \) with \( x_N^{1/N} \rightarrow 1 \) when \( N \rightarrow \infty \) such that for all \( N \in \mathbb{N} \) we have \( a^N \leq b^N x_N \). Fekete’s lemma implies that in the definition of \( \preceq \) we may equivalently replace the requirement \( x_N^{1/N} \rightarrow 1 \) when \( N \rightarrow \infty \) by \( \inf_N x_N^{1/N} = 1 \). We call \( \preceq \) the asymptotic preorder induced by \( \leq \).

In terms of rings, the main theorem in the theory of asymptotic spectra is the following.

**Theorem 2.2 ([21, Cor. 2.6]).** Let \( (R, +, \cdot, 0, 1) \) be a commutative ring and let \( R_+ \subseteq R \) be a subset such that \( 0, 1 \in R_+, -1 \notin R_+ \) and \( R = R_+ - R_+ \), and such that \( (R_+, +, \cdot, 0, 1) \) forms a semiring. Let \( \leq \) be a Strassen preorder on \( R_+ \) and let \( \preceq \) be the asymptotic preorder induced by \( \leq \). Let \( X \) be the set of ring homomorphisms \( R \rightarrow \mathbb{R} \) that are \( \leq \)-monotone on \( R_+ \), i.e.

\[ X = \{ \phi \in \text{Hom}(R, \mathbb{R}) : \forall a, b \in R_+ a \leq b \Rightarrow \phi(a) \leq \phi(b) \}. \]

Then for \( a, b \in R_+ \) holds \( a \preceq b \) iff \( \forall \phi \in X \phi(a) \leq \phi(b) \).
Let $R$ be the Grothendieck ring of $S$. (As group under addition, $R$ is the quotient of the free abelian group on symbols $[a]$, $a \in S$, and the subgroup generated by the elements $[a + b] - [a] - [b]$, $a, b \in S$. To make $R$ a ring, multiplication is defined by setting $[a][b] = [ab]$, $a, b \in S$ and extending $\mathbb{Z}$-linearly.) To study the asymptotic preorder $\preceq$ on the semiring $S$, the natural approach is to apply Theorem 2.2 to $R$. The canonical semiring homomorphism $S \to R$: $a \mapsto [a]$ is, however, not injective in general, which a priori seems an issue. Namely, $[a] = [b]$ if and only if there exists an element $c \in S$ such that $a + c = b + c$.

To see that noninjectivity is not an issue we use the following lemma. Proving the lemma is routine if done in the suggested order. A proof can be found in [25, Chapter 2].

Lemma 2.3. Let $\preceq$ be a Strassen preorder on a commutative semiring $T$. Let $\preceq\sim$ be the asymptotic preorder induced by $\preceq$ and let $\sim\preceq$ be the asymptotic preorder induced by $\sim$. Then the following are true.

(i) Also $\sim\preceq$ is a Strassen preorder on $T$.
(ii) For any $a_1, a_2 \in T$, if $a_1 \sim\preceq a_2$, then $a_1 \preceq a_2$.
(iii) For any $a_1, a_2, b \in T$ we have $a_1 + b \sim\preceq a_2 + b$ iff $a_1 \sim\preceq a_2$.

Let $R_+ \subseteq R$ be the image of $S$ under the canonical map $S \to R$. Define the relation $\preceq$ on $R_+$ by letting $[a] \preceq [b]$ if $a \preceq b$ for any $a, b \in S$. One verifies using Lemma 2.3 that $\preceq$ is a Strassen preorder on $R_+$ and that for any $a, b \in S$ holds $[a] \preceq [b]$ if and only if $a \preceq b$. Moreover, one verifies that $\preceq$ coincides with $\sim\preceq$ on $R_+$. Applying Theorem 2.2 to $R_+ \subseteq R$ with the Strassen preorder $\preceq$, and using the fact that $\text{X}(S, \preceq) = \text{X}(S, \sim\preceq)$, yields the following corollary.

Corollary 2.4. Let $S$ be a commutative semiring and let $\preceq$ be a Strassen preorder on $S$. Then
\[
\forall a, b \in S \quad a \preceq b \text{ iff } \forall \phi \in \text{X}(S, \preceq) \quad \phi(a) \leq \phi(b).
\]

Remark 2.5. One can prove that the semiring of graphs $S$ that we will consider in Section 4 is, in fact, additively cancellative, which means that for any $a, b, c \in S$ holds $a + c = b + c$ if and only if $a = b$. In that case the canonical map $S \to R$ is injective and the statement of Corollary 2.4 follows directly from Theorem 2.2. The above argument shows that $S$ being additively cancellative is not necessary for the conclusion of Corollary 2.4 to hold.

Remark 2.6. Alternatively, to prove Corollary 2.4 one may integrate the proofs of Strassen [21] and Becker–Schwartz [5] in a manner that avoids passing to the Grothendieck ring altogether. Such a proof can be found in the author’s PhD thesis [25, Chapter 2].
Remark 2.7. For $a \in S$, let $\hat{a} : X(S) \to \mathbb{R}_{\geq 0} : \phi \mapsto \phi(a)$. Let $\mathbb{R}_{\geq 0}$ have the Euclidean topology. Endow $X(S)$ with the weak topology with respect to the maps $\hat{a}$ for $a \in S$. It can be shown that with this topology $X(S)$ is a nonempty compact Hausdorff space, see e.g. [21].

3. Rank and subrank

Strassen in [21] studied the asymptotic rank and asymptotic subrank of tensors (cf. Section 1.4). We generalise the notions of asymptotic rank and asymptotic subrank of tensors to arbitrary semirings $S$ with a Strassen pre-order $\leq$. Let $a \in S$. Define the rank

$$R(a) := \min \{ r \in \mathbb{N} : a \leq r \}$$

and the subrank

$$Q(a) := \max \{ s \in \mathbb{N} : s \leq a \}.$$

Then $Q(a) \leq R(a)$. Define the asymptotic rank

$$\tilde{R}(a) := \lim_{N \to \infty} R(a^N)^{1/N}.$$

When $a=0$ or $a \geq 1$ define the asymptotic subrank

$$\tilde{Q}(a) := \lim_{N \to \infty} Q(a^N)^{1/N}.$$

By Fekete’s lemma these limits exist, and asymptotic rank is an infimum and asymptotic subrank is a supremum as follows,

$$\tilde{R}(a) = \inf_N R(a^N)^{1/N}$$

$$\tilde{Q}(a) = \sup_N Q(a^N)^{1/N} \text{ when } a = 0 \text{ or } a \geq 1.$$

Corollary 2.4 implies that the asymptotic rank and asymptotic subrank have the following dual characterisation in terms of the asymptotic spectrum. The proof is essentially the same as the proof of [21, Th. 3.8].

Corollary 3.1 (cf. [21, Th. 3.8]). Let $a \in S$ such that $a \geq 1$ and such that there exists an element $k \in \mathbb{N}$ with $a^k \geq 2$. Then

$$\tilde{Q}(a) = \min_{\phi \in X(S)} \phi(a).$$

Let $a \in S$ such that $a \geq 1$. Then

$$\tilde{R}(a) = \max_{\phi \in X(S)} \phi(a).$$
Proof. Let $\phi \in X(S)$. For $N \in \mathbb{N}$, $Q(a^N) \leq \phi(a^N) = \phi(a)^N$. Therefore $Q(a) \leq \phi(a)$. We conclude $Q(a) \leq \min_{\phi \in X(S)} \phi(a)$. It remains to prove $\tilde{Q}(a) \geq \min_{\phi \in X(S)} \phi(a)$. Let $a \geq 1$ and $a^k \geq 2$. Let $y := \min_{\phi \in X(S)} \phi(a)$. From $a \geq 1$ follows that for all $\phi \in X(S)$ holds $\phi(a) \geq \phi(1) = 1$, and so $y \geq 1$. By definition of $y$ we have

$$\forall \phi \in X(S) \quad \phi(a) \geq y.$$  

Take the $m$th power on both sides,

$$\forall \phi \in X(S), m \in \mathbb{N} \quad \phi(a^m) \geq y^m.$$  

Take the floor on the right-hand side,

$$\forall \phi \in X(S), m \in \mathbb{N} \quad \phi(a^m) \geq \lfloor y^m \rfloor.$$  

Apply Corollary 2.4 to pass to the asymptotic preorder

$$\forall m \in \mathbb{N} \quad a^m \geq \lfloor y^m \rfloor.$$  

Then, by the definition of asymptotic preorder,

$$\forall m, N \in \mathbb{N} \quad a^{mN} \geq \lfloor y^m \rfloor^N.$$  

For some $\varepsilon_{m,N} \in o(N)$. Now we use $a^k \geq 2$ to get

$$\forall m, N \in \mathbb{N} \quad a^{mN+k\varepsilon_{m,N}} \geq \lfloor y^m \rfloor^N.$$  

Then

$$Q(a^{mN+k\varepsilon_{m,N}}) \geq \lfloor y^m \rfloor^N \frac{1}{mN+k\varepsilon_{m,N}}.$$  

Choose $m = m(N)$ with $m(N) \to \infty$ as $N \to \infty$ and $\varepsilon_{m(N),N} \in o(N)$ to obtain $Q(a) = \sup_{N} Q(a^N)^{1/N} \geq y$. This proves the first statement.

The second statement is proven similarly.

4. The asymptotic spectrum of graphs

We apply the theory of the previous two sections to graphs. Let $G$ be the set of isomorphism classes of finite simple graphs. Let $\boxtimes$ be the strong graph product, let $\sqcup$ be the disjoint union of graphs, and let $K_n$ be the complete graph with $n$ vertices, as defined in the introduction.

Lemma 4.1. The set $G$ with addition $\sqcup$, multiplication $\boxtimes$, additive unit $K_0$ and multiplicative unit $K_1$ is a commutative semiring.
The complements $K_0, K_1, K_2, \ldots$ of the complete graphs behave like $N$ in $G$.

Let $G, H \in G$. Let $G \leq H$ if there is a graph homomorphism $G \to H$. In other words, $G \leq H$ iff there is a map $\phi : V(G) \to V(H)$ such that $\forall u, v \in V(G)$ with $u \neq v$, if $\{u, v\} \notin E(G)$, then $\{\phi(u), \phi(v)\} \notin E(H)$.

The reader readily verifies the following lemma.

Lemma 4.2. The relation $\leq$ is a Strassen preorder on $G$. That is:

(i) For $n, m \in \mathbb{N}$, $K_n \leq K_m$ iff $n \leq m$.
(ii) If $A \leq B$ and $C \leq D$, then $A \sqcup C \leq B \sqcup D$ and $A \boxtimes C \leq B \boxtimes D$.
(iii) For $A, B \in G$, if $B \neq K_0$, then there is an $r \in \mathbb{N}$ with $A \leq K_r \boxtimes B$.

Let $\preceq$ be the asymptotic preorder induced by $\leq$. As in the previous section, let $Q(G) = \max\{m \in \mathbb{N} : m \leq G\}$ be the subrank. One verifies that $Q(G)$ equals the independence number $\alpha(G)$. Let $R(G) = \min\{n \in \mathbb{N} : G \leq n\}$ be the rank. One verifies that $R(G)$ equals the clique cover number $\chi(G)$, i.e. the chromatic number of the complement $\chi(G)$.

Recall the definition of the Shannon capacity $\Theta(G) := \lim_{N \to \infty} \alpha(G \boxtimes N)^{1/N}$. Thus $\Theta(G)$ equals the asymptotic subrank $Q(G)$. One analogously defines the asymptotic clique cover number $\tilde{\chi}(G) = \lim_{N \to \infty} \frac{\chi(G \boxtimes N)^{1/N}}{G}$, which equals the asymptotic rank $R(G)$. It is a nontrivial fact that the parameter $\tilde{\chi}(G)$ equals the so-called fractional clique cover number $\chi_f(G)$, see Section 5.2.

Proof of Theorem 1.1. Let $S \subseteq G$ be a semiring. By Lemma 4.1 and Lemma 4.2 we may apply Corollary 2.4. This gives statement (i) of Theorem 1.1. Let $G \in S$. If $G = K_0$, then $\phi(G) = 0 = Q(G)$ for any $\phi \in X(S)$. If $K_1 \leq G \leq K_1$, then $\phi(G) = 1 = Q(G)$ for any $\phi \in X(S)$. Otherwise $G \geq K_2$. Then we may apply Corollary 3.1. This gives statement (ii) of Theorem 1.1.

We are left with a clear goal: explicitly describe the asymptotic spectrum of graphs $X(G)$.

5. Known elements in the asymptotic spectrum of graphs

We finish with an overview of some known elements in the asymptotic spectrum of graphs $X(G)$.
5.1. Lovász theta number

For any real symmetric matrix $A$ let $\Lambda(A)$ be the largest eigenvalue. The Lovász theta number $\vartheta(G)$ is defined as

$$\vartheta(G) := \min \{ \Lambda(A) : A \in \mathbb{R}^{V(G) \times V(G)} \text{ symm., } \{u, v\} \notin E(G) \Rightarrow A_{uv} = 1 \}. $$

The parameter $\vartheta(G)$ was introduced by Lovász in [13]. We refer to [12] and [17] for a survey. It follows from now well-known properties that $\vartheta \in \mathbf{X}(\mathcal{G})$.

5.2. Fractional graph parameters

Besides the Lovász theta number there are several elements in $\mathbf{X}(\{\text{graphs}\})$ that are naturally obtained as fractional versions of sub-multiplicative, sub-additive, $\leq$-monotone maps $\mathcal{G} \to \mathbb{R}_{\geq 0}$. For any map $\phi : \mathcal{G} \to \mathbb{R}_{\geq 0}$ we define a fractional version $\phi_f$ by

$$\phi_f(G) = \inf_d \frac{\phi (\overline{G} \boxtimes K_d)}{d}. $$

We will discuss several fractional parameters from the literature.

5.2.1. Fractional clique cover number. We consider the fractional version of the clique cover number $\overline{\chi}(G) = \chi(G)$. It is well-known that $\overline{\chi}_f \in \mathbf{X}(\mathcal{G})$, see e.g. [17]. The fractional clique cover number $\overline{\chi}_f$ in fact equals the asymptotic clique cover number $\overline{\chi}(G) = \lim_{N \to \infty} \overline{\chi}(G \boxtimes K_N)^{1/N}$ which we introduced in the previous section, see [15] and also [17, Th. 67.17].

5.2.2. Fractional Haemers bound. Let $\text{rank}(A)$ denote the matrix rank of any matrix $A$. For any set $C$ of matrices define $\text{rank}(C) := \min \{ \text{rank}(A) : A \in C \}$. For a field $\mathbb{F}$ and a graph $G$ define the set of matrices

$$M^\mathbb{F}(G) := \{ A \in \mathbb{F}^{V(G) \times V(G)} : \forall u, v A_{uv} \neq 0, \{u, v\} \notin E(G) \Rightarrow A_{uv} = 0 \}. $$

Let $R^\mathbb{F}(G) := \text{rank}(M^\mathbb{F}(G))$. The parameter $R^\mathbb{F}(G)$ was introduced by Haemers in [10] and is known as the Haemers bound. The fractional Haemers bound $R^\mathbb{F}_f$ was studied by Anna Blasiak in [4] and was recently shown to be $\boxtimes$-multiplicative by Bukh and Cox in [2]. From this it is not hard to prove that $R^\mathbb{F}_f \in \mathbf{X}(\mathcal{G})$. Bukh and Cox in [2] furthermore prove a separation result: for any field $\mathbb{F}$ of nonzero characteristic and any $\varepsilon > 0$, there is a graph $G$ such...
that for any field $\mathbb{F}'$ with $\text{char}(\mathbb{F}) \neq \text{char}(\mathbb{F}')$ the inequality $R^\mathbb{F}_{\mathbb{F}'}(G) < \varepsilon R^\mathbb{F}_{\mathbb{F}'}(G)$ holds. This separation result implies that there are infinitely many elements in $X(G)$!

5.2.3. Fractional orthogonal rank. In [6] the orthogonal rank $\xi(G)$ and its fractional version the projective rank $\xi_f(G)$ are studied. It easily follows from results in [6] that $G \mapsto \xi_f(G)$ is in $X(G)$.

Acknowledgements. The author thanks Harry Buhrman, Matthias Christandl, Péter Vrana, Jop Briët, Dion Gijswijt, Farrokh Labib, Māris Ozols, Michael Walter, Bart Sevenster, Monique Laurent, Lex Schrijver, Bart Litjens and the members of the A&C PhD & postdoc seminar at CWI for useful discussions and encouragement. The author is supported by NWO (617.023.116) and the QuSoft Research Center for Quantum Software. The author initiated this work when visiting the Centre for the Mathematics of Quantum Theory (QMATH) at the University of Copenhagen.

References

[1] N. Alon: The Shannon capacity of a union, Combinatorica 18 (1998), 301–310.
[2] B. Bukh and C. Cox: On a fractional version of Haemers’ bound, arXiv:1802.00476, 2018.
[3] P. Bürgisser, M. Clausen and M. Amin Shokrollahi: Algebraic complexity theory, volume 315 of Grundlehren Math. Wiss. Springer-Verlag, Berlin, 1997.
[4] A. Blasiak: A graph-theoretic approach to network coding, PhD thesis, Cornell University, 2013.
[5] E. Becker and N. Schwartz: Zum Darstellungssatz von Kadison-Dubois, Arch. Math. (Basel) 40 (1983), 421–428.
[6] T. Cubitt, L. Mančinska, D. E. Roberson, S. Severini, D. Stahlke and A. Winter: Bounds on Entanglement-Assisted Source-Channel Coding via the Lovász Theta Number and Its Variants, IEEE Trans. Inform. Theory 60 (2014), 7330–7344.
[7] M. Christandl, P. Vrana and J. Zuiddam: Universal points in the asymptotic spectrum of tensors (extended abstract), in: Proceedings of 50th Annual ACM SIGACT Symposium on the Theory of Computing (STOC’18), 2018.
[8] J. S. Ellenberg and D. Gijswijt: On large subsets of $\mathbb{F}_q^n$ with no three-term arithmetic progression, Ann. of Math. (2) 185 (2017), 339–343.
[9] T. Fritz: Resource convertibility and ordered commutative monoids, Math. Structures Comput. Sci. 27 (2017), 850–938.
[10] W. Haemers: On some problems of Lovász concerning the Shannon capacity of a graph, IEEE Trans. Inform. Theory 25 (1979), 231–232.
[11] R. M. Karp: Reducibility among combinatorial problems, in: Complexity of computer computations (Proc. Sympos., IBM Thomas J. Watson Res. Center, Yorktown Heights, N.Y., 1972), pages 85–103. Plenum, New York, 1972.
D. E. Knuth: The sandwich theorem, *Electron. J. Combin.* 1, 1994.

L. Lovász: On the Shannon capacity of a graph, *IEEE Trans. Inform. Theory* 25 (1979), 1–7.

M. Marshall: *Positive polynomials and sums of squares*, volume 146 of *Mathematical Surveys and Monographs*, American Mathematical Society, Providence, RI, 2008.

R. J. McEliece and E. C. Posner: Hide and seek, data storage, and entropy, *The Annals of Mathematical Statistics* 42 (1971), 1706–1716.

A. Prestel and Ch. N. Delzell: *Positive polynomials*, Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2001, From Hilbert’s 17th problem to real algebra.

A. Schrijver: *Combinatorial optimization: polyhedra and efficiency*, volume 24, Springer Science & Business Media, 2003.

C. E. Shannon: The zero error capacity of a noisy channel, *Institute of Radio Engineers, Transactions on Information Theory* IT-2 (1956), 8–19.

V. Strassen: The Asymptotic Spectrum of Tensors and the Exponent of Matrix Multiplication, in: *Proceedings of the 27th Annual Symposium on Foundations of Computer Science*, SFCS ’86, pages 49–54, Washington, DC, USA, 1986. IEEE Computer Society.

V. Strassen: Relative bilinear complexity and matrix multiplication, *J. Reine Angew. Math.* 375/376 (1987), 406–443.

V. Strassen: The asymptotic spectrum of tensors, *J. Reine Angew. Math.* 384 (1988), 102–152.

V. Strassen: Degeneration and complexity of bilinear maps: some asymptotic spectra, *J. Reine Angew. Math.* 413 (1991), 127–180.

T. Tao: A symmetric formulation of the Croot-Lev-Pach-Ellenberg-Gijswijt capset bound, https://terrytao.wordpress.com, 2016.

L. Wang and O. Shayevitz: Graph information ratio, *SIAM Journal on Discrete Mathematics* 31 (2017), 2703–2734.

J. Zuiddam: *Asymptotic spectra, algebraic complexity and moment polytopes*, PhD thesis, University of Amsterdam, 2018.

Jeroen Zuiddam

*Institute for Advanced Study*

1 Einstein Drive

Princeton NJ, USA

jzuiddam@ias.edu