A novel denoising framework for cerenkov luminescence imaging based on spatial information improved clustering and curvature-driven diffusion
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With widely availed clinically used radionuclides, Cerenkov luminescence imaging (CLI) has become a potential tool in the field of optical molecular imaging. However, the impulse noises introduced by high-energy gamma rays that are generated during the decay of radionuclide reduce the image quality significantly, which affects the accuracy of quantitative analysis, as well as the three-dimensional reconstruction. In this work, a novel denoising framework based on fuzzy clustering and curvature-driven diffusion (CDD) is proposed to remove this kind of impulse noises. To improve the accuracy, the Fuzzy Local Information C-Means algorithm, where spatial information is evolved, is used. We evaluate the performance of the proposed framework systematically with a series of experiments, and the corresponding results demonstrate a better denoising effect than those from the commonly used median filter method. We hope this work may provide a useful data pre-processing tool for CLI and its following studies.
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1. Introduction

Cerenkov Luminescence Imaging (CLI) is an emerging optical molecular imaging technology, and it is based on the Cerenkov radiation (CR), which was first discovered by Pavel Alekseyevich Cerenkov in 1934.\(^1\)\(^2\) Simply speaking, CR is a kind of visible light with continuous spectrum, which can be emitted when a charged particle (or a particle with high energy) moves in a dielectric media with speed larger than that of light in the media.\(^3\) The first time to use CR in the optical molecular imaging filed was in 2009, when Roberson \textit{et al.} utilized optical instrument (OI) to collect the CR emitted during the decay of 2-18-fluoro-D-glucose (\(^{18}\)F-FDG), and named this technology as CLI.\(^4\) With a widely used clinical radionuclides approved by Food and Drug Administration (FDA), the CLI has built a bridge between optical molecular imaging and traditional medical nuclear imaging, and has been applied in diagnostic imaging, drug development, intraoperative guidance and endoscopic imaging successfully, and the imaging objects include not only small animals, but also human beings.\(^5\)\(^\text{–}\)\(^10\)

As the CR is the secondary product during the decay of radionuclides, its intensity is extremely weak, and most of the energy is distributed in the spectrum with a wavelength below 600 nm.\(^11\)\(^\text{–}\)\(^12\) Thus, the detection of CR in \textit{in vivo} studies is difficult because the high attenuation of CR during the transmission in biological tissues and a relatively long acquisition time is needed (3–5 min in most \textit{in vivo} CLI studies due to the low activity of radionuclide).\(^13\) Because the main product of nuclear decay is high-energy gamma rays, during the acquisition of CR, these high-energy gamma rays will penetrate the biological tissue and hit the charged-couple device (CCD) of the OI directly, resulting a number of impulse noises with very high grayscale value on the CLI images, and reducing the accuracy of the follow-up researches, such as quantitative analysis, three-dimensional reconstruction, etc. In order to suppress these noises, one method adopted in most CLI studies is the median filter algorithm. Although the median filter algorithm can remove most of the noises with an appropriate kernel size, there are still two drawbacks. First, the intensity of CL source will be reduced in the filtered image due to the features of median filter algorithm, making the image not suitable for quantitative analysis. Second, a good denoising effect corresponds to a relatively large kernel size, which would lead to the change of the shape of CL source. Besides the denoising method mentioned above, Cao \textit{et al.} proposed a temporal median (TM) filter algorithm to remove the noises. The method captures a temporal sequence of CLI images (30 images) with short exposure time (10s) and then a TM filter is used to smooth a temporal sequence of the image pixels.\(^14\) The animal pseudotumor experiment (the activity of radionuclide is 100 \(\mu\)Ci) results demonstrated that the TM filter works well, but one important thing should be noted is that in most of the \textit{in vivo} studies, CL can be hardly detected during such a short exposure time because the activity of radionuclide gathered in the lesion is very low, resulting a long acquisition time. Thus, the TM filter may not be so suitable for CLI image denoising as the total acquisition time would be very long.

Here, we regard that the procedure of CLI image denoising contains two steps: the removal of noise pixels and image inpainting. As mentioned above, the CLI image is corrupted by high-value noises, so the pixels can be divided into three categories: background, signal and noise. Thus, the denoising in CLI image is to abandon the noise part. Inspired by the pattern recognition techniques applied in image processing, the clustering approach can be considered as an ideal tool. The Fuzzy C-means (FCM) technique is the basic algorithm to cluster the data into several categories and it can retain more detail information due to its utilization of memberships.\(^15\) However, FCM is sensitive to noise because it fails to discover the co-relationship among pixels without involving appropriate spatial information.\(^16\) To solve the problem, several improved techniques were proposed.\(^17\)\(^\text{–}\)\(^19\) Among them, the Fuzzy Local Information C-Means (FLICM) algorithm not only incorporates local spatial information but also free from artificial parameters, so it has been demonstrated as an outstanding technique both theoretically and practically.\(^20\) However, as some pixels belonging to the region of interest (ROI) on CLI image have a relatively high grayscale value, these points may be clustered to the noise part. Thus, the denoising process cannot simply abandon this part and a further process is needed for each of the clustering result. After the removal of noise pixels, there will be some pixels with the grayscale value of 0, including some points belonging to ROI, so it is...
necessary to fulfill these points by using a proper imaging inpainting method. Simply speaking, inpainting is an interpolation problem, filling the unknown pixels with a condition to agree with the known image on the boundary. A commonly used method for image inpainting is to solve Laplace’s equation, but it is not suitable for image for making the image over smooth, resulting in the loss of detailed information. To overcome the problem mentioned above, Chan et al. proposed an inpainting model based on the Total Variation (TV) inpainting, named CDD model. Compared to the TV inpainting, the CDD model can restore a single object when its disconnected remaining parts are separated far apart by inpainting domain, which will be used in our proposed denoising framework.

In this study, we proposed a novel denoising framework for CLI, which combined FLICM algorithm and CDD Model, named as FLICMCDD for short. The robustness and usability of FLICMCDD is tested via a series of experiments. Unlike traditional median filter algorithm and TM filter algorithm, the FLICMCDD can remove the high-energy rays raised noises effectively with the shape of CL source unchanged, and a relatively long exposure time ensures the detection of CL under the situation of low radioactivity in in vivo studies.

2. Materials and Methods

2.1. Proposed denoising framework for CLI images

Suppose the CLI image to be studied is \( I \), and \( I(i,j) \) denotes the intensity of the pixel \((i,j)\). First of all, by analyzing the histogram of CLI image to acquire the threshold value \( T \), the pixels with the value greater than \( T \) can be simply regarded as noises. For example, Fig. 1(b) shows the histogram of Fig. 1(a) while Fig. 1(a) is a CLI image, which will be used in the section of in vivo experiment. It is obviously that \( T \) should be set to the number between 40,000 and 60,000.

After the initialization of threshold value \( T \), FLICM was performed to divide CLI image to three parts: background, signal and noise. Then, we find the isolated pixel and set the value to 0:

\[
\text{If } \max_{x \in \Omega_{ij}} \{ I(x) \} = 0, \quad \text{then } I(i,j) = 0, \tag{1}
\]

where \( \Omega_{ij} \) denotes the \( 3 \times 3 \) deleted neighborhood of \((i,j)\). It should be noted that \( \Omega_{ij} \) dose not contain \((i,j)\) itself. After the removal of isolated pixels, the holes of each images are filled with the mean value of the neighbored pixels:

\[
\text{If } \min_{x \in \Omega_{ij}} \{ I(x) \} > 0 \quad \text{and} \quad I(i,j) = 0, \quad \text{then} \quad I(i,j) = \frac{1}{x \in \Omega_{ij}} \sum_{x \in \Omega_{ij}} I(x). \tag{2}
\]

It should be noted that in this study, the number of neighbored pixels was 8. Next, denoised CLI image is generated by simply overlaying the images, and then removing the pixels with the value greater than \( T \):

\[
\text{If } I(i,j) > T, \quad \text{then} \quad I(i,j) = 0. \tag{3}
\]

Finally, the CDD model for imaging inpainting is used. The denoising framework based on FLICMCDD is given as follows.

Fig. 1. (a) A CLI image of in vivo experiment and (b) the histogram of (a).
2.2. Numerical simulation experiment

In order to generate a simulated CLI image, Molecular Optical Simulation Environment (MOSE) software based on digital mouse atlas is utilized here. A point light source is subcutaneously embedded on the back of the digital mouse to mimic medical isotope and the depth of the source was about 5 mm, as shown in Fig. 2(a). The wavelength of luminescence simulated here is set to 620 mm, and the optical parameters of each organ are adopted from Ref. 24. Figure 2(b) is the simulated CLI image without noises, and Fig. 2(c) is the simulated CLI image after the addition of dark noises of CCD and impulse noises introduced by high-energy gamma rays. All the images are fused with mouse atlas and the above procedure was repeated five times.

2.3. Materials and instrument for physical experiments

The radionuclide used in this study is $^{18}\text{F}$, obtained in the form of $^{18}\text{F}$-FDG, which is produced via a cyclotron (GE Industries Inc., USA) and the FDG reagent kit (ABX, Germany).

The OI is a home-made CLI system, it is composed of an electron multiplying CCD (EMCCD) camera (Ixon3 Ultra 897, Andor Corp), a standard prime lens (Pentax F/1.8) and a light-tight box to avoid the interface of ambient light. It should be noted that the process of imaging an object contains the collection of two images, white-light image with an integration time of 0.1 s and CLI image with an integration time of 3 min, and the bin value is set to 4. All the procedures of acquiring CLI images are repeated five times.

2.4. Physical phantom experiment

To investigate whether the proposed denoising framework could affect the shape of CL source, a nylon phantom-based experiment is conducted. A cubic phantom with the length of 10 mm is manufactured and a hole is drilled from its upper surface. Distance from the center of the hole to the side surface is 2.5 mm. A rubber capillary tube filled with a mixture of 740 KBq (20 μCi) $^{18}\text{F}$-FDG is inserted into the hole. The phantom is then placed

Algorithm:

Denoising framework based on FLICMCDD

Begin

Initialization. Get the threshold value $T$ by analyzing the histogram of CLI image.

Step 1. Dividing CLI image to three categories by using FLICM method: background, signal and noise.

Step 2. Removing the isolated pixels by using (1) for each image.

Step 3. Filling the holes of each images by using (2).

Step 4. Generating the denoised CLI image by overlaying the images.

Step 5. Removing the pixels with the value greater than $T$ using (3).

Step 6. Using CDD model for imaging inpainting.

End

Fig. 2. Numerical Simulation of CLI image: (a) the digital mouse and CL source location, which is the red point in the blue circle; (b) simulated CLI image and (c) simulated CLI image after the addition of noises.
in the FOV of CLI system and a white image as well as a CLI image is obtained.

### 2.5. *In vivo experiment*

To investigate the potential of the proposed denoising framework for biomedical applications, pseudotumor-based experiment is conducted in this section. The pseudotumor animal model is applied according to the description of our previous studies.5,13 Animal care and protocols are approved by the Fourth Military Medical University Animal Studies Committee. All animal procedures are performed under general anesthesia by inhalation of 1–2% isoflurane–oxygen mixture. A mixture is made of 50 μL Matrigel (BD Biosciences) and 555 KBq (15 μCi) 18F-FDG to form a final volume of 100 μL in a microfuge tube. It is then subcutaneously injected in the left forearm of a nude mouse. The mouse is kept warm for 3 min until the Matrigel solidified. After the mouse is placed on a warmed platform, it is moved into the system and images were acquired.

### 3. Results and Discussion

#### 3.1. Numerical simulation experiment

Denoising results by using median filter are shown in Figs. 3(a)–3(c), while Fig. 3(d) is the result by using FLICMCDD. As the kernel size of median filter can affect the denoising effect, different kernel sizes (size = 3, 5 and 7, respectively) are used here to compare the denoising effect between median filter and FLICMCDD, while the root mean squared error (RMSE) of ROI is calculated to assess the denoising results by

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=0}^{n} (I_o - I_f)^2}{n}},
\]

where \(I_o\) denotes the pixels of simulated CLI image without adding noises, and \(I_f\) denotes the pixels of the filtered simulated CLI image. It is obvious that the lower RMSE value indicates a better denoising effect. Figure 3(e) is the calculated RMSE of the two methods. It is easy to find out that even the median filter can effectively remove noises, large...

![Fig. 3](image-url)
RMSE values would also emerge, and the larger the kernel size used, the larger the RMSE value. As to the result of using FLICMCDD, a relatively good denoising effect is obtained here with a low RMSE value (lower than 15), demonstrated that the proposed method can keep the pixel intensity nearly unchanged.

3.2. Physical phantom experiment

Fusion image of the original CLI image and white-light image is shown in Fig. 4(a). The result of FLICMCDD is shown in Fig. 4(b), while that of median filter is shown in Fig. 4(c). It should be noted that the kernel size of median filter used here is 5. A profile is extracted along with a red line depicted in Figs. 4(a)–4(c), and depicted in Fig. 4(d). It is obvious that the profile of original CLI image is similar to that of the processed image by using FLICMCDD, while a relatively big difference exists between the profile of original CLI image and denoised image by using the median filter.

To further investigate whether the proposed denoising framework can maintain the shape of CL source, structural similarity index (SSIM) is used here:

\[
\text{SSIM}(I_1, I_2) = \frac{(2\mu_1 \mu_2 + c_1)(2\sigma_{1,2} + c_2)}{(\mu_1^2 + \mu_2^2 + c_1)(\sigma_1^2 + \sigma_2^2 + c_2)},
\]

where \(\mu_1\) denotes the mean intensity value of image \(I_1\), \(\mu_2\) denotes the mean intensity value of image \(I_2\), \(\sigma_1^2\) is the variance of image \(I_1\), while \(\sigma_2^2\) denotes the variance of image \(I_2\), \(\sigma_{1,2}\) is the covariance between \(I_1\) and \(I_2\), \(c_1 = (k_1L)^2\) and \(c_2 = (k_2L)^2\) are two variables to stabilize the division with weak denominator, where \(L\) is the dynamic range of the pixel values (the value is 16 in this study). \(k_1 = 0.01\) and \(k_2 = 0.03\) by default. It should be noted that larger the SSIM, the higher the degree of similarity of the two images.

Result of calculated SSIM of is shown Fig. 4(e), it can be concluded that the shape of CL source can keep very well by using FLICMCDD, compared to the result of median filter.

3.3. In vivo experiment

Figure 5(a) shows the white-light image of the mouse acquired by CLI system, and red circle
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Fig. 4. Result of physical phantom experiment: (a) original CLI image; (b) denoised CLI image by using FLICMCDD; (c) denoised CLI image by using median filter; (d) quantitative line profile (red line in (a), (b) and (c), respectively) and (e) comparison of SSIM (yellow rectangle) for FLICMCDD and median filter.
depicts the location of the subcutaneous pseudotumor. CLI image is shown in Fig. 5(b), and Fig. 5(c) is the denoised image by using FCLICMCDD, while the result of using median filter is shown in Fig. 5(d). The kernel size of median filter is 5. SSIM value, RMSE value and mean intensity of ROI (the region of red circle) are calculated and shown in Figs. 5(e)–5(g). All the results indicate that little difference remains between original CLI image and denoised image by using FLICMCDD, with the impulse noises are removed clearly, which demonstrates that the proposed framework works well for the real biological applications.

4. Conclusion

In conclusion, a novel denoising framework for CLI image is proposed in this work, which can remove the random impulse noises introduced by high-energy gamma rays generated during the decay of radionuclide. A series of experiments are designed and conducted to evaluate the effect of the proposed framework. Results demonstrated that, compared to the commonly used median filter, the proposed framework works well with the preservation of the shape of CL source, as well as the intensity. We hope this work may provide a useful data pre-processing tool for CLI and its following studies.
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