MM-Locate-News: Multimodal Focus Location Estimation in News
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Abstract. The consumption of news has changed significantly as the Web has become the most influential medium for information. To analyze and contextualize the large amount of news published every day, the geographic focus of an article is an important aspect in order to enable content-based news retrieval. There are methods and datasets for geolocation estimation from text or photos, but they are typically considered as separate tasks. However, the photo might lack geographical cues and text can include multiple locations, making it challenging to recognize the focus location using a single modality. In this paper, a novel dataset called Multimodal Focus Location of News (MM-Locate-News) is introduced. We evaluate state-of-the-art methods on the new benchmark dataset and suggest novel models to predict the focus location of news using both textual and image content. The experimental results show that the multimodal model outperforms unimodal models.
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1 Introduction

With the rapidly growing amount of information on the Web and social media, news articles are increasingly conveyed in multimodal form; apart from text, images and videos have become inseparable from news to report on events. Besides, there is an increasing research interest in the geographical content of news in fields like information retrieval or Web science. Although a news article might mention many locations it is important to determine the location of the main story. The concept of focus location is a piece of metadata which indicates the geographic focus of a news article \cite{1}. The focus locations are vital, for instance, to identify the location of a natural disaster for crisis management or to analyse political or social events across the world. Even if the news article focuses on one particular event, the text usually mentions various locations which are not the focus locations (see Figure 1a). On the other hand, a news image alone usually
Colombians shock government, rejecting peace deal. President Juan Manuel Santos admitted Jimenez, vowed his side too. He said in a speech in Havana, Cuba.

Fig. 1: Samples from the MM-Locate-News dataset. (a) The proposed visual model fails due to lack of visual geo-representative clues. (b) The proposed textual model fails due to various locations in the text. In both cases, the combination of visual and textual features helps specify the correct location. Images are replaced with similar ones due to license restrictions.

Most of previous approaches for geolocation estimation depend on either text or image. Text-based approaches assign geo-coordinates to the focus location at the document level or based on specific events. On the other hand, the majority of image-based methods focus on locating photos from certain environments such as cities. In recent years, several deep learning approaches have been introduced for geolocation estimation at global scale without any prior assumptions. However, information from image and text are required for a more robust focus location estimation in multimodal news, as the examples in Figure illustrate. But, so far, only a few methods have considered multiple modalities for geolocation estimation. Overall, these methods suffer from two major limitations: (1) They do not make use of recent multimodal transformer models or other unimodal state-of-the-art approaches to extract rich textual and visual information. (2) Although there are various large-scale datasets for text-based geolocation estimation of news at document level or based on events, they do not provide the accompanying images and thus do not allow for multimodal focus location.

Some multimodal datasets, such as the MediaEval Placing Task benchmark datasets or Multiple Languages and Modalities (MLM), contain image-text pairs with the corresponding geo-coordinates, but do not cover news articles and consequently do not address the related challenges such as multiple entities in the text or the lack of geo-representative features in the images. To the best of our knowledge, BreakingNews is the biggest dataset of multimodal news articles with corresponding location information. However, the locations are primarily extracted based on the Rich Site Summary (RSS) and, if not available, on heuristics such as the publisher location or story text. As a result, each document is provided with a number of potential locations that do not necessarily correspond to the focus location, are inaccurate, or even
wrong in some cases. In summary, there is a clear need for multimodal datasets of news articles with image and text and high-quality focus location labels. In addition, a multimodal approach is required which benefits from state-of-the-art approaches to provide rich visual and textual features for news documents.

In this paper, we address the task of focus location estimation; specifically, we target the gap between lack of visual geo-representative clues in news images and multiple location mentions in the body text of news. Our contributions are summarized as follows. (1) We present the MM-Locate-News (Multimodal Focus Location of News) dataset that consists of 6395 news articles covering 237 cities and 152 countries across all continents as well as multiple domains such as health, environment, and politics. The dataset is collected in a weakly-supervised manner, and multiple data cleaning steps are applied to remove articles with potential inaccurate geolocation information. The acquired dataset addresses drawbacks of other datasets such as BreakingNews [27] as it considers multimodal content of news to label the corresponding location. Furthermore, we provide a test set of 591 manually annotated news articles. (2) We propose several neural network models that, unlike previous work [17,18,4,27,29], exploit state-of-the-art image-based [24,34], text-based [6], and multimodal approaches [26] to extract embeddings for multimodal geolocation estimation of news. (3) Experimental results and comparisons to existing solutions on the proposed dataset and on BreakingNews [27] demonstrate the feasibility of the proposed approach.

The remainder of the paper is structured as follows. Section 2 describes the dataset acquisition, while the proposed model for multimodal geolocation estimation is presented in Section 3. We discuss the experimental results in Section 4. Section 5 concludes the paper and outlines potential directions for future work.

2 MM-Locate-News Dataset

In this section, we present our novel dataset called Multimodal Focus Location of News (MM-Locate-News). As discussed in Section 1, existing datasets for geolocation estimation are either not related to news [21,31,32], do not provide images along with news texts [22,29], or contain unreliable labels for locations extracted from the news feed [27]. In contrast, MM-Locate-News includes image-text pairs of news and the location focus at different geospatial resolutions, such as city, country, and continent. In the sequel, data collection and cleaning steps (Figure 2) as well as annotation process and dataset statistics are presented.

**Data Collection:** The dataset has been collected in a weakly-supervised fashion. To cover a variety of locations from all six continents, we extract all countries, capitals, highly populated cities (minimum population of 500,000; minimum area of 200 km²), and medium populated cities (population between 20,000 and 500,000; area between 100 km² and 200 km²) from Wikidata. For each location, we query EventRegistry for events between 2016 and 2020 from the following categories: sports, business, environment, society, health, and politics.

---

4 Source code: https://github.com/TIBHannover/mm-locate-news
5 http://eventregistry.org/
Note that EventRegistry automatically clusters news articles reporting on the same (or similar) events and that the news title of the cluster centroid represents the event name. To ensure the quality, we filter out events that do not include the location in their name or when their category relevance and query relevance scores, provided by EventRegistry, are below the average scores of all events per query location. The intuition behind this step is that an event with a location mentioned in its name more likely provides news articles focusing on the queried location. Finally, we extract all news articles from the remaining event clusters.

Data Filtering: We apply the following steps to remove irrelevant samples.

1) Named Entity – Query Location Match: We assume that an article is related to a query location if it is geographically close to at least one named entity. Following related work [25], we extract the named entities using spaCy [13] and use Wikifier [3] to link them to Wikidata for disambiguation. We extract coordinate location (Wikidata Property P625), which is available primarily for locations (e.g., landmarks, cities, or countries). For persons, we extract the place of birth (Wikidata Property P19) as they likely act in the respective country (or even city). We compute the Great Circle Distance (GCD) between the geographical coordinates of the query location and the extracted entity locations. We keep news articles that include at least one named entity whose GCD from the query location is smaller than $k\sqrt{a}$ where $a$ is the area (Wikidata Property P2046) of the query location, and $k$ is a hyperparameter as defined in Section 4.

2) Event – News Article Distance: Each news article in EventRegistry is assigned a similarity measure that represents the closeness to an event. We discard articles with a lower similarity than the average similarity of all articles of the same cluster to keep the news articles that are most related to the respective event.

3) Redundancy Removal: We compute the similarity between news articles using TF-IDF vectors (Term Frequency; Inverse Document Frequency) and discard one of the articles when the similarity is higher than 0.5 to remove redundancy.

4) Filtering of Rare Locations: After applying the filtering step 1-3, we remove rare locations (and corresponding articles) with less than five articles as they contain too few articles for training.

Dataset Statistics: In total, we queried 853 locations and extracted 13,143 news articles. After the data cleaning steps, we end up with 6395 news articles for 389 locations (237 cities and 152 countries). We divided the MM-Locate-News dataset into train, validation and test data splits by equally distributing news...
Table 1: Distribution of train, validation and test samples in MM-Locate-News among continents (AF: Africa, SA: South America, EU: Europe, AS: Asia, NA: North America, OC: Oceania)

|       | AF  | SA  | EU  | AS  | NA  | OC  | Total |
|-------|-----|-----|-----|-----|-----|-----|-------|
| Train | 854 | 216 | 1604| 1842| 589 | 161 | 5266  |
| Val   | 93  | 24  | 147 | 160 | 88  | 23  | 535   |
| Test  | 84  | 29  | 179 | 202 | 71  | 26  | 591   |

Table 2: Manual annotation criteria (C) for the MM-Locate-News test set variants (T). Answers “yes”, “no” or “unsure” are denoted as “✓”, while “u” and “✓” denote “unsure” and “yes”.

|       | T1  | T2  | T3  |
|-------|-----|-----|-----|
| C1:   | ✓   | ✓   | u   |
| C2:   | ✓   | ✓   | ✓   |
| C3:   | ✓   | ✓   | ✓   |
| Number of samples | 591 | 65 | 154 |

3 Multimodal Focus Location Estimation

We define focus location estimation as a classification problem where for each article, i.e., image-text pair, the total number of $n$ query locations (country or city) are considered as target classes. The $n$-dimensional one-hot encoded ground truth vector $y = (y_1, y_2, \ldots, y_n) \in \{0, 1\}^n$ represents the query location. We extract textual and visual features as follows.

Visual Features: The visual Scene descriptor (representing a place in a general sense) is based on ResNet-152 model [12] to recognize 365 places (pre-trained on the Places365 dataset [34]). The Location descriptor, $base(M, f^*)$, is taken from a state-of-the-art photo geolocation estimation approach [24]. The Object descriptor utilizes the ResNet-152 model [12] pre-trained on the Image-
Net dataset \[5\]. The CLIP descriptor is extracted using CLIP (Contrastive Language-Image Pretraining) \[26\] image encoder.

**Textual Features**: A pre-trained BERT (Bidirectional Encoder Representations from Transformers) \[6\] model is used to extract two distinct feature vectors. The first one represents the whole body text (BERT-Body), while the other refers to mentions of named entities and averages the individual word embeddings of all named entities (BERT-Entities).

**Multimodal Architecture**: As shown in Figure 3, the textual and visual embeddings are concatenated and passed to the fully connected (FC) layers with an output size of 1024, followed by a ReLU layer. Next, the outputs are fed to another FC layer followed by a \(\tanh(u_i)\) layer. The norm function with clamp \(\min = 10^{-12}\) is applied to extract the visual \(\hat{y}_v\) and textual vector \(\hat{y}_t\) with size of \(n = 389\) (number of locations). We obtain the multimodal output \(\hat{y}_m\) using the maximum probabilities of the visual \(\hat{y}_v\) and textual \(\hat{y}_t\) outputs.

**Network Optimization**: During training, the models are optimized as follows. For unimodal models, the cross-entropy loss between the ground truth one-hot encoded vector \(y\) to one (\(\hat{y}_v\) or \(\hat{y}_t\)) is optimized. For multimodal models, the same procedure is applied, but on both vectors \(\hat{y}_v\) and \(\hat{y}_t\). We freeze the weights of the visual models during training.

4 Experimental Setup and Results

In this section, the evaluation setup (Section 4.1) and experimental results including a comparison with state-of-the-art approaches on the MM-Locate-News (Section 4.2) and BreakingNews \[27\] (Section 4.3) datasets are reported.

4.1 Evaluation Setup

**Evaluation Metrics**: We use the geographical location of the class with highest probability in the network output (\(\hat{y}_v\), \(\hat{y}_t\), or \(\hat{y}_m\)) as the prediction and measure the Great Circle Distance (GCD) to the ground truth location. As suggested by Hays and Efros \[11\], the models are evaluated with respect to the percentage of samples predicted within different accuracy levels: city, region, country, and continent with maximum tolerable GCD to the ground location of 25, 200, 750, and
Table 3: Accuracy [%] of focus location estimates for Cliff-clavin [7], Mordecai [10], ISNs [24] and baselines on different test variants of MM-Locate-News (best results for each modality is highlighted per GCD accuracy levels). Text features: BERT-Body (B-Bd), BERT-Entities (B-Et). Visual Features: Location (Lo), Object (Ob), Scene (Sc), CLIP. GCD accuracy levels: City (CI, max. 25 km GCD to the ground truth location), Region (RE, max. 200 km), Country (CR, max. 750 km), Continent (CT, max. 2500 km)

| Approach                  | Modality | CI   | RE  | CR  | CT  | CI   | RE  | CR  | CT  | CI   | RE  | CR  | CT  |
|---------------------------|----------|------|-----|-----|-----|------|-----|-----|-----|------|-----|-----|-----|
| Mordecai [10] (only country-level) | Textual  | -    | -   | -   | -   | -    | -   | -   | -   | -    | -   | -   | -   |
| Cliff-clavin [7]          | Textual  | 36.9 | 53.1| 71.2| 86.5| 38.5 | 56.9| 66.2| 87.7| 33.1 | 48.7| 72.7| 85.1|
| B-Bd                      | Textual  | 21.8 | 27.4| 41.1| 68.4| 33.8 | 35.4| 49.2| 70.8| 19.5 | 23.4| 40.9| 63.6|
| B-Et                      | Textual  | 48.1 | 53.5| 66.3| 79.5| 58.5 | 64.6| 75.4| 81.5| 42.9 | 46.8| 61.0| 77.9|
| B-Bd + B-Et               | Textual  | 42.5 | 47.9| 60.4| 78.5| 60.0 | 64.6| 73.8| 89.2| 37.0 | 41.6| 53.2| 71.4|
| ISNs [24]                 | Visual   | 2.5  | 4.4 | 12.0| 31.0| 16.9 | 26.2| 40.0| 55.4| 0.6  | 1.9 | 7.8 | 29.9|
| CLIP                      | Visual   | 4.6  | 6.3 | 15.4| 41.1| 4.6  | 4.6 | 13.8| 41.5| 5.2  | 8.4 | 19.5| 42.2|
| Lo + Ob                   | Visual   | 3.2  | 3.7 | 8.5 | 27.7| 10.8 | 10.8| 13.8| 27.7| 3.9  | 4.5 | 9.7 | 27.3|
| Sc + Ob                   | Visual   | 1.2  | 1.5 | 6.4 | 20.6| 3.1  | 4.6 | 9.2 | 21.5| 1.9  | 2.6 | 9.1 | 26.0|
| Lo + Sc                   | Visual   | 2.4  | 3.0 | 9.0 | 27.1| 6.2  | 6.2 | 13.3| 33.8| 1.9  | 3.2 | 9.1 | 26.0|
| Lo + Sc + Ob              | Visual   | 2.5  | 3.4 | 9.1 | 31.0| 7.7  | 7.7 | 13.8| 30.8| 3.2  | 5.2 | 11.7| 33.8|
| Lo + CLIP                 | Visual   | 3.7  | 5.6 | 12.9| 36.9| 4.6  | 7.7 | 13.8| 41.5| 5.2  | 7.1 | 16.2| 37.7|
| Sc + CLIP                 | Visual   | 3.9  | 5.6 | 12.7| 36.4| 3.1  | 4.6 | 13.8| 44.6| 5.8  | 8.4 | 16.9| 40.3|
| Lo + Sc + CLIP            | Visual   | 2.5  | 3.7 | 10.5| 33.8| 4.6  | 4.6 | 10.8| 33.8| 3.2  | 5.2 | 11.7| 43.5|
| CLIP + B-Bd + B-Et        | Textual+Visual | 64.6 | 68.9 | 78.5 | 86.6 | 69.2 | 70.8 | 84.6 | 90.3 | 61.0 | 64.9 | 74.7 | 83.8|
| CLIP + Lo + B-Bd + B-Et   | Textual+Visual | 61.4 | 66.0 | 76.8 | 86.3 | 66.2 | 70.8 | 81.5 | 90.8 | 61.0 | 64.9 | 74.0 | 81.8|
| CLIP + Sc + B-Bd + B-Et   | Textual+Visual | 63.1 | 68.0 | 78.0 | 86.0 | 63.1 | 67.7 | 76.9 | 86.2 | 63.6 | 68.8 | 77.3 | 83.8|
| Lo + Sc + B-Bd + B-Et     | Textual+Visual | 65.1 | 69.5 | 78.7 | 84.8 | 70.8 | 75.4 | 81.5 | 86.2 | 63.6 | 68.2 | 77.9 | 80.5|
| CLIP + Lo + Sc + B-Bd + B-Et | Textual+Visual | 65.5 | 70.0 | 81.2 | 88.7 | 72.3 | 76.9 | 83.1 | 90.8 | 63.6 | 69.5 | 81.2 | 85.7|

2500 kilometers, respectively. For the evaluation on BreakingNews (Section 4.3), we use mean and median GCD metrics as suggested by Ramisa et al. [27].

**Hyperparameters:** We use the Adam optimizer, learning rate of $10^{-4}$, and batch size of 128 for optimization. We train the models for 500 epochs and perform validation after every epoch. The best model is used based on the highest mean accuracy in city and region GCD thresholds on the validation set. We set the parameter for data filtering to $k = 6$ (Section 2) based on an empirical evaluation of a small subset (150 samples) of the dataset.

**Compared Systems:** We evaluate different combinations of the proposed model based on the feature modalities. We also compare against two popular text-based methods Cliff-clavin [7], Mordecai [10] and one image-based state-of-the-art model (ISNs: Individual Scene Networks [24]).

### 4.2 Experimental Results on MM-Locate-News

The results are reported in Table 3 and discussed below.

**Textual Models:** For smaller GCD thresholds specifically city and region, in T2, the combination B-Et + B-Bd improves the performance, and in T1 and T3 the B-Et model provides the best results. When used separately, B-Et has a more substantial impact than B-Bd, indicating that named entities and their frequency play a vital role to predict the focus location in the news. While Mordecai and...
achieve the best results at country and continent level for $T_1$ and $T_3$, respectively, these baselines are either not applicable (Mordecai) or achieve worse results (Cliff-clavin) compared to our models on more fine-grained levels.

**Visual Models:** The results show that CLIP$_i$ performs well in all test variants providing the best results on $T_1$ and $T_3$, and that combinations with scene (Sc + CLIP$_i$) and location features (Lo + Sc + CLIP$_i$) can further improve the results. ISNs specifically trained for photo geolocalization achieve superior results on $T_2$ where images depict the query location and provide enough geographical cues. Unlike CLIP$_i$, ISNs do not generalize well on other test variants.

**Multimodal Models:** The combination of CLIP$_i$ with multimodal information drastically improves the results compared to unimodal models in all test data variants and distance thresholds. Even though our visual models do not outperform ISNs in $T_2$, they considerably improve the results when combined with textual features (Lo + Sc + B-Bd + B-Et). These results suggest that a multimodal architecture is beneficial for focus location estimation in news.

**Qualitative Results:** Figure 4 presents the sample outputs for different models. As expected, it is easier for the textual model to predict the correct focus location when there are multiple mentions of the ground truth location in the text (Figure 4a.1), or person names related to the focus location such as Figure 4a.2, which mentions Masis Mayilian the foreign minister of Artsakh. However, the textual model fails when there are multiple locations (Figure 4b.2) or person names (Figure 4b.1) which are irrelevant to the focus location. It is very challenging for the visual model to predict the correct focus location due...
Table 4: Mean and median GCD (km) using the best models per modality on the BreakingNews test set (mean and median values are divided by 1000).

| Approach                                           | Mean | Median |
|----------------------------------------------------|------|--------|
| CLIP                                               | 2.84 | 1.3    |
| B-Bd + B-Et                                        | 1.93 | 0.88   |
| CLIP + Lo + Sc + B-Bd + B-Et                      | 1.88 | 0.83   |
| Places [27]                                        | 3.40 | 0.68   |
| W2V matrix [27]                                    | 1.92 | 0.90   |
| VGG19 + Places + W2V [27]                         | 1.91 | 0.88   |

As shown in the table, CLIP has the highest mean and median GCD values among the models evaluated. This indicates that CLIP alone does not perform well in estimating focus locations in news images.

### 4.3 Experimental Results on BreakingNews

We also evaluate our proposed focus location estimation architectures on BreakingNews [27] for comparison. We divide the dataset into 33,376, 11,210, and 10,581 samples for train, validation, and test splits. However, please note that the quality of ground truth labels in BreakingNews is much lower compared to our proposed MM-Locate-News dataset as the test data are not annotated manually for focus locations. For a better comparison to the approaches presented by Ramisa et al. [27], we train a regression model by minimizing the GCD between the ground truth (the first geo-coordinate as mentioned in the original paper [27]) and the predicted geographical coordinates based on the various types of state-of-the-art visual and textual features presented in Section 3.

Table 4 shows the comparison of the regression models provided by Ramisa et al. [27] with our approaches using Mean and Median GCD values (divided...
by 1000). From our proposed models, as expected the multimodal model $CLIP_i + Lo + Sc + B-Bd + B-Et$ achieves the best performance. In comparison with $VGG19 + Places + W2V$ matrix from Ramisa et al. [27], our model achieves better results with a difference of 30 km and 50 km in terms of mean and median GCD, respectively. Regarding the proposed unimodal models $B-Bd + B-Et$ outperforms $CLIP_i$ in terms of both mean and median. The proposed textual model $B-Bd + B-Et$ achieves slightly better results in comparison with $W2V$ matrix [27] regarding the median value (with difference of 20 km). Regarding the visual models, $CLIP_i$ outperforms Places [27] in terms of mean value by 560 km. However, in terms of median value it is worse with a margin of 620 km. This may be explained by more (bad) outlier predictions of the Places model. Overall, the results suggest that a multimodal architecture is beneficial for the task of location estimation in news.

5 Conclusion

In this paper, we have introduced a novel dataset called $MM-Locate-News$, which is a multimodal collection of image-text pairs for focus location estimation of news articles. A weakly-supervised method has been suggested to collect news with focus locations. We manually annotated the test data to acquire three different test data variants. We have proposed various baselines and multimodal approaches using state-of-the-art transformer-based architectures for the task of focus location estimation. The experimental results have shown that the combination of textual and visual features for geolocation estimation outperforms the compared approaches that rely on features from a single modality.

In future work, we will extend the dataset by considering additional languages and locations. We will also investigate multimodal geolocation estimation on different news domains and apply further noise removal to the images.
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