Genome-wide association study and genomic prediction for intramuscular fat content in Suhuai pigs using imputed whole-genome sequencing data
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Abstract

Integrating the single-nucleotide polymorphisms (SNPs) significantly affecting target traits from imputed whole-genome sequencing (iWGS) data into the genomic prediction (GP) model is an economic, efficient, and feasible strategy to improve prediction accuracy. The objective was to dissect the genetic architecture of intramuscular fat content (IFC) by genome wide association studies (GWAS) and to investigate the accuracy of GP based on pedigree-based BLUP (PBLUP) model, genomic best linear unbiased prediction (GBLUP) models and Bayesian mixture (BayesMix) models under different strategies. A total of 482 Suhuai pigs were genotyped using an 80K SNP chip. Furthermore, 30 key samples were selected for resequencing and were used as a reference panel to impute the 80K chip data to the WGS dataset. The 80K data and iWGS data were used to perform GWAS and test GP accuracies under different scenarios. GWAS results revealed that there were four major regions affecting IFC. Two important functional candidate genes were found in the two most significant regions, including protein kinase C epsilon (PRKCE) and myosin light chain 2 (MYL2). The results of the predictions showed that the PBLUP model had the lowest reliability (0.096 ± 0.032). The reliability (0.229 ± 0.035) was improved by replacing pedigree information with 80K chip data. Compared with using 80K SNPs alone, pruning iWGS SNPs with the R-squared cutoff of linkage disequilibrium (0.55) led to a slight improvement (0.006), adding significant iWGS SNPs led to an improvement of reliability by 0.050 when using a one-component GBLUP, a further increase of 0.033 when using...
INTRODUCTION

With the improvement of people's living standards, pork quality has attracted more and more attention. Intramuscular fat content (IFC) is an important determinant of pork quality affecting multiple other meat quality indicators, such as flavor, shearing force, and texture (Cho et al., 2015). Moreover, the appearance of pork, such as marbling and meat color, will strongly influence the purchase intention of consumers (Ngapo, 2017). It is generally accepted that a higher level of IFC has a positive influence on the sensory experience associated with eating (Wood et al., 2004). Thus, there is an increased requirement for genetic improvement of IFC in pig breeding programs. However, genetic improvement of IFC by a traditional breeding method is challenging because the trait can only be measured accurately after slaughter.

Animal breeding has been revolutionized by genomic prediction (GP). In recent years, genomic information has been widely applied in livestock breeding, which greatly increases selection accuracy, particularly for those traits with low heritability, difficult or expensive to measure (e.g. meat quality) (Jia & Jannink, 2012). In GP, the selection of candidate animals is based on the genomic estimated breeding value (GEBV) using genome-wide dense single-nucleotide polymorphisms (SNPs). Some popular genomic evaluation approaches, such as genomic best linear unbiased prediction (GBLUP) and Bayesian variable selection methods, have been widely used in practical genomic evaluation (Salek Ardestani et al., 2021).

Genomic prediction using SNP chip genotype data depends on linkage disequilibrium (LD) between causal genes and SNP markers. It is expected that the GP using whole-genome sequence (WGS) data will increase prediction accuracy because WGS data included causal SNPs affecting target traits, and the prediction is much less dependent on LD between SNPs and causal SNPs (Meuwissen & Goddard, 2010; Song et al., 2019). Despite the cost of WGS is rapidly decreasing, resequencing a large number of individuals is still expensive. An efficient approach to increase the number of animals with WGS SNP is to impute genotypes of chips to WGS (Larmer et al., 2017). Imputation is the process of inferring missing genotypes, such as inferring unknown genotypes for animals genotyped at lower SNP density by using a reference set of animals genotyped at a higher SNP density. However, a previous study showed that the direct use of imputed WGS (iWGS) data for prediction did not improve prediction accuracy (van Binsbergen et al., 2015). On the other hand, several studies have demonstrated that the accuracy of GP could be improved by adding significant SNPs which were detected by genome-wide association studies (GWAS) from WGS data (Brøndum et al., 2015; Warburton et al., 2020). Genetic variation affecting quantitative traits is ubiquitous in nature yet. Evolutionary force changes the allele frequency of a series of variations and results in changes in specific traits. GWAS is the most commonly used method to detect these genetic variations (Josephs et al., 2017). We speculated that the phenotypic variation of IFC in Suhuai pigs might also be affected by artificial selection, resulting in the change of allele frequency at several SNPs, which were significantly associated with IFC. A previous study found that the accuracy of genomic prediction could be improved by pruning the LD between SNPs in iWGS data (Ye et al., 2019). Moreover, various models to integrate important SNPs for GP have been used, such as one- or two-component GBLUP, Bayesian mixture model and so on (Liu et al., 2020).

The accuracy of genomic selection depends on size of reference population. For the trait such as IFC, it is difficult to have a large reference population. It is unclear whether iWGS data can give an extra contribution to accuracy of genomic prediction compared with SNP chip data, in the case of a small reference population. The objectives of this study were (1) to identify significant SNPs associated with IFC and (2) to improve the accuracy of genomic prediction by integrating significant SNPs into the prediction models.

MATERIALS AND METHODS

Ethics approval

All experimental animals in this study were carried out in accordance with the Guidelines for the Care and Use of Laboratory Animals prepared by the Institutional Animal Welfare and Ethics Committee of Nanjing Agricultural University, Nanjing, China (Certification No: SYXK [Su] 2017–0007).

Pig population

A total of 482 Suhuai pigs from Huaiyin Xinhui Pig Breeding Farm (Huaiian, China) were randomly selected for this study, including 291 barrows and 191 females. These 482 pigs included 330 pigs used in our previous study (Wang et al., 2019). Briefly, these 482 Suhuai pigs mainly originated from 80 sires and 226 dams in 15 consanguinities.
All growing-finishing pigs were fed same diet and ad libitum with free access to water under standard indoor conditions. Finally, they were slaughtered at 80–90 kg (about 220 days) live weight in four batches at the same slaughterhouse from 2017 to 2019. After slaughter, longissimus dorsi muscle samples from the last rib of the left side carcass and ear samples were collected.

2.3 Phenotypic data

IFC accumulates both in (intramyocellular) and out (extramyocellular) of the muscle fibers. The IFC of 482 Suhuai pigs was measured by the Soxhlet extraction method according to a standard procedure, as described by Supakankul and Mekchay (Supakankul & Mekchay, 2016). In addition to the original phenotypes, corrected phenotypes were calculated as genomic estimated breeding values (GEBV) plus the estimated residual from a GBLUP model with 80K phenotypes were calculated as genomic estimated breeding values (GEBV) plus the estimated residual from a GBLUP model with 80K SNP chip data (see the model below). The corrected phenotypes were used for subsequent GWAS and calculated the reliability of prediction in the validation population.

2.4 Genotype data

The genomic DNA was isolated from ear tissue using conventional phenol-chloroform extraction method (Sambrook et al., 1982). Only high-quality genomic DNAs from 482 samples were genotyped using GeneSeek GGP Porcine 80K SNP chip (Neogen), which contained a total of 68,516 SNPs (Banerjee et al., 2020). The physical positions of SNPs in 80K SNP chip were based on the Sus scrofa 10.2 genome of Duroc breed. To facilitate the subsequent genotype imputation, we converted the physical positions of 80K SNP chip data to the Sus scrofa 11.1 by USCS website (https://genome.ucsc.edu/cgi-bin/hgLiftOver). These 80K chip dataset of 482 samples included 96 sample SNP data in our previous study (Wang et al., 2021). Quality control of genotype data was conducted using PLINK (v1.90 beta) (Purcell et al., 2007) to detect and exclude unreliable genotypes. The SNPs were removed if any of the following criteria were involved: (a) no chromosomal or physical location, (b) non-autosomal variants, (c) minor allele frequency (MAF) < 0.01, or (d) call rate < 0.9. In addition, the individuals missing more than 10% of genotypes were removed. After filtering, 50,482 SNPs for 482 individuals were retained in the dataset. The number of SNPs after filtering was similar to other studies (Banerjee et al., 2020).

2.5 Whole-genome resequencing and variant calling

According to the pedigree data of all Suhuai pigs in the breeding farm, which contain 15 lineages, one male and one female from each lineage (a total of 30 individuals) were selected for resequencing. The resequencing was performed by the MGISEQ-2000 sequencing platform. The details of 30 sequenced pigs are shown in Table S1.

In this study, about 1.0 Tb of clean data was generated from the 30 individuals using Fastp (v0.23.1) with the command ‘-c -q 20 -u 50 -n 15 -5 20 -3 20 -w 10’ and 978.2 Gb were mapped to the pig reference genome using BWA (v0.7.8) software with the command ‘mem -t 10 -M -R’. In this study, Sus scrofa 11.1 genome of Duroc breed was selected as the reference genome. Suhuai pig contains Chinese local pig and European pig lineage, however, compared with the reference genome of Chinese local pigs (such as Meishan pig) (Zhou et al., 2021), Luchuan pig (Yang et al., 2019), and European wild boar (Groenen et al., 2012), the reference genome of Duroc is the standard reference genome by NCBI (https://www.ncbi.nlm.nih.gov/databank/). The annotation information of the Duroc’s reference genome is more complete and highly recognized, and is maintained in real time by NCBI (Warr et al., 2020). Furthermore, an important point was that the physical positions of the converted 80K chip data were based on Duroc’s reference genome, in order to improve the accuracy of subsequent imputation, the reference genome of Duroc was selected finally. Among all selected individuals, the average read mapping rates was 95.81%, the minimum value and maximum value were 94.98% and 96.55%, respectively. The possible reason was that the quality of several bases in front of each read was relatively low, which makes the mapping rate slightly low. The average uniquely mapped reads rates were 94.17% (from 93.07% to 95.87%), and the average depth of coverage was 13.30-fold (from 10.43-fold to 15.44-fold). SNP calling and filtering were implemented according to the GATK Best Practices pipeline (Van der Auwera et al., 2013) and VariantFiltration options. The filter parameters were as follows: QualByDepth (QD) ≥ 2.0, Fisher-Strand (FS) > 60.0, strand odds ratio (SOR) > 3.0, mapping qualities of reads (MQRankSum) < −12.5, ranked sum test for the distance of alleles from the end of the reads (ReadPosRankSum) < −8.0. A total of 23,765,813 SNPs were retained in the 30 Suhuai pigs. Finally, the 80K SNP chip data and resequencing data were phased by Beagle 5.1 (Browning et al., 2018) for subsequent imputation.

2.6 Imputation

The imputation from the 80K SNP chip data to WGS genotypes was performed by Beagle 5.1 (Browning et al., 2018) under the default parameter settings. During the imputing process, 30 individuals with resequencing data were used as the reference panel, and 482 individuals with 80K SNP chip data were used as the target panel. Imputation quality control of iWGS data was based on the dosage R-squared (DR2) in Beagle, which is an estimate of the squared correlation between the estimated allele dose and the true allele dose. Meanwhile, we found that some SNPs originated from 80K data were missing after imputation, so, the genotypes of 80K SNP chip were integrated into the iWGS data and replaced the imputed ones. To validate imputation accuracy, we calculated correlation between imputed and observed genotypes from five replicates under the condition that DR2 was greater than 0.9. In each replicate, 2000 SNPs in the 80K SNP chip data of 482 individuals were randomly masked, and then imputed them. The imputed genotypes were compared
with chip panel genotypes to calculate the correlation coefficient. Finally, SNPs with MAF less than 0.01 and DR² less than 0.9 were removed, and 8,103,716 SNPs with high imputing accuracy were remained for subsequent GWAS.

2.7 | Genome-wide association study

A single marker GWAS was performed with a linear model using LDAK version 5.1 (Speed et al., 2020). The GWAS model was as follows:

\[
y = \mathbf{1} \mu + \mathbf{X} \beta + Z \alpha + e,
\]

where \(y\) is the vector of corrected phenotypes; \(\mathbf{1}\) is a vector of ones; \(\mu\) is the overall mean; \(\beta\) is the unknown allele substitution effect of the SNP tested for the association; \(\mathbf{X}\) is the vector containing the genotype score for the tested SNP; \(\alpha\) is the vector of the random polygenic effects which follow a normal distribution \(\alpha \sim \mathcal{N}(0, \sigma^2_{\alpha})\), where \(\mathbf{G}\) is the genomic relationship matrix (GRM) which is built using 80K or iWGS data excluding the chromosome of the SNP tested, and \(\sigma^2_{\alpha}\) is the additive genetic variance; \(Z\) is the incidence matrix for \(\alpha\) and \(e\) is the vector of residual effects with \(e \sim \mathcal{N}(0, \sigma^2_e)\), where \(I\) is an identity matrix and \(\sigma^2_e\) is the residual variance. The SNP data sets used for GWAS were 80K SNP chip data and iWGS data, respectively. The Bonferroni correction method was used to determine the threshold values of significance in this study. The genome-wide significance level (0.05/N) and suggestive significance level (1/N) (Bland & Altman, 1995) were used in all GWAS, where \(N\) is the number of analyzed SNPs. Consequently, the genome-wide significance level and suggestive significance level were \(p = 9.90 \times 10^{-7}\) and \(p = 1.99 \times 10^{-5}\) for 80K SNP chip data, and the genome-wide significance level and suggestive significance level were \(p = 6.18 \times 10^{-9}\) and \(p = 1.24 \times 10^{-7}\) for WGS data. In addition, we defined QTL region as an interval between significant SNPs located on the upstream and downstream of physical location. Manhattan plots were obtained using the CMplot package (Yin et al., 2021) within the R software (http://www.r-project.org/). For the public annotation databases, clusterProfiler (Yu et al., 2012), an R package, were used to obtain Gene Ontology (GO) terms and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways in all significant regions.

The variance components of IFC were estimated and the IFC phenotype was adjusted for fixed effects (sex, batch, age and carcass weight) using the mixed linear model implemented in the DMU software (Madsen et al., 2014) based on 80K SNP chip data, and the model was described previously (Wang et al., 2021). The phenotypic variance explained (PVE) by each locus was calculated using the equation \(\text{PVE}_i = \frac{2q_i(1-q_i)b_i^2}{\sigma^2_Y}\), where \(q_i\) is the minor allele frequency of the \(i\)th SNP, \(b_i\) is the allele substitution effect of the \(i\)th SNP and \(\sigma^2_Y\) is the phenotypic variance of IFC. Heritability \(h^2\) of IFC was defined as the ratio of the additive genetic variance to phenotypic variance \(h^2 = \frac{\sigma^2_a}{\sigma^2_Y + \sigma^2_e}\).

2.8 | Pre-selection of SNPs for genomic prediction

To avoid automatically using information of validation animals to predict breeding value of the validation animal, the GWAS was performed in each generated reference population using iWGS (GWAS_iWGS) data. Briefly, all genotyped Suhuai pigs \((n = 482)\) with phenotype data were randomly divided into five separate groups, four groups were selected randomly as reference population, and the phenotype of the remaining one group was masked and used as the validation population. According to the above-mentioned method, five reference populations were formed, and GWAS was carried out based on each reference population using Model 1, respectively. Then, the significant SNPs affecting IFC in each reference population were selected into the models to predict breeding value when using this reference population.

2.9 | Statistical model for predicting breeding value

The statistical methods used for predicting breeding value in this study included linear mixed model using pedigree-based relationship matrix (PBLUP), linear mixed models using genome-wide marker-based relationships matrix (GBLUP) and Bayesian mixture model (BayesMix). For GBLUP and BayesMix models, the genotype data sets include 80K data, iWGS data, and pre-selected iWGS SNPs data based on GWAS results. We assessed a one-component model and a two-component model on their efficiency to use the pre-selected iWGS SNPs in these models. A one-component model considered 80K data and pre-selected iWGS SNPs as one genetic component, and a two-component model considered 80K data and pre-selected iWGS SNPs as two separate genetic components. It is worth noting that when one- or two-component model was used for GP, the duplicate SNPs in 80K data and pre-selected SNPs data will be deleted from 80K data.

In order to investigate the impact of LD-based SNP pruning on genomic prediction using iWGS data, twenty different R-squared cutoffs of LD \((1.00, 0.95, 0.90, 0.85, 0.80, 0.75, 0.70, 0.65, 0.60, 0.55, 0.50, 0.45, 0.40, 0.35, 0.30, 0.25, 0.20, 0.15, 0.10, 0.05)\) were used to prune variants. LD was calculated based on the option --indep-pairwise PLINK (v1.90 beta) in a 50-kb sliding window with 10 variants. The number of SNPs after pruning at different cutoff levels are shown in Table S2.

2.10 | PBLUP model

The PBLUP model is

\[
y = \mathbf{1} \mu + \mathbf{X} \beta + Z \alpha + e,
\]

where \(y\) is the vector of phenotype value; \(\mathbf{1}\) is a vector of ones; \(\mu\) is the overall mean; \(\beta\) is the vector of fixed effects (sex and batch as
class variables, age and carcass as regression covariates; $u$ is the vector of additive genetic effects, and assumed that $u \sim N(0, \Lambda \sigma^2_u)$, in which $\Lambda$ is the matrix of additive genetic relationship constructed based on the pedigree; $\sigma^2_u$ is the additive genetic variance; $X$ and $Z$ are incidence matrices relating the fixed effects and the additive genetic values to phenotype values; $e$ represents random residual effects. The prediction of breeding value with PBLUP model was performed using the HIBLUP software (https://www.hiblup.com/).

### 2.11 | GBLUP model

The models for predicting breeding value using genotype information are as follows:

The one-component GBLUP model is

$$y = 1\mu + Xb + Zg + e,$$  

(3)

The two-component GBLUP model is

$$y = 1\mu + Xb + Z1_g1 + Z2_g2 + e,$$  

(4)

where $y$, $\mu$, $X$, $b$, and $e$ are the same as in Model 2; $g$, $g1$, $g2$ are vectors of additive genetic values; $Z, Z1, Z2$ are the incidence matrix to assign $y$ to $g$, $g1$, $g2$. We assumed that the additive genetic value is $g \sim N(0, G \sigma^2_g)$, $g1 \sim N(0, G1 \sigma^2_{g1})$, and $g2 \sim N(0, G2 \sigma^2_{g2})$, where $G$ is a relationship matrix built with either 80K, iWGS data, or 80K together with pre-selected SNPs; $G1$ is a relationship matrix built with 80K data; $G2$ is a relationship matrix built with pre-selected SNPs data; $\sigma^2_g$, $\sigma^2_{g1}$, and $\sigma^2_{g2}$ represent corresponding additive genetic variance, respectively. The estimated breeding value in Model 4 was defined as sum of $g1$ and $g2$. The prediction of breeding value with GBLUP model was performed using the HIBLUP software (https://www.hiblup.com/).

### 2.12 | Bayesian mixture model

The one-component BayesMix model is

$$y = 1\mu + Xb + Zg + e,$$  

(5)

The two-component BayesMix model is

$$y = 1\mu + Xb + Z_{S1}a1 + Z_{S2}a2 + e,$$  

(6)

where $y$, $\mu$, $X$, $b$, and $e$ are the same as in Model 2; $a$ is the vector of SNP effects for all SNPs in the model, $a1$, and $a2$ are the vector of effects for 80K SNPs and the vector of effects for pre-selected iWGS SNPs, respectively; $Z_{S1}, Z_{S1}$, and $Z_{S2}$ represent corresponding genotype matrices, respectively. For iWGS data, only pruned iWGS SNPs of scenario LD<0.55 were used for genomic prediction using the BayesMix model. We assumed the distribution of SNP effects ($a$, $a1$, or $a2$) follows a mixture of four normal distributions:

$$a_i \sim x_{i1}N(0, \sigma^2_{a1}) + x_{i2}N(0, \sigma^2_{a2}) + x_{i3}N(0, \sigma^2_{a3}) + x_{i4}N(0, \sigma^2_{a4}),$$

where $a_i$ is a particular vector of SNP effects ($a, a1$, or $a2$); $x_{ij}$ ($j = 1, 2, 3$ and 4) is the probability of an SNP belongs to the $j$th distribution within the $i$th component in the model, and $\sigma^2_{aj}$ is the variance for $j$th distribution within the $i$th component. In the present study, $x_{ij}$ was sampled from the Dirichlet distribution $x_{ij} = (x_{i1}, x_{i2}, x_{i3}, x_{i4}) \sim \text{dir}(125, 25, 5, 1)$ with prior $x_{i1} = 0.889, x_{i2} = 0.1, x_{i3} = 0.01, \text{ and } x_{i4} = 0.001$. $\sigma^2_{aj}$ is assumed to have a scaled inverse $\chi^2$ distribution and have a fixed ratio of 1000 $\sigma^2_{a1} = 10 \sigma^2_{a2} = \sigma^2_{a3} = \sigma^2_{a4}$; thus, only one of them is required to be estimated within each genetic component. In the present study, the BayesMix model was run using single chain Gibbs sampler with a total length of 50,000 samples, where the first 10,000 samples were discarded as burn-in. The analyses with BayesMix models were carried out using the Bayz software (http://www.bayz.biz).

In total, nine approaches were used to estimate breeding values for IFC. (1) PBLUP with Model 2 which used the pedigree-based relationship matrix ($A$). (2) GBLUP-80K with Model 3 which used the 80K SNP chip data to calculate the GRM ($G$). (3) GBLUP-iWGS with Model 3 which used the iWGS data pruned at different LD levels to calculate the GRM ($G$) separately. (4) GBLUP-80K-GWAS_{iWGS} one with Model 3 which pooled the pre-selected iWGS SNPs and the 80K SNPs together as one component to construct the GRM ($G$). (5) GBLUP-80K-GWAS_{iWGS} two with Model 4 which used the pre-selected iWGS SNPs to construct $G2$ and the 80K SNPs to construct $G1$; (6) Bayesian-80K with Model 5 which used the 80K SNP chip data only; (7) Bayesian-iWGS with Model 5 which used the pruned iWGS data (LD<0.55) only. (8) Bayesian-80K-GWAS_{iWGS} one with Model 6 which use the 80K SNPs and pre-selected iWGS SNPs as one genetic component; (9) Bayesian-80K-GWAS_{iWGS} two with Model 6 which used the 80K SNPs and the pre-selected iWGS SNPs as two separate genetic components.

### 2.13 | Validation of prediction

Accuracy of genomic prediction were assessed using a 5-fold cross validation procedure. The predictability for estimating breeding values were assessed by reliability. The reliability of the prediction was measured as squared correlation between estimated breeding values and corrected phenotypes in the validation groups divided by the $h^2$ of IFC. The standard error (SE) was calculated as the standard deviation of the 5 calculated reliability from the 5 fold cross-validation divided by the square root of 5.

### 3 | RESULTS

#### 3.1 | Heritability of IFC and accuracy of genotype imputation

As shown in Table 1, the mean and standard error of IFC in 482 Suhuai pigs was 1.91 ± 0.03%, and the coefficient of variation was 31.73%, indicating a large variation of IFC phenotypes in this
population. The heritability \((h^2)\) of IFC was 0.26, estimated using a model 1. Heritability estimated from other models was also around this size.

The number of SNPs after imputation and imputation accuracy for each autosome are shown in Table 2. For iWGS genotype data, after removing the SNPs with \(D^2 < 0.9\), the corresponding values of average imputation accuracy \((D^2)\) was 0.96, and 8 103,716 SNPs were remained for subsequent GWAS. The average correlation between imputed and observed genotypes was 0.93 (0.86–0.96) in the validation, which was lower than \(D^2\).

### 3.2 | Genome-wide association study for IFC in 482 Suhuai pigs

This study conducted GWAS in two scenarios. In the first scenario, GWAS was conducted using the 80K data. We identified 7 QTL regions including 80 SNPs which surpassed the suggestive significance level \((p < 1.98E-05)\) and 20 SNPs which reached the genome-wide significant level \((p < 9.90E-07)\) (Figure 1a, Table 3). These significant SNPs (suggestive or genome-wide significance) were mainly distributed on Sus scrofa chromosome (SSC) 1 (124.19–125.56 Mb), SSC3 (94.40–104.56 Mb), SSC6 (79.75–89.16 Mb), SSC14 (25.80–40.17 Mb) and SSC16 (75.66–76.27 Mb). Compared to the first scenario with iWGS data, 4 QTL regions were identified. A total of 1217 suggestive-significant SNPs were identified \((p < 1.23659E-07)\), while 517 SNPs achieved a genome-wide significant level \((p < 6.18296E-09)\) in these QTL regions (Figure 1b, Table 3). These significant SNPs were also mainly distributed on SSC3 (94.32–105.54 Mb), SSC6 (79.75–89.16 Mb), SSC14 (29.21–35.16 Mb) and SSC16 (75.66–76.27 Mb).
scenario, GWAS based on iWGS dataset could reduce the range of significant regions and increase the number of significant SNPs in these significant regions, especially on SSC14 and SSC16. The number of QTL regions was fewer using the iWGS than using 80 K data because significant level was at much smaller \( p \) value (after multiple testing correction) when using iWGS data.

We performed functional enrichment analysis in all significant regions, a total of 160 genes were annotated. Functional analysis of these genes revealed that there were 99 GO terms and 20 KEGG pathways significantly enriched (false discovery rates <0.05) based on Sus scrofa 11.1 genome (Tables S4 and S5). Moreover, through gene function analysis, protein kinase C epsilon (PRKCE) and myosin light
chain 2 (MYL2) gene were suggested to be two important candidate genes affecting IFC. It is worth noting that, a total of 355 significant SNPs were located in PRKCE gene on SSC3, and the most significant locus rs338155853 was located near 0.33 Mb downstream of PRKCE gene. Moreover, the most significant SNP rs331439214 on SSC14 was located near 0.36 Mb upstream of MYL2 gene.

3.3 Pre-selection of SNPs based on GWAS in five reference populations

We performed GWAS using iWGS data in the generated five reference populations, respectively. The summary of significant SNPs is shown in Table S3. Similar to the above GWAS results based on the whole data of 482 animals, these significant SNPs were also mainly distributed on SSC3 (94.32–105.54 Mb) and SSC14 (31.79–32.59 Mb). The most significant SNPs on SSC3 were near 95.00 Mb, while rs331439214 on SSC14 31,793,530 bp was always the most significant SNP associating with IFC in the five reference populations. The number of significant SNPs in GWAS results based on different reference populations were different. Finally, based on five GWAS results, 1292, 1128, 596, 153, and 595 suggestive significant SNPs were pre-selected for subsequent genomic prediction in the 5-fold cross-validation procedure.

3.4 Genomic prediction

The reliabilities of prediction using PBLUP, GBLUP and BayesMix in validation populations are presented in Figures 2 and 3. In this study, the PBLUP model had the lowest prediction reliability (0.096 ± 0.032). The reliability (0.229 ± 0.035) of genome prediction was significantly improved by replacing pedigree information with 80K SNP chip data. Compared with 80K SNP chip data in GBLUP model, the reliability of prediction was reduced by 0.011 when whole iWGS SNPs were used. When using pruned iWGS SNPs, pruning using the R-squared cutoff of LD at 0.40 to 0.60 led to higher accuracies with the highest accuracy for cutoff of LD at 0.55, which led to a slight improvement (0.006) compared with GBLUP-80K. For GBLUP models, compared with using the 80K SNPs alone, adding additional pre-selected iWGS SNPs to the 80K SNPs and treating all the SNPs as one genetic component (GBLUP-80K-GWAS-iWGS-one) resulted in a slight increase of reliability which was 0.033 higher than that of the one-component GBLUP model. Moreover, the GBLUP model treating the two sets of SNPs as two genetic components (GBLUP-80K-GWAS-iWGS-two) resulted in a significant improvement of reliability by 0.05. However, the GBLUP model treating the two sets of SNPs as two genetic components (GBLUP-80K-GWAS-iWGS-two) resulted in a significant improvement of reliability by 0.05. Moreover, the GBLUP model treating the two sets of SNPs as two genetic components (GBLUP-80K-GWAS-iWGS-two) resulted in a significant improvement of reliability by 0.05. Moreover, the GBLUP model treating the two sets of SNPs as two genetic components (GBLUP-80K-GWAS-iWGS-two) resulted in a significant improvement of reliability by 0.05.

FIGURE 2 The reliability of prediction using GBLUP-iWGS models with different R-squared cutoffs of linkage disequilibrium to prune iWGS data.

FIGURE 3 The reliability of predictions using PBLUP, GBLUP and Bayesian mixture models.
of GBLUP model, compared with using 80 K SNPs, Bayesian-iWGS (LD ≤ 0.55) model led to slight improvement (0.008) of reliability. In this study, the prediction reliabilities of GBLUP models were better than those of BayesMix models when using the same SNPs dataset.

4 | DISCUSSION

4.1 | Genome-wide association study

In the present study, GWAS based on 80 K SNP chip data and iWGS data were carried out to explore key variants affecting IFC in 482 Suhuai pigs. The consistency of these two GWAS results was relatively high, and the identified significant regions affecting IFC mainly distributed on SSC3, SSC6, SSC14 and SSC16. In this study, the use of iWGS data instead of 80K data improved the detection power of SNPs of interest, association analyses using iWGS data rather than 80K data could highlight the peaks and increase the phenotypic variation explained by the peak SNP in each QTL. Besides, GWAS using iWGS data rather than 80K data could reduce the mapping noise. Several significant SNPs on SSC1, SSC17 and SSC18 were detected based on 80K dataset, however, the p values of these SNPs were larger than those in GWAS based on iWGS data. One possible reason was that the genomic relationship matrices in the models were constructed with different SNP data sets. The higher p values could be also resulted from larger sample size, in our previous studies, a QTL on SSC5 affecting IFC was identified by using GWAS based on 80K dataset in high (n = 48) and low (n = 48) IFC groups (Wang et al., 2021), and the rs1110770079 SNP located on FABP3 was significantly associated with IFC by association analysis in 330 Suhuai pigs (Wang et al., 2019). However, this significant signal on SSC5 and rs1110770079 SNP were not detected in current study, we speculated that the significant signals of early research were detected based on a limited sample size, and the phenotypic variations explained were small. When we used a larger sample size and iWGS data, four novel QTLs that could explain larger phenotypic variations were detected, and the signal peaks in our previous studies were disappeared. Therefore, it was essential to increase the sample size and the density of SNPs (e.g. iWGS data) in GWAS. Meanwhile, these significant signals with large effects derived from iWGS data might be beneficial to improve the accuracy of genomic prediction for IFC.

In the results of GWAS based on iWGS, a total of 932 SNPs significantly associated with IFC were identified based on 80 K SNP chip data and iWGS data, four novel QTLs that could explain larger phenotypic variations were detected, and the signal peaks in our previous studies were disappeared. Therefore, it was essential to increase the sample size and the density of SNPs (e.g. iWGS data) in GWAS. Meanwhile, these significant signals with large effects derived from iWGS data might be beneficial to improve the accuracy of genomic prediction for IFC.

In the second significant region based on iWGS data, SSC14 (29.21–35.16 Mb), a total of 208 significant SNPs were identified. The most significant SNP rs331349214 on this region was located near 0.36 Mb upstream of myosin might chain 2 (MYL2) gene. MYL2 is a major sarcomeric protein in mammalian striated muscle, and plays a pivotal role in the development and function of the heart (Sheikhi et al., 2015). MYL2, MYL3, MYH7 and TPM3 were considered to be the four best hits coded for typical slow muscle proteins (Amann et al., 2014), previous research found that slow fibers exhibit a higher intramyocellular lipid content than fast glycolytic fibers (Essén-Gustavsson et al., 1994). Pan et al. (2020) performed transcriptome sequencing in longissimus dorsi muscle tissue of Luchuan pig and Duroc pig and found forty differentially expressed genes (DEGs) related to muscle development, including MYL2. Given that MYL2 might affect fatty acid metabolism, we speculated that it might also be considered as a candidate gene for IFC in pigs.

4.2 | Genomic prediction

This study applied PBLUP, GBLUP and Bayesian four-distribution mixture model with different sets of marker genotypes, for genetic evaluation of IFC in Suhuai pigs. The predictive abilities of these three methods were compared in terms of prediction reliability. Our results indicated that the methods based on marker information were more accurate than the method based on pedigree alone. Similarly, Uemoto et al. (2017) reported that the benefits of genomic prediction in terms of increased accuracy of prediction by about 21% over a pedigree-based model for IFC in a closed line of Duroc pigs. This is likely due to the fact that the GBLUP and Bayesian methods have a better capture of the Mendelian sampling terms in comparison with the pedigree-based prediction method (Chen et al., 2015).

Using WGS data in genomic prediction is expected to bring higher predictive reliability, because WGS data included causal SNPs affecting target traits (Meuwissen & Goddard, 2010; Song et al., 2019). Meuwissen and Goddard (2010) demonstrated in simulations that genomic predictions based on WGS data were 5%–10% more accurate than predictions based even on high dense markers, because the causal mutations were used in prediction. However, in the current
study, the prediction reliability of model with GRM constructed using whole iWGS data were slightly lower than using 80K data. Similar to our results, previous studies on reproduction and production traits in pig (Song et al., 2019; Van Binsbergen et al., 2015), reproduction and conformation trait in cattle (Frischknecht et al., 2018), carcass and meat quality in sheep (Moghaddar et al., 2019) suggested no improvement or only marginal increase in genomic prediction accuracy when using of iWGS, compared with chip data. Several factors could explain the unsatisfied results of genomic prediction using iWGS data. First, in iWGS data, a larger number of SNPs do not link to the QTLs affecting the traits of interest, thus, more noise might be introduced to prediction. Second, in the current study, thirty key individuals based on pedigree relationship were selected as the reference panel for resequencing, and the imputation from clean 80K data to WGS data was performed. However, potential imputation errors were difficult to detect and eliminate, which also affected the accuracy of genomic prediction. Calus et al. (2014) have reported that low imputation accuracy had a negative impact on genomic prediction accuracy, thereby reducing the response to selection.

Several studies on genomic prediction for multiple traits often pruned WGS data with fixed LD value (Brøndum et al., 2015; Song et al., 2019). In this study, we investigated the impact of pruning at different levels on genomic prediction. The results showed that moderate LD (LD<0.55) resulted in higher prediction reliability when using all iWGS data. However, Ye et al. (2019) found that the prediction accuracies of most traits using iWGS data were the highest when lower LD (0.10) was used to prune markers. We speculated that an important reason could be LD degree in different population. The number of remaining SNPs was large in low LD population, and small in high LD population under the same cutoff threshold. Another possible explanation is due to the difference in genetic structure of traits.

Many studies have demonstrated that adding significant SNPs derived from high-density marker panels or WGS data into medium density panel data could improve the accuracy of GP (Brøndum et al., 2015; Lopes et al., 2017). Brøndum et al. (2015) found that the prediction reliability of production traits in cattle could be improved by 3 to 5 percentage points by including markers significant from GWAS based on WGS data alongside the 54K SNP data sets. Similarly, in current study the significant SNPs were preselected from GWAS_iWGS and added to the 80K SNPs in GBLUP models and Bayesian models, the predicted reliabilities were significantly increased. We speculated that the pre-selected markers obtained from iWGS data in our study might be closer to the causal mutations for IFC.

To select a model to use the information of selected iWGS SNPs efficiently, we compared GBLUP models with BayesMix models by polling the selected SNP with the 80K data or taking them as an independent component. Bayesian method is expected to perform better than GBLUP for traits controlled by loci with large effects (Lee et al., 2017), otherwise, GBLUP performs as well as Bayesian models. In this study, the prediction reliabilities of GBLUP models for IFC were better than that of Bayesian four-distribution model when using the same SNPs dataset. Similar to our results, Chen et al. (2015) reported that the GBLUP models outperformed Bayesian for carcass marbling score trait in 543 Angus and 400 Charolais beef cattle. A possible reason may be due to the IFC trait was controlled by multiple SNPs with small effects. Another reason could be that the reference population in the current study is small and the Bayesian model is not sufficient to distinguish the SNPs with large or small effects appropriately. Karaman et al. (2016) reported that Bayesian variable selection models have no advantage over GBLUP when the size of reference population was small.

In a conventional GBLUP model, an important assumption is that all SNPs (whether or not associated with specific traits or not) have the same variance and follow the same normal distribution. However, the assumption may be not appropriate since some SNPs have large effect on the target traits than the others. In contrast, previous studies reported that a method called weighted GBLUP (WGGLUP) which put unequal weights on different SNPs led to higher accuracies than the unweighted counterpart (Su et al., 2014; Zhang et al., 2010). The WGGLUP model has similar computation costs as the regular GBLUP model but is able to reach similar reliabilities as the Bayesian mixture model. Similar to the WGGLUP concept (Zhang et al., 2010), a two-component GBLUP model including an additional G matrix for the highly informative SNPs can differentiate the highly informative SNPs from the other SNPs. In this study, the two-component GBLUP model (GBLUP-80K-GWAS_iWGS-two) achieved higher reliabilities than the one component GBLUP model. Liu et al. (2020) also reported that the use of selected WGS SNPs together with the 54K SNP chip in a two-component GBLUP model increased the prediction reliability for milk production traits in dairy cattle. Similar to the GBLUP model, the advantage of two component approach was observed when using the Bayesian mixture model in the current study, though the Bayesian model is able to differentiate SNPs with large or small effects. The reason could be that dividing the SNPs into two sets provides good priors to the model, which could be important, especially for small reference data.

In conclusion, we implemented GWAS using iWGS data and identified two candidate genes (PRKCE and MYL2) and a number of significant SNPs for IFC, providing useful knowledge for further identification of the causal genes affecting IFC deposition. The validation of prediction showed that the models with genomic marker information could have higher prediction abilities than the methods based on pedigree alone. Compared with genomic prediction only using the chip genotype data, using all iWGS SNPs led to lower accuracy, but adding important SNPs selected from GWAS based on iWGS data to the 80K SNPs increased accuracy. When including the important iWGS SNPs, the two-components models performed better than the one-component models. In addition, the 80K chip data was imputed into WGS data based on LD, which increased the SNP density, and the causal variants affecting IFC could be more accurately identified through GWAS based on the iWGS dataset. This provides opportunity to improve pork quality by gene editing technology in the future.
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