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Abstract

In \cite{GHKK}, Gross-Hacking-Keel-Kontsevich discuss compactifications of cluster varieties from positive subsets in the real tropicalization of the mirror. To be more precise, let $\mathcal{D}$ be the scattering diagram of a cluster variety $V$ (of either type– $\mathcal{A}$ or $\mathcal{X}$), and let $S$ be a closed subset of $(V^\vee)^\text{trop}(\mathbb{R})$– the ambient space of $\mathcal{D}$. The set $S$ is positive if the theta functions corresponding to the integral points of $S$ and its $\mathbb{N}$-dilations define an $\mathbb{N}$-graded subalgebra of $\Gamma(V,\mathcal{O}_V)$. In particular, a positive set $S$ defines a compactification of $V$ through a Proj construction applied to the corresponding $\mathbb{N}$-graded algebra. In this paper we give a natural convexity notion for subsets of $\mathcal{D}$, called broken line convexity, and show that a set is positive if and only if it is broken line convex. The combinatorial criterion of broken line convexity provides a tractable way to construct positive subsets of $\mathcal{D}$, or to check positivity of a given subset.

1 Introduction

Cluster algebras were introduced by Fomin and Zelevinsky in \cite{FZ} with the initial aim of providing an algebraic/combinatorial approach to the subjects of total positivity in semisimple algebraic groups and canonical bases for quantum groups. Shortly after, the connection between cluster algebras and algebraic, hyperbolic and Poisson geometry started to be developed by Gekhtman, Shapiro and Vainshtein in \cite{GSV05, GSV10} and by Fock and Goncharov in \cite{FG06, FG09}. This geometric perspective gave rise to the notion of a cluster variety and cluster duality for cluster varieties. In this article we treat cluster varieties from viewpoints of birational and toric geometry. This perspective was developed by Gross, Hacking and Keel in \cite{GHK15} and, together with Kontsevich, remarkably exploited in \cite{GHKK}.

From the point of view of birational geometry, cluster varieties and their (partial) minimal models generalize the notion of toric varieties (\cite{GHK15, BFMN}). Many concepts from the toric world have natural analogues in the cluster world. For instance, recall that torus invariant irreducible divisors of a toric variety correspond to cocharacters of the defining torus. For a cluster variety $V$, we replace the cocharacter lattice $\mathcal{L}$ in toric geometry with the integral tropicalization of $V$, denoted $V^\text{trop}(\mathbb{Z})$. As a set, $V^\text{trop}(\mathbb{Z}) = \mathcal{L}$. In fact, by definition $V$ is endowed with an open cover of algebraic tori$^1$ (usually an infinite number) and every torus in the cover gives an identification of $V^\text{trop}(\mathbb{Z})$ with $\mathcal{L}$. However, as the identifications differ, $V^\text{trop}(\mathbb{Z})$ does not have a natural group structure. Morally, it encodes the logarithmic geometry of $V$. Every cluster variety is endowed with a canonical volume form $\Omega$, and $V^\text{trop}(\mathbb{Z})$ is the set of divisors on varieties birational to $V$ along which $\Omega$ has a pole, up to a certain equivalence.$^2$ Taking coefficients for divisors in $\mathbb{R}$ rather than $\mathbb{Z}$ gives a closely related space $V^\text{trop}(\mathbb{R})$, which generalizes the vector space $\mathcal{L} \otimes \mathbb{R}$ from toric geometry. Unlike $\mathcal{L} \otimes \mathbb{R}$, the space $V^\text{trop}(\mathbb{R})$ has only a piecewise linear structure$^3$, with each domain of linearity invariant under

$^1$See Section 2.1 for a more precise description.

$^2$More precisely, it is a set of divisorial discrete valuations. The equivalence identifies divisors of different birational models if they give the same valuation on the field of rational functions of $V$, such as divisors associated to a ray shared by different fans in the toric case.

$^3$More precisely, $V^\text{trop}(\mathbb{R})$ possesses the structure of a singular integral affine manifold. As a topological space it is simply homeomorphic to $\mathbb{R}^{\text{rank} (\mathcal{L})}$. 
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$\mathbb{R}_{>0}$ scaling. Next, the cocharacter lattice of a torus is a natural basis for the regular functions of the dual torus. Cluster varieties also have duals, and a pair of dual cluster varieties are built out of dual tori. Analogously to the toric case, the integral tropical points of a cluster variety $V$ (satisfying certain technical assumptions) give a basis for the regular functions of the dual $V^\vee$. These basis elements—the theta functions—are defined using the machinery of scattering diagrams and broken lines described for cluster varieties in [GHKK18]. A cluster scattering diagram for $V^\vee$ is a collection of codimension 1 cones (walls) in $V^\text{trop}(\mathbb{R})$, each decorated with a scattering function. The walls divide $V^\text{trop}(\mathbb{R})$ into chambers which are precisely the domains of linearity of $V^\text{trop}(\mathbb{R})$. Broken lines are piecewise linear rays drawn in this piecewise linear manifold which are allowed to bend in a prescribed fashion at the walls. Each linear segment is decorated with a Laurent monomial in $\mathbb{C}[L]$, and allowed bendings at a wall are determined by the scattering function and the decorating monomial. The theta functions are expressed in local coordinates by summing decorating monomials over broken lines with a given initial direction and end point. We will review these notions in greater detail in Section 2.2. For now we simply provide an example on the left side of Figure 1 to help orient the reader.

![Figure 1: On the left: Example of a scattering diagram and broken lines contributing to the theta function $\vartheta_{(-1,0)}^\prime = z^{(-1,1)} + z^{(-1,0)}$. In this example $V$ is the complement of an anticanonical cycle of 5 lines in the del Pezzo surface of degree 5. The scattering diagram contains 3 walls—the coordinate axes and the ray in direction $(1, -1)$. Each of the 5 chambers is a domain of linearity of $V^\text{trop}(\mathbb{R})$. On the right: The set pictured and its dilations give the anticanonical section ring of the smooth del Pezzo surface of degree 5. (This is an instance where $V \cong V^\vee$.) See [GHKK18, Example 8.31].](image)

An important insight of [GHKK18] is that certain subsets of $V^\text{trop}(\mathbb{R})$, with integral points corresponding to theta functions on the dual cluster variety $V^\vee$, can be used to (partially) compactify $V^\vee$ in much the same way that convex polyhedra, with integral points corresponding to characters of a torus, can be used to define a toric variety. To describe this, we need to discuss multiplication of theta functions. Since theta functions form a basis for regular functions on $V^\vee$, and regular functions form a ring, we must be able to decompose a product of theta functions as a sum of theta functions. That is, there are structure constants $\alpha(p, q, r)$ such that

$$\vartheta_p \cdot \vartheta_q = \sum_r \alpha(p, q, r) \vartheta_r.$$ 

A combinatorial description of these structure constants in terms of counts of broken lines appears in [GHKK18, Definition-Lemma 6.2], and we will review it in Section 2.3. Motivated by the polytope

---

This scaling invariance of domains of linearity is a very special feature of cluster varieties, and it is crucial to the arguments in this paper.
construction of projective toric varieties, we would like to define graded rings in terms of dilations of a set \( S \subset V^{\text{trop}}(\mathbb{R}) \). Namely, for \( a, b \in \mathbb{N} \) and integral points \( p \in aS \) and \( q \in bS \), we would like the structure constant \( a(p, q, r) \) to be non-zero only when \( r \) is in \((a + b)S\). Such sets are called \textit{positive} ([GHKK18, Definition 8.6]). We state the definition more precisely in Definition 2.11. A complete discussion of how positive sets in \( V^{\text{trop}}(\mathbb{R}) \) give (partial) compactifications of \( V^\vee \) via a \text{Proj} construction (relative \text{Proj} construction if \( S \) is unbounded) appears in [GHKK18, Section 8.5]. An example of a positive set is provided on the right side of Figure 1.

Observe that if \( V \) is just an algebraic torus \( \mathbf{L} \otimes \mathbb{C}^* \), a closed subset of \( V^{\text{trop}}(\mathbb{R}) = \mathbf{L} \otimes \mathbb{R} \) is positive if and only if it is convex. More generally, when working with cluster varieties we argue that broken lines provide a natural generalization of convexity:

**Definition 1.1.** A closed subset \( S \) of \( V^{\text{trop}}(\mathbb{R}) \) is \textit{broken line convex} if for every pair of rational points\(^5\) \( s_1, s_2 \) in \( S \), every segment of a broken line with endpoints \( s_1 \) and \( s_2 \) is entirely contained in \( S \).

Observe that positivity is equivalent to convexity in the toric case. Since broken line convexity in \( V^{\text{trop}}(\mathbb{R}) \) directly generalizes convexity in \( \mathbf{L} \otimes \mathbb{R} \), it would be rather nice to find that for cluster varieties positivity is equivalent to broken line convexity. This is precisely the main result of the paper:

**Theorem 1.2.** Let \( V \) be a cluster variety and \( S \) a closed subset of \( V^{\text{trop}}(\mathbb{R}) \). Then \( S \) is positive if and only if \( S \) is broken line convex. In particular \( S \) defines a partial compactification of the dual \( V^\vee \), which is an actual compactification if \( S \) is bounded.\(^6\)

Theorem 1.2 provides a tractable way to construct positive subsets of \( V^{\text{trop}}(\mathbb{R}) \), or to check positivity of a given subset. We will need to review some properties of scattering diagrams for cluster varieties before we can adequately explain this process, so we defer the explanation to Remark 6.2. However, the manageable approach to positive subsets \( S \) of \( V^{\text{trop}}(\mathbb{R}) \) afforded by Theorem 1.2 leads to equally manageable (partial if \( S \) is unbounded) compactifications of \( V^\vee \), without any reference to “frozen variables”—certain distinguished theta functions that are simply characters when restricted to any torus in the atlas used to define \( V^\vee \)'s cluster structure. To emphasize this point, most familiar partial compactifications of cluster varieties (decorated flag varieties, affine cones over Grassmannians, etc.) arise by allowing certain frozen variables of the cluster variety to vanish, or by taking a quotient of such a construction (flag varieties, Grassmannians, etc.). Using Theorem 1.2, it is easy to give compactifications of cluster varieties without any reference to frozen variables. It would be interesting to study which projective varieties can be described as compactified cluster varieties in this way.

The proof of Theorem 1.2 has some interesting features that might be of independent interest. It consist of two parts. First, we introduce an algorithmic construction whose input is a pair of broken lines \( (\gamma^{(1)}, \gamma^{(2)}) \) balanced at \( r \) and a pair of positive integers \( a, b \in \mathbb{N} \); the output is a broken line segment whose endpoints are \( \frac{I(\gamma^{(1)})}{a} \) and \( \frac{I(\gamma^{(2)})}{b} \) passing through \( \frac{1}{a+b} \). We use this to show that every broken line convex set is positive. Second, we introduce an algorithmic construction that produces a balanced pair of broken lines out of a broken line segment and a rational point in its relative interior. Since the balancing condition is used to define the structure constants of the theta basis it is interesting to study further implications of these constructions. The reader is kindly invited to consult Definition 2.6, Definition 3.8 and the body of the text for the terminology used in this paragraph.

Finally, we would like to indicate further motivation for introducing Definition 1.1 and investigating its connection to positivity. First, we came up with the notion while pursuing a cluster-varieties-generalization of Batyrev duality for toric Fano varieties. Definition 1.1 allows us to give

\(^5\)We explain the choice of rational points in Remark 3.13.

\(^6\)In the final sentence of Theorem 1.2, there are certain assumptions on \( V \) and a certain amount of ambiguity in writing “\( V^\vee \)” that we will clarify in Section 2.1.
what we call a \textit{theta function analogue of a Newton polytope}, which will play a key role in the construction. This will be explored further in [CM20]. Next, while attempting to finish the forthcoming [BCMN20], we noticed a potential connection to Newton-Okounkov bodies for cluster varieties. In particular, Rietsch-Williams associate Newton-Okounkov bodies for a distinguished anti-canonical divisor of the Grassmannian to certain combinatorial objects known as \textit{plabic graphs}. See [RW19]. They show that for certain nice plabic graphs, the associated Newton-Okounkov body has a rather simple description— it is just the convex hull of the valuations of Plücker coordinates. However, this simple description fails to describe the Newton-Okounkov body for other plabic graphs. An immediate consequence of Theorem 1.2 is that this issue has an easy fix. If we just replace the \textit{convex hull of the valuations of Plücker coordinates} with what we will call the \textit{broken line convex hull of the valuations of Plücker coordinates}, we obtain a simple description of the Newton-Okounkov body that applies to all plabic graphs. This will be explored further in [BCMN20], and we believe broken line convexity provides a natural intrinsic version of Newton-Okounkov bodies for cluster varieties more generally.

\section*{Structure of the papers}
In Section 2.1, we review some basic definitions. We state precisely our definition of \textit{cluster variety} and describe the relevant partial compactifications of cluster varieties. Next, in Section 2.2 we review the notions of scattering diagrams, broken lines, and theta functions. Original material begins in Section 3, where we describe non-generic broken lines and state carefully what we mean by \textit{broken line convexity}.

Our construction begins in Section 4. Given a pair broken lines \((\gamma^{(1)}, \gamma^{(2)})\) balanced at a point \(r\) and a pair of positive integers \((a, b)\), we construct a broken line segment \(\tilde{\gamma}\) with endpoints \(I(\gamma^{(1)}) = \frac{a}{a+b}\) and \(I(\gamma^{(2)}) = \frac{b}{a+b}\) that passes through \(\frac{r}{a+b}\).

In Section 5, we perform a reverse construction: given a broken line segment with rational endpoints \(\tilde{p}\) and \(\tilde{q}\) and a rational point \(\tilde{r}\) in the interior of this segment, we construct a pair of broken lines \((\gamma^{(1)}, \gamma^{(2)})\) balanced at a point \(r\), where for some pair of positive integers \((a, b)\) we have \(I(\gamma^{(1)}) = a\tilde{p}, I(\gamma^{(2)}) = b\tilde{q}, \text{ and } r = (a+b)\tilde{r}\).

Finally, in Section 6 we give our main theorem— a set \(S\) is positive if and only if it is broken line convex. We finish with an example related to the \(\mathcal{A}\) cluster variety of type \(G_2\).
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\section{Background}

\subsection*{2.1 Cluster varieties}
The main result of this paper is a simple combinatorial criterion that decides precisely which closed subsets \(S\) of the real tropicalization of a cluster variety \(V\) define graded rings with a filtered vector space basis of theta functions. When \(V\) is sufficiently close to affine (various sufficient conditions are given in [GHKK18]), theta functions form a basis of regular functions on the dual \(V^\vee\), and \(S\) satisfying our broken line convex criterion give partial compactifications of \(V^\vee\), up to a certain ambiguity in codimension 2 loci that we are about to describe. In the literature there are a few slightly different notions of what \textit{cluster variety} means. As hinted in the introduction, all definitions
involves in some way a union of algebraic tori glued via birational mutation maps. Gross, Hacking and Keel carefully describe how to construct in this way the pair of schemes they denote by $\mathcal{A}$ and $\mathcal{X}$ in [GHK15, Section 2]. Due to the length of this discussion, we will not reproduce it here. But our definition of cluster variety comes from this and [GHK15, Lemma 1.4(ii)], reproduced below.

**Lemma 2.1** ([GHK15, Lemma 1.4(ii)]). Let $\mu : U \to V$ be a birational map between smooth varieties which is an isomorphism outside codimension two subsets of the domain and range. Then $U$ is log Calabi-Yau if and only if $V$ is.

With this in mind we make the following definition.

**Definition 2.2.** A smooth scheme $V$ is a cluster variety of type $\mathcal{A}$ if there is a birational map $\mu : V \to \mathcal{A}$ which is an isomorphism outside codimension two subsets of the domain and range, where $\mathcal{A}$ is a union of tori glued by $\mathcal{A}$-mutation as in [GHK15, Section 2]. We define a cluster variety of type $\mathcal{X}$ analogously.

Observe that $\mathcal{A}_{\text{prin}}$ is itself constructed like $\mathcal{A}$, so it is included in the above definition. Next we indicate the sorts of compactifications we are interested in, again following [GHK15].

**Definition 2.3** ([GHK15, Page 142]). A partial compactification $V \subset Y$ is a partial minimal model for the cluster variety $V$ if the volume form $\Omega$ on $V$ has a pole on every irreducible divisorial component of the boundary $Y \setminus V$.

We include this information only to orient the reader. The main result Theorem 6.1 deals with subsets of a tropical space, not explicitly with compactifications of cluster varieties. Its interest stems from these compactifications though, and we include Definition 2.2 and Definition 2.3 to clarify the context of this result. As the main result is logically independent from these definitions, we will not dwell on this further. We invite the interested reader to see [GHKK18, Section 8.5] for a complete description of the construction of partial minimal models for cluster varieties from positive sets.

### 2.2 Scattering diagrams and theta functions

In this section we review the formulation of cluster scattering diagrams, following [GHKK18]. This section is included to make the paper reasonably self-contained, but greater detail is provided in the original reference and the interested reader is encouraged to read [GHKK18, Section 1] for a more complete treatment. After this review, we give a slightly modified definition of broken lines. Finally, we discuss theta functions and their multiplication, and we motivate constructions which will appear in the coming sections.

Let us begin by defining the fixed data $\Gamma$ for a pair of cluster varieties $(\mathcal{A}, \mathcal{X})$, which consists of the following:

- a finite set $I$ of directions with a subset of unfrozen directions $I_{\text{uf}}$;
- a lattice $N$ of rank $|I|$;
- a saturated sublattice $N_{\text{uf}} \subseteq N$ of rank $|I_{\text{uf}}|$;
- a skew-symmetric bilinear form $\{\cdot, \cdot\} : N \times N \to \mathbb{Q}$;
- a sublattice $N^{\circ} \subseteq N$ of finite index satisfying $\{N_{\text{uf}}, N^{\circ}\} \subset \mathbb{Z}$ and $\{N, N_{\text{uf}} \cap N^{\circ}\} \subset \mathbb{Z}$;
- a tuple of positive integers $(d_i : i \in I)$ with greatest common divisor 1;
- $M = \text{Hom}(N, \mathbb{Z})$ and $M^{\circ} = \text{Hom}(N^{\circ}, \mathbb{Z})$.

A seed is a tuple $s = (e_i \in N : i \in I)$ such that $\{e_i : i \in I\}$ is a basis of $N$, $\{e_i : i \in I_{\text{uf}}\}$ is a basis of $N_{\text{uf}}$, and $\{d_i e_i : i \in I\}$ is a basis of $N^{\circ}$. We denote the dual basis by $\{e_1^*, \ldots, e_n^*\}$, and we set $f_i = d_i^{-1} e_i^*$. 
The skew form induces the following map of lattices:

\[ p_1^* : N_{uf} \to M^\circ \]
\[ n \mapsto \{n, \cdot\}. \]

Denote the monoid generated by \{p_1^*(e_i) : i \in I_{uf}\} by \( P \), and its maximal ideal of non-invertible elements by \( J \). In order to define the scattering diagram, Gross-Hacking-Keel-Kontsevich require \( p_1^* \) to be injective.[GHKK18, Section 1.1: “Injectivity assumption”] This assumption allows them to build the scattering diagram through an iterative procedure and provides a notion of convergence. If \( p_1^* \) is injective, then \( J = P \setminus \{0\} \), but if \( p_1^* \) fails to be injective \( P \) may have non-zero invertible elements. Scattering functions for cluster varieties are elements of the completion \( \hat{\mathbb{C}}[P] \) of \( \mathbb{C}[P] \) with respect to \( J \). If \( P \) has some non-zero invertible element \( m \), then a series \( 1 + \sum_{k=1}^{\infty} c_k z^{km} \) is not in \( \mathbb{C}[P] \), and we have no way to describe convergence for this series. If a scattering function were of that form, it would not be congruent to 1 mod \( J \), and the iterative procedure of building a consistent scattering diagram—where intermediate scattering diagrams are consistent modulo \( n \)—would break down.

When the injectivity assumption fails, the situation can be fixed by introducing principal coefficients. This replaces \( A \) with a higher dimensional space \( A_{\text{prin}} \) whose unfrozen directions are naturally identified with \( I_{uf} \). By construction, the injectivity assumption is satisfied for \( A_{\text{prin}} \), so it is always possible to build a consistent scattering diagram for this space. Moreover, \( A_{\text{prin}} \) is itself a \((\mathbb{C}^*)^n\) family of deformations of \( A \), with \( A \) the fiber over 1, while \( \mathcal{X} \) is a quotient of \( A_{\text{prin}} \) by a torus action. So, we can use \( A_{\text{prin}} \) to study both \( A \) and \( \mathcal{X} \); failure of the injectivity assumption really does not present an insurmountable problem. This is illustrated emphatically in [GHKK18], where some of the main results in cluster theory are established using scattering diagrams for \( A_{\text{prin}} \) and in turn drawing conclusions about \( A \) and \( \mathcal{X} \). Given fixed data \( \Gamma \) for the pair \((A, \mathcal{X})\), the fixed data \( \Gamma_{\text{prin}} \) encoding \( A_{\text{prin}} \) is given by

- \( \tilde{N} := N \oplus M^\circ \) with the skew-symmetric bilinear form
  \[ \{ (n_1, m_1), (n_2, m_2) \} = \langle n_1, n_2 \rangle + \langle n_1, m_2 \rangle - \langle n_2, m_1 \rangle. \]

- \( \tilde{N}_{uf} := N_{uf} \oplus 0; \tilde{N}_0 := N^0 \oplus M. \)
- The new index set \( \tilde{I} \) is the disjoint union of two copies of \( I \). The set of unfrozen indices \( \tilde{I}_{uf} \) is the original \( I_{uf} \) viewed as a subset of the first copy of \( I \).

Given an initial seed \( s = (e_i \in N : i \in I) \), the corresponding seed for \( A_{\text{prin}} \) is

\[ \tilde{s} = ((e_1, 0), \ldots, (e_n, 0), (0, f_1), \ldots, (0, f_n)). \]

Fix the seed data \( s := (e_i | i \in I) \) and define

\[ \tilde{N}^+ := \tilde{N}_s^+ := \left\{ \sum_{i \in I_{uf}} a_i(e_i, 0) \mid a_i \geq 0, \sum a_i > 0 \right\}. \]

Now let \( \tilde{p}_1^* : \tilde{N}_{uf} \to \tilde{M}^\circ \) be the map given by \( \tilde{p}_1^*(n) = \{n, \cdot\} \). Observe that \( \tilde{p}_1^* \) is automatically injective since \( \{(e_i, 0), (0, f_j)\} = \langle e_i, f_j \rangle = \delta_{i,j} \). Let \( \sigma \) be the cone generated by \( p_1^*(e_i, 0) \) in \( \tilde{M}_2^\circ \). Let \( \tilde{P} = \sigma \cap \tilde{M}^\circ \) be the associated monoid, and \( \tilde{J} := \tilde{P} \setminus \{0\} \). Abusing notation slightly, we also write \( \tilde{J} \) for the associated monomial ideal in the monoid ring \( \mathbb{C}[\tilde{P}] \), and we denote the completion of \( \mathbb{C}[\tilde{P}] \) with respect to \( \tilde{J} \) by \( \mathbb{C}[\tilde{P}] \).
Definition 2.4. A wall in \( \tilde{M}_R \) is a pair \((\partial, f_0)\) where

- \( \partial \subseteq \tilde{M}_R \), the support of the wall, is a convex rational polyhedral cone of codimension one, contained in \( n^+ \) for some \( n \in \mathbb{N}^+ \), and
- \( f_0 \in \mathbb{C}[\tilde{P}] \), the scattering function, is of the form \( f_0 = 1 + \sum_{k \geq 1} c_k z_k^{p_1(n)} \), where \( c_k \in \mathbb{C} \).

A wall \((\partial, f_0)\) is called incoming if \( p_1(n) \in \partial \). Otherwise it is called outgoing. We call \(-p_1(n)\) the direction of the wall. A scattering diagram \( \mathfrak{D} \) is a collection of walls such that, for each \( k \geq 0 \), the set \( \{(\partial, f_0) \in \mathfrak{D} \mid f_0 \neq 1 \mod (z^{p_1(n)})^k\} \) is finite. The support of a scattering diagram, \( \text{Supp}(\mathfrak{D}) \), is the union of the supports of its walls. We write

\[
\text{Sing}(\mathfrak{D}) = \bigcup_{\partial \in \mathfrak{D}} \partial \cup \bigcup_{\partial_1, \partial_2 \in \mathfrak{D}} \partial_1 \cap \partial_2,
\]

for the singular locus of the scattering diagram.

Now consider a smooth immersion \( \gamma : [0, 1] \to \tilde{M}_R \setminus \text{Sing}(\mathfrak{D}) \), with endpoints not contained in the support of \( \mathfrak{D} \), that only crosses walls transversely. For each \( k > 0 \), \( \gamma \) will cross only a finite number \( s_k \) of walls, and we label them by \( \{(\partial_i, f_{i0}) \mid 1 \leq i \leq s_k\} \), where \( \partial_i \subseteq n_k^+ \) for some \( n_k \in \mathbb{N}^+ \) and \( i < j \) if \( \gamma \) crosses \( \partial_i \) before \( \partial_j \). Each wall \( \partial_i \) determines an automorphism \( p_{f_{i0}} \) of \( \mathbb{C}[\tilde{P}] \) by

\[
p_{f_{i0}}(z^m) = z^m f_{i0}^{(n'_0, m)}
\]

where \( n'_0 \) is the generator of the monoid \( \mathbb{R}_{\geq 0} \cdot n_0 \cap \mathbb{N}^c \) and \( \epsilon = -\text{sgn}(n_0, \gamma'(t_i)) \).\(^7\) By composing these automorphisms, we can define for each \( k > 0 \) the path ordered product \( p_{f_{s1}} \circ \cdots \circ p_{f_{s1}} \) of a scattering diagram, \( \text{Supp}(\mathfrak{D}) \), is the union of the supports of its walls. We write

\[
\text{Sing}(\mathfrak{D}) = \bigcup_{\partial \in \mathfrak{D}} \partial \cup \bigcup_{\partial_1, \partial_2 \in \mathfrak{D}} \partial_1 \cap \partial_2,
\]

for the singular locus of the scattering diagram.

Observe that all scattering functions in \( \mathfrak{D}_{\text{out}} \) are congruent to 1 mod \( \tilde{J} \), so trivially \( \mathfrak{D}_{\text{out}} \) is consistent modulo \( \tilde{J} \). Gross-Hacking-Keel-Kontsevich then introduce new walls in a systematic iterative process. All walls introduced are outgoing, and the \( k^{th} \) scattering diagram of the sequence is consistent modulo \( \tilde{J}^k \). By taking the \( k \to \infty \) limit, they obtain a consistent scattering diagram \( \mathfrak{D}_{\text{out}} \) that contains \( \mathfrak{D}_{\text{out}} \):

**Proposition 2.5.** [GHKK18, Theorem 1.12, Theorem 1.13] There is a consistent scattering diagram \( \mathfrak{D}_{\text{out}} \) such that \( \mathfrak{D}_{\text{out}} \subset \mathfrak{D}_{\text{out}} \), and \( \mathfrak{D}_{\text{out}} \setminus \mathfrak{D}_{\text{out}} \) consists only of outgoing walls. Furthermore \( \mathfrak{D}_{\text{out}} \) is equivalent to a scattering diagram all of whose scattering functions are of the form \( f_0 = (1 + \sum_{n \in \mathbb{N}^+} c z^{p_1(n)})^c \), for some \( n \in \mathbb{N}^+ \), and \( c \) a positive integer.

\(^7\)Note that with this choice of \( \epsilon \), there is never any need to divide. In the coming sections, we will often incorporate \( \epsilon \) into \( n_0 \) by not requiring \( n_0 \) to be in \( \mathbb{N}^+ \).
The details of this construction can be found in [GHKK18, Section 1.2 and Appendix C].

**Definition 2.6.** Let $\mathcal{D}$ be a scattering diagram, $m \in \tilde{M}^0 \setminus \{0\}$ and $x_0 \in \tilde{M}_R^0 \setminus \text{Supp}(\mathcal{D})$. A **generic broken line** with initial exponent $m$ and endpoint $x_0$ is a piecewise linear continuous proper path $\gamma : (-\infty, 0] \to \tilde{M}_R^0 \setminus \text{Sing}(\mathcal{D})$ bending only at walls, with a finite number of domains of linearity $L$ and a monomial $c_L z^{m_L} \in \mathbb{C}[M^0]$ for each of these domains. The path $\gamma$ and the monomials $c_L z^{m_L}$ are required to satisfy the following conditions:

- $\gamma(0) = x_0$.
- If $L$ is the unique unbounded domain of linearity of $\gamma$, then $c_L z^{m_L} = z^m$.
- For $t$ in a domain of linearity $L$, $\gamma'(t) = -m_L$.
- Suppose $\gamma$ bends at a time $t$, passing from the domain of linearity $L$ to $L'$, and set $\mathcal{D}_t = \{(0, f_0) \in \mathcal{D} | \gamma(t) \in \mathcal{D}\}$. Then $c_{L'} z^{m_{L'}}$ is a term in $p_{\gamma([t-\epsilon, t+\epsilon])}(c_L z^{m_L})$.

Further, we refer to $m_L$ as the **slope** or **exponent vector** of $\gamma$ at $L$ and set

- $I(\gamma) = m$;
- $\text{Mono}(\gamma) = c(\gamma) z^{F(\gamma)}$ to be the monomial $c_L z^{m_L}$ attached to the unique domain of linearity $L$ of $\gamma$ having $x_0$ as an endpoint.

**Remark 2.7.** We are deviating slightly from the terminology of [GHKK18] here. What we call a **generic broken line** is simply called a **broken line** in [GHKK18]. The reason for the different terminology is that we will need to allow endpoints $Q$ that lie in $\text{Supp}(\mathcal{D})$ and paths $\gamma$ that pass through $\text{Sing}(\mathcal{D})$. We will use these non-generic broken lines in Section 6 when $\alpha(p, q, r) \neq 0$, $r$ lies in a wall, and we wish to construct a broken line segment passing through a given multiple of $r$ and having endpoints given multiples of $p$ and $q$. To indicate the need for such non-generic broken lines, it is easy to see that a finite set of distinct points in an outgoing wall is not positive. However, since there is no generic broken line between them, Definition 2.6 would vacuously be satisfied for this set if we were to restrict to generic broken lines. We give our definition of **non-generic broken lines** in Definition 3.3.

**Remark 2.8.** Even though a broken line consists of the piecewise linear ray $\gamma$ together with the collection of monomials $c_L z^{m_L}$ attached to the domains of linearity, we systematically abuse language and refer to a broken line simply by $\gamma$.

**Remark 2.9.** Now that we have the notion of a broken line, the terms **incoming wall** and **outgoing wall** in Definition 2.4 do carry a literal interpretation. In the definition of broken lines, the direction of travel in a domain of linearity is the opposite of the direction of exponent vector in that domain. If the wall $\delta$ contains the point $p_1^0(n)$, the broken lines bending over $\delta$ may bend towards the origin. This justifies the term incoming. Similarly, broken lines bending at outgoing walls must bend away from the origin.

Broken lines are used to define **theta functions**.

**Definition 2.10.** Let $\mathcal{D}$, $m$, and $x_0$ be as in Definition 2.6. We define

$$\vartheta_{x_0, m} = \sum_{\gamma} \text{Mono}(\gamma),$$

where the sum is over all broken lines $\gamma$ with $I(\gamma) = m$ and $\gamma(0) = x_0$. For $m = 0$, for any endpoint $x_0$ we define $\vartheta_{x_0, 0} = 1$. 
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The point \( x_0 \) in Definition 2.10 picks out a coordinate system, and we would like to interpret \( \partial_{x_0,m} \) as the expression for a canonical function \( \partial_m \) in this coordinate system. For this to make sense, if \( y_0 \) is another point in \( \widehat{M}^0_\mathbb{R} \setminus \text{Supp}(\mathfrak{D}) \) and \( \eta \) is a path connecting \( x_0 \) and \( y_0 \) and defining a wall-crossing automorphism \( p_{\eta,\mathfrak{D}} \), we need to have \( \tau_{y_0,m} = p_{\eta,\mathfrak{D}} \left( \tau_{x_0,m} \right) \). But this is [GHKK18, Theorem 3.5]. From now on, when we write \( \partial_m \) (with no indication of endpoint \( x_0 \)), we will mean the canonical function that can be expressed in different coordinate systems by choosing an endpoint \( x_0 \) and following Definition 2.10.

### 2.2.1 The \( \mathcal{X} \) case

To describe the scattering diagram for \( \mathcal{X} \), Gross-Hacking-Keel-Kontsevich view \( \mathcal{X} \) as a quotient of \( A_{\text{prin}} \). A choice\(^8\) of \( p^*: N \to M^0 \) gives an inclusion

\[
\begin{align*}
N &\hookrightarrow \bar{N} = N \oplus M^0 \\
n &\mapsto (n, p^*(n))
\end{align*}
\]

and this inclusion induces a \( T_{N^0} \) action on \( A_{\text{prin}} \). The quotient of \( A_{\text{prin}} \) under this \( T_{N^0} \) action is \( \mathcal{X} \), and functions on \( \mathcal{X} \) are \( T_{N^0} \)-weight 0 functions on \( A_{\text{prin}} \). Observe that for \((m, n) \in \bar{M}^0\), we have

\[
\langle (n', p^*(n')) , (m, n) \rangle = \langle n', m \rangle + \langle n, p^*(n') \rangle = \langle n', m \rangle - \langle n', p^*(n) \rangle.
\]

So, restricting to tori \( T_{N^0} \) in \( A_{\text{prin}} \), a character \( z \) has weight \( m - p^*(n) \) under the \( T_{N^0} \) action induced by (2.1). As the scattering functions are all series in \( z \) for \( n \in \bar{N}_{\text{af}} \), wall crossing does not affect \( T_{N^0} \)-weight. A broken line whose initial decoration monomial has weight 0 and whose endpoint lies in the weight 0 slice

\[
\left\{ (m, n) \in \bar{M}^0_{\mathbb{R}} \mid m = p^*(n) \right\} \subset (A_{\text{prin}}^\vee)^{\text{trop}}(\mathbb{R}) \cong \bar{M}^0_{\mathbb{R}}
\]

must be contained entirely in the weight 0 slice. The scattering diagram for \( \mathcal{X} \) (denoted \( \mathfrak{D}_{\mathcal{X}} \)) is just the weight 0 slice of the scattering diagram \( \mathfrak{D}_{A_{\text{prin}}} \).

### 2.2.2 The \( A \) case

The situation for \( A \), or its deformations \( A_t \), is a bit more subtle. Rather than being quotients of \( A_{\text{prin}} \) under a \( T_{N^0} \) action, these spaces are fibers of the natural projection \( A_{\text{prin}} \to T_M \). In this case, on the level of the tropical space of the mirror, we have a natural quotient

\[
(\mathcal{A}_{\text{prin}}^\vee)^{\text{trop}}(\mathbb{R}) \to \mathcal{A}^\vee)^{\text{trop}}(\mathbb{R}).
\]

The image inherits a wall structure from \( \mathfrak{D}_{A_{\text{prin}}} \), with attached functions simply determined by specializing coefficients to \( t \) (for \( A = A_1, \ t = 1 \)) in the \( \mathfrak{D}_{A_{\text{prin}}} \) scattering functions. However, the result is not technically a scattering diagram as these attached functions may not lie in \( \mathbb{C}[P] \). Nevertheless, this structure is entirely sufficient for our needs. Gross-Hacking-Keel-Kontsevich define broken lines in \( (\mathcal{A})^{\text{trop}}(\mathbb{R}) \) to be images of broken lines in \( (A_{\text{prin}}^\vee)^{\text{trop}}(\mathbb{R}) \) under the natural projection, with decoration monomials for broken lines in \( (\mathcal{A})^{\text{trop}}(\mathbb{R}) \) obtained by applying the derivative of the projection map to decoration monomials for broken lines in \( (A_{\text{prin}}^\vee)^{\text{trop}}(\mathbb{R}) \). We will be able to directly recover the equivalence of positivity and broken line convexity for subsets of \( (\mathcal{A})^{\text{trop}}(\mathbb{R}) \) from the analogous statement for \( A_{\text{prin}} \). For more details on the construction of broken lines for \( A \) and \( \mathcal{X} \) via broken lines for \( A_{\text{prin}} \), please see [GHKK18, Construction 7.11].

\(^8\)See [GHK15, Section 2] for a discussion of \( p^* \) maps. We simply comment here that \( p^*|_{\bar{N}_{\text{af}} = \bar{P}} \).
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2.2.3 Scattering diagram examples

We conclude this subsection with additional examples of the scattering diagrams.

Figure 2: Scattering diagrams associated to the Kronecker quiver 1 \Rightarrow 2. Note that the injectivity assumption is satisfied in this example. The scattering diagram on the left is for the $A$ variety and the scattering diagram on the right is for the $X$ variety. Both are two dimensional. On the left, there is an outgoing wall through $(n + 1, -n)$ and $(n, -n - 1)$ for every $n \in \mathbb{Z}_{> 0}$. The corresponding scattering functions are $1 + z(−2n−2,2n)$ and $1 + z(−2n,2n+2)$ respectively. There is one additional outgoing wall passing through $(1, −1)$ whose scattering function is $(1 − z(−2,2))^{−2}$. On the right, the scattering diagram for $X$ is the slice of the four dimensional scattering diagram for $A_{\text{prin}}$ where coordinates $(m, n)$ satisfy $m = p^*(n)$. For each $n \in \mathbb{Z}_{> 0}$ there is one outgoing wall though $(2n + 2, −2n, −n, −n − 1)$ and one through $(2n, −2n − 2, −n − 1, −n)$. Their scattering functions are $1 + z(−2n−2,2n,n,n+1)$ and $1 + z(−2n,2n+2,n+1,n)$ respectively. The last outgoing wall passes through $(2, −2, −1, −1)$ and has scattering function $(1 + z(−2,2,1,1))^{−2}$. See [Rei10], [GP10], and [Che19] for details.

2.3 Multiplication of theta functions

In the previous subsection we reviewed the construction of theta functions in terms of broken lines. Broken lines also elegantly encode the multiplication of theta functions. That is, given a product of arbitrary theta functions $\vartheta_p \cdot \vartheta_q$, we can use broken lines to express the structure constants $\alpha(p, q, r)$ in the expansion

$$\vartheta_p \cdot \vartheta_q = \sum_r \alpha(p, q, r) \vartheta_r.$$  \hspace{1cm} (2.2)

We review the construction here.

First, pick a general endpoint $z$ near $r$. Then define ([GHKK18, Definition-Lemma 6.2])

$$\alpha_z(p, q, r) := \sum_{\gamma(1), \gamma(2)} c(\gamma(1)) c(\gamma(2)), \hspace{1cm} (\gamma(1), \gamma(2)) = (\gamma(1), \gamma(2)),$$

$$\gamma(1) = p, \gamma(2) = q, \gamma(1)(0) = \gamma(2)(0) = z, \gamma(1)(+1) = \gamma(2)(+1) = r$$

(2.3)
where the sum is summing over all pairs of broken lines \( (\gamma^{(1)}, \gamma^{(2)}) \) ending at \( z \) with initial slopes \( I(\gamma^{(1)}) = p, I(\gamma^{(2)}) = q \) and the final slopes satisfying \( F(\gamma^{(1)}) + F(\gamma^{(2)}) = r \). Gross-Hacking-Keel-Kontsevich show that for \( z \) sufficiently close to \( r \), \( \alpha_z(p,q,r) \) is independent of \( z \) and gives the structure constant \( \alpha(p,q,r) \). See [GHKK18, Proposition 6.4]. We say the pairs \( (\gamma^{(1)}, \gamma^{(2)}) \) appearing in (2.3) are balanced near \( r \), or if \( z = r \) we simply say the pair \( (\gamma^{(1)}, \gamma^{(2)}) \) is balanced.

Now that we have described theta function multiplication, we are prepared to state more carefully the definition of a positive set– the property required for a set and its dilations to define a graded ring.

**Definition 2.11** ([GHKK18, Definition 8.6]). A closed subset \( S \) of \( V^\text{trop}(\mathbb{R}) \) is positive if for any non-negative integers \( a, b \), any \( p \in aS(\mathbb{Z}), q \in bS(\mathbb{Z}) \), and any \( r \) in \( V^\text{trop}(\mathbb{Z}) \) with \( \alpha(p,q,r) \neq 0 \), we have \( r \in (a + b)S(\mathbb{Z}) \).

It will be convenient in the remainder of the text to work with \( A_{\text{prin}} \), where the injectivity assumption is satisfied, and recover results for both \( A \) and \( X \) from analogous results for \( A_{\text{prin}} \). The following lemmas relate positive sets in \( (A_{\text{prin}})^\text{trop}(\mathbb{R}) \) to positive sets in \( (A^\text{trop}(\mathbb{R})) \) and \( (X^\text{trop}(\mathbb{R})) \). The proofs follow directly from the definitions.

**Lemma 2.12.** Let \( \pi : \tilde{M}_R^\circ \to M_R^\circ \) be the natural projection. If \( S \subset \tilde{M}_R^\circ \) is positive, then so is \( \pi(S) \subset M_R^\circ \). Similarly, if \( S \subset M_R^\circ \) is positive, then so is \( \pi^{-1}(S) \subset \tilde{M}_R^\circ \).

**Lemma 2.13.** The subset \( (X^\text{trop}(\mathbb{R})) \subset (A_{\text{prin}}^\text{trop}(\mathbb{R})) \) is positive. In particular, if the subset \( S \subset (A_{\text{prin}}^\text{trop}(\mathbb{R})) \) is positive then so is \( S \cap (X^\text{trop}(\mathbb{R})) \). Moreover, if \( S \) is positive as a subset of \( (X^\text{trop}(\mathbb{R})) \), then it is also positive as a subset of \( (A_{\text{prin}}^\text{trop}(\mathbb{R})) \).

The main challenge of relating positivity to broken line convexity is that the theta functions are indexed by initial exponent vectors of broken lines– so an initial direction– while broken line convexity relates to segments connecting specified points. However, there is a construction similar to broken lines called jagged paths which, Mark Gross informs us, conceptually predated broken lines. Unlike broken lines, jagged paths have no unbounded domain of linearity. Instead, in the jagged path description of theta functions, it is the starting point of the jagged path that indexes the theta function. Generically, multiplication of theta functions is described in terms of pairs of jagged paths ending at the same point and having final exponent vectors sum to 0. (Non-generically, this condition on the sum of final exponent vectors may have contributions from a wall as well.) See [GS16, Section 3] for an introduction to this construction.

This description of the multiplication of theta functions in terms of jagged paths generalizes the following toric description of multiplication of characters. Let \( L \) be the character lattice of a torus \( T \), and let \( p, q \) be in \( L \otimes \mathbb{Q} \). Then every rational point along the line segment \( \overline{pq} \) corresponds to a product of characters of the form \( z^ap \cdot z^bq = z^{ap+bq} \). See Figure 3.

Figure 3: The rational points along the line segment \( \overline{pq} \) can be expressed as weighted averages of \( p \) and \( q \), given here as \( \frac{ap+bq}{a+b} \). Rescaling by \( (a+b) \) gives the exponent vector of product \( z^ap \cdot z^bq \).
The way we associate a broken line segment $\tilde{\gamma}$ to a pair of balanced broken lines $\left(\gamma^{(1)}, \gamma^{(2)}\right)$ ending at $x_0$ and a pair of positive integers $(a,b)$ in Section 4 stems from this construction. One endpoint of the segment is $\tilde{\gamma}(0) = \frac{I(\gamma^{(2)})}{a}$, the other is $\tilde{\gamma}(T) = \frac{I(\gamma^{(2)})}{b}$, and $\tilde{\gamma}$ passes through $\tilde{x}_0 := \frac{x_0}{a+b}$ at time $\frac{b}{a+b}T$—the weighted average of 0 and $T$. In this sense, $\tilde{x}_0$ is the weighted average of $\frac{I(\gamma^{(1)})}{a}$ and $\frac{I(\gamma^{(2)})}{b}$ along $\tilde{\gamma}$.

3 Broken line convexity

Throughout this section, as well as Sections 4 and 5, we take $\mathcal{D}$ to be the scattering diagram of a cluster variety $V^\vee$ of type $A$ for which the injectivity assumption is satisfied, e.g. any $A_{\text{prin}}$ cluster variety.

3.1 Non-generic broken lines

To define a good notion of convexity using broken lines we need to consider non-generic broken lines which we introduce in Definition 3.3 below, c.f. Remark 2.7. Roughly speaking, these are broken lines that pass through $\text{Sing}(\mathcal{D})$ or have endpoint lying in $\text{Supp}(\mathcal{D})$. In order to control how a non-generic broken line bends we consider a sequences of generic broken lines approximating it. To deal with convergence in $V^{\text{trop}}(\mathbb{R})$ recall that a choice of initial seed gives an identification of $V^{\text{trop}}(\mathbb{R})$ with $M_{\mathbb{R}}$. So a choice of seed gives rise to a topology in $V^{\text{trop}}(\mathbb{R})$: we simply identify $V^{\text{trop}}(\mathbb{R})$ with $M_{\mathbb{R}}$ endowed with its usual topology. The topology on $V^{\text{trop}}(\mathbb{R})$ induced in this way does not depend on the choice of seed as the different identifications are related by piecewise linear bijective maps. These maps are open in the topologies given by the different choices of seed and therefore, they are homeomorphisms.

**Definition 3.1.** We say that a sequence of piecewise linear rays $(\gamma_k : (-\infty, 0] \to M_{\mathbb{R}})_{k \in \mathbb{N}}$ converges to a piecewise linear ray $\gamma : (-\infty, 0] \to M_{\mathbb{R}}$ if for every $t \in (-\infty, 0]$ the sequence $(\gamma_k(t))_{k \in \mathbb{N}}$ converges to $\gamma(t)$.

**Notation 3.2.** Let $\gamma$ be a generic broken line and let $x_1, \ldots, x_s$ be its bending points. From now on we assume that these points are numbered “backwards”. That is, if $t_i \in (-\infty, 0)$ is the time at which $\gamma$ bends at $x_i$ then we assume that $t_s < \cdots < t_1 < 0$. We label the bending walls according to this numbering as well: for each $x_i$ we have a finite collection of bending walls $\{d_{i1}, \ldots, d_{in_i}\}$ contributing to $\gamma$’s bend at $x_i$ (we have listed $r_1 + \cdots + r_s$ walls). Observe that a bending wall could appear more than once—we might have $d_{i1j} = d_{i2j} \neq i_{2j}$. Next, the bounded domains of linearity of $\gamma$ are precisely the line segments $L_i$ with endpoints $x_i$ and $x_{i+1}$, for $i \in \{0, \ldots, s - 1\}$ and we let $L_s$ be the unique unbounded domain of linearity of $\gamma$. This numbering also induces a numbering on the monomials attached to the domains of linearity, the slopes, the vectors orthogonal to walls and so on. See Figure 4. Further, we let $r_i$ be the ray spanned by $x_i$. In particular, $r_i \subset d_{i1}$.  

\(^9\)To clarify, $\gamma$ may cross infinitely many walls, but by definition of broken line it may only bend at finitely many.
Definition 3.3. Let \( m \in M^\circ \setminus \{0\} \) and \( x_0 \in M^\circ_2 \). A non-generic broken line with initial exponent vector \( m \) and endpoint \( x_0 \) is a piecewise linear ray \( \gamma : (-\infty, 0] \to M^\circ_2 \) with \( \gamma(0) = x_0 \) in \( \text{Supp}(\mathcal{D}) \) or \( \text{Im}(\gamma) \cap \text{Sing}(\mathcal{D}) \neq \emptyset \), together with a sequence of generic broken lines \( (\gamma_k)_{k \in \mathbb{N}} \) satisfying:

- \( (\text{Supp}(\gamma_k))_{k \in \mathbb{N}} \) converges to \( \text{Im}(\gamma) \) (see Definition 3.1);
- \( I(\gamma_k) = m \) for all \( k \in \mathbb{N} \); and
- all the broken lines in the sequence bend at the same collection of walls \( \{\partial_{ij}\} \) (as in Notation 3.2), in the same order and have the same decorating monomials.

We call \( \text{Im}(\gamma) \) the support of the non-generic broken line and denote it by \( \text{Supp}(\gamma) \). The sequence \( (\gamma_k)_{k \in \mathbb{N}} \) induces a sequence of ordered sets of bending points \( (x_{1,k}, \ldots, x_{s,k})_{k \in \mathbb{N}} \) converging to an ordered set of points \( (x_1, \ldots, x_s) \), where \( x_i \in \text{Supp}(\gamma) \cap \bigcap_{j=1}^{r_i} \partial_{ij} \). We call \( x_1, \ldots, x_s \) the bending points of the non-generic broken line. As in the generic case, for non-zero \( x_i \) we let \( r_i \) be the ray \( \mathbb{R}_{\geq 0}x_i \). In both the generic and non-generic cases we will say that \( \gamma \) bends at \( r_i \) for each \( i \in \{1, \ldots, s\} \), or bends at the origin if \( x_0 = 0 \).

Remark 3.4. Notice that we could also describe generic broken lines as limits, e.g. with a constant sequence, and thereby use a single description for all broken lines.

We also consider domains of linearity associated to a non-generic broken line \( \gamma \). These are the limits of the domains of linearity of the elements in the sequence \( (\gamma_k)_{k \in \mathbb{N}} \). Namely, the bounded domains of linearity of \( \gamma \) are the line segments \( L_i \) with endpoints \( x_i \) and \( x_{i+1} \) for \( i \in \{0, \ldots, s-1\} \). We let \( L_s \) be the unique unbounded domain of linearity of \( \gamma \). Then

\[
\text{Supp}(\gamma) = L_s \cup \cdots \cup L_0.
\]

Notice that it might happen that \( x_i = x_{i+1} \) for some \( i \). In this case the domain of linearity \( L_i \) is degenerate but we still record it as a domain of linearity. In particular, the domains of linearity of \( \gamma \) are in bijection with the domains of linearity of any of the \( \gamma_k \)'s. If we had not fixed a sequence of generic broken lines, the non-generic broken line \( \gamma \) may not have had a well defined collection of bending walls since it is allowed to intersect \( \text{Sing}(\mathcal{D}) \). However, the elements of the sequence \( (\gamma_k)_{k \in \mathbb{N}} \) converging to \( \gamma \) all have the same collection of bending walls and the same list of attached monomials, say \( \{\partial_{1}, \ldots, \partial_{r_i}\}_{1 \leq i \leq s} \) and \( c_0 z^{m_0}, \ldots, c_s z^{m_s} \), respectively. When working with non-generic broken lines we will always retain all of this information and attach the monomial \( c_i z^{m_i} \) to the domain of linearity \( L_i \) of \( \gamma \). We define

\[
\overrightarrow{\text{Supp}(\gamma)} := ((L_s, m_s), \ldots, (L_0, m_0)).
\]
In particular, if a domain of linearity for the elements of \((\gamma_k)_{k \in \mathbb{N}}\) contracts to a point via the limit, we still record the exponent vector associated to this degenerate domain of linearity. We call \(m\), the slope or exponent vector of \(\gamma\) at \(L_i\), even if it is degenerate, and set \(I(\gamma) = m\). Occasionally, we write \(\gamma = (\text{Supp}(\gamma), c_s, \ldots, c_0)\) to codify a parametrization of \(\gamma\) and the monomials attached to the domains of linearity of \(\gamma\).

**Example 3.5.** Let \(\mathcal{D}\) be a scattering diagram of type \(A_2\) and let \(m = (0, -1)\) and \(x_0 = (1, 0)\). We consider the limit of a sequence of generic broken lines bending first at the wall in \(e_2^+\), then at the wall in \(e_1^+\), and ending in the interior of the first quadrant, with endpoints approaching \(x_0\). See Figure 5. In this case 0 is the only bending point of \(\gamma\).

![Figure 5: A non-generic broken line with a degenerate domain of linearity.](image)

**Remark 3.6.** By abuse of language, we frequently say \(\gamma\) is a non-generic broken line without explicitly mentioning the sequence of generic broken lines converging to it. When we say \(\gamma\) is a broken line we refer to either a generic one or a non-generic one. Moreover, we systematically identify a domain of linearity \(L \subseteq (-\infty, 0]\) of a broken line \(\gamma\) with its image \(\gamma(L)\).

**Remark 3.7.** As in the generic case, if we know \(\text{Supp}(\gamma)\), then the non-generic broken line \(\gamma\) is completely determined by the condition \(c_s = 1\).

**Definition 3.8.** Let \((\gamma^{(1)}, \gamma^{(2)})\) be a pair of broken lines, where if the pair is non-generic all pairs of generic broken lines \((\gamma_k^{(1)}, \gamma_k^{(2)})\) in the defining sequence satisfy \(\gamma_k^{(1)}(0) = \gamma_k^{(2)}(0)\). We say that the pair \((\gamma^{(1)}, \gamma^{(2)})\) is balanced at \(x_0\) if the following holds (see Figure 6):

- \(\gamma^{(1)}(0) = x_0 = \gamma^{(2)}(0)\);
- \(F(\gamma^{(1)}) + F(\gamma^{(2)}) = x_0\).

In this situation we say that the generic pairs \((\gamma_k^{(1)}, \gamma_k^{(2)})\) in the sequence are balanced near \(x_0\).
Figure 6: A sequence of pairs of broken lines balanced near \(x_0 = e_1^*\) in the \(A_2\) scattering diagram.

The point of Definition 3.8 is that such pairs are used to compute the structure constant \(\alpha (I(\gamma^{(1)}), I(\gamma^{(2)}), x_0)\). In [GHKK18], the description is very slightly different. They do not deal with sequences of broken lines, but require their broken lines to be generic, with endpoints in the complement of \(\text{Supp} \mathcal{D}\). In this setting, they take \(x_0\) to be very close to \(F(\gamma^{(1)}) + F(\gamma^{(2)})\), rather than equal to this sum. To recover the [GHKK18] description from Definition 3.8, simply take a pair \(\left(\gamma_k^{(1)}, \gamma_k^{(2)}\right)\) with \(k\) sufficiently large.

### 3.2 Broken line convexity

**Definition 3.9.** Given a broken line \(\gamma : (-\infty, 0] \to M^0_\mathbb{R}\) (see Remark 3.6), a segment of \(\gamma\) is the restriction of \(\gamma\) to some closed interval \([t_0, t_1] \subset (-\infty, 0]\). We will often reparametrize this segment as \(\tilde{\gamma} : [0, t_1 - t_0] \to M^0_\mathbb{R}\), where \(\tilde{\gamma}(t) := \gamma(t_0 + t)\). In this case we say that \(\tilde{\gamma}\) connects \(\tilde{\gamma}(0)\) and \(\tilde{\gamma}(t_1 - t_0)\) and refer to these as the endpoints of \(\tilde{\gamma}\). We include the degenerate case in which the segment is a point (that is, \(t_0 = t_1\)). Clearly, we can also talk about the support \(\text{Supp}(\tilde{\gamma})\) and the support with exponent vectors \(\text{Supp}(\tilde{\gamma})\) of a broken line segment \(\tilde{\gamma}\).

**Definition 3.10.** Let \(\gamma : [0, T] \to M^0_\mathbb{R} \setminus \text{Sing}(\mathcal{D})\) be a piecewise linear path with a finite number of domains of linearity. Suppose that there is a time \(t \in (0, T)\) at which \(\gamma\) is not linear and \(\gamma(t) \in \bigcap_{j \in \mathcal{I}} \mathfrak{d}_j\) for some collection of walls \((\mathfrak{d}_j, f_{\mathfrak{d}_j})\) \(j \in \mathcal{I}\) of \(\mathcal{D}\) indexed by a set \(\mathcal{I}\) that could be finite or infinite. Note that by assumption \(\dim (\mathfrak{d}_{j_1} \cap \mathfrak{d}_{j_2}) = \text{rank}(M^0) - 1\) for any \(j_1, j_2 \in \mathcal{I}\), and there is some primitive \(n \in N_{uf}\) such that \(\bigcup_{j \in \mathcal{I}} \mathfrak{d}_j \subset \mathcal{L}^\perp\). Possibly after replacing \(\mathcal{D}\) with an equivalent scattering diagram, all associated scattering functions \(f_{\mathfrak{d}_j}\) are of the form \((1 + z^{a_j p(\gamma)})^{c_j}\) for some positive integers \(a_j\) and \(c_j\). Let \(F_\mathcal{I} = \prod_{j \in \mathcal{I}} f_{\mathfrak{d}_j}\), which is potentially a series in \(C[\widehat{\mathcal{P}}]\). Suppose that \(\gamma\) passes from the domain of linearity \(L\) to the domain of linearity \(L'\) (that is, \(L\) corresponds to certain domain ending at \(t\) and \(L'\) to a domain beginning at \(t\)). Denote by \(m_L\) (resp. \(m_{L'}\)) the exponent vector of \(\gamma\) in the domain of linearity \(L\) (resp. \(L'\)). We say that the bending at time \(t\) is allowed if

\[m_L = m_{L'} + m,\]
for some $m$ an exponent vector of a non-zero summand of $P_{\lambda}^{(n,m,L)}$. This condition codifies the possible exponent vectors that a broken line might have after bending (see Definition 2.6).

Lemma 3.11 below ensures that broken line segments can be traversed in both directions. In other words, allowed bendings are independent of the direction in which we travel through $\gamma$. Its proof is straightforward and follows from the definitions.

**Lemma 3.11.** If $\tilde{\gamma} : [0, T] \to M^0_{\text{prin}}$ is a broken line segment then $\tilde{\gamma} : [0, T] \to M^0_{\text{prin}}$ given by $\tilde{\gamma}(t) = \tilde{\gamma}(T-t)$ is a broken line segment.

Now that we have carefully stated what we mean by a broken line segment, we state once again Definition 1.1 from the introduction.

**Definition 3.12.** A closed subset $S$ of $V^{\text{ trop}}(\mathbb{R})$ is broken line convex if for every pair of rational points $s_1$, $s_2$ in $S$, every segment of a broken line with endpoints $s_1$ and $s_2$ is entirely contained in $S$.

**Remark 3.13.** As alluded to in the introduction, the reader may find it odd that we ask for $s_1$ and $s_2$ to be rational points. It is in fact very natural after consideration. First, we are interested in when this set $S$ and its dilations define an algebra, and the irrational points are extraneous to this question. In essence, from an algebraic perspective, we would really like to consider subsets of $V^{\text{ trop}}(\mathbb{Q})$ instead of $V^{\text{ trop}}(\mathbb{R})$. The established convention however is to work over $\mathbb{R}$. This alleviates potential issues in defining generic broken lines when endpoints lie in a region with dense walls-- the support of every wall is a rational polyhedral cone-- and it may additionally be more natural from a symplectic or differential (as opposed to algebraic) viewpoint. Next, broken lines are decorated with Laurent monomials in each domain of linearity, where the exponent vector of this monomial is the negative of the velocity vector along the line. Wall crossing governs the allowed behavior of this broken line at the interface of domains of linearity, and this only applies to integral exponent vectors. Obviously, a line segment connecting a generic pair of irrational points in a real vector space will have irrational slope, so we have no way of talking about broken line segments connecting arbitrary irrational points-- the notion simply does not make sense.

**Remark 3.14.** After discussing this project with Travis Mandel, we learned that he investigated a notion very similar to what we call broken line convexity in the setting of log Calabi-Yau surfaces in his thesis [?]. He relates this to a different convexity notion called strong convexity. See [?, Theorem 5.11]. Additional tropical convexity notions (such as min-convexity) are explored in connection to positivity in [GHKK18, Section 8]. Their convexity notions are given in terms of functions on $V^{\text{ trop}}(\mathbb{R})$.

The following results relate broken line convex sets associated to $\mathcal{A}$ and $\mathcal{X}$ with those of $\mathcal{A}_{\text{prin}}$. The proofs follows directly from the definitions.

**Lemma 3.15.** Let $\pi : \tilde{M}^0_{\mathbb{R}} \to M^0_{\mathbb{R}}$ be the natural projection. If $S \subset \tilde{M}^0_{\mathbb{R}}$ is broken line convex, then $\pi(S)$ is broken line convex in $M^0_{\mathbb{R}}$. Similarly, if $S \subset M^0_{\mathbb{R}}$ is broken line convex, then $\pi^{-1}(S)$ is broken line convex in $\tilde{M}^0_{\mathbb{R}}$.

**Lemma 3.16.** The subset $(\mathcal{X}^{\vee})^{\text{ trop}}(\mathbb{R}) \subset (\mathcal{A}^{\vee}_{\text{prin}})^{\text{ trop}}(\mathbb{R})$ is broken line convex. In particular, if $S \subset (\mathcal{A}^{\vee}_{\text{prin}})^{\text{ trop}}(\mathbb{R})$ is broken line convex then $S \cap (\mathcal{X}^{\vee})^{\text{ trop}}(\mathbb{R})$ is broken line convex. Moreover, if $S \subset (\mathcal{X}^{\vee})^{\text{ trop}}(\mathbb{R})$ is broken line convex in $(\mathcal{X}^{\vee})^{\text{ trop}}(\mathbb{R})$ then it is also broken line convex in $(\mathcal{A}^{\vee}_{\text{prin}})^{\text{ trop}}(\mathbb{R})$.

4 Constructing a broken line segment from balanced broken lines

In this section we introduce a procedure to construct a broken line segment from a pair of balanced broken lines. To be more precise let $(\gamma^{(1)}, \gamma^{(2)})$ be a balanced pair of broken lines and $(a, b)$ a pair
of positive integers. In Theorem 4.10 we construct a broken line segment that connects the points \( P_1 \) and \( P_2 \) and bends precisely on the walls in which \( \gamma^{(1)} \) and \( \gamma^{(2)} \) bend. The construction of this broken line segment is motivated by jagged paths, described, for example, in [GS16, Section 3].

As stated at the beginning of Section 3, we take \( \mathcal{D} \) to be the scattering diagram of a cluster variety of type \( A \) for which the injectivity assumption is satisfied, e.g. any \( \mathcal{A}_{\text{prim}} \) cluster variety.

**Remark 4.1.** From now on we assume without loss of generality that all the bending points \( x_1, \ldots, x_s \) of a generic broken line \( \gamma \) lie in \( M_{\mathbb{Q}}^\circ \). In particular, we assume this for the broken lines in the sequence \( (\gamma_k)_{k \in \mathbb{N}} \) converging to a non-generic \( \gamma \). Moreover, if \( \gamma \) is generic then for each \( 1 \leq i \leq s \) the vectors \( x_i \) and \( m_i \) are linearly independent. This is clear since \( x_i \in n_{0,i}^+ \) and \( m_i \notin n_{0,i}^+ \). Finally, as we will be using pairs of broken lines \( (\gamma^{(1)}, \gamma^{(2)}) \) balanced at a point \( x_0 \) to describe the structure constant \( (I(\gamma^{(1)}), I(\gamma^{(1)}), x_0) \), for the remainder of the section we assume \( x_0 \in M^\circ \).

### 4.1 An algorithmic description of the support

In this subsection we describe an algorithm that will allow us to obtain the support of the broken line segment we aim to construct. The following result is used repeatedly in the algorithm.

**Lemma 4.2.** Let \( \gamma \) be a generic broken line with \( s \geq 1 \) bends. Let \( \lambda_1, \lambda_2 \in \mathbb{Q}_{>0} \) and \( i \in \{0, \ldots, s-1\} \). Then the line segment connecting \( \lambda_1 x_i \) and \( \lambda_2 m_i \) intersects the ray \( r_{i+1} \) in a unique point \( x \). Moreover, if \( x_i \in M_{\mathbb{Q}}^\circ \) then \( x \in M_{\mathbb{Q}}^\circ \).

**Proof.** Observe that for all \( i \in \{0, \ldots, s-1\} \) the points \( x_{i+1}, x_i \) and 0 are not colinear. We consider the plane \( \Pi_i \) containing \( x_i, x_{i+1} \) and the origin 0. Clearly, both \( r_i \) and \( r_{i+1} \) are contained in \( \Pi_i \), and \( m_i \) is also a point of \( \Pi_i \). We have to prove a statement of Euclidean geometry in the plane \( \Pi_i \).

First recall that \( m_i \) is the negative of the velocity of \( \gamma \) in the domain of linearity \( L_i \). Therefore, the vector \( m_i \) based at \( x_i \) with direction \( m_i \) lives in \( \Pi_i \) and is directed from \( x_i \) to the ray \( r_{i+1} \). Since \( \lambda_2 > 0 \) we have that the vector \( \lambda_2 m_i \) based at \( x_i \) with direction \( \lambda_2 m_i \) is also directed from \( x_i \) to \( r_{i+1} \) (see Figure 7). Observe now that the vector \( -\lambda_1 x_i \) based at \( x_i \) with direction \( -\lambda_1 x_i \) is directed from \( x_i \) to the origin. Since the origin belongs to \( r_{i+1} \), we have that the vector \( \nabla \) based at \( x_i \) with direction \( \lambda_2 m_i - \lambda_1 x_i \) points from \( x_i \) to \( r_{i+1} \). Finally, since \( \lambda_1 > 0 \) we must have that the line passing through \( \lambda_1 x_i \) and \( \lambda_2 m_i \) is parallel to \( \nabla \) and must intersect \( r_{i+1} \) in a unique point which we call \( x \). Now assume that \( x_i \in M_{\mathbb{Q}}^\circ \). Observe that the conditions \( m_i \in M^\circ \) and \( \mathcal{D}_i \subset n_{0,i}^+ \) for some \( n_{0,i} \in \mathbb{N} \) imply that \( x \) is in \( M_{\mathbb{Q}}^\circ \). Since both \( x \) and \( x_{i+1} \) are in the ray \( r_{i+1} \) then \( x = \beta x_{i+1} \) for some \( \beta \in \mathbb{Q}_{>0} \).

![Figure 7: The point x in r_{i+1} determined by \lambda_1 x_i and \lambda_2 m_i.](image)

---

10On the other hand, the points \( x_{0,k}, k \in \mathbb{N} \) will only be in \( M_{\mathbb{Q}}^\circ \).
Algorithm 4.3. The input of the algorithm is the following:

1. a pair of positive integers \((a, b)\);
2. \(\text{Supp}(\gamma)\) of a broken line \(\gamma\) such that \(x_i \in M_0^S\) for all \(i \in \{0, \ldots, s\}\).

The output is the support \(\text{Supp}(\tilde{\gamma})\) of a piecewise linear segment \(\tilde{\gamma}\) in \(M^R\) with the properties:

1. the endpoints of \(\text{Supp}(\tilde{\gamma})\) are \(\frac{x_0}{a+b}\) and \(\frac{m_n}{a}\);
2. the piecewise linear segment \(\text{Supp}(\tilde{\gamma})\) bends at a ray \(r\) if and only if \(\gamma\) bends at \(r\).

The algorithm. Let \(\text{Supp}(\gamma) = ((L_s, m_s), \ldots, (L_0, m_0))\) and set \(\tilde{x}_0 := \frac{x_0}{a+b}\). First assume that \(\gamma\) is generic. We have two cases \(\tilde{x}_0 = \frac{m_0}{a}\) and \(\tilde{x}_0 \neq \frac{m_0}{a}\).

Case 1: If \(\tilde{x}_0 = \frac{m_0}{a}\) then \(\gamma\) cannot bend (that is \(s = 0\)). Define

\[
\text{Supp}(\tilde{\gamma}) = \{\tilde{x}_0\}
\]

and stop here. By construction \(\text{Supp}(\tilde{\gamma})\) satisfies the desired properties.

Case 2: If \(\tilde{x}_0 \neq \frac{m_0}{a}\) let \(l_0\) be the line segment whose endpoints are \(\frac{m_0}{a}\) and \(\tilde{x}_0\). We have two sub-cases: \(s = 0\) and \(s > 0\).

If \(s = 0\) we set \(L_0 := l_0\). We define

\[
\text{Supp}(\tilde{\gamma}) := \tilde{L}_0
\]

and stop here. Clearly, \(\text{Supp}(\tilde{\gamma})\) satisfies the desired properties.

If \(s > 0\) then Lemma 4.2 ensures that \(l_0\) intersects \(r_1\) in a unique point \(\hat{x}_1 = \beta_1 x_1\) for some \(\beta_1 \in \mathbb{Q}_{>0}\). In this case we define \(L_0\) to be the line segment whose endpoints are \(\hat{x}_0\) and \(\hat{x}_1\). Now suppose that for \(i \in \{1, \ldots, s-1\}\) we have defined a point \(\hat{x}_i \in r_i\) that lies in the line segment \(l_{i-1}\) connecting \(\hat{x}_{i-1}\) and \(\frac{m_{i-1}}{a}\), and a positive rational number \(\beta_i \in \mathbb{Q}_{>0}\) such that \(\hat{x}_i = \beta_i x_i\). We define \(\tilde{L}_{i-1}\) to be the line segment whose endpoints are \(\hat{x}_{i-1}\) and \(\hat{x}_i\). Let \(l_i\) be the line segment connecting \(\hat{x}_i\) and \(\frac{m_i}{a}\) (here we implicitly use Remark 4.1). We define \(\tilde{x}_{i+1}\) as the unique intersection point of \(l_i\) and \(r_{i+1}\) (using Lemma 4.2). Moreover, we define \(\tilde{L}_i\) to be the line segment whose endpoints are \(\hat{x}_i\) and \(\tilde{x}_{i+1}\), see Figure 8. In this way we have defined a point \(\tilde{x}_{i+1} \in r_{i+1} \cap M_0^S\) and a line segment \(\tilde{L}_i\) for each \(0 \leq i < s\). Let \(\tilde{L}_s\) be the line segment connecting \(\tilde{x}_s\) and \(\frac{m_s}{a}\). We define the support of \(\tilde{\gamma}\) to be

\[
\text{Supp}(\tilde{\gamma}) := \bigcup_{i=0}^{s} \tilde{L}_i
\]

and stop here. By construction \(\text{Supp}(\tilde{\gamma})\) satisfies the desired properties.

Now we treat the non-generic case. So assume \(\gamma\) is non-generic and let \((\gamma_k)_{k \in \mathbb{N}}\) be the sequence of generic broken lines approaching \(\gamma\) (see Remark 4.1). For each \(k \in \mathbb{N}\) we construct the support of a piecewise linear segment \(\text{Supp}(\gamma_k)\) applying the previous case to \(\gamma_k\). Let \(x_{1:k}, \ldots, x_{s:k}\) (resp. \(\tilde{x}_{1:k}, \ldots, \tilde{x}_{s:k}\)) be the bending points of \(\gamma_k\) (resp. \(\tilde{\gamma}_k\)) and let \(\tilde{x}_{0:k} = \frac{\gamma_k(0)}{a+b}\). Observe that if the sequence \((\tilde{x}_{i-1:k})_{k \in \mathbb{N}}\) is convergent for some \(i \in \{1, \ldots, s\}\) then the sequence \((\tilde{x}_{i:k})_{k \in \mathbb{N}}\) is also convergent. To see this recall first that \(\tilde{x}_{i:k}\) is the unique intersection point of the ray \(r_{i:k} := \mathbb{R}_{\geq 0} x_{i:k}\) and the line segment with endpoints \(\frac{m_{i-1}}{a}\) and \(\tilde{x}_{i-1:k}\). Next, by definition the rays \(r_{i:k}\) converge to the ray \(r_i\) and thus if the sequence \(\tilde{x}_{i-1:k}\) is convergent, then the sequence \((\tilde{x}_{i:k})_{k \in \mathbb{N}}\) must converge.
to a point in \( r_i \). Since the sequence \( (\tilde{x}_{0:k})_{k \in \mathbb{N}} \) converges to \( \tilde{x}_0 \) then we must have that the sequence \( (\tilde{x}_{i:k})_{k \in \mathbb{N}} \) converges to a point, say \( \tilde{x}_i \), for all \( i \in \{0, \ldots, s\} \). We define \( \tilde{L}_{i-1} \) to be the line segment whose endpoints are \( \tilde{x}_{i-1} \) and \( \tilde{x}_i \) for \( i \in \{1, \ldots, s\} \) and let \( \tilde{L}_s \) be the line segment connecting \( \tilde{x}_s \) and \( \frac{m_s}{a} \). We define the support of \( \tilde{\gamma} \) to be

\[
\text{Supp}(\tilde{\gamma}) := \bigcup_{i=0}^{s} \tilde{L}_i
\]

and stop here. By construction \( \text{Supp}(\tilde{\gamma}) \) satisfies the desired properties.

![Figure 8: Construction of the domains of linearity \( \tilde{L}_{i-1} \) and \( \tilde{L}_i \) following Algorithm 4.3.](image)

**Remark 4.4.** Algorithm 4.3 does not provides a parametrization of the piecewise linear segment \( \tilde{\gamma} : [0, T] \to M^\circ \); it only gives its image in \( M^\circ \). In case \( \gamma \) is non-generic, for fixed \( i \in \{1, \ldots, s\} \), the line segments with endpoints \( \tilde{x}_{i-1:k} \) and \( \tilde{x}_{i:k} \) are in general not parallel as \( k \) varies.

**Example 4.5.** We illustrate the algorithm for a broken line living in the scattering diagram of type \( A_2 \). Take \( \gamma \) to be the broken line illustrated in Figure 9.
We let $a = 1$ and $b = 2$. Then $\tilde{x}_0 = \left(\frac{2}{3}, \frac{4}{3}\right)$. The first step is to construct the line segment $l_0$ which connects $\frac{m_0}{a} = (-1, -1)$ and $\tilde{x}_0 = \left(\frac{2}{3}, \frac{4}{3}\right)$. We obtain that $\tilde{x}_1 = (0, \frac{5}{2})$. See Figure 10.

The line $l_0$ intersects the wall $y$-axis at the unique point $\tilde{x}_1 = (0, \frac{5}{2})$. Repeating this process for the remaining exponent vectors, we obtain the broken line segment depicted in Figure 11.


Figure 11: Support of a broken line segment \( \text{Supp}(\tilde{\gamma}) \) associated to the broken line \( \gamma \) of Figure 9 and the pair of integers \( a = 1, b = 2 \), with a zoomed in view provided on the right.

### 4.2 Associating monomials to the support

Algorithm 4.3 only allows us to construct \( \text{Supp}(\tilde{\gamma}) \). In order to define the broken line segment \( \tilde{\gamma} = (\text{Supp}(\tilde{\gamma}), c_{L_0}, \ldots, c_{L_s}) \), we need to attach a monomial \( c_{i}z^{\tilde{m}_{i}} \in \mathbb{Z}_{>0}[M^{\circ}] \) to every domain of linearity \( \tilde{L}_i \) satisfying the axioms of a broken line. Note that there are infinitely many broken line segments with the same support. In Lemma 4.8 below we construct for each \( \lambda \in \mathbb{Z}_{>0} \) a broken line segment with the prescribed support. We first give a few remarks and definitions.

**Remark 4.6.** Suppose that \( \gamma \) is generic and that the bending points belong to \( M^{\circ}\). Then the velocity of \( \tilde{\gamma} \) at a domain of linearity \( \tilde{L}_i \) must be of the form \( C_i z^{\tilde{m}_i} \in \mathbb{Z}_{>0}[M^{\circ}] \) for some \( C_i \in \mathbb{Q}_{>0} \).

Indeed, \( \tilde{L}_i \) is contained in the line passing through \( \tilde{x}_i \) and \( z^{\tilde{m}_i} \). Moreover, both \( \tilde{x}_i \) and \( z^{\tilde{m}_i} \) belong to \( M^{\circ}\) and \( \tilde{m}_i \in M^{\circ}\).

**Definition 4.7.** Let \( \gamma \) be a broken line. For \( i \in \{0, \ldots, s\} \) define

\[
\rho_i(\gamma) := \prod_{k=1}^{s-1} \langle n_{0,k+1}, m_k \rangle.
\]

In particular, \( \rho_i(\gamma) \in \mathbb{Z}_{>0} \) for all \( i \) and

\[
\rho_0(\gamma)M^{\circ} \subset \rho_1(\gamma)M^{\circ} \subset \cdots \subset \rho_s(\gamma)M^{\circ} = M^{\circ}.
\]

Moreover, for \( 1 \leq i \leq s \) the following holds

\[
\rho_i(\gamma) = \frac{\rho_{i-1}(\gamma)}{\langle n_{0,i}, m_{i-1} \rangle}.
\]
Lemma 4.8. Let \( \lambda \in \mathbb{Z}_{>0} \). For each \( i \in \{0, \ldots, s\} \) we can associate a monomial
\[
c_{L_i} z^{\overline{m}_i} \in \mathbb{Z}_{>0}[\rho_1(\gamma)\lambda M^o]
\]
to the domain of linearity \( \tilde{L}_i \) of \( \text{Supp}(\tilde{\gamma}) \) constructed in Algorithm 4.3 in order to obtain a broken line segment \( \overrightarrow{\text{Supp}(\tilde{\gamma}), c_{L_1}, \ldots, c_{L_s}} \).

Proof. Case 1: First suppose that \( \gamma \) is generic. As in Notation 3.2, for \( i \in \{1, \ldots, s\} \) we index the collection of walls containing \( x_i \) by \( \mathfrak{J}_i \), and we write
\[
F_{\mathfrak{J}_i} = \prod_{j \in \mathfrak{J}_i} f_{\mathfrak{J}_j} = 1 + \sum_{k \geq 1} d_k z^{k m_{0,i}},
\]
where \( m_{0,i} = p^*(n_{0,i}) \) for a primitive \( n_{0,i} \) with \( x_i \in (n_{0,i})^\perp \), and \( d_k \) are coefficients in \( \mathbb{Z}_{>0} \).\(^{11}\) Since \( \gamma \) is a broken line, every bend of \( \gamma \) is allowed, and so
\[
\overline{m}_{i-1} - \overline{m}_i = k_i m_{0,i},
\]
the exponent vector of a non-zero summand \( d_{k_i} z^{k_i m_{0,i}} \) of \( F_{\mathfrak{J}_i}^{(n_{0,i}, \overline{m}_i)} \). Our goal is to attach monomials \( c_{L_i} z^{\overline{m}_i} \) to each domain of linearity \( \tilde{L}_i \) of \( \text{Supp}(\tilde{\gamma}) \) in such a way that \( \overline{m}_{i-1} - \overline{m}_i \) is the exponent vector of a non-zero summand \( d_{k_i} z^{k_i m_{0,i}} \) of \( F_{\mathfrak{J}_i}^{(n_{0,i}, \overline{m}_i)} \).

We claim that each \( \overline{m}_i \) can be taken such that
- \( \langle n_{0,i}, \overline{m}_i \rangle \) divides \( \langle n_{0,i}, \overline{m}_i \rangle \)
- \( \overline{m}_{i-1} - \overline{m}_i = \frac{\langle n_{0,i}, \overline{m}_i \rangle}{\langle n_{0,i}, \overline{m}_i \rangle} \langle m_{i-1} - m_i \rangle \).

Since coefficients are non-negative, no cancellations will occur when we multiply the functions \( f_{\mathfrak{J}_j} \), \( j \in \mathfrak{J}_i \), and it follows that \( \overline{m}_{i-1} - \overline{m}_i \) is the exponent vector of a summand of
\[
\left( F_{\mathfrak{J}_i}^{(n_{0,i}, \overline{m}_i)} \right)^{\langle n_{0,i}, \overline{m}_i \rangle} = F_{\mathfrak{J}_i}^{(n_{0,i}, \overline{m}_i)}.
\]

Now we proceed to show the claim. By Remark 4.6, we must be able to write
\[
\overline{m}_i = C_i \left( \frac{m_i}{a} - \tilde{x}_i \right)
\]
for some \( C_i \in \mathbb{Q}_{>0} \). Now define
\[
C_0 := a(a + b)\rho_0(\gamma)\lambda
\]
and in turn
\[
\overline{m}_0 := C_0 \left( \frac{m_0}{a} - \tilde{x}_0 \right).
\]
One checks that \( \overline{m}_0 \in \rho_0(\gamma)\lambda M^o \), so \( \langle n_{0,1}, \overline{m}_0 \rangle \) divides \( \langle n_{0,1}, \overline{m}_0 \rangle \). Now suppose we have defined \( \overline{m}_{i-1} \in \rho_{i-1}(\gamma)\lambda M^o \) for some \( 1 \leq i \leq s \) and that \( \overline{m}_{i-1} \) satisfies
\[
\overline{m}_{i-1} = C_{i-1} \left( \frac{m_{i-1}}{a} - \tilde{x}_{i-1} \right)
\]
for some \( C_{i-1} \in \mathbb{Z}_{>0} \). Again, \( \langle n_{0,i}, \overline{m}_{i-1} \rangle \) divides \( \langle n_{0,i}, \overline{m}_{i-1} \rangle \) since \( \overline{m}_{i-1} \in \rho_{i-1}(\gamma)\lambda M^o \). We define
\[
C_i := \frac{a \langle n_{0,i}, \overline{m}_{i-1} \rangle}{\langle n_{0,i}, \overline{m}_{i-1} \rangle}
\]
\(^{11}\)That coefficients can be taken in \( \mathbb{Z}_{>0} \) here is a major result in cluster theory that implies the positivity of the Laurent phenomenon. See [GHKK18, Theorem 4.10].
and thus
\[ \tilde{m}_i := \frac{a \langle n_{0,i}, \tilde{m}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} \left( \frac{m_i}{a} - \tilde{x}_i \right). \] (4.5)

Observe that by construction \( C_i \in \mathbb{Z}_{>0} \). We will soon see that \( \tilde{m}_i \in \rho_i(\gamma) \lambda M^\circ \). First notice that
\[ \tilde{x}_i = \frac{\langle n_{0,i}, \tilde{x}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} \tilde{m}_{i-1} + \tilde{x}_{i-1}. \] (4.6)

To see this let \( x' \) denote the right hand side of the equation. We claim that \( x' \) is the intersection point of the line \( l_{i-1} \) and the walls \( \mathcal{d}_{i,j} \). Indeed, \( x' \) can be thought of as a vector based at \( \tilde{x}_{i-1} \) that runs parallel to \( l_{i-1} \) (recall \( \tilde{m}_{i-1} \) is a multiple of \( \frac{m_{i-1}}{a} - \tilde{x}_{i-1} \) and \( l_{i-1} \) passes through \( \frac{m_{i-1}}{a} \) and \( \tilde{x}_{i-1} \)). Clearly \( \langle n_{0,i}, x' \rangle = 0 \) which implies that \( x' \in \mathcal{d}_{i,j} \). Since \( \tilde{x}_i \) is the unique point with this property we have \( x' = \tilde{x}_i \). Now we compute:
\[
\begin{align*}
\tilde{m}_i & = C_i \left( \frac{m_i}{a} - \tilde{x}_i \right) \quad \text{(4.1)} \\
& = C_i \left( \frac{m_{i-1} - k_i m_{0,i}}{a} + \frac{\langle n_{0,i}, \tilde{x}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} \tilde{m}_{i-1} - \tilde{x}_{i-1} \right) \quad \text{(4.6)} \\
& = C_i \left( \frac{1}{C_{i-1}} + \frac{\langle n_{0,i}, \tilde{x}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} \right) \frac{\tilde{m}_{i-1} - k_i m_{0,i}}{a} \quad \text{(4.3)} \\
& = C_i \left( \frac{\langle n_{0,i}, m_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} \right) \frac{\tilde{m}_{i-1} - k_i m_{0,i}}{a} \quad \text{(4.3)} \\
& = \frac{\tilde{m}_{i-1} - k_i \langle n_{0,i}, m_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} m_{0,i}. \quad \text{(4.4)}
\end{align*}
\]

So, we have
\[ \tilde{m}_{i-1} - \tilde{m}_i = \frac{\langle n_{0,i}, \tilde{m}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} k_i m_{0,i} = \frac{\langle n_{0,i}, \tilde{m}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} (m_{i-1} - m_i) \]

as claimed. Finally, since \( \frac{\tilde{m}_{i-1}}{\langle n_{0,i}, m_{i-1} \rangle} \in \rho_i(\gamma) \lambda M^\circ \), we have that \( \langle n_{0,i}, \tilde{m}_{i-1} \rangle \in \rho_i(\gamma) \lambda \mathbb{Z} \) and thus \( \frac{\langle n_{0,i}, \tilde{m}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} \in \rho_i(\gamma) \lambda \mathbb{Z} \). In particular, both \( \tilde{m}_{i-1} \) and \( \frac{\langle n_{0,i}, \tilde{m}_{i-1} \rangle}{\langle n_{0,i}, m_{i-1} \rangle} k_i m_{0,i} \) belong to \( \rho_i(\gamma) \lambda M^\circ \). (Recall \( \rho_i(\gamma) \lambda M^\circ \subset \rho_i(\gamma) \lambda \mathbb{Z} \).) Therefore, \( \tilde{m}_i \in \rho_i(\gamma) \lambda M^\circ \). This completes the proof in Case 1.

**Case 2:** Suppose \( \gamma \) is non-generic. We need to construct a sequence of broken line segments \((\eta_k)_{k \in \mathbb{N}}\) as in Definition 3.3. In order to do so, we first apply Algorithm 4.3 and the previous case to the broken line \( \gamma_k \) for each \( k \in \mathbb{N} \). As a result we obtain the support of a generic broken line segment \( \gamma_k \) bending at the same walls as \( \gamma \). Note however that the domains of linearity of \( \gamma_k \) will not in general be parallel to the domains of linearity of \( \gamma \), so we still need to replace each Supp(\( \eta_k \)) with a new piecewise linear segment Supp(\( \eta_k \)). For \( i \in \{1, \ldots, s\} \) let \( \tilde{x}_{i;k} \) be the intersection point of \( \gamma_k \) with the walls \( \{ \mathcal{d}_{i,j} \}_{j \in \mathbb{N}} \), and set \( \tilde{x}_{0;k} := \frac{\gamma_k(0)}{a + b} \). Let \( \tilde{L}_{i;k} \) be the line segment with endpoints \( \tilde{x}_{i;k} \) and \( \tilde{x}_i \). Since both \( \tilde{x}_{i;k} \) and \( \tilde{x}_i \) are contained in \( \mathcal{d}_{i,j} \), which is convex, it follows that \( \tilde{L}_{i;k} \subset \mathcal{d}_{i,j} \). We can actually say something stronger: since \( \tilde{x}_{i;k} \notin \text{Sing}(\mathcal{D}) \), if \( \tilde{x}_i \notin \text{Sing}(\mathcal{D}) \) then \( \tilde{L}_{i;k} \) is contained in \( \mathcal{d}_{i,j} \setminus (\text{Sing}(\mathcal{D}) \cap \mathcal{d}_{i,j}) \), and if \( \tilde{x}_i \in \text{Sing}(\mathcal{D}) \) then \( \tilde{L}_{i;k} \cap \text{Sing}(\mathcal{D}) = \{ \tilde{x}_i \} \).

We proceed to construct \( \text{Supp}(\eta_k) \) for arbitrary \( k \in \mathbb{N} \). Let \( C_0 := a(a + b) \rho_0(\gamma) \lambda \) and let \( \tilde{m}_0 := C_0 \left( \frac{\tilde{m}_0}{a} - \tilde{x}_0 \right) \). For \( i \in \{1, \ldots, s\} \) we construct \( C_i \) and \( \tilde{m}_i \) as in Case 1. These are going to be the exponent vectors of the monomials associated to the domains of linearity of the \( \eta_k \)’s. To describe Supp(\( \eta_k \)) we first make a few observations. By construction the points \( \frac{m_{i-1}}{a}, \tilde{x}_{i;k} \) and
\( \hat{x}_{i-1:k} \) (resp. \( \frac{m_{i-1}}{a}, \hat{x}_i \) and \( \hat{x}_{i-1} \)) are colinear for all \( i \in \{1, \ldots, s\} \) (see Figure 12). Let \( \bar{\Pi}_{i-1:k} \) be the plane containing \( \frac{m_{i-1}}{a}, \hat{x}_{i:k} \) and \( \hat{x}_i \). The line segments \( \bar{L}_{i,k} \) and \( \tilde{L}_{i-1:k} \) are contained in the plane \( \bar{\Pi}_{i-1:k} \) as the endpoints of the segments are contained therein. Recall that we have denoted by \( l_{i-1} \) the line passing through \( \frac{m_{i-1}}{a} \) and \( \hat{x}_{i-1} \), hence \( l_{i-1} \subset \bar{\Pi}_{i-1:k} \). As shown in Figure 12, take the triangle defined by the points \( \frac{m_{i-1}}{a}, \hat{x}_i \), and \( \hat{x}_{i-1} \). This contains the triangle defined by the points \( \frac{m_{i-1}}{a}, \hat{x}_i \), and \( \hat{x}_{i:k} \). Observe that any line in \( \bar{\Pi}_{i-1:k} \) parallel to the edge \( l_{i-1} \) and intersecting the edge \( L_{i:k} \) must also intersect the edge \( \tilde{L}_{i-1:k} \). Moreover, if this line misses the point \( \hat{x}_i \), it must also miss \( \hat{x}_{i-1} \) and hence must intersect \( \hat{a}_{i-1} \cap \Sing(\hat{\Omega}) \).

First we construct the domain of linearity \( L_{s-1}^{(\eta_k)} \) associated to \( \eta_k \): let \( \hat{t}_{i-1:k} \) be the line parallel to \( \hat{L}_{s-1} \) passing through \( \hat{x}_{s:k} \). Let \( y_{s-1:k} \) be the intersection point of \( \hat{t}_{s-1:k} \) and \( \tilde{L}_{s-1:k} \). Define \( L_s^{(\eta_k)} \) to be the line segment whose endpoints are \( \hat{x}_{s:k} \) and \( y_{s-1:k} \). Now assume we have defined a point \( y_{i:k} \in L_{i:k} \setminus \{\hat{x}_j\} \) for some \( i \in \{s-1, \ldots, 1\} \). We define the domain of linearity \( L_i^{(\eta_k)} \) as follows: let \( \hat{t}_{i-1:k} \) be the line parallel to \( \hat{L}_{i-1} \) passing through \( y_{i:k} \). Let \( y_{i-1:k} \) be the intersection point of \( \hat{t}_{i-1:k} \) and \( \tilde{L}_{i-1:k} \). Define \( L_i^{(\eta_k)} \) to be the line segment whose endpoints are \( y_{i:k} \) and \( y_{i-1:k} \). Finally, the ray \( \hat{x}_{s:k} + \mathbb{R}_{\geq 0} \hat{\mathbf{m}}_s \) is parallel to the domain of linearity \( L_s \) of \( \hat{\gamma} \). Therefore, we can choose a point \( y_{s+1:k} \) in this ray whose distance to \( \frac{m_s}{a} \) is less or equal to the distance from \( \hat{x}_{s:k} \) to \( \hat{x}_s \). We let \( L_s^{(\eta_k)} \) be the line segment whose endpoints are \( \hat{x}_{s:k} \) and \( y_{s+1:k} \). We define

\[
\vec{\Supp}(\eta_k) = \left( (L_s^{(\eta_k)}, \hat{\mathbf{m}}_s), \ldots, (L_0^{(\eta_k)}, \hat{\mathbf{m}}_0) \right).
\]

By construction each domain of linearity \( L_i^{(\eta_k)} \) has slope \( \hat{\mathbf{m}}_i \), all bendings are allowed and the broken line segment \( \eta_k \) is generic and completely determined by setting \( c_{L_i^{(\eta_k)}} = 1 \). Moreover, since the sequence \( (\hat{x}_{s:k})_{k \in \mathbb{N}} \) converges to \( \hat{x}_s \) then the sequence of broken line segment \( (\eta_k)_{k \in \mathbb{N}} \) converges to \( \hat{\gamma} \). Indeed, if \( y_{i:k} \) converges to \( \hat{x}_i \) then \( y_{i-1:k} \) converges to \( \hat{x}_{i-1} \) for all \( i \in \{s, \ldots, 1\} \) (taking \( \hat{x}_{s:k} = y_{s:k} \)).

**Figure 12:** Construction of the line segment \( L_{i-1}^{(\eta_k)} \) of Case 2 in the proof of Lemma 4.8. This segment is contained in the line \( \bar{L}_{i-1:k} \) passing through \( y_{i:k} \) and parallel to \( l_{i-1} \).  

\[ \square \]
4.3 The main construction

Given a broken line $\gamma$ and a pair of integers $(a, b)$, we constructed in Lemma 4.8 a broken line segment $\hat{\gamma} : [\tau, 0] \rightarrow M^R_{\mathbb{G}}$ with one endpoint $\hat{\gamma}(0) = \frac{\sigma_0}{a + \tau}$ and the other $\hat{\gamma}(\tau) = \frac{I(\gamma)}{a}$ for some $\tau < 0$. In Theorem 4.10 we will need an explicit description of $\tau$. With this in mind, let $t_i$ be the time at which $\gamma$ bends at ray $r_i$, i.e. $\hat{\gamma}(t_i) = \tilde{x}_i$.

Lemma 4.9. For each $i \in \{0, \ldots, s\}$ the time $\tau \in (-\infty, 0)$ satisfies the following equation:

$$\frac{m_i}{a} - \tilde{x}_i = (t_i - \tau) \bar{m}_i \tag{4.7}$$

Proof. First observe that we can simultaneously tackle the generic and non-generic cases. Indeed, if we have the generic case, then we apply it to the sequence $(\eta_k)_{k \in \mathbb{N}}$ of Case 2 in Lemma 4.8 to obtain it for non-generic $\hat{\gamma}$. Now notice that by (4.5), (4.7) holds if and only if

$$t_i - \tau = \frac{\langle n_{0,i}, m_{i-1} \rangle}{a\langle n_{0,i}, m_{i-1} \rangle}. \tag{4.8}$$

Next, note that

$$\tilde{x}_{i+1} - \tilde{x}_i = (t_i - t_{i+1}) \bar{m}_i \tag{4.9}$$

and

$$\frac{m_s}{a} - \tilde{x}_s = (t_s - \tau) \bar{m}_s. \tag{4.10}$$

Then (4.7) holds for $i = s$. Assume it holds for all $j > i$. Then we have

$$(t_i - \tau) \bar{m}_i = (t_i - t_{i+1} + t_{i+1} - \tau) \bar{m}_i$$

$$= (t_i - t_{i+1}) \bar{m}_i + (t_{i+1} - \tau) (\bar{m}_{i+1} + k_{i+1} m_{0,i+1})$$

$$\overset{(4.9)}{=} \tilde{x}_{i+1} - \tilde{x}_i + \frac{m_{i+1}}{a} - \tilde{x}_{i+1} + (t_{i+1} - \tau) k_{i+1} m_{0,i+1}$$

$$\overset{(4.8)}{=} -\tilde{x}_i + \frac{m_{i+1}}{a} + \frac{k_{i+1}}{a} m_{0,i+1}$$

$$\overset{(4.1)}{=} \frac{m_i}{a} - \tilde{x}_i,$$

establishing (4.7). \hfill \Box

In what follows we consider many broken lines simultaneously. To avoid confusions the slope of the $i$th domain of linearity of a broken line (segment) $\eta$ is denoted by $m_i(\eta)$.

Theorem 4.10. Let $(\gamma^{(1)}, \gamma^{(2)})$ be a balanced pair of broken lines, $(a, b)$ a pair of positive integers and $x_0 := \gamma^{(1)}(0) = \gamma^{(2)}(0)$. Then there exist a broken line segment $\hat{\gamma} : [0, T] \rightarrow M^R_{\mathbb{G}}$ such that $\hat{\gamma}(0) = \frac{I(\gamma^{(1)})}{a}, \hat{\gamma}(T) = \frac{I(\gamma^{(2)})}{b}$, and $\hat{\gamma} \left( \frac{b}{a + b} \right) = \frac{x_0}{a + b} = \tilde{x}_0$.

Proof. For $\epsilon \in \{1, 2\}$ let $\{\delta_{i_{\epsilon}}^{(r)}\}, \ldots, \{\delta_{i_{\epsilon}}^{(c)}\}$ be the walls in which $\gamma^{(\epsilon)}$ bends; $L_{x_0}^{(r)}, \ldots, L_0^{(c)}$ the domains of linearity of $\gamma^{(\epsilon)}$ and $x_{0}^{(r)}, \ldots, x_{0}^{(c)}$ the bending points. Since we will consider many broken lines we will denote by $m_i(\eta)$ the exponent vector associated to the $i$th domain of linearity of the broken line (segment) $\eta$. The case in which $\frac{m_0(\gamma^{(1)})}{a} = \tilde{x}_0$ or $\frac{m_0(\gamma^{(2)})}{b} = \tilde{x}_0$ reduces to Lemma 4.8. So let us assume we are not in these cases.

**Case 1**: Suppose $\gamma^{(1)}$ and $\gamma^{(2)}$ are generic. We apply Lemma 4.8 with $\lambda = \rho_0(\gamma^{(2)})$ to construct a broken line segment $\tilde{\gamma}^{(1)} : [\tau_1, 0] \rightarrow M^R_{\mathbb{G}}$ with the following properties:
1. \( \tilde{\gamma}^{(1)}(0) = \tilde{x}_0; \)

2. \( \tilde{\gamma}^{(1)}(\tau_1) = \frac{I(\gamma^{(1)})}{a}; \)

3. \( m_0(\tilde{\gamma}^{(1)}) = a(a + b)\rho_0(\gamma^{(1)})\rho_0(\gamma^{(2)}) \left( \frac{m_0(\gamma^{(1)})}{a} - \tilde{x}_0 \right). \)

Similarly, we use Lemma 4.8 with \( \lambda = \rho_0(\gamma^{(1)}) \) to construct a broken line segment \( \tilde{\gamma}^{(2)} : [\tau_2, 0] \to M^o_R \) with the following properties:

1. \( \tilde{\gamma}^{(2)}(0) = \tilde{x}_0; \)

2. \( \tilde{\gamma}^{(2)}(\tau_2) = \frac{I(\gamma^{(2)})}{b}; \)

3. \( m_0(\tilde{\gamma}^{(2)}) = b(a + b)\rho_0(\gamma^{(1)})\rho_0(\gamma^{(2)}) \left( \frac{m_0(\gamma^{(2)})}{b} - \tilde{x}_0 \right). \)

We claim that the broken line segments \( \tilde{\gamma}^{(1)} \) and \( \tilde{\gamma}^{(2)} \) can be glued together to obtain the broken lines segment \( \tilde{\gamma} \) connecting \( \frac{I(\gamma^{(1)})}{a} \) with \( \frac{I(\gamma^{(2)})}{b} \). The idea is that we can extend \( \tilde{\gamma}^{(1)} \) by traveling along \( \tilde{\gamma}^{(2)} \) in the opposite direction (using Lemma 3.11) in order to hit \( \frac{I(\gamma^{(1)})}{a} \). With this in mind let us first describe the support of \( \tilde{\gamma} \). Since the pair \( (\gamma^{(1)}, \gamma^{(2)}) \) is balanced, we have that \( m_0(\gamma^{(1)}) + m_0(\gamma^{(2)}) = x_0 \). This implies that \( m_0(\tilde{\gamma}^{(1)}) = -m_0(\tilde{\gamma}^{(2)}) \). In particular, the three different points \( \tilde{x}_1^{(1)}, \tilde{x}_0 \) and \( \tilde{x}_1^{(2)} \) are co-linear. Let \( L_0 \) be the line segment whose endpoints are \( \tilde{x}_1^{(1)} \) and \( \tilde{x}_1^{(2)} \). Let

\[
\text{Supp}(\tilde{\gamma}) := \bigcup_{i=1}^{s_1} \tilde{L}_i^{(1)} \cup L_0 \cup \bigcup_{i=1}^{s_2} \tilde{L}_i^{(2)}.
\]

We now attach a monomial to every domain of linearity in \( \text{Supp}(\tilde{\gamma}) \). Let \( c_{\tilde{L}_i^{(1)}} z^{m_i(\tilde{\gamma}^{(1)})} \) be the monomial of \( \tilde{\gamma}^{(1)} \) associated to \( \tilde{L}_i^{(1)} \) for \( 0 \leq i \leq s_1 \). Similarly, let \( c_{\tilde{L}_i^{(2)}} z^{m_i(\tilde{\gamma}^{(2)})} \) be the monomial of \( \tilde{\gamma}^{(2)} \) associated to \( \tilde{L}_i^{(2)} \) for \( 1 \leq i \leq s_2 \).

- The monomial of \( \tilde{\gamma} \) attached to \( \tilde{L}_i^{(1)} \) for \( i \in \{1, \ldots, s_1\} \) is the same as the one attached to \( \tilde{\gamma}^{(1)} \):
  \( c_{\tilde{L}_i^{(1)}} z^{m_i(\tilde{\gamma}^{(1)})} \).

- The monomial of \( \tilde{\gamma} \) attached to \( L_0 \) is also the same as the one attached to \( \tilde{\gamma}^{(1)} \) in \( \tilde{L}_0^{(1)} \):
  \( c_{\tilde{L}_0^{(1)}} z^{m_0(\tilde{\gamma}^{(1)})} \).

- The monomial of \( \tilde{\gamma} \) attached to the domain of linearity \( \tilde{L}_i^{(2)} \) for \( i \in \{1, \ldots, s_2\} \) is of the form
  \( c_i z^{-m_i(\tilde{\gamma}^{(2)})} \)

for some \( c_i \in \mathbb{Z}_{>0} \). More precisely, observe that the numbers \( c_1, \ldots, c_{s_2} \) are completely determined by specifying that \( c_{\tilde{L}_i^{(2)}} z^{m_0(\tilde{\gamma}^{(2)})} \) is the monomial of \( \tilde{\gamma} \) attached to \( L_0 \) and the fact that broken line segments can be traversed in both directions (see Lemma 3.11 and Remark 3.7). So we travel along \( \tilde{\gamma}^{(2)} \) is opposite direction with this new monomial associated to \( \tilde{L}_0^{(2)} \).
This information completely describes the broken line segment \( \tilde{\gamma} : [0, T] \rightarrow M_{\mathbb{R}}^2 \). It only remains to show that for this choice of parametrization the equation

\[
\tilde{\gamma} \left( \frac{b}{a+b} T \right) = \tilde{x}_0
\]

holds. Let \( \hat{\gamma}^{(1)} : [\tau_1, 0] \rightarrow M_{\mathbb{R}}^2 \) and \( \hat{\gamma}^{(2)} : [\tau_2, 0] \rightarrow M_{\mathbb{R}}^2 \) be parametrizations for \( \gamma^{(1)} \) and \( \gamma^{(2)} \). The parametrizations we have chosen imply that

\[
\hat{\gamma}(t) = \begin{cases} 
\hat{\gamma}^{(1)}(\tau_1 + t) & \text{for } t \in [0, -\tau_1] \\
\hat{\gamma}^{(2)}(-\tau_1 - t) & \text{for } t \in [-\tau_1, T]. 
\end{cases}
\]

In particular, \( \hat{\gamma}(-\tau_1) = \frac{x_0}{a+b} \) and \( T = -\tau_1 - \tau_2 \). We need to verify that \( -\tau_1 = \frac{b}{a+b} T \). On the one hand \( m_0(\hat{\gamma}^{(1)}) = a(a+b)\rho_0(\gamma^{(1)})\rho_0(\gamma^{(2)}) \left( \frac{m_0(\gamma^{(1)})}{a} - \tilde{x}_0 \right) \). On the other hand, Lemma 4.9 applied to \( \hat{\gamma}^{(1)} \) asserts that \( \left( \frac{m_0(\gamma^{(1)})}{a} - \tilde{x}_0 \right) = -\tau_1 m_0(\gamma^{(1)}) \). Since \( \frac{m_0(\gamma^{(1)})}{a} \neq \tilde{x}_0 \) we have that

\[
-\tau_1 = \frac{1}{a(a+b)\rho_0(\gamma^{(1)})\rho_0(\gamma^{(2)})}.
\]

An analogous computation gives

\[
-\tau_2 = \frac{1}{b(a+b)\rho_0(\gamma^{(1)})\rho_0(\gamma^{(2)})}.
\]

Together these facts give \( \frac{-\tau_1}{T} = \frac{-\tau_1}{-\tau_1 - \tau_2} = \frac{b}{a+b} \) as desired.

**Case 2:** Suppose \( \gamma^{(1)} \) or \( \gamma^{(2)} \) is non-generic. We treat here the case in which both are non-generic, from which it is easy to recover the case in which only one is non-generic. We use Lemma 4.8 with \( \lambda = \rho_0(\gamma^{(2)}) \) to construct a non-generic broken line segment \( \hat{\gamma}^{(1)} \), together with the required sequence of broken line segments \( (\eta^{(1)}_k)_{k \in \mathbb{N}} \) whose limit is \( \hat{\gamma}^{(1)} \). Similarly, we use Lemma 4.8 with \( \lambda = \rho_0(\gamma^{(1)}) \) to construct a non-generic broken line segment \( \hat{\gamma}^{(2)} \) and a sequence of broken line segments \( (\eta^{(2)}_k)_{k \in \mathbb{N}} \) limiting to \( \hat{\gamma}^{(2)} \). Our choices of \( \lambda \) were taken to ensure that \( m_0(\hat{\gamma}^{(1)}) = -m_0(\hat{\gamma}^{(2)}) \).

Now we would like to proceed as in Case 1 and glue the broken line segments \( \hat{\gamma}_1 \) and \( \hat{\gamma}_2 \) to produce the desired broken line segment \( \hat{\gamma} \). Since \( m_0(\hat{\gamma}^{(1)}) = -m_0(\hat{\gamma}^{(2)}) \) we have that \( \text{Supp}(\hat{\gamma}^{(1)}) \) and \( \text{Supp}(\hat{\gamma}^{(2)}) \) can indeed be glued to obtain \( \text{Supp}(\hat{\gamma}) \). However, we still have to define a sequence of broken line segments \( (\zeta_k)_{k \in \mathbb{N}} \) whose limit is \( \hat{\gamma} \). Once again it would be desirable to proceed as in Case 1 and glue the broken line segments of the sequence \( (\eta^{(1)}_k)_{k \in \mathbb{N}} \) with those of the sequence \( (\eta^{(2)}_k)_{k \in \mathbb{N}} \) to obtain \( (\zeta_k)_{k \in \mathbb{N}} \). The problem that arises here is that the endpoint of \( \eta^{(1)}_k \) might not coincide with the endpoint of \( \eta^{(2)}_k \) preventing us from gluing these broken line segments. The idea to overcome this problem is to extend \( \eta^{(1)}_k \) by running parallel to \( \eta^{(2)}_k \) in order to construct \( \zeta_k \).

Let \( y^{(2)}_{0,k} \) be the intersection point of \( \eta^{(2)}_k \) with the walls \( \{ \theta^{(2)}_i \} \) for \( i \in \{1, \ldots, s_2\} \) and set \( y^{(c)}_{0,k} := \eta^{(c)}_k(0) \) for \( c \in \{1, 2\} \). Observe that \( \tilde{x}_0, y^{(1)}_{0,k} \) and \( y^{(2)}_{0,k} \) are colinear. To see this we need to focus our attention on the sequence of pairs \( (\gamma^{(1)}_k, \gamma^{(2)}_k)_{k \in \mathbb{N}} \) of broken lines balanced near \( x_0 \) converging to \( (\gamma^{(1)}, \gamma^{(2)}) \). By construction both \( y^{(1)}_{0,k} \) and \( y^{(2)}_{0,k} \) lie in the line segment whose endpoints are \( \tilde{x}_0 \) and \( \frac{\gamma^{(1)}_k(0)}{a+b} = \frac{\gamma^{(2)}_k(0)}{a+b} \). So in the problematic case \( y^{(1)}_{0,k} \neq y^{(2)}_{0,k} \) we can assume without loss of generality that \( y^{(1)}_{0,k} \) is closer to \( \tilde{x}_0 \) than \( y^{(2)}_{0,k} \). So by construction the line passing through \( y^{(1)}_{0,k} \) with slope \( m_0(\gamma^{(1)}) \)
intersects the line segment whose end points are \( y^{(2)}_i \) and \( z^{(2)}_i \) in a unique point \( w_{1:k} \). Moreover, we see that \( w_{1:k} \in \mathcal{A}^{(2)}_i \setminus \left( \text{Sing}_i(\mathcal{D}) \cap \mathcal{A}^{(2)}_i \right) \) (using the same argument as in Case 2 of Lemma 4.8).

Assume that for \( i \in \{1, \ldots, s_2-1\} \) we have defined a point \( w_{i:k} \in \mathcal{A}^{(2)}_i \setminus \left( \text{Sing}_i(\mathcal{D}) \cap \mathcal{A}^{(2)}_i \right) \) contained in the line segment whose end points are \( y^{(2)}_i \) and \( z^{(2)}_i \). We define \( w_{i+1:k} \) to be the intersection point of the line with slope \( m_i(\hat{x}^{(2)}_i) \) passing through \( w_{i:k} \) and the line segment whose end points are \( y^{(2)}_{i+1:k} \) and \( z^{(2)}_{i+1:k} \). Finally, the ray \( w_{s_2:k} + \mathbb{R}_{\geq 0} m_{s_2}(\hat{x}^{(2)}_{s_2}) \) is parallel to to the domain of linearity \( \hat{L}^{(2)}_{s_2} \) of \( x^{(2)}_i \). Therefore, we can choose a point \( w_{s_2+1:k} \) in this ray whose distance to \( \frac{m_{s_2}(\hat{x}^{(2)}_{s_2})}{b} \) is less equal to the distance from \( w_{s_2:k} \) and \( z^{(2)}_{s_2} \).

We are ready to describe \( \text{Supp}(\hat{c}_k) \). For \( i \in \{1, \ldots, s_2\} \) let \( L^{(2)}_{2,i} \) be the line segment whose end points are \( w_{i:k} \) and \( w_{i+1:k} \). For \( i \in \{1, \ldots, s_1\} \) let \( L^{(2)}_{1,i} \) coincide with the \( i^\text{th} \) domain of linearity \( L^{(2)}_{0,i} \) of \( \eta^{(1)}_k \). Let \( L^{(2)}_{0,i} \) be the line segment whose end points are \( w_{1:k} \) and the intersection point of \( \eta^{(1)}_k \) with \( \mathcal{A}^{(1)}_i \). Define

\[
\text{Supp}(\hat{c}_k) = \bigcup_{i=1}^{s_1} L^{(2)}_{1,i} \cup L^{(2)}_{0,i} \cup \bigcup_{i=1}^{s_2} L^{(2)}_{2,i}.
\]

By construction, every bending of \( \text{Supp}(\hat{c}_k) \) is allowed. The monomial associated to \( L^{(2)}_{1,i} \) is the same as the monomial associated to the domain of linearity \( L^{(2)}_{0,i} \) for \( \eta^{(1)}_k \) for \( i \in \{1, \ldots, s_1\} \). The monomial associated to \( L^{(2)}_{0,i} \) is the same as the monomial associated to the domain of linearity \( L^{(2)}_{0,i} \) for \( \eta^{(1)}_k \). Since the bendings concerning the domains of linearity of the form \( \bigcup_{i=1}^{s_2} L^{(2)}_{2,i} \) are allowed, their monomials are completely determined by the the monomial associated to \( L^{(2)}_{0,i} \). If we have a parametrization \( \hat{\gamma} : [0, T) \to M_\mathbb{R}^2 \) the fact \( \hat{\gamma} \left( \frac{b}{a+b} T \right) = \hat{x}_0 \) follows from Case 1 applied by to parametrizations of the form \( \hat{c}_k : [0, T_k) \to M_\mathbb{R}^2 \) (notice that we must have \( T_k \) converge to \( T \)).

5 Constructing balanced broken lines from a broken line segment

In the previous section we began with a balanced pair of broken lines \( (\gamma^{(1)}, \gamma^{(2)}) \) and a pair of integers \((a, b)\). From this data, we constructed a broken line segment \( \hat{\gamma} \) connecting \( \frac{p}{a} \) to \( \frac{q}{b} \) and passing through \( \frac{x_0}{a+b} \), where \( I(\gamma^{(1)}) = p, I(\gamma^{(2)}) = q \) and \( \gamma^{(1)}(0) = \gamma^{(2)}(0) = x_0 \). In this section we instead start with

- a broken line segment \( \tilde{\gamma} = (\text{Supp}(\hat{\gamma}); c_n, \ldots, c_0) \) parametrized as \( \gamma : [0, T] \to M_\mathbb{R}^2 \) and having endpoints \( \tilde{\gamma}(0) = \hat{\gamma}(0) \) and \( \tilde{\gamma}(T) = \hat{\gamma}(T) \) in \( M_\mathbb{R}^2 \), and

- a rational point \( \tilde{r} := \gamma(\tau) \in M_\mathbb{R}^2 \) for some \( \tau \in (0, T) \cap \mathbb{Q} \).

In this case we will construct a balanced pair of broken lines \( (\gamma^{(1)}, \gamma^{(2)}) \) with

- \( I(\gamma^{(1)}) = a\tilde{r}, I(\gamma^{(2)}) = b\tilde{r} \) for a pair of positive integers \( a, b \) satisfying

\[
\frac{b}{a+b} = \frac{\tau}{T},
\]

\[
(5.1)
\]
\[ \cdot \mathbf{m}_0(\gamma^{(1)}) + \mathbf{m}_0(\gamma^{(2)}) = (a + b)\tilde{r}, \]  
\[ \cdot \gamma^{(1)}(0) = \gamma^{(2)}(0) = (a + b)\tilde{r}. \]

Roughly speaking, at the level of supports, this “inverts” the construction of Theorem 4.10. We say roughly and put scare quotes around inverts because composition of these constructions will radially translate the base point \( \gamma^{(1)}(0) = \gamma^{(2)}(0) \) (or equivalently, apply a dilation to \( \text{Supp}(\gamma^{(0)}) \)).

From now on we fix a broken line segment \( \tilde{\gamma} : [0, T] \to M^p_R \) with endpoints \( \tilde{\gamma}(0) = \tilde{p} \) and \( \tilde{\gamma}(T) = \tilde{q} \), and let \( \tilde{r} \) be a rational point in the interior of this broken line segment. Moreover, for non-generic \( \tilde{\gamma} \) we fix a sequence \( (\tilde{\gamma}_k)_{k \in \mathbb{N}} \) of generic broken line segments limiting to \( \tilde{\gamma} \), as in Definition 3.3. As in Notation 3.2, we let \( \tilde{x}_1, \ldots, \tilde{x}_s \) be the bending points of \( \tilde{\gamma} \) and denote the time of this bend by \( t_i, \) i.e. \( \tilde{\gamma}(t_i) = \tilde{x}_i. \) Recall that if \( \tilde{\gamma} \) is non-generic, we could have \( x_i = x_j \) and \( t_i = t_j \) for distinct \( i \) and \( j. \) A depiction of the generic case is provided in Figure 13.

![Figure 13: Broken line segment \( \tilde{\gamma} \) from \( \tilde{p} \) to \( \tilde{q} \), with interior point \( \tilde{r} \). Depicted for generic \( \tilde{\gamma} \) and \( \tilde{r}. \)](image)

We will use the broken line sub-segment of \( \tilde{\gamma} \) having endpoints \( \tilde{p} \) and \( \tilde{r} \) to construct a broken line \( \gamma^{(1)} \) with initial exponent vector a multiple of \( \tilde{p}, \) and we will use the broken line sub-segment of \( \tilde{\gamma} \) having endpoints \( \tilde{r} \) and \( \tilde{q} \) to construct a broken line \( \gamma^{(2)} \) with initial exponent vector a multiple of \( \tilde{q}. \) The indexing in Figure 13 will be a bit awkward for describing this pair, so we introduce the following relabelling.

![Figure 14: Relabelling of \( \tilde{\gamma} \) and bending walls. Compare to Figure 13.](image)

In the case that \( \tilde{r} \) is contained in a (not necessarily unique) bending wall, we index as if \( \tilde{r} \) were replaced by a new point \( \tilde{r}^- := \tilde{\gamma} (\tau - \delta) \) for some \( \delta > 0 \) sufficiently small that \( \tilde{r} \) is in the closure of the domain of linearity containing \( \tilde{r}^- \).
Set $\tilde{\rho}_i^{(c)} = \prod_{k=1}^{s_i-1} (n_{0,k}^{(c)}, \hat{m}_k^{(c)})$, and take $a, b$ such that $a \tilde{p} \in \tilde{\rho}_0^{(1)} M^c$ and $b \tilde{q} \in \tilde{\rho}_0^{(2)} M^c$. If $\tilde{r}$ lies on a bending wall, we associate the bending wall with side $(2)$.

We start by defining the exponent vectors. We set

1. $m_i^{(1)} := a \left( \tilde{x}_i^{(1)} + t_{i_1}^{(1)} \hat{m}_1^{(1)} \right)$
2. $m_i^{(2)} := b \left( \tilde{x}_i^{(2)} - \left( T - t_{i_1}^{(2)} \right) \hat{m}_i^{(2)} \right)$,

where for the index 0 we take, e.g. $\tilde{x}_0^{(1)} = \tilde{x}_1^{(2)}$ and $\tilde{x}_0^{(2)} = \tilde{x}_1^{(1)}$.

**Proposition 5.1.** We have $m_{s_1}^{(1)} = a \tilde{p}$, $m_{s_2}^{(2)} = b \tilde{q}$, and $m_0^{(1)} + m_0^{(2)} = (a + b) \tilde{r}$.

**Proof.** Since $\hat{m}_s^{(c)}$ is the negative of the velocity of $\tilde{\gamma}'$ along $\tilde{L}_s^{(c)}$, we have:

$$m_{s_1}^{(1)} = a \left( \tilde{x}_{s_1}^{(1)} + t_{s_1}^{(1)} \hat{m}_{s_1}^{(1)} \right) = a \tilde{p}.$$ 

Similarly,

$$m_{s_2}^{(2)} = b \left( \tilde{x}_{s_2}^{(2)} - \left( T - t_{s_2}^{(2)} \right) \hat{m}_{s_2}^{(2)} \right) = b \tilde{q}.$$ 

Next, we compute:

$$m_0^{(1)} + m_0^{(2)} = a \left( \tilde{x}_1^{(2)} + t_1^{(2)} \hat{m}_0 \right) + b \left( \tilde{x}_1^{(1)} - \left( T - t_1^{(1)} \right) \hat{m}_0 \right)$$

$$= a \left( \tilde{x}_1^{(2)} + t_1^{(2)} \hat{m}_0 \right) + b \left( \tilde{x}_1^{(1)} + t_1^{(1)} \hat{m}_0 \right) - (a + b) \tau \hat{m}_0$$

$$= a \left( \tilde{x}_1^{(2)} + \left( t_1^{(2)} - \tau \right) \hat{m}_0 \right) + b \left( \tilde{x}_1^{(1)} + \left( t_1^{(1)} - \tau \right) \hat{m}_0 \right)$$

$$= a \tilde{r} + b \tilde{r}.$$ 

We will now use these exponent vectors to construct a pair $\left( \widehat{\text{Supp}}(\gamma^{(1)}), \widehat{\text{Supp}}(\gamma^{(2)}) \right)$, where $\gamma^{(1)}$ bends at the same walls as the broken line sub-segment of $\tilde{\gamma}$ having endpoints $\tilde{p}$ and $\tilde{r}$, $\gamma^{(2)}$ bends at the same walls as the broken line sub-segment of $\tilde{\gamma}$ having endpoints $\tilde{q}$ and $\tilde{r}$, and $\gamma^{(1)}(0) = \gamma^{(2)}(0) = (a + b) \tilde{r}$. (We will deal with non-genericity issues later by perturbing this pair.) There are two steps. First, we can consider a path beginning at $(a + b) \tilde{r}$ and proceeding with velocity $m_0^{(1)}$. Does this path intersect $r_1^{(c)}$? If it does, after reaching $r_1^{(c)}$ we can proceed with velocity $m_1^{(c)}$ and ask whether the resulting path intersects $r_2^{(c)}$. Of course, if $(a + b) \tilde{r}$ is already in $r_1^{(c)}$, the velocity $m_0^{(c)}$ is simply recorded for a degenerate domain of linearity and we proceed from $(a + b) \tilde{r}$ with velocity $m_1^{(c)}$. We can continue this process until we have either exhausted all exponent vectors $m_i^{(c)}$ or found a bending ray $r_i^{(c)}$ that isn’t crossed. In the former case, we have a parametrized path that crosses all bending walls in order, and we can move on to the second step—are adjacent exponent vectors $m_k^{(c)}$ and $m_{k+1}^{(c)}$ for this path related by an allowed bending at $r_k^{(c)}$? We tackle the first step in Lemma 5.2 and the second in Lemma 5.3.

**Lemma 5.2.** There is a piecewise linear path $\eta : [0, \infty)$ with endpoint $\eta(0) = (a + b) \tilde{r}$ intersecting the rays $r_k^{(c)}$ in order and having velocity $m_k^{(c)}$ along the (possibly degenerate) segment between $r_k^{(c)}$ and $r_{k+1}^{(c)}$. The velocity from $\eta(0)$ to $r_1^{(c)}$ is $m_0^{(c)}$, and the velocity in the unbounded domain of linearity is $m_{s_0}^{(c)}$.
Proof. First take $\epsilon = 1$. Observe that $a > 0$ and $t_i^{(1)} > 0$ for all $i$. Moreover, $\bar{x}_i^{(1)}$ is in $r_i^{(1)}$ and $\bar{m}_{i-1}$ is directed from $\bar{x}_{i-1}^{(1)}$ toward $\bar{x}_i^{(1)}$. It follows that the path intersects $r_i^{(1)}$, yielding the claim. The case of $\epsilon = 2$ is similar. The only subtlety is that the negative sign in front of $\left( T - t_i^{(2)} \right)$ accounts for the path and $\tilde{\gamma}$ crossing $r_i^{(2)}$ in opposite directions.

In the following lemma we drop the superscript $(r)$ to avoid an aesthetic disaster.

**Lemma 5.3.** The exponent vectors $m_i$ and $m_{i-1}$ are related by

\[
m_{i-1} - m_i = (\bar{m}_{i-1} - \bar{m}_i) \begin{pmatrix} n_{0,i}, m_i \\ n_{0,i}, \bar{m}_i \end{pmatrix},
\]

This corresponds to an allowed bending at $r_i$.

**Proof.** Take $\epsilon = 1$ first. We have

\[
\bar{x}_{i-1} = \bar{x}_i - (t_{i-1} - t_i) \bar{m}_{i-1},
\]

so

\[
m_{i-1} - m_i = a (\bar{x}_{i-1} + t_{i-1} \bar{m}_{i-1}) - a (\bar{x}_i + t_i \bar{m}_i)
\]

\[
= a (\bar{x}_i + t_i \bar{m}_{i-1} - \bar{x}_i - t_i \bar{m}_i)
\]

\[
= at_i (\bar{m}_{i-1} - \bar{m}_i).
\]

But

\[
\frac{\langle n_{0,i}, m_i \rangle}{\langle n_{0,i}, \bar{m}_i \rangle} = \frac{\langle n_{0,i}, a (\bar{x}_i + t_i \bar{m}_i) \rangle}{\langle n_{0,i}, m_i \rangle}
\]

\[
= a \frac{\langle n_{0,i}, t_i \bar{m}_i \rangle}{\langle n_{0,i}, m_i \rangle}
\]

\[
= at_i,
\]

where the second equality comes from $\langle n_{0,i}, \bar{x}_i \rangle = 0$. This yields \eqref{eq:5.2}. Since we have taken $a$ such that $a \hat{p} \in \hat{\rho}_0^{(1)} M^\circ$, \eqref{eq:5.2} ensures that $m_i \in \hat{\rho}_i^{(1)} M^\circ \subset M^\circ$. Then \eqref{eq:5.2} corresponds to an allowed bending at $r_i$.

The case $\epsilon = 2$ is proved similarly.

So, we have a pair $\left( \text{Supp} \left( \gamma^{(1)} \right), \text{Supp} \left( \gamma^{(2)} \right) \right)$, both having endpoint $\gamma^{(r)}(0) = (a + b) \hat{r}$, where $I(\gamma^{(1)}) = a \hat{p}$ and $I(\gamma^{(2)}) = b \hat{q}$. Furthermore, the final exponent vectors of this pair sum to $(a + b) \hat{r}$. If the pair is generic, then $\left( \text{Supp} \left( \gamma^{(1)} \right), \text{Supp} \left( \gamma^{(2)} \right) \right)$ is the desired pair of broken lines balanced at $(a + b) \hat{r}$. In the non-generic case, thanks to Lemma 5.3, we can take this pair to be the limit of a sequence $\left( \text{Supp} \left( \gamma_k^{(1)} \right), \text{Supp} \left( \gamma_k^{(2)} \right) \right)_{k \in \mathbb{N}}$ of pairs generic broken lines having common endpoint $x_{0,k}$ on the side of $\left\{ \alpha_i^{(2)} \right\}$ which corresponds to times $t < l_i^{(2)}$. An element $\left( \text{Supp} \left( \gamma_k^{(1)} \right), \text{Supp} \left( \gamma_k^{(2)} \right) \right)$ of this sequence is a pair of generic broken lines balanced near $(a + b) \hat{r}$, while the limit $\left( \text{Supp} \left( \gamma^{(1)} \right), \text{Supp} \left( \gamma^{(2)} \right) \right)$ is balanced at $(a + b) \hat{r}$. We summarize the results of this section with the following proposition.

**Proposition 5.4.** Given the following data:
• \(\overrightarrow{\text{Supp}}(\tilde{\gamma})\) the support with exponent vectors of a broken line segment with endpoints \(\tilde{\gamma}(0) = \tilde{p}\) and \(\tilde{\gamma}(T) = \tilde{q}\) in \(M_\Delta\)

• \(\tau\) a rational number in \((0, T)\)

• \((a, b)\) a pair of positive integers with \(\frac{a}{a + b} = \tilde{\tau}\), \(a\tilde{p} \in \tilde{\rho}_0^{(1)} M^\circ\), and \(b\tilde{q} \in \tilde{\rho}_0^{(2)} M^\circ\)

we obtain the support with exponent vectors of a pair of broken lines \(\left(\overrightarrow{\text{Supp}}(\gamma^{(1)}), \overrightarrow{\text{Supp}}(\gamma^{(2)})\right)\) balanced at \((a + b)\tilde{\gamma}(\tau)\) with \(I(\gamma^{(1)}) = a\tilde{p}\) and \(I(\gamma^{(2)}) = b\tilde{q}\).

**Example 5.5.** We give an example illustrating Proposition 5.4 for a broken line segment in the \(A_2\) scattering diagram. Take the broken line segment \(\tilde{\gamma}\) of Figure 15 with \(\tilde{\gamma}(0) = \tilde{p} = (1, -5)\) and \(\tilde{\gamma}(5) = \tilde{q} = (2, 4)\).

![Figure 15: The broken line segment \(\tilde{\gamma}\).](image)

The relevant intermediate times are \(t_2^{(1)} = 1, t_1^{(1)} = 2, t_0 = 2.5,\) and \(t_1^{(2)} = 3\). That is, \(\tilde{x}_2^{(1)} = \tilde{\gamma}(1), \tilde{x}_1^{(1)} = \tilde{\gamma}(2), \tilde{r} = \tilde{\gamma}(2.5),\) and \(\tilde{x}_1^{(2)} = \tilde{\gamma}(3)\). We compute \(\tilde{\rho}_0^{(1)} = \langle(1, 0), (1, -3)\rangle \cdot \langle(0, -1), (1, -2)\rangle = 2,\) and similarly \(\tilde{\rho}_0^{(2)} = 1\). For the integers \(a\) and \(b,\) we need \(\frac{b}{a + b} = \frac{2.5}{3} = \frac{5}{6}\). As \(\tilde{p}\) and \(\tilde{q}\) are already in \(M^\circ\) we can take \(a = b = 1\). Then the exponent vectors are given by:

- \(m_0^{(1)} = (0, 2) + 3(1, -2) = (-3, 4)\)
- \(m_1^{(1)} = (1, 0) + 2(1, -2) = (1, -4)\)
- \(m_2^{(1)} = (0, -2) + 1(-1, -3) = (1, -5)\)
- \(m_0^{(2)} = (1, 0) - 3(-1, -2) = (2, 6)\)
- \(m_1^{(2)} = (0, 2) - 2(-1, -1) = (2, 4)\).

Note that \(m_2^{(1)} = a\tilde{p}, m_1^{(2)} = b\tilde{q},\) and \(m_0^{(1)} + m_0^{(2)} = (a + b)\tilde{r}\) in agreement with Proposition 5.1. The resulting pair of broken line can be seen in Figure 16.
6 The main result

**Theorem 6.1.** Let $V$ be a cluster variety and $S$ a closed subset of $V^{\text{trop}}(\mathbb{R})$. Then $S$ is positive if and only if $S$ is broken line convex.

**Proof.** In view of Lemma 2.12, Lemma 2.13, Lemma 3.15 and Lemma 3.16 we only need to prove the statement when the dual $V^\vee$ is a cluster variety of type $A_{\text{prin}}$. Since we know the injectivity assumption holds for varieties of the form $A_{\text{prin}}$ we are free to use all the results of Sections 4 and 5.

First assume $S$ is broken line convex in $V^{\text{trop}}(\mathbb{R}) \cong \tilde{M}_\mathbb{R}$. Let $a$ and $b$ be positive integers and $p, q, r$ points in $V^{\text{trop}}(\mathbb{Z}) \cong \tilde{M}_\mathbb{Q}$ such that $p \in aS, q \in bS$ and $\alpha(p, q, r) \neq 0$. We have to show that $r \in (a+b)S$. Since $\alpha(p, q, r) \neq 0$ there exists a pair of broken lines $(\gamma^{(1)}, \gamma^{(2)})$ balanced at $r$ with $I(\gamma^{(1)}) = p$ and $I(\gamma^{(2)}) = q$. We use Theorem 4.10 to construct a broken line segment connecting $\frac{a}{b} \in S$ to $\frac{q}{b} \in S$ and passing through $\frac{a}{a+b}$. Since $S$ is broken line convex we have that $\frac{a}{a+b} \in S$. Therefore, $r \in (a+b)S$ as desired. Next, let $a = 0$ or $b = 0$. Assume without loss of generality that $a = 0$. Then $p = 0 \in V^{\text{trop}}(\mathbb{R})$ and $\alpha(p, q, r)$ is the coefficient of $\vartheta_r$ in the product $\vartheta_0 \cdot \vartheta_q = \vartheta_q$. Since $\alpha(p, q, r) \neq 0$, $r = q$ and we have $r \in (0+b)S$. We conclude that $S$ is positive.

Now assume $S$ is positive. Let $\tilde{p}, \tilde{q}$ be in $S \cap V^{\text{trop}}(\mathbb{Q})$ and let $\tilde{\gamma}$ be a broken line segment connecting $\tilde{p}$ and $\tilde{q}$. Say $\tilde{\gamma}(0) = \tilde{p}$ and $\tilde{\gamma}(T) = \tilde{q}$. We will first show that every rational point of $\tilde{\gamma}$ is contained in $S$. Note that a rational number in $(0, 1)$ can be expressed as $\frac{b}{a+b}$ for some pair of positive integers $a, b$. Then for each $\beta \in (0, 1) \cap \mathbb{Q}$, we can use Proposition 5.4 to construct a pair of broken lines $(\gamma^{(1)}, \gamma^{(2)})$ balanced at $(a+b)\tilde{\gamma}(\beta T) \in V^{\text{trop}}(\mathbb{Z})$, where $a$ and $b$ are positive integers satisfying $\beta = \frac{b}{a+b}, I(\gamma^{(1)}) = a\tilde{p} \in aS \cap V^{\text{trop}}(\mathbb{Z})$, and $I(\gamma^{(2)}) = b\tilde{q} \in bS \cap V^{\text{trop}}(\mathbb{Z})$. Since $S$ is positive, this implies $\tilde{\gamma}(\beta T) \in S$. Since $\beta$ was an arbitrary rational number in $(0, 1)$, all rational points of $\tilde{\gamma}$ are in $S$, and since $S$ is closed $\text{Supp}(\tilde{\gamma})$ is entirely contained in $S$. \hfill \Box

**Remark 6.2.** Theorem 6.1 provides a tractable way to construct positive subsets of $V^{\text{trop}}(\mathbb{R})$, or to check positivity of a given subset. The key comes from Remark 2.9: broken lines bending at...
outgoing walls necessarily bend away from the origin. So, to check if a closed subset \( S \) of \( V^{\text{trop}}(R) \) is broken line convex, we can first ask whether or not \( S \) is identified with a convex subset of \( L \otimes R \) by a choice of seed, where \( L \) is the lattice identified with \( V^{\text{trop}}(Z) \). If the answer is yes, \( S \) stands a chance at being broken line convex. It is not guaranteed to be broken line convex though, since a broken line segment may begin at a point in \( S \), exit \( S \) and bend over a wall, then re-enter \( S \). We illustrate this for the “type \( G_2 \)” scattering diagram in Example 6.3. In this case, the broken line convex hull of the given vectors is strictly larger that the usual convex hull.

If \( S \) contains the origin, bending over an outgoing wall will only push a broken line segment \( \tilde{\gamma} \) that has exited \( S \) further away from \( S \), obstructing re-entry. So, if \( S \) contains the origin, we only need to consider bends at incoming walls. This greatly reduces what remains to check since only initial walls are incoming, and the number of initial walls is at most the dimension of the cluster variety. In addition to convexity in \( L \otimes R \) then, if \( S \) contains 0, we simply have to ask whether a broken line segment bending maximally at initial walls can leave \( S \) if its endpoints are in \( S \). If this cannot happen, we know \( S \) is positive.

We finish with an example. As described in Remark 6.2, Theorem 6.1 allows us to easily describe positive subsets of \( V^{\text{trop}}(R) \) and in turn projective varieties compactifying cluster varieties. We illustrate this idea below.

**Example 6.3.** Let \( \mathcal{A} \) be the finite-type cluster variety associated to the \( G_2 \) root system. The exchange matrix is

\[
\epsilon = \begin{pmatrix}
0 & 3 \\
-1 & 0
\end{pmatrix}.
\]

Note that in this case the injectivity assumption of [GHKK18] is satisfied, so we can work directly with \( \mathcal{A} \) itself, as opposed to \( \mathcal{A}_{\text{prin}} \). The scattering diagram is provided in [GHKK18, Figure 1.2] and reproduced below for the reader’s convenience.

![Scattering diagram associated to the \( G_2 \) root system.](image)

**Figure 17:** Scattering diagram associated to the \( G_2 \) root system. Three walls in the fourth quadrant need a scattering function to be specified. In clockwise order, they are as follows: \( 1 + z^{2f_1} + 3f_2 \), \( 1 + z^{-f_1} + 6f_2 \), and \( 1 + z^{-2f_1} + 3f_2 \).

The primitive vectors along the rays in Figure 17 are the \( g \)-vectors of cluster variables. We will take the broken line convex hull of these points— that is, the smallest broken line convex set containing all of the points— in order to define a natural projective compactification of \( \mathcal{A} \). As there are only two incoming walls (the coordinate axes) and bends at outgoing walls are always away from the origin, it is straightforward to verify that the broken line convex hull of these points is as follows.
Figure 18: Broken line convex hull $S$ of $\mathbf{g}$-vectors of cluster variables for $G_2$ cluster variety. The $\mathbf{g}$-vector of each cluster variable is displayed as a dot. Observe that the boundary of $S$ consists of 4 broken line segments, each having a pair of $\mathbf{g}$-vectors as end points and crossing a single wall.

Note that in this example, if we were to take the convex hull of these points using the vector space structure on $M^{\circ} \otimes \mathbb{R}$ given by the choice of initial seed, we would get a smaller polygon.

Figure 19: The usual convex hull of $\mathbf{g}$-vectors of cluster variables in $M^\circ \otimes \mathbb{R}$ is not broken line convex as the endpoints of $\tilde{\gamma}$ are contained in this set but $\text{Supp}(\tilde{\gamma})$ is not.

The missing points prevent the smaller polygon from being positive and defining a projective variety– $\vartheta_{(1,0)} \cdot \vartheta_{(-1,0)} = \vartheta_{(0,0)} + \vartheta_{(0,3)}$, but $(0,3)$ is not contained in twice the convex hull of the $\mathbf{g}$-vectors. Using the broken line convex hull on the other hand, Theorem 6.1 implies that $S$ and its dilations define a polarized projective variety compactifying $\mathcal{A}$.
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