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ABSTRACT

Currently, many studies of Alzheimer’s disease (AD) are investigating the neurobiological factors behind the acquisition of beta-amyloid (A), pathologic tau (T), and neurodegeneration ([N]) biomarkers from neuroimages. However, a system-level mechanism of how these neuropathological burdens promote neurodegeneration and why AD exhibits characteristic progression is largely elusive. In this study, we combined the power of systems biology and network neuroscience to understand the dynamic interaction and diffusion process of AT[N] biomarkers from an unprecedented amount of longitudinal Amyloid PET scan, MRI imaging, and DTI data. Specifically, we developed a network-guided biochemical model to jointly (1) model the interaction of AT[N] biomarkers at each brain region and (2) characterize their propagation pattern across the fiber pathways in the structural brain network, where the brain resilience is also considered as a moderator of cognitive decline. Our biochemical model offers a greater mathematical insight to understand the physiopathological mechanism of AD progression by studying the system dynamics and stability. Thus, an in-depth system-level analysis allows us to gain a new understanding of how AT[N] biomarkers spread throughout the brain, capture the early sign of cognitive decline, and predict the AD progression from the preclinical stage.
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1 Introduction

With the rapid development of neurobiology and neuroimaging technologies, mounting evidence shows that Alzheimer’s disease (AD) is caused by the build-up of two abnormal proteins, beta-amyloid and pathologic tau. Over time, these AD-related neuropathological burdens begin to spread throughout the brain, which results in the characteristic progression of symptoms in AD.

According to the National Institute of Aging and Alzheimer’s Association (NIA-AA) Research Framework [1], the biological hallmarks of AD can be grouped and classified as: beta-amyloid (A), pathologic tau (T), and neurodegeneration ([N]). When amyloid precursor protein (APP), the transmembrane protein, is cut by beta and gamma secretases, a peptide called beta-amyloid (Aβ) will be released [2]. The aggregates of Aβ form insoluble plaques among neurons which can depolarize synapse membrane, trigger inflammatory responses, and induce synaptic loss [3][6]. Recognized as the early sign of AD [7], Aβ is widely studied in both theoretical and clinical research. Another hallmark tau biomarker, a microtubule binding protein, is formed by alternative splicing controlled by gene MAPT [8]. When hyperphosphorylated, tau will disassociate from axons and form neurofibrillary tangles (NFT), causing synaptic
dysfunction and neuron damage \[9\] [11]. Neurodegeneration, the downstream biomarker of A and T, links directly with brain atrophy and is considered as the final signal of a series of cognitive disorders such as AD when deteriorating to a certain level.

In the past few decades, several neuropathologies have been proposed to explain the whole-brain progression of AD. One of the main pathologies is the amyloid cascade hypothesis \[3\] [4] [12], in which the fibrillar form of Aβ aggregates into senile plaques and activates the hyperphosphorylation process of tau protein \[2\] [9] [13]. The hyperphosphorylated tau causes neurodegeneration and eventually leads to AD. Recently, growing evidence in culture models and animal models favors the oligomeric amyloid hypothesis and suggests oligomeric amyloid as a central pathogenic role in AD progression \[14\] [15]. The prion-like oligomeric form of Aβ interrupts regular synaptic function, causes synapse shrinkage \[16\] [17], and induces long-term depression (LTD) \[4\]. The other tauopathy hypothesis emphasizes the functionality of biomarker T and suggests that the detachment of hyperphosphorylated tau from microtubule and deposition of neurofibrillary tangles is the leading cause of neuron dysfunction \[1] [2] [3] [9].

Based on the existing hypothesis, biochemical models with different focuses and scales have been built to study the biomarker dynamics and disease progression. One concentration is to model the kinetics of fibrillation process of beta-amyloid on molecular level \[18\] [22]. Pallito and Murphy described the beta-amyloid fibril growth in a progressive and comprehensive mechanism as monomer addition, fibril association, filament-fibril aggregation \[22\]. Another focus is to construct a systematic model by investigating the interactions between different biomarkers and probing into a more detailed mechanism behind this multifactorial neurodegenerative disease \[23\] [25]. For example, Hao and Friedman proposed a schematic network of AD that models the interactions between beta-amyloid, neurofibrillary tangles, astrocytes, microglia, and macrophages \[26\]. A trending direction nowadays is to extend the model to the real whole-brain scale, evaluating the prion-like evolution and diffusion of different misfolded peptides or proteins \[27\] [29]. Among them, Raj et al. proposed a network diffusion model for regional atrophy using the brain’s connectivity network derived from imaging data \[30\] [31]: the model was further developed and tested by empirical magnetic resonance imaging (MRI) and fluorodeoxyglucose (FDG) positron emission tomography (PET) to predict end-of-study atrophy pattern \[32\].

As neuroimaging data become increasingly available, most approaches proposed today utilize the statistical inference to understand the neurobiological factors behind AD progression. However, these approaches only address “mechanisms” via proxies that are often distinct from the essential pathophysiological mechanisms. On the other hand, most AD-related systems biology approaches are limited to studying a single pathology pathway or a small part of the brain and lack the whole-brain insight gained from longitudinal neuroimaging data. In this work, we propose a novel network-guided biochemical model to understand the reaction-diffusion process of AT[N] biomarkers across brain networks. First, we use a set of partial differential equations (PDEs) to model the interactions between AT[N] biomarkers in each brain region. The neuropathological burdens are allowed to diffuse along the fiber pathways in the structural brain network in a prion-like manner. Second, we investigate the system behavior of our network-guided biochemical model by applying a classic stability analysis, where system-level patterns emerge as a putative AD biomarker.

2 Model

In this section, we adapt a well-studied bistable model to characterize the dynamic neurodegeneration process in the whole brain. We hypothesize that our network-guided biochemical model can interpret the complicated (sometimes even controversial) relationship between spatiotemporal progression of neuropathological burdens and the resulting cognitive decline in the aging population.

2.1 A network-guided bistable model

The overview of our schematic network is presented in Fig. [1a]. Since there is no conclusive evidence favoring one specific form of amyloid over the others, we assume amyloid biomarker represents the Aβ protein of all formats, including monomers, oligomers, polymers, aggregated fibrils, and plaques. Similarly, tau biomarker consists of hyperphosphorylated tau monomers, oligomers, polymers, aggregated fibrils, and neurofibrillary tangles. The final entity we modeled is the neurodegeneration biomarker, an indicator of the neural damage caused by abnormal activities of both A and T. We assume soluble amyloid and tau can diffuse along the topological path in the brain network \[34\] [32].

Based on the proposed mechanistic pathways described in Fig. [1], our model consists of three sets of PDEs that characterize the spatiotemporal dynamics for AT[N] biomarkers, respectively. In the green box of Fig. [1b], the first set of equations describes the concentration change of amyloid across the brain (denoted as \(x_A\)) as a result of natural production, degradation, and positive feedback from damaged neurons. \(k_{pA}\) is the rate constant of amyloid production through the proteolysis process of APP. The degradation of amyloid includes active transport to blood that crosses
Overview of our network-guided biochemical model which characterizes the reaction-diffusion process of AT\[^N\] biomarkers across brain network by integrating the bistable model (green) and network diffusion (grey). Each numbered pathway in (a) corresponds to the numbered term in (b). The constant production, degradation, and diffusion terms for $\beta$ amyloid and pathological tau were proposed, and three hill equations were used to model the interactions between AT\[^N\] biomarkers based on the cascade: A stimulates the production of pathological T, which, in turns, activate neurodegeneration. Neuronal resilience was considered and a positive feedback between A and $[N]$. First, in each region of the brain, we consider the evolution of A and T biomarkers following natural production (1), (3) and degradation (2, 4) pathways. Second, we include the activation and positive feedback pathways among A, T, and $[N]$ biomarkers. Specifically, the activation pathways (6, 7) follow the $A \rightarrow T \rightarrow [N]$ mainstream that amyloid induces the spread of pathological tau and tau is immediately proximate to neurodegeneration, i.e., amyloid cascade hypothesis. The positive feedback pathway (8) describes the effect that damaged neurons may stimulate the production of amyloid via reactive astrocytes. Third, we specifically take the subject’s network resilience (in terms of the moderated ratio of neuron loss) by modeling an inhibition pathway (5). Last, since A and T biomarkers diffuse along the topological path in a prion-like manner, we employ graph Laplacian matrix $L$ as the diffusion operator on the brain network (9, 10).

In the grey box of Fig. 1(b), the diffusions of amyloid and tau are guided by the Laplacian matrix $L$ of average brain network. Suppose we parcellate the whole brain into $L$ regions and render a $M \times M$ adjacency matrix $\bar{W}$ which encodes region-to-region connectivity strength. We estimate the average adjacency matrix $\bar{W}$ across subjects. Then $L$ can be obtained by $L = D - \bar{W}$, where $D$ is a diagonal matrix with each diagonal element equals to the total connectivity degree of the underlying node. Thus, $d_A L x_A$ and $d_T L x_T$ characterize the dynamic balance of influx and outflux of neuropathological burdens at each node, where $d_A$ and $d_T$ are the diffusion rates of amyloid and tau. Note that $x_A$, $x_T$, and $x_N$ are column vectors of size $M$ (e.g., $x_A = \{x_{A1}, x_{A2}, \ldots, x_{AM}\}$), representing the degree of AT\[^N\] biomarkers at each region. In this work, we use hyperparameter $\Theta$ to denote the total 16 model parameters, which will be fitted with the longitudinal observation of AT\[^N\] biomarkers.

Figure 1: (a) Schematic representation of AD pathological network (b) Mathematical representation of AD pathological network

*Note that $x$, $L$, and $\bar{W}$ are column vectors of size $M$, and $D$ is a diagonal matrix with each diagonal element equals to the total connectivity degree of the underlying node.*
2.2 System behavior analysis

The green part of the proposed biochemical model is also a typical bistable model. Integrating the bistability feature with network diffusion, model results will be driven into two system states. We first investigate model equilibria, at which the system does not change over time. Take the PDE system $\frac{dx}{dt} = f(x)$ as an example, the equilibrium point is the solution of $f(x^*) = 0$, which is also known as the steady-state of the system. We further perform a stability analysis to find stable equilibrium, which refers to a system that returns to its equilibrium point and remains there after disturbances. Likewise, an unstable equilibrium is a system that moves away from the equilibrium after disturbances.

Since our model is a nonlinear dynamic system on a continuous-time domain, we use Lyapunov’s stable theory [39] to analyze the local stability of the detected equilibria by solving the characteristic equations of the PDEs. An equilibrium point is stable if and only if the real part of the eigenvalues are all negative.

As a bistable model, we expect to find two stable steady states, differentiated as low and high states. Since AD progression is generally non-reversible, it is easy to associate the low steady-state with relatively low level of AT$[N]$ to low risk state (LRS), and the high steady-state with relatively high level of AT$[N]$ to high risk state (HRS). As demonstrated in Fig. 2, the understanding of the system level reaction-diffusion behavior allows us to predict the trajectory of cognitive decline for aging individuals in two steps: (1) predict the subject-specific AT$[N]$ dynamics by fitting the PDEs using the baseline measurements; (2) identify the subject-specific equilibria $x^*$ and the corresponding stability. As an outcome of our biochemical model, we can predict the possibility of whether the aging individual has a high risk to develop AD or maintain a normal level of cognition.

![Figure 2: Demonstration of system stability (phase plane). Our bistable model has three equilibrium points, two of which are stable. One stable point with lower AT$[N]$ level corresponds to low risk state (LRS) and the other with higher AT$[N]$ level corresponds to high risk state (HRS). The middle unstable point refers to the transition state (TS) between LRS and HRS. The arrows (vector field) indicate the moving direction towards the system’s final state.](image)

3 Results and discussions

3.1 Neuroimaging data processing

A total of 1897 longitudinal neuroimaging data of 200 cohorts from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) were processed and used in this study, including 579 Amyloid PET scans, 812 MRI scans, and 506 diffusion tensor imaging (DTI) scans. Amyloid PET, frequently used in the clinical diagnosis of neurodegenerative diseases, allows detection of amyloid plaques in vivo and thus is used as a reference of amyloid level in each brain region [40–42].

MRI, which measures cortical thickness, is reversed to represent neuronal loss. DTI is used as an indicator of the connectivity strength of brain network based on tractography on the image [43,44]. After partition the cortical surface into 148 regions using Destrieux atlas [45] in free surfer, a set of structured $148 \times 148$ network data, regional amyloid and cortical thickness were derived for each subject. Fig. 3 presents the average brain network used in our model, where the whole brain was parcellated into 148 regions and the network connectivity was calculated based on DTI scans. Since almost all regions in the brain are connected, the network is a highly dense graph with a large variation of connectivity strength. To reduce the network density, we set up a threshold to filter out weak connections. The edges in Fig. 3 show the network connectivity where we cut off connections if the connectivity strength is less than 0.2 after normalization.

We divided the 200 cohorts into five groups based on the diagnostic labels of their last scan, including 41 subjects in cognitive normal (CN) group, 24 in significant memory concern (SMC), 62 in early-stage mild cognitive impairment (EMCI), 15 in late-stage mild cognitive impairment (LMCI), and 58 in AD. Further partition was conducted based
Figure 3: **Brain network and connectivity.** The whole brain was parcellated into 5 modules and 148 regions. The color of node denotes the located module. Frontal Lobe (yellow), Insula Lobe (red), Temporal and Occipital Lobes (green), Parietal Lobe (cyan), Limbic Lobe (blue). The size of node denotes the cortical thickness at the region derived from a random MRI scan. Two nodes are connected by an edge (grey) if their connectivity strength is $\geq 0.2$ after normalization and the corresponding edge thickness indicates the node-to-node anatomical connectivity strength. Brain images with node representations in this paper were generated via BrainNet Viewer [46].

on the clear difference in amyloid level as the disease progresses. In the heatmaps of $A[N]$ biomarkers over the five groups (Figs. 4a and 4b), an obvious whole-brain-scale elevation of amyloid was observed between EMCI and LMCI. There is a weak decline in cortical thickness starting from LMCI near the neocortex and hippocampus, such as node 23 (parahippocampal gyrus region), which is consistent with previous observations [3, 4, 13, 33, 47]. We merge CN, SMC, and EMCI groups as ‘CN-like’, and merge LMCI and AD groups as ‘AD-like’. In the empirical probability density plots of $A[N]$ biomarkers (Fig. 4), most of the CN-like and AD-like distributions overlap with each other, with a subtle shift that requires a highly sensitive model to differentiate the two groups.

Figure 4: **Statistical Analysis of Amyloid and Cortical Thickness Level.** (a, b) Heatmaps of amyloid levels and cortical thickness over 148 brain nodes and five diagnostic labels. All subjects’ Amyloid PET and MRI data were binned into groups (CN, SMC, EMCI, LMCI, AD) and a nodal mean was calculated. (c, d) Empirical PDFs of regional amyloid and cortical thickness levels for CN-like and AD-like groups.

### 3.2 Simulation results and predictions

Given a subject’s baseline Amyloid PET and MRI imaging data, the model can predict the whole-brain evolution of amyloid deposition and neurodegeneration. Over time, $AT[N]$ will either stay in LRS or develop to HRS, each corresponding to a stable equilibrium. Considering brain atrophy is a complex symptom that could result from a wide range of factors, we set the borderline of AD as 70%; if more than 104 nodes (70%) out of 148 nodes reach the HRS, then the subject will be categorized as AD-like, otherwise as CN-like. To compare with simulation results, the average of all subjects’ amyloid levels at each node were used to split the empirical amyloid data into low and high states, represented as blue and red nodes shown in Fig. 5.

**Bistable Classification.** Bistability enables our model to give a relatively accurate long-term predictive diagnosis, even with similar initial neurological conditions. Take subjects A and B as an example (Fig. 5), there is no significant difference in the baseline scans of Amyloid PET and MRI, yet subject A deteriorates into AD while subject B stays in EMCI. In Fig. 5b, the last scan of subject A exhibits an obvious increase in $A\beta$ deposition over the brain network. Using the baseline scan as the initial condition, our model successfully predicted the final diagnoses. More than 84.5% of 148 nodes go to HRS in the final state. A notable increase in brain atrophy was predicted in subject A, showing a
Figure 5: Spatiotemporal evolution of amyloid level and cortical thickness of subjects A and B. Both subjects were labeled as EMCI in their baseline scans. Subject A was labeled as AD in the last scan and predicted as AD-like, while subject B was labeled as EMCI and predicted as CN-like in the final state by the model. For the amyloid level distribution, LRS nodes (low amyloid levels) are colored blue and HRS nodes (high amyloid levels) are red; all nodes are one size. MRI scans and corresponding predictions of cortical thickness are surface mapped (via ParaView [48]), where redder colors indicate greater amounts of brain atrophy (low cortical thickness) and bluer areas indicate low- or no-brain atrophy (high cortical thickness).

consistent pattern between the accumulation of amyloid and degradation of neurons in the simulation results (Fig. 5c). For subject B, while simulation predictions indicated a slight increase in high amyloid nodes across the brain and no significant changes in cortical thickness, the subject is categorized as CN-like in the final state which is consistent with observations. There is no clear sign of neurodegeneration in the last scan of cortical thickness and our model predicts that the majority of the brain regions have a lower risk of neurodegeneration (Fig. 5i). As demonstrated above, our model can capture subtle differences in baseline scans between subjects for both A[N] biomarkers. However, there are some brain regions that do not match well with the observed amyloid level. One possible explanation is that in the first and last scans, the average amyloid level is used to separate nodes into low and high states, thus brain regions in the intermediate state (close to the average level) can easily switch between CN-like and AD-like states (blue and red colors, respectively, in Fig. 5). Conversely in the simulation, LRS and HRS are distinctly classified by the system’s unstable point, referred to as a tipping point.

AT[N] Interactions. Our model reveals the homologous pattern and sequential occurrence of amyloid deposition, hyperphosphorylated tau, and brain atrophy, which are demonstrated in previous studies [25, 49, 50]. In Fig. 6 we
see a cascade of AT[N] development regardless of individual differences, validating the proposed activation-feedback mechanistic pathway. The interactions between AT[N] are individually tested to substantiate the neuropathology. Specifically, 1) Aβ, seen as an indicative molecule in the early progression of AD, increases sharply once it reaches the tipping point, i.e., the unstable equilibrium point of the system; 2) following the increase of Aβ, tau protein initially stays in the slow accumulative state, then enters a transition period when Aβ passes the tipping point, and finally stabilizes at the high-level state; 3) last, the tau biomarker activates a similar pattern of neurodegeneration. Overall, the switch-like dynamics elicited from the model are in line with AT[N] observations and existing hypothetical models of AD pathology.

Figure 6: Interactions between AT[N] biomarkers. The progression of AT[N] biomarkers follow a switch-like pattern, where the three sigmoidal curves represent the activation pathways (A → T, A → [N]) and the positive feedback ([N] → A), respectively. AT[N] slowly accumulates in LRS and increases substantially to HRS once the unstable point is reached. The occurrence of AT[N] follows a sequential cascade proposed in the model.

Network Diffusion. In this model, we use the average network and connectivity strength of 506 subjects calculated from DTI scans. Network connectivity strength is used in the diffusion term to characterize the diffusion strength. Closer examination of amyloid diffusion in the system (Fig. 7) presents the spatial and temporal dynamics of amyloid levels across the brain. For example, when \( t = 0 \), inferior occipital gyrus (node 2) stays in LRS and middle occipital gyrus (the neighboring node 19) is in HRS. However, as time proceeds, Aβ diffuses on the network from node 19 to node 2, increasing the amyloid level at node 2 and finally transitioning it to HRS. After 36 months, 32 nodes in total change from LRS to HRS, demonstrating the prion-like progression of amyloid.

Parameter Optimization. To find the best parameter vector for our model, we define the objective function, \( f(\Theta) \), as the number of wrong categorizations over the 200 cohorts. Thus the optimization problem is

\[
\min_{L \leq \Theta \leq U} f(\Theta),
\]

where \([L, U]\) is a searching box in \(\mathbb{R}^{16}\) defining the feasible set. A rough estimation of the lower and upper boundaries for model parameters are provided in Table 1 where most parameter values sampled in the space captured the bistable feature. Using the genetic algorithm to optimize model parameters in the searching box, the best set of parameter values found are shown in Table 1. Our model can achieve a classification accuracy of 83.0% if we assume the diagnosed label from last scan is the subject’s final projection. Varying individual parameters, we further analyze the sensitivity...
of model parameters by measuring the changes in system’s final states and classification outcomes. It is found that our model is sensitive to the degradation and diffusion of amyloid and tau protein, network resilience, and the positive feedback; conversely, the three hill coefficients and T[N] activation rate constant play a weak role in model dynamics.

Table 1: Best found values, ranges, sensitivities of model parameters.

| Parameter | Best Value | Range        | Sensitivity   | Parameter | Best Value | Range        | Sensitivity   |
|-----------|------------|--------------|---------------|-----------|------------|--------------|---------------|
| $k_{pA}$  | 0.20       | [0.06 1.00]  | Moderate      | $k_{MN}$  | 0.32       | [0.12 0.37]  | Sensitive     |
| $k_{pT}$  | 0.53       | [0.22 1.78]  | Moderate      | $k_{MA}$  | 0.44       | [0.16 0.45]  | Moderate      |
| $k_{AA}$  | 2.87       | [0.54 3.09]  | Sensitive     | $k_{MT}$  | 2.49       | [0.20 0.67]  | weak          |
| $k_{AT}$  | 4.07       | [1.36 4.64]  | Sensitive     | $\alpha$  | 5.11       | [2.92 10.00] | weak          |
| $k_{NA}$  | 1.47       | [1.36 8.00]  | Moderate      | $\beta$   | 5.97       | [3.16 8.58]  | weak          |
| $k_{TN}$  | 3.85       | [2.92 8.00]  | Moderate      | $d_A$     | 0.15       | [0.01 1.00]  | Sensitive     |
| $k_{r}$   | 2.49       | [0.1 4.26]   | Sensitive     | $d_T$     | 0.78       | [0.01 3.00]  | Sensitive     |

**Misclassification Analysis.** Among the 17% misclassified subjects, 12.6% of CN-like subjects were mistakenly classified as AD and 26.0% of AD-like subjects were misclassified as CN. In practice, the overall prediction error could potentially be lower than 17% considering that some CN-like subjects may later develop AD. Fig. 8a shows the misclassification over five diagnostic groups, where around 43% percent of the total mismatches are from the EMCI and LMCI groups. This could be partially explained by the blurred demarcation between the symptoms of EMCI and LMCI in clinical diagnosis. Given the massive overlap of both amyloid level and cortical thickness level between CN-like and AD-like groups (as seen in Figs. 4c and 4d), it is challenging to achieve high prediction accuracy. To address this, we calculated the mean amyloid levels separately for CN-like and AD-like subjects by node, resulting in a mean amyloid level for each group at each node to be used as a threshold for categorizing amyloid levels from all misclassified subjects. Using misclassified subjects’ last scans, we calculated the average percentage of nodes with amyloid levels falling into three categories: below the average of CN-like group, intermediate, above the average of AD-like group. This paradox is exemplified in Fig. 8b, where subjects were labeled as CN even though 77% of brain regions have higher amyloid levels than the AD-like group mean, when by intuition it is more likely to be recognized as AD (which was the prediction of our simulation). A similar pattern exists in the misclassified AD group where 51% of nodes have lower amyloid levels than the CN-like group mean. These anomalous empirical data from misclassified subjects may result from individual differences, precision limits in scanning technology, errors in neuroimaging processing, or variations in node-specific biomarkers’ evolution patterns. With the inclusion of tau PET data in the future, we could further improve the prediction power of our model and optimize model parameter.

Figure 8: **Misclassification analysis.** (a) Mismatch count in five diagnostic labels with green and yellow representing correct and wrong predictions, respectively. (b) Average percent of nodes from misclassified patients partitioned into three states: below the average amyloid level of CN-like group at each node, intermediate, and above the average amyloid level of AD-like group at each node. Blue bars show CN-like subjects misclassified as AD and red bars show AD-like subjects misclassified as CN.
4 Conclusion

In this work, we propose a novel network-guided systems biology approach to investigate the reaction-diffusion process of AT[N] biomarkers throughout the brain, which provides us with a system-level underpinning of the physiopathological mechanism in AD. Our integrated method across systems biology and neuroscience is a pioneer computational solution that jointly models the dynamics of observed AT[N] biomarkers on the setting of the brain network. Second, we also include brain resilience as a moderator in our model. Thus, our model can quantify the level of network resilience to AD pathology in individual regions across the brain. Model results demonstrate the ability to capture presaging information from neuroimaging data and the prediction of long-term subject-specific AD progression pattern.

In the next step, we plan to incorporate Tau PET scans from the 200 cohorts into our model. Provided with all three biomarkers’ neuroimaging data, we can further validate model results and increase model versatility. An advanced high-dimensional optimization algorithm will be used to optimize system parameters to improve the overall prediction power.

References

[1] Clifford R Jack Jr, David A Bennett, Kaj Blennow, Maria C Carrillo, Billy Dunn, Samantha Budd Haeberlein, David M Holtzman, William Jagust, Frank Jessen, Jason Karlawish, et al. Nia-aa research framework: toward a biological definition of alzheimer's disease. *Alzheimer's & Dementia*, 14(4):535–562, 2018.

[2] A Lloret, T Fuchsberger, E Giraldo, and J Vina. Molecular mechanisms linking amyloid $\beta$ toxicity and tau hyperphosphorylation in alzheimer’s disease. *Free Radical Biology and Medicine*, 83:186–191, 2015.

[3] Tara L Spires-Jones and Bradley T Hyman. The intersection of amyloid beta and tau at synapses in alzheimer's disease. *Neuron*, 82(4):756–771, 2014.

[4] Guo-fang Chen, Ting-hai Xu, Yan Yan, Yu-ren Zhou, Yi Jiang, Karsten Melcher, and H Eric Xu. Amyloid beta: structure, biology and structure-based therapeutic development. *Acta Pharmacologica Sinica*, 38(9):1205–1235, 2017.

[5] Rommy von Bernhardi, Gigliola Ramírez, Rodrigo Toro, and Jaime Eugenín. Pro-inflammatory conditions promote neuronal damage mediated by amyloid precursor protein and decrease its phagocytosis and degradation by microglial cells in culture. *Neurobiology of disease*, 26(1):153–164, 2007.

[6] Paola Gamba, Gabriella Leonarduzzi, Elena Tamagno, Michela Guglielmo, Gabriella Testa, Barbara Sottero, Simona Gargiulo, Fiorella Biasi, Alessandro Mauro, Jose Vina, et al. Interaction between 24-hydroxycholesterol, oxidative stress, and amyloid-$\beta$ in amplifying neuronal damage in alzheimer’s disease: three partners in crime. *Aging Cell*, 10(3):403–417, 2011.

[7] Stephanie L Leal, Samuel N Lockhart, Anne Maass, Rachel K Bell, and William J Jagust. Subthreshold amyloid predicts tau deposition in aging. *Journal of Neuroscience*, 38(19):4482–4489, 2018.

[8] Marie-Laure Caillet-Boudin, Luc Buée, Nicolas Sergeant, and Bruno Lefebvre. Regulation of human mapt gene expression. *Molecular neurodegeneration*, 10(1):1–14, 2015.

[9] Eva-Maria Mandelkow and Eckhard Mandelkow. Biochemistry and cell biology of tau protein in neurofibrillary degeneration. *Cold Spring Harbor perspectives in medicine*, 2(7):a006247, 2012.

[10] R Rademakers, M Cruts, and C Van Broeckhoven. The role of tau (mapt) in frontotemporal dementia and related tauopathies. *Human mutation*, 24(4):277–295, 2004.

[11] Rodrigo A Quintanilla, Rommy von Bernhardi, Juan A Godoy, Nibaldo C Inestrosa, and Gail VW Johnson. Phosphorylated tau potentiates a$\beta$-induced mitochondrial damage in mature neurons. *Neurobiology of disease*, 71:260–269, 2014.

[12] John A Hardy and Gerald A Higgins. Alzheimer’s disease: the amyloid cascade hypothesis. *Science*, 256(5054):184–186, 1992.

[13] Maria Manczak and P Hemachandra Reddy. Abnormal interaction of oligomeric amyloid-$\beta$ with phosphorylated tau: implications to synaptic dysfunction and neuronal damage. *Journal of Alzheimer’s Disease*, 36(2):285–295, 2013.

[14] Juha Laurén, David A Gimbel, Haakon B Nygaard, John W Gilbert, and Stephen M Strittmatter. Cellular prion protein mediates impairment of synaptic plasticity by amyloid-$\beta$ oligomers. *Nature*, 457(7233):1128–1132, 2009.

[15] Claudia Balducci, Marten Beeg, Matteo Stravalaci, Antonio Bastone, Alessandra Scilip, Emiliano Biasini, Laura Tapella, Laura Colombo, Claudia Manzoni, Tiziana Borsello, et al. Synthetic amyloid-$\beta$ oligomers impair
long-term memory independently of cellular prion protein. *Proceedings of the National Academy of Sciences*, 107(5):2295–2300, 2010.

[16] James P Cleary, Dominic M Walsh, Jacki J Hofmeister, Ganesh M Shankar, Michael A Kuskowski, Dennis J Selkoe, and Karen H Ashe. Natural oligomers of the amyloid-β protein specifically disrupt cognitive function. *Nature neuroscience*, 8(1):79–84, 2005.

[17] Dennis J Selkoe. Soluble oligomers of the amyloid β-protein: Impair synaptic plasticity and behavior. In *Synaptic Plasticity and the Mechanism of Alzheimer’s Disease*, pages 89–102. Springer, 2008.

[18] Samuel IA Cohen, Sara Linse, Leila M Luheshi, Erik Hellstrand, Duncan A White, Luke Rajah, Daniel E Otzen, Michele Vendruscolo, Christopher M Dobson, and Tuomas PJ Knowles. Proliferation of amyloid-β42 aggregates occurs through a secondary nucleation mechanism. *Proceedings of the National Academy of Sciences*, 110(24):9758–9763, 2013.

[19] A Lloret-Villas, TM Varusai, N Juty, C Laibe, N Le Novere, H Hermjakob, and V Chelliah. The impact of mathematical modeling in understanding the mechanisms underlying neurodegeneration: evolving dimensions and future directions. *CPT: pharmacometrics & systems pharmacology*, 6(2):73–86, 2017.

[20] Hisham Qosa, Bilal S Abuasal, Ignacio A Romero, Babette Weksler, Pierre-Olivier Couraud, Jeffrey N Keller, and Amal Kaddoumi. Differences in amyloid-β clearance across mouse and human blood–brain barrier models: kinetic analysis and mechanistic modeling. *Neuropharmacology*, 79:668–678, 2014.

[21] Carole J Proctor, Ilse Sanet Pienaar, Joanna L Elson, and Thomas BL Kirkwood. Aggregation, impaired degradation and immunization targeting of amyloid-beta dimers in alzheimer’s disease: a stochastic modelling approach. *Molecular neurodegeneration*, 7(1):32, 2012.

[22] Monica M Pallitto and Regina M Murphy. A mathematical model of the kinetics of β-amyloid fibril growth from the denatured state. *Biophysical journal*, 81(3):1805–1822, 2001.

[23] Joanne L Dunster, Helen M Byrne, and John R King. The resolution of inflammation: a mathematical model of neutrophil and macrophage interactions. *Bulletin of mathematical biology*, 76(8):1953–1980, 2014.

[24] Ishwar K Puri and Liwu Li. Mathematical modeling for the pathogenesis of alzheimer’s disease. *PloS one*, 5(12):e15176, 2010.

[25] Clifford R Jack Jr, David S Knopman, William J Jagust, Leslie M Shaw, Paul S Aisen, Michael W Weiner, Ronald C Petersen, and John Q Trojanowski. Hypothetical model of dynamic biomarkers of the alzheimer’s pathological cascade. *The Lancet Neurology*, 9(1):119–128, 2010.

[26] Wenrui Hao and Avner Friedman. Mathematical model on alzheimer’s disease. *BMC systems biology*, 10(1):108, 2016.

[27] Mohamed Helal, Erwan Hingant, Laurent Pujo-Menjouet, and Glenn F Webb. Alzheimer’s disease: analysis of a mathematical model incorporating the role of prions. *Journal of mathematical biology*, 69(5):1207–1235, 2014.

[28] Johannes Weickenmeier, Ellen Kuhl, and Alain Goriely. Multiphysics of prionlike diseases: Progression and atrophy. *Physical review letters*, 121(15):158101, 2018.

[29] Yasser Iturria-Medina, Roberto C Sotero, Paule J Toussaint, Alan C Evans, Alzheimer’s Disease Neuroimaging Initiative, et al. Epidemic spreading model to characterize misfolded proteins propagation in aging and associated neurodegenerative disorders. *PLoS Comput Biol*, 10(11):e1003956, 2014.

[30] Ashish Raj, Amy Kuceyeski, and Michael Weiner. A network diffusion model of disease progression in dementia. *Neuron*, 73(6):1204–1215, 2012.

[31] Minjeong Kim, Xiaofeng Zhu, Ziwen Peng, Peipeng Liang, Daniel Kaufer, Paul J Larijenti, and Guorong Wu. Constructing multi-scale connectome atlas by learning graph laplacian of common network. In *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pages 727–735. Springer, 2019.

[32] Ashish Raj, Eve LoCastro, Amy Kuceyeski, Duygu Tosun, Norman Relkin, Michael Weiner, Alzheimer’s Disease Neuroimaging Initiative, et al. Network diffusion model of progression predicts longitudinal patterns of atrophy and metabolism in alzheimer’s disease. *Cell reports*, 10(3):359–369, 2015.

[33] Robert Siman, J Patrick Card, Robert B Nelson, and Leonard G Davis. Expression of β-amyloid precursor protein in reactive astrocytes following neuronal damage. *Neuron*, 3(3):275–285, 1989.

[34] Naruhiito Otsuka, Masanori Tomonaga, and Kazuhiro Ikeda. Rapid appearance of β-amyloid precursor protein immunoreactivity in damaged axons and reactive glial cells in rat brain following needle stab injury. *Brain research*, 568(1-2):335–338, 1991.

[35] James N Weiss. The hill equation revisited: uses and misuses. *The FASEB Journal*, 11(11):835–841, 1997.
[36] Sylvain Goutelle, Michel Maurin, Florent Rougier, Xavier Barbaut, Laurent Bourguignon, Michel Ducher, and Pascal Maire. The hill equation: a review of its capabilities in pharmacological modelling. *Fundamental & clinical pharmacology*, 22(6):633–648, 2008.

[37] Yaakov Stern. An approach to studying the neural correlates of reserve. *Brain Imaging and Behavior*, 11(2):410–416, 2017.

[38] J Xie, L Li, Defu Yang, and Guorong Wu. Characterizing network resilience in alzheimer’s disease. *Organization for Human Brain Mapping (OHBM)*, Montreal, Canada. 2020.

[39] JP LaSalle and S Lefschetz. Stability by lyapunov’s second method with applications. *book*, Academic Press, New York, NY, 1961.

[40] Rik Ossenkoppele, Willemijn J Jansen, Gil D Rabinovici, Dirk L Knol, Wiesje M van der Flier, Bart NM van Berckel, Philip Scheltens, Pieter Jelle Visser, Sander CJ Verfaillie, Marissa D Zwan, et al. Prevalence of amyloid pet positivity in dementia syndromes: a meta-analysis. *Jama*, 313(19):1939–1950, 2015.

[41] Sebastian Palmqvist, Henrik Zetterberg, Niklas Mattsson, Per Johansson, Lennart Minthon, Kaj Blennow, Mattias Olsson, Oskar Hansson, Alzheimer’s Disease Neuroimaging Initiative, Swedish BioFINDER Study Group, et al. Detailed comparison of amyloid pet and csf biomarkers for identifying early alzheimer disease. *Neurology*, 85(14):1240–1249, 2015.

[42] David A Wolk, Julie C Price, Judy A Saxton, Beth E Snitz, Jeffrey A James, Oscar L Lopez, Howard J Aizenstein, Ann D Cohen, Lisa A Weissfeld, Chester A Mathis, et al. Amyloid imaging in mild cognitive impairment subtypes. *Annals of Neurology: Official Journal of the American Neurological Association and the Child Neurology Society*, 65(5):557–568, 2009.

[43] Gaolang Gong, Yong He, Zhang J Chen, and Alan C Evans. Convergence and divergence of thickness correlations with diffusion connections across the human cerebral cortex. *Neuroimage*, 59(2):1239–1248, 2012.

[44] Corinne Pettigrew, Anja Soldan, Yuxin Zhu, Mei-Cheng Wang, Abhay Moghekar, Timothy Brown, Michael Miller, Marilyn Albert, BIOCARD Research Team, et al. Cortical thickness in relation to clinical symptom onset in preclinical ad. *NeuroImage: Clinical*, 12:116–122, 2016.

[45] Christophe Destrieux, Bruce Fischl, Anders Dale, and Eric Halgren. Automatic parcellation of human cortical gyri and sulci using standard anatomical nomenclature. *Neuroimage*, 53(1):1–15, 2010.

[46] Mingrui Xia, Jinhui Wang, and Yong He. Brainnet viewer: a network visualization tool for human brain connectomics. *PloS one*, 8(7):e68910, 2013.

[47] Jinghui Luo, Sebastian KTS Wärmländer, Astrid Gräslund, and Jan Pieter Abrahams. Cross-interactions between the alzheimer disease amyloid-β peptide and other amyloid proteins: a further aspect of the amyloid cascade hypothesis. *Journal of Biological Chemistry*, 291(32):16485–16493, 2016.

[48] James Ahrens, Berk Geveci, and Charles Law. Paraview: An end-user tool for large data visualization. *The visualization handbook*, 717, 2005.

[49] Reisa A Sperling, Paul S Aisen, Laurel A Beckett, David A Bennett, Suzanne Craft, Anne M Fagan, Takeshi Iwatsubo, Clifford R Jack Jr, Jeffrey Kaye, Thomas J Montine, et al. Toward defining the preclinical stages of alzheimer’s disease: Recommendations from the national institute on aging-alzheimer’s association workgroups on diagnostic guidelines for alzheimer’s disease. *Alzheimer’s & dementia*, 7(3):280–292, 2011.

[50] Michiel Bertsch, Bruno Franchi, Norina Marcello, Maria Carla Tesi, and Andrea Tosin. Alzheimer’s disease: a mathematical model for onset and progression. *Mathematical medicine and biology: a journal of the IMA*, 34(2):193–214, 2017.