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Abstract: The causal representation of multi-loop scattering amplitudes, obtained from the application of the loop-tree duality formalism, comprehensively elucidates, at integrand level, the behaviour of only physical singularities. This representation is found to manifest compact expressions for multi-loop topologies that have the same number of vertices. Interestingly, integrands considered in former studies, with up-to six vertices and $L$ internal lines, display the same structure of up-to four-loop ones. The former is an insight that there should be a correspondence between vertices and the collection of internal lines, edges, that characterise a multi-loop topology. By virtue of this relation, in this paper, we embrace an approach to properly classify multi-loop topologies according to vertices and edges. Differently from former studies, we consider the most general topologies, by connecting vertices and edges in all possible ways. Likewise, we provide a procedure to generate causal representation of multi-loop topologies by considering the structure of causal propagators. Explicit causal representations of loop topologies with up-to nine vertices are provided.
1 Introduction

In the recent years, the calculation of physical observables, relevant for high-energy physics colliders, turns everyday to be more challenging due to the high precision the current experiments are demanding [1, 2]. The Next-to-Leading Order (NLO) revolution, originated by extremely clever ideas, opened a street, based on formal aspects of scattering amplitudes, to provide several phenomenological calculations. In effect, the various ingredients that need to be taken into account were understood and automated in several frameworks [3–9]. Since many of these methods promote the space-time dimension from four to $d$, new reformulations that aim at a local cancellation without altering the dimension are yet under study [10–28].

In view of the Next-to-Next-to-Leading Order (NNLO) revolution, many ingredients have to be ready to properly get combined and also allow for a synergy with the results delivered by the experiments. Among the several obstacles that prevent the NNLO revolution, we would like to emphasise the role in the evaluation of multi-loop Feynman integrals that is drawing the attention in the scientific community [29–33] where the number of kinematic invariants starts increasing. Nonetheless, analytic or numerical evaluation of dimensionally regulated
multi-loop Feynman integrals with several internal masses is still a bottleneck that must be sorted out [34–46].

In light of providing an alternative approach to the numerical evaluation of multi-loop Feynman integrals, we elaborate on the loop-tree duality (LTD) formalism [47–51]. The LTD formalism, based on the Cauchy residue theorem, can be realised as an operation that opens loops into trees and, due to the way how it is formulated, it is always possible to integrate out the energy component of the loop momenta in any multi-loop Feynman integral. As a byproduct of this operation, one passes from Minkowski to Euclidean space, allowing in this way to compactify all the physical information in spatial components. In other words, a $d$-dimensional Feynman integral in Minkowski space, after making use of the LTD formalism, is expressed only in terms of the spatial components of the loop momenta. In fact, the use of the LTD formalism allows to bypass the standard parametrisation of Feynman integrals in terms of the two Symanzik polynomials (see [52] and references therein) and permits to integrate in Euclidean space. Several phenomenological applications by using LTD, performed at one and two loops [53–57], allow for a reformulation of this formalism [58–62] and motivate alternative studies [63–69].

Recently, it has been observed that the application of the LTD formalism on multi-loop Feynman integrands leads to a causal representation displaying only physical information [58, 59]. In effect, these integrands, written in terms of causal propagators, allow for a smooth numerical evaluation, avoiding in this way numerical instabilities, as discussed in [60]. An alternative approach to our causal representation of Feynman integrands was also presented in Ref. [66] by means of H surfaces, which, within our framework, corresponds to causal propagators.

Inspired by the compact representation found in Ref. [60], for the multi-loop Maximal (MLT), Next-to Maximal (NMLT) and Next-to-Next-to Maximal ($N^2$MLT) loop topology configurations, it is desirable to understand the reason of the same structure of the causal representation, regardless of the loop order. To this end, in this paper, we classify the loop topologies according to the number of vertices and edges. For instance, an $N^k$MLT configuration will have $k + 2$ vertices, and the number of edges will correspond to the number of connections between vertices in a topology. Besides, we elaborate on the most general topology generated from a given number of vertices and all possible edges. The motivation of doing so is to obtain the simplest and most compact formulae for the causal representation of the loop topology, in such a way that topologies made of less number of vertices and edges can be generated from the latter one by applying certain procedures.

Furthermore, to relate loop topologies through vertices and edges, we introduce two procedures: removing and collapsing. The former procedure removes edges by keeping fixed the number of vertices, whereas the latter collapses a vertex by removing it as well as the edges it is connected. These two procedures allows to generate any kind of topology built from a given number of vertices and allows for a validation of our new results. Then, with the pattern displayed by these procedures in the causal representation, we provide the most general formulae for topologies with up-to nine vertices. The latter, in the most general case,
corresponds to a topology at twenty-eight loops.

This paper is organised as follows. In Sec. 2, we recap the main features of the LTD formalism, briefly review the causal representation of the MLT configuration, and introduce the notation in terms of vertices and edges. Then, in Sec. 3, with the new notation, we provide the causal representation of NMLT and N^2MLT and introduce the procedures: removing and collapsing. In Sec. 4, from the knowledge of the former sections, we generate the most general topology of five vertices and apply the removing and collapsing procedures. Besides, we provide a general procedure to generate the causal representation of any loop topology. Then, with the findings of Secs. 3 and 4, in Sec. 5, we provide causal representations of topologies with up-to nine vertices, by only considering relations among causal propagators. Finally, in Sec. 6, we draw our conclusions and discuss the future research directions.

2 Loop-tree duality formalism

2.1 Notation

In this section, we set the notation and recap the main features of the representation of the loop-tree duality (LTD) formalism by the application of nested residues. Since the main idea of LTD is opening loops into connected trees, let us start the discussion with a generic N-point integral at L loops, in the Feynman representation,

\[ A_N^{(L)}(1, \ldots, r) = \int_{\ell_1, \ldots, \ell_L} dA_N^{(L)}(1, \ldots, r), \tag{2.1} \]

where, to simplify the notation in the integration measure, we define \( \int_{\ell_s} \equiv -i\mu^{4-d} \int d^d\ell_s/ (2\pi)^d \) and,

\[ dA_N^{(L)}(1, \ldots, r) = N(\{\ell_i\}_L, \{p_j\}_N) \times G_F(1, \ldots, r), \tag{2.2} \]

in which, the integral is understood as an L-loop topology with r internal lines. The numerator \( N \) is a function of the loop and external momenta and is given by the Feynman rules of the theory. The function \( G_F \) collects all the Feynman propagators of the topology,

\[ G_F(1, \ldots, r) = \prod_{i \in 1:2 \ldots r} (G_F(q_i))^{\alpha_i}, \tag{2.3} \]

where \( \alpha_i \) are the powers of the propagators and,

\[ G_F(q_i) = \frac{1}{q_i^2 - m_i^2 + i0} = \frac{1}{\left(q_{i,0} + q_{i,0}^{(+)}\right)\left(q_{i,0} - q_{i,0}^{(+)}\right)}, \tag{2.4} \]

the usual Feynman propagator of a one single particle, with \( m_i \) its mass, \( +i0 \) the infinitesimal imaginary Feynman prescription and,

\[ q_{i,0}^{(+)} = \sqrt{q_i^2 + m_i^2 - i0}, \tag{2.5} \]
the on-shell energy of the loop momentum $q_i$ written in terms of the spatial components $q_i$. Let us remark that the dependence on the energy component of the loop momenta $q_i,0$ is completely pulled out. This is done, in order to apply the Cauchy residue theorem and integrate out one degree of freedom: the energy component of each loop momentum. Hence, when taking the nested residue \cite{62}, one selects the poles with negative imaginary part in the complex plane of the energy component of the loop momentum that is integrated, as extensively explained in Ref. \cite{59}.

Hence, the dual representation of the integrand (2.2), after setting on shell the propagators that depend on the loop momentum $q_i^1$, is defined as follows,

$$\mathcal{A}_D^{(L)} (1, \ldots, r) \equiv \sum_{i_1 \in 1} \text{Res} \left( d\mathcal{A}_N^{(L)} (1, \ldots, r), \Im (q_{i_1,0}) < 0 \right),$$  \hspace{1cm} (2.6)

where the factor $-2\pi i$ that comes from the Cauchy residue theorem is absorbed in the definition of the integration measure as shall be noted in the following. This residue corresponds to integrating out the energy components of the loop momenta. Thus, we can introduce the nested residue as,

$$\mathcal{A}_D^{(L)} (1, \ldots, s; s+1, \ldots, r) \equiv \sum_{i_s \in s} \text{Res} \left( \mathcal{A}_D^{(L)} (1, \ldots, s-1; s, \ldots, r), \Im (q_{i_r,0}) < 0 \right),$$  \hspace{1cm} (2.7)

where the iteration goes until the $s$-th set and corresponds to setting simultaneously $L$ lines on shell. The latter is equivalent to open the loop topology (or amplitude) into connected trees.

Finally, with the integration of the energy component of the loop momentum, one passes from Minkowski to Euclidean space. In the following, we use the abbreviation,

$$\int \hat{\ell}_s \cdot \equiv - \mu^{d-4} \int \frac{d^{d-1} \ell_s}{(2\pi)^{d-1}},$$  \hspace{1cm} (2.8)

for the $(d-1)$-momentum integration measure.

### 2.2 Maximal loop topology

The novel representation of the LTD formalism has displayed very interesting properties at integrand level. In particular, the causal structure of integrands allows for a smooth numerical evaluation and, therefore, a numerical integration. In this section, we briefly recall the main results obtained in \cite{59, 60} w.r.t. the Maximal loop topology and set the notation for the following sections.

Interestingly, the LTD formalism has been observed to work at the level of vertices, where the causal thresholds are generated, and is independent of the number of loops. Namely, the structure of the integrand, after cancellations at intermediate steps, manifest the same causal structure independently on the number of internal lines, provided that the number of vertices remains the same.
Let us review the simplest topology generated with two vertices,\(^1\) the Maximal loop topology (MLT), originally studied in [59], whose causal representation, after applying the LTD theorem, is,

\[
A_{MLT}^{(L)} = - \int_{\ell_1, \ldots, \ell_L} \frac{1}{x_{L+1}} \left( \frac{1}{\lambda_1^+} + \frac{1}{\lambda_1^-} \right),
\]

(2.9)

with \(x_s = \prod_{i=1}^s 2q_{i,0}^{(+)}\).

In Eq. (2.9), it is understood an \(L\)-loop two-point function, with the explicit dependence of the energy of the external momentum \(p_1\) in the causal propagator \(\lambda_1^{\pm} = q_{(1, \ldots, L+1)}^{(+) \pm p_1, 0}\), with \(q_{(1, \ldots, L+1), 0}^{(+)} = \sum_{i=1}^{L+1} q_{i,0}^{(+)}\). Here, and in the following, we use \(\lambda_i^{\pm}\) to refer to the \(i\)-th causal propagator, with “\(\pm\)” the direction flow w.r.t. the external momenta, as discussed below. All causal propagators are expressed as sums of \(q_{i,0}^{(+)}\), \(q_{i_1,0}^{(+)} + q_{i_2,0}^{(+)} + \ldots + q_{i_r,0}^{(+)}\), allowing for a smooth numerical evaluation of the integrand. Let us remark that the application of LTD on a Feynman integrand generates independent terms, obtained from Eq. (2.7), that are contaminated by non-causal propagators, \(q_{i_1,0}^{(+)} - q_{i_2,0}^{(+)} - \ldots - q_{i_r,0}^{(+)}\) and correspond to spurious singularities, whose dependence is completely dropped in the full sum of contributions (see Ref. [60, Fig. 1]).

The structure of \(\lambda_1^{\pm}\) exactly corresponds to having all internal lines aligned in the same direction,

\[
A_{MLT}^{(L)} = \begin{array}{c}
\begin{array}{c}
1 \\
\vdots \\
L \\
L + 1
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
1 \\
\vdots \\
L \\
L + 1
\end{array}
\end{array},
\]

(2.10)

where the two possible directions of the internal lines depend on the flow of the external momentum. Hence, assuming that the two-point function is characterised by only one independent external momentum, \(p_1\), one has two contributions, when the energy of the incoming particle is positive, \(\lambda_1^{+}\), or negative, \(\lambda_1^{-}\). The former and the latter contributions are understood, respectively, in Eq. (2.9). Notice that due to the way how \(q_{i,0}^{(+)}\)'s have been defined, within LTD, they are always positive quantities. Therefore, the appearance of thresholds comes only from the structure of the energy of the external momenta,

\[
\begin{align*}
\lambda_1^{+} & \rightarrow \text{threshold if } p_{1,0} > 0 : \quad q_{(1, \ldots, L+1), 0}^{(+)} = p_{1,0}, \\
\lambda_1^{-} & \rightarrow \text{threshold if } p_{1,0} < 0 : \quad q_{(1, \ldots, L+1), 0}^{(+)} = -p_{1,0}.
\end{align*}
\]

(2.11)

Let us emphasise that the representation of Eq. (2.9) is valid at all loop orders and it is obtained by the nested application of the Cauchy residue theorem, as discussed in the former section.

\(^1\)These kinds of diagrams with \(L\) internal lines are usually called multi-loop sunrise or multi-banana diagram.
To obtain expression (2.9), we parametrise, without loss of generality, all internal lines of an \( L \)-loop MLT as \( q_i = \ell_i \), with \( i = 1, \ldots, L \), and \( q_{L+1} = -\sum_{i=1}^L \ell_i - p_{1,0} \). Therefore, in view of this pattern that is supported by factorisation and convolution identities, we define an edge as a set of internal lines, in which all elements connect two vertices,

\[
\begin{align*}
\text{\rightarrow} \quad &\equiv \begin{array}{c}
\text{\scriptsize 1} \\
\text{\scriptsize \ldots} \\
\text{\scriptsize s} \\
\text{\scriptsize s+1}
\end{array}, \\
\text{\rightarrow}
\end{align*}
\tag{2.12}
\]

where the thick line in the l.h.s. corresponds to the collection of \( s + 1 \) internal lines aligned in the same direction when external momenta are attached to both vertices. We remark that, independently of the number of internal lines (set elements), momentum conservation has to be satisfied in each vertex.

### 3 Causal representation of Feynman integrands

In Ref. [60], it was studied the causal structure of topologies with up to four vertices, Next-to Maximal (NMLT) and Next-to-Next-to Maximal (\( N^2 \)MLT) loop topologies, where a definition and identification of entangled causal propagators were provided. In this section, we recap the results for the NMLT and \( N^2 \)MLT configurations and establish two operations, removing and collapsing, to relate topologies with different number of edges and vertices. In fact, as shall be described in the next sections, the more knowledge we have on an \( N^k \)MLT configuration, the more applications we can find out of it.

#### 3.1 Next-to Maximal and Next-to-Next-to Maximal loop topologies

Following the notation of Eq. (2.12), we construct a topology made of three vertices,

\[
A_{NMLT}^{(L)} = \int_{\ell_1, \ldots, \ell_L} \frac{1}{x_{L+2}} \left( \frac{1}{\lambda_1^+ \lambda_2} + \frac{1}{\lambda_1^+ \lambda_3} + \frac{1}{\lambda_2^+ \lambda_3} + (\lambda_i^+ \leftrightarrow \lambda_i^-) \right)
\]

where “reverse” corresponds to changing the direction flow in the internal and external lines. Additionally, as in the MLT configuration (2.10), the red dashed lines that cut internal edges correspond to a pictorial representation of causal propagators. The main difference of this topology, as well as others with more than two vertices, w.r.t. the MLT configuration is the presence of entangled causal thresholds. For instance, each diagram in the r.h.s. of Eq. (3.1) contains simultaneously two causal propagators, making its causal representation a bit more involved,
\[\int_{\ell_1, \ldots, \ell_L} \frac{1}{XL+2} \sum_{i,j=1}^{3} \frac{1}{\lambda^+_i \lambda^-_j}. \quad (3.2)\]

The pictorial representation (3.1) or, equivalently, the expression of Eq. (3.2) is obtained from the application of LTD, with no loss of generality, at one loop, clearly yielding to the known parametric form of NMLT. Let us remark that this approach is different from the one in [60], where the use of the application of LTD is carried out at three loops. The causal propagators \(\lambda^\pm_i\) of this topology are expressed as follows,

\[\lambda^+_1 = q^{(+)}_{(1,3),0} \pm p_{1,0}, \quad \lambda^-_2 = q^{(+)}_{(1,2),0} \pm p_{2,0}, \quad \lambda^-_3 = q^{(+)}_{(2,3),0} \pm p_{3,0}, \quad (3.3)\]

where, as mentioned in the former section, \(q^{(+)}_{s_i,0} = \sum_{i \in s_i} q^{(+)}_{i,0}\), contains all internal lines that connects two vertices. In effect, the causal propagators of Eq. (3.23) of Ref. [60] can be extracted by considering the sets \(s_1 = \{1, 2\}, s_2 = \{12\}\) and \(s_3 = \{3, \ldots, L + 1\}\).

Let us now draw the attention to a topology built from four vertices, which corresponds to the \(N^2\)MLT configuration. By connecting all vertices themselves, one finds,

\[A^{(L)}_{N^2\text{MLT}} = \begin{pmatrix} p_2 & s_2 & p_3 \\ p_1 & s_1 & p_4 \\ s_4 & s_3 & p_5 \end{pmatrix} = \begin{pmatrix} s_1 & s_2 & s_3 \\ s_4 & s_5 & s_6 \end{pmatrix}, \quad (3.4)\]

where the r.h.s. clearly is the “planarised” form of the l.h.s. and this topology is often called Mercedes-Benz-like diagram. The causal representation of the \(N^2\)MLT configuration is found to be,

\[A^{(L)}_{N^2\text{MLT}} = -\int_{\ell_1, \ldots, \ell_L} \frac{1}{XL+3} \left[ L_{12}^+ \Lambda^-_{34} + L_{13}^+ \Lambda^-_{24} + L_{23}^+ \Lambda^-_{14} + (\lambda^+_i \leftrightarrow \lambda^-_i) \right], \quad (3.5)\]

with the shorthand notation,

\[\Lambda^\pm_{ij} = \left( \frac{1}{\lambda^\pm_i} + \frac{1}{\lambda^\pm_j} \right), \quad L^\pm_{ij} = \frac{1}{\lambda^\mp_{ij}} \left( \frac{1}{\lambda^\pm_i} + \frac{1}{\lambda^\pm_j} \right). \quad (3.6)\]

We also suggestively name the causal propagators \(\lambda_i\) and \(\lambda_{ij}\), according to their dependence on the external momenta, \(p_i\) and \(p_{ij} = p_i + p_j\), respectively,

\[\lambda^+_1 = q^{(+)}_{(1,4,5),0} \pm p_{1,0}, \quad \lambda^-_2 = q^{(+)}_{(1,2,6),0} \pm p_{2,0}, \quad \lambda^-_{12} = q^{(+)}_{(2,4,5,6),0} \pm p_{12,0}. \]

\[^2\text{We closely follow the notation of Ref. [60], where } i \equiv \ell_i, 12 \equiv -\ell_1 - \ell_2 + p_2 \text{ and } L + 1 \equiv -\sum_{i=1}^L \ell_i - p_1.\]
\[ \lambda^\pm_3 = q^{(+)}_{(2,3,5),0} \pm p_{3,0} , \quad \lambda^\pm_{13} = q^{(+)}_{(1,2,3,4),0} \pm p_{13,0} , \]
\[ \lambda^\pm_4 = q^{(+)}_{(3,4,6),0} \pm p_{4,0} , \quad \lambda^\pm_{23} = q^{(+)}_{(1,3,5,6),0} \pm p_{23,0} , \] (3.7)

with the momentum conservation \( p_1 + p_2 + p_3 + p_4 = 0 \). Allowing, in this way, to express \( A_{N^2\text{MLT}} \) in the most compact form,
\[ A^{(L)}_{N^2\text{MLT}} = - \int \frac{1}{x_{L+3}} \sum_{i=1}^{4} \sum_{j=i+1}^{4} L^\pm_{ij} \frac{1}{\lambda^k} . \] (3.8)

In order to read this sum, one has to take into account that, because of momentum conservation,
\[ \lambda^\pm_{34} = \lambda^\mp_{12} , \quad \lambda^\pm_{14} = \lambda^\mp_{23} , \quad \lambda^\pm_{24} = \lambda^\mp_{13} . \] (3.9)

The expression (3.5) is obtained by applying the LTD theorem on the three-loop Mercedes-Benz like diagram, whose internal lines are expressed by convenience as,
\[ \{ q_1, \ldots , q_6 \} = \{ \ell_1, \ldots , \ell_L, -\ell_2 + \ell_3 - p_3, \ell_1 - \ell_3 - p_1, \ell_3, -\ell_1 + \ell_2 - p_2 \} . \] (3.10)

Let us remark that although we apply LTD on this topology with six internal lines, the very same behaviour, independently of the loop order, is identical when each edge contains more than a single element.

The notation \( \lambda^\pm_i \) in Eq. (3.7) is slightly different to the one found in Ref. [60], which is due to the way how the internal sets \( s_i \) have been constructed. In particular, the extension to \( L \) loops in the latter was only carried out in the set \( s_5 \), by considering \( s_5 = \{ 4, \ldots , L + 1 \} \), while each of the other sets contains only one element. Hence, the notation,
\[ q^{(+)}_{(i_1, i_2, \ldots , i_r),0} = \sum_{k \in i_1 \cup i_2 \cup \cdots \cup i_r} q^{(+)}_{k,0} , \] (3.11)
is straightforwardly extended.

### 3.2 Removing and collapsing procedures

The causal representation of \( N^2\text{MLT} \) displays a much richer structure than the NMLT configuration. It is for this reason that the question about the existence of a relation among these loop topologies, and extension to others with higher orders in edges and vertices, is well posed. Then, to understand this pattern, we give a preliminary answer to the latter by introducing two procedures at the level of the topologies: removing and collapsing.

#### 3.2.1 Removing

In order to start this discussion, let us recap the way how the causal representation of the NMLT and \( N^2\text{MLT} \) configurations have been generated. In particular, the NMLT configuration was obtained through the application of LTD on a one-loop three-point scalar integral,
whereas the N\textsuperscript{2}MLT configuration was generated by the application of LTD on a three-loop three-point scalar integral. However, the very same structure of both integrands holds when more internal lines are included and it is the reason for working with edges in the present manuscript. Notice that the only difference when considering more internal lines (or more elements in the edges) is the presence of additional $q_{i,0}^{(+)}$'s in the definition of $\lambda_{i}^{\pm}$. Hence, understanding the removing operation of elements in an edge is straightforward: one sets the corresponding $q_{i,0}^{(+)} \rightarrow 0$. Interestingly, this operation can also directly be applied on edges, taking into account that the resulting topology, after the removing, cannot be disconnected.

Then, with this procedure, we consider the N\textsuperscript{2}MLT topology and remove, with no loss of generality, the edges $s_{5}$ and $s_{6}$ (see Eq. (3.4)). This procedure corresponds to setting $q_{s_{5},0}^{(+)}$, $q_{s_{6},0}^{(+)} \rightarrow 0$ in the definition of $\lambda_{i}^{\pm}$'s,

$$\mathcal{R}_{(5,6)} \begin{bmatrix} s_{1} & s_{2} & s_{6} \\ s_{4} & s_{3} & s_{3} \end{bmatrix} \rightarrow \begin{bmatrix} s_{1} & s_{2} \\ s_{4} & s_{3} \end{bmatrix}.$$  \hspace{1cm} (3.12)

Here and in the following, the operator $\mathcal{R}_{i_{1},i_{2},\ldots,i_{N}[\#]}$ corresponds to removing the edges $s_{i_{1}}, s_{i_{2}}, \ldots, s_{i_{N}}$ in the multi-loop topology. In effect, this operation introduces simplifications in the expression (3.5),

$$L_{i_{1}}^{\pm} \Lambda_{24}^{\pm} \rightarrow \frac{1}{\lambda_{1}^{\pm} \lambda_{3}^{\pm}} \Lambda_{24}^{\pm} = \frac{1}{\lambda_{2}^{\pm} \lambda_{3}^{\pm}} \Lambda_{13}^{\pm}. \hspace{1cm} (3.13)$$

Thus, recovering the causal representation of a one-loop box calculated from the standard application of LTD, with only 6 causal thresholds. A noteworthy feature of this operation is that the dependence on the causal threshold $\lambda_{j_{3}}^{\pm}$ is completely dropped, which is in agreement with the diagrammatic perspective, since no edge is connecting the external momenta $p_{1}$ and $p_{3}$ (or $p_{2}$ and $p_{4}$). Nonetheless, the same simplification is obtained by removing either $s_{5}$ or $s_{6}$ as is noted in the first and second term in the r.h.s. of Eq. (3.13), respectively.

In the former result, we were interested in the part of the integrand that only contains $\lambda_{i}^{\pm}$. However, setting any $q_{s_{i},0}^{(+)} \rightarrow 0$ introduces a singularity in $x_{L+3}$, which is healed by taking the following limit,

$$dA_{N_{2}^{2}MLT}^{(L-|s_{i}|)} = \lim_{q_{s_{i}}^{(+)} \rightarrow 0} 2q_{s_{i}}^{(+)} dA_{N_{2}^{2}MLT}^{(L)}, \hspace{1cm} (3.14)$$

where the integrand $dA_{N_{2}^{2}MLT}^{(L)}$ has previously defined in Eq. (2.2) and, abusing of notation, $|s_{i}|$ corresponds to the number of elements of the set $s_{i}$. In case of removing more internal lines, one elaborates on the application of a nested limit.

So far we have considered topologies constructed from linear Feynman propagators, however, the removing procedure (3.14) can be extended to the general case with raised powers in the Feynman propagators. For instance, removing one internal internal line, say $i$, whose propagator is raised to power $m_{i}$, one gets,

$$dA_{N_{1}^{2}MLT}^{(L-1)} = \frac{(-1)^{m_{i}-1}}{2^{m_{i}-1} (2m_{i} - 3)!!} \lim \left(2q_{i}^{(+)m_{i}}\right)^{2m_{i}-1} dA_{N_{1}^{2}MLT}^{(L)}, \hspace{1cm} (3.15)$$
that nestedly can be applied to all internal lines of a given edge.

### 3.2.2 Collapsing

In the former discussion, we provided a procedure to obtain, without the application of the LTD formalism, topologies that are related by the number of vertices and regardless of the number of edges. It is indeed desirable to recover topologies with lower number of vertices by applying a similar procedure like removing. The motivation for doing this is to compute one complicated topology once and for all, and as a byproduct, all topologies with lower number of vertices. To this end, in this section, we introduce the collapsing procedure that, together with removing, allows for a unified framework to generate any causal representation from the richest topology with the highest number of vertices and edges. Let us emphasise that the collapsing procedure is not intended to be an operation that shrinks an edge to a point. On the contrary, every time this operation is applied, it removes one vertex and the edges that are attached to it. Thus, passing at each iteration from \( n \) to \( n - 1 \) vertices.

In order to elaborate on the collapsing procedure, we consider the \( N^2 \)MLT configuration and remove the edges \( s_3, s_4, s_6 \) and the external momenta \( p_4 \) (see Eq. (3.4)),

\[
C^{(p_4)}_{(3,4,6)} \rightarrow \begin{bmatrix}
\begin{array}{c}
p_2 \\
p_3 \\
\end{array}
\end{bmatrix}
\rightarrow \begin{bmatrix}
\begin{array}{c}
\cdot \\
\cdot \\
\end{array}
\end{bmatrix}
\]

with \( C^{(p_{r_1})}_{(i_1,i_2,...,i_N)}[\#] \) the operator that collapses the internal lines \( i_1, i_2, \ldots, i_N \) and removes the external momenta \( p_{r_1} \). Certainly, the r.h.s. of Eq. (3.16) should recover the known structure for NMLT. However, when removing these edges together with the external momentum, one notices that there is a causal propagator that introduces a singularity, \( \lambda_{\pm} \). Hence, to make a smooth transition from \( N^2 \)MLT to NMLT, we firstly compute the limit when \( \lambda_{\pm} \rightarrow 0 \) and nestedly the ones that involve, in this case, \( s_3, s_4, s_6 \) and \( p_{4,0} \),

\[
dA_{NMLT} = -\frac{1}{2} \lim_{s_3, s_4, s_6 \rightarrow 0} \prod_{i \in s_3 \cup s_4 \cup s_6} 2q_i^{(+)} \lim_{\lambda_5^{\pm} \rightarrow 0} \lambda_5^{\pm} dA_{N^2MLT}. \tag{3.17}
\]

The nested limits in Eq. (3.17) express all \( \lambda_{ij}^{\pm} \) as,

\[
\lambda_{12}^{\pm} \rightarrow \lambda_3^{\mp}, \quad \lambda_{13}^{\pm} \rightarrow \lambda_2^{\mp}, \quad \lambda_{23}^{\pm} \rightarrow \lambda_1^{\mp}, \tag{3.18}
\]

where the momentum conservation \( p_1 + p_2 + p_3 = 0 \) is taken into account, thus, recovering the very same expression of Eq. (3.2).

Analogously, for the \( A_{MLT} \), we have a nested limit,

\[
dA_{MLT} = \frac{1}{4} \lim_{s_2,...,s_6 \rightarrow 0} \prod_{i \in s_2 \cup s_4 \cup s_6} 2q_i^{(+)} \lim_{\lambda_5^{\pm} \rightarrow 0} \lambda_5^{\pm} \lim_{\lambda_6^{\pm} \rightarrow 0} \lambda_6^{\pm} dA_{N^2MLT}. \tag{3.19}
\]
where $\lambda_2^+ \to \lambda_1^\pm$ and $p_1 + p_2 = 0$.

In the former discussions, we have introduced two procedures, \textit{removing} and \textit{collapsing}, to generate any kind of loop topology independently of the number of vertices and edges. In particular, we consider the relations between $N^2\text{MLT}$ with less number of edges and the transition from $N^2\text{MLT}$ to NMLT and MLT. We observe that starting from an $N^k\text{MLT}$ topology, with $k + 2$ vertices, allows for a straightforward reconstruction of the causal representation of all lower topologies. It is also clear that more complexity is expected when more vertices are included. However, as shall be noted in the following section, one can use the removing and collapsing procedures to understand the causal representation of $N^k\text{MLT}$ from $N^{k-1}\text{MLT}$ configurations.

The most general topology with a given number of vertices is generated by considering all edges, namely, all possible connections among vertices, as done in NMLT and $N^2\text{MLT}$. The reason of being the most general as possible in the generation of topologies is to extract without any ambiguity the causal propagators that appear in a given topology. The aim of the latter is to generate yet a causal representation of multi-loop topologies without making use of the LTD formalism, by means of the application of the nested residue.

4 Five-vertex topologies and beyond

Following the same discussion of the former section, we start from a topology containing five vertices with all possible adjacencies among themselves, as depicted in Fig. 1, where the grey lines do not cross among themselves.

4.1 Causal representation of five-vertex topologies

In order to harness of the LTD formalism and, therefore, the causal representation, we need to consider a topology at six loops with ten denominators,

\begin{equation}
q_i = \begin{cases} 
\ell_i, & i = 1, \ldots, 6 \\
\ell_1 - \ell_4 - \ell_5 - p_1, & i = 7 \\
\ell_2 - \ell_1 - \ell_6 - p_2, & i = 8 \\
\ell_3 - \ell_2 + \ell_5 - p_3, & i = 9 \\
\ell_4 - \ell_3 + \ell_6 - p_4 & i = 10
\end{cases}
\end{equation}

Figure 1. Multi-loop topology with five vertices and ten internal lines.
whose causal propagators are found to be,

\[
\begin{align*}
\lambda_1^\pm &= q_{(1,4,5,7),0}^{(+)} \pm p_{1,0}, & \lambda_{12}^\pm &= q_{(2,4,5,6,7,8),0}^{(+)} \pm p_{12,0}, & \lambda_{24}^\pm &= q_{(1,2,3,4,8,10),0}^{(+)} \pm p_{24,0}, \\
\lambda_2^\pm &= q_{(1,2,6,8),0}^{(+)} \pm p_{2,0}, & \lambda_{13}^\pm &= q_{(1,2,3,4,7,9),0}^{(+)} \pm p_{13,0}, & \lambda_{35}^\pm &= q_{(2,3,5,7,8,10),0}^{(+)} \pm p_{35,0}, \\
\lambda_3^\pm &= q_{(2,3,5,9),0}^{(+)} \pm p_{3,0}, & \lambda_{23}^\pm &= q_{(1,3,5,6,8,9),0}^{(+)} \pm p_{23,0}, & \lambda_{34}^\pm &= q_{(2,4,5,6,9,10),0}^{(+)} \pm p_{34,0}, \\
\lambda_4^\pm &= q_{(3,4,6,10),0}^{(+)} \pm p_{4,0}, & \lambda_{45}^\pm &= q_{(3,4,6,7,8,9),0}^{(+)} \pm p_{45,0}, & \lambda_{25}^\pm &= q_{(1,2,6,7,9,10),0}^{(+)} \pm p_{25,0}, \\
\lambda_5^\pm &= q_{(7,8,9,10),0}^{(+)} \pm p_{5,0}, & \lambda_{14}^\pm &= q_{(1,3,5,6,7,10),0}^{(+)} \pm p_{14,0}, & \lambda_{15}^\pm &= q_{(1,4,5,8,9,10),0}^{(+)} \pm p_{15,0}.
\end{align*}
\]

Let us remark that the causal representation of this diagram will contain a product of four causal propagators, which is expected e.g. from a one-loop pentagon – no internal lines in Fig. 1. Nevertheless, not all products of \( \lambda_i \)'s in (4.2) will appear in the representation. In effect, there will be products of two \( \lambda_i^\pm \)'s, that cannot appear because of the incompatible alignment of internal and external momenta. In other words, these two causal propagators will correspond, from a graphical point of view, to an overlapping. Let us illustrate this point by considering a possible entanglement between \( \lambda_{12}^\pm, \lambda_{14}^\pm, \lambda_{12}^\pm, \lambda_{34}^\pm \). In Fig. 2 (left), we note that the causal thresholds \( \lambda_{12}^\pm, \lambda_{14}^\pm \) cannot be considered together when providing a candidate for the causal representation, whereas, \( \lambda_{12}^\pm, \lambda_{34}^\pm \) in Fig. 2 (right), appear with combinations of other \( \lambda_i^\pm \)'s. Similarly, we can apply the same procedure to tuples of length three.\(^3\)

Remarkably, the features described for the loop topology of Fig. 2 with either overlapped or entangled causal thresholds may be related to the Steinmann relations \([70–76]\), since they state that double discontinuities in overlapping cuts vanish. Hence, from the latter there is the support that \( \lambda_{12}^\pm, \lambda_{14}^\pm \) cannot appear together in the causal representation of this loop topology. The Steinmann relations have been considered in recent works \([77–81]\) and read as follows,

\[
\text{Disc}_{s_I} \left( \text{Disc}_{s_J} A_N^{(L)} \right) = 0, \quad \text{where} \quad \left\{ \begin{array}{l}
\quad I \nsubseteq J, \\
\quad J \nsubseteq I,
\end{array} \right. \quad (4.3)
\]

where \( \text{Disc}_{s_I} A_N^{(L)} \) represents the discontinuity of the scattering amplitude (or Feynman integral) of Eq. (2.1) at the kinematic invariant \( s_I = \left( \sum_{i \in I} p_i \right)^2 \) generated by the external

\(^3\)This procedure has been implemented in \textsc{Mathematica} by studying the direction of all causal propagators according to the presence of external momenta.
momenta that belong to the set \( I \). A naive interpretation of the Steinmann relations within our framework may be given by promoting the kinematic invariants \( s_i \) to the sum of energies of external momenta present in the causal propagators.

In effect, with the above considerations, one can provide an Ansatz, which, in principle, has to be the most general one. Additionally, due to the constraints given by the tuples of \( \lambda_i^\pm \), one can significantly reduce the number of parameters to fit or, equivalently, the number of linear equations to solve. In order to speed up their solution, we make use of the analytic reconstruction over finite fields [82–85]. In particular, with the use of the publicly C++ code FiniteFlow [84]. Hence, the causal representation of the six-loop five-point scalar integral becomes,

\[
A^{(L)}_{N^3MLT} = \int_{\ell_1, \ldots, \ell_L} \frac{1}{x_{L+4}} \sum_{i=1}^{5} \sum_{j=i+1}^{5} L_{ij}^+ L_{kl}^- .
\] (4.4)

We remark that this expression has been obtained from an Ansatz and numerically checked with the residues generated from the nested application of LTD. Moreover, we can perform further checks by considering the removing and collapsing procedures, presented in Sec. 3.

Since the expression (4.4) corresponds to \( N^3MLT \), we can begin collapsing all edges that connect the momentum \( p_5 \) with other vertices, by setting to zero the edges \( s_7, s_8, s_9, s_{10} \) and the external momentum \( p_5 \). This operation leads to \( \lambda_5^\pm \to 0 \). Then, looking only at the contribution proportional \( (\lambda_5^\pm)^{-1} \) in (4.4),

\[
A^{(L)}_{N^3MLT} = \int_{\ell_1, \ldots, \ell_L} \frac{1}{x_{L+4}} \left( \frac{1}{\lambda_5^i} \sum_{j=i+1}^{4} \sum_{k=1}^{4} L^+_{ij} \frac{1}{\lambda_{k5}} + \left( \lambda_i^+ \leftrightarrow \lambda_j^- \right) \right) + O \left( (\lambda_5^\pm)^0 \right) ,
\] (4.5)

and applying the collapsing procedure of Eq. (3.17), one exactly recovers the known result of Eq. (3.5), after setting the corresponding \( q_s \to 0 \) in the definition of the causal propagators (4.2) or equivalently considering that \( \lambda_{k5} \to \lambda_k^\pm \).

In Ref. [61], it has been recently computed the multi-loop LTD decomposition of a scattering amplitude at four loops. On top of it, a causal representation of the four-loop topology, with five external momenta and eight internal lines, was also presented, which is expressed in terms of thirteen causal propagators. In fact, the topology we are referring to corresponds to the diagram of Fig 1 without grey lines. Furthermore, within the \textit{removing} procedure presented in Sec. 3, we obtain the causal representation by simply setting to zero the lines \( q_{s5} \) and \( q_{s6} \). By doing so, and looking at the definition of causal propagators (4.2), we note that, in principle, we get more \( \lambda_i^\pm \) than expected. Also, the expression in Eq. (4.4) contains 120 terms instead of 98, as in the four-loop diagram. Nonetheless, the same pattern, already
seen in Eq. (3.13) for the transition of a three-loop Mercedes-Benz like diagram to a one-loop box, is found here. In particular,

\[ L_{13}^\pm \rightarrow \frac{1}{\lambda_1^\pm \lambda_3^\pm}, \quad L_{24}^\pm \rightarrow \frac{1}{\lambda_2^\pm \lambda_4^\pm}, \]  

(4.6)
dropping the dependence, in the causal representation, on \( \lambda_{13}^\pm \) and \( \lambda_{24}^\pm \), and, thus, recovering the 98 terms.\(^4\)

An alternative explanation to this cancellation, directly from the diagram of Fig. 1, can be given by noticing that the external momenta \( p_1, p_3 \) or, equivalently, \( p_2, p_4 \) are not connected among themselves. Hence, no threshold singularity may be generated from these external momenta.

\(^4\)Let us also comment that for the topology with five vertices and eight edges, we have experimented an alternative approach based on the partial fractioning through the automated codes MULTIVARIATEAPART [86] and the Singular [87] library pfd.lib [88], finding 102 causal terms instead of 98.

| Topology | dim \( \lambda_i^\pm \) | Entanglement | # Causal terms |
|----------|-----------------|--------------|----------------|
| ![Topology 1](image1) | 1               | 1            | 2              |
| ![Topology 2](image2) | 3               | 2            | 6              |
| ![Topology 3](image3) | 6               | 3            | 20             |
| ![Topology 4](image4) | 1               | 1            | 2              |
| ![Topology 5](image5) | 6               | 3            | 20             |
| ![Topology 6](image6) | 10              | 3            | 70             |
| ![Topology 7](image7) | 11              | 3            | 76             |
| ![Topology 8](image8) | 6               | 3            | 20             |
| ![Topology 9](image9) | 7               | 3            | 24             |
| ![Topology 10](image10) | 13              | 4            | 98             |

*Table 1.* Selected topologies generated from the causal representation of the \( N^3 \)MLT configuration by applying the *removing* and *collapsing* procedures.
Therefore, based on the above-mentioned considerations, we remark that the application of a four-loop five-point scalar diagram, with eight internal lines, studied in Ref. [61] is a particular case of the $A^{(L)}_{N^3\text{MLT}}$ presented in this section. We also observe that the former cannot reconstruct the full structure of $A^{(L)}_{N^3\text{MLT}}$, by using the collapsing procedure. It, however, can reconstruct the causal representation of a one-loop box, by removing all internal lines that connect to e.g. $p_5$. On top of it, by applying the removing and collapsing procedures on $A^{(L)}_{N^3\text{MLT}}$, we generate the causal representation of topologies of up-to four loops. These topologies are summarised in Table 1, where $\dim \lambda^\pm_i$, as shall be explained in the following section, corresponds to the number of causal propagators present in a given topology. Entanglement accounts for the number of causal propagators present in each causal term. # Causal terms corresponds to the number of terms expressed in terms of causal propagators. For instance, the one-loop box discussed in Sec. 3.2.1 has $\dim \lambda^\pm_i = 6$ (causal thresholds), Entanglement = 3 and # Causal terms = 20.

4.2 Causal propagators beyond five vertices

In the former sections, we study the causal representation of $A^{(L)}_{N^3\text{MLT}}$, with $k = 0, 1, 2, 3$, finding an interesting pattern in the structure of $\lambda^\pm_i$. In the following, we summarise our findings and generalise to the $n$-vertex case.

(i) A topology with $n$ vertices, containing $n$ external momenta, has

$$\dim \lambda^\pm_i = 2^{n-1} - 1,$$

with $\dim \lambda^\pm_i$ the number of causal propagators presented in each topology. In the results of Eqs. (3.3), (3.7) and (4.2), we use momentum conservation to have the first $n$ causal propagators in terms of a single external momentum. Namely, that the largest subset of external momenta, $\{p_1, p_2, \ldots, p_{n-1}\}$, is replaced by a subset with only one element, $\{p_n\}$.

Let us remark that the numbers in Eq. (4.7) accounts for the causal propagators when all possible connections among vertices are taken into account. Hence, if there are tuples of vertices that are not connected, they have to be subtracted out from the initial counting. This is indeed the case of the five-vertex diagram of Fig 1, with and without the grey edges, since in the latter the external momenta $p_2, p_4$ and $p_1, p_3$ are not connected. Therefore, these subsets have to be removed from (4.7), as found in the previous section by considering the direct application of LTD.

(ii) The structure of each causal propagator is straightforwardly obtained, provided that all subsets of external momenta are properly generated. As mention in (i), we make use of momentum conservation to have subsets of momenta with the minimal number of elements. Thus, for a topology with $n$ external momenta, we consider subsets with up to $[n/2]^5$ elements, allowing for a straightforward generation of all causal propagators.

5[$x$] corresponds to the integral part or integer part of $x$. 
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Table 2. Features of topologies with Maximal number of edges, loops and causal propagators according to the number of vertices. In the topology with $n$ vertices, the grey vertices account for all possible connections among vertices.

| Vertices | Edges | Loops | $\text{dim}\lambda^\pm$ |
|----------|-------|-------|------------------------|
| 2        | 1     | 0     | 1                      |
| 3        | 3     | 1     | 3                      |
| 4        | 6     | 3     | 7                      |
| 5        | 10    | 6     | 15                     |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $n$      | $\binom{n}{2}$ | $\frac{(n-1)(n-2)}{2}$ | $2^{n-1} - 1$ |

Figure 3. Particular two-loop topology with six vertices and seven internal lines.

For subsets with only one element, e.g. $p_i$, we only need to consider the internal lines that are connecting the momentum $p_i$. Similarly, for subsets with more than one element, say $p_i$ and $p_j$, we collapse these momenta in a single one, $p_{ij}$, and consider all the internal lines that are connecting to this “new” external momentum, taking into account that the connecting line between $p_i$ and $p_j$ is not considered.

Notably, from (i), we can know all features of the most general topology made of $n$ vertices, because the maximum number of edges, loops and causal propagators are directly related to the number of vertices, as it is summarised in Table 2 for all topologies studied until now as well as the generalisation to $n$ vertices.

In order to illustrate these points, let us consider, for illustrative reasons, a two-loop planar double box with six external legs. Hence, according to (i), one starts with 31 causal propagators, nevertheless, only 15 true ones correspond to the possible threshold singularities that can be obtained in a topology of seven propagators. Thus, taking into account (ii), we find,

$$\lambda_1^\pm = q_{(1,2)}^{(+)} \pm p_{1,0}, \quad \lambda_6^\pm = q_{(1,6,7)}^{(+)} \pm p_{6,0}, \quad \lambda_{45}^\pm = q_{(4,6)}^{(+)} \pm p_{45,0},$$
\[
\begin{align*}
\lambda_2^\pm &= q_{(2,3)}^{(+)} \pm p_{2,0}, & \lambda_{12}^\pm &= q_{(1,3)}^{(+)} \pm p_{12,0}, & \lambda_{56}^\pm &= q_{(1,5,7)}^{(+)} \pm p_{56,0}, \\
\lambda_3^\pm &= q_{(3,4,7)}^{(+)} \pm p_{3,0}, & \lambda_{16}^\pm &= q_{(2,6,7)}^{(+)} \pm p_{16,0}, & \lambda_{123}^\pm &= q_{(1,4,7)}^{(+)} \pm p_{123,0}, \\
\lambda_4^\pm &= q_{(4,5)}^{(+)} \pm p_{4,0}, & \lambda_{23}^\pm &= q_{(2,4,7)}^{(+)} \pm p_{23,0}, & \lambda_{234}^\pm &= q_{(2,5,7)}^{(+)} \pm p_{234,0}, \\
\lambda_5^\pm &= q_{(5,6)}^{(+)} \pm p_{5,0}, & \lambda_{34}^\pm &= q_{(3,5,7)}^{(+)} \pm p_{34,0}, & \lambda_{345}^\pm &= q_{(3,6,7)}^{(+)} \pm p_{345,0}.
\end{align*}
\]

The structure of all \( \lambda_i^\pm \) in Eq. (4.8) are in agreement with the ones found with the standard application of the nested residue implemented in LOTTY [89].

5 Causal representation of loop topologies without LTD

In Secs. 3 and 4, we study the causal representation of loop topologies made of up-to five vertices, by following the application of LTD. Interestingly, the structure of these topologies, thanks to the knowledge of all causal propagators, can be inferred by properly accommodating tuples of \( \lambda_i^\pm \). This is carried out by following the approaches summarised in Fig. 2 and the items (i) and (ii). In this section, we generate the causal representation of loop topologies made of up-to nine vertices, without making use of LTD, but considering only the collapsing procedure. The latter is to cross-check the result, obtained from an Ansatz, of an \( N^k \) MLT with the corresponding lower topology, \( N^{k-1} \) MLT.

Since the relevant information of the causal representation of a given topology only comes from the part that contains the causal propagators, \( \lambda_i^\pm \), we do not consider the prefactors \( x_{L+k} \). The latter indeed can be recovered at the end of the calculation.

- The MLT configuration can only have a causal threshold. Hence,
  \[
  dA_{MLT}^{(L)} \sim \frac{1}{\lambda_1^\pm} + \frac{1}{\lambda_1^-},
  \]

- The NMLT configuration has 3 causal propagators that do not overlap among themselves. The only subtlety that one has to account for is the direction of \( \lambda_i^\pm \). Then, by organising these causal propagators in couples,
  \[
  dA_{NMLT}^{(L)} \sim \sum_{\sigma_{ij}} \frac{1}{\lambda_i^\pm \lambda_j^-},
  \]
  with \( \sigma_{ij} = \{\{1, 2\}, \{1, 3\}, \{2, 1\}, \{2, 3\}, \{3, 1\}, \{3, 2\}\} \).

- The \( N^2 \) MLT configuration has 7 causal propagators that working with subsets can be understood as,
  \[
  \vec{\lambda}_i^\pm = \{\{1\}, \{2\}, \{3\}, \{4\}, \{1, 2\}, \{1, 3\}, \{2, 3\}\},
  \]
  where, abusing of notation, \( \vec{\lambda}_i^\pm \) is an array with all causal propagators. Let us emphasise that we are interested in the structure of the latter given by the external momenta. For
this reason, the expression of the edges in terms of \( q^{(+)}_{a_i,0} \) is not needed. Noticed that two causal propagators that have two external momenta, e.g. \( \{1, 2\} \) and \( \{1, 3\} \), cannot be entangled. Thus, we have,

\[
d\mathcal{A}_{N^2MLT}^{(L)} \sim \sum_{i=1}^{4} \sum_{j=i+1}^{4} \frac{1}{\lambda_{ij}^+} f_{ij} (\{\lambda_{ij}^\pm\}) ,
\]

where in the test function \( f_{ij} \), we are left with causal propagators with a single external momentum, \( \{i\} \). Then, thanks to this notation, it is clear that \( \lambda_i^\pm \) (or \( \lambda_j^\pm \)) can be “entangled” with \( \lambda_{ij}^\pm \), thus,

\[
d\mathcal{A}_{N^2MLT}^{(L)} \sim \sum_{i=1}^{4} \sum_{j=i+1}^{4} \left( \frac{1}{\lambda_{ij}^+} \right) f_{ij} (\{\lambda_{ij}^\pm\}) = \sum_{i=1}^{4} \sum_{j=i+1}^{4} L_{ij}^+ f_{ij} (\{\lambda_{ij}^\pm\}) ,
\]

but also to causal propagators whose flow is in the opposite direction, e.g.,

\[
\frac{1}{\lambda_{12}^+} \left( \frac{1}{\lambda_{1}^+} + \frac{1}{\lambda_{3}^+} \right) \left( \frac{1}{\lambda_{3}^+} + \frac{1}{\lambda_{4}^+} \right) .
\]

This consideration amounts to the results found in Eq. (3.8),

\[
d\mathcal{A}_{N^2MLT}^{(L)} \sim \sum_{i=1}^{4} \sum_{k=1}^{4} \sum_{j=k+1}^{4} \sum_{l \neq i,j}^{4} \frac{1}{\lambda_{k}^+} L_{ij}^+ L_{kl}^- .
\]

- Let us now draw our attention to the N^3MLT, whose 15 causal propagators can be chosen to be,

\[
\bar{\lambda}_i^\pm = \{\{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{1, 2\}, \{1, 3\}, \{1, 4\}, \{1, 5\}, \{2, 3\}, \{2, 4\}, \{2, 5\}, \{3, 4\}, \{3, 5\}, \{4, 5\}\} .
\]

Differently to the N^2MLT configuration, there will be products of pairs \( \lambda_{ij}^\pm \) that will be allowed. In fact,

\[
\{\{1, 2\}, \{3, 4\}\}, \{\{1, 2\}, \{3, 5\}\}, \{\{1, 2\}, \{4, 5\}\}, \{\{1, 3\}, \{2, 4\}\}, \{\{1, 3\}, \{2, 5\}\}, \\
\{\{1, 3\}, \{4, 5\}\}, \{\{1, 4\}, \{2, 3\}\}, \{\{1, 4\}, \{2, 5\}\}, \{\{1, 4\}, \{3, 5\}\}, \{\{1, 5\}, \{2, 3\}\}, \\
\{\{1, 5\}, \{2, 4\}\}, \{\{1, 5\}, \{3, 4\}\}, \{\{2, 3\}, \{4, 5\}\}, \{\{2, 4\}, \{3, 5\}\}, \{\{2, 5\}, \{3, 4\}\}\} .
\]

where, due to the knowledge of the N^2MLT, each subset can be understood as,

\[
\{\{i, j\}, \{k, l\}\} \to L_{ij}^+ L_{kl}^- + L_{ij}^- L_{kl}^+ .
\]

Thus, recovering the results of Eq. (4.4),

\[
d\mathcal{A}_{N^3MLT}^{(L)} \sim \sum_{i=1}^{5} \sum_{j=i+1}^{5} \sum_{k=1}^{5} \sum_{l=k+1}^{5} \sum_{k,l \neq i,j}^{5} L_{ij}^+ L_{kl}^- .
\]
The results previously described were computed by means of the application of LTD on topologies of up-to six loops, then the cross-check is straightforward. Let us now consider a more involved topology, the $N^4$MLT, whose 31 causal propagators can be chosen to be,

\[ \bar{\chi}^\pm_i = \{\{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{6\}, \{1, 2\}, \{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 6\}, \{2, 3\}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{3, 4\}, \{3, 5\}, \{3, 6\}, \{4, 5\}, \{4, 6\}, \{5, 6\}, \{1, 2, 3\}, \{1, 2, 4\}, \{1, 2, 5\}, \{1, 3, 4\}, \{1, 3, 5\}, \{1, 4, 5\}, \{2, 3, 4\}, \{2, 3, 5\}, \{2, 4, 5\}, \{3, 4, 5\}\].

Firstly, by studying tuples of three elements, we note that none of them can be entangled together, then,

\[
d\mathcal{A}_{N^4\text{MLT}}^{(L)} \sim \sum_{i=1}^{6} \sum_{j=i+1}^{6} \sum_{k=j+1}^{6} \frac{1}{\lambda^\pm_{ijk}} f_{ijk} (\{\lambda_{rs}\}, \{\lambda_r\}) , \tag{5.12}
\]

Now considering the product of pairs, similar to (5.9), we find 45 subsets of the form,

\[
\{\{\{1, 2\}, \{3, 4\}\}, \{\{1, 2\}, \{3, 5\}\}, \{\{1, 2\}, \{4, 5\}\}, \{\{1, 2\}, \{4, 6\}\}, \{\{1, 2\}, \{5, 6\}\}, \{\{1, 3\}, \{2, 4\}\}, \{\{1, 3\}, \{2, 5\}\}, \{\{1, 3\}, \{4, 5\}\}, \{\{1, 3\}, \{4, 6\}\}, \{\{1, 4\}, \{2, 3\}\}, \{\{1, 4\}, \{2, 5\}\}, \{\{1, 4\}, \{2, 6\}\}, \{\{1, 4\}, \{5, 6\}\}, \{\{1, 5\}, \{2, 3\}\}, \{\{1, 5\}, \{2, 4\}\}, \{\{1, 5\}, \{2, 6\}\}, \{\{1, 5\}, \{3, 4\}\}, \{\{1, 5\}, \{3, 6\}\}, \{\{1, 6\}, \{2, 3\}\}, \{\{1, 6\}, \{2, 4\}\}, \{\{1, 6\}, \{2, 5\}\}, \{\{1, 6\}, \{2, 6\}\}, \{\{1, 6\}, \{3, 4\}\}, \{\{1, 6\}, \{3, 5\}\}, \{\{1, 6\}, \{4, 5\}\}, \{\{1, 6\}, \{4, 6\}\}, \{\{1, 6\}, \{5, 6\}\}, \{\{2, 3\}, \{4, 5\}\}, \{\{2, 3\}, \{4, 6\}\}, \{\{2, 3\}, \{5, 6\}\}, \{\{2, 4\}, \{3, 5\}\}, \{\{2, 4\}, \{4, 5\}\}, \{\{2, 4\}, \{4, 6\}\}, \{\{2, 4\}, \{5, 6\}\}, \{\{2, 5\}, \{3, 4\}\}, \{\{2, 5\}, \{3, 5\}\}, \{\{2, 5\}, \{4, 5\}\}, \{\{2, 5\}, \{4, 6\}\}, \{\{2, 5\}, \{5, 6\}\}, \{\{3, 4\}, \{4, 5\}\}, \{\{3, 4\}, \{4, 6\}\}, \{\{3, 4\}, \{5, 6\}\}, \{\{3, 5\}, \{4, 5\}\}, \{\{3, 5\}, \{4, 6\}\}, \{\{3, 5\}, \{5, 6\}\}, \{\{4, 5\}, \{4, 6\}\}, \{\{4, 5\}, \{5, 6\}\}, \{\{4, 6\}, \{5, 6\}\}\} . \tag{5.13}
\]

Notice that the intersection of the elements of the subset \{\{i, j\}, \{k, l\}\} is empty, \{i, j\}∩\{k, l\} = \emptyset. This operation has been implemented in MATHEMATICA for any number of vertices.

Finally, we combine (5.12) and (5.13), bearing in mind that for three given subsets, \{i, j, k\}, \{r, s\}, \{t, u\}, one has to satisfy,

\[
\{r, s\} \subseteq \{i, j, k\} \\
\{t, u\} \cap \{i, j, k\} = \emptyset , \tag{5.14}
\]

Then, the $N^4$MLT configuration can be expressed as follows,

\[
d\mathcal{A}_{N^4\text{MLT}}^{(L)} \sim \sum_{i=1}^{6} \sum_{j=i+1}^{6} \sum_{k=j+1}^{6} \sum_{l=t+1}^{6} \sum_{u=t+1}^{6} L^\pm_{ijk} L^\mp_{itu} , \tag{5.15}
\]

with,

\[
L^\pm_{ijk} = \frac{1}{\lambda^\pm_{ijk}} \left( L^\pm_{ij} + L^\pm_{ik} + L^\pm_{jk} \right) . \tag{5.16}
\]
We remark that, in order to check the validity of this relation, we have used the collapsing procedure to recover the expression of Eq. (5.14). Likewise, we use the removing procedure to generate the causal representation of the s-, t- and u-like diagrams of Ref. [61].

- Similarly, for N^5MLT, N^6MLT, and N^7MLT,

\[ dA^{(L)}_{N^5MLT} \sim \mathcal{O} \sum_{i_1 < i_2 < i_3 \atop j_1 < j_2 < j_3} \sum_{j_1 < j_2 < j_3} \Omega_{i_1 i_2 i_3}^j L^+_{i_1 i_2 i_3} L^-_{j_1 j_2 j_3}, \quad (5.17a) \]

\[ dA^{(L)}_{N^6MLT} \sim \mathcal{O} \sum_{i_1 < i_2 < i_3 < i_4 \atop j_1 < j_2 < j_3} \sum_{j_1 < j_2 < j_3} \Omega_{i_1 i_2 i_3 i_4}^j L^+_{i_1 i_2 i_3 i_4} L^-_{j_1 j_2 j_3}, \quad (5.17b) \]

\[ dA^{(L)}_{N^7MLT} \sim \mathcal{O} \sum_{i_1 < i_2 < i_3 < i_4 \atop j_1 < j_2 < j_3} \sum_{j_1 < j_2 < j_3} \sum_{j_1 < j_2 < j_3 \atop j_1 < j_2 < j_3} \Omega_{i_1 i_2 i_3 i_4}^j L^+_{i_1 i_2 i_3 i_4} L^-_{j_1 j_2 j_3 j_4}, \quad (5.17c) \]

where, in order to simplify the notation in the indices of the sum, we introduce a function, \( \Omega \), that can be either 0 or 1, depending on the intersection of the sets, \( \vec{i} = \{i_1, i_2, \ldots, i_{N_i}\} \) and \( \vec{j} = \{j_1, j_2, \ldots, j_{N_j}\} \),

\[ \Omega_{\vec{i} \vec{j}} = \begin{cases} 1 & \text{if } \vec{i} \cap \vec{j} = \emptyset \\ 0 & \text{otherwise} \end{cases}, \quad (5.18) \]

and,

\[ L^\pm_{i_1 i_2 i_3 i_4} = \frac{1}{\lambda^\pm_{i_1 i_2 i_3 i_4}} (L^\pm_{i_1 i_2 i_3 i_4} + L^\pm_{i_1 i_2 i_3 i_4} + L^\pm_{i_1 i_2 i_3 i_4} + L^\pm_{i_1 i_2 i_3 i_4}). \quad (5.19) \]

Hence, with the above considerations, the extension of the causal representation of a loop topology built from \( k + 2 \) vertices and connecting all internal lines, N^kMLT, can be conjectured to be,

\[ dA^{(L)}_{N^kMLT} \sim \mathcal{O} \sum_{i_1 \ll i_{N_i} \atop j_1 \ll j_{N_j}} \Omega_{\vec{i} \vec{j}}^7 L^+_{i_1 i_2 \ldots i_{N_i}} L^-_{j_1 j_2 \ldots j_{N_j}}, \quad (5.20) \]

where \( i_1 \ll i_{N_i} \) is the lexicographic ordering \( i_1 < i_2 < \cdots < i_{N_i} \) and \( N_i = \lfloor k/2 \rfloor + 1 \) and \( N_j = k - \lfloor k/2 \rfloor \).

In Eqs. (5.17), we provide the explicit causal representation for N^4MLT, N^5MLT, N^6MLT, and N^7MLT without applying the LTD formalism. In fact, applying LTD on these topologies turns out to be not efficient and an unnecessary calculation, which is due to the large number of loop momenta. Let us recall that to compute the most general causal representation of
these topologies, one needs to consider, as summarised in Table 2, 10, 15, 21 and 28 loop momenta, respectively. However, to cross-check our expressions, we make use of the removing procedure presented in Sec. 3 and compare our results with the ones expected from the nested application of the residue at lower loops. To do so, we consider the following loop topologies:

- one-loop topologies with up-to nine external momenta,
- two-loop topologies with up-to seven external momenta,
- ladder triangles up-to four loops,
- three-loop tennis-court like diagram with four external momenta,
- four-loop fishnet with four external momenta.

In order to make the comparison of the general results presented in this section with the particular cases obtained by applying LTD, we focus only on the numerical value of the integrand, finding completely agreement. Additionally, to render the integrand numerically stable, we consider the energy component of the external momenta being imaginary. Thus, no singularities appear when evaluating the results obtained from LTD, which at first corresponds to individual residues containing causal and non-causal propagators, as carefully explained in Ref. [60].

6 Conclusions

The novel representation of the loop-tree duality (LTD) formalism that started in Ref. [59], has allowed for an understanding of an integrand representation displaying only physical information, the so-called causal representation of multi-loop Feynman integrands, introduced in Ref. [60] for three master topologies: Maximal (MLT), Next-to Maximal (NMLT) and Next-to-Next-to Maximal (N^2MLT) loop topologies. In particular, the behaviour at an arbitrary loop order was considered, yet obtaining the same representation in terms of causal propagators. In this paper, we performed a classification of these topologies by introducing the notion of the features a loop topology is characterised by: vertices and edges. While the former can be related at most as the maximum number of external legs, the latter accounts for the collection of all internal lines that connect two vertices. In effect, in this paper, we recalled the causal representation of MLT, NMLT and N^2MLT in terms of vertices and edges. We found that the results of Ref. [60] can be straightforwardly be obtained from the general form of our expressions.

In view of the results of the MLT, NMLT and N^2MLT configurations, with the presence of external momenta, we investigated the relations that may exit among themselves. We noted that from N^2MLT, being the most general topology of them, we could obtain, without performing the nested application of the LTD formalism [62], the causal representation of topologies with less edges and/or less vertices. To this end, we defined two procedures:
removing and collapsing. In the removing procedure, one is interested in only removing edges by keeping fixed the number of vertices. For instance, a one-loop box was obtained by removing two edges in the causal representation of N^2MLT. Likewise, the collapsing procedure reduces the number of vertices, allowing, in this way, to obtain NMLT and MLT from N^2MLT.

Furthermore, we considered the most general topologies made of n vertices, in which the number of edges accounts for all possible connections among vertices. Within the approaches presented in this paper, we extended the results of the two four-loop topologies with eight and nine propagators presented in Ref. [61]. In fact, these topologies correspond to particular cases of our N^3MLT and N^4MLT configurations, where the removing procedure was utilised. Thus, to check our results, we used the collapsing and removing procedures to find a topology with lower complexity. In other words, by computing the most general N^kMLT configuration with k + 2 vertices and all possible edges, the generation of all N^{k−1}MLT is straightforward.

In light of the compact and symmetric formulae of the MLT, NMLT and N^2MLT configurations, we understood a pattern to generate causal representation of multi-loop topologies without making use of the LTD formalism. Following this alternative procedure, we found the causal representation of all topologies up-to N^7MLT, leaving, thus, a conjecture and procedure to generate any topology independently of the number of vertices.

We would be interested to see whether the approach studied in Ref. [90] could efficiently generate similar results to the ones presented in this paper. Given the fact that a purely geometrical approach was applied there, a connection with the current algebraic description will be desirable.
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