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ABSTRACT

This study investigates the problems faced by an agricultural wholesaler arising from an inefficient random storage assignment policy. Research was conducted on warehouse operations and storage policies. The ABC classification technique was used to create a class-based storage assignment policy. This policy was then input into an algorithm that packs products according to how frequently they are ordered. The aim of the algorithm is to store fast-moving products closest to the shipping area. If this is done, the order picking times would decrease by an average of 3 hours 20 mins per day. This would increase the warehouse’s throughput and profitability.

1 INTRODUCTION

Order picking is the retrieval of products from their warehouse storage locations to fulfil customer orders [1]. It is one of the most essential and most expensive warehouse operations [2]. The location of products within the warehouse affects the distance travelled during the order picking process as well as the time taken to pick orders. The travel distance and time influence the efficiency of the order picking operation. To decrease operating costs and increase the number of orders fulfilled per day, products need to be stored in the best available locations.

This project was carried out for FarmCorp SA (a fictitious name), a large-scale wholesaler and distributor of agricultural products in Southern Africa. FarmCorp SA operates a warehouse in Centurion that stores over 14 000 different products, with an average of 190 000 individual products flowing through the warehouse daily. The warehouse faces a storage location assignment problem (SLAP). This problem stems from the warehouse’s random storage assignment policy, which allocates fast-moving products to higher racks from which a forklift is required to collect them. If every order required additional picking time, fewer orders would be completed per day, and as a result customers would wait longer to receive their orders.

These factors contribute to longer order-picking times and reduce the warehouse’s throughput. Quick order fulfilment is a primary component of customer satisfaction; thus long order-picking times lead to customer dissatisfaction. The aim of this project was to increase warehouse throughput by developing a dynamic class-based storage assignment algorithm that stores fast-moving products on lower shelves and closer to the shipping area. This can be achieved through the implementation of an ABC class-based storage policy.
RESEARCH PROBLEM

FarmCorp SA’s Centurion warehouse experiences several problems with its order-picking process owing to its current storage policy. Time is wasted when pickers (the employees responsible for completing orders) are required to search for randomly stored products. Stock stored on high-level shelves requires a forklift for it to be retrieved. Currently, 39 per cent of frequently picked stock is located on high-level shelves, lengthening the time it takes to pick these products. In addition, fast-moving products are often stored far from the shipping area, increasing the distance travelled by pickers.

The warehouse is currently operating at 62 per cent above its overall capacity. As a result, excess products are being stored in the pathways between aisles. This creates obstructions that limit the routes available for pickers and forklifts to use, increasing the distance travelled when picking orders.

Similar products are often stored in different locations because adjacent bins are unavailable. In addition, the computer system does not reroute pickers to secondary bins when the default bin is empty. This leads to pickers incorrectly reporting that products are out of stock. A storage policy that allocates products to default and secondary bins in closer proximity would result in fewer unnecessary restocks and order delays.

At present, an average of 4,900 transactions are picked each day. This is 600 transactions below the target value of 5,500. Reducing the time taken to pick an order would increase the number of transactions picked per day. This increase would have the potential to meet or exceed the target.

LITERATURE REVIEW

Storage operation and potential storage policies were investigated.

3.1 Storage operation

‘Storing’ refers to the activities surrounding the transportation of incoming inventory from the unloading area to specific storage locations in the warehouse and holding it there until it is required [3]. Storage policies specify the location of products within the warehouse [1]. An effective storage policy aims:

1. To minimise the time taken and distance travelled during the order-picking process;
2. To minimise storage costs; and
3. To increase warehouse efficiency [4].

Five main storage assignment policies are described in the literature: random, closest-open, dedicated, full turnover, and class-based.

3.2 Storage policies

A random storage policy places incoming inventory arbitrarily into any empty storage bin. Such a policy is only effective when supported by a computer-based system. Product locations must be accurately recorded in a reliable inventory management system. If not, products become impossible to locate during the order-picking process.

The random storage policy is popular, thanks to its ease of implementation and ability to adapt in line with demand fluctuations [5]. However, the lack of defined storage locations results in disorganisation, poor use of product information, and increased order-picking times in large warehouses (such as FarmCorp SA’s Centurion warehouse) [6].

A closest-open storage policy emerges when pickers are responsible for the random allocation of products. The closest-open storage policy places incoming inventory into the nearest empty storage bin. As a result, products become clustered around the receiving area and dispersed towards the back of the warehouse [7].

Dedicated storage policies allocate products to fixed storage locations. When a product is out of stock, its designated storage location will remain empty. However, pickers become familiar with the product storage layout and can locate products quicker [7].
The full-turnover storage allocation policy is a form of dedicated storage in which products are allocated to storage locations based on turnover. Products with a high turnover are located close to the shipping area, while products with a low turnover are placed furthest from the shipping area [8]. Product turnover rates fluctuate, thus requiring frequent stock relocation [5].

The dedicated and closest-open storage policies are the extremes on the storage policy spectrum [5]. The performance of these two policies has been compared in many studies. The results find that the closest-open storage policy is the best suited for high space-utilisation warehouses, whereas the dedicated storage policy is best suited for low space-utilisation warehouses [9].

The class-based storage policy is a combination of the dedicated and closest-open policies. It is commonly implemented in practice because it combines the advantages of both policies [5]. The class-based storage policy divides products into classes based on predetermined criteria. Specific classes are then allocated to dedicated areas of the warehouse. Within these areas, the products are placed randomly, following the logic of the closest-open policy. The class-based storage policy is easy to implement, simple to manage, and flexible in responding to demand changes, and it decreases order-picking times [5]. The best performing class criteria are the ABC classification, family grouping, and actual sales combinations criteria.

3.3 ABC class-based storage policy

A common and effective class criterion is the ABC classification [10]. This variation of the class-based storage policy splits products into three classes, A, B, and C. Products are sorted within these classes according to some specific factor (commonly a product characteristic that influences its optimal storage location). Such factors include the unit demand for the product, annual sales, product size, or product weight [11].

The ABC classification technique sorts the products into classes proportionally according to the specified factor — for example, the A-class contains 80 per cent of the products, the B-class contains 15 per cent, and the C-class the final five per cent. Products in the A-class are allocated to the preferred storage locations, the B-class products to the next best locations, and the C-class products to the remaining locations. Further adaptations to the ABC classification are presented in the literature, such as adding additional letter classes (D-class, E-class, etc.) [2].

3.4 ABC class-based storage policy with family grouping

The family grouping class criterion stores similar products together. Products are grouped according to their characteristics or product departments. This grouping assists the pickers when locating and collecting products in the order-picking process.

Unfortunately, products can belong to multiple families, creating confusion when grouping products. In addition, products in the same ‘family’ are often those of competitors, and are substituted for one another and thus are not commonly purchased together [12].

3.5 ABC class-based storage policy with actual sales combinations

The actual sales combinations class criterion is a variation of family grouping, in which combinations of products that are commonly sold together are grouped into families. This class criterion assigns products together, based on their product affinity — that is, a measure of the likelihood that a customer will buy a product, given that they have purchased a different product [13]. Products that are commonly purchased together are stored in proximity. The actual sales combinations class-based policy decreases order-picking travel time [10]; however, it is difficult to implement in practice [13].

3.6 Number of classes

The efficiency and performance of a warehouse is influenced by the warehouse layout [5]. The location of the input and output (receiving and shipping) terminals of the warehouse affects the optimal storage locations of products [8].

Yu, De Koster and Guo [8] researched the advantages of expanding the number of classes in a class-based storage policy. They discovered that, in practice, “a trade-off exists between the number of classes and the order picking time” [8]. The relationship between the number of classes and the order-picking time creates a dish-shaped function, shown in Figure 1, where \( n^* \) represents the optimal number of classes. Two significant conclusions are deduced from the function in Figure 1.
First, an optimal number of classes ($n^*$) exists. According to [8], this number is generally less than six. Second, the gradient of the function around $n^*$ is flat, meaning that any small variation in the number of classes around this point ($n^*$) will not have a noticeable effect on the order-picking times. The recommended number of classes is between three and eight.

3.7 Layout of classes

Once products have been sorted into classes, the question arises as to how classes should be allocated to areas within the warehouse [14]. Five class layouts are found in the literature: L-shaped, diagonal, within-aisle, across-aisle, and perimeter. The layouts are illustrated in Figure 2.

An L-shaped layout is best suited to warehouses where packing and picking activities occur separately. However, if packing and picking activities occur simultaneously, then “the within-aisle layout generates the best performance, irrespective of the number of product classes” [5]. Packing and picking activities occur simultaneously at FarmCorp SA; thus a within-aisle layout would be the best to use.

3.8 The effect of optimal product location

Optimal storage assignment:
1. Decreases aisle congestion and warehouse over-capacity;
2. Decreases order-picking time;
3. Decreases order fulfilment lead time;
4. Increases the number of daily orders fulfilled; and
5. Improves overall warehouse performance [15].

The optimal allocation of products to storage locations improves warehouse operations and increases warehouse throughput [16]. Thus this project aimed to increase the throughput and overall efficiency of FarmCorp SA’s Centurion warehouse by developing a dynamic class-based storage assignment algorithm.
4 MODEL DEVELOPMENT

Three models are developed, based on the variations of the class-based storage policy presented in the literature. The three models are then input into a packing algorithm that assigns products to available bins within the warehouse. The three models are then evaluated against each other and compared with the current policy.

4.1 Warehouse layout

The warehouse contains over 25 600 storage bins, which are stored on shelves. There are five bin sizes: pigeonhole, small, medium, half bin, and normal-sized. The shelf arrangement naturally divides the warehouse into distinct sections, referred to as zones. The warehouse layout is shown in Figure 3. Zone 4 is on a mezzanine level above Zone 3. Zone 6 is a bulk storage area along the outside wall, adjacent to Zone 2. Zone 6 is therefore referred to as external storage. Zone 1 is equipped to store flammable products, and Zones 3, 4, 5, and 7 are equipped to store high-value stock.

The shelves in each zone vary in height, depending on the number of levels. The shelf levels are labelled alphabetically, with level A being closest to the ground. Levels A and B are referred to as low-level shelves; and from Level C upwards, the levels are referred to as high-level shelves. Products stored on high-level shelves require a forklift for them to be picked.

![Figure 3: Warehouse layout indicating zones](image)

4.2 Alternative models

Data on the products to be stored in the warehouse and data on the previous year's order picking transactions and sales orders are used to develop the three alternative models. The models rank the products according to how frequently they are picked. The highest ranked product is packed in the optimally placed bin.

The first alternative model is based on the ABC class-based storage policy. The selected ABC analysis criterion is the frequency with which a product is picked. This criterion was selected because the aim of the project was to minimise the time taken by the order-picking process. The frequency of picks was calculated as the number of hits a product received in a year. The term 'hits' refers to the number of times a picker picked a certain type of product. The products with an accumulated hits (a percentage) value of between 0 per cent and 80 per cent are assigned to the A-class, products with an accumulated hits (%) value of between 80 per cent and 95 per cent are assigned to the B-class, and products with an accumulated hits (%) value of between 95 per cent and 100 per cent are assigned to the C-class. The products that do not appear in the picking dataset have no forecasted demand (hits). These products are assigned to the X-class, and are considered obsolete. The A-class products are assigned to bins first, followed by the B-class products and then the C-class products.

The second alternative model allocates products to classes based on their product department and ABC class. This model places products from the same department close to each other, with the most frequently sold products from each department being placed on the lower shelves. This is done by calculating the total number of hits per department. The departments are then sorted in descending order of total hits. An ABC analysis is performed per category, similar to the first model. Products are then binned, beginning with the A-class items of the department with the greatest total hits, and ending with the X-class items from the department with the fewest total hits.
The third alternative model combines the ABC class-based storage policy with product affinity — that is, a measure of how often products are picked together. This alternative places commonly sold products together in pairs, with the most frequently picked pairs being placed closest to the shipping area. The product affinity is determined using market basket analysis — a time-consuming and complex task to do manually. It requires the formation of an \( n \times n \) matrix, where \( n \) is the number of products sold in the previous year. The FarmCorp SA picking dataset contains over 14,000 products. The resulting matrix would be very large, making the calculation impossible to do manually. Thus PivotPoint, an add-on extension to Microsoft Excel, is used to perform the analysis. This software calculates the number of transactions in which products are sold together in pairs, using the 2019 and 2020 sales datasets. The product pairs are then ranked in descending order of combined hits. Products that show no affinity are then added to the ranking in descending order of individual hits.

**4.3 IM classes**

Once the products have been ranked in order of packing preference, the bins are ranked by location. The class-based storage policy is a combination of dedicated and random storage, by which product classes are allocated to specific areas in the warehouse and then randomly assigned to bins within that area. To aid in the allocation of product classes to these areas, the warehouse is divided into IM classes. An IM class has two parameters: the zone and the general shelf location. For example, Z2*GL indicates that the product is to be stored in Zone 2 in the general low section (shelf levels A or B). The desirability of a bin’s location depends on two factors: its proximity to the floor, and its proximity to the shipping area. The IM classes are therefore ranked according to their location in relation to the shipping area.

**4.4 Assumptions**

Certain assumptions are made about the inputs of the allocation models and algorithm. These assumptions include the quantity of stock stored in low-level bins and the stock packing quantity.

‘The quantity of stock stored in low-level bins’ refers to the number of low-level bins used per product. If only one bin’s worth of demand for a product were stored in low-level bins and the remaining demand were stored in the higher levels, a greater number of different products could be stored in low-level bins. However, this would result in more product replenishment. The alternative would be to store more than one bin’s worth of demand for a product in low-level bins. This would result in less frequent product replenishment, but fewer different products would be stored in low-level bins. Thus there would be a trade-off between the number of products stored in low-level bins and the frequency of product replenishment. The developed models and the algorithm will assume that only one bin’s worth of demand per product is stored in the low-level bins. The aim of the algorithm is to increase the order-picking throughput by minimising the number of picks from high-level shelves. If this were to be accomplished, fewer forklifts would be required in the order-picking process, and that additional forklifts could be assigned to the replenishment process. Thus the trade-off would be justified.

The stock packing quantity is the quantity of each product that must be stored in the warehouse. Several options are available to determine this value. The current stock level or the forecasted demand quantity are two possibilities. In addition, the maximum, minimum, or average value of the current stock level and forecasted demand quantity could be used. The product master dataset does not contain both a current stock level and the forecasted demand for all the products. Thus it is assumed that the stock-packing quantity is equal to the maximum value between the forecasted demand and the current stock level for each product.

**4.5 Packing algorithm**

The purpose of the algorithm is to assign products to bins according to the class-based storage policy. Each alternative model is input into the algorithm. For each alternative model, the algorithm begins by assigning each product class to various IM classes, according to the IM class rankings. The algorithm then allocates products to bins within the assigned IM classes. The algorithm is developed using R software.

The algorithm receives data on the bins, ranked according to IM class, and data on the products to be stored, divided into product classes and ranked according to the selected storage model. The algorithm begins by packing the flammable products in Zone 1 (the flammable products have a limited number of storage locations). These products are sorted by descending order of product hits. The quantity of each flammable product to be stored in the Zone 1 bins is calculated by dividing the volume of a Zone 1 bin by the volume of the product. One bin’s worth of each product is packed into low-level bins. This is done to ensure that all of the flammable product types are easily accessible.
The input assumptions specify that one bin’s worth of stock per product may be stored in a low-level bin. Thus the algorithm populates all the bins in the low levels of the IM classes first. The number of bins available per IM class is calculated, and a product ID is assigned to each available bin. This process starts by assigning the highest-ranking product to the highest-ranking bin, and iterating until all the bins in the IM class have been assigned products.

Most products require more than one bin to store their required stock level. Since only one bin’s worth of stock is being stored in low-level bins, the remaining quantity of each product must be stored in high-level bins. To ease the replenishment process, the excess quantity to be stored on high shelves is assigned a new IM class in the general high area of the same zone. The remaining products are then allocated in order of rank to the IM classes (which are also ranked).

The packing algorithm outputs a list of the bins assigned to each product as well as the products that are not packed.

5 MODEL COMPARISON

The three models were compared using data simulation in Excel. The results of the comparison were used to determine which model should be selected as the suggested solution. The data simulation involves calculations on the output data generated by the packing algorithm. This analysis uses data on the order picking process, obtained from the picking dataset. Each product type that is picked constitutes one pick transaction; and so an order might require multiple pick transactions. For each transaction, the date, the product ID, the quantity picked, the responsible picker, and the bin ID are recorded in the picking dataset. To perform the data simulation, the picking dataset was adapted to include the bin IDs for the products that were picked according to each of the alternative models. This adaptation reflects the bin from which each product would be picked if the alternative model were implemented. The results of the simulation are shown in Table 1. The alternative models will only be considered for the final solution if they fulfil all four of the technical criteria. Model 3 does not assign all the non-obsolete products to a bin. Thus, model 3 does not satisfy all the technical criteria and cannot be selected as the final solution. Models 1 and 2 satisfy all four of the technical criteria, and so can be considered for the final solution. Model 1 decreases warehouse capacity by 18 per cent more than model 2. In addition, model 1 results in 4 825 more available bins than model 2, and allows for seven more daily transactions on average. Therefore, model 1 performs the best, and so will be used to develop the final solution.

| Criteria type     | Criteria                                      | Current | Alternative 1 | Alternative 2 | Alternative 3 |
|-------------------|-----------------------------------------------|---------|---------------|---------------|---------------|
| Technical         | Number of non-obsolete products not packed     | 1 426   | 0             | 0             | 8 038         |
|                   | Number of flammable products not packed in zone 1 | 3       | 0             | 0             | 0             |
|                   | Number of high-value products not packed in a high-value zone | 684     | 0             | 0             | 380           |
|                   | % of daily picks from high-level bins          | 39%     | 5%            | 6%            | 5%            |
|                   | Number of days when high-level picks exceeded 15% | 165     | 0             | 0             | 0             |
| Performance       | Warehouse capacity                             | 162%    | 76%           | 94%           | 78%           |
|                   | Number of available bins                       | 0       | 6271          | 1446          | 5760          |
|                   | Number of pickers required                     | 23      | 18            | 18            | 18            |
|                   | Number of possible additional daily transactions | 0       | 1469          | 1462          | 1390          |
|                   | Number of forklifts required daily             | 10      | 1             | 1             | 1             |
From the results in Table 1 it is deduced that the ABC class-based storage policy performs the best and should be chosen as the algorithm input.

6 MODEL VALIDATION

The selected model was validated to determine whether the ABC class-based storage assignment policy reduces order-picking time. Two simulation models were built: the first model illustrates the current storage allocation policy, and the second illustrates the policy developed in the suggested solution. Both models simulate the previous year’s picking transactions to replicate the real-life warehouse operations. A simulation model tests the solution without the need to implement it physically. The simulation models were built using FlexSim software.

The pick transactions of ten days were simulated: the three busiest days (the days with the most picks), four average days, and the three slowest days (days with the fewest picks). The pick transactions for these ten days were extracted from the original and adapted picking datasets and input into the simulation. The simulation collected statistics on the order picking times, including the waiting times for a picker or forklift and the picker and forklift utilisations. These statistics were used to compare the presented solution with the current policy to validate the solution.

Table 2 and Table 3 show the output statistics from the simulation model of the current storage policy and the suggested storage policy respectively.

| Day     | Number of pick transactions | Total order-picking time | Mean pick transaction time (min) | Max pick transaction time (min) | Mean time waiting for a forklift (min) |
|---------|-----------------------------|--------------------------|---------------------------------|---------------------------------|----------------------------------------|
| Busy 1  | 13 995                      | 20 hours 31 min          | 3.07                            | 6.44                            | 9.20                                   |
| Busy 2  | 13 212                      | 19 hours 12 min          | 3.04                            | 6.49                            | 5.70                                   |
| Busy 3  | 10 875                      | 15 hours 19 min          | 2.95                            | 5.95                            | 4.20                                   |
| Average 1 | 5 623                      | 8 hours 40 min           | 3.10                            | 6.61                            | 6.60                                   |
| Average 2 | 5 589                      | 12 hours 5 min           | 3.10                            | 6.07                            | 8.00                                   |
| Average 3 | 5 481                      | 11 hours 40 min          | 3.06                            | 6.30                            | 5.50                                   |
| Average 4 | 5 462                      | 11 hours 50 min          | 3.10                            | 6.22                            | 5.90                                   |
| Slow 1  | 19                          | 3 min                    | 2.10                            | 3.00                            | 0.00                                   |
| Slow 2  | 17                          | 6 min                    | 2.73                            | 5.95                            | 0.00                                   |
| Slow 3  | 12                          | 5 min                    | 3.48                            | 4.65                            | 0.00                                   |
| Total   | 60 285                      | 99 hours 13 min          | 29.73                           | 57.68                           | 45.10                                  |
| Average | 6 028.5                     | 9 hours 56 min           | 2.98                            | 5.77                            | 4.51                                   |
Table 3: Suggested policy simulation model results

| Day       | Number of pick transactions | Total order-picking time  | Mean pick transaction time (min) | Max pick transaction time (min) | Mean time waiting for a forklift (min) |
|-----------|----------------------------|---------------------------|----------------------------------|---------------------------------|----------------------------------------|
| Busy 1    | 13 995                     | 12 hours 52 min           | 2.97                             | 6.17                            | 3.60                                   |
| Busy 2    | 13 212                     | 12 hours 6 min            | 2.93                             | 6.63                            | 3.40                                   |
| Busy 3    | 10 875                     | 7 hours 28 min            | 2.21                             | 2.21                            | 0.00                                   |
| Average 1 | 5 623                      | 6 hours 12 min            | 2.23                             | 4.65                            | 0.00                                   |
| Average 2 | 5 589                      | 9 hours 4 min             | 2.24                             | 4.65                            | 2.10                                   |
| Average 3 | 5 481                      | 9 hours 8 min             | 2.29                             | 4.65                            | 0.00                                   |
| Average 4 | 5 462                      | 9 hours 6 min             | 2.27                             | 4.65                            | 3.15                                   |
| Slow 1    | 19                         | 2 min                     | 1.65                             | 1.65                            | 0.00                                   |
| Slow 2    | 17                         | 3 min                     | 2.02                             | 3.00                            | 0.00                                   |
| Slow 3    | 12                         | 4 min                     | 3.48                             | 4.65                            | 0.00                                   |
| Total     | 60 285                     | 65 hours 56 min           | 24.29                            | 42.91                           | 12.25                                  |
| Average   | 6 028.5                    | 6 hours 36 min            | 2.43                             | 4.30                            | 1.23                                   |

Table 4 analyses the differences between the results of the two simulation models. This table demonstrates that the implementation of the suggested storage policy would shorten the daily order-picking time by 3 hours and 20 minutes on average. In addition, an average of 32.4 seconds would be saved on each pick transaction. These time reductions would allow more orders to be picked per day, improving the efficiency of the order-picking process.

The suggested storage policy stores more frequently picked products on the low-level shelves. This results in fewer products requiring forklifts for them to be picked. This is evident in the decreased waiting time for forklifts between the current storage policy and the suggested storage policy. The suggested policy reduces the forklift waiting time by 3 minutes and 17 seconds per product on average.

Table 4: Simulation results comparison

| Day       | Total time difference | Mean pick transaction time difference (min) | Max pick transaction time difference (min) | Mean time waiting for a forklift difference (min) |
|-----------|-----------------------|-------------------------------------------|------------------------------------------|---------------------------------------------------|
| Busy 1    | 7 hours 39 min        | 0.10                                      | 0.27                                     | 5.60                                              |
| Busy 2    | 7 hours 12 min        | 0.11                                      | -0.14                                    | 2.30                                              |
| Busy 3    | 7 hours 50 min        | 0.74                                      | 3.74                                     | 4.20                                              |
| Average 1 | 2 hours 9 min         | 0.87                                      | 1.96                                     | 6.60                                              |
| Average 2 | 3 hours 0 min         | 0.86                                      | 1.42                                     | 5.90                                              |
| Average 3 | 2 hours 32 min        | 0.77                                      | 1.65                                     | 5.50                                              |
| Average 4 | 2 hours 50 min        | 0.83                                      | 1.57                                     | 2.75                                              |
| Slow 1    | 1 min                 | 0.45                                      | 1.35                                     | 0.00                                              |
| Slow 2    | 3 min                 | 0.71                                      | 2.95                                     | 0.00                                              |
| Slow 3    | 1 min                 | 0.00                                      | 0.00                                     | 0.00                                              |
| Average   | 3 hours 20 min        | 0.54                                      | 1.48                                     | 3.29                                              |
7 CONCLUSION

7.1 Managerial implications

The implementation of the suggested storage assignment policy would require the entire warehouse to be repacked. The Centurion warehouse operates from Monday to Friday; Saturdays are used for replenishment and maintenance. Thus it is recommended that the warehouse be repacked in sections on Saturdays to avoid any major downtime for repacking. The replenishment and packing processes each have four dedicated employees responsible for these tasks. The pickers could be given overtime to work on Saturday to help with reshuffling the warehouse, which should occur in phases in order of the ranked IM classes, beginning with ‘Z2*GL’. Once this has been done, the order picking times could be measured to validate that the reshuffle yields the predicted improvements in practice. In addition, the warehouse managers will need to implement strict control measures over the receiving and packing processes, to ensure that incoming stock is being placed in the correct updated storage locations and to prevent having to repack these products later. This entire process will require temporary onsite storage for displaced stock, which FarmCorp SA already has.

After the initial reshuffle, the dynamic algorithm will automatically update the products’ storage locations according to any changes in product demand when bins become available. This means that an entire warehouse reshuffle will only be required initially. The demand for FarmCorp SA products is dynamic and follows seasonal demand, which affects the rate at which products are sold.

The biggest demand changes occur between summer and winter. Thus it is recommended that the algorithm be run at least every six months. However, the time period between uses could be changed at FarmCorp SA’s discretion.

7.2 Recommendations

One limitation of the project was the lack of financial data. Future adaptations of this project could apply a two-part criteria ABC classification, based on the frequency of picks and the product profit margin.

The algorithm does solve the current storage assignment problem. However, to ensure that the solution is sustainable, the company should also investigate a cost monitoring or warehouse management system to improve the financial control of inventory. In addition, the warehouse’s housekeeping practices must be improved, and not allow stock to be stored outside of designated zones. Implementing these changes, along with the improved storage system, would prevent the warehouse from reverting to its current practices. Furthermore, the company should consider discontinuing the least profitable or obsolete lines and extending its warehouse space.

7.3 Further applications and theoretical contributions

This case study was an application of inventory management theory. It addressed two theoretical concepts: how to determine the optimal storage location of products in a warehouse, and the effect of optimal storage location. It has proved that there is a correlation between the correct storage location of products and the efficiency of a warehouse’s order-picking process. Therefore, in theory a company should increase its throughput and consequently its profitability by optimising its storage policy.

The algorithm has widespread application, and is not limited to distribution warehouses. The dynamic packing algorithm could be applied to both production and cross-dock warehouses. The algorithm logic could also be adapted for application in a grocery store, clothing store, library, parking garage, or any similar setting. Thus the algorithm could be used to improve efficiency in any storage related system.

In conclusion, the results of the data simulation and validation indicate that the dynamic storage allocation algorithm presented here reduces the number of picks from high-level shelves, groups similar products together, reduces warehouse overcapacity, eliminates obsolete stock, and reduces the order-picking activity time. The suggested storage policy allows for an increase in the daily orders being picked, and thereby improves the warehouse’s throughput and operational efficiency, achieving the project’s aim. The solution is therefore worth implementing to solve FarmCorp SA’s storage location assignment problem.
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