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Abstract

Invariance under symmetry is an important problem in machine learning. Our paper looks specifically at equivariant neural networks where transformations of inputs yield homomorphic transformations of outputs. Here, steerable CNNs have emerged as the standard solution. An inherent problem of steerable representations is that general nonlinear layers break equivariance, thus restricting architectural choices. Our paper applies harmonic distortion analysis to illuminate the effect of nonlinearities on Fourier representations of $SO(2)$. We develop a novel FFT-based algorithm for computing representations of non-linearly transformed activations while maintaining band-limitation. It yields exact equivariance for polynomial (approximations of) nonlinearities, as well as approximate solutions with tunable accuracy for general functions. We apply the approach to build a fully $E(3)$-equivariant network for sampled 3D surface data. In experiments with 2D and 3D data, we obtain results that compare favorably to the state-of-the-art in terms of accuracy while permitting continuous symmetry and exact equivariance.

1 Introduction

Modeling of symmetry in data, i.e., the invariance of properties under classes of transformations, is a cornerstone of machine learning: Invariance of statistical properties over samples is the basis of any form of generalization, and the prior knowledge of additional symmetries can be leveraged for performance gains. Aside from data efficiency prospects, some applications require exact symmetry. For example, in computational physics, symmetry of potentials and force fields is directly linked to conservation laws, which are important for example for the stability of simulations.

In deep neural networks, (discrete) translational symmetry over space and/or time is exploited in many architectures and is the defining feature of convolutional neural networks (CNNs) and their successors. In most applications, we are typically interested in invariance (e.g., classification remains unchanged) or co-variance (e.g., predicted geometry is transformed along with the input). Formally, this goal is captured under the more general umbrella of equivariance [5]:

Let $f : X \rightarrow Y$ be a function (e.g., a network layer) that maps between vector spaces $X,Y$ (e.g., feature maps in a CNN). Let $G$ be a group and let (in slight abuse of notation) $g \circ v$ denote the application of the action of group element $g$ on a vector $v$. $f$ is called equivariant, iff:

$$\forall g \in G : f(g \circ v) = h(g) \circ f(v),$$

where $h : G \rightarrow G'$ is a group homomorphism mapping into a suitable group $G'$. Informally speaking, the effect of a transformation on the input should have an effect on the output that has (at least) the same algebraic structure. Invariance ($h \equiv 1_{G'}$) and covariance ($h = id_{G \rightarrow G'}$) are special cases.

G-CNNs: To make current CNN architectures (consisting of linear layers and nonlinearities) equivariant, the standard (and also most general, see [32]) approach are group convolutional networks.
(G-CNNs) [5], which conceptually boil down to just applying all transformations \( g \in G \) to filters, correlating the result with the data, and storing the results. Typically, \( G \) will be a continuous, compact Lie group such as \( SO(d) \) (our paper focuses on \( SO(2) \)). To avoid infinite costs, results are band-limited, stored as coefficients of a truncated Fourier basis on \( G \). Simultaneously, the Fourier coefficients provide a linear representation of a subgroup of \( G \) and thus exact equivariance in the sense of Eq. 1. Using such a basis to directly construct sets of filters yields steerable filter banks [6], were each filter outputs a whole vector of coefficients that represent functions on \( G \).

**Nonlinearities:** Unfortunately, band-limiting interferes in non-trivial ways with network architecture, as an application of standard nonlinearities such as ReLU, tanh, or even simple nonlinear polynomials to the Fourier coefficients will break equivariance. Multiple solutions to this problem have been proposed [31]: Multiplicative non-linearities [32; 18] as in tensor networks keep equivariance but behave differently from traditional non-linearities and therefore cannot be used as a drop-in in classical CNN architectures. Complex nonlinearities such as \( C\)-ReLU that only act nonlinearly on the magnitude of Fourier coefficients [35; 34] also keep perfect equivariance but are less expressive as they do not permit non-linear operations on the phase information. A recent study Weiler and Cesa [31] shows that simple discretized rotations [5], which do not require architectural adaptations but provide only approximate equivariance, yield the best practical results in image classification tasks.

**SO(2)-equivariance:** The goal of our paper is to clarify the effect of non-linearities on Fourier-domain representations. We restrict ourselves to the case of \( SO(2) \), which permits the application of standard harmonic distortion analysis [1]. Our goal is to maintain a band-limited representation of a function on \( SO(2) \) (corresponding to a fixed angular resolution) and efficiently compute the a band-limited Fourier-representation after application of a non-linearity. We obtain an exact algorithm for polynomial nonlinearities with a computational overhead of \( O(D \log D) \) for degree \( D \). For general nonlinearities, we can formally motivate a quick convergence, which we validate in numerical experiments. The effect of this overhead in practice is usually minor.

**SE(3)-equivariant surface networks:** While the limitation to \( SO(2) \) might appear restrictive, it is still important for many problems in processing image and geometric data: Adding translational invariance (\( E(2) \)-equivariance) is easy, and we also apply our representation to surface data with normal information, extending ideas of Wiersma et al. [34] to a fully \( E(3) \)-equivariant network.

We evaluate our networks on example benchmarks for 2D image and 3D object recognition. We obtain invariant results and equivariant intermediate representations up to numerical precision for polynomial nonlinearities (double checking the formal guarantees) and low-error approximations in with general nonlinearities such as \( \tanh, \text{ReLU}, \text{ELU} \) [4] at reasonable overhead (less than 20%, depending on approximation quality). Classification accuracy on MNIST-rot and ModelNet-40 [36] is on par with the state-of-the-art for ReLU and slightly reduced for low-degree polynomials [12].

Our main contributions are (i) a simple analytical model for the effect of non-linearities on Fourier representations in \( SO(2) \)-equivariant networks and (ii) an efficient algorithm for applying nonlinearities. It is provably exact for polynomials and empirically yields good approximations for common non-polynomial functions. This permits, for the first time, the usage of standard CNN architectures with common nonlinearities without compromising equivariance.

## 2 Related Work

**Equivariant networks:** The are various approaches to achieving equivariance or invariance to rotations and other transformations in CNNs. The first approaches focused on exact \( C_4 \)-equivariance of rotated images [19] by applying the same network to rotated copies of the input (with shared weights), followed by some invariance operation (e.g. max-pooling), after which the feature maps become invariant to input rotations. More advanced architectures allow the network to “see” filter responses of the previous layer to different rotations of the inputs by adding weights for those inputs in a way that does not break equivariance [5; 6; 7]. More fine-grained equivariance can be achieved by representing the image on a hexagonal grid [15], or by using steerable filters [33] and Fourier representations [35]. A comprehensive study that puts these different approaches into a common framework is provided by Weiler and Cesa [31].

**3D data:** While early neural network models for 3D data operated on regular grids similar to their 2D counterparts, alternative methods for processing 3D data with neural networks have quickly emerged
to avoid the overhead. Some methods rely on data reduction through lower dimensional projections, such as generating rendered images (sometimes from multiple perspectives to improve performance and approximate equivariance) and feeding them into into classical 2D-CNNs [27]. Other methods employ projections on spherical surfaces, on which convolution operations can be defined. These surfaces can be represented by a sampling (e.g. CSGNN[10] uses an icosahedral sampling) or a spherical harmonics basis [8].

Graph-based networks perform convolutions on a connectivity graph. For example, SchNet [25] is a popular architecture for predicting molecular properties, operating on the graph of molecular bonds. Another example is MeshCNN [13], which defines convolution operations on vertices of a 3D triangle mesh and uses a vertex merging as pooling operation. Other methods work directly on the intrinsic geometry of manifolds[34]. Such methods often have the advantage of being naturally equivalent to rotations or translations, as they work on intrinsic properties of an object. However, they often need to be tailored to a specific type of data.

Point based architectures have become a popular alternative. Early models like PointNet [23] and follow-ups [24; 20] directly used the coordinates of 3D data as network input. Later, Point Convolutional Neural Networks [2] emerged as an attempt to generalize the grid-based CNNs architecture to a spatial convolution on point clouds, using a radial Gaussian filter basis with fixed or trainable offset values. Kernel Point Convolutions (KPConv [29]) improve on this by introducing correlation functions which define the interaction of nearby points and limiting the distance of interactions to reduce overhead.

There are various ways of transforming these architectures to rotationally invariant models. One way is to use layers that produce rotationally invariant features, which can then be processed further without restrictions, for example by aligning the inputs to the convolutional filters. This approach is taken by GCANet [37], and by MA-KPConv [28], which extends the KPConv model by using multiple alignments for the filters. Another approach is to apply an invariant map as the final function of each layer, as in Spherical Harmonics Networks (SPHnet) [22], which calculate activations in a spherical harmonic basis and produce invariant output by taking the norm over coefficients with identical degree. Various papers generalize the notion of steerable filters to 3-dimensional data [32; 30].

Our $SE(3)$-architecture is probably closest to the method of Wiersma et al. [34], which differs from the methods named above by giving each feature vector its own local reference frame, which is aligned to the surface normal and one arbitrarily chosen perpendicular direction. Equivariance is guaranteed by using parallel transport along the surface to align the reference frames of different features. In contrast to this, we skip the parallel transport step and simply rotate the normal vectors onto each other to find a suitable alignment of the local coordinate systems.

Our main analytical tool is harmonic distortion analysis. Originally developed in physics and engineering [9], Ali Mehmeti-Göpel et al. [1] have recently applied it to the problem of understanding the trainability of deep networks. In our case, we study how our linear representations of $SO(2)$ are affected by using a similar transformation with respect to an angular variable $\alpha$.

### 3 $SO(2)$-Equivariant Networks

We start with a very brief recap of $SO(2)$-equivariant steerable networks [6]. We formulate the approach in terms of band-limited angular functions rather than steerable filter banks. This is merely a transposed view but facilitates the discussion in Section 4.

The starting point is a network layer $f^{(l)}$, $l \in \{1...L\}$ that maps functions $x^{(l-1)}$ to functions $x^{(l)}$, both having the domain $SO(2)$ and vector-valued output. We use an arc-length parametrization $x^{(l)}: \mathbb{R} \to \mathbb{R}^{d_l}$ with periodicity $x^{(l)}(\alpha + 2\pi) = x^{(l)}(\alpha)$ for all $\alpha \in \mathbb{R}$ (2)

To make layer activation functions representable in finite memory, we assume that each is band-limited to a maximum frequency of $K^{(l)}$ and thus can be represented by a complex Fourier series

$$x^{(l)}(\alpha) = \sum_{k=-K_l}^{K_l} z_k^{(l)} e^{ik\alpha}, \quad z_k^{(l)} \in \mathbb{C}^{d_l}, \quad z_k^{(l)} = z_{-k}^{(l)}.$$  \hspace{1cm} (3)

The conjugation symmetry holds because we are representing real functions. In a concrete implementation, we therefore store only half of the coefficients. According to the sampling theorem [11], such
functions can be represented exactly by a uniform sampling with $2K_l + 1$ samples, and the mapping between the two discrete representations of $2K_l + 1$ coefficients each is a unitary bijection. The layer function $f^{(l)}(\cdot)$ is, as usual, a concatenation of a linear function $W^{(l)}$ and a point-wise non-linearity $\varphi : \mathbb{R} \rightarrow \mathbb{R}$ that is applied to all angles and all output dimensions:

$$
[f^{(l)}(x^{(l-1)})(\alpha)]_i = \varphi([W^{(l)}(x^{(l-1)})](\alpha))_i
$$

(4)

Above, we use “$[\cdot]_i$” to denote indexing of vector-valued function outputs.

We now construct linear $W^{(l)}$ that are equivariant under rotations. In our representation, these are cyclic shifts, i.e., equivariance can be expressed as $W(x(\alpha + T)) = (W \circ x)(\alpha + T)$ for all $T \in \mathbb{R}$. This means that $W$ is a shift-invariant linear operator. Signal theory [11] tells us that these correspond do convolution of the input function with a kernel $w^{(l)}_i : [0, 2\pi] \rightarrow \mathbb{R}^{d_l-1}$. A subtlety: Considering input angles $\alpha$ and output angles $\beta$, we can introduce a dependency of $w^{(l)}_i = w^{(l)}_{i,\beta}$ on the output parameter while maintaining equivariance wrt. $\alpha$. Weiler and Cesa [31] show that this is not only the most case and but also provides non-trivial performance benefits in practice:

$$
[W^{(l)}(x^{(l-1)})]_i(\beta) := \int_0^{2\pi} \langle x^{(l-1)}(\alpha), w^{(l)}_{i,\beta}(\alpha - \beta) \rangle d\alpha
$$

(5)

Due to the convolution theorem, this can be more conveniently written as a point-wise multiplication of the output Fourier coefficients $z^{(l)}_k$ with the coefficients $q^{(l)}_{k,k',i,j}$ of the a Fourier-series of $w^{(l)}_i$

$$
\hat{z}^{(l)}_{k',i} = \sum_{k=1}^{K_l-1} \sum_{j=1}^{d_l-1} q^{(l)}_{k,k',i,j} \hat{z}^{(l-1)}_{k,j}.
$$

(6)

The index $k$ refers to the input and $k'$ to the output frequency, and $i$ and $j$ the input/output feature indices. We use the $K_l \times K_l \times d_l \times d_l-1$-tensor $q^{(l)}$ directly as trainable parameters for each layer. Overall, the application of a $W$ to an $x$ is structurally simple, requiring only a (complex) linear map of the input Fourier coefficients. Issues, however, arise when trying to apply the non-linearity $\varphi$.

4 Nonlinearities in $SO(2)$-Equivariant Networks

In the continuous case, Eq. 5 settles the problem: Equivariance is still holds (trivially) if the non-linearity $\varphi$ is applied point-wise, at every angle, as defined in Eq. 4. The issue is that this requires not only a transformation back from the frequency into the angular domain, but also a re-encoding, which involves a continuous integral that requires a potentially expensive numerical calculation: Unlike linear mappings, a non-linear can create higher-order frequencies, called “harmonics”.

4.1 Non-Linearities Create Harmonics

In order to understand this effect, we apply harmonic distortion analysis [9; 1]. To simplify the notation, we will in the following drop the layer and feature index and denote by $z_k$, $k \in \{-K, \ldots, K\}$ the Fourier coefficients of the preactivation $[W^{(l)}(x^{(l)})]_i$ of a single, 1D feature channel at a fixed layer. We denote the whole series as $z = [z_{-K}, \ldots, z_K]$. For the analysis, we also start by assuming that $\varphi$ is a polynomial of finite degree $D$:

$$
\varphi(x) = \sum_{j=0}^{D} t^j x^j
$$

(7)

Plugging in the corresponding Fourier series yields:

$$
f(\alpha) = \varphi \left( \sum_{k=-K}^{K} z_k e^{i k \alpha} \right) = \sum_{j=0}^{D} t^j \sum_{k_1, \ldots, k_j=-K}^{K} z_{k_1} \cdots z_{k_j} e^{i \sum_{k=1}^{j} (k_1 + \cdots + k_j) \alpha},
$$

(8)

The convolution theorem now converts the point-wise multiplication into a convolution of the spectra in the Fourier domain: The series $z' \in \mathbb{C}^2$ of output Fourier coefficients is given by

$$
z' = t_0 + t_1 z + t_2 (z \otimes z) + t_3 (z \otimes z \otimes z) + \cdots + t_D (z \otimes \cdots \otimes z)
$$

(9)
where “⊗” denotes the discrete convolution
\[ (z \otimes w)_k := \sum_{m \in \mathbb{Z}} z_m \cdot w_{k-m}. \]  

As expected, an application of a non-linear function could potentially spread the spectrum towards higher frequencies. Inputs band-limited to frequency \( K \) yield outputs will band-limited to \( KD \).

We can use this observation to construct efficient algorithms for computing \( z' \) from \( z \). Our goal is to compute the first \( K_j \) Fourier coefficients efficiently from the \( K_{l-1} \) Fourier coefficients of layer \( l-1 \). The linear layer corresponds to a simple complex matrix-vector multiplication. However, applying the activation function is not trivial, due to the presence of negative frequencies in the Fourier series, that lead to a mixing of high and low frequency components. Further, a naive computation on only \( K \) coefficients would introduce aliasing effects that break equivariance.

### 4.2 Exact Equivariance: Polynomial Non-linearities

**Direct Convolution:** The simplest correct solution is to directly and iteratively evaluate the discrete convolution in Eq. 9 \( D \)-times, requiring \( \mathcal{O}(\sum_{j=1}^{D} K_{j-1} \cdot j K_{j-1}) = \mathcal{O}(K_{l-1}^2 D^2) \) time and \( \mathcal{O}(D K_{l-1}) \) temporary memory, with only \( \mathcal{O}(K_l) \) values being kept in the end.

**FFT-Based Algorithm:** The direct algorithm becomes inefficient for higher-order polynomials. The alternative is to evaluate \( \varphi(f(\alpha)) \) directly in the angular domain, which requires an inverse Fast Fourier Transformation (IFFT), application of \( \varphi \) and an forward FFT. For large \( D \), the point-wise application of \( \varphi \) in the angular domain is obviously more efficient than the Fourier-domain convolution. However, in order to maintain equivariance, we need to make sure to sample adequately.

Counting the non-zero coefficients in Eq. 10 shows us immediately that \( 2DK_{l-1} + 1 \) Fourier coefficients, i.e., a Fourier expansion up to frequency \( DK_{l-1} \), is sufficient for an exact evaluation of a degree \( D \) polynomial \( \varphi \): Arising from a \( D \)-fold convolution in the Fourier domain, the signal is band-limited accordingly. The sampling theorem then translates this to equidistant sampling at \( 2DK_{l-1} + 1 \) discretization points in the angular domain (the corresponding discrete FFT becomes a bijection). This gives us an asymptotically more efficient algorithm with run-time \( \mathcal{O}(D K_g \log DK_g) \) and memory \( \mathcal{O}(D K_g) \) that is still exact. As the discrete Fourier transformation is also a unitary map, we can also expect favorable numerical properties. For low orders \( D \), direct convolution might be slightly more efficient than the FFT-based approach. Nonetheless, our current implementation uses only the FFT variant, for simplicity, and also because we observe that, anyways, the overhead of applying the non-linearities is minor in the overall computational costs in our networks.

**Practical application:** In practice, we use polynomial non-linearities of moderate degree, as high-order polynomials become unstable [12] (computational costs of increasing \( D \) are not a limiting factor). A problem of is that any polynomial of degree \( D \geq 1 \) diverges asymptotically, thus making training unstable. We address this by clip the \( \ell_1 \)-norm of the Fourier coefficients at a maximum value, keeping \( \|z\|_1 \leq c \) with \( c \) chosen bounding the range the polynomial was designed for. The \( \ell_1 \)-norm is an upper bound of the maximum value \( x(\alpha) \) for all \( \alpha \) that is also tight, as can be seen by an example Fourier series with aligned complex phases such that \( |x(0)| = \sum_{k=-K}^{K} |z_k| \).

### 4.3 Approximation: Oversampled FFT

For non-polynomial nonlinearities \( \varphi \), the FFT-based algorithm can still be used for approximate evaluation. We still map to the angular domain and back via FFT, using \( D \)-fold oversampling, but \( D \) now becomes a user-parameter. In the general case, the spectrum will not be band-limited, but decaying (the Fourier series converges for functions of bounded variation, which certainly applies to post-activations in all practical networks). Thus the truncated FFT will create (non-equivariant) aliasing artifacts that should vanish with increasing \( D \).

The convergence behavior depends on the fall-off of the Fourier spectrum for a non-linearity that is not bounded in polynomial degree, which is hard to quantify. Even if we assume a polynomial approximation, we would need large degrees and results would depend on the decay rate of the \( t_j \) employed to gain a realistically tight bounds. Empirically, we do observe an exponential increase of precision with oversampling, as shown experimentally in Section 6. As the run-time costs of the FFT are moderate, this still a practical algorithm.
Figure 1: $SE(2)$-equivariant point cloud networks: Each point is associated with a set of concentric $SO(2)$-steerable filters (Fourier basis), modulated by equidistant gaussians in radial direction (for translational band-limiting).

Figure 2: $SE(3)$-equivariant surfel networks: (a) for oriented surfels, we (b) perform 3D convolutions with unknown rotation around the normal direction, outputing (c) a collection of functions that assign scalar to tangent vectors.

5 Application to Geometric Data

In the following, we apply the $SO(2)$-equivariant network layer to 2D and 3D data.

5.1 $SE(2)$-Equivariant Networks for 2D Point Clouds

We construct an $SE(2)$-equivariant network for a set of input points $p_1, ..., p_n$ that carry arbitrary attribute vectors $y_i$. These points can be a regular pixel grid of an image or a sampling of a geometric object. We equip each point $p_i$ with a set of radial filters, in polar coordinates $(r, \phi)$ such that a 2D filter corresponds to a set of concentric circles of radius $r > 0$, on each of which a Fourier basis in $\phi$ is used to linearly represent $SO(2)$ (Fig. 1). Radially, we discretize by simple equidistant FIR low-pass filters — our current implementation uses equidistant Gaussians $\omega_m(r) := \exp(-\left(\frac{r^2}{2\sigma} - m\right)^2)$:

$$b_{k,m}^{(l)}(\varphi, r) := \omega_m(r) \cdot e^{2\pi i k \varphi}, \quad m = 0, 1, ..., M^{(l)}, \quad k = -r^{(l)}, ..., r^{(l)} \cdot m$$  \hspace{1cm} (11)

The whole construction is illustrated in Figure 1. The input points for each layer are treated as Dirac functions $x^{(0)}(t) = \sum_{i=1}^{n} y_i \delta_{p_i}(t)$.

Further layer types: To build complete networks, we employ spatial average pooling layers, which averages Fourier coefficients (which is possible due to linearity of the Fourier transform). For the projection to invariant features, we either output only the scalar Fourier coefficient $z_0$ in the last convolutional layer ($conv2triv$) or take the norm of all complex outputs of the last convolutional layer after the nonlinearity has been applied.

Batch-normalization [16] of Fourier-representations follows the obvious route of obtaining the mean via the $z_0$-coefficients and the variances via the power spectrum $|||z|||^2$ of the Fourier coefficients. Instead of tracking a running mean during training for batch normalization, we calculate the exact training set statistics after training is done in one extra pass, while not changing other network weights.

Non-linearities: We evaluate our network for various general nonlinearities (ReLU, tanh and ELU [4]), as well as polynomial approximation of the ReLU function of degrees 2 and 4 (see Figure 4) taken from Gottemukkula [12], computed by FFT algorithm outlined in section 4. In case of the polynomial activations, we clamp the L1-norm of each channel’s Fourier coefficients to the range $[-5, 5]$ before applying the nonlinearity to avoid problems with exploding activations or gradients. We also include the C-ReLU function in our experiments (which acts on the norm of the activations only and therefore requires no Fourier transformation) to better estimate the performance penalties of the FFT method.

Architecture: Our concrete network design follows construction of Weiler and Cesa[31] for their best MNIST-rot-models, we use the same number of equivariant and linear layers with the same output channel count and filter properties (radii, rotation orders and width) and also apply Dropout [26] with $p = 0.3$ before each linear layer. We train our models for 40 epochs with at batch size of 64 images. We use the Adam [17] optimizer, starting with a learning rate of 0.015, with an exponential decay
factor of 0.8 per epoch starting after epoch 16. We calculate the mean test error and its standard deviation from 10 independent training runs with He-initialized \[14\] weights.

5.2 \(SE(3)\)-Equivariant Surfel Networks

Following the concept of Wiersma et al. \[34\], we can apply \(SO(2)\)-equivariant layers for building \(SE(3)\)-equivariant surface networks (our construction differs slightly: it uses extrinsic rather than intrinsic operations, thus actually creating exact \(SE(3)\)-equivariance but not having isometric (“bending”) invariance). The main idea is that we only consider point-sampled surfaces with oriented normals at every point (“surfels”, [21]). We then perform the same construction as in the 2D point cloud case, equipping each individual point with vertical stack of radial filters in its tangent plane (see Fig. 2a,b). In vertical direction, we use the same Gaussian filters as in radial direction (for consistent band-limiting). The filters are convolved against the point clouds, with uniform features \(y_i = 1\) for all \(i\). The resulting angular functions can be interpreted as a vector-valued function in the tangent plane (Fig. 2c).

When performing a second level of convolution on already complex-valued input coefficients, we need to relate these angular feature functions computed by different surfels, which live in different reference frames. Here, we project the tangent vectors into the tangent plane, see Fig. 3. This construction is purely geometric and thus covariant under rigid transformations (the whole geometry is just rotated/translated together). Note: Aiming at different applications, Wiersma et al. \[34\] use intrinsic parallel transport here, which is more invariant but requires manifold input.

6 Results

We have implemented the \(SO(2)\)-equivariant layers and the corresponding \(SE(2)\)- and \(SE(3)\)-equivariant point cloud / surfel networks in PyTorch using PyKeOps \[3\] for computing the sparse matrix-vector multiplications of the general point clouds efficiently. The source code is provided as supplementary material.
Figure 5: Relative error of ReLU activations (basic MNIST-rot network, 9 Fourier coeffs., norm-map) for random rotations vs. unrotated input. solid: mean absolute error, dashed: maximum error, relative to the layer-wise L1-norm for batches of 32 images.

Figure 6: Same errors as in Fig. 5 after the fifth (penultimate) equivariant layer for various nonlinearities. Polynomials show the expected sharp decline at with increasing FFT padding. C-ReLU included as reference, (no FFT used). Note the different scale on the axes.

Table 2: Results on the ModelNet-40 dataset

| method                  | training time | test accuracy (%) |
|-------------------------|---------------|-------------------|
|                         |               | NSO(3) | zISO(3) | SO(3) | SO(3)/SO(3) |
| Spherical CNNs [8]      | -             | -       | 81.3    |       |             |
| SPHnet [22]             | 1.5 hrs (RTX 2080 Ti) | 86.6 | - | 87.6 |             |
| CSGNN [10]              | 6.8 hrs (Tesla P100) | -       | 86.2 | 88.9 |             |
| MA-KPConv [28]          | 7.5 hrs (Tesla V100) | 89.1 | 89.1 | 89.1 |             |
| GCANet [37]             | -             | -       | 89.1    |       |             |
| Ours (Poly(2), FFT pad 8) | 55 min (RTX 2080 Ti) (w/o preprocessing) | 88.0 | 88.0 | 88.0 |             |
| Ours (Poly(4), FFT pad 24) | 60 min (RTX 2080 Ti) (w/o preprocessing) | 88.7 | 88.7 | 88.7 |             |
| Ours (ReLU, FFT pad 127) | 60 min (RTX 2080 Ti) (w/o preprocessing) | 89.1 | 89.1 | 89.1 |             |

Data sets: We test our implementation on image and 3D data. In the image case, we replicate the architecture used by Weiler and Cesa [31] on the MNIST-rot dataset from their recent survey of \(E(2)\)-equivariant image processing networks. For simplicity, we convert all image data into point clouds. This comes with some preprocessing overhead, but the absolute training times are still comparable to the pixel-based implementation used in [31], see Table 1. The point-based representation can be rotated exactly, facilitating the measurement of accuracy in terms of equivariance (images require supersampling to the remove aliasing of the pixel grid after rotations).

For the 3D surfel case, we use ModelNet-40 [36] as benchmark. We rescale all models to a unit bounding cube and convert the polygonal data into point clouds by z-Buffer rasterization from 50 random view points. Normals are estimated from a PCA-fit to 20 nearest neighbors at a sample spacing of 0.005, and oriented to point away from the center of mass. The final input is obtained by a reduction by Poisson-disc sampling with a sample spacing of 0.05.

Accuracy of Equivariance: Figure 5 shows the error for the FFT-sampled ReLU for various amount of oversampling (padding applied to the Fourier basis) for all layers of the MNIST-rot-network. The different equivariant layers show a similar relative error, with the error on the final invariant (logits) layer being lower. All experiments use 32-bit floating-point GPU computations.

We compare the error approximations of different nonlinearities in Figure 6. The error for the polynomial nonlinearities drops sharply when a specific amount of oversampling is applied, which is in accordance with our theoretical considerations from Section 4.2. From this point on, further oversampling does not improve equivariance, which suggests that the remaining small fluctuations are due to the numerical limitations of the 32-bit floating point representation. This is supported by the observation that C-ReLU, which should be perfectly equivariant as it only operates on the norm of the Fourier coefficients, produces a similar level of fluctuations.
The error for the approximations of ReLU and ELU drop continuously with increasing oversampling, with ELU dropping significantly faster than ReLU. The convergence behavior is good enough to reach reasonable accuracies (mean output errors of $10^{-5}$) with feasible oversampling (up to 512 coefficients). For high accuracy requirements, the polynomial approach appears to be favorable (with an order of magnitude higher accuracy, at the limits of 32-bit floating point).

Prediction Accuracy: Table 1 lists our results on the MNIST-rot dataset, together with those obtained by Weiler and Cesa [31], which we managed to reproduce using their published code. Our models using ReLU or its polynomial approximations reach comparable performance to the best rotation-only ($C_{16}$) equivariant models evaluated this paper, while having a lower overall parameter count. Interestingly, the amount of oversampling (if we compare the ReLU-models with padding 7 and 127) does not seem to have a large impact on the accuracy score, while models using the ELU or tanh nonlinearities produce slightly worse results.

The results on ModelNet-40 are compared to the literature in Table 2. As common in the literature, we refer to a model trained on the original (non-augmented) dataset and evaluated with random rotations as $N/\text{SO}(3)$, while we denote rotational augmentation during training and testing as $\text{SO}(3)/\text{SO}(3)$. We also include a benchmarks for $\mathbb{R}/\text{SO}(3)$, denoting random rotations around the z-axis during training and full rotations during testing, which is used in some papers. We performed the evaluation for all 3 regimes to allow a fair comparison. The resulting accuracy of our surfel based model compares favorable with various other architecture. When using the ReLU nonlinearity, results are on par with other state-of-the-art architecture on this task, while polynomial activation functions perform slightly worse.

Computational Cost In Table 1, we list training time in seconds per epoch obtained on a single Nvidia RTX 2080Ti graphics card. We can estimate the computational cost of the FFT by comparing the runtimes with those of the C-ReLU, which can be quickly computed and does not require performing an FFT. This suggests the the overhead of computing the FFT is low (smaller than 20%, depending on the amount of oversampling) compared to the other operations performed. Note that the times per epoch given in Table 1 also reflect total training time, as all models (E2CNN [31] and Ours) are trained for 40 epochs.

7 Conclusions & Future Work

In this paper, we have presented an analysis of the effect of nonlinear activation functions on the Fourier representations used by $\text{SO}(2)$-equivariant networks. The main insight is that the nonlinearity creates high frequency harmonics; thus applying the nonlinearity to an oversampled angular domain representation can maintain equivariance. For polynomial nonlinearities, this construction is provably exact. This theoretical prediction is also observed in real numerical implementation. In the general case, we empirically observe rapid convergence, which is also plausible from an analytical perspective. As a sanity check, we have applied our method to shape and image classification, and reach performance on par with state-of-the-art equivariant architectures while providing full, continuous equivariance.

Our main result, the oversampling algorithm for applying nonlinearities closes a small, but important gap in the literature on equivariant networks for image and geometric data processing: It removes most architectural restrictions, making the design of such networks significantly easier. The algorithm employed is easy to understand and implement; the only (but, as our experiments show, crucial) departure from base-line angular-domain evaluation is a resolution increase.

The method provides continuous equivariance up to numerical precision. In critical applications, such as physical simulations, polynomial non-linearities can optionally provide an a priori guarantee; however, with empirical calibration of oversampling factor $D$, general non-linearities can be used. In both cases, when integrated into a point cloud network, the performance penalty is very minor in relation to the overall costs.

The biggest conceptual limitation of this approach is probably the restriction to $\text{SO}(2)$. While similar construction could probably be applied to more complex compact Lie groups like $\text{SO}(3)$ (without using auxiliary orientation information), performing harmonic distortion analysis in non-commutative symmetry groups becomes significantly more involved (requiring for example a matrix-valued convolution theorem).
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A Supplementary Material

In this appendix, we will give detailed information about our architectures and training procedures and show additional results that we could not fit in the main paper.

A.1 $SE(2)$-Equivariant Networks for 2D Point Clouds

First, we would like to explain more in detail how we performed the experiments comparing the 2D networks to the benchmark reported by Weiler and Cesa [5].

For simplicity, our 2D implementation operates directly on point clouds (this is not a fundamental limitation; as the point cloud code is more general, we can use it to handle pixel grids, too). As the MNIST-rot dataset consists of images, we first convert them to point clouds by placing the values on a regular grid with a spacing of 1, i.e., we generate a coordinate tensor containing the point coordinates and a data tensor containing the pixel values for each pixel in the image. The data tensor of the input is real-valued with rotation order 0, but in general, its values in the equivariant part of the network are complex Fourier coefficients of various rotation order, representing the network activations as band-limited angular functions.

Architecture: Architecture-wise, we stay as close as possible to the best performing rotation equivariant MNIST-rot architecture by Weiler and Cesa [5], i.e., we use the same number, type and width of layers, as well as identical filter parameters for the equivariant convolutional layers. A detailed view of our architecture is shown in table 1.

Our network consists of 6 rotation-equivariant convolutional layers, after which an invariance operation is applied, followed by 3 rotation-invariant linear (fully-connected) layers. After each layer, we perform Batch Normalization [3], followed by a nonlinearity, with exception of the final linear layer. When working on complex Fourier coefficients, we apply a custom Batch Normalization layer which operates directly on the coefficients (as discussed in the main paper), otherwise, we use the standard implementation from PyTorch. Furthermore, we also apply Dropout [4] with $p = 0.3$ to the inputs of each linear layer.

Contrary to Weiler and Cesa [5], who use spatial max-pooling in their best-performing architectures, we opt for $2 \times 2$ spatial average pooling instead, which has the advantage that it can be applied directly on the Fourier coefficients without requiring any transformation. After each pooling step, we divide the coordinate tensor by 2, so the spacing between grid points is kept at 1 at all times.

Training and testing: We train our networks on the training set of MNIST-rot, containing 12,000 rotated images from the original MNIST dataset, and evaluate them on the corresponding test set, containing 50,000 images, using the same data loading pipeline and hyperparameters as Weiler and Cesa [5]. Network weights are initialized randomly using He initialization [2], and then trained...
Using the Adam optimizer with PyTorch default parameters (betas = (0.9, 0.999), eps = 10^-8) and a mini-batch size of 64 to optimize the log-softmax cross entropy of the network output. Training is done for a total of 40 epochs, using a fixed learning rate of 0.015 in the first 16 epochs, and then decayed exponentially by applying a factor of 0.8 before each following epoch. To get meaningful results, we calculate the mean test error and its standard deviation from 10 independent training runs.

Between training and testing, we perform an additional pass on the training set without changing trainable weights to calculate the exact statistics on the full training set in the Batch Normalization layers. This gives more representative values than using an exponential average for determining the mean and variance values during the optimization process.

**Experiments:** We train different variations of our model on MNIST-rot (Table 2). We measure accuracy and training time per epoch with varying precision of the angular representation by using a different number of Fourier coefficients (3, 5, 9, or 17), as well as precision of the nonlinearity application by using different padding sizes for the FFT algorithm.

As invariance operation, we consider two possible choices. One method to produce invariant activations, conv2triv, is to output only the rotation invariant coefficient z0 in the last convolutional layer (i.e. to set c_{final} = 1 in Table 2). This coefficient is the average value of the angular function, therefore this method is equivalent to average pooling over different rotations of the input. However, as strong activations may appear only for some specific rotation of the input, this method may not be optimal, as can be also seen from the results. As an alternative, we set the last convolutional layer to full sized output (c_{final} = c_{max}) and take the norm of each complex coefficient after the nonlinearity has been applied.

Having found a well performing architecture, we use it to investigate different nonlinearities (Table 3). We evaluate the ReLU, LeakyReLU, SiLU, ELU, tanh and sigmoid nonlinearities with the FFT algorithm using a padding of 127 to guarantee a good precision, with ReLU and LeakyReLU resulting in the best accuracy. We also include the polynomial approximations of ReLU [1], where we set the FFT padding depending on the degree of the polynomial. These approximations were designed for an input range of [-5, 5]. As polynomials can reach very high values outside of the

| no. | layer type | spatial reduction | output size | coeff reduction | filters followed by |
|-----|------------|-------------------|-------------|----------------|---------------------|
| 0   | Input      | -                 | 28 x 28 x 1 x 1 | -              | -                   |
| 1   | Conv2D     | crop(4)           | 20 x 20 x 24 x c_{max} | BN + nonlinearity |
| 2   | Conv2D     | pool(2)           | 10 x 10 x 32 x c_{max} | BN + nonlinearity |
| 3   | Conv2D     | -                 | 10 x 10 x 36 x c_{max} | BN + nonlinearity |
| 4   | Conv2D     | pool(2)           | 5 x 5 x 36 x c_{max} | BN + nonlinearity |
| 5   | Conv2D     | -                 | 5 x 5 x 64 x c_{max} | BN + nonlinearity |
| 6   | Conv2D     | crop(2)           | 1 x 1 x 96 x c_{max} | BN + nonlinearity |
| 7   | Linear     | -                 | 96           | BN + nonlinearity |
| 8   | Linear     | -                 | 96           | BN + nonlinearity |
| 9   | Linear     | -                 | 40           | CrossEntropyLoss |
Table 2: Architectural variations of our MNIST-rot model

| model group | representation | num. coeff. | FFT pad | activation function | invariant map | model sec | test error (%) |
|-------------|----------------|-------------|---------|---------------------|---------------|----------|----------------|
| Ours        | Fourier        | 3           | 127     | ReLU                | norm          | 365,338  | 21     0.985 0.035 |
| Ours        | Fourier        | 5           | 127     | ReLU                | norm          | 708,634  | 25     0.768 0.021 |
| Ours        | Fourier        | 9           | 0       | ReLU                | norm          | 1,394,986 | 30     0.710 0.025 |
| Ours        | Fourier        | 9           | 7       | ReLU                | norm          | 1,394,986 | 30     0.689 0.019 |
| Ours        | Fourier        | 9           | 127     | ReLU                | norm          | 1,394,986 | 36     0.685 0.026 |
| Ours        | Fourier        | 9           | 127     | ReLU                | conv2triv     | 891,178  | 36     0.719 0.018 |
| Ours        | Fourier        | 17          | 127     | ReLU                | norm          | 2,729,098 | 64     0.699 0.033 |

Table 3: Comparison of nonlinearities on MNIST-rot

| model group | representation | num. coeff. | FFT pad | activation function | invariant map | model sec | test error (%) |
|-------------|----------------|-------------|---------|---------------------|---------------|----------|----------------|
| Ours        | Fourier        | 9           | –       | C-ReLU              | norm          | 1,396,138 | 30     0.980 0.031 |
| Ours        | Fourier        | 9           | –       | C-sigmoid           | norm          | 1,396,138 | 30     1.500 0.034 |
| Ours        | Fourier        | 9           | 127     | ReLU                | norm          | 1,394,986 | 36     0.685 0.026 |
| Ours        | Fourier        | 9           | 127     | LeakyReLU           | norm          | 1,394,986 | 36     0.690 0.028 |
| Ours        | Fourier        | 9           | 127     | SiLU                | norm          | 1,394,986 | 36     0.705 0.026 |
| Ours        | Fourier        | 9           | 127     | ELU                 | norm          | 1,394,986 | 36     0.729 0.029 |
| Ours        | Fourier        | 9           | 127     | tanh                | norm          | 1,394,986 | 36     0.768 0.024 |
| Ours        | Fourier        | 9           | 127     | sigmoid             | norm          | 1,394,986 | 36     0.809 0.022 |
| Ours        | Fourier        | 9           | 8       | Poly(2)             | norm          | 1,394,986 | 32     0.690 0.015 |
| Ours        | Fourier        | 9           | 24      | Poly(4)             | norm          | 1,394,986 | 36     0.690 0.024 |

intended range, we clamp the L1-norm of each channel’s Fourier coefficients (which is an upper limit to the maximum absolute value of the angular function) to a maximum value of 5 before applying the nonlinearity, to make sure we avoid problems with exploding activations or gradients.

Another method is to use norm-only nonlinearities, which do not require a Fourier transform as they act exclusively on the norm of the complex coefficients [7; 5]. This is only suitable for functions with strictly positive output (like ReLU and sigmoid). In accordance with Weiler and Cesa [5], we find that norm-based nonlinearities lead to a significantly worse accuracy.

A.2 \textit{SE}(3)-Equivariant Surfel Networks

Our \textit{SE}(3) based surfel network is inspired by the work of Wiersma et al. [6] and transfers the concept of angular-dependent activations, which previously lived on a flat surface of an image, to the curved surface of a 3D object. This poses some difficulties, as the implicit assumption that all features are aligned in an identical way (which we made for the 2D case of flat images) does not hold for generally curved 3D surfaces, where the normal vectors can have varying directions. Therefore, this approach requires to assign a local reference coordinate frame \((x, y, n)\) to each point feature, consisting of the normal vector \(n\), an arbitrarily chosen tangential vector \(x \perp n\), and a second tangential vector \(y = n \times x\) (calculated by taking across product, to obtain a right-handed coordinate system). The angular features \(x'(\alpha)\) can then be mapped to directions \(v\) in the tangential \(x,y\)-plane:

\[
v = x \cos \alpha - y \sin \alpha
\]
Figure 1: Relative error of ReLU activations for our 2D architecture measured on MNIST-rot for randomly rotated vs. unrotated inputs (architecture as in Table 1, 9 Fourier coefficients, norm-map). solid: mean absolute error, dashed: maximum error, relative to the layer-wise L1-norm measured for batches of 32 images, with 36 random rotations applied to each image.

Figure 2: Relative error for various nonlinearities for our 2D architecture measured on MNIST-rot for randomly rotated vs. unrotated inputs. Errors are measured as in Fig. 1 after the fifth (penultimate) equivariant layer. Polynomials show the expected sharp decline at with increasing FFT padding. C-ReLU included as reference (no FFT used).
this approach is identical to projecting these vectors to the tangential plane of the output point, as depicted in Figure 3 in the main paper.

**Data set:** For the 3D surfel case, we use ModelNet-40 [8] as benchmark. We rescale all models to fit in a bounding cube (coordinate range $[-1, 1]$) while keeping the aspect ratio and convert the polygonal data into point clouds by z-Buffer rasterization with high resolution from 50 random viewpoints. This method keeps only points on the surface of the model which are visible from the outside, which we found to slightly improve performance, as some models in ModelNet-40 contain a lot of internal elements. Normals are estimated from a PCA-fit to 20 nearest neighbors at a sample spacing of $0.005$, with some small random dithering value added to avoid numerical instabilities in case when two normals have the exact same direction, and always oriented to point away from origin of the coordinate system.

The final input to our network is obtained by a by Poisson disc sampling with a sample spacing of $0.05$ for sampling level 1. Subsequent sampling levels are created by iteratively, choosing a quarter of the points of the previous sampling level in each step. For this process, we use the sample elimination algorithm described by Yuksel [9]. Note that the final Poisson disc sampling process is done individually for each training epoch, which each time generates different samplings and thus is important to avoid overfitting on a specific sampling in the later training process. As we use external tools for the preprocessing of the dataset, these steps are not included in our published code. The preprocessed data to repeat our experiments will be provided on request.
As our preprocessing only gives us a set of input points and corresponding normals, but not any initial feature vectors associated with these points, we use a single-channels input tensor with the rotation-invariant Fourier coefficient set to 1 for each point as input.

**Architecture:** Our detailed architecture is shown in Table 4. Experiments have shown that convolutional layers with a filter stack of 3 equidistant levels (Fig. 2 in the main paper), where each level consists of a single filter ring with a radius equal to the spacing between adjacent levels, work well in practice. The FWHM (full width a half maximum) of the Gaussian filter profile is also chosen equal to the level spacing, resulting in the \( \sigma \) values given in Table 4 (\( \sigma = \text{FWHM}/\sqrt{8 \ln 2} \)). We use 9 coefficients to represent our angular dependent functions and we do not impose limits on filter frequencies, i.e. allow interactions between all coefficients, which results in filter frequencies of a rotation order of up to 8. Our network consists of 6 equivariant convolutional layers. To generate rotation invariant output, we output only the invariant coefficients in the final convolutional layer (\( \text{conv2triv} \)) and apply average pooling over all remaining points. As in the MNIST-rot scenario, we use Batch Normalization (directly on Fourier coefficients, if applicable) and a nonlinearity after each convolutional layer except the last layer.

**Training and testing:** We train our networks on the training set of ModelNet-40, containing 9,843 3D meshes of 40 different object classes. There is a significant imbalance of the number of objects per class between training and testing set, however, we chose not to apply any measures to counteract this, to allow a fair comparison of our results to those of other papers.

We initialize the network weights randomly before training using He initialization [2], and train using the Adam optimizer with PyTorch default parameters (\( \text{betas} = (0.9, 0.999) \), \( \text{eps} = 10^{-8} \)) and a mini-batch size of 32 to optimize the log-softmax cross entropy of the network output. Training is done for a total of 30 epochs, using a fixed learning rate of 0.015 in the first 10 epochs, and then decayed linearly to zero over the next 20 epochs. Batch statistics are calculated over the full training set, as outlined in Section A.1.

We test our architecture on the testing set of ModelNet-40, containing 2,468 3D models. As common in the literature, we perform runs with different rotational augmentation during training and testing,

- \( N/SO(3) \), referring to training on the original (non-augmented) dataset and testing with random \( SO(3) \) rotations,
Our results for ModelNet-40, including runtimes (measured without taking the preprocessing steps into account), can be found in Table 2 in the main paper. Rotation error measurements for random rotations can be found in Figure 4 for ReLU and Figure 5 for other nonlinearities. The error is generally higher than for our 2D architecture, as can be seen from the layerwise plot in Figure 4. It increases in deeper layers, probably due to cumulative effects. However, the network is still mostly invariant in the classification task, as can be seen from Table 2 in the main paper.

The higher error is most likely not caused by the FFT algorithm for applying nonlinearities, as C-ReLU (which is equivariant by construction, and thus does not use FFT calculations at all) produces a similar error level (see Figure 5). Therefore, we assume this is a general drawback of the 3D surfel architecture used in this test, probably due to the much more complex calculations in comparison to the 2D case and thus higher amplification of noise. As the relative error is the same (polynomials) or easily approaches the same level (ReLU) as the fully-equivariant baseline (C-ReLU), this does not directly weaken the result of our paper (that more general nonlinearities can be handled at error rates comparable to specialized solutions with provable equivariance without additional measures). However, it indicates that other sources of numerical error amplification might be a separate issue to pay attention to if strong invariances need to be maintained.

Figure 5: Relative error for various nonlinearities for our 3D surfel architecture measured on ModelNet-40 for randomly rotated vs. unrotated inputs. Errors are measured as in Fig. 4 after the fifth (penultimate) convolutional layer. C-ReLU included as reference (no FFT used).

- $z/SO(3)$, denoting random rotations around the $z$-axis during training and $SO(3)$ rotations during testing, and
- $SO(3)/SO(3)$, using random $SO(3)$ augmentation during training and testing.
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