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Abstract:

Risk-based assessment in pipe condition mainly focuses on prioritizing the most critical assets by evaluating the risk of pipe failure. This paper’s goal is to classify a comprehensive pipe rating model which is obtained based on a series of pipe physical, external, and hydraulic characteristics that are identified for the proposed methodology. The traditional manual method of assessing sewage structural conditions takes a long time. By building an automated process using K-Nearest Neighbors (K-NN), this study presents an effective technique to automate the identification of the pipe defect rating using the pipe repair data. First, we performed the Shapiro Wilks Test for 1240 data from the Dept. of Engineering & Environmental Services, Shreveport, Louisiana Phase 3 with 12 variables to determine if factors could be incorporated in the final rating. We then developed a K-Nearest Neighbors model to classify the final rating from the statistically significant factors identified in Shapiro Wilks Test. This classification process allows recognizing the worst condition of wastewater pipes that need to be replaced immediately. This comprehensive model is built according to the industry-accepted and used guidelines to estimate the overall condition. Finally, for validation purposes, the proposed model is applied to a small portion of a US wastewater collection system in Shreveport, Louisiana.
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1. Introduction

The underground pipeline system forms a significant part of the infrastructure in the United States because it includes thousands of miles of pipes. Sanitary sewage collects wastewater from public and private users as part of wastewater infrastructure systems (Ariaratnam et al., 2001). Approximately 800,000 miles of public sewage pipes and 500,000 miles of private sewer laterals are present (Lester & Farrar, 1979). By 2032, 56 million people are expected to use centralized treatment plants (Davies, Clarke, Whiter, & Cunningham, 2001; Davies, Clarke, Whiter, Cunningham, et al., 2001; O'Reilly et al., 1989). Water supply and sewer water pipeline is basic need for society, and their security and efficiency are of paramount importance to human health and economic development. However, a substantial portion of these vital systems are decades old and are plagued with deficiencies and inefficiencies, as shown in Figure 1. Using risk-based asset management, the most critical assets to take the most efficient course of action are identified by prioritizing the highest risk of failure by considering parameters such as pipe diameter, material, age, wall thickness (Aprejita, 2018). The four focus areas of a risk-based asset management program are (1) understanding the deterioration modes and mechanisms, (2) risk assessment and management, (3) condition assessment, and (4) asset renewal, i.e., repair/rehabilitation/replacement. Using the traditional method, the number of failures received by sewer management can increase rapidly, making pipe failure handling imperative. However, manually identifying and classifying those failures through pipe repair documents and extracting the information related to those pipe failures are challenging because they are voice-generated text or manually written by the inspectors by inspecting through closed-circuit television (CCTV) videos. This manual process can lead to many more committed errors (Sai Nethra Betgeri, 2021; Vadyala & Betgeri, 2021; Vadyala et al., 2021; G. Vladeanu & J. Matthews, 2019; G. J. Vladeanu & J. C. Matthews, 2019). CCTV inspection includes two effective methods: on-site video collection and off-site video assessment, as shown in Figure 2.
Many ways for monitoring and reporting the state of sewage lines have been developed. Different approaches use different input parameters to compute a structural and/or operational condition grade. Creating a condition assessment system like this is to prioritize assets for future interventions like comprehensive inspections and renewal programs. A rating method typically indicates the pipe's condition on a 1–5 scale, with 1 being the best condition and 5 requiring immediate replacement (Angkasuwansiri & Sinha, 2015; Companies; Khazraivializadeh et al., 2014; McDonald & Zhao, 2020; Opila, 2011; Wirahadikusumah et al., 2001). The National Association of Sewer Service Companies (NASSCO) Pipeline Assessment Certification Program (PACP) technique, based on the Water Research Center (WRc) standards, is a standardized
The condition assessment approach that analyzes wastewater pipe conditions based on observable structural and operational faults in the United States (PACP, 2021; Rehab).

The PACP technique does not include any internal or exterior characteristics (such as pipe material, burial depth, soil characteristics, etc.) when determining the pipe's condition rating, rendering it inappropriate for pipe renewal decision-making (Opila, 2011; Opila & Attoh-Okine, 2011). As a result, in addition to the PACP defect ratings, other relevant factors, such as soil type, traffic loading, waste type, seismic zone related to external characteristics and structural score, operational & maintenance score, repair history related to hydraulic characteristics. Were assessed to provide a more precise assessment of the pipes’ condition by the inspectors manually. PACP defect ratings are listed in Table 1, and comprehensive rating descriptions are listed in Table 2.

Table 1. PACP ratings and description

| PACP Ratings   | Description                           |
|----------------|---------------------------------------|
| Defect rating 1| Unlikely in the foreseeable future    |
| Defect rating 2| Rehabilitate or replace in 20 years or more |
| Defect rating 3| Rehabilitate or replace in ten to twenty years. |
| Defect rating 4| Rehabilitate or replace in five to ten years. |
| Defect rating 5| Rehabilitate or replace in next five years |

Table 2. Comprehensive rating and description given by the inspector

| Comprehensive Ratings | Description                          |
|-----------------------|--------------------------------------|
| Defect rating 1       | Reassess in ten years                 |
| Defect rating 2       | Rehabilitate or replace in six to ten years |
| Defect rating 3       | Rehabilitate or replace in three to five years. |
| Defect rating 4       | Rehabilitate or replace in zero to two years. |
| Defect rating 5       | Rehabilitate or replace immediately.  |

2. Factors Affecting Wastewater Pipe Condition

The degradation of wastewater pipes does not follow a predictable pattern and is influenced by various internal and external characteristics (Najafi & Kulandaivel, 2005). The most common
causes that impact sewage pipe degradation may be classified into the following groups: construction variables, external parameters, and other factors. Sewer pipe diameter, pipe material, burial depth, pipe bedding, load transfer, pipe joint type and material, and sewer pipe connection are all construction variables (Davies, Clarke, Whiter, & Cunningham, 2001; Davies, Clarke, Whiter, Cunningham, et al., 2001). In addition, surface loading, ground conditions, groundwater level, and soil type are included in external parameters (Chughtai & Zayed, 2008; Yan & Vairavamoorthy, 2003). Finally, various factors include the type of waste carried, pipe age, sediment level, surcharge, and poor maintenance practices (Ennaouri & Fuamba, 2013).

3. Objective

This paper aims to automate the process of determining a comprehensive pipe rating through the development of an automated model that evaluates the overall condition of wastewater pipes segments. This is achieved by combining pipe characteristics, external characteristics, and hydraulic characteristics to be used by the utility department. The proposed model is designed to integrate previous research efforts and suggests an innovative method of using 12 factors encompassing physical characteristics, external conditions, and structural, operational, and hydraulic factors into assessing the overall condition of the pipe. We performed the Shapiro Wilks Test to perform hypothesis testing and determine the final factors that can be incorporated in the model. In Machine Learning, data satisfying Normal Distribution is beneficial for model building because many data in nature displays the bell-shaped curve when graphed. We finally developed a model with 10 factors identified from the Shapiro Wilks test for model building. The main goal of the developed model is to prioritize the worst condition assets for intervention planning in significantly less than 24 hours for classifying the rating through automation, where the inspector takes days or weeks to go through those pipes.

4. Methodology

4.1 Data Set:

A total of 3100 pipe data totaling approximately 285km (935,703 ft) is given. For this study, a total length of roughly 47 km (154,060 ft) of 200 mm (8 in.) diameter vitrified clay (VC)
pipe, totaling 1240 pipe segments, were selected. Information such as diameter, depth, length of the pipes is given in pipe segment reports (i.e., pdf format), and the other information related to the pipes such as pipe age, corrosion, and the seismic zone is given in MS Excel from the Dept. of Engineering & Environmental Services, Shreveport, Louisiana Phase 3. There was no information related to loading, soil type, repair history in the documents, and these ratings were defined based on extensive information found in the literature (Data; Level; maps; Projections; Systems; Traffic). These Pipe Section reports contain different sections, as presented in Table 3. Each section contains text input by the inspector.

Table 3. Description of Pipe Segment Reports

| Section                  | Description                                                                 |
|--------------------------|-----------------------------------------------------------------------------|
| Physical characteristics | Information about the physical pipe properties (Ex: Diameter, Depth, Length) |
| Emergency Repair         | Information about the Emergency Repair (Ex: Immediate Leakage Fixes)         |
| Smoke Testing Assessment | Information about any smoke observed from pipes (Ex: Medium smoke observed emanating from cleanout) |
| CCTV Assessment          | Information about the pipes using CCTV Camera (Ex: Multiple Defects)         |
| Composite Assessment     | Information about the Composite Material around the pipe                    |
| Criticality Assessment   | Information about the risk value of the pipe (Ex: Medium)                   |
| Capacity                 | Information about the pipe Capacity                                          |

We used Python programming to process the records of all the wastewater pipe documents to extract 12 specified variables from the pdf documents: Pipe ID, Pipe Diameter, Depth Category, Total Length (Feet), Existent Height (inches), Existent Material, Existent Lining Method, O&M core, Structural score, and Comprehensive Rating listed under Physical characteristics section into a .csv file. For our final data, we have combined the .csv file and MS Excel from the Dept. of Engineering & Environmental Services. The flow diagram of the data cleaning process to obtain the final data is shown in Figure 3. We then randomly selected 200 documents and manually checked the data to verify if the same data was extracted using Python programming. The
extraction and retrieval of information by the program were compared to the results of the manual review. Sample Data extracted using the python programming into the .csv file is shown in Table 4.

![Diagram of data cleaning process](MS Excel from Dept. of Engineering and Environmental Services)

**Figure 3: Final Data Cleaning Process.**

**Table 4. Pipe segment Repair data retrieved.**

| Pipe ID | Pipe Diameter | Depth         | Total Length (feet) | Existent Height (inches) | Existent Material | Existent Lining Method | O&M Score | Structural Score | Comprehensive Rating |
|---------|---------------|---------------|---------------------|--------------------------|-------------------|------------------------|------------|------------------|----------------------|
| 925     | 8             | 0-10 Feet     | 86                  | 10                       | Vitrified Clay Pipe | None                   | 2          | 2                | 4                    |
| 3336    | 8             | 10-15 Feet    | 248                 | 8                        | Vitrified Clay Pipe | None                   | 4          | 4                | 2                    |
| 1024    | 8             | 0-10 Feet     | 414                 | 10                       | Vitrified Clay Pipe | None                   | 2          | 2                | 3                    |
4.2 Data Preprocessing

Data Preprocessing is when the data gets transformed, or encoded, such that the machine can quickly parse it. In this study, we included records with relevant data by removing 4.2% of records with inconsistent data, and 10% to 20% missing information info per pipe for further analysis. This step makes the training dataset cleaner and error free, which helps in improving the accuracy of the model. After all these analyses and verification of data, the final data collection included 3100 pipe segment reports, of which 1240 are considered for our analysis (Figure 4).

4.2.1. Missing values: It is very usual to have missing values in our dataset. It may have happened during data collection by the CCTV inspector. We eliminated 60 reports related to the few missing information such as pipe material, depth, or structural score.

4.2.2. Inconsistent values: We know that data can contain inconsistent values. For instance, the “Total Length” field contains the “Length Surveyed.” It may be due to human error, or maybe the information was misread while being scanned from a handwritten form by the CCTV inspector. We have eliminated 70 reports related to the inconsistent values.
4.3 Comprehensive Rating Framework

The comprehensive rating model incorporates the well-established industry-standard condition rating method, the PACP developed by NASSCO (2001), from which the PACP structural and operation and maintenance scores are added to the comprehensive rating, as well as other physical characteristics, external characteristics, and hydraulic parameters to determine overall pipe condition score. The $K$-Nearest Neighbor model is used for this purpose. We didn't consider the geographical location of the pipe for our model implementation. A comprehensive rating framework is shown in Figure 5.

Figure 4: Process of Pipe Segment Reports
In the first step, the developed model is structured hierarchically. First, factors selected for this pipe deterioration process are selected from the literature and classified into three main characteristics: Physical characteristics (PC), External Characteristics (EC), and Hydraulic Characteristics (HC), as shown in Figure 6.
The factors summary is presented in Table 5. Factors' attributes, and the assigned ratings of physical characteristics (PC), external Characteristics (EC), and hydraulic Characteristics (HC) are presented in Table 6, Table 7, and Table 8. All the PC, EC, HC ratings were defined based on extensive information found in the literature. The following factors are defined under the physical characteristics (PC) criteria: pipe age, material, diameter, length, and shape. Accordingly, as the pipe material ages, the degradation process becomes more significant. In addition, differing pipe materials are shown to have further deterioration and failure mechanisms; Several studies exist that have direct results related to the relationship between the pipe's diameter and its structural integrity (Balmer & Meers, 1981; Davies, Clarke, Whiter, & Cunningham, 2001; Ennaouri & Fuamba, 2013). Finally, different geometrical shapes will result in varying levels of deposits and degradation patterns.

Under the external characteristics (EC) criteria, the following factors are defined: burial depth, soil type, loading, waste carried, and seismic zone. The deep burial of the pipe results in increased soil overburden on the pipe. Next, the soil type refers to the surrounding soil that comes in direct contact with the pipe, which can impact the external pipe wall deterioration mechanism, mainly corrosive materials, hydrocarbons, etc., present in the soil. Traffic loads include all pedestrian and vehicle traffic above and in the proximity of the pipe, which impacts the overall integrity of the pipe. The type of waste carried can potentially corrode the internal pipe wall if highly corrosive. Including the seismic zone, factor ensures that any possible effects of seismic activities on the overall condition of the pipe are considered in the model.

Under the hydraulic characteristics (HC) criteria, the following factors are defined: PACP structural, PACP operations and maintenance (O&M) defects, and repair history. The PACP structural and O&M defect scores are on a scale of 1–5. The repair history gives information about the maintenance of pipes in the previous years.
Table 5. Comprehensive rating factors and description

| Criteria                        | Factor            | Data Type | Description                                                                 |
|---------------------------------|-------------------|-----------|----------------------------------------------------------------------------|
| Physical Characteristics (PC)   | Pipe age (years)  | Numeric   | The time between pipe installation and inspection year and aged pipes have more issues. |
|                                 | Pipe material     | String    | The pipe material includes various types of material, such as ceramic, glass, fiberglass, many metals, concrete, and plastic. |
|                                 | Diameter(mm)      | Numeric   | Nominal pipe diameter and smaller diameters are not easy to access.          |
|                                 | Shape             | String    | Typically pipe shapes are circular but depending upon the project, shapes are changed. Circular shapes are easily accessed. |
| External Characteristics (EC)   | Depth(feet)       | Numeric   | Higher-depth sewers are more challenging to access.                         |
|                                 | Soil Type         | String    | Soil corrosiveness can impact the external pipe wall deterioration mechanism. |
|                                 | Loading           | String    | A pipe failure on or near a high traffic area can significantly increase delays and detour distances that negatively affect the social impact. |
|                                 | Waste Type        | String    | Waste materials carried in a pipe can impact the pipe failure by blocking, corrosion, etc. |
|                                 | Seismic Zone      | String    | Zones with higher seismic activities can negatively impact the structure.    |
| Factor                              | Attribute | Ranking |
|------------------------------------|-----------|---------|
| **Hydraulic Characteristics (HC)** |           |         |
| Structural Score                   | Numeric   | The score is given based upon the structure alignment. |
| O & M Score                        | Numeric   | The score is given based upon the operational and maintenance. |
| Repair History                     | String    | Pipes with more maintenance can impact the final rating |

Table 6. Attributes factors rating for Physical Characteristics.

| Factor        | Attribute                                                                 | Ranking |
|---------------|---------------------------------------------------------------------------|---------|
| Age Grade (years) | <10                                                                        | 1       |
|               | ≥10 and <25                                                                | 2       |
|               | ≥25 and <40                                                                | 3       |
|               | ≥40 and <50                                                                | 4       |
|               | ≥50 years                                                                  | 5       |
|                | Reinforced Plastic Pipe, Polyvinyl Chloride, Vitrified clay pipe, Polyethylene | 1       |
|               | Cast Iron, Ductile Iron Pipe                                              | 2       |
|               | Reinforced Concrete Pipe, concrete pipe (non-reinforcement), Concrete Segments | 3       |
|               | Not Known                                                                  | 4       |
|               | Other                                                                      | 5       |
| Corrosion Resistance |                                                                 |         |
|               | Diameter                                                                  |         |
|               | >=49                                                                       | 1       |
|               | >31 and <=48                                                                | 2       |
|               | >18 and <=30                                                                | 3       |
|               | >11 and <= 18                                                              | 4       |
|               | <=11                                                                       | 5       |
|               | Circular                                                                   | 1       |
|               | Oval                                                                       | 2       |
|               | Horseshoe                                                                  | 3       |
|               | Semielliptical                                                             | 4       |
Table 7. Attributes factors rating for External Characteristics.

| Factor     | Attribute                          | Ranking |
|------------|------------------------------------|---------|
| Depth      | <= 10 Feet                         | 1       |
|            | > 10 and <= 15 Feet                | 2       |
|            | > 15 and <= 20 Feet                | 3       |
|            | > 20 and <= 25 Feet                | 4       |
|            | > 25 Feet                          | 5       |
| Soil Type  | Low corrosivity                    | 1       |
|            | Low to moderate corrosivity        | 2       |
|            | Moderate corrosivity               | 3       |
|            | Moderate-to-high corrosivity       | 4       |
|            | High corrosivity                   | 5       |
| Loading    | No traffic to very light traffic   | 1       |
|            | Light traffic                      | 2       |
|            | Medium traffic                     | 3       |
|            | Moderate to heavy traffic          | 4       |
|            | Heavy traffic                      | 5       |
| Waste Type | Mildly corrosive                   | 1       |
|            | Mildly to Moderate corrosive       | 2       |
|            | Moderately corrosive               | 3       |
|            | Moderately to highly corrosive     | 4       |
|            | Highly corrosive                   | 5       |
| Seismic Zone| Zone 1                           | 1       |
|            | Zone 2                             | 2       |
|            | Zone 3                             | 3       |
|            | Zone 4                             | 4       |
|            | Zone 5                             | 5       |
Table 8. Attributes factors rating for External Characteristics.

| Factor          | Attribute                  | Ranking |
|-----------------|----------------------------|---------|
| Structural Score| 1                          | 1       |
|                 | 2                          | 2       |
|                 | 3                          | 3       |
|                 | 4                          | 4       |
|                 | 5                          | 5       |
| O & M Score     | 1                          | 1       |
|                 | 2                          | 2       |
|                 | 3                          | 3       |
|                 | 4                          | 4       |
|                 | 5                          | 5       |
| Repair History  | No maintenance             | 1       |
|                 | Minor maintenance          | 2       |
|                 | Moderate maintenance       | 3       |
|                 | Significant maintenance    | 4       |
|                 | Extreme maintenance        | 5       |

4.4 Shapiro Wilks Test

In the next step, we determine the factors needed for our model. For this, we used the Shapiro Wilks test. Given an ordered random sample $z_1 < z_2 \ldots < z_n$, the original Shapiro-Wilk test (J. P. Royston, 1982; Royston, 1992) statistic is defined as

$$W = \frac{(\sum_{i=1}^{n} a_i z_{(i)})^2}{\sum_{i=1}^{n} (z_i - \bar{z})^2} \quad (Eq.1)$$
where $z_{(i)}$ is the $i^{th}$ the smallest number in the sample, $\bar{z}$ is the sample mean and the coefficients $a_i$

are given by

$$(a_1, ..., a_n) = \frac{m^TV^{-1}}{C},$$

where $C$ is a vector norm, i.e., $C = \|V^{-1}m\| = (m^TV^{-1}V^{-1}m)^{1/2}$ and vector $m$ is given by $m = (m_1, ...., m_n)^T$ and $V$ is the covariance matrix.

$W$ is a number that ranges from 0 to 1. Small values of $W$ imply that normality is rejected, whereas a value of one show that the data is normal (J. Royston, 1982a, 1982b; J. P. Royston, 1982; Royston, 1992, 1995). A significance level of 0.05 is considered.

### 4.5 $K$ – Nearest Neighbor

The next step is to build our model using $K$ – Nearest Neighbor (K-NN) classifier (Peterson, 2009). K-NN classifies the new data points based on the similarity measure of the earlier stored data points.

**Algorithm:**

**Input:** $E$: All factors, $K$: Chosen Number of Neighbors

**Output:** $C$: Mode of $K$ labels

**Begin:**

- Load the data.
- Initialize $K$ to your chosen number of neighbors.
- For each testing data:
  - Calculate the distance between 25% of testing data $(x, y)$ with all 75% of the training data. $(a, b)$ using Euclidean distance (ED) as shown in Equation 2.
    $$ED = \sqrt{(x - a)^2 + (y - b)^2}$$  \hspace{1cm} (Eq.2)
  - Add the distance and the index of testing data to the ordered collection.
- Sort the ordered collection of distances and indices in ascending order by distances.
- Pick the first $K$ entries from the sorted collection.
- Get the labels of selected entries.
- Return the mode of $K$ labels.
5. Analysis

5.1 Shapiro Wilks Test

All variables consisting of the attributes are stored in a final spreadsheet. This final sheet is stored in JMP software (Jones & Sall, 2011; Kenett & Zacks, 2021) to perform the Shapiro Wilks test. The results for the Shapiro Wilks test are presented in Table 9. We hypothesized that all the factors are normally distributed; however, the distribution was not normal for diameter and seismic zone, so the hypothesis was rejected. The factors for which \( w > \alpha = 0.05 \) are considered in our modeling.

Table 9. Shapiro wilks test Result

| Factor                   | P value |
|--------------------------|---------|
| Age                      | 0.980   |
| Corrosion                | 0.883   |
| Diameter                 | 0.000   |
| Shape                    | 0.950   |
| Depth                    | 0.887   |
| Soil Type                | 0.884   |
| Loading                  | 0.845   |
| Seismic Zone             | 0.000   |
| Waste Type               | 0.898   |
| Structural score         | 0.535   |
| O&M score                | 0.711   |
| Repair History           | 0.712   |

5.2 K- Nearest Neighbor

We have divided the data into 75% training and 25% validation data, and the process is repeated several times with different values of \( K \) to reduce the errors and to make accurate predictions. We have finally chosen the value as \( K = 7 \). As the value of \( K \) is increased, our
predictions become more stable and will have more accurate predictions up to a certain point. Figure 7 shows the graph of misclassification rate as a function of $K$ for 25 and 30, and from both the graph, we see the lowest error is found at $K = 7$ with a value of 0.31290. We also checked for different values of $K$, such as 20 and 35, and we found the lowest value of misclassification rate at 7. So, we have used the value as $K = 7$ for better accuracy. Table 10 shows the count and misclassification rate for training data and testing data for different $K$ values. Misclassification is slightly higher because of less training data for comprehensive rating 1 and slightly fewer training data for comprehensive rating 2 and 3 compared to comprehensive rating 4. This can be reduced when the model is trained with a more wide variety of data with different comprehensive ratings. In our scenario we didn’t consider the entire dataset because we have more comprehensive ratings related to 3 and 4 than other comprehensive ratings.

![Figure 7. Misclassification rate as a function of $K$](image)

![Table 10. Misclassification rate for each $K$](image)
| K | Training Count | Training Misclassification Rate | Validation Count | Validation Misclassification Rate |
|---|----------------|-------------------------------|-------------------|-----------------------------------|
| 1 | 930            | 0.38602                       | 310               | 0.34194                           |
| 2 | 930            | 0.40215                       | 310               | 0.39677                           |
| 3 | 930            | 0.35484                       | 310               | 0.34839                           |
| 4 | 930            | 0.35914                       | 310               | 0.35806                           |
| 5 | 930            | 0.35054                       | 310               | 0.35484                           |
| 6 | 930            | 0.34194                       | 310               | 0.32258                           |
| 7 | 930            | 0.34516                       | 310               | 0.31290                           |
| 8 | 930            | 0.33978                       | 310               | 0.33548                           |
| 9 | 930            | 0.32796                       | 310               | 0.34194                           |
|10 | 930            | 0.31183                       | 310               | 0.33226                           |
|11 | 930            | 0.31935                       | 310               | 0.33871                           |
|12 | 930            | 0.33011                       | 310               | 0.35484                           |
|13 | 930            | 0.32366                       | 310               | 0.34194                           |
|14 | 930            | 0.32473                       | 310               | 0.35484                           |
|15 | 930            | 0.32903                       | 310               | 0.34516                           |
|16 | 930            | 0.33011                       | 310               | 0.34516                           |
|17 | 930            | 0.33011                       | 310               | 0.33226                           |
|18 | 930            | 0.33011                       | 310               | 0.33548                           |
|19 | 930            | 0.33656                       | 310               | 0.34839                           |
|20 | 930            | 0.33226                       | 310               | 0.35484                           |
|21 | 930            | 0.34409                       | 310               | 0.34839                           |
|22 | 930            | 0.34731                       | 310               | 0.35161                           |
|23 | 930            | 0.34194                       | 310               | 0.35484                           |
|24 | 930            | 0.34409                       | 310               | 0.35484                           |
|25 | 930            | 0.34839                       | 310               | 0.36129                           |
|26 | 930            | 0.34731                       | 310               | 0.36129                           |
|27 | 930            | 0.35161                       | 310               | 0.35484                           |
|28 | 930            | 0.34301                       | 310               | 0.35161                           |
To proceed with $K$-NN calculation process, Euclidian distance is used to find the distance between each testing data to training data as shown in Equation 2. Table 11 shows the confusion matrix of validation data compared with the actual comprehensive ratings given by the inspector.

**Table 11. Confusion Matrix for $K$-NN**

| Predicted Comprehensive Rating | Actual Comprehensive Rating Count |
|-------------------------------|-----------------------------------|
| 1                             | 2                   | 3 | 4 | 5 |
| 1                             | 22                  | 10 | 0 | 0 | 0 |
| 2                             | 3                   | 46 | 5 | 6 | 0 |
| 3                             | 0                   | 7  | 70| 12| 5 |
| 4                             | 0                   | 0  | 9 | 51| 6 |
| 5                             | 0                   | 2  | 8 | 10| 38|

We have compared our same data set using Analytical Hierarchy Process (AHP) and Naïve Bayes’ Classifier (NBC) with the actual comprehensive ratings given by the inspector. Table 12 shows the confusion matrix of AHP, and Table 13 shows the confusion matrix of Naïve Bayes Classifier. The achieved overall accuracy of all the models is shown in Table 14.

**Table 12. Confusion Matrix for AHP**

| Predicted Comprehensive Rating | Actual Comprehensive Rating Count |
|-------------------------------|-----------------------------------|
| 1                             | 2                   | 3 | 4 | 5 |
| 1                             | 3                   | 12 | 21| 17| 4 |
| 2                             | 8                   | 1  | 17| 27| 12|
| 3                             | 4                   | 16 | 18| 22| 21|
| 4                             | 6                   | 24 | 15| 6 | 11|
| 5                             | 4                   | 12 | 21| 7 | 1 |

**Table 13. Confusion Matrix for Naïve Bayes Classifier**

| Predicted | Actual Comprehensive Rating Count |
|-----------|-----------------------------------|
Table 14. Accuracy Comparison between KNN, Naïve Bayes Classifier, and AHP.

| Comprehensive Rating | 1   | 2   | 3   | 4   | 5   |
|----------------------|-----|-----|-----|-----|-----|
| 1                    | 12  | 13  | 11  | 10  | 4   |
| 2                    | 3   | 25  | 7   | 6   | 6   |
| 3                    | 4   | 9   | 48  | 7   | 1   |
| 4                    | 2   | 9   | 15  | 49  | 7   |
| 5                    | 4   | 10  | 11  | 7   | 30  |

Table 15 shows the accuracy, precision, recall, and F1 score for all 5 predicted comprehensive rating, and Equations 3 through 7 present the overall accuracy, precision, recall, and F1 score, respectively.

Table 15. Accuracy, Precision, Recall, and F1 score of all KNN, AHP, NBC.

| Comprehensive Rating | Accuracy | Precision | Recall | F1 Score |
|----------------------|----------|-----------|--------|----------|
| 1                    | 95.81%   | 0.69      | 0.88   | 0.77     |
| 2                    | 89.35%   | 0.77      | 0.71   | 0.74     |
| 3                    | 85.16%   | 0.74      | 0.76   | 0.75     |
| 4                    | 86.13%   | 0.77      | 0.71   | 0.70     |
| 5                    | 90.00%   | 0.66      | 0.78   | 0.71     |

Overall Accuracy = \( \frac{\text{correctly predicted}}{\text{total}} \)*100% \hspace{1cm} \text{(Eq.3)}

Accuracy = \( \frac{TP+TN}{TP+TN+FP+FN} \)*100% \hspace{1cm} \text{(Eq.4)}

Precision = \( \frac{TP}{TP+FP} \) \hspace{1cm} \text{(Eq.5)}
Recall = \frac{TP}{TP+FN} \quad (Eq.6)

F1 Score = \frac{2TP}{2TP+FP+FN} \quad (Eq.7)

where TP, FN, FP, and TN represent the number of true positives, false negatives, false positives, and true negatives, respectively.

In summary K-NN classifier with identified factors after Shapiro Wilks test is superior to Naïve Bayes classifier and AHP for classifying defect ratings based on the 10 factors and reducing the manual efforts of the inspector.

6. Conclusion

The proposed condition rating model assesses the overall state of degradation of the wastewater pipe, combining a series of physical characteristics, external characteristics, and hydraulic characteristics. The model considered 12 initial factors that contribute to the sewer pipe degradation and finally incorporated 10 factors based on the Shapiro Wilks test. Diameter and Seismic zone were the same for all the data; hence the data were not normally distributed, which resulted in the rejection of those two factors for our model A K-Nearest Neighbor (K-NN) model was used to find the pipe rating. To validate the model, the predicted Comprehensive ratings of our model were compared with actual comprehensive ratings, and our accuracy was 73.23% which is satisfactory. We also compared predicted comprehensive ratings using AHP and Naïve Bayes classifier with actual comprehensive ratings, and the accuracy were 9.35% and 52.90%, which shows the K-NN model is more accurate in predicting the comprehensive rating.

The main limitation of the study was the data. All the pipes’ data had the same diameter and seismic zone. Therefore, more pipe from different geographic locations is needed to improve and convey more robustness to the obtained results.

In addition, for future research, more experimental applications to case studies are suggested for refining and improving the number of structural, operational, and hydraulic factors used in the model by considering more variety of data. By adding more factors, this method could be applied to any wastewater pipes to recognize the worst condition of wastewater pipes that need to be replaced immediately. In significantly less time by reducing many manual efforts. Secondly,
integrating the consequence-of-failure model with comprehensive rating models can help utility managers prioritize critical investment needs in a more efficient manner.
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