Augmented Reality to Assist Skin Paddle Harvesting in Osteomyocutaneous Fibular Flap Reconstructive Surgery: A Pilot Evaluation on a 3D-Printed Leg Phantom
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Background: Augmented Reality (AR) represents an evolution of navigation-assisted surgery, providing surgeons with a virtual aid contextually merged with the real surgical field. We recently reported a case series of AR-assisted fibular flap harvesting for mandibular reconstruction. However, the registration accuracy between the real and the virtual content needs to be systematically evaluated before widely promoting this tool in clinical practice. In this paper, after description of the AR based protocol implemented for both tablet and HoloLens 2 smart glasses, we evaluated in a first test session the achievable registration accuracy with the two display solutions, and in a second test session the success rate in executing the AR-guided skin paddle incision task on a 3D printed leg phantom.

Methods: From a real computed tomography dataset, 3D virtual models of a human leg, including fibula, arteries and skin with planned paddle profile for harvesting, were obtained. All virtual models were imported into Unity software to develop a marker-less AR application suitable to be used both via tablet and via HoloLens 2 smart glasses. The registration accuracy for both solutions was verified on a 3D printed leg phantom obtained from the virtual models, by repeatedly applying the tracking function and computing pose deviations between the AR-projected virtual skin paddle profile and the real one transferred to the phantom via a CAD/CAM cutting guide. The success rate in completing the AR-guided task of skin paddle harvesting was evaluated using CAD/CAM templates positioned on the phantom model surface.

Results: On average, the marker-less AR protocol showed comparable registration errors (ranging within 1-5 mm) for tablet-based and HoloLens-based solution. Registration accuracy seems to be quite sensitive to ambient light conditions. We
found a good success rate in completing the AR-guided task within an error margin of 4 mm (97% and 100% for tablet and HoloLens, respectively). All subjects reported greater usability and ergonomics for HoloLens 2 solution.

**Conclusions:** Results revealed that the proposed marker-less AR-based protocol may guarantee a registration error within 1-5 mm for assisting skin paddle harvesting in the clinical setting. Optimal lightening conditions and further improvement of marker-less tracking technologies have the potential to increase the efficiency and precision of this AR-assisted reconstructive surgery.
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## 1 INTRODUCTION

Augmented reality (AR) in medicine is a technology that expands on image-guided surgery, allowing intraoperative guidance and navigation. This technique integrates imaging information with the real-world surgical field to give the surgeon a sort of “x-ray vision”.

In recent years, AR technology has been proposed and applied in neurosurgery (1, 2), urology (3–5), orthopedics (6, 7) and craniomaxillofacial surgery (8, 9), among others.

A variety of technologies including traditional projectors, mobile devices such as tablets and smartphones, and head mounted displays (HMDs) have been proposed and used to perceive the augmented surgical field (8, 10). Specifically, several commercial optical see-through HMDs, such as Microsoft HoloLens (Microsoft, Redmond, WA) and Google Glass (Google Inc., Mountain View, California, USA), have gained broad availability and are being explored for applications in surgery. However, a small number of AR-based solutions for intraoperative surgical guidance have been successfully demonstrated in humans, e.g. for spine and hip surgery (11–13), while other promising solutions have been described and demonstrated on phantom (14–16).

In craniomaxillofacial surgery, the AR technology can be considered an evolution of the navigation-assisted surgery, and it represents a promising tool in aiding complex surgical procedures, such as mandible reconstruction with fibula flap, with potential to avoid or limit the use of cutting guide technology. The osteomyocutaneous microvascular fibular flap harvesting represents the reconstructive gold standard for complex mandibular defects resulting from tumor resections, trauma or malformations (17). For these cases, the use of 3D technologies and computer-aided design/computer-aided manufacturing (CAD/CAM) is essential to provide an accurate planning and to enhance the quality of the surgical outcomes. While CAD/CAM has become a quite common practice to virtually plan the bony resection and reconstruction, for skin paddle incision the surgeon still relies on measurements made on radiological imaging which are then reported on the patient’s skin. Besides computed tomographic angiography and magnetic resonance tomography, Doppler sonography is an affordable and harmless method commonly used to preoperatively determine arterial supply to the lower extremity, i.e. to identify the cutaneous perforators in fibula osteocutaneous free tissue transfer patients (18–20).

Only few recent experiences reported the use of accurate virtual planning and CAD/CAM technology for skin paddle harvesting and localization of the cutaneous perforator vessels of the fibula vascular anatomy for supplying the free flap (21, 22). In this field, the AR technology may offer an alternative or combined approach to assist intraoperatively the surgeon in skin paddle harvesting.

It would be possible to plan and reproduce the soft tissue resection and reconstruction and not only the bony part of the 3D-aided surgery. In order to achieve this goal, once the planning is carried out either on the resection and on the fibular skin area planned for soft tissue reconstruction, the reconstructed 3D virtual plan may be transferred to AR technology. This will give the surgeon the opportunity to reproduce the planned reconstruction, based on the three-dimensional position and reciprocal position to the bony segments and flap inssetting, in restoring the defect.

As great advantage, the AR technology, when deployed on a wearable head mounted display, allows the direct view of the planned resection and reconstruction on the surgical field without the need for the surgeon to alternate viewing between the surgical field and external monitors such as in the case of standard navigation systems, with potential clinical benefits of reducing operative time and improving surgical outcomes. We have recently reported preliminary case series where the feasibility of a proof-of-concept AR-based protocol implemented on a tablet for assisting procedures of free fibula bone harvest (23) and of galeo-pericranial flap harvest (24) was demonstrated. In those experiences the AR guidance was based on a marker-less registration, i.e. without the need of invasive placement of fixed fiducial markers on the patients. However, the provided registration accuracy between the real and the virtual content, that will affect the reliability of the virtual planning overlaying the patient anatomy, requires to be systematically evaluated before widely promoting this AR protocol in the clinical practice. Indeed, virtual-to-real scene registration, patient position tracking and projection of the digital content onto the targeted anatomical structures are crucial steps of AR-guided navigation systems (8, 25, 26).

In this paper, we describe the AR-based protocol we developed for assisting skin paddle harvesting in osteomyocutaneous
fibular flap reconstructive procedure, usable both with a handheld device, such as a tablet, and with a HMD, such as Microsoft HoloLens 2 smart glasses. The study was also designed to evaluate the registration errors associated with the two display solutions, and the achievable success rate when simulating the AR-guided task of skin paddle harvesting on a 3D printed human leg phantom.

2 MATERIALS AND METHODS

The study was designed in order to first implement the AR based protocol on both the tablet and the HoloLens 2 smart glasses. Then, a first testing session to quantify the achievable registration accuracy with the two display solutions, and a second testing session to evaluate the success rate in executing the AR-guided skin paddle incision task on a 3D printed leg phantom were performed.

In the following sections the development and implementation phase, as well as the experimental phase of the study were reported.

2.1 Development Phase

This phase consists of three steps: A) Image segmentation and virtual content preparation; B) Design and manufacturing of the human leg phantom; C) Development of the AR application (Figure 1).

2.1.1 Image Segmentation and Virtual Content Preparation

The process started from acquisition of real computed tomography angiography (CTA) datasets of a patient lower leg, which represents the donor-site for osteomyocutaneous fibular flap harvesting procedure. CTA scans were acquired after administering nonionic contrast media intravenously (Xenetix 350 Guerbet) and with a slice thickness of 0.6 mm (Lightspeed VCT LS Advantage 64 slices; General Electric Medical System).

Anatomical areas of interest of the subject’s leg were segmented using D2P™ software (3D Systems Inc., Rock Hill, SC, USA): bones (tibia and fibula), arterial vessels (popliteal, fibular, tibial and perforating arteries) and leg skin (distinguishing the skin paddle profile for harvesting, according to the virtual planning for mandibular reconstruction).

Three-dimensional meshes were then generated from all the segmented masks, and saved in STL format.

2.1.2 Design and Manufacturing of Human Leg Phantom

From the virtual models obtained in the previous step, a tangible phantom made of photosensitive resin was produced via a stereolithography (SLA) 3D printer (Form 3, Formlabs, Somerville, MA, USA).

To make the virtual leg model compatible with the build volume of Form 3 printer (14.5 × 14.5 × 17.5 cm), CAD processing was carried out using MeshMixer software (Autodesk

![Image of development workflow](image-url)
Inc., CA, US) in order to create a modular phantom composed of several parts. In detail, for the skin layer and the bones/vessels block, three cross sections were designed, each divided into two symmetrical portions defined by a longitudinal cutting plane, and a set of joints among the various separate parts was created. Each component was printed individually, using a grey resin for the skin (4 mm thick shell) and a clear resin for bone and vessel structures. Then, arteries were colored red to differentiate them from bones, and all pieces were assembled (Figure 2).

2.1.3 Development of AR Application

The obtained virtual models of the lower leg, i.e. bone anatomy, arteries and the planned skin paddle profile with the corresponding selected perforator vessel, were imported into Unity 3D software (Unity Technologies, San Francisco, CA, USA) extended with a specific software development kit for creating augmented reality apps (Vuforia Engine package, PTC, Inc., Boston, MA, USA).

The tracking algorithm and registration between the virtual content and the real scene were implemented using the “Model Target” function of Vuforia Engine, which allows the marker-less tracking of a physical object in the real world by recognition of the shape of the 3D object itself observed from a certain perspective. Model Target function enables to recognize and track objects in the real world based on their shape. To make a Model Target for a particular object the 3D model data for the object, such as a 3D CAD model or a 3D scan of the object, is necessary. A Model Target requires that the user holds the AR display device at a particular angle relative to the object, and at a particular distance to initialize the tracking. To aid with this process, the application typically draws an image (“guide view”) showing an approximation of the object shape from this distance and viewing angle, so that the user just needs to move the AR display until the object matches this guide view. After that, tracking can begin (Figure 3).

In this study, the CAD model of the leg skin was used as Model Target for virtual-to-real scene registration. The created AR application was built both as an Android app for mobile devices then deployed on a Samsung Galaxy TAB S5E (Figure 4), and as a UWP (Universal Windows Platform) app deployed on Microsoft HoloLens 2 smart glasses (Figure 5).

In both cases, the AR application generates “holographic” overlays, by rendering the bony and vascular anatomy of the simulated patient leg, and also the planned skin paddle profile for harvesting to be used as guiding information during the experimental task performed on leg phantom.

Interactable user interface toggles (check boxes) were added to turn off and on the rendering of each virtual anatomical structure.
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**FIGURE 2** | Virtual (A) and 3D printed (B) model of the designed human leg phantom, used for the experimental phase.
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**FIGURE 3** | Example of the “guide view” in the Model Target function (A), showing an approximation of the object shape used for tracking the phantom leg and matching to it the virtual content (B).
(skin paddle, bones, vessels) (see Suppl_Video_1_Tablet_DEMO and Suppl_Video_2Holo_DEMO).

For the HoloLens application, voice commands to show/hide the virtual anatomical structures were also implemented in order to provide a completely hand-free AR guidance system.

A portable high-performance workstation (Intel(R) Core i7-10750H, CPU@ 2.60GHz, 16GB RAM, NVIDIA GeForce RTX 2070) was used for the virtual content preparation and for development of the AR application that was then deployed and run directly in the tablet or HoloLens 2 smart glasses.

2.2 Experimental Phase

Experimental tests on phantom were carried out in the following two phases.

2.2.1 Test Session 1

We evaluated the registration error of the two AR display types (tablet-based and HoloLens-based). For each solution, we tested two lighting conditions: 1) environment illuminated by natural daylight (OFF_lamp); 2) artificial lamp light that points directly on the phantom (ON_lamp).

In order to evaluate the registration error, the “real” skin paddle profile and the virtual one projected in AR were compared. The “real” skin paddle profile was obtained from the planned skin paddle: from patient CT angiography the 3D model of the chosen perforator vessel was also reconstructed, then the skin paddle outline was drawn in order to centre this perforator, as we have already described in a previous work (23). Then, we designed and printed a customized guide (template) based on calf proximal and distal diameters, that includes the planned skin paddle outline centering the perforator, and we used this CAD/CAM template to transfer the planned skin paddle profile to the 3D printed phantom (Figure 6).

The real profile was obtained by tracing a line on an adhesive tape applied over the leg phantom while following the groove of the CAD/CAM template (Figure 6B). The 3D printed template was also provided with a central hole in the paddle (diameter = 1.5 mm) which was used to trace on the tape the central point of
the paddle. The same central point was included in the virtual paddle as a green dot. Registration error was quantified as mean deviations between the central point traced on the tape and the virtual one, both in horizontal (X) and vertical (Y) directions (Figure 6C). The X, Y deviations were automatically calculated using a Matlab code applied to screenshots acquired for each test. Each testing condition was repeated 12 times and means values ± SD were calculated.

2.2.2 Test Session 2

As second phase, we quantified the success rate in performing on the leg phantom the AR-guided task of skin paddle profiling tracing by a group of 8 subjects (5 females and 3 males, aged between 25 and 50, being students, researchers and engineers at University of Bologna, without specific experience with augmented reality systems). Each subject performed the task using both the tablet-based and the HoloLens-based AR application.

The virtual skin paddle profile was designed and displayed as a dashed line to facilitate the optimal visibility of both the virtual and the real trajectory drawn gradually with the pencil during the execution of the AR-guided task, thus avoiding that the line traced by the user become occluded, to some extent, by holograms (Figure 7). Push buttons and voice commands allow to control the appearance and disappearance of the virtual objects, thus facilitating the optimal visibility of relevant elements during the task (e.g. the skin layer used as Model Target for marker-less registration can be removed after having checked the achievement of a good registration).

For tests using tablet, the mobile device was anchored to an articulated arm fixed to the table on which the leg phantom was placed. By means of the articulated arm the tablet can be oriented and locked in the most appropriate position to allow the correct visualization of the holographic overlay, and the user to freely carry out the task.

For tests using HoloLens 2, a preliminary user experience with the mixed reality headset was provided, also including the calibration procedure which is required to ensure the best hologram viewing experience for each subject.

Each subject was instructed that the primary goal of the test was to accurately trace a line following the virtual skin paddle profile displayed in AR (see Suppl Video 3 Tablet TASK), both through the tablet, and through the HoloLens 2 smart glasses.

For both test sessions, the AR-guided task was performed after the tracking of leg phantom profile has been achieved, and the optimal registration between the holographic virtual content and the real phantom has been visually checked and verified using the cutting guide.

A 0.5 mm pencil was used to draw the perceived profile on an adhesive tape applied over the leg phantom surface. The success rate in tracing the AR-displayed profile was evaluated using
CAD/CAM templates to be positioned on the surface of the phantom model using a similar setting adopted in our previous works (14, 16). Each template for skin paddle outline can be uniquely positioned on the leg phantom as it is a customized CAD/CAM design starting from the leg model reconstructed from CT scan. The anatomical fitting of each template on phantom calf is obtained thanks to the shape of the template itself: two customized flanges embrace circumferentially the proximal and distal portions of the leg, allowing to position it univocally in all dimensions (Figure 8).

The templates were 3D printed (Form 3, Formlabs) with a groove of different widths (4 mm, 2 mm, 1 mm) in order to evaluate three levels of achievable accuracy: ± 2.0 mm, ± 1.0 mm, and ± 0.5 mm (Figure 8). A millimeter adhesive tape was associated to each template and used to measure the cumulative length of the traced skin paddle profile falling within the groove, and then to calculate the percentage of successful traced trajectories (“percentage success rate”) (Figure 8). We considered as successful competition of the task (100% success rate) those trials in which the traced skin paddle profile fell within the groove of the cutting guide along its entire length (16.5 cm).

2.3 Statistics
All results about the registration errors (Test Session 1) and the percentage of success rate in performing the AR-guided task (Test Session 2) were reported as mean values and standard deviation (SD).

For Test Session 1, T-test for unpaired data was used to compare the mean registration errors, both in X and Y direction, for the tablet-based and HoloLens-based groups, as well as to evaluate for each AR display type the difference of mean values between the “OFF_lamp” and “ON_Lamp” lightning condition.

For Test Session 2, the difference of the mean percentage success rate obtained with the two AR display types was evaluated using T-test for paired samples.

SPSS software (IBM, Armonk, New York, US) was used to perform the statistical analysis, and a p value of <0.05 was considered statistically significant.
3 RESULTS

On average, we found a similar registration errors for tablet-based and HoloLens-based solutions, ranging between 1-5 mm (Figure 9). The largest deviations between virtual and real content were in the vertical (Y) direction for “OFF_lamp” lighting condition, while lower registration errors (within 2 mm) resulted in the horizontal (X) direction (blue bars in Figure 9).

For tablet-based application, the “ON-Lamp” lightening condition provided a statistically significant reduction of the registration error in the vertical direction if compared with “OFF-lamp” condition (3.6 ± 0.7 mm vs 5.0 ± 0.9 mm, p <0.005), while the registration error in horizontal direction did not significantly change. The “ON-Lamp” lightening condition seems to reduce also the registration error for Hololens-based application, particularly in vertical direction, although this reduction did not result statistically significant (2.7 ± 1.2 mm vs 4.2 ± 2.4 mm, p = 0.072).

Results from Test Session 2 are summarized in Table 1. With HoloLens 2 all subjects (100%) were able to successfully trace the skin paddle profile with an accuracy level of ±2.0 mm (verified with the “4 mm” template); with tablet, on average, the 97% of the traced trajectories was within ±2.0 mm accuracy level.

For accuracy level ±1 mm and ±0.5 mm, lower success rates resulted for both tablet and HoloLens solutions (53%, 19% and 71%, 41%, respectively), (Table 1). We found no statistically significant difference in success rate between tablet-based and HoloLens-based AR application, except for ±0.5 mm accuracy level, where AR guidance with HoloLens 2 showed a success rate higher than the one achievable with tablet (p<0.05).

From Test Session 1 we realized that the implemented marker-less registration is quite sensitive to environment lightening conditions, and that holograms can appear to project accurately over the leg phantom only from a certain perspective (i.e. a quite frontal perspective corresponding to the one chosen for Model Target creation in Vuforia Engine), whereas from other perspectives the hologram revealed very inaccurate placement.

In performing Test Session 2, we observed some inherent drawbacks of the marker-less registration based on the recognition of the 3D object profile using Vuforia Engine Model Target function. Especially in tablet-based application we observed that the hologram tends to shift away a little bit from the optimal registration position as soon as the subject approaches the hand to the phantom to start drawing the AR-guided trajectory. This behavior may be due to the fact that the subject places his hand between the camera and the tracked real object, thus interfering with the correct recognition of the skin layer profile of the leg phantom used as Model Target.

In terms of user experience, all subjects reported greater usability and ergonomics of the HoloLens solution, although the brightness of the virtual content was lower than the one displayed on the tablet.

4 DISCUSSION

AR is a promising technology for craniofacial surgeons to obtain a “see-through” effect in the operating room. However, some problems with AR, such as depth perception (27) and registration errors (28), i.e. the difference between virtual content and actual reality resulting in bias for users, still remain.

The present study aims to increase the information regarding the achievable registration accuracy with a marker-less AR
TABLE 1 | Resulting mean percentage success rate in performing the AR-guided task using both tablet and HoloLens 2, for different accuracy levels ("1 mm", "2 mm", "4 mm" templates).

| Subject | Tablet | HoloLens 2 |
|---------|--------|------------|
|         | Template 1 mm (± 0.5 mm) | Template 2 mm (± 1 mm) | Template 4 mm (± 2 mm) | Template 1 mm (± 0.5 mm) | Template 2 mm (± 1 mm) | Template 4 mm (± 2 mm) |
| 1       | 30%    | 48%        | 100%        | 33%        | 94%        | 100%        |
| 2       | 15%    | 48%        | 91%         | 28%        | 36%        | 100%        |
| 3       | 6%     | 76%        | 100%        | 21%        | 45%        | 100%        |
| 4       | 24%    | 45%        | 100%        | 45%        | 91%        | 100%        |
| 5       | 21%    | 52%        | 100%        | 48%        | 82%        | 100%        |
| 6       | 27%    | 42%        | 100%        | 30%        | 42%        | 100%        |
| 7       | 3%     | 30%        | 82%         | 76%        | 97%        | 100%        |
| 8       | 24%    | 79%        | 100%        | 45%        | 82%        | 100%        |
| Mean    | 19%    | 53%        | 97%         | 41%        | 71%        | 100%        |
| SD      | 10%    | 17%        | 7%          | 17%        | 25%        | 6%          |

Bold values are used to identify/highlight the mean values.

application usable via a tablet and a HoloLens 2 headset, that we developed for assisting skin paddle harvesting in osteomyocutaneous fibular flap procedure for mandibular reconstruction. The perspective of clinical application of the proposed AR protocol for head and neck reconstruction is the 3D planning of the soft tissue resection and reconstruction, having the opportunity to reduce the donor site morbidity, improving eventually the three-dimensional reconstructive outcome.

From a technical point of view, the primary challenge that needs to be addressed for AR to become a viable tool for surgery is the accuracy of registration between the displayed virtual content and the real scene. The registration error, mainly caused by registration method and camera performance, results in a "misalignment" effect in the subjective perception for virtual and reality image. The registration error is divided into static registration error and dynamic registration error. The static registration error deals with the error caused by the system when the user’s viewpoint is still at rest with the real object, whereas the dynamic registration error refers to the error that occurs when the real object has relative motion in the user’s view or environment (29). In our study we quantified the static registration error obtained for both tablet and HoloLens solutions, when using a marker-less tracking method based on the recognition of the 3D object profile.

Most of the current AR approaches are limited to invasive marker fixation to provide virtual-to-patient registration. In craniomaxillofacial surgery, AR solutions based on a marker-less tracking, like the one we propose, may offer the advantage to overcome the inherent drawbacks of standard navigation systems, such as the use of reference marks to be positioned on the patient, and the need for a quite long registration procedure. Therefore, a marker-less tracking approach offers a less intrusive solution and limits the need for manufacturing dedicated CAD/CAM trackers anchored for example to occlusal splints, which may obstruct the operative field.

On the other hand, marker-less solutions, as we observed in our experiments, may suffer from poor robustness, being sensitive to ambient light conditions, to changes in viewpoint, to contrast image and to the integrity of the 3D object profile used as Model Target. Indeed, in our previous experience in real clinical setting (23) we observed evident registration errors due to the posterior leg soft tissue displacing after the skin incision, since this surgical action alters the correct recognition of the leg profile used for registration. In general, while hard tissues can be registered with a high degree of success, the ability to accurately track mobile or deformable anatomy still remains a challenge, since soft tissue deformations during intraoperative maneuver reduce the stability of AR tracking which is based on a static rigid 3D model.

In the present study we found mean registration errors ranging within 1-5 mm, for both tablet-based and HoloLens-based solution, considering two dimensions, i.e. horizontal (X) and vertical (Y) directions. Our findings were quite in line with other studies on HoloLens accuracy for surgical applications that reported visualization errors up around 2 millimeters (30-32) and more than 5 millimeters in one case (33).

We observed largest deviations in the vertical (Y) direction. This may be due to the "Model Target" registration function which is based on recognition of the shape of a 3D object (i.e. the leg) observed from a certain perspective. In horizontal direction (X) there is an excellent fitting between the real and virtual content since the proximal and distal edge of the leg are correctly recognized and matched; however, the virtual-to-real matching with the Model Target function can occur also with a persisting rotational component along the leg long axis; this leads to a more relevant misalignment of the projected skin paddle profile in the vertical direction (Y).

Typically, the skin paddle used for reconstruction is a soft tissue area of average 6x4 cm² at least, so a sub-millimetric accuracy in virtual-to-real registration is not required and even an error of 5-10 millimeters can be acceptable, since it does not affect the clinical outcome. Therefore, our findings are satisfying in terms of accuracy since the resulting average registration errors are absolutely compatible with the objectives and clinical applications of the proposed AR protocol.

For marker-less tracking we chose the external pro...
aspect to minimize the registration error, since the farther the augmented virtual object is from the object used for tracking, the greater the registration error.

For the AR-guided task we found a good success rate (around 100%) in completing the task within an error margin of 4 mm for both AR display solutions. These results have to take into account that for each test we started from a condition of optimal registration error (around 2 mm), which was visually checked before the subject started tracing the trajectory under the AR guidance, in order to maximize the achievable success rate.

Regarding AR display types, HMDs are emerging as efficient and promising media to support complex manual surgical tasks typically performed under direct vision (8, 34), since they allow the surgeon to maintain a ‘surgeon-centered’ point of view and to leave his/her hands free to operate on the patient. Nowadays, optical-see-through HMD, like Microsoft HoloLens 2 smart glasses, are the leading wearable AR technology that are being explored also for applications in surgery. Nevertheless, technological and human-factor limitations, such as the small augmentable field of view, the low contrast image, and the still limited registration accuracy for high-precision surgical tasks, still hinder their routine use.

This does not exclude that they can be useful and usable, as in the case of the present study, to assist surgical procedures where there are no stringent accuracy requirements (i.e. submillimetric accuracy). Indeed, the expectation for AR system accuracy should be commensurated with the surgical tasks for which the tool is intended. In our study, all the performed AR-guided tracings on phantom encompassed appropriate skin regions to include the planned perforator vessel for fibular flap harvesting, also in those cases where low percentage of success rate resulted from accuracy verification through CAD/CAM templates.

When surgeons need to accomplish extremely delicate procedures such as precise drilling or cutting in narrow operative areas, AR systems specifically designed for high-precision surgical tasks, i.e. capable of guaranteeing a submillimetric accuracy level, should be preferred (8, 14, 35, 36).

From our experience, comparing the tablet-based and the HoloLens-based solution the following pros and cons emerged. The major advantage of a tablet solution is the good brightness of the virtual rendered anatomy. On the other hand, the advantage of a ‘surgeon-centered’ point of view is lost, and it is necessary to fix the mobile device in a suitable position that allows the AR view for the surgeon and at the same time the possibility to perform manually the AR-guided surgical task.

Regarding HoloLens 2 we received feedbacks from users of a quite comfortable and ergonomics headset, that offers the advantages of optical see-through technology and hands-free operation. However, the provided contrast image is quite low.

The preoperative planning time for the proposed AR protocol is about 3 hours: 2 hours for CT image segmentation and virtual content preparation, if good quality imagining is provided, and 1 hour for AR application development and its deployment on HoloLens smart glasses. This time would not represent a limitation for clinical use. Indeed, the proposed AR protocol for skin paddle incision can be used as an alternative to CAD/CAM approach based on skin paddle outline guides that require a comparable or even longer preoperative planning time (if we consider also the 3D printing time). Moreover, the AR technology, implemented in a mark-less way, has the great potential of being a “streamlined”, non-obstructive technology, which can be easily transferred and applied in the surgical setting.

Our study has some limitations. In Test Session 1 we quantified only the static registration error, while dynamic misalignment that occurs when the leg phantom has relative motion in the user’s view or environment was not evaluated.

Moreover, in Test Session 2, each subject performed the task consecutively using the two different AR display types, so in the second execution of the same task he/she could have benefited from a little training effect. We tried to limit this bias, inverting the order of execution of the test with tablet and HoloLens between one subject and another.

As future development, we plan to enriched the AR based protocol with additional features that allow the simultaneous tracking of multiple 3D objects, e.g. a target anatomical region and a movable bone segment to be repositioned or displayed relative to the target. This may open the way to exploring new surgical or outpatient applications of augmented reality in the craniomaxillofacial field.

Future perspective will address to transfer the proposed AR protocol in the real clinical field to assist the skin paddle harvesting in osteomyocutaneous fibular flap reconstructive surgery. Surely, the head mounted display such as the HoloLens 2 solution is the most promising and viable option for use in the operating room setting. So, our future efforts will be focused on promoting a clinical study on the use of the AR protocol with HoloLens 2 headset.

5 CONCLUSIONS

In this study we present the development of a marker-less AR based protocol proposed to assist skin paddle harvesting in osteomyocutaneous fibular flap procedure for mandibular reconstruction. The developed AR guidance system was evaluated on a 3D printed leg phantom, thus allowing a systematic comparison of the achievable static registration accuracy and of the success rate in performing the AR-guided skin paddle harvesting task, when using two different AR display solutions, i.e. a tablet and HoloLens 2 headset. Results revealed that the AR based protocol provides a registration error within the range 1-5 mm for assisting skin paddle harvesting in the clinical setting, in both solutions. Greater usability and ergonomics resulted for HoloLens 2. Optimal lightening conditions and further improvement of marker-less tracking technologies have the potential to increase the efficiency and precision of this AR-assisted reconstructive surgery.
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