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Abstract: Nowadays, there is a growing trend to incorporate renewables in electrical power systems and, in particular, wind energy, which has become an important primary source in the electricity mix of many countries, where wind farms have been proliferating in recent years. This circumstance makes it particularly interesting to understand wind behavior because generated power depends on it. In this paper, a method is proposed to synthetically generate sequences of wind speed values satisfying two important constraints. The first consists of fitting the given statistical distributions, as the generally accepted fact is assumed that the measured wind speed in a location follows a certain distribution. The second consists of imposing spatial and temporal correlations among the simulated wind speed sequences. The method was successfully checked under different scenarios, depending on variables, such as the number of locations, the duration of the data collection period or the size of the simulated series, and the results were of high accuracy.
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1. Introduction

The electricity needs in daily life are assorted, and there are countless actions that consumers carry out daily, such as turning on lights, charging electronic devices or cooking [1]. Moreover, electricity production across the world has a growing perspective due to several causes, among which the new trend to use electric vehicles can be mentioned [2].

The negative impact of fossil fuel gas emissions on human health and also on the planet health raises the awareness about the harmful effects of such emissions [3], and due to this, different countries have agreed to limit global warming to a value lower than 2 °C concerning preindustrial era [4]. To ensure the compliance of greenhouse gas emissions reduction into the atmosphere, the European Union has published a guide showing different scenarios [5]. All of them involve an increasing trend in the use of renewables, as all hypotheses show that most of the energy supply in 2050 will be generated using renewables, and the energy transition from fossil fuels to them constitutes a problem of world concern [6]. Specifically, wind energy prevails both in the current market and in the future production trends, foreseeing a doubling of installed capacity in the next ten years in the most conservative case [7], mainly due to the low cost of wind energy produced in large wind farms. This cost can be lower than 0.05 $/kWh in the locations with the highest mean wind speed values [8].

Renewables depend on the variability of weather conditions. In the case of wind energy, the behavior of the primary resource, i.e., the wind, can be considered stochastic. However, in a given location, a set of measured wind speeds along a certain period can be described using some probability distribution [9], and the Weibull distribution is one of the most recommended and used for such a purpose [10–12].

The characterization of wind speed is achieved by measurements, and there are factors that can make it difficult to proceed, such as the presence of adverse weather conditions,
meter errors, lack of measurements due to maintenance periods or communication problems. In addition, it can happen that the accuracy of the measurement devices is not as good as expected, and this can result in an alteration of the values of the collected data [13,14]. Additionally, in general, the wind speeds are measured at a given height that does not necessarily coincide with those of the wind turbine hubs [15–17]. These problems must be solved with the aim of accuracy since it is a critical factor when planning power generation [18,19]. By studying wind speed simultaneity in different locations, it is possible to obtain the wind energy production at each period in an easier way using traditional methods [20–22]. Thus, from the dependence on the wind speeds between nearby places, the problem can be reduced to calculate the probability in each scenario [23].

Analyzing the spatial correlations, the relationships between the wind speeds in different locations can be established. In this way, gaps that arise due to errors in the meter or in data capture can be covered, i.e., periods in which the data are not available, obtaining an accurate wind speed value in each moment and, in turn, of the power injected into the electrical network [24,25]. If temporal correlations are also calculated, it is possible to characterize the resource in a later gap, being able to anticipate possible errors and assuring a reliable wind speed value [26–28].

This paper is organized as follows: a methodology to solve the problem is presented in Section 2; the case study is described in Section 3; the results obtained are shown in Section 4, and the conclusions are outlined in Section 5.

2. Methodology

The randomness of the wind speed, along with the possible failures in the data collection stage, does not allow users to get the power production easily and makes the calculation method a complex problem. The study of the simultaneity of a generation when there is wind energy injection in the system reveals a stochastic process, which includes uncertainty at each of the locations, and converts it into a deterministic one by assigning a value of probability to each place and making it possible to obtain a solution to the problem [23]. The degree of accuracy of the proposed algorithm increases when spatial and temporal correlations are considered. Taking this into account, in this paper, both kinds of correlations are considered. In the case of temporal correlation, a value of lag 1 is used.

As is detailed later, the process starts by considering that the random behavior of the wind speed at every location can be cumulatively described by a Weibull probability distribution function, an assumption generally accepted in wind energy studies. This enables the simulation of the wind speed randomness as a stochastic process with known probabilities. The Monte Carlo method is used with this aim [10].

Two major stages are developed. The first one consists of modeling, and in this stage, the correlations between the wind speeds of the different locations are obtained. The second one consists of simulating, and here the randomness of the wind speed sequences that can be generated in a certain period is reproduced, and in this stage, it is possible to cover the errors produced during the collection. As can be seen in Figure 1, each stage has its own steps, developed progressively until the objectives are achieved.

2.1. Modeling

The degree of simultaneity of the wind speeds at the different locations is obtained when carrying out the modeling stage. This phase is divided into the five steps exposed in the following sections.

2.1.1. Data Collection

A good performance of the model requires well-characterized wind speed data. In addition, it is required that the data collection periods for the evaluation of the wind simultaneity have identical features; this is to say, the starting and finishing times of data collection must coincide for the studied sequences of different locations, and with a
minimum period of one year [29]. The previous sentence refers to 10 min mean wind speed values simultaneously measured at such locations.

Figure 1. Steps in developing the problem, where steps from 1 to 5 correspond to the modeling stage and steps from 6 to 10, to the simulation stage.

The data needed to characterize the wind at a given place can have different origins, such as those obtained during a measurement campaign, those coming from wind farm anemometers or those collected in meteorological stations.

The fact must be mentioned that wind speed might have been measured at a height that can be different from the one of the wind turbine hubs. For example, in the case of meteorological stations, wind speeds are measured at a few meters above the terrain, i.e., 2, 5 or 10 m. The value of the wind speed at a different height can be calculated with the help of the knowledge of the ground roughness, characterized by the friction factor, and taking the shear effect into account [15].

2.1.2. Data Filtering

There are numerous possibilities of failures during the data collection period. There may be errors due to the meter, communication problems, adverse weather conditions, and others. In all these cases, it is impossible to characterize wind speed at the study points and, as a consequence, to accurately calculate the power that can be generated at each moment.

To perform the filtering process, it is only necessary to discard invalid and suspicious values, and it is important to avoid removing spaces produced by wrong values so that the chronology of the collected sequences keeps unmodified. Therefore, the value 0 is imposed in all these cases [30].
If the data collection height is not the same as that of the study, it is necessary to get the true value of the wind speed [15], and this is achieved by using Equation (1):

\[ v_h = v_s \left( \frac{h_h}{h_s} \right)^{\alpha} \]  

(1)

where \( v_s \) is the wind speed at the study height, \( v_h \) is the wind speed of the collected data, \( h_h \) is the height of the wind turbine hub, \( h_s \) is the height at which data were collected, and \( \alpha \) is the friction coefficient of the terrain.

On the other hand, to avoid troubles and facilitate calculations, conversion factors are performed to obtain all the units in the international system.

2.1.3. Obtaining the Weibull Parameters

After the filtering process, using Equation (2) involves the consideration that wind speed follows a Weibull distribution in all the locations, widely used in wind energy studies [10]. This equation describes the probability distribution function of such a distribution:

\[ f(v; c, k) = \begin{cases} 
0, & v < 0 \\
\frac{k}{c} (\frac{v}{c})^{k-1} e^{-\left(\frac{v}{c}\right)^k}, & v \geq 0 
\end{cases} \]  

(2)

where \( v \) is the wind speed, \( c \) is the scale parameter, and \( k \) is the shape parameter.

Both parameters are obtained by using the method of maximum-likelihood estimation, i.e., the scale parameter is estimated according to Equation (3), and the shape parameter according to Equation (4):

\[ c = \left( \frac{1}{n} \sum_{i=1}^{n} v_i^k \right)^{1/k} \]  

(3)

\[ k = \left( \frac{\sum_{i=1}^{n} v_i^k \ln(v_i)}{\sum_{i=1}^{n} v_i^k} - \frac{\sum_{i=1}^{n} \ln(v_i)}{n} \right)^{-1} \]  

(4)

where \( c > 0, k > 0, n \) is the length of the series, \( v_i \) is the \( i \)-th wind speed value.

2.1.4. Approximation Weibull to Normal (0,1)

Values belonging to sequences that fit a Weibull distribution can be converted into values of sequences that follow a standardized Normal one, i.e., a Normal distribution with mean 0 and standard deviation 1, denoted as Normal (0,1). This is the next step, and the reason for pursuing it is that, as is explained in Section 2.2.2, the use of Normal (0,1) distributions makes it possible the induction of given correlations to the random sequences generated directly and keeping all the features of the distributions [18]. In other words, in statistics, it is a well-known fact that it is possible to get every number of normally distributed sequences satisfying a given correlation matrix. Normal (0,1) data can be obtained from Weibull ones by matching both cumulative distribution functions (CDF), as can be seen in Equation (5), where Weibull parameters obtained for each place must be dealt with:

\[ v_N = \sqrt{2erf \, inv} \left( 1 - 2e^{-\left(\frac{v_W}{c}\right)^k} \right) \]  

(5)

where \( v_N \) is the wind speed belonging to a Normal (0,1) distributed sequence, \( v_W \) is the wind speed belonging to a Weibull distributed one, and \( erf \, inv(\ldots) \) is the inverse of the error function, where the error function is given by Equation (6):

\[ erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt \]  

(6)

\( t \) is the time, and \( x \) is a symbolic number.

Both directions of this conversion, from Weibull to Normal (0,1) and from Normal (0,1) to Weibull, are shown in Figure 2.
2.1.5. Obtaining the Desired Correlations

To finish the modeling stage, the relations between locations are achieved. For this, the correlations are calculated from the Normal standard distributed series of values obtained in the previous step. As was mentioned in Section 2.1.2, the positions of the values of the series are kept guaranteeing the correspondence in the calculation of the correlations, changing wrong values to zero. Thus, the correlations are calculated between pairs of locations, discarding the null values.

The correlations vary in the interval \([-1, 1]\), where +1 is equal to a perfect direct correlation, i.e., the variables move in the same direction; −1, corresponds to a perfect inverse correlation, i.e., the variables move in the opposite direction; and 0, to the nonexistence of correlation between the variables. Figure 3 shows these three correlation possibilities graphically [31].

The following paragraphs explain the types of correlations considered in this paper, i.e., spatial correlation, autocorrelation and cross-correlation.

(a) Spatial correlation

Pearson’s correlation, \(\rho_{XY}\), measures the force and the direction of the linear correlation of two variables \(X\) and \(Y\). This can be written as in Equation (7) with the quotient between covariance, \(\text{cov}(X, Y)\), and the standard deviations, \(\sigma_X, \sigma_Y\), of the involved variables [31]:

\[
\rho_{XY} = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y}
\]
\( \rho_{XY} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} \) \hspace{2cm} (7)

As shown in Equation (8), the covariance provides information on how both variables evolve:

\[
\text{cov}(X,Y) = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{n} \] \hspace{2cm} (8)

where \( X_i \) is the value of sequence \( X \) at time \( i \), \( \bar{X} \) is the mean value of \( X \), \( Y_i \) is the value of sequence \( Y \) at time \( i \) and \( \bar{Y} \) is the mean value of the \( Y \). If \( \text{cov}(X,Y) < 0 \), the trend of one of the variables to increase coincides with the trend of the other variable to decrease. If \( \text{cov}(X,Y) > 0 \), both variables tend to increase or decrease simultaneously, or at least there is a certain similarity in both trends. If \( \text{cov}(X,Y) = 0 \), there is not a common trend [31].

The standard deviation of the considered variables, Equations (9) and (10), provides the dispersion of the data around the mean value. The greater the standard deviation is, the greater dispersion and vice versa [31]:

\[
\sigma_X = \sqrt{\frac{\sum_{i=1}^{n} (X_i - \bar{X})^2}{n}} \] \hspace{2cm} (9)

\[
\sigma_Y = \sqrt{\frac{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}{n}} \] \hspace{2cm} (10)

As can be seen in Equation (11), the values obtained for every two variables take part in a correlation matrix \( P \) of size \( m \times m \), where \( m \) is the total number of locations.

\[
P = \begin{bmatrix}
\rho_{11} & \rho_{12} & \ldots & \rho_{1m} \\
\rho_{21} & \rho_{22} & \ldots & \rho_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{m1} & \rho_{m2} & \ldots & \rho_{mm}
\end{bmatrix} \] \hspace{2cm} (11)

Due to the use of the Pearson’s correlation coefficient, the correlation matrix has some particularities:

- Elements of the main diagonal equal 1, Equation (12)

\[
\rho_{ij} = 1, \forall i = j \in \{1, 2, \ldots, m\} \] \hspace{2cm} (12)

- It is symmetrical, Equation (13)

\[
\rho_{ij} = \rho_{ji}, \forall i \neq j \in \{1, 2, \ldots, m\} \] \hspace{2cm} (13)

- It is positive semidefinite.

It can be said that the number of calculations depends on the number of correlation values between different locations. Therefore, it is only necessary to compute the elements above (or below) the main diagonal to find the spatial correlations and the number of calculated values is \( \frac{m^2 - m}{2} \).

(b) Temporal correlation: Autocorrelation

Autocorrelation, \( \text{acorr}_X \), measures the similarity of a variable \( X \) with a time-shifted version of itself, given by Equation (14) [21].

\[
\text{acorr}_X = \frac{\sum_{i=1}^{n} X_i X_{i-k}}{n} \] \hspace{2cm} (14)

where \( k \) is the time lag and \( X_{i-k} \) is the variable \( X \) at position \( i - k \).
Figure 4 shows the example of a short sequence, where different situations can be seen that can occur when considering a time-shifted version series over itself.

As expressed before, the autocorrelation takes into account the correlation between a series and a shifted version of it. Consequently, the order of calculations to be determined is given on one hand by the number of locations and on the other by the number of time delays that are considered. Therefore, the number of operations is $mk$, so when a series is related to itself, it is only necessary to calculate the elements of the main diagonal, being necessary to multiply this number by the number of delays considered in the calculations.

(c) Temporal correlation: Cross-correlation

Cross-correlation, $xcorr_{XY}$, measures the similarity of a variable $X$ with a time-shifted version of the variable $Y$, given by Equation (15) [21]:

$$xcorr_{XY} = \frac{\sum_{i=1}^{n} X_i Y_{i-k}}{n}$$

(15)

where $Y_{i-k}$ is the variable $Y$ at position $i - k$.

Figure 5 presents an example of a short sequence, where different situations can be seen that can occur when considering a time-shifted version series over another series are shown.

As stated before, the cross-correlation expresses the correlation of a sequence with a displaced version of another one. As a consequence, the order of calculations is influenced on one hand by the number of locations and on the other by the number of temporary delays that are taken into account. Therefore, the number of operations is \((m^2 - m)k\). When relating one series with another, it is necessary to calculate the elements outside of the main diagonal. In contrast to the spatial correlations, there is no symmetry when considering the displacement of one series over another, and this makes it necessary to multiply this number by the number of lags being considered in the calculations.
Figure 5. Cross-correlation between the series $X$ (continuous line) and a shifted version of the series $Y$ (dotted line): (a) lag 0, (b) lag 1, (c) lag 2, (d) lag 3.

2.2. Simulation

Once the behavior of the wind speed has been described for the set of locations, it can be simulated by adjusting the calculations to the results obtained in the modeling stage to reproduce the real behavior in all places. The errors found in the data collection step can be solved with certainty. Possible different situations can be simulated.

The simulation stage is divided into five steps, developed sequentially until the results satisfy given tolerance values. These steps are described in the following sections.

2.2.1. Generation of Normal (0,1) Random Sequences

Certain values are omitted in the modeling stage because of the errors presented. To obtain the behavior of the series, the first step in the simulation is to generate random Normal (0,1) distributed series with the desired length, one for each location.

The wind speeds were considered to be distributed according to a Weibull law. However, the generated values belong to a standardized Normal distribution due to what has been explained previously. In consequence, in order to avoid unnecessary steps and possible rounding errors due to the transformations, the data generated are Normal (0,1) with a desired period of time for each studied location, i.e., to simulate a year of ten-minute periods, 52,560 values must be generated $m$ times, where $m$ the number of sites considered.

2.2.2. Obtaining Correlations from Random Normal (0,1) Series

The correlated sequences can be obtained from the randomly generated ones. To achieve this, it is only necessary to solve a linear system, such as the one represented in Equation (16), due to the nature of the distributions used, i.e., standardized Normal [20]:

$$Y = LX$$

(16)

where $L$ is a unique lower triangular matrix obtained from a decomposition of the correlation matrix, $X$ is the matrix of uncorrelated random variables with Normal (0,1) distribution, and $Y$ is the matrix of correlated random variables with Normal (0,1) distribution.
There are different possibilities to obtain the unique lower triangular decomposition of the correlation matrix $P$, that make it possible to apply the method, i.e., QR or Gaussian methods. However, $P$ has some particularities. It is symmetric and positive semidefinite, so the method to be used is the Cholesky decomposition, where the calculations of terms of matrix $L$ are given by Equation (17). This is a less computationally expensive method than the previous ones [32]:

$$
\begin{align*}
    l_{ii} &= \sqrt{\rho_{ii} - \sum_{k=1}^{i-1} l_{ik}^2} \\
    l_{ji} &= \frac{1}{l_{ii}} \left( \rho_{ji} - \sum_{k=1}^{j-1} l_{jk} l_{ik} \right), \quad j = i + 1, i + 2, \ldots, m
\end{align*}
$$

where $j = 1, 2, \ldots, m$ and $l$ correspond to each coefficient of the matrix $L$.

By denoting the number of locations that are taken into account as $m$ and by considering the number of sums, subtractions, products, divisions, and roots necessary to determine each of the aforementioned decompositions, the Gaussian method needs $2m^3$ operations, the QR dependent on Householder decomposition needs $4m^3$, and the Cholesky one uses $m^3$ [32].

Furthermore, the fact of applying this decomposition to the correlation matrix also offers the possibility of quickly and easily getting a solution of the correlated random series closer to the real ones, as long as the distribution is a standardized Normal, with which it can be ensured that the solution also has a standardized Normal distribution. Otherwise, keeping the desired distribution cannot be ensured [18].

### 2.2.3. Approximation Normal (0,1) to Weibull

As in Section 2.1.4, the transformation can be obtained by matching both CDFs, finding, as can be seen in Equation (18), $v_W$ instead of $v_N$, with the use of $c$ and $k$ factors corresponding to each location:

$$
v_W = c \left( -\ln \left( \frac{1}{2} \left( 1 - \text{erf} \left( \frac{v_N}{\sqrt{2}} \right) \right) \right) \right)^{1/k}
$$

where er $f(\ldots)$ is the error function, defined in Equation (6).

### 2.2.4. Calculation of the Data Deviation

The calculation of the correlated random series with (16) does not give the desired result yet. There is some difference, and to assess it, the error given by the metric expressed in (19) has been defined. This error is based on the Euclidean norm and has been established as an objective function, a value that should be minimized. The result is a reference value that reflects how far the simulated series are from the original data [32]:

$$
\| \varepsilon \| = \sqrt{\sum_{i=1}^{r} (cr_i - cs_i)^2}
$$

where $cr_i$ corresponds to each component of the correlation vector obtained in the modeling stage, $cs_i$ corresponds to each component of the correlation vector obtained in the simulation stage, and $r$ is the number of correlations calculated, considering both spatial and temporal correlations.

### 2.2.5. Implementation of an Evolutionary Algorithm

As mentioned in the previous step, the objective function given by Equation (19) must be minimized so that the simulated sequences satisfy the required constraints. Therefore, an evolutionary algorithm is performed that evolves until reaching the desired solution with a degree of tolerance that is small enough to make it possible to consider deviations in calculations negligible.
At each iteration, pairs of wind speed values corresponding to the sequence of one of the locations are swapped during the evolution of the algorithm. From this swapping process, the correlations are recalculated, and with an acceptance algorithm, the decision is made regarding whether or not the solutions obtained are better than the previous ones. The change is accepted when the objective function decreases and is rejected otherwise. Finally, the calculated values in the iterations are transformed from Normal (0,1) to Weibull.

The series is finally rearranged, and as the values have not been modified, the distribution features are kept in each location [20].

3. Case Study

The accuracy of the model and, consequently, of the simulation of the random data requires a good set of the necessary parameters. The framework of the results obtained in this paper is Galicia, the autonomous region located in the Northwest of Spain because this is one of the areas where wind energy has a greater potential. In fact, in 2019, Galician wind farms presented the third part of the total installed power in the region, exceeding the combination of conventional sources [33], with a total number of 4026 wind turbines installed [34].

A large amount of the wind power installed in Galicia is located in the northeast of the region, and due to this, the study places belong to this area. From the meteorological stations of the MeteoGalicia network [35], the data from the Fragavella, Labrada and Lanzós stations corresponding to 2019 were selected. Once the locations to be considered in the study are known, the data collected are the wind speeds of each location. With them, it is possible to analyze the simultaneity, and as the height at which they were collected is known, this makes it possible to calculate the wind speeds at the study height. One of the objectives of this study is to determine the relationship between distances and correlations. Therefore, based on the coordinates of the meteorological stations, the straight line distance between each pair of locations was obtained. In Figure 6, the positions of the selected places and their distances in km are shown.

The data collection height of the selected meteorological stations is different from the height of wind turbine hubs, i.e., the height of the study of the simultaneity of wind speeds. Therefore, it is necessary to characterize the friction factor of the terrain for each of the selected sites. In Table 1, the estimated friction factors and the different data heights available at the MeteoGalicia website are shown.
Table 1. Friction factor of the terrain and meteorological station height in each location.

| Location | Friction Factor | Weather Station Height (m) |
|----------|----------------|---------------------------|
| Fragavella | 0.21           | 10                        |
| Labrada    | 0.17           | 2                         |
| Lanzòs     | 0.23           | 2                         |

By analyzing the frequency of the wind speeds in the collected data, it is possible to affirm that the trend of the wind speed in all those locations is correctly described by the Weibull distribution. The shape and scale parameters of each location are calculated using Equations (3) and (4), and the results are shown in Table 2.

Table 2. Weibull parameters for each of the studied locations.

| Location | c     | k     |
|----------|-------|-------|
| Fragavella | 7.8580 | 1.4572 |
| Labrada    | 6.6059 | 1.9478 |
| Lanzòs     | 2.9162 | 1.4014 |

4. Results

The development of the method presented in the previous sections allows improving the knowledge of the behavior of the simultaneous wind speeds in different locations, obtaining correlated series of random wind speeds through a model where the influence of each location on the group is assessed. The steps of the method are directly applied through the use of the equations presented and, therefore, its potential is evaluated in different scenarios to assess its scope and applicability. The scenarios are: The variation of the data collection or simulation period; the arrangement of a different number of locations; and determining the influence of the distance in the correlations, or the calculation time and the number of iterations necessary to obtain the results with a marked tolerance. Finally, the results can be extrapolated for the consideration of a greater number of places. To achieve the calculation times and the number of iterations required in the group of locations, a computer with an i7 950 processor and 24 GB of RAM is used, and tolerance of 0.05 is defined.

4.1. Modeling

Once a decision about the locations to be investigated has been made, the first phase of the algorithm is carried out, i.e., the simultaneity is obtained. The next parts show the results obtained with the analysis, considering 2 or 3 places and increasing the data collection period or considering a greater number of locations.

4.1.1. Two Locations Relationship

In the first case performed during the modeling phase, the behavior of the wind speed in two locations is evaluated. The calculation time of the algorithm until the correlations are reached is 0.60 s in the case of Fragavella and Labrada and 0.59 s in the case of Fragavella and Lanzòs. The difference in the computation time between both studies is practically negligible, and, initially, there does not seem to be any relationship between distance and calculation time.

Comparing Tables 3 and 4, the spatial correlations and cross-correlations have remarkably high values between Fragavella and Labrada and exceptionally low between Fragavella and Lanzòs. Therefore, it can be deduced that the distance between the places influences the correlations inversely, i.e., the greater the distance is, the lower the correlations are and vice versa. On the other hand, the values of the autocorrelations in both cases are exceedingly high, and thus, it can be deduced that there is a temporal influence among the values of the series in each of the locations.
Table 3. Obtained correlations in the modeling stage for the study with Fragavella, 1, and Labrada, 2.

| Type of Correlation          | Obtained Result |
|------------------------------|-----------------|
| Pearson’s correlation        | 0.8069          |
| Autocorrelation 1            | 0.9597          |
| Autocorrelation 2            | 0.9533          |
| Cross-correlation 1–2        | 0.8050          |
| Cross-correlation 2–1        | 0.8040          |

Table 4. Obtained correlations in the modeling stage for the study with Fragavella, 1, and Lanzós, 3.

| Type of Correlation          | Obtained Result |
|------------------------------|-----------------|
| Pearson’s correlation        | 0.2201          |
| Autocorrelation 1            | 0.9597          |
| Autocorrelation 3            | 0.9310          |
| Cross-correlation 1–3        | 0.2219          |
| Cross-correlation 3–1        | 0.2179          |

4.1.2. The Case of Three Locations

Once obtained the wind speed correlations for two locations, the behavior of the algorithm is evaluated for three places. In this case, the algorithm calculation time in the modeling stage is 1.48 s, which, even though still being low, corresponds to a large increase concerning the previous cases. In Table 5, it can be seen that the spatial correlations and cross-correlations have remarkably high values between Fragavella and Labrada and exceptionally low between Fragavella and Lanzós. On the other hand, the correlations between Labrada and Lanzós continue to have reduced values, not as much as between Fragavella and Lanzós, as was expected from the derivation of the inverse relationship between distance and correlations. Moreover, there is a temporal influence between the values of the series in each of the locations since autocorrelations have high values. Furthermore, comparing the results with Tables 3 and 4, the values of the correlations between pairs are kept.

Table 5. Obtained correlations in the modeling stage for the study with Fragavella, 1, Labrada, 2, and Lanzós, 3.

| Type of Correlation          | Obtained Result |
|------------------------------|-----------------|
| Pearson’s correlation 1–2    | 0.8069          |
| Pearson’s correlation 1–3    | 0.2201          |
| Pearson’s correlation 2–3    | 0.3122          |
| Autocorrelation 1            | 0.9597          |
| Autocorrelation 2            | 0.9533          |
| Autocorrelation 3            | 0.9310          |
| Cross-correlation 1–2        | 0.8050          |
| Cross-correlation 2–1        | 0.8040          |
| Cross-correlation 1–3        | 0.2219          |
| Cross-correlation 3–1        | 0.2179          |
| Cross-correlation 2–3        | 0.3120          |
| Cross-correlation 3–2        | 0.3100          |

4.1.3. Variation of Time Interval Length

In the previous sections, a data collection period of 1 year was used. However, this may change since the previous measurement campaign duration might have been different. In this section, the influence of duration periods on the algorithm is assessed.

Therefore, the influence on the results was evaluated for a data collection period of 5 years, from 2015 to 2019. This longer data length involves an increased number of measurement errors corresponding to each of the sites and, in turn, a larger calculation
time. However, since these data are only used in the modeling phase, the influence on the calculation time is reduced. Thus, the algorithm is practically straightforward in the modeling stage, with a calculation time lower than 1 s in the case of 3 locations and one year of data and around 4 s for the case of 5 years.

The results obtained for 1 or 5 years should not differ if the resource is well characterized. To confirm this, the Weibull parameters and the correlations are calculated using Equations (3) and (4) and are shown in Tables 6 and 7, respectively.

### Table 6. Weibull parameters for each of the studied locations for a period of 5 years.

| Location | c   | k   |
|----------|-----|-----|
| Fragavella | 7.5591 | 1.4133 |
| Labrada   | 6.4257 | 1.8760 |
| Lanzós    | 3.0646 | 1.3053 |

### Table 7. Correlations obtained in the modeling stage for the study with Fragavella, 1, Labrada, 2, and Lanzós, 3, for a period of 5 years.

| Type of Correlation | Obtained Result |
|---------------------|-----------------|
| Pearson’s correlation 1–2 | 0.8040 |
| Pearson’s correlation 1–3 | 0.3227 |
| Pearson’s correlation 2–3 | 0.3873 |
| Autocorrelation 1 | 0.9562 |
| Autocorrelation 2 | 0.9524 |
| Autocorrelation 3 | 0.9399 |
| Cross-correlation 1–2 | 0.8019 |
| Cross-correlation 2–1 | 0.8015 |
| Cross-correlation 1–3 | 0.3246 |
| Cross-correlation 3–1 | 0.3201 |
| Cross-correlation 2–3 | 0.3873 |
| Cross-correlation 3–2 | 0.3851 |

Comparing the results obtained for a data collection period of 5 years, Table 6, and the results for a period of 1 year, Table 2, it can be confirmed that the Weibull parameters are similar in both cases, and there is a maximum difference in the case of Lanzós, where the error is a 7%.

Going out with the comparison between the results for the different data collection periods, the correlations obtained are contrasted for a period of 1 and 5 years, respectively (Tables 5 and 7). In general, it can be said that the differences appear in the thousandths.

### 4.1.4. Higher Number of Locations

The last step in the modeling stage is to verify the influence of a superior number of locations, \( m \). The order of operations that are needed to calculate each of the correlations was determined and shown in Table 8 since the rest of the executions are not time-consuming.

### Table 8. Order of necessary operations during the modeling stage.

| Main Calculations   | Order of Operations |
|---------------------|---------------------|
| Pearson’s correlation | \( \frac{m^2 - m}{2} \) |
| Autocorrelation     | \( \frac{m}{2} \) |
| Cross-correlation   | \( m^2 - m \) |

Taking into account the previous values and the characteristics of the computer used, the evolution of the calculation time in the modeling stage is determined by increasing the number of locations, Figure 7.
Figure 7. Evolution of the calculation time required to carry out the modeling stage considering a different number of locations.

Looking at Figure 7, it can be checked that the calculation time of the modeling stage grows with the number of locations, so in a scant number of places, the time needed to reach a result is practically null, as it was said in previous sections, of about 0.6 s for 2 sites or of about 1.5 s for 3. As the number of locations increases, the calculation time rises, and it reaches about 37 min when 50 places are being evaluated. As can be seen in Table 8, this is due to the fact that the number of calculations increases in a quadratic order with the number of locations and, as a consequence, so do the number of operations to be carried out in the modeling stage.

4.2. Simulation

When the simultaneity characteristics between places have been analyzed, random wind speeds are generated for a period, mainly of one year. The following sections show the results obtained in the simulations effectuated, considering 2 or 3 places, increasing the data collection period, or considering a greater number of locations.

4.2.1. Two Locations Relationship

Such as in the modeling stage, in the first analysis performed, the behavior of wind speeds in two locations is evaluated. The calculation time of the algorithm until the tolerance is reached is 22 h and 3.35 min in 2,599,096 iterations in the case of Fragavella and Labrada and 16 h and 36.59 min in 2,231,562 iterations in the case of Fragavella and Lanzós, existing significant differences in the computation times and iterations between both studies. On the other hand, it can be verified that the calculation times are higher in the modeling stage than in simulation one, corresponding to some hours in the simulation concerning a few seconds in the modeling.

As can be seen in Figure 8, the initial data deviation concerning the tolerance marked in the study with Fragavella and Labrada is higher than that with Fragavella and Lanzós and, consequently, the calculation time period is higher, unlike in the case of the modeling, where the times were practically identical. However, the behavior of the data deviation between the required solution and the calculated one varies in a similar way along the time, so in both cases, there is a period with a rapid decrease, up to 4 h in the case of Fragavella and Labrada and up to 3 h in the case of Fragavella and Lanzós, after which the refinement to the required solution slows down.
Tables 9 and 10 show the results obtained for the correlations of the simulation phase in each of the analyses performed. Observing their values and comparing them with Tables 3 and 4, it can be deduced that the method used to correlate the random series given by Equation (16) has a result that is very close to the solution considering just the spatial correlations. This is mainly because the method used to correlate the series is the Cholesky decomposition of the spatial correlation matrix. However, the values of the temporal correlations are close to 0 because the series was randomly generated. On the other hand, it can be verified that there is a very good accuracy of the iterative algorithm, so the solutions are very close to the objective, with differences lower than 5% in each of the cases.

Table 9. Obtained correlations in the simulation stage for the study with Fragavella, 1, and Labrada, 2.

| Type of Correlation         | Cholesky Results | Iterative Algorithm Results |
|-----------------------------|------------------|----------------------------|
| Pearson’s correlation       | 0.8072           | 0.8218                     |
| Autocorrelation 1           | −0.0083          | 0.9240                     |
| Autocorrelation 2           | −0.0025          | 0.9235                     |
| Cross-correlation 1–2       | −0.0041          | 0.7974                     |
| Cross-correlation 2–1       | −0.0041          | 0.7967                     |

Table 10. Obtained correlations in the simulation stage for the study with Fragavella, 1, and Lanzós, 3.

| Type of Correlation         | Cholesky Results | Iterative Algorithm Results |
|-----------------------------|------------------|----------------------------|
| Pearson’s correlation       | 0.2210           | 0.2240                     |
| Autocorrelation 1           | 0.0097           | 0.9132                     |
| Autocorrelation 3           | −0.0036          | 0.9131                     |
| Cross-correlation 1–3       | 0.0006           | 0.2200                     |
| Cross-correlation 3–1       | −0.0015          | 0.2166                     |

4.2.2. Three Locations Relationship

Once obtained the wind speed correlations for two locations, the behavior of the algorithm is evaluated for the case of three places. In this case, the algorithm calculation time in the simulation stage is 1 day, 23 h and 15.53 min in 3,999,039 iterations. As before, the calculation time in the simulation stage is much higher than the respective in the modeling stage, and, as occurs in the analysis of 3 locations in the modeling phase, the computation time is larger than in the case of 2 places.
As can be seen in Figure 9, the behavior of the data deviation between the required solution and the calculated one in each iteration along the time is similar to that previously studied in the case of 2 sites, a few hours with a fast decrease in this case, up to 8 h, and then a refinement of the solution to the marked tolerance. On the other hand, comparing it with Figure 8, it can be seen that the initial solution is further away from the desired one in the case of 3 sites concerning any of the studies of 2 locations, this having an impact on both the calculation time and the number of iterations required to achieve the desired values.

Figure 9. Evolution of the data deviation to the real solution through time in the simulation stage with the consideration of the locations of Fragavella, Labrada and Lanzós.

Table 11 shows the results of the correlations obtained with the application of the proposed algorithm for 3 locations. Like before, after the random series correlation given by Equation (16), the spatial correlations are very close to those corresponding to the objective solution. However, the temporal ones are around the value 0. The algorithm remains very precise with the consideration of 3 sites, so the differences between the objective results and those obtained with the simulation are lower than 5% in each of the cases.

Table 11. Correlations obtained in the simulation stage for the study performed between Fragavella, 1, Labrada, 2, and Lanzós, 3.

| Type of Correlation          | Cholesky Results | Iterative Algorithm Results |
|------------------------------|------------------|-----------------------------|
| Pearson’s correlation 1–2   | 0.8071           | 0.8219                      |
| Pearson’s correlation 1–3   | 0.2222           | 0.2228                      |
| Pearson’s correlation 2–3   | 0.3165           | 0.3161                      |
| Autocorrelation 1           | 0.0031           | 0.9250                      |
| Autocorrelation 2           | 0.0081           | 0.9245                      |
| Autocorrelation 3           | 0.0050           | 0.9213                      |
| Cross-correlation 1–2       | 0.0094           | 0.7974                      |
| Cross-correlation 2–1       | 0.0033           | 0.7965                      |
| Cross-correlation 1–3       | 0.0068           | 0.2202                      |
| Cross-correlation 2–1       | 0.0058           | 0.2165                      |
| Cross-correlation 2–3       | 0.0037           | 0.3101                      |
| Cross-correlation 3–2       | 0.0056           | 0.3078                      |
4.2.3. Variation of the Time Interval Length

In the previous sections, a simulated data generation period of one year was considered. However, dealing with a different period of time can be of interest. In this section, the influence of different intervals of data is estimated.

This was evaluated for a shorter period of generation of simulated values. It was checked for half a year and for two years. As expected, the greater amount of data influences the performance of the code, taking on average more than twice the time to perform an iteration, with an average of 0.1 s compared to about 0.04 s. On the other hand, a lower amount of data requires less computational time per iteration, with an average of 0.03 s instead of about 0.04 s.

In addition, as previously commented, the simulation stage is very heavy and requires long calculation periods to reach high accuracies, so performing a simulation with a greater amount of simulated values can make code take too long, going from approximately 20 h to practically 2 days of calculation time in the case of 2 sites, or from around 2 days up to 4 of computing time in the case of 3 locations. However, the reduction in the number of values can lighten the code time, requiring about 16 h instead of 20 h in the case of 2 places, or one day and about 20 h instead of practically 2 days in the case of 3 sites.

On the other hand, the trends of the correlations remain, so there are values very close to the spatial correlations and around 0 in the temporal correlations after the resolution of the system by the Cholesky decomposition, and values with an error lower than 5% in each of the correlations obtained after the iterative algorithm.

4.2.4. Higher Number of Locations

As in the modeling phase, the last step in the simulation phase is to confirm the influence of a greater number of sites. To take into account a different number of locations, the order of operations needed for the calculation of each of the correlations and the Cholesky decomposition, Table 12, was determined since the rest of the executions are practically instantaneous. It must be taken into account that the Cholesky decomposition is only performed once to correlate the random series generated.

Table 12. Order of operations needed in the simulation stage.

| Main Calculations   | Order of Operations |
|---------------------|---------------------|
| Cholesky            | \( \frac{n^3}{2} \) |
| Pearson’s correlation| \( \frac{n^2-m}{4} \) |
| Autocorrelation     | \( \frac{m}{2} \) |
| Cross-correlation   | \( n^2 - mn \)       |

Considering the previous values and the characteristics of the computer used, it was determined how the calculation time evolves by iteration of the simulation stage by the number of sites, Figure 10.

In Figure 10, it can be seen that the calculation time of the first iteration of the simulation phase grows much faster than the rest of the iterations, considering the number of places following the values in Table 12. This is because in the first iteration, the calculation by the Cholesky method must be performed, with a cubic growth concerning a quadratic one.

By using the conclusions obtained in the previous sections, as the number of locations increases, the desired solution is further away, requiring a greater number of iterations, so, following the data in Table 12, the amount of correlations close to the desired solution after applying the Cholesky method, that is, the spatial ones, is \( \frac{n^2-m}{2} \). On the other hand, the amount of correlations far from the desired solution, that is, the temporal ones are \( n^2 \). The latter is growing faster than the former.
5. Conclusions

The growing trend of incorporating wind energy into electric power networks makes its characterization a mathematical problem. The inherent uncertainty due to errors made during the data collection process, together with the unpredictability nature of wind speed, makes it difficult to accurately obtain the power to be injected into the network at each moment. The simulation of wind speed series with a certain degree of accuracy can be carried out after obtaining the models of the behavior of each location and the relationships among them through the calculation of the spatial and temporal correlations.

The method presented in this paper is intended to deal with the errors that occur in the data collection period in which a wind speed value is either unknown or known, but its reliability cannot be assessed. By calculating the spatial correlations, it is possible to identify the trends of the wind speeds for the set of locations. If temporal correlations are also considered, it is possible to characterize the wind speeds in different time intervals.

By simulating random values, it is possible to characterize the wind speed in different periods or stages. The simulation makes it possible to cover the gaps that arise due to the lack of knowledge of the wind speeds and also to estimate the values that can occur in subsequent periods of time. This facilitates knowing the power injected into the electrical network with a certain degree of reliability. Additionally, the accuracy of the method is as close to reality as desired when a level of tolerance is established. In this work, a value of 0.05 is considered reduced enough. As a result, errors are lower than 5% in all simulated cases.

The data used in this paper correspond to 2019 in the meteorological stations of Fragavella, Labrada and Lanzós, all of them selected from the MeteoGalicia website. The wind speeds are considered to fit Weibull distributions. It was verified that the studied locations meet this assumption.

There seems to be an inverse relationship between distance and correlation. When the distance between locations is high, the calculation time is shorter because the Cholesky decomposition initializes the iterative algorithm closer to the solution, so the number of iterations is low.

The consideration of a higher number of locations directly affects the calculation time. On one hand, a large number of operations per iteration is needed, having to perform
calculations, where \( m \) is the number of locations, and on the other, the solution of the correlated series obtained before Cholesky decomposition is increasingly far from the objective because values corresponding to the temporal correlations increases more rapid, \( m^2 \), then the spatial correlations, \( \frac{m^2 - m}{2} \), which can influence the number of iterations required, making the problem with a large number of locations become unapproachable.

The modeling stage, where the relationships between locations are reproduced, is practically instantaneous, with a duration of a few seconds. Nevertheless, the simulation stage, where the randomness of the wind speed is reproduced, is more time-consuming, reaching several hours in some cases. Moreover, on one hand, the variation of the collection data period does not involve a significant time. On the other, the number of simulated values affects the calculation time, and this can make the problem unapproachable in the case of the simulation of a large one.
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