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Abstract. We consider the problem of active domain adaptation (ADA) to unlabeled target data, of which subset is actively selected and labeled given a budget constraint. Inspired by recent analysis on a critical issue from label distribution mismatch between source and target in domain adaptation, we devise a method that addresses the issue for the first time in ADA. At its heart lies a novel sampling strategy, which seeks target data that best approximate the entire target distribution as well as being representative, diverse, and uncertain. The sampled target data are then used not only for supervised learning but also for matching label distributions of source and target domains, leading to remarkable performance improvement. On four public benchmarks, our method substantially outperforms existing methods in every adaptation scenario.
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1 Introduction

Domain adaptation is the task of adapting a model trained on a label-sufficient source domain to a label-scarce target domain when their input distributions are different. It has played crucial roles in applications that involve significant input distribution shifts such as recognition under adverse conditions (e.g., climate changes [10,25,45,46] and nighttime [44]) and synthetic-to-real adaptation [35]. The most popular direction in this field is unsupervised domain adaptation [4,15] which assumes a totally unlabeled target domain. However, in practice, labeling a small part of target data is usually feasible. Hence, label-efficient domain adaptation tasks such as semi-supervised domain adaptation [26,27,43,61,62] and active domain adaptation [14,36,40,52] have attracted increasing attention.

In this paper, we consider active domain adaptation (ADA) [14,36,40,52], where we can interact with an oracle to obtain annotations on a subset of target data given budget constraint, while utilizing the annotations for domain adaptation. The key to the success of ADA is to co-design sampling mechanism selecting
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a subset of target data to be annotated and utilization of the annotations. Existing ADA methods utilize the obtained annotations only for supervised learning, similar to existing Active Learning (AL) methods [3, 47, 51, 56]. Accordingly, they count diversity, representativeness, and uncertainty of the data to boost the effect of supervised learning.

We argue that for domain adaptation, there is another use of the sampled data, which deserves attention but is missing in the previous work: matching label distributions of source and target domains. In practice, domain adaptation often encounters label distribution shift, i.e., the frequencies of classes significantly differ between source and target domains. It has been proven in [6, 63] that matching label distributions of source and target domains is a necessary condition for successful domain adaptation [6, 63]. Also, it has been empirically verified in [6] that mismatched label distributions restrict or even deteriorate performance of existing domain adaptation methods [15, 29, 30].

Motivated by this, we present a new method that addresses the label distribution shift for the first time in ADA. At the heart of our method lies Label distribution Matching through Density-aware Active sampling, and thus it is dubbed LAMDA. Its key idea is to use sampled data for label distribution matching as well as supervised learning. During training, it estimates the label distribution of the target domain through the annotated labels of sampled target data, and builds each source data mini-batch in a way that the label frequencies of the batch follow the estimated target label distribution. To this end, we design a new sampling strategy useful for label distribution estimation as well as supervised learning. For supervised learning, sampled data are encouraged to be representative, diverse, and uncertain. For label distribution estimation, on the other hand, sampled data should well approximate the entire data distribution of the target domain. As will be demonstrated empirically, existing ADA methods often fail to satisfy the second condition since they blindly select uncertain instances or do not take the overall target distribution into account.

Our sampling method satisfies both of the above conditions. Specifically, it selects a subset of target data whose statistical distance from the entire target data is minimized. Since the distribution of the sampled data well approximates that of the entire target data, their labels are expected to follow the latent target label distribution. They also spontaneously become diverse and representative in order to cover the entire target data distribution. In addition, LAMDA asks the oracle for labeling only uncertain instances in the sampled subset; it in turn utilizes the manually labeled samples for both supervised learning and label distribution estimation, while the rest are assigned pseudo labels by the model’s prediction and used only for label distribution estimation. This strategy lets LAMDA annotate and exploit only uncertain data in the subset for supervised learning, and estimate the target label distribution accurately by using the entire subset. The advantage of our sampling method is illustrated in Fig. 1.

In addition, we propose to use the cosine classifier [16, 38], instead of the conventional linear classifier, in order to further alleviate the adverse effect of label distribution shift. The cosine classifier is known to be less biased to domi-
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Fig. 1: Comparison between sampling methods. (a) Data distribution and label distribution of target data. (b) Uncertainty preferred sampling of conventional ADA and the label distribution of corresponding sampled data. (c) Density-aware sampling of LAMDA and the label distribution of corresponding sampled data.

nant classes since its classification weights are $\ell_2$-normalized, and thus has been used for long-tailed recognition [21] and few-shot learning [5, 16, 38]. We find that such a property is also useful to combat label distribution shift; it is empirically verified that the cosine classifier significantly improves ADA performance when combined with a domain alignment method.

To evaluate and compare LAMDA with existing ADA methods thoroughly, we present a unified evaluation protocol for ADA. Extensive experiments based on the evaluation protocol demonstrate impressive performance of LAMDA, which largely surpasses records of existing ADA methods [14, 36, 40], on four public benchmarks for domain adaptation [34, 35, 53, 55]. The main contribution of this paper is four-fold:

- LAMDA is the first attempt to tackle the label distribution shift for ADA. The importance of this research direction is demonstrated by the outstanding performance of LAMDA.
- We propose a new sampling strategy for choosing target data best preserving the entire target data distribution as well as being representative, diverse, and uncertain. Data selected by our strategy are useful for both label distribution matching and supervised learning.
- For the first time, we benchmark existing ADA methods [14, 36, 40] on four public datasets for domain adaptation [34, 35, 53, 55] through a unified evaluation protocol.
- In our experiment with each of the four domain adaptation datasets, LAMDA substantially outperforms all the existing ADA models.

2 Related work

Unsupervised domain adaptation (UDA). Major approaches in UDA aim at learning domain invariant features so that a classifier trained on the labeled source domain data can be transferred to the unlabeled target domain data [4]. To do so, previous methods align feature distribution between the two domains using various domain discrepancy measures such as MMD [28, 30], Wasserstein discrepancy [7, 8, 11, 24], and $H$-divergence [1, 9, 15, 29, 37, 54]. On the other hand,
recent studies [6,63] found that such domain alignment is only effective when the label distributions of the two domains are matched. This condition is difficult to be satisfied due to the limited access to the target class distribution. In this work, we propose to utilize the actively sampled data in ADA to estimate the target label distribution and match the label distribution of the two domains for the effective domain alignment.

Active learning (AL). AL is a task of selecting the most performance-profitable samples to be annotated from an oracle [48]. Previous methods design various selection strategies, where they often refer to uncertainty [2,19,33], diversity [47,51], or the both [3,56,57] for the selection. Uncertainty-based methods prefer difficult samples for the model, e.g., samples with high entropy. Diversity-based methods prefer samples that are different from the selected ones. Our method shares a similar idea with Wang [56,57] in that we use MMD [17], but we additionally select the easy-but-representative samples as a pseudo-labeled set to precisely estimate the target label distribution, which can be used to help domain adaptation process.

Active domain adaptation (ADA). ADA is a variant of active learning that selects samples to maximize the domain adaptation performance. ADA is first introduced by Rai et al. [39] and first adapted to image classification by AADA [52]. Existing methods mainly refer to the difficulty of samples (i.e., uncertainty) for selection. TQS [14] selects uncertain samples by combining three sampling criteria: disagreement among ensemble models [49], top-2 margin of predictive probabilities [42], and confidence of domain discriminator [52]. CLUE [36] additionally considers the diversity among the selected samples along with the uncertainty by using entropy-weighted $k$-means clustering [20]. $S^3$VAADA [40] designs a set-based scoring function that favors three properties: vulnerability to adversarial perturbation, diversity within the sampled set, and representative-ness to avoid outliers. More recent methods utilize a free energy biases [23] of the two domains [58], K-medoids algorithm [12,41], and the distance to different class centers [59] for the selection. To newly tackle the critical issue of label distribution shift in ADA, we propose a sampling strategy that considers the data distribution of the target domain. The main technical difference between the sampling of conventional ADA and ours is illustrated in Fig. 1.

3 Problem formulation

Given a labeled source dataset $D_S = \{(x_i, y_i)\}_{i=1}^{n_S}$ of size $n_S$ and an unlabeled target dataset $D_T = \{x_i\}_{i=1}^{n_T}$ of size $n_T$, we study a standard ADA scenario of $R$ rounds, in each of which $B$ samples of target data are newly labeled and utilized for model update, i.e., the per-round budget is $B$ and the total budget is $RB \leq n_T$. Let $D_L$ be the labeled target dataset actively collected, which grows up to size $RB$. We consider image classification such that $x_i$ is an image and $y_i \in \mathcal{Y} = \{1,2,\ldots,C\}$ is a categorical variable, where a model, parameterized by $\theta$, predicts $\arg\max_{y \in \mathcal{Y}} \ p(\theta)(y|x)$ for input image $x$. The goal of ADA is to
maximize the test accuracy of $\theta$ in the target domain, where $\theta$ is trained on $D_S$, $D_T$ and $D_L$ in the iterative manner.

4 Proposed method

4.1 Overview of LAMDA

We present a novel ADA method, named LAMDA, that addresses label distribution shift between source and target domains. Our core idea is to select and utilize target samples useful for both label distribution matching and supervised learning. This idea is implemented in LAMDA by three components: prototype sampling, label distribution matching, and model training. First, LAMDA selects a set of prototypes, i.e., target data that best approximate the entire target data distribution. Uncertain prototypes in the set are then identified by the model and annotated by oracle, while the rest are assigned pseudo-labels (Sec. 4.2). Next, LAMDA estimates the target label distribution using the assigned labels of the prototypes and adjusts the label distribution of source data being drawn within each mini-batch according to the estimated target label distribution (Sec. 4.3). Under the matched label distribution, the model is trained by both cross-entropy loss $L_{sup}$ and the domain adversarial loss $L_{adv}$.

4.2 Prototype set sampling in target data

We begin with a model $\theta$ which is from the previous round, or pretrained on source dataset $D_S$ for the first round. Let $X_{(.)}$ denote the set of images in dataset $D_{(.)}$ for notational simplicity. To select the prototype set that represents the target data distribution, we first seek subset $X \subset X_T$ which minimizes a statistical distance between $X$ and the entire target data $X_T$. Inspired by the sampling technique for example-based model explanation [22], we employ the squared
Maximum Mean Discrepancy (MMD) [17] between \(X\) and \(X_T\) on the feature space, which is formally given by
\[
\text{MMD}^2(X, X_T) := \frac{1}{|X|^2} \sum_{x_i, x_j \in X} k(f(x_i), f(x_j)) - \frac{2}{n_T|X|} \sum_{x_i, x_j \in X} k(f(x_i), f(x_j)) + \frac{1}{n_T^2} \sum_{x_i, x_j \in X_T} k(f(x_i), f(x_j)),
\]
where we let \(f(x)\) be the feature of input \(x\) extracted by \(\theta\), and \(k(z, z') = \exp(-\gamma ||z - z'||^2)\) be the Radial Basis Function (RBF) kernel. Noting that the last term in Eq. (1) is constant with respect to \(X\), we define \(J(X)\) as follows:
\[
J(X) := \text{MMD}^2(\emptyset, X_T) - \text{MMD}^2(X, X_T) = 2n_T|X| \sum_{x_i, x_j \in X} k(f(x_i), f(x_j)) - 1|X|^2 \sum_{x_i, x_j \in X} k(f(x_i), f(x_j)).
\]
where a constant \(\text{MMD}^2(\emptyset, X_T)\) is added to make \(J(\emptyset) = 0\), and the first and second terms measure representativeness and diversity of \(X\), respectively.

The prototypes can be then identified by a constrained combinatorial optimization to maximize \(J(X)\) given a certain size limit \(n_p\), i.e.,
\[
\max_{X \in 2^{X_T} : |X| \leq n_p} J(X).
\]
This is generally intractable due to the exponentially many candidates. However, a greedy process selecting samples one after one to locally maximize \(J\) can efficiently find a near-optimal solution in polynomial time since \(J(X)\) is monotone submodular when \(k\) is RBF kernel [22]. To be specific, the greedy process is proven to achieve at least \(1 - [(n_p - 1)/n_p]^n_p\) of the optimum [32]. We hence adopt the greedy process to select subset \(X_P\) from the unlabeled target data.

We note that setting \(n_p = B\) and spending all the budget for \(X_P\) would be a waste of budget when \(X_P\) includes easy prototypes, whose labels are accurately predicted by \(\theta\). We hence set \(n_p\) in an adaptive way so that we spend budget \(B\) only for hard prototypes. To be specific, starting from \(X_{PL} = \emptyset\) and \(X_L\) from the previous round (or \(X_{PL} = X_L = \emptyset\) for the first round), each greedy selection is added to either \(X_{PL}\) or \(X_L\). \(X_{PL}\) includes only easy prototypes of \(X_P\) whose margin between top-1 and top-2 predictions is larger than threshold \(\Delta\), and only hard prototypes in \(X_L = X_P \setminus X_{PL}\) are labeled by oracle. For \(X_{PL}\), we use top-1 prediction as the pseudo label which is given by
\[
\hat{y}_{i,1} := \arg\max_{y \in \mathcal{Y}} p_{\theta}(y|x_i).
\]
In each round, we continue the sampling process until \(B\) hard samples are newly annotated by oracle. Thus, \(n_p = |X_P| \geq B\) is determined by the adaptation
Algorithm 1 Prototype sampling at a round

Require: Model parameter \( \theta \) from the previous round, labeled source dataset \( D_S \), unlabeled target image set \( X_T \), per-round budget \( B \), threshold \( \Delta \).

1: Retrieve \( X_L \) from the previous round or set it as empty set for the first round.
2: Set \( X_{PL} \leftarrow \emptyset \) and \( X_P \leftarrow X_L \cup X_{PL} \).
3: repeat
4: \( x^* \leftarrow \arg \max_{x \in X_T \setminus X_P} (J(X_P \cup \{x\}) - J(X_P)) \) \( \triangleright \) Prototype selection w.r.t. \( J(X) \) in Eq. (2)
5: \( \hat{y}_1 \leftarrow \arg \max_{y \in Y} p_\theta(y|x^*) \), \( \hat{y}_2 \leftarrow \arg \max_{y \in Y} p_\theta(y|x^*) \) \( \triangleright \) Get top-1 and top-2 prediction
6: if \( p_\theta(\hat{y}_1|x^*) - p_\theta(\hat{y}_2|x^*) > \Delta \) then \( \triangleright \) Identify easy/hard prototype by margin
7: \( X_{PL} \leftarrow X_{PL} \cup \{x^*\} \) \( \triangleright \) Pseudo-labeling for easy prototype
8: else
9: \( X_L \leftarrow X_L \cup \{x^*\} \) \( \triangleright \) Oracle-labeling for hard prototype
10: end if
11: \( X_P \leftarrow X_P \cup \{x^*\} \) \( \triangleright \) \( X_P = X_L \cup X_{PL} \)
12: until \( B \) samples are newly added to \( X_L \) (and labeled by oracle)
13: return \( X_P, X_{PL}, X_L \)

scenario and the model in hand. This is possible because the greedy selection can return a near-optimal solution at any iteration. The sampling process is illustrated in Fig. 2, and described formally in Algorithm 1.

We denote the set of labeled prototypes by \( D_L = \{(x_i, y_i)\}_{i=1}^B \) and that of pseudo-labeled prototypes by \( D_{PL} = \{(x_i, \hat{y}_{i,1})\}_{i=1}^{n_{PL}} \). \( D_L \) is used for both supervised learning and label distribution estimation, while \( D_{PL} \) is used only for label distribution estimation; details will be described in the following section.

4.3 Label distribution matching

We use the prototype set to estimate the target data distribution \( p_T(y) \), which is in turn used for label distribution matching. To estimate \( p_T(y) \), we investigate the frequency of each class within \( D_L \) and \( D_{PL} \). The frequency of class \( c \) in \( D_L \) is computed by

\[
n_{L,c} := \sum_{(x_i, y_i) \in D_L} 1[y_i = c],
\]

where \( 1 \) is an indicator function. On the other hand, the class frequency in \( D_{PL} \) is weighted by the corresponding predictive probability, which is given by

\[
\hat{n}_{PL,c} := \sum_{(x_i, \hat{y}_{i,1}) \in D_{PL}} 1[\hat{y}_{i,1} = c] p_\theta(\hat{y}_{i,1}|x_i),
\]

Then, the target label distribution \( p_T(y) \) is estimated by

\[
\hat{p}_T(y) := \frac{n_{L,y} + \hat{n}_{PL,y} + 1}{n_L + \hat{n}_{PL} + C},
\]

where \( \hat{n}_{PL} = \sum_c \hat{n}_{PL,c} \) and \( C \) is the number of classes. Note that we add an offset 1 to each category frequency of Eq. (7) to ensure at least a single instance is considered to be present in the target domain. This is consistent with
the assumption of UDA, where both domains have the same label space $\mathcal{Y}$. To make the observed source label distribution follow $\hat{p}_T(y)$, we apply class-weighted sampling when building source mini-batches. The ratio between the source label distribution $p_S(y)$ and the estimated target label distribution $\hat{p}_T(y)$ is denoted by $w(y) := \frac{\hat{p}_T(y)}{p_S(y)}$. Then, the probability of sampling $(x_i, y_i)$ from $D_S$ for source mini-batch construction is defined by

$$\rho_i := \frac{w(y_i)}{\sum_{(x_j, y_j) \in D_S} w(y_j)},$$

where $i$ indicates the sample index.

### 4.4 Model training

**Loss functions.** As the label frequencies of a source mini-batch match those of the target domain by Eq. (8), we can now apply a domain alignment loss while alleviating the label distribution shift. We choose the domain adversarial loss [15], but any other losses [15,29,30] for domain alignment can be employed. For domain adversarial training, a domain discriminator, parameterized by $\phi$, is trained to classify the domain of input feature by probability $p_{\theta_f, \phi}(d|x)$, where $d \in \{0, 1\}$ is domain label. In the meantime, the feature extractor parameterized by $\theta_f$ is adversarially trained to confuse the discriminator. The domain adversarial loss with the matched label distributions is given by

$$L_{\text{adv}} := \mathbb{E}_{x_i \sim X_S} [-\log p_{\theta_f, \phi}(d|x_i)] + \mathbb{E}_{x_j \sim X_T} [-\log (1 - p_{\theta_f, \phi}(d|x_j))],$$

where the first expectation is taken over $\rho_i$ of $X_S$ and the second one is taken over uniform distribution of $X_T$. The $\theta_f$ is updated to maximize $L_{\text{adv}}$, while $\phi$ is updated to minimize $L_{\text{adv}}$. Meanwhile, the cross-entropy loss for labeled data $D_S$ and $D_L$ is given by

$$L_{\text{sup}} := \mathbb{E}_{(x_i, y_i) \sim D_S} [-\log p_{\theta}(y_i|x_i)] + \mathbb{E}_{(x_j, y_j) \sim D_L} [-\log p_{\theta}(y_j|x_j)].$$

In summary, the total training loss for the proposed framework is given by

$$L := L_{\text{sup}} + L_{\text{adv}}.$$  

**Cosine classifier.** To further alleviate the negative effect of label distribution shift, LAMDA employs a cosine classifier [16,38], which measures cosine similarities between the classifier weights and an embedding vector as classification scores. The norm of classifier weight is known to be greatly affected by the label distribution [16,21,60]. Since the norm does not interfere with the classification score in the cosine classifier, it can alleviate the label distribution shift. Specifically, let $W := \{w_c\} \in \mathbb{R}^{d \times C}$, where $w_c \in \mathbb{R}^d$ indicates a weight of classifier for class $c$ with embedding dimension $d$. Then, the class probability predicted by the cosine classifier is given by

$$p_{\theta}(y = c|x) := \text{softmax} \left( \frac{h \circ f(x)^\top w_c}{\tau ||h \circ f(x)|| \|w_c\|} \right),$$

where $\tau$ is a temperature parameter.
where $h$ is a single hidden layer that projects feature vector $f(x)$ into $d$-dimensional embedding space, and $\tau$ is a temperature term that adjusts sharpness of the predicted probability.

5 Experiments

We first describe datasets, experiment setup, and implementation details in Sec. 5.1. Then LAMDA is evaluated and compared with previous work in Sec. 5.2, and contributions of its components are scrupulously analyzed in Sec. 5.3.

5.1 Setup

Datasets. We use four domain adaptation datasets with different characteristics: OfficeHome [55], OfficeHome-RSUT [53], VisDA-2017 [35], and DomainNet [34]. OfficeHome contains 16k images from four domains \{Art, Clipart, Product, Real\}, where we conduct a diverse set of domain adaptation for each of 12 source-target permutations. OfficeHome-RSUT is a dataset sub-sampled from three domains \{Clipart, Product, Real\} of OfficeHome, where the subsampling protocol, called reversely-unbalanced source and unbalanced target (RSUT), is employed to make a large label shift between source and target domains. VisDA-2017 is a large-scale dataset consisting of 207k images from two domains \{Synthetic, Real\} in a realistic scenario of synthetic-to-real domain adaptation. DomainNet is also a large-scale dataset but has a prevalent labeling noise. In DomainNet, we use five domains \{Real, Clipart, Painting, Sketch, Quickdraw\} consisting of 362k images. We use 10% of the datasets for validation and the rest are kept for training. While DomainNet includes an independent test set, the other datasets do not provide an explicit test set. Hence, for OfficeHome, OfficeHome-RSUT, and VisDA-2017, we use the whole dataset (i.e., trainval set) as the test set following the conventional protocol of UDA and previous work on ADA [14,36].

Experimental setup. We compare LAMDA to the state-of-the-art ADA methods: TQS [14], CLUE [36], and $S^3$VAADA [40]. We note that the existing ADA works have evaluated their methods with different evaluation protocols (e.g., budget size, sampling interval, and dataset). For fair comparison, we first benchmark them on four public datasets for domain adaptation through a unified evaluation protocol. We conduct 5 rounds of data sampling, each of which updates the model from the previous round after newly acquiring labels of 2%-budget, i.e., 10%-budget in total, where we let $n\%$-budget denote $n\%$ of the target train set size. For both of our method and the previous methods, the model is selected based on the validation accuracy. For each of the methods, we use the original authors’ official implementation. The detailed descriptions are provided in the supplementary material (Sec. C).

1 The domains are chosen considering their consistency with existing benchmarks [36].
Fig. 3: Accuracy versus the percent of labeled target instances as budget. The accuracies are averaged on all scenarios of the OfficeHome, OfficeHome-RSUT, VisDA-2017, and DomainNet. The solid lines represent the results of using the specialized adaptation technique of each method, and the dotted lines represent the results of using the same adaptation technique (i.e., DANN [15]). w/o COS: Ours without cosine classifier

Implementation details. We use ResNet-50 [18] backbone initialized with pre-trained weights from ImageNet [13] classification for both our and the previous methods. Our classifier consists of 2 fully connected layers where the embedding dimension $d$ is 512. For all experiments, we use an identical set of hyper-parameters. Our model is trained using SGD optimizer with a learning rate of 0.1, and a weight decay of $5^{-4}$ for 100 epochs. We set the margin threshold $\Delta$ to 0.8, the temperature $\tau$ in Eq. (12) to 0.1, and the $\gamma$ of RBF kernel in Eq. (1) to an inverse of the feature dimension, which in our case is $\frac{1}{2048}$.

5.2 Results

Overall superiority of LAMDA with varying budget. In Fig. 3, we compare the performance of LAMDA and the existing approaches varying budget for each of OfficeHome, OfficeHome-RSUT, VisDA-2017, and DomainNet datasets. Note that each method is equipped with its own domain adaptation technique (e.g., VAADA [50] for $S^3$VAADA, and MME [43] for CLUE) and classifier (i.e., cosine classifier for LAMDA). We evaluate these methods while varying their adaptation techniques or classifier to examine the contribution of their components thoroughly. The results show that LAMDA clearly outperforms the previous arts in every setting on all the datasets. In particular, LAMDA with only 2%-budget is often as competitive as or even outperforms the methods with 10%-budget. The performance gap between LAMDA and other methods increases as the budget increases. This suggests that LAMDA utilizes the budget effectively by both ways: label distribution matching and supervised learning.

Advantages of LAMDA across diverse source-target domain pairs. In Table 1-2, we compare LAMDA and the existing ADA methods in every domain

2 Unfortunately, $S^3$VAADA [40] for DomainNet and VisDA-2017 requires infeasible memory consumption, in the supplementary material, we report its performance on a part of scenarios of DomainNet which our resource allows.
Table 1: Accuracy (%) on OfficeHome using 10%-budget for each source-target pair of four domains: Art, Clipart, Product, and Real. w/o COS: Ours without cosine classifier

| DA method | AL method | OfficeHome | A - C / A - P / A - R / C - A / P / C - R / P / A - C / P / C - R / A / R / C / R / P / A Avg |
|-----------|-----------|------------|---------------------------------------------------------------|
| -         | TQS [14]  | 64.3       | 84.8 83.5 66.1 81.0 76.7 66.5 61.4 82.0 73.7 65.9 88.5 74.5 |
|           | MME       | 62.1       | 80.6 73.9 55.2 76.4 75.4 53.9 62.1 80.7 67.5 63.0 88.1 69.9 |
|           | CLUE [36] | 70.3       | 81.9 80.4 65.6 83.8 75.8 64.7 73.9 82.7 76.1 74.3 87.0 74.6 |
| VAADA S3VAADA [40] | 67.8 | 83.9 82.9 67.9 81.5 79.5 65.8 65.9 82.4 74.8 68.6 87.8 75.7 |

Table 2: (a) Accuracy (%) on OfficeHome-RSUT using 10%-budget for each source-target pair of three domains: Clipart, Product, and Real. (b) Accuracy (%) on VisDA-2017 and DomainNet using 10%-budget where VisDA-2017 consists of two domains: Real and Synthetic, and DomainNet consists of five domains: Real, Clipart, Sketch, Painting, and Quickdraw. w/o COS: Ours without cosine classifier

(a)

| DA method | AL method | OfficeHome-RSUT | C - P / C - R / C - S / S - P / C - Q / P / A Avg |
|-----------|-----------|-----------------|-----------------------------------------------------|
| -         | TQS [14]  | 68.7 80.1 83.1 64.0 83.1 76.9 67.7 71.0 84.4 72.7 90.0 76.5 |
|           | MME       | 70.3 81.9 80.4 65.6 83.8 75.8 64.7 73.9 82.7 76.1 74.3 87.0 74.6 |
|           | CLUE [36] | 65.5 79.6 80.0 65.4 82.2 75.5 68.4 68.1 84.0 73.5 70.7 88.6 75.1 |
| DANN S3VAADA [40] | 73.0 | 87.6 84.2 69.5 85.9 81.0 71.9 74.6 85.3 77.3 75.9 91.6 79.8 |
| Ours w/o COS |          | 74.8 88.5 86.9 73.8 88.2 83.3 74.6 75.5 86.9 80.8 77.8 91.7 81.9 |

(b)

| DA method | AL method | VisDa-2017 | S / R / C / S / S / P / C / Q / Avg |
|-----------|-----------|------------|-----------------------------------|
| -         | TQS [14]  | 84.8       | 54.2 51.7 54.4 47.4 51.2 |
|           | MME       | 81.3       | 68.7 56.4 53.5 39.4 51.0 |
| VAADA S3VAADA [40] | 68.4 | 65.7 53.0 76.3 53.1 81.1 60.4 |
|           | CLUE [36] | 71.5       | 64.3 56.3 76.5 54.6 79.9 67.2 |
| DANN S3VAADA [40] | 66.9 | 61.4 53.0 75.4 52.4 76.1 64.2 |
| Ours w/o COS |          | 72.1 72.1 61.5 82.3 54.2 86.1 74.1 |
| Ours      |           | 74.2 75.7 64.1 86.1 65.1 87.2 75.8 |

5.3 Analysis

Contribution of each component of LAMDA. Table 3 quantifies the contribution of each components of LAMDA: (i) prototype set sampling in Sec. 4.2; (ii) label distribution matching in Sec. 4.3; and (iii) cosine classifier in Sec. 4.4. Every component in LAMDA improves the performance in both OfficeHome and OfficeHome-RSUT. The performance gap between the last (random sampling with DANN [15]) and the second last rows verifies that our prototype adaptation scenario of the four datasets given 10%-budget, where LAMDA always outperforms the others. Regarding that OfficeHome-RSUT has a significant class distribution shift compared to OfficeHome, the advantage of LAMDA equipped with the label distribution matching becomes clearer in OfficeHome-RSUT (Table 2a) than OfficeHome (Table 1). Table 2b demonstrates the scalability of LAMDA, where it clearly outperforms the previous work by about 4% or more in all scenarios of the large-scale datasets, VisDa 2017 and DomainNet. In the supplementary material (Sec. B.1), we also show that LAMDA surpasses state-of-the-art SSDA methods [26,27].
Table 3: Accuracy (%) averaged over all scenarios when using 10%-budget, where we conduct an ablation study from ablation baseline at the last row to LAMDA at the first row by sequentially adding three components: (i) Prototype: sampling described in Sec. 4.2 (o/w, sampling uniformly at random); (ii) Matching: label distribution matching in Sec. 4.3 (o/w, replacing \( p_i \) in Eq. (8) with uniform distribution); and (iii) Cosine: cosine classifier described in Sec. 4.4 (o/w, linear classifier). (\( \cdot \)): accuracy gain by adding each component.

| Prototype Matching Cosine | OfficeHome | OfficeHome-RSUT |
|---------------------------|------------|-----------------|
| ✓ ✓ ✓                      | 81.9 (+2.1) | 75.8 (+1.7)     |
| ✓ ✓ ✗                      | 79.8 (+2.7) | 74.1 (+6.8)     |
| ✓ ✗ ✗                      | 77.1 (+3.8) | 67.3 (+3.7)     |
| ✗ ✗ ✗                      | 73.3        | 63.6            |

Fig. 4: Effect of active sampling strategy on label distribution matching (Sec. 4.3) in OfficeHome Real to Product scenario. (a) The true (red) and the estimated (green) label distribution of target domain, where each sampling methods estimates the distribution using 10%-budget. The methods are sorted by the estimation quality. JSD: Jensen-Shannon Divergence between the estimated and the true label distribution (lower is better). Source: Label distribution of source data. (b) Training curve of domain alignment learning (Eq. (9)) combined with label distribution matching using the estimations in (a). Source: naive domain alignment. Oracle: using true target label distribution.

Quality of estimated label distribution. As described in Sec. 4.3, estimating target label distribution plays a prominent role in LAMDA. In Fig. 4a, we visualize label distributions of sampled data of LAMDA and those of the previous work, and compute Jensen-Shannon divergence (JSD) between the estimated distributions and the true one. The results demonstrate that LAMDA enables to estimate target label distribution most accurately compared to the previous
Combating Label Distribution Shift for Active Domain Adaptation

Benefit of label distribution matching. In Fig. 4b, we plot training curves of domain alignment combined with label distribution matching, where each method utilizes identical source classification loss and domain alignment loss as in Eq. (9), but with different label distribution estimated from each sampling methods in Fig. 4a. Training without label distribution matching (e.g., Source) or matching with inaccurate target label distribution degrade accuracy, while ours does not, thanks to the accurate estimation of target label distribution. It is worth noting that our model using 10%-budget shows comparable accuracy with Oracle, which has access to the true target label distribution.

Visualization of sampled data by t-SNE. Fig. 5 visualizes distributions of target features and those selected by LAMDA and TQS, to show the difference of their sampling strategies. Since TQS prefers to select uncertain data, mostly located in unclustered regions, its samples do not reflect the target data distribution, e.g., the certain instances in the clustered region are undersampled. In contrast, LAMDA considers certain samples ignored in TQS and assigns them pseudo-labels for label distribution prediction, while it requests an oracle to annotate uncertain data within the budget. Such a sampling strategy allows us to mainly invest a budget on uncertain data while utilizing density-aware samples to estimate the target label distribution. These observations align with our design rationale, depicted in Fig. 1. We also visualize the selected target feature vectors of CLUE and S³VAADA in the supplementary material (Sec. A.4).
Hyper-parameter analysis. In Fig. 6, we evaluate the sensitivity of LAMDA to the choice of the threshold $\Delta$ in Algorithm 1. LAMDA is surprisingly robust to the change of $\Delta$, where the change of accuracy is less than 1% for both OfficeHome and OfficeHome-RSUT when the $\Delta$ is between 0.7 and 0.9. We note that while the optimal value of $\Delta$ varies among the datasets, we use the same value for all of our experiments. When we do not utilize the pseudo label in LAMDA ($i.e., \Delta = 1$), the accuracy drops 4% and 1.1% in OfficeHome and OfficeHome-RSUT, respectively. This shows the effectiveness of our prototype sampling strategy.

Analysis of cosine classifier. To inspect the cosine classifier, we compare in Fig. 7 the frequencies and the weight norm of the linear classifier for each class. The norm of the linear classifier is positively correlated to the frequencies of each class within the source domain (blue and green lines). Since a large norm of classifier weights has been known to result in predictions biased to major classes [21], the mismatch between the classifier norm and the target domain class frequencies (red and blue lines) is undesirable. The cosine classifier alleviates this issue by normalizing its weight scale. Existing ADA methods combined with cosine classifier are evaluated in the supplementary material (Sec. B.2).

6 Conclusion

We proposed LAMDA, a new method to address the issue of label distribution shift in ADA. It selects target data best preserving the target data distribution as well as being representative, diverse, and uncertain. During training, LAMDA estimates the label distribution of the target domain, and builds each source data mini-batch in a way that the label frequencies of the batch follow the estimated target label distribution. On the four different domain adaptation datasets, the proposed method substantially outperforms all the existing ADA models.
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