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Abstract. Gaussian processes offers a convenient way to perform nonparametric reconstructions of observational data assuming only a kernel which describes the covariance between neighbouring points in a data set. We approach the ambiguity in the choice of kernel in Gaussian processes with two methods – (a) approximate Bayesian computation with sequential Monte Carlo sampling and (b) genetic algorithm – and use the overall resulting method to reconstruct the cosmic chronometers and supernovae type Ia data sets. The results have shown that the Matérn(\(\nu = 5/2\)) kernel emerges on top of the two-hyperparameter family of kernels for both cosmological data sets. On the other hand, we use the genetic algorithm in order to select a most naturally-fit kernel among a competitive pool made up of a ten-hyperparameters class of kernels. Imposing a Bayesian information criterion-inspired measure of the fitness, the results have shown that a hybrid of the Radial Basis Function and the Matérn(\(\nu = 5/2\)) kernel best represented both data sets. The kernel selection problem is not totally closed and may benefit from further analysis using other strategies to resolve an optimal kernel for a particular data set.
1 Introduction

The value of the Hubble parameter at current times remains a perplexing issue that has led to a growing tension in predicted values of $H_0$ [1–4]. The tension is borne out of the confrontation of measurements from the early Universe with that of the late-time Universe [5]. Early Universe measurements principally rely on a cosmological model in order to make measurements which is regularly assumed to be vanilla ΛCDM cosmology [6, 7], and produces generically lower values of $H_0$ [8, 9]. On the other hand, late-time observations do not rely on a fiducial cosmological model and can make accurate predictions of the value of $H_0$ without assuming a particular cosmology [10, 11]. The Hubble tension has prompted a mammoth effort in the search for possible resolutions to this problem, which range from issue in systematic errors in the various calculations of $H_0$ to the reconsidering of possible modification beyond ΛCDM [1, 12, 13]. ΛCDM can be modified by either extending its matter content beyond the standard model or by changing the underlying gravitational theory [14–17]. These efforts can reduce the Hubble tension but have a tendency to occasionally create other problems.

In this background, we explore the increasingly popular Gaussian processes (GP) regression method [18] which is used to reconstruct observational data in a nonparametric way assuming that each point in the data set is part of a stochastic process. Each stochastic process is then related together using a covariance function (or kernel) through which an entire range can be simulated. This approach has been extensively used in a number of setting related to expansion data [19–24], $f\sigma_8$ data [25], and gravitational wave analysis [26–28]. In addition to this, GP has been used to approach the inverse problem of extensions to gravity, namely, to use observational data to determine a general form of a Lagrangian function. In Refs. [29, 30] this was used to determine the background evolution of $f(T)$ gravity, which was
then extended to incorporate growth data in Ref. [31]. While in Refs. [32, 33] this approach was used for regular Horndeski gravity wherein the impact of the scalar field was studied. Finally, in Ref. [34] the possibility of interacting dark energy and dark matter was explored in further detail.

GP has the potential to produce reconstructions of data sets across wide stretches of regions. However, GP suffers from a major deficiency in the selection of kernel under which the GP regression takes place. This has led to a kernel tension since different kernels lead to different reconstructions. While GP is model-independent in the cosmological context, it does rely on a some statistical background in order to determine an appropriate kernel choice. In the Hubble diagram context, this can lead to slightly different values for the $H_0$ parameter as shown in previous studies as well [19, 35–37]. To visualize this issue better, consider the following kernels (more details in Sec. 2): Radial basis function (RBF), Rational quadratic (RQ), Matérn with index $\nu = x/2$ (Mx2). In Table 1, we illustrate this kernel tension for cosmic chronometer data (more details in Sec. 2) in terms of the predicted value of $H_0$ for these kernels. It is important to note that the values of $H_0$ predicted using the various kernels in the GP analyses in Table 1 are all within 1σ of each other making the statistical tension for $H_0$ very mild. However, it would be interesting to consider approaches to differentiating between these values and how they approach the observational data.

| Kernel | $H_0$ [km s$^{-1}$ Mpc$^{-1}$] |
|--------|-------------------------------|
| RBF    | 67.4 ± 4.7                    |
| RQ     | 71.0 ± 5.6                    |
| M52    | 68.9 ± 5.4                    |
| M72    | 68.7 ± 5.2                    |

There have been a number of interesting works related to exploring this issue in the literature. Ref. [19] offers a comprehensive study in how GP is used to reconstruct expansion data as well as introducing important ways to account for error propagation. In Ref. [37] GP was contrasted with Locally weighted Scatterplot Smoothing together with Simulation and extrapolation method (LOESS-Simex) using a number of approaches to characterizing the performance of each reconstruction approach. Another interesting approach to the kernel tension problem is Ref. [35] where a multi-task Gaussian process approach is taken wherein kernels can be used in a joint fashion to conduct a combined learning approach to reconstructing observational data. This is very promising and may further reduce the uncertainties associated with GP regression. On the other hand, Ref. [38] proposes to directly compare kernels against the original data and to select the best performing kernels by taking a Bayesian path to optimization.

In this work, we explore a novel approach to solving the kernel tension problem in the late-time Universe using the approximate Bayesian computation (ABC) based on the sequential Monte Carlo (SMC) algorithm. In ABC, the calculation of the likelihood in Markov Chain Monte Carlo (MCMC) is replaced by a comparison calculation between simulated and original data, this then quantifies the strength of an iteration. Thus, given data $D_0$ and a
posterior distribution $P(\theta)$ for a parameter $\theta$, the goal of ABC is to approximate the posterior distribution given $D_0$, namely $P(\theta|D_0) \propto f(D_0|\theta)P(\theta)$, where $f(D_0|\theta)$ is the likelihood of $\theta$ for data $D_0$ [39]. Combined with a sequential Monte Carlo sampler means that ABC-SMC can be competitive with MCMC while evading the common intractable problem of determining likelihood functions [40]. The ABC-SMC method has been successfully applied to various problems in astrophysics and cosmology [41–44].

ABC-SMC offers a very interesting approach to determining the best GP kernel given a set of possible choices. However, we are also interested in confronting the broader problem of determining a kernel that best approximates observational data given a base set of kernels which can be combined. In model space, the possible kernels that may be selected to reconstruct data now becomes infinite making the problem possibly almost impossible to resolve. To make the problem tractable, we employ the use of genetic algorithms (GA) to determine possible kernel solutions that best approximate observational data [45]. GAs are extremely useful in solving problems of this nature. They are loosely modelled on the principles of evolution via natural selection along with generational mutations. Thus, we use GAs to eliminate kernel constructions that do not meet certain criteria while allowing high ‘fitness’ kernels to survive and mutate. GAs have shown promise [46] in a number of areas in cosmology, for instance in Ref. [47] GAs are used to determine best-fit nonparametric models of the dark energy equation of state which is then extended to other expansion parameters in Ref. [48]. Finally, GAs are also used to perform analyses on growth data in Ref. [49] where the evolution of $f\sigma_8$ was studied.

In the present work, we first review GP regression in Sec. 2 where we briefly discuss the background to GP and details about the kernels we use later on. We also discuss our implementation of GP using cosmological data sets at background level. Sec. 3 then delves into the main analysis of the work where we first explore the use of ABC-SMC for both kinds of data sets being considered here. We then apply GAs in order to determine the best acting GP kernel in a mutating population of kernels. Finally, we summarize our core results in Sec. 5 and discuss possible future work on the topic.

We implement our calculations in python through jupyter notebooks [50] and acknowledge the use of the packages pyabc [51], pygad [52], and geneal [53]. The reader interested in recreating our output and exploring further is highly encouraged to use our jupyter notebooks [54].

2 Gaussian Processes in Late-Time Cosmology

In this section, we provide a brief introduction to Gaussian processes (Sec. 2.1) and its application to late-time cosmological data sets (Sec. 2.2).

2.1 Gaussian processes

The GP regression is an emerging go-to cosmology-independent tool that exploits the use of a kernel to make predictions on observational parameters [55, 56]. In light of the existing tensions between early (i.e. during last scattering), and local cosmological observations, GP has naturally become popular as a refreshing change of view in making cosmological predictions that have often been based on arbitrary parametrizations of the underlying theory [19–32, 34, 57–64].

Consider an observation of $N$ data points $(z, H(z))$ with uncertainties contained in a covariance matrix $C$. To reconstruct the function $H(z^*)$ at the coordinates $z^*$, GP relies on
a kernel $K(z^*, \tilde{z}^*)$, or a covariance function, to connect the function values at coordinates $z^*$ and $\tilde{z}^* \neq z^*$. In terms of the kernel, the mean and the covariance of the GP reconstruction of the $n$th derivative of $H(z)$ at $z^*$ are given by

$$\langle H^{(n)}(z^*) \rangle = K^{(n,0)}(z^*, Z) [K(Z, Z) + C]^{-1} H(Z),$$

and

$$\text{cov}(H^{(n)}(z^*)) = K^{(n,n)}(z^*, z^*) - K^{(n,0)}(z^*, Z) [K(Z, Z) + C]^{-1} K^{(0,n)}(Z, z^*),$$

respectively, where $Z$ stands for the union of the redshifts of the measurements and $y^{(n,m)}$ refers to the $n$th derivative of a function $y$ with respect to its first argument and the $m$th derivative with respect to the second argument. Now, it should be emphasized that the kernel depends on a set of hyperparameters $\theta$ that will be trained to describe the characteristics of the particular data sets under consideration. To be more precise, the hyperparameters $\theta$ are determined by marginalizing over the marginal likelihood $L = p(H|Z, \theta)$ where

$$\ln L = -\frac{1}{2} H(Z)^T [K(Z, Z) + C]^{-1} H(Z) - \frac{1}{2} \ln |K(Z, Z) + C| - \frac{N}{2} \ln (2\pi).$$

Eqs. (2.1–2.3) flesh out the GP methodology which can readily be implemented. The simplicity of this formula makes GP regression, as a modelling tool, very direct to utilize in conjunction with other strategies.

Despite these advantageous properties, GP is anchored by the choice of the kernel $K(z^*, \tilde{z}^*)$. However, in applications, the choice of kernel can often be determined in seemingly arbitrary ways, without prior knowledge of machine learning or the underlying theory to reconstruct. When confronted with such uneasy decision, then the understandable way to go is to obtain results coming from all imaginable kernels instead of making a single choice. Indeed, this pragmatic approach has been adopted in the cosmology community and with it, outstanding results have been obtained, supporting its practicality in these applications. However, the question of which kernel is the best applicable one remains an open question. This will be the explored in this work using the vehicle of expansion data as a reference point.

As a base for the kernel selection problem, we consider three of the most widely used kernels for GP in the literature, namely, the radial basis function, rational quadratic, and the Matérn kernels. Their functional forms are listed below:

- Radial basis function (RBF)

$$K(r) = A^2 \exp \left( -\frac{r^2}{2l^2} \right),$$

also often referred to as the squared exponential kernel. This kernel is infinitely differentiable and so can be used in a GP to reconstruct a function and any of its derivatives.

- Rational quadratic (RQ)

$$K(r) = A^2 \left( 1 + \frac{r^2}{2\alpha l^2} \right)^{-\alpha},$$

A special case of RQ is the Cauchy kernel (CHY) for $\alpha = 1$. Like the RBF kernel, the RQ kernel is infinitely differentiable and can be used to reconstruct a function and any of its derivatives.
• Matérn with index $\nu = x/2$ (Mx2)

$$K(r) = A^2 \left(2^{1-\nu} / \Gamma(\nu)\right) ^ \nu K_\nu \left(\frac{\sqrt{2\nu r^2}}{l}\right), \quad (2.6)$$

where $K_\nu(x)$ is the modified Bessel function and $\nu$ is a positive constant. The Matérn kernel can be differentiated $n$ times with $n < \nu$. Appealing choices in physics applications are therefore the at least-twice-differentiable Matérn kernels $\nu = 5/2$ (M52) and $\nu = 7/2$ (M72).

We shall use the kernels above both independently and in a hybrid fashion in order to reconstruct cosmological data sets.

2.2 Cosmology through Gaussian processes

We use two types of expansion data, cosmic chronometers (CC) and the supernova type 1a Pantheon data set (SNe). The CC data set comprises of points mainly within the $z \lesssim 2$ range and produces $H(z)$ data without relying on a cosmological model [65–70]. This depends on a differential aging technique between galaxies. For the SNe data, we utilize the full Pantheon data set [71] which describes expansion through the distance modulus $m(z)$ and consists of 1024 points. Here, Cepheids are used to calibrate distance measurements for SNe events.

In Fig. 1 we reconstruct both Hubble function using CC data and the distance modulus using the Pantheon data set using vanilla GP regression. As expected the CC reconstruction is strong for low redshifts and starts to increase in uncertainties for higher redshifts, while the SNe GP reconstruction has very low uncertainties throughout the reconstructed region. In fact, we show the Pantheon data set against log $z$ to highlight the slight differences near the origin. It is also important to point out that, by and large, the kernels agree to within $1\sigma$ uncertainties on their predicted mean values for the respective reconstructed functions. However, the slight differences due emerge from the intrinsic differences between the kernel functions themselves and so we need a strategy to understand better which of the kernels perform better for different data sets.
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**Figure 1.** GP reconstructions of the (a) CC and (b) SNe data sets obtained by optimizing over the log-marginal likelihood (Eq. (2.3)). The colored-hatched regions show the 2$\sigma$ region around the mean of the GP. Hatches used: (RBF, 'r'), (RQ, 'k'), (M52, 'g'), (M72, 'b').
In the same vein, the choice of the kernel becomes important outside of the boundaries of the observation. In Fig. 1 (a), this appears at $z = 0$ and $z > 2$. At $z = 0$, the corresponding predictions of the Hubble parameter today are presented in Table 1. This shows that the prediction based on RQ, the most general of the kernels considered here, is in $0.8\sigma$ tension with the RBF prediction. Clearly, with $H_0$ being arguably the most important quantity in the late-time Universe, the choice of a kernel should be taken more seriously. For $z > 2$, similar sentiments can be drawn. At $z \sim 3$, the RQ mean can already be seen to be near the $1\sigma$ edges of the RBF prediction. In Fig. 1 (b), for the reconstructed SNe distance modulus, it can be seen that tensions between the different kernel-based predictions at $\ln(z) < -5$ also appears and arguably even more severe. In this case, the M72 prediction is already hovering near the $2\sigma$ boundary of the RBF prediction while the RQ prediction is completely outside it. There can of course also be agreement between the predictions of two different kernels. Such a case is shown in Fig. 1 (a) for the two Matérn predictions, M52 and M72, and in Fig. 1 (b) for the RBF and M52 predictions.

To set a baseline with respect to parametric reconstructions, it is also useful to refer to the $\chi^2$ value given by

\[
\chi^2 = (E[H(Z)] - H(Z))^T C^{-1} (E[H(Z)] - H(Z)),
\]

(2.7)

where $E[H(Z)]$ is the mean of the GP reconstructed function $H(z^*)$ at the data positions $z^* = Z$ and $C^{-1}$ is the matrix inverse of the data covariance matrix. This quantifies the performance of the reconstruction against the original observational data. For the optimization-based GP reconstruction of $H(z)$ (Fig. 1 (a)), the log-marginal likelihood and $\chi^2$ are shown in Table 2.

| kernel | ln $\mathcal{L}$ | $\chi^2$ |
|--------|----------------|---------|
| RBF    | -131.85        | 14.3    |
| RQ     | -131.47        | 12.9    |
| M52    | -131.56        | 13.3    |
| M72    | -131.65        | 13.6    |

Table 2. Log-marginal likelihood and $\chi^2$ for the reconstructed $H(z)$ function in Fig. 1 (a).

The corresponding statistics for the reconstructed $m(z)$ function (Fig. 1 (b)) are presented in Table 3. One source of the drastic difference in values is that the Pantheon data set contains 1024 points.

| kernel | ln $\mathcal{L}$ | $\chi^2$ |
|--------|----------------|---------|
| RBF    | 60.2           | 45.1    |
| RQ     | 60.7           | 41.1    |
| M52    | 62.3           | 34.4    |
| M72    | 61.2           | 40.1    |

Table 3. Log-marginal likelihood and $\chi^2$ for the reconstructed $m(z)$ function in Fig. 1 (b).

For the CC data set, $\chi^2 < N = 31$ for all of the reconstructions, reflective of overfitting, which is a common pathology shared by non-parametric reconstruction methods. Nonetheless, for the binned Pantheon data set, the overfitting did not seem to manifest as strongly,
except for M52 where $\chi^2 < N = 40$. It should also be pointed out that Tables 2 and 3 seem to suggest a relation between the log-marginal likelihood and the $\chi^2$ value. Our results indeed support the assertion that maximizing the log-marginal likelihood almost always leads to smaller $\chi^2$ values. However, we shall caution that the inverse does not follow, i.e., minimizing the $\chi^2$ value do not correspond to maximizing the log-marginal likelihood.

In the sections that follow, we will confront the question of whether any one of these kernels is preferred over the others using evolutionary inspire algorithms.

3 Gaussian Processes in an Approximate Bayesian Computation–Sequential Monte Carlo Framework

Using the ABC-SMC method, we here explore how this can be employed to resolve the kernel tension problem for both the CC and SNe data sets.

3.1 Approximate Bayesian computation with sequential Monte Carlo sampling

ABC is an inference algorithm that can be used to estimate the parameters of a model even when the likelihoods are unknown. It is based on the concept that the likelihood can be sufficiently approximated when the distance between a sampled set of predictions and the observations is below some tolerance value. A more sophisticated version of this algorithm, adapting a SMC sampling approach, leads to a more powerful tool which can make inevitably improving predictions per sampling generation. The resulting ABC-SMC method [40] has been successfully applied in a wide variety of problems including astrophysics and cosmology [41–44] and, in line with the topic remit of this work, namely for the kernel selection problem [39]. We summarize the main steps of this algorithm in what follows.

The goal of ABC is to be able to approximate the posterior distribution

$$P(\theta|D,\mathcal{M}) \propto L(D|\theta,\mathcal{M}),$$

where $\theta$ is a set of parameters describing the model $\mathcal{M}$, $D$ is the data, and $L(D|\theta,\mathcal{M})$ is the likelihood of the data to be represented by the parameters $\theta$ and model $\mathcal{M}$. To be able to do this without a likelihood, and in a computationally-efficient manner, the ABC-SMC relies instead on a distance function $\Delta(R)$ to measure how far away a certain prediction is from the data. Typical choices in ABC applications are the absolute distance and the mean-squared error. On the other hand, for the GP application, it is the the log-marginal likelihood (Eq. (2.3)) that is the natural choice for the distance function. The tolerance $\varepsilon$ guaranteeing the acceptance of a randomly drawn particle $(\mathcal{M},\theta)$ if and only if $\Delta(R) \leq \varepsilon$ is then sequentially-tightened with each population. The crucial ingredient which makes the ABC-SMC computationally-efficient is that the samples of the newer populations are always drawn from the previous one. In this case, the newer populations can only continue to improve on its predecessor and always come with a better, more reliable, approximation of both the model and the parameter posterior distributions. We refer the reader to Ref. [40] for an excellent introduction to ABC-SMC and also to the python package pyabc [51].

In the following, we will apply the ABC-SMC method to the kernel selection problem in GP. A similar study was performed in Ref. [39] but the particulars of real data was not implemented in the previous study.
3.2 GP-ABC-SMC Implemented on CC and SNe Late-Time Data

We consider for this section the two-hyperparameter family of kernels, i.e., those described only by a pair of length scale \( l \) and amplitude height \( A \) hyperparameters. These are the RBF, CHY, and Matérn (M52 & M72) kernels. The posterior distribution on the joint space of these kernels will then be obtained through the ABC-SMC beginning (at generation \( t = -1 \)) with a uniform prior distribution on both the kernel and hyperparameter spaces. In our implementation, we use an adaptive strategy that automatically determines the tolerances \( \varepsilon \) per population and the size of the population for both CC and SNe applications. Most importantly, we consider the GP’s log-marginal likelihood (Eq. (2.3)) as the distance function for the ABC pieces of the overall algorithm.
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**Figure 2.** The output of a GP-ABC-SMC run for the \( H(z) \) reconstruction of the CC data set: (a) Joint kernel posterior (b) prediction of the last surviving population per kernel (c) posterior estimate of \( l \) per generation (d) posterior estimate of \( A \) per generation. The colored-hatched regions in (b) show the 2\( \sigma \) region around the mean. Hatches used: \( \text{(RBF, } \cdot') \), \( \text{(RQ, } \cdot'\text{−}' \) ), \( \text{(M52, } \cdot'\text{)} \), \( \text{(M72, } \cdot'\text{' \) ). The error bars in (c) and (d) show the 1\( \sigma \) region of the hyperparameter posterior.

The result of the combined GP and ABC-SMC run for the CC data set is shown in Fig. 2. It can be observed that the M52 kernel is singled out to be the preferable GP kernel after just eight generations. We emphasize that this conclusion has been observed in all the GP-ABC-SMC runs performed with varying population sizes and strategies. Fig. 2 (a)
represents a sample of this run that lead to the same inevitable result. Fig. 2 (b) shows the prediction of the last surviving population per kernel. Interestingly, the prediction based on the RBF kernel, which only survived for two generations, already appear to be a visually-acceptable GP where the data points are clustered. Also, the mean and the uncertainty of the GP based on CHY, M52, and M72 kernels remained close with each other despite the populations of M72 and CHY dying at different stages throughout generations.

This demonstrates, if nothing else, the power of the GP-ABC-SMC in singling out a kernel in reconstructing an observational data set. Moreover, in the spirit of Bayesian analysis, Figs. 2 (c) and 2 (d) show the evolution of the hyperparameter posteriors throughout each generation. Indeed, with each passing generation, it can be seen that the hyperparameter posterior for any one of the kernels becomes a narrower, better, approximation of the true posterior. The GP-ABC-SMC method implemented here therefore clearly not just selects the preferential kernel for a given data set but also already obtains the hyperparameters of the surviving kernel in the process.

Figure 3. The output of a GP-ABC-SMC run for the $m(z)$ reconstruction of the SNe data set: (a) Joint kernel posterior (b) prediction of the last surviving population per kernel (c) posterior estimate of $l$ per generation (d) posterior estimate of $A$ per generation. The colored-hatched regions in (b) show the 2$\sigma$ region around the mean. Hatches used: (RBF, ′), (RQ, ′−′), (M52, ′′′), (M72, ′′′′). The error bars in (c) and (d) show the 1$\sigma$ region of the hyperparameter posterior.
The result of the GP-ABC-SMC analysis on the Pantheon SNe data set is shown in Fig. 3. It is most interesting that the M52 kernel was singled out again as the more preferable among the two-hyperparameter family of kernels (Fig. 3 (a)). This conclusion should be given due attention since the SNe data is a lot more stringent, very small uncertainties, and notably comes with a full covariance matrix, i.e., with nonzero off-diagonal elements, that was used in the ABC-SMC runs.

The prediction of the last surviving population for each kernel is shown in Fig. 3 (b). Once again, we find that the predictions of any one kernel, even those coming from dying populations, can be visually-accepted as a reconstruction of the data set in places where the observations are clustered, in this case, for \( \ln(z) \gtrsim -5 \). At points far away from the light of observations, \( \ln(z) < -5 \), we find that the predictions more or less resonates also with their optimization-based results (Fig. 1), i.e., the RBF turns out to have the smallest uncertainty and the CHY and M72 means are in a nearly-2\( \sigma \) tension with the RBF prediction. It is worth pointing out that the uncertainties emerging from the GP-ABC-SMC run turn out to be smaller than their optimization-counterparts, which happens due to the optimization that is taking place in the ABC-SMC part of the algorithm (see Sec. 3.1). We clarify that the GP reconstructions take only the mean hyperparameters of the last surviving population per kernel. The evolution of the hyperparameter posterior for this SNe application is shown in Figs. 3 (c) and 3 (d). The hyperparameter posteriors for each kernel always become inevitably narrower with each passing generation and eventually converges to the true posterior.

4 Genetic Algorithm Kernel Selection: Implementation and Results

We introduce the genetic algorithm (Sec. 4.1) and use it to determine a most naturally-fit kernel from a competitive pool of a ten hyperparameter class of kernels (Sec. 4.2).

4.1 Genetic algorithm

GA is a collection of optimization tools that inherits properties from the process of natural selection in evolution theory. Like the ABC-SMC method, GA samples from a pool of individuals, making up a population which are then ranked according to their fitness. The fittest individuals are then given better chances to proceed to the next generation. Also, they carry on to also make offsprings to replace the ones left out by the natural selection. These surviving individuals are given a chance to mutate. The crossover and mutation mechanisms are carried out at the level of the genes making up the chromosomes uniquely characterizing an individual. In this way, fitter kernels will be allowed to survive and mutate to further span the space of kernels that show promise in approximating the data sets.

GA depends on the following key ingredients:

- **Fitness function**: Describes the order by which the individuals of an existing population will be ranked. In optimization, this can be taken to be the function to be maximized. In this light, the fitness function scores the solutions in a particular generation using pre-determined rubric;

- **Selection**: Denotes the fraction of the population that will be chosen to proceed to the next generation. Typically, a “roulette wheel” system is implemented whereas the fittest individuals are given better chances of survival;
• **Crossover**: Describes the mating of parents, mixing their genes, to produce offsprings that would takeover the place of the individuals left out in the selection process. Crossover is then the process by which pairs of surviving elements of a population are combined to produce new elements that may be fitter in terms of the fitness function. In the regime of kernels, this would mean that kernel functions would combine to produce more complex kernels, which may perform better in terms of the fitness function but which will at some point become disfavoured due to their increase in complexity;

• **Mutation**: Describes the particular way in which an individual mutates, or rather, is genetically-altered. This important step in the GA is key to producing a stronger, fitter, individuals. Thus, these are small changes in the elements of a population which may produce elements in the next generation that are fitter. In the context of the kernel selection problem this may, for instance, add or multiply a small portion of kernels in the next generation by a kernel from a base alphabet of kernels.

We refer the reader to the python package *pygad* [52] for more details and an awesome introduction to GA with many illustrative examples. One of the main advantages of the GA in optimization is that it does not scale badly with the number of parameters. This makes it the ideal tool when we apply it to a kernel with ten hyperparameters. On the other hand, certain Bayesian approaches such as MCMC suffer greatly in these scenarios.

In the results, we use GA to single out a particular set of hyperparameters for the GP reconstruction with the kernel

$$
K(r|\theta) = C_{\text{RBF}}^2 K_{\text{RBF}}(r|l_{\text{RBF}})^{n_{\text{RBF}}} + C_{\text{RQ}}^2 K_{\text{RQ}}(r|l_{\text{RQ}}, \alpha_{\text{RQ}})^{n_{\text{RQ}}} + C_{\text{M52}}^2 K_{\text{M52}}(r|l_{\text{M52}})^{n_{\text{M52}}},
$$

(4.1)

where

$$
K_{\text{RBF}}(r|l) = \exp \left(-\frac{r^2}{2l^2}\right),
$$

(4.2)

$$
K_{\text{RQ}}(r|l, \alpha) = \left(1 + \frac{r^2}{2\alpha l^2}\right)^{-\alpha},
$$

(4.3)

and

$$
K_{\text{M52}}(r|l) = \exp \left(-\frac{\sqrt{5}r}{l}\right) \left(1 + \frac{\sqrt{5}r}{l} + \frac{5r^2}{3l^2}\right).
$$

(4.4)

Obviously, Eq. (4.1) is a mixture of the RBF, RQ, and M52 subkernels and is determined by a total of ten hyperparameters. The goal of this section is to use the GA to find the optimal set of hyperparameters for the GP reconstruction of our Hubble expansion data.

In the language of GA, the kernels themselves (4.1) are the individuals of a population and the chromosomes are the set of hyperparameters \(\theta\) describing each kernel. Thus, the chromosome will be described by

$$
\theta = (C_{\text{RBF}}, l_{\text{RBF}}, n_{\text{RBF}}, C_{\text{RQ}}, l_{\text{RQ}}, \alpha_{\text{RQ}}, n_{\text{RQ}}, C_{\text{M52}}, l_{\text{M52}}, n_{\text{M52}}),
$$

(4.5)

where the hyperparameters are the genes characterizing a chromosome.

Now, to measure the fitness of a kernel, we consider a Bayesian information criterion (BIC)-inspired quantity

$$
\mathcal{F} = \ln \mathcal{L} - \frac{k_{\text{df}} \ln N}{2},
$$

(4.6)
where ln \( \mathcal{L} \) is the log-marginal likelihood Eq. (2.3) and \( k_{\text{eff}} \) is the effective number of hyperparameters describing the kernel. The term \( k_{\text{eff}} \ln N/2 \) acts as a penalty for more complex kernels and is determined on the following grounds: if the product \( l_i C_i > \eta \) for some constant \( \eta \) where \( i = \text{RBF, RQ, and/or M52} \), then the number of hyperparameters of the subkernel \( i \) is added to \( k_{\text{eff}} \). For example, if \( l_{\text{RBF}} C_{\text{RBF}} > \eta \) and \( l_{\text{RQ}} C_{\text{RQ}} > \eta \), then \( k_{\text{eff}} = 3 + 4 = 7 \). Therefore, generally, the majority of the individuals in a diversified population will have \( k_{\text{eff}} = 10 \) and so must pay a larger penalty to justify their complexity. We set \( \eta \) to \( \eta = 10^{-3} \) in the trials to be discussed. This means that a GA will quickly tend to a fittest kernel rather produce extremely large hyperparameter kernels that take many generations to settle to a final evolutionary state.

4.2 GP-GA Implemented on CC and SNe Late-Time Data

The results have shown that the mutation plays a major role in the optimization process. We first discuss the results on the CC data set reconstruction and then finish with the SNe data set.

Table 4 shows the parameters and the fitness of the best individual for several trials with the GA on the CC data set. It can be seen from this that the best individual, or rather the kernel, came from trial 4 with the largest mutation rate of 50% (trial 4). However, credit must also be given to the number of generations which is also necessary to complement the mutation rate in producing a population with stronger, fitter, individuals. The fittest individuals per trial in Table 4 are characterized in Table 5.

### Table 4. Parameters and best fitness for four trials with the GA with \( n_{\text{gen}} \) generations for the CC data set reconstruction

| trial | population size | selection rate | mutation rate | \( n_{\text{gen}} \) | best fitness |
|-------|-----------------|----------------|---------------|-----------------|--------------|
| 1     | \( 10^4 \)      | 0.5            | 0.15          | \( 10^1 \)      | -143.5       |
| 2     | \( 10^4 \)      | 0.3            | 0.30          | \( 10^1 \)      | -148.5       |
| 3     | \( 10^3 \)      | 0.1            | 0.10          | \( 10^2 \)      | -143.4       |
| 4     | \( 10^3 \)      | 0.3            | 0.50          | \( 10^2 \)      | -141.8       |

It is shown here that the fittest individuals always come from at least a mixture of two kernels, the most special one having a fitness of \( F = -141.8 \), characterized by the RBF and
M52 subkernels. The hyperparameters of this Hybrid RBF-M52 kernel are given by

\[(C_{\text{RBF}}, l_{\text{RBF}}, n_{\text{RBF}}, C_{\text{M52}}, l_{\text{M52}}, n_{\text{M52}}) = (13.81, 1.37, 4.90, 126.10, 2.14, 0.44).\] (4.7)

This surpassed the fitness of the Mostly RQ kernel because it suffered from less penalty. The Mostly RQ is a mixture of the RBF and RQ kernels \(k_{\text{eff}} = 7\) but with the RBF contributions being subdominant compared to those coming from the RQ side. The above results show that the GP-GA implementation have a preference towards simplicity or a smaller number of hyperparameters.

The reconstructed Hubble functions based on the kernels presented in Table 5 are shown in Fig. 4. It can be seen here that there is a notable overlap between the Hybrid RBF-RQ-M52 and the Mostly RQ predictions. The same can be said of the predictions of the Hybrid RBF-RQ and the fittest Hybrid-RBF-M52. Looking back at Table 5, this agreement can be traced back to the log-marginal likelihood of the corresponding kernels. In this context, the fitter individuals do not come out as having the largest log-marginal likelihood but rather as ones striking a balance between simplicity and log-marginal likelihood.

![Figure 4. The GP-GA reconstructions of the Hubble function from the cosmic chronometers data set for the naturally-selected kernels presented in Table 5. The colored-hatched regions show the 2σ region around the mean. Hatches used: (Hybrid RBF-RQ, \(\cdot\)), (Hybrid RBF-RQ-M52, \(\cdot \)), (Mostly RQ, \(\cdot / \)), (Hybrid RBF-M52, \(\cdot / \)).](image)

| Table 6. Parameters and best fitness for four trials with the GA with \(n_{\text{gen}}\) generations for the SNe data set reconstruction. |
| --- |
| trial | population size | selection rate | mutation rate | \(n_{\text{gen}}\) | best fitness |
| 1 | 10^4 | 0.5 | 0.15 | 10^1 | 44.0 |
| 2 | 10^4 | 0.3 | 0.30 | 10^1 | 49.3 |
| 3 | 10^3 | 0.1 | 0.10 | 10^2 | 45.0 |
| 4 | 10^3 | 0.3 | 0.50 | 10^2 | 51.3 |

Now, Tables 6 and 7 show the analogous trial runs for the SNe data set. Clearly, Table 6 echoes the earlier sentiment on the importance of mutation in producing a more competitive, fitter offspring in the population. In this case, the GA with the strongest mutation (trial 4)
was able to produce the fittest individual in notably less than half the run time of the ones with larger populations. The fittest individuals per trial in Table 6 are characterized in Table 7.

Table 7. Characterization of the fittest individuals emerging from the four GP-GA trial runs presented in Table 6 together with their log-marginal likelihood, $\chi^2$, fitness, and penalty.

| kernel                     | ln $\mathcal{L}$ | $\chi^2$ | fitness | penalty |
|---------------------------|-------------------|----------|---------|---------|
| Hybrid RBF-RQ-M52         | 62.4              | 33.4     | 44.0    | 18.4    |
| Mostly M52               | 62.3              | 32.3     | 49.3    | 12.9    |
| Mostly RBF-M52           | 63.4              | 31.7     | 45.0    | 18.4    |
| Hybrid RBF-M52           | 62.4              | 23.8     | 51.3    | 11.1    |

Table 7 also shows that even for the SNe data the fittest individuals come as a mixture of at least two of the basic subkernels. The most special one, Hybrid RBF-M52, a mixture of the RBF and M52 kernels, has a fitness of $\mathcal{F} = 51.3$ and is uniquely described by the chromosome

$$(C_{\text{RBF}}, l_{\text{RBF}}, n_{\text{RBF}}, C_{\text{M52}}, l_{\text{M52}}, n_{\text{M52}}) = (47.68, 57.17, 4.17, 12.81, 35.81, 2.92).$$

The Hybrid RBF-M52 bests the Mostly M52 kernel, a mixture of M52 and a subdominant RQ, because of the penalty function. Understandably, any kernel with an effective RQ part will always have an extra four hyperparameters in $k_{\text{eff}}$ and so pay the price for complexity. On the other hand, both the Hybrid RBF-RQ-M52 and the Mostly RBF-M52 are mixtures of the RBF, RQ, and M52 kernels; the latter instead having subdominant RQ contributions compared to the other two. Therefore, we find that our GP-GA implementation supports a balance between simplicity and the effectiveness of the reconstruction.

We want to also point out two important observations at this point. Firstly, consider the intriguing result of obtaining the same fittest kernel for two independent data sets. In this case, it turned out that a mixture of the RBF and M52 kernels seem to best represent both the CC and SNe data sets. In general, there is no a priori reason for a single type kernel to be able to describe different observations. This may of course be considered to be merely an outstanding coincidence. This may also be the result of the RBF kernel being the most natural choice of kernel for GP and the combination with M52 producing the best balance of kernel hyperparameters against the fitness function (Eq. (4.6)). Second, Table 7 shows a prime example of when a larger log-marginal likelihood does not anymore correspond to a smaller $\chi^2$. Care must then be given when making a connection between the two statistics.

The GP reconstructions of the SNe apparent magnitudes for the trials characterized in Tables 6 and 7 are shown in Fig. 5. Similar to earlier results, we find that any of the reconstructions can almost be visually-accepted. In fact, in this case of the SNe reconstruction, the GPs are practically indistinguishable in the places where the data points are clustered, i.e., $\ln(z) \gtrsim -5$. The combined GP and GA implementation of this section instead showcases a way to find the one kernel which best balances simplicity and representation of the data.

To end, we emphasize that GA is a stochastic process, i.e., trials with the same parameters generally lead to different results. See more information in the Appendix A. This means
Figure 5. The GP-GA reconstructions of the SNe apparent magnitudes from the Pantheon data set for the naturally-selected kernels presented in Table 7. The colored-hatched regions show the $2\sigma$ region around the mean. Hatches used: (Hybrid RBF-RQ, −−), (Hybrid RBF-RQ-M52, −−−), (Mostly RQ, /), (Hybrid RBF-M52, \).

that it will not be surprising to find kernels with better fitness than the ones singled out in this section provided more computational time and resources. The stochastic nature may potentially be integrated with Bayesian tools such as the ABC-SMC. The resulting method will surely be something to look forward to.

5 Conclusion

In this paper, we have approached the GP kernel selection problem with (1) approximate Bayesian computation with sequential Monte Carlo sampling, and (2) genetic algorithm as a means to address this often arbitrary choice of the kernel (and used the overall resulting method to reconstruct the cosmic chronometers and the Pantheon SNe data sets). The GP-ABC-SMC reconstruction pointed to the Matérn($\nu = 5/2$) kernel as being preferable among the two-hyperparameter family of kernels. On the other hand, the GP-GA reconstruction singled out a hybrid of the RBF and M52 kernels as the fittest, threading the best balance between simplicity and a preference of a larger log-marginal likelihood.

We emphasize that the results obtained using the methods of this paper may be dependent on the data sets under consideration. Taking from this view, it is most interesting that the Matérn($\nu = 5/2$) kernel was singled out for both the CC and SNe data sets in the GP-ABC-SMC reconstruction. Also, the same hybrid of the RBF and M52 kernels notably emerged as the fittest in the GP-GA reconstruction of both data sets. This may be a coincidence, or simply a result of both data sets sharing an underlying indication of an expanding Universe. Nonetheless, it will interesting to see if the above kernels can continue to be competitive in this content among the population of kernels when different cosmological observations are used, e.g., baryon acoustic oscillations and $f\sigma_8$ data.

Another important point to raise is that the ultimate goal within the kernel selection problem is to remove the subjectivity in the choice of kernel for a GP given a particular data set. This was accomplished in the integration of the GP with the ABC-SMC and the GA. Both methods automate the kernel selection and so overcomes the kernel prejudices entrusted to the user in the vanilla implementation of the GP. However, we have still chosen a fitness function strategy. We have attempted to motivate the naturalness of this choice.
but there may be future analyses that produce a closer approximation to an implementation independent of this choice.

As future work, further improvements to the general approach to GA regression can still be advanced. A combination of GP, ABC-SMC, and the GA may potentially be implemented. This may be a good way to extend the ABC-type analysis to more complex kernels without sacrificing too much computational budget. Also, it will be interesting to further explore the more intimate connection between the log-marginal likelihood and the $\chi^2$. The results presented here suggest that in most times, increasing the log-marginal likelihood decreases the $\chi^2$ fit. However, the opposite relation is mostly not true and it will be useful to know when one might draw the line between the two measures.

Lastly, one of the important motivations for the development of Hubble data reconstruction methods is to study the fundamental physics behind dark energy. A most natural application of the results of this paper is then to constraining the dark energy equation of state or the potentials describing an alternative theory of gravity. Such practical considerations already exist throughout the recent cosmology literature, and may now be revisited without the need to prefer any single unnatural choice of the covariance function.
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A Genetic algorithm: A closer look

In this section, we take a closer look at what happens during the GA for different parameters. Each trial takes about an hour to two to complete in a standard 8 GB RAM laptop with an Intel Core I7 processor. The resulting evolution of the best fitness is shown in Fig. 6.

![Figure 6](image-url)

**Figure 6.** Best fitness per generation for trials with different GA parameters for the (a) CC and (b) SNe data sets. The $n_P$, $n_G$, $s$, and $m$ are the population size, number of generations, selection rate, and mutation probability, respectively.
The two plots visually-describe the interplay between the different parameters entering the GA. Clearly, in both cases, it can be be seen that mutation plays the largest role in the optimization process. Without it, the algorithm is only more likely to get stuck in a local maxima of the fitness function. This is undesirable for problems with multimodal fitness functions, such is the particular case in Sec. 4, and makes the case of mutation as an irreplaceable feature of the GA in such applications. Fig. 6 supports this. In both the CC and SNe applications, the best fitness per generation can be seen to evolve more efficiently with higher mutation rates regardless of the population size or the initial population. The parameters in Figure 6 may also be observed to be the same ones in Tables 4 and 6. However, the best fitness values are different. This is understandably reflective of the stochastic nature of the GA.

Other factors such as the selection, crossover, and mutation mechanisms can also affect the efficiency of the GA optimization. A detailed discussion of these is beyond the scope of this paper. We draw the interested reader to the python package pygad [52].

References

[1] E. Di Valentino et al., *Cosmology Intertwined II: The Hubble Constant Tension*, 2008.11284.

[2] A. G. Riess, *The Expansion of the Universe is Faster than Expected*, *Nature Rev. Phys.* 2 (2019) 10 [2001.03624].

[3] D. W. Pesce et al., *The Megamaser Cosmology Project. XIII. Combined Hubble constant constraints*, *Astrophys. J. Lett.* 891 (2020) L1 [2001.09213].

[4] T. de Jaeger, B. E. Stahl, W. Zheng, A. V. Filippenko, A. G. Riess and L. Galbany, *A measurement of the Hubble constant from Type II supernovae*, *Mon. Not. Roy. Astron. Soc.* 496 (2020) 3402 [2006.03412].

[5] J. L. Bernal, L. Verde and A. G. Riess, *The trouble with H0*, *JCAP* 10 (2016) 019 [1607.05617].

[6] P. J. E. Peebles and B. Ratra, *The Cosmological constant and dark energy*, *Rev. Mod. Phys.* 75 (2003) 559 [astro-ph/0207347].

[7] E. J. Copeland, M. Sami and S. Tsujikawa, *Dynamics of dark energy*, *Int. J. Mod. Phys.* D15 (2006) 1753 [hep-th/0603057].

[8] PLANCK collaboration, *Planck 2018 results. VI. Cosmological parameters*, *Astron. Astrophys.* 641 (2020) A6 [1807.06209].

[9] PLANCK collaboration, *Planck 2015 results. xiii. cosmological parameters*, *Astron. Astrophys.* 594 (2016) A13 [1502.01589].

[10] A. G. Riess, S. Casertano, W. Yuan, L. M. Macri and D. Scolnic, *Large Magellanic Cloud Cepheid Standards Provide a 1% Foundation for the Determination of the Hubble Constant and Stronger Evidence for Physics beyond ΛCDM*, *Astrophys. J.* 876 (2019) 85 [1903.07603].

[11] K. C. Wong et al., *H0LiCOW – XIII. A 2.4 per cent measurement of H0 from lensed quasars: 5.3σ tension between early- and late-Universe probes*, *Mon. Not. Roy. Astron. Soc.* 498 (2020) 1420 [1907.04869].

[12] E. Di Valentino, O. Mena, S. Pan, L. Visinelli, W. Yang, A. Melchiorri et al., *In the Realm of the Hubble tension – a Review of Solutions*, 2103.01183.

[13] W. Handley, *Curvature tension: evidence for a closed universe*, *Phys. Rev. D* 103 (2021) L041301 [1908.09139].
[14] P. Bull et al., Beyond $\Lambda$CDM: Problems, solutions, and the road ahead, Phys. Dark Univ. 12 (2016) 56 [1512.05356].

[15] T. Clifton, P. G. Ferreira, A. Padilla and C. Skordis, Modified Gravity and Cosmology, Phys. Rept. 513 (2012) 1 [1106.2476].

[16] S. Capozziello and M. De Laurentis, Extended Theories of Gravity, Phys. Rept. 509 (2011) 167 [1108.6266].

[17] CANTATA collaboration, Modified Gravity and Cosmology: An Update by the CANTATA Network, 2105.12582.

[18] C. E. Rasmussen, Gaussian Processes in Machine Learning. Springer, Berlin, Heidelberg, 2003, 10.1007/978-3-540-28650-9.

[19] A. Gómez-Valent and L. Amendola, $H_0$ from cosmic chronometers and Type Ia supernovae, with Gaussian Processes and the novel Weighted Polynomial Regression method, JCAP 04 (2018) 051 [1802.01505].

[20] E. Colgáin and M. M. Sheikh-Jabbari, Elucidating cosmological model dependence with $H_0$, 2101.08565.

[21] M. K. Yennapureddy and F. Melia, Reconstruction of the HII Galaxy Hubble Diagram using Gaussian Processes, JCAP 11 (2017) 029 [1711.03454].

[22] E.-K. Li, M. Du, Z.-H. Zhou, H. Zhang and L. Xu, Testing the effect of $H_0$ on $f\sigma_8$ tension using a Gaussian process method, Mon. Not. Roy. Astron. Soc. 501 (2021) 4452 [1911.12076].

[23] M. Seikel, C. Clarkson and M. Smith, Reconstruction of dark energy and expansion dynamics using Gaussian processes, JCAP 2012 (2012) 036 [1204.2832].

[24] M. Seikel and C. Clarkson, Optimising Gaussian processes for reconstructing dark energy dynamics from supernovae, 1311.6678.

[25] D. Benisty, Quantifying the $S_8$ tension with the Redshift Space Distortion data set, Phys. Dark Univ. 31 (2021) 100766 [2005.03751].

[26] E. Belgacem, S. Foffa, M. Maggiore and T. Yang, Gaussian processes reconstruction of modified gravitational wave propagation, Phys. Rev. D 101 (2020) 063505 [1911.11497].

[27] C. J. Moore, C. P. L. Berry, A. J. K. Chua and J. R. Gair, Improving gravitational-wave parameter estimation using Gaussian process regression, Phys. Rev. D 93 (2016) 064001 [1509.04066].

[28] G. Cañas Herrera, O. Contigiani and V. Vardanyan, Learning how to surf: Reconstructing the propagation and origin of gravitational waves with Gaussian Processes, 2105.04262.

[29] R. Briffa, S. Capozziello, J. Levi Said, J. Mifsud and E. N. Saridakis, Constraining teleparallel gravity through Gaussian processes, Class. Quant. Grav. 38 (2020) 055007 [2009.14582].

[30] Y.-F. Cai, M. Khurshudyan and E. N. Saridakis, Model-independent reconstruction of $f(T)$ gravity from Gaussian Processes, Astrophys. J. 888 (2020) 62 [1907.10813].

[31] J. Levi Said, J. Mifsud, J. Sultana and K. Z. Adami, Reconstructing teleparallel gravity with cosmic structure growth and expansion rate data, 2103.05021.

[32] M. Reyes and C. Escamilla-Rivera, Improving data-driven model-independent reconstructions and new constraints in Horndeski cosmology, 2104.04484.

[33] R. C. Bernardo and J. Levi Said, A data-driven Reconstruction of Horndeski gravity via the Gaussian processes, 2105.12970.

[34] T. Yang, Z.-K. Guo and R.-G. Cai, Reconstructing the interaction between dark energy and dark matter using Gaussian Processes, Phys. Rev. D 91 (2015) 123533 [1505.04443].
[35] B. S. Haridasu, V. V. Luković, M. Moresco and N. Vittorio, An improved model-independent assessment of the late-time cosmic expansion, JCAP 10 (2018) 015 [1805.03595].

[36] H. Yu, B. Ratra and F.-Y. Wang, Hubble Parameter and Baryon Acoustic Oscillation Measurement Constraints on the Hubble Constant, the Deviation from the Spatially Flat ΛCDM Model, the Deceleration–Acceleration Transition Redshift, and Spatial Curvature, Astrophys. J. 856 (2018) 3 [1711.03437].

[37] C. Escamilla-Rivera, J. Levi Said and J. Mifsud, Performance of Non-Parametric Reconstruction Techniques in the Late-Time Universe, 2105.14332.

[38] G. Malkomes, C. Schaff and R. Garnett, Bayesian optimization for automated model selection, in Proceedings of the Workshop on Automatic Machine Learning, F. Hutter, L. Kotthoff and J. Vanschoren, eds., vol. 64 of Proceedings of Machine Learning Research, (New York, New York, USA), pp. 41–47, PMLR, 24 Jun, 2016, http://proceedings.mlr.press/v64/malkomes_bayesian_2016.html.

[39] A. B. Abdessalem, N. Dervilis, D. J. Wagg and K. Worden, Automatic kernel selection for gaussian processes regression with approximate bayesian computation and sequential monte carlo, Frontiers in Built Environment 3 (2017) 52.

[40] T. Toni and M. P. H. Stumpf, Simulation-based model selection for dynamical systems in systems and population biology, arXiv e-prints (2009) arXiv:0911.1705 [0911.1705].

[41] J. Akeret, A. Refregier, A. Amara, S. Seehars and C. Hasner, Approximate Bayesian Computation for Forward Modeling in Cosmology, JCAP 08 (2015) 043 [1504.07245].

[42] A. Weyant, C. Schafer and W. M. Wood-Vasey, Likelihood-free Cosmological Inference with Type Ia Supernovae: Approximate Bayesian Computation for a Complete Treatment of Uncertainty, Astrophys. J. 764 (2013) 116 [1206.2563].

[43] E. Jennings and M. Madigan, astroABC : An Approximate Bayesian Computation Sequential Monte Carlo sampler for cosmological parameter estimation, Astronomy and Computing 19 (2017) 16 [1608.07606].

[44] COIN collaboration, COSMOABC: Likelihood-free inference via Population Monte Carlo Approximate Bayesian Computation, Astron. Comput. 13 (2015) 1 [1504.06129].

[45] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning. Addison-Wesley Longman Publishing Co., Inc., USA, 1st ed., 1989.

[46] V. Rajpaul, Genetic algorithms in astronomy and astrophysics, arXiv e-prints (2012) arXiv:1202.1643 [1202.1643].

[47] C. Bogdanos and S. Nesseris, Genetic Algorithms and Supernovae Type Ia Analysis, JCAP 05 (2009) 006 [0903.2805].

[48] R. Arjona and S. Nesseris, What can Machine Learning tell us about the background expansion of the Universe?, Phys. Rev. D 101 (2020) 123525 [1910.01529].

[49] S. Nesseris and J. García-Bellido, A new perspective on dark energy modeling via genetic algorithms, JCAP 2012 (2012) 033 [1205.0364].

[50] T. Kluyver, B. Ragan-Kelley, F. Pérez, B. Granger, M. Bussonnier, J. Frederic et al., Jupyter notebooks - a publishing format for reproducible computational workflows, in Positioning and Power in Academic Publishing: Players, Agents and Agendas, F. Loizides and B. Scmidt, eds., (Netherlands), pp. 87–90, IOS Press, 2016, https://eprints.soton.ac.uk/403913/.

[51] E. Klinger, D. Rickert and J. Hasenauer, pyABC: distributed, likelihood-free inference, Bioinformatics 34 (2018) 3591.

[52] A. Fawzy Gad, PyGAD: An Intuitive Genetic Algorithm Python Library, arXiv e-prints (2021) arXiv:2106.06158 [2106.06158].
[53] D. M. Chaves, “GeneAl.” https://github.com/diogomatoschaves/geneal, 2020.
[54] R. Bernardo, “reggiebernardo/notebooks: dark energy research notebooks.”
10.5281/zenodo.4810864, 2021.
[55] D. J. C. MacKay, Information Theory, Inference & Learning Algorithms. Cambridge University Press, USA, 2002.
[56] C. E. Rasmussen and C. K. I. Williams, Gaussian Processes for Machine Learning (Adaptive Computation and Machine Learning). The MIT Press, 2005.
[57] A. Shafieloo, A. G. Kim and E. V. Linder, Gaussian Process Cosmography, Phys. Rev. D 85 (2012) 123530 [1204.2272].
[58] D. Wang and X.-H. Meng, Improved constraints on the dark energy equation of state using Gaussian processes, Phys. Rev. D 95 (2017) 023508 [1708.07750].
[59] M.-J. Zhang and H. Li, Gaussian processes reconstruction of dark energy from observational data, Eur. Phys. J. C 78 (2018) 460 [1806.02981].
[60] P. Mukherjee and N. Banerjee, Revisiting a non-parametric reconstruction of the deceleration parameter from observational data, 2007.15941.
[61] M. Aljaf, D. Gregoris and M. Khurshudyan, Constraints on interacting dark energy models through cosmic chronometers and Gaussian process, 2005.01891.
[62] K. Liao, A. Shafieloo, R. E. Keeley and E. V. Linder, A model-independent determination of the Hubble constant from lensed quasars and supernovae using Gaussian process regression, Astrophys. J. Lett. 886 (2019) L23 [1908.04967].
[63] V. C. Busti, C. Clarkson and M. Seikel, The Value of $H_0$ from Gaussian Processes, IAU Symp. 306 (2014) 25 [1407.5227].
[64] R.-G. Cai, Z.-K. Guo and T. Yang, Null test of the cosmic curvature using $H(z)$ and supernovae data, Phys. Rev. D 93 (2016) 043517 [1509.06283].
[65] M. Moresco, L. Pozzetti, A. Cimatti, R. Jimenez, C. Maraston, L. Verde et al., A 6% measurement of the Hubble parameter at $z \sim 0.45$: direct evidence of the epoch of cosmic re-acceleration, JCAP 05 (2016) 014 [1601.01701].
[66] M. Moresco, Raising the bar: new constraints on the Hubble parameter with cosmic chronometers at $z \sim 2$, Mon. Not. Roy. Astron. Soc. 450 (2015) L16 [1503.01116].
[67] C. Zhang, H. Zhang, S. Yuan, S. Liu, T.-J. Zhang and Y.-C. Sun, Four new observational $H(z)$ data from luminous red galaxies in the Sloan Digital Sky Survey data release seven, Research in Astronomy and Astrophysics 14 (2014) 1221 [1207.4541].
[68] D. Stern, R. Jimenez, L. Verde, M. Kamionkowski and S. A. Stanford, Cosmic chronometers: constraining the equation of state of dark energy. I: $H(z)$ measurements, JCAP 2010 (2010) 008 [0907.3149].
[69] M. Moresco et al., Improved constraints on the expansion rate of the Universe up to $z \sim 1.1$ from the spectroscopic evolution of cosmic chronometers, JCAP 2012 (2012) 006 [1201.3609].
[70] A. L. Ratsimbazafy, S. I. Loubser, S. M. Crawford, C. M. Cress, B. A. Bassett, R. C. Nichol et al., Age-dating Luminous Red Galaxies observed with the Southern African Large Telescope, Mon. Not. Roy. Astron. Soc. 467 (2017) 3239 [1702.00418].
[71] D. M. Scolnic et al., The Complete Light-curve Sample of Spectroscopically Confirmed SNe Ia from Pan-STARRS1 and Cosmological Constraints from the Combined Pantheon Sample, Astrophys. J. 859 (2018) 101 [1710.00845].