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1 Introduction

In a homogeneous isotropic medium filling a domain Ω in \( \mathbb{R}^3 \) the time-harmonic Maxwell’s equations read

\[
\begin{align*}
curl E - i \omega \mu H &= 0, \\
curl H + i \omega \varepsilon E &= 0,
\end{align*}
\]

where \( E, H \) are, respectively, the spatial parts of the electric and the magnetic field, \( \varepsilon \) and \( \mu \) are the electric permittivity and the magnetic permeability of the medium, and \( \omega > 0 \) is the angular frequency (we have adopted the time convention \( e^{-i\omega t} \)). In the considered case of homogeneous isotropic media, \( \varepsilon \) and \( \mu \) are constants, therefore \( E \) and \( H \) are automatically divergence-free.

Of sine qua non importance in electromagnetics is the following boundary value problem, involving the so-called “perfect conductor” condition on the boundary \( \Gamma \) of \( \Omega \), i.e., the tangential trace of the electric field on \( \Gamma \) is given by a fixed vector \( m \):

\[
\begin{array}{ll}
curl E - i \omega \mu H = 0, & \text{in } \Omega, \\
\nu \times E = m, & \text{on } \Gamma.
\end{array}
\]
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The interior Calderón operator is defined as the mapping of the tangential component of the electric field to the tangential component of the magnetic field on Γ, i.e., \( m \mapsto \nu \times H \). This is the origin of another term used for this operator, namely the “electric to magnetic boundary component map”. Calderón operators are also known as capacity, or impedance, or admittance, or Poincaré-Stecklov operators.

Operating by curl on (1.2) and setting \( \tilde{m} := -i\omega \varepsilon m \) we obtain

\[
\begin{cases}
\text{curl}\text{curl}H - \omega^2 \varepsilon \mu H = 0, & \text{in } \Omega, \\
\nu \times \text{curl}H = \tilde{m}, & \text{on } \Gamma.
\end{cases}
\]

The corresponding interior Calderón operator for (1.3), maps \( \tilde{m} \) to \( \nu \times H \).

Let us note that, in view of the vector identity \( \text{curl}\text{curl}w = \text{grad div}w - \Delta w \) and the fact that \( H \) is divergence-free, (1.3) can also be written as

\[
\begin{cases}
\Delta H + \omega^2 \varepsilon \mu H = 0, & \text{in } \Omega, \\
\nu \times \text{curl}H = \tilde{m}, & \text{on } \Gamma.
\end{cases}
\]

Based on the sign of \( \varepsilon \) and of \( \mu \), materials can be classified as

(RH) When \( \varepsilon > 0, \mu > 0 \) the materials are called “right handed” or “double positive”, and exhibit forward propagating waves. These are the conventional materials of electromagnetics, e.g., dielectrics.

(LH) When \( \varepsilon < 0, \mu < 0 \) the materials are called “left handed” or “double negative”, and they exhibit backward propagating waves. They are not found in Nature, but are physically realizable.

(SRR) The materials with \( \varepsilon > 0, \mu < 0 \) are called of “split ring resonator” structure, and exhibit evanescent decaying waves and no transmission (typical examples are ferrites, microstructured magnets and split rings).

(TW) The materials with \( \varepsilon < 0, \mu > 0 \) are called of “thin wire” structure, and they exhibit evanescent decaying waves and no transmission (typical examples are plasmas and fine wire structures).

(RH), (SRR) and (TW) are included in the so-called “metamaterials”, [22].

Note that the results in the present work cover all the above cases (the coefficient \( \alpha \) of our approach, that corresponds to the physical constant \( \omega^2 \varepsilon \mu \) appearing in the time-harmonic Maxwell’s equations, can be of any sign).

Let us note that the study of the operators “\( \text{curl}\text{curl} \)” and “\( \text{curl}\text{curl} - \rho^2 I \)” is essential not only in the mathematical theory of classical electromagnetics, but in other related important applications areas, such as, e.g., the theory of superconductors, magnetohydrodynamics (MHD)(where the equations - consisting of an elegant and subtle coupling of the Navier-Stokes and Maxwell’s equations - govern the motion of electrically conducting viscous incompressible fluids in a magnetic field (see, e.g., [3]), and in particular in the ideal linear MHD equations that describe the stability properties of a “tokamak”, i.e., a device which uses a powerful magnetic field to confine a hot plasma in the shape of a torus), etc.
The classical Steklov eigenproblem for a bounded smooth domain $\Omega$ in $\mathbb{R}^n$ with boundary $\Gamma$ reads
\[
\begin{align*}
\Delta v &= 0, & \text{in } \Omega, \\
D_\nu v &= \lambda v, & \text{on } \Gamma,
\end{align*}
\]
where the unknown $v$ is a real or complex-valued function called Steklov eigenfunction and the unknown $\lambda$ is a non-negative real number called Steklov eigenvalue. Here $\nu$ denotes the unit outer normal to $\Gamma$ and $D_\nu v$ the normal derivative of $v$. The Steklov eigenvalues can be equivalently defined as the eigenvalues of the celebrated DtN (Dirichlet-to-Neumann) map defined from $H^{1/2}(\Gamma)$ to $H^{-1/2}(\Gamma)$ by $g \mapsto D_\nu v$ where $v$ is the solution to the Dirichlet problem
\[
\begin{align*}
\Delta v &= 0, & \text{in } \Omega, \\
v &= g, & \text{on } \Gamma.
\end{align*}
\]
It turns out that the non-zero eigenvalues are the reciprocals of the eigenvalues of the corresponding NtD (Neumann-to-Dirichlet) map which can be considered as a compact self-adjoint map from $L^2(\Gamma)$ to itself. In particular, the eigenvalues have finite multiplicity and can be represented as a non-decreasing divergent sequence. We refer to [14, 21] for an introduction to Steklov-type problems, and to [17] for an interesting application of the problem.

Although the study of Steklov eigenvalues has a long history (see [20]) and Steklov boundary conditions have been considered for many classes of operators, in the literature there are not so many results concerning Steklov-type eigenvalues for Maxwell’s equations; an interesting exception are those contained in the very recent papers [5, 7].

We note that in [5] (along the approach introduced in [4] for the Helmholtz equation) the use of Steklov eigenvalues for Maxwell’s equations is suggested to detect changes in a scatterer using remote measurements of the scattered wave, i.e., as a novel “target signature” for nondestructive testing via inverse scattering. Because the Steklov eigenvalue problem for Maxwell’s equations is not a standard eigenvalue problem for a compact operator, a modified Steklov problem is proposed, that restores compactness. In particular it is shown that it is possible to measure Steklov eigenvalues for a bounded inhomogeneous scatterer by solving a sequence of modified far field equations. To this end, the authors perturb the usual far field equation of the linear sampling method by using the far field pattern of an auxiliary impedance problem related to the modified Steklov problem. In order to measure the modified Steklov eigenvalues of a domain from far field measurements, the authors prove (i) the existence of modified Steklov eigenvalues, (ii) the well-posedness of the corresponding auxiliary exterior impedance problem, and (iii) provide theorems on the detection of modified Steklov eigenvalues from far field measurements. While our present paper was at the stage of review, two interesting manuscripts appeared in arXiv, continuing in a sense the work in [5]: in [15], both the original Steklov eigenvalue problem for Maxwell’s equations and the aforementioned modified Steklov problem are studied, and their Fredholmness and approximation is analyzed. The original eigenvalue problem in the selfadjoint case is studied in [16], where it is established that, apart for a countable set of particular frequencies, the spectrum consists of three disjoint parts: the essential spectrum consisting of the point zero, an infinite sequence of positive eigenvalues which accumulate only at infinity, and an infinite sequence of negative eigenvalues which accumulate only at zero. See also the very recent work by Cogar [8, 10] and Cogar and Monk [9].
The aim of the present paper is to furnish a natural Steklov problem for a class of Maxwell’s equations, which intrinsically exhibits a discrete spectrum, and use it in the spirit of [2] to provide spectral representations for the associated trace spaces and the solutions of the corresponding boundary value problems. Our starting point is the observation that, in the mathematical theory of electromagnetism, a natural counterpart of the NtD map above is the aforementioned celebrated Calderón operator. The Calderón operator and its variants have been and are studied extensively, see, e.g., [6]. Here we focus on a Calderón operator associated with the following boundary value problem: for a bounded, connected, open set Ω in \( \mathbb{R}^3 \) of class \( C^{1,1} \) and \( \alpha, \theta \in \mathbb{R}, \theta > 0 \) consider the interior problem

\[
\begin{aligned}
\begin{cases}
\text{curl curl } u - \alpha u - \theta \text{ grad div } u = 0, & \text{in } \Omega, \\
\nu \times \text{curl } u = f, & \text{on } \Gamma,
\end{cases}
\end{aligned}
\]

(1.4)

where \( u \) is the unknown vector field. We point out that the penalty term \( \theta \text{ grad div } u \) is introduced in the equation in order to guarantee the coercivity of the quadratic form associated with the operator, as done e.g., in [11]. Note that the boundary operator \( \nu \times \text{curl } u \) in (1.4) can be considered as the “electromagnetic version” of the boundary operator \( D_{\nu}u \) on \( \Gamma \) usually associated with the scalar Laplace operator. Indeed, the boundary conditions in (1.4) are the natural boundary conditions arising from the integration by parts formula

\[
\int_{\Omega} \text{curl } u \cdot \text{curl } \varphi \, dx = \int_{\Omega} \text{curl curl } u \cdot \varphi \, dx - \int_{\Gamma} (\nu \times \text{curl } u) \cdot \varphi \, d\sigma,
\]

(1.5)

which is valid for sufficiently regular vector fields \( u, \varphi \), while the Neumann boundary conditions for the scalar Laplace operator are the natural boundary conditions arising from the integration by parts formula

\[
\int_{\Omega} \text{grad } v \cdot \text{grad } \psi \, dx = -\int_{\Omega} \Delta v \, \psi \, dx + \int_{\Gamma} D_{\nu}v \psi \, d\sigma,
\]

which, again, is valid for sufficiently regular scalar functions \( v, \psi \).

The interior Calderón operator \( C \) is here defined by

\[
C(f) = \nu \times u,
\]

(1.6)

where \( u \) is the solution of (1.4), see Section 3.3 for more details. Thus, the Calderón operator establishes a correspondence between the electric and magnetic fields on \( \Gamma \) as follows:

\[
\nu \times \text{curl } u \mapsto \nu \times u.
\]

Now, the corresponding to the NtD-map in the case of our problem is

\[
\nu \times \text{curl } u \mapsto u,
\]

the eigenvalues of which are the reciprocals of the eigenvalues of the following Steklov-type problem for Maxwell’s equations

\[
\begin{aligned}
\begin{cases}
\text{curl curl } u - \alpha u - \theta \text{ grad div } u = 0, & \text{in } \Omega, \\
\nu \times \text{curl } u = \lambda u, & \text{on } \Gamma.
\end{cases}
\end{aligned}
\]

(1.7)

\footnote{The term “interior” is used to emphasize that the problem is cast in \( \Omega \) and not in the exterior of \( \Omega \), as is done in the case of Calderón operators for scattering problems.}
It is important to clarify that the energy space involved here is the classical space $X_T(\Omega) = H(\text{curl}, \Omega) \cap H_0(\text{div}, \Omega)$ and that problem (1.7) has to be interpreted in the weak sense as follows: find $u \in X_T(\Omega)$ such that

$$
\int_{\Omega} \text{curl} u \cdot \text{curl} \varphi \, dx - \alpha \int_{\Omega} u \cdot \varphi \, dx + \theta \int_{\Omega} \text{div} u \text{div} \varphi \, dx = -\lambda \int_{\Gamma} u \cdot \varphi \, d\sigma ,
$$

(1.8)

for all $\varphi \in X_T(\Omega)$. In particular, any vector field $u \in X_T(\Omega)$ satisfies the condition $u \cdot \nu = 0$ on $\Gamma$.

Note that the weak formulation (1.8) can be obtained from (1.7) by a standard procedure as follows: assume that $u$ is a sufficiently regular solution of problem (1.7), say $u \in (H^2(\Omega))^3$, then multiplying both sides of the first equation in (1.7) by $\varphi \in X_T(\Omega)$, integrating by parts and using formula (1.5) and the boundary condition in (1.7), yield the validity of (1.8). By using the same calculations and the Fundamental Lemma of the Calculus of Variations, one can see that if $u \in (H^2(\Omega))^3$ is a solution of (1.8) then it is also a solution of (1.7). We also note that using the weak formulations allows to avoid assuming extra smoothness assumptions on the boundary of $\Omega$ required to guarantee the regularity of the solutions, see e.g., [28].

By the classical Gaffney inequality (Theorem 2.1), if $\Omega$ is of class $C^{1,1}$ the space $X_T(\Omega)$ is continuously embedded into $(H^1(\Omega))^3$. Moreover, the trace operator is compact from $H^1(\Omega)$ to $L^2(\Gamma)$. It follows that if the operator

$$
\text{curl} \text{curl} u + \alpha u - \theta \text{grad} \text{div} u
$$

is invertible, problem (1.7) has a discrete spectrum and provides a Fourier basis of eigenfunctions for the space $TL^2(\Gamma)$ of square-summable vector fields tangent to $\Gamma$, see Section 3.2. For the sake of simplicity, these results are proved under the assumption that $\alpha < A_1$ where $A_1 > 0$ is the first eigenvalue of the associated Dirichlet problem, see (3.3) and (3.4). The analysis of the general case is discussed in Section 5 where we explain how to rule out the Dirichlet eigenfunctions associated with the Dirichlet eigenvalues smaller than $\alpha$.

We note that the boundary condition appearing in the Steklov problem discussed in [5, Equation (2.6)] is $\nu \times \text{curl} u = \lambda u_T$ on $\Gamma$, where $u_T$ is the tangential component of $u$; accordingly the energy space used in [5] to treat that problem is $\{u \in H(\text{curl}, \Omega) : u_T \in (L^2(\Gamma))^3\}$ and the corresponding eigenvectors turn out to be divergence free. Our boundary condition $\nu \times \text{curl} u = \lambda u$ on $\Gamma$, is clearly stronger in the sense that it implies that our eigenfunctions are automatically tangential: this allows us to discard the part of the spectrum associated with possible non tangential eigenvectors which are responsible for the appearance of an accumulation point in the spectrum of the operator discussed in the counterexample in [5, p. 4383].

With an approach analogous to that in [2], concerning the Laplace operator, our Steklov problem allows us to achieve the following results:

(1) we provide (Theorems 4.14, 4.20) a spectral representation for the solutions of problem (1.4).

\[\text{Note that the minus sign in the right-hand side of (1.8) is due to the fact that the boundary condition in the problem is written in the customary form } \nu \times \text{curl} u = \lambda u, \text{ and it is responsible for the appearance of negative spectra. The reader who is more familiar with classical eigenvalue problems for elliptic equations could write it in the form } \text{curl} \nu \times u = \lambda u, \text{ which would change the sign of the eigenvalues.} \]
we provide (see Theorem 4.4 and Remark 4.24) a spectral representation for the interior Calderón operator $C$,

(3) we provide (see Theorem 4.12) a spectral representation for the trace space $TH^{1/2}(\Gamma)$ and its dual $TH^{-1/2}(\Gamma)$,

(4) we provide (see Theorem 4.12) a spectral representation for the solutions to the following problem

$$\begin{cases}
\text{curl curl } u - \alpha u - \theta \text{ grad div } u = 0, & \text{in } \Omega, \\
\nu \times u = f, & \text{on } \Gamma, \\
\nu \cdot u = 0, & \text{on } \Gamma.
\end{cases} \tag{1.9}$$

Another approach to the representation of an exterior Calderón operator associated with a scattering problem for not necessarily spherical domains is proposed in [19]; there the appropriate series expansions are performed with respect to generalized harmonics (the set of eigenfunctions to the Laplace-Beltrami operator for the domain’s boundary). Further, the norm in an appropriate trace space of the exterior Calderón operator is obtained in view of an eigenproblem for a suitable quadratic form. Let us note that in the case of a sphere the eigenfunctions of the Laplace-Beltrami operator are the spherical harmonics hence the classical Steklov eigenfunctions.

The present paper is organized as follows: Section 2 is devoted to preliminaries and notation; Section 3 is devoted to the study of problems (1.4) and (1.7); in particular, in Section 3.3 we introduce the Calderón operator and the associated NtD-type map. Section 4 is devoted to the above mentioned spectral representations. Finally, Section 5 includes an appendix devoted to the study of the case $\alpha > A_1$.

2 Preliminaries and notation

Let $\Omega$ be a bounded open set in $\mathbb{R}^3$ with sufficiently smooth boundary $\Gamma := \partial \Omega$. By $L^2(\Omega), H^1(\Omega), H^1_0(\Omega), L^2(\Gamma), H^{1/2}(\Gamma), H^{-1/2}(\Gamma)$, we denote the standard Lebesgue and Sobolev spaces. We will also employ the following spaces:

- $H(\text{curl}, \Omega) = \{ u \in (L^2(\Omega))^3 : \text{curl } u \in (L^2(\Omega))^3 \}$, \\
  with norm: $||u||_{H(\text{curl}, \Omega)} = \left( ||u||^2_{(L^2(\Omega))^3} + ||\text{curl } u||^2_{(L^2(\Omega))^3} \right)^{1/2}$

- $H(\text{div}, \Omega) = \{ u \in (L^2(\Omega))^3 : \text{div } u \in L^2(\Omega) \}$, \\
  with norm: $||u||_{H(\text{div}, \Omega)} = \left( ||u||^2_{L^2(\Omega)} + ||\text{div } u||^2_{L^2(\Omega)} \right)^{1/2}$

- $H_0(\text{div}, \Omega) = \{ u \in H(\text{div}, \Omega) : \nu \cdot u = 0 \text{ on } \Gamma \}$

- $X_T(\Omega) = H(\text{curl}, \Omega) \cap H_0(\text{div}, \Omega)$, \\
  with norm: $||u||_{H(\text{curl}, \Omega) \cap H(\text{div}, \Omega)} = \left( ||u||^2_{(L^2(\Omega))^3} + ||\text{curl } u||^2_{(L^2(\Omega))^3} + ||\text{div } u||^2_{L^2(\Omega)} \right)^{1/2}$

- $X_T(\text{div } 0, \Omega) = \{ u \in X_T(\Omega) : \text{div } u = 0 \text{ in } \Omega \}$

- $TL^2(\Gamma) = \{ u \in (L^2(\Gamma))^3 : \nu \cdot u = 0 \text{ on } \Gamma \}$

- $TH^{1/2}(\Gamma) = \{ u \in (H^{1/2}(\Gamma))^3 : \nu \cdot u = 0 \text{ on } \Gamma \}$
• $TH^{-1/2}(\Gamma) = (TH^{1/2}(\Gamma))'$

By $\text{div}_\Gamma$ and $\text{grad}_\Gamma$ we denote the usual tangential operators.

For details on these operators and spaces we refer to [1], [6], [12], [13], [18], [23], [25].

Throughout this paper, we consider bounded open sets of class $C^{1,1}$ in which case $X_T(\Omega)$ is continuously embedded in $(H^1(\Omega))^3$, and compactly embedded in $(L^2(\Omega))^3$. In particular, the following theorem holds (cf. e.g. [13, Theorem 3.8]).

**Theorem 2.1** If $\Omega$ is a bounded open set in $\mathbb{R}^3$ of class $C^{1,1}$ then $X_T(\Omega)$ is continuously embedded in $(H^1(\Omega))^3$, in particular there exists $c > 0$ such that

$$
\|u\|(H^1(\Omega))^3 \leq c \left( \|u\|_{L^2(\Omega)} + \|\text{curl} u\|_{L^2(\Omega)} + \|\text{div} u\|_{L^2(\Omega)} \right),
$$

for all $u \in X_T(\Omega)$.

Thus, for bounded open sets of class $C^{1,1}$ we have that

$$
X_T(\Omega) = \{ u \in (H^1(\Omega))^3 : u \cdot \nu = 0 \}.
$$

For a smooth vector field $w$ defined on $\overline{\Omega}$, its "tangential trace" $\nu \times w$ on $\Gamma$ is denoted by $\gamma_T w$, while its "tangential components trace" $\nu \times (w \times \nu)$ on $\Gamma$ is denoted by $\pi_T w$.

Since we are primarily interested in $\pi_T$, we note that $\pi_T ((H^1(\Omega))^3) = TH^{1/2}(\Gamma)$, $\pi_T ((H^{1/2}(\Gamma))^3) = TH^{1/2}(\Gamma)$ and $(\pi_T ((H^{1/2}(\Gamma))^3))' = TH^{-1/2}(\Gamma)$.

Moreover, we have that $\pi_T$ is a compact operator from $(H^1(\Omega))^3$ to $TL^2(\Gamma)$. Note that we shall often use the same symbol for a function and its trace.

In Section 4 we shall give an equivalent definition of the spaces $TH^{1/2}(\Gamma)$ and $TH^{-1/2}(\Gamma)$ based on an intrinsic spectral representation.

### 3 Interior problems

Let $\Omega$ be a bounded, connected open set in $\mathbb{R}^3$ with boundary $\Gamma := \partial \Omega \in C^{1,1}$. Let $\alpha \in \mathbb{R}$ and $\theta > 0$ be fixed. In this section, we discuss the solvability of problems (1.4) and (1.7). We begin by proving that for any fixed $\eta \geq 0$ sufficiently large, the problem

$$
\begin{cases}
\text{curl} \text{curl} u - \alpha u - \theta \text{grad} \text{div} u = 0, & \text{in } \Omega, \\
\nu \times \text{curl} u - \eta u = f, & \text{on } \Gamma
\end{cases}
$$

has a (unique) solution for every datum $f \in TL^2(\Gamma)$.

The weak formulation of problem (3.1) reads: find $u \in X_T(\Omega)$ such that

$$
\int_{\Omega} \text{curl} u \cdot \text{curl} \varphi \, dx - \alpha \int_{\Omega} u \cdot \varphi \, dx + \theta \int_{\Omega} \text{div} u \text{div} \varphi \, dx + \eta \int_{\Gamma} u \cdot \varphi \, d\sigma = -\int_{\Gamma} f \cdot \varphi \, d\sigma,
$$

for all $\varphi \in X_T(\Omega)$. Note that the equivalence of the two formulations for smooth solutions can be proved in the same way explained in the Introduction for the case $\eta = 0$. (Recall that using the weak formulation enables us to avoid extra regularity assumptions on $\Omega$.)

---

3 Although this space could be denoted with other more specific symbols, such as $TH^1(\Omega)$, we prefer to keep the above notation.
We note that when \( \alpha > 0 \) the quadratic form associated with the left-hand side of equation (3.2) is not necessarily positive and this complicates the analysis of the problem. In order to avoid a number of technicalities which would render the exposition much heavier, we find it not only simpler, but also natural to assume that \( \alpha < A_1 \), where

\[
A_1 := \inf_{u \in (H^1_0(\Omega))^3 \setminus 0} \frac{\int_\Omega |\nabla u|^2 \, dx + \theta \int_\Omega |\text{div} u|^2 \, dx}{\int_\Omega |u|^2 \, dx}.
\]

(3.3)

See Section 5 for a more general condition allowing arbitrarily large values of \( \alpha \).

Note that \( A_1 > 0 \) by Theorem 2.1, and that \( A_1 \) is the first eigenvalue of the problem

\[
\int_\Omega \nabla u \cdot \nabla \varphi \, dx + \theta \int_\Omega \text{div} u \cdot \text{div} \varphi \, dx = A_1 \int_\Omega u \cdot \varphi \, dx, \quad \forall \varphi \in (H^1_0(\Omega))^3,
\]

(3.4)
in the unknowns \( u \in (H^1_0(\Omega))^3 \) (the Dirichlet eigenfunction) and \( A \in \mathbb{R} \) (the Dirichlet eigenvalue).

**Theorem 3.5** Let \( \Omega \) be a bounded, connected open set in \( \mathbb{R}^3 \) with \( C^{1,1} \) boundary. Let \( \alpha < A_1 \) and \( \theta > 0 \). Then there exists \( c_{\alpha,\theta} \geq 0 \) such that for any \( \eta \geq c_{\alpha,\theta} \) the quadratic form defined by the left-hand side of (3.2) is coercive in \( X_\alpha(\Omega) \) and problem (3.2) has a unique solution \( u \in X_\alpha(\Omega) \) for all \( f \in TL^2(\Gamma) \). Moreover, for \( \alpha \leq 0 \) one can take \( c_{\alpha,\theta} = 0 \). Finally, if \( \alpha \leq 0 \) and \( \eta = 0 \) and if, in addition, \( f \) satisfies the condition \( \text{div}_\Gamma f = 0 \) on \( \Gamma \), then \( \text{div} u = 0 \) in \( \Omega \).

**Proof.** We first consider the case \( \alpha \leq 0 \). By a straightforward application of the Riesz Theorem combined with Theorem 2.1 and by noting that the right-hand side of equation (3.2) defines linear continuous operators belonging to the dual space of \( X_\alpha(\Omega) \), it is clear that the problem is uniquely solvable in \( X_\alpha(\Omega) \) for any \( \eta \geq 0 \).

We now consider the case \( \alpha > 0 \). Let \( \beta \in (\alpha, A_1) \). First of all we note that there exists \( M > 0 \) such that

\[
\int_\Omega |\nabla u|^2 \, dx + \theta \int_\Omega |\text{div} u|^2 \, dx + M \int_\Gamma |u|^2 \, d\sigma \geq \beta \int_\Omega |u|^2 \, dx,
\]

(3.6)

for all \( u \in X_\alpha(\Omega) \). Indeed, assume for contradiction that for any \( n \in \mathbb{N} \) there exists \( u_n \in X_\alpha(\Omega) \) such that

\[
\int_\Omega |\nabla u_n|^2 \, dx + \theta \int_\Omega |\text{div} u_n|^2 \, dx + n \int_\Gamma |u_n|^2 \, d\sigma \leq \beta \int_\Omega |u_n|^2 \, dx,
\]

(3.7)

and normalize \( u_n \) by setting \( \int_\Omega |u_n|^2 \, dx = 1 \). By (3.7) the sequence \( u_n \), \( n \in \mathbb{N} \), is bounded in \( X_\alpha(\Omega) \); hence - possibly passing to a subsequence - there exists \( u \in X_\alpha(\Omega) \) such that \( u_n \to u \) weakly in \( X_\alpha(\Omega) \), \( u_n \to u \) strongly in \( L^2(\Omega) \). In particular, \( \int_\Omega |u|^2 \, dx = 1 \). Moreover, since the trace operator is compact, using condition (3.7) allows to conclude that the trace of \( u \) is zero, hence \( u \in (H^1_0(\Omega))^3 \). By passing to the limit in inequality (3.7) and using the weak lower semicontinuity of norms, we conclude that

\[
\int_\Omega |\nabla u|^2 \, dx + \theta \int_\Omega |\text{div} u|^2 \, dx \leq \lim \inf_{n \to \infty} \left( \int_\Omega |\nabla u_n|^2 \, dx + \theta \int_\Omega |\text{div} u_n|^2 \, dx \right) \leq \lim \inf_{n \to \infty} \beta \int_\Omega |u_n|^2 \, dx = \beta
\]

(3.8)
which implies that the infimum in (3.3) is not larger than \( \beta \), hence it is strictly smaller than \( A_1 \), a contradiction.

Let \( \epsilon \in (0, 1 - \frac{\alpha}{\beta}) \). By using (3.6) we deduce immediately that

\[
\int_{\Omega} \| \nabla \times u \|^{2} d x + \theta \int_{\Omega} \| \nabla u \|^{2} d x - \alpha \int_{\Omega} \| u \|^{2} d x + (1 - \epsilon) M \int_{\Gamma} \| u \|^{2} d \sigma
\]

\[
= \epsilon \left( \int_{\Omega} \| \nabla \times u \|^{2} d x + \theta \int_{\Omega} \| \nabla u \|^{2} d x \right) + (1 - \epsilon) \int_{\Omega} \| \nabla u \|^{2} d x
\]

\[
+ \theta \int_{\Omega} \| \nabla u \|^{2} d x + M \int_{\Gamma} \| u \|^{2} d \sigma - \alpha \int_{\Omega} \| u \|^{2} d x
\]

\[
\geq \epsilon \left( \int_{\Omega} \| \nabla \times u \|^{2} d x + \theta \int_{\Omega} \| \nabla u \|^{2} d x \right) + ((1 - \epsilon) \beta - \alpha) \int_{\Omega} \| u \|^{2} d x ,
\]

(3.9)

for all \( u \in X_T(\Omega) \), which implies the coercivity in \( X_T(\Omega) \) (hence in \( (H^1(\Omega))^3 \)) of the quadratic form in the left-hand side of (3.2). The conclusion about the existence of a unique solution then follows choosing \( c_{\alpha, \theta} = (1 - \epsilon) M \) and proceeding as in the case \( \alpha < 0 \).

Now, assume that \( \text{div}_\Gamma f = 0 \) on \( \Gamma \), \( \alpha \leq 0 \) and \( \eta = 0 \). Consider a solution \( \Phi \in H^2(\Omega) \) to the following problem

\[
\begin{align*}
\Delta \Phi &= \text{div} u , \quad \text{in } \Omega , \\
D_\nu \Phi &= 0 , \quad \text{on } \Gamma .
\end{align*}
\]

(3.10)

Let us first observe that the above problem has a solution \( \Phi \in H^1(\Omega) \), since \( u \cdot \nu = 0 \) on \( \Gamma \) implies that \( \int_{\Omega} \text{div} u d x = 0 \); furthermore, \( \Phi \in H^2(\Omega) \) because \( u \in H^1(\Omega) \) and therefore \( \text{div} u \in L^2(\Omega) \). Clearly, \( \text{grad} \Phi \in X_T(\Omega) \) hence we can use \( \text{grad} \Phi \) as a test function in (3.2) and get

\[
-\alpha \int_{\Omega} \| \text{grad} \Phi \|^{2} d x + \theta \int_{\Omega} \| \text{div} u \|^{2} d x = \int_{\Omega} \nabla \times u \cdot \nabla \text{grad} \Phi d x
\]

\[
- \alpha \int_{\Omega} u \cdot \text{grad} \Phi d x + \theta \int_{\Omega} \text{div} \Delta \Phi d x = - \int_{\Gamma} f \cdot \text{grad} \Phi d \sigma = 0 ,
\]

(3.11)

where the last equality holds because \( \text{div}_\Gamma f = 0 \) on \( \Gamma \), in view of the fact that \( f \) is tangential and hence \( f \text{grad} \Phi = f \text{grad}_\Gamma \Phi \) on \( \Gamma \). It follows from (3.11) and the assumption \( \alpha \geq 0 \) that \( \text{div} u = 0 \) in \( \Omega \).

\[ \square \]

**Remark 3.12** We note that if \( \alpha = 0 \), \( \theta > 0 \), \( \eta = 0 \) and \( \text{div}_\Gamma f = 0 \) on \( \Gamma \), then problem (3.2) can be formulated directly in the energy space \( X_T(\text{div} 0, \Omega) \). Therefore the weak formulation can be stated as: find \( u \in X_T(\text{div} 0, \Omega) \) such that

\[
\int_{\Omega} \nabla \times u \cdot \nabla \varphi d x - \alpha \int_{\Omega} u \cdot \varphi d x = - \int_{\Gamma} f \cdot \varphi d \sigma ,
\]

(3.13)

for all \( \varphi \in X_T(\text{div} 0, \Omega) \).

In order to see that, under these assumptions, problems (3.2) and (3.13) are equivalent, we can argue as follows. Consider a fixed \( f \in TL^2(\Gamma) \) with \( \text{div}_\Gamma f = 0 \) on \( \Gamma \). By Theorem 3.3 the solution \( u \) of problem (3.2) is also a solution of problem (3.13).

To prove the reverse statement, consider a solution \( u \) of (3.13) and a test function
\( \varphi \in X_T(\Omega) \). Along the same lines of the proof of Theorem 3.5, consider a solution \( \Psi \in H^2(\Omega) \) to the following problem

\[
\begin{aligned}
\Delta \Psi &= \text{div} \varphi, & &\text{in } \Omega, \\
D_\nu \Psi &= 0, & &\text{on } \Gamma.
\end{aligned}
\]  

(3.14)

Then we can decompose \( \varphi \) as \( \varphi = \tilde{\varphi} + \text{grad} \Psi \), where \( \tilde{\varphi} := \varphi - \text{grad} \Psi \). Since \( \text{div} \tilde{\varphi} = 0 \) and also \( \text{div} u = 0 \), we have that

\[
\int_\Omega \text{curl} u \cdot \text{curl} \varphi\, dx - \alpha \int_\Omega u \cdot \varphi\, dx + \theta \int_\Omega \text{div} u \text{div} \varphi\, dx = \int_\Gamma f \cdot \varphi\, d\sigma,
\]  

(3.15)

hence \( u \) is a solution of problem (3.2).

3.1 Resolvent operators

For any \( \alpha < A_1, \theta > 0 \) and \( \eta \geq c_{\alpha, \theta} \) as in Theorem 3.5, we consider the operator \( L_{\eta, \alpha, \theta} \) from \( X_T(\Omega) \) to its dual \((X_T(\Omega))'\) defined by the pairing

\[
\langle L_{\eta, \alpha, \theta}(u), \varphi \rangle = \int_\Omega \text{curl} u \cdot \text{curl} \varphi\, dx - \alpha \int_\Omega u \cdot \varphi\, dx + \theta \int_\Omega \text{div} u \text{div} \varphi\, dx + \eta \int_\Gamma u \cdot \varphi\, d\sigma,
\]  

for all \( u, \varphi \in X_T(\Omega) \).

Next, we consider the operator \( J \) from \( TL^2(\Gamma) \) to \((X_T(\Omega))'\) defined by the pairing

\[
\langle J(f), \varphi \rangle = \int_\Gamma f \cdot \varphi\, d\sigma,
\]  

for all \( f \in TL^2(\Gamma), \varphi \in X_T(\Omega) \).

Recall that \( \pi_T(u) \) is the tangential components trace of \( u \), which coincides with the trace of \( u \) on \( \Gamma \) for any \( u \in X_T(\Omega) \). By Theorem 3.5, \( L_{\eta, \alpha, \theta} \) is invertible, hence we can introduce the operator \( A_\eta^\Gamma \) defined from \( TL^2(\Gamma) \) to itself, by

\[
A_\eta^\Gamma := -\pi_T \circ \left( L_{\eta, \alpha, \theta} \right)^{-1} \circ J.
\]  

Theorem 3.18 The operator \( A_\eta^\Gamma \) is compact and self-adjoint in \( TL^2(\Gamma) \).

Proof. The compactness of \( A_\eta^\Gamma \) follows from the fact that the classical trace operator from \((H^1(\Omega))^3\) to \((L^2(\Gamma))^3\) is compact and coincides with the operator \( \pi_T \) on \( X_T(\Omega) \).
Regarding self-adjointness, it suffices to note that for all \( f, g \in TL^2(\Gamma) \) we have
\[
\left\langle \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(f), g \right\rangle_{(L^2(\Gamma))^3} = \left\langle \mathcal{J}(\bar{g}), \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(f) \right\rangle_{(L^2(\Gamma))^3}
\]
\[
= \left\langle \mathcal{L}_{\alpha,\theta}^{\eta} \left( \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(\bar{g}) \right), \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(f) \right\rangle_{(L^2(\Gamma))^3}
\]
\[
= \left\langle \mathcal{L}_{\alpha,\theta}^{\eta} \left( \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(f) \right), \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(\bar{g}) \right\rangle_{(L^2(\Gamma))^3}
\]
\[
= \left\langle \mathcal{J}(f), \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(\bar{g}) \right\rangle_{(L^2(\Gamma))^3} = \left\langle f, \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J}(g) \right\rangle_{(L^2(\Gamma))^3}.
\]  \hfill (3.19)

For our purposes, it is also convenient to consider the operator \( \mathcal{A}_\eta^\alpha \) from \( X_T(\Omega) \) to itself defined by
\[
\mathcal{A}_\eta^\alpha(u) = - \left( \mathcal{L}_{\alpha,\theta}^{\eta} \right)^{-1} \circ \mathcal{J} \circ \pi_T.
\]  \hfill (3.20)

It is evident that
\[
\mathcal{A}_\eta^\alpha \circ \pi_T = \pi_T \circ \mathcal{A}_\eta^\alpha.
\]  \hfill (3.21)

For \( \eta \geq 0 \), it is convenient to define the following sesquilinear form
\[
\langle u, v \rangle_{\alpha,\theta}^{\eta} := \int_\Omega \text{curl} u \cdot \text{curl} \bar{v} \, dx - \alpha \int_\Omega u \cdot \bar{v} \, dx + \theta \int_\Omega \text{div} u \, \text{div} \bar{v} \, dx + \eta \int_\Gamma u \cdot \bar{v} \, d\sigma,
\]  \hfill (3.22)

for all \( u, v \in X_T(\Omega) \) and to observe that, if \( \eta \geq c_{\alpha,\theta} \), it defines a scalar product in \( X_T(\Omega) \) by Theorem 3.5 see also Theorem 2.1. In view of this, problem \( (3.22) \) can be written as
\[
\langle u, \varphi \rangle_{\alpha,\theta}^{\eta} = - \langle f, \varphi \rangle_{(L^2(\Gamma))^3},
\]
for all \( \varphi \in X_T(\Omega) \), where \( \langle \cdot, \cdot \rangle_{(L^2(\Gamma))^3} \) denotes the standard scalar product in \( (L^2(\Gamma))^3 \) defined by \( \langle f, \varphi \rangle_{(L^2(\Gamma))^3} := \int_\Gamma u \cdot \varphi \, d\sigma \).

Note that \( \langle \cdot, \cdot \rangle_{\alpha,\theta}^{0} \) is the sesquilinear form appearing in the left-hand side of \( (1.8) \).

Then we have the following result, the proof of which is similar to the one of the previous theorem.

**Theorem 3.23** The operator \( \mathcal{A}_\eta^\alpha \) is compact and self-adjoint with respect to \( \langle \cdot, \cdot \rangle_{\alpha,\theta}^{\eta} \).

### 3.2 The eigenvalue problem

In this subsection we consider the eigenvalue problem \( (1.7) \). Recall that the weak formulation of \( (1.7) \) is given in \( (1.8) \). It turns out that this eigenvalue problem can be recast as an eigenvalue problem for the operator \( \mathcal{A}_\eta^\alpha \), or for the operator \( \mathcal{A}_\eta^\alpha \). Since these operators are compact and self-adjoint, their spectra can be easily described. In particular, we have the following result.

**Theorem 3.24** Let \( \alpha < A_1 \) and \( \theta > 0 \). The spectrum of the operator \( \mathcal{A}_\eta^\alpha \) can be represented as \( \{0\} \cup \{ \gamma_n : n \in \mathbb{N} \} \) where \( \gamma_n \), \( n \in \mathbb{N} \), are negative eigenvalues of finite multiplicity, \( \gamma_n \to 0 \) as \( n \to \infty \), and \( 0 \) is an eigenvalue of infinite multiplicity with eigenspace given by \( (H^1_0(\Omega))^3 \). Moreover, the point spectrum of the operator \( \mathcal{A}_\eta^\alpha \) is given by \( \{ \gamma_n : n \in \mathbb{N} \} \). Furthermore, if \( \mathcal{A}_\eta^\alpha u = \gamma_n u \) for some \( u \in X_T(\Omega) \), then \( \mathcal{A}_\eta^\alpha \pi_T u = \gamma_n \pi_T u \).
We note that \( u \phi \) for all \( \eta \), orthogonal sum with respect to the scalar product (3.22), na mely it follows by the previous results that the space \( X \phi \) form the min-max characterization for Min-Max Principle applied to the operator \( -A \) and by implementing 3.21.

Next, by Theorem 3.24 and using the Min-Max Principle for the compact, self-adjoint operator \( A^0 \), we obtain the following result.

**Theorem 3.25** Let \( 0 < A_1 \) and \( \theta > 0 \). The eigenvalues of problem (1.7) form a sequence \( \lambda_n \), \( n \in \mathbb{N} \), in \( \mathbb{R} \), given by \( \lambda_n = \gamma_n^{-1} + \eta \), for all \( n \in \mathbb{N} \) and the eigenfunctions coincide with those of the operator \( A^0 \) associated with \( \gamma_n \). Moreover, \( \lambda_n \rightarrow -\infty \), as \( n \rightarrow \infty \), and can be represented as

\[
\lambda_n = \min_{\nu \in X_T(\Omega)} \max_{u \in V \setminus (H^3_T(\Omega))^3} \frac{\int_{\Omega} (|\operatorname{curl} u|^2 - \alpha |u|^2 + \theta |\operatorname{div} u|^2) \, dx}{\int_{\Gamma} |\pi_T u|^2 \, dx},
\]

where, as usual, each eigenvalue is repeated as many times as its multiplicity.

**Proof.** It is enough to observe that \( u \in X_T(\Omega) \) and \( \lambda \in \mathbb{R} \) satisfy equation (1.8) if and only if

\[
\langle u, \varphi \rangle_{\alpha, \theta} = -(\lambda - \eta) \langle u, \varphi \rangle_{(L^2(\Gamma))^3}
\]

for all \( \varphi \in X_T(\Omega) \), and this holds if and only if \( \lambda - \eta < 0 \) and \( A^0 u = \gamma u \), where \( \gamma = (\lambda - \eta)^{-1} \). By Theorem 3.24 we deduce the existence of the sequence of eigenvalues \( \lambda_n \), \( n \in \mathbb{N} \), by the sequence \( \gamma_n \), \( n \in \mathbb{N} \). Since any eigenvalue \( \lambda_n \) is bounded above by \( \eta \) and \( \gamma_n \rightarrow 0 \), we deduce that \( \lambda_n \rightarrow -\infty \) as \( n \rightarrow \infty \). Formula (3.26) follows by the Min-Max Principle applied to the operator \( -A^0 \) in which case one eventually obtains the min-max characterization for \( -A^0 \) which yields (3.26).

We note that the eigenvalue problem for the operator \( A^0 \), can be written in the form

\[
\int_{\Omega} \operatorname{curl} u \cdot \operatorname{curl} \varphi \, dx - \alpha \int_{\Omega} u \cdot \varphi \, dx + \theta \int_{\Omega} \operatorname{div} u \operatorname{div} \varphi \, dx + \eta \int_{\Gamma} u \cdot \varphi \, d\sigma = -\lambda \int_{\Omega} u \cdot \varphi \, dx,
\]

for all \( \varphi \in X_T(\Omega) \), in the unknowns \( u \in X_T(\Omega) \) (the eigenvector) and \( \lambda \) (the eigenvalue). It follows by the previous results that the space \( X_T(\Omega) \) can be decomposed as an orthogonal sum with respect to the scalar product (3.22), namely

\[
X_T(\Omega) = \operatorname{Ker} A^0 \oplus (\operatorname{Ker} A^0)^\perp = (H^1_0(\Omega))^3 \oplus (\operatorname{Ker} A^0)^\perp.
\]

We note that \( u \in (\operatorname{Ker} A^0)^\perp \) if and only if

\[
\int_{\Omega} \operatorname{curl} u \cdot \operatorname{curl} \varphi \, dx - \alpha \int_{\Omega} u \cdot \varphi \, dx + \theta \int_{\Omega} \operatorname{div} u \operatorname{div} \varphi \, dx = 0,
\]

for all \( \varphi \in (H^1_0(\Omega))^3 \) or, equivalently, for all \( \varphi \in (C^\infty_c(\Omega))^3 \).

Thus, \( u \in (\operatorname{Ker} A^0)^\perp \) if and only if \( u \) is a weak solution in \( (H^1(\Omega))^3 \) of the problem

\[
\begin{cases}
\operatorname{curl} \operatorname{curl} u - \alpha u - \theta \operatorname{grad} \operatorname{div} u = 0, & \text{in } \Omega, \\
\nu \cdot u = 0, & \text{on } \Gamma.
\end{cases}
\]
By setting\(^4\)
\[\mathcal{H} (\Omega) := (\text{Ker} \mathcal{A}_\eta^\alpha)^\perp ,\]
we can write
\[X_T (\Omega) = (H^1_0 (\Omega))^3 \oplus \mathcal{H} (\Omega). \tag{3.29}\]

By these observations, we deduce the validity of the following

**Corollary 3.30** The operator \(\mathcal{A}_\eta^\Gamma\) has no kernel, that is \(\text{Ker} \mathcal{A}_\eta^\Gamma = \{0\}\).

**Proof.** Assume that \(f \in \text{Ker} \mathcal{A}_\eta^\Gamma\), that is \(-\pi_T \circ (L^n_{\alpha, \theta})^{-1} \circ \mathcal{J} (f) = 0\). We set
\[u = (L^n_{\alpha, \theta})^{-1} \circ \mathcal{J} (f)\]
and we observe that, in particular, \(u\) satisfies equation \([3.27]\) for all \(\varphi \in (H^1_0 (\Omega))^3\) (note that in this step of the proof we have used only test functions vanishing at the boundary). Thus \(u \in \mathcal{H} (\Omega)\). Since by assumption \(\pi_T u = 0\), we have that \(u \in (H^1_0 (\Omega))^3\). Thus, by \([3.29]\) we have \(u = 0\). Going back to the equation satisfied by \(u\), we obtain that \(\int_{\Gamma} f \cdot \varphi \, d\sigma = 0\) for all \(\varphi \in X_T (\Omega)\), and this implies that \(f = 0\) since \(f\) is a tangential field (note that in this second step, we have used all test functions \(\varphi \in X_T (\Omega)\) in the weak formulation of the equation). \(\square\)

### 3.3 Interior Calderón operator

In this section we introduce a Calderón operator associated with the interior problem \([3.32]\). In order to identify the appropriate condition under which our Calderón operator is well-defined we need the following result.

In the sequel we denote by \(\Sigma = \{\lambda_n : n \in \mathbb{N}\}\) the set of Steklov eigenvalues of problem \([1.8]\).

**Theorem 3.31** Let \(\alpha < A_1\) and \(\theta > 0\). Then the problem
\[
\begin{align*}
\begin{cases}
curl \curl u - \alpha u - \theta \text{grad div} u &= 0, &\text{in } \Omega, \\
\nu \times \curl u &= \lambda u + f, &\text{on } \Gamma
\end{cases}
\end{align*}\]
\[\tag{3.32}\]
is uniquely solvable in \(X_T (\Omega)\) for all \(f \in TL^2 (\Gamma)\) if and only if \(\lambda \notin \Sigma\).

**Proof.** Note that problem \([3.32]\) can be written in the weak form as
\[L^n_{\alpha, \theta} (u) = (\eta - \lambda) \mathcal{J} (u) - \mathcal{J} (f). \tag{3.33}\]
Inverting the operator \(L^n_{\alpha, \theta}\), problem \([3.33]\) turns out to be equivalent to
\[u = (\lambda - \eta) \mathcal{A}_\eta^\alpha (u) - (L^n_{\alpha, \theta})^{-1} \mathcal{J} (f). \tag{3.34}\]
Since \(\mathcal{A}_\eta^\alpha\) is a compact operator, it follows by the Fredholm Alternative that problem \([3.34]\) is uniquely solvable if and only if \(1\) is not an eigenvalue of the operator \((\lambda - \eta) \mathcal{A}_\eta^\alpha\), and this exactly means that \(\lambda \notin \Sigma\). \(\square\)

Then we can give the following definition.

\(^4\)These functions are the analogues of the harmonic functions considered in \([2]\).
Definition 3.35  Assume that \( \alpha < A_1 \) and \( \theta > 0 \) are such that \( 0 \notin \Sigma \). The interior Calderón operator \( C \) is the operator defined from \( TL^2(\Gamma) \) to itself, mapping any \( f \in TL^2(\Gamma) \) to \( C(f) := \nu \times u \) on \( \Gamma \), where \( u \in X_T(\Omega) \) is the solution of (1.14) (i.e., of (3.2) with \( \eta = 0 \)).

We conclude this section by discussing the condition \( 0 \notin \Sigma \). To do so, we consider two auxiliary eigenvalue problems. The first is the classical eigenvalue problem for the Neumann Laplacian

\[
\begin{align*}
-\Delta \phi &= \lambda \phi, & \text{in } \Omega, \\
D_\nu \phi &= 0, & \text{on } \partial \Omega,
\end{align*}
\]  

for \( \phi \in H^1(\Omega) \), which is well-known to admit a divergent sequence \( \lambda^N_n, n \in \mathbb{N} \), of non-negative eigenvalues of finite multiplicity, with \( \lambda^N_1 = 0 \). The second is the eigenvalue problem for the curl curl operator with “magnetic” boundary conditions

\[
\begin{align*}
\text{curl curl } u &= \lambda u, & \text{in } \Omega, \\
\nu \times \text{curl } u &= 0, & \text{on } \Gamma,
\end{align*}
\]  

for \( u \in X_T(\text{div } 0, \Omega) \), which also admits a divergent sequence \( \lambda^M_n, n \in \mathbb{N} \), of non-negative eigenvalues of finite multiplicity, with \( \lambda^M_1 = 0 \), see e.g., [29] for the relation between problem (3.37) and the eigenvalue problem for Maxwell’s system.

Consider now problem (1.7) with \( \lambda = 0 \), namely

\[
\begin{align*}
\text{curl curl } u - \alpha u - \theta \text{ grad div } u &= 0, & \text{in } \Omega, \\
\nu \times \text{curl } u &= 0, & \text{on } \Gamma.
\end{align*}
\]  

Then we can prove the following theorem where we do not put any \( a \text{ priori} \) restrictions on \( \alpha \) and \( \theta \). For the values of \( \alpha \) and \( \theta \) for which \( \Sigma \) is well-defined, the following statement gives a necessary and sufficient condition for the validity of the hypothesis \( 0 \notin \Sigma \). Note that the following theorem could be considered as the “magnetic” version of [11, Theorem 1.1].

**Theorem 3.39**  Problem (3.38) has a non-trivial solution \( u \in X_T(\Omega) \) if and only if \( \alpha \in \{ \theta \lambda^N_n : n \in \mathbb{N} \} \cup \{ \lambda^M_n : n \in \mathbb{N} \} \).

**Proof.**  Since the case \( \theta = 0 \) is trivial, we assume that \( \theta \neq 0 \).

Clearly, for divergence free fields, (3.38) reads

\[
\begin{align*}
\text{curl curl } u - \alpha u - \theta \text{ grad div } u &= 0, & \text{in } \Omega, \\
\nu \times \text{curl } u &= 0, & \text{on } \Gamma,
\end{align*}
\]  

and if \( \alpha = \lambda^M_j \) for some \( j \in \mathbb{N} \), then the eigenfunctions corresponding to this \( \lambda^M_j \) solve problem (3.38).

Assume now that \( \lambda = \frac{\alpha}{\theta} \) is an eigenvalue of problem (3.36). Thus there exists a non-trivial solution \( \phi \in H^1(\Omega) \) to (3.36). In particular, \( \phi \in H^2(\Omega) \) by standard regularity theory. Then, it is readily seen that the function \( u = \text{grad } \phi \) is a non-trivial solution to (3.38) if \( \phi \) is not constant.

Thus, we have proved that if \( \alpha \in \{ \theta \lambda^N_n : n \in \mathbb{N} \} \cup \{ \lambda^M_n : n \in \mathbb{N} \} \) then there exists a non-trivial solution \( u \in X_T(\Omega) \) to (3.38).

We now prove the converse statement. Assume that \( u \in X_T(\Omega) \) is a non-trivial solution to (3.38) and assume that \( \alpha \notin \{ \theta \lambda^N_n : n \in \mathbb{N} \} \). Looking at the weak formulation
of problem (3.38), namely problem (1.8) with $\lambda = 0$, and setting $\varphi = \text{grad} \psi$ with $\psi \in H^2(\Omega)$ and $D_\nu \psi = 0$, we get

$$0 = -\alpha \int_\Omega u \cdot \text{grad} \psi \, dx + \theta \int_\Omega \text{div} u \Delta \psi \, dx = \theta \int_\Omega \text{div} \left( \frac{\alpha}{\theta} \psi + \Delta \psi \right) \, dx. \quad (3.41)$$

Since $\alpha \theta$ is assumed to be in the resolvent of the Neumann Laplacian, the map $\alpha \theta I + \Delta$ is a bijection between $\{ \psi \in H^2(\Omega) : D_\nu \psi = 0 \}$ (the domain of the Neumann Laplacian for $\Omega$ of class $C^{1,1}$) and $L^2(\Omega)$. Thus, by the arbitrary choice of $\psi$ in (3.41), we deduce that $\text{div} u = 0$, hence $u$ is a solution of (3.40). In particular, $\alpha$ belongs to $\{ \lambda_n^{\alpha} : n \in \mathbb{N} \}$. $\square$

4 Spectral representations

Let $\Omega$ be a bounded connected open set in $\mathbb{R}^3$ with boundary $\Gamma := \partial \Omega \in C^{1,1}$. Throughout this section we again assume that $\alpha < A_1$ and $\theta > 0$. Recall that the space $X_T(\Omega)$ can be considered as a Hilbert space with respect to the scalar product defined by (3.22). Moreover, the space $H(\Omega)$ of solutions to problem (3.28) is a closed subspace and it admits a Hilbert basis of Steklov eigenfunctions $u_\Omega^n$, $n \in \mathbb{N}$, which satisfy the equation

$$\int_\Omega \text{curl} u_\Omega^n \cdot \text{curl} \varphi \, dx - \alpha \int_\Omega u_\Omega^n \cdot \varphi \, dx + \theta \int_\Omega \text{div} u_\Omega^n \text{div} \varphi \, dx = -\lambda_n \int_\Gamma u_\Omega^n \cdot \varphi \, d\sigma, \quad (4.1)$$

for all $\varphi \in X_T(\Omega)$. Note that equation (4.1) can be equivalently written as

$$\langle u_\Omega^n, \varphi \rangle_{\alpha, \theta}^\eta = -(\lambda_n - \eta) \langle u_\Omega^n, \varphi \rangle_{(L^2(\Gamma))^3}, \quad (4.2)$$

for all $\varphi \in X_T(\Omega)$.

In the sequel the eigenfunctions $u_\Omega^n$, $n \in \mathbb{N}$, will be normalized with respect to the scalar product (3.22), namely we shall assume that

$$\langle u_\Omega^n, u_\Omega^m \rangle_{\alpha, \theta}^\eta = \delta_{nm},$$

where $\delta_{nm}$ is the Kronecker symbol.

Taking into account Theorem 3.24 and the fact that the traces of the eigenfunctions $u_\Omega^n$ provide also a basis of the space $TL^2(\Gamma)$, we set

$$u_\Gamma^n := \sqrt{|\lambda_n - \eta|} \pi_T u_\Omega^n \quad (4.3)$$

and, in view of (4.2), we observe that $u_\Gamma^n$, $n \in \mathbb{N}$, is an orthonormal basis of $TL^2(\Gamma)$.

We proceed by proving the following theorem which provides a spectral representation for the solutions of problem (1.4) (i.e., of (3.2) with $\eta = 0$) for data $f \in TL^2(\Gamma)$ and a corresponding spectral representation for the associated Calderón operator.

Recall that, by Theorem 3.31 if $0 \notin \Sigma$ then problem (1.4) is uniquely solvable. In Theorem 4.20 we shall prove the same result for data $f \in TH^{-1/2}(\Gamma)$ and this will allow to extend the Calderón operator and define it as an operator from $TH^{-1/2}(\Gamma)$ to $TH^{1/2}(\Gamma)$, as one would expect.
Theorem 4.4 Assume that $0 \notin \Sigma$. Let $f \in TL^2(\Gamma)$ be represented as

$$f = \sum_{n=1}^{\infty} c_n u_n^\Gamma,$$

where $(c_n)_{n \in \mathbb{N}} \in \ell^2$. Then the solution $u \in X_T(\Omega)$ of problem 1.4 (i.e., of 3.2 with $\eta = 0$), is given by

$$u = \sum_{n=1}^{\infty} \left( \frac{\sqrt{|\lambda_n - \eta|}}{\lambda_n} c_n \right) u_n^\Omega.$$  \hspace{1cm} (4.5)

Moreover, the corresponding interior Calderón operator can be represented as

$$C(f) = \nu \times \sum_{n=1}^{\infty} \frac{c_n}{\lambda_n} u_n^\Gamma.$$  \hspace{1cm} (4.6)

Proof. Since $(c_n)_{n \in \mathbb{N}} \in \ell^2$ and $\lambda_n \to -\infty$, it is obvious that the series (4.5) converges in $X_T(\Omega)$. By the continuity of the form $\langle \cdot, \cdot \rangle_{\alpha,\theta}^0$ and of the trace operator, it follows that it is obvious that

$$\langle u, \varphi \rangle_{\alpha,\theta}^0 = \sum_{n=1}^{\infty} \left( \frac{\sqrt{|\lambda_n - \eta|}}{\lambda_n} c_n \right) \langle u_n^\Omega, \varphi \rangle_{\alpha,\theta}^0$$

$$= -\sum_{n=1}^{\infty} c_n \sqrt{|\lambda_n - \eta|} \langle u_n^\Omega, \varphi \rangle_{(L^2(\Gamma))^3}$$

$$= -\sum_{n=1}^{\infty} c_n \langle u_n^\Gamma, \varphi \rangle_{(L^2(\Gamma))^3} = -\langle f, \varphi \rangle_{(L^2(\Gamma))^3},$$  \hspace{1cm} (4.7)

for all $\varphi \in X_T(\Omega)$. This means that $u$ is a solution of problem 3.2 with $\eta = 0$. Formula (4.6) follows immediately from (4.5). \qed

In the spirit of 2, for $s > 0$ we define the space $TH^s(\Gamma)$ by

$$TH^s(\Gamma) := \left\{ f = \sum_{n=1}^{\infty} c_n u_n^\Gamma : \| f \|_{s,\Gamma} := \left( \sum_{n=1}^{\infty} |c_n|^2 |\lambda_n - \eta|^{-2s} \right)^{1/2} < \infty \right\},$$  \hspace{1cm} (4.8)

endowed with the norm $\| \cdot \|_{s,\Gamma}$, and we define the space $TH^{-s}(\Gamma)$ as the dual of $TH^s(\Gamma)$. Theorem 4.12(i) shows that for $s = 1/2$ and $s = -1/2$ this definition is equivalent to any of the classical definitions of the trace space: in other words $TH^{1/2}(\Gamma) = TH^{1/2}(\Gamma)$ and $TH^{-1/2}(\Gamma) = TH^{-1/2}(\Gamma)$, see Section 2.

It is easy to see that the space $TH^{-s}(\Gamma)$ can be identified with a space of sequences, namely

$$\left\{ F = (c_n)_{n \in \mathbb{N}} \in \mathbb{C}^N : \| F \|_{-s,\Gamma} := \left( \sum_{n=1}^{\infty} |c_n|^2 |\lambda_n - \eta|^{-2s} \right)^{1/2} < \infty \right\},$$  \hspace{1cm} (4.9)

with the understanding that the action of an element $F = (c_n)_{n \in \mathbb{N}} \in TH^{-s}(\Gamma)$ on $f = \sum_{n=1}^{\infty} d_n u_n^\Gamma \in TH^s(\Gamma)$ is given by the pairing

$$\langle F, f \rangle = \sum_{n=1}^{\infty} c_n d_n,$$  \hspace{1cm} (4.10)
which means that \( \langle F, u_n^r \rangle = c_n \) for all \( n \in \mathbb{N} \).

We note that any function \( F \in TL^2(\Gamma) \) defines an element of \( TH^{-s}(\Gamma) \) by means of the formula
\[
\langle F, f \rangle = \int_\Gamma F \cdot f \, d\sigma, \quad \forall f \in TH^s(\Gamma).
\]
In this case, in order to recover formula (4.10), \( F \) should be represented with respect to the basis \( \bar{u}_n^r := u_n^r, \) \( n \in \mathbb{N} \). Indeed, if \( F = \sum_{n=1}^{\infty} c_n \bar{u}_n^r \) then \( \langle F, f \rangle = \int_\Gamma F \cdot f \, d\sigma = \sum_{n,m=1}^{\infty} c_n d_m \langle \bar{u}_n^r, u_m^r \rangle_{(L^2(\Gamma))^3} = \sum_{n=1}^{\infty} c_n d_n \). Thus, we may think of \( \bar{u}_n^r, \) \( n \in \mathbb{N} \), as a dual basis and represent formally any element \( F \in TH^{-s}(\Gamma) \) as \( F = \sum_{n=1}^{\infty} c_n \bar{u}_n^r \). Note that since the coefficients of our operator are real, it follows that if \( u \) is an eigenfunction then also \( \bar{u} \) is an eigenfunction (see also the weak formulation (1.8)); hence one could choose a basis of real eigenfunctions in which case one should not worry about passing from \( u_n^r \) to its complex conjugate.

As we have already mentioned in the introduction, the following theorem allows in particular to characterize the space \( TH^{1/2}(\Gamma) \) as the trace space of \( X_T(\Omega) \). It also provides spectral representations for the solutions of the problem
\[
\begin{cases}
\text{curl curl} \; u - \alpha u - \theta \text{ grad div} \; u = 0, & \text{in } \Omega, \\
u = f, & \text{on } \Gamma,
\end{cases}
\tag{4.11}
\]
and of problem (1.9). We understand the solutions to problem (4.11) as functions \( u \in H(\Omega) \) satisfying the condition \( \pi_T u = u = f \). Note that by (3.29) if \( f = 0 \), the unique solution is \( u = 0 \) since \( u \) would have to belong also to the space \( (H_0^1(\Omega))^3 \). Thus, the solution to problem (4.11) for all admissible data \( f \) as below will be unique.

**Theorem 4.12** The following statements hold

(i) The image of the trace operator \( \pi_T \) is given by
\[
\pi_T(\mathcal{X}_T(\Omega)) = TH^{1/2}(\Gamma),
\tag{4.13}
\]
hence \( TH^{1/2}(\Gamma) \) coincides with the usual Sobolev space \( TH^{1/2}(\Gamma) \).

(ii) Let \( f \in TH^{1/2}(\Gamma) \) be represented as
\[
f = \sum_{n=1}^{\infty} c_n u_n^r,
\tag{4.14}
\]
where \( (c_n \sqrt{\lambda_n - \eta})_{n \in \mathbb{N}} \in \ell^2 \). Then the solution \( u \in \mathcal{X}_T(\Omega) \) of problem (4.11) is given by
\[
u = \sum_{n=1}^{\infty} c_n \sqrt{\lambda_n - \eta} \; u_n^0.
\tag{4.15}
\]

(iii) Let \( f \in TH^{1/2}(\Gamma) \) and let \( f \times \nu \) be represented as
\[
f \times \nu = \sum_{n=1}^{\infty} c_{n,\nu} u_n^r,
\tag{4.16}
\]
where \( (c_{n,\nu} \sqrt{\lambda_n - \eta})_{n \in \mathbb{N}} \in \ell^2 \). Then the solution \( u \in \mathcal{X}_T(\Omega) \) of problem (1.9) is given by
\[
u = \sum_{n=1}^{\infty} c_{n,\nu} \sqrt{\lambda_n - \eta} \; u_n^0.
\tag{4.17}
\]
Proof. Let \( u \in X_T(\Omega) \). By (3.28) we have that \( u = u_0 + \tilde{u} \), where \( u_0 \in (H^1_0(\Omega))^3 \) and \( \tilde{u} \in \mathcal{H}(\Omega) \). In particular, \( \tilde{u} \) can be written as \( \tilde{u} = \sum_{n=1}^{\infty} c_n u_0^n \) with \( (c_n)_{n \in \mathbb{N}} \in \ell^2 \). Thus

\[
\pi_T u = \pi_T \tilde{u} = \sum_{n=1}^{\infty} c_n \pi_T u_0^n = \sum_{n=1}^{\infty} \frac{c_n}{\sqrt{\lambda_n - \eta}} u_0^n ,
\]

which clearly implies that \( \pi_T u \in TH^{1/2}(\Gamma) \). Thus, \( \pi_T (X_T(\Omega)) \subset TH^{1/2}(\Gamma) \).

In order to prove the reverse inclusion, we consider a function \( f \in TH^{1/2}(\Gamma) \) represented as in (4.14) and we observe that the series in (4.15) is convergent in \( X_T(\Omega) \). Thus, if \( u \) is the function defined by (4.15), we have that

\[
\pi_T u = \sum_{n=1}^{\infty} c_n \sqrt{|\lambda_n - \eta|} \pi_T u_0^n = \sum_{n=1}^{\infty} c_n u_0^n = f ,
\]

which shows that \( f \in \pi_T (X_T(\Omega)) \). Thus, \( TH^{1/2}(\Gamma) \subset \pi_T (X_T(\Omega)) \).

The equality (4.18) gives also the proof of statement (ii), because, by definition, the function \( u \) in (4.15) belongs to \( H^1(\Omega) \) hence it is a solution of (3.28). Moreover, since \( u \cdot \nu = 0 \) on \( \Gamma \), we have that \( \pi_T u \) coincides with the trace of \( u \), hence (with a slight abuse of notation) we have that \( \pi_T u = u \) on \( \Gamma \). Thus, by (4.18), the function \( u \) satisfies also the condition \( u = f \) on \( \Gamma \) required by problem (4.11), hence \( u \) is a solution of (4.11).

The proof of statement (iii) follows directly by statement (ii) because the latter implies that the function \( u \) defined by (4.17) is a solution of problem (4.11) with \( f \) replaced by \( f \times \nu \). Thus \( u = f \times \nu \) on \( \Gamma \). It follows that \( \nu \times u = \nu \times (f \times \nu) = f \) as required in problem (1.9), hence the function \( u \) defined by (4.17) is a solution of problem (1.9). \( \square \)

Theorem 4.12 allows to consider equation (1.4) also with a datum \( F \in TH^{-1/2}(\Gamma) \), in which case the formulation would read as follows: find \( u \in X_T(\Omega) \) such that

\[
\langle u, \varphi \rangle_{\alpha, \beta}^0 = -\langle F, \varphi \rangle ,
\]

for all \( \varphi \in X_T(\Omega) \). Indeed, the trace of \( \varphi \) on \( \Gamma \) belongs to \( TH^{1/2}(\Gamma) \) hence the right-hand side of equality (4.19) is well-defined. Note that the following theorem is stated with the use of an orthonormal basis of eigenfunctions which are not necessarily real. However, as we mentioned before, it is always possible to select an orthonormal basis of real eigenfunctions. In accordance to the notation \( \tilde{u}_n^\alpha = \tilde{u}_n^\beta \) introduced before, we set \( \tilde{u}_n^\alpha := \tilde{u}_n^\beta \).

\[\textbf{Theorem 4.20} \] Assume that \( 0 \not\in \Sigma \). Let \( F \in TH^{-1/2}(\Gamma) \) be represented as

\[
F = \sum_{n=1}^{\infty} c_n \tilde{u}_n^r ,
\]

where \( (c_n |\lambda_n - \eta|^{-1/2})_{n \in \mathbb{N}} \in \ell^2 \). Then the solution \( u \in X_T(\Omega) \) of problem (4.19) is given by

\[
u_n := \sum_{n=1}^{\infty} \left( \frac{\sqrt{\lambda_n - \eta}}{\lambda_n} c_n \right) \tilde{u}_n^\alpha .
\]
Proof. Note that since \((c_n|\lambda_n - \eta|^{-1/2})_{n\in\mathbb{N}} \in \ell^2\), the series (4.22) converges in \(X_T(\Omega)\). Let \(\tilde{\varphi} = \sum_{n=1}^{\infty} d_n u_n^f \in TH^{1/2}(\Gamma)\) with \((d_n \sqrt{|\lambda_n - \eta|})_{n\in\mathbb{N}} \in \ell^2\). By the continuity of the bilinear form \(\langle \cdot, \cdot \rangle_{\alpha, \theta}^0\), we have that

\[
\langle u, \varphi \rangle_{\alpha, \theta}^0 = \sum_{n=1}^{\infty} \left( \frac{\sqrt{|\lambda_n - \eta|}}{\lambda_n} c_n \right) \langle \bar{u}_n, \varphi \rangle_{\alpha, \theta}^0 = -\sum_{n=1}^{\infty} c_n \sqrt{|\lambda_n - \eta|} \langle \bar{u}_n, \varphi \rangle_{L^2(\Gamma)}^3
\]

\[
= -\sum_{n=1}^{\infty} c_n \int_\Gamma \bar{u}_n^r \sum_{m=1}^{\infty} d_m u_m^r d\sigma = -\sum_{n=1}^{\infty} c_n d_n = -\langle F, \varphi \rangle, \tag{4.23}
\]

which means that \(u\) is a solution of problem (4.19). \(\square\)

Remark 4.24 By formula (4.22), it follows that the interior Calderón operator defined in Definition 4.36 can be extended from \(TL^2(\Gamma)\) to \(TH^{-1/2}(\Gamma)\) by setting

\[
C(F) = \nu \times \sum_{n=1}^{\infty} \frac{c_n}{\lambda_n} \bar{u}_n^r, \tag{4.25}
\]

for all \(F \in TH^{-1/2}(\Gamma)\) represented as in (4.21), with \(C(F)\) being an element of \(TH^{1/2}(\Gamma)\).

5 Appendix: the case \(\alpha > A_1\)

Our approach allows to treat also the case \(a > A_1\). First of all, one should note that by standard spectral theory, problem (3.3) has a divergent sequence of positive eigenvalues \(A_n, n \in \mathbb{N}\) with finite multiplicity. Assume that \(\alpha \in \mathbb{R}\) is such that \(A_n < \alpha < A_{n+1}\) for some \(n \in \mathbb{N}\).

Let \(V_n\) be the subspace of \((H_0^1(\Omega))^3\) generated by all eigenfunctions associated with all eigenvalues \(A_k\) with \(k \leq n\), and let

\[
V_n^\perp = \{ v \in X_T(\Omega) : \langle v, u \rangle_{\alpha, \theta}^0 = 0, \forall u \in V_n \}.
\]

Clearly, \(V_n^\perp\) is a closed subspace of the \(X_T(\Omega)\). Then we have the following result.

Theorem 5.1 Let \(\Omega\) be a bounded, connected open set in \(\mathbb{R}^3\) with \(C^{1,1}\) boundary. Assume that \(A_n < \alpha < A_{n+1}\) for some \(n \in \mathbb{N}\), and let \(\theta > 0\). Then

\[
X_T(\Omega) = V_n \oplus V_n^\perp, \tag{5.2}
\]

and there exists \(c_{\alpha, \theta} \geq 0\) such that for any \(\eta \geq c_{\alpha, \theta}\) the quadratic form defined by the left-hand side of (5.2) is coercive in \(V_n^\perp\).

Proof. We note that \(\langle \cdot, \cdot \rangle_{\alpha, \theta}^0\) is not necessarily a scalar product, hence the proof of (5.2) requires some justification. Given \(v \in X_T(\Omega)\), the weak problem

\[
\langle u, \varphi \rangle_{\alpha, \theta}^0 = \langle v, \varphi \rangle_{\alpha, \theta}^0, \forall \varphi \in V_n,
\]

has a solution \(u \in V_n\). This can be proved by finding a critical point of the functional \(u \mapsto \frac{1}{2} \langle u, u \rangle_{\alpha, \theta}^0 - \langle v, u \rangle_{\alpha, \theta}^0\) in the finite dimensional space \(V_n\). To do so, note that for all \(u \in V_n\) we have

\[
\int_\Omega |\text{curl} u|^2 \, dx + \theta \int_\Omega |\text{div} u|^2 \, dx \leq A_n \int_\Omega |u|^2 \, dx \tag{5.3}
\]
hence $\langle u, u \rangle_{\alpha, \theta}^0 \leq -\varrho \int_{\Omega} |u|^2 \, dx$, where $\varrho = \alpha - A_n > 0$. Thus for $u \in V_n$, $u \neq 0$ we have

$$\frac{1}{2} \langle u, u \rangle_{\alpha, \theta}^0 - \langle v, u \rangle_{\alpha, \theta}^0 \leq -\frac{\varrho}{2} \int_{\Omega} |u|^2 \, dx - \langle v, u \rangle_{\alpha, \theta}^0 = -\frac{\varrho}{2} \|u\|_{L^2(\Omega)}^2 - \|u\|_{L^2(\Omega)} \left( \frac{u}{\|u\|_{L^2(\Omega)}} \right)_{\alpha, \theta}^0 \leq -\frac{\varrho}{2} \|u\|_{L^2(\Omega)}^2 - \|u\|_{L^2(\Omega)} \min_{u \in V_n} \langle v, u \rangle_{\alpha, \theta}^0, \quad (5.4)$$

which implies that $\frac{1}{2} \langle u, u \rangle_{\alpha, \theta}^0 - \langle v, u \rangle_{\alpha, \theta}^0 \rightarrow -\infty$ as $\|u\|_{L^2(\Omega)} \rightarrow \infty$. Thus the map $u \mapsto \frac{1}{2} \langle u, u \rangle_{\alpha, \theta}^0 - \langle v, u \rangle_{\alpha, \theta}^0$ has actually a maximum in $V_n$, hence a critical point, as required.

Then $v = u + (v - u)$ with $v - u \in V_n^\perp$, hence $X_\Gamma(\Omega) = V_n + V_n^\perp$.

On the other hand, the relation $V_n \cap V_n^\perp = \{0\}$ can be proved as follows. Assume by contradiction that there exists $u \in V_n$ such that $\langle u, \varphi \rangle_{\alpha}^0 = 0$ for all $\varphi \in V_n$, then $\int_{\Omega} |\text{curl} u|^2 \, dx + \theta \int_{\Omega} |\text{div} u|^2 \, dx = \alpha \int_{\Omega} |u|^2 \, dx$ which opposes (5.3). Thus, (5.2) holds.

We claim that

$$\tilde{A}_{n+1} := \inf_{v \in V_n^\perp \cap (H_0^1(\Omega))^3 \setminus \{0\}} \frac{\int_{\Omega} |\text{curl} v|^2 \, dx + \theta \int_{\Omega} |\text{div} v|^2 \, dx}{\int_{\Omega} |v|^2 \, dx} > \alpha. \quad (5.5)$$

Indeed, assume for contradiction that $\tilde{A}_{n+1} \leq \alpha$. By standard arguments, we can find a minimizer $v \in V_n^\perp \cap H_0^1(\Omega)$ such that $\int_{\Omega} |\text{curl} v|^2 \, dx + \theta \int_{\Omega} |\text{div} v|^2 \, dx = \tilde{A}_{n+1} \int_{\Omega} |v|^2 \, dx$ and we can assume that $\int_{\Omega} |v|^2 \, dx = 1$. Consider now the $(n+1)$-dimensional space $W_{n+1} = V_n + \langle v \rangle$. Given an element $w = u + \xi v \in W_n$, with $\xi \in \mathbb{C}$, we easily see that

$$\int_{\Omega} |\text{curl} w|^2 \, dx + \theta \int_{\Omega} |\text{div} w|^2 \, dx = \int_{\Omega} |\text{curl} u|^2 \, dx + \theta \int_{\Omega} |\text{div} u|^2 \, dx$$

$$+ |\xi|^2 \left( \int_{\Omega} |\text{curl} \tilde{v}|^2 \, dx + \theta \int_{\Omega} |\text{div} \tilde{v}|^2 \, dx \right)$$

$$+ 2 \text{Re} \, \overline{\xi} \left( \int_{\Omega} \text{curl} u \, \overline{\text{curl} \tilde{v}} \, dx + \theta \int_{\Omega} \text{div} u \, \overline{\text{div} \tilde{v}} \, dx \right)$$

$$= \int_{\Omega} |\text{curl} u|^2 \, dx + \theta \int_{\Omega} |\text{div} u|^2 \, dx + |\xi|^2 \left( \int_{\Omega} |\text{curl} \tilde{v}|^2 \, dx + \theta \int_{\Omega} |\text{div} \tilde{v}|^2 \, dx \right)$$

$$+ 2 \text{Re} \, \overline{\xi} \int_{\Omega} \text{w} \, \overline{\text{v}} \, dx \leq A_n \int_{\Omega} |u|^2 \, dx + |\xi|^2 \tilde{A}_{n+1} + 2 \text{Re} \, \overline{\xi} \int_{\Omega} \text{w} \, \overline{\text{v}} \, dx$$

$$\leq \alpha \left( \int_{\Omega} |u|^2 \, dx + |\xi|^2 + 2 \text{Re} \, \overline{\xi} \int_{\Omega} \text{w} \, \overline{\text{v}} \, dx \right) = \alpha \int_{\Omega} |w|^2 \, dx$$

(5.6)

This implies that

$$\sup_{w \in W_{n+1}} \frac{\int_{\Omega} |\text{curl} w|^2 \, dx + \theta \int_{\Omega} |\text{div} w|^2 \, dx}{\int_{\Omega} |w|^2 \, dx} \leq \alpha$$

and by the Min-Max Principle

$$A_{n+1} = \inf_{W \subset (H_0^1(\Omega))^3} \sup_{\dim W \leq n+1} \frac{\int_{\Omega} |\text{curl} w|^2 \, dx + \theta \int_{\Omega} |\text{div} w|^2 \, dx}{\int_{\Omega} |w|^2 \, dx} \leq \alpha$$
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which is clearly a contradiction since $\alpha < A_{n+1}$. The claim is proved.

Inequality (5.5) allows to prove that for a fixed $\beta \in (\alpha, \tilde{A}_{n+1})$, there exists $M > 0$ such that
\[
\int_{\Omega} |\text{curl} u|^2 \, dx + \theta \int_{\Omega} |\text{div} u|^2 \, dx + M \int_{\Gamma} |u|^2 \, d\sigma \geq \beta \int_{\Omega} |u|^2 \, dx,
\]
for all $u \in V^\perp_n$: the argument is the same one used in the proof of Theorem 3.5 where the role of the space $X^T_n(\Omega)$ is now played by $V^\perp_n$. Again, by the same argument used in the proof of Theorem 3.5, one can easily deduce by (5.7) the coercivity of the quadratic form in the statement. \hfill \Box

Now we observe that, whenever $u \in V^\perp_n$, one can equivalently consider, in the weak formulation of problem (3.2), only test functions $\phi \in V^\perp_n$; indeed, adding to $\phi$ a function $\tilde{\phi} \in V_n$ leaves invariant both sides of the equation. Therefore, all the analysis carried out for the various problems discussed in this paper, can still be performed without any essential modifications; it suffices to replace the energy space $X^T_n(\Omega)$ by the smaller energy space $V^\perp_n$, thus excluding the Dirichlet eigenfunctions given by $V_n$.
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