Formal limitations of sample-wise information-theoretic generalization bounds
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Abstract—Some of the tightest information-theoretic generalization bounds depend on the average information between the learned hypothesis and a single training example. However, these sample-wise bounds were derived only for expected generalization gap. We show that even for expected squared generalization gap no such sample-wise information-theoretic bounds exist. The same is true for PAC-Bayes and single-draw bounds. Remarkably, PAC-Bayes, single-draw and expected squared generalization gap bounds that depend on information in pairs of examples exist.
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I. INTRODUCTION

Modern deep learning models have excellent generalization capabilities despite being highly overparameterized. Zhang et al. [1] demonstrated that generalization bounds based solely on a notion of complexity of hypothesis class fail to explain this phenomenon—a learner with a particular hypothesis class may generalize well for one data distribution, but fail to generalize for another data distribution. This has sparked a search for data-dependent and algorithm-dependent generalization bounds that give non-vacuous results for large neural networks [2, 3].

Prominent data and algorithm dependent bounds include PAC-Bayes and information-theoretic generalization bounds. PAC-Bayes bounds are usually based on the Kullback-Leibler divergence from the distribution of hypotheses after training (the “posterior” distribution) to a fixed “prior” distribution [4, 5, 6, 7, 8]. Information-theoretic bounds are based on various notions of training set information captured by the training algorithm [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. For both types of bounds the main conclusion is that when a training algorithm captures little information about the training data then the generalization gap should be small. Recently, a few works demonstrated that some of the best PAC-Bayes and information-theoretic generalization bounds produce non-vacuous results in practical settings [20, 21, 18].

A key ingredient in recent improvements of information-theoretic generalization bounds was the introduction of sample-wise information bounds by Bu et al. [12], where one measures how much information on average the learned hypothesis has about a single training example. While PAC-Bayes and information-theoretic bounds are intimately connected to each other, the technique of measuring information with single examples has not appeared in PAC-Bayes bounds. This paper explains the curious omission of single example PAC-Bayes bounds by proving the non-existence of such bounds, revealing a striking difference between information-theoretic and PAC-Bayesian perspectives. The reason for this difference is that PAC-Bayes upper bounds the probability of average population and empirical risks being far from each other, while information-theoretic generalization methods upper bound expected difference of population and empirical risks, which is an easier task.

A. Learning setting

Consider a standard learning setting. There is an unknown data distribution $P_Z$ on an input space $Z$. The learner observes a collection of $n$ i.i.d examples $S = (Z_1, \ldots, Z_n)$ sampled from $P_Z$ and outputs a hypothesis (possibly random) belonging to a hypothesis space $W$. We will treat the learning algorithm as a probability kernel $Q_{W|S}$, which given a training set $S$ outputs a hypothesis sampled from the distribution $Q_{W|S}$. Together with $P_S$, this induces a joint probability distribution $P_{W,S} = P_S Q_{W|S}$ on $W \times Z^n$. The performance of a hypothesis $w \in W$ on an example $z \in Z$ is measured with a loss function $\ell : W \times Z \rightarrow \mathbb{R}$. For a hypothesis $w \in W$, the population risk $R(w)$ is defined as $\mathbb{E}_{Z \sim P_Z}[\ell(w, Z)]$, while the empirical risk is defined as $r_S(w) = 1/n \sum_{i=1}^n \ell(w, Z_i)$. In this setting one can consider different types of generalization bounds.

a) Expected generalization gap bounds: Let $W \sim Q_{W|S}$ be the output of the training algorithm on training set $S$. The simplest quantity to consider is the expected generalization gap: $|\mathbb{E}_{P_{W,S}}[R(W) - r_S(W)]|$. Xu and Raginsky [9] showed that if the $(w, Z')$ with $Z' \sim P_Z$ is $\sigma$-subgaussian for all $w \in W$, then $|\mathbb{E}_{P_{W,S}}[R(W) - r_S(W)]| \leq \sqrt{\frac{2\sigma^2 I(W;S)}{n}}$, where $I(W;S)$ denotes the Shannon mutual information between $W$ and $S$. Bu et al. [12] proved a tighter expected generalization gap bound that depends on mutual information between $W$ and individual samples:

$$|\mathbb{E}_{P_{W,S}}[R(W) - r_S(W)]| \leq \frac{1}{n} \sum_{i=1}^n \sqrt{\frac{2\sigma^2 I(W;Z_i)}{n}}. \quad (1)$$

In fact, one can measure information with random subsets of examples of size $m$ and divide over $m$ [11, 18]:

$$|\mathbb{E}_{P_{W,S}}[R(W) - r_S(W)]| \leq \mathbb{E}_U \left[ \frac{\sqrt{2\sigma^2 I(U;Z_U)}}{m} \right], \quad (2)$$

where $U$ is a uniformly random subset of $[n] \triangleq \{1, 2, \ldots, n\}$, $Z_U \triangleq \{Z_i : i \in U\}$, and $I^Z(X;Y) \triangleq$
KL (P_{X,Y|Z} \parallel P_{X|Z} P_{Y|Z}) denotes the disintegrated mutual
information [11]. In this work bounds that depend on information
quantities related to individual examples are called sample-wise bounds. It has been shown that the sample-wise bound of (1) is the tightest among bounds like (2) [11, 18]. Moreover, in some cases the sample-wise bound is finite, while the bound of Xu and Raginsky [9] is infinite (see [12]).

b) PAC-Bayes bounds: A practically more useful quantity is the average difference between population and empirical risks for a fixed training set $S$: $\mathbb{E}_{P_{W|S}}[R(W) - r_S(W)]$. Typical PAC-Bayes bounds are of the following form: with probability at least $1 - \delta$ over $P_S$,

$$\mathbb{E}_{P_{W|S}}[R(W) - r_S(W)] \leq B \left( \text{KL}(P_{W|S} \parallel \pi), n, \delta \right),$$

(3)

where $\pi$ is a prior distribution over $W$ that does not depend on $S$. If we choose the prior distribution to be the marginal distribution of $W$ (i.e., $\pi = P_W = \mathbb{E}_S[Q_{W|S}]$), then the KL term in (3) will be the integral of the mutual information, as $I(W; S) = \mathbb{E}_S[\text{KL}(P_{W|S} \parallel P_W)]$. When the function $B$ depends on the KL term linearly, the expectation of the bound over $S$ will depend on the mutual information $I(W; S)$. There are no known PAC-Bayes bounds where $B$ depends on KL divergences of form $\text{KL}(P_{W|S} \parallel P_W)$ or on sample-wise mutual information $I(W; Z_i)$.

c) Single-draw bounds: In practice, even when the learning algorithm is stochastic, one usually draws a single hypothesis $W \sim Q_{W|S}$ and is interested in bounding the population risk of $W$. Such bounds are called single-draw bounds and are usually of the following form: with probability at least $1 - \delta$ over $P_{W|S}$,

$$R(W) - r_S(W) \leq B \left( \frac{dQ_{W|S}}{d\pi}, n, \delta \right),$$

(4)

where $\pi$ is a prior distribution as in PAC-Bayes bounds. When $\pi = P_W$ the single-draw bounds depends on the information density $\iota(W, S) = \frac{dQ_{W|S}}{dP_W}$. Single-draw bounds are the hardest to obtain and no sample-wise versions are known for them either.

d) Expected squared generalization gap bounds: In terms of difficulty, expected generalization bounds are the easiest to obtain, and as indicated above, some of those bounds are sample-wise bounds. If we consider a simple change of moving the absolute value inside: $\mathbb{E}_{P_{W,S}}[R(W) - r_S(W)]$, then no sample-wise bounds are known. The same is true for the expected squared generalization gap $\mathbb{E}_{P_{W,S}}(R(W) - r_S(W))^2$, for which the known bounds are of the following form [13, 18, 22]:

$$\mathbb{E}_{P_{W,S}}(R(W) - r_S(W))^2 \leq \frac{I(W; S) + c}{n},$$

(5)

where $c$ is some constant. From this result one can upper bound the expected absolute value of generalization gap using Jensen’s inequality.

B. Our contributions

In Sec. III we show that even for the expected squared generalization gap, sample-wise information-theoretic bounds are impossible. The same holds for PAC-Bayes and single-draw bounds as well. In Sec. IV we discuss the consequences for other information-theoretic generalization bounds. Finally, in Sec. V we show that starting at subsets of size 2, there are expected squared generalization gap bounds that measure information between $W$ and a subset of examples. This in turn implies that such PAC-Bayes and single-draw bounds are also possible, albeit they are not tight and high-probability bounds.

II. A USEFUL LEMMA

We first prove a lemma that will be used in the proof of the main result of the next section.

**Lemma 1.** Consider a collection of bits $a_1, \ldots, a_{N_0+N_1}$, such that $N_0$ of them are zero and the remaining $N_1$ of them are one. We want to partition these numbers into $k = (N_0 + N_1)/n$ groups of size $n$ (assuming that $n$ divides $N_0 + N_1$). Consider a uniformly random ordered partition $(A_1, \ldots, A_k)$. Let $Y_i = \oplus_{a \in A_i} a$ be the parity of numbers of subset $A_i$. For any given $\delta > 0$, there exists $N'$ such that when $\min\{N_0, N_1\} \geq N'$ then $\text{Cov}[Y_i, Y_j] \leq \delta \mathbb{E}[Y_i]^2$, for all $i, j \in [k], i \neq j$.

**Proof.** By symmetry all random variables $Y_i$ are identically distributed. Without loss of generality let’s prove the result for the covariance of $Y_1$ and $Y_2$, which can be written as follows:

$$\text{Cov}[Y_1, Y_2] = \mathbb{E}[Y_1 Y_2] - \mathbb{E}[Y_1] \mathbb{E}[Y_2] = P_{Y_1,Y_2}(Y_1 = 1, Y_2 = 1) - P(Y_1 = 1)P(Y_2 = 1).$$

(6)

Consider the process of generating a uniformly random ordered partition by first picking $n$ elements for the first subset, then $n$ elements for the second subset, and so on. In this scheme, the probability that both $Y_1 = 1$ and $Y_2 = 1$ equals to

$$\frac{1}{M} \sum_{u=0}^{\lfloor (n-1)/2 \rfloor} \sum_{v=0}^{\lfloor (n-1)/2 \rfloor} \left[ \left( \frac{N_1}{2u+1} \right) \left( \frac{N_0}{n-2u-1} \right) \right] \times \left[ \left( \frac{N_1-2u-1}{2v+1} \right) \left( \frac{N_0-n+2u+1}{n-2v-1} \right) \right],$$

(7)

where $M = \binom{N_0 + N_1}{n} \binom{N_0 + N_1 - n}{n}$. Let $q_{u,v}$ be the $(u,v)$-th summand of (7) divided by $M$. On the other hand, the product of marginals $P(Y_1 = 1)P(Y_2 = 1)$ is equal to

$$\frac{1}{M'} \sum_{u=0}^{\lfloor (n-1)/2 \rfloor} \sum_{v=0}^{\lfloor (n-1)/2 \rfloor} \left[ \left( \frac{N_1}{2u+1} \right) \left( \frac{N_0}{n-2u-1} \right) \times \frac{N_1}{2v+1} \left( \frac{N_0}{n-2v-1} \right) \right],$$

(8)

where $M' = \binom{N_0 + N_1}{n} \binom{N_0 + N_1 - n}{n}$. Let $q'_{u,v}$ be the $(u,v)$-th summand of (8) divided by $M'$. Consider the ratio $q_{u,v}/q'_{u,v}$:

$$q_{u,v} = \frac{\binom{N_0 + N_1}{n} \binom{N_1-2u-1}{2v+1} \binom{N_0-n+2u+1}{n-2v-1}}{\binom{N_0 + N_1 - n}{n} \binom{N_1}{2v+1} \binom{N_0-n}{n-2v-1}}.$$
By picking \( N_0 \) and \( N_1 \) large enough, we will make \( q_{u,v} \) close to \( q_{u,v}^*, \) This is possible as for any fixed \( n, \) these 3 fractions converge to 1 as \( \min \{ N_0, N_1 \} \rightarrow \infty. \) Therefore, for any \( \delta > 0 \) there exists \( N' \) such that when \( \min \{ N_0, N_1 \} \geq N' \) then \( q_{u,v} \leq (1+\delta)q_{u,v}^*. \) This implies that \( P_{Y_1,Y_2}(Y_1 = 1, Y_2 = 1) \leq (1+\delta)P(Y_1 = 1)P(Y_2 = 1). \) Combining this result with (6) proves the desired result.

III. A COUNTEREXAMPLE

**Theorem III.1.** For any training set size \( n = 2^r \) and \( \delta > 0, \) there exists a finite input space \( \mathcal{Z}, \) a data distribution \( P_Z, \) a learning algorithm \( Q_{W|S} \) with a finite hypothesis space \( \mathcal{W}, \) and a binary loss function \( \ell : \mathcal{W} \times \mathcal{Z} \rightarrow \{0,1\} \) such that

(a) \( KL(Q_{W|S} \parallel P_W) \geq n - 1 \) with probability at least \( 1 - \delta, \)

(b) \( W \) and \( Z_i \) are independent for each \( i \in [n], \)

(c) \( E_{P_{W,S}}[|R(W) - r_S(W)|] = 0, \)

(d) \( P_{W,S}(R(W) - r_S(W) > \frac{1}{2}) \geq \frac{1}{2}. \)

This result shows that there can be no meaningful sample-wise expected squared generalization bounds, as \( I(W; Z_i) \neq 0 \) while \( E_{P_{W,S}}(R(W) - r_S(W))^2 \geq 1/16. \) Similarly, there can be no sample-wise PAC-Bayes or single-draw generalization bounds that depend on quantities such as \( KL(P_{W|Z_i} \parallel P_W), \) \( I(W; Z_i) \) or \( I(W, Z_i), \) but all of these are zero while with probability at least 1/2 the generalization gap will be at least 1/4. The first property verifies that in order to make the generalization gap large \( W \) needs to capture a significant amount of information about the training set.

The main idea behind the counterexample construction is to ensure that \( W \) contains sufficient information about the whole training set but no information about individual examples. This captured information is then used to make the losses on all training examples equal to each other, but possibly different for different training sets. This way we induce significant variance of empirical risk. Along with making the population risk to be roughly the same for all hypotheses, we ensure that the generalization gap will be large on average. Satisfying the information and risk constraints separately is trivial, the challenge is in satisfying both at the same time.

**Proof of Thm. III.1.** Let \( n = 2^d \) and \( \mathcal{Z} \) be the set of all binary vectors of size \( d: \mathcal{Z} = \{0,1\}^d \) with \( d > r. \) Let \( N = 2^d \) denote the cardinality of the input space. We choose the data distribution to be the uniform distribution on \( \mathcal{Z}: \) \( P_Z = \text{Uniform}(\mathcal{Z}). \) Let the hypothesis set \( \mathcal{W} \) be the set of all partitions of \( \mathcal{Z} \) into subsets of size \( n: \)

\[ \mathcal{W} = \{ A_1, \ldots, A_{N/n} \} | |A_i| = n, \cup_i A_i = \mathcal{Z}, A_i \cap A_j = \emptyset \}. \]  

(9)

When the training algorithm receives a training set \( S \) that contains duplicate examples, it outputs a hypothesis from \( \mathcal{W} \) uniformly at random. When \( S \) contains no duplicates, then the learning algorithm outputs a uniformly random hypothesis from the set \( W_S \subset \mathcal{W} \) of hypotheses/partitions that contain \( S \) as a partition subset. Formally,

\[ Q_{W|S} = \begin{cases} \text{Uniform}(\mathcal{W}), & \text{if } S \text{ has duplicates,} \\ \text{Uniform}(W_S), & \text{otherwise,} \end{cases} \]

(10)

where \( W_S \triangleq \{ A_1, \ldots, A_{N/n} \} \in \mathcal{W} | \exists i \text{ s.t. } A_i = S \}. \) Let \( \rho(n,d) \) be the probability of \( S \) containing duplicate examples. By picking \( d \) large enough we can make \( \rho \) as small as needed.

Given a partition \( w = \{ A_1, \ldots, A_{2^d/n} \} \in \mathcal{W} \) and an example \( z \in \mathcal{Z}, \) we define \( [z]_w \) to be the subset \( A_i \in w \) that contains \( z. \) Given a set of examples \( A \subset \mathcal{Z}, \) we define \( \oplus(2)(A) \) to be xor of all bits of all examples of \( A: \)

\[ \oplus(2)(A) = \oplus(a_1, \ldots, a_d) \in A. \ (11) \]

Finally, we define the loss function as follows:

\[ \ell(w, z) = \oplus(2)([z]_w) \in \{0,1\}. \]  

(12)

Let \( W \sim Q_{W|S}. \) Let us verify now that properties (a)-(d) listed in the statement of Thm. III.1 hold.

(a). By symmetry, the marginal distribution \( P_W = \mathbb{E}_S [Q_{W|S}] \) will be the uniform distribution over \( \mathcal{W}. \) With probability \( 1 - \rho(n,d), \) the training set \( S \) has no duplicates and \( Q_{W|S} = \text{Uniform}(W_S). \) In such cases, the support size of \( Q_{W|S} \) is equal to \( \binom{N}{(N-n)/d} \), while the support size of \( P_W \) is always equal to \( \binom{N}{n}. \) Therefore,

\[ KL(Q_{W|S} \parallel P_W) \leq \log \left( \frac{|\text{supp}(P_W)|}{|\text{supp}(Q_{W|S})|} \right) = \log \left( \frac{(N-n+1)(N-n+2) \cdots N}{n!(N/n)} \right) \geq \log \frac{n(N-n+1)^n}{n^n N} = n \log (N-n+1) - (n-1) \log n - \log N \approx (n-1)d \log 2 - n \log n. \]  

(For a suff. large \( d \))

For large \( d, \) the quantity above is approximately \( (n-1)d \log 2, \) which is expected as knowledge of any \( Z_i \) (\( d \) bits) along with \( W \) is enough to reconstruct the training set \( S \) that has \( nd \) bits of entropy. To satisfy the property (a), we need to pick \( d \) large enough to make \( \rho(n,d) < \delta \) and \( (n-1)d \log 2 - n \log n \geq n - 1. \)

(b). Consider any \( z \in \mathcal{Z} \) and any \( i \in [n]. \) Then

\[ P_{W|Z_i=z}(W = w) = \frac{P_W(W = w)P_{Z_i|W=w}(Z_i = z)}{P_Z(Z = z)} = P_W(W = w), \]

where the second equality follows from the fact that conditioned on a fixed partition \( w, \) because of the symmetry, there should be no difference between probabilities of different \( Z_i \) values.

(c). With probability \( 1 - \rho(n,d), \)

\[ r_S(W) = \frac{1}{n} \sum_{i=1}^{n} \ell(W, Z_i) \approx \frac{1}{n} \sum_{i=1}^{n} \oplus(2)([Z_i]_W) \]

\[ = \frac{1}{n} \sum_{i=1}^{n} \oplus(2)(S) = \oplus(2)(S) \in \{0,1\}. \]  

(13)
Furthermore,
\[ R(W) = E_{P_Z}[\ell(W, Z)] = \frac{1}{N/n} \sum_{A \in W} \oplus(2)(A). \] (14)

Given (13) and (14), due to symmetry \( E_{P_{WS}}[r_S(W)] = 1/2 \) and \( E_{P_{WS}}[R(W)] = 1/2 \). Hence, the expected generalization gap is zero: \( E_{P_{WS}}[R(W) - r_S(W)] = 0 \).

(d). Consider a training set \( S \) that has no duplicates and let \( W = \{S, A_1, \ldots, A_{N/n-1}\} \sim Q_{WS}. \) The population risk can be written as follows:
\[ R(W) = \frac{n}{N} \sum_{Y \in \Delta Y_i} \oplus(2)(S) + \frac{n}{N} \sum_{i=1}^{N/n-1} \oplus(2)(A_i). \] (15)

Consider the set \( Z \setminus S. \) Let \( N_0 \) be the number of examples in this set with parity 0 and \( N_1 \) be the number of examples with parity 1. We use Lemma 1 to show that \( Y_i \) are almost pairwise independent. Formally, for any \( \delta' > 0 \) there exists \( N' \) such that when \( \min \{N_0, N_1\} \geq N' \), we have that \( \text{Cov}[Y_i, Y_j] \leq \delta' \forall Y_i, Y_j, i \neq j. \) Therefore,
\[ \text{Var} \left[ \sum_{i=1}^{N/n-1} Y_i \right] = \frac{n^2}{N^2} \left( \frac{N}{n} - 1 \right) \text{Var}[Y_1] \]
\[ + \frac{n^2}{N^2} \left( \frac{N}{n} - 1 \right) \left( \frac{N}{n} - 2 \right) \text{Cov}[Y_1, Y_2] \]
\[ \leq \frac{n}{4N} + \delta'. \]

By Chebyshev’s inequality
\[ P \left( \left| \sum_{i=1}^{N/n-1} Y_i - \frac{n}{N} \frac{N}{n} \right| \geq t \right) \leq \frac{n}{N^2} \frac{\delta'}{t^2}. \]

Furthermore, \( \text{E}[Y_1] \to 1/2 \) as \( d \to \infty. \) Therefore, we can pick a large enough \( d \), appropriate \( \delta' \) and \( t \) to ensure that with at least 0.5 probability over \( P_{WS}, R(W) \in [1/4, 3/4] \) and \( r_S(W) \in \{0, 1\}. \)

IV. IMPLICATIONS FOR OTHER BOUNDS

Information-theoretic generalization bounds have been improved or generalized in many ways. A few works have proposed to use other types of information measures and distances between distributions, instead of Shannon mutual information and Kullback-Leibler divergence respectively [19, 23, 24]. In particular, Rodríguez Gálvez et al. [24] derived expected generalization gap bounds that depend on the Wasserstein distance between \( P_{W/Z} \) and \( P_{WS}. \) Aminian et al. [23] derived similar bounds but that depend on sample-wise Jensen-Shannon information \( I_{JS}(P_{W/Z}, P_{WS}) \) or on lautum information \( L_{WS}(P_{W/Z}) \). Esposito et al. [19] derive bounds on probability of an event in a joint distribution \( P_{X,Y} \) in terms of the probability of the same event in the product of marginals distribution \( P_X P_Y \) and an information measure between \( X \) and \( Y \) (Sibson’s \( \alpha \)-mutual information, maximal leakage, \( f \)-mutual information) or a divergence between \( P_{X,Y} \) and \( P_X P_Y \) (Rényi \( \alpha \)-divergences, \( f \)-divergences, Hellinger divergences). They note that one can derive in-expectation generalization bounds from these results. These results will be sample-wise if one starts with \( X = W \) and \( Y = Z \) and then takes an average over \( i \in [n]. \) The property (b) of the counterexample implies that there are no PAC-Bayes, single-draw, or expected squared generalization bounds for the aforementioned information measures or divergences, as all of them will be zero when \( \forall z \in Z, P_W = P_{W|Z=Z}. \)

PAC-Bayes bounds have been improved by comparing population and empirical risks differently (instead of just subtracting them) [25, 26, 27]. The property (d) of the counterexamples implies that these improvements will not make sample-wise PAC-Bayes bounds possible, as the changed distance function will be at least constant when \( r_S(W) \in \{0, 1\} \) while \( R(W) \in [1/4, 3/4]. \)

Another way of improving information-theoretic bounds is to use the random-subsampling setting introduced by Steinke and Zakynthinou [13]. In this setting one considers \( 2n \) i.i.d. samples from \( P_Z \) grouped into \( n \) pairs: \( Z \in \mathbb{Z}^{n \times 2}. \) A random variable \( J \sim \text{Uniform}([0, 1]^n) \), independent of \( Z \), specifies which example to select from each pair to form the training set \( S = (Z_{1,i}, Z_{2,i}) \). Steinke and Zakynthinou [13] proved that if \( \ell(w, z) \in [0, 1], \forall w \in W, z \in Z. \) then the expected generalization gap can be bounded as follows:
\[ |E_{S,W}[R(W) - r_S(W)]| \leq \frac{2}{n} \mathbb{E}[I(W; J) | \hat{Z}]. \] (16)

This result was improved in many works, leading to the following sample-wise bounds [14, 18, 28, 29]:
\[ |E_{S,W}[R(W) - r_S(W)]| \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[I^{\hat{Z}_i}(W; J_i)], \] (17)
\[ |E_{S,W}[R(W) - r_S(W)]| \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[I^{\hat{Z}_i^2}(W; J_i)], \] (18)
where \( \hat{Z}_i = (\hat{Z}_{1,i}, \hat{Z}_{2,i}) \) is the \( i \)-th row of \( \hat{Z} \). Given a partition \( W \sim Q_{WS} \) and two examples \( \hat{Z}_i \), one cannot tell which of the examples was in the training set because of the symmetry. Hence, the counterexample implies that expected squared, PAC-Bayes, and single draw generalization bounds that depend on quantities like \( I^{\hat{Z}_i}(W; J_i) \) cannot exist. If we consider the weaker sample-wise bounds of (18), then the knowledge of \( \hat{Z} \) helps to reveal the entire \( J \) at once with high probability. This can be done by going over all possible choices of \( J \) and checking whether \( \hat{Z}_J = (\hat{Z}_{1,J}, \hat{Z}_{2,J}) \) belongs to partition \( W. \) This will be true for the true value of \( J \), but will be increasingly unlikely for all other values of \( J \) as \( n \) and \( d \) are increased. In fact, we derive an expected squared generalization gap that depends on terms \( I^{\hat{Z}_i^2}(W; J_i) \) (see Thm. A.2 of the supplementary material available at https://bit.ly/39fJ6ur). Therefore, the counterexample is a discrete case where the bound of (17) is much better than the weaker bound of (18). It is also a case where \( I(W; Z_i) \ll I(W; J_i | \hat{Z}) \) (i.e., CMI bounds are not always better.)

Finally, another way of improving information-theoretic bounds is to use evaluated (e-CMI) or functional (f-CMI) conditional mutual information [13, 18]. Similarly to the
where $\ell(W; \tilde{Z}_i) \in \{0,1\}^2$ is the pair of losses on the two examples of $\tilde{Z}_i$. In the case of the counterexample bounds of (19) and (20) will be zero as one cannot guess $J_i$ knowing losses $\ell(W, \tilde{Z}_i)$ and possibly also $\tilde{Z}_i$. This rules out the possibility of such sample-wise expected squared, PAC-Bayes and single-draw generalization bounds. Unlike the case of the weaker CMI bound of (18), the weaker e-CMI bound of (21) converges to zero in the case of the counterexample as $d \to \infty$. Therefore, the counterexample is a discrete case where the sample-wise e-CMI bound of (21) can be much stronger than the sample-wise CMI bound of (18).

V. THE CASE OF $m = 2$

In Sec. I we mentioned that there are expected generalization bounds that are based on information contained in size $m$ subsets of examples. In Sec. III we showed that there can be no expected squared generalization bounds with $m = 1$. In this section we show that expected squared generalization bounds are possible for any $m \geq 2$. For brevity, let $G^{(2)} \triangleq \mathbb{E}_{P_W, S} \left[ (R(W) - r_S(W))^2 \right]$ denote expected squared generalization gap.

**Theorem VI.1.** Assume $\ell(w, z) \in [0,1]$. Let $W \sim Q_{W|S}$. Then

$$G^{(2)} \leq \frac{1}{n} + \frac{1}{n^2} \sum_{i \neq k} \sqrt{2I(W; Z_i; Z_k)}. \quad (22)$$

**Proof.** We have that

$$G^{(2)} = \mathbb{E}_{P_W, S} \left[ \left( \frac{1}{n} \sum_{i=1}^n \ell(W, Z_i) - R(W) \right)^2 \right]$$

$$= \frac{1}{n^2} \sum_{i=1}^n \mathbb{E}_{P_W, Z_i} \left[ (\ell(W, Z_i) - R(W))^2 \right]$$

$$\lesssim \frac{1}{n^2} \sum_{i \neq k} \mathbb{E}_{P_W, Z_i, Z_k} \left[ (\ell(W, Z_i) - R(W)) (\ell(W, Z_k) - R(W)) \right].$$

For bounding the $C_{i,k}$ terms we use the Lemma 1 of Xu and Raginsky [9] with $X = W$, $Y = (Z_i, Z_k)$, and $f(X, (Y_1, Y_2)) = (\ell((X), Y_1) - R(X)) (\ell((X), Y_2) - R(X))$. As $f(X, Y)$ is 1-subgaussian under $P_X P_Y$, by the lemma

$$|\mathbb{E}_{P_X, Y} [f(X, Y)] - \mathbb{E}_{P_X, P_Y} [f(X, Y)]| \leq \sqrt{2I(X; Y)},$$

which translates to

$$C_{i,k} = \mathbb{E}_{P_W, Z_i, Z_k} \left[ (\ell(W, Z_i) - R(W)) (\ell(W, Z_k) - R(W)) \right]$$

$$\leq \sqrt{2I(W; Z_i; Z_k)}. \quad (23)$$

It is left to notice that $C_{i,k} = 0$, as for any $w$ the factors $(\ell(w, Z_i) - R(w))$ and $(\ell(w, Z_k) - R(w))$ are independent and have zero mean. \( \square \)

**Remark 1.** Similar CMI and e-CMI bounds are also possible (see Thm. A.3).

**Corollary 1.** Let $U_m$ be a uniformly random subset of $[n]$ of size $m$, independent from $W$ and $S$. Then

$$G^{(2)} \leq \frac{1}{n} + \frac{1}{n^2} \sum_{i \neq k} \sqrt{2I(W; Z_i, Z_k)}$$

$$\leq \frac{1}{n} + 2 \mathbb{E}_{U_m} \left[ \frac{I^{U_m}(W; S_{U_m})}{m} \right]. \quad (24)$$

**Proof.** Harutyunyan et al. [18] showed that for any $m \in [n-1]$, \[ \mathbb{E}_{U_m} \left[ \frac{1}{m} I^{U_m}(W; S_{U_m}) \right] \leq \mathbb{E}_{U_{m+1}} \left[ \frac{1}{m+1} I^{U_{m+1}}(W; S_{U_{m+1}}) \right]. \]

Therefore, for any $m = 2, \ldots, n$, starting with Thm. VI.1,

$$G^{(2)} \leq \frac{1}{n} + \frac{1}{n^2} \sum_{i \neq k} \sqrt{2I(W; Z_i, Z_k)}$$

$$\leq \frac{1}{n} + 2 \mathbb{E}_{U_2} \left[ \frac{I^{U_2}(W; S_{U_2})}{2} \right]$$

$$\leq \frac{1}{n} + 2 \mathbb{E}_{U_m} \left[ \frac{I^{U_m}(W; S_{U_m})}{m} \right]. \quad (25)$$

At $m = n$ this bound is weaker than the bound derived in [18], which depends on $I(W; S)/n$ rather than $\sqrt{I(W; S)/n}$. We leave improving the bound of Thm. VI.1 for future work. Nevertheless, Corollary 1 shows that it is possible to bound the expected squared generalization gap with quantities that involve mutual information terms between $W$ and subsets of examples of size $m$, where $m \geq 2$ (unlike the case of $m = 1$). Possibility of bounding expected squared generalization gap with $m \geq 2$ information terms makes it possible for single-draw and PAC-Bayes bounds as well. The simplest way is to use Markov’s inequality, even though it will not give high probability bounds.

VI. CONCLUSION

In the counterexample presented in Sec. III the empirical risk is sometimes larger than the population risk, which is rare in practice. In fact, if empirical risk is never larger than population risk, then $\mathbb{E} [R(W) - r_S(W)]$ reduces to $\mathbb{E} [R(W) - r_S(W)]$, implying existence of sample-wise bounds. Furthermore, the constructed learning algorithm intentionally captures only high-order information about samples. This suggests, that sample-wise generalization bounds might be possible if we consider specific learning algorithms.
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