Tracking the surface atomic motion in a coherent phonon oscillation
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X-ray photoelectron diffraction is a powerful tool for determining the structure of clean and adsorbate-covered surfaces. Extending the technique into the ultrafast time domain will open the door to studies as diverse as the direct determination of the electron-phonon coupling strength in solids and the mapping of atomic motion in surface chemical reactions. Here we demonstrate time-resolved photoelectron diffraction using ultrashort soft X-ray pulses from the free electron laser FLASH. We collect Se 3d photoelectron diffraction patterns over a wide angular range from optically excited Bi$_2$Se$_3$ with a time resolution of 140 fs. Combining these with multiple scattering simulations allows us to track the motion of near-surface atoms within the first 3 ps after triggering a coherent vibration of the A$_{1g}$ optical phonons. Using a fluence of 4.2 mJ/cm$^2$ from a 1.55 eV pump laser, we find the resulting coherent vibrational amplitude in the first two interlayer spacings to be on the order of 1 pm.

The study of ultrafast dynamics in solids has not only provided an unprecedented insight into interactions between different degrees of freedom [1–3], it has also introduced methods for preparing entirely new transient quantum states [4]. Typical experiments use optical and UV lasers for pump-probe experiments, revealing the time-resolved electronic and optical properties for a wide range of solids, from bulk materials to two-dimensional layers [5–6]. Ultrafast structural determination, on the other hand, is far less developed. Time-resolved (TR) variants of traditional X-ray diffraction (XRD) harbor a huge potential [3, 7] but their use is restricted by several factors. One is the scarcity of ultrafast X-ray sources, something that is beginning to change. Another is the bulk-sensitivity of XRD that is ill-matched with the more surface-localized optical pump excitation or, indeed, the extreme surface sensitivity of time- and angle-resolved photoelectron spectroscopy (TR-ARPES) used to study the electron dynamics that accompanies any structural changes. For instance, the phonon-driven modulations in the electronic structure measured by TR-ARPES can give a direct and detailed insight into the electron-phonon coupling of the system [8, 9] but only under the condition that the phonon-induced structural changes at the surface are precisely known.

A promising complementary technique to TR-XRD is TR-X-ray photoelectron diffraction (TR-XPD). Static XPD is based on X-ray photoelectron spectroscopy (XPS) and inherits the chemical resolution and surface sensitivity from this technique: It should thus be possible to measure atomic displacements at the very surface of a solid, where they are most relevant for a comparison to TR-ARPES data. The principle of TR-XPD is illustrated in Fig. 1(a). A solid is excited by an optical pump pulse, followed by an X-ray pulse leading to the emission of a core electron. This electron can reach the detector directly or along different scattering pathways, and the measured intensity results from the coherent superposition of the direct and scattered wave field amplitudes. The diffraction pattern measured at the detector is a fingerprint of the local atomic arrangement around the emitting atom and the structure can be determined by a comparison to multiple-scattering calculations [10–13]. Unlike XRD, XPD does thus not rely on long-range order and it has been used to study both long range and local phenomena such as surface relaxations [14] and geometric changes during surface reactions [15]. TR-XPD using a pulsed X-ray source thus holds promise for real-time investigations for a wide range phenomena. In fact, first TR-XPD demonstrations have been given for simple systems such as aligned molecules [16, 17]. The effect has also been observed for solid surfaces [18, 19], but a rigorous structural determination based on such data is still missing.

Here we demonstrate the power of TR-XPD to track the ultrafast dynamic changes in the surface structure upon the excitation of coherent phonons on the surface of the topological insulator Bi$_2$Se$_3$. Symmetric A$_{1g}$ co-
herent optical phonons can be launched \cite{20,21} and controlled \cite{22} by ultrashort optical laser pulses. The $A_{1g}$ phonon relevant to the present study has a frequency on the order of 2 THz and decays with a time constant of $\approx 3$ ps \cite{22}. The excitation of coherent phonons leads to small time-dependent variations in the binding energy of the electronic surface and bulk states, as measured by TR-ARPES \cite{23}. The bulk states show a binding energy oscillation consistent with the $A_{1g}$ mode, whereas the surface state energy modulation can only be described by superimposing a second vibration of a slightly lower frequency (2.05 THz instead of 2.23 THz) \cite{23}. This is consistent with a softening of force constants near the surface.

TR-XPD experiments on the Se 3d core levels of Bi$_2$Se$_3$ have been performed with the HEXTOF experimental station at the PG2 beamline of the free electron laser FLASH \cite{25,26}. Samples were cleaved in vacuum and held at room temperature during the measurements. The pump photon energy and fluence were 1.55 eV and $\approx 4.2$ mJcm$^{-2}$, respectively. The probe photon energy was 113 eV. Major challenges for TR-XPD are the need to collect high-quality TR-XPS spectra, not only integrated over the detector but for all emission angles individually. This necessitated a total data collection time of $\approx 19$ hours. After correcting for jitter from FLASH, the time resolution was 140 fs. For these and other experimental details, see Appendix.

Figure 1(b) shows the effect of optical pumping on the Se 3d core level line shape. There is a small but clear difference between the the spectrum collected before the arrival of the pump pulse (black) and the spectrum at peak excitation (red). The spectra could be fitted by a Doniach-Šunjč line shape \cite{27} with a very small asymmetry (see Appendix). Pumping the material leads to a small increase in the Gaussian line width that could be used to estimate the experimental time resolution (see Figure 2(b)). However, the effect is much smaller than in other materials \cite{28,29}.

TR-XPD patterns were obtained from the fits as the area under the Se 3d peak, using Gaussian binning of the photoemission intensity as described in the Appendix. Instead of representing the XPD pattern as the $k$-dependent Se 3d photoemission intensity $I(k)$, we use the so-called modulation function defined by $\chi(k) = (I(k) - I_0(k))/I_0(k)$, where $I_0(k)$ is a two-dimensional polynomial \cite{10}. This modulation function is displayed in Fig. 1(c) for the photoemission intensity in the unexcited state: It is obtained by integrating the data at time-delays $t < 0.075$ ps, where $t = 0$ corresponds to the highest temporal overlap of the pump and probe pulses; and negative values correspond to the probe pulse arriving before the pump pulse.

Before addressing the time-resolved atomic motion after an optical excitation, we determine the quasi-static geometric structure of Bi$_2$Se$_3$ by comparing the equilibrium XPD pattern in Fig. 1(c) to multiple scattering calculations performed by the software package for electron diffraction in atomic clusters \cite{30}. The calculated modulation function for the optimized structural and non-structural parameters is given in Fig. 1(d) (see Appendix). The agreement with the experimental result is excellent. To quantify this, the two modulations functions can be compared by the reliability factor

$$R = \frac{\sum_i (\chi_{e,i} - \chi_{t,i})^2}{\sum_i (\chi_{e,i}^2 + \chi_{t,i}^2)},$$

where $\chi_{e,i}$ and $\chi_{t,i}$ are the experimental and theoretical modulation functions for the $i$'th $k$-point, respectively. We find a very low value of $R = 0.12$. In order to reach this agreement, the structural parameters were initially fixed to the bulk values for Bi$_2$Se$_3$ \cite{31}. An optimization was limited to the first two interlayer distances $d_1$ and $d_2$. The contours represent a fit to a two-dimensional polynomial.

![Figure 1](image-url) (Color online) (a) Principle of TR-XPD. A solid is excited with a short low-energy light pulse, followed by a soft X-ray pulse that gives rise to photoemission from core levels. The core level photoemission intensity shows an angular distribution that is given by the coherent interference of the photoelectrons’ partial waves reaching the detector along different path ways, either directly (solid line) or via multiple-scattering events (dashed lines). (b) Se 3d core level spectrum before and after optical excitation. (c) Se 3d modulation function for the best-fit structure. (e) Reliability factor for the comparison between experimental and theoretical modulation functions as a function of the first two interlayer distances $d_1$ and $d_2$. The contours represent a fit to a two-dimensional polynomial.
FIG. 2: (Color online) Time-dependent structural analysis. (a) Top row: TR-XPD patterns integrated over an interval of 60 fs around selected time delays. Lower row: Best-fit calculated patterns, fitting only the parameters $\Delta d_1(t)$ and $\Delta d_2(t)$, i.e. the deviation of the interlayer spacings from the equilibrium position. (b) Black: self-$R$-factor of TR-XPD patterns with equilibrium pattern in Fig 1(c), red: Gaussian width of Se 3d$_{5/2}$ line. (c) Time-dependent interlayer distance changes $\Delta d_1(t)$ and $\Delta d_2(t)$. The inset shows the displacement for an $A_{1g}$ phonon (red arrows). The dashed lines in (b) and (c) indicate the time delays for the images in (a).

d$_2$, as defined in Figure 1(a). $R$ is plotted as a function of $d_1$ and $d_2$ in Figure 1(e). The values of $R$ are fitted to a two-dimensional polynomial in order to determine the optimum parameters $d_1$ and $d_2$ with a higher precision than given by the grid of $R$ calculations. The best agreement between experiment and calculation is found for $d_1 = 1.579 \pm 0.050$ Å and $d_2 = 1.866 \pm 0.100$ Å. The uncertainties are determined from the variance of the $R$-factor $R_2$. With respect to the bulk structural parameters, there is a small inward relaxation of the first interlayer spacing, in excellent agreement with a previous surface structure determination by surface XRD and low energy electron diffraction $R_2$, and in fair agreement with a static XPD investigation $R_2$. The second interlayer spacing also shows a small inward relaxation whereas in previous experiments $R_2$ it was found to be very similar to the bulk value. For more details on the multiple scattering simulations, see Appendix.

The average structure is now taken as a starting point to determine the time-dependent changes of $d_1$ and $d_2$ after the optical excitation. XPD patterns at selected points in time are shown in the top row of Figure 2(a). Figure 2(b) shows a basic characterization of the time-dependent data with the vertical dashed lines corresponding to the time points chosen for the XPD patterns in panel (a). The black line is a self-$R$ factor between experimental data alone, comparing the measured modulation function at each time delay with the static modulation function in Figure 1(c). Note that this self-$R$ factor is defined as in equation (4), merely exchanging the modulation functions which are to be compared. This allows us to judge – from experimental data alone – how much the pattern changes after the optical excitation. The self-$R$ factor shows a rapid increase shortly after $t = 0$, followed by a gradual decay as the surface relaxes back to its equilibrium structure (where there can be additional changes of the overall lattice constant due to the induced carriers over a much larger time scale than investigated here $R_2$). The decay is superimposed with a pronounced oscillatory structure, indicating that the path back to equilibrium is accompanied by periodic structural changes, such as optical phonons. Figure 2(b) also gives the time-dependent Gaussian width of the Se 3d$_{5/2}$ peak. This shows stepwise broadening at $t = 0$, followed by a gradual narrowing. The width of the step establishes the time resolution of the experiment. It is clearly significantly shorter than the period of the observed oscillations.

A quantitative structural analysis is now performed by comparing the time-resolved diffraction patterns to multiple scattering simulations like the one in Figure 1(d), while optimizing the structural parameters ($d_1$ and $d_2$) for each time delay, using a two-dimensional interpolation of $R$ as in Figure 1(c). The resulting changes for the two interlayer distances with respect to the equilibrium values ($\Delta d_1$ and $\Delta d_2$) are shown in Figure 2(c) and the best fits to the measured XPD patterns are given in the lower row of Figure 2(a). Both $\Delta d_1$ and $\Delta d_2$ show clear oscillations with an amplitude on the order of 1 pm, especially immediately after excitation and towards the end of the explored time interval. The period of the oscillation is about 500 fs, consistent with the expected excitation of an $A_{1g}$ optical phonon. The structural changes are also in line with what is expected for an $A_{1g}$ phonon. As seen in the inset, this phonon mode involves the simultaneous movement of the two outer layers (Bi and Se) in a quintuple layer (QL) with respect to the static central Se layer. The changes in $d_1$ and $d_2$ should thus be correlated and be either in-phase or out-of-phase, depending on the relative size of the movements in the first and second layer atoms. The in-phase (out-of-phase) motion corresponds to a larger (smaller) displacement of the outer Se atom from the central atom than the displacement of the Bi atom. Figure 2(c) shows the displacements to be approximately out-of-phase.

The structural changes should be treated with some caution. As seen in Figure 2(a), the changes in the diffraction pattern are very small. The changes in $d_1$ and $d_2$ have the expected order of magnitude $R_2$ but they are much smaller than the uncertainties for the determination of the static values of the interlayer distances. We can thus expect that some of the movements seen
in Figure 2(c) are due to noise. On the other hand, we need to keep in mind that uncertainties stated for the static structural parameters also account for systematic errors, for example from oversimplifications in the multiple scattering simulations. Such effects limit the overall reachable agreement (and hence, the uncertainties) but they are identical for the calculations performed at each point in time, suggesting that the changes in $d_1$ and $d_2$ should be more reliable than their absolute values. The purely statistical uncertainties due to noisy data can be estimated from the structural fluctuations for negative time delays in Figure 2(c) and these are much smaller than the static uncertainties and also smaller than the pronounced structural oscillations at later time delays. Finally, a structural change is supported by the oscillatory shape of the time-dependent $R$-factor in Figure 2(b) and the fact that both the oscillation frequency and the movements in $d_1$ and $d_2$ are consistent with an excited $A_{1g}^1$ optical phonon.

For a more detailed understanding of the observed structural changes, we introduce a minimal one-dimensional model to study time-dependent interlayer distances near the surface. The model is illustrated in Figure 3(a). We consider a linear chain of atoms with a Se-Bi-Se-Bi-Se QL as basis. The model has three different spring constants, $\gamma_2$ and $\gamma_3$ within a unit cell and a weaker $\gamma_1$ between the unit cells, representing the van der Waals forces between the QLs of Bi$_2$Se$_3$. We adjust the force constants such that the phonon dispersion is similar to that of Bi$_2$Se$_3$ in the $\Gamma$-$Z$ direction of the bulk Brillouin zone (see Figure 3(b)) [24, 36]. The $A_{1g}^1$ phonon mode corresponds to the lowest optical branch at the zone centre. Its displacement pattern is shown in the inset. In the model, the vibrational amplitude for the second layer Bi atoms is higher than that of the first layer Se atoms, consistent with an out-of-phase motion of $d_1$ and $d_2$. Using the bulk force constants does not give rise to distinct vibrations at the end of the chain. We therefore introduce a localized end mode by choosing a softer force constant $\gamma_s$ at the end of the chain (reduced by 10% with respect to $\gamma_2$). This results in several end-localized modes with frequencies that do not appear in the bulk continuum (dashed red lines in Figure 3(b)). The displacement pattern of the $A_{1g}^1$-derived end mode is also given as an inset. Its slight asymmetry is caused by the the softer $\gamma_s$ and the missing spring at the end of the chain.

Using a superposition of the $A_{1g}^1$ bulk and end modes, it is possible to achieve a qualitative agreement with the experimentally observed displacements, as shown in Figure 3(c) and (d). In this picture, the reduced vibrational amplitude in the middle of the investigated delay time window is the result of a beating pattern of the two modes. The very simple model can of course not be expected to give a quantitative description of $d_1(t)$ and $d_2(t)$ and there is some freedom to choose the best parameters for reproducing the experimental displacements (the relative excitation strength and the phase between the modes, see Appendix).

In summary, we have demonstrated the use of TR-XPD for an ultrafast tracking of the surface atomic structure after the excitation of a coherent phonon in Bi$_2$Se$_3$. The coherent vibrational amplitudes for the pump fluence used here are on the order of 1 pm, allowing the calculation of the deformation potential when combined with TR-ARPES experiments. An important challenge for TR-XRD is the need for high-quality XPS spectra when binning the collected data in both $k$ and time. This leads to very long data acquisition times and, in our case, limits the length of the delay time interval that can be studied and the precision of the obtained structural parameters. The bottleneck in the data acquisition is vacuum space charge [37] and a desirable characteristics of future free electron laser sources will be a much increased pulse repetition rate. This will allow similar studies not only to take data sets of better quality and over longer time delays but also at multiple photon energies, drastically increasing the precision of the structural determination. Eventually, the chemical and local sensitivity of TR-XPD could be exploited, e.g., to probe the detailed atomic motion in specific coherently excited vibrational modes in molecules, representing a time-resolved version of the previously suggested use of XPD to measure the...
time-averaged probability distribution of atoms [35].
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APPENDIX

Experimental Details

Pump and free electron laser pulse characteristics

The free electron laser (FEL) light pulses provided by the FLASH FEL at the PG2 beamline were provided with a structure of 425 pulses within each pulse train, of which the last 25 were unpumped for reference data. The pulse trains arrived with a frequency of 10 Hz, while the intrapulse frequency was 1 MHz. The pulses were produced with a fundamental wavelength of 9.3 nm, and they were monochromatized using an SX-700 type monochromator [39]. The selected photon energy was 113 eV, and the polarization on the sample was linear p-type.

The intensity of the FEL pulses was attenuated until only about 2.1 photoelectrons were detected per pulse, on average. This was done to minimize both multi-hit artifacts on the momentum microscope dual 4-quadrant delay line detector, and to minimize FEL-induced space-charge effects [37, 40, 41]. The beam shape of the FEL can be seen in Fig. 4(b).

The pump pulses were provided by an optical parametric chirped pulse amplification laser [42]. The energy was 1.55 eV and the polarization on the sample was linear s-type, to minimize laser-assisted photoemission spectral replicas. The pump pulses were delivered to the sample collinear to the FEL beam, with an incidence angle of 68° off-normal.

The pump intensity was measured on a per-shot basis using a calibrated photodiode, and the intensity was recorded together with every detected photoelectron. The average pulse energy was 1.2 µJ, but a substantial shot-to-shot variability of the pump intensity was present, as can be seen in Fig. 4(a).

In order to calibrate the pump laser fluence, the laser profile was measured by using the momentum microscope in spatial microscopy mode, following the same approach as in Refs. [29] and [28]. This allowed to directly measure the pump laser area distribution on the sample surface (Fig. 4(c)). In estimating the pump fluence, we have also considered the effect of a 50 µm aperture positioned in the first Gaussian image plane of the momentum microscope, and a multiphoton photoemission power law exponent of 4. This analysis reveals an average pump fluence of 4.2 mJ/cm².

FEL jitter correction

In order to correct for the timing pulse-to-pulse jitter, several strategies have been employed. The first correction is given by a bunch arrival monitor, which is present on the undulator beamline, and which gives the time delay of each FEL shot compared to a common clock. This correction is capable of compensating for the shot-to-shot variability arising from the self amplified spontaneous emission nature of FLASH. This correction improves the overall time resolution from 200 fs to 170 fs.

The second jitter correction is performed by measuring the broadening of the Se 3d and Bi 5d core levels as a function of pump probe delay and experiment time (see Fig. 5). This broadening is quantified in a simple way by the spill-out of photoemission intensity from the center of the peaks to their tails. A fast increase in width of the core levels marks pump and probe temporal overlap and can effectively be used to track the “time zero” drifts over experiment time. Based on this, we can compensate for slow drifts in the timing delays between pump and probe, and is performed with a time binning of 1200 s. Since these slow drifts can be substantial, of the order of 100 fs, this correction gives a significant time resolution improvement, from 170 fs to 140 fs.

The “time zero” position was calibrated by rotating the
pump laser polarization to p-type, so that laser assisted photoemission gives a clear photoemission signal 1.55 eV to lower binding energy of the Se 3d core levels when pump and probe overlap in time.

![Graph](image)

**FIG. 5:** Simple measure of the core level peak width of Se 3d and Bi 5d as a function of pump-probe delay $t$ and running time of the experiment. A drift of the characteristic peak broadening near $t = 0$ can be observed and corrected for. The red markers show the detected position $t = 0$, with associated uncertainty.

*Binding energy axis calibration and correction*

The binding energy is not directly measured by the momentum microscope. Rather, the time-of-flight of each photoelectron compared to a master clock trigger is recorded. From this, the kinetic energy was calibrated following the approach of Refs. [29] and [28]. The absolute binding energy of the core levels was then calibrated using photoemission data collected at the SGM3 beamline of the synchrotron radiation source ASTRID2 at Aarhus University [43].

Two additional corrections have been applied: The first one considers a dependence of space-charge shifts on the FEL fluence. As can be seen in Fig. 6(a), the apparent binding energy of the core level peaks systematically depends on the FEL fluence. This can be corrected individually for each detected photoelectron, leading to the result in Fig. 6(b). This has a small effect on energy resolution, but it eliminates possible artifacts due to correlations between probe pulse intensity and other parameters.

The final correction is the removal of a well-known kinetic energy distortion by the momentum microscope. In momentum microscopes, there is a radial dependence of the photoelectron time-of-flight in parallel momentum space due to space-charge and geometric differences in travel distance of the photoelectrons [37]. A correction of this effect gives a dramatic improvement in energy resolution when integrating core levels over a (partial) detector area, such as in Fig. 1(b) of the main text.

![Graph](image)

**FIG. 6:** (a) Photoemission intensity in the Se 3d core level region as a function of probe fluence, illustrating the effect of probe-induced space-charge. The horizontal blue lines are placed at the binding energies measured in photoemission studies performed at the SGM3 beamline of ASTRID2. (b) The corrected spectra. In both panels the data corresponds to the first 1000 s of acquisition time.

*Parallel momentum axes calibration*

The detector of the momentum microscope gives the location of impinging electrons in pixel space and these locations need to be transformed to momentum space for a comparison with the multiple scattering calculations. The transformation needs to include a correction of imaging distortions. To this end, we are employing the so-called radial “division model”, commonly used for correcting barrel or pincushion type distortions. This is implemented by the following equations:

$$ r_k = \frac{r_{px}}{K_0 + K_1 r_{px}^2 + K_2 r_{px}^4}, $$

$$ \theta_k = \theta_{px} + \theta_{off set} $$

with

$$ r_{px} = \sqrt{(x_{px} - x_{0,px})^2 + (y_{px} - y_{0,px})^2}, $$

$$ \theta_{px} = \tan^{-1} \left( \frac{y_{px} - y_{0,px}}{x_{px} - x_{0,px}} \right), $$

where $K_n$ are the distortion parameters; $r_k$ and $\theta_k$ are the radial coordinates in parallel momentum space; $r_{px}$ and $\theta_{px}$ are the polar coordinates in pixel space; $\theta_{off set}$ is an angular rotation parameter; $x_{px}$ and $y_{px}$ are the coordinates in pixel space, and $x_{0,px}$, $y_{0,px}$ is the origin of a “center of distortion” in pixel space. This “center of distortion” is assigned to the the center of the out-of-focus photoemission intensity pattern on the low binding energy side of Se 3d core level (see Fig. 7(a)). Its location is determined by fitting the intensity around the two visible dark areas with 2-dimensional polynomials of degree 2, and averaging the $x$ and $y$ coordinates of the minima.

The 3 $K_n$ parameters are determined maximizing overlap of the features in the diffraction pattern between experiment and multiple scattering simulations. Note that
of the minimum’s location, a 2-dimensional polynomial of degree 2 is fitted to the intensity pattern, yielding the minimum coordinates \(x_{0,k}\) and \(y_{0,k}\). With this, the coordinates in momentum space are given by:

\[
\begin{align*}
    x_k &= x_{0,k} + r_k \cos(\theta_k) \\
    y_k &= y_{0,k} + r_k \sin(\theta_k)
\end{align*}
\]

**Data binning and data quality**

Photoelectron detection events are stored in a data table format, such that binning the data is required to give the 4-dimensional datasets. As mentioned in the previous sections, the binning axes are a function of the acquisition axes, and consist in binding energy, pump-probe delay, and 2 lateral momentum axes. In order to prevent artifacts due to rectangular bins, we employed an overbinning approach where binning in steps much smaller than our resolution and subsequent Gaussian convolution was used.

We overbinned the pump probe delay and the momentum axes, with a resolution of 50 fs for the former and roughly 0.015 Å\(^{-1}\) for the latter (an example spectrum for a bin of this size is shown in Fig. 8 black curve). Then, a Gaussian kernel has been convoluted with the binned data, in order to maximize signal-to-noise ratio, while preserving experimental resolution. The Gaussian widths for the 3 overbinned axes are 60 fs and 0.045 Å\(^{-1}\) for the pump probe delay and parallel momentum axes, respectively. The binding energy axis was binned with a 50 meV energy step.

This procedure results in a 3-dimensional series of 1-dimensional core-level spectra (for a total of 4 dimensions). For such spectra, the experimental resolution has not been affected by the binning procedure while maximizing the counts per bin. An example of the resulting spectra is shown in Fig. 8 (green curve).
XPS data fitting and XPD patterns

Following the binning of the data, we fitted a sum of two Doniach-Šunjić functions and a linear background to the 4-dimensional pump-probe delay and lateral momentum dependent Se 3d spectral series. The fitting range was from 54.85 eV to 51.25 eV, and the equilibrium optimized fitting parameters (taking only negative time delays) are summarized in Table I.

\[
\begin{array}{|c|c|c|}
\hline
& \text{Se 3d}_5/2 & \text{Se 3d}_3/2 \\
\hline
\text{Lorentzian width} & 0.25\pm0.01 \text{ eV} & 0.23\pm0.03 \text{ eV} \\
\text{Asymmetry parameter} & 0.03\pm0.015 & 0.03\pm0.02 \\
\text{Gaussian width} & 0.48\pm0.01 \text{ eV} & 0.48\pm0.01 \text{ eV} \\
\text{Intensity} & 7.7\pm0.4 & 4.7\pm0.4 \\
\text{Binding energy} & 53.16\pm0.005 \text{ eV} & 54.03\pm0.01 \text{ eV} \\
\hline
\end{array}
\]

TABLE I: Fitting parameters used for the two Doniach-Šunjić peaks fitted to the Se 3d spectra.

In all the fits, the Gaussian widths and asymmetry parameters of the two spin-orbit split components were constrained to be equal. This line shape model was then fit to the pump-probe delay and lateral momentum dependent series of spectra. Only the common Gaussian widths, the binding energies (with fixed spin-orbit splitting), and the intensities were allowed to vary. The observed changes in binding energy were very small.

Once every spectrum in the time- and momentum-series has been analyzed, it is possible to extract the photoelectron diffraction patterns for each time delay. These are generated by measuring the fitting function peak area for each spectrum. The patterns have been normalized by the background intensity found under the peaks, because the detector and the FEL give a non uniform “illumination” that is hard to measure by other means, since it depends on the specific sample alignment and lens settings. This is justified since the closest core level on the low binding energy side is Bi 5d$_{5/2}$, which is about 27 eV away, and such intensity has retained negligible photoelectron diffraction angular information.

The modulation function $\chi$ described in the main text has been obtained using a 2-dimensional polynomial of degree 2 fitted to the photoelectron intensity modulation pattern $I_0(k)$. This is illustrated in Fig. 9(a), and the process yields the modulation function shown in Fig. 9(b).

Multiple-scattering simulations

Simulations of the photoelectron diffraction patterns were performed using the Electron Diffraction in Atomic Cluster package [30]. The code uses an input of an atomic cluster surrounding the emitter and several non-structural parameters, from which the diffraction pattern is calculated using multiple scattering theory. For the simulations, the structural and non-structural parameters were optimized to obtain the best R-factor in comparison to the time-integrated XPD pattern. The structural parameters were fixed to the literature values [14] and only $d_1, d_2$ were allowed to vary. To model the experimental configuration, a fixed cluster was used with an incidence angle of 68° for the horizontally linearly polarized light. The Debye temperature was held fixed at the literature value of 185 K [44]. The inelastic mean free path was determined to be 5.5 Å, which corresponds well to the value of 4.94 Å that the Tanuma Powell and Penn algorithm [45] yields at a kinetic energy of 60 eV. The inner potential $V_0$ was found to be 3.2 eV.

Phonon model

The vibrational frequencies for the one-dimensional infinite chain model in Figure 3 of the main paper were calculated using the following force constants: $\gamma_1 = 11.8 \text{ Nm}^{-1}$, $\gamma_2 = 79.0 \text{ Nm}^{-1}$, $\gamma_3 = 63.2 \text{ Nm}^{-1}$. These values were chosen such that the resulting dispersion is similar to the dispersion along the bulk Γ-Z direction calculated using a pseudo-charge model in Ref. [30] (see Fig. 6 in the supplementary material of that paper). The resulting frequency of the $A_{1g}$ mode in the model is 2.15 THz. In order to realize a softer surface (end)-localized mode, such as reported in Refs. [23, 24], the surface force constant $\gamma_s$ was chosen to be 10% smaller than $\gamma_2$. The frequency of the resulting end mode is 1.77 THz. For the $A_{1u}$ mode, the vector describing the relative displacement of the five atoms in the unit cell is $(−0.37, −0.6, 0.0, 0.6, 0.37)$. For the end mode, the vector
for the first quintuple layer is \((-0.14, -0.19, 0, 0.18, 0.14)\), see inset to Fig 3(b). For the creation of Figure 3(c) and (d) in the main text, the end mode vibrational amplitude was chosen to be 2.3 times higher than the bulk vibrational amplitude and the two modes are 70 fs out of phase.
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