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Optimization of Ultrasound Information Imaging Algorithm in Cardiovascular Disease Based on Image Enhancement
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1. Introduction

Intravascular ultrasound (IVUS), a combination of noninvasive ultrasound technology and invasive catheter technology, is increasingly used in the diagnosis and treatment of coronary artery disease. It uses a miniature ultrasonic transducer mounted on the tip of the cardiac catheter to transmit and receive high-frequency ultrasound signals in the blood vessel and display the cutoff image of the blood vessel in real time, which can clearly show the thickness of the wall structure and the size and shape of the lumen and can identify calcification, fibrosis and lipid pool, and other diseases [1]. The midouter edge is an important basis for the diagnosis and quantitative analysis of cardiovascular disease and is also an important feature in IVUS image processing and analysis. Accurate and rapid detection of the midouter edge is of great importance. As a diagnosis tool, intravascular ultrasound (IVUS) imaging is a technique which is based on the catheter, and it provides the image of the lumen and wall...
morphology information and renders an artery 2D cross-sectional image [2, 3]. Intravascular ultrasound (IVUS) imaging, as a diagnosis tool, is a catheter-based technique which renders a 2D cross-sectional image of arteries and provides information concerning the lumen and wall morphology [4]. The role of IVUS imaging is very critical to determine artery stent specifications [5]. Two distinct borders are generally used to characterize the arteries. The lumen-wall interface is represented by the lumen border, and the boundary between the media and adventitia is represented by the media-adventitia border [6]. The lumen and media-adventitia borders of a general IVUS image are shown in Figure 1.

Among the existing IVUS images, the outer-membrane edge-detection algorithm, the most widely used, is based on the active contour model, also known as Snake [7, 8]. The basic idea of the traditional active contour model is to find a parameterized contour curve in the image with a weighted sum of internal energy and external energy as a minimum value. However, the model has a large dependence on the initial position and poor anti-interference ability and is not easy to converge at the boundary depression.

Compared with the abovementioned defects of the snake algorithm, the graph search algorithm based on the dynamic programming idea has the advantages of overcoming noise interference, not manually drawing the initial contour, being unaffected by the initial conditions and model parameters, and adding heuristic information to guide the search process. It can greatly improve search efficiency and correct rate. Therefore, heuristic map search is widely used in IVUS image processing. As early as 1995, Milan proposed a graph search method based on the least cost algorithm for edge extraction of IVUS images, but its cost matrix is designed for IVUS images obtained by early low-frequency ultrasound probe scanning, which is not suitable for current high-frequency ultrasound probes. The resulting IVUS image with high resolution, high noise characteristics is scanned. In response to this problem, the author used edge energy information and edge direction information to construct a cost matrix to search for the midouter edge, but the energy and direction of the plaque and artefact edges are very similar to the midadventites edge [9, 10]. It is easy to be mistaken for the midouter edge.

From the abovementioned analysis, it can be seen that whether the correct edge can be found by using the graph search method depends on whether the cost matrix can reflect the characteristics of the target edge, and the image enhancement can directly improve the contrast information of the middle film, the outer film, and the interface thereof. The target edge feature is highlighted, so this paper uses the image enhancement method to construct the cost matrix. Image enhancement refers to the extension of an image to a specific need. It can be divided into spatial-domain enhancement and frequency-domain enhancement by scope. Frequency-domain enhancement is the processing of the spectral components of an image to enhance the image. In the frequency-domain image enhancement algorithm, the directional filter group-based enhancement algorithm can accurately extract the direction information of the image, which is often applied to some image enhancements with obvious directional features, but the enhanced image has contrast and clarity. There are problems such as reduced degrees and partial loss of features. Therefore, the image enhancement processing of a single domain each has certain defects.

Based on the abovementioned problems, an image enhancement algorithm combining the spatial domain and frequency domain is proposed. The algorithm based on neighbourhood information is used to combine the directional filter group (DFB) enhancement in the frequency domain and the histogram equalization (HE) enhancement in the spatial domain. The IVUS image is enhanced to overcome the defects caused by single domain enhancement while highlighting the region of interest. On this basis, the enhanced image data is used as a cost matrix to perform dynamic plan image search to obtain the midouter film edge. Figure 2 is a block diagram of the algorithm of this paper. The experimental results show that the proposed algorithm can overcome the problems of noise, artefacts, and plaque interference and accurately extract the midfilm edge of the IVUS image.

This paper is structured as follows. The review of the literature followed by the contribution of the paper is detailed in Section 2. Details of image enhancement algorithms are discussed in Section 3. Discussion of experimental results obtained and comparative analysis with 2D compression techniques is presented in Section 4, and Section 5 concludes the paper.

2. Literature Review

Many researchers have worked on the image enhancement of the intravascular ultrasound image in cardiovascular disease. Zhou et al. proposed a novel technique for optimal contrast enhancement of a medical image [11]. For the enhancement and to highlight the image information and to detail the World Cup Optimization (WCO) algorithm design, the gamma correction method is the main idea of the author. A suitable gamma correction method enhances the image coefficient which is dependent upon the correct selection. Khalil et al. provide an overview of the state-of-the-art image registration methods to impart valuable resource for studying the existing methods [12]. New methods are also developed and evaluated for cardiac image registration. Perperidis et al. proposed dynamic histogram-based intensity mapping (DHBIM), a novel method in which
temporal variations are employed in cumulative histograms of cardiac ultrasound images, to enhance the image contrast [13]. To compensate for noise and speckle, DHBIM is combined with spatial compounding. The proposed technique is assessed qualitatively and introduces 120.9% increase in tissue/chamber detectability, improving the overall repeatability of clinical measurements by 17%. Anam et al. proposed a modified Perona–Malik diffusion (PMD) filter for the enhancement of the coronary plaque boundary, and the conditions peculiar to an intravascular ultrasound (IVUS) image are also considered [14]. Generally, an IVUS image is used for the diagnosis of acute coronary syndrome (ACS). The proposed technique reduces the speckle noise and also enhances the coronary plaque boundary. The coronary plaque boundaries are detected successfully by applying the Takagi–Sugeno fuzzy model. Huang and Zeng reviewed on how to design an interactive system with appropriate processing algorithms remain missing that result in the lack of systematic understanding of the relevant technology [15]. The exhaustive previous and latest work is reviewed on designing a real-time or near real-time 3D ultrasound imaging system. Different techniques such as the data acquisition techniques, reconstruction algorithms, volume rendering methods, and clinical applications are also presented. Akkus et al. proposed several methods for analyzing intraplaque neovascularisation (IPN) perfusion and structure. Six different quantitative parameters—IPN surface area (IPNSA), IPN surface ratio (IPNSR), plaque mean intensity, plaque-to-lumen enhancement ratio, mean plaque contrast percentage, and number of microvessels (MVN)—are obtained and compared [16]. Basij et al. describe an automated algorithm for shadow region detection and enhancement in (IVUS) images [17]. An adaptive threshold method contour approach is used for border detection and image enhancement algorithm including histogram analysis for the shadow regions improvement. The author proposed Otsu threshold for calcification plaque segmentation and for shadow region separation of the image and the active contours without edge method. Loizou and Pattichis proposed despeckle filters based on texture analysis, image quality evaluation metrics, and visual evaluation by medical experts [18]. These filters remove the Despeckle noise, and it will improve the visual observation quality. Senior discussed about the cography (SE) to improve visualization of the endocardial contrast agents [19]. To improve accuracy of wall motion assessment and to reduce the number of uninterpretable images, these agents are widely used. Numerous single and multicenter studies have proved that myocardial contrast perfusion stress echocardiography is now a clinical tool for the detection of CAD. Smith et al. proposed ultrasound contrast agents (UCAs) to enhance cardiovascular ultrasound imaging [20, 21]. Adverse biological effects have occurred after administration of UCAs, and the ApoE−/− mouse model of atherosclerosis is proposed to characterize the effects of ultrasound and UCAs on atherosclerosis and plasma biomarkers.

2.1. Contribution. Due to artefacts, plaques, and vascular branches in cardiovascular ultrasound, it is difficult to determine the image edges, and there is a suitable method reported in the literature for this purpose. In this paper, to improve the clarity of ultrasound images, an edge ultrasound imaging detection algorithm based on spatial frequency domain image enhancement is proposed. Also, to determine the image edges efficiently, a midadventure edge detection algorithm for cardiovascular ultrasound images combined with air-frequency-domain enhancement is proposed. The algorithm effectively combines the directional filtering in the frequency domain with the neighbourhood enhancement and histogram enhancement of the spatial domain and overcomes the defects of the spatial image enhancement algorithm, the fuzzy image detail, and the frequency-domain enhancement algorithm to reduce the image contrast and then the enhancement result as a cost.

3. Methodology Used

In this section, different algorithms used for the enhancement of ultrasound images in cardiac diseases are discussed. The proposed ultrasound image enhancement algorithm is detailed briefly in this section.

3.1. Air-Frequency Domain Combined with Image Enhancement. The image enhancement algorithm combined with the air-frequency domain combines the image enhancement algorithm based on the directional filter bank with the image enhancement algorithm based on the histogram equalization to overcome the defects caused by the single-domain
enhancement and achieve the enhancement of the image target edge [22–24].

3.1.1. Directional Filter Bank. As an effective directional feature information extraction tool, the directional filter group (DFB) can accurately acquire the direction information of an image, so it is widely used in the direction texture enhancement of images. The first two-stage decomposition structure of the directional filter bank is shown in Figure 3(a), where $H_0, H_1$ is a sector filter, the black area represents the ideal pass band of the filter, and $Q_0, Q_1$ is the 5-type sampling matrix shown in equation (1). The corresponding sampling grid is shown in Figure 4. The image is decomposed to obtain a frequency division in the four directions as shown in Figure 3(b), and the reconstructed portion is a corresponding dual operation.

$$Q_0 = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}, \quad Q_1 = \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}. \quad (1)$$

The directional filter bank can effectively extract 2D information by splitting the subbands of the image, which researchers often use for image enhancement. Some researchers have used the directional filter bank for the enhancement of fingerprint images. The process directly performs DFB decomposition on the fingerprint image and weights the subband coefficients by estimating the directional energy information of the subband image. Finally, the image enhancement result is reconstructed.

3.2. Histogram Equalization. Histogram equalization (HE) can quickly and effectively enlarge the gray dynamic range of the image and improve the overall visual effect of the image. It is the most important and most common algorithm in the spatial image enhancement algorithm. In the histogram equalization process, the combination of gray levels representing high-frequency components leads to the loss of image detail information, especially for images with low gray-valued pixels, and the equalized image grayscale will be concentrated [25]. The second half of the histogram merges too many gray values, resulting in more detail loss; at the same time, due to the existence of multiple noises in the image, when the dynamic range of the gray level of the image is increased, the noise of the image is magnified.

Histogram equalization is often used for enhancement of low-contrast images, especially for images with less noise and less detailed information [26, 27].

3.3. Spatial- and Frequency-Domain-Combined Image Enhancement Based on Neighbourhood Information. Image enhancement algorithms using a single domain, whether based on DFB-based image enhancement or HE-based image enhancement, cannot achieve better enhancement effects due to certain defects. The DFB-based enhancement enhances the direction information of the image and also reduces the contrast of the image. The HE-based enhancement can improve the brightness and contrast of the image, but blurs the image detail to amplify the noise [28, 29]. Therefore, aiming at the characteristics of IVUS images, an enhanced algorithm combining spatial and frequency domains is proposed to improve the contrast information of the middle and outer membranes and their interfaces and highlight the midadventive edge features. The basic steps of the algorithm are as follows.

3.3.1. DFB Decomposition of IVUS Images. Performing a 2-level DFB decomposition on the IVUS image $F$ will result in 4 subband images $Q_j$ ($j = 1, 2, 3, 4$). Since the direction of the main power spectrum of the image in the frequency domain is orthogonal to the direction of the texture in the spatial domain, each subband image expresses texture detail information orthogonal to the four directions as shown in Figure 3(b).

3.3.2. Enhancing the Direction Information Expressed by Each Subband Image Using the Method Based on Neighbourhood Information. Each subband image expresses detailed texture information in a certain direction, as shown in Figure 5. In order to avoid the loss of such information, each subband image is enhanced by a method based on neighbourhood information. It is divided into the following two steps:

1. It is determined whether the pixel in the subband is in the bright texture area or the dark texture area. The neighborhood block of $w \times w$ size is set around each pixel in each subband. The average gray value $m_j(x, y)$ of all pixels in the neighborhood block represents the average brightness of all textures within the block. Therefore, when the gray value $Q_j(x, y)$ of the central pixel of the block is greater than the neighborhood average $m_j(x, y)$, it is considered to be in the brighter texture region in the neighborhood; conversely, if it is smaller than the neighborhood average, it is considered to be dark in the neighborhood texture area.

2. The pixel gradation value is adjusted according to the judgment result of step (1). In order to improve the contrast between the bright texture area and the dark texture area, that is, to make the bright area brighter and the dark area darker, a method of weighting the difference $Q_j(x, y) - m_j(x, y)$ between the gray value of the central pixel and the mean value of the gray in the neighborhood block is adopted.

3. A new gray value $N_j(x, y)$ is calculated, and the gray value of the original centre pixel is replaced with the new gray value. When the central pixel is in the bright region, the difference between the gray value of the point and the mean value of the gray in the neighborhood block is positive, the positive value is multiplied by a weight greater than 1 to obtain a larger positive value, which is replaced by the original gray value, and the gray value of the
point is improved; when the central pixel is in the dark area, the difference is negative, multiplying the negative value by a weighting value greater than 1 to obtain a smaller negative value. When it replaces the original gravy value, the gravy value of the point is lowered.

\[ N_j(x, y) = k \left[ Q_j(x, y) - m_j(x, y) \right]. \] (2)

The abovementioned algorithm processes the subband image, which can improve the contrast of the middle and outer film boundaries, and it is an enhancement process for performing or gaining or attenuating the gravy value of each pixel, so that the image is enhanced while not being missed.

### 3.3.3. Performing DFB Reconstruction on Each Subband Image after Enhancement and Performing Histogram Equalization on the Reconstructed Image.

DFB reconstruction is performed on each subband image \( N_j \) \((j = 1, 2, 3, 4)\) after enhancement. After reconstruction, the gravy level of the image \( G \) is concentrated in a narrow intermediate area, and the gravy-level dynamic range is narrow, resulting in a low contrast and brightness of the entire image. In this paper, the histogram equalization algorithm is used to nonlinearly stretch the image, redistribute the pixel values, adjust the gravy level range to uniform distribution, increase the global contrast of the image, and obtain the final enhanced image \( H \) [30–32].

### 3.4. Combined with Image Enhancement in Intravascular Ultrasound- Epicardial Edge Detection.

A heuristic map search algorithm was used in the previous section to obtain the midadventives edge. The image under enhanced polar coordinates is treated as a connected graph. The gravy value of each pixel represents the cost of the nodes in the cost matrix [33–36]. The proposed algorithm is divided into two parts:

(a) Image enhancement
(b) Edge detection

The sum of the values of all nodes on a complete path is the sum of the costs of the path of all possible paths; the accumulated cost and the largest or smallest path are the optimal edges of the target. The flowchart of the proposed algorithm is shown in Figure 6.

1. The enhanced image \( H \) is converted to the image \( I \) in polar coordinates. The point \((x_0, y_0)\) of the catheter centre position of the enhanced image \( H \) is the origin of the polar coordinate system (determined by the IVUS imaging device, the centre of the catheter in the original image is always at the centre coordinate position of the image, so the centre point of the catheter is set to the pole point in this paper, the origin of the coordinate system); the angular direction samples \( M \) points according to the sampling rate \( \theta = 2\pi/(M - 1) \); the radial sampling \( N \) points according to the sampling rate \( C \) and the information lost during the discretization and transformation is recovered by bilinear interpolation. After the polar coordinate transformation, the approximately circular closed contour becomes a

---

**Figure 3**: DFB implementation structure diagram and band decomposition diagram.

**Figure 4**: Sampling network corresponding to sampling matrix \( Q_0, Q_1 \).
horizontal edge line, which meets the requirement of searching by column in rows of rows in a minimum cost method.

(2) The minimum cost and matrix are calculated. The first column element retains the original value, starting with the second column, looking for the minimum value in the neighbourhood of the previous column of each row element of the column. The previous column neighbourhood here refers to the 3 pixels (the first row and the last row of two pixels) adjacent to the element in the previous column.

(3) The sum of the original value of the element and the minimum value of the neighbourhood of the previous column found in step (2) is taken as the new value of the position element.

(4) Steps (2) and (3) are repeated until the element values (except the first column) at each coordinate point of the matrix are updated, thereby obtaining a minimum cost and matrix Q.

(5) From the cost and matrix Q obtained in step (4), the minimum value from each element in the last column is found and the coordinate point position is recorded.

(6) The minimum value in the neighbourhood of the previous column of the position of the element obtained in step (5) is found, and the coordinate point position is recorded thereof.

(7) The reverse search of step (6) is repeated until the corresponding minimum value of the first column is found. The recorded coordinate point position is the minimum cost and path sought.

4. Experimental Results and Analysis

The effectiveness and accuracy of the proposed algorithm are verified by the image enhancement effect and the midadventive edge detection effect. The experimental data was obtained from a clinical IVUS image provided by the Leiden University Medical Centre in the Netherlands. The imaging system operates at a frequency of 40 MHZ. A 600-frame IVUS image with a size of 500 × 500 and a gravy level of 256 was randomly selected from the library (including 86 images of the vessel branch image and 443 images containing the plaque, containing both the vessel branch and the plaque image, 26. There were 97 images without plaque and no vascular branches), and it participated in the experiment. The experiment was implemented on the matlab2010b platform.

4.1. Enhancement Effect. The algorithm of this paper and the existing algorithm [37, 38] are used to enhance the extracted 600 frames, and the enhancement effect on IVUS images is analysed from both qualitative and quantitative aspects. The author believes that when calculating gradients and Laplacian operators in diffusion equations, larger-scale templates with more neighbourhood pixels are used. More accurate data can be obtained, and in order to increase the visual effect of the ultrasound image, a nonquadratic regularization factor is added to the diffusion equation. This algorithm has a better enhancement effect on ultrasound images with simple tissue and lesion structure. The experiment uses a 24-neighbor template, and the parameters are set according to empirical values. In the algorithm of this paper, the value of k in equation (2) will affect the gravy distribution range of the image: if the value of k is too large, the grayscale distribution of the image after the enhancement is wide, which is inconvenient for subsequent processing; if k used is small, it cannot effectively improve the image contrast. The size of the neighbourhood block w × w affects the judgment of the texture area (light texture area or dark texture area) of the central pixel. In order to achieve the purpose of enhancing the edge, the side length w should be larger than the width of the middle-outlet film edge. Three or four texture sizes are taken. According to some sample test results statistics and clinician experience, the algorithm parameters in this paper take $k = 2; w = 15$.

Figure 7 is a result of extracting a typical IVUS original image of the presence of fibrous plaques, calcified plaques, mixed plaques, and vascular branches from the obtained results and enhanced result images using the existing algorithm and the proposed algorithm. Comparing Figure 7(a), it can be found that, for the image containing fibre plaque, the existing algorithm [37] enhances the contrast between the bright and dark areas, but the degree of blurring of the detail texture in the image increases, and the clock is visible. The interface between the small plaque and the media at 8 o'clock is not clear. The visual effect of the posterior tissue at the 2 o'clock direction is not as good as the algorithm. As can be seen from Figure 7(b), the existing algorithm cannot enhance the calcification plaque, attenuated echo area (clock 1 to 4 o'clock); as can be seen from Figure 7(c), the existing algorithm cannot enhance the echo zone affected by mixed plaques with uneven reflection (clock 1 to 5 o'clock direction), and the interface between the small plaque and the middle membrane is blurred (clock 7 to 9 o'clock direction). However, the enhancement algorithm of this paper...
can enhance the weak echo region which is attenuated behind the calcified plaque to the naked eye, and the complex and uneven echo zone brought by the mixed plaque can be enhanced to be clearly distinguishable, which greatly reduces the complexity.

Various image enhancement parameters such as edge enhancement, detail energy, sharpness, contrast, and information entropy of the image are used to quantify the enhancement effects of the IVUS image, as shown in Table 1. Among them, the 600 image frames of images are utilized for experiment, and then, the average value was obtained.

The values of the performance parameters obtained by the proposed technique are better which shows the enhanced quality of the image.

4.2. Edge Detection Effect. For the 600 frames of images extracted, the algorithm was used to perform the midouter film edge detection on the experimental images. In order to verify the effectiveness of the proposed algorithm for edge detection, the enhancement algorithm proposed by Song and Zhang is used to replace the enhancement algorithm for comparison experiments. At the same time, to verify the accuracy of the edge detection of the whole algorithm, the algorithm as proposed by Song and Zhang 2015 is also introduced for comparison. The midadventitial edge of the doctor with clinical experience was used as the standard to evaluate the effect of the algorithm on the detection of the midadventitial edge from both qualitative and quantitative aspects. In the experiment, the whole sample was divided into three groups: an image containing a blood vessel branch, an image containing a plaque, and an image that contained neither of them. The middle-out film edge was detected by three algorithms for each image in each group in the existing algorithm [37], and the initial contour is set near the edge of the real intimal.

The algorithm is more accurate for the detection of plaques containing plaques, calcified plaques, mixed plaques, and images containing blood vessels. It can be seen from the figure that the cost matrix obtained based on the enhanced algorithm can not only overcome the influence of fibre plaque but also can effectively enhance the complex low echo region brought by hard plaque and mixed plaque. The correct edge is detected. In addition, the midadventitial edge can be accurately detected for IVUS images with branching [26, 28].

Comparative observations show that the midouter edge obtained by the algorithm is closest to the doctor's tracing results. Table 2 is the correct rate statistics of the results for the whole experimental sample, which is introduced by the curve similarity. When the similarity between the test result and the doctor’s trace edge curve is greater than 0.7, the test result is considered correct; otherwise, it is considered that the test result is incorrect (parameter \( z = 2 \)).

4.3. Comparison with the State-of-the-Art Techniques. The results obtained from the proposed technique are compared with the state-of-the-art techniques to show the performance of the proposed technique. The image enhancement parameters such as edge enhancement, detail energy, sharpness, contrast, and information entropy of the image are compared with the existing techniques, as in Table 3. The abovementioned parameters were calculated for the original image, the enhanced image of the existing algorithm [37], and the enhanced image of the proposed algorithm, and then, the average values were obtained.

It can be seen from Table 3 that both the algorithm previously proposed by Song and Zhang and the proposed technique improve the richness and clarity of the edges (high edge energy) and the contrast of the image. However, the former enhances the detail information of the image which is not obvious (from the low detail energy enhancement and the low information entropy can be seen), and the enhancement of the image clarity is not large. The algorithm of this paper has been greatly improved in the abovementioned aspects, which shows that the algorithm improves the sharpness and contrast of the image while enhancing the edge and detail information. In addition, the algorithm in this paper causes a certain lack of information, which is because the direction filter group

![Figure 6: Flowchart of the proposed algorithm.](image)
inevitably causes the loss of image information during the sampling and interpolation process. The values of the performance parameters of the original image, enhanced images obtained by existing technique, and the proposed technique are represented in Figure 8. The graphical representation shows that the image quality enhanced by the proposed technique is better as compared to the existing technique.

The performance of the proposed technique is compared with that of the existing technique in terms of different performance parameters, and the percentage improvement is represented graphically in Figure 9. It is clear from the figure that the proposed technique outperforms the existing technique by 32.54%, 75.30%, 21.19%, 21.26%, and 11.10% in terms of edge energy, detail energy, sharpness, contrast, and information entropy, respectively.

The comparison of the proposed technique is carried out with other existing image enhancement algorithms, as tabulated with Table 4. Comparative observations show that the midouter edge obtained by the algorithm is closest to the doctor’s tracing results. Table 4 is the correct rate statistics of

| Parameters                | Original image | Proposed algorithm |
|---------------------------|----------------|--------------------|
| Edge energy               | 0.0035         | 0.0255             |
| Detail energy             | 0.0058         | 0.0243             |
| Sharpness                 | 0.0715         | 0.1137             |
| Contrast                  | 0.0314         | 0.1326             |
| Information entropy       | 6.5321         | 5.6739             |

| Parameters                           | Proposed |
|--------------------------------------|----------|
| Plaque-containing image              | 89.39    |
| Vascular branch image                 | 93.02    |
| No vascular branches or plaque images | 95.88    |
| Total correct rate                    | 92.76    |

Figure 7: Image enhancement comparison experiment results.

Table 1: Average values of various image enhancement parameters.

Table 2: Correct rate statistics of the results for the whole experimental sample.
the results of the three experimental algorithms for the whole experimental sample, which is introduced by the curve similarity: When the similarity between the test result and the doctor’s trace edge curve is greater than 0.7, the test result is considered correct; otherwise, the test result is considered incorrect (parameter $z = 2$).

Comparative results of the proposed technique and other existing techniques are graphically represented, as shown in Figure 10. Trend of the results obtained by the proposed technique and Song and Zhang is the same, but the proposed technique performs better as cleared from Figure 10.

**Table 3: Comparison with the existing technique.**

| Parameters       | Original image [37] | Algorithm |
|------------------|---------------------|-----------|
| Edge energy      | 0.0035              | 0.0172    | 0.0255    |
| Detail energy    | 0.0058              | 0.006     | 0.0243    |
| Sharpness        | 0.0715              | 0.0896    | 0.1137    |
| Contrast         | 0.0314              | 0.1044    | 0.1326    |
| Information entropy | 6.5321            | 5.0436    | 5.6739    |

**Figure 8:** Performance parameters of the original image and enhanced images obtained by the existing technique and the proposed technique.

**Figure 9:** Percentage improvement of the proposed technique over the existing techniques.
Table 4: Comparison of the correct rate of the outer membrane detection in the three algorithms.

|                                | [37] | [20]   | Proposed |
|--------------------------------|------|--------|----------|
| Plaque-containing image        | 79.01| 85.78  | 89.39    |
| Vascular branch image          | 84.88| 75.58  | 93.02    |
| No vascular branches or plaque images | 87.63| 94.85  | 95.88    |
| Total correct rate             | 83.84| 85.4   | 92.76    |

Figure 10: Comparative results of the proposed technique.

Figure 11: Percentage improvement of the proposed technique.
The performance of the proposed technique is also presented in terms of percentage improvement, as shown in Figure 11.

The proposed technique outperforms the existing technique proposed by Song and Zhang by 8% to 11%. The results of the proposed technique are 1% to 8% better than the existing technique that is proposed by Smith et al. It can be seen that the researchers will apply this approach for solving the real-life complex problems also [39–58].

5. Conclusions
This paper proposed a midadventure edge detection algorithm for cardiovascular ultrasound images combined with air-frequency-domain enhancement. The algorithm effectively combines the directional filtering in the frequency domain with the neighborhood enhancement and histogram enhancement of the spatial domain and overcomes the defects of the spatial image enhancement algorithm, the fuzzy image detail, and the frequency-domain enhancement algorithm to reduce the image contrast and then the enhancement result as a cost. The matrix performs a graph search to find the minimum cost and path that represent the midouter membrane edge. The experimental results show that the proposed algorithm can better overcome the influence of plaque and sound shadow on the middle-out membrane detection and can also detect the blood vessels of some special structures without manual intervention, accuracy, and robustness. The performance of the proposed technique is 32.54%, 75.30%, 21.19%, 21.26%, and 11.10% better than the existing technique in terms of edge energy, detail energy, sharpness, contrast, and information entropy, respectively. The proposed technique’s performance is better than that of the very well-known techniques that are proposed by the Song and Zhang and Smith et al. The proposed technique is 8% to 11% better as compared to Song and Zhang’s technique, and it is 1% to 8% better than the technique proposed by Smith et al.
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