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Abstract. We address a number of outstanding questions associated with the analytic properties of the universal equation of state of the φ⁴ theory, which describes the critical behavior of the Ising model and ubiquitous critical points of the liquid–gas type. We focus on the relation between spinodal points that limit the domain of metastability for temperatures below the critical temperature, i.e. \( T < T_c \), and Lee-Yang edge singularities that restrict the domain of analyticity around the point of zero magnetic field \( H \) for \( T > T_c \). The extended analyticity conjecture (due to Fonseca and Zamolodchikov) posits that, for \( T < T_c \), the Lee-Yang edge singularities are the closest singularities to the real \( H \) axis. This has interesting implications, in particular, that the spinodal singularities must lie off the real \( H \) axis for \( d < 4 \), in contrast to the commonly known result of the mean-field approximation. We find that the parametric representation of the Ising equation of state obtained in the \( \varepsilon = 4 - d \) expansion, as well as the equation of state of the \( O(N) \)-symmetric \( \phi^4 \) theory at large \( N \), are both nontrivially consistent with the conjecture. We analyze the reason for the difficulty of addressing this issue using the \( \varepsilon \) expansion. It is related to the long-standing paradox associated with the fact that the vicinity of the Lee-Yang edge singularity is described by Fisher’s \( \phi^3 \) theory, which remains nonperturbative even for \( d \to 4 \), where the equation of state of the \( \phi^4 \) theory is expected to approach the mean-field result. We resolve this paradox by deriving the Ginzburg criterion that determines the size of the region around the Lee-Yang edge singularity where mean-field theory no longer applies.
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1. Introduction

The universality of critical phenomena makes the knowledge of the equation of state of the Ising model or, more broadly, φ^4 field theory, important to the study of a wide range of phenomena [1] from Curie points in magnets and liquid–gas transitions, to the cosmologically relevant phase transition in the gauge-Higgs sector of the Standard model [2], and the phase diagram of QCD at finite density studied in heavy-ion collisions [3, 4]. Owing to universality and scaling, the equation of state sufficiently close to the critical point, i.e. in the scaling region, can be characterized by a universal function of a single argument, a scale-invariant combination of two relevant variables—the magnetic field and the temperature. Determining this function is a well-posed mathematical problem which to this day, however, remains unsolved, at least in the analytically exact sense. Nevertheless, a lot is known about the equation of state [1]. This includes celebrated exact results, such as the Onsager solution of the two-dimensional Ising model in the absence of the magnetic field [5] or the Lee-Yang theorem regarding the distribution of zeros of the partition function in the complex plane of the magnetic field variable [6, 7]. The equation of state near the upper critical dimension, d = 4, is also understood in terms of the perturbative Wilson–Fisher fixed point using the ε = 4 − d expansion [8–12]. Furthermore, there are numerous numerical studies based on the high-temperature series expansion [13, 14], perturbative field-theory expansions [15], Monte Carlo lattice simulations [16–19], the exact renormalization group [20], as well as the truncated free-fermion space approach [21].
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In this paper we focus on the analytic properties of the universal equation of state in the scaling regime near the Ising critical point as a function of a complex magnetic field $H$. Two notable facts will guide our discussion. The first is Lee and Yang’s observation that the singularities in the complex magnetic field plane terminate two (complex conjugate) branch cuts, which according to the Lee-Yang theorem [7], must lie on the imaginary axis. These branch points, or Lee-Yang edge singularities, ‘pinch’ the real axis as the temperature $T$ approaches its critical value $T_c$ from above, resulting in a singularity on the real axis at zero magnetic field—the Ising critical point. The second is the observation by Fisher that the thermodynamic singularity at the Lee-Yang edge point corresponds to the critical point in the $\phi^3$ theory [22]. The upper critical dimension of this theory is six, which means that below this dimension the critical exponent $\sigma$ that characterizes the vanishing of the discontinuity at the Lee-Yang branch point is not simply given by its mean-field value $1/2$. This includes the case $d = 4 - \varepsilon$, where the Ising equation of state is believed to be described by mean-field theory with corrections suppressed by $\varepsilon$. Here, we address the apparent contradiction between the conclusions of Fisher’s analysis and the $\varepsilon$ expansion around $d = 4$.

Analyticity of the equation of state allows one to connect high- and low-temperature domains near the critical point [23, 24]. In particular, using the mean-field equation of state one can show that the Lee-Yang edge singularities, which reside on the imaginary magnetic field axis, are analytically connected to singularities that limit the domain of metastability—so-called spinodal singularities [25–27]. The latter reside on another Riemann sheet reachable by analytic continuation through the branch cut along the real magnetic field axis, describing the first-order phase transition at zero magnetic field. The position of these singularities on the real axis, however, is an artifact of the mean-field approximation. In fact, in $4 - \varepsilon$ dimensions the position of the spinodal point shifts into the complex plane by an amount of order $\varepsilon^2$. We analyze this phenomenon in the framework of the $\varepsilon$ expansion employing parametric representations of the equation of state [28–31]. Our goal is to confront the extended analyticity conjecture advanced by Fonseca and Zamolodchikov [21], which states that the complexified spinodal point is the nearest singularity to the real axis of the magnetic field.

We point out that our analysis is not complete, since the $\varepsilon$ expansion fails to capture certain nonperturbative aspects of the universal Ising equation of state, most notably the Langer cut [32]. However, as we shall see, other important questions can nevertheless be addressed within such an approach. One has to bear in mind also that our results apply to the scaling region where the universal behavior is observed. However, many of the conclusions, such as those pertaining to the Langer cut, associated metastability and the shift of the spinodal point into the complex $H$-plane due to fluctuations should, arguably, remain true outside the scaling region.

We hope that the insights our study provides will contribute to a more complete picture of the $\phi^4$ theory. In particular, our work could help develop better parametrizations of the equation of state by taking into account its correct analytic properties. The knowledge of the complex singularities of the equation of state is also important for determining the position of the QCD critical point using lattice Taylor expansion methods [33].

The outline of this article is as follows: In section 2 we review the properties of the mean-field equation of state of the scalar $\phi^4$ theory, and introduce the Lee-Yang edge
singularities with their low-temperature image—the spinodal points. Next, in section 3, we discuss the limitations of the mean-field approximation. In particular, we derive the Ginzburg criterion which quantifies the breakdown of mean-field theory near the Lee-Yang edge singularities. Thereafter, in section 4, we employ the $\varepsilon = 4 - d$ expansion and examine the nature of the complex-field singularities in the framework of parametric representations of the Ising equation of state. In section 5 we consider the same problem from the point of view of the $O(N)$-symmetric $\phi^4$ theory in the large-$N$ limit. In the concluding section, section 6, we summarize our findings. We argue that they are consistent with the extended analyticity conjecture put forward by Fonseca and Zamolodchikov and discuss the difficulty of establishing the latter rigorously in the $\varepsilon$ expansion.

2. Critical equation of state and the mean-field approximation

The scalar $\phi^4$ theory in $d$ dimensions can be defined by the Euclidean action (or, depending on the context, the Hamiltonian divided by temperature)

$$S = \int d^d x \left[ \frac{1}{2} (\partial_\mu \phi)^2 + \frac{r_0}{2} \phi^2 + \frac{u_0}{4!} \phi^4 - h_0 \phi \right]. \quad (2.1)$$

The expectation value of the field $\phi$, $\langle \phi \rangle$, can be found by differentiating the logarithm of the partition function (free energy) with respect to $h_0$. The relation between the expectation value $\langle \phi \rangle$ and the bare parameters $r_0$ and $h_0$ (and, generally, also $u_0$ as well as the ultraviolet cutoff) defines the equation of state.

More specifically, we are interested in the critical point of this theory, i.e. the point in the parameter space where the correlation length $\xi$, measured in units of the cutoff scale, diverges. This point can be reached at $h_0 = 0$, by tuning $r_0 \to r_c$ for any given $u_0$. In fact, below the upper critical dimension, i.e. $d < 4$, the effective coupling runs into an infrared (IR) fixed point, the Wilson–Fisher fixed point [34] and, as a result, the dependence on the coupling $u_0$ and the cutoff disappears—the equation of state becomes a relation between three variables: $\langle \phi \rangle$, $h_0$, and $r_0$.

The critical $\phi^4$ theory provides a universal description of critical phenomena in many physically different systems such as liquid–gas or binary fluid mixtures or spin systems such as uniaxial ferromagnets. For the latter, the parameter $h_0$ can be mapped onto the applied external magnetic field, i.e. $h_0 \sim H$, while

$$t \equiv r_0 - r_c, \quad (2.2)$$

is proportional to the deviation of the temperature from the critical (Curie) point, i.e. $t \sim T - T_c$.

In terms of conveniently rescaled variables $\Phi = \sqrt{u_0/6} \phi$ and $H = \sqrt{u_0/6} h_0$, the action equation (2.1) takes the form

$$S = \frac{6}{u_0} \int d^d x \left[ \frac{1}{2} (\partial_\mu \Phi)^2 + V(\Phi) \right], \quad (2.3)$$

with the potential
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\( V(\Phi) = \frac{r_0}{2} \Phi^2 + \frac{1}{4} \Phi^4 - H \Phi. \) \hspace{1cm} (2.4)

It is clear from equation (2.3) that for small \( u_0 \) fluctuations are suppressed and the path integral defining the partition function of the theory can be evaluated in the saddle-point, or mean-field, approximation. In this approximation the expectation value of the field, \( \langle \Phi \rangle = M \), is a coordinate-independent constant that minimizes the potential (2.4), i.e.

\[ V'(M) = -H + r_0 M + M^3 = 0. \] \hspace{1cm} (2.5)

The correlation length \( \xi \) is defined in terms of the second derivative of the (effective) potential \( V \) at its minimum and, in the mean-field case, it is given by

\[ \xi^{-2} = V''(M) = r_0 + 3M^2. \] \hspace{1cm} (2.6)

The Ising critical point, \( \xi \to \infty \), is reached at \( H = M = r_0 = 0 \), and therefore

\[ t = r_0. \] \hspace{1cm} (2.7)

The implicit (multivalued) function \( M(t, H) \) defined by equation (2.5) represents the mean-field equation of state of the \( \phi^4 \) theory (or Ising model).

It is clear from equation (2.6) that above the critical temperature of the Ising model, i.e. for \( t = r_0 > 0 \), the correlation length is finite for all real values of \( H \). However, solving for \( V'(M) = V''(M) = 0 \), we find points on the imaginary axis, where \( \xi \to \infty \) for \( t > 0 \):

\[ M_{LY} = \pm \frac{1}{\sqrt{3}} i t^{1/2} \quad \text{and} \quad H_{LY} = \pm \frac{2}{3\sqrt{3}} i t^{3/2}. \] \hspace{1cm} (2.8)

For \( t > 0 \), these branch points of \( M(H) \), known as Lee-Yang (LY) edge singularities, terminate cuts that lie on the imaginary \( H \) axis (according to the Lee-Yang theorem [6, 7]). They pinch the real \( H \) axis as the temperature \( T \) approaches its critical value \( T_c \), i.e. \( t \to 0 \).

On the other hand, below the critical temperature, \( t < 0 \), the mean-field approximation predicts that the correlation length, given by equation (2.6), diverges at real
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\caption{(a) The mean-field Ising equation of state \( M(H) \) and (b) the corresponding effective potential \( V(M) \) at \( H = 0 \) in the low-temperature phase \( (T < T_c) \). The analytic continuation of the stable branch (dashed curve) is bounded by the spinodal points (red). The straight line connecting the two minima of the effective potential is determined by the Maxwell construction.}
\end{figure}
values of $M$ and $H$. These so-called spinodal points are located on the metastable branch and limit the domain of metastability [25–27], as shown in figure 1.

An important property of the critical equation of state is scaling [25, 35]: The relation between $M$, $t$, and $H$ is invariant under simultaneous rescaling of these variables according to their scaling dimensions

$$t \to \lambda t, \quad H \to \lambda^{\beta \delta} H, \quad \text{and} \quad M \to \lambda \beta M,$$

(2.9)

where $\beta$ and $\delta$ are standard critical exponents. The mean-field equation of state in equations (2.5) and (2.7) scales with exponents

$$\beta = \frac{1}{2} \quad \text{and} \quad \delta = 3 \quad \text{(mean field)}.$$

(2.10)

Scaling implies that the equation of state can be expressed as a relation between only two scaling-invariant variables. Depending on the choice of these variables it may be represented in several different ways. For example, we may express the equation of state in the Widom scaling form [35]

$$y = f(x), \quad \text{with} \quad x \sim t M^{-1/\beta} \quad \text{and} \quad y \sim H M^{-\delta},$$

(2.11)

where symbols ‘$\sim$’ reflect arbitrary normalization constants which can be chosen to bring the function $f(x)$ into canonical form. Here, we express the mean-field scaling function $f(x)$ as

$$f(x) = 1 + x,$$

(2.12)

with the scaling-invariant variables defined as

$$x = t M^{-1/\beta} \quad \text{and} \quad y = H M^{-\delta}.$$

(2.13)

Generally, scaling is a consequence of the coupling $\lambda_0$ running into an IR fixed point.
However, the analytic properties as a function of $H$ at fixed $t$ are more manifest in another representation of the scaling equation of state

$$w = F(z), \quad \text{with} \quad w \sim H t^{-\beta \delta} \quad \text{and} \quad z \sim M t^{-\beta}. \quad (2.14)$$

Again, the normalization constants in equation (2.14) can be chosen to achieve a conventional (canonical) form for the equation of state. We choose to express the mean-field scaling function $F(z)$ in the following form

$$F(z) = z(1 + z^2), \quad (2.15)$$

with the variables

$$w = H t^{-\beta \delta} \quad \text{and} \quad z = M t^{-\beta}. \quad (2.16)$$

The inverse of the (mean-field) function $F(z)$, i.e. $z(w)$, is multivalued and has three Riemann sheets associated with the high- and low-temperature regimes of the mean-field equation of state. The principal sheet, which represents the equation of state $M(H)$ for $t > 0$, features two branch points. They are located on the imaginary axis in the complex $w$ plane

$$w_{LY} = \pm \frac{2i}{3\sqrt{3}}, \quad (2.17)$$

and correspond to the Lee-Yang edge singularities at imaginary values of the magnetic field $H$, see equation (2.8).

Going under either one of the associated branch cuts, e.g. by following the path shown in figure 2, one arrives on the secondary sheet, which corresponds to the metastable branch of the equation of state at $t < 0$. The same branch point in equation (2.17) viewed from this sheet represents the spinodal point located at real negative $H$. To arrive on the stable $t < 0$ branch, i.e. $H > 0$, one has to follow the circular path further in the anticlockwise direction, as shown in figure 2 (right). We conclude that, in the mean-field approximation, the spinodal points and the Lee-Yang edge singularities are manifestations of the same singularities of the scaling equation of state $z(w)$.

3. Beyond the mean-field approximation

The mean-field approximation relies on the smallness of the coupling $u_0$. This is justifiable for $d \geq 4$, where the coupling runs into the Gaussian IR fixed point and becomes arbitrary small as $\xi \to \infty$. For $d < 4$, the Wilson–Fisher (WF) fixed-point value of the coupling, $u_{0WF} = O(\varepsilon)$, is also small as long as $\varepsilon = 4 - d \ll 1$. However, for the most interesting case $d = 3$ the theory is nonperturbative and we cannot rely on the mean-field approximation. We would like to address the following question: What happens with the spinodal points and Lee-Yang edge singularities in this case? We shall begin with general considerations and later consider the case of small $\varepsilon$.  
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3.1. Langer cut and Fonseca–Zamolodchikov conjecture

According to the Lee-Yang theorem [6, 7] the singularities of the Ising model, and thus, by universality, of the $\phi^4$ theory, must be located on the imaginary axis of $H$. Thus the result of the mean-field theory that the Lee-Yang edge singularities (and their associated cuts) are on the imaginary axis holds in general. What happens to the spinodal singularities away from mean-field? As we discussed, the scaling equation of state $z(w)$ describes both high- and low-temperature branches of $M(H)$, which correspond to primary and secondary Riemann sheets of the variable $w$. The Lee-Yang edge singularities are described by $w_{LY}$, which lie on the imaginary $w$ axis because $w \sim H t^{-\beta \delta}$ and for $t > 0$ the value of $H$ at the singularity, $H_{LY}$, is imaginary. Thus analyticity and scaling imply that there must also be singularities on the low-temperature branch $t < 0$, at values of $H$ given by:

$$H_{sp} \sim w_{LY} t^{\beta \delta} = \mp |w_{LY}|^{1/2} |e^{\pm \text{i} \pi (\beta \delta - 3/2)}| t < 0,$$

where the different signs correspond to the two (complex conjugate) values of $w_{LY}$ and to the two possible directions of rotation from $t$ to $-t = e^{\pm \text{i} \pi t}$. Thus, in general, the spinodal points $H_{sp}$ are displaced from the (negative) real $H$ axis by a phase

$$\Delta \phi = \pi \left( \beta \delta - \frac{3}{2} \right),$$

where $\beta \delta > 3/2$ below the upper critical dimension, i.e. for $d < 4$ (see equation (4.3)), and $\beta \delta = 3/2$ for $d \geq 4$.

In order to understand the position of the points described by equation (3.1) it is important to take into account another property of the equation of state in the low-temperature domain—the Langer cut [32]. It is well-known that the Ising equation of state is weakly singular at $H = 0$ for $t < 0$, due to the presence of an essential

---

4 The theorem applies to singularities on physical stable branches of the function $M(H)$ (both below and above critical temperature) and thus cannot constrain the position of the spinodal singularities which are located on the metastable branch.
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singularity [25, 36, 37] associated with the decay of the metastable vacuum [38–40]. The rate of this decay gives the imaginary part of the free energy $F(t, H)$ for $H$ on the metastable branch at $t < 0$ and, since $M = \partial F / \partial H$, also the imaginary part of the magnetization $M(t, H)$. Near $d = 4$, it takes the form (for $w \ll 1$)

$$\text{Im} M(t, H) \sim \exp \left( -\frac{\text{const}}{u_0|w|^3} \right),$$

(3.3)
demonstrating that there is an essential singularity, which is nonperturbative in $u_0$. Not only is this singularity absent in the mean-field equation of state, but it cannot be seen at any finite order of the $\varepsilon$ expansion. The imaginary part of $M$ is discontinuous (changes sign by Schwarz reflection principle) across the real axis of $H$ on the metastable branch, which corresponds to a cut, known as the Langer cut [32].

This cut can be reached from the stable low-temperature branch ($H > 0, t < 0$) by rotating $H$ along a semicircle in the complex $H$ plane, such that $H \to -H$. Thus, its location in the complex $w$ plane should be as shown in figure 3. If we translate figure 3 into the $H$ plane, using $w \sim Ht^{-\beta}$ (with $t < 0$), we find that the spinodal point can be found under the Langer cut as shown in figure 4, assuming, of course, that we start from the stable $H > 0$ branch. It is therefore natural to expect that the spinodal singularity (which is also the Lee-Yang edge singularity) is the closest singularity under the Langer cut.

Figure 4. The Fonseca–Zamolodchikov conjecture for $t < 0$, illustrated in the complex $H$ plane. The line along the negative real $H$ axis represents the Langer cut. The second cut on the ancillary sheet is the Lee-Yang cut, which is associated with the Lee-Yang edge singularity. The latter is expected to be the nearest singularity under the Langer cut.

3.2. Lee-Yang edge singularities and Ginzburg criterion

As we discussed in section 2, the mean-field (saddle-point) approximation is controlled by the quartic coupling $u_0$. For $d < 4$, in the scaling regime, the coupling is given by the IR (Wilson–Fisher) fixed-point value of order $\varepsilon = 4 - d$. This means that the true scaling equation of state should approach the mean-field one as $\varepsilon \to 0$. However, this approach is not uniform, especially, at the Lee-Yang edge singularities, which are the focus of this study.
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The issue was first raised by Fisher, who observed that the singular behavior near the Lee-Yang point is described by a $\phi^3$ theory [22]. This theory has an IR fixed point, albeit somewhat formally, since it occurs at imaginary values of the cubic coupling. The exponents (anomalous dimensions) can be calculated by an expansion around the upper critical dimension $d = 6$ of the $\phi^3$ theory where the theory becomes perturbative in terms of $\varepsilon' = 6 - d$. However, the $\phi^3$ theory is nonperturbative in $d = 4$. In particular, the singular behavior in the vicinity of the Lee-Yang point

$$M - M_{\text{LY}} \sim (H - H_{\text{LY}})^\sigma, \quad (3.4)$$

is characterized by the exponent $\sigma \approx 0.26$ in $d = 4$ [41–44], which differs significantly from the mean-field result $\sigma = 1/2$.

We appear to be facing a paradox. On the one hand, mean-field theory should become valid as $d \to 4$. On the other hand, this approximation fails to account for the correct exponent at the Lee-Yang point in the same limit. There is no contradiction, of course. The reason that mean-field theory becomes precise for $d \to 4$ is that the importance of fluctuations diminishes as the fixed-point value of the coupling vanishes at $d = 4$. However, at any given value of $\varepsilon$ (and $t$), the magnitude of the fluctuations themselves increase as we approach the Lee-Yang points, since the correlation length $\xi$ diverges at those points. In other words, the (squared) magnitude of fluctuations is proportional to the isothermal susceptibility $M'(H)$, which diverges as $H \to H_{\text{LY}}$.

We are, therefore, led to seek a condition, similar to the Ginzburg criterion in the theory of superconductors [45], which determines how close the Lee-Yang edge singularity can be approached before mean-field theory breaks down. Even though the critical exponents, such as $\sigma$, cannot be determined reliably in the mean-field approximation, the domain of the validity of that approximation can be.

At the Lee-Yang point $H = H_{\text{LY}}$ the mean-field potential equation (2.4) takes the following form

$$V(\Phi)|_{H=H_{\text{LY}}} = \frac{t^2}{12} + \frac{1}{\sqrt{3}}it^{1/2}(\Phi - M_{\text{LY}})^3 + \frac{1}{4}(\Phi - M_{\text{LY}})^4. \quad (3.5)$$

It describes a massless $\phi^3$ theory with imaginary cubic coupling ($t > 0$). When $H \neq H_{\text{LY}}$ a quadratic (mass) term appears. Expanding in $H - H_{\text{LY}}$ we find

$$V(\Phi) = \frac{t^2}{12} + (-3t)^{1/4}(H - H_{\text{LY}})^{1/2}(\Phi - M_{\text{LY}})^2 + \frac{1}{\sqrt{3}}it^{1/2}(\Phi - M_{\text{LY}})^3 + \frac{1}{4}(\Phi - M_{\text{LY}})^4 + \ldots, \quad (3.6)$$

where we show only the leading-order contribution to each of the coefficients and the ellipsis denotes the subleading terms. From equation (3.6) we can determine the correlation length, given by equation (2.6), for small $H - H_{\text{LY}}$. The result can be written in the following scaling form

$$\xi^{-2} = t \left[ 2(-3)^{1/4}(w - w_{\text{LY}})^{1/2} + \ldots \right], \quad (3.7)$$

where $w$ and $w_{\text{LY}}$ are given by (2.16) and (2.17), respectively. This analysis relies on the mean-field approximation and, therefore, assumes that fluctuations can be neglected.

The relative importance of fluctuations is determined by the quartic coupling $u_0$, which is most evident in equation (2.3), where $u_0$ controls the applicability of the saddle-point approximation to the path integral. In $4 - \varepsilon$ dimensions, this coupling runs
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to the Wilson–Fisher fixed point in the IR, i.e. \( u_0 \to u_0^{WF} = \mathcal{O}(\varepsilon) \) and therefore a mean-field (saddle-point) analysis is justified for sufficiently small \( \varepsilon \). How small \( \varepsilon \), or \( u_0 \), should be, however, depends on the value of the scaling-invariant variable \( w \). For a generic value away from \( w_{LY} \) the condition is simply \( \varepsilon \ll 1 \). However, as \( w \to w_{LY} \) the correlation length diverges, fluctuations are enhanced, and the condition on \( \varepsilon \) becomes more restrictive.

As \( w \to w_{LY} \), the relative importance of fluctuations is controlled by the most relevant coupling, the cubic coupling \( g_3 \), which can be read off as the coefficient of the \( (\Phi - M)^3 \) term in equation (3.6), i.e. \( g_3 \sim i(u_0 t)^{1/2} \). Note that a factor \( \sqrt{u_0} \) must be included in order to restore the canonical normalization of the field, \( \Phi = \sqrt{u_0/6} \phi \). The mass dimension of the cubic coupling \( g_3 \) is \( (6 - d)/2 \) and thus its relative importance is determined by the dimensionless combination \( \tilde{g}_3 \equiv g_3 \xi^{(6-d)/2} \) which, according to equation (3.7), is given by

\[
\tilde{g}_3 \sim \tilde{u}_0^{1/2} |w - w_{LY}|^{-(6-d)/8} + \ldots,
\]

where \( \tilde{u}_0 \equiv u_0 t^{(d-4)/2} = u_0^{-\varepsilon/2} \). The mean-field analysis is applicable near the Lee-Yang edge singularity only as long as \( \tilde{g}_3 \ll 1 \). For \( 0 < \varepsilon \ll 1 \), this yields the following requirement

\[
|w - w_{LY}| \gg \varepsilon^2,
\]

where we replaced \( u_0 \) with its IR fixed-point value \( u_0^{WF} \sim \varepsilon \). equation (3.9) is the Ginzburg criterion that determines the size of the critical region around the Lee-Yang point. Inside this region the mean-field approximation breaks down and the correct scaling near that point is given by the fixed point of the \( \phi^3 \) theory, which is nonperturbative in \( d = 4 \). One can also say that a typical condition for the mean-field approximation to apply, \( \varepsilon \ll 1 \), is not sufficient near the Lee-Yang points, where a stronger condition becomes necessary: equation (3.9).

It is instructive to consider also the case \( 4 < d < 6 \). The critical behavior simplifies as the scaling is now controlled by the Gaussian IR fixed point. However, we cannot simply set the coupling \( u_0 \) to zero since the action becomes singular in this limit (see equation (2.3)). In other words, for \( d > 4 \), the coupling \( u_0 \) is a dangerously irrelevant variable [46]. In this case the equation of state depends on \( u_0 \) in addition to the variables \( t \) and \( H \). Repeating the arguments leading to equation (3.8) we conclude that, for \( 4 < d < 6 \), no matter how small the coupling \( u_0 \) is, the mean-field approximation will break down sufficiently close to the Lee-Yang point with the Ginzburg criterion given by

\[
|w - w_{LY}| \gg (\tilde{u}_0)^{4/(6-d)}.
\]

Finally, for \( d \geq 6 \) the variable \( w \) is not constrained by the Ginzburg criterion, and the condition \( \tilde{u}_0 \ll 1 \) is sufficient for mean-field theory to apply for all \( w \). This corresponds to the fact that \( d = 6 \) is the upper critical dimension of the \( \phi^3 \) theory, and the exponent \( \sigma \) in equation (3.4) takes the mean-field value \( 1/2 \) for \( d \geq 6 \) in accordance with [22].

---

5 The basic idea of the Ginzburg criterion is to compare the tree-level amplitude, or coupling, \( g_3 \) in our case, to the one-loop contribution. The latter stems from a triangle diagram, which is IR divergent when \( \xi \to \infty \). By counting dimensions (\( 4^d \) from the loop integral and \( k^d \) from the denominators) it is easy to see that the loop integral diverges as \( \xi^{d-4} \). Thus, we need to compare \( g_3 \) to \( (g_3)^{d-4} / \xi^{d-4} \), or equivalently \( g_3 \xi^{d-4} \) to 1.
4. Singularities in the $\varepsilon$ expansion

4.1. Critical equation of state at $d = 4 - \varepsilon$

In this section we shall review the known results on the $\varepsilon$ expansion of the equation of state relevant for our discussion.

Since the fixed-point value of the coupling $u_0$ is small near $d = 4$, the equation of state can be calculated perturbatively in $\varepsilon = 4 - d$ [8–12]. In terms of the rescaled variables $t$, $M$, and $H$, one finds to order $\varepsilon^2$ [10, 11]

\[
\frac{H}{M} = t + \frac{u}{8} r \left[1 + \ln(r) - \frac{\varepsilon}{4} \ln^2(r)\right] - \frac{u^2}{64} r \left[4 + \pi^2 - 8\lambda - \ln^2(r)\right] + M^2 \left\{1 - \frac{3}{32} u^2 \left[6 + \frac{1}{2} \pi^2 - 4\lambda + 3 \ln(r) + \frac{1}{2} \ln^2(r)\right]\right\},
\]

which reproduces the mean-field equation of state equation (2.5) with equation (2.7) when $u \to 0$. Here, the parameter $u$ denotes the (Wilson–Fisher) fixed-point value of the conveniently normalized quartic coupling, i.e.

\[
u = u_0^{WF} \frac{S_d}{(2\pi)^d} \frac{\pi \varepsilon}{\sin(\pi \varepsilon/2)} = \frac{4}{3} \varepsilon \left(1 + \frac{7}{54} \varepsilon\right) + O(\varepsilon^3),
\]

where $S_d$ is the area of the unit sphere in $d$ dimensions and $\lambda = (1/9) (3\Psi'(1/3) - 2\pi^2)$ involves the first derivative of the digamma function $\Psi(z) = d/dz \ln \Gamma(z)$. The inverse isothermal susceptibility $r = (\partial H/\partial M)_t$ is a function of the variables $t$ and $M$, i.e. $r = r(t, M)$, and therefore equation (4.1) constitutes a relation between $t$, $M$, and $H$.

As mentioned in section 1, in the scaling region, equation (4.1) can be written in a scaling form, in terms of scale-invariant combinations of two relevant variables. Among various choices it is more convenient for our work to write equation (4.1) in terms of the scaling variables $w \sim H t^{-\beta\delta}$ and $z \sim M t^{-\beta}$, i.e. $w = F(z)$. Expressing the critical exponents $\beta$ and $\delta$ to order $\varepsilon^2$, the ‘gap’ exponent is given by

\[
\beta\delta = \frac{3}{2} + \frac{1}{12} \varepsilon^2 + O(\varepsilon^3),
\]

and the series expansion in $\varepsilon$ of the scaling function $F(z)$ reads

\[
F(z) = F_0(z) + F_1(z)\varepsilon + F_2(z)\varepsilon^2 + O(\varepsilon^3),
\]

with

\[
F_0(z) = z + z^3,
\]

\[
F_1(z) = \frac{1}{6} \left[-3z^3 + (z + 3z^3) L(z)\right],
\]

\[
F_2(z) = \frac{1}{648} \left[-150z^3 + 2(25z - 6z^3) L(z) + 9(z + 9z^3) L^2(z)\right].
\]

While the equation of state is known to order $\varepsilon^4$ [10–12], for our purposes it is sufficient to consider only contributions up to order $\varepsilon^2$. We comment on some features specific to the $\varepsilon^4$ result (in particular related to parametric representation of the equation of state) in appendix B.
and \( L(z) = \ln [1 + 3z^2] \).\(^7\) Note that the mean-field equation of state (2.15) is recovered in the limit \( \varepsilon \to 0 \). Here, the normalization of the scaling variables \( w \) and \( z \) in equation (2.14) is chosen in such a way that the two lowest order terms in the Taylor expansion

\[
F(z) = z + z^3 + \sum_{n=2}^{\infty} F_{2n+1} z^{2n+1},
\]

(4.6)

are fixed and coefficients \( F_{2n+1} = O(\varepsilon) \), for all \( n \geq 2 \).

Since the singularities of the equation of state are associated with a diverging correlation length, the equation of state must be analytic away from the Ising critical point located at \( t = M = H = 0 \). Thus, if any one of these parameters is set to a nonzero value, the relation between the other two must be analytic. This translates into the following two properties of \( F(z) \) often referred to as Griffiths’ analyticity [48]. First, for fixed \( t > 0 \), we find that \( F(z) \sim H \) is an analytic function of \( z \sim M \) in the vicinity of \( z = 0 \), which should also be odd under reflection \( H \to -H \) and \( M \to -M \). This is easily seen in the explicit expressions for \( F(z) \) in equation (4.5). Second, for fixed \( M > 0 \) we find that the function \( z^{-\beta} F(z) \sim H \) must be an analytic function of the variable \( z^{-1/\beta} \sim t \) in the vicinity of \( t = 0 \) \( (z = \infty) \). The behavior of \( F(z) \) at large \( z \) is not manifest in equation (4.5) since the \( \varepsilon \) expansion of this function does not converge uniformly, due to the presence of large logarithms.

In this case, it is better to introduce the scaling variables \( x \sim t M^{-1/\beta} \) and \( y \sim H M^{-\delta} \) (as in equation (2.11)), and express the equation of state equation (4.1) as the Widom scaling function \( y = f(x) \) [15], whose \( \varepsilon \) expansion is convergent when \( x \to 0 \) (corresponding to \( z \sim x^{-\beta} \to \infty \)). However, in this representation the analyticity at large \( x \) (corresponding to small \( z \)) is obscured, again due to lack of convergence of the \( \varepsilon \) expansion.

Thus it would be useful to have a representation of the equation of state where the analyticity is manifest in both regimes, i.e. a representation for which the \( \varepsilon \) expansion converges uniformly. The so-called parametric representations [28, 29], reviewed below, are designed to fulfill this requirement.

### 4.2. Parametric equation of state

As we discussed in the previous section, the problem with representations using the pairs of scaling variables such as \( w \) and \( z \), or \( y \) and \( x \), is that the two points \( z = 0 \) and \( x \sim z^{-1/\beta} \to 0 \), where each of them is analytic, correspond to infinitely separated points \( z = 0 \) and \( z = \infty \) and similarly for \( x \). This problem can be addressed by introducing a new scaling variable, \( \theta \), by means of a nonlinear variable transformation \((t, M) \to (R, \theta)\):

\[
t = R k(\theta),
\]

(4.7)

\[
M = R^\beta m(\theta),
\]

(4.8)

\(^7\) Note at the Lee-Yang point, the argument of the logarithmic function vanishes. An imaginary part, which is analyzed by Weinberg and Wu [47], develops when the argument is negative and is associated with the cut terminating at the Lee-Yang edge singularity.
with analytic functions \( k(\theta) \) and \( m(\theta) \), chosen such that the two points \( x \sim tM^{-1/\beta} = 0 \) and \( z \sim Mt^{-\beta} = 0 \) are placed at positions \( \theta = 1 \) and \( \theta = 0 \), respectively. The simplest choice satisfying these conditions is

\[
k(\theta) = 1 - \theta^2 \quad \text{and} \quad m(\theta) = \bar{m}\theta,
\]

also known as the linear parametric model (LPM) [28, 30]. Here, \( \bar{m} \) is a normalization constant, which can be chosen to bring the equation of state into canonical form (e.g. see equation (4.6)).

In the parametric representation, the equation of state becomes a relationship between \( H \) and the parameters \( R \) and \( \theta \), i.e.

\[
H = R^{\beta \delta} h(\theta),
\]

where \( h(\theta) \) is an odd function of \( \theta \) (since \( \theta \sim M \) is an odd variable under reflection \( M \rightarrow -M, H \rightarrow -H \)).

While \( R \) scales as the reduced temperature \( t \), the variable \( \theta \) is invariant under rescaling in equation (2.9). Therefore, the scaling variables \( w \) and \( z \) can be expressed in terms of \( \theta \) alone, i.e.

\[
z \sim Mt^{-\beta} \sim \theta(1 - \theta^2)^{-\beta} \quad \text{and} \quad w \sim Ht^{-\beta \delta} \sim h(\theta)(1 - \theta^2)^{-\beta \delta}.
\]

Inserting these expressions into the equation of state \( w = F(z) \) one can determine the function \( h(\theta) \) (as well as the normalization constant \( \bar{m} \)) order by order in the \( \varepsilon \) expansion [15].

In this section, we shall carefully examine the parametric representation obtained by matching equation of state to order \( \varepsilon^2 \). Our goal is to determine the location of singularities and their uncertainty due to higher orders of \( \varepsilon \) expansion. To focus on relevant features we present the results in the minimal form necessary for the argument, and collect explicit expressions needed for the derivation in appendices A and B.

It is known that to order \( \varepsilon^2 \) the function \( h(\theta) \) is given by a cubic polynomial \([8, 10, 11]\)

\[
h(\theta) = \tilde{h}(\theta + h_3\theta^3),
\]

where \( \tilde{h} \) is a normalization parameter. As we shall see, the number of singularities is determined by the order of this polynomial while their positions are related to the coefficient \( h_3 \) which can be determined by matching to equation of state (4.6). For \( \varepsilon = 0 \) (mean-field equation of state), \( h_3 = -2/3 \).

In order to study the dependence of our results on \( \varepsilon \) we shall expand \( h_3 \) in \( \varepsilon \). To this end we adopt the historical notation of \([10, 11, 28, 30]\) and express \( h_3 \) in terms of parameter \( b \) defined by \( h(\theta = b) = 0 \), i.e. the closest zero to \( \theta = 0 \). Obviously,

\[
h_3 = -\frac{1}{b^2}.
\]

The coefficients of the \( \varepsilon \) expansion of \( b^2 \)

---

8 Similarly, one could also use the equation of state in the form \( y = f(x) \) with the scaling variables \( x \sim \theta^{-1/\beta}(1 - \theta^2) \) and \( y \sim \theta^{-\beta}h(\theta) \) to determine \( h(\theta) \).
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Figure 5. We show the position of the two zeros $w_1$ and $w_2$ (solid points) and single pole $w_0$ (open circle) of the parametrically represented inverse isothermal susceptibility $F'(z)$ at order $O(\varepsilon^2)$ in the complex $w$ plane ($b_1 \neq 0$). Note, only the singularities in the upper half of the complex $w$ plane are shown.

\[ b^2 = \frac{3}{2} + b_1 \varepsilon + b_2 \varepsilon^2 + O(\varepsilon^2). \] (4.14)

cannot be determined by matching at order $\varepsilon^2$ (or $\varepsilon^3$ for that matter, see appendix B). It is a common choice \[10, 11\] to set $b_1 = 0$, but it is not necessary and we shall allow this parameter to have an arbitrary real value. It will be helpful for understanding the $\varepsilon$ dependence of our results.

We shall now study the singularities that arise in the linear parametric representation in order to infer the analytic properties of the scaling equation of state. Specifically, we examine the equation of state to order $\varepsilon^2$ in the form $w = F(z)$, represented parametrically using equation (4.11). This allows us to directly access the singularities in the complex $w$ plane by examining the rescaled inverse isothermal susceptibility, given by

\[ \text{rt}^{-\gamma} \sim F'(z) = \frac{w'(^{\theta})}{z'(^{\theta})}, \] (4.15)

whose zeros correspond to the branching points of the multivalued function $z(w)$.

In terms of the linear parametric representation, equations (4.7)–(4.10) and (4.12), the scaling variables $z$ and $w$ are given by

\[ z = \frac{\tilde{z} \theta}{(1 - \theta^2)^\beta} \quad \text{and} \quad w = \frac{\tilde{w}(\theta + h_3 \theta^3)}{(1 - \theta^2)^\delta}, \] (4.16)

where the normalization parameters $\tilde{z}$ and $\tilde{w}$, determined by matching the parametric model to the canonical equation of state equation (4.6) to order $\varepsilon^2$, are needed below to find the position of singularities to that order and are given by equation (A.2a). Substituting into equation (4.15) we arrive at the following expression for the inverse susceptibility

\[ F'(^{\theta}) = \frac{\tilde{w}}{\tilde{z}} (1 - \theta^2)^{-\gamma} \frac{1 + (2\beta \delta + 3h_3 - 1) \theta^2 + (2\beta \delta - 3)h_3 \theta^4}{1 - (1 - 2\beta) \theta^2}, \] (4.17)

https://doi.org/10.1088/1742-5468/aaac4a
where the scaling exponents $\beta, \gamma, \text{and } \delta$, as well as the parameters $\hbar, \bar{w}$ and $\bar{z}$ should be expanded to order $\varepsilon^2$.

If we set $\varepsilon = 0$ and use the mean-field critical exponents, $\beta = 1/2, \gamma = 1$, and $\beta\delta = 3/2$, we observe that the only zeros of $F'(\theta) = (1 - \theta^2)^{-1}$ lie at complex infinity (in the $\theta$ plane). Of course, this is consistent with the mean-field result, which is easily confirmed by examining the limit $|\theta| \to \infty$ in equation (4.16), i.e. $\lim_{|\theta| \to \infty} w(\theta) = \pm 2i/(3\sqrt{3})$, and comparing with equation (2.17).

At nonzero $\varepsilon$, however, the structure of the singularities of equation (4.17) becomes more complicated. Now, the polynomial in the numerator has four zeros. There are also two zeros in the denominator, giving rise to two poles. In addition, there are two branch-point singularities at $\theta = \pm 1$. Since $w(\theta = 1) = z(\theta = 1) = \infty$ the latter can be seen to correspond to the behavior $F(z) \sim \varepsilon^\delta$ (and, therefore, $F'(z) \sim z^{\gamma/\beta}$ at large $z$, required by Griffiths’ analyticity. The four zeros and two poles on the other hand, occur at finite, albeit large, values of $\theta^2 = \mathcal{O}(\varepsilon^{-1})$. We shall now focus on these finite $w$ singularities.

Since $F'(\theta)$ is an even function of $\theta$ it is convenient to consider its singularities as a function of $\theta^2$. The numerator of equation (4.17) vanishes at two distinct values $\theta_n^2$, which we label by indices $n = 1, 2$. These solutions can be expanded in powers of $\varepsilon$ where the leading contribution appears at order $\varepsilon^{-1}$, i.e.

$$\theta_n^2 = \frac{c_n}{\varepsilon} \left[ 1 + \mathcal{O}(\varepsilon) \right].$$

(4.18)

Substituting $\theta_n$ into equation (4.16), $w_n \equiv w(\theta_n)$, and expanding in $\varepsilon$ we get

$$w_n = \pm \frac{2i(-\hat{c}_n)^{3-\beta\delta}}{3\sqrt{3}} \left\{ 1 + \left[ \omega(\theta_n, b_1) + \frac{1}{12} \ln \varepsilon \right] \varepsilon^2 + \mathcal{O}(\varepsilon^3) \right\},$$

(4.19)

where $\hat{c}_n \equiv c_n/|c_n|$. Remarkably, only the leading-order coefficient of $\theta_n^2$, $c_n$, appears in this expression. The coefficient $c_n$ is a function of $b_1$ and for the two solutions $\theta_n^2$, $n = 1, 2$, we obtain

$$c_n = 3 \left( 2b_1 + (-1)^n \sqrt{1 + 4b_1^2} \right), \quad n = 1, 2,$$

(4.20)

with $c_1 < 0$ and $c_2 > 0$ for all real values of $b_1$. Note that the absolute value of $w_n$ is determined by $\omega(\theta_n, b_1)$—a function of $b_1$ (see equation (A.3)) while the dependence on $n$ appears only via $c_n$ in equation (4.20). Nontrivially, there are no $\mathcal{O}(\varepsilon)$ terms in equation (4.19) (they cancel) and there is no dependence on $b_2$ to this order.

Inserting the coefficient $\hat{c}_1$ into (4.19), we find

$$w_1 = \pm \frac{2i}{3\sqrt{3}} \left\{ 1 + \left[ \omega(\theta_1, b_1) + \frac{1}{12} \ln \varepsilon \right] \varepsilon^2 + \mathcal{O}(\varepsilon^3) \right\},$$

(4.21)

which corresponds to the pair of Lee-Yang edge singularities (see equation (2.17)). As in the mean-field case they are located on the imaginary axis in accordance with Lee-Yang theorem. However, comparing with the mean-field result, we observe that its absolute value receives corrections of order $\varepsilon^2$, which depend on the parameter $b_1$.

---

9 This happens because the leading corrections to the mean-field value of $w$ are $\varepsilon$ and $1/\varepsilon$, while $\varepsilon \sim \theta$. 
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Since $b_1$ cannot be determined at this order of the $\epsilon$ expansion, practically, the position of the singularity also cannot be established to precision of order $\epsilon^2$. This agrees with our earlier observation in section 3.2 that the nonperturbative domain around the Lee-Yang edge singularities has size $O(\epsilon^2)$, according to Ginzburg criterion equation (3.9).

The second pair of singularities, $w_2$, is located off the imaginary axis:

$$w_2 = \pm \frac{2i}{3\sqrt{3}} (-1)^{\frac{3}{3} - \beta \delta} \left\{ 1 + \left[ \omega^{(2)}(c_2, b_1) + \frac{1}{12} \ln \epsilon \right] \epsilon^2 + O(\epsilon^3) \right\}. \quad (4.22)$$

One can easily see that they lie precisely where we expect the Langer cut (see figure 3). But what is their significance? Before answering this question, let us first consider the poles of $F'(z)$, which can be obtained by solving

$$1 - (1 - 2\beta) \theta^2 = 0. \quad (4.23)$$

The solution $\theta^2$ to this equation, which we label by the index $n = 0$, can be also expanded in powers of $\epsilon$. The corresponding leading coefficient $c_0$ (see equation (4.18)) is given by

$$c_0 = 3, \quad (4.24)$$

and according to equation (4.19), we find

$$w_0 = \pm \frac{2i}{3\sqrt{3}} (-1)^{\frac{3}{3} - \beta \delta} \left\{ 1 + \left[ \omega^{(2)}(c_0, b_1) + \frac{1}{12} \ln \epsilon \right] \epsilon^2 + O(\epsilon^3) \right\}. \quad (4.25)$$

The position of the singularities $w_0$, $w_1$, and $w_2$, is shown schematically in figure 5 in the upper half of the complex $w$ plane and for a generic value of $b_1$, according to equation (A.3). We observe that $w_0$ and $w_2$ lie on the same ray, which corresponds to the Langer cut of the exact equation of state. The distance between these points is given by

$$w_2 - w_0 = O(\epsilon^2), \quad (4.26)$$

and depends on the value of $b_1$. For the common and particular choice $b_1 = 0$, when $c_2 = c_0$, the two points coincide and the zero and the pole cancel each other to order $\epsilon^2$.

It is also important to note that both $w_0$ and $w_2$ (on the Langer cut) are within distance $O(\epsilon^2)$ from the Lee-Yang edge singularity, since $\beta \delta - 3/2 = O(\epsilon^2)$. Therefore, according to the Ginzburg criterion in equation (3.9), these singularities and their position are nonperturbative. This is in agreement with the fact that we cannot determine the parameter $b_1$ within the $\epsilon$ expansion to establish their position. Furthermore, as we show in appendix B, extending the linear parametric model to next order, $\epsilon^3$, leads to terms in $w_n$ that contribute at order $\epsilon^2$ (in addition to the expected $\epsilon^3$ contribution). Thus, the procedure based on matching to increasing orders of the $\epsilon$ expansion does not converge in the usual sense. In spite of this, it is still tempting to speculate that the sequence of (alternating) zeros and poles lie up along the ray at angle $\Delta \phi$ relative to the imaginary axis and will eventually coalesce into the Langer cut—a purely nonperturbative feature, which cannot be reproduced at any finite order of $\epsilon$ expansion. In fact, such a scenario is common in rational-function (Padé) approximations of functions with branch cuts.

---

10 The experience with Padé approximations suggests a guiding principle for constructing improved parametric representations: The choice of (polynomial) functions $b(\theta)$ and $w(\theta)$ should be such that the rank of polynomials in the numerator and the denominator in equation (4.17) increase at the same rate.

https://doi.org/10.1088/1742-5468/aaac4a
Summarizing, we see that the Ginzburg criterion (3.9) sets the limit on the information that can be gained about the Lee-Yang edge singularities. The precision that we can reach, $\varepsilon^2$, is not sufficient to study the region between the Lee-Yang edge singularity and the Langer cut, which is necessary to test the Fonseca–Zamolodchikov conjecture. Nevertheless, the results we find are nontrivially consistent with the conjecture.

5. Singularities in the $O(N)$-symmetric $\phi^4$ theory

An alternative point of view on the question of extended analyticity and the nature of singularities in the complex $H$ plane can be obtained by studying the generalization of the $\phi^4$ theory to the $N$-component theory with $O(N)$ global symmetry. This generalization is a well-known tool to study nonperturbative aspects of the theory. The finite-$N$ cases describe the critical behavior of, e.g. the Heisenberg model ($N = 3$), the XY-model ($N = 2$), and, of course, the Ising model ($N = 1$). On the other hand, in the $N \to \infty$ limit the $O(N)$ model describes the critical behavior of the exactly solvable spherical model [49, 50].

Similar to equation (2.1), the $O(N)$ theory is defined by the Euclidean action (or Hamiltonian divided by temperature)

$$S = \int d^d x \left[ \frac{1}{2} (\partial \phi)^2 + \frac{r_0}{2} \phi^2 + \frac{u_0}{4!} (\phi^2)^2 - h_0 \cdot \phi \right]. \quad (5.1)$$

Here, $\phi$ is a (real) $N$-component vector field and the external magnetic field $h_0$ has the same dimensionality. In the presence of a nonvanishing $h_0$ the expectation value of $\phi$, $\langle \phi \rangle$, is directed along the former. Due to the $O(N)$ invariance of the theory we may choose an axis along the vector $h_0$ and define the equation of state as a relationship between the projections $\langle \phi \rangle$, $h_0$ of $\langle \phi \rangle$ and $h_0$ onto that direction, similar to the $N = 1$ case in section 2.

We are interested in analytic properties of the universal equation of state, which describes the critical behavior of the $\phi^4$ theory associated with the spontaneous breaking of the $O(N)$ symmetry. However, since there can be no spontaneous symmetry breaking of continuous symmetries in $d \leq 2$ [51, 52], we shall limit our analysis to dimensions $d > 2$.

When $h_0 = 0$ the critical point is reached by tuning $r_0$ to its critical value, i.e. $t = r_0 - r_c \to 0$. In this limit, and for $d < 4$ the quartic coupling $u_0$ runs into the $O(N)$ Wilson–Fisher fixed point in the infrared, i.e. $u_0 \to u_0^{WF}$ [53, 54] and therefore the critical equation of state becomes independent of the bare coupling $u_0$ as well as the ultraviolet cutoff. A systematic expansion in powers of $1/N$, yields a fixed-point value with $u_0^{WF} \sim O(1/N)$ [54, 55]. But this does not necessarily mean that the equation of state of the $O(N)$ model reduces to the mean-field result in the limit $N \to \infty$. Indeed, the tree-level action for the longitudinal field $\phi$ receives a nontrivial contribution from integrating out the $N - 1$ transverse-field degrees of freedom (which, for $t < 0$, correspond to the massless Goldstone modes associated with the spontaneous breaking of the $O(N)$ symmetry) [54]. Both the tree-level action, proportional to $1/u_0 \sim O(N)$ (as in equation (2.3)), as well as the one-loop contribution of the $N - 1$ transverse-field
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Figure 6. (a) Equation of state $M(H)$ of the three-dimensional $O(N)$ model in the $N \to \infty$ limit and (b) the corresponding effective potential $V(M)$ at $H = 0$ in the low-temperature phase ($T < T_c$). The dashed curve illustrates the analytic continuation of the stable branch (solid curve). In addition to the spinodal singularities at nonvanishing $H$, the presence of massless Goldstone modes induces singularities on the coexistence line ($T < T_c$ and $H \to 0$).

modes are of order $N$. We may therefore apply the saddle-point approximation in the large-$N$ limit.

We shall first consider the infinite-$N$ case, or the spherical model, and then briefly comment on $1/N$ corrections below. As in section 2 we introduce the rescaled field variables $M = \sqrt{u_0/6} \langle \phi \rangle$ and $H = \sqrt{u_0/6} h_0$ and employ the scaling variables $w = H t^{-\beta \delta}$ and $z = M t^{-\beta}$ etc.

In the $N \to \infty$ limit the critical exponents are known [54]

$$\beta = \frac{1}{2}, \quad \gamma = \frac{2}{d-2}, \quad \text{and} \quad \delta = \frac{d+2}{d-2}, \quad \text{for} \quad 2 < d < 4,$$

and take their mean-field values for $d \geq 4$. The scaling equation of state $w = F(z)$ is determined in terms of the scaling function

$$F(z) = z (1 + z^2)^\gamma.$$

In $d \geq 4$ dimensions, where the critical exponent $\gamma = 1$, this agrees with the mean-field equation of state equation (2.15), as should be expected.

The branching points of the inverse function $z(w)$ correspond to solutions of $F'(z) = 0$. We find two (pairs of) such solutions

$$z^2 = -1 \quad \text{and} \quad z^2 = -\frac{1}{1+2\gamma},$$

which map onto

$$w = 0 \quad \text{and} \quad w = \pm i (2\gamma)^{\gamma} (1 + 2\gamma)^{-\beta \delta},$$

in the complex $w$ plane.

The $w \neq 0$ solutions lie on the imaginary $w$ axis. In fact, for $d = 4$ they are identical to the Lee-Yang edge singularities in equation (2.8). Thus, for $t > 0$, we can identify these solutions with the pair of Lee-Yang edge singularities at imaginary $H$. For $t < 0$, they lie on the real $H$ axis for $d \geq 4$, while they are shifted off the real $H$ axis by an angle\textsuperscript{11}

\textsuperscript{11} Note, the angular displacement $\Delta \phi$ is of order $\varepsilon$ and not $\varepsilon^2$ as in the Ising-like ($N = 1$) case (see section 3.1).
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\[ \Delta \phi = \pi \frac{4 - d}{d - 2} > 0, \quad \text{for } 2 < d < 4, \]  

(5.6)
as expected, see equation (3.2).

But what is the meaning of the solution at \( w = 0 \) (i.e. \( H = 0 \)) in equation (5.5)? Since \( z^2 = -1 \) and \( M \sim z^{t/2} \), this singularity corresponds to real \( M \) only for \( t < 0 \). It is located at the origin \( (H = 0) \) of the low-temperature sheet and is associated with a branch cut along the negative real \( H \) axis.

To understand the significance of this singularity and the associated branch cut, we illustrate the equation of state \( M(H) \) in figure 6 for \( t < 0 \) and \( d = 3 \). Unlike the \( N = 1 \) case there is no metastable regime (compare with figure 1). This can be understood as a consequence of the fact that, when \( H \) changes sign (relative to \( M \)), the effective potential as a function of \( \phi \) develops directions with negative curvature (i.e. the Goldstone bosons become tachyonic). This means that the false vacuum is classically unstable and, since there is no tunneling involved in the decay of the false vacuum, there is also no exponential suppression of the imaginary part, unlike the \( N = 1 \) case. That is, instead of the essential (and very weak) singularity (see equation (3.3)) the equation of state with \( N > 1 \) has a power-law singularity [53, 54, 56, 57] which comes from the IR-divergent contributions of the Goldstone bosons [56, 58]. Similar to the Langer cut in the Ising case, the \( N > 1 \) equation of state for \( 2 < d < 4 \) has a ‘Goldstone cut’ branching off from the origin and going along the real \( H \) axis on the unstable branch \( (H < 0) \) in our convention, with discontinuity given by\(^{12}\)

\[ \text{Im } M \sim H^{(d-2)/2}, \quad \text{for } H \to 0, \quad t < 0. \]  

(5.7)

Furthermore, from figure 6, we see that, for \( T < T_c \), the Lee-Yang edge singularities must lie on another (unphysical) branch of the equation of state \( M(H) \). These singularities can be reached in the complex \( H \) plane by going under the Goldstone cut onto an ancillary Riemann sheet. In fact, the situation is very similar to the conjectured scenario shown in figure 4, where we observed a similar analytic structure of the equation of state\(^{13}\). The low-temperature singularities located off the Goldstone cut for \( d < 4 \) are very similar to the spinodal points. In fact, they become the spinodal points at \( d = 4 \) when the equation of state (5.3) takes the mean-field form (2.15).

Since there are no singularities in the equation of state equation (5.3) apart from the ones given by equation (5.5), we conclude that the Fonseca–Zamolodchikov scenario is realized in the \( O(N) \) model in the \( N \to \infty \) limit.

To complete our analysis, we finally comment on the \( 1/N \) corrections to the scaling function (5.3). Since the leading-order contribution to \( \Delta \phi \) in equation (5.6) is already \( \mathcal{O}(1/N^0) \), we observe that \( 1/N \) corrections cannot change the conclusion that there are no singularities at real (nonzero) \( H \), provided that the only effect of these corrections is to shift the position of the singularities already present in the \( N \to \infty \) limit.

The \( 1/N \) corrections can be expressed in terms of momentum integrals whose explicit form is not particularly illuminating (see [54, 55] for details). For simplicity we shall consider only \( d = 3 \), which is also the case that is most relevant for applications.

\(^{12}\) The coefficient of this singularity vanishes at \( N = 1 \) [56].

\(^{13}\) Interestingly, the analytic structure of the scaling equation of state of the three-dimensional spherical model is also remarkably similar to that of the planar Ising model coupled to two-dimensional quantum gravity [59–61].
In three dimensions, we find that the aforementioned momentum integrals yield only two branch points at $z^2 = -1$ and $z^2 = -1/5$, which coincide with the same singularities already found in the $N \to \infty$ limit, see equation (5.4), while the position of the corresponding points in the complex $w$ plane is shifted by an amount of order $1/N$. This is consistent with our expectation that the $1/N$ corrections only modify the position of the singularities (as determined in the $N \to \infty$ limit) and suggests that no new singularities appear at finite $N$.

6. Conclusions

In this work we studied the relationship between singularities of the universal scaling equation of state of the $\phi^4$ theory above and below the critical temperature. Above the critical temperature Lee-Yang edge singularities, by the Lee-Yang theorem, lie on the imaginary magnetic field axis and limit the domain of analyticity around the origin $H = 0$. On the other hand, below the critical temperature, there are singularities associated with the point where the metastable state becomes locally unstable and its decay occurs via spinodal decomposition.

In the mean-field approximation to the equation of state, $H = tM + M^3$, these spinodal points are related to the Lee-Yang edge singularities. In terms of the scaling variable $w = Ht^{-\beta\delta}$, they are essentially the same singularities. These singularities occur at imaginary $w$ and, for $t > 0$, they correspond to imaginary $H$, i.e. the Lee-Yang points. For $t < 0$, however, they correspond to real $H$ on the metastable branch (since in the mean-field approximation: $\beta\delta = 3/2$ and $i(-1)^{3/2} = -1$).

Since $\beta\delta \neq 3/2$ for $d < 4$, one naturally has to ask the question if the spinodal singularities on the real $H$ axis exist at all. The analyticity of equation of state as a function of $w$ would require the low-temperature manifestation of the Lee-Yang points to be points off the real axis by a phase $\Delta \phi = \pi(\beta\delta - 3/2)$. Fonseca and Zamolodchikov put forward a conjecture that these are the closest singularities to the real $H$ axis. Our aim here was to test this conjecture in the small-$\epsilon$ and large-$N$ regimes.

We have used a uniform approximation to the equation of state based on parametric representations, which are especially convenient to study the equation of state in the whole complex plane of $w$ using the $\epsilon$ expansion. However, the vicinity of the Lee-Yang singularity is special in that the $\epsilon$ expansion must break down. In fact, there is an apparent paradox, identified first by Fisher [22], which is most acute in $4 < d < 6$. The equation of state is expected to be mean-field-like in this case, yet, near the Lee-Yang point the critical behavior must be given by nontrivial critical exponents of the $\phi^3$ theory. For $d < 4$ the equation of state must approach the mean-field form as $\epsilon \to 0$.

---

14 At order $1/N$ the value of $\Delta \phi$, which controls the position of the spinodal points in the complex $w$ (or $H$ plane) is given by $\Delta \phi = \pi(\beta\delta - \frac{3}{2}) = \pi - 28/(3N) + O(1/N^2)$ in $d = 3$ dimensions, where we have used equation (3.2) and critical exponents $\beta$ and $\delta$ from [54, 62].

15 Note that the position of the singularities in the complex $w$ plane can be calculated reliably to order $1/N$, even though higher-order corrections become nonperturbative. Indeed, the Ginzburg criterion (see equation (3.8) or (3.10)) with $n0 = O(1/N)$ imposes a constraint on the applicability of the saddle-point approximation around the Lee-Yang point, which reads $|w - w_{LY}| \gg N^{-(d-6)/\delta}$ (in agreement with [63]). This demonstrates that the nonperturbative region is smaller than $1/N$ for $d > 2$. 
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yet this cannot be true near the Lee-Yang point because the $\phi^3$ theory is nonperturbative at $d = 4$. We identify and quantify the solution to this apparent paradox. We show that the $\varepsilon$ expansion must break down and the equation of state becomes nonperturbative in the (Ginzburg) region around the Lee-Yang point whose radius is proportional to $\varepsilon^2$ as $\varepsilon \to 0$.

We have considered the parametric representation to order $\varepsilon^2$ (and $\varepsilon^3$, see appendix) and have shown that the singularities we find are consistent with the Fonseca–Zamolodchikov conjecture (for a range of parameters controlling the form of the parametric representation). However, we have also confirmed that the expansion breaks down near the Lee-Yang edge singularities in a way consistent with the derived Ginzburg criterion. In particular, the order $\varepsilon^3$ contribution modifies the results obtained at order $\varepsilon^2$ also at order $\varepsilon^4$! In other words, the behavior near the singularities (including their position) is nonperturbative at order $\varepsilon^2$. Since the distance between the Lee-Yang edge singularity at $t < 0$ (i.e. the spinodal point) from the real axis is itself of order $\beta \delta - 3/2 = O(\varepsilon^2)$ we conclude that the $\varepsilon$ expansion cannot be used to confirm or invalidate the Fonseca–Zamolodchikov conjecture.

We point out that the equation of state of the $O(N)$-symmetric $\phi^4$ theory satisfies the Fonseca–Zamolodchikov conjecture in the large-$N$ limit. In particular, for $d < 4$ there are no singularities on the metastable branch of the real $H$ axis. Instead the singularities can be found off the real axis, and are, in fact, the Lee-Yang branching points, as predicted by extended analyticity. We have checked that (at least in $d = 3$) this result is not affected by the leading $1/N$ corrections.

Although the Fonseca–Zamolodchikov conjecture for the Ising critical equation of state is difficult to prove using the analytic methods considered, we can conclude that it is nontrivially consistent with the various systematic approximations to the equation of state beyond the mean-field level.

The absence of singularities on the real $H$ axis (except for the branch point at $H = 0$ associated with the Langer cut) could have implications for the behavior of systems undergoing cooling past the first-order phase transition (see, e.g. [64–67]). In particular, it could prove important for the understanding of the experimental signatures of the first-order phase transition separating hadron gas and quark-gluon plasma phases of QCD associated with the QCD critical point, which is being searched for using the beam energy scan heavy-ion collision experiments.

It is important to realize that in the region of the parameter space where the spinodal singularities occur the equation of state is not, strictly speaking, defined in the usual sense as a property of the system in thermal equilibrium, due to the finite lifetime of the metastable state. It is, however, defined mathematically by analytic continuation from the regime of thermodynamic stability. Many properties of the equation of state in the metastable region, such as the imaginary part and the discontinuity on the Langer cut are clearly reflecting dynamics of the system associated with the decay of the metastable state. Also the absence of the spinodal singularities at real $H$ can be related to metastability: the presence of a thermodynamic singularity requires the correlation length to diverge and the equilibration to such a critical state requires infinite time, which is impossible due to the finite lifetime of the metastable state.

Finally, it is also interesting to note that the decay rate of the metastable state, which is controlled by the (small) coupling $u_0$ (see equation (3.3)) is no longer exponentially
suppressed at the spinodal point. Moreover, for small $\tilde{u}_0$, the nucleation rate near the spinodal point has the asymptotic form $\exp[-\text{const}(w - w_{1Y})^{(6-d)/4}/\tilde{u}_0]$ [68, 69]. Therefore exponential suppression disappears in the same region as defined by the Ginzburg criterion in equation (3.10). This is to be expected since the fluctuations leading to the decay become important in that region. The fact that the shift of the spinodal singularity into the complex $H$-plane is also due to fluctuation contribution to the ‘gap’ exponent $\beta \delta$ suggests that the shift is related to metastability. It would be interesting to establish a more quantitative relation between this phenomenon and the Fonseca–Zamolodchikov conjecture. We defer full development of this connection to future work.
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Appendix A. Details of the parametric equation of state at order $\varepsilon^2$

For completeness, and for possible future use, in this appendix we collect the results which are represented schematically in section 4. In particular, they show explicit dependence (or independence) of expansion coefficients on (arbitrary at this order of $\varepsilon$) parameters $b_1$ and $b_2$. To obtain the complete expression for $w_n$ in equation (4.19) up to $O(\varepsilon^2)$ one needs to expand each quantity in equation (4.17) up to sufficient order. In particular, we need:

$$h_3 = -\frac{1}{b^2} = -\frac{2}{3} + \frac{4b_1}{9} \varepsilon + \frac{1}{9} \left(-\frac{8b_1^2}{3} + 4b_2\right) \varepsilon^2 + O(\varepsilon^3), \quad (A.1)$$

and the normalization parameters in equation (4.16):

$$\tilde{z} = \frac{1}{\sqrt{3}} \left[1 + \frac{1}{6} (4b_1 - 1) \varepsilon + \frac{1}{648} (229 + 45\pi^2 - 360\lambda - 144b_1(2 + 3b_1) + 432b_2) \varepsilon^2 + O(\varepsilon^3)\right], \quad (A.2a)$$

$$\tilde{w} = \frac{1}{\sqrt{3}} \left[1 + \frac{2b_1}{3} \varepsilon + \frac{1}{24} (7 + \pi^2 - 8\lambda - 8b_1(1 + 2b_1) + 16b_2) \varepsilon^2 + O(\varepsilon^3)\right]. \quad (A.2b)$$

Substituting equations (A.1) and (A.2a) into equation (4.16) and using the ansatz for $\theta_n$, equation (4.18), we obtain equation (4.19), where $O(\varepsilon)$ terms cancel and the $O(\varepsilon^2)$ coefficient

$$\omega^{(2)}(c_n, b_1) = \frac{1}{24} (7 + \pi^2 - 8\lambda - \ln |c_n|^2 - 8b_1(1 + 2b_1)) - \frac{3}{8c_n^2} - \frac{b_1}{c_n}, \quad (A.3)$$

is independent of the parameter $b_2$. 
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Appendix B. Parametric equation of state at order $\varepsilon^3$

Here, we consider the extended linear parametric model, i.e. equations (4.7)–(4.10), in order to examine the robustness of our conclusions at $\mathcal{O}(\varepsilon^2)$. In particular, we will show how the $\mathcal{O}(\varepsilon^2)$ terms in $|w_n|$ are modified by introducing the $\mathcal{O}(\varepsilon^3)$ contributions, which again demonstrates the nonperturbative nature of the problem.

In the extended model,

$$h(\theta) = \bar{h}(\theta + h_3 \theta^3 + h_5 \theta^5),$$

where $\bar{h}$ is an appropriate normalization constant. In contrast to the parametric model of section 4.2, the inclusion of a fifth-order contribution in $\theta$ is necessary to match to the equation of state at order $\varepsilon^3$ [10, 11]. The coefficients $h_3$ and $h_5$ are given by

$$h_3 = -\frac{1 - e \varepsilon^3}{b^2}$$

$$= -\frac{2}{3} + \frac{4 b_1}{9} \varepsilon + \frac{1}{9} \left( -\frac{8 b_1^2}{3} + 4 b_2 \right) \varepsilon^2 + \frac{2}{81} \left( 8 b_1^3 - 24 b_1 b_2 + 18 b_3 + 27 e \right) \varepsilon^3 + \mathcal{O}(\varepsilon^4),$$

(B.2)

$$h_5 = \frac{e \varepsilon^3}{b^4} = -\frac{4}{9} e \varepsilon^3 + \mathcal{O}(\varepsilon^4),$$

(B.3)

with the parameter

$$e = \frac{1}{48} \left( 1 + 2 \lambda - 4 \zeta(3) - 16 b_1^2 \right),$$

(B.4)

which is negative for all real-valued $b_1$, and

$$b^2 = \frac{3}{2} + b_1 \varepsilon + b_2 \varepsilon^2 + b_3 \varepsilon^3 + \mathcal{O}(\varepsilon^4),$$

(B.5)

expanded in powers of $\varepsilon$. The significance of these parameters becomes clear if we factor decompose equation (B.1) to the following form

$$h(\theta) = \bar{h} \theta \left[ 1 - (\theta/b)^2 \right] \left[ 1 + e \varepsilon^3 (\theta/b)^3 \right],$$

(B.6)

Figure B1. The parameters $c_n$, $n = 1, 2, 3$ as a function of $b_1$. We observe a critical value $b_1 \approx 0.552$ above which all solutions $\theta_n^2$, $n = 1, 2, 3$, are real.
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i.e. $b$ and $e$ are related to the zeros of $h$ on the coexistence line ($t < 0, H \to 0$). Note, while $\theta = \pm b$ stays finite in the limit $\varepsilon \to 0$, $\theta = \pm b/\sqrt{-e\varepsilon^3}$ diverges in the same limit.

To order $\varepsilon^3$, the extended linear parametric representation depends on three real-valued parameters $b_1, b_2,$ and $b_3$. These parameters cannot be fixed by matching to the equation of state alone \[11\], which parallels the behavior we have already observed with the order $\varepsilon^2$ parametric model (see section 4.2). Essentially, we therefore obtain a three-parameter family of extended linear models that we employ in the following to study the complex-field singularities of the equation of state.

At order $\varepsilon^3$ we find that the (rescaled) inverse susceptibility is given by

$$
F'(\theta) = \frac{\bar{\omega}}{\bar{z}} (1 - \theta^2)^{-\gamma} \left[ 1 + (2\beta\delta + 3h_3 - 1) \theta^2 \right. \\
\left. + [(2\beta\delta - 3)h_3 + 5h_5] \theta^4 + (2\beta\delta - 5)h_5 \theta^6 \right] \frac{1}{1 - (1 - 2\beta)\theta^2},
$$

(B.7)

where the exponents $\beta, \gamma,$ and $\delta$, as well as the normalization constants $\bar{\omega}$ and $\bar{z}$, should be expanded to order $\varepsilon^3$ (for details we refer to [10, 11]). The zeros of this function, which we consider in terms of $\theta^2$, can be found by solving for the roots of the numerator and can be determined in closed form.

We find three distinct (pairs of) zeros, $\theta^2_n$, which we label by $n = 1, 2, 3$. It is sufficient to use the ansatz equation (4.18) with the leading-order coefficient given by

$$
c_n = \frac{1}{24e} \left[ 1 + \zeta_n + (1 - 288b_1e) \zeta_n^{-1} \right], \quad n = 1, 2, 3,
$$

(B.8)

and

$$
\zeta_n = (-1)^{(2/3)(n-1)} \left[ 1 - 432b_1e - 7776e^2 + \sqrt{(1 - 432b_1e - 7776e^2)^2 - (1 - 288b_1e)^3} \right]^{1/3},
$$

(B.9)

a function of $b_1$ only. In figure B1 we illustrate the real-valued coefficients $c_n$ in the range of parameters $-2 \leq b_1 \leq 2$. Note that there is a ‘critical’ value of $b_1 \approx 0.552$ above which all values of $c_n$ are real—this has interesting implications as we show below.
As in appendix A, we finally obtain

$$w_n = \pm \frac{2i(-\tilde{c}_n)^{1-\beta}}{3\sqrt{3}} \times \left\{ 1 + \frac{1}{24} \left[ 7 + \pi^2 - 8\lambda + \ln \frac{\epsilon^2}{c_n} - 8b_1(1 + 2b_1) \right] - \frac{3}{8c_n} \frac{b_1}{c_n} + \frac{2c_n}{3} \right\} \epsilon^2 + O(\epsilon^3),$$

where we keep terms up to $O(\epsilon^2)$ to compare with equation (4.19) and equation (A.3). It is clear that the $O(\epsilon^2)$ term of the absolute value is modified by the term with parameter $\epsilon$, which appears at $O(\epsilon^3)$ in the extended $h(\theta)$ (see equation (B.2)). However, the additional corrections to the absolute value do not affect the phases of the corresponding singularities in the complex $w$ plane.

The above results lead to the following picture, which depends on the parameter $b_1$: If $b_1 \geq 0.552$, two points $w_1$ and $w_3$ are imaginary and thus distribute along the Lee-Yang cut, while another point is located on the Langer cut, i.e., $\tilde{w}_2 = \pm i(-1)^{3/2-\beta\delta}$. At $b_1 \approx 0.552$ the two zeros $w_1$ and $w_3$ collide and move off the imaginary axis, into the complex $w$ plane, while $w_2$ remains on the Langer cut. On the other hand, from equation (B.7), we also obtain a pole, $\theta_0^*$, determined by the same equation as equation (4.23), albeit with the critical exponent $\beta$ expanded to order $\epsilon^3$. Thus, this pole is displaced from the imaginary axis and located along the Langer cut, i.e., $\tilde{w}_0 = \pm i(-1)^{3/2-\beta\delta}$ (see figure B2).

Summarizing, it appears that the free parameters $b_1$, $b_2$, and $b_3$ can be chosen in such a way that the zeros and poles of the inverse isothermal susceptibility $F'(z)$ align either on the Lee-Yang and/or the Langer cut. If $b_1 \geq 0.552$, there are always singular points located on the Lee-Yang cut, which we might identify with the Lee-Yang edge singularities. This observation supports our earlier suspicion on the nature of rational approximations of functions with a branch cut.
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