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ABSTRACT

We present measurements of the clustering properties of a sample of infrared (IR) bright dust-obscured galaxies (DOGs). Combining 125 deg² of wide and deep optical images obtained with the Hyper Suprime-Cam on the Subaru Telescope and all-sky mid-IR images taken with Wide-Field Infrared Survey Explorer, we have discovered 4367 IR-bright DOGs with $(i - [22])_{AB} > 7.0$ and flux density at 22 μm $> 1.0$ mJy. We calculate the angular autocorrelation function (ACF) for a uniform subsample of 1411 DOGs with 3.0 mJy < flux (22 μm) < 5.0 mJy and $i_{AB} < 24.0$. The ACF of our DOG subsample is well-fit with a single power law, $\omega(\theta) = (0.010 \pm 0.003) \theta^{-0.9}$, where $\theta$ is in degrees. The correlation amplitude of IR-bright DOGs is larger than that of IR-faint DOGs, which reflects a flux dependence of the DOG clustering, as suggested by Brodwin et al. We assume that the redshift distribution for our DOG sample is Gaussian, and consider two cases: (1) the redshift distribution is the same as IR-faint DOGs with flux at 22 μm $< 1.0$ mJy, mean and sigma $z = 1.99 \pm 0.45$, and (2) $z = 1.19 \pm 0.30$, as inferred from their photometric redshifts. The inferred correlation length of IR-bright DOGs is $r_0 = 12.0 \pm 2.0$ and 10.3 ± 1.7 h⁻¹ Mpc, respectively. IR-bright DOGs reside in massive dark matter halos with a mass of $\log ([M_\odot/(h^{-1} M_{\odot})]) = 13.57^{+0.50}_{-0.35}$ and $13.65^{+0.52}_{-0.55}$ in the two cases, respectively.
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1. INTRODUCTION

When and how did structures form and evolve in the 13.8-billion-year history of the universe? This is one of the important questions we should solve in understanding the nature of galaxy formation and evolution. Investigating the clustering properties of galaxies as a function of redshift can give insights into the growth of structure and the relationship between galaxies and dark matter (DM). The peak of star formation (SF) and active galactic nucleus (AGN) activity in the universe and the bulk of stellar mass assembly in galaxies occurred at redshifts between 1 and 3, making it a particularly interesting epoch to study (e.g., Richards et al. 2006; Bouwens et al. 2011; Goto et al. 2011; Madau & Dickinson 2014; Guglielmo et al. 2015). One of the tools to investigate the clustering properties of photometrically selected samples of galaxies is the angular autocorrelation function (ACF). Given the ACF and the galaxy redshift distribution in an adopted cosmology, and modeling the spatial correlation function as a power law, we can determine the correlation length ($r_0$). The clustering length in turn depends on the bias of the galaxies relative to DM, allowing us to infer the mass of DM haloes in which they reside. Many studies of high-redshift ($z \sim 1–3$) populations such as quasars and submillimeter galaxies (SMGs) have found that they are strongly clustered ($r_0 \sim 10 h^{-1}$ Mpc) as larger, and they reside in relatively massive DM halos ($M_\odot \sim 10^{12–13} M_{\odot}$) (e.g., Blain et al. 2004; Shen et al. 2009; Hickox et al. 2012; Allevato et al. 2014, but see e.g., Williams et al. 2011 for a cautionary remark for trying to measure the clustering of objects in small fields).

Here, we focus on dust-obscured galaxies (DOGs: Dey et al. 2008) as a key population to understand the full picture of structure formation. DOGs are defined by their extreme optical and infrared (IR) color: their mid-IR (MIR) flux densities are three orders of magnitude larger than those at optical wavelengths. This extreme red color can be reproduced by active SF, AGN, or both, in which the bulk of the optical and ultraviolet (UV) emission is absorbed by surrounding dust which heats up and re-emits in the MIR. It is well known that almost all massive galaxies in the present-day universe harbor a supermassive black hole (SMBH) with a mass of $10^{5–10} M_{\odot}$ at
their centers; their masses are strongly correlated with those of the spheroid component of their host galaxies. This implies that galaxies and SMBHs coevolve (e.g., Magorrian et al. 1998; Marconi & Hunt 2003). Galaxy merger models (Hopkins et al. 2006) suggest that the central black hole and their host galaxies are obscured by a large amount of gas and dust during the initial stage of their co-evolution. A hydrodynamic simulation conducted by Narayanan et al. (2010) found that when the BH accretion rate and SF rate (SFR) peak in a major merger, the object tends to be heavily dust-enshrouded, and thus appears as a DOG. Therefore, investigating the clustering properties of DOGs could tell us how structures (i.e., DM halos) grow during the co-evolution of galaxies and SMBHs.

However, due to the optical faintness of DOGs, they have not been extensively studied in previous wide-field optical surveys. Thanks to the advent of small area (<10 deg²) but deep optical surveys (e.g., the NOAO Deep Wide-Field Survey; Jannuzi & Dey 1999) and deep IR data taken with Spitzer, over 3000 DOGs have been discovered (Dey et al. 2008), and their physical and statistical properties have been investigated in detail (e.g., Houck et al. 2005; Brand et al. 2006; Brodwin et al. 2008; Pope et al. 2008; Desai et al. 2009; Bussmann et al. 2009, 2011, 2012; Melbourne et al. 2012). Such objects have typical flux density at 24 μm of ~0.4 mJy; we refer to them in what follows as IR-“faint” DOGs. One of the important results of those studies relevant to this paper is that the redshift distribution of IR-faint DOGs is well-fit by a Gaussian, with mean and sigma σ = 1.99 ± 0.45 (e.g., Dey et al. 2008; Desai et al. 2009; Yan et al. 2013).

There is evidence that the clustering strength of DOGs depends on MIR flux, with the brighter IR DOGs being more strongly clustered. Brodwin et al. (2008) suggested that IR brightest DOGs may be progenitors of previously unidentified present-day brightest cluster galaxies. However, the clustering properties of DOGs with 22 μm flux greater than 1 mJy (hereinafter IR-“bright” DOGs) are still unknown due to their low volume densities (Φ ∼ 10⁻⁷ Mpc⁻³; Toba et al. 2015) and thus small sample size in existing surveys. Wide and deep optical imaging, together with wide and moderately deep IR imaging are needed to search for IR-bright DOGs. The advent of capable imaging surveys at optical and IR wavelengths; Hyper Suprime-Cam (HSC: Miyazaki et al. 2012) on the Subaru Telescope and the Wide-field Infrared Survey Explorer (WISE: Wright et al. 2010), enables us to discover a large number of IR-bright DOGs. We hence performed a systematic search for IR-bright DOGs using the latest data set of the HSC and WISE. The resulting large sample gives a statistically robust measurement of the clustering of IR-bright DOGs for the first time.

This paper is organized as follows. Section 2 describes the sample selection of IR-bright DOGs, and how to derive the ACF. The resultant ACF of IR-bright DOGs and comparison with that of IR-faint DOGs are presented in Section 3. In Section 4, we derive their correlation length, bias factor, and DM halo mass after discussing the possible uncertainties in the ACF measurement, and compare them with other high-redshift populations. We also discuss their duty cycle by comparing the number density of DOGs with DM halo masses, and compare it with predictions from hydrodynamical simulations. We summarize in Section 5. The cosmology adopted in this paper assumes a flat universe with $H_0 = 68$ km s⁻¹ Mpc⁻¹ ($h = 0.68$), $\Omega_M = 0.31$, $\Omega_b = 0.048$, and $\Omega_\Lambda = 0.69$, and the spectral index $n_s = 0.96$ and $\sigma_8 = 0.83$ (Planck Collaboration 2014). The correlation length is quoted in units of comoving $h^{-1}$ Mpc, and DM halo mass is quoted in units of $h^{-1} M_\odot$ with $H_0 = 100$ h km s⁻¹ Mpc⁻¹ for ease of comparison with previous works (All other physical quantities assume $h = 0.68$). All magnitudes refer to the AB system.

## 2. DATA AND ANALYSIS

We selected a DOG sample based on the WISE MIR catalog with optical counterparts detected by HSC. Figure 1 shows a flow chart of our sample selection process. With this algorithm, we found a total of 4367 IR-bright DOGs over 125 deg².\(^{16}\)

### 2.1. Sample Selection

#### 2.1.1. HSC Sample

The optical data were obtained with the HSC (Miyazaki et al. 2012) on the 8.2 m Subaru telescope. HSC is a CCD camera that covers a field of view 1.5 deg in diameter. The HSC Subaru Strategic Program (HSC-SSP\(^{17}\); M. Takada et al. 2016, in preparation) is now under way: we are carrying out a three-layered (wide, deep, and ultradeep) imaging survey with five broad-band filters ($g$, $r$, $i$, $z$, and $y$). This legacy survey started in March 2014, and 300 nights have been allocated to this project. It will cover a wide area (~1400 deg²) of the sky.

In this study, we utilized the HSC-SSP S15B data, containing the positions and photometric information of objects detected in observations from March 2014 to November 2015. The total area of the survey footprint is about 125 deg². We used a sample of 1,139,880,326 objects detected in the $g$, $r$, $i$, $z$ or $y$-band in the wide layer catalog. The expected limiting magnitude ($5\sigma$, 2” diameter aperture) and the median full width at half maximum (FWHM) of the point-spread function (PSF) for $i$-band are ~25.9 mag and ~0.6 arcsec, respectively. The data observed by the HSC in the S15B run were analyzed through the HSC pipeline (version 4.0.1; J. Bosch et al. 2016, in preparation) developed in conjunction with the Large Synoptic Survey Telescope (LSST) software pipeline (Ivezić et al. 2008; Axelrod et al. 2010; Jurić et al. 2015). This pipeline performs CCD-by-CCD reduction and calibration for astrometric and photometric zeropoints, mosaic-stacking which combines reduced CCD images into a single high signal-to-noise ratio (S/N) coadd image, and catalog generation for detecting and measuring sources on the coadd. The photometric and astrometric calibrations are based on the data obtained from the Panoramic Survey Telescope and Rapid Response System (Pan-STARRS) 1 imaging survey (Schlafly et al. 2012; Tonry et al. 2012; Magnier et al. 2013).

In this work, we used the cModel magnitude to estimate $i$-band flux, which is a weighted combination of exponential and de Vaucouleurs fits to the light profile of each object (see Lupton et al. 2001; Abazajian et al. 2004). Note that since our sample is located at relatively high galactic latitudes ($|b| > 20°$), the influence of galactic extinction on the HSC photometry can be ignored. We limited ourselves to those objects with clean $i$-band photometry with $S/N > 5$ and removed duplicates in the

\(^{16}\) For the selection process, we employed the TOPCAT based on the Starlink Tables Infrastructure Library (STIL), which is an interactive graphical viewer and editor for tabular data (Taylor et al. 2005).

\(^{17}\) http://hsc.mtk.nao.ac.jp/spp/
same manner as Toba et al. (2015); (i) objects are detected in $i$-band ($\text{filter01} = \text{“HSC-I”}$), (ii) they are not blended or are children of blended objects ($\text{deblend_nchild} = 0$), (iii) they are unique objects; repeat observations are removed ($\text{detect_is_tract_inner} = \text{“True”}$ and $\text{detect_is_patch_inner} = \text{“True”}$ and $\text{flags_pixel_edge} = \text{False}$ and $\text{flags_pixel_saturated_center} = \text{False}$ and $\text{flags_pixel_cr_center} = \text{False}$ and $\text{cmo_model_flux} \text{flags} = \text{False}$ and $\text{centroid_sdss} \text{flags} = \text{False}$ and $\text{S/N (i-band)} \geq 5$)

88,889,702 HSC sample

Cross-match with WISE

26,013 YES

$\text{i mag - [22]} \geq 7.0$

4,367 HSC-WISE DOGs

$\text{im} < 24.0$

and

$\text{3.0 < flux (22 \mu m) [mJy]} < 5.0$

1,411 HSC-WISE DOGs subsample

Figure 1. Flow chart of the sample selection process.

2.1.2. WISE Sample

WISE has observed the whole sky at 3.4, 4.6, 12, and 22 $\mu$m, with the PSF FWHM of 6.1, 6.4, 6.5, and 12.0 arcsec, respectively. In this work, we utilized the latest ALLWISE catalog (Cutri 2014). The sensitivity at 3.4 and 4.6 $\mu$m in this catalog is better than the WISE all-sky data release (Wright et al. 2010) because of improved data processing, while the number of 12 and 22 $\mu$m–detected sources is smaller than in the earlier release because improved estimates of the local background reduced the number of faint objects.

We first limited ourselves to those objects with $\text{SN} > 3$ at 22 $\mu$m. We then extracted point sources that are not affected by saturation, diffraction spikes, scattered-light halos, or optical ghosts by taking the saturation flag, extend flag, and image artifact flag into account, leaving a sample with clean photometry. In this work, we used the profile-fit magnitude for each band, which is optimized for point sources and thus provides reliable photometry for our sample. We converted the WISE Vega system magnitudes into AB magnitude, by adding 2.699, 3.339, 5.174, and 6.620 to the Vega magnitude.
at 3.4, 4.6, 12, and 22 μm, respectively, according to the Explanatory Supplement to the AllWISE Data Release Products. Consequently, a sample of 9,439,990 sources is selected over the whole sky.

2.1.3. Cross-identification of HSC and WISE Data

We cross-identified the HSC sample with the WISE sample using a matching radius of 3 arcsec, which yields 26,013 matches (hereinafter, HSC-WISE objects). We then applied the DOGs selection of \( i - [22] > 7.0 \), where \( i \) and \( [22] \) represent AB magnitudes in the HSC \( i \)-band and WISE 22 μm band, respectively (Toba et al. 2015). Note that this threshold is consistent with the original DOG definition, \( R - [24] > 14 \) in Vega magnitudes (i.e., \( R - [24] > 7.5 \) in AB magnitudes), as we found based on the DOG sample in Melbourne et al. (2012) (see Toba et al. 2015). This yields a sample of 4367 IR-bright DOGs (hereinafter, HSC-WISE DOGs), the largest sample of such objects in the literature. Figure 2 shows the 22 μm flux and \( i \)-band magnitude distributions for our sample. The average and median 22 μm flux densities of all HSC-WISE matched objects (HSC-WISE objects) are 4.21 and 3.39 mJy, respectively, while their average and median \( i \)-band magnitudes are 19.8 and 19.4, respectively. The average and median 22 μm flux densities of HSC-WISE DOGs are 4.00 and 3.27 mJy, respectively, while their average and median \( i \)-band magnitudes are 23.5 and 23.3, respectively. About 27.1% of WISE sources have more than one HSC counterpart when selecting HSC-WISE objects, since the spatial resolution of the HSC is much better than that of WISE. In this study, we chose the closest object as the optical counterpart. However, this does not necessarily mean that the nearest source is always the real counterpart. We will discuss how the nearest matching influences the clustering properties of IR-bright DOGs in Section 4.1.

We also note that our DOG selection procedure differs from that of Toba et al. (2015) who discovered IR-bright DOGs using HSC early data (S14A_0) and ALLWISE data. To reduce the uncertainties of the identification of DOGs given the poor resolution of WISE, Toba et al. (2015) first joined the HSC data with near-IR (NIR) data obtained from the VISTA Kilo-degree Infrared Galaxy survey (VIKING: Arnaboldi et al. 2007) whose angular resolution is roughly comparable to that of the HSC. They then adopted an optical–NIR color cut to the merged catalog to reject sources unlikely to be DOGs before cross-matching with WISE. They thus significantly reduced the fraction of WISE sources with multiple HSC counterparts, although about 7% of WISE sources still had more than one HSC counterpart. On the other hand, this method could miss NIR-faint DOGs that are not detectable by VIKING, giving rise to bias when comparing the clustering properties of our IR-bright DOG sample with those of IR-faint DOGs. We compared the number count of DOGs selected in Toba et al. (2015) and this work. We found that the shape of the number counts as a function of magnitude are similar in the two cases but the number of HSC-WISE DOG samples in this work is about 10%–20% larger than that in Toba et al. (2015), which could mean that some DOGs in this work are misidentified.

In order to measure the clustering of our sample, we then created a flux-limited subsample, with uniform depth throughout the survey area. We narrowed our DOG sample to 1411 objects with \( i \)-band magnitude \(< 24.0 \) and 3.0 mJy \(< F \) (22 μm) \(< 5.0 \) mJy. Note that the upper threshold for flux at 22 μm removes extremely IR-bright DOGs with 22 μm flux \( > 5.0 \) mJy, that have a significantly different redshift distribution from the fainter objects (Toba & Nagao 2016). While we have removed optically fainter DOGs, our DOG sample objects are still considerably fainter than the SDSS limiting magnitude. The combination of deep and wide survey data with HSC and WISE provides us a spatially rare IR-bright DOG sample that has been undetected by previous surveys. Hereinafter, we investigate the clustering properties for this subsample of 1411 HSC-WISE DOGs.

2.2. The ACF of IR-bright DOGs

We derive the ACF for the 1411 IR-bright DOGs discovered in this work. We adopt the Landy–Szalay estimator (Landy & Szalay 1993) which can be formulated as

\[
\omega_{\text{obs}}(\theta) = \frac{DD(\theta) - 2DR(\theta) + RR(\theta)}{RR(\theta)},
\]

where \( DD, DR, \) and \( RR \) are the “normalized” numbers of data-data, data-random, and random-random pairs in each separation bin \( (\theta) \) in degree (hereinafter, \( \theta \) is given in degrees), respectively. Those are defined as follows:

\[
DD(\theta) = n_{DD}(\theta) \left[ \frac{N_D(N_D - 1)}{2} \right]^{-1},
\]

\[
DR(\theta) = \frac{n_{DR}(\theta)}{N_D N_R},
\]

\[
RR(\theta) = \frac{n_{RR}(\theta)}{N_R(N_R - 1)}^{-1},
\]

where \( n_{DD}, n_{DR}, \) and \( n_{RR} \) are the actual numbers of data-data, data-random, and random-random pairs in each separation bin \( (\theta) \), respectively. \( N_D \) and \( N_R \) are the total number of DOGs and random data, respectively. The uncertainty of the ACF

---

18 http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/
\( \sigma_{\text{obs}}(\theta) \) is calculated by the bootstrap method as
\[
\sigma_{\text{obs}}(\theta) = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} [\omega_i(\theta) - \bar{\omega}(\theta)]^2},
\]
where \( N \) is the number of bootstrap resamples and \( \bar{\omega}(\theta) \) is defined as
\[
\bar{\omega}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \omega_i(\theta)
\]
(Ling et al. 1986). In this work, we used \( N = 1000 \). In practice, we create a random sample composed of 100,000 sources with the same geometrical constraints as the data sample. The random sample watches the HSC geometry, produced by a module\(^{19}\) developed for the HSC, in which we take into account the flags described in Section 2.1.1. We then distributed these points on the WISE images and removed those that overlap image artifacts such as diffraction spikes, scattered-light halos, and optical ghosts, following the WISE sample selection as described in Section 2.1.2. The positions affected by artifacts are described in the Explanatory Supplement to the AllWISE Data Release Products.

Note that we cannot measure the contribution from fluctuations on larger scales than our survey area. Hence, the real correlation function is offset from the observed function by an integral constraint (IC; Groth & Peebles 1977);
\[
\omega(\theta) = \omega_{\text{obs}}(\theta) + \text{IC},
\]
where IC is given by
\[
\text{IC} = \frac{\sum \{ \text{RR}(\theta) A_\omega \theta^{-0.9} \}}{\sum \text{RR}(\theta)}
\]
(Roche & Eales 1999). In this work, given the value of \( A_\omega \) derived below, we obtained IC = 0.008. The ACF can be approximated by a power-law form as follows:
\[
\omega(\theta) = A_\omega \theta^{-\beta}.
\]
where \( A_\omega \) and \( \beta \) are the correlation amplitude and the power-law index. Since one of the purposes of this study is to compare the correlation amplitude with IR-faint DOGs, we followed Brodwin et al. (2008) and fixed \( \beta \) to be 0.9.

3. RESULTS

Here, we present the ACF and compare the correlation amplitude of IR-bright DOGs with those of IR-faint DOGs. Figure 3 shows the resultant ACF using Equations (1)–(8), for IR-bright DOGs. A fit to Equation (9) with \( \beta = 0.9 \) gives \( A_\omega = 0.010 \pm 0.003 \). Figure 4 compares this value with that of IR-faint DOGs where we estimated \( A_\omega \) for IR-faint DOGs based on the correlation length \( r_0 \) derived from Brodwin et al. (2008). Note that they estimated the correlation length as a function of Spitzer 24 \( \mu \)m flux, but the difference from the WISE 22 \( \mu \)m flux we use is negligible. We found that: (i) the correlation amplitude of IR-bright DOGs is consistent with that at the bright end \( (F_{\text{MIR}} \sim 1.0 \text{ mJy}) \) of IR-faint DOGs, and (ii) the correlation amplitude increases with increasing MIR flux.

\(^{19}\) github.com/jcoupon/maskUtils

4. DISCUSSION

In this section, we discuss the clustering properties of our subsample of 1411 HSC-WISE DOGs. Assuming a model for their redshift distribution, we derive their correlation length, bias factor, and dark matter halo mass. However, the redshift distribution of our sample has not yet been constrained spectroscopically. We thus consider two possible models for their redshift distribution and derive their clustering properties for each case. We then discuss the duty cycle of IR-bright DOGs and compare it with theoretical predictions.

4.1. Influence of the Optical–IR Matching Algorithm on the Correlation Amplitude

In Section 2.1.3, we simply selected DOG candidates by finding the nearest HSC source for each WISE source. But the
nearest source may not always be the true counterpart. Indeed, about 27% of WISE sources have more than one HSC counterpart within 3″, which is far from negligible. We hence investigate the influence of the nearest matching on derived correlation amplitude. Here, we estimate this effect using Monte Carlo simulations. When a WISE source has multiple counterpart candidates within the 3″ search radius, we randomly choose one object and determine if it satisfies our selection criteria. We then calculate the ACF and correlation amplitude for the resulting DDG sample. We create 1000 such realizations and estimate the distribution of A_0. The mean value and standard deviation of the simulated correlation amplitude are A_0 = 0.020 ± 0.010, which is roughly consistent with our result above. Therefore, we conclude that the influence of the uncertainty due to our nearest matching algorithm on the resultant correlation amplitude is modest.

4.2. Redshift Distribution of IR-bright DOGs

To derive the correlation length, bias factor, and dark matter halo of the subsample of HSC-WISE DOGs, we need to know their redshift distribution, \( N(z) \). Since the redshift distribution of our sample has not yet been constrained spectroscopically, we here consider two possible cases.

Case 1: Following Brodwin et al. (2008), we assume that \( N(z) \) is Gaussian, with mean and sigma \( z = 1.99 ± 0.45 \), as was determined from the IR-faint DOG sample in Dey et al. (2008). That sample was selected by adopting \( R = [24] > 14 \) and \( F(24 \mu m) > 0.3 \) mJy, where \( R \) and \( [24] \) represent Vega magnitudes in the \( R \)-band and Spitzer \( 24 \mu m \), respectively. Dey et al. (2008) measured spectroscopic redshifts for 86 IR-faint DOGs, although the objects with redshifts were largely from the bright end of their sample. Since clustering properties such as correlation length are sensitive to the given \( N(z) \), this assumption is useful when comparing the clustering properties of IR-bright DOGs with those of IR-faint DOGs under the same condition.

Case 2: We assume that \( N(z) \) is Gaussian, with mean and sigma \( z = 1.19 ± 0.30 \) determined by the photometric redshifts of the galaxies in our sample. Our DOG sample is too faint in the optical to have spectra in SDSS (Alam et al. 2015) or the Galaxy And Mass Assembly survey (GAMA: Driver et al. 2009, 2011). We thus attempted to infer photometric redshifts of IR-bright DOGs with a custom-designed Bayesian photometric redshift code (MIZUKI: Tanaka 2015) using the five-band HSC photometry. The photometric redshifts are computed for objects with clean cModel photometry based on the SED fitting technique where the spectral templates of galaxies are generated with the Bruzual & Charlot (2003) code. 1355/1411 (~96.0%) objects have photometric redshifts, and their distribution is shown in Figure 5. But only 245/1411 (17.3%) of those redshifts are reliable in the sense that the reduced \( \chi^2 < 1.5 \) and \( \sigma_{\Delta z}/z < 5\% \). Note that we are using \( z \) here for redshift. We confirmed that these 245 objects are distributed uniformly in the \( i \)-band magnitude and 22 \( \mu m \) flux plane (see Figure 2), meaning that the estimate of their photometric redshift distribution is not affected by possible flux dependence of the photometric redshift.

Their photometric redshift distribution is well-fit by a Gaussian, with mean and sigma \( z = 1.19 ± 0.30 \), which is lower than the redshift distribution assumed in Case 1. Note that the sigma of the redshift distribution is much larger than the photometric redshift errors. Figure 6 shows examples of SED fits for 245 DOGs based on MIZUKI. We found that the photometric redshifts of objects in the sample are determined from the Balmer break feature at 4000 Å. Also, the probability distribution function of photo-z (\( P(z) \)) is narrow and has no secondary peak in every case, which ensures the reliability of our measurement of photo-z. At the same time, however, the redshift distribution could be biased to \( z < 1.5 \) because one cannot determine reliable photometric redshifts for objects whose Balmer break lies beyond the \( g \)-band (e.g., star forming galaxies at \( z > 1.5 \)) or with power-law SEDs (e.g., dusty AGNs) and thus these objects may not be included in 245 HSC-WISE DOGs photo-z sample. Nevertheless, in what follows, we calculate correlation length and related quantities assuming both Case 1 and Case 2 redshift distributions, and tabulate them in Table 1.

4.3. Correlation Length

The ACF determined by Equation (9) can be deprojected (Limber 1954) to yield a measurement of the real-space correlation length \( r_0 \) over the redshift range:

\[
r_0 = \left[ \frac{c}{H_0 H_z} \frac{\int_{z_{\min}}^{z_{\max}} N(z) \Delta z}{\int_{z_{\min}}^{z_{\max}} N(z)^2 \chi(z)^{-1} E(z) \Delta z} \right]^{1/2},
\]

where \( \gamma, H_z, E(z), \) and \( \chi(z) \) are defined as follows:

\[
\gamma = 1 + \beta,
\]

\[
H_z = \frac{\Gamma \left( \frac{1}{\beta} \right) \Gamma \left( \frac{2 - 1}{\beta} \right)}{\Gamma \left( \frac{2}{\beta} \right)},
\]

\[
E(z) = \sqrt{\Omega_M (1 + z)^3 + \Omega_{\Lambda}},
\]

Figure 5. Photometric redshift distribution of IR-bright DOGs inferred from MIZUKI (Tanaka 2015). The cyan line represents the photometric redshift distribution of 1355 DOGs without the quality cuts (scaled down by a factor of \(~3\)). The black line and the inserted figure show the photometric redshift distribution of 245 DOGs sample with reduced \( \chi^2 < 1.5 \) and relative error of photometric redshift is less than 5%. The distribution can be fitted with a Gaussian, with mean and sigma \( z = 1.19 ± 0.30 \) as shown as the red solid line.
and

$$\chi(z) = \frac{c}{H_0} \int_0^z \frac{1}{E(z')} dz'.$$  \hspace{1cm} (15)

$N(z)$ is the redshift distribution of DOGs. Assuming that the redshift distribution for our DOG sample is Gaussian, with mean and sigma $z = 1.99 \pm 0.45$ (Case 1) and $z = 1.19 \pm 0.30$ (Case 2), we derived the correlation length ($r_0$) from Equations (11)–(15). We found $r_0 = 12.0 \pm 2.0$ and $10.3 \pm 1.7$–$h^{-1}$ Mpc for Case 1 and 2, respectively.

Figure 7 represents the comparison of the correlation length of our DOG sample with other high-redshift strongly clustered populations; SDSS quasars (Ross et al. 2009; Shen et al. 2009), IR-selected galaxies/AGNs/ultraluminous IR galaxies (ULIRGs) (Farrah et al. 2006; Magliocchetti et al. 2008), SMGs (Hickox et al. 2012), and IR-faint DOGs (Brodwin et al. 2008). These different papers use somewhat different cosmological models; we estimate that the resulting systematic uncertainty on the correlation length is $\sim 3\%$.

Figure 7 indicates that the correlation length of IR-bright DOGs is comparable to or larger than those of other populations of comparable redshift, for either of our assumptions about $N(z)$ (although the correlation length error bars overlap those of ULIRGs and SDSS quasars). In addition, the correlation length of IR-faint DOGs differs significantly from that of IR-bright DOGs. Although Brodwin et al. (2008) reported that the correlation length of IR-faint DOGs is consistent with that of SMGs and quasars, the correlation length of our IR-bright DOG sample is similar to or even larger than quasars at same redshift. This indicates that the IR-bright DOGs are a different population from IR-faint DOGs and they do not have an evolutionary link at least with SMGs at similar redshift (see Section 4.4).

### 4.4. Bias Factor of IR-bright DOGs

Here, we estimate the bias factors assuming the two redshift distributions; $z = 1.99 \pm 0.45$ (Case 1) and $1.19 \pm 0.30$ (Case 2). The spatial correlation function of galaxies is usually expressed by a power law as

$$\xi(r) = \left(\frac{r}{r_0}\right)^{-\gamma},$$  \hspace{1cm} (16)

where $\gamma = 1.9$. From the real-space correlation function, we define the DOGs dark matter clustering bias ($b_{\text{DOG}}$) at large scales ($8 h^{-1}$ Mpc) as

$$b_{\text{DOG}} = \frac{\xi_{\text{DOG}}(8, z)}{\xi_{\text{DM}}(8, z)},$$  \hspace{1cm} (17)

where $\xi_{\text{DOG}}(8, z)$ and $\xi_{\text{DM}}(8, z)$ are the two-point correlation function of DOGs and of the underlying dark matter, respectively. We estimated them in the same manner as Ikeda et al. (2015) (see also Peebles 1980; Myers et al. 2006);

$$\xi_{\text{DOG}}(8, z) = \left(\frac{r_0}{8}\right)^{-\gamma}$$  \hspace{1cm} (18)

and

$$\xi_{\text{DM}}(8, z) = \frac{(3 - \gamma)(4 - \gamma)(6 - \gamma)}{72} \left[\frac{g(z)}{g(0)} 1 + z\right]^2,$$  \hspace{1cm} (19)

where

$$g(z) = \frac{5 \Omega_{\text{mz}}}{2} \left\{\Omega_{\text{mz}} - \Omega_{\Lambda c} + \left(1 + \frac{\Omega_{\text{mz}}}{2}\right)\left(1 + \frac{\Omega_{\Lambda c}}{70}\right)^{-1}\right\}^{-1}$$  \hspace{1cm} (20)
Note. Assuming the two cases of the redshift distribution (Cases 1 and 2), we estimated the correlation length \( r_0 \), bias factor \( b \), and the dark matter halo masses for each case (see the main text for details).

\[
\Omega_{me} = \frac{\Omega_M (1 + z)^3}{\Omega_M (1 + z)^3 + \Omega_\Lambda}
\]

(21)

\[
\Omega_{\Lambda} = \frac{\Omega_\Lambda}{\Omega_M (1 + z)^3 + \Omega_\Lambda}
\]

(22)

Using Equations (17)–(22), we find the bias factors of IR-bright DOGs to be \( b_{\text{DOGs}} = 5.99 \pm 0.96 \) and \( 3.88 \pm 0.62 \) for Case 1 and 2, respectively.

In Figure 8 we plot the estimated bias factors with those of other populations; SDSS quasars (Ross et al. 2009; Shen et al. 2009), IR-selected galaxies/AGNs/ULIRGs (Farrah et al. 2006; Magliocchetti et al. 2008; Donoso et al. 2014), SMGs (Hickox et al. 2012), and IR-faint DOGs (Brodwin et al. 2008), as a function of redshift. We have recalculated the bias factors using the same cosmology from their correlation lengths if available in the literature. Note that the re-calculated bias factors of the SDSS quasars are larger that those in original papers, because of the difference of the assumed cosmology and method of the estimation. In case 1, the bias factor of IR-bright DOGs is consistent with that of ULIRGs and perhaps SDSS quasars, while the bias factor of IR-bright DOGs is consistent with that of SDSS quasars in case 2, as shown in Figure 8. Since most DOGs satisfy the definition of ULIRGs \( L_{\text{IR}} > 10^{12} L_\odot \) (e.g., Dey et al. 2008; Melbourne et al. 2012; Toba et al. 2015), the fact that IR-bright DOGs and ULIRGs have similar bias factor is reasonable.

4.5. Dark Matter Halo Mass of IR-bright DOGs

Using an ellipsoidal collapse model, Sheth et al. (2001) related the halo bias factor to its mass and calibrated a fitting relation for a large library of cosmological N-body simulations;

\[
b(M, z) = 1 + \frac{1}{\Delta^2} \left[ a^2 \sqrt{\xi} + b \sqrt{a} (a^2)^{\epsilon - c} - \frac{(\Delta a)^2}{(a^2)^{\epsilon - c} + b(1 - c)(1 + \frac{\Delta}{\xi})} \right],
\]

(23)

where \( a = 0.707 \), \( b = 0.5 \), \( c = 0.6 \), \( \xi_c = 1.686 \) is the critical overdensity required for collapse and \( \nu = \frac{\xi}{\sigma(M)D_C} \). The variance of mass fluctuations inside a sphere of radius \( R \) at
Figure 8. (a) Bias factors as a function of redshift. Blue diamonds and asterisks represent the bias factors of quasars selected from the SDSS DR5 (Ross et al. 2009; Shen et al. 2009). The green cross represents that of SMGs (Hickox et al. 2012). The orange triangles represent those of ULIRGs (Farrah et al. 2006), while the orange upside down triangles represent those of 24 µm selected galaxies (Magliocchetti et al. 2008). The yellow circle represents the bias factor of WISE-selected red AGN (Donoso et al. 2014). The red open square represents that of IR-faint DOGs from Brodwin et al. (2008) while red stars represent the bias factor for IR-bright DOGs in this work. The dashed lines show the evolution of halo bias factor for fixed DM halo mass of log([M/\(h^{-1}\)M⊙]) = 12.5, 13.0, 13.5, and 14.0 from bottom to top, respectively, using Equation (23). (b) Symbols are the same as (a). The lines show the evolution of bias for a passive population of tracers (Fry 1996; White et al. 2007).

$$z = 0, \sigma^2(M),$$ is given by

$$\sigma^2(M) = \frac{1}{2\pi^2} \int_0^\infty k^2 P(k) \tilde{W}(kR) dk,$$  (24)

where \(\tilde{W}(kR)\) is the Fourier transform of the spherical top-hat window function,

$$\tilde{W}(kR) = \frac{3 \sin(kR) - (kR) \cos(kR)}{(kR)^3}. \quad (25)$$

The radius \(R\) is related to the mass \(M\) by

$$R = \left( \frac{M}{4\pi \rho_m} \right)^{1/3}. \quad (26)$$

where \(\rho_m = \frac{3H^2}{8\pi G}\times \Omega_M = 2.78 \times 10^{11} \Omega_M h^2 M_\odot \text{Mpc}^{-3}\) is the mean density of the universe at \(z = 0\). \(P(k)\) is the power spectrum of the density perturbations,

$$P(k) = k^n T^2(k). \quad (27)$$

The amplitude of \(P(k)\) is fixed to match \(\sigma_8\), the density variance in a sphere of radius \(8 h^{-1}\) Mpc. \(T(k)\) is the CDM transfer function given by Eisenstein & Hu (1998),

$$T(k) = \frac{\ln[2e + 1.8q(k)]}{\ln[2e + 1.8q(k)] + \left[ 14.2 + \frac{731}{1 + 62.5q(k)} \right] q^2(k)}, \quad (28)$$

$$q(k) = \left( \frac{k}{h \text{Mpc}^{-1}} \right)^{1/\Gamma(k)} \quad (29)$$

where \(\Gamma(k)\) is the CDM shape parameter given by Eisenstein & Hu (1998)

$$\Gamma(k) = \Omega_M h \left[ \alpha_T + \frac{1 - \alpha_T}{(1 + 0.43ks)^4} \right]. \quad (30)$$

where

$$\alpha_T = 1 - 0.328 \ln(431\Omega_M h^2) \frac{\Omega_b}{\Omega_M} + 0.38 \ln(22.3 \Omega_M h^2) \left( \frac{\Omega_b}{\Omega_M} \right)^2 \quad (31)$$

$$s = \frac{44.5 \ln \left( \frac{9.83}{\Omega_M h^2} \right)}{\sqrt{1 + 10(\Omega_b h^2)^2}} \text{Mpc}. \quad (32)$$

Given our two models for the redshift distribution of DOGs, and our measured values of \(\rho_{\text{DOG}}\), we estimate the DM halo mass in which they reside based on Equations (23)–(32). We define the mean halo mass \(\bar{M}_h\) as the mass which satisfies the following equation,

$$b_{\text{DOG}} = b(\bar{M}_h, z), \quad (33)$$

where \(b(M, z)\) is the halo bias from Equation (23). As a result, we obtained log([\(\bar{M}_h/(h^{-1} M_\odot)\)]) ~ 13.57±0.50 and 13.65±0.45 in Case 1 and 2, respectively. We similarly found that the bias values of IR-faint DOGs from Brodwin et al. (2008) show that they reside in DM halos with \(8.7 \times 10^{12} M_\odot\), roughly consistent with the value of Brodwin et al. (2008). However, our IR-bright DOG sample resides in significantly more massive DM halos, as shown in Figure 8(a). Comparing the bias factor and DM halo masses of the IR-bright DOGs with other populations, we now discuss the possibility of an evolutionary connection between them. Dey et al. (2008) suggested that SMGs, DOGs, and quasars represent phases in the evolution of a gas-rich merger at high redshift in the context of the major merger scenario (Sanders et al. 1988; Hopkins et al. 2006, see also Hickox et al. 2009). Hydrodynamic simulations conducted by Narayanan et al. (2010) suggest that DOGs represent a transition phase in the evolutionary sequence of galaxy mergers; the sequence progresses from SMGs to
DOGs to quasars to elliptical galaxies. In the case of IR-faint DOGs, we confirmed that they reside in DM halos with similar mass as SMGs and SDSS quasars at similar redshift, which supports the evolutionary link between them as suggested by previous works. On the other hand, our result argues against an evolutionary link between IR-bright DOGs and other high-redshift populations. We found that IR-bright DOGs reside in several times heavier DM halos than do IR-faint DOGs and SMGs. This significant difference of DM halo mass cannot be explained as an evolutionary sequence involving major mergers. Therefore, IR-bright DOGs differ from other high-redshift populations and there is no evolutionary link between them.

However, SDSS quasars and our IR-bright DOGs reside in DM halos with similar mass and thus they are likely to be on similar evolutionary track for halo bias factor (see Figure 8(a)), which indicates that they could have an evolutionary link. We note that the bolometric luminosities of the SDSS quasars plotted in Figure 8 lies in the range \( \log(L_{\text{bol}}/L_{\odot}) = 11.6-13.5 \) (Ross et al. 2009; Shen et al. 2009). We estimated the bolometric luminosity for the galaxies in our sample; we first estimate the IR luminosity of each object based on the Monte Carlo method given the redshift distribution in the same manner as Toba et al. (2015) and then converted it to bolometric luminosity assuming the bolometric correction, where we adopted \( L_{\text{bol}} = 1.4 \times L_{\text{IR}} \) (Fan et al. 2016). The estimated bolometric luminosity of IR-bright DOGs is \( \log(L_{\text{bol}}/L_{\odot}) = 13.6 \pm 0.2 \) and \( 13.0 \pm 0.3 \) for Case 1 and 2, respectively. We also note that Shen et al. (2009) examined the clustering of the 10% most luminous quasars in their sample at \( z = 0.4-2.5 \). The resultant bias factor is \( b \sim 5.2 \), larger than the remaining 90% of quasars, and roughly consistent with our IR-bright DOG sample. Their bolometric luminosity is \( \log(L_{\text{bol}}/L_{\odot}) = 13.3 \) while their number density estimated from the LF in Richards et al. (2006) is roughly \( 5.0 \times 10^{-7} \) Mpc\(^{-3}\) dex\(^{-1}\) at \( z = 2.01 \) and \( 1.3 \times 10^{-7} \) at \( z = 1.25 \), which are also in good agreement with those in Toba et al. (2015).

Therefore, IR-bright DOGs may well have an evolutionary link with the most luminous SDSS quasars at \( z \sim 1-2 \).

The lines in Figure 8(b) show the evolution of bias from the observed epoch (\( z \sim 1-2 \)) to the present day (\( z = 0 \)) assuming that DOGs passively evolve into their lower redshift counterparts with the bias evolution given by Fry (1996) (see also White et al. 2007). In both Case 1 and Case 2, we found that the estimated DM halo mass of IR-bright DOGs is several times heavier than that of IR-faint DOGs and they follow different evolutionary tracks. This also indicates that IR-bright DOGs are a different population from IR-faint DOGs and thus there is no evolutionary link between them.

Figure 8(b) also indicates that the bias of IR-faint DOGs will evolve to \( b = 2.18^{+0.26}_{-0.18} \) at \( z = 0 \) while that of IR-bright DOGs will evolve to \( b = 3.10^{+0.62}_{-0.62} \) and \( 2.62^{+0.62}_{-0.49} \) for Case 1 and 2, respectively. This implies that the IR-bright DOGs will reside in very massive DM halos with \( 3.2^{+1.6}_{-1.5} \times 10^{13} h^{-1} \) \( M_{\odot} \), and \( 2.0^{+1.6}_{-1.5} \times 10^{14} h^{-1} \) \( M_{\odot} \) at \( z = 0 \) in Case 1 and 2, respectively, roughly comparable to the mass of present-day moderately massive galaxy clusters such as the Virgo cluster (Karachentsev et al. 2014). Therefore, we conclude that IR-bright DOGs may trace the mass assembly of stars and SMBHs through the heavy AGN/SF activity within massive DM halos in the high-redshift (\( z \sim 1-3 \)) universe, and that IR-bright DOGs could be progenitors of moderately massive galaxy clusters in the present epoch.

### 4.6. Minimum Halo Mass and Duty Cycle

Here, we discuss the duty cycle of the phase in which a galaxy appears as a DOG. First, we estimate the minimum halo mass \( (M_{\text{h,min}}) \) by comparing the bias of the DOGs with the effective bias of DM halos with this minimum halo mass. The effective bias is defined as

\[
b_{\text{eff}} = \frac{\int_{M_{\text{h,min}}}^{\infty} b(M) \frac{dn}{dM} (M) dM}{\int_{M_{\text{h,min}}}^{\infty} \frac{dn}{dM} (M) dM}, \tag{34}
\]

where \( \frac{dn}{dM} (M) dM \) is the number density of halos with mass between \( M \) and \( M + dM \), and \( b(M) \) is given by Equation (23). In this work, we adopt the halo mass function \( \frac{dn}{dM} (M) \) given by Sheth et al. (2001);

\[
\frac{dn}{dM} (M) = \frac{\rho_{c}}{M^{2}f(\nu)} \left| \frac{d\ln \nu}{d\ln M} \right|, \tag{35}
\]

where \( \nu = \frac{c}{\sigma(M)} \) and \( \sigma(M) \) was defined in Equation (24). \( f(\nu) \) is given by

\[
f(\nu) = 2A \left( 1 + \frac{1}{\nu^{2/3}} \right) \exp \left( -\frac{\nu^{2/3}}{2} \right), \tag{36}
\]

where \( \nu' = \sqrt{a} \nu \), and \( a = 0.707, q = 0.3 \), and \( A = 0.322 \). We obtained \( (M_{\text{h,min}})/(\hbar^{-1} M_{\odot}) = 13.40^{+0.53}_{-1.41} \) in Case 1 and 2, respectively (see Table 1).

We then constrain the duty cycle of DOGs following previous works on quasars (Martini & Weinberg 2001; Haiman & Hui 2001; Eftekhazadeh et al. 2015). Given this result, we estimated the DOG number density and the predicted number density of DM halos with mass above the minimum halo mass we estimate. Here, we assume that all DOGs reside in DM halos with mass above \( M_{\text{h,min}} \) and that each halo with mass above \( M_{\text{h,min}} \) hosts at most one DOG at a time. We define the duty cycle as follows:

\[
f_{\text{duty}} = \frac{\int_{L_{\text{min}}}^{L_{\text{max}}} \Phi(L) dL}{\int_{M_{\text{h,min}}}^{\infty} \frac{dn}{dM} (M) dM}, \tag{37}
\]

where \( \Phi(L) \) is the DOG luminosity function (LF). We recalculated the LF and number density of DOGs using the DOG sample in Toba et al. (2015) under the Planck cosmology. One caution here is that the derived number density of IR-bright DOGs should be considered as a lower limit because the DOG sample could miss some IR-bright DOGs due to limitations in the version of the HSC pipeline that was used for that analysis. In addition, the estimate of the duty cycle is sensitive to the uncertainty of the derived DM halo mass. We find \( f_{\text{duty}} > 0.013 \) and 0.007 for Case 1 and 2, respectively.

If we assume that the lifetime of DM halos in which DOGs reside is approximately the age of the universe at its redshift, the lifetime of the DOG phase is \( >0.013 \times 3.27 \) Gyr ~ 41 Myr and \( >0.007 \times 5.13 \) Gyr ~ 37 Myr for Case 1 and 2, respectively. Narayanan et al. (2010) combined N-body/smoothed particle hydrodynamic simulations with 3D polychromatic dust radiative transfer models, and investigated the
IR to optical flux ratio in major mergers as a function of cosmic time. They found that the phase during which $F_{\text{MIR}}/F_{\text{opt}} > 1000$ (thus matching the definition of a DOG) was only 10–30 Myr, somewhat shorter than what we had found. However, the system that Narayanan et al. (2010) simulated would have a MIR flux of less than 1 mJy if placed at $z \sim 2$, and thus this object would be an IR-faint DOG. In addition, this simulation is for the coalescence of two galaxies with total mass of $3.4 \times 10^{12} M_\odot$. Therefore, given that (1) the IR-bright DOGs reside in more massive DM halos than do IR-faint DOGs and (2) major mergers with more massive galaxies form DOGs with a longer duty cycle (Narayanan et al. 2010), the fact that the duty cycle we had found is longer than that obtained from the simulation would be consistent. The IR-bright DOGs are expected to result from mergers with more massive galaxies ($>10^{13} M_\odot$) than are IR-faint DOGs.

5. SUMMARY

Using the latest HSC-wide survey data and the WISE MIR all-sky survey data, we performed a search for IR-bright DOGs over $\sim 125$ deg$^2$. We cross-matched the HSC i-band photometry with the WISE 22 $\mu$m catalog, and adopted the DOGs color selection ($i - [22] > 7.0$). We identified 4367 IR-bright DOGs with flux $> 1.0$ mJy at 22 $\mu$m. After extracting a uniform subsample of 1411 galaxies, we measured their ACF, from which we determined the correlation length, and dark matter halo mass in which they reside. We consider possible two cases for their redshift distribution. The main results are as follows:

1. The IR-bright DOG ACF follows a power law, $\omega(\theta) = (0.010 \pm 0.003) (\theta/\text{deg})^{-0.9}$. The correlation amplitude of IR-bright DOGs is larger than that of IR-faint DOGs, which confirms that the clustering of DOGs depends on MIR flux (Brodwin et al. 2008).

2. Assuming that the redshift distribution for our DOG sample is Gaussian, with mean and sigma $z = 1.99 \pm 0.45$ (Case 1) and $z = 1.19 \pm 0.30$ (Case 2), the correlation length of IR-bright DOGs is $r_0 = 12.0 \pm 2.0$ and $10.3 \pm 1.7$ h$^{-1}$ Mpc for Case 1 and 2, respectively.

3. Given the correlation length, we found that their bias factor is $b_{\text{DOG}} = 5.99 \pm 0.96$ and $3.88 \pm 0.62$ for Case 1 and 2, respectively and they reside in massive dark matter halos with masses $\log([M_{\text{halo}}]/(h^{-1} M_\odot)) \sim 13.57^{+0.50}_{-0.55}$ and $13.65^{+0.45}_{-0.52}$ in Case 1 and 2, respectively.

4. The derived bias factor and dark matter halo mass of IR-bright DOGs are larger than those of other populations such as IR-faint DOGs and SMGs, while they are consistent with that of the SDSS quasars (particularly with $\log L_{\text{bol}} \sim 13.3 L_\odot$). This indicates that IR-bright DOGs differ from IR-faint DOGs and SMGs, but may have an evolutionary link with the SDSS quasars.

5. Their duty cycle estimated by the ratio of number densities of IR-bright DOGs and DM halos in which they reside is at least 0.013 and 0.007 in Case 1 and 2, respectively.

The current sample is based on $\sim 125$ deg$^2$ of imaging data. The HSC survey will cover more than 10 times as much sky, 1400 deg$^2$ when it is complete, allowing the identification of more than 10,000 IR-bright DOGs. This sample will be large enough to carry out a variety of statistical analyses to understand the physical nature of these objects (e.g., executing the clustering analysis on larger scale, doing a halo occupation distribution analysis and investigating the clustering strength as a function of flux). We are also searching for DOGs in the deep fields (27 deg$^2$) of the HSC survey: going a magnitude deeper in optical filters will allow identification of even redder sources than are explored in this paper.
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