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Abstract—Channel idle time distribution based secondary transmission strategies have been studied intensively in the literature. Under various performance metrics, the ultimate performance of secondary devices are eventually dictated by the presumed channel idle time distribution. Such distributions can take any arbitrary form in practice. In this work, we study idle time distributions in wireless local area networks (WLAN) using large amount of the channel idle time data collected in real-world WLAN networks. We demonstrate with experimental data that the channel idle time distribution can be closely modeled by hyper-exponential distribution. Furthermore, one can treat the primary packet arrival process as a semi-Markov modulated Poisson process. Several secondary transmission strategies are discussed under this model. It is shown that using only one hyper-exponential distribution, the secondary user can achieve a desirable performance when the primary packet arrival process is stationary. However, experimental data suggests that in practice, this process is not stationary and the secondary user can experience a large performance loss with stationary transmission strategy. We propose a novel transmission strategy that achieves suboptimal secondary user performance when the idle time distribution is not stationary. The performances of secondary transmission strategies are demonstrated using experimental data.

Index Terms—cognitive radio, hyper-exponential distribution, Markov-modulated Poisson process

I. INTRODUCTION

As wireless applications proliferate, the wireless industry is facing a critical problem of decreasing available radio frequencies. It is acknowledged that the concept of cognitive radio [1] may offer a solution to this spectrum scarcity problem. Cognitive radio refers to the type of devices that are aware of the spectrum usage in their surroundings and adopt certain mechanism to access the spectrum without affecting other ongoing wireless traffic. The problem of accessing local spectrum without affecting the primary users (PU) has been studied in the frequency, e.g. [2], space, e.g. [3], and time, e.g. [4] domains.

A. Prior work

A considerable amount of research effort has been spent on the time domain based cognitive radio channel access strategies. In [4, 5], channel accessing strategies are obtained by assuming that the channel idle time distribution (CIDT) follows certain distributions. In [6, 7], the idle and busy states of channels are modeled as Markovian or independently and identically distributed (i.i.d.) over time. The basic structure in most studies is to maximize the access time of the secondary users (SU) subject to a predefined impact on the primary users (PU) performance and based on an assumed CITD. The capacity of the cognitive radio network has been discussed in various aspects. In [8, 9], the authors studies the secondary capacity where the primary signal is treated as interference. In [10, 11], the secondary capacity is studied in fading channels and the SU needs to meet an interference constraint to the PU. In [12, 13], the secondary capacity is studied assuming that the SU has the information of the PU signals. Our study of the secondary capacity differs those prior works in that we focus on the exploration of the instantaneous transmission opportunities rather than transmission power or signal design.

In most of prior works, the assumptions imposed on the CITD are fairly simple. Most of these are inadequate to describe practical primary traffic patterns. In the literature, it is verified that the Internet traffic exhibits a heavy-tail and long-range dependence in its traffic (packet) size, transmission time, channel idle time, etc, c.f. [14], [15]. This implies that modeling of the CITD with a light tail distribution is inaccurate. Surprisingly, the data collected from several WLAN networks shows that the complementary cumulative distribution function (CCDF) of the CITD features two different characteristics. It follows a power-law decay up to some point. Then it follows an exponential decay. A similar phenomenon is also found in the distribution of inter-connect times between mobile devices [16]. A careful examination of the WLAN networks reveals that packet arrivals exhibit burst behavior. Markov modulated Poisson process (MMPP) [17] or semi-Markov Modulated Poisson process (SMMPP) are natural tools for modeling this bursty behavior.

The cognitive radio that explores time domain transmission opportunities has a great potential in the future of wireless networks. The technique proposed in this paper is an ad hoc-like secondary network. The primary network can either be ad hoc or centralized controlled networks. It can be applied to many decentralized wireless networks on both licensed and license-free frequency bands. One of the possible application is for the wireless sensor networks to work on the 2.4 GHz or 5 GHz Wi-Fi band. The wireless sensors can exchange information between each other but they do not need to connect to the Wi-Fi network. This technique provides a method for them to connect with decent data rate while remain transparent to the Wi-Fi network. In another scenario, this technique can also relief the primary network from heavy
traffic burden. For example, when to hand-held devices want to stream data to each other, they can directly connect to each other rather than connect through an access point. A preliminary version of this technique is named Wi-Fi Direct [18], which does not consider the protection of other Wi-Fi connection and optimization of its own performance. There also have been other successful techniques, for example, the Bluetooth and infrared ray connection. Nevertheless, they both require additional radio chain and processors and are quite range limited.

B. Contribution

In this work, the characteristics of the CITD are studied using experimental data. It is found out that the hyper-exponential distribution, which is a mixture of multiple exponential distributions, provides a close fit. Similar approximations of other network metrics can be found in [19]. Surprisingly, it turns out that if the durations of the packets are ignored in the SMMPP model, the CITD also follows the hyper-exponential distribution. To study secondary transmission strategies, under the assumption that the primary traffic that it follows the SMMPP model, several secondary transmission strategies are devised to access the channel during the channel idle times. These strategies require different amounts of knowledge of the CITD or equivalently the primary traffic state. Our results shows that the SU only needs to know the hyper-exponential distribution rather than the entire SMMPP to achieve a desirable secondary performance.

The strategies based on the SMMPP model are not robust to model error. A strategy that is robust to errors in the model is designed which tries to access one channel idle time multiple times. This strategy is a refined version of that proposed in [20, 21]. To sum up, our contributions in this work are three-fold:

1) The hyper-exponential approximation of the CITD is studied and the SMMPP model is proposed which closely models the wireless traffic.
2) The novel concept of primary traffic state is proposed and a complete study of secondary transmission strategies is provided based on the SMMPP model with consideration of available primary traffic information to the SU.
3) A novel transmission strategy is proposed when the primary traffic exhibits non-stationarity. The strategy guarantees that the impact on the PU remains consistently under the desired limit.

Furthermore, an experimental study is provide to support the conclusions.

This rest of this paper is organized as follows. Section II discusses the hyper-exponential approximation of the empirical CITD. Section III briefly discusses the general secondary transmission strategy design problem and provides some definitions. Secondary transmission strategies with primary traffic state information are discussed in Section IV. Section V proposes a strategy for dealing with non-stationary primary traffic. Section VI provides experimental study results. Section VII concludes this paper.

### II. EXPERIMENTAL CHARACTERIZATION OF MULTI-USER MULTI-SERVICE PRIMARY NETWORK TRAFFIC

This section studies the CITD features of a multi-user multi-service primary network. We use the channel activity of WLAN networks as a prototype for packet based random access primary networks in cognitive radio scenario. The channel idle time data is obtained in three locations using USRP2 [22], a software-defined radio device that captures signal with sampling frequency 4 MHz on Wi-Fi channel 11 (center frequency 2.462 GHz). In all of the locations, there are access points (AP) located on a grid, with about 30 meters apart from each other. The first location is in a university cafeteria, with about 5 APs and 35 moving and static Wi-Fi stations. The second location is in a university office, where there are about 3 to 5 APs and 5 Wi-Fi stations. The third location is in a university library, with about 5 APs and 7 to 10 static Wi-Fi stations. The three data sets, corresponding to the three locations, each contains 100,000 channel idle time samples. The samples are acquired sequentially. Table I lists the basic statistics of the data sets.

#### A. Empirical CITD

By carefully examining all the data sets, the evidence is found that the CCDFs of the CITDs follow power-law decay up to some critical point. In Figure 1a, the log-log plots are linear up to some point between $10^{-3}$ to $10^{-2}$. The linear-log plot of the CCDFs, as shown in Figure 1b, exhibits linearity beyond the critical point, which confirms that the CITD has an exponential tail.

In the literature, this behavior is modeled as a mixture of exponential distributions, or a hyper-exponential distribution, e.g. [16]. Additionally, according to Bernstein’s theorem [23], every complete monotone probability distribution function (PDF) is a mixture of exponential PDFs. Although there is no clear evidence showing that the CITD is complete monotone, it can still be approximated as a two-stage PDF which is comprised of a power-law and an exponential decay. To closely approximate a power-law decay usually requires large number of exponentials [19]. But a power-law distribution with an exponential decay requires much less exponentials. This feature makes it possible to consider opportunistic secondary access strategies with the hyper-exponential distribution function as a model for primary traffic idle time.

#### B. Hyper-exponential approximation

The distribution function corresponding to the hyper-exponential distribution is simply the weighted sum of several

| Set | 1 (office) | 2 (cafe) | 3 (library) |
|-----|------------|----------|-------------|
| size| 100,000    | 100,000  | 100,000     |
| Mean| 0.00125    | 0.0025   | 0.00205     |
| Std. Deviation| 0.0023 | 0.0046   | 0.0042    |
exponential distributions
\[ f(t) = \sum_{i=1}^{N} \alpha_i e^{-\lambda_i t}, \quad t \geq 0, \]  
(1)

where \( N \) is the number of exponentials, \( \lambda_i \)'s are the corresponding exponential parameters, \( \sum_{i=1}^{N} \alpha_i = 1, \alpha_i \geq 0, \forall i \).

We can estimate the parameters if the hyper-exponential distribution model corresponds to any given traffic pattern using the expectation-maximization (EM) algorithm. Readers are referred to [24] for more details about the expectation maximization (EM) algorithm. Two major observations of the EM estimation results are made. Firstly, the number of exponentials needed to approximate the empirical CDF is quite small. In particular, with the data collected, three or four exponentials can produce a reasonably good approximation to the empirical CDF. Increasing the number of exponentials beyond four does not improve the estimate significantly. This is also partly because the tail decays exponentially. Secondly, the estimated \( \lambda_i \)'s are far apart from each other. For example, the smallest \( \lambda \) might be 10 to 100; while the largest \( \lambda \) can be 5,000 to 10,000. These two observations will be crucial later for the development of effective secondary transmissions strategies.

C. SMMPP interpretation

In the semi-Markov modulated Poisson process, the arrival rate is governed by the evolution of a semi-Markov process with discrete state space. Each state is associated with a constant arrival rate. This model is very popular for bursty traffic modeling [17, 25]. Figure 2 shows a simple illustration of a two-state SMMPP. In the first period, the channel is in state 1 where the packets arrive with arrival rate \( \lambda_1 \). Then it jumps to state 2 with arrival rate \( \lambda_2 \). Let the steady-state probabilities of the two states be \( \alpha_1 \geq 0 \) and \( \alpha_2 \geq 0 \) with \( \alpha_1 + \alpha_2 = 1 \). Since the inter-arrival times in the two states follow exponential distributions with exponents of \( \lambda_1 \) and \( \lambda_2 \), respectively, one can think of the two channel states to be modulated by the behavior of two users. User 1 in state 1 is video-streaming; hence generates more traffic. User 2 is web browsing and generates less traffic. If the inter-arrival times between state transitions are ignored, the steady-state inter-arrival time distribution follows the weighted sum of the two exponentials \( f(t) = \alpha_1 e^{-\lambda_1 t} + \alpha_2 e^{-\lambda_2 t} \). Furthermore, if the lengths of the packets are ignored, this distribution would correspond to the distribution of the channel idle times. One can easily extend this two-state semi-Markov process to arbitrary number of states and obtain similar results. Hence, one can see that the SMMPP modeling of the packet arrivals and the hyper-exponential distribution modeling of the CITD are closely related.

![Fig. 2: A simple example of a two-state Markov modulated Poisson process.](image)
III. SECONDARY TRANSMISSION STRATEGY
PRELIMINARIES

This section is devoted to the development of some basic assumptions and concepts related to the secondary transmission strategy.

Firstly, the SU is assumed to be full-duplex, i.e., the SU can transmit signals and perform spectrum sensing at the same time. This means that if there is a packet collision, the SU can find out immediately after certain detection delay. This seemingly unrealistic assumption actually is quite possible given current development in the analog front-end technologies. In [26], it is stated that 40 dB to 80 dB rejection of self-interference is achievable in an analog front-end of a full-duplex radio. Authors in [27, 28] improved the self-interference cancellation in the analog front-end. Authors in [29] proposed a novel method which cancels self-interference at the receiving antenna from two transmitting antennas.

Secondly, it is assumed that the SU can perform perfect spectrum sensing when the SU is either idle or transmitting. In practice, the cognitive radio works in slotted time. The spectrum sensing result is produced at the end of each slot. If the slot is sufficiently long or the cognitive radio samples sufficiently fast, a near perfect spectrum sensing result is possible. Nevertheless, the result is not perfect since it is at least a one-slot delayed result. Moreover, spectrum sensing can still have errors. This imperfection can lead to decreased SU performance or increased PU impact. However, the primary channel statistics is not significantly impacted by sensing errors. As a result, the transmission strategy design, which depends only on the channel statistics, remains valid even under imperfect spectrum sensing. The overall performance degradation due to imperfect spectrum sensing is out of the scope of this paper.

The starting time of each channel idle time is denoted as time 0. The period from the beginning of one channel idle time to the beginning of the next channel idle time is called a cycle. The transmission strategy is defined as follows.

Definition 1 (Secondary transmissions strategy): At time \( t \geq 0 \), the SU accesses the channel for an infinitesimal duration with probability \( x(t) \) if the channel is sensed to be idle. Otherwise the SU keeps idle. The “infinitesimal duration” is a mathematical concept. In practice, time can be slotted and the SU makes transmission decision for each slot. A similar definition with slotted time can also be developed. The secondary signal could collide with the primary packets which results in performance loss. The collision situations in slotted time are described next. Due to the assumptions made earlier, there are only two situations that can possibly happen. Either the secondary packet does not overlap with the primary packet (left part of Figure 3) leading to a successful secondary transmission, or the secondary packet overlaps with the primary packet in just one slot (right part of Figure 3), resulting in a collision. In this situation, it is highly likely that the primary packet cannot be recovered since its packet header is corrupted. The primary packet is collided in this case. The probability of collision is defined from the primary users’ perspective.

Definition 2 (Probability of collision): The probability of collision is defined as the percentage of collided primary packets due to secondary transmissions. One can immediately see that if \( x(t) = 1 \forall t \geq 0 \) when the channel is sensed to be idle, the probability of collision is 1. To characterize the amount of time that the SU accesses the channel, the concept of secondary capacity associated with a particular secondary transmissions strategy is defined as follows.

Definition 3 (Secondary capacity): Secondary capacity is defined as the average SU access time during each channel idle time when a particular secondary transmission strategy is applied. Also, if \( x(t) = 1 \forall t \geq 0 \) when the channel is sensed to be idle, the secondary capacity is the mean of the channel idle times. Given the CITD \( f(t) \), the secondary capacity with strategy \( x(t) \) is

\[
\int_0^\infty x(t)(1-F(t))dt,
\]

and the probability of collision is

\[
\int_0^\infty x(t)f(t)dt.
\]

The SU can use different method to design \( x(t) \). For example, if the SU knows that the coming or current channel idle time is generated by a certain arrival rate \( \lambda_i \), the SU can use a strategy that would boost its secondary capacity. To assist such design, the concept of primary traffic state given the hyper-exponential distribution function 1 is defined as follows.

Definition 4 (Primary traffic state): If the coming or current channel idle time is generated by a certain arrival rate \( \lambda_i \), the primary traffic state is \( i \).

There are \( N \) states in total.

IV. PRIMARY TRAFFIC STATE INFORMATION

This section discusses the performance that the SU can achieve under the assumption that there does exist a SMMPP in the background that controls primary traffic. The SU performance is characterized by the secondary capacity. Depending on how much information the SU has about the exponentials of the CITD at a particular time, secondary capacity varies due to changes in the transmission strategy that the SU uses. This information is referred to as primary traffic state information (PTSI).

A. SMMPP model

Here, a formal description of the SMMPP model is provided for analysis purposes. Consider \( N \) arrival rates \( \lambda_1, \lambda_2, \ldots, \lambda_N \).
During a particular time period, the channel idle times follow the exponential distribution with a certain \( \lambda = \lambda_i, \quad i \in \{1, 2, \ldots, N\} \). This corresponds to the primary traffic being in state \( i \). The transition between states is governed by a recurrent semi-Markov process. To avoid ambiguity, the sojourn time in each state is defined as an integer number of channel idle times. We will denote by \( P = \{p_{ij}\}_{i,j=1}^N \) the probability transition matrix, where \( p_{ij} \) is the transition probability from state \( i \) to state \( j \), and \( \alpha_i, \quad i = 1, 2, \ldots, N \) the steady-state distribution of the Markov chain.

**B. Secondary capacity and PTSI classification**

In the remainder of the paper, we will use the probability of collision to constrain the SU transmission strategy. Then the secondary capacity is a function of the probability of collision \( \eta \), which we denote by \( T(\eta) \), where \( 0 \leq \eta \leq 1 \). We can classify the PTSI into one of three classes, depending on the availability of information about \( \lambda_i \)'s, \( \alpha_i \)'s and \( P \) for a particular channel idle time. The first class is the statistical PTSI, wherein the SU knows the parameters of the hyper-exponential distribution. The second class is the Markov-level PTSI, wherein the SU knows not only the hyper-exponential distribution but also the Markov transition probabilities in \( P \). The third class is the full PTSI, wherein the SU knows the exact arrival rate \( \lambda_i \)'s. With this class of PTSI, the SU has the most information about the primary traffic. Presumably, the secondary capacity should be the highest with the full PTSI, and the lowest with the statistical PTSI. The three classes are discussed in the sequel.

1) Statistical PTSI: When the SU only knows the parameters \( \alpha_i \)'s and \( \lambda_i \)'s, then the SU has statistical knowledge of the PTSI. At the beginning of a channel idle time, the SU does not know the current state of the primary traffic. As a result, the SU only knows that the distribution function of the duration of channel idle times as in (1). The statistical PTSI is a very practical assumption for the cognitive radio design. Assuming that the SU has only statistical knowledge of the PTSI, we can develop the following strategies. First, consider a straightforward strategy as follows.

**Strategy 1 (statistical PTSI one-shot strategy):** When a channel idle time comes, the SU transmits from time 0, and stop whenever it detects the primary signal or reaches the time \( \tau(\eta) \), which is the maximum duration of transmission determined by the probability of collision constraint:

\[
\eta = \sum_{i=1}^{N} \alpha_i (1 - e^{-\lambda_i \tau(\eta)})
\]

(2)

and

\[
\tau(\eta) \approx \frac{\eta}{\sum_{i=1}^{N} \alpha_i \lambda_i},
\]

where the approximation comes from the Taylor expansion for small \( \tau(\eta) \).

For this straightforward strategy, the secondary capacity is:

\[
T_{\text{stat-PTSI,os}}(\eta) = \int_{0}^{\tau(\eta)} (1 - F(t)) dt = \sum_{i=1}^{N} \alpha_i (1 - e^{-\lambda_i \tau(\eta)}),
\]

(3)

where \( F(t) = \int_{0}^{t} f(t) dt \). We will refer to this strategy as the one-shot strategy. The variable \( \tau(\eta) \) is the solution for (2).

Nevertheless, this strategy does not necessarily yield the largest secondary capacity with the statistical PTSI. To explore the longest transmission in a channel idle time given \( f(t) \), the SU might need to adopt an intermittent transmission strategy. Let \( 0 \leq x(t) \leq 1 \) be the transmission strategy. Consider the probability of collision constrained problem

\[
\max_{x(t), t \geq 0} \int_{0}^{\infty} x(t)(1 - F(t)) dt, \quad \text{s.t.} \int_{0}^{\infty} x(t)f(t) dt \leq \eta.
\]

The optimal solution to this problem yields the largest secondary capacity, which is the following strategy.

**Strategy 2 (statistical PTSI optimal strategy):** The SU first waits from the beginning of each channel idle times until a time \( \tau \). If the channel has been idle from the beginning of an idle interval, the SU accesses the channel until it detects a primary packet. We select \( \tau \) being such that \( 1 - F(\tau) = \eta \). It is quite noticeable that strategy 1 and 2 are in some sense “opposite” strategies in that strategy 1 utilizes the beginning part of channel idle times while strategy 2 utilizes the tail parts. To see why strategy 2 results in the largest secondary capacity, one could examine the optimal solution of the probability of collision constrained problem, which is studied in [4]:

\[
x^*(t) = \begin{cases} 
1, & \frac{1 - F(t)}{f(t)} > a^*, \\
p^*, & \frac{1 - F(t)}{f(t)} = a^*, \\
0, & \frac{1 - F(t)}{f(t)} < a^*, 
\end{cases}
\]

(4)

where \( a^* \) is determined as

\[
a^* = \inf \left\{ a : \int_{t : \frac{1 - F(t)}{f(t)} > a} f(t) dt \leq \eta \right\}.
\]

If \( \int_{t : \frac{1 - F(t)}{f(t)} > a^*} f(t) dt = \eta, \quad p^* = 0; \) otherwise

\[
p^* = \frac{\eta - \int_{t : \frac{1 - F(t)}{f(t)} > a^*} f(t) dt}{\int_{t : \frac{1 - F(t)}{f(t)} > a^*} f(t) dt}.
\]

This solution is developed for \( f(t) \) of a general form. When \( f(t) = \sum_{i=1}^{N} \alpha_i \lambda_i e^{-\lambda_i t} \), this solution has a special form. It is seen that the transmission opportunities should be allocated to the moments with large \( \frac{1 - F(t)}{f(t)} \). One can examine that the derivative of \( \frac{1 - F(t)}{f(t)} \) is nonnegative:

\[
\frac{\partial}{\partial t} \left( 1 - F(t) \right) f(t) \geq 0.
\]

According to the optimal solution (4), the optimal strategy should allocate transmission opportunity to the times with
the largest possible $\frac{1-F(t)}{F(t)}$. Because $\frac{1-F(t)}{F(t)}$ is monotone increasing, the optimal strategy is to transmit in the tail part of channel idle times. Since $1-F(\tau) = \eta$, $\tau$ can be written as a function of $\eta$, $\tau = \tau(\eta)$. Then the secondary capacity with statistical PTSI is indeed

$$T_{\text{stat-PTSI opt}}(\eta) = \int_{\tau(\eta)}^{\infty} 1 - F(t) dt. \quad (5)$$

One needs to solve a hyper-function to get the value of $\tau(\eta)$ for a particular $\eta$. Therefore there is no close form expression for (5).

2) Markov-level PTSI: When the SU knows the parameters $\alpha_i$’s, $\lambda_i$’s and the transition probability matrix $P$, the SU has the Markov-level PTSI. In theory, with $\alpha_i$’s, $\lambda_i$’s and $P$, the changes from one state to another could be detected. This is known as the Poisson disorder problem [30]. However, to perform tracking of the SMPP and accessing the idle times at the same time is very challenging, since a change of state might happen while the SU is still detecting the previous state. Basically, it is possible to use this strategy when the primary traffic state changes slowly.

Under this condition, the SU could adopt different transmission strategies since it has the information about the previous channel idle time. Given the previous state $i$, the probability distribution function of the upcoming channel idle time is

$$f_i(t) = \sum_{j=1}^{N} p_{ij} \lambda_j e^{-\lambda_j t}.$$

Given the knowledge that the primary traffic is in state $i$, similar to the one-shot strategy with statistical PTSI, the SU can choose a transmission strategy according to $f_i$.

**Strategy 3 (Markov-level PTSI one-shot balanced strategy):**
When the previous state of primary traffic is $i$, the SU transmits from the start of the next channel idle time until it detects the primary signal or reaches the maximum transmission duration $\tau_i(\eta)$, where

$$\eta = \sum_{j=1}^{N} p_{ij}(1 - e^{-\lambda_j \tau_i(\eta)}).$$

We can solve for $\tau(\eta)$ explicitly as

$$\tau_i(\eta) \approx \frac{\eta}{\sum_{j=1}^{N} p_{ij} \lambda_j},$$

for small $\eta$.

This is the one-shot balanced transmission strategy since it requires the same probability of collision for each state $i$. Then the secondary capacity with this strategy is

$$T_{\text{Markov-PTSI bal}}(\eta) = \sum_{i=1}^{N} \frac{\alpha_i}{\sum_{j=1}^{N} p_{ij} \lambda_j} \eta. \quad (6)$$

Besides the balanced strategy, one can associate different probability of collision constraints to different $i$ rather than distribute them equally among all states. This leads to the following optimization problem

$$\max_{\tau_i \geq 0} \sum_{i=1}^{N} \alpha_i \sum_{j=1}^{N} p_{ij} (1 - e^{-\lambda_j \tau_i}),$$

$$s.t. \ 1 - \sum_{i=1}^{N} \alpha_i \sum_{j=1}^{N} p_{ij} e^{-\lambda_j \tau_i} \leq \eta. \quad (7)$$

However, this problem is not a convex optimization problem since the constraint specifies a non-convex region. One can resort to a suboptimal strategy that allocates the transmission opportunities to the states where the SU could benefit the most.

**Strategy 4 (Markov-level PTSI one-shot suboptimal strategy):**
Assume without loss of generality that there exists an order $i_1, i_2, \ldots, i_N$ such that $\sum_{j=1}^{N} p_{i_1 j} \lambda_j \leq \ldots \leq \sum_{j=1}^{N} p_{i_N j} \lambda_j$ and there exists an $m$ such that $\sum_{k=1}^{m} \alpha_{ik} < \eta \leq \sum_{k=1}^{m+1} \alpha_{ik}$.

- When the previous primary traffic state is $i_k$, $1 \leq k \leq m$, the SU transmits from the start of each channel idle time until it detects the primary signal.
- When the previous primary traffic state is $i_{m+1}$, the SU transmits from the start of each channel idle time until it detects the primary signal or reaches the limit of $\tau_{m+1}$.
- The SU does not transmit at all in all other states.

$\tau_{m+1}$ is determined by the hyper-function

$$\eta - \sum_{k=1}^{m} \alpha_{ik} = 1 - \sum_{j=1}^{N} p_{i_{m+1} j} e^{-\lambda_j \tau_{m+1}}.$$

The secondary capacity is

$$T_{\text{Markov-PTSI os-opt}}(\eta) = \sum_{k=1}^{m} \alpha_{ik} - \sum_{j=1}^{N} p_{i_{m+1} j} e^{-\lambda_j \tau_{m+1}} + \alpha_{i_{m+1}} \tau_{m+1}. \quad (8)$$

The SU can also perform an optimal strategy similar to Strategy 2, except that $f_i(t)$ is replaced with $f_i(t)$. Consider the optimization problem when the previous primary traffic is in state $i$

$$\max_{x_i(t), t \geq 0} \int_{0}^{\infty} x_i(t) (1 - F_i(t)) dt,$$

$$s.t. \ \int_{0}^{\infty} x_i(t) f_i(t) dt \leq \eta.$$

Let $x^*_i(t; \eta)$ be the optimal solution and $T_i(\eta) = \int_{0}^{\infty} x^*_i(t; \eta) (1 - F_i(t)) dt$. Here, $x^*_i(t; \eta)$ is similar to (4). The strategy is

**Strategy 5 (Markov-level PTSI optimal balanced strategy):**
Denote the beginning of the channel idle times as $t = 0$. When the previous primary traffic is in state $i$, the SU transmits at time $t$ with probability $x^*_i(t; \eta)$ for an infinitesimal duration. The secondary capacity is

$$T_{\text{Markov-PTSI bal}}(\eta) = \sum_{i=1}^{N} \alpha_i T_i(\eta). \quad (9)$$

Rather than distributing the probability of collision equally over all states, the SU could be more greedy by exploring the
optimal allocation of the probability of collisions over different states. Consider this problem
\[
\max_{x_i(t), v_i, t \geq 0} \sum_{i=1}^{N} \int_0^\infty x_i(t) (1 - F_i(t)) dt,
\]
\[s.t. \sum_{i=1}^{N} \alpha_i \int_0^\infty x_i(t) F_j(t) dt \leq \eta. \quad (10)\]
The solution to this problem could be found out more clearly through the slotted version of it. Let \( p_{ij} = F_i(j) - F_i((j - 1)\Delta) \) and \( Q_{ij} = 1 - F_i((j - 1)\Delta) \) for \( j = 1, 2, \ldots, K \) and \( i = 1, \ldots, N \). The slotted version of this problem is
\[
\max_{x_i(j), v_i, j} \sum_{i=1}^{N} \sum_{j=1}^{K} Q_{ij} x_i(j),
\]
\[s.t. \sum_{i=1}^{N} \alpha_i \sum_{j=1}^{K} p_{ij} x_i(j) \leq \eta. \]
The optimal choice is to allocate the transmission opportunities \( x_i(j) \) to the slots with the largest \( \frac{Q_{ij}}{p_{ij}} \) possible, for all \( i = 1, \ldots, N \) and \( j = 1, \ldots, K \). This is essentially the same problem as the slotted strategy in the statistical PTSI. In the continuous case, the optimal solution is as the following.

**Proposition 1:** The optimal solution of (10) is
\[
x^*_i(t) = \begin{cases} 
1, & \frac{1 - F_i(t)}{f_i(t)} > a^*, \\
0, & \frac{1 - F_i(t)}{f_i(t)} < a^*, \\
p^*, & \frac{1 - F_i(t)}{f_i(t)} = a^*,
\end{cases}
\]
for all \( i \). Here, \( a^* \) is such that
\[
a^* = \inf \left\{ a : \sum_{i=1}^{N} \alpha_i \int_{\frac{1 - F_i(t)}{f_i(t)} > a} f_i(t) dt \leq \eta \right\},
\]
and \( p^* \) is
\[
p^* = \frac{\eta - \sum_{i=1}^{N} \alpha_i \int_{\frac{1 - F_i(t)}{f_i(t)} > a} f_i(t) dt}{\sum_{i=1}^{N} \alpha_i \int_{\frac{1 - F_i(t)}{f_i(t)} = a^*} f_i(t) dt}.
\]

Analogous to the slotted case, the SU transmits in the time that has the largest \( \frac{1 - F_i(t)}{f_i(t)} \) possible when the previous primary traffic state is \( i \). Proof of this proposition is in Appendix A. The strategy with optimal allocation over time and states can be summarized as

**Strategy 6 (Markov-level PTSI optimal strategy):** Let the beginning of each idle time be \( t = 0 \). When the previous primary traffic state is \( i \), the SU transmits for an infinitesimal duration at time \( t \) with probability \( x^*_i(t) \).

The secondary capacity with this strategy is
\[
T^\text{Markov-PTSI, opt}(\eta) = \sum_{i=1}^{N} \alpha_i \int_0^\infty x^*_i(t) (1 - F_i(t)) dt. \quad (12)
\]

3) **Full PTSI:** When the SU knows the state of the primary traffic at the beginning of each channel idle time, then the SU has full PTSI. With the full PTSI, the SU knows for sure that which exponential distribution generates the upcoming channel idle time. This assumption is practical under the condition that the primary traffic state changes very slowly. However, with full PTSI, the SU can utilize the channel idle times in the most efficient way, which provides an upper bound on the secondary capacity using opportunistic accessing strategies.

Firstly, the SU can adopt a balanced strategy.

**Strategy 7 (full PTSI balanced strategy):** The SU starts to transmit at the beginning of each channel idle time until it detects the primary signal or it reaches the transmission duration limit \( \tau_i \) which is determined by the probability of collision
\[
1 - e^{-\lambda_i \tau_i} = \eta.
\]
This implies that the average SU transmission duration is given by
\[
\tau_i(\eta) = \frac{1}{\lambda_i} \log \frac{1}{1 - \eta} = \frac{1}{\lambda_i} \left( \eta + o(\eta^2) \right) \approx \frac{\eta}{\lambda_i}.
\]
The approximation comes from Taylor expansion with small \( \eta \).

The secondary capacity under this strategy is
\[
T^{\text{full-PTSI, bal}}(\eta) = \sum_{i=1}^{N} \frac{\alpha_i}{\lambda_i} \eta. \quad (13)
\]

Similarly, the SU could distribute the probability of collision optimally over all states. This results in an optimization problem similar to (10), except that \( f_i(t) \) is an exponential distribution function instead of a hyper-exponential distribution function. According to the results in proposition 1, the SU should allocate the transmission opportunities to the states with the largest possible \( \frac{1 - F_i(t)}{f_i(t)} \). The optimal allocation strategy is as follows.

**Strategy 8 (full PTSI optimal strategy):** Assume without loss of generality that \( \lambda_1 \leq \ldots \leq \lambda_N \), and there exists an \( m \) such that \( \sum_{i=1}^{m} \alpha_i < \eta \leq \sum_{i=1}^{m+1} \alpha_i \).

- When the primary traffic is in state \( i \leq m \), the SU transmits until it detects the primary signal.
- When the primary traffic is in state \( m + 1 \), the SU transmits until it detects the primary signal or reaches the transmission duration limit \( \tau_{m+1} = \frac{1}{\lambda_{m+1}} \log \frac{1}{1 - \eta} \).
- In all other states, the SU does not transmit at all.

The secondary capacity is
\[
T^{\text{full-PTSI, opt}}(\eta) = \sum_{i=1}^{j} \frac{\alpha_i}{\lambda_i} + \frac{1}{\lambda_{j+1}} (\eta - \sum_{i=1}^{j} \alpha_i). \quad (14)
\]
C. Comparison of the three types of PTSI

Among the three types of PTSI, it is most convenient for the SU to have the statistical PTSI. The Markov-level PTSI requires the SU not only to have the statistical PTSI, but also the transition probabilities of the primary traffic states, which can be estimated from the channel idle time data. However, if the primary traffic is fast-changing, the SU could not correctly track the states. Then knowing the transition probabilities would not help improving the secondary capacity. When the primary traffic state changes slowly, the SU needs to perform $N - 1$ likelihood ratio tests for every channel idle time. This requirement is challenging but not impossible. The difference between the full PTSI and the Markov-level PTSI is that the full PTSI means the prior information of the primary traffic state of the upcoming channel idle time is known. This requirement is clearly unrealistic in the fast-changing case, but it can be used in the slow-changing case. The secondary capacity with full PTSI provides a reasonable upper bound for strategies with statistical or Markov-level PTSI.

More knowledge about the primary traffic usually results in more transmission opportunities. This is easily recognized by looking at the one-shot balanced strategies with the three types of PTSI. Because of the convexity of the function $f(t) = \frac{1}{t}$, it is obvious that $T^{\text{full-PTSI,bal}}(y) \geq T^{\text{stat-PTSI,os}}(\eta)$ because of Jensen’s inequality. With slow-changing primary traffic state, the transition probability $p_{ij}$ is small for $j \neq i$. Then the approximation $\sum_{k=1}^{N} p_{ik} \lambda_i \approx \lambda_i$ is valid. Hence, we have $T^{\text{Markov-PTSI,os-opt}}(y) \approx T^{\text{full-PTSI,os}}(\eta)$.

Compared with the one-shot strategies, the gain using the optimal strategy can be large. In the slotted optimal transmission strategy with statistical PTSI, the quantity $\frac{Q_i}{p_i}$ has the meaning of the “value-to-cost” ratio, i.e., the ratio between the secondary capacity and the probability of collision when the SU transmits in slot $i$. The slotted optimal transmission strategy suggests that the SU should always try to use the slots with the largest value-to-cost ratio. When the slot length $\Delta$ goes to zero we get

$$\lim_{\Delta \to 0} \frac{Q_i}{p_i} = \lim_{\Delta \to 0} \frac{Q_i}{\lambda_i} = \frac{1 - F(t)}{f(t)}.$$ 

This is consistent with the optimal strategy in the continuous case which requires that the SU should only transmit at the times that $\frac{1 - F(t)}{f(t)}$ is above a certain level. One can write explicitly that

$$\frac{1 - F(t)}{f(t)} = \frac{\sum_{i=1}^{N} \alpha_i e^{-\lambda_i t}}{\sum_{i=1}^{N} \alpha_i \lambda_i e^{-\lambda_i t}}.$$ 

When $t \to 0$, $\frac{1 - F(t)}{f(t)} \approx \frac{1}{\min \lambda_i}$. When $t$ is large enough, $\frac{1 - F(t)}{f(t)} \approx \frac{1}{\sum_{i=1}^{N} \alpha_i \lambda_i}$. So the difference between the one-shot strategies and the optimal strategy is approximately the difference between $\frac{1}{\sum_{i=1}^{N} \alpha_i \lambda_i}$ and $\frac{1}{\min \lambda_i}$, which can lead to a big gap implied by the result in the previous section.

Without analytical forms of the secondary capacity with the optimal transmission strategies, it is not straightforward to compare the performances in the three types of PTSI. A simulation study is provided in the sequel. Consider three traffic levels $\lambda_1 = 5$, $\lambda_2 = 100$ and $\lambda_3 = 6000$. The transition probability matrix

$$P = \begin{bmatrix} 0.9 & 0.05 & 0.05 \\ 0.05 & 0.9 & 0.05 \\ 0.05 & 0.05 & 0.9 \end{bmatrix},$$

and $\alpha_1 = \alpha_2 = \alpha_3 = \frac{1}{3}$. The secondary capacities of the 8 strategies are plotted in Figure 4. Several observations are made through the secondary capacities. Firstly, the SU could always get a good secondary capacity by optimally allocating the transmission opportunities over time. The solid blue, green, red and black curves are the optimal strategies that yields the most secondary capacities. The optimal strategy with full PTSI yields the most secondary capacity. The optimal strategies with the statistical and Markov-level PTSI have similar secondary capacities, but both slightly lower than $T^{\text{full-PTSI,opt}}$. The optimal balanced strategy with the Markov-level PTSI is again a little lower, and in some cases, it is lower than $T^{\text{Markov-PTSI,os-opt}}$. Secondly, the optimal allocation over the primary traffic states with the Markov-level PTSI can bring a boost in the secondary capacity. One can compare $T^{\text{Markov-PTSI,os-opt}}$, $T^{\text{Markov-PTSI,bal}}$ and $T^{\text{Markov-PTSI,os-opt}}$. Thirdly, having more information does not necessarily mean higher secondary capacity. With the statistical PTSI, the SU can still get a performance close to the situation with the full PTSI when the right strategy is chosen.

In a practical situation, the SU can conveniently obtain the statistical PTSI. The full PTSI is not considered as a practical prerequisite. Although Markov chains could be estimated, it still puts an enormous burden on the SU. The optimal strategy with the statistical PTSI could reach a performance close to the optimal. One question then is, “does there exist a strategy with the statistical PTSI that has simple solutions and is also robust to errors in $\alpha_i$’s and $\lambda_i$’s?” The next section provides an affirmative answer.

V. SECONDARY TRANSMISSION UNDER NON-STATIONARY PRIMARY TRAFFIC

The strategies with the statistical and Markov-level PTSI require some level of stationarity in the primary traffic. The

| Strategy | Secondary Capacity |
|----------|--------------------|
| One-shot | $Q_1$ |
| Balanced | $Q_2$ |
| Optimal | $Q_3$ |

The figure shows the secondary capacities of the 8 strategies. A simulation study is provided in the sequel. Consider three traffic levels $\lambda_1 = 5$, $\lambda_2 = 100$ and $\lambda_3 = 6000$. The transition probability matrix

$$P = \begin{bmatrix} 0.9 & 0.05 & 0.05 \\ 0.05 & 0.9 & 0.05 \\ 0.05 & 0.05 & 0.9 \end{bmatrix},$$

and $\alpha_1 = \alpha_2 = \alpha_3 = \frac{1}{3}$. The secondary capacities of the 8 strategies are plotted in Figure 4. Several observations are made through the secondary capacities. Firstly, the SU could always get a good secondary capacity by optimally allocating the transmission opportunities over time. The solid blue, green, red and black curves are the optimal strategies that yields the most secondary capacities. The optimal strategy with full PTSI yields the most secondary capacity. The optimal strategies with the statistical and Markov-level PTSI have similar secondary capacities, but both slightly lower than $T^{\text{full-PTSI,opt}}$. The optimal balanced strategy with the Markov-level PTSI is again a little lower, and in some cases, it is lower than $T^{\text{Markov-PTSI,os-opt}}$. Secondly, the optimal allocation over the primary traffic states with the Markov-level PTSI can bring a boost in the secondary capacity. One can compare $T^{\text{Markov-PTSI,os-opt}}$, $T^{\text{Markov-PTSI,bal}}$ and $T^{\text{Markov-PTSI,os-opt}}$. Thirdly, having more information does not necessarily mean higher secondary capacity. With the statistical PTSI, the SU can still get a performance close to the situation with the full PTSI when the right strategy is chosen.
stationarity in the statistical PTSI requires that the $\alpha_i$’s and $\lambda_i$’s remain static. The stationarity in the Markov-level PTSI requires not only the $\alpha_i$’s and $\lambda_i$’s remain static, but also the transition probabilities have to stay static. In practice, it is usually difficult to have static transition probability matrix. As a result, it is impractical to consider the Markov-level PTSI. In most situations, it is even difficult to have static $\alpha_i$’s and $\lambda_i$’s. In such situations, the performance of the strategies with the statistical PTSI will be affected in the sense that its probability of collision will significantly deviate from the designed value.

If the primary network has a limit on the largest probability of collision it can tolerate, it is desirable that the SU keeps the probability of collision under the designed limit.

To overcome this drawback and maintain a stable probability of collision performance, a strategy that depends only on the $\lambda_i$’s but not the $\alpha_i$’s is devised. The variation of the probability of collision can be reduced since it can only be affected by changes in the $\alpha_i$’s. At the same time, it also reaches a secondary capacity that is comparable to the statistical PTSI optimal strategy.

\[ 1 - e^{-\lambda_{N,t}} = \eta, \]

which yields

\[ t_N = \frac{1}{\lambda_N} \log \frac{1}{1 - \eta} \approx \frac{\eta}{\lambda_N}. \]

After this transmission, the SU continues to observe the channel. If the channel remains idle from time $t_N$ to time $t_N^e$, the SU is almost sure that this idle time is not generated by the exponential distribution with $\lambda_N$, where $t_N^e$ is determined by

\[ 1 - e^{-\lambda_N t_N^e} = 1 - \epsilon, \]

where $\epsilon > 0$ is a very small number. This implies that

\[ t_N^e = \frac{1}{\lambda_N} \log \frac{1}{\epsilon}. \]

Then the SU knows that with probability $1 - \epsilon$ this idle time is not generated by $\lambda_N$. The SU then assumes that the idle time is generated by $\lambda_{N-1}$. Given this conservative guess as well as the fact that this idle time is longer than or equal to $t_N^e$, the SU can access the channel for another duration $t_{N-1}$ starting from $t_N^e$, which is determined as follows

\[ \eta = P(t_N^e \leq X < t_N^e + t_{N-1} | X \geq t_N^e, \lambda_{N-1}) = 1 - e^{-\lambda_{N,t}t_{N-1}}, \]

where $X$ is the random variable of the channel idle time. This yields

\[ t_{N-1} \approx \frac{\eta}{\lambda_{N-1}}. \]

Again, if the channel remains idle from time $t_N^e + t_{N-1}$ to some time $t_{N-1}^e$ such that $1 - e^{-\lambda_{N-1}t_{N-1}} = 1 - \epsilon$, the secondary device can transmit for a duration of $t_{N-2}$ starting from $t_{N-1}^e$ by assuming that the idle time follows the exponential distribution with $\lambda_{N-2}$ and given that the idle time is longer than $t_{N-1}^e$. $t_{N-2}$ can be derived similarly. Figure 5 shows an example of the above process.

The multiple-shot strategy is summarized as follows.

**Strategy 9 (statistical PTSI multiple-shot strategy):** The strategy follows three steps.

1) The SU starts transmitting from the beginning of each channel idle time $t = 0$ until it detects the primary signal or reaches the transmission duration limit $t_N$, which is determined by the probability of collision constraint $1 - e^{-\lambda_N t_N} = \eta$. If the channel remains idle during the time $[0,t_N]$, go to the next step.

2) If the channel remains idle till the time $t_{N-1}^e$ such that $1 - e^{-\lambda_{N-1}t_{N-1}} = 1 - \epsilon$, it transmits from the time $t_{N-1}^e$ until it detects the primary signal or reaches the transmission duration limit $t_{N-1}$ which satisfies $1 - e^{-\lambda_{N,t}t_{N-1}} = \eta$ for $j = 0, 1, 2, \ldots, N - 1$. If the channel remains idle during the transmission, repeat this step.

3) If primary signal appears and the channel turns busy, secondary user enters observing state and wait for the channel to be idle. Go to step 1.

An important feature of this multiple-shot strategy is that under this strategy, the probability of collision $\eta$ is preserved under the $\lambda_i \gg \lambda_{i-1}$ condition. This is illustrated in the following proposition.

\[ \text{Fig. 5: An example of multiple-shot transmission strategy.} \]
The probability of collision is spread out in each step. Whenever an idle time follows a slow decay rate, the multiple-shot strategy will perform better than the one-shot strategy. The average of the secondary access time of the multiple-shot strategy is at least as good as the one-shot strategy.

**Proposition 2:** The probability of collision under the multiple-shot strategy is less than \( \eta \) given that the CITD follows the associated hyper-exponential distribution.

**Proof:** See Appendix A.

According to this proposition, the probability of collision of the multiple-shot strategy is at least as good as the one-shot strategy. The average of the secondary access time of the multiple-shot strategy is

\[
T_{\text{stat-PTSI,ms}}(\eta) = \sum_{j=1}^{N-1} \alpha_j \sum_{i=j}^{N-1} \frac{e^{-\lambda_i t_{i+1}} \eta}{\lambda_i} + \frac{\eta}{\lambda_N}. \tag{16}
\]

One should notice that this equation is valid for small \( \eta \).

The benefit of the multiple-shot strategy over the one-shot strategy can be explained as follows. In the one-shot strategy, it is automatically assumed that the CITD follows the fastest exponential decay rate and result in a very short transmission time \( t_N \). In the multiple-shot strategy, the probability of collision is spread out in each step. Whenever an idle time follows a slow decay rate, the multiple-shot strategy will benefit from it by generating a longer access time. This can also be understood from (16) where each term \( \frac{1}{\lambda_i} \) is linearly combined rather than nonlinearly as in (3). Therefore, the benefit of small \( \lambda_i \)'s would not be penalized by large \( \lambda_i \)'s. The secondary capacity for \( \eta \in [0, 0.1] \) is plotted in Figure 6. Its secondary capacity is suboptimal compared to the optimal strategies. But it is very close to that of the full PTSI balanced strategy. Moreover, the strategy design is completely independent of the \( \alpha_i \)'s. As a result, this strategy is insensitive to estimation errors in \( \alpha_i \)'s. This feature will be illustrated in detail in the next section.

**B. Probability of collision in non-stationary primary traffic**

Because the value-to-cost ratio of hyper-exponential distribution is non-decreasing in \( t \), the statistical PTSI optimal strategy often ends up with a strategy that forces the SU to keep idle from the beginning of a channel idle time for a specified period, and then transmit until it detects a primary packet. Therefore, even if the primary traffic has a different hyper-exponential distribution, this strategy is still optimal in the sense that for the specific probability of collision it generates, it achieves the highest secondary capacity. Nonetheless, to control the probability of collision.

The following example is considered to show how the probability of collision can change in non-stationary primary traffic with statistical PTSI optimal and multiple-shot strategies. Consider hyper-exponential distribution with \( \lambda_1 = 100 \), \( \lambda_2 = 6000 \) with weights of \( \alpha = 1 - \alpha \) and \( \alpha = 0.5 \). But the true value is \( \alpha = 0.5, 0.6, 0.7, 0.8 \) or 0.9. The designed probability of collision is 0.1. Figure 7 plots the actual probability of collision with these two strategies. One can see that the multiple-shot strategy preserves the probability of collision while the optimal strategy loses control of it.

\[
\text{Probability of collision of statistical PTSI optimal and multiple-shot strategies when the SU has incorrect information of } \alpha.
\]

**VI. Experimental Study**

This section provides an experimental study of the primary traffic and the SU performance using a software-defined radio (SDR) device working on the 2.4 GHz frequency band. The Wi-Fi users are the primary users. Firstly, the traffic of the primary network is studied, especially its non-stationarity. The performances of the SU strategies are also studied. Here we are mainly interested in the performance of statistical PTSI optimal and multiple-shot strategies under the non-stationary primary traffic.

**A. Primary traffic non-stationarity**

The channel state is observed using the SDR. Samples of channel idle time durations are extracted from the observations. To study the non-stationarity of the channel idle time, the sample set is divided into small groups in a sequential order. The parameters \( \alpha_i \)'s and \( \lambda_i \)'s are estimated for each of the small groups using \( N = 2 \). We study three data sets observed in different times of day. There are 100,000 channel idle time samples in each data set. Furthermore, each set is divided into groups with 1000 samples. The box plot of the estimates is shown in Figure 8. One can make two key observations from
the data. Firstly, the $\alpha_i$’s and $\lambda_i$’s are not static within a data set, which means that there is variation within short periods of times. Secondly, the estimates from different data sets are quite distinct. Therefore, in practical situations, the non-stationarity does exist in primary traffic and it poses a huge challenge for the SU.

B. SU performance in actual primary traffic

According to experimental results in [31], the primary network (in our case is the WiFi network) has a hard limit on the amounts of interference that it can tolerate. Therefore it makes sense to use the probability of collision to describe the amount of interference. Although in the strategies we have discussed, the probability of collision constraint is a long-term average, it is also desirable that the probability of collision in short periods of time be bounded by the constraint. We will call the probability of collision in short periods of time as the instantaneous probability of collision. Another metric that is used to describe the performance of the strategy is the probability that the instantaneous probability of collision exceeds the constraint. We will call this metric as the outage probability.

In the experiment, the transmission strategies which correspond to an estimate of the hyper-exponential distribution and a desired probability of collision are stored in the SU. The optimal and multiple-shot strategies are then applied to different time periods. An initial estimate of the hyper-exponential distribution is $\lambda^0 = [160,3670], \alpha^0 = [0.32,0.68]$. Three data sets with 100,000 channel idle time samples each are studied. Three performance metrics, the overall channel capacity, the overall probability of collision and the outage probability are used to compare between the statistical PTSI optimal and multiple-shot strategies. The desired probability of collision is $\eta = 0.05$. Figure 9 plots the overall secondary capacity and probability of collision. In data sets 2 and 3, the secondary capacities and probability of collisions of the optimal strategy are substantially higher than the multiple shot strategy, but lower in data set 1. The overall probability of collision is close to the designed value. To explain this phenomenon, we produce the estimates using data set 1, 2, and 3: $\lambda^1 = [349,4005], \alpha^1 = [0.38,0.62]; \lambda^2 = [163,4688], \alpha^2 = [0.35,0.65]; \lambda^3 = [186,4961], \alpha^3 = [0.36,0.64]$. We observe that the data sets 2 and 3 are more “similar” to the previous estimates, especially for the smaller $\lambda$. This indicates that if the estimates of the corresponding strategy is close to the actual value, the optimal strategy performs well. Otherwise, its performance drops significantly, as shown in data set 1. However, the multiple-shot strategy performs quite consistently for the three data sets. A similar conclusion can be made by inspecting the outage probability in Figure 10. Figure 10a shows that the multiple-shot strategy has much lower outage probability than the optimal strategy. The box plot of the probabilities of collisions in Figure 10b gives a more detailed description of the distribution of the probabilities of collisions. The black horizontal line is the designed probability of collision. One can see that the probabilities of collisions of the optimal strategy has a much wider span and statistically higher value than that of the multiple-shot strategy.

To sum up, the optimal strategy achieves the highest secondary capacity at the expense of a much higher outage probability in the presence of non-stationarity. Also, it suffers from a large performance loss when primary traffic model is incorrect. The multiple-shot strategy achieves a suboptimal secondary capacity. However, its secondary capacity is more stable with non-stationary primary traffic. Additionally, it maintains a very low outage probability.

VII. Conclusion

In this work, we first proposed a hyper-exponential distribution to fit in the CITD data observed from real-world WLAN networks. The hyper-exponential distribution provides not only a good fit to the data, but also a well-structured primary traffic model. Based on this distribution, a SMMP
model for the primary traffic pattern is proposed. A novel concept of primary traffic state information (PSTI) is derived to describe the amount of information the SU has about the primary traffic. Three types of PSTI and their practicality are discussed along with the associated secondary transmission strategies, including the statistical PSTI, Markov-level PSTI and full PSTI.

Currently, the most practical approach is to use the statistical PSTI. The optimal strategy with this PSTI is developed. We show that it achieves the highest secondary capacity when the primary traffic is stationary. But in non-stationary primary traffic, this strategy constantly produces higher probability of collision exceeding the designed value. This of course is not a desirable situation for the primary users. To this end, a multiple-shot strategy is proposed, which only achieves a secondary capacity similar to the full-PSTI balanced strategy in stationary primary traffic but has a constant probability of collision performance even if the primary traffic is non-stationary.

APPENDIX A

PROOFS

A. Proof of Proposition 1

Proof: Firstly, we prove that the optimal solution takes on the form

\[ a_i^*(t) = \begin{cases} 1, & \frac{1 - F_i(t)}{f_i(t)} > a_i^*, \\ p^*, & \frac{1 - F_i(t)}{f_i(t)} = a_i^*, \\ 0, & \frac{1 - F_i(t)}{f_i(t)} < a_i^*, \end{cases} \]

for all \( i \). This result is a straightforward extension of the result in [4]. Then we prove that for the index set \( I \subseteq \)
\{1, 2, \ldots, N\}, \ a_i^* = a^*, \ \forall i \in I \text{ and } \min_{t \geq 0} \frac{1 - F_i(t)}{f_i(t)} > a^* \text{ when } i \in \{1, 2, \ldots, N\} \setminus I. \text{ Assume without loss of generality that } a_k^* > a_i^*, \ \forall i < k \setminus I. \text{ Then there must exist a } b \text{ such that } 
\int_{t_1}^{1 - F_k(t)} x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} x_i(t) f_i(t) dt = \eta. \text{ Then one can verify (17). The last equality of (17) comes from the fact that } 
\int_{t_1}^{1 - F_k(t)} x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} x_i(t) f_i(t) dt = \int_{t_1}^{1 - F_k(t)} \lambda x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} \lambda x_i(t) f_i(t) dt + \int_{t_1}^{1 - F_k(t)} \lambda x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} \lambda x_i(t) f_i(t) dt = \eta. \text{ Then one can verify (17). The last equality of (17) comes from the fact that } 
\int_{t_1}^{1 - F_k(t)} x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} x_i(t) f_i(t) dt = \int_{t_1}^{1 - F_k(t)} \lambda x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} \lambda x_i(t) f_i(t) dt = \int_{t_1}^{1 - F_k(t)} \lambda x_k(t) f_k(t) dt + \int_{t_1}^{1 - F_i(t)} \lambda x_i(t) f_i(t) dt = \eta. \text{ Hence we arrive at a contradiction. Then the result of the proposition follows.} \]

B. Proof of Proposition 2

Proof: The probability of collision under the multipleshot strategy can be written as 
\[ P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_i \}) \]
= \[ \sum_{j=1}^{N} \alpha_j P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \]
where \( t_{N+1}^c = 0 \). Each term inside the summation can be expanded as 
\[ P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \]
= \[ P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \]
+ \[ P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \]
+ \[ P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \] . (18)

Since \( 1 - e^{-\lambda_j t_j^c} = 1 - \epsilon \), the first term in (18) is bounded by \( \epsilon \)
\[ P(\bigcup_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \]
\[ < P( X > t_j^c | \lambda_j) \]
\[ < \epsilon. \]

Then consider the following element in the second term
\[ P(t_{i+1}^c + t_i | \lambda_j) \]
\[ = e^{-\lambda_j t_{i+1}^c + (1 - e^{-\lambda_j t_i})} \]
\[ = e^{-\lambda_j t_i^c - (1 - e^{-\lambda_j t_i})} \]
\[ \leq (1 - e^{-\lambda_j}) \ln \frac{1}{1 - \epsilon} \]
\[ \approx 0. \]

The equality is obtained by substituting \( t_{i+1}^c = \frac{1}{\lambda_{i+1}} \ln \frac{1}{\epsilon} \), and \( t_i = \frac{1}{\lambda_i} \ln \frac{1}{1 - \epsilon} \). The approximations are obtained according to the assumption that \( \lambda_{i+1} \gg \lambda_i \) and \( \lambda_i \gg \lambda_j \). Then (18) can be approximated by
\[ P(\bigcup_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_i \}) \]
\[ \approx \sum_{j=1}^{N} \alpha_j P(\bigcap_{i=1}^{N} \{ t_{i+1}^c \leq X < t_{i+1}^c + t_j \} | \lambda_j) \]
\[ = \sum_{j=1}^{N} \alpha_j e^{-\lambda_j t_j^c - (1 - e^{-\lambda_j t_j})} \]
\[ = \alpha_j \epsilon. \]

Hence the proposition.
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