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Abstract. We study the emergence of dynamical quantum phase transitions (DQPTs) in a half-filled one-dimensional lattice described by the extended Fermi-Hubbard model, based on tensor network simulations. Considering different initial states, namely noninteracting, metallic, insulating spin and charge density waves, we identify several types of sudden interaction quenches which lead to DQPTs. Furthermore, clear connections to particular properties of observables, specifically the mean double occupation or charge imbalance, are established in two main regimes, and scenarios in which such correspondence is degraded and lost are discussed. Dynamical transitions resulting solely from high-frequency time-periodic modulation are also found, which are well described by a Floquet effective Hamiltonian. State-of-the-art cold-atom quantum simulators constitute ideal platforms to implement several reported DQPTs experimentally.
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1. Introduction

In spite of being the object of intense research for several decades, interacting many-body quantum systems continue posing some of the most exciting and challenging problems in modern physics. Key examples manifest during their unitary dynamics resulting from nonequilibrium setups such as sudden quenches, where fundamental phenomenology including thermalization [1, 2, 3, 4, 5] and transport of conserved quantities [6, 7, 8] emerges. The understanding of these problems has received an enormous boost largely due to the development of powerful numerical methods [9, 10, 11], and due to the implementation of quantum simulators which allow for exquisite unprecedented control of the degrees of freedom of many-body systems [12, 13, 14].

A fascinating effect identified within this combined effort, known as dynamical quantum phase transitions (DQPT), results from taking general ideas of quantum criticality to the nonequilibrium scenario [15, 16]. This concept relies on the return (or Loschmidt) amplitude of the evolved state $|ψ_0(t)\rangle$ of a quantum system to its initial state $|ψ_0\rangle$,

$$G(t) = \langle ψ_0|ψ_0(t)\rangle = \langle ψ_0|e^{-iHt}|ψ_0\rangle,$$

(1)
during the dynamics arising from a sudden quench. Here $|ψ_0\rangle$ is the ground state of a Hamiltonian $H_0$, and $H$ is the post-quench Hamiltonian. The Loschmidt amplitudes have been argued to be similar to canonical partition functions in equilibrium [15]. Namely, for a system of $L ≫ 1$ sites, the associated Loschmidt echo $\mathcal{L}(t)$ has a dependence with $L$ of the form

$$\mathcal{L}(t) = |G(t)|^2 = e^{-L\lambda(t)}$$

(2)

with $\lambda(t)$ a real-valued (intensive) rate function which is obtained in the thermodynamic limit as

$$\lambda(t) = -\lim_{L→∞} \frac{1}{L} \log [\mathcal{L}(t)].$$

(3)

A vanishing value of the return amplitude, and thus of the Loschmidt echo, results in nonanalyticities of the rate function $\lambda(t)$. This is similar to how the complex zeros of partition functions, known as Fisher or Lee-Yang zeros, lead a nonanalytic behavior of the free energy density (i.e. the associated rate function) at the critical point of a phase transition. Extending this idea to the nonequilibrium realm, a DQPT at a critical time $t^*$ (instead of a critical control parameter) is said to occur when during the dynamics, such zeros are crossed [15].

A vast amount of recent theoretical research has been devoted to study this beautiful insight in systems of different nature, namely spin [15, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33], fermionic [34, 35, 36, 37, 38, 39], bosonic [40, 41, 42, 43, 44, 45], and hybrid models [46]. This effort also includes the analysis of the impact of ingredients such as disorder [47, 48, 49] and topological order [50, 51, 52]. Crucially, experimental demonstrations of DQPTs have been achieved in several quantum simulation platforms [53, 54, 55, 56, 57]. Many of these studies have
shown evidence that DQPTs emerge when there is a quench across an equilibrium quantum phase transition, i.e. when $|\psi_0\rangle$ and the ground state of $H$ correspond to different phases. However, several exceptions have been reported [16, 19, 20, 45, 58], so no one-to-one correspondence between DQPTs and equilibrium quantum phase transitions can be established. In addition, it is common to look for manifestations of DQPTs beyond nonanalyticities of $\lambda(t)$. In several scenarios, such as particular quenches in the XXZ [18, 51], $O(N)$ [59] and symmetry-broken Ising [53] models, these nonanalyticities coincide with vanishing values of order parameters; in other cases they are shifted from zeros or minima of order parameters by a constant factor, as found in Ising [15, 26] and Bose-Hubbard models [41] respectively. However, in many others such an association remains elusive [15, 16, 17, 18].

To help unravel the connections between DQPTs, equilibrium quantum criticality and the time evolution of observables, it is valuable to consider simple models with different phases that are accessible experimentally. In this regard, systems of strongly interacting spin-1/2 fermions constitute very attractive candidates to be the object of such analysis. In spite of this, DQPTs on these systems have been discussed only a few times [34]. In the present work we perform such a study in the one-dimensional extended Fermi-Hubbard (EFH) model at half filling, which incorporates on-site and nearest-neighbor density-density interaction. This model not only generalizes the seminal and widely-studied Fermi-Hubbard model, whose dynamics has been intensively explored experimentally with cold atoms in optical lattices [6, 60, 61, 62, 63]; it is also known to possess a rich ground-state phase diagram [64, 65, 66, 67], and has been recently proposed to explain properties of one-dimensional quantum materials [68, 69]. We analyze DQPTs emerging at early times from quantum quenches in one or both of the interaction terms, with special focus on the Fermi-Hubbard limit and charge density wave (CDW) states. For the former case, we also discuss how symmetries of the model are manifested in the time evolution of the rate function. Furthermore, we establish two main general scenarios where a clear connection between DQPTs and the dynamics of observables exists. Finally we show that DQPTs can be induced solely by a time periodic modulation of an on-site potential, which provides a timely strategy for observing such phenomena given the state-of-the-art advances in Floquet engineering with cold fermions in optical lattices [70, 71, 72, 73].

The manuscript is organized as follows. In section 2 we describe the EFH model and the method used to study its dynamics. In section 3 we show the existence of DQPTs in the Fermi-Hubbard limit ($V = 0$) for noninteracting, weakly and strongly interacting initial states. The transitions resulting from CDW states, namely a ground state of the extended model for finite $V > 0$ and a product degenerate CDW, are discussed in section 4. The emergence of DQPTs from Floquet modulation is presented in section 5. Finally, section 6 contains our main conclusions.
2. Model and method

We study the DQPTs of the one-dimensional EFH model at half filling, zero magnetization and with open boundary conditions. Its Hamiltonian is given by

\[
\hat{H} = -J \sum_{j=1}^{L-1} \sum_{\sigma = \uparrow, \downarrow} \left( \hat{c}_{j,\sigma}^\dagger \hat{c}_{j+1,\sigma} + \text{H.c.} \right) + U \sum_{j=1}^{L} \hat{n}_{j\uparrow} \hat{n}_{j\downarrow} + V \sum_{j=1}^{L-1} \hat{n}_{j} \hat{n}_{j+1},
\]

(4)

where \( \hat{c}_{j,\sigma}^\dagger \) (\( \hat{c}_{j,\sigma} \)) creates (annihilates) a fermion with spin \( \sigma = \uparrow, \downarrow \) on site \( j \), \( \hat{n}_{j\sigma} = \hat{c}_{j,\sigma}^\dagger \hat{c}_{j,\sigma} \) is the number operator for site \( j \) and spin \( \sigma \), \( \hat{n}_j = \hat{n}_{j\uparrow} + \hat{n}_{j\downarrow} \) is the total number operator at site \( j \), \( J \) is the hopping (taken as \( J = 1 \) to set the energy scale), \( U \) the on-site coupling, and \( V \) the nearest-neighbor interaction. Thus this model extends the standard (integrable) Fermi-Hubbard Hamiltonian, which corresponds to \( V = 0 \). Importantly, we allow \( U \) and \( V \) to represent both repulsive (\( U, V > 0 \)) or attractive (\( U, V < 0 \)) interactions.

The ground state phase diagram of the model at half filling and zero magnetization, i.e. with

\[
\sum_{j=1}^{L} \langle \hat{n}_{j\uparrow} \rangle = \sum_{j=1}^{L} \langle \hat{n}_{j\downarrow} \rangle = \frac{L}{2},
\]

(5)

is well known \cite{64, 65, 66, 67}, and features several (quasi-long range ordered) phases, as sketched in figure 1. When the system has on-site attraction and nearest-neighbor repulsion, or when the nearest-neighbor repulsion dominates over on-site repulsion, a charge density wave (CDW) is favored. On the other hand, if the on-site repulsion is dominant, a spin density wave (SDW) is formed. For weak and intermediate repulsive interactions, a bond-order wave (BOW) emerges between the CDW and SDW states, characterized by an alternating expectation value of the hopping term of the Hamiltonian \cite{65, 74, 75, 76, 77, 78, 79, 80}. For strong nearest-neighbor attraction, the fermions cluster together forming a phase separation (PS). Finally, for weak and intermediate nearest-neighbor attraction, superconducting states are established, either of singlet (SS, with on-site attraction) of triplet (TS) pairing \cite{65, 81}.
The dynamical properties of the one-dimensional EFH model are known to a much lesser degree, since most research has focused on the $V = 0$ limit. The latter includes analysis on the expansion of initially-confined particles \cite{82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 62, 94}, doublon dynamics \cite{95}, melting of product ordered states \cite{96, 90, 97, 93}, and quantum quenches from ground \cite{90, 98, 99, 100, 101} and thermal states \cite{102, 103}. On the other hand, for finite nearest-neighbor interactions, the study on dynamical properties has been much more limited, focusing on the time evolution of doublons \cite{104}, time-resolved single-particle spectrum \cite{105}, and spectral functions for detecting nonequilibrium superconductivity \cite{106}. Thus the nonequilibrium properties of the EFH model still constitute a largely uncharted territory.

In the present work we discuss the time evolution induced by different sudden quenches in the EFH model, focusing on early times where the existence of DQPTs is unveiled. We consider three main scenarios. First we discuss transitions solely within the Fermi-Hubbard limit. Then we explore quenches from CDW states, corresponding to the ground state of the EFH with finite $V$ or a product state. Finally we study DQPTs emerging from a periodic modulation of the Hamiltonian. To reach systems of hundreds of sites, our simulations are based on a matrix product state description. Namely, we calculate the initial state $|\psi_0\rangle$ as the ground state of a Hamiltonian $H_0$ (with interactions $U_0$ and $V_0$) with the density matrix renormalization group \cite{9}, and use its time-dependent extension \cite{107, 108} to obtain the evolved state $|\psi(t)\rangle$ under Hamiltonian $H$ (with interactions $U$ and $V$). We show results for chains of up to $L = 160$ for correlated initial states, and of $L = 256$ for the product CDW (finite-size effects are discussed in Appendix B). We also incorporate the conservation of number of fermions with spin up and down, to work directly in the symmetry sector of half filling and zero magnetization \cite{5}. The ground states have been calculated with maximal truncation error per sweep down to $10^{-10}$. In addition, during the dynamics we take time steps down to $\delta t = 0.001$ and maximal truncation errors per step down to $10^{-10}$ (up to a maximal truncation parameter $\chi = 3000$). Our codes are based on the open-source Tensor Network Theory library \cite{109, 110}.

3. DQPT in the Fermi-Hubbard model

We initiate by discussing DQPTs in the Fermi-Hubbard limit $V_0 = V = 0$. In this case, in addition to the rate function $\lambda(t)$ of \cite{4}, we calculate the average double occupation in the lattice, given by

$$d(t) = \frac{1}{L} \sum_{j=1}^{L} \langle \hat{n}_{j\uparrow} \hat{n}_{j\downarrow} \rangle(t).$$

(6)

We also consider two distinct cases: when the initial state $|\psi_0\rangle$ is noninteracting ($U_0 = 0$) and when it has finite on-site interactions ($U_0 \neq 0$).
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Figure 2. (a) Rate function $\lambda(t)$ as a function of time for quenches of the Fermi-Hubbard model, with an initial state of $U_0 = 0$. (b) Time evolution of double occupation. The second maximum of $\lambda(t)$ and minimum of $d(t)$ for $U = 10$, not shown for clarity, take place at $t^*_2 = 1.18$ and $t^*_2 = 0.81$ respectively.

3.1. Initial noninteracting state

We first describe the scenario with $U_0 = 0$ and $U \gg 1$. Here we expect short-time dynamics governed by oscillations of frequency $U$, as already seen in small systems. For instance, using strong-coupling time-dependent perturbation theory (see Appendix A), the Loschmidt echo for two sites has the form

$$L(t) = \cos^2\left(\frac{Ut}{2}\right) + \frac{16}{U^2} \sin^2\left(\frac{Ut}{2}\right).$$

Dynamical quantum phase transitions are evidenced with the same periodicity in much larger systems; this is shown in figure 2(a) for $L = 128$. The cusps featured by the rate function at certain times $t^*_j$ manifest the emergence of DQPTs for $U \gg 1$, with earlier and more frequent transitions when $U$ increases. In fact, we have verified that the critical time $t^*_1$ of the first DQPT decays as $\sim 1/U$. Also, the differences $\Delta t^*_j = t^*_j+1 - t^*_j$ between consecutive critical times $t^*_j$ of the transitions shown in figure 2(a) are the same for each value of $U$, and also decay as $\sim 1/U$.

The evolution of the corresponding double occupations is shown in figure 2(b), which for short times follows the same form already seen in small systems (see
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Appendix A), namely

\[ d_0 - d(t) \propto \frac{1}{U} \sin^2 \left( \frac{U t}{2} \right), \tag{8} \]

with \( d_0 = 1/4 \) the mean double occupation of the noninteracting state at zero magnetization and half filling. Even though the double occupation does not constitute an order parameter of the initial state, the relation between its time evolution and DQPTs is apparent. For values of \( U \gtrsim 20 \) the agreement between \( t^* \) and the times \( t^d_j \) of minimal double occupation, given by

\[ t^d_j = \frac{\pi}{U} (2j - 1) \quad \text{with} \quad j = 1, 2, \ldots \tag{9} \]

according to [3], is excellent; both times are almost identical for \( U = 40 \) (\( t^*_{1,2,3} = 0.079, 0.238, 0.396; t^d_{1,2,3} = 0.078, 0.235, 0.395 \)). These results indicate that in this regime of large \( U \) and early times, both the DQPTs and charge dynamics are characterized by the same timescale, given by \( U \). For much lower (yet still strong) interactions this correspondence is lost. For example, for \( U = 10 \) the times \( t^*_j \) and \( t^d_j \) no longer agree, as seen in figure 2(a); the same occurs for their differences \( \Delta t^*_j \) and \( \Delta t^d_j = t^d_{j+1} - t^d_j \). Thus the dynamics becomes more involved as both quantities are no longer governed by the same underlying nonequilibrium timescale.

We note that for low values of \( U \) we did not find DQPTs on early times; for example, for \( U = 2 \), no DQPT was seen up to the reached time \( t = 1.4 \). However this does not preclude their appearance much later, which might happen even when the rate function remains smooth for a long time [17].

3.2. Initial interacting state

Now we discuss the emergence of DQPTs when crossing the metal-insulator transition of the Fermi-Hubbard model at \( U = 0 \). For this, we prepare initial states \( |\psi_0\rangle \) for different finite interactions \( U_0 \) and perform a quench with values of \( U \) at the other side of the transition (no DQPTs were observed for \( U \) within the same equilibrium phase). We particularly focus on how cusps of the rate function evolve as \( U \) is increased.

We first take \( U_0 = -2 \), which corresponds to a metallic state; the rate function for \( L = 160 \) is shown in figure 3(a). For weak repulsive interactions \( U \leq 4 \), \( \lambda(t) \) remains smooth; however a small maximum is featured, which grows and moves to earlier times as \( U \) increases. For stronger coupling, e.g. \( U = 7 \), the first peak starts developing a sharp behavior and more smooth peaks arise. This behavior anticipates the emergence of DQPTs for even stronger interactions, namely \( U \geq 10 \), whose rate function is very similar to that of the noninteracting case as intuitively expected. In particular, the critical time of the first cusp \( t^*_1 \) also follows a \( 1/U \) trend, with slightly lower values than those of \( U_0 = 0 \). For longer times a few periodic DQPTs are still observed for very strong interactions \( U = 20 \), followed by a sequence of smooth low peaks.

The corresponding double occupations are shown in figure 3(b). In general, as \( U \) increases more oscillations emerge, with decreasing values of the times \( t^d_j \) of its minima.
For very strong interactions $U = 20$ and early times the double occupation evolves following a trend similar to that in equation (8), and its first three minima agree with the nonanalyticities of the rate function. This is accentuated even further for stronger interactions, namely $U = 30$ (not shown), where five DQPTs coincident with minima of the double occupation are observed. Thus, similarly to the $U_0 = 0$ case, in the very-strongly-interacting limit of the quench Hamiltonian there is a transparent connection between DQPTs and observable dynamics.

An important feature of the time evolution of the Fermi-Hubbard model is evidenced in figure 3(a) with a particular example. Namely, the rate function is identical to that obtained when the signs of $U_0$ and $U$ are changed (dashed lines). In addition, $d(t)$ is symmetric around the value $1/4$ for this modified time evolution, as depicted in figure 3(b). Thus, when the initial state is prepared in the insulating phase and the time evolution is performed under a Hamiltonian with metallic ground state, the correspondence between DQPTs and the mean double occupation takes place for local maxima of the latter. We show in Appendix C how these properties arise from the symmetries of the Hamiltonian.

Now we consider an initial state of $U_0 = -10$, also in the metallic phase, for $L = 128$. In contrast to the previous cases, DQPTs are seen to emerge at intermediate interactions.
only, thus being a more restricted scenario for their implementation. Specifically, as observed in figure 4(a), no evidence of DQPTs is found for $U = 0, 1$, and at $U = 2$ sharp features close the maxima of the rate function start developing, anticipating DQPTs. The latter occur at $U = 3$, and disappear again for stronger interactions $U \geq 5$. The symmetry under sign inversion is also shown, exemplified for $U = 2$. In figure 4(b) we depict the corresponding time evolution of the double occupation. Similarly to the maxima of $\lambda(t)$, the minima of $d(t)$ emerge earlier as $U$ increases, occurring at similar (yet not always equal) times. Namely, the DQPTs of $U = 3$ take place at $t_{1,2}^* = 0.455, 1.253$, and the $d(t)$ minima at $t_{1,2}^d = 0.510, 1.255$. The lack of a full coincidence of $t_{j}^*$ and $t_{j}^d$ or of their difference $\Delta t_{j}^*$ and $\Delta t_{j}^d$ prevents establishing a definitive link between DQPTs and observable dynamics for this case. It is tempting to propose that interactions in a similar scenario (i.e. large $U_0$, low or intermediate $U$) can be finely tuned to induce such agreement. Whether this is the case remains an open question.

Finally, it is worth noting that from the reported results for the reached times, an asymmetry in the directions of the quenches exists. For example, taking $U_0 = 0$ and $U = 10$ induces a DQPT (figure 2) at early times, while considering $U_0 = 10$ and $U = 0$ (figure 4) does not.
4. DQPT from CDW states

Now we discuss DQPTs from different initial CDW states, namely the ground states of the EFH model for finite (section 4.1) and infinite (section 4.2) nearest-neighbor attraction $V$. In addition to $d(t)$, here we calculate the mean imbalance between the population of odd and even sites, given by

$$I(t) = \frac{1}{L} \sum_{j=1}^{L} (-1)^j \langle \hat{n}_j \rangle. \quad (10)$$

In contrast to cases discussed in section 3, here the imbalance shows a sizeable nontrivial dynamical behavior.

4.1. Finite-coupling CDW

We start by considering DQPTs when the integrability of the Fermi-Hubbard model is broken by including nearest-neighbor interactions $V_0, V \neq 0$. In particular, we consider an initial state with parameters $U_0 = -2$ and $V_0 = 0.5$, located in the CDW phase and close to the boundary to the SS (see figure 1). The results are shown in figure 5.

Initially we fixed $V = V_0$ and took several values of $U > 0$, corresponding to quenches into the BOW and SDW states. Similarly to the results in figures 2 and 3 for the times reached in the simulations we only found DQPTs for large values of $U$, deep into the SDW phase. The nonanalyticities of the first few peaks are also similar to the ones reported in those cases. For very strong on-site interaction $U = 20$, these are close to the times of the local minima of $d(t)$ ($t_{1,2}^d = 0.148, 0.434, t_{1,2}^d = 0.155, 0.470$), although not as close as in the $V = 0$ case of figure 2. Thus, introducing a nearest-neighbor interaction $V$ tends to blur the coincidence of DQPTs and observable dynamics, which nevertheless remains as long as $U$ is largely dominant. This is also seen from the evolution of the imbalance, which oscillates with frequency $\sim U$ and thus features maxima very close to the minima of the double occupation.

Second, we study a sequence of quenches in a vertical line of the phase diagram of figure 1 fixing $U = -2$ and varying $V$ so evolution Hamiltonians with SS and PS ground states are considered. We only found DQPTs after crossing to the PS regime, and show some examples in figure 5. For $V = -3.5$, so the interaction scales are similar, only one DQPT at $t = 1.06$ is clear; the nonanalytic features around $t = 0.6$ decrease with system size (as verified from $L = 128$ results), suggesting a finite-size effect. Moreover, no connection to observable dynamics is found. On the other hand, when $V = -5$ so one interaction parameter is dominant over the other energy scales, the DQPTs are close to the local minima of $d(t)$ but do not coincide ($t_{1,2}^d = 0.210, 0.745, t_{1,2}^d = 0.240, 0.720$). However, it is natural to anticipate that for increasing values of $V$, an agreement will be established similarly to the effect of largely incrementing $U$.

Finally, we performed quenches varying $U$ and $V$, to BOW [78, 80] ($U = 2$ and $V = 1, U = 4$ and $V = 2$) and TS ($U = 0$ and $V = -0.3, -0.5, -0.8$) regimes. For the reached times $t \approx 2$, no DQPTs were observed (not shown).
Figure 5. (a) Rate function $\lambda(t)$ as a function of time for quenches of the Fermi-Hubbard model, with an initial state of $U_0 = -2, V_0 = 0.5$. (b) Time evolution of double occupation. (c) Time evolution of population imbalance. The average of the latter was performed slightly modifying i.e. we removed 10 sites from each boundary of the chain. In contrast to $d(t)$, the value of the imbalance for this initial state strongly depends on the number of sites removed from the boundary, although the times of extremal values do not. The curves for $U = 20, V = 0.5$ and $U = -2, V = -5$ correspond to $L = 128$; those of $U = 10, V = 0.5$ and $U = -2, V = -3.5$, which feature a more complex behavior, are for $L = 160$.

4.2. Degenerate product CDW

Here we analyze the dynamics of an initial product CDW of the form

$$|\Psi_D^{\uparrow\downarrow,0}\rangle = \prod_{j=1}^{L/2} c_{2j-1}^\dagger c_{2j}^\dagger |0\rangle = | \uparrow\downarrow \ 0 \ \uparrow\downarrow \ 0 \cdots \uparrow\downarrow \ 0 \rangle, \quad (11)$$
where \( |0\rangle \) is the vacuum. This state is composed of two sublattices; the one of odd sites is fully occupied and that of even sites is empty. It corresponds to the ground state of an EFH model in the limit \( V \to \infty \) with finite \( U \).

The state of (11) is degenerate with the product

\[
|\Psi_0^{\uparrow \downarrow}\rangle = \frac{1}{\sqrt{L/2}} \prod_{j=1}^{L/2} \hat{c}_{2j,\uparrow} \hat{c}_{2j,\downarrow} |0\rangle = |0 \uparrow \downarrow \uparrow \downarrow \cdots \uparrow \downarrow \rangle.
\]

(12)

To discuss DQPTs arising from degenerate states, an extension to the initial description is necessary. Namely, the full return probability to the ground state manifold is

\[
P(t) = L_{\uparrow \downarrow,0}(t) + L_{0,\uparrow \downarrow}(t)
\]

(13)

where \( L_\eta(t) = |\langle \eta | \psi_0(t) \rangle|^2 \), and \( \eta = \uparrow \uparrow, 0 \) and \( \eta = 0, \uparrow \downarrow \) denote the two degenerate ground states (11) and (12), respectively. Similarly to the Loschmidt echo (2), each probability \( L_\eta(t) = \exp[-L \lambda_\eta(t)] \) is given by an intensive rate function \( \lambda_\eta(t) \). In the thermodynamic limit, one \( L_\eta(t) \) will dominate over the other, so

\[
\lambda(t) = -\lim_{L \to \infty} \frac{1}{L} \log[P(t)] = \min_\eta \lambda_\eta(t).
\]

(14)

The crossing of the two \( L_\eta(t) \), resulting in a kink, corresponds to a DQPT. This is exemplified in figure 6 for \( U = 1 \) and \( V = 0 \), where the dashed and line-dotted lines denote the rate functions associated to the two degenerate states. The first two DQPTs result from crossings of the rate functions \( \lambda_\eta(t) \), while the third DQPT is a nonanalyticity of the dominating function \( \lambda_{\uparrow \downarrow,0}(t) \).

At the crossing point, the ground state symmetry (initially broken by performing the time evolution of state (11)) is restored, which is manifested not only in the return probability \( P(t) \) but also in observables; namely a vanishing order parameter at this point is expected. This foretells the importance of the dynamics of the mean imbalance \( I(t) \) for the initial state (11).

Given that the initial state we consider here is uncorrelated, we could reach larger system sizes for the quench dynamics than in cases discussed in the other Sections. Thus here we report density matrix renormalization group results for \( L = 256 \) sites.

4.2.1. Fermi-Hubbard limit \( V = 0 \). First we consider the case \( V = 0 \) for the time-evolution Hamiltonian. The understanding of these results, shown in figure 6, benefits from a key outcome of the symmetries of the Fermi-Hubbard model [96]: the dynamics of the CDW can be directly related to that of the Néel state

\[
|\Psi_N\rangle = \prod_{j=1}^{L/2} \hat{c}_{2j-1,\uparrow} \hat{c}_{2j,\downarrow} |0\rangle = |\uparrow \downarrow \uparrow \downarrow \cdots \uparrow \downarrow \rangle.
\]

(15)

On the one hand, we show in Appendix D that the Loschmidt echo is equal for both states (11) and (15) when the dynamics is performed under the same Fermi-Hubbard Hamiltonian; we have verified this with our simulations. On the other hand, it has been previously observed that assuming an even number of sites \( L \), both states are related by
a symmetry transformation (see Appendix D), and that the expectation values during the time evolution processes are related by [96]

\[ d_{D}(t) = d_{D}^{-}(t) = \frac{1}{2} - d_{N}(t), \]  

\[ m_{U}(t) = m_{N}(t) = -I_{U}(t)/2, \]  

where the indices \( D \) and \( N \) indicate the initial CDW and Néel states, respectively, and \( m(t) \) is the average staggered magnetization, given by

\[ m(t) = \frac{1}{2L} \sum_{j=1}^{L} (-1)^{j} \langle \hat{n}_{j\uparrow} - \hat{n}_{j\downarrow} \rangle, \]  

which for the CDW melting is zero due to spin inversion symmetry (i.e. there is no direction preference for magnetization alignment). Thus the time evolution of the expectation values of interest is independent of the sign of \( U \), and the known physics of the melting of the one-dimensional Néel state governed by the Fermi-Hubbard model can be directly applied to that of the product CDW [96, 97].

The rate function of (14) for several values of \( U \) is depicted in figure 6(a); the mean double occupation and imbalance are shown in figures 6(b) and (c), respectively. We start by discussing the \( U = 0 \) case, given that analytical results for DQPTs and dynamics of observables are known. The former was studied in [19], formulated in terms of the XXZ model with zero anisotropy (i.e. zero interaction in the spinless-fermion picture) for an initial Néel state. For finite systems several small peaks emerge, corresponding to times where the initial and evolved states are orthogonal; these are seen in figure 6(a) from \( t \approx 1.4 \). However, as verified from simulations for different system sizes (see figure B2 in Appendix B), these peaks decrease as the system size increases. Finally, in the thermodynamic limit only the cusps remain, indicating the DQPTs. Considering the full ground state manifold, the corresponding Fisher zeros \( z = R + it \) were shown to be solutions of [19]

\[ 0 = \int_{0}^{\pi/2} dk \ln |\tan(\varepsilon_{k})|^{2}, \quad \varepsilon_{k} = -2J \cos(k_{n} + a), \]  

with \( a = \pi/L, k_{n} = 2\pi n/L, n \) integer, and where the thermodynamic limit is to be taken. The real critical times \( t_{j}^{*} \) correspond to the \( R = 0 \) solutions, some of which are shown in table 1. The three DQPTs obtained in our simulations \( (t_{1}^{*} = 0.650, t_{2}^{*} = 1.430, t_{3}^{*} = 2.215) \) occur at the first three times reported in the table. In general, the values of the \( U = 0 \) rate function shown in figure 6(a) agree very well with that of [19] for the noninteracting XXZ chain [4].

Considering the symmetry restoration argument previously established, we now evaluate whether the times \( t_{j}^{*} \) of the zeros of the mean charge imbalance \( I(t) \), shown in figure 6(b), correspond to the critical times of the DQPTs. To answer this question, we

† We note that the DQPTs of [19] appear at twice the times of our critical times, since their hopping is half of ours. Also, our rate function is twice as large since we have the components of spin up and down orientations.
Figure 6. (a) Rate function $\lambda(t)$ as a function of time for quenches of the Fermi-Hubbard model, with an initial product CDW state of $L = 256$ sites. The thin black dashed and line-dotted lines correspond to the rate functions $\lambda_\eta(t)$ of the two degenerate ground states $\eta = \uparrow\downarrow, 0$ and $\eta = 0, \uparrow\downarrow$, respectively, for $U = 1$. The thick red line-dotted curve corresponds to the rate function for a Heisenberg lattice of size $L = 512$; its time scale, and that of $U = 10$, is in units of $J^{-1}$ for better depiction. (b) Time evolution of double occupation. (c) Time evolution of population imbalance. The dashed black lines correspond to the analytical results of (20) for $U = 0$.

note that the time evolution of the observables of interest can be obtained exactly in one dimension for $U = 0$, and are given by [96]

$$d(t) = \frac{1 + J_0^2(4Jt)}{4}, \quad I(t) = J_0(4Jt),$$

(20)

with $J_0$ the Bessel function of the first kind. As depicted in figures (b) and (c), our numerical simulations agree very well with these analytical results, and the zeros
of the mean imbalance agree with the times $t^d_j$ where the mean double occupation $d(t)$ features the local minimal value $1/4$. In table 1 we report the times where these extremal expectation values take place, and see that they are not the same critical times of the DQPTs, but are shifted by a constant factor. Thus, the DQPTs and the time evolution of observables are governed by the same time scales. This is a clear example where both types of quantities are directly related.

Now we discuss the impact of turning the local interaction $U > 0$ on. As in the noninteracting limit, the dynamics of the imbalance and double occupation can be extracted from those of the magnetization and double occupation for an initial Néel state, which have been previously studied [96, 97]. For finite $U/J \lesssim 1$, both $d(t)$ and $I(t)$ have a similar behavior to those of the noninteracting case; the dynamics is highly-oscillating and rapidly tends to the steady-state values [97]. As shown in figure 6(a) for $U = 1$, $\lambda(t)$ is also close to that of $U = 0$. However, qualitative differences in the dynamics start to emerge. First, the zeros of the charge imbalance no longer agree with the double occupation minima (even though they remain close). More importantly, the connection between DQPTs and observable dynamics becomes less clear. Compared to the results in table 1, the first zero of the imbalance moves to a slightly higher value ($t^d_1 = 0.615$) while the first critical time increases more ($t^*_1 = 0.710$); also, the subtractions of consecutive times $\Delta t^*_j$, $\Delta t^d_j$ and $\Delta I_j$ do not agree anymore. When the system has stronger interactions these differences are accentuated, as already evident for $U = 3$, so the connection between DQPTs and observable dynamics is entirely lost.

The dynamics of expectation values for even stronger interactions $U/J \gg 1$ has also been previously analyzed. Here different types of evolutions are seen. Namely, for short times $Jt \lesssim 0.5$, second-order time-dependent perturbation theory can be used to characterize the rapidly-decaying oscillations [97]:

$$d(t) = \frac{1}{2} - \frac{8J^2}{U^2} \sin^2 \left( \frac{Ut}{2} \right), \quad I(t) = 1 - \frac{16J^2}{U^2} \sin^2 \left( \frac{Ut}{2} \right).$$

(21)

For long times the relaxation of the imbalance is slower than that of the double occupation, where the former is governed by the effective exchange interaction $J_{ex} = 4J^2/U$. Furthermore, $d(t)$ relaxes showing very small oscillations with frequency $U$ around its steady-state value, while $I(t)$ features wide oscillations with frequency $\propto J_{ex}$ [97]. The results shown in figures 6(b) and 6(c) for $U = 5, 10$ agree with this description. Regarding $\lambda(t)$, depicted in figure 6(a), its first critical time $t^*_1$ increases

| $j$ | 1   | 2   | 3   | 4   | 5   | 6   |
|-----|-----|-----|-----|-----|-----|-----|
| $t^*_j$ | 0.650 | 1.429 | 2.212 | 2.997 | 3.782 | 4.566 |
| $t^d_j$ | 0.601 | 1.380 | 2.163 | 2.948 | 3.733 | 4.518 |
| $t^*_j - t^d_j$ | 0.049 | 0.049 | 0.049 | 0.049 | 0.049 | 0.048 |

Table 1. Analytical results of critical times of DQPTs ($t^*_j$), times of zero imbalance ($t^d_j$), and their difference, for an initial CDW state and time evolution governed by a noninteracting Fermi-Hubbard Hamiltonian.
with $U$; for example, that of $U = 10$ is $t_1^* = 4.42$ ($J_{\text{ex}}t_1^* = 1.77$). Also, the nonanalytic behavior of the rate function, resulting from the crossing of both $\lambda_\eta(t)$, becomes less sharp. In addition, no coincidence with particular characteristics of $d(t)$ or $I(t)$ is found.

In the limit of very large $U/J$ the melting of the CDW state is essentially described by the Heisenberg model

$$H_{\text{Heis}} = J_{\text{ex}} \sum_i \vec{S}_i \cdot \vec{S}_{i+1},$$

which is derived from the Fermi-Hubbard model by a Schrieffer-Wolf transformation \cite{97, 111}. Thus, the double occupation of the evolving CDW is $d(t) \approx 1/2$ (equivalent to impeded double occupation in the Néel state dynamics, see equation (16)), and the long-time evolution of its charge imbalance is entirely governed by $J_{\text{ex}}$. The rate function for a quench from a Néel state to the Heisenberg Hamiltonian is shown in figure 6(a), towards which results of increasing $U$ approach. Up to time $J_{\text{ex}}t = 2.5$ no DQPT is seen; in fact, at $J_{\text{ex}}t \approx 2$ the two curves of $\lambda_\eta(t)$ get very close but separate afterwards without crossing. Whether this eventually occurs in the Fermi-Hubbard model for very large yet finite interactions remains an open question. However, even if DQPTs still emerge, they do so for times so long that their search becomes impractical.

\subsection*{4.2.2. Finite nearest-neighbor interaction $V \neq 0$}

When setting $V > 0$ the dynamics becomes more involved. Furthermore, the symmetry discussed in Appendix D is no longer valid, as the unitary transformation encoding it leads to a spin-type $\vec{S}_i \cdot \vec{S}_{i+1}$ term when acting on the nearest-neighbor interaction of the Hamiltonian \cite{96}. Thus the results for an initial Néel state are different to those of the product CDW. We simulated the dynamics for quenches from the product CDW to Hamiltonians corresponding to several different phases. Figure 7(a) shows some examples of rate functions that feature DQPTs; note that these emerge on early times for cases in which no nonanalyticities were observed for the finite-coupling CDW initial state of section 4.1. Figures 7(b) and 7(c) present the corresponding mean double occupation and population imbalance.

For quenches taking Hamiltonians with superconducting ground states ($U = -2$ and $V = -0.3$ for SS, $U = 0$ and $V = -0.5$ for TS), the double occupation and the population imbalance are highly oscillating in time, being similar to that of the noninteracting case. On the other hand, the location of DQPTs is not evidently related to that of the zeros of $I(t)$ or the local minima of $d(t)$; the same can be said for the very-different time separation between consecutive cusps.

For a quench Hamiltonian with stronger interactions and BOW ground state ($U = 4$, $V = 2$), where the oscillations of the observables are heavily damped, the

\footnote{This simulation was performed with $\delta t = 0.01$ so long-enough times to see the crossing were reached in a reasonable computation time.}

\footnote{We note that DQPTs for an initial Néel state and evolution governed by the Heisenberg model \cite{22} were studied in Ref. \cite{18}. The result was qualitatively reproduced with our simulations for sizes $L = 24, 64, 128$, where the two curves of $\lambda_\eta(t)$ cross. From $L = 256$ this no longer occurs, indicating that the result of Ref. \cite{15} for the symmetric model is an artifact of the small system considered.}
DQPTs in the one-dimensional extended Fermi-Hubbard model

Figure 7. (a) Rate function $\lambda(t)$ as a function of time for quenches of the extended Fermi-Hubbard model, with an initial product CDW state of $L = 256$ sites. (b) Time evolution of double occupation. (c) Time evolution of population imbalance.

DQPT is very close to the minimal imbalance (both at time $\approx 1.040$). However, this coincidence is not generic of quenches to Hamiltonians with this type of ground state but accidental; indeed, different BOW quenches (e.g. to $U = 2, V = 1$), which also feature a DQPT, do not present this agreement (not shown). Finally, for an extreme SDW case ($U = 30$ and $V = 10$), where the charge imbalance approaches its steady state value on a larger time scale than the double occupation, the clear DQPT does not coincide with any notable behavior of the observables.
Figure 8. DQPTs induced by periodic high-frequency driving, with $\omega = 15$ and $A = 3$. (a) Rate function $\lambda(t)$ as a function of time. (b) Time evolution of double occupation $d(t)$. The solid lines correspond to the results for the driven systems, and the dashed lines to those of the lattices with effective Floquet Hamiltonian.

5. DQPT induced by periodic driving

Finally, we discuss an alternative and far less explored method to induce DQPTs. This corresponds to driving the system by an external periodic excitation [54, 112, 113, 114, 115, 116], where the average dynamics can be described by an effective (Floquet) Hamiltonian. To perform this study, we first calculate the ground state of the EFH model at half filling for particular values of $U_0$ and $V_0$. Then we perform a real time evolution with $U = U_0$, $V = V_0$, and a time-periodic electric field of the form

$$H_{\text{driv}} = E \sum_j j \sin(\omega t) \hat{n}_j,$$

(23)

with frequency $\omega$. Moving to a rotating frame, the time-periodic electric field is transformed into a time-dependent hopping parameter given by

$$J(t) = J e^{iA \cos(\omega t)}, \quad \text{with} \quad A = E/\omega.$$

(24)

Thus the hopping is multiplied by a Peierls phase. In this way, the emerging DQPTs are a direct consequence of the driving protocol, which is controlled by the frequency $\omega$ and the amplitude $A$.

To discuss these Floquet DQPTs, we focus on a high-frequency driving ($\omega = 15$ and $A = 3$), which is known to correspond to an effective Hamiltonian in which the
hopping is renormalized by the Bessel function $J_0(A)$ \cite{117, 118, 119}; this is equivalent to having new density-density interactions $U/J_0(A)$ and $V/J_0(A)$. The results are shown in figure 8 for two initial states in different phases, namely an insulating SDW state for the Fermi-Hubbard Hamiltonian and a CDW for the extended model; we see in both cases that the evolution of the double occupation and the rate function is very well captured, in average, by that of the effective Hamiltonian.

For a SDW initial state with $U_0 = 2$ and $V_0 = 0$ the effective Floquet Hamiltonian has $U = -2/J_0(3) \approx -7.69$ and $V = 0$, which corresponds to a metallic ground state; considering the results of section 3.2 a DQPT is anticipated, and indeed observed in figure 8(a). A similar result is obtained for a CDW case with $U_0 = -2$ and $V_0 = 0.5$, since the effective Hamiltonian corresponds to $U = 2/J_0(3) \approx 7.69$ and $V = 0.5/J_0(3) \approx -1.92$, which has a ground state deep in the SDW regime. In the light of the results of section 4.1 DQPTs are expected and observed, as depicted in figure 8(a).

Our results thus show that the form and time of occurrence of DQPTs can be controlled with a periodic external field, by the amplitude of the driving. In addition to the existing capabilities for implementing Fermi-Hubbard models in cold-atom architectures \cite{6, 60, 61, 62, 63}, recent advances in simulating periodic driving of the form (23) by mechanical shaking \cite{70, 71, 72, 73} make our proposal a very-promising scheme for observing DQPTs in experiments.

6. Conclusions

The rich ground state phase diagram of systems of interacting fermions makes them an ideal testbed for observing DQPTs and establishing connections to particular characteristics of observables. With this in mind, we performed an analysis of DQPTs in the one-dimensional EFH model at half filling, for several interaction regimes.

We focused our discussion on initial noninteracting, metallic and CDW ordered states. In these regimes, DQPTs clearly emerge on two main general scenarios. The first one corresponds to initial states with zero or weak on-site interaction $U_0$ and strong final interactions, with zero (figures 2 and 3) or finite nearest-neighbor coupling $V$ (figure 5). The second one corresponds to initial ground states of strong interactions, namely large finite coupling $U_0$ (figure 4) and infinite attraction $V_0$ (product CDW, figures 6 and 7), and much weaker final interactions. Thus, DQPTs are favored when the initial and final Hamiltonians involved in the quench correspond to opposed interacting regimes.

A clear coincidence of DQPTs and particular properties of observables emerges in a much more reduced parameter space. Two main regimes were identified. The first one is that of zero or weak initial interactions and very strong final interactions (figures 2 and 3). Here the evolution of the rate function and the double occupation display the same timescale, given by $U$, and nonanalyticities of the former almost exactly coincide with minima of the latter. Introducing weak nearest-neighbor interactions degrades this correspondence (figure 5), but it is still observed as long as $U$ is largely dominant.
The second regime corresponds to an initial product CDW (effectively equivalent to a Néel state) and a final noninteracting Hamiltonian (figure 6), where the vanishing of the charge imbalance agrees (up to a constant shift) with the occurrence of DQPTs. This connection is broken when interactions in the final Hamiltonian are introduced. These findings would be crucial for an experimental demonstration of DQPTs and their coincidence with particular features of observables with interacting fermions.

Finally, we demonstrated the emergence of DQPTs solely from a time-periodic on-site potential. Performing a high-frequency modulation on initial insulating SDW and CDW states, DQPTs were induced and captured by a time evolution given by an effective Floquet Hamiltonian with renormalized interactions.

Our results pave the way for experimentally observing DQPTs in state-of-the-art quantum simulators. On the one hand, protocols for obtaining the Loschmidt echo in ultracold atom setups have been proposed [120, 121, 122]. Also, Fermi-Hubbard systems [63] and product CDWs [61] have been implemented in fermionic optical lattices. Furthermore, existing capabilities for performing time-periodic modulation [70, 71, 72, 73] makes the observation of Floquet DQPTs in such platforms very promising. On the theoretical side, our work motivates the exploration of DQPTs from different phases, e.g. superconducting or BOW states, and in richer models such as Bose-Fermi mixtures, which are experimentally available [123, 124, 125] and efficiently simulable [126, 127]. Resonant driving could be also exploited, since its effective Hamiltonian, being quite different to the original [128], seems appealing to induce alternative Floquet DQPTs.
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Appendix A. Perturbative dynamics for $U_0 = 0$, $U \gg 1$ and two sites

To quantitatively evidence that the dynamics of the double occupancy and Loschmidt echo induced by the quench with $U_0 = 0$ and $U \gg 1$ is governed by the same periodicity, we calculate the time evolution for a two-site system. The ground state is

$$|\psi_0\rangle = \frac{1}{2} \left[ |\uparrow\downarrow, 0\rangle + |\uparrow, \downarrow\rangle - |\downarrow, \uparrow\rangle + |0, \uparrow\downarrow\rangle \right],$$

(A.1)

with $|\uparrow\rangle$, $|\downarrow\rangle$, $|\uparrow\downarrow\rangle$ and $|0\rangle$ the local basis states corresponding to a fermion with spin up, a fermion with spin down, a double occupancy and the empty state respectively. The time-evolved state after the quantum quench with large $U$ is obtained using strong-coupling time-dependent perturbation theory [129]. Defining the initial and perturbing Hamiltonians as

$$\hat{H}_0 = -J \sum_{j=1}^{L-1} \sum_{\sigma = \uparrow, \downarrow} (\hat{c}_{j,\sigma}^\dagger \hat{c}_{j+1,\sigma} + \text{H.c.}), \quad \hat{H}_U = U \sum_{j=1}^L \hat{n}_j \hat{n}_{j+1},$$

(A.2)

the time evolved state up to second order is

$$|\psi(t)\rangle = e^{-i\hat{H}_U t} \left[ e^{-i\hat{H}_t} |\psi_0\rangle + \int_0^t dt_1 e^{i\hat{H}_U t_1} H_0 e^{-i\hat{H}_t} |\psi_0\rangle \right].$$

(A.3)

Applying the exponential operators results in phase factors multiplying states with double occupancies. For instance,

$$e^{-i\hat{H}_U t} |\psi_0\rangle = \frac{1}{2} \left[ e^{-iu t} |\uparrow\downarrow, 0\rangle + |\uparrow, \downarrow\rangle - |\downarrow, \uparrow\rangle + e^{-iu t} |0, \uparrow\downarrow\rangle \right].$$

(A.4)

The time evolved state is thus given by

$$|\psi(t)\rangle = e^{-i\hat{H}_U t} |\psi_0\rangle + \frac{2J}{U} \left( 1 - e^{-iu t} \right) |\psi_0\rangle.$$

(A.5)

Straightforward calculations lead to the time evolution of the local double occupation,

$$d_j(t) = \frac{1}{4} + \frac{2J}{U} \left[ \frac{2J}{U} - 1 \right] \sin^2 \left( \frac{Ut}{2} \right),$$

(A.6)

and of the Loschmidt echo,

$$\mathcal{L}(t) = \cos^2 \left( \frac{Ut}{2} \right) + \frac{16}{U^2} \sin^2 \left( \frac{Ut}{2} \right).$$

(A.7)

This small system does not have DQPTs. However, it clearly illustrates that the oscillatory behavior of both the double occupation and the Loschmidt echo is governed by the same timescale, and that for very large $U$, the minima of the echo (and thus the maxima of the rate function) agree with the minima of $d(t)$. As discussed in section 3.1, much larger systems signaling DQPTs also present these features.

Appendix B. Finite-size effects on DQPTs

As discussed in the main text, DQPTs are defined in the thermodynamic limit. In our simulations we have access to finite systems only; however as the system size increases, the sharp features that signal the emergence of such transitions develop, while away from these $\lambda(t)$ rapidly converges with $L$. This is shown in figure 3(a) for a particular
quench in the Fermi-Hubbard model and $L = 128, 160$. The rate function is essentially identical for both system sizes during the entire time evolution except very close to the sharp peaks, as depicted in figure B1(a) for the first one.

In figure B1 we exemplify the development of sharp features with $L$ at DQPTs for a few more cases. Panel (b) corresponds to the first peak of the rate function for an initial finite-$V$ CDW; a similar trend is observed in other cases. We also present results of different sizes for a transition emerging from the product CDW in figure B1(c), where a sharp behavior is already seen for small systems due to the crossing of the rate functions $\lambda_\eta$ for both $\eta$. These results thus point towards nonanalytic features in the thermodynamic limit.

The dynamics associated to an initial product CDW and a quench to a weakly-interacting case deserves further attention, as small peaks emerge after the first DQPT due to the finite length of the system [19]. In figure B2 we show that these peaks remain visible even for very large systems, namely $L = 512$. However these are strongly suppressed as $L$ increases, pointing to their disappearance in the thermodynamic limit.

**Appendix C. DQPT symmetry of Fermi-Hubbard model under signs exchange**

Here we demonstrate the symmetry of the rate function when the signs of the on-site density-density interactions are changed. For this we consider the ground state Hamiltonians $\hat{H}_0^g$ and $\hat{H}_0^g$, with couplings $+U_0$ and $-U_0$ respectively, and the time evolution Hamiltonians $\hat{H}_e^c$ and $\hat{H}_e^c$, with couplings $+U$ and $-U$ respectively. As
discussed in [96], the unitary transformation
\[
\hat{U} = \prod_j \left( c_j^- + (-1)^j c_j^+ \right)
\]
relates the attractive and repulsive Fermi-Hubbard models. Thus it is easily shown that
\[
\hat{U}^\dagger \hat{H}_+^g \hat{U} = \hat{H}_+^g, \quad \hat{U}^\dagger \hat{H}_-^e \hat{U} = \hat{H}_-^e,
\]
and vice versa. Thus, for any time \( t \),
\[
\hat{U}^\dagger \exp(-it\hat{H}_-^e) \hat{U} = \exp(-it\hat{H}_+^g).
\]
Condition (C.2) also leads to the relation between the ground states of the respective Hamiltonians
\[
\hat{U}^\dagger |\psi_+^g\rangle = |\psi_+^g\rangle.
\]
One form to show this result consists of taking the ground state as the infinite-time limit of an imaginary time evolution [107], namely
\[
|\psi_+^g\rangle = \lim_{\tau \to \infty} \frac{\exp(-\tau \hat{H}_+^g) |\phi\rangle}{|| \exp(-\tau \hat{H}_+^g) |\phi\rangle ||},
\]
for some initial state \( |\phi\rangle \) which has a nonzero overlap with \( |\psi_+^g\rangle \). Thus we get
\[
\hat{U}^\dagger |\psi_+^g\rangle = \lim_{\tau \to \infty} \frac{\hat{U}^\dagger \exp(-\tau \hat{H}_+^g) |\phi\rangle}{\langle \phi | \hat{U} \exp(-\tau \hat{H}_+^g) \exp(-\tau \hat{H}_+^g) |\phi\rangle^{1/2}}
\]
\[
= \lim_{\tau \to \infty} \frac{\exp(-\tau \hat{H}_-^e) \hat{U}^\dagger |\phi\rangle}{\langle \phi | \hat{U} \exp(-\tau \hat{H}_-^e) \exp(-\tau \hat{H}_-^e) \hat{U}^\dagger |\phi\rangle^{1/2}}
\]
\[
= \lim_{\tau \to \infty} \frac{\exp(-\tau \hat{H}_-^e) \hat{U}^\dagger |\phi\rangle}{|| \exp(-\tau \hat{H}_-^e) \hat{U}^\dagger |\phi\rangle ||} = |\psi_-^g\rangle,
\]
provided \( \hat{U}^\dagger |\phi\rangle \) has a nonzero overlap with \( |\psi_-^g\rangle \). Using Eqs. (C.3) and (C.4) we have, for the Loschmidt amplitude of the dynamics with initial state \( |\psi_+^g\rangle \) and time evolution

**Figure B2.** Rate function \( \lambda(t) \) as a function of time for an initial CDW state, \( U = V = 0 \) and different system sizes. (a) \( L = 128 \). (b) \( L = 256 \). (c) \( L = 512 \).
under $\hat{H}^e$
\[
\langle \psi^\pm \rangle \exp(-it\hat{H}^e) \langle \psi^\pm \rangle = \langle \psi^\pm \rangle \hat{U} \hat{U}^\dagger \exp(-it\hat{H}^e) \hat{U} \hat{U}^\dagger \langle \psi^\pm \rangle = \langle \psi^\pm \rangle \exp(-it\hat{H}^e) \langle \psi^\pm \rangle. \tag{C.7}
\]
The Loschmidt amplitude, and thus the echo and the rate function, are invariant under the change of signs of the on-site interactions of the ground state and time evolution Hamiltonians.

Similarly, the time evolution of the double occupation $\hat{d}_j = \hat{n}_{j\uparrow} \hat{n}_{j\downarrow}$ of site $j$ under the same scheme as in (C.7), which we name $d_j^-(t)$ (first sign in the exponent indicating $+U$ for ground state, and second sign indicating $-U$ for time evolution), is given by
\[
d_j^-(t) = \langle \psi^\pm \rangle \exp(it\hat{H}^e) \hat{d}_j \exp(-it\hat{H}^e) \langle \psi^\pm \rangle = \langle \psi^\pm \rangle \hat{U} \hat{U}^\dagger \exp(it\hat{H}^e) \hat{U} \hat{U}^\dagger \hat{d}_j \hat{U} \hat{U}^\dagger \exp(-it\hat{H}^e) \hat{U} \hat{U}^\dagger \langle \psi^\pm \rangle = \langle \psi^\pm \rangle \exp(it\hat{H}^e) \langle \hat{n}_{j\downarrow} - \hat{d}_j \rangle \exp(-it\hat{H}^e) \langle \psi^\pm \rangle, \tag{C.8}
\]
where in the last equality we used that $\hat{U} \hat{d}_j \hat{U} = \hat{n}_{j\downarrow} - \hat{d}_j$. Performing an average of the terms of (C.8) over all sites $j$, and considering that the number on fermions with spin down is a constant of motion with value given by (5), we finally get
\[
d_j^-(t) \equiv \frac{1}{L} \sum_{j=1}^L d_j^-(t) = \frac{1}{2} - \frac{1}{2} \sum_{j=1}^L d_j^+(t) \equiv \frac{1}{2} - d_j^+(t). \tag{C.9}
\]
Thus the average double occupations for the evolution schemes with exchanged interaction signs are symmetric with respect to $1/4$.

Appendix D. Symmetry between dynamics of CDW and Néel states

In [96] it was shown that the product CDW and Néel states are related through the unitary (C.1) by
\[
|\Psi_N\rangle = \hat{U}^\dagger |\Psi_D\rangle, \quad |\Psi_D\rangle = \hat{U}^\dagger |\Psi_N\rangle. \tag{D.1}
\]
Furthermore, based on the unitary transformation and on the time reversal invariance of the expectation values, Eqs. (17) and (16) were demonstrated. Now we show that the Loschmidt echoes, and thus the rate function, is equal when a quench is performed on both states with the same Fermi-Hubbard Hamiltonian (the Loschmidt amplitudes themselves might be different, as observed from our simulations). Starting from the echo for a Néel state:
\[
|\langle \Psi_N | \exp(-it\hat{H}^e) |\Psi_N\rangle|^2 = \langle \Psi_N | \exp(-it\hat{H}^e) |\Psi_N\rangle \langle \Psi_N | \exp(it\hat{H}^e) |\Psi_N\rangle = \langle \Psi_D | \hat{U} \exp(-it\hat{H}^e) \hat{U}^\dagger |\Psi_D\rangle \langle \Psi_D | \hat{U} \exp(it\hat{H}^e) \hat{U}^\dagger |\Psi_D\rangle = |\langle \Psi_D | \exp(-it\hat{H}^e) |\Psi_D\rangle|^2, \tag{D.2}
\]
thus obtaining the echo for the product CDW.
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