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ABSTRACT

Hyperparameter optimization is the process of identifying the appropriate hyperparameter configuration of a given machine learning model with regard to a given learning task. For smaller data sets, an exhaustive search is possible; however, when the data size and model complexity increase, the number of configuration evaluations becomes the main computational bottleneck. A promising paradigm for tackling this type of problem is surrogate-based optimization. The main idea underlying this paradigm considers an incrementally updated model of the relation between the hyperparameter space and the output (target) space; the data for this model are obtained by evaluating the main learning engine, which is, for example, a factorization machine-based model. By learning to approximate the hyperparameter-target relation, the surrogate (machine learning) model can be used to score large amounts of hyperparameter configurations, exploring parts of the configuration space beyond the reach of direct machine learning engine evaluation. Commonly, a surrogate is selected prior to optimization initialization and remains the same during the search. We investigated whether dynamic switching of surrogates during the optimization itself is a sensible idea of practical relevance for selecting the most appropriate factorization machine-based models for large-scale online recommendation. We conducted benchmarks on data sets containing hundreds of millions of instances against established baselines such as Random Forest- and Gaussian process-based surrogates. The results indicate that surrogate switching can offer good performance while considering fewer learning engine evaluations.
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1 INTRODUCTION

Online recommendation is fundamental to functioning of the modern web. From online stores to streaming service engines and content discovery platforms, it enables users to discover relevant content faster, and product owners to make their products visible to a broader public. Recommender systems can be understood as a feedback loop between the recommendation engine and the target audience – based on provided recommendations, the interactions with the recommendations are stored and considered to improve a given recommender further [1].

Machine learning models underlie many online recommendation systems. The most common branch of algorithms considered, both due to their performance and lower complexity, are factorization machines (FM). These algorithms require the modelers to provide both the space of features and their interactions (featurization), as well as model hyperparameters [14]. The latter is the main focus of this paper. Tuning hyperparameters can be considered as an optimization task, formulated as follows:

$$\text{Solution} \approx \arg\min_{\Theta \in \text{hyperParamSpace}} \mathbb{E}[\text{Loss}(\text{LearningEngine}, \Theta, \text{data})].$$
The vast majority of machine learning models require the specification of hyperparameters for their normal mode of operation. Early approaches mostly considered grid-based, random, or evolution-based search through the space of possible configurations [7]. However, recent trends indicate that, albeit random search often represents a viable baseline, exploiting the information obtained during the optimization can be a better strategy. There are multiple ways these hyperparameter-target score data points can be utilized. The simplest examples include incorporation of their statistical properties into the search strategy, however, considering them as input data samples for the surrogate model is also often considered [4]. The ideas of surrogate-based optimization are tightly linked with the field of Bayesian optimization [11]; effectively, if a surrogate is a probabilistic model capable of also outputting the (epistemic) uncertainty associated with a given prediction, both the prediction and the associated uncertainty can be used by the acquisition function – the procedure responsible for linking the surrogate’s output(s) with parts of the search space that should be considered in the next round of learning engine evaluations. There exist a plethora of commonly considered acquisition functions – examples include the probability of improvement, expected improvement and more [5]. If the surrogate is only capable of outputting the prediction, acquisition functions are simpler – for example, viable configurations can be identified already by sorting the space of candidate configurations according to the surrogate’s outputs. The acquisition function is thus responsible for using a trained surrogate to score parts of the hyperparameter space – these can be obtained via random sampling or more involved optimization schemes (such as for example, using L-BFGS [16] to minimize the acquisition function directly). Non-convex optimization landscapes can emerge already when considering as few as two hyperparameters in production environments (example shown in Figure 1). The presented methodology also builds on the recent ideas of Online AutoML (Automated Machine Learning) [9]. The goal of AutoML systems is to automate various data-related processes commonly manually performed by human modelers. In particular, we built on some of the ideas presented recently in [3], where dynamic ensembles were used to perform online learning. The main finding of the aforementioned study is that switching the models can help mitigate problems related to data quantity (at the initial stages) and concept drift (at the latter stages). Albeit the considered setting is being tested offline, we can interpret the search itself as a dynamic process – commonly, a single surrogate type is considered throughout the search, however, is this the preferred strategy? We explored whether dynamic re-configuration of surrogate models during the optimization is a sensible, sample-efficient hyperparameter optimization strategy suitable for large-scale model configuration search.

3 DYNAMIC SURROGATE SWITCHING (DSS)

Surrogate models learn to estimate configuration quality during hyperparameter optimization. Changing surrogates during the search itself was previously shown to have a positive effect on the search’s efficiency [12]. This work builds on similar ideas, extending them beyond common function optimization benchmark sets to operate as a part of the internal AutoML framework that requires handling of hundreds of millions of instances during the search for suitable FM configurations. This section describes the key components of the presented method and the initial study of their behaviour. We refer to the proposed method as Dynamic Surrogate Switching (DSS). A conceptual overview of the proposed method is shown in Figure 2. The approach follows the paradigm of surrogate-based modeling extended by the idea of surrogate switching. We continue with an overview of DSS. As the first step, we will consider the

Figure 1: Example two-hyperparameter non-convex (interpolated) landscape.
evaluation of the learning engine (in our case, field-aware factorization machines (FFMs) [10]). Initially, diverse parts of the search space are selected and considered by the learning engine to obtain the initial set of configuration-score tuples suitable for surrogate-based learning. The evaluation data update step is responsible for storing the configurations in a format suitable for learning. Further, this step also checks for anomalies in the evaluations (e.g., too many similar/same results). Note that the evaluation data set is constantly updated throughout the search, with all data considered each update (to maximize utilization of prior evaluations). The subsequent step of surrogate selection is what differentiates DSS from conventional surrogate-based learning the most – the DSS is based on the previous work [12] and the ideas of OAML, aimed to enable dynamic surrogate re-configuration. We implemented it by considering a collection of different model types and their initial configurations. The considered models that can serve as a surrogate are, for example, Random Forests [2], Gaussian Processes [13] and Gradient Boosting Machines [6]. As the evaluation of such surrogates is inexpensive (and thus not the bottleneck of the whole search), the surrogate selection phase considers multiple parametrizations of the mentioned model types – overall, hundreds of surrogates are evaluated each iteration. The next issue we tackled was how to score the surrogates. We perform the selection based on the proportion of explained variance. Thus, the surrogate model scoring (including ranking) can be formulated as:

$$\arg \text{sort}_{s \in S} \frac{\text{Var}(y - s(D))}{\text{Var}(y)}$$

where $S$ is the set of possible surrogate models and $D$ the current set of configuration-score tuples obtained by the learning engine during search. The highest-ranked surrogate is selected and used during the acquisition step for a given search iteration. An important component of surrogate-based optimization is configuration generation. Solution candidates are scored in mini-batches to tackle the memory overhead. We further augmented the random configuration search with a memory structure that discards parts of the space considered previously. Once the surrogate is selected, re-trained on the current data and the candidate space is selected, solution scoring takes place. Here, the surrogate is used to provide a score for each generated configuration. There are multiple possible ways of utilizing the obtained scores; e.g., in Bayesian search, probability-of-improvement or similar heuristics can be considered. As the considered DSS does not always offer probabilistic outputs, simpler acquisition functions are required. We exploit the fact that the AutoML system that implements DSS runs in multi-threaded mode, enabling us to devote some threads to top-ranked solutions obtained by the surrogate while leaving some threads to perform exploration based on more randomized configurations. Once selected, the learning engine considers the configurations, and the feedback loop continues. Example results are summarized in Figure 3. Overall, the DSS was identified as a promising approach to tuning FFMs.
4 CONCLUSIONS

The paper presents Dynamic Surrogate Switching (DSS), an approach aimed to facilitate hyperparameter search – one of the components of the in-house AutoML utilized daily by many data scientists. The results indicate that dynamic surrogates indeed offer a promising alternative to existing strong baselines (e.g., Random Forest-based surrogates), are potentially more adaptive to particular problems considered, and require less human intervention during configuration. Further work includes testing the idea on different data sets and studying its behaviour when considering different learning engines.
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