Optical Valley Hall Effect based on Transitional Metal Dichalcogenide cavity polaritons
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We calculate the dispersion of spinor exciton-polaritons in a planar microcavity with its active region containing a single Transitional Metal Dichalcogenide (TMD) monolayer, taking into account excitonic and photonic spin-orbit coupling. We consider the radial propagation of polaritons in presence of disorder. We show that the reduction of the disorder scattering induced by the formation of polariton states allows to observe an optical Valley Hall effect, namely the coherent precession of the locked valley and polarization pseudospins leading to the formation of spatial valley-polarized domains.

2D materials represent an enormous emergent field of research in modern Physics [1–3]. TMD monolayers, due to their chemical structure, exhibit a bandgap at optical frequencies with a strong excitonic resonance [4–6]. The oscillator strength of these excitons is so large that it is possible to observe strong light-matter coupling regime [7, 8] up to room temperature [9–11]. Because of the honeycomb lattice and the absence of the inversion symmetry, the band structure of TMDs is characterized by 2 valleys with opposite Berry curvature [12, 13]. This leads to particular selection rules for optical emission and absorption: each of the two valleys is definitely associated with its own circular polarization of emitted and absorbed photons, which allows valley pumping and detection using circularly polarized light. Another consequence is a new kind of Hall effect: the Valley Hall effect [12]. In doped samples, electrons from the two valleys, accelerated by an electric field, undergo opposite lateral drift (anomalous velocity) because of the opposite Berry curvature [13, 14]. Scattering and re-acceleration of carriers lead to an overall valley current perpendicular to the main electrical current.

The spin-orbit coupling (SOC) in these materials is also particularly strong. It suppresses spin relaxation and leads to the coupling of spin and valley degrees of freedom [15, 16]. This has inspired the development of valleytronics [17]: an analogue of spintronics, where the information is stored in the valley degree of freedom of carriers, which can offer a better protection against scattering and disorder, which can offer a better protection against relaxation [17, 18]. Its optical counterpart, the opto-valleytronics, is based on the optical pumping, either resonant or non-resonant [19, 20, 21, 22], with circular or linear polarization, which allows to selectively populate either a single valley or a coherent superposition of valleys. However, the explicit accounting for the coupling to light leads to a coupling between circularly polarized excitons, which can also be seen as the consequence of the long-range electron-hole Coulomb exchange interaction [23, 24]. The two spins, and therefore valleys, form a doublet of excitons coupled to linearly polarized TE and TM light modes. In the well-mastered GaAs quantum wells, this polarization splitting scales quadratically versus the wave vector $k$, and, combined with random scattering on disorder, it leads to spin relaxation through the so-called Maialle-Sham mechanism [25], which is analogous to the Dyakonov-Perel spin relaxation mechanism for electrons [26]. In TMD materials, the mechanism is the same, but the splitting scales linearly with $k$, leading to a much faster spin relaxation. Finally, there is no Berry curvature for excitons [23], and, being uncharged, they cannot be accelerated by an electric field, which makes difficult to use a mechanism similar to the electronic one to spatially separate the spin/valley polarized excitons, initially prepared as a mixture and to observe the valley Hall effect.

A solution for spatial separation of excitons with different polarization, first proposed in [27], consists in the creation of a radial flow of polarized excitons from a localized source (optical pumping spot) giving rise to the coherent precession of their pseudo-spin induced by the wavevector-dependent effective magnetic field associated with the excitonic SOC. To be observable, this coherent precession should be faster than the scattering by disorder and the decay. In practice, this has been achieved by embedding QWs in an optical cavity in the strong coupling regime, which leads to the formation of a lower polariton branch (LPB) characterized by a small effective mass [28], high velocity, and considerably reduced disorder scattering. The LPB usually lies well below the electronic states. In GaAs-based samples, the energy splitting between the TE and TM-polarized eigenmodes is also quantitatively enhanced by the coupling to the photonic modes [29, 30]. As a result, the system is not anymore in the collisional broadening regime but in a regime where the coherent spin precession can be observed along large distances, and the TE-TM splitting is not anymore a source of spin relaxation. This configuration has allowed the description and the observation of the optical spin Hall effect [27, 31, 32], where the coherent precession creates spin domains. It is also at the basis of the formation of topological spin current...
in non-simply-connected geometries [34], or the proposal for a polariton-based quantum anomalous Hall effect [35]. One should note that indirect excitons are also probably able to reach the coherent precession regime [36, 37] thanks to their long lifetime. In TMD monolayers, the TE-TM splitting is much larger than in GaAs based samples, but the short exciton lifetime, their small velocity, and substantial inhomogeneous broadening clearly make this regime out of reach for excitons.

In this work, we consider a TMD monolayer embedded in a planar cavity. We derive the peculiar polariton dispersion in this system taking into account the SOC of both excitons and photons, and study their contribution to the total polariton SOC. This dispersion is characterized by the presence of a minimum out of the light cone which opens an important dissipation channel for disorder scattering. We show that this dissipation channel can be suppressed by working at negative exciton-photon detuning which allows to reach the coherent spin precession regime. Our simulations confirm the possibility of optical observation of the separation of spins and therefore valley polarization in real space – the optical valley Hall effect (OVHE).

The model. We describe the strong coupling of excitons and photons in a planar cavity containing a 2D monolayer of TMD using the coupled oscillator model, where the interaction of the circular polarized spin components of excitons and photons is determined by the light-matter coupling constant $V = \hbar \Omega_R / 2$, where $\Omega_R$ is the Rabi frequency. We consider the case of weak residual doping which allows to neglect the the trion resonance. The SOC for photons arises from the cavity TE-TM splitting and is quadratic in $k$ and with a double winding in $\varphi$. Qualitatively, it means that transverse polarization is the same for two opposite propagation directions. The SOC for excitons in TMDs is defined by the symmetry of the lattice and by the optical selection rules, which give a double winding in the polar angle $\varphi$, but with a splitting linear in $k$ [23, 24]. However one should note that Ref. [23] predicts $k$-linear splitting in the whole reciprocal space, whereas Ref. [24] predicts it only beyond the light cone. We use the description of Ref. [23], keeping in mind that the scheme we propose can allow to decide between the two results. The characteristic strength of the SOC is described by the constants $\alpha$ (for excitons) and $\beta$ (for photons). The Hamiltonian of the coupled exciton-photon system (see [38] for the discussion of the full Hamiltonian) in the circular polarization basis reads:

$$
\hat{H} = \begin{pmatrix}
E_X(k) & \alpha k e^{-2i\varphi} & V & 0 \\
\alpha k e^{2i\varphi} & E_X(k) & 0 & V \\
V & 0 & E_P(k) & \beta k^2 e^{-2i\varphi} \\
0 & V & \beta k^2 e^{2i\varphi} & E_P(k)
\end{pmatrix}
$$

(1)

where $E_X(k)$ and $E_P(k)$ are the bare exciton and cavity photon dispersions, which are assumed to be parabolic,

![FIG. 1. (Color online) a) Dispersion of lowest energy state of polaritons in TMD for 3 different detunings (solid black, dashed red, and dotted green lines) and the lowest bare exciton branch (dash-dotted blue line). b) Zoom on the minimum of the LPB at low k.](image)

with excitonic and photonic masses $m_X$ and $m_P$ respectively. Diagonalizing this Hamiltonian, we obtain the following dispersion of the four exciton-polariton states:

$$
E = \frac{1}{2}(E_P(k) + E_X(k) \pm k(\alpha + \beta k)) \\
\pm \sqrt{k^2(E_P(k) - E_X(k) \mp (\alpha - \beta k))^2 + 4V^2}
$$

(2)

The dispersion of the lowest energy state of the quadruplet is shown on the Fig. (1a) for 3 different values of the detuning (defined as $\Delta = E_P(0) - E_X(0)$). We have used the following set of parameters throughout the paper: $m_P = 4 \times 10^{-5} m_0$, $m_X = 0.6 m_0$ ($m_0 = 9.1 \times 10^{-31}$ kg is the free electron mass), $\alpha = 52.6 \mu eV / m^{-1}$, $\beta = 47.3 \mu eV / m^{-2}$, $\hbar \Omega_R = 20$ meV. There are several important features in these dispersions. Because of the $k$-linear dependence of the SOC, the dispersion is linear for bare excitons at low $k$. Since the exciton mass is four orders of magnitude larger than the cavity photon mass, this linear region is quite wide, as compared to the light cone. The lower branch of the exciton dispersion (blue dash-dotted line) exhibits a minimum at $k_m = \alpha m_X / (2 \hbar^2)$, with its energy given by $E_m = -\alpha^2 m_X / 2 \hbar^2$. For the typical TMD parameters, this minimum lies out of the light cone, and therefore its position is not affected by the light-matter coupling and by the detuning, as can be seen on Fig. (1a), where this minimum appears at around $k = 400 \mu m^{-1}$ for all detunings. One should notice that this minimum is not affected by the discrepancies between [23] and [24]. The energy $E_m$ can be expected to be several tens of meV below the bare exciton $E_X(k = 0)$, depending on the SOC magnitude in a particular material. As one can see, for a particular range of detunings this minimum is resonant with the strongly coupled polariton states. Polaritons are typically well-protected from the excitonic disorder because of its small characteristic scale $l_X \approx 10 nm$, and because are polaritons are typically blue detuned by half of the Rabi splitting with respect to the bare excitons states. The presence of resonant excitonic states weak-
ens this protection, because such disorder can lead to the scattering of polaritons into high-\(k\) states (arrow in Fig. 1(a)), which corresponds to additional effective losses for polaritons, as we will study in detail in the last part of the manuscript.

Another feature of the dispersion is due to the fact that a linear splitting dominates all other terms at low wavevectors. Therefore, the linear excitonic dispersion is inherited by polaritons (in spite of their light mass) near \(k = 0\) (within the light cone), as shown on the Fig. 2(b). One should notice that this minimum does not exist for a quadratic in \(k\) excitonic SOC \[24\]. In any case, the depth of the related minimum is expected to be in the \(\mu\)eV range, which should render its experimental observation difficult. For this reason, we will study only the effects arising from the excitonic minimum present at large \(k\).

From the structure of the Hamiltonian we see that the SOCs of both excitonic and photonic origins add up together for the strongly coupled polariton branches, which enhances the resulting TE-TM splitting and favors the observation of the OVHE.

The magnitude of the SOC on the polariton lower branch for two different detunings is shown on the Fig. 2(a). While at strongly negative detunings (black curve) this dependence is almost linear, at less negative or zero (red curve) detuning it becomes nonlinear, exhibiting an inflection point. This occurs because of the interplay of the excitonic and photonic SOC, which not only depend differently on the wavevector, and therefore, on the LPB energy, but also contribute differently at different energies, according to the varying photonic and excitonic fractions of polariton. These contributions are shown in Fig. 2(b) for the same detunings as in Fig. 2(a). At low energies and wavevectors, the excitonic SOC (linear in \(k\)) always dominates, but at higher energies the result depends on the detuning: at \(\Delta = -20\) meV, the photonic SOC quickly becomes dominant and remains such, while at \(\Delta = 0\) meV, the photonic SOC is comparable with the excitonic one only in a very narrow region, whereas the excitonic SOC dominates everywhere else.

This last regime allows to use the polaritonic OVHE to measure the excitonic SOC almost directly, while keeping the benefit of the smaller polariton mass, providing fast propagation.

**Optical Valley Hall Effect** The optical spin Hall effect \[27\-35\] is based on the coherent precession of the polarization of light during its radial propagation from the injection spot about the \(k\)-dependent effective magnetic field describing the SOC. For TMD monolayers, the circular polarization has a one-to-one correspondence with the valley degree of freedom, and therefore the circular polarization degree allows a direct insight into the valley polarization, while linear polarization is a signature of a coherent superposition of the populations of the valleys. We therefore consider a resonant light injection in a tight spot with a chosen polarization, for example, linear, in order to excite a superposition of both valleys at a given energy determined by the laser frequency, and then monitor the spatial distribution of the circular polarization degree generated by the radial propagation.

To demonstrate the possibility of the observation of OVHE with polaritons in TMD, we have carried out numerical simulations, solving coupled Schrodinger equations for excitons and photons, taking into account both spin components, and both types of SOC:

\[
\frac{i\hbar}{\partial t} \psi = \hat{T}_{ph} \psi + \hat{S}_{ph} \psi - \frac{i\hbar}{2\tau_{ph}} \psi + V \phi + \hat{P} \\
\frac{i\hbar}{\partial t} \phi = \hat{T}_{X} \phi + \hat{S}_{X} \phi - \frac{i\hbar}{2\tau_{X}} \phi + U \psi + V \psi
\]

Here, \(\psi\) is the photon spinor wavefunction, \(\phi\) is the exciton spinor wavefunction, \(V\) is light-matter coupling, \(U\) is the disorder potential acting on the excitons with a correlation length \(l_X = 4\) nm and amplitude 5 meV. \(\hat{T}_{ph,X}\) are the kinetic energy operators for photons and excitons (with the masses \(m_{ph,X}\)), \(\hat{S}_{ph,X}\) are the SOC operators (with \(k^2\) and \(k\) dependences and with different coupling constants \(\beta\) and \(\alpha\), respectively). These operators are written in the reciprocal space \[35\]. \(\hat{P}\) is the \(cw\) pumping operator, corresponding to a Gaussian pumping spot and a quasi-resonant frequency. The high-resolution simulations, required to describe simultaneously low wavevectors \((10^6 \text{ m}^{-1})\), where the OVHE is taking place, and high wavevectors \((10^9 \text{ m}^{-1})\), where the excitonic minimum is located, and to take into account the small correlation length of the excitonic disorder, were carried out using the nVidia CUDA framework.

The calculated real space propagation images and reciprocal space dispersions are shown in Fig. 8. Panels (a,c) were obtained at negative detuning \(\delta = -20\) meV. The real space image is obtained with the pumping laser detuned 6 meV above the LPB bottom. At this detuning, we see on the dispersion a moderate effect of the disorder between -25 and -12 meV, whereas at higher energies the dispersion strongly broadens because of disor-
Disorder scattering. Two dispersion lines corresponding to the two polarizations can be resolved. Indeed, the real space simulation demonstrates four clear polarization domains, corresponding to the double winding of the TE-TM splitting, and one full period of rotation. The domain size is of the order of 2 µm. It is visible thanks to the favorable combination of the polariton parameters with respect to excitons, namely a fast propagation velocity (1 µm/ps) and a reduced spin relaxation time (4 ps). Panels (b,d), are calculated at \( \delta = 0 \) meV, when the LPB is resonant with the exciton reservoir. The polariton dispersion can still be observed, but it becomes very broad. The real space propagation is essentially dominated by noise. The polarisation degree is below 5%. Therefore, the observation of the OVHE in TMD cavities could be possible at sufficiently negative detunings.

Disorder scattering In the last part we quantitatively analyse the magnitude of losses induced by the substantial disorder scattering present in real samples [7]. Figure 4 shows the density transfer from polaritons to excitonic states versus detuning. The black points were obtained from the solution of the equation 9. Polariton states were excited with a CW pump with \( \sigma = 0.4 \) µm, set 2 meV above the bottom of the LPB, in order to obtain spatial propagation required for OVHE [33]. The simulation is run for several hundreds of ps, until the particle distribution is settled. A clear maximum is observed when the bottom of the polariton dispersion is resonant with the excitonic minimum at large wave vector.

The scattering rate due to disorder given by the Fermi’s golden rule is proportional to the final density

\[ \Gamma_{\text{pol}} \rightarrow n_{\text{pol}} = \frac{2\pi}{h} |V_k|^2 \rho(E), \]

where \( k \) is the wavevector of a high-\( k \) exciton state resonant with the bottom of the polariton dispersion, \( V_k \) is the matrix element of the disorder scattering, \( |V_k|^2 \propto \exp(-k^2\sigma^2) \), and \( \rho(E) \) is the DOS given by:

\[ \rho(E) = \frac{2\pi m}{\hbar^2} \left( 1 + \frac{\alpha}{\sqrt{\alpha^2 + 2\hbar^2/m}} \right) \]

It diverges at \( E = E_m \) because of the excitonic minimum at nonzero \( k \), which explains a strong scattering resonance at this energy. Taking into account the Gaussian inhomogeneous broadening \( \sigma \) by convolution with \( \rho(E) \) removes the divergency and gives the following DOS:

\[ \rho(E') = \frac{\sqrt{\pi}}{2\sqrt{2}} \frac{e^{-\frac{E'^2}{2\sigma^2}}}{2\sigma^2} \left( I_{\frac{1}{2}} \left( \frac{E'^2}{2\sigma^2} \right) + E' \left| E' \right| I_{\frac{1}{2}} \left( \frac{E'^2}{2\sigma^2} \right) \right) \]

where \( I \) are the modified Bessel functions of the second kind, and \( E' = E - E_m \). The corresponding analytical curve is shown in Fig. 4 in red. It exhibits an asymmetric behavior, because the left tail (negative detuning) exists only due to broadening, and therefore decays as a Gaussian. The right tail of the curve (positive detuning) decays smoothly as \( 1/\sqrt{E} \) as the pure DOS.

The scattering to high-\( k \) states after resonant optical excitation can be considered as a substantial contribution to the particle decay, shortening their lifetime, because the probability of backward scattering is very low. Our analytical and numerical results demonstrate that while at positive detunings the OVHE might be destroyed by the scattering on the excitonic disorder, it should be possible to observe OVHE in TMD monolayers at sufficiently
negative detunings, and still have an important contribution of the exciton SOC to the total polariton SOC.

To conclude, strong coupling of 2D TMD monolayers in planar cavities allows to observe optical Valley Hall effect. However, due to a peculiar dispersion of excitons and exciton-polaritons arising from the SOC, special care should be taken to avoid resonant scattering to high-\(k\) exciton states by disorder.
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**SUPPLEMENTAL MATERIAL**

In this supplemental material we discuss the validity of the reduced Hamiltonian of the main text, deriving it from the full Hamiltonian containing the split-off dark exciton states. We also present the details of the numerical realization of the spin-orbit coupling.

**Full Hamiltonian**

The full Hamiltonian describing the strong coupling of excitons and photons in Transitional Metal Dichalcogenides (TMDs) includes the two spin projections of the two excitons formed from \(K\) and \(K'\) valleys (\(K^\pm\) and \(K'^\pm\)) and the two spin projections for photons (\(\sigma^+\) and \(\sigma^-\)). The spin-orbit coupling (SOC) for excitons splits the circular-polarized states by \(\Delta_Z \approx 250\) meV. The exchange interaction gives rise to \(k\)-linear terms \(\alpha k e^{2i\varphi}\) coupling the two valleys, but only for the two spin components interacting with light (\(K^+\) and \(K'^-\)).

The same two components are strongly coupled by \(V\) (\(2V = \hbar \Omega_R\), where \(\Omega_R\) is the Rabi frequency) with the photons of the same circular polarization. Finally, the two circular photons are coupled by the TE-TM splitting \(\beta k^2 e^{2i\varphi}\), quadratic in wavevector. On the basis (\(X_{K^+}, X_{K^-}, X_{K'^+}, X_{K'^-}, \Gamma_+, \Gamma_-\)), this Hamiltonian reads:

\[
\begin{pmatrix}
E_X (k) & 0 & 0 \\
0 & \Delta_Z + E_X (k) & 0 \\
\alpha k e^{2i\varphi} & 0 & 0 \\
V & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\alpha k e^{-2i\varphi} & V & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
V & 0 & 0 \\
0 & \Delta + E_P (k) & \beta k^2 e^{-2i\varphi} \\
0 & \beta k^2 e^{2i\varphi} & \Delta + E_P (k)
\end{pmatrix}
\]

\[
\begin{pmatrix}
E_X (k) & 0 & 0 \\
0 & \Delta_Z + E_X (k) & 0 \\
\alpha k e^{2i\varphi} & 0 & 0 \\
V & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\alpha k e^{-2i\varphi} & V & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
V & 0 & 0 \\
0 & \Delta + E_P (k) & \beta k^2 e^{-2i\varphi} \\
0 & \beta k^2 e^{2i\varphi} & \Delta + E_P (k)
\end{pmatrix}
\]

The analysis of the eigenstates of this Hamiltonian shows that the two dark exciton states split off by \(\Delta_Z\) do not participate in the formation of the main quadruplet of polariton states, and the properties of the latter are well described by the reduced Hamiltonian written in the main text (Eq. (1)), which contains only bright states.

**Numerical simulations**

The full Schrodinger equation written in the main text (Eq. (3)) combines terms which can be optimally solved in real space and in reciprocal space:

\[
\begin{align*}
i\hbar \frac{\partial \psi}{\partial t} &= \hat{T}_{ph} \psi + \hat{S}_{ph} \psi - \frac{i\hbar}{2\tau_{ph}} \psi + V \phi + \hat{P} \\
i\hbar \frac{\partial \phi}{\partial t} &= \hat{T}_X \phi + \hat{S}_X \phi - \frac{i\hbar}{2\tau_X} \phi + U \phi + V \psi
\end{align*}
\]

Especially, the particular case of \(k\)-linear SOC with a double winding is somewhat special, and does not allow a straightforward representation with real-space operators. Indeed, the TE-TM double-winding SOC is usually written in real space as a term proportional to \((\partial/\partial x \pm i\partial/\partial y)^2\), where the derivatives naturally give both the amplitude and the texture of the SOC. This is impossible for double-winding combined with linear \(k\).

In our case, we use the reciprocal space representation for the kinetic energy and the SOC operators \(\hat{T}, \hat{S}_{ph}, \hat{S}_X\):

\[
\begin{align*}
\hat{T}_{ph} \psi &= F^{-1} \left( \frac{\hbar^2 k^2}{2m} F (\psi) \right) \\
\hat{S}_{ph} \psi &= F^{-1} \left( \beta (k_x \mp i k_y)^2 F (\psi) \right) \\
\hat{S}_X \psi &= F^{-1} \left( \frac{\alpha (k_x \mp i k_y)^2}{k} F (\psi) \right)
\end{align*}
\]

where \(F\) is the 2D Fourier transform and \(F^{-1}\) is the inverse 2D Fourier transform. Moreover, since the problem includes very high wavevectors, additional approximations are necessary both for photon dispersion and for photon SOC, since the corresponding frequencies become too large, and the parabolic dispersion becomes anyway not valid for photons. The corresponding photonic states are not coupled to the exciton at high \(k\), and therefore do not contribute to the physics of the problem. Therefore, we introduce a saturation of the photonic dispersion and
of the photonic SOC at a frequency of $10^{15}$ Hz ($\approx 626$ meV above the cavity mode), to make the numerical simulations feasible with a time step of $10^{-16}$ s. The spatial grid size was $2048^2$ points.

The role of laser detuning

An important role is played by the cw laser detuning with respect to the bottom of the polariton branch. Indeed, higher laser detuning means higher kinetic energy, faster propagation time, and less sensitivity to the disorder (smaller $V_f$). Therefore, we can conclude that in order to optimize the observation of OVHE it is better to work at more negative exciton-photon detuning, to avoid being in resonance with high-$k$ states, and at the same time use higher laser detuning, to increase the TE-TM splitting and the propagation speed, while at the same time reducing the effect of the disorder.
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