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Abstract This letter presents a novel bus coding technique suitable for a bus with OR chaining that requires data parking at the end of data transmission. Based on the fact that the data parking state is known a priori, the proposed technique encodes the last sequential data value by jointly considering two switching activities, one that occurred due to a change in valid data values and the other that will be subsequently occurred by data parking. Compared to the conventional bus coding scheme that picks a codeword that minimizes only the former, the proposed technique can achieve >3% additional saving of switching activity in average. Evaluation results based on 22-nm CMOS technology show that the proposed scheme, even with its higher encoding energy, can obtain the lower total energy for >0.59 mm bus length in comparison with the conventional data bus invert technique.
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1. Introduction

Data movement in modern processors requires a large amount of energy owing to charging and discharging the capacitance of data bus [1, 2]. Studies [3, 4, 5] show that moving data may consume >10x higher energy than computing on a processor. As CMOS technology scales down, the energy gap between data movement and computation is expected to increase further [1, 5, 6, 13, 26, 30]. Hence, reducing data movement energy has a practical importance for energy efficiency of future processors.

Bus coding [7, 8, 9, 10, 11, 12, 27, 28, 29] is a well-known technique that can decrease data movement energy by encoding data value into a codeword before transmitting over a bus. If the codeword is formed to lower the number of voltage level transitions on wires, data movement energy can be improved due to the decreased switching activity. The most commonly used bus coding technique is data bus invert (DBI) coding [9, 15, 16, 17], which encodes a group of multiple data bits by pairing with a single extra control bit. If DBI coding is applied at 8-bit granularity of data, which is the most relevant case in practice [17, 18, 19], 8-bit data \( u(t) \) is converted to 9-bit codeword \( v \) that will be sent over a bus. As shown in Fig. 1, if the number of bit transitions from the previous bus value \( v(t-1) \) to the current data value \( u(t) \) is greater than four, the control bit is set to 1 and the data bits are inverted. Otherwise, the control bit is set to 0 and the data bits are encoded as equal to the original 8-bit data. With the assumption of uniformly random distribution for data bits, DBI coding was proven to be optimal in the sense that given one-extra-control-bit overhead no other bus coding can achieve the higher reduction in the number of bit transitions between the previous bus value and the current codeword [9].

In this letter, we identify that the conventional DBI coding can actually increase the switching activity when applied for a bus with OR chaining [20, 21, 22, 23, 24]. We also propose a new coding technique optimized for OR-chained buses. OR chaining has been considered as a hardware-efficient solution that can collect multiple modules without requiring multiplexers as shown in Fig. 2. Lack of multiplexers can reduce the amount of hardware and further provide an easier bus control solution because control signals for multiplexers are not present [20, 21, 23]. The OR-chained bus, however, requires data parking, i.e., driving all zero values, at the end of data transmission to facilitate the subsequent operation [20]. It is noteworthy that data parking can change the voltage level on wires, and thus, cause the additional switching activity. In the case of the encoding by conventional DBI, this extra switching activity is ignored, motivating a need for designing the bus encoder optimized for OR-chained bus. The key idea in this work is to encode...
data value based in part on a determination of whether a next bus value would transition from a codeword to a parked state. Based on the fact that the parked state is known a priori, the proposed technique jointly considers the previous bus value and the parked state for improving the total number of bit transitions occurred in the bus.

2. Conventional DBI over OR-chained bus

Consider data \( u(t) \) that is encoded to a codeword \( v(t) \), either \((u(t), 0)\) or \((u(t)', 1)\), before transmission. If a transmission of \( v(t) \) is followed by data parking, two different switching activities, termed \( \alpha \) and \( \beta \), can occur as shown in Fig. 3(a). The former, \( \alpha \), occurs due to a change between codeword values \( v(t-1) \) and \( v(t) \), while \( \beta \) occurs due to signal transitions by data parking. The conventional DBI is designed to pick \( v(t) \) that only minimizes \( \alpha \), hence, can actually increase the average switching activity if the resultant \( \beta \) is too high, which in turn results in energy consumption larger than that of the un-coded baseline. We define such case a defective encoding. An example of the defective encoding is illustrated in Fig. 3(b) and (c) where the DBI encoding of \( u(t) \) adversely increases the number of bit transitions from \( 7 (=6 \text{ bit toggles} + 1 \text{ bit toggle}) \) to \( 11 (=3 + 8) \).

In order to evaluate the probability of defective encodings by DBI, we have measured the number of defective encodings for a sequence of million random data transmitted in two bursts. The application of conventional 8-bit DBI scheme leads to 14.4% probability of defective encoding. The DBI coding at the different data granularity of 4, 12, and 16 bits also results in >10% probability of defective encoding as summarized in Table I.

| DBI data width (bits) | Probability of defective encoding (%) |
|-----------------------|--------------------------------------|
| 4                     | 11.7                                 |
| 8                     | 14.4                                 |
| 12                    | 15.9                                 |
| 16                    | 16.8                                 |

3. Proposed bus coding

In order to eliminate an occurrence of defective encoding over OR-chained bus, we propose a scheme that jointly considers the number of \( \alpha \)-associated bit transitions \( (n_\alpha) \) and the number of \( \beta \)-associated bit transitions \( (n_\beta) \). Note, although \( \beta \) occurs later than the encoding of \( u(t) \), \( n_\beta \) can be pre-computed since the value of parked state is known a priori. For example, in case of a codeword \( v(t) \) chosen to be \((u(t), 0)\), the corresponding \( n_\alpha \) and \( n_\beta \) can be computed as

\[
\begin{align*}
  n_\alpha &= w[v(t-1) \oplus (u(t), 0)], \\
  n_\beta &= w[u(t)],
\end{align*}
\]

where \( w[v] \) refers to a Hamming weight of a vector \( v \). The proposed scheme calculates the sum of \( n_\alpha \) and \( n_\beta \) if \( u(t) \) is the last sequential data followed by data parking (See Fig. 4 that illustrates the proposed coding of eight-bit data). If the sum of \( n_\alpha \) and \( n_\beta \) is greater than eight, \( u(t) \) is encoded in an inverted form, limiting the maximum total number of bit transitions by \( n_\alpha \) and \( n_\beta \) to a number of bus wires (= 9). Hence, this encoding never results in a defective encoding. The control bit for encoding can be generated as in Fig. 5.
4. Results

Fig. 6 shows the reduction in bit transitions achieved when the conventional and proposed bus coding schemes are applied for a sequence of random data transmitted in two bursts over OR-chained bus. First, it is observed that both schemes perform better for smaller data bit width. Hence, in order to lower the switching activity, it can be one approach to break the bus into multiple groups with each being encoded separately. Note, however, such approach leads to the higher wire overhead because each coding group needs one extra control bit. Second, in comparison with the conventional DBI, the proposed scheme achieves higher reduction of bit transitions due to its improved encoding algorithm. It is noteworthy that the proposed scheme at 8-bit granularity performs better even when compared to the DBI at 4-bit granularity. Hence, applying the proposed scheme may be the better approach to achieve the lower switching activity than partitioning an 8-bit bus into two 4-bit sub-buses with each being encoded by DBI.

To quantify the potential of the proposed scheme with respect to the total energy balance, we derive the break-even length \( L_{BE} \) at which the proposed scheme and the conventional DBI achieve the same energy efficiency. From the length longer than \( L_{BE} \) the proposed scheme obtains the lower total energy balance compared to the DBI. The value of \( L_{BE} \) can be estimated as

\[
L_{BE} = \frac{E_{\text{codec}_\text{pro}} - E_{\text{codec}_\text{dbi}}}{0.5 \cdot C_{\text{wire}} \cdot V_{dd}^2 (\alpha_{\text{dbi}} - \alpha_{\text{pro}})},
\]

where \( E_{\text{codec}_\text{pro}} \) (\( E_{\text{codec}_\text{dbi}} \)) is the per-bit energy dissipated by encoder and decoder of the proposed (conventional DBI) scheme, \( C_{\text{wire}} \) the wire capacitance per length in \( \text{mm} \) unit, \( V_{dd} \) the operating voltage, and \( \alpha_{\text{pro}} \) (\( \alpha_{\text{dbi}} \)) the average switching activity by the proposed (conventional DBI) scheme. Based on aforementioned results, the operating voltage of 0.89V, and the wire capacitance of 276.37 \( fF/\text{mm} \) from the predictive technology model in [25], \( L_{BE} \) is calculated as 0.59\( \text{mm} \). That is, the proposed scheme can achieve the lower total energy dissipation for >0.59\( \text{mm} \) bus length in comparison with the conventional DBI technique.

5. Conclusion

This letter discussed the bus coding technique suitable for a bus with OR chaining. We first identified that the conventional DBI coding can adversely increase the switching activity due to occurrences of defective encoding. We also proposed and implemented a new coding technique optimized for an OR-chained bus. Based on the fact that the parked state value is known a priori, the proposed scheme jointly considers the previous bus value and the parked state for an improved encoding, resulting in >3% additional saving of average switching activity. The simulation results show that the proposed scheme, even with its higher encoding energy, can obtain the lower total energy for >0.59\( \text{mm} \) bus length compared to the conventional DBI.
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