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Abstract

Automated medical image segmentation plays a key role in quantitative research and diagnostics. Convolutional neural networks based on the U-Net architecture are the state-of-the-art. A key disadvantage is the hard-coding of the receptive field size, which requires architecture optimization for each segmentation task. Furthermore, increasing the receptive field results in an increasing number of weights. Recently, Neural Ordinary Differential Equations (NODE) have been proposed, a new type of continuous depth deep neural network. This framework allows for a dynamic receptive field at a constant memory cost and a smaller amount of parameters. We show on a colon gland segmentation dataset (GlaS) that these NODEs can be used within the U-Net framework to improve segmentation results while reducing memory load and parameter counts.

1 Introduction

Automated medical image segmentation plays a key role in quantitative research and diagnostics[1, 2] and diagnostics[3]. The performance of semantic segmentation networks depends partly on the receptive field of those networks. Wider receptive views allow for increased use of context and often comes at the benefit of higher accuracy[4, 5], but a limited amount of GPU memory forces a trade-off between network depth, width, batch size, and input image size.

The current de facto standard network architecture for segmentation in medical images are convolutional neural networks, specifically those following the U-Net architecture[6]. The original U-Net has a receptive field of 187 pixels at the computational cost of 30 million parameters. This receptive field of U-Net is static and bounded by the number of layers (23 convolutional layers) and downsample operations. Adding layers or whole levels can increase the receptive field, however, this comes at the cost of more parameters, computation and memory requirements. Furthermore, receptive field sizes need to be optimized for every individual segmentation task.

We propose to use a new family of neural networks, called Neural Ordinary Differential Equations (NODE)[7], a continuous depth deep neural network, within the U-Net framework to memory-efficiently provide an adaptive receptive view. We are the first to apply this technique on a segmentation task and show a proof-of-concept on the GlaS challenge dataset[1]. This public challenge involved segmenting individual colon glands in histopathology images. We show that these NODEs can be used within the U-Net framework to improve segmentation results.

Related work To increase the receptive field of a network, several extensions to the U-Net architecture have been proposed including dilated convolutions[8–10, 4] and reversible blocks[5]. Our approach is similar to reversible blocks, with the additional benefits of an adaptive receptive field per task and image.
Neural ODEs We will briefly introduce NODEs, for a more extensive write up we refer to the paper by Chen et al., 2018[7]. NODEs can be understood as a continuous depth equivalent to residual neural networks (ResNets[11]). Every block with parameters $\theta$ of a residual neural network calculates some transformation $f(h_t)$ on its input $h_t$:

$$h_{t+1} = h_t + f(h_t, \theta)$$

where $t \in \{0...T\}$, $h_t \in \mathbb{R}^d$, and $f$ a differentiable function. In ResNets, $f$ consists of several convolutional layers. The update with residual $f(h_t)$ can be seen as a $\Delta t = 1$ step of an Euler discretization of a continuous transformation. When we let $\Delta t \to 0$ we take more, smaller, steps using more layers, which in the limit becomes an ordinary differential equation (ODE), specified by a neural network:

$$\lim_{\Delta t \to 0} \frac{h_{t+\Delta t} - h_t}{\Delta t} = \frac{\delta h_t}{\delta t} = f(h(t), t, \theta)$$

(2)

ODEs can be solved using standard ODE solvers such as Runge-Kutta[12, 13]. To update the weights of the convolutional layers, we would need to backpropagate through the solver. This can be done in the same way as a regular CNN, however, this is not memory-efficient. Specifically, an ODE solver might need hundreds of function evaluations, leading to exploding memory requirements. Instead, the ODE solver is regarded as a ‘black box solver’ and the gradients are computed via the adjoint method. This approach involves another ODE that goes backward in time starting with the gradients of the original output w.r.t. the loss. Gradients w.r.t. the parameters $\theta$ are calculated by automatic differentiation, which can efficiently be performed during the reverse-mode second ODE (See Algorithm 1 in Chen et al., 2018[7]).

A NODE network has several advantages for semantic segmentation. (1) They are memory efficient since intermediate computations (e.g. activation maps) do not need to be stored. (2) They provide an adaptive receptive view, both during training and inference, since modern ODE solvers can alter the number of function evaluations (e.g. the number of times the convolutional layers are applied) to minimize approximation error. This also allows the end-user to make trade-offs between accuracy and inference speed at test time, to fit hardware requirements of embedded systems, for example. (3) Sharing parameters across the sequential layers (function evaluations) reduces the number of parameters and thus prevents overfitting.

2 Experiments

The GlaS dataset[1] consists of a training set with 85 images and a test set of 80 images. The majority are $775 \times 522$ pixel patches from scanned whole-slide histology images of the colon, where epithelial glands have been annotated (Fig. 2, column 1 and 2). The test dataset is divided into two subsets: subset A (60 images) released earlier and subset B (20 images) released during the original MICCAI workshop. We report results on the combined test set and the individual subsets.

We train three models (see Fig. 1): (1) A baseline U-Net model[6], with 30m parameters; (2) A U-Net with less filters and ODE blocks, termed U-Node, with 2m parameters; (3) The U-Node network, but conventionally trained, equal to one function evaluation per ‘ODE’ block, with 2m parameters, termed U-ResNet.1

We train the models to predict the full segmentation mask and an eroded version to separate individual glands when post-processing. To handle the different image sizes and allow one image to fit on the GPU we downscale $1.5 \times$ and reflection pad to $352 \times 512$ px. At train time we apply the following random augmentations: translation, flipping, rotation, elastic transformation, and color jitter. We use

1Source code can be found at https://github.com/DIAGNijmegen/neural-odes-segmentation
the Adam optimizer[14], with mini-batches of eight images, a learning rate of $10^{-3}$ ($10^{-4}$ for U-Net otherwise training was unstable), and cross-entropy loss. We used ODE solvers from the torchdiffeq python package[7] and used the fifth-order “dopri5” solver, with a $10^{-3}$ tolerance. We randomly take ten images from the training set as a tuning set. We trained for 600 epochs. We did not use early stopping, as the validation loss plateaued. At test time, we apply test-time augmentation and average predictions over the original, horizontal, and vertical flipped image.

### Table 1: GlaS challenge metrics for the total test set and subsets (A, B)

| Method      | Object Dice (A, B) | F1 score (A, B) | Hausdorff* (A, B) | Notes          |
|-------------|--------------------|-----------------|-------------------|----------------|
| U-Net       | 0.868 (0.884, 0.819) | 0.841 (0.865, 0.768) | 69.6 (55.6, 111)  | 30m parameters |
| U-ResNet    | 0.757 (0.789, 0.660) | 0.689 (0.743, 0.523) | 122 (97.3, 199)   | 2m parameters  |
| U-Node      | **0.881** (0.893, 0.842) | **0.861** (0.882, 0.801) | **59.5** (48.6, 92.4) | 2m parameters  |
| Chen et al.[15] | 0.868 (0.897, 0.781) | 0.863 (0.912, 0.716) | 74.2 (45.4, 160.3) | GlaS winner    |
| Graham et al.[16] | **0.902** (0.919, 0.849) | **0.896** (0.920, 0.824) | **54.7** (41.0, 95.7) | SOTA           |

*a lower Hausdorff distance is better.

![Figure 2: Example patches of the test set with clear differences between the models. Each color denotes a gland. The black bar denotes the receptive field. NFE denotes the number of function evaluations in the network. Difficult images (first and last row) seem to require more evaluations.](image)

### 3 Results

We evaluate our models using the challenge metrics[1]; a weighted Dice coefficient per gland (object Dice), a gland detection F1 score, and a weighted shape similarity metric based on the Hausdorff distance (where lower is better). Table 1 shows the performance of our models.

### 4 Discussion and conclusion

This study investigated whether incorporating neural ordinary differential equations could be beneficial in semantic segmentation. The results show that the proposed U-Node network can efficiently use less parameters and improve segmentation compared to U-Net and U-ResNet. Qualitative result in Fig. 2 show that overall U-Node produces segmentations with less noise. Furthermore, the adaptive receptive field seems to help segment larger glands.

Due to the increased number of convolutional operations compared to U-Net, training is computationally heavier and slower for U-Node. Training with lower tolerances can provide a speed up, but at the cost of performance. We used the same number of levels as U-Net to force compression of the latent space, however, the training time of the model can be improved by reducing the number of ODEs, for example by only using ODEs in the encoder (down-path), or by decreasing the number of levels.

Graham et al.[16] train a rotation equivariant network using group equivariant convolutions[17] to reach state-of-the-art performance on the GlaS challenge. A logical next step would be to combine our U-Node model with group equivariant convolutions, providing memory-efficient group equivariance for rotations with a large adaptive receptive field.
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