EXTENDING AND IMPROVING CONICAL BICOMBINGS

GIULIANO BASSO

Abstract. We study metric spaces that admit a conical bicombing and thus obey a weak form of non-positive curvature. Prime examples of such spaces are injective metric spaces. In this article we give a complete characterization of complete metric spaces admitting a conical bicombing by showing that every such space is isometric to a $\sigma$-convex subset of some injective metric space. In addition, we show that every proper metric space that admits a conical bicombing also admits a consistent bicombing that satisfies certain convexity conditions. This can be seen as a strong indication that a question from Descombes and Lang about improving conical bicombings might have a positive answer. As an application, we prove that any group acting geometrically on a proper metric space with a conical bicombing admits a $\mathbb{Z}$-structure.

1. Introduction

1.1. Extending conical bicombings. A metric space $X$ is called injective if it is an injective object in the category of metric spaces with 1-Lipschitz maps as morphisms. More concretely, $X$ is said to be injective if for any metric space $B$, every 1-Lipschitz map $f: A \to X$, $A \subset B$, can be extended to a 1-Lipschitz map $\bar{f}: B \to X$. Injective metric spaces, also called hyperconvex metric spaces by some authors, were first studied by Aronszajn and Panitchpakdi in [2] and have since been applied in fields as diverse as functional analysis, geometric group theory, metric fixed point theory and phylogenetic analysis. Particular examples of injective spaces are the real line, complete metric $\mathbb{R}$-trees and finite CAT(0) cube complexes endowed with the length metric which is induced by choosing the $\ell_{\infty}$-norm on each cube (see [43] and also [8, 55] for related results). Further examples are the Banach space $\ell_{\infty}$ of bounded sequences equipped with the supremum norm, closed geodesically convex subsets of $\ell_{\infty}$, and, as shown in [16], certain subsets of $\ell_{\infty}$ that lie between graphs of 1-Lipschitz functions. In contrast to these examples, however, a smooth Riemannian manifold is injective if and only if it is isometric to the real line.

As observed by Lang in [41], injective metric spaces have striking properties reminiscent of non-positive curvature. In particular, on every injective metric space $X$ there exist certain distinguished geodesics which satisfy a weak global non-positive curvature condition. More precisely, there exists a map $\sigma: X \times X \times [0, 1] \to X$ subject to the following conditions. The curve $\sigma_{xy} := \sigma(x, y, \cdot)$ is a
constant speed geodesic from $x$ to $y$ and
\begin{align}
(1.1) \quad d(\sigma_{xy}(t), \sigma_{x'y'}(t)) & \leq (1 - t)d(x, x') + t d(y, y') \\
& \text{for all } x, y, x', y' \in X \text{ and all } t \in [0, 1].
\end{align}

Following Lang, we call such a map $\sigma$ a \textit{conical bicombing}. Recently, conical bicombings have become a useful tool in geometric group theory in connection with Helly groups (see [10], [11], [26], [27], [33]) and in metric fixed point theory where various fixed point results which hold for convex subsets in Banach spaces have been transferred to spaces admitting a conical bicombing (see [36], [40], [52]). In the present article we continue with the study of conical bicombings which was initiated in [5], [14], [15], [45].

The class $\text{Con}$ of all metric spaces admitting a conical bicombing enjoys many desirable structural properties. For example, it is closed under ultralimits, $\ell_p$-products, for $p \in [1, \infty]$, and 1-Lipschitz retractions. Let $X$ be a member of $\text{Con}$. We say that $A \subset X$ is $\sigma$-convex if there exists a conical bicombing $\sigma$ on $X$ such that for all $x, y \in A$ the geodesic $\sigma_{xy}(\cdot)$ is contained in $A$. Clearly, every $\sigma$-convex subset of $X$ also belongs to $\text{Con}$. As alluded to above, injective spaces admit conical bicombings, and thus closed $\sigma$-convex subsets of injective spaces are examples of metric spaces admitting a conical bicombing. Our first result shows that these examples completely characterize the class of complete metric spaces that admit a conical bicombing.

**Theorem 1.1.** Let $X$ be a complete metric space. Then the following statements are equivalent:

1. $X$ admits a conical bicombing.
2. $X$ is isometric to a $\sigma$-convex subset of some injective metric space.

The main tools used to prove Theorem 1.1 are the 1-Wasserstein distances from optimal transport theory and metric injective hulls (also known as tight-spans). All relevant material concerning 1-Wasserstein distances can be found in Section 2. We continue with a short discussion of injective hulls. We follow [1, Definition 9.12] and call an isometric embedding $i: X \to Y$ \textit{essential} provided that a 1-Lipschitz map $j: Y \to Z$ to any metric space $Z$ is an isometric embedding, whenever $j \circ i$ is an isometric embedding. A remarkable result of Isbell [35] states that every metric space $X$ has an essentially unique injective hull $(E(X), i)$. By definition, $E(X)$ is an injective metric space and $i: X \to E(X)$ an essential isometric embedding. For other equivalent descriptions of the injective hull we refer to [1, Proposition 9.20]. The existence of injective hulls has been rediscovered several times (see [12], [18], [30]).

We refer to [18, pp. 334 – 339] for some pictures of the injective hulls of $n$-point metric spaces for small $n$. It turns out that the injective hull of a finite metric space is always isometric to a finite polyhedral complex whose cells are subsets of $\ell_\infty^d = (\mathbb{R}^d, \|\cdot\|_\infty)$, where $d$ is the greatest integer such that $2d \leq \#X$. Moreover, injective hulls of 0-hyperbolic spaces are metric $\mathbb{R}$-trees (see [18, Theorem 8]) and in [41] it is shown that the injective hulls of many interesting locally finite graphs are locally finite polyhedral complexes which have only finitely many isometry types of cells. We
also note that injective hulls are increasingly used as a tool in geometric group theory. For example, they are used by Chalopin, Chepoi, Genevois, Hirai and Osajda, to show that every Helly group admits a geometric group action on an injective metric space (see [11, Theorem 1.5]).

By construction, the injective hull \( E(X) \) is the ‘smallest’ injective metric space containing \( X \). Indeed, if \( Y \) is an injective metric space and \( j: X \rightarrow Y \) an isometric embedding, then as \( i: X \rightarrow E(X) \) is essential, there exists an isometric embedding \( k: E(X) \rightarrow Y \) such that \( j = k \circ i \). In what follows, we will often tacitly identify \( X \) with its isometric copy \( i(X) \subset E(X) \). Due to the following extension result, the injective space appearing in Theorem 1.1 can be taken to be the injective hull of \( X \).

**Theorem 1.2.** Suppose that \( \sigma \) is a reversible conical bicombing on a metric space \( X \). Then there exists a conical bicombing \( \tilde{\sigma} \) on \( E(X) \) such that \( \tilde{\sigma} \) and \( \sigma \) coincide on \( X \), that is, \( \tilde{\sigma}_{xy} = \sigma_{xy} \) for all \( x, y \in X \). In particular, \( X \) is a \( \sigma \)-convex subset of \( E(X) \).

Here, a bicombing \( \sigma \) is reversible if \( \sigma_{xy}(t) = \sigma_{yx}(1 - t) \) for all \( x, y \in X \) and all \( t \in [0, 1] \). In [5], it is shown that every complete metric space with a conical bicombing also admits a reversible conical bicombing. Hence, Theorem 1.1 follows readily from Theorem 1.2.

Theorem 1.2 is applicable to problems of the following form. Let \( (P) \) denote a statement about conical bicombings on a metric space \( X \). Then, by Theorem 1.2, if \( (P) \) is true for \( E(X) \), then \( (P) \) is also true for \( X \). For instance, by [5, Theorem 1.4] if \( X \) is an injective Banach space and \( \sigma \) a conical bicombing on the closed ball \( B(x, 2r) \subset X \), then on \( B(x, r) \) the bicombing \( \sigma \) is given by linear segments. As a result, every injective Banach space admits only one conical bicombing. If \( X \) is a Banach space then \( E(X) \) admits a Banach space structure whose norm induces the metric of \( E(X) \) (see [35, Theorem 1]). Hence, by Theorem 1.2 we obtain the following corollary:

**Corollary 1.3.** A Banach space admits only one reversible conical bicombing. This unique reversible conical bicombing is given by linear segments.

This may also be established by invoking a result of Gähler and Murphy (see [23]). As it turns out, Corollary 1.3 remains valid if the reversibility assumption is dropped. This is worked out in detail in Section 3.4. We remark that the classical Mazur-Ulam theorem is a direct consequence of Corollary 1.3. Indeed, suppose that \( f: V \rightarrow W \) is a surjective isometry. The map \( \sigma \) defined by \( (x, y, t) \mapsto f^{-1}((1-t)f(x)+tf(y)) \) is a reversible conical bicombing on \( V \). Hence, by Corollary 1.3, \( \sigma \) is given by linear segments, thus \( f \) is affine.

Schechtman [53] has recently constructed a non-affine self-isometry \( f: C \rightarrow C \), where \( C \subset L_1[0, 1] \) is closed, convex and has empty interior. It follows immediately from the above argument that such a set \( C \) must necessarily admit more than one conical bicombing. On the other hand, it follows from a theorem of Mankiewicz (see [44]) that any self-isometry of \( C \) is affine if the interior of \( C \) is nonempty. This now gives rise to the natural question whether every closed convex sets whose interior is nonempty admits a unique conical bicombing (see [5, Question 1.6]). However, it turns
out that already the closed upper half-plane $H \subset \ell^2_\infty$ admits two distinct conical bicombings. This is discussed further in Example 3.6.

1.2. Improving conical bicombings. It is often desirable to work with bicombings that satisfy properties which are more restrictive than (1.1). A bicombing $\sigma$ is said to be convex if $t \mapsto d(\sigma_{xy}(t), \sigma_{x'y'}(t))$ is convex on $[0, 1]$ for all $x, y, x', y' \in X$. There are many examples of conical bicombings that are not convex (see [14, Example 2.2]). However, every consistent conical bicombing is convex. We say that a bicombing $\sigma$ is consistent if it is reversible and $\sigma(x, y, st) = \sigma(x, \sigma_{xy}(t), s)$ for all $x, y \in X$ and all $s, t \in [0, 1]$. In [38], Kleiner introduced often convex metric spaces which in our terminology are metric spaces with a consistent convex bicombing. We refer to [11], [32], [39] for some recent applications of consistent convex bicombings.

Every Gromov hyperbolic group $\Gamma$ acts properly and cocompactly on the proper metric space $E(\Gamma)$, provided we endow $\Gamma$ with the word metric with respect to any finite generating set (see [41] for more details). In [14], Descombes and Lang discovered strong non-positive curvature properties of $E(\Gamma)$. A geodesic $\sigma: [0, 1] \to X$ is straight if $t \mapsto d(\sigma(t), x)$ is convex on $[0, 1]$ for all $x \in X$. Descombes and Lang showed that $E(\Gamma)$ has unique straight geodesics and the bicombing on $E(\Gamma)$ given by straight geodesics is the only consistent convex bicombing on $E(\Gamma)$. In general, it is an open question whether every proper metric space with a conical bicombing also admits a consistent convex bicombing; see [14, p. 368] and also [46, p. 385]. The following result can be regarded as a first step towards solving this difficult problem.

**Theorem 1.4.** Let $X$ be a proper metric space admitting a conical bicombing. Then there exists a consistent bicombing $\gamma$ on $X$ such that the following holds. Each curve $\gamma_{xy}(\cdot)$ is a straight geodesic and $t \mapsto d(\gamma_{xy}(t), \gamma_{x'y'}(t))$ is convex on $[0, 1]$ whenever $d(x, y) = d(x', y')$. If $X$ is compact or injective, then $\gamma$ is furthermore equivariant with respect to the isometry group of $X$.

It seems likely that the bicombing $\gamma$ of Theorem 1.4 is in fact convex. However, we do not know how to prove this. A key component in the proof of Theorem 1.4 is a sequence $(\gamma^{(n)})$ of bicombings satisfying a discrete consistency condition. Having $(\gamma^{(n)})$ at hand, $\gamma$ is obtained via a straightforward ultrafilter argument. We construct $(\gamma^{(n)})$ by means of a fixed point argument on the moduli space $\text{CB}(X)$ of all conical bicombings on $X$. The moduli space $\text{CB}(X)$ is introduced and discussed in detail in Section 4. We hope that $\text{CB}(X)$ may prove useful for further study of metric spaces with a conical bicombing.

Theorem 1.4 can be used to construct a visual boundary for every proper metric space admitting a conical bicombing. Let $X$ be such a space and let $\gamma$ denote a consistent bicombing on $X$ satisfying the properties stated in Theorem 1.4. A geodesic ray $\xi: \mathbb{R}_+ \to X$, where $\mathbb{R}_+ := [0, \infty)$, is said to be a $\gamma$-ray provided that $\xi((1 - \lambda)s + \lambda t) = \gamma(\xi(s), \xi(t), \lambda)$ for all $0 \leq s \leq t$ and all $\lambda \in [0, 1]$. The visual boundary $\partial X_\gamma$ is the set of equivalence classes of mutually asymptotic $\gamma$-rays. As usual, two geodesic rays $\xi, \xi'$ are called asymptotic if the function $t \mapsto d(\xi(t), \xi'(t))$ is bounded.
In what follows, we construct for any $o \in X$ a natural metric $\tilde{d}_o$ on $\overline{X}_\gamma := X \cup \partial_\gamma X$. In Lemma 6.2 we prove the following. For every $o \in X$ and every $\bar{x} \in \partial_\gamma X$, there exists a unique $\gamma$-ray $\varrho_{ox}$ such that $\varrho_{ox}(0) = o$ and $[\varrho_{ox}] = \bar{x}$. To simplify the notation, for each $x \in X$ we define $\varrho_{ox}: \mathbb{R}_+ \to X$ as follows:

\[ \varrho_{ox}(t) = x \quad \text{for all} \quad t \geq d(o, x) \quad \text{and} \quad \varrho_{ox}(t) = \gamma_{ox}(t/d(o, x)) \quad \text{otherwise}. \]

In Lemma 6.3, we show that $\tilde{d}_o(x, x') = \int_0^\infty d(\varrho_{ox}(t), \varrho_{ox'}(t)) e^{-t} \, dt$ defines a metric on $\overline{X}_\gamma$ and the topology on $\overline{X}_\gamma$ induced by $\tilde{d}_o$ is independent of the basepoint $o$.

A subset $A$ of a topological space $X$ is called a $Z$-set if it is closed and there exists a homotopy $h: X \times [0, 1] \to X$ such that $h_t(X) \subset X \setminus A$ for all $t \in (0, 1]$ and $h_0(x) = x$ for all $x \in X$. For example, the boundary of a topological manifold is a $Z$-set in that manifold. A celebrated result of Bestvina and Mess (see [7, Theorem 1.2]) states that the Gromov closure $\overline{P(\Gamma)}$ of an appropriately chosen Rips complex $P(\Gamma)$ of a word hyperbolic group $\Gamma$ has the following properties: $\overline{P(\Gamma)}$ is an absolute retract and $\overline{P(\Gamma)} \setminus P(\Gamma)$ is a $Z$-set in $\overline{P(\Gamma)}$. We have the following analogous result for $\overline{X}_\gamma$.

**Theorem 1.5.** Let $X$ be a proper metric space admitting a conical bicombing. Then $\overline{X}_\gamma$ is an absolute retract and $\partial_\gamma X$ is a $Z$-set in $\overline{X}_\gamma$.

In [14], Descombes and Lang established Theorem 1.5 for general complete metric spaces in the case when $\gamma$ is a consistent conical bicombing. To prove Theorem 1.5 we closely follow their proof strategy, which is modeled on the boundary construction for Busemann spaces introduced in [31]. The main difference between the proofs is that we cannot use the conical inequality (1.1) in our proof, since we are working with the bicombing $\gamma$ from Theorem 1.4 and do not know whether $\gamma$ is conical or not. This leads to slightly different arguments in several places.

Theorem 1.5 has an interesting application in geometric group theory. Let $G$ denote a group. A pair of compact topological spaces $(\overline{X}, Z)$ is called a $Z$-structure of $G$ if the following holds:

1. $\overline{X}$ is an absolute retract and $Z$ is a $Z$-set in $\overline{X}$;
2. $X = \overline{X} \setminus Z$ is a proper metric space on which $G$ acts geometrically;
3. for every open cover $U$ of $\overline{X}$ and every compact subset $C \subset X$ all but finitely many $G$-translates of $C$ are contained in some element of $U$.

The notion of a $Z$-structure was coined by Bestvina in [6] to formalize the notion of boundary of a group. The above definition is a generalization of Bestvina’s original definition and goes back to Dranishnikov [17]. The existence of a $Z$-structure $(\overline{X}, Z)$ of a group $G$ has many interesting consequences, since several homological invariants of $Z$ are related to cohomological invariants of $G$. We refer the reader to [24] for a recent survey of $Z$-structures. Following Farrell and Lafont (see [21]), we say that a $Z$-structure is an $EZ$-structure if the action $G \acts X$ can be extended to an action $G \acts \overline{X}$ by homeomorphisms.
Corollary 1.6. Let $G$ be a group which acts geometrically on a proper metric space $X$ admitting a conical bicombing. Then $G$ admits a $Z$-structure. If $X$ is an injective metric space, then $G$ also admits an $EZ$-structure.

There is a wide variety of groups which act geometrically on proper injective metric spaces. Examples include Gromov hyperbolic groups and, more generally, Helly groups, which encompass among others weak Garside groups of finite type and Artin groups of type FC (see [33] and also [11] for additional examples). The fact that every Helly group admits an $EZ$-structure has already been proved by Huang and Osajda [33]. We remark that not every group which acts geometrically on an injective metric space is necessarily a Helly group (see [34, Corollary D]).
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2. 1-Wasserstein distances and barycentric metric spaces

2.1. The 1-Wasserstein distance. We recall the basic properties of the 1-Wasserstein distance. Let $X$ be a metric space and let $P(X)$ denote the set of all Radon probability measures on $X$. For $\mu, \nu \in P(X)$ we introduce the 1-Wasserstein distance

$$W_1(\mu, \nu) := \inf_\pi \int_{X \times X} d(x, y) d\pi(x, y) \quad (\mu, \nu \in P(X)),$$

where the infimum is taken over all couplings of the pair $(\mu, \nu)$. Here, $\pi \in P(X \times X)$ (we equip $X \times X$ with the 1-product metric) is a coupling of $(\mu, \nu)$ if $\pi(B \times X) = \mu(B)$ and $\pi(X \times B) = \nu(B)$ for all Borel subsets $B \subset X$. Let $P_1(X)$ denote the set of all $\mu \in P(X)$ such that $W_1(\mu, \delta_{x_0}) < \infty$ for some $x_0 \in X$. The celebrated Kantorovich–Rubinstein duality theorem states that

$$W_1(\mu, \nu) = \sup \left\{ \int_X f d\mu - \int_X f d\nu : f \in \text{Lip}_1(X) \right\}$$

for all $\mu, \nu \in P_1(X)$. We use Lip$_1(X)$ to denote the set of all 1-Lipschitz functions $f : X \to \mathbb{R}$. We remark that if the supports of $\mu$ and $\nu$ are finite, then (2.1) follows easily from the strong duality theorem of linear programming. For a thorough discussion of the Kantorovich–Rubinstein theorem we refer the reader to the excellent survey article [19].

As a direct consequence of (2.1), the pair $(P_1(X), W_1)$ is a metric space. Moreover, for every $L$-Lipschitz map $f : X \to Y$ the push-forward map $f_\# : P_1(X) \to P_1(Y)$ is $L$-Lipschitz as well; see [50, Lemma 2.1].

Lemma 2.1. Let $X$ and $Y$ denote metric spaces. If $i : X \to Y$ is an isometric embedding, then $i_\# : P_1(X) \to P_1(Y)$ is an isometric embedding as well.
Proof. It suffices to prove that the map $\text{Lip}_1(Y) \to \text{Lip}_1(X)$ defined by $g \mapsto g \circ i$ is surjective. To this end, let $f \in \text{Lip}_1(X)$ and let $g : Y \to \mathbb{R}$ be defined by

$$y \mapsto \inf_{x \in X} \left[f(x) + d(y,i(x))\right].$$

We remark that such functions $g$ occur naturally in the context of the McShane extension theorem (see [25, Remark 2.4] for more information). Notice that $f(x') + d(i(x),i(x')) \geq f(x') + |f(x) - f(x')| \geq f(x)$ for all $x, x' \in X$. Consequently, since $f(x) \geq g(i(x))$, it follows that $f = g \circ i$. In addition, for all $y, y' \in Y$,

$$|g(y) - g(y')| = \left| \inf_{x \in X} \left[f(x) + d(y,i(x))\right] - \inf_{x \in X} \left[f(x) + d(y',i(x))\right]\right| \leq \sup_{x \in X} |d(i(x),y) - d(i(x),y')| \leq d(y,y').$$

Hence, $g$ is a 1-Lipschitz function on $Y$ such that $f = g \circ i$, as desired. \hfill \Box

In this article, we will mainly work with measures which are supported at finitely many points. For such measures, the following formula for the 1-Wasserstein distance is well-known.

**Proposition 2.2.** Assume that $x_1,y_1,\ldots,x_n,y_n \in X$ are (not necessarily distinct) points of a metric space $X$. Then

$$W_1\left(\frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}, \frac{1}{n} \sum_{i=1}^{n} \delta_{y_i}\right) = \frac{1}{n} \min_{\pi \in S_n} \sum_{i=1}^{n} d(x_i,y_{\pi(i)}),$$

where $S_n$ denotes the symmetric group of degree $n$.

Proof. We sketch the proof indicated in [56, p. 5]. Another proof using Hall’s marriage theorem can be found in [13, p. 953]. We abbreviate $\mu := \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}$ and $\nu := \frac{1}{n} \sum_{i=1}^{n} \delta_{y_i}$. Clearly,

$$W_1(\mu,\nu) = \min \left\{ \frac{1}{n} \sum_{i,j=1}^{n} p_{ij} d(x_i,y_j) : P = (p_{ij}) \text{ is doubly stochastic} \right\}.$$

A non-negative $n \times n$ matrix $P$ is doubly stochastic if $P \cdot j = P \cdot j = j$ for the all-ones vector $j \in \mathbb{R}^n$. The Birkhoff–von Neumann theorem states that each doubly stochastic matrix is equal to a finite convex combination of permutation matrices. Hence, by the above,

$$W_1(\mu,\nu) = \min \left\{ \frac{1}{n} \sum_{i=1}^{n} \delta_{i,\pi(i)} d(x_i,y_j) : \pi \in S_n \right\},$$

as desired. \hfill \Box

Our next lemma computes $W_1(\mu,\nu)$ in the special case when the supports of $\mu$ and $\nu$ consist of at most two points. The proof is straightforward and follows from solving a certain system of linear equations. Alternatively, we could also invoke Proposition 2.2 and a simple limit argument. In the following, we use the notation $a \lor b := \max\{a,b\}$ and $a \land b := \min\{a,b\}$.
Lemma 2.3. Let $x_1, x_2, y_1, y_2 \in X$ and $s, t \in [0, 1]$. Then

$$W_1((1-s)\delta_{x_1} + s\delta_{x_2}, (1-t)\delta_{y_1} + t\delta_{y_2})$$

$$= \min_{\lambda \in I_{s,t}} \left[ (1-(s+t)+\lambda)d(x_1, y_1) + (s-\lambda)d(x_2, y_1) + (t-\lambda)d(x_1, y_2) + \lambda d(x_2, y_2) \right],$$

where $I_{s,t} := \left[ 0 \vee (s+t-1), s \wedge t \right]$.

Proof. We abbreviate $\mu := (1-s)\delta_{x_1} + s\delta_{x_2}$ and $\nu := (1-t)\delta_{y_1} + t\delta_{y_2}$. Notice that $\pi \in P_1(X \times X)$ is a coupling of $(\mu, \nu)$ if and only if $\pi = \sum \pi_{ij} \delta_{(x_i, y_j)}$ with $0 \leq \pi_{ij} \leq 1$ and

$$\pi_{11} + \pi_{12} = 1-s, \quad \pi_{21} + \pi_{22} = s, \quad \pi_{11} + \pi_{21} = 1-t, \quad \pi_{12} + \pi_{22} = t.$$ 

The solution set of this system of linear equations equals $v(s,t) + \{(\lambda, -\lambda, -\lambda, \lambda) : \lambda \in \mathbb{R}\}$, where $v(s,t) := (1-(s+t), t, s, 0)$. Since $0 \leq \pi_{ij} \leq 1$, letting $I_{s,t} := \left[ 0 \vee (s+t-1), s \wedge t \right]$ we get that $W_1(\mu, \nu)$ is equal to

$$\min_{\lambda \in I_{s,t}} \left[ (1-(s+t)+\lambda)d(x_1, y_1) + (t-\lambda)d(x_1, y_2) + (s-\lambda)d(y_1, x_2) + \lambda d(x_2, y_2) \right],$$

as was to be shown. \qed

2.2. Barycentric metric spaces. In what follows, we introduce barycentric metric spaces and recall their close connection to conical bicombings. The following definition is due to Sturm (see [54, Remark 6.4]).

Definition 2.4. Let $X$ denote a metric space. A 1-Lipschitz map $\beta : P_1(X) \to X$ is a contracting barycenter map if $\beta(\delta_x) = x$ for all $x \in X$. A metric space is said to be a barycentric metric space if it admits a contracting barycenter map.

There are many examples of barycentric metric spaces. In particular, every injective metric space is barycentric. This can be seen by considering the isometric embedding $X \to P_1(X)$ defined by $x \mapsto \delta_x$. Moreover, every Banach space admits a unique contracting barycenter map. Indeed, one can show that if $E$ denotes a real Banach space, then $\beta : P_1(E) \to E$ defined by

$$\beta(\mu) := \int_E x \mu(dx),$$

where the integral on the right hand side is the strong Bochner integral, is the only contracting barycenter map on $E$ (see [4, Proposition 3.6]). It is well-known that the Cartan barycenter map on a complete CAT(0) spaces is contracting (see [54, Theorem 6.3] or [42, Lemma 4.2]), and so every complete CAT(0) space is barycentric. More generally, Navas [49] established that in fact every complete Busemann space is a barycentric metric space.

In the following lemma we show by standard arguments that every barycentric metric space admits a conical bicombing.
Lemma 2.5. Suppose that $\beta: P_1(X) \to X$ is a contracting barycenter map on a metric space $X$. Then $\sigma_\beta: X \times X \times [0,1] \to X$ defined by
\[(x, y, t) \mapsto \beta((1-t)\delta_x + t\delta_y)\]
is a reversible conical bicombing on $X$.

Proof. Fix $x, y \in X$ and $s, t \in [0,1]$ such that $s \leq t$. We abbreviate $\sigma := \sigma_\beta$. Using that $\beta$ is a contracting barycenter map, we obtain
\[d(\sigma_{xy}(s), \sigma_{xy}(t)) \leq W_1((1-s)\delta_x + s\delta_y, (1-t)\delta_x + t\delta_y) = (t-s) d(x, y),\]
where the equality is due to Lemma 2.3. Since $d(x, y) \leq d(x, \sigma_{xy}(s)) + d(\sigma_{xy}(s), \sigma_{xy}(t)) + d(\sigma_{xy}(t), y) \leq d(x, y)$, it follows that $d(\sigma_{xy}(s), \sigma_{xy}(t)) = (t-s)d(x, y)$, and so $\sigma_{xy}$ is a geodesic from $x$ to $y$. Next, we prove (1.1). Let $t \in [0,1]$. Using Lemma 2.3, we obtain
\[(2.2) \quad d(\sigma_{xy}(t), \sigma_{xy}(t)) \leq W_1((1-t)\delta_x + t\delta_y, (1-t)\delta_x + t\delta_z) = t d(y, z)\]
for all $x, y, z \in X$. Since $\sigma$ is reversible,
\[d(\sigma_{xy}(t), \sigma_{y'x'}(t)) \leq d(\sigma_{xy}(t), \sigma_{xy}(t)) + d(\sigma_{y'x'}(1-t), \sigma_{y'x'}(1-t)),\]
and thus by using (2.2), we obtain (1.1), as desired. \hfill $\Box$

Conversely, every complete metric space with a conical bicombing is barycentric:

Theorem 2.6. Let $X$ denote a complete metric space. Then the following statements are equivalent:

1. $X$ admits a conical bicombing.
2. $X$ is a barycentric metric space.

Theorem 2.6 is essentially known. The key idea leading to Theorem 2.6 is a 1-Lipschitz barycenter construction first described by Es-Sahib and Heinich [20]. This barycenter construction has been improved by Navas in [49]. A streamlined proof of Navas’s construction using elementary statistics can be found in [13]. The implication (2) $\implies$ (1) is a direct consequence of Lemma 2.5. The other direction follows from the following result, which is essentially due to Descombes (see [13]).

Theorem 2.7. Let $X$ denote a complete metric space admitting a conical bicombing $\sigma$. Then there exists a contracting barycenter map $\beta_\sigma: P_1(X) \to X$ such that $\beta_\sigma(\mu) \in \text{conv}_\sigma(\text{spt}(\mu))$ for all $\mu \in P_1(X)$.

The support $\text{spt}(\mu)$ is the set of all points $x \in X$ such that $\mu(U) > 0$ for all open subsets $U \subset X$ containing $x$. For $A \subset X$ the closed $\sigma$-convex hull of $A$, denoted by $\text{conv}_\sigma(A)$, is the closure of the smallest $\sigma$-convex set that contains $A$. 


Proof of Theorem 2.7. We give only the main ideas of the proof. By virtue of [5, Proposition 1.3], we obtain a reversible conical bicombing \( \tau \) on \( X \) such that \( \overline{\operatorname{conv}}_\tau(A) \subset \overline{\operatorname{conv}}_\rho(A) \) for all \( A \subset X \). We set \( b_1(x) := x \) and \( b_2(x,y) := \tau_{xy}(\frac{1}{2}) \) for all \( x, y \in X \). Using [4, Proposition 3.4], we obtain a sequence of maps \( (b_n : X^n \to X)_{n \geq 3} \) satisfying

\[
d(b_n(x), b_n(y)) \leq \frac{1}{n} \min_{\pi \in \mathcal{S}_n} \sum_{i=1}^{n} d(x_i, y_{\pi(i)})
\]

for all \( n \geq 3 \) and all \( x, y \in X^n \). Given \( x \in X^n \), for each \( k \geq 1 \) we write \( Q^k(x) \in X^{kn} \) to denote \((x, \ldots, x)\). Descombes [13, Theorem 2.5 (1)] proved that the limit

\[
b(x) := \lim_{k \to +\infty} b_n(Q^k(x))
\]

exists for all \( x \in X^n \). Moreover, if \( x = (x_1, \ldots, x_n) \), then

\[
b(x) \in \overline{\operatorname{conv}}_{\tau} \{x_1, \ldots, x_n\}.
\]

By (2.3), (2.4), and Proposition 2.2, the map \( \beta : P_Q(X) \to X \) given by

\[
\mu = \frac{1}{n} (\delta_{x_1} + \cdots + \delta_{x_n}) \mapsto \beta(\mu) := b(x_1, \ldots, x_n)
\]

is well-defined, \( \beta(\mu) \in \overline{\operatorname{conv}}_{\tau}(\operatorname{spt}(\mu)) \), and \( d(\beta(\mu), \beta(\nu)) \leq W_1(\mu, \nu) \) for all \( \mu, \nu \in P_Q(X) \), where \( P_Q(X) \subset P_1(X) \) denotes the set of all Radon probability measures on \( X \) with finite support and rational weights. The map \( \beta : P_Q(X) \to X \) extends to a contracting barycenter map \( \beta \) on \( X \), for \( X \) is complete and \( P_Q(X) \) is \( W_1 \)-dense in \( P_1(X) \) (see [4, Proposition 3.2]). Now, it is easy to check that \( \beta \) has the desired properties. The theorem follows.

We remark that in view of Theorem 1.2, to prove Theorem 2.7 it would suffice to consider the special case when \( X \) is an injective metric space. However, to prove this special case seems to be as difficult as proving the general case.

3. Extending conical bicombings

3.1. Consequences of the conical inequality. The following lemma shows that every reversible conical bicombing satisfies an inequality which is slightly stronger than (1.1).

Lemma 3.1. Let \( X \) be a metric space, \( A \subset X \), and \( \{\sigma_{xy}(\cdot) : x, y \in A\} \) a collection of geodesics \( \sigma_{xy} : [0,1] \to X \) such that \( \sigma_{xy}(0) = x \), \( \sigma_{xy}(1) = y \), and \( \sigma_{xy}(t) = \sigma_{yz}(1-t) \) for all \( t \in [0,1] \) and all \( x, y \in A \). If

\[
d(\sigma_{xy}(t), \sigma_{xz}(t)) \leq t d(y, z)
\]

for all \( x, y, z \in A \) and all \( t \in [0,1] \), then

\[
d(\sigma_{x_1x_2}(t), \sigma_{y_1y_2}(t)) \leq W_1(1-t) \delta_{x_1} + t \delta_{x_2}, (1-t) \delta_{y_1} + t \delta_{y_2})
\]

for all \( t \in [0,1] \) and all \( x_1, x_2, y_1, y_2 \in A \).
Lemma 3.2. For \( s = t \), one has \( I_{s,t} = [2t-1, t] \). Thus, by substituting \( \varepsilon := t - \lambda \) in Lemma 2.3, we obtain

\[
W_1((1-t)\delta_{x_1} + t\delta_{x_2}, (1-t)\delta_{y_1} + t\delta_{y_2})
= \min_{\varepsilon \in [0,1-t]} \left[ \varepsilon(d(x_1, y_2) + d(y_1, x_2)) + (t - \varepsilon)d(x_2, y_2) + ((1-t) - \varepsilon)d(x_1, y_1) \right].
\]

On the one hand, we compute

\[
d(\sigma_{x_1x_2}(t), \sigma_{y_1y_2}(t)) \leq d(\sigma_{x_1x_2}(t), \sigma_{x_1y_2}(t)) + d(\sigma_{y_2x_1}(1-t), \sigma_{y_2y_1}(1-t)),
\]

and so, by the use of (3.1), we get

\[
d(\sigma_{x_1x_2}(t), \sigma_{y_1y_2}(t)) \leq (1-t)d(x_1, y_1) + td(x_2, y_2),
\]

but on the other hand,

\[
d(\sigma_{x_1x_2}(t), \sigma_{y_1y_2}(t)) \leq d(\sigma_{x_2x_1}(1-t), \sigma_{x_2y_2}(1-t)) + d(\sigma_{x_2y_2}(1-t), \sigma_{x_2y_2}(t)) + d(\sigma_{x_2y_2}(t), \sigma_{y_1y_2}(t))
\]

and therefore

\[
d(\sigma_{x_1x_2}(t), \sigma_{y_1y_2}(t)) \leq (1-t)d(x_1, y_2) + (2t-1)d(x_2, y_2) + (1-t)d(x_2, y_1).
\]

By combining (3.2) with (3.3) and (3.4), we find that

\[
d(\sigma_{x_1x_2}(t), \sigma_{y_1y_2}(t)) \leq W_1((1-t)\delta_{x_1} + t\delta_{x_2}, (1-t)\delta_{y_1} + t\delta_{y_2}),
\]

as desired. \( \square \)

Lemma 3.1 tells us that if \( \sigma \) is a reversible conical bicombing on \( X \), then the map \((1-t)\delta_x + t\delta_y \mapsto \sigma_{xy}(t)\) is 1-Lipschitz with respect to the 1-Wasserstein distance. This observation is the key idea behind the proof of Theorem 1.2.

3.2. Partially defined barycenter maps. In the following we will prove that any partially defined barycenter map \( \beta: M \to X \), where \( M \subset P_1(X) \), can be extended to a contracting barycenter map \( \tilde{\beta}: P_1(E(X)) \to E(X) \). The proof crucially relies on the following well-known property of the injective hull.

**Lemma 3.2.** Let \( X \) denote a metric space and \((E(X), i)\) its injective hull. If \( z, z' \in E(X) \) satisfy \( d(z, i(x)) = d(z', i(x)) \) for all \( x \in X \), then \( z = z' \).
Due to Lemma 3.1, it follows that

\[ \beta \]

Proof of Theorem 1.2. We put

\[ a \text{ contracting barycenter map } E \]

which states that any reversible conical bicombing on a metric space \( \Box \) the desired result.

3.3. Extensions to the injective hull. Next, we prove Theorem 1.2 from the introduction, which states that any reversible conical bicombing on a metric space \( X \) can be extended to a conical bicombing on \( E(X) \). The proof is a straightforward application of Lemmas 2.5, 3.1 and 3.3.

Proof of Theorem 1.2. We put

\[ M := \{ (1-t)\delta_x + t\delta_y : x, y \in X, t \in [0,1] \} \]

Due to Lemma 3.1, it follows that \( \beta : M \to X \) defined by \( (1-t)\delta_x + t\delta_y \to \sigma_{xy}(t) \) is 1-Lipschitz and thus it is a partially defined barycenter map. Therefore, by virtue of Lemma 3.3 there exists a contracting barycenter map \( \tilde{\beta} : P_1(E(X)) \to E(X) \) such that \( \tilde{\beta}(i_\#(\mu)) = i(\beta(\mu)) \) for all \( \mu \in M \).
Hence, $\tilde{\sigma} : E(X) \times E(X) \times [0, 1] \to E(X)$ defined by $(x, y, t) \mapsto \tilde{\beta}((1 - t)\delta_x + t\delta_y)$ is a reversible conical bicombing; see Lemma 2.5. By construction, $\tilde{\sigma}_{i(x), i(y)} = i \circ \sigma_{xy}$ for all $x, y \in X$. \hfill $\Box$

3.4. **Doss expectation.** In what follows, we prove the following generalization of Corollary 1.3.

**Proposition 3.4.** Any normed real vector space admits only one conical bicombing. This unique conical bicombing is given by linear segments.

To establish Proposition 3.4 we consider the Doss expectation of a measure. Let $X$ be a metric space. For each $\mu \in P_1(X)$ the set

$$E_D[\mu] := \{ z \in X : d(z, x) \leq W_1(\mu, \delta_x) \text{ for all } x \in X \}$$

is called **Doss expectation of $\mu$.** See [48, Section 2.3.] for other notions of expectation in metric spaces. Notice that $\sigma_{xy}(t) \in E_D[(1 - t)\delta_x + t\delta_y]$ for all $x, y \in X$ and all $t \in [0, 1]$ whenever $\sigma$ is a conical bicombing on $X$. Conversely, if $X$ is an injective metric space, then the map $\sigma \mapsto \sigma_{xy}(t) \in E_D[(1 - t)\delta_x + t\delta_y]$ is surjective.

**Lemma 3.5.** Let $X$ be an injective metric space. Then for all $x, y \in X$ and all $t \in [0, 1]$ the following holds. For every $z \in E_D[(1 - t)\delta_x + t\delta_y]$ there exists a reversible conical bicombing $\sigma$ on $X$ such that $\sigma_{xy}(t) = z$. In particular, if $X$ admits only one reversible conical bicombing, then $E_D[(1 - t)\delta_x + t\delta_y]$ is a singleton.

**Proof.** Fix $z \in E_D[(1 - t)\delta_x + t\delta_y]$, abbreviate $\mu := (1 - t)\delta_x + t\delta_y$ and put $M := \{ \delta_x : x \in X \} \cup \{ \mu \}$. The map $f : M \to X$ defined by $\delta_x \mapsto x$ and $\mu \mapsto z$ is a partially defined barycenter map. Thus, as $X$ is injective, there exists a contracting barycenter map $\beta : P_1(X) \to X$ such that $\beta(\mu) = f(\mu)$ for all $\mu \in M$. Let $\sigma_\beta$ be defined as in Lemma 2.5. By construction, $\sigma_\beta(x, y, t) = z$. Since $\sigma_\beta$ is a reversible conical bicombing, the lemma follows. \hfill $\Box$

We proceed by proving Proposition 3.4.

**Proof of Proposition 3.4.** Let $V$ be a normed vector space over $\mathbb{R}$. It suffices to show that $E_D[(1 - t)\delta_x + t\delta_y]$ is a singleton for all $(x, y, t) \in V \times V \times [0, 1]$. Let $(E(V), i)$ denote the injective hull of $V$ and fix $(x, y, t) \in V \times V \times [0, 1]$. By the use of Lemma 3.3, it is not hard to check that

$$(3.5) \quad i(E_D[(1 - t)\delta_x + t\delta_y]) \subset E_D[(1 - t)\delta_i(x) + t\delta_i(y)].$$

Since $V$ is a normed real vector space, a result due to Isbell [35, Theorem 1] (see also [51, Theorem 2.1]), tells us that there exists a Banach space structure on $E(V)$ such that its norm induces the metric of $E(V)$. Hence, from Corollary 1.3 and Lemma 3.5, it follows that $E_D[(1 - t)\delta_i(x) + t\delta_i(y)]$ is a singleton. By $(3.5)$, $E_D[(1 - t)\delta_x + t\delta_y]$ is a singleton as well, as desired. \hfill $\Box$

It seems natural to ask if Proposition 3.4 can be generalized. For example, one may ask if any closed convex subset of a Banach space admits a unique conical bicombing. However, we show in the
following example that already certain convex subsets of $\ell^2_2$ admit two distinct conical bicombings (and thus infinitely many). This gives a negative answer to Question 1.6 of [5].

**Example 3.6.** We consider the Banach space $\ell^2_\infty := (\mathbb{R}^2, \|\cdot\|_\infty)$, where $\|\cdot\|_\infty$ denotes the supremum norm. We put $H := \{(s, t) \in \mathbb{R}^2 : t \geq 0\} \subset \ell^2_\infty$. In what follows, we show that $H$ admits two distinct conical bicombings. Let $\pi_i : H \to \mathbb{R}$, for $i = 1, 2$, denote the projection onto the $i$th coordinate axis. A straightforward computation shows that $\beta_i : P_1(H) \to H$ defined by $\mu \mapsto (\beta_1(\mu), \beta_2(\mu))$, where

$$
\beta_i(\mu) := \inf_{p \in H} (\pi_i(p) + W_1(\delta_p, \mu)),
$$

is a contracting barycenter map. We set $p_1 := (-1, 0)$, $p_2 := (1, 0)$, and $\mu := \frac{1}{2}\delta_{p_1} + \frac{1}{2}\delta_{p_2}$. We claim that $\beta(\mu) = (0, 1)$. Clearly,

$$
d_\mu := \min_{p \in H} W_1(\delta_p, \mu) \leq \beta_2(\mu).
$$

Notice that if $p \in H$ satisfies $W_1(p, \mu) = d_\mu$, then $W_1(r(p), \mu) = d_\mu$, where $r : H \to H$ is the reflection about the $y$-axis. Thus, every point $q$ on the linear segment $[p, r(p)]$ satisfies $W_1(\delta_q, \mu) = d_\mu$. Hence, there exists $u \in H$ such that $\pi_1(u) = 0$ and $W_1(\delta_u, \mu) = d_\mu$. Consequently, $1 \leq W_1(\delta_u, \mu) = d_\mu \leq \beta_2(\mu)$. Since

$$
\|\beta(\mu) - p_1\|_\infty = \|\beta(\mu) - p_2\|_\infty = \frac{1}{2}\|p_1 - p_2\|_\infty,
$$

we obtain $\beta_2(\mu) = 1$ and thus $\beta(\mu) = (0, 1)$, as claimed. The map $\sigma : H \times H \times [0, 1] \to H$ defined by $(p, q, t) \mapsto \beta((1 - t)\delta_p + t\delta_q)$ is a reversible conical bicombing on $H$; see Lemma 2.5. Let $\lambda$ denote the conical bicombing on $H$ given by linear segments. By construction, $\sigma(p_1, p_2, \frac{1}{2}) = (0, 1)$ and $\lambda(p_1, p_2, \frac{1}{2}) = (0, 0)$. Hence, we infer $\sigma \neq \lambda$ and thus $H$ admits two distinct conical bicombings, as desired.

### 4. Conical bicombings as fixed points

#### 4.1. Conical bicombings on $\text{CB}(X)$. Let $X$ be a metric space and let $\text{CB}(X)$ denote the set of all conical bicombings on $X$. In the following, we show that $\text{CB}(X)$ can endowed with a metric such that the resulting metric space admits a conical bicombing whenever $X$ does. Given $o \in X$ let $D_o : \text{CB}(X) \times \text{CB}(X) \to \mathbb{R}$ be defined by

$$
D_o(\sigma, \tau) := \sup \left\{ 3^{-k}d(\sigma_{xy}(t), \tau_{xy}(t)) : k \geq 0, x, y \in B_\nu(o), t \in [0, 1] \right\}.
$$

Clearly, $D_o$ is a metric on $\text{CB}(X)$. We have defined $D_o$ in such a way that for proper metric spaces $X$ the induced topology on $\text{CB}(X)$ coincides with the topology $T_\nu$ of uniform convergence on compact sets; see Lemma 4.2. This will be important in Section 5, where fixed point arguments on $\text{CB}(X)$ are employed to construct bicombings which satisfy certain consistency conditions.

The following lemma shows that each conical bicombing on $X$ induces a conical bicombing on $(\text{CB}(X), D_o)$.
Lemma 4.1. Let $X$ be a metric space and fix $o \in X$. If $\varphi$ is a conical bicombing on $X$, then for all $\sigma, \tau \in \CB(X)$, the map $\Phi_{\sigma \tau} : [0, 1] \to \CB(X)$ defined by

$$t \mapsto \begin{cases} \Phi_{\sigma \tau}(t) : X \times X \times [0, 1] \to X \\ (x, y, s) \mapsto \varphi(x, y, s), t \end{cases}$$

is a geodesic in $(\CB(X), D_o)$ connecting $\sigma$ to $\tau$. Moreover, $\Phi : \CB(X) \times \CB(X) \times [0, 1] \to \CB(X)$ defined by $(\sigma, \tau, t) \mapsto \Phi_{\sigma \tau}(t)$ is a conical bicombing on $(\CB(X), D_o)$.

Proof. Fix $\sigma, \tau \in \CB(X)$ and $t \in [0, 1]$. Letting $\upsilon := \Phi_{\sigma \tau}(t)$ and using that $\varphi$ satisfies (1.1), we obtain

$$d(\upsilon(x), \upsilon(x'), (1 - t)d(\upsilon(x), \upsilon(x')) + td(\upsilon(x), \upsilon(x'))$$

for all $x, y, x', y' \in X$ and all $s, s' \in [0, 1]$. In particular, $d(\upsilon(x), \upsilon(x')) \leq |s - s'|d(x, y)$. Now, exactly the same argument as in the proof of Lemma 2.5 shows that $\upsilon$ defines a bicombing on $X$. Moreover, since the biombings $\sigma$ and $\tau$ are conical, it follows immediately from (4.1) that $\upsilon$ is conical as well. As a result, $\Phi_{\sigma \tau} : [0, 1] \to \CB(X)$ is well-defined. Next, we show that it is a geodesic. Since $\varphi$ is a bicombing, we have

$$d(\Phi_{\sigma \tau}(t)(x, y, s), \Phi_{\sigma \tau}(t')(x, y, s)) = |t - t'|d(\upsilon(x), \upsilon(s))$$

for all $x, y \in X$ and all $s \in [0, 1]$. Hence, $D_o(\Phi_{\sigma \tau}(t), \Phi_{\sigma \tau}(t')) = |t - t'|D_o(\upsilon, \upsilon)$ for all $t, t' \in [0, 1]$, as desired. To finish the proof we need to show that $\Phi$ is conical. Notice that

$$d(\Phi_{\sigma \tau}(t)(x, y, s), \Phi_{\sigma \tau}(t')(x, y, s)) \leq (1 - t)d(\upsilon(x), \upsilon(s)) + td(\upsilon(x), \upsilon(x'))$$

for all $x, y \in X$ and all $s \in [0, 1]$. Consequently, $D_o(\Phi_{\sigma \tau}(t), \Phi_{\sigma \tau}(t')) \leq (1 - t)D_o(\upsilon, \upsilon') + tD_o(\upsilon, \upsilon)$, as was to be shown.

Clearly, $\CB(X)$ also admits conical bicombings for other choices of metrics. We do not know if there exists a conical bicombing on $(\CB(X), D_o)$ which is not equal to $\Phi$ for any bicombing $\varphi$ on $X$. In other words, we do not know whether $\varphi \mapsto \Phi$ defines a surjective map from $\CB(X)$ to $\CB(\CB(X))$. We conclude this subsection with the following straightforward result which states that $\CB(X)$ is compact whenever $X$ is proper.

Lemma 4.2. Let $X$ be a proper metric space. Then $D_o$ induces the topology of uniform convergence on compact sets. In particular, $(\CB(X), D_o)$ is a compact metric space for all $o \in X$.

Proof. Let $K \subset X$ be a compact subset, $\sigma \in \CB(X)$ and $\varepsilon > 0$. We put

$$U(K, \sigma, \varepsilon) := \left\{ \tau \in \CB(X) : \sup_{x, y \in K} ||\sigma_{xy} - \tau_{xy}||_\infty < \varepsilon \right\}.$$

There exists $k \geq 0$ such that $K \subset B_{2^k}(o)$, and so $U_{D_o}(\sigma, 3^{-k}\varepsilon) \subset U(K, \sigma, \varepsilon)$, where $U_{D_o}(\sigma, 3^{-k}\varepsilon)$ denotes the open ball with respect to $D_o$ with center $\sigma$ and radius $3^{-k}\varepsilon$. The sets $U(K, \sigma, \varepsilon)$ form a basis of the topology $T_K$. Hence, by the above $T_{D_o} \subset T_K$. Next, we show the other direction. Let
σ ∈ CB(X) and ε > 0 be given. Choose \( k_0 \geq 0 \) such that \( (\frac{2}{3})^{k_0} < \varepsilon \). We put \( K := B_{2k_0}(o) \). Notice that for all \( k \geq k_0 \),
\[
\sup_{x,y \in B_{k}(o)} 3^{-k} \|\sigma_{xy} - \tau_{xy}\|_\infty \leq \sup_{x,y \in B_{k}(o)} 3^{-k} \cdot 2^k < \varepsilon.
\]
Hence, \( U(K,\sigma,\varepsilon) \subseteq U_{D_o}(\sigma,\varepsilon) \), and as a result, \( \mathcal{T}_K \subseteq \mathcal{T}_{D_o} \), as desired. Since \( \mathcal{T}_{D_o} = \mathcal{T}_K \), it follows immediately from the Arzelà-Ascoli theorem that \( (\text{CB}(X),D_o) \) is compact metric space for all \( o \in X \).

\[\square\]

4.2. A fixed point result and its applications. The following proposition is due Kijima [37]. It can be proved by slightly adapting the proof of a well-known result from the fixed point theory of Banach spaces by Mitchell [47].

**Proposition 4.3** (Theorem 1 of [37]). Let \( X \) be a compact metric space admitting a conical bicombing. If \( S \) is a left reversible semigroup consisting of 1-Lipschitz self-maps of \( X \), then \( S \) has a common fixed point in \( X \), that is, there is \( x_s \in X \) such that \( f(x_s) = x_s \) for all \( f \in S \).

Here, a semigroup \( S \) is left reversible if for all \( a, b \in S \), there exist \( c, d \in S \) such that \( ac = bd \). For instance, every group and every abelian semigroup is left reversible. By the use of Lemmas 4.1 and 4.2, and Proposition 4.3, certain results of [13], [41] may be derived via straightforward fixed points arguments. For example:

**Lemma 4.4.** Let \( X \) be a proper metric space admitting a conical bicombing \( \varphi \). Then \( X \) also admits a reversible conical bicombing. Moreover, the subset \( \text{RCB}(X) \subseteq \text{CB}(X) \) of all reversible conical bicombings on \( X \) is closed and \( \Phi \)-convex.

**Proof.** We define \( r : \text{CB}(X) \rightarrow \text{CB}(X) \) by
\[
\sigma \mapsto \begin{cases} 
  r(\sigma) : X \times X \times [0,1] \rightarrow X \\
  (x,y,t) \mapsto \varphi(\sigma_{xy}(t),\sigma_{yx}(1-t),\frac{1}{t}).
\end{cases}
\]
Fix \( o \in X \). It is easily seen that \( r \) is 1-Lipschitz with respect to \( D_o \). Since \( (\text{CB}(X),D_o) \) is a compact metric space with a conical bicombing, see Lemmas 4.1 and 4.2, it follows from Proposition 4.3 that there exists \( \sigma_s \in \text{CB}(X) \) such that \( r(\sigma_s) = \sigma_s \). By construction, \( \sigma_s \) is reversible. Next, we show that \( \text{RCB}(X) \) is \( \Phi \)-convex, where \( \Phi \) is defined as in Lemma 4.1. If \( \sigma, \tau \in \text{RCB}(X) \), then
\[
\varphi(\sigma_{xy}(s),\tau_{xy}(s),t) = \varphi(\sigma_{yx}(1-s),\tau_{yx}(1-s),t)
\]
and thus \( \Phi_{\sigma \tau}(t)(x,y,s) = \Phi_{\sigma \tau}(t)(y,x,1-s) \) for all \( (x,y,s) \in X \times X \times [0,1] \). Hence, \( \text{RCB}(X) \) is \( \Phi \)-convex. To finish the proof we need to show that \( \text{RCB}(X) \) is closed. Let \( (\sigma^{(n)}) \) be a sequence of reversible conical bicombings converging to \( \sigma \in \text{CB}(X) \) as \( n \rightarrow \infty \). Fix \( (x,y,t) \in X \times X \times [0,1] \). Since each \( \sigma^{(n)} \) is reversible, it follows that
\[
d(\sigma_{xy}(t),\sigma_{yx}(1-t)) \leq d(\sigma_{xy}(t),\sigma^{(n)}_{xy}(t))
+ d(\sigma^{(n)}_{yx}(1-t),\sigma_{yx}(1-t)).
\]
Choose \( k_0 \geq 1 \) such that \( x, y \in B_{2k_0}(o) \). By the above,
\[
d(\sigma_{xy}(t), \sigma_{yx}(1-t)) \leq 2 \cdot 3^{k_0} \cdot D_o(\sigma, \sigma^{(n)})
\]
for all \( n \geq 1 \). This implies that \( \sigma \) is reversible, as desired. \( \Box \)

A bicombing \( \sigma \) is called Isom(\( X \))-equivariant if \( f(\sigma(x, y, t)) = \sigma(f(x), f(y), t) \) for every isometry \( f: X \to X \), all \( x, y \in X \) and all \( t \in [0, 1] \). In [41, Proposition 3.8], Lang proved that every injective metric space \( X \) admits an Isom(\( X \))-equivariant reversible conical bicombing. Using the moduli space \( \text{CB}(X) \) and Proposition 4.3, we can show that the analogous result also holds for every compact metric space which admits a conical bicombing. This seems to be of independent interest and does not follow from Lang’s result.

**Lemma 4.5.** Let \( X \) be a compact metric space. If \( X \) admits a conical bicombing, then \( X \) also admits an Isom(\( X \))-equivariant reversible conical bicombing.

**Proof.** Due to Proposition 4.3 there exists \( o \in X \) such that \( f(o) = o \) for every isometry \( f \) of \( X \). For each isometry \( f: X \to X \) the map \( F: \text{CB}(X) \to \text{CB}(X) \) defined by
\[
\sigma \mapsto \begin{cases} F(\sigma): X \times X \times [0, 1] \to X \\
(x, y, t) \mapsto f^{-1}(\sigma(f(x), f(y), t)) \end{cases}
\]
is an isometric embedding with respect to \( D_o \) and \( \text{RCB}(X) \) is \( F \)-invariant. Since \( \text{CB}(X), D_o \) and \( \text{RCB}(X), D_o \) are compact metric spaces, see Lemma 4.2 and 4.4, a classical result [22] tells us that the maps \( F \) and \( F|_{\text{RCB}(X)} \) are isometries. Because of Lemma 4.4, the compact metric space \( \text{RCB}(X), D_o \) admits a conical bicombing. Hence, by virtue of Proposition 4.3 there exists \( \sigma_* \in \text{RCB}(X) \) such that \( F(\sigma) = \sigma_* \) for every map \( F \) defined as above. By construction, \( \sigma_* \) is an Isom(\( X \))-equivariant reversible conical bicombing on \( X \). \( \Box \)

5. **Constructing new conical bicombings from old ones**

5.1. **Preparatory lemmas.** Let \( X \) denote a metric space admitting a conical bicombing \( \sigma \). In what follows, we develop tools that allow us to construct new bicombings starting from \( \sigma \). Fix \( n \geq 1 \) and \( \tau \in \text{CB}(X) \). For all \( x, y \in X \) we set \( v_{xy}(n; 0) := x, v_{xy}(n; n) := y \), and
\[
v_{xy}(n; i) := \sigma(\tau_{xy}(\frac{i-1}{n}), \tau_{xy}(\frac{i+1}{n}), \frac{i}{n})
\]
for all \( i = 1, \ldots, n-1 \). Let \( v_\sigma(n; \tau) \) denote the map \( X \times X \times [0, 1] \to X \) defined by
\[
(x, y, (1-\lambda)\frac{i}{n} + \lambda\frac{i+1}{n}) \mapsto \sigma(v_{xy}(n; i), v_{xy}(n; i+1), \lambda)
\]
for all \( i = 1, \ldots, n-1 \) and all \( \lambda \in [0, 1] \).

**Lemma 5.1.** The map \( v_\sigma(n; \tau) \) is a conical bicombing, and if \( \sigma \) is consistent, then \( v_\sigma(n; \sigma) = \sigma \).
Proof. We abbreviate $v := v_y(n; \tau)$ and $t_i := \frac{i}{n}$ for $i = 0, \ldots, n$. Using (5.1), we obtain
\begin{align}
    d(x, v_{xy}(n; i)) &\leq \frac{t_{i-1}}{2} d(x, y) + \frac{t_{i+1}}{2} d(x, y), \\
    d(y, v_{xy}(n; i)) &\leq \frac{1 - t_{i+1}}{2} d(x, y) + \frac{1 - t_{i-1}}{2} d(x, y).
\end{align}
(5.3)
As $d(x, y) \leq d(x, v_{xy}(n; i)) + d(v_{xy}(n; i), y) = d(x, y)$, the inequalities in (5.3) are equalities. Since
\[ d(v_{xy}(n; i), v_{xy}(n; i + 1)) \leq \frac{1}{n} d(x, y), \]
we obtain $d(v_{xy}(n; i), v_{xy}(n; j)) = |t_i - t_j| d(x, y)$ for all $i, j = 0, \ldots, n$. Thus, $v$ is a bicombing.

We proceed to show that $v$ satisfies (1.1). Let $t \in [t_i, t_{i+1}]$. Clearly, $t = (1 - \lambda)t_i + \lambda t_{i+1}$ for some $\lambda \in [0, 1]$. Let $x, y, z \in X$. We estimate
\begin{align}
    d(v_{xy}(t), v_{xz}(t)) &\leq (1 - \lambda)d(v_{xy}(n; i), v_{xz}(n; i)) \\
    &\quad + \lambda d(v_{xy}(n; i + 1), v_{xz}(n; i + 1)).
\end{align}
(5.4)
By virtue of (5.1), it follows that
\begin{align}
    d(v_{xy}(n; j), v_{xz}(n; j)) &\leq \frac{1}{2} d(\tau_{xy}(t_{j-1}), \tau_{xz}(t_{j-1})) + \frac{1}{2} d(\tau_{xy}(t_{j+1}), \tau_{xz}(t_{j+1})) \\
    &\leq t_j d(y, z)
\end{align}
(5.5)
for all $j = 0, \ldots, n$. By combining (5.4) and (5.5), we find that $v$ satisfies (1.1), as desired. For the moreover part, it suffices to note that if $\sigma$ is consistent, then $v_{xy}(n; i) = \sigma_{xy}(t_i)$ for all $i = 0, \ldots, n$. \hfill \Box

Now we are in a position to prove Lemma 5.2, which is the main component of the proof of Theorem 1.4.

Lemma 5.2. Let $X$ be a proper metric space and suppose $\sigma$ is a conical bicombing on $X$. Let $x, y \in X$. Then for each integer $n \geq 1$ there exist unique points $\sigma_{xy}(n; i)$, for $i = 0, \ldots, n$, such that $\sigma_{xy}(n; 0) = x$, $\sigma_{xy}(n; n) = y$, and
\begin{align}
    \sigma_{xy}(n; i) = \sigma(\sigma_{xy}(n; i - 1), \sigma_{xy}(n; i + 1), \frac{1}{n})
\end{align}
(5.6)
for all $i = 1, \ldots, n - 1$. Moreover, $\sigma^{(n)}: X \times X \times [0, 1] \to X$ defined by
\[ \sigma^{(n)}(x, y, (1 - \lambda)\frac{i}{n} + \lambda\frac{i + 1}{n}) := \sigma(\sigma_{xy}(n; i), \sigma_{xy}(n; i + 1), \lambda) \]
for all $x, y \in X$, all $\lambda \in [0, 1]$, and all $i = 0, \ldots, n - 1$, is a conical bicombing.

Proof. To begin, we prove that the points $\sigma_{xy}(n; i)$ are unique. Suppose that $p_0, \ldots, p_n \in X$ satisfy $p_0 = x$, $p_n = y$ and $p_i = \sigma(p_{i-1}, p_{i+1}, \frac{1}{2})$ for all $i = 1, \ldots, n - 1$. We abbreviate $d_i := d(\sigma_{xy}(n; i), p_i)$ and $d := \max\{d_i : i = 0, \ldots, n\}$. Plainly,
\[ d_i \leq \frac{1}{2} d_{i-1} + \frac{1}{2} d_{i+1} \leq \frac{1}{4} d_{i-2} + \frac{1}{4} d_i + \frac{1}{2} d_{i+1} \leq \cdots \leq \frac{1}{2^i} d_0 + (1 - \frac{1}{2^i}) d, \]

for all \( i = 1, \ldots, n - 1 \). Hence, \( d = 0 \), as desired.

In the following, we show that the points \( \sigma_{xy}(n; i) \) with the desired properties exist. For \( \tau \in \text{CB}(X) \) let \( \nu_\sigma(n; \tau) \) be defined as in (5.2). By Lemma 5.1, it follows that \( \nu_\sigma(n; \tau) \) is a conical bicombing. Fix \( o \in X \). By construction, \( \tau \mapsto \nu_\sigma(n; \tau) \) is 1-Lipschitz with respect to \( D_o \). Indeed,

\[
D_o(\nu_\sigma(n; \tau), \nu_\sigma(n; \tau')) \leq \sup \{ 3^{-k} d(\tau_{xy}(\frac{i}{n}), \tau'_{xy}(\frac{i}{n})) : k \geq 0, x, y \in B_{2k}(o), i \in [n] \}
\]

where \([n] := \{0, \ldots, n\}\), and therefore

\[
D_o(\nu_\sigma(n; \tau), \nu_\sigma(n; \tau')) \leq D_o(\tau, \tau')
\]

for all \( \tau, \tau' \in \text{CB}(X) \). Since \((\text{CB}(X), D_o)\) is compact (see Lemma 4.2), Proposition 4.3 now gives us some \( \sigma_\star \in \text{CB}(X) \) for which \( \nu_\sigma(n; \sigma_\star) = \sigma_\star \). Hence, the points \( \sigma_{xy}(n; i) := \sigma_\star(x, y, \frac{i}{n}) \) have the desired properties.

Rather than using the tools of Section 4, Lemma 5.2 can also be established by direct computations. Indeed, straightforward (but tedious) estimates show that the sequence \((x_k) \subset X^{n+1} \) with \( x_0 \in X^{n+1} \) arbitrary,

\[
x_k^{(0)} := x, \ x_k^{(n)} := y, \text{ and } x_k^{(i)} := \sigma(x_{k-1}^{(i-1)}, x_{k-1}^{(i+1)}, \frac{1}{2})
\]

is convergent. Its limit fulfils (5.6) by construction.

5.2. **Proof of Theorem 1.4.** Now, we have everything at hand to prove Theorem 1.4.

*Proof of Theorem 1.4.* Fix a reversible conical bicombing \( \sigma \) on \( X \). The existence of such a bicombing is guaranteed by Lemma 4.4. For each \( n \geq 1 \) let \( \sigma^{(n)} : X \times X \times [0, 1] \to X \) denote the conical bicombing constructed in Lemma 5.2. Notice that \( \sigma^{(1)} = \sigma \). Since the points \( \sigma_{xy}(n; i), i = 0, \ldots, n, \) are unique, we find that

\[
\sigma_{xy}^{(n)}((1 - \lambda)\frac{1}{n} + \lambda \frac{i+k}{n}) = \sigma^{(k)}(\sigma_{xy}^{(n)}(\frac{1}{n}), \sigma_{xy}^{(n)}(\frac{i+k}{n}), \lambda)
\]

for all \( 0 \leq i \leq i + k \leq n \) and all \( \lambda \in [0, 1] \). We define \( \gamma^{(n)} : X \times X \times [0, 1] \to X \) by setting \( \gamma^{(n)}(x, x, t) := x \) for all \( x \in X \) and all \( t \in [0, 1] \), and

\[
\gamma^{(n)}(x, y, t) := \sigma^{(i)}(x, y, t) \quad \text{if } d(x, y) \in \left(\frac{i-1}{n}, \frac{i}{n}\right]
\]

Clearly, \( \gamma^{(n)} \) is a bicombing. We remark that \( \gamma^{(n)} \) is not necessarily continuous with respect to the product topology on \( X \times X \times [0, 1] \).

Fix a free ultrafilter \( U \) on the positive integers (we refer to [9, p. 78] for the definition and basic properties of ultrafilters). Now, let \( \gamma : X \times X \times [0, 1] \to X \) be defined by

\[
\gamma(x, y, t) := \lim_U \gamma^{(n)}(x, y, t).
\]
By construction, $\gamma$ is a reversible bicombing. In the following, we show that $\gamma$ has the desired properties. First, we prove that $\gamma$ is consistent. To this end, let $x, y \in X$ with $x \neq y$, and $p := \gamma_{xy}(s)$ and $q := \gamma_{xy}(t)$ for $0 \leq s < t \leq 1$ be given. By construction,

$$d(\gamma_{xy}((1 - \lambda)s + \lambda t), \gamma_{pq}(\lambda)) = \lim_{\lambda \to 0} d(\gamma_{xy}((1 - \lambda)s + \lambda t), \gamma_{pq}^{(n)}(\lambda)).$$

Letting $p_n := \gamma_{xy}^{(n)}(s)$ and $q_n := \gamma_{xy}^{(n)}(t)$, we obtain that

$$d(\gamma_{xy}((1 - \lambda)s + \lambda t), \gamma_{pq}(\lambda)) \leq \lim_{\lambda \to 0} d(\gamma_{xy}((1 - \lambda)s + \lambda t), \gamma_{pq}^{(n)}(\lambda)) + \lim_{\lambda \to 0} d(\gamma_{pq}^{(n)}(\lambda), \gamma_{pq}^{(n)}(\lambda)).$$

Notice that $d(p_n, q_n) = d(p_m, q_m)$ for all $n, m \geq 1$, and so $d(p, q) = d(p_n, q_n)$ for all $n \geq 1$. Hence, using the definition of $\gamma^{(n)}$, we obtain

$$\lim_{\lambda \to 0} d(\gamma_{pq}^{(n)}(\lambda), \gamma_{pq}^{(n)}(\lambda)) \leq (1 - \lambda) \lim_{\lambda \to 0} d(p_n, p) + \lambda \lim_{\lambda \to 0} d(q_n, q) \leq 0.$$

Thus, to prove that $\gamma$ is consistent, it suffices to show that

$$\lim_{\lambda \to 0} d(\gamma_{xy}^{(n)}((1 - \lambda)s + \lambda t), \gamma_{pq}^{(n)}(\lambda)) = 0. \tag{5.8}$$

Fix $n \geq 1$ and denote by $m, k \geq 1$ the unique integers such that

$$d(x, y) \in \left(\frac{m - 1}{n}, \frac{m}{n}\right], \quad d(p_n, q_n) \in \left(\frac{k - 1}{n}, \frac{k}{n}\right].$$

We set $A := \{\sigma_{xy}^{(m)}(1/i) : i = 0, \ldots, m\}$. Choose $p_n' := \sigma_{xy}^{(m)}(1/m) \in A$ such that $d(p_n, p_n') + d(q_n, q_n) \leq d(x, y)/m \leq 1/n$, where $q_n' := \sigma_{xy}^{(m)}(1/k/m)$. We estimate

$$d(\gamma_{pq}^{(n)}(\lambda), \sigma_{p_n'q_n'}^{(k)}(\lambda)) = d(\sigma_{pq}^{(k)}(\lambda), \sigma_{p_n'q_n'}^{(k)}(\lambda)) \leq \frac{1}{n}$$

and therefore

$$d(\gamma_{xy}^{(n)}((1 - \lambda)s + \lambda t), \gamma_{pq}^{(n)}(\lambda)) \leq d(\sigma_{xy}^{(m)}((1 - \lambda)s + \lambda t), \sigma_{p_n'q_n'}^{(k)}(\lambda)) + \frac{1}{n}.$$

By virtue of (5.7), we arrive at

$$d(\gamma_{xy}^{(n)}((1 - \lambda)s + \lambda t), \gamma_{pq}^{(n)}(\lambda)) \leq \frac{2}{n};$$

hence, (5.8) follows. Thus, $\gamma$ is a consistent bicombing, as claimed. Since every geodesic of $\gamma^{(n)}$ is a $\sigma^{(i)}$-geodesic for some $i \geq 1$, each map $\gamma_{xy}^{(\cdot)}$ is a straight geodesic. Similarly, since $\gamma$ is consistent and by the definition of $\gamma^{(n)}$, we find that $t \mapsto d(\gamma_{xy}(t), \gamma_{xy'}(t))$ is convex on $[0, 1]$ whenever $x, y, x', y' \in X$ satisfy $d(x, y) = d(x', y')$. Notice that if $\sigma$ is Isom($X$)-equivariant, then each $\gamma^{(n)}$ is Isom($X$)-equivariant, and it follows that $\gamma$ is Isom($X$)-equivariant as well. Due to Lemma 4.5 and [41, Proposition 3.8], we may suppose that $\sigma$ is Isom($X$)-equivariant whenever $X$ is compact or injective. This completes the proof. \qed
Remark 5.3. Let \((\sigma^{(n)})\) be the sequence of conical bicombings as in the proof of Theorem 1.4. If \((\sigma^{(n)})\) converges, then it is immediate that the limit is a consistent conical bicombing on \(X\). Unfortunately, standard estimates only show that
\[
D_o(\sigma^{(n)}, \sigma^{(n+1)}) \leq \frac{1}{n+1}.
\]
We do not know if the sequence \((\sigma^{(n)})\) is convergent.

6. Boundary constructions

6.1. Boundaries at infinity. Throughout this subsection, let \(X\) be a complete metric space and \(\gamma\) a consistent bicombing on \(X\) such that \(t \mapsto d(\gamma_x(t), \gamma_{x'}(t))\) is convex on \([0, 1]\) for all \(x, x', y' \in X\) with \(d(x, y) = d(x', y')\). If \(\gamma\) is proper and admits a conical bicombing then the existence of such a bicombing \(\gamma\) is guaranteed by Theorem 1.4. Moreover, every Busemann space clearly admits such a bicombing. The aim of this section is the adapt the boundary construction for Busemann spaces which is given in [31] to this more general setting. For consistent conical bicombings this has already been carried out in [14]. We caution the reader that it is not known whether \(\gamma\) satisfies the conical inequality (1.1). Hence, in the following arguments we do not have (1.1) at our disposal.

Given \(o, x \in X\) we define \(\varrho_{ox} : \mathbb{R}_+ \to X\) as follows. If \(t \geq d(o, x)\) then we set \(\varrho_{ox}(t) = x\) and \(\varrho_{ox}(t) = \gamma_{ox}(t/d(o, x))\) otherwise. We will often use the following elementary estimate as a substitute for (1.1).

Lemma 6.1. Let \(o, x, y \in X\) be distinct. Then
\[
(6.1) \quad d(\varrho_{ox}(t), \varrho_{oy}(t)) \leq 2t \cdot \frac{d(x, y)}{\min\{d(o, x), d(o, y)\}}
\]
for all \(t \in \mathbb{R}_+\) satisfying \(t \leq \min\{d(o, x), d(o, y)\}\).

Proof. We may suppose that \(d(o, x) \leq d(o, y)\). We put \(y' := \varrho_{oy}(d(o, x))\). Since \(\varrho_{oy}(t) = \varrho_{oy}(t), it follows that \(d(\varrho_{ox}(t), \varrho_{oy}(t)) \leq \frac{t}{d(o, x)}d(x, y')\). By construction, \(d(y, y') = |d(y, o) - d(x, o)| \leq d(x, y)\), and so the desired result follows by the triangle inequality.

Recall that a ray \(\xi : \mathbb{R}_+ \to X\) is called \(\gamma\)-ray if \(\xi((1-\lambda)s + \lambda t) = \gamma(\xi(s), \xi(t), \lambda)\) for all \(0 \leq s \leq t\) and all \(\lambda \in [0, 1]\). For each \(o \in X\) we let \((\partial_{\gamma}X)_o\) denote the set of all \(\gamma\)-rays issuing from \(o\). The following lemma shows that \((\partial_{\gamma}X)_o\) and \((\partial_{\gamma}X)_p\) are bijectively equivalent. Having Lemma 6.1 at hand, it can be proven by slightly adapting the arguments from [31].

Lemma 6.2. Let \(p, o \in X\). Then for every \(\xi \in (\partial_{\gamma}X)_p\) there exists a unique \(\xi' \in (\partial_{\gamma}X)_o\) such that \(\xi\) and \(\xi'\) are asymptotic.

Proof. The uniqueness part follows directly from the fact that \(t \mapsto d(\xi(t), \xi'(t))\) is convex for all \(\gamma\)-rays \(\xi\) and \(\xi'\). Let \(\xi \in (\partial_{\gamma}X)_p\) and define \(x_n := \xi(n)\) for all \(n \geq 1\). Fix \(t \in \mathbb{R}_+\). We claim that
the sequence \( (q_{ox_n}(t)) \) converges. Suppose that \( N \geq t + 3d(o, p) \) and let \( n \geq m \geq N \). Notice that \( x_m = q_{x_n p}(d(x_n, x_m)) \) and

\[
d(x_n, o) \geq d(x_n, p) - d(o, p) \geq d(x_n, x_m) + N - d(o, p) \geq d(x_n, x_m).
\]

Hence, \( z := q_{x_n o}(d(x_n, x_m)) \) is well-defined. Using Lemma 6.1, we obtain \( d(x_m, z) \leq 2d(o, p) \), and so

\[
d(z, o) \geq d(o, x_m) - d(x_m, z) \geq N - 3d(o, p) \geq t.
\]

This implies that \( q_{ox_n}(t) = q_{oz}(t) \) and thus by applying Lemma 6.1,

\[
d(q_{ox_m}(t), q_{ox_n}(t)) \leq 2t \cdot \frac{d(x_m, z)}{\min\{d(o, x_m), d(o, z)\}} \leq 4t \cdot \frac{d(o, p)}{N - 3d(o, p)}.
\]

Therefore, \( (q_{ox_n}(t)) \) is a Cauchy sequence, as desired. Letting

\[
\xi'(t) = \lim_{n \to \infty} q_{ox_n}(t),
\]

it follows that \( \xi' \) is a \( \gamma \)-ray emanating from \( o \). It remains to show that \( \xi \) and \( \xi' \) are asymptotic. Fix \( t \in \mathbb{R}_+ \). For \( n \geq 1 \) sufficiently large, \( \xi(t) = q_{px_n}(t) \) and \( t' \geq 0 \), where \( t' := \min\{d(p, x_n), d(o, x_n)\} - t \).

Clearly,

\[
d(\xi(t), q_{ox_n}(t)) \leq d(q_{px_n}(t), q_{x_n p}(t')) + d(q_{x_n p}(t'), q_{x_n o}(t')) + d(q_{x_n o}(t'), q_{ox_n}(t))
\]

and thus, \( d(\xi(t), q_{ox_n}(t)) \leq d(o, p) + d(q_{x_n p}(t'), q_{x_n o}(t')) \).

Hence, by invoking Lemma 6.1, it follows that \( d(\xi(t), q_{ox_n}(t)) \leq 3d(o, p) \) for \( n \geq 1 \) sufficiently large. This gives \( d(\xi(t), \xi'(t)) \leq 3d(o, p) \), as was to be shown.

Let \( \partial_\gamma X \) denote the set of equivalence classes of mutually asymptotic \( \gamma \)-rays and set \( \overline{X}_\gamma := X \cup \partial_\gamma X \). Now, we are ready to define a family of metrics \( (\overline{d}_o)_{o \in X} \) on \( \overline{X}_\gamma \). By Lemma 6.2, it follows that for every pair \( (o, \bar{x}) \in X \times \partial_\gamma X \) there exists a unique \( q_{ox} \in (\partial_\gamma X)_o \) such that \( [q_{ox}] = \bar{x} \). By the triangle inequality, \( d(q_{ox}(t), q_{oy}(t)) \leq 2t \) for all \( \bar{x}, \bar{y} \in \overline{X}_\gamma \). Hence, \( \overline{d}_o : \overline{X}_\gamma \times \overline{X}_\gamma \to \mathbb{R} \) given by

\[
\overline{d}(\bar{x}, \bar{y}) = \int_0^\infty d(q_{ox}(t), q_{oy}(t)) e^{-t} dt
\]

satisfies \( \overline{d}(\bar{x}, \bar{y}) \leq 2 \) and defines a metric on \( \overline{X}_\gamma \).

**Lemma 6.3.** Let \( o, p \in X \). Then \( \overline{d}_o \) and \( \overline{d}_p \) induce the same topology on \( \overline{X}_\gamma \).

**Proof.** For every \( x \in X \) there exists some \( \varepsilon_x > 0 \) such that the open ball \( \{ \bar{x} \in \overline{X}_\gamma : \overline{d}_p(\bar{x}, \bar{x}) < \varepsilon_x \} \) is contained in \( X \). In particular, \( X \) is an open subset of \( \overline{X}_\gamma \) with respect to any metric \( \overline{d}_p \). One can easily show that the induced topology of \( X \subset \overline{X}_\gamma \) is equal to the metric topology of \( X \).

Suppose now that \( \bar{x} \in \partial_\gamma X \) and \( \bar{x}_n \in \overline{X}_\gamma, n \geq 1 \), are such that \( \overline{d}_p(\bar{x}_n, \bar{x}) \to 0 \) as \( n \to \infty \). To conclude the proof, we need to show that \( \overline{d}_o(\bar{x}_n, \bar{x}) \to 0 \) as \( n \to \infty \). Fix \( \varepsilon > 0 \). Clearly, there exists
$N_0 \in \mathbb{N}$ sufficiently large such that for all $N \geq N_0$,
\[ N - 3d(o,p) > 0, \quad \frac{4d(o,p)}{N - 3d(o,p)} \leq \varepsilon, \quad \text{and} \quad \int_{N}^{\infty} 2te^{-t} dt \leq \varepsilon. \]

We define $N := N_0 + 3d(o,p)$ and put $z := g_{px}(N)$ and $z_n := g_{px_n}(N)$ for all $n \geq N$. Since $\bar{x} \in \partial_{\gamma} X$ and $d_p(\bar{x}_n, \bar{x}) \to 0$ as $n \to \infty$, there exists $K \geq N$ sufficiently large such that for all $n \geq K$, one has $d(p, z_n) = N$ and $d(z_n, z) \leq \varepsilon$. Now, (6.2) tells us that for all $t \in [0, N_0]$,
\[ d(g_{oz_n}(t), g_{ox_n}(t)) \leq 4t \cdot \frac{d(o,p)}{N - 3d(o,p)} \leq t\varepsilon \]
for all $n \geq K$, and the analogous estimate also holds for $d(g_{oz}(t), g_{ox}(t))$. As a result,
\[ \bar{d}_o(\bar{x}_n, \bar{x}) \leq \int_0^{N_0} d(g_{oz_n}(t), g_{ox_n}(t))e^{-t} dt + \int_{N_0}^{\infty} 2te^{-t} dt \]
\[ \leq 2\varepsilon \int_0^{N_0} te^{-t} dt + \int_0^{N_0} d(g_{oz_n}(t), g_{ox_n}(t))e^{-t} dt + \varepsilon, \]
which implies $\bar{d}_o(\bar{x}_n, \bar{x}) \leq 2d(z_n, z) + 3\varepsilon$. In particular, $\bar{d}_o(\bar{x}_n, \bar{x}) \leq 5\varepsilon$ for all $n \geq K$. Since $\varepsilon > 0$ was arbitrary, we find that $\bar{d}_o(\bar{x}_n, \bar{x}) \to 0$ as $n \to \infty$. This completes the proof. \hfill \Box

6.2. $Z$-compactifications and proof of Theorem 1.5. Let $X$ be a proper metric space and $\overline{X}$ a compactification of $X$. We follow [24] and say that $\overline{X}$ is a $Z$-compactification of $X$ if $\overline{X} \setminus X$ is a $Z$-set in $\overline{X}$. We will need the following general fact about $Z$-compactifications.

Lemma 6.4. Let $X$ be a proper metric space. If $X$ is an absolute retract, then any $Z$-compactification of $X$ is an absolute retract.

Recall that a metrizable topological $X$ space is an absolute retract if whenever $X \subset X'$ is a closed subspace of a metrizable topological space $X'$, then $X$ is a retract of $X'$, that is, there exists a continuous map $r: X' \to X$ such that $r(x) = x$ for all $x \in X$.

Proof of Lemma 6.4. This follows from a classical theorem of Hanner [28, Theorem 7.2]. We refer to the discussion surrounding Lemma 3.3 in [24] for more information. We remark that in [24] and [28] the authors work within the category of metrizable separable spaces. Thus, strictly speaking, it only follows that $Z$-compactifications of $X$ are absolute retracts in this category. However, it is well-known that any absolute retract in this category is also an absolute retract in the category of metrizable topological spaces. Indeed, this is a direct consequence of Tietze’s extension theorem and the fact that every metrizable separable space can be realized as a closed subset of $\mathbb{R}^\infty$. \hfill \Box

We conclude this section with the proofs of Theorem 1.5 and Corollary 1.6.

Proof of Theorem 1.5. Fix $o \in X$ and let $h: \overline{X}_{\gamma} \times [0,1] \to \overline{X}_{\gamma}$ be defined by $h(\bar{x},0) = \bar{x}$ and $h(\bar{x},t) = g_{ox}(\frac{1-t}{1})$ for $t \in (0,1]$. Clearly, $h_t(\overline{X}_{\gamma}) \subset X$ whenever $t \in (0,1]$ and using the metric $\bar{d}_o$ it is easy to check that $h$ is continuous. Hence, it follows that $\partial_{\gamma} X$ is a $Z$-set in $\overline{X}_{\gamma}$. By invoking
the Arzelà–Ascoli theorem, we find that $\overline{X}_\gamma$ is compact and thus $\overline{X}_\gamma$ is a $Z$-compactification of $X$. Now, since $X$ admits a conical bicombing, it is strictly equiconnected, and thus by a classical result due to Himmelberg (see [29, Theorem 4]), it follows that $X$ is an absolute retract. Therefore, by Lemma 6.4 we obtain that $\overline{X}_\gamma$ is an absolute retract as well.

Proof of Corollary 1.6. Let $G$ denote a group which acts geometrically an a proper metric space $X$ admitting a conical bicombing. Let $\gamma$ be a consistent bicombing on $X$ satisfying the properties stated in Theorem 1.4. Fix $o \in X$. Let $\overline{X}_\gamma$ be constructed as in Section 6.1 and equip it with the topology induced by $\overline{d}_o$. We claim that $(\overline{X}_\gamma, \partial_\gamma X)$ defines a $Z$-structure of $G$. Clearly, $\overline{X}_\gamma$ is compact and (2) holds. By invoking Theorem 1.5, we obtain (1). In the following, we show (3).

Let $C \subset X$ be a compact subset and $R_0 > 0$ a real number such that $C \subset B_{R}$ for all $R \geq R_0$, where $B_R \subset X$ denotes the closed ball of radius $R$ centered at $o$. By the use of Lemma 6.1, it follows that $\overline{d}_o(gx, gy) \leq 2\operatorname{diam} C \int_0^R te^{-t} dt + 2 \int_R^{\infty} te^{-t} dt$ for all $R \geq R_0$ and all $g \in G$ which satisfy $gB_R \cap B_R = \emptyset$. Let $U$ be an open cover of $(\overline{X}_\gamma, \partial_\gamma X)$ and fix a Lebesgue number $\delta \in (0,1)$ of $U$. Fix $R > \max\{R_0, \frac{4}{3} \cdot \operatorname{diam} C, \log\left(\frac{4}{3\delta}\right)\}$. By the above, if $g \in G$ satisfies $gB_R \cap B_R = \emptyset$, then the diameter of $gC$ with respect to $\overline{d}_o$ is smaller than $\delta$ and thus $gC$ is contained in some member of $U$. Hence, (3) follows, as $gB_R \cap B_R = \emptyset$ for all but finitely many $g \in G$. This proves that $(\overline{X}_\gamma, \partial_\gamma X)$ is a $Z$-structure of $G$. Finally, if $X$ is injective then $\gamma$ is equivariant with respect to the isometry group of $X$, and thus the action of $G$ on $X$ can be extended to $\overline{X}_\gamma$. Notice that $\overline{d}_o(gx, gy) = \overline{d}_o(x, y)$ for all $x, y \in \overline{X}_\gamma$. Hence, because of Lemma 6.3 it follows that $G$ acts by homeomorphisms on $\overline{X}_\gamma$, and so $(\overline{X}_\gamma, \partial_\gamma X)$ is an $EZ$-structure of $G$, as desired.

Proof
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