Observers of quantum systems cannot agree to disagree
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Abstract

Is the world quantum? An active research line in quantum foundations is devoted to exploring what constraints can rule out the postquantum theories that are consistent with experimentally observed results. We explore this question in the context of epistemics, and ask whether agreement between observers can serve as a physical principle that must hold for any theory of the world. Aumann’s seminal Agreement Theorem states that two observers (of classical systems) cannot agree to disagree. We propose an extension of this theorem to no-signaling settings. In particular, we establish an Agreement Theorem for observers of quantum systems, while we construct examples of (postquantum) no-signaling boxes where observers can agree to disagree. The PR box is an extremal instance of this phenomenon. These results make it plausible that agreement between observers might be a physical principle, while they also establish links between the fields of epistemics and quantum information that seem worthy of further exploration.
1 Introduction

Quantum mechanics famously made its creators uncomfortable. It is highly counterintuitive and, almost a century after its introduction, it still sparks much conceptual and philosophical discussion. Indeed, an active line of research in quantum foundations deals with the problem of singling out quantum theory from other post-classical physical theories. This field is a delicate balance between proposals for new theories that are ‘tidier’ than quantum mechanics \[29, 20\] and proposals for desirable physical principles that such theories should obey \[26, 10, 25, 30, 31\].

In the domain of classical probability theory, Aumann proved that Bayesian agents cannot agree to disagree \[5\]. A slightly more general restatement of Aumann’s theorem, which we will refer to as the classical agreement theorem, states that, if Alice and Bob, based on their partial information, assign probabilities \( q_A \), \( q_B \), respectively, to perfectly correlated events, and these probabilities are common certainty between them, then \( q_A = q_B \). “Certainty” means assigning probability 1, and “common certainty” means that Alice is certain about \( q_B \); Bob is certain about \( q_A \); Alice is certain about Bob being certain about \( q_A \); Bob is certain about Alice being certain about \( q_A \); and so on infinitely.

This result is considered a basic requirement in classical epistemics, which is the formal study of the knowledge and beliefs of the agents in a system. The classical agreement theorem has been used to show that two risk-neutral agents, starting from a common prior, cannot agree to bet with each other \[28\], to prove “no-trade” theorems for efficient markets \[21\], and to establish epistemic conditions for Nash equilibrium \[6\].

Focusing on the quantum domain, a fundamental result of quantum mechanics is that no local hidden-variable theory can model the results of all quantum experiments \[8\]. This implies that the classical Bayesian model does not apply, so the classical agreement theorem need not hold. The question then arises: Can observers of quantum mechanical phenomena agree to disagree?

In this work, we answer the above question in the negative. We define two notions of disagreement inspired by Aumann’s theorem. One is a direct analogue to the classical agreement theorem, and the other one relaxes the common certainty condition while requiring that the probability estimates differ maximally. We find that neither kind of disagreement occurs for classical or quantum systems. However, both kinds of disagreement do occur in postquantum environments. In fact, we characterize no-signaling distributions displaying these behaviours. We then put our two characterizations together and search for distributions that satisfy both notions of disagreement: We find that the PR box \[26\] is of this kind—i.e., it displays extremal disagreement in the above sense. Since the PR box is also an extreme instance of a no-signaling box as a non-local resource \[26, 7\], our findings suggest a deeper relation between the quantification of disagreement and the quantification of non-locality.

If a physical theory were to allow agents to agree to disagree, then undesirable consequences in the settings of Refs. \[28, 21, 6\] could happen. This is why the impossibility of agreeing to disagree is a desirable feature for all physical theories, and why we propose that it should be elevated to a physical principle. Its simplicity makes it convenient for testing the consistency of new postquantum theories.
2 Results

2.1 Classical agreement theorem

We start with an intuition about the setup behind the classical agreement theorem. Suppose that Alice and Bob share a classical system, which can, thus, be described by a local hidden-variable model (in Aumann’s language, each value of the variable represents a state of the world). But the observers do not know which value of the hidden variable is the one that holds (i.e., which is the true state of the world). Instead, each observer can perform only one local measurement on the system. Each measurement corresponds to a partition over the values of the variable, and the result reveals which partition element contains the value that holds. The probability of each outcome is the sum of the probabilities of the values in the corresponding partition element.

Suppose, also, that Alice is interested in estimating the probability of an event (i.e., a set of values of the variable) that does not correspond to an element in her partition. Then, she can calculate only the conditional probability of the event given the outcome of her local measurement by Bayesian inference. The same applies for Bob. Suppose that Alice and Bob are interested in events that are perfectly correlated (i.e., with probability 1, either both happen or neither happens). Then, the classical agreement theorem says that, if their estimates are common certainty, they must be equal.

Common certainty means that Alice is certain of (i.e., assigns probability 1 to) Bob’s estimate, Bob is certain of Alice’s estimate, Alice is certain of Bob’s certainty of Alice’s estimate, and so on.

When formalizing these notions, we refer to a probability space, together with some given partitions, as a (classical) ontological model. Ontological models appearing in the literature (see, e.g., [12]) also contain a set of preparations underlying the distribution over the probability space, and the partitions are usually phrased in terms of measurements and outcomes. However, we consider preparations implicit and use the language of partitions to bridge the gap between classical probability spaces and no-signaling boxes more smoothly.

For the sake of simplicity and following Aumann, we restrict our analysis to two observers, Alice and Bob. Aumann’s original theorem considers common knowledge of one single event of interest to both observers. We provide a slight generalization with common certainty about two perfectly correlated events of interest, one for each observer. This allows us to move to the framework of no-signaling boxes that we will use later. This is what we call the classical agreement theorem. This terminology can be further motivated by the fact that, for purely classical situations, both statements—the original Aumann’s theorem and our formulation with perfectly correlated events—can be proven to be equivalent (as long as states of the world with null probability are ignored, as in Ref. [1]).

Consider a probability space \((\Omega, \mathcal{E}, P)\) where \(\Omega\) is a finite set of possible states of the world; \(\mathcal{E}\) is its power set (i.e., the set of events); and \(P\) is a probability measure over \(\Omega\). We will consider two events \(E_A, E_B \in \mathcal{E}\) of interest to Bob and Alice, respectively (the choice of subscripts will become clear later). We will assume that they are perfectly correlated: \(P(E_A \setminus E_B) = P(E_B \setminus E_A) = 0\).

Fix partitions \(P_A, P_B\) of \(\Omega\) for Alice and Bob, respectively. For convenience, assume that all members of the join (coarsest common refinement) of \(P_A\) and \(P_B\) are non-null. For a state \(\omega \in \Omega\), \(P_A(\omega)\) (\(P_B(\omega)\)) is the partition element of Alice’s (Bob’s) that contains \(\omega\). For each \(n \in \mathbb{N}\), fix numbers \(q_A, q_B \in [0, 1]\) and consider
the following sets:

\[ A_0 = \{ \omega \in \Omega : P(E_B|P_A(\omega)) = q_A \}, \]
\[ B_0 = \{ \omega \in \Omega : P(E_A|P_B(\omega)) = q_B \}, \]
\[ A_{n+1} = \{ \omega \in A_n : P(B_n|P_A(\omega)) = 1 \}, \]
\[ B_{n+1} = \{ \omega \in B_n : P(A_n|P_B(\omega)) = 1 \}. \]

Here, the set \( A_0 \) is the set of states \( \omega \) such that Alice assigns probability \( q_A \) to event \( E_B \); the set \( B_0 \) is the set of states \( \omega \) such that Bob assigns probability \( q_B \) to event \( E_A \) and probability 1 to the states in \( A_0 \)—i.e., states where Bob assigns probability \( q_B \) to \( E_A \) and is certain that Alice assigns probability \( q_A \) to \( E_B \); and so on, and similarly for \( B_0 \), \( A_1 \), etc.

If a state of the world \( \omega^* \) is in sets \( A_n \) and \( B_n \), for all \( n \in \mathbb{N} \), then, at \( \omega^* \), Alice assigns probability \( q_A \) to \( E_B \), Bob is certain that Alice assigns probability \( q_A \) to \( E_B \), and Alice is certain that Bob is certain that Alice assigns probability \( q_A \) to \( E_B \), and Alice is certain that Bob is certain that... and so on indefinitely, and also vice versa about Bob assigning probability \( q_B \) to \( E_A \). In sum, there is common certainty at \( \omega^* \) that Alice assigns probability \( q_A \) to \( E_B \) and that Bob assigns probability \( q_B \) to \( E_A \).

More formally, it is common certainty at a state \( \omega^* \in \Omega \) that Alice assigns probability \( q_A \) to \( E_B \) and that Bob assigns probability \( q_B \) to \( E_A \) if

\[ \omega^* \in A_n \cap B_n \quad \forall n \in \mathbb{N}. \]

If equation (3) does not hold for all \( n \in \mathbb{N} \), but, instead, only for \( n \leq N \) for a certain \( N \in \mathbb{N} \), then we talk about \( N \)th-order mutual certainty.

We now state the classical agreement theorem that will be the basis of our work.

All proofs are given in the Supplementary Material.

**Theorem 1.** Fix a probability space \((\Omega, \mathcal{E}, P)\), where \( E_A \) and \( E_B \) are perfectly correlated events. If it is common certainty at a state \( \omega^* \in \Omega \) that Alice assigns probability \( q_A \) to \( E_B \) and Bob assigns probability \( q_B \) to \( E_A \), then \( q_A = q_B \).

### 2.2 Defining agreement for observers of no-signaling systems

We now map the classical agreement theorem into the no-signaling framework, in order to explore its applicability beyond the classical realm.

We consider no-signaling distributions, or boxes [26], of the form

\[ \{ p(ab|xy) \}_{a \in A, b \in B, x \in \mathcal{X}, y \in \mathcal{Y}} \]

where \( x, y \) and \( a, b \) are Alice’s and Bob’s input and output, respectively, and \( \mathcal{A}, \mathcal{B}, \mathcal{X}, \mathcal{Y} \) are index sets, not necessarily of the same size, and which satisfy

\[ \sum_a p(ab|xy) = \sum_a p(ab|x'y), \]
\[ \sum_b p(ab|xy) = \sum_b p(ab|xy'), \]

for all \( x, x', y, y' \).

A no-signaling box is local if there exist probability distributions \( \{ p_{\lambda} : \lambda \in \Lambda \} \), \( \{ p_A(a|x\lambda) : (a, x, \lambda) \in \mathcal{A} \times \mathcal{X} \times \Lambda \} \), \( \{ p_B(b|y\lambda) : (b, y, \lambda) \in \mathcal{B} \times \mathcal{Y} \times \Lambda \} \), such that

\[ p(ab|xy) = \sum_{\lambda \in \Lambda} p_{\lambda} p_A(a|x\lambda) p_B(b|y\lambda), \]
for each $a, b, x, y$, where $\Lambda$ is an index set. It is quantum if, for each $x, y$, there exist POVMs $\{E^a_x\}_{a \in A}$, $\{F^b_y\}_{b \in B}$ and a quantum state $\rho$ such that

$$p(ab|xy) = \text{tr}\left(E^a_x \otimes F^b_y \rho\right),$$  \hspace{1cm} (10)

for each $a, b$. The set of local boxes is strictly included in the set of quantum boxes, which is, in turn, strictly included in the set of no-signaling boxes. No-signaling boxes that are not quantum are termed postquantum.

We now show that we can associate a no-signaling box with any ontological model, and vice versa. Let $\mathcal{A}, \mathcal{B}, \mathcal{X}, \mathcal{Y}$ be index sets. Let $(\Omega, \mathcal{F}, P)$ be a probability space, and, for each $x \in \mathcal{X}$, let $\{A^a_x : a \in A\}$ be a partition of the states $\omega \in \Omega$ where $a \in A$ denotes the partition elements. Similarly, for each $y \in \mathcal{Y}$, let $\{B^b_y : b \in B\}$ be another partition of the states $\omega \in \Omega$, where $b \in B$ denotes the partition elements. According to that, we can understand labels $x \in \mathcal{X}$, $y \in \mathcal{Y}$ as inputs—this information fixes what partition Alice and Bob look at—and $a \in \mathcal{A}$, $b \in \mathcal{B}$ as outputs—this is the information that the observers gain by observing their corresponding partitions. This terminology will shortly become very natural.

With all the above, $\{(\Omega, \mathcal{F}, P), \{A^a_x, B^b_y\}_{a,b,x,y}\}$ is an ontological model that we now want to associate to a no-signaling box that reproduces its statistics. In this ontological model, given inputs $x \in \mathcal{X}$, $y \in \mathcal{Y}$, the probability of obtaining outputs $a \in \mathcal{A}$, $b \in \mathcal{B}$ is given by $P(A^a_x \cap B^b_y)$. This simple observation leads us to construct the no-signaling box

$$p(a, b|x, y) := P(A^a_x \cap B^b_y), \hspace{1cm} \forall (a, b, x, y) \in \mathcal{A} \times \mathcal{B} \times \mathcal{X} \times \mathcal{Y}. $$  \hspace{1cm} (11)

It can be verified that the probabilities $p$ are non-negative, normalized, and no-signaling.

The converse process of finding an ontological model starting from a no-signaling box can be also performed, as we show in Supplementary Note 2. Remarkably, this can be accomplished even in the case in which the no-signaling box is non-local, obtaining an ontological model with a quasi-probability measure (i.e., one which allows for negative values, which still sum to 1) instead of standard positive probabilities [2]. (The appearance of quasi-probabilities here should not surprise the reader. In fact, one cannot hope to obtain ontological models with only non-negative probabilities for post-classical no-signaling boxes, since this would provide local hidden-variable models that contradict, for instance, Bell’s theorem. In any case, the use of this mathematical tool has been well rooted in the study of quantum mechanics since its origins—see [12] for a nice review of this subject.) This makes it possible to translate results from one framework to the other, something that might be of interest in order to establish further connections between epistemics and quantum theory. However, from now on, we focus on no-signaling boxes and leave this digression aside in the rest of the main text.

With the association between ontological models and no-signaling boxes in mind, we next define common certainty of disagreement for no-signaling boxes. The idea is to reinterpret the definitions in Section 2.1 in this latter setting.

We first propose a meaning for the events of interest (previously identified as $E_A$, $E_B$) in the present setting. Now, these events correspond to some set of outcomes, given that the no-signaling box was queried with some particular inputs. For the sake of concreteness, we fix these inputs to be $x = 1$, $y = 1$ and the outcomes of interest to be $a = 1$, $b = 1$. This motivates us to consider the events $F_A = \{(1, b, 1, y) : b \in \mathcal{B}, y \in \mathcal{Y}\}$ (on Alice’s side) and $F_B = \{(a, 1, x, 1) : a \in \mathcal{A}, x \in \mathcal{X}\}$ (on Bob’s side). Then, we say that $F_A$ and $F_B$ are perfectly correlated when

$$p(a, b|x = 1, y = 1) = 0 \text{ for all } a \neq b. $$  \hspace{1cm} (12)
Given this, we assume that the observers actually conduct their measurements according to some partitions. Again, for concreteness, let us assume that those partitions are the ones associated with inputs $x = 0, y = 0$. These inputs take on the role of partitions $\mathcal{P}_A, \mathcal{P}_B$ in the ontological model picture. The outputs obtained from these measurements are the no-signaling box analogue to the events $\mathcal{P}_A(\omega), \mathcal{P}_B(\omega)$. In order to make the following expressions more concrete, we assume, when $x = 0, y = 0$ are input, that the outputs obtained are $a = 0$ and $b = 0$, respectively.

Therefore, given the perfectly correlated events $F_A, F_B$ and numbers $q_A, q_B \in [0, 1]$, we define the sets

$$\alpha_0 = \{a \in \mathcal{A} : p(b = 1|a, x = 0, y = 1) = q_A\},$$

$$\beta_0 = \{b \in \mathcal{B} : p(a = 1|b, x = 1, y = 0) = q_B\},$$

and, for all $n \geq 0$,

$$\alpha_{n+1} = \{a \in \alpha_n : p(B_n|a, x = 0, y = 0) = 1\},$$

$$\beta_{n+1} = \{b \in \beta_n : p(A_n|b, x = 0, y = 0) = 1\},$$

where

$$A_n = \alpha_n \times \mathcal{B} \times \mathcal{X} \times \mathcal{Y},$$

$$B_n = \mathcal{A} \times \beta_n \times \mathcal{X} \times \mathcal{Y}.$$  

By analogy with the sets in equations (11)-(14), the set $\alpha_0$ consists of Alice’s outcomes such that she assigns probability $q_A$ to $F_B$ upon seeing that outcome, having input $x = 0$, if she assumes that Bob inputs $y = 1$. The set $\beta_1$ is the set of Bob’s outcomes such that he is certain that Alice assigns probability $q_A$ to $F_B$ upon seeing that outcome, having input $y = 0$, if he assumes that Alice inputs $x = 1$, and so on, and similarly for $\beta_0, \alpha_1$, etc.

With this in mind, we can build a chain of mutual certainties, in a manner similar to the classical agreement theorem. If the event $(a = 0, b = 0, x = 0, y = 0)$ is in the sets $A_n$ and $B_n$, for all $n \in \mathbb{N}$, then, if Alice and Bob both input 0 and get output 0, we have: Alice assigns probability $q_A$ to $F_B$ (assuming that Bob input $y = 1$), Bob is certain that Alice assigns probability $q_A$ to $F_B$, Alice is certain that Bob is certain that... and so on indefinitely, and vice versa. That is, there is common certainty at $(a = 0, b = 0, x = 0, y = 0)$ that Alice assigns probability $q_A$ to $F_B$ and that Bob assigns probability $q_B$ to $F_A$.

More formally, there is common certainty about the event that Alice assigns probability $q_A$ to $F_B$ and that Bob assigns probability $q_B$ to $F_A$ if

$$(a = 0, b = 0, x = 0, y = 0) \in A_n \cap B_n \ \forall n \in \mathbb{N}.$$  

There is common certainty of disagreement if, in addition, $q_A \neq q_B$.

Notice the relationship between this definition and the previous one: the $\omega^*$ in equation (5), at which the disagreement occurred, fixed the partition elements that Alice and Bob observed. Here, disagreement occurs at the inputs and outputs $(a = 0, b = 0, x = 0, y = 0)$ that the observers obtain.

In complete generality, we can also consider disagreement at arbitrary inputs and outputs $(a, b, x, y)$. For that, one just has to consider the appropriate changes in the preceding paragraphs. The only case that might seem different is that in which Alice and/or Bob’s input is the same as that corresponding to the event of interest; that is, $x = 1$ and/or $y = 1$. This is allowed but uninteresting: It is easy to see that the fact that $F_A$ and $F_B$ are perfectly correlated precludes the possibility of common
certainty of disagreement in this case. Therefore, for the sake of concreteness, we fix $x, y$ both different from 1 and, in particular, equal to 0.

The following is a rephrasing of the classical agreement theorem:

**Theorem 2.** Suppose that Alice and Bob share a local no-signaling box with underlying probability distribution $p$. Let $q_A, q_B \in [0, 1]$, and let

$$p(b = 1|a = 0, x = 0, y = 1) = q_A, \quad (20)$$
$$p(a = 1|b = 0, x = 1, y = 0) = q_B. \quad (21)$$

If $q_A$ and $q_B$ are common certainty between the observers, then $q_A = q_B$.

In Supplementary Note 3, we give a standalone proof of this result. Moreover, using the above correspondence between ontological models and classical no-signaling boxes, one can prove that the notions of common certainty of disagreement in Theorems 1 and 2 are equivalent. We now ask whether this theorem holds in quantum and no-signaling settings.

### 2.3 Observers of quantum systems cannot agree to disagree

Given the mapping exhibited above, as well as the restatement of the agreement theorem for local boxes, it is now natural to ask whether the theorem holds when dropping the locality constraint.

We address this question by exploring it in the broader no-signaling setting. First, we establish that, in general, observers of no-signaling systems can agree to disagree about perfectly correlated events, and we give explicit examples of disagreeing no-signaling distributions. In the particular case of two inputs and two outputs, we characterize the distributions that give rise to common certainty of disagreement. One might think that the fact that observers of no-signaling systems can agree to disagree is a direct consequence of the multitude of uncertainty relations in quantum mechanics, all of which put a limit on the precision with which the values of incompatible observables can be measured and which have even been linked to epistemic inconsistencies in quantum mechanics [13]. Somewhat surprisingly, our next finding shows that this is not the case. We show that disagreeing no-signaling distributions of two inputs and two outputs cannot be quantum—i.e., the agreement theorem holds for observers of quantum systems in this setting. Then, we go beyond this restriction and show that any disagreeing no-signaling distribution with more than two inputs or outputs induces a disagreeing distribution with two inputs and outputs. Since the agreement theorem holds for observers of quantum systems sharing distributions of two inputs and outputs, it does so for more general distributions too. Thus, even if quantum mechanics features uncertainty relations, this does not apply to observers’ estimates of perfectly correlated events.

We first present the following theorem in which the no-signaling box has two inputs and two outputs, but we will show in Theorem 4 that the result is fully general. In place of “common certainty of disagreement about the event that Alice assigns probability $q_A$ to $F_B = \{(a, 1, x, 1) : a \in A, x \in X\}$ and Bob assigns probability $q_B$ to $F_A = \{(1, b, 1, y) : b \in B, y \in Y\}$, at event $(0, 0, 0, 0)$,” we simply say “common certainty of disagreement.”

**Theorem 3.** A two-input two-output no-signaling box gives rise to common certainty of disagreement if and only if it takes the form of Table 1.
Table 1: Parametrization of two-input two-output no-signaling boxes with common certainty of disagreement. Here, \( r, s, t, u \in [0, 1] \) are such that all the entries of the box are non-negative, \( r > 0 \), and \( s - u \neq r - t \).

| \( xy \backslash ab \) | 00 | 01 | 10 | 11 |
|----------------------|----|----|----|----|
| 00                   | \( r \) | 0  | 0  | 1 - \( r \) |
| 01                   | \( r - s \) | \( s - r + t + s \) | 1 - \( t - s \) |
| 10                   | \( t - u \) | \( u - r + t + u \) | 1 - \( r - u \) |
| 11                   | \( t \) | 0  | 0  | 1 - \( t \) |

While some no-signaling distributions can exhibit common certainty of disagreement, we find that probability distributions arising in quantum mechanics do satisfy the agreement theorem. This is surprising: It is well-known that a given measurement of a quantum system (say, that corresponding to the input \( x, y = 0 \)) need not offer any information about the outcome of an incompatible measurement on the same system (say, \( x, y = 1 \)). However, some consistency remains: common certainty of disagreement is impossible, even for incompatible measurements.

**Theorem 4.** No two-input two-output quantum box can give rise to common certainty of disagreement.

The proof follows by deriving a contradiction from Tsirelson’s theorem [9].

We have seen that no two-input two-output quantum box can give rise to common certainty of disagreement. We now lift the restriction on the number of inputs and outputs and show that no quantum box can give rise to common certainty of disagreement.

First, as we now show, the proof for two inputs and outputs does not require common certainty, but only first-order mutual certainty. By observing the definitions of the sets \( \alpha_n, \beta_n \), one can see that \( \alpha_n = \alpha_1 \) and \( \beta_n = \beta_1 \) for all \( n \geq 1 \). This means that first-order mutual certainty implies common certainty, and, therefore, first-order certainty suffices to characterize the no-signaling box that displays common certainty of disagreement.

As the number of outputs grows, first-order mutual certainty is no longer sufficient. However, since the number of outputs is always finite, there exists an \( N \in \mathbb{N} \) such that \( \alpha_n = \alpha_N \) and \( \beta_n = \beta_N \) for all \( n \geq N \). Since \( \alpha_{n+1} \subseteq \alpha_n \forall n \), and similarly for \( \beta \), the sets \( \alpha_N, \beta_N \) are the smallest sets of outputs for which the disagreement occurs. Because of this, any \((a, b, x, y)\) that belongs to \( A_N \cap B_N \) will also belong to \( A_n \cap B_n \) for all \( n \); that is, \( N \)th-order mutual certainty implies common certainty. So, for any finite no-signaling box, one needs only \( N \)th-order mutual certainty to characterize it. As the number of outputs grows unboundedly, one needs common certainty to hold [13]. These observations will be relevant to extending Theorem 4 beyond two inputs and outputs.

**Theorem 5.** No quantum box can give rise to common certainty of disagreement.

To prove the theorem, we show that any no-signaling box with common certainty of disagreement induces a two-input two-output no-signaling box with the same property. Thus, if there existed a quantum system that could generate the bigger box, it could also generate the smaller box. Then, Theorem 4 implies that no quantum box can give rise to common certainty of disagreement.
2.4 Observers of quantum systems cannot disagree singularly

Next, we ask if observers of no-signaling quantum systems can disagree in other ways. We define a new notion of disagreement, which we call singular disagreement, by removing the requirement of common certainty and, instead, imposing $q_A = 1$, $q_B = 0$. We ask whether this new notion holds for observers of classical, quantum, and no-signaling systems. We find the same pattern as before: Singular disagreement does not hold for observers of classical or quantum systems, but can occur in no-signaling settings, where we characterize the distributions that feature it.

Suppose that Alice and Bob share a no-signaling box. As before, Alice assigns probability $q_A$ to the event $F_B$, and Bob assigns probability $q_B$ to the event $F_A$. Suppose that this happens at event $(a = 0, b = 0, x = 0, y = 0)$. If $q_A = 1$ and $q_B = 0$, these probabilities differ maximally: Alice is certain that $F_B$ happens, while Bob is certain that $F_A$ does not happen. If, in addition, $F_A$ and $F_B$ are perfectly correlated, then there is singular disagreement at $(0,0,0,0)$. This time, there is no need for chained certainties—we just require that Alice’s and Bob’s assignments differ maximally.

More formally, there is singular disagreement about the probabilities assigned by Alice and Bob to perfectly correlated events $F_B = \{(a,1,x,1) : a \in A, x \in X\}$ and $F_A = \{(1,b,1,y) : b \in B, y \in Y\}$, respectively, at event $(0,0,0,0)$ if it holds that

$$q_A = 1, q_B = 0.$$

Similarly to the previous section, we refer to the above definition simply as “singular disagreement.”

We restrict ourselves first to boxes of two inputs and outputs and show that local boxes cannot exhibit singular disagreement. Then, we characterize the no-signaling boxes that do satisfy singular disagreement and show they cannot be quantum. Finally, we generalize to boxes of any number of inputs and outputs.

**Theorem 6.** There is no local two-input two-output box that gives rise to singular disagreement.

It turns out that singular disagreement induces a Hardy paradox \[17\] in the system; therefore it cannot be local.

We now lift the local restriction and characterize the no-signaling boxes in which singular disagreement occurs.

**Theorem 7.** A two-input two-output no-signaling box gives rise to singular disagreement if and only if it takes the form of Table \[2\]

The definition of singular disagreement gives rise to the zeros in the second and third rows of Table \[2\] while the zeros in the bottom row come from the perfectly correlated outputs on inputs $x = y = 1$.

However, singular disagreement cannot arise in quantum systems. This is another way in which quantum mechanics provides some consistency between (possibly incompatible) measurements, just as in the case of common certainty of disagreement.

**Theorem 8.** No two-input two-output quantum box can give rise to singular disagreement.
Table 2: Parametrization of two-input two-output no-signaling boxes with singular disagreement. Here, \( r, s, t, u, \in [0, 1] \) are such that all the entries of the box are non-negative, \( s > 0 \), and \( s + t \neq 0 \) and \( u + t \neq 1 \).

| \( xy \backslash ab \) | 00   | 01   | 10   | 11   |
|----------------------|------|------|------|------|
| 00 s                 | t    | 1−s−u−t | u    |
| 01 0                 | s+t  | r    | 1−s−t−r |
| 10 1−u−t            | u+t+r−1 | 0    | 1−r   |
| 11 r                 | 0    | 0    | 1−r   |

By Ref. [27], the boxes of Theorem [7] are either local or postquantum. But Theorem [5] implies they cannot be local.

Finally, the above results can be generalized to any finite box:

**Theorem 9.** No quantum box can give rise to singular disagreement.

The proof is very similar to that of Theorem [5].

Additionally, the PR box [26] satisfies both Theorems [3] and [7] and this makes it an example of both kinds of disagreement.

3 Discussion

We have defined two notions of disagreement inspired by notions from epistemics. Both notions of disagreement imply immediate tests for new theories—namely, the tables in Theorem [3] and Theorem [7]. These tests are very general in the sense that they are based only on the capability (or not) of a theory to realize undesirable correlations between non-communicating parties. Also, both principles have their roots in epistemics, with common certainty of disagreement closer to Aumann’s original idea and singular disagreement permitting a simpler description.

These two notions of disagreement are compatible in that it is possible to find examples displaying both kinds of disagreement at once. Strikingly, a prime such example is the Popescu-Rohrlich box [26], establishing that it is an extremal resource both in the sense of being an extreme point of the polytope of no-signaling distributions and in the sense of inducing the strongest possible disagreement between two parties.

On a speculative note, we suggest that it would be also very interesting to explore the application of the concepts introduced in this paper to practical tasks in which consensus between parties plays a role, such as the coordination of the action of distributed agents or the verification of distributed computations. See [11] for some specific connections along these lines in the classical case.

Further work could be dedicated to constructing physical paradoxes arising from the possibility of agreeing to disagree. The examples in the literature (see Refs. [28] [21] [6]), while very practical, might, to some communities, be considered less appealing than deeper physical consequences. These could be explored by exploiting the newly built bridges between quantum mechanics and epistemics.

Our results suggest that agreement can be used to design experiments to test the behaviour of Nature. In experimental settings, noise is unavoidable. Adding white noise to the boxes in Table [1] and Table [2] (both of which lie in quantum voids) would mean that the zeros in the boxes now become small but nonzero parameters. Robustness of quantum voids to this type of noise can be deduced from the closure
of the set of quantum 2-input 2-output correlations \[16\]. This already covers an approximate version of singular disagreement. Another future direction to explore would be defining notions of approximate common certainty of disagreement.

We contend that agreement between observers could be a convenient principle for testing the consistency of new postquantum theories. Our results yield a clear parameterization of the set of the probability distributions that allow observer disagreement. This set is easy to work with, thanks to its restriction to two observations and two outcomes per observer. If a new theory can be used to generate such a distribution, this might raise a red flag, since this theory violates a reasonable, intuitive and, importantly, testable property that quantum mechanics satisfies.

Therefore, another future direction would be to study disagreement in theories that generalize quantum theory. For instance, one could consider almost quantum correlations \[22\], which is a set of correlations strictly larger than those achievable by measuring quantum states but that were designed to satisfy all physical principles previously proposed in the literature. Almost quantum correlations are well characterized in terms of no-signaling boxes, so a natural question is whether they permit common certainty of disagreement or singular disagreement. For common certainty of disagreement, a straightforward modification to the proof of Theorem \[1\] shows that this phenomenon cannot arise under almost quantum correlations. For singular disagreement, the simple characterization of almost quantum correlations in terms of a semidefinite program \[23\] makes it possible to search numerically for almost quantum boxes displaying singular disagreement. Using this approach, we have found numerical evidence that singular disagreement, too, cannot arise under almost quantum correlations. Hence, our principles would appear to make it possible to identify additional features that almost quantum correlations share with quantum theory, indicating a new sense in which these generalized correlations are still reasonable.

Furthermore, one of the aims of studying physical principles is to find out whether quantum theory can be deduced from a set of such principles. Our findings open new directions for the exploration of such a programme. However, there are two main challenges in doing so. First, in order to assess this, it would be desirable to compare this principle to existing ones in the literature \[26\, 10\, 25\, 30\, 31\]. However, our principle is markedly different in nature—this novelty being precisely the main obstacle. Second, Ref. \[14\] shows that bipartite principles are not enough to capture the set of quantum correlations. This highlights the interest of finding a multipartite extension for our principle. In the classical case, multipartite extensions have already been considered (see, e.g. \[24\]). Studying similar extensions in the quantum and no-signaling settings is an interesting avenue for future work.

Finally, we compare our results with others in the physics literature that call on Aumann’s theorem. Refs. \[18\, 19\] examine Aumann’s theorem when observers are assumed to use Born’s rule to update probabilities. The authors conclude that Aumann’s theorem does not hold for this type of observer. Instead, our setting assumes that the observers are macroscopic and merely share a quantum state or a no-signaling box. Our setting is appealing in quantum information for its applications to communication complexity, cryptography, teleportation, and many other scenarios. Ref. \[4\] introduces a different notion of disagreement in a no-signaling context. Here, disagreement concerns pieces of information about some variables, and agreement refers to consistency in the information provided about the variables. Hence, it is unrelated to the epistemic notion of disagreement in Aumann’s theorem or in the present work. Disagreement is also a feature of Ref. \[13\]. However, there, one of the observers ignores the fact that a certain
measurement has taken place, while another observer takes this into account, and disagreement arises over the outcomes of a different measurement. In our work, the events that take place are the same according to all observers.
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Supplementary material

We prove the results in the main text. We also provide the statements and some definitions in the interest of readability.

Supplementary Note 1 - Proof of Theorem 1

**Theorem 1.** Fix a probability space \((\Omega, \mathcal{E}, P)\) where \(E_A\) and \(E_B\) are perfectly correlated events. If it is common certainty at a state \(\omega^*\in \Omega\) that Alice assigns probability \(q_A\) to \(E_B\) and Bob assigns probability \(q_B\) to \(E_A\), then \(q_A = q_B\).

**Proof.** Since \(\Omega\) is finite, there is a finite \(N \in \mathbb{N}\) such that, for all \(n \geq N\), \(A_{n+1} = A_n\) and \(B_{n+1} = B_n\). From the definition of \(A_{N+1}\), we have that
\[
P(B_N|\mathcal{P}_A(\omega)) = 1 \quad \forall \omega \in A_N. \tag{1}
\]
Now, \(A_N\) is a union of partition elements of \(\mathcal{P}_A\), i.e., \(A_N = \bigcup_{i \in I} \pi_i\) where each \(\pi_i \in \mathcal{P}_A\) and \(I\) is a finite index set. From Equation (1), we have
\[
P(B_N|\pi_i) = 1 \quad \forall i \in I. \tag{2}
\]
Since \(P(B_N|A_N)\) is a convex combination of \(P(B_N|\pi_i)\) for \(i \in I\), we must have
\[
P(B_N|A_N) = 1. \tag{3}
\]
Now, since \(A_N \subseteq A_0\), then \(P(E_B|\pi_i) = q_A\) for all \(i \in I\) too. Using a convex combination argument once more, this entails that
\[
P(E_B|A_N) = q_A. \tag{4}
\]
Equations (3) and (1) together imply that
\[
P(E_B|A_N \cap B_N) = q_A. \tag{5}
\]
But events \(E_A\) and \(E_B\) are perfectly correlated, so that
\[
P(E_A \cap E_B|A_N \cap B_N) = q_A, \tag{6}
\]
as well.

Running the parallel argument with \(A\) and \(B\) interchanged, we obtain
\[
P(E_A \cap E_B|A_N \cap B_N) = q_B, \tag{7}
\]
which implies that \(q_A = q_B\).

Supplementary Note 2 - Relating no-signalling boxes and ontological models

The following result already appeared elsewhere [2]. For convenience, we write down the proof in terms of elementary linear algebra without relying on the sheaf-theoretic language of Ref. [2].

**Proposition A1.** Given any no-signaling box \(\{p(ab|xy) : (a, b, x, y) \in A \times B \times X \times Y\}\), there is a (non-unique) corresponding ontological model whose probabilities assigned to the states of the world are not necessarily non-negative.
Proof. Let \( \{ p(ab|xy) : (a, b, x, y) \in A \times B \times X \times Y \} \) be a no-signaling box. We construct its associated ontological model \( \{(\Omega, \mathcal{F}, P), \{A^a_x, B^b_y : (a, b, x, y) \in A \times B \times X \times Y \}\} \). We provide the proof for \( a, b, x, y \in \{0, 1\} \) for ease of notation, but the generalization to more inputs and outputs is immediate.

To construct the ontological model, we postulate the existence of a set of states

\[
\omega_{a_0 a_1 b_0 b_1}
\]  

(8)

with quasi-probabilities

\[
P_{a_0 a_1 b_0 b_1} \equiv P(\omega_{a_0 a_1 b_0 b_1}).
\]  

(9)

Each state corresponds to an instruction set [3], i.e., the state where Alice outputs \( a_0 \) on input \( x = 0 \) and \( a_1 \) on input \( x = 1 \), and Bob outputs \( b_0 \) on input \( y = 0 \) and \( b_1 \) on input \( y = 1 \). Then, each \( P_{a_0 a_1 b_0 b_1} \) is the quasi-probability of the corresponding instruction set. Of course, if the given box is post-classical, not all of these quasi-probabilities will be non-negative. In fact, in principle it need not even be guaranteed that one can find a quasi-probability distribution over these states. But we will use the probability distribution of the inputs and outputs of the given no-signaling box to derive a linear system of equations over the quasi-probabilities, and show that it does have a solution.

There are 16 states in total, as there are two possible outputs for each of the 4 inputs (\(|A|^1 \cdot |B|^1\) in general). Then, each partition corresponds to a set of states as follows:

\[
A^a_x = \{ \omega_{a_0 a_1 b_0 b_1} : a_x = a \}
\]

\[
B^b_y = \{ \omega_{a_0 a_1 b_0 b_1} : b_y = b \}.
\]  

(10)

We associate the probabilities \( p(ab|xy) \) of the no-signaling box to the probabilities \( P(A^a_x \cap B^b_y) \) of each intersection of partitions, for each input pair \( (x, y) \) and output pair \( (a, b) \). This gives rise to a set of equations for the probabilities \( P_{a_0 a_1 b_0 b_1} \). Indeed, the probability of each intersection is given by

\[
P(A^a_x \cap B^b_y) = \sum_{a_\bar{x}, b_\bar{y}} P_{a_\bar{x} a_\bar{y} b_\bar{y}}
\]  

(11)

where we denote the output corresponding to the input that is not \( x \) as \( a_\bar{x} \), and similarly for \( b_\bar{y} \), and so we have, for each \( a, b, x, y \),

\[
\sum_{a_\bar{x}, b_\bar{y}} P_{a_\bar{x} a_\bar{y} b_\bar{y}} = p(ab|xy).
\]  

(12)

Since there are 16 values of \( p(ab|xy) \) in the 2-input 2-output no-signaling box, we arrive at 16 equations (\(|A| \times |B| \times |X| \times |Y|\) in general). Of course, there are some linear dependencies between the equations, but we will show that the system still has a solution.

The system of equations can be expressed as

\[
MP = C
\]  

(13)

where \( M \) is the matrix of coefficients, \( P \) is the vector of probabilities \( P_{a_0 a_1 b_0 b_1} \) and \( C \) is the vector of independent terms \( p(ab|xy) \). The system has a solution (which is not necessarily unique) if and only if

\[
\text{rank}(M) = \text{rank}(M|C).
\]  

(14)
Since the rank of a matrix is the number of linearly independent rows, it is trivially true that

\[
\operatorname{rank}(M) \leq \operatorname{rank}(M|C),
\]  

(15)
as including the independent terms can only remove some relations of linear dependence, not add more. Equivalently, the number of relations of linear dependence of \(M|C\) is always smaller than or equal to the number of relations of linear dependence of \(M\). Therefore, to show that their ranks are equal, it is sufficient to show that every relation of linear dependence that we find in \(M\) still holds in \(M|C\).

That is, for every relation of linear dependence between the probabilities \(p_{ab|xy}\) that is contained in \(M\), it is sufficient to show that the relation still holds when the sums of probabilities are matched to the elements \(p(ab|xy)\) of the no-signaling box in order to show that the system of equations has a solution.

Observe that \(M\) contains only zeros and ones, as the equations \((12)\) are just sums of probabilities. Moreover, each column of \(M\) corresponds to the probability of a state \(\omega_{a_{01}b_{01}}\), while each row corresponds to an equation with independent term \(p(ab|xy)\). Because the equations \((12)\) correspond to intersections of partitions of the set of \(\omega_{a_{01}b_{01}}\), we can observe that each row of \(M\) has a 1 in the column corresponding to the states \(\omega_{a_{01}b_{01}}\) contained in the corresponding partition, and a 0 elsewhere. Put another way, in order to construct \(M\) one must first partition the set of \(\omega_{a_{01}b_{01}}\) in four different ways, corresponding to

\[
\{A_a^0 : a \in \{0, 1\}\}, \{A_a^1 : a \in \{0, 1\}\},
\]
\[
\{B_b^0 : b \in \{0, 1\}\}, \{B_b^1 : b \in \{0, 1\}\}
\]

(16)
for Alice and Bob respectively. This gives partitions of the columns of \(M\). Then, the 16 possible ways of intersecting partitions of Alice’s with partitions of Bob’s give the 16 equations with independent term \(p(ab|xy)\). But notice now that the partition structure imposes a certain relation of linear dependence between the rows of \(M\). Indeed, for each \(b, y\), we have

\[
\left\{ \bigcup_a (A_a^0 \cap B_y^b) \right\} = \left\{ \bigcup_a (A_a^1 \cap B_y^b) \right\},
\]  

(17)
as

\[
\bigcup_a (A_a^0 \cap B_y^b) = \left( \bigcup_a A_a^0 \right) \cap B_y^b = \Omega \cap B_y^b = \left( \bigcup_a A_a^1 \right) \cap B_y^b = \bigcup_a (A_a^1 \cap B_y^b),
\]  

(18)
and, similarly, for each \(a, x\) we have

\[
\left\{ \bigcup_b (A_x^a \cap B_0^b) \right\} = \left\{ \bigcup_b (A_x^b \cap B_1^b) \right\}.
\]  

(19)
Using the correspondence of these partitions with the partitions of the columns of \(M\) gives 8 relations of linear dependence between its rows. Now, noticing that a union of columns of \(M\) corresponds to a sum of probabilities \(p_{a_{01}b_{01}}\), we find that these relations correspond exactly to the no-signaling conditions, as

\[
P \left( \bigcup_a (A_x^a \cap B_y^b) \right) = \sum_a P \left( A_x^a \cap B_y^b \right)
\]  

(20)
so

\[
\sum_a P \left( A_0^a \cap B_y^b \right) = \sum_a P \left( A_1^a \cap B_y^b \right)
\]  

(21)
and similarly for Bob. Of course, by definition of no-signaling box, these relations hold for the independent terms \( p(ab|xy) \) as well, since

\[
\begin{align*}
\sum_a p \left( A_a^a \cap B_y^b \right) &= \sum_a p(ab|xy), \\
\sum_b p \left( A_a^a \cap B_y^b \right) &= \sum_b p(ab|xy)
\end{align*}
\]

(22)

by construction of the linear system (see equations (11) and (12)). Therefore, every relation of linear dependence between the rows of \( M \) holds also between the rows of \( M|C \), as required.

Notice also that the implication goes both ways: the linear system has a solution only if the set of probabilities \( p(ab|xy) \) is no-signaling. The coefficient matrix \( M \) incorporates the no-signaling conditions by construction of the states \( \omega_{aa_1bb_1} \) with probabilities \( P_{aa_1bb_1} \). Therefore, if these conditions do not hold for the independent terms \( p(ab|xy) \), then the rank of \( M|C \) must be larger than that of \( M \), as \( M|C \) contains more linearly independent rows than \( M \).

**Supplementary Note 3 - Classical agreement in no-signalling boxes**

We now state and prove the classical agreement theorem in the no-signaling language, i.e. for local boxes. We restrict to boxes of two inputs and two outputs since, by Theorem 5, any larger box exhibiting disagreement can be reduced to a 2-input 2-output box that also exhibits disagreement, while preserving its locality properties.

Recall that a distribution \( \{ p(ab|xy) : (a, b, x, y) \in A \times B \times X \times Y \} \) is local if, for each \( a, b, x, y \),

\[
p(ab|xy) = \sum_\lambda p_\lambda A(a|x\lambda) p_B(b|y\lambda),
\]

(23)

for some distributions \( \{ p_\lambda : \lambda \in \Lambda \} \), \( \{ p_A(a|x\lambda) : (a, x, \lambda) \in A \times X \times \Lambda \} \), \( \{ p_B(b|y\lambda) : (b, y, \lambda) \in B \times Y \times \Lambda \} \) where \( \Lambda \) is an index set.

**Theorem 2.** Suppose Alice and Bob share a local no-signaling box with underlying probability distribution \( p \). Let \( q_A, q_B \in [0, 1] \), and let

\[
\begin{align*}
p(b = 1|a = 0, x = 0, y = 1) &= q_A, \\
p(a = 1|b = 0, x = 1, y = 0) &= q_B.
\end{align*}
\]

(24)

If \( q_A \) and \( q_B \) are common certainty between the observers, then \( q_A = q_B \).

**Proof.** By definition of \( q_A, q_B \), and using the fact that the shared distribution is local and hence satisfies equation (23), we have

\[
\begin{align*}
q_A \sum_\lambda p_\lambda A(0|0\lambda) &= \sum_\lambda p_\lambda A(0|0\lambda) p_B(1|1\lambda) \\
q_B \sum_\lambda p_\lambda B(0|0\lambda) &= \sum_\lambda p_\lambda A(1|1\lambda) p_B(0|0\lambda).
\end{align*}
\]

(25)

From Theorem 3 we have that, if \( 1 \in \alpha_n \) or \( 1 \in \beta_n \) for all \( n \in \mathbb{N} \) then there is no common certainty of disagreement for any no-signaling distribution, and these
encompass local distributions. Hence there only remains to prove the claim for $1 \not\in \alpha_n$ and $1 \not\in \beta_n$, for some $n \in \mathbb{N}$. This implies that
\[ p(b = 0|a = 0, x = 0, y = 0) = 1 \]
\[ p(a = 0|b = 0, x = 0, y = 0) = 1 \]  
(26)

and hence
\[ \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) = \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_{B}(0|0\lambda) \]
\[ \sum_{\lambda} p_{\lambda} p_B(0|0\lambda) = \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_{B}(0|0\lambda), \]  
(27)

which implies, on the one hand, that
\[ \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) = \sum_{\lambda} p_{\lambda} p_B(0|0\lambda) \]  
(28)

and, on the other, that
\[ \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_{B}(1|0\lambda) = \sum_{\lambda} p_{\lambda} p_A(1|0\lambda) p_{B}(0|0\lambda) = 0, \]  
(29)

that is,
\[ p_A(0|0\lambda) p_{B}(1|0\lambda) = p_A(1|0\lambda) p_{B}(0|0\lambda) = 0 \]  
(30)

for all $\lambda$. Therefore, there remains to prove only that
\[ \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_{B}(1|1\lambda) = \sum_{\lambda} p_{\lambda} p_A(1|1\lambda) p_{B}(0|0\lambda). \]  
(31)

Because the outputs for inputs $x = 1, y = 1$ are perfectly correlated, we have
\[ p_A(0|1\lambda) p_{B}(1|1\lambda) = p_A(1|1\lambda) p_{B}(0|1\lambda) = 0 \]  
(32)

for all $\lambda$ and, since $p_A(0|1\lambda) + p_A(1|1\lambda) = 1$ and similarly for $p_B$, this implies
\[ p_A(1|1\lambda) = p_{B}(1|1\lambda). \]  
(33)

Then we can prove (31) by simple manipulations of the probability distributions of each party:
\[ \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_{B}(1|1\lambda) = \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_A(1|1\lambda) (p_{B}(0|0\lambda) + p_{B}(1|0\lambda)) \]
\[ = \sum_{\lambda} p_{\lambda} p_A(0|0\lambda) p_A(1|1\lambda) p_{B}(0|0\lambda) \]
\[ = \sum_{\lambda} p_{\lambda} (p_A(0|0\lambda) + p_A(1|0\lambda)) p_A(1|1\lambda) p_{B}(0|0\lambda) \]
\[ = \sum_{\lambda} p_{\lambda} (p_A(0|1\lambda) + p_A(1|1\lambda)) p_A(1|1\lambda) p_{B}(0|0\lambda) \]
\[ = \sum_{\lambda} p_{\lambda} p_A(1|1\lambda) p_A(1|1\lambda) p_{B}(0|0\lambda) \]
\[ = \sum_{\lambda} p_{\lambda} p_A(1|1\lambda) p_{B}(0|0\lambda) \]  
(34)

where we have used the fact that $\sum_{b \in B} p_{B}(b|y\lambda) = 1$ for all $y, \lambda$ in the first equality, (30) in the second and third, $\sum_{a \in A} p_A(a|x\lambda) = 1$ for all $x, \lambda$ in the fourth, (32) again in the fifth, and $p_A(1|1\lambda)^2 = p_A(1|1\lambda)$ for all $\lambda$ (since $p_A(a|x\lambda)$ is either 1 or 0 for every $a, x, \lambda$) in the last.
Supplementary Note 4 - Proof of Theorem 3

In the proof of Theorem 3, we will make use of the following Lemma:

\textbf{Lemma A2.} Consider a no-signaling box of 2 inputs and 2 outputs. Then, \( \alpha_0 = \{0, 1\} \) if and only if \( q_A = p(b = 1|y = 1) \). Analogously, \( \beta_0 = \{0, 1\} \) if and only if \( q_B = p(a = 1|x = 1) \).

\textbf{Proof.} We start by proving the direct implication. By hypothesis,

\[
q_A = p(b = 1|a = 0, x = 0, y = 1) = \frac{p(01|01)}{p(a = 0|x = 0)}
\]

\[
= p(b = 1|a = 1, x = 0, y = 1) = \frac{p(11|01)}{p(a = 1|x = 0)}.
\]

But now, we can write

\[
p(b = 1|y = 1) = p(01|01) + p(11|01) = p(a = 0|x = 0)q_A + p(a = 1|x = 0)q_A = q_A.
\]

The reverse implication is trivial. The analogous statement can be proved by interchanging the roles of Alice and Bob. \( \square \)

\textbf{Theorem 3.} A two-input two-output no-signaling box gives rise to common certainty of disagreement if and only if it takes the form of Supplementary Table 1.

| \( xy \setminus ab \) | 00 | 01 | 10 | 11 |
|------------------|---|---|---|---|
| 00               | \( r \) | 0 | 0 | 1 \( - r \) |
| 01               | \( t - s \) | \( s \) | \( - r + t + s \) | \( 1 - t - s \) |
| 10               | \( t - u \) | \( u \) | \( r - t + u \) | \( 1 - r - u \) |
| 11               | \( t \) | 0 | 0 | \( 1 - t \) |

Table 1: Parametrization of two-input two-output no-signaling boxes with common certainty of disagreement. Here, \( r, s, t, u \in [0, 1] \) are such that all the entries of the box are non-negative, \( r > 0 \), and \( s - u \neq r - t \).

\textbf{Proof.} We first prove that common certainty of disagreement imposes the claimed structure for the no-signaling box. Therefore, we assume common certainty of disagreement, i.e.,

\[(0, 0, 0, 0) \in A_n \cap B_n \quad \forall n \in \mathbb{N} \quad (35)\]

and

\[q_A \neq q_B. \quad (36)\]

We split the proof into three cases based on the contents of the sets \( A_n, B_n \):

\textbf{Case 1.} \( 1 \notin \alpha_n, 1 \notin \beta_n \) for some \( n \)\footnote{This need not happen at the same stage, i.e., possibly \( 1 \notin \alpha_m \), for some \( m < n \). However in this case, since the sets are nonempty by assumption, we have \( \alpha_n = \alpha_m \).}. From common certainty of disagreement (equation (35)), we have that

\[
p(B_n | a = 0, x = 0, y = 0) = 1, \quad p(A_n | b = 0, x = 0, y = 0) = 1,
\]
which, together with \( 1 \notin \alpha_n, 1 \notin \beta_n \), translates into:

\[
p(01|00) = 0, \quad p(10|00) = 0.
\]

For \( q_A, q_B \) to be well-defined, \( p(a = 0|x = 0) \) and \( p(b = 0|y = 0) \) must be non-zero, therefore we must have \( p(00|00) > 0 \). The rest of the table is determined by no-signaling constraints in terms of parameters \( r, s, t \) and \( u \). Given the box in the statement of the theorem, \( q_A \neq q_B \) if and only if \( s - u \neq r - t \), which concludes the proof of this case.

**Case 2.** \( \alpha_n = \{0, 1\}, \) for all \( n \in \mathbb{N} \) while \( 1 \notin \beta_m \) for some \( m \). We show that this case implies \( q_A = q_B \), so it contradicts common certainty of disagreement. Indeed, the definition of \( \alpha_{m+1} \) enforces the conditions:

\[
p(b = 0|a = 0, x = 0, y = 0) = 1 = p(b = 0|a = 1, x = 0, y = 0).
\]

This implies

\[
0 = p(b = 1|a = 0, x = 0, y = 0) = \frac{p(01|00)}{p(a = 0|x = 0)} \quad \Rightarrow \quad p(01|00) = 0,
\]

\[
0 = p(b = 1|a = 1, x = 0, y = 0) = \frac{p(11|00)}{p(a = 1|x = 0)} \quad \Rightarrow \quad p(11|00) = 0.
\]

Adding no-signaling conditions to these last equations, we also obtain

\[
0 = p(b = 1|y = 0) = p(01|10) + p(11|10), \quad (37)
\]

and so

\[
p(01|10) = 0 = p(11|10) \quad (38)
\]

and

\[
p(b = 0|y = 0) = 1. \quad (39)
\]

This allows us to identify \( q_B \) with \( p(a = 1|x = 1) \), since

\[
q_B = p(a = 1|b = 0, x = 1, y = 0)
\]

\[
= \frac{p(10|10)}{p(b = 0|y = 0)}
\]

\[
= p(10|10)
\]

\[
= p(a = 1|x = 1) - p(11|10)
\]

\[
= p(a = 1|x = 1),
\]

where the third and last equalities follow from equations (39) and (38) respectively. Now, taking into account Lemma A2 and perfect correlations, we have

\[
q_A = p(b = 1|y = 1) = p(a = 1|x = 1),
\]

which shows that \( q_A = q_B \), as mentioned above.

**Case 3.** \( \alpha_n = \{0, 1\}, \beta_n = \{0, 1\} \) for all \( n \in \mathbb{N} \). We now show that this case also implies \( q_A = q_B \), contradicting common certainty of disagreement. Using Lemma A2 we have

\[
q_B = p(a = 1|x = 1) \quad \text{as well as} \quad q_A = p(b = 1|y = 1).
\]

Now, perfect correlations impose that \( p(a = 1|x = 1) = p(b = 1|y = 1) \), that is, \( q_A = q_B \).
Next, we prove the converse implication of the theorem. We show that any no-signaling box of the above form must exhibit common certainty of disagreement. Since \( s - u \neq r - t \), the probabilities Alice and Bob assign to their events of interest are different:

\[
q_A := p(b = 1|a = 0, x = 0, y = 1) = \frac{s}{r}, \\
q_B := p(a = 1|b = 0, x = 1, y = 0) = \frac{(r - t + u)}{r}.
\]  

In the case that \( 1 \notin \alpha_0, 1 \notin \beta_0 \), we also have that \( \alpha_1 = \alpha_0 \) and \( \beta_1 = \beta_0 \), and common certainty of disagreement follows, because \((0,0,0,0)\) is in \( A_n \cap B_n \) for all \( n \).

If the parameters are such that

\[
1 - t - s = \frac{s}{r},
\]

but

\[
1 - r - u \neq \frac{r - t + u}{r},
\]

then

\[
p(b = 1|a = 1, x = 0, y = 1) = q_A,
\]

as well, but

\[
p(a = 1|b = 1, x = 1, y = 0) \neq q_B,
\]

and so \( 1 \in \alpha_0, 1 \notin \beta_0 \). Since we have

\[
p(b = 0|a = 0, x = 0, y = 0) = 1,
\]

we find \((0,0,0,0) \in A_1\) and hence all \( A_n \) still contain \((0,0,0,0)\), yielding common certainty of disagreement.

Symmetric reasoning covers the case \( 1 \notin \alpha_0, 1 \in \beta_0 \), and only the case where \( \alpha_0 = \{0,1\}, \beta_0 = \{0,1\} \) remains. This happens when

\[
p(b = 1|a = 1, x = 0, y = 1) = p(b = 1|a = 0, x = 0, y = 1), \\
p(a = 1|b = 0, x = 1, y = 0) = p(a = 1|b = 1, x = 1, y = 0)
\]

which, in terms of the parameters, is equivalent to

\[
1 - t - s \quad \frac{s}{1 - r},
\]

\[
1 - r - u \quad \frac{r - t + u}{1 - r}.
\]

However, these two conditions are satisfied simultaneously only when \( s - u = r - t \), as we now show. From Equation \((47)\) we get

\[
s = r(1 - t),
\]

while from Equation \((48)\) we obtain

\[
u = t(1 - r).
\]

This means that if Equations \((47)\) and \((48)\) are both satisfied, then

\[
s - u = r(1 - t) - t(1 - r) = r - t,
\]

which contradicts the assumption that \( s - u \neq r - t \). \(\square\)

Note \((1,0,0,0) \notin A_1\), though this does not affect the present proof.
Theorem 4. No two-input two-output quantum box can give rise to common certainty of disagreement.

Proof. In order to give rise to common certainty of disagreement, the probability distribution that the state and measurements generate must be of the form of Table 1. Theorem 1 in Tsirelson’s seminal paper [9] implies that, if there is a quantum realization of the box, then there exist real, unit vectors \( |w_x\rangle, |v_y\rangle \) such that the correlations

\[
    c_{xy} := p(a = b|x,y) - p(a \neq b|x,y)
\]

satisfy

\[
    c_{xy} = \langle w_x|v_y \rangle
\]

for each \( x, y \in \{0, 1\} \). For the box in Theorem 3 this means, in particular, that

\[
    \langle w_0|v_0 \rangle = 1, \\
    \langle w_1|v_1 \rangle = 1,
\]

and, since the vectors have unit norm, this implies that

\[
    |w_0\rangle = |v_0\rangle, \\
    |w_1\rangle = |v_1\rangle.
\]

Then, we are left with

\[
    c_{01} = \langle w_0|w_1 \rangle, \\
    c_{10} = \langle w_1|w_0 \rangle.
\]

Since the vectors are real, we find

\[
    c_{01} = c_{10},
\]

but this implies that

\[
    s - u = r - t,
\]

which implies that \( q_A = q_B \) and, hence, impedes disagreement.

Supplementary Note 5 - Proof of Theorem 5

Theorem 5. No quantum box can give rise to common certainty of disagreement.

Proof. We show that any no-signaling box with common certainty of disagreement induces a 2-input 2-output no-signaling box with the same property. Thus, if there existed a quantum system that could generate the bigger box, it could also generate the smaller box. Then, Theorem 3 implies that no quantum box can give rise to common certainty of disagreement.

We define a mapping from a distribution \( \{p(ab|xy) : a \in A, b \in B, x \in X, y \in Y\} \) to an ‘effective’ distribution \( \{\tilde{p}(\tilde{a}\tilde{b}|	ilde{x}\tilde{y}) : \tilde{a}, \tilde{b}, \tilde{x}, \tilde{y} \in \{0, 1\}\} \) such that the following conditions hold:

(i) if \( \{p(ab|xy)\} \) is quantum, then so is \( \{\tilde{p}(\tilde{a}\tilde{b}|	ilde{x}\tilde{y})\} \),
(ii) if \( \{p(ab|xy)\} \) satisfies common certainty of disagreement, then so does
\[ \{\tilde{p}(\tilde{a}\tilde{b}|\tilde{x}\tilde{y})\} \] .

First, notice that the number of inputs can be reduced to 2 without loss of generality, as common certainty of disagreement is always defined to be at an event \((\text{wlog}, (0,0,0,0)) \) about another event \((\text{wlog}, (1,1,1,1)) \). One can associate the inputs \( x = 0, y = 0 \) with \( \tilde{x} = 0, \tilde{y} = 0 \), respectively, and \( x = 1, y = 1 \) with \( \tilde{x} = 1, \tilde{y} = 1 \) respectively, and ignore all other possible inputs in \( \mathcal{X}, \mathcal{Y} \). The outputs, instead, must be grouped according to whether or not they belong in the sets \( A_n, B_n \) (for input 0) and whether or not they correspond to the event obtaining, i.e. whether or not they are equal to 1 (for input 1).

Since \( p \) satisfies common certainty of disagreement, we know that \( (0,0,0,0) \in A_n \cap B_n \). Moreover, by the definitions of the sets \( \alpha_n, \beta_n \) (and since we only consider finite sets \( \mathcal{A}, \mathcal{B}, \mathcal{X}, \mathcal{Y} \) there exists an \( N \in \mathbb{N} \) such that \( \alpha_n = \alpha_N \) and \( \beta_n = \beta_N \) for all \( n \geq N \). Take such \( N \), and define the following indicator functions:

\[
\chi_{0|0}^\alpha(a) = \begin{cases} 
0 & a \notin \alpha_N \\
1 & a \in \alpha_N
\end{cases}
\]
\[
\chi_{0|0}^\beta(b) = \begin{cases} 
0 & b \notin \beta_N \\
1 & b \in \beta_N
\end{cases}
\]
\[
\chi_{0|1}^\alpha(c) = \chi_{0|1}^\beta(c) = \begin{cases} 
0 & c = 1 \\
1 & c \neq 1
\end{cases}
\]

(where \( c \) stands for output \( a, b \) for Alice and Bob, respectively), with

\[
\chi_{1|x}^\alpha(a) = 1 - \chi_{0|x}^\alpha(a) \\
\chi_{1|y}^\beta(b) = 1 - \chi_{0|y}^\beta(b)
\]

for each \( a, b, x, y \). Then, the mapping from \( p \) to \( \tilde{p} \) is defined as follows:

\[
\tilde{p}(\tilde{a}\tilde{b}|\tilde{x}\tilde{y}) = \sum_{a,b} \delta_{x,\tilde{x}}\delta_{y,\tilde{y}}\chi_{a|x}^\alpha(a)\chi_{b|y}^\beta(b)p(ab|xy)
\]

where

\[
\delta_{s,t} = \begin{cases} 
0 & s \neq t \\
1 & s = t
\end{cases}
\]

We note that the distribution \( \tilde{p} \) is obtained from \( p \) by means of local pre- and post-processing (see Supplementary Figure 1 for a pictorial representation of the transformation). The classicality and locality of this transformation ensure that \( \tilde{p} \) is a well defined non-signalling distribution that is no more non-local than \( p \). In particular, condition 1 above is satisfied.

To check condition [ii], i.e. that if \( p(ab|xy) \) satisfies common certainty of disagreement, then so does \( \tilde{p}(ab|xy) \), let \( N \) be as in the definition of the map \((59)\) and let \( a \in \alpha_N \). Then, by definition of the set \( \alpha_{N+1} \), we have

\[
p(\beta_N|a, x = 0, y = 0) = 1
\]

and, therefore,

\[
\frac{\sum_{b \in \beta_N} p(ab|00)}{\sum_{b \in B} p(ab|00)} = 1,
\]
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Figure 1: A diagrammatic representation of the construction of $\tilde{p}$.

which entails
\[ \sum_{b \not\in \beta_N} p(ab|00) = 0. \] (63)

Summing over $a \in \alpha_N$, we get
\[ \sum_{a \in \alpha_N} p(ab|00) = \tilde{p}(01|00) = 0. \] (64)

Similarly, we find $\tilde{p}(10|00) = 0$. Since $p$ satisfies common certainty of disagreement, its outputs on input $x = 1, y = 1$ must be perfectly correlated. That is, $p(ab|11) = 0$ if $a \neq b$. Hence,
\[ \tilde{p}(01|11) = \sum_{a \neq 1} p(a1|11) = 0 \] (65)

and similarly for $\tilde{p}(10|11)$. So far, the no-signaling box corresponding to $\tilde{p}$ has two zeros in the first row and another two in the last. Using normalization and no-signaling conditions to fill in the rest of the table, we find it is of the form of the no-signaling box in Theorem 3. There remains to check for disagreement, i.e. that if
\[ q_A = p(b = 1|a = 0, x = 0, y = 1) \neq p(a = 1|b = 0, x = 1, y = 0) = q_B \] (66)

then
\[ \tilde{p}(b = 1|\tilde{a}, \tilde{x} = 0, \tilde{y} = 1) \neq \tilde{p}(\tilde{a} = 1|b, \tilde{x} = 1, \tilde{y} = 0). \] (67)

Since $\alpha_N \subseteq \alpha_0$ and $\beta_N \subseteq \beta_0$, $p(b = 1|a^*, x = 0, y = 1) \neq p(a = 1|b^*, x = 1, y = 0)$ holds in particular for all $a^* \in \alpha_N, b^* \in \beta_N$. This means that, for $a^* \in \alpha_N, b^* \in \beta_N$,
\[ \frac{p(a^*1|01)}{\sum_{b \in B} p(a^*b|01)} \neq \frac{p(1b^*|10)}{\sum_{a \in A} p(ab^*|10)} \] (68)

and so
\[ p(a^*1|01) \sum_{a \in A} p(ab^*|10) \neq p(1b^*|10) \sum_{b \in B} p(a^*b|01). \] (69)

Then, we can sum over $\alpha_N$ and $\beta_N$ on both sides to find
\[ \sum_{a^* \in \alpha_N} p(a^*1|01) \sum_{a \in A} p(ab^*|10) \neq \sum_{b^* \in \beta_N} p(1b^*|10) \sum_{b \in B} p(a^*b|01). \] (70)
But in terms of $\tilde{p}$, this corresponds to

$$
\tilde{p}(01|01) \sum_{\tilde{a} \in \{0,1\}} \tilde{p}(\tilde{a}0|10) \neq \tilde{p}(10|10) \sum_{\tilde{b} \in \{0,1\}} \tilde{p}(0\tilde{b}|01)
$$

which implies

$$
\tilde{p}(\tilde{b} = 1|\tilde{a} = 0, \tilde{x} = 0, \tilde{y} = 1) \neq \tilde{p}(\tilde{a} = 1|\tilde{b} = 0, \tilde{x} = 1, \tilde{y} = 0)
$$

and hence the disagreement occurs for the $\tilde{p}$ distribution as well, which proves the result.

Notice that the sets $\tilde{\alpha}_0, \tilde{\beta}_0$ in the distribution $\tilde{p}$ (defined analogously to $\alpha_0, \beta_0$ in the distribution $p$) will correspond to outputs $\tilde{a}, \tilde{b} = 0$, respectively. This is to be expected, as the map $p \rightarrow \tilde{p}$ gives rise to a no-signaling box of the form of the one in Theorem 3, where the sets $\tilde{\alpha}_0, \tilde{\beta}_0$ contain a single element each. (In effect, this means we are ignoring the outputs $a^* \in \alpha_0 \setminus \alpha_N$ and $b^* \in \beta_0 \setminus \beta_N$, but those outputs lead to disagreement but not to common certainty of it, so they can be safely discarded.)

Supplementary Note 6 - Singular disagreement

Theorem 6. There is no local two-input two-output box that gives rise to singular disagreement.

Proof. Assume Alice and Bob input $x = y = 0$ and obtain $a = b = 0$. This implies

$$
p(00|00) > 0.
$$

Alice assigns

$$
p(b = 1|a = 0, x = 0, y = 1) = 1,
$$

and Bob assigns

$$
p(a = 1|b = 0, x = 1, y = 0) = 0.
$$

Further, the outputs for input $(x, y) = (1, 1)$ are perfectly correlated, so, in particular,

$$
p(01|11) = 0.
$$

Equations (74) and (75) imply, respectively,

$$
p(00|01) = 0 \text{ and } p(10|10) = 0.
$$

However, equations (74), (76) and (77) make up a form of Hardy’s paradox [17], which is known not to hold for local distributions.

Theorem 7. A two-input two-output no-signaling box gives rise to singular disagreement if and only if it takes the form of Supplementary Table 2.

Proof. First, we show that singular disagreement implies that the no-signaling box must be of the above form. By construction, the inputs $x = y = 1$ have perfectly correlated outputs, so that

$$
p(01|11) = p(10|11) = 0.
$$
Table 2: Parametrization of two-input two-output no-signaling boxes with singular disagreement. Here, \( r, s, t, u, \in [0, 1] \) are such that all the entries of the box are non-negative, \( s > 0 \), and \( s + t \neq 0 \) and \( u + t \neq 1 \).

| \( xy \) \( \setminus ab \) | 00 | 01 | 10 | 11 |
|---|---|---|---|---|
| 00 | \( s \) | \( t \) | \( 1 - s - u - t \) | \( u \) |
| 01 | 0 | \( s + t \) | \( r \) | \( 1 - s - t - r \) |
| 10 | \( 1 - u - t \) | \( u + t + r - 1 \) | 0 | \( 1 - r \) |
| 11 | \( r \) | 0 | 0 | \( 1 - r \) |

Also, singular disagreement requires

\[
p(b = 1|a = 0, x = 0, y = 1) = 1, \quad (79)
\]

\[
p(a = 1|b = 0, x = 1, y = 0) = 0. \quad (80)
\]

Equation (79) implies that \( p(00|01) = 0 \) and \( p(01|01) \neq 0 \), while Equation (80) implies that \( p(10|10) = 0 \) and \( p(00|10) \neq 0 \). The rest of the entries follow from normalization and no-signaling conditions. The condition \( s > 0 \) ensures that \( p(00|00) > 0 \), as per the input and output that the observers in fact obtained. Therefore, any two-input two-output no-signaling box that gives rise to singular disagreement must be of the above form.

Proving the converse is straightforward, as it suffices to check that Equations (79) and (80) are satisfied for the parameters of the box. \( \square \)

**Theorem 8.** No two-input two-output quantum box can give rise to singular disagreement.

**Proof.** Ref. [27] guarantees that boxes of Theorem 7 are either local or postquantum. This can be seen by observing that the mapping

\[
x \mapsto x \oplus 1,
\]

which is a symmetry of the box, makes all four 0’s lie in entries \( p(ab|xy) \) such that \( a \oplus b \oplus 1 = xy \). As stated in Sections III and V.B of Ref. [27], all boxes with four 0’s in entries of the above form lie in quantum voids. In fact, the boxes in Theorem 7 cannot be local as we have seen that they contain a Hardy paradox, so that all such boxes are postquantum. \( \square \)

**Theorem 9.** No quantum box can give rise to singular disagreement.

**Proof.** Like in Theorem 5, we show that any no-signaling box with singular disagreement induces a 2-input 2-output no-signaling box with the same property, and rely on Theorem 8 to deduce that no quantum system can give rise to singular disagreement.

Analogously to Theorem 5 to prove the Theorem for singular disagreement we define a mapping from a distribution \( \{p(ab|xy) : a \in A, b \in B, x \in X, y \in Y\} \) to an ‘effective’ distribution \( \{\tilde{p}(\tilde{a}\tilde{b}|\tilde{x}\tilde{y}) : \tilde{a}, \tilde{b}, \tilde{x}, \tilde{y} \in \{0, 1\}\} \) such that the following conditions hold:

(i) if \( \{p(ab|xy)\} \) is quantum, then so is \( \{\tilde{p}(\tilde{a}\tilde{b}|\tilde{x}\tilde{y})\} \),
(ii) if \( \{p(ab|xy)\} \) satisfies singular disagreement, then so does \( \{\tilde{p}(\tilde{a}\tilde{b}|\tilde{x}\tilde{y})\} \).

Again, the number of inputs can be reduced to 2 without loss of generality. To group the outputs, we notice that the sets \( A_0, B_0 \) also play a role in singular disagreement, as they group the outputs of each party which lead them to assign their respective probabilities to the event. Then, we group the outputs according to whether or not they belong in the sets \( \alpha_0, \beta_0 \) (for input 0) and whether or not they correspond to the event obtaining, i.e. whether or not they are equal to 1 (for input 1). We obtain the same mapping (59) as before, substituting \( \alpha_N \) for \( \alpha_0 \) and \( \beta_N \) for \( \beta_0 \). With this replacement, condition (i) follows by the same proof as before. To check condition (ii) we know that, for all \( a^* \in \alpha_0 \),

\[
p(b = 1|a^*, x = 0, y = 1) = 1
\]  

(82)

and so

\[
p(a^*1|01) = \sum_{b \in B} p(a^*b|01).
\]  

(83)

Summing over \( a^* \in \alpha_0 \) and rewriting the expression in terms of \( \tilde{p} \), we find

\[
\tilde{p}(01|01) = \sum_{b \in \{0,1\}} \tilde{p}(0b|01)
\]  

(84)

which implies

\[
\tilde{p}(\tilde{b} = 1|\tilde{a} = 0, \tilde{x} = 0, \tilde{y} = 1) = 1.
\]  

(85)

Similarly, for all \( b^* \in \beta_0 \) we have

\[
p(a = 1|b^*, x = 1, y = 0) = 0,
\]  

(86)

hence

\[
p(1b^*|10) = 0
\]  

(87)

and so, by adding over \( b^* \in \beta_0 \) and mapping to \( \tilde{p} \), we find

\[
\tilde{p}(10|10) = 0
\]  

(88)

as required.