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Abstract

We introduce a general-purpose method for optimising the mixing rate of advective fluid flows. An existing velocity field is perturbed in a $C^1$ neighborhood to maximize the mixing rate for flows generated by velocity fields in this neighborhood. Our numerical approach is based on the infinitesimal generator of the flow and is solved by standard linear programming methods. The perturbed flow may be easily constrained to preserve the same steady state distribution as the original flow, and various natural geometric constraints can also be simply applied. The same technique can also be used to optimize the mixing rate of advection-diffusion flow models by manipulating the drift term in a small neighborhood.

1 Introduction

Mixing in fluids is a question of fundamental interest in engineering, the physical sciences, and the natural sciences, with applications ranging from industrial and chemical mixing on small and large scales, to preventing the spreading of pollutants in geophysical flows. In many applications (e.g. microfluid mixing) homogeneity requirements for mixtures are becoming more stringent as mixing technology improves and new materials are developed. The goal of this work is to introduce a general purpose method for manipulating the mixing of fluids, under user-specified limits on the extent of the external changes to the generating dynamical flow. We refer the reader to the book of Sturman et al. [46] for mathematical foundations of advective (kinematic) mixing, and to [2] for a recent survey of chaotic advection.
For $M \subset \mathbb{R}^d$ a compact, smooth manifold with vanishing curvature and $v : M \to \mathbb{R}^d$ a steady vector field, the Fokker-Planck equation (or Kolmogorov forward equation or advection-diffusion equation)

$$\frac{\partial u}{\partial t} = -\nabla \cdot (vu) + \frac{\epsilon^2}{2}\Delta u,$$

(1)
describes the evolution of a concentration field $u(x, t)$ in the fluid. The right hand side of (1) is a second order elliptic operator $A$ (the infinitesimal operator or infinitesimal generator). We assume conservation of mass, namely zero Neumann boundary conditions, $v(x) \cdot \nabla n(x) = 0$ for all $x \in \partial M$, where $n(x)$ is the outward pointing normal vector at $x \in \partial M$; this ensures the spectrum of $A$ lies in the left half of the complex plane and includes $0 \in \mathbb{C}$. For steady flows, the eigenfunction corresponding to the zero eigenvalue describes the steady state concentration field. The rate at which initial concentrations converge to this equilibrium concentration depends on the gap between the imaginary axis and the real part of the next spectral value.

An important global feature of mixing, strange eigenmodes, arises directly from eigenfunctions of the infinitesimal generator. Strange eigenmodes are eigenfunctions of the infinitesimal generator that correspond to eigenvalues close to the imaginary axis, when the remainder of the spectrum is much farther from the imaginary axis; that is, there is a large spectral gap between the two collections of eigenvalues. This large spectral gap means that the strange eigenmodes decay much more slowly and survive over much longer timescales than lower eigenmodes; see [12] for a discussion in the present setting and [7, 6, 9] for analogous results in discrete time. The term “strange” was suggested since the spatial scale of the eigenmode can be arbitrarily small as the diffusion approaches zero. When the flow is time-periodic, the strange eigenmodes are themselves time-periodic [52, 13]; see also [10] and [14] for the discrete time case with periodic and aperiodic driving, respectively. At low Pécelt numbers ($\epsilon > 0$ small), level sets of the strange eigenmodes correspond to parts of the domain $M$ that are almost-invariant [12] (resp. almost-periodic [13]) under the steady flow $\dot{x} = v(x)$ (resp. under the periodically driven flow $\dot{x} = v(x, t)$). If the goal is to enhance mixing, then one of the outcomes of our approach will be to weaken the invariance properties of these structures. The concept of strange eigenmodes has been applied to the identification of oceanic gyres [15, 19], and the tracking of atmospheric vortices [18] and ocean eddies [11]. Strange eigenmodes have also been investigated in the context of open flows [21, 22] and flows in Batchelor-regime turbulence, where the momentum diffusivity is much larger than the scalar diffusivity [8, 24].

In prototype flows of industrial mixing and static mixing devices, a mapping method introduced in [45] has been recently applied to analyse, design and optimize mixing protocols [44, 43, 20] for time-periodic flows. We remark that the mapping method [45] is

---

1the obvious extensions can be made for general Riemannian manifolds.

2Periodically driven flows will be discussed in Section 2.1.

3We remark that the word “generator” is also used for the infinitesimal operator associated with the Kolmogorov backward equation. This operator is the $L^1 - L^\infty$ adjoint of our generator $A$; see e.g. [28] for details.
equivalent to Ulam’s method \cite{51}, which we introduce later.

Before one can optimize mixing, one first needs to quantify mixing. Popular mixing measures in the advection-diffusion setting have been based on quantities such as dispersion statistics and spatial variance of passive scalar concentrations; see e.g. \cite{41, 31, 49, 47}. Mathew, Mezić and Petzold \cite{35} introduced a multiscale measure for mixing on tori. This multiscale norm, called the mix-norm, is equivalent to a Sobolev norm of index $-1/2$. If one instead uses an index of $-1$, the decay of a concentration field in the corresponding Sobolev norm is equivalent to weak convergence of the concentration field to zero in $L^2$, provided the concentration field remains uniformly bounded in $L^2$ for all $t > 0$ \cite{48}. Further, if one obtains the above weak convergence for all $f \in L^2$ with zero mean, then this is equivalent to the notion of mixing in ergodic theory \cite{53, 38}. We refer the reader to \cite{48} for a detailed review on multiscale norms, including an extensive list of references.

Our approach in the present work is to quantify the (exponential) mixing rate as the largest nontrivial real part of the spectrum of the generator; that is,

$$\Lambda := \max \{ \Re \lambda : \lambda \in \sigma(A) \setminus \{0\} \} < 0.$$  \hfill (2)

If $u(\cdot, 0)$ is a concentration field with zero mean, we have

$$\|u(\cdot, t)\|_{L^2} \leq Ce^{\Lambda t} \text{ for all } t > 0,$$  \hfill (3)

where $C$ is a constant depending on $u(\cdot, 0)$, but the rate $\Lambda$ is independent of $u(\cdot, 0)$. Thus, one has that $u(\cdot, t)$ converges exponentially quickly (at rate $\Lambda$) to zero in $L^2$ norm.

With these established methods of quantifying mixing, one can now turn to the problem of optimising mixing. Existing methods include switching the vector field between a small number of prespecified vector fields \cite{34, 5, 36}, or by additionally optimising a small number of parameters for the vector field \cite{23}. In contrast to the above work we carry out a full optimisation over all vector fields in a small neighborhood of the provided vector field, rather than a restricted low-dimensional optimisation based on switching between specified vector fields or tuning a small number of control parameters. The problem we solve is more difficult because of its high dimensionality, but the payoff is that we can find more efficiently mixing vector fields because we do not restrict ourselves to a handful of prespecified vector fields. Another crucial difference between our current approach and all previous approaches mentioned above is that our proposed optimisation provides a guaranteed mixing rate for all initial concentration, and is not only effective for a specific initial concentration. This advantage arises from the manipulation of the spectrum of the generator, rather than the manipulation of norms of specific concentration fields.

There is analytic work on constructing rapidly mixing velocity fields, including \cite{30, 1, 54}; these methods do not consider perturbations or tunings of a given velocity field. Further analysis of the rate of mixing achieved in \cite{30} is provided in \cite{32} and \cite{26} also provide bounds on achievable mixing rates for enstropy-limited velocity fields. As an alternative to optimising the velocity field, \cite{10} determine an optimal local diffusion to minimize the $L^2$ distance between the current concentration field and the steady state in one time step. Other work on fluid mixing includes \cite{50} who identify optimal source distributions which are
best mixed for given stirring field and diffusivity. Balasuriya [3] surveys dynamical systems techniques to enhance mixing in the context of microfluids.

Our main contribution in this paper is to numerically determine an optimal small perturbation of a given vector field which most enhances mixing. This goal can be easily reversed to find an optimal small perturbation that most inhibits mixing, and further, one can also target specific strange eigenmodes to either weaken or strengthen their effect on overall mixing. Our approach is based on representing this difficult nonlinear problem as a linear problem via the generator of the flow. We use a low-order approximation method known as “Ulam’s method for the generator”: we (indirectly) compute a time derivative of the matrix produced by the usual Ulam’s method; see [12]. This approach, which is strongly related to the upwind scheme in finite volume methods [29] has many advantages, perhaps most importantly the considerably reduced numerical effort as time integration of trajectories is no longer required as in the standard Ulam approach [51, 7]. Once in this linear (but high-dimensional) form, we use finite difference methods to create a linear program which may be solved using standard software (e.g. a standard implementation of simplex or barrier methods). We illustrate our numerical approach on a steady two-dimensional flow and a periodically driven two-dimensional flow.

Our approach is very flexible: it allows the trivial introduction of practical constraints, such as prohibiting perturbations (i) in certain parts of the spatial domain and (ii) at certain times in the case of periodic driving. Moreover, it is also trivial to make the size of the perturbation depend on either space or time, or both. Our results show that by making small changes to the vector field, dramatic changes in the dynamics and mixing of the fluid flow can be achieved.

The paper is arranged as follows. In Section 2 we describe in more detail our mathematical setting and define the generator for the steady and periodically driven situations. Section 3 outlines the numerical approximation of the generator; specifically Ulam’s method for the generator [12]. In Section 4 we develop the linear program which forms the core of the paper. We begin by introducing the necessary constraints to ensure that the feasible region is the class of matrices that are interpretable as Ulam generators. We then move on to the constraints that ensure that the perturbed Ulam generator corresponds to a generator for a vector field that is a small perturbation of the original vector field, and finally, we construct the objective itself. Having performed the numerical optimisation, Section 5 then describes how to extract a perturbed vector field from the perturbed Ulam generator matrix.

Two case studies are presented in Section 6. The first is a steady two-dimensional flow. In this setting the advective dynamics is rather rigid: particle trajectories must either move around closed curves or approach equilibrium points. We show that even in this rather inflexible situation, one can still make significant improvements in the mixing rate by small modifications to the vector field. The second case study is a periodically-driven two-dimensional flow where the advective dynamics displays both chaotic and regular (integrable) regimes. We demonstrate how a relatively small perturbation can achieve a large increase in the size of the chaotic region and a corresponding decrease in the regular region, leading to a sharp improvement in mixing. Finally, for the same system, we specifically target the regular re-
regions and using small perturbations, (i) destroy the regular regions as much as possible, and
(ii) enhance the regular regions as much as possible.

2 Generators and their spectrum

Our domain $M \subset \mathbb{R}^d$ is a compact, smooth manifold with vanishing\footnote{the obvious extensions can be made for general Riemannian manifolds.} curvature and $m$ denotes the volume measure on $M$. We begin by discussing the autonomous setting before extending the discussion to the periodically-driven case. We denote by $v : M \rightarrow \mathbb{R}^d$ the vector field that generates the flow; we assume that $v$ is at least $C^1$ and that unique solutions of $\dot{x} = v(x)$ exist in both time directions. The flow map generated by the vector field is denoted $\Phi : \mathbb{R} \times M \rightarrow M$, and $\Phi(t, x) \in M$ is the location of a trajectory after beginning at $x \in M$ and flowing for $t$ units of time. We assume that $\Phi$ preserves an absolutely continuous invariant probability measure $\mu$; that is, $\mu(\Phi(t, A)) = \mu(A)$ for all Borel measurable $A \subset M$ and for all $t \in \mathbb{R}$. For example, if the flow is incompressible (i.e. $v$ is divergence-free), then $\mu$ is normalised volume: $\mu(\cdot) = m(\cdot)/m(M)$. We denote the density of $\mu$ with respect to Lebesgue by $h = d\mu/dm$. Associated with the flow map $\Phi$ is the transfer (or Perron-Frobenius) operator $P : \mathbb{R} \times L^1(M, m) \rightarrow L^1(M, m)$ defined by

$$P(t, f) = f \circ \Phi(-t, x) \cdot |\det D\Phi(-t, x)|.$$ 

The operator $P(t, \cdot)$ is the natural push-forward on densities for $t$ units of time, and invariance of $h$ can be stated as $P(t, h) = h$ for all $t \in \mathbb{R}$. The transfer operator is generated by the infinitesimal operator or generator $A : D(A) \rightarrow L^1(M)$, defined by

$$A f = \lim_{t \rightarrow 0} \frac{P(t, f) - f}{t},$$

(4)

where $D(A)$ is the set of $L^1$ functions for which the limit exists in the strong $L^1$ sense. From this definition, it is clear that $Ah = 0$. It is well-known that for continuously differentiable $f$, one has

$$A f = -\nabla \cdot (vf),$$

and that functions $u(t, x) = P(t, u(x, 0))$ satisfy the continuity equation

$$\frac{\partial u}{\partial t} + -\nabla \cdot (vu) = 0.$$ 

The operator $A$ “generates” $P$ because $Af = \lambda f \Leftrightarrow P(t, f) = e^{\lambda t} f$ for $f \in L^1$, $\lambda \in \mathbb{C}$ and $t \geq 0$; this is the content of the Spectral Mapping Theorem \footnote{the obvious extensions can be made for general Riemannian manifolds.} \cite{37} (Theorem 2.2.4).

In the sequel we consider the generator of the SDE

$$dx_t = v(x_t) + \epsilon dw_t,$$

(5)
for small $\epsilon > 0$, with reflecting boundary conditions, and where $dw_t$ represents Brownian motion. The reason for the introduction of a Wiener process is mainly to simplify the functional analytic setup. The corresponding generator is

$$\mathcal{A}f = -\nabla \cdot (vf) + \frac{\epsilon^2}{2} \Delta f,$$

and one is concerned with solutions of the Fokker-Planck (or forward Kolmogorov or advection-diffusion) equation

$$\frac{\partial u}{\partial t} = -\nabla \cdot (vu) + \frac{\epsilon^2}{2} \Delta u,$$

initialised with some $u(0, \cdot)$, and with zero Neumann boundary conditions on $\partial M$ (the latter ensure that mass is preserved in $M$ by this “no flux” condition). The operator $\mathcal{A}$ is elliptic, but not self-adjoint in general, and one can find a $c < 0$ such that $\sigma(\mathcal{A}) \cap \{z \in \mathbb{C} : \Re z \geq c\}$ consists only of the eigenvalue $\lambda_1 = 0$. Associated with the eigenvalue $\lambda_1 = 0$ is the unique equilibrium concentration $h$ of the associated stochastic process: $\mathcal{A}h = 0$. The real part of the eigenvalue $\lambda_2$ closest to the imaginary axis controls the mixing rate of the SDE (more negative, faster mixing), and it is this spectral gap between 0 and $\Re \lambda_2$ that we wish to widen through perturbation of $v$.

### 2.1 Periodically driven flows

For periodically-driven flows we have $v : M \times \tau S^1 \to \mathbb{R}^d$, where $\tau$ is the driving period and $S^1$ is the circle of unit circumference. The flow map is $\Phi : \mathbb{R} \times \tau S^1 \times M \to M$, and $\Phi(t, s, x) \in M$ is the location of a trajectory after beginning at $x \in M$ at a time $s$, and flowing for $t$ units of time. Associated with the flow map $\Phi$ is the transfer (or Perron-Frobenius) operator $\mathcal{P} : \mathbb{R} \times \tau S^1 \times L^1(M, m) \to L^1(M, m)$ defined by

$$\mathcal{P}(t, s, f) = f \circ \Phi(-t, s, x) \cdot |\det D\Phi(-t, s, x)|.$$

If we were to take the limit $[13]$ we would obtain a different operator $\mathcal{A}_s$ at each $s \in \tau S^1$, and none of these would generate $\mathcal{P}$ in the usual sense. Therefore, following the constructions in $[13]$ we augment the phase space by defining $\mathcal{M} = \tau S^1 \times M$. Further, as in the autonomous setting, we add a Brownian motion term to yield a simpler spectral theory. We have

$$d\theta_t = dt,$$

$$dx_t = v(\theta_t, x_t)dt + \epsilon dw_t,$$

or alternatively,

$$dx_t = v(x_t)dt + \epsilon dw_t$$

where the augmented state $\mathbf{x} = (\theta, x)$, the vector field $v = (1, v(\theta, x))$, and $\{w_t\}$ is a $(d+1)$-dimensional standard Wiener process, and

$$\epsilon = \begin{pmatrix} \epsilon I_{d \times d} & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{(d+1) \times (d+1)}.$$
where $I_{d \times d} \in \mathbb{R}^{d \times d}$ is the identity matrix. The generator on this augmented phase space can be obtained from the Fokker–Planck equation associated with (7). Let $f : M \to \mathbb{R}$ and denote $f_\theta$ on each time fibre $\theta$ by $f_\theta = f(\theta, \cdot)$. We have 

$$A f(\theta, x) = -\partial_\theta f(\theta, x) + A_\theta f_\theta(x), \quad (8)$$

where by (6), one has 

$$A_\theta f = -\nabla \cdot (v(\theta, \cdot) f) + \frac{\epsilon^2}{2} \Delta f.$$

We call $A$ the augmented generator. The spectral structure of $A$ in the periodically driven setting is similar to the spectrum of $A$ in the autonomous setting; see [13] for details. In particular, we wish to widen the spectral gap between the imaginary axis and the eigenvalue $\lambda_2$ with real part closest to the imaginary axis.

3 Numerical approximation of the generator

Our strategy for optimally perturbing the vector field $v$ in some pre-specified neighborhood to maximize the rate of mixing is to work directly with the generator rather than the vector field. In order to practically optimize the generator we require some finite-dimensional numerical representation. Moreover, it is advantageous if there is a simple connection between this numerical representation and the underlying vector field. Our numerical method of choice is the “Ulam’s method for the generator” method, developed in [12], and we refer the reader to this paper for details beyond those presented here. The recent work of [13] extends this methodology to the situation of periodically driven dynamics, which is of particular interest in fluid dynamics. We describe the method first for autonomous vector fields and then the required modifications for periodically-driven systems.

Partition $M$ into rectangular sets of identical size to form $B_n = \{B_1, \ldots, B_n\}$, and let $\Xi_n$ denote the span of the indicator functions on the elements of $B_n$. The standard Ulam’s method [51] to estimate the action of transfer operators on $\Xi_n$ can be adapted to create an approximate generator $A_n$ (also acting on $\Xi_n$) by using (1) with $P$ replaced by its Ulam version; see [12]. It may then be shown that the matrix representation of $A_n : \Xi_n \to \Xi_n$, under left multiplication, is given by the following formula:

$$(A_n)_{ij} = \begin{cases} 
\frac{1}{m(B_j)} \int_{B_i \cap B_j} \max\{v(x) \cdot n_{ij}, 0\} \, dm_{d-1}(x), & i \neq j; \\
-\sum_{j \neq i} \frac{m(B_j)}{m(B_i)} (A_n)_{ij}, & \text{otherwise},
\end{cases}$$

where $m_{d-1}$ is the $d - 1$-dimensional volume measure induced on co-dimension 1 surfaces (used here to integrate over a face of a rectangular prism), and $n_{ij}$ is the unit normal vector pointing out of $B_i$ into $B_j$ (or the zero vector if $B_i \cap B_j$ is empty). Given $f = \sum_{i=1}^n f_i 1_{B_i} \in \Xi_n$, one computes $A_n(f) = \sum_{j=1}^n (\sum_{i=1}^n (A_n)_{ij} f_i) 1_{B_j}$. It is shown in Lemma 4.7 [12] that there exists a nonnegative, nonzero $h_n \in \Xi_n$ with $A_n(h_n) = h_n$. Moreover, the spectrum of $A_n$
is confined to the left half of the complex plane. The matrix $A_n$ is related to the upwind scheme in finite-volume methods \[29\] and the spatial discretisation of $M$ into $B_n$ induces a numerical diffusion. Thus, as remarked in \[12\], the generator $A_n$ is in fact a better numerical approximation of an SDE of the type \[5\] for suitable $\epsilon$ and covariance matrix, than the deterministic ODE $\dot{x} = v(x)$. In fact, it is shown in \[12\] that $A_n$ can be regarded as a rate matrix for a Markov jump process, identifying each box as a state. In our computations, we use a partition $B_n$ into cubes 5 or approximate cubes, so as to make this numerical diffusion as isotropic as possible. We therefore think of $A_n$ as an approximate generator for a process of the type \[5\]. We compute the integral in \[9\] by numerical quadrature.

### 3.1 Periodically driven case

In the periodically-driven setting, we use exactly the same constructions as above, but now $B_n$ is a partition of the augmented space $M$ into rectangles with are approximately cubic. We remark that if two rectangles $B_i$ and $B_j$ intersect at a face perpendicular to the time direction, the integral in \[9\] is simply $1/(\text{diameter of the set } B_j \text{ in the time direction})$; in particular, no quadrature is required for these faces.

### 4 A linear program to enhance mixing

Recall that we wish to increase the $L^2$-mixing rate $\Lambda$ (defined in \[3\]) of the SDE \[5\] (resp. \[7\]) in the autonomous (resp. periodically-driven) setting, by increasing the spectral gap of $A_n$ from the imaginary axis. We now discuss this problem of optimising the spectrum of $A_n$ subject to necessary and desirable constraints. First, we attend to the necessary constraints.

#### 4.1 Constraints to ensure we have a valid Ulam generator

Suppose that we perturb the matrix $A_n$ by adding a perturbation matrix $E$. The resulting matrix $A_n + E$ should satisfy various conditions. Note that all of the following constraints are linear in $E$.

**Conservation of mass:** Conservation of mass is expressed as $A_n^*(1) = A_n 1 = 0$, where $A_n^*$ is the $L^2$-adjoint of $A_n$. We require that the perturbed generator also conserve mass. In terms of $A_n$ this is expressed as $1 A_n^T = 0$. Thus we insist that

$$\sum_{j=1}^{n} E_{ij} = 0 \text{ for all } 1 \leq i \leq n.$$  

\[\text{5}\text{One can alternatively efficiently include an additional discrete isotropic diffusion term as in \[13\] to achieve isotropic diffusion with a rectangular grid.}\]
Signs of entries of $A_n + E$: A necessary condition for $A_n + E$ to be a genuine generator is that the signs of the entries of $A_n + E$ match those prescribed in (9). In particular, diagonal entries are non-positive and off-diagonal entries are non-negative, or in symbols,

$$A_{n,ij} + E_{ij} \geq 0 \text{ for } i \neq j, \text{ and } A_{n,ii} + E_{ii} \leq 0 \text{ for } 1 \leq i \leq n.$$ 

Preservation of the same equilibrium distribution: Suppose that $h_n$ is the invariant density of the approximate generator $A_n$; one has $A_n(h_n) = 0$, or $h_nA_n = 0$. After adding the perturbation, it is likely that we wish to preserve the same invariant density. An important example of this principle is that a volume-preserving flow should remain volume-preserving after the perturbation. Thus, we require

$$\sum_{i=1}^{n} h_{n,i} E_{ij} = 0 \text{ for each } 1 \leq j \leq n,$$

where $h_{n,i}$ are the coefficients of the step function $h_n = \sum_{i=1}^{n} h_{n,i} 1_{B_i}$.

Flow can only occur through rectangles with adjacent faces: If two rectangles $B_i$ and $B_j$ do not meet at a face then there can be no flow directly from $B_i$ to $B_j$. Thus,

$$A_{n,ij} + E_{ij} = 0, \text{ if } B_i \text{ and } B_j \text{ do not meet at a face.}$$

In fact, at the discrete level of rectangles, there should not be flow out of $B_i$ into $B_j$ and vice-versa. A simple way to enforce this, which is only a mild restriction on the generality of $E$, is to allow outflow from $B_i$ into $B_j$ according to the perturbed generator only when there was already such an outflow for the original generator. We do this in all reported numerical experiments in Section 6.

4.2 Constraints to ensure the perturbation is small

At this point, if $A_n + E$ satisfies the above conditions, it is a perfectly good Ulam generator. However, by making the entries of $E$ larger, which corresponds to making the underlying flow faster, we can trivially speed up the rate of mixing simply by putting e.g. $E = \beta A_n$ for some large $\beta > 0$; this would correspond to replacing $v$ with $(1 + \beta)v$. Our goal is to maximize the mixing rate while only perturbing within a small neighborhood of the original vector field. Thus, we require additional constraints on $E$ to remain in such a neighborhood. The discussion below is for the autonomous setting; afterwards we describe the necessary changes in the periodically driven setting. The user may be satisfied with only a subset of the following constraints, for example, only constraining the optimized velocity field or the optimal perturbation, but not both. For completeness we describe how to constrain both.

By inspecting (9), we see that we may interpret $A_{n,ij}$ as the mean, normal, outward velocity on the face $B_i \cap B_j$ divided by the diameter of the rectangles in this normal direction.
Therefore, given a matrix $A_n$, we can infer a corresponding spatially discretized vector field at the centroids of the rectangle faces, denoted $v^+_{n,ij}$. Explicitly,

$$v^+_{n,ij} = A_{n,ij} \cdot \Delta_{ij}, \quad (10)$$

where $\Delta_{ij}$ is the rectangle diameter in the direction normal to $B_i \cap B_j$. As we assume that the rectangles comprising $B_n$ are identical, there are only $d$ distinct values for the $\Delta_{ij}$. We now detail several constraints to control the perturbed, discrete vector field, denoted by $\tilde{v}^+_{n,ij}$.

No increase in the maximum speed of the perturbed velocity field: We wish to ensure that $\|\tilde{v}\|_\infty \leq \|v\|_\infty$.

Suppose that $B_i$ and $B_j$ are boxes sharing a face. At the discrete level, we want to ensure that $\max_{1 \leq i,j \leq n} |v^+_{n,ij}|$ is not increased by the perturbation. To achieve this we set

$$A_{n,ij} + E_{ij} \leq \max_{1 \leq i,j \leq n} A_{n,ij}. \quad (11)$$

No increase in the mean speed of the perturbed velocity field: The rate of total flux exiting a rectangle $B_i$ is captured by the diagonal element $A_{n,ii}$. We can therefore ensure that the rate of total flux over all of the phase space $X$ is not increasing by insisting that

$$\sum_{i=1}^{n} E_{ii} \geq 0, \quad (12)$$

noting that the diagonal elements of $A_n$ are non-positive.

Locally limiting the velocity perturbation: We wish to remain in a $C^0$ neighborhood of the original velocity field, i.e. $\|\tilde{v} - v\|_\infty$. Suppose that $B_i$ and $B_j$ are boxes sharing a face. At the discrete level, we desire $|\tilde{v}^+_{n,ij} - v^+_{n,ij}| = |E_{ij}| \Delta_{ij} \leq \epsilon_1$, by $(10)$ where $\epsilon_1$ is our allowed $C^0$ deviation. We therefore constrain

$$|E_{ij}| \leq \epsilon_1 / \Delta_{ij}, \quad 1 \leq i \neq j \leq n. \quad (13)$$

Locally limiting the maximum spatial derivative of the perturbed velocity field:

High rates of mixing can be achieved by spatially irregular vector fields (see for example [30]). Using the discrete generator $A_n$, we can estimate the derivatives of the perturbed vector field by taking differences of the discrete velocity estimates in $(11)$ in each of the coordinate directions. For example in two dimensions,

$$|\tilde{v}^+_{ij} - \tilde{v}^+_{jk}| = |(A_{n,ij} + E_{ij}) - (A_{n,jk} + E_{jk})| \Delta_{ij} \leq \epsilon_2, \quad (14)$$

$$|\tilde{v}^+_{ij} - \tilde{v}^+_{kl}| = |(A_{n,ij} + E_{ij}) - (A_{n,kl} + E_{kl})| \Delta_{ij} \leq \epsilon_2, \quad (15)$$

\textsuperscript{6}One could easily allow a small increase if one wishes.
where $\epsilon_2$ is our allowed spatial derivative bound and in (14) the faces $B_i \cap B_j$ and $B_j \cap B_k$ are opposing (Figure 1), while in (15) the faces $B_i \cap B_j$ and $B_k \cap B_l$ are adjacent (Figure 2).

![Figure 1: Schematic for the approximation in (14).](image1)

![Figure 2: Schematic for the approximation in (15).](image2)

**Locally limiting the maximum spatial derivative of the perturbation:** Our aim is to make a small $C^1$ perturbation of the original vector field. The spatial derivative of the perturbation can be estimated and constrained by:

$$|E_{ij} - E_{jk}| \leq \frac{\epsilon_3}{\Delta_{ij}}, \quad (16)$$

$$|E_{ij} - E_{kl}| \leq \frac{\epsilon_3}{\Delta_{ij}}, \quad (17)$$

where $\epsilon_3$ is our allowed spatial derivative bound, and in (16) the faces $B_i \cap B_j$ and $B_j \cap B_k$ are opposing (Figure 1), while in (17) the faces $B_i \cap B_j$ and $B_k \cap B_l$ are adjacent (Figure 2).

### 4.3 The objective

Consider a family of matrices $A_n + tE$, where $E$ is a small-magnitude perturbation matrix and $t \in \mathbb{R}$. Because there is no simple expression for the eigenvalues of $A_n + tE$ in terms of the eigenvalues of $A_n$, we will use a linearised estimate for the eigenvalues of $A_n + tE$ based on the derivatives of the eigenvalues of $A_n$ with respect to $t$. Such an estimate will
be valid because $E$ is small; we will evaluate this linearised estimate at $t = 1$. By standard arguments (e.g. Theorem 6.3.12 [25]), one has

$$\frac{d\lambda_k}{dt} = (y^k)^* E w^k,$$

where $\lambda_k \in \mathbb{C}$ is the $k^{th}$ eigenvalue of $A_n$, and $y^k$ (resp. $w^k$) are the left (resp. right) eigenvectors of $A_n$, normalised so that $(w^k)^* w^k = 1$ and $(y^k)^* w^k = 1$, $k = 1, \ldots, K$. We are interested in the real part of $\lambda_k$; from (18) one easily computes

$$\frac{d}{dt} (\Re \lambda_k) = \Re (y^k)^\top E \Re (w^k) + \Im (y^k)^\top E \Im (w^k).$$

### 4.4 The full linear program

Below we write a simple linear program to select an $E$ to push the eigenvalues $\lambda_2, \ldots, \lambda_K$ away from the imaginary axis. Note that $\lambda_k, \Re (w^k), \Im (w^k), \Re (y^k), \Im (y^k)$, $k = 2, \ldots, K$ are all known constants, precomputed from $A_n$, and that $\epsilon_1, \epsilon_2, \epsilon_3, \Delta_{ij}$ are fixed constants. The
only variables are the entries of $E$ and the auxiliary variable $z \in \mathbb{R}$.

\[
\min_{E_{ij}} \quad z
\]

s.t. \;
\begin{align*}
    & z \geq \lambda_k + \sum_{i,j=1}^{n} \left( \Re(y_i^k)\Re(w_j^k) + \Im(y_i^k)\Im(w_j^k) \right) E_{ij}, \quad k = 2, \ldots, K \\
    & \sum_{j=1}^{n} E_{ij} = 0, \quad 1 \leq i \leq n \\
    & \sum_{i=1}^{n} y_i^1 E_{ij} = 0, \quad 1 \leq j \leq n \\
    & A_{ii} + E_{ii} \leq 0, \quad 1 \leq i \leq n \\
    & A_{ij} + E_{ij} \geq 0, \quad 1 \leq i \neq j \leq n \\
    & E_{ij} = 0, \text{ if } B_i \cap B_j = \emptyset \\
    & A_{n,ij} + E_{ij} \leq \max_{1 \leq i \neq j \leq n} A_{n,ij} \\
    & \sum_{i=1}^{n} E_{ii} \geq 0 \\
    & E_{ij} \leq \epsilon_1/\Delta_{ij} \\
    & E_{ij} \geq -\epsilon_1/\Delta_{ij} \\
    & (A_{ij} + E_{ij}) - (A_{jk} + E_{jk}) \leq \epsilon_2/\Delta_{ij} \\
    & (A_{ij} + E_{ij}) - (A_{jk} + E_{jk}) \geq -\epsilon_2/\Delta_{ij} \\
    & (A_{ij} + E_{ij}) - (A_{jk} + E_{jk}) \leq \epsilon_2/\Delta_{kl} \\
    & (A_{ij} + E_{ij}) - (A_{jk} + E_{jk}) \geq -\epsilon_2/\Delta_{kl} \\
    & E_{ij} - E_{jk} \leq \epsilon_3/\Delta_{ij} \\
    & E_{ij} - E_{jk} \geq -\epsilon_3/\Delta_{ij} \\
    & E_{ij} - E_{kl} \leq \epsilon_3/\Delta_{ij} \\
    & E_{ij} - E_{kl} \geq -\epsilon_3/\Delta_{ij}
\end{align*}

The objective is to select a generator perturbation $E$ so that the linearised estimates of the $\lambda_k$, $k = 2, \ldots, K$ after perturbation by $E$ are all as far from the imaginary axis as possible, subject to the constraints. The constraints (21) ensure mass conservation. The constraint (22) ensures that the same invariant density is preserved before and after perturbation. The constraints (23) ensure that $A + E$ is a valid Ulam generator matrix (correct signs of diagonal and off diagonal terms, and flowing only to neighbouring boxes).

The constraint (26) limits the velocity of the perturbed velocity field as per (11). The inequality (27) ensures no increase in total flux as per (12). The constraints (28) limit the size of the perturbation as per (13). The constraints (29) and (30) and (31)–(32) limit the spatial derivative of the velocity field and the perturbation, respectively, as per the constraints (14)–(15) and (16)–(17), respectively.
Solving for the optimal $E$ is fast, even for large $n$ (there are only about $2n$ variables in $E$ for 2D flows). Once we have an optimal $E$, we can infer a perturbed vector field $\tilde{v}$ corresponding to the Ulam generator $A_n + E$ as described in the next section.

**Further practical constraints and generalisations:** Our approach is flexible and practical; for example, if one can only alter the vector field physically at certain spatial locations, then it is easy to add constraints like $E_{ij} = 0$ at boxes $B_i, B_j$ where one cannot physically alter the vector field. Similarly, in the time-periodic case one can also enforce spatial perturbations only at certain times in the driving cycle. This can be achieved by setting $E_{ij} = 0$ where $B_i \cap B_j$ is a face normal to the time direction corresponding to a time at which perturbation is not possible. If one wishes the perturbation size controlled by $\epsilon_1, \epsilon_2, \epsilon_3$ to depend on space or time, these constants can depend on $i$ and $j$ with no change to the complexity of the linear program.

5 Inferring a vector field from the generator

Equation (9) describes how to construct $A_n$ from a vector field $v$. We now discuss the reverse operation, focusing on the case of divergence-free flows, corresponding to incompressible fluids.

5.1 Linear interpolation of the vector field

Let $\{v(x)\}_{x \in M}$ be a steady vector field; we describe the minor modifications required in the time-periodic case at the end of this section.

Suppose that we have partitioned $M$ into cubes $B_n$, aligned with the standard coordinate directions in $\mathbb{R}^d$. Consider a fixed rectangle $B_i \in B_n$, and its at most $2d$ neighbours $B_{i1}, \ldots, B_{i2d}$, some of which may be empty. We locally index these neighbouring boxes so that for $m = 1, \ldots, 2d$, boxes $B_{i2(m-1)+1}$ and $B_{i2m}$ correspond to intersections with $B_i$ on faces with normals in the coordinate directions $-x_m$ and $x_m$, respectively; see Figure 3.

![Figure 3: Interpolation to determine the velocity in the direction of $x_m$.](image)
By \( v_{i,k} \) the value \( A_{i,k} \Delta_{i,k} \), is the average outward-pointing velocity on the shared face \( B_i \cap B_{ik} \), pointing out of \( B_i \) into \( B_{ik} \), \( k = 1, \ldots, 2d \). Define a signed mean velocity on the face \( B_i \cap B_{ik} \) (positive velocity is outflow, negative velocity is inflow):

\[
v_{i,k} = \begin{cases} A_{i,k} \Delta_{i,k}, & \text{if } A_{i,k} > 0; \\ -A_{i,k} \Delta_{i,k}, & \text{otherwise.} \end{cases}
\]

By divergence-freeness one has

\[
\sum_{k=1}^{2d} m(B_i) \Delta_{i,k} v_{i,k} = 0;
\]

in words, the rate of total outflow from \( B_i \) equals the rate of total inflow to \( B_i \). We are now ready to define an interpolated divergence-free vector field \( \tilde{v}(x) \). Consider a point \((y_1, \ldots, y_d) \in B_i \) and denote by \( b_{i2(m-1)+1} \) and \( b_{i2m} \) the \( x_m \) coordinates of the faces \( B_i \cap B_{i2(m-1)+1} \) and \( B_i \cap B_{i2m} \); see Figure 3. We define the \( m^{th} \) coordinate of \( \tilde{v}(y_1, \ldots, y_d) \), corresponding to the coordinate direction, to be

\[
[\tilde{v}(x)]_m := -v_{i,i2(m-1)+1} \frac{(y_m - b_{i2(m-1)+1})}{b_{i2m} - b_{i2(m-1)+1}} + v_{i,i2m} \frac{(b_{i2m} - y_m)}{b_{i2m} - b_{i2(m-1)+1}}.
\]

This is simply a convex combination (a linear interpolation) of the velocities on the opposing faces normal to the \( m^{th} \) coordinate direction \( x_m \). The negative sign of \( v_{i,i2(m-1)+1} \) appears because this velocity is relative to the \(-x_m\) coordinate direction. Differentiating with respect to \( x_m \), replacing \( b_{i2m} - b_{i2(m-1)+1} \) with \( \Delta_{i,2m} \) (possible because \( B_i \) is a rectangle), and summing over \( m = 2, \ldots, d \), we see from (35) (noting that \( m(B_i) \) is constant in the sum) that \( \tilde{v} \) is everywhere divergence-free.

Finally, we consider the situation where \( v = v(t,x), t \in \tau S^1, x \in M \). Our partition \( B_n \) is now a partition of the augmented space \( M \) into \( d+1 \)-dimensional rectangles. The interpolation proceeds exactly as above, except that since the velocity is constant in the time direction, no interpolation is necessary along this coordinate direction in augmented space. Divergence-freeness of \( v(t, \cdot) \) for each \( t \in \tau S^1 \) also follows as above by an identical argument.

### 5.2 Construction and interpolation of a stream function when \( \dim M = 2 \)

The affinely interpolated vector field \( \tilde{v} \) constructed in the previous section is piecewise continuous. If \( M \) is two-dimensional, one way to produce a smooth version of \( \tilde{v} \) that continues to preserve area is to explicitly compute the stream function \( \psi \) for \( \tilde{v} \) and then smooth \( \psi \) using one’s favourite technique. If the domain is itself a rectangle \( M = [a,b] \times [c,d] \) aligned with the standard coordinate directions \((x_1, x_2)\), the computation of \( \psi \) can be achieved in the following way. We describe the case of steady \( \tilde{v} \); one can make obvious modifications for time-periodic \( \tilde{v} \). On the lower boundary face \([a,b] \times \{c\} \) of \( M \), select a value for \( \psi \) (e.g. without loss, set \( \psi = 0 \) on this boundary face). Using the fact that \( \partial \psi / \partial y = [\tilde{v}]_1 \) (where \([\tilde{v}]_1 \)
denotes the first coordinate of $\tilde{v}$, we define a grid of $x_1$-coordinates $\{z_1, \ldots, z_q\} \subset [a, b]$ on this face and then for each $z_r \in \{z_1, \ldots, z_q\}$ and all $y \in [c, d]$ set $\psi(z_r, y) = \int_c^y [\tilde{v}(z_r, s)]_1 \, ds$. As $\tilde{v}$ is piecewise affine, this integration can be done exactly. One may now create a smooth version $\bar{\psi}$ of $\psi$ by interpolation and then obtain a smooth area-preserving vector field $\bar{v}$ as $\bar{v}(x, y) = (\partial \bar{\psi}/\partial y, -\partial \bar{\psi}/\partial x)$ [4].

6 Numerical results

6.1 Case study 1: Single gyre

We begin by studying a simple rotating flow on the unit square $M = [0, 1]^2$. Let

$$v(x) = (-\sin(\pi x_1) \cos(\pi x_2), \cos(\pi x_1) \sin(\pi x_2)),$$

shown in blue in Figure 4.

![Figure 4: Comparison between the original (blue) and optimized (red) velocities for the rotating flow](image)

One can easily verify that the $2 \times 2$ matrix of spatial derivatives $Dv(x)$ is skew-symmetric with zero trace. Thus, the flow is area-preserving, and the instantaneous local behaviour at every point is a pure rigid rotation; that is, there is zero divergence and zero shear. The domain $M$ is foliated by concentric closed curves and trajectories of the flow $\dot{x} = v(x)$ simply move around the curve (or streamline) they begin on. Thus there is no mixing between trajectories. The flow is not mixing, nor even ergodic, in the sense of ergodic theory; each closed curve supports its own ergodic, but not mixing, dynamics. It is not possible to improve this situation through perturbation. Topological considerations (the Poincaré-Bendixson Theorem – see e.g. [27]) state that all recurrent trajectories must be
periodic (i.e. closed curves). However, we note that evolution of curves transverse to the streamlines display mixing-like behaviour; see Figure 5. Moreover, in the presence of small diffusion, global mixing occurs and one achieves a strictly negative $\Lambda$ in (2).

![Figure 5: The evolution of a vertical line segment under the flow (37) from time $T = 0$ to $T = 9$.](image)

We partition the unit square into a grid of $64 \times 64$ identical squares and use (9) to create a $4096 \times 4096$ matrix $A_n$ approximating the generator $A$. The spectrum of $A_n$ is shown in Figure 6. Note that the only spectral value intersecting the imaginary axis is the eigenvalue 0.

![Figure 6: Spectrum of $A_n$ for the single gyre (37), $n = 4096$.](image)

The real parts of the leading six left (resp. right) eigenvectors are shown in the left (resp. right) eigenvectors are shown in the left (resp.  

\footnote{those with real parts closest to the imaginary axis.}
right) column of Figure 7.

Figure 7: Real parts of eigenvectors of $A_n$ corresponding to the eigenvalues $\lambda_1, \ldots, \lambda_6$ in descending order of real part. Upper: $\lambda_1$, lower: $\lambda_6$. The left column shows left eigenvectors and the right column shows right eigenvectors.

The most important eigenfunctions from a dynamical point of view are those corresponding to $\lambda_1 = 0$ and $\lambda_2 < 0$. We see from Figure 7 that the eigenfunction corresponding to $\lambda_1$ is constant, indicating that area is preserved. The second eigenfunction (2nd row of Figure 7) has a peak at $x = (1/2, 1/2)$ and minima at the boundary of $M$. This indicates that
in the presence of small diffusion, it takes the longest time to transport measure from the centre of the gyre to its extremities. In other words, the centre and the boundary are the most dynamically disconnected regions.

We compute $\max_{1 \leq i \neq j \leq n} A_{n,ij} \approx 63.9743$ and $\Delta = 1/64 = 0.015625$. We choose parameters $\epsilon_1 = 0.15625$ (this yields a maximum magnitude of 10 for $E$, compared to 63.97 for $A$), $\epsilon_2 = 1$ (this was chosen slightly higher than the value corresponding to the maximum spatial derivative for the unperturbed flow), and $\epsilon_3 = 0.05$ (this means it takes more than six grid boxes for $E$ to switch from its maximum allowed value to its minimum allowed value or vice-versa). Using $K = 6$ and the above parameters, we solve the optimisation problem in Section 4.4. We ran FICO Xpress solver (version 7.9) on a standard desktop/laptop using the barrier method with crossover to achieve a basic feasible solution (a basic solution has the least number of nonzero values in the optimal solution). The 6 dominant eigenvalues of $A_n$ are $0$, $-0.0774$, $-0.1970$, $-0.3138 \pm 1.0484i$, $-0.3641$. The 6 dominant eigenvalues of the perturbed generator $A_n + E_n$ are $0$, $-0.0962$, $-0.2555$, $-0.3499 \pm 0.9088i$, $-0.4564 \pm 2.2666i$. Thus, as promised, the spectrum (apart from the spectral value $\lambda = 0$ corresponding to the invariant density) has been pushed farther from the imaginary axis. A comparison between the original and optimized vector fields is shown in Figure 4.

We smooth the vector field by applying a cubic smoothing spline to the numerically derived stream function as described in Section 5.2 and then construct the velocity field from the smoothed stream function. The cubic smoothing spline can be easily implemented using the `csaps` function in MATLAB, which minimizes a weighted sum of the weighted mean-square error over the data points and a smoothness constraint described by the second derivative of the interpolated function. We use a uniform data weight on the data points and smoothing parameter $p = 0.9925$.

![Figure 8: The evolution of a vertical line segment under the optimized flow from time $T = 0$ to $T = 9$.](image)

We evolve the curve from Figure 5 by the optimally perturbed vector field; see Figure 8. Consistent with the quantitative improvement of $\Lambda$ from -0.0774 to -0.0962, one sees both...
a more rapid and more uniform filling of the domain by the evolved curve, when compared with Figure 5. The optimisation achieves this in part by increasing slightly the speed near $x = (1/2, 1/2)$ and compensating by decreasing speed away from $x = (1/2, 1/2)$. Other compensatory effects ensure that area is preserved by the optimized vector field.

### 6.2 Case study 2: Periodic double gyre

Our second case study is the periodically forced double gyre on a rectangular domain $M = [0, 2] \times [0, 1]$, with forcing period of one time unit. The flow is generated by the time-periodic velocity field

$$v(t, x) = (-\pi/4 \sin(\pi f(t, x_1)) \cos(\pi x_2), \pi/4 \cos(\pi f(t, x_1)) \sin(\pi x_2) \cdot (df/dx_1)(t, x_1)),$$

where $f(t, x_1) = \sin(2\pi t)x_1^2/4 + (1 - \sin(2\pi t)/2)x_1$; see Figure 9 (blue).

![Figure 9: Comparison between the original (blue) and optimized (red) velocities of the double-gyre flow at times $t = 0, 1/4, 1/2, 3/4$ in the driving cycle of period 1.](image)

Two gyres are separated by an oscillating vertical separatrix; this oscillation creates complicated fluid flow between the left and right halves of the domain. It is well known in the dynamical systems and fluid dynamics literature that the double gyre flow appears to exhibit a combination of regular and chaotic behaviour, with KAM tori explaining quasi-periodic behaviour in the regular regions. The Poincaré map at the time slice $t = 0$ shown in Figure 10 shows this mixed phase space.
An important transport mechanism in the chaotic region is so-called “lobe dynamics” \[33, 42\], where fluid is transported by “lobes” formed by intersections of stable and unstable manifolds of hyperbolic periodic points on the upper and lower horizontal boundaries of \(M\). Parts of these manifolds and some of the major lobes are shown in Figure 11.

We partition \(S^1 \times M\) into a grid of 32 \(\times\) 64 \(\times\) 32 identical cubes and use (9) to create a \(2^{16} \times 2^{16}\) matrix \(A_n\) approximating the generator \(A\). The real parts of the leading six left (resp. right) eigenvectors are shown in the left (resp. right) column of Figure 12. The corresponding eigenvalues are (in descending order) \(0, -0.0483, -0.1746, -0.2947, -0.3148 \pm 0.9503i\).
Figure 12: Real parts of eigenvectors of \(A_n\) corresponding to the eigenvalues \(\lambda_1, \ldots, \lambda_6\) in descending order and restricted to the time slice \(t = 0\). Upper: \(\lambda_1\), lower: \(\lambda_6\). The left column shows left eigenvectors and the right column shows right eigenvectors.
The most important dynamical features are captured by the top three rows of Figure 12. As in the single gyre case study, the leading eigenvectors are constant, consistent with the fact that the flow is area preserving. The second row’s left column (resp. right column) of Figure 12 shows a clear separation of the left (yellow) and right (blue) hand sides of $M$, with a thin, green, approximately vertical dividing strip an approximate neighborhood of the unstable manifold (resp. stable manifold) of one of the two hyperbolic periodic points. We refer the reader to [16] for further details on the hyperbolic periodic points and corresponding unstable/stable manifolds. The third row of Figure 12 shows the separation between the two regular regions (coloured blue) and the surrounding chaotic region (coloured green/yellow). This indicates the difficulty of transport from the regular regions to the chaotic regions. For the purely advective flow, the regular regions are composed of invariant sets in extended phase space; thus no transport in or out is possible. However, with the amount of numerical diffusion in our experiment, the transport in and out of these sets is in fact greater than across the oscillating separatrix. This explains why the strange eigenmodes corresponding to the regular regions appear below the eigenmodes corresponding to the lobe dynamics when ordered by the real parts of the corresponding eigenvalues. This “noise bifurcation” is observed and discussed further in [17]. The remaining rows of Figure 12 show the next most slowly decaying modes.

We compute $\max_{1 \leq i \neq j \leq n} A_{n,ij} \approx 37.2904$ and $\Delta = 1/32 = 0.03125$. We choose parameters $\epsilon_1 = 0.28125$ (this yields a maximum magnitude of 9 for $E$, compared to 37.29 for $A$), $\epsilon_2 = 1.5$ (this is chosen slightly higher than the value corresponding to the maximum spatial derivative for the unperturbed flow), and $\epsilon_3 = 0.1$ (this means it takes six grid boxes for $E$ to switch from its maximum allowed value to its minimum allowed value). Using $K = 6$ and the above parameters, we solve the optimisation problem in Section 4.4. The linear programming problem after preprocessing contained 197014 variables (this is approximately $3 \times 2^{16}$) and 389574 constraints, and was solved using the primal simplex algorithm on FICO Xpress Optimizer (version 7.9) on a standard desktop/laptop. The 6 dominant eigenvalues of the perturbed generator $A_n + E_n$ are $0, -0.1007, -0.2787, -0.3814 \pm 1.5319i, -0.4078 \pm 0.9989i$. Thus, the spectrum (apart from the spectral value $\lambda = 0$ corresponding to the invariant density) has been pushed farther from the imaginary axis. The corresponding eigenvectors for the perturbed generator are shown in Figure 13.
Figure 13: Real parts of eigenvectors of $A_n + E$ corresponding to the eigenvalues $\lambda_1, \ldots, \lambda_6$ in descending order and restricted to the time slice $t = 0$. Upper: $\lambda_1$, lower: $\lambda_6$. The left column shows left eigenvectors and the right column shows right eigenvectors.
We note that in this particular experiment the optimizer additionally found eigenvalues $-0.0867$ and $-0.0869$. The eigenvectors of these eigenvalues at time $t = 0$ have supports restricted to the very top left and top right boxes (those containing the points $x = (0, 1)$ and $x = (2, 1)$). The likely reason for this is that these “corner” boxes have limited freedom in terms of flow through their open two faces; recall that the net flux must remain zero. It turns out that in this situation they are the “mixing bottleneck” at our current discretisation level. As these eigenvalues are numerical artifacts we have removed them from the discussion, and the corresponding eigenvectors are not shown in Figure 13.

Considering the eigenvectors from the perturbed generator in Figure 13 we see that the leading eigenvectors (top row) are again constant, indicating the area is preserved by the corresponding perturbed flow. The second and third rows of Figure 13 have similar overall structure to the second and third rows of Figure 12, however, the shapes of the blue and yellow regions in these strange eigenmodes have been deformed by the perturbation. In contrast, the fourth row of Figure 12 corresponding to a real eigenvalue and indicating further KAM orbit detail, has undergone a major structural change, becoming a two-dimensional eigenspace corresponding to a complex-conjugate pair of eigenvalues. Our interpretation of this phenomenon is that the perturbation has successfully broken up some of the KAM tori.

A comparison between the original and optimized vector fields at the time slice $t = 0$ is shown in Figure 9. One feature of the optimized vector field that may contribute to greater mixing is that it is mostly faster at times $t = 0.25, 0.75$ when the separatrix is maximally off-centre, leading to more rapid transport between the left and right hand sides of the domain. The optimized vector field compensates for this by being slower at times $t = 0, 0.5$ when the separatrix is centred.

We smooth the vector field as in the previous case study using the same smoothing parameter. The flow is not perturbed on the boundary of the domain $M$ and so the hyperbolic periodic points on the boundary remain unchanged. The stable and unstable manifolds of these periodic points for the optimized flow are shown in Figure 14.

Figure 14: Segments of the stable (blue) and unstable (red) manifolds of the perturbed flow.

The lobes for the perturbed flow are clearly much larger than the lobes of the original flow; thus the transport from the left half of $M$ to the right half of $M$ by lobe dynamics will be significantly enhanced. We emphasise that our spectral optimization approach uses
no specific geometric information. That is, the optimization knows nothing of stable or unstable manifolds, nor lobes. Nevertheless, we can observe that in this experiment the optimizer exploits the existing lobe transport mechanism in order to enhance mixing. A Poincaré map of the perturbed flow is shown in Figure 15. The perturbed flow still has regular regions, however, their extent is significantly reduced relative to the original flow. We emphasise again that our spectral optimisation method does not have access to geometric information regarding KAM tori, but the resulting perturbed flow manages to break up many of these tori and dramatically reduce the size of the regular region.

![Figure 15: The Poincaré map at the time slice $t = 0$ of the perturbed flow.](image)

Finally, we demonstrate that the optimized flow mixes a small blob of dye much faster than the original flow; see Figures 16 and 17. The perturbed flow evolves the blob so as to distribute the dye over larger portions of the phase space in the same duration of time than the original flow. The dye in the optimized flow also penetrates the right half of the domain earlier, and to a much greater extent, than the original flow. Both of these observations are consistent with the increase in spectral gap of the generator achieved by our optimization procedure.
Figure 16: Evolution of a disk with the center (0.6,0.9) and radius 1 by the unperturbed flow for 9 forcing periods.
Figure 17: Evolution of a disk with the center (0.6,0.9) and radius 1 by the perturbed flow for 9 forcing periods.
6.3 Optimally inhibiting mixing and controlling specific spatial structures

One can easily optimally inhibit mixing via local perturbation by replacing the “min” with a “max” in the objective (19), reversing the inequality in (20) and setting $K = 2$. This has the effect of moving the eigenvalue $\lambda_2$ as close as possible to the imaginary axis, subject to the $C^1$ perturbation constraints.

Furthermore, one can also target specific structures highlighted by the strange eigenmodes given by the leading eigenfunctions. For example, suppose that instead of enhancing global mixing, one instead wishes to destroy the regular regions of the double gyre as much as possible. These regular regions are highlighted by the eigenfunction corresponding to $\lambda_3$ and so to achieve this aim, one would solve the linear program (19)–(32), changing (20) to include only the term $k = 3$. This linear program pushes $\lambda_3$ away from the imaginary axis, increasing the mixing rate associated with the regular regions. The result, using the same settings as discussed previously, is shown in Figure 18 (left). Note that the regular regions are now slightly smaller than in Figure 15, consistent with our new objective.

Alternatively, one may wish to enhance the regular regions as much as possible by local perturbation. One can replace the “min” with a “max” in the objective (19), reverse the inequality in (20) and include only the term $k = 3$ in (20). The resulting linear program pushes $\lambda_3$ as close to the imaginary axis as is allowed by the $C^1$ neighborhood. The outcome of this optimization is shown in Figure 15, where the regular regions have dramatically increased in size to almost fill the entire domain.

![Figure 18: Poincaré map at the time slice $t = 0$ obtained 1250 (uniformly distributed) sample points iterated over 500 periods. Left: destroying the regular regions as much as possible; Right: Enhancing the regular regions as much as possible.](image)

7 Conclusion

We introduced a numerical method to optimally enhance the mixing rate of a flow through perturbation of the underlying vector field. Specifically, given a $C^1$ neighborhood of the current vector field, we found the vector field in this neighborhood that has the most rapid mixing rate. Our approach was to construct a discrete generator matrix for the vector field,
thus achieving a linear representation of the nonlinear flow. An approximate mixing rate for the flow is now also accessible via the second eigenvalue of the generator matrix. To increase the rate of mixing, we use a linear program to perturb the generator matrix to push the nontrivial spectrum of the generator as far as possible from the imaginary axis. From the solution of the linear program, we then inferred the optimized vector field.

To our knowledge, this is the first practical way to perturb the entire vector field to increase the rate of mixing. Previous approaches have tuned a small number of parameters, or switched between a handful of prespecified vector fields. Our technique shows what mixing rates are achievable if a full optimization of the vector field is performed.

Our approach can be applied to both steady and periodically driven flows, and is very flexible from the point of view of enforcing practical constraints. For example, certain regions of the phase space or the driving period can easily be excluded from the perturbation (i.e. no perturbation allowed). Moreover, the technique can be trivially adapted to instead slow down the rate of mixing, or to destroy or enhance particular features of the flow.

Straightforward extensions of our approach include the simultaneous optimization of the diffusion term in advection-diffusion equations, and the incorporation of our method as a single step in a descent algorithm if larger perturbations are allowed.
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