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Abstract

The efficacy and mode of action of five chalcone-based imidazole derivatives as corrosion inhibitors of aluminium metal in gas-phase and acidic medium have been investigated herein via quantum chemical calculations. Dispersion-corrected DFT (DFT-D3) and time-dependent DFT (TD-DFT) calculations were performed at PBE0/def2-TZVP//PBEh-3c and CAM-B3LYP/def2-TZVP levels of theory, respectively. Conceptual DFT, the quantum theory of atoms-in-molecules (QTAIM) and local energy decomposition (LED) analyses have been performed. The LED analysis was performed at the coupled-cluster singles and doubles with perturbative triples (CCSD(T))/def2-SVP level of theory. Frontier molecular orbital energy gaps calculated using the TD-DFT method are found to lie in the range 3.574 - 4.444 eV, indicative of good adsorption and corrosion inhibition efficacies of the investigated molecules. The interactions between aluminium and the inhibitor molecules studied are found to be energetically favorable, owing to negative computed interaction energy values. Furthermore, QTAIM analysis revealed metal-carbon, metal-oxygen and metal-nitrogen interactions in the inhibitor-aluminium complexes, which are predominantly electrostatic in character, according to LED analysis results. Calculated proton affinities (PAs) have revealed the anticorrosion potentials of the investigated inhibitors in acidic medium, with a noticeable dependency on temperature within the range 273.15 - 343.15 K.
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1. Introduction
In recent times, considerable research attention is focused on the design and synthesis of organic molecules as corrosion inhibitors for metals and their alloys. Indeed, corrosion inhibition plays a crucial role in several industrial applications, since the deterioration of metals over time has a negative impact on their technical, economic, ecological and aesthetic quality standards [1]. It is well known that organic compounds containing heteroatoms (such as oxygen, nitrogen and sulfur) and conjugated double bonds are effective corrosion inhibitors [2]. Upon adsorption on a metal surface, electrons are transferred from an organic inhibitor to vacant orbitals of a metal, leading to covalent and/or non-covalent interactions (closed shell interactions) between the metal and the inhibitor. Based on several studies [3] [4] [5], it has been found that the adsorption of organic inhibitors on metal surfaces is mainly dependent on physicochemical properties of the inhibitors, including: the type of functional groups present, the electron density at the donor atoms (typically S, N and O), the molecular size, the mode of adsorption, the formation of organo-metal complexes, and the estimated area of the inhibitor on the metallic surface (degree of surface coverage). Furthermore, the need to choose corrosion inhibitors that are nontoxic and eco-friendly cannot be underestimated. In this regard, chalcones and their derivatives have drawn much interest, owing to their high tolerance in the human body (especially when complexed with metals) [6] [7]. Moreover, environmental pollution by inorganic corrosion inhibitors has prompted the search for green organic corrosion inhibitors that are biodegradable and do not contain heavy metals or other toxic constituents.

Aluminium is one of the most extensively used metals in the world today, but it undergoes deterioration when exposed to a corrosive environment (such as an acidic medium), in spite of its ability to form a thin protective oxide film on its surface. This has warranted the constant search for more effective and eco-friendly inhibitors of aluminium corrosion in a bid to increase the shelf life of aluminium-based materials [1].

Accordingly, the main objective of this work was to investigate the corrosion inhibitive capabilities, as well as the inhibitory modes of action, of some chalcone-based N-(3-aminopropyl) imidazole derivatives against the corrosion of aluminium in gas-phase and acidic medium via theoretical calculations using the density functional theory (DFT), time dependent density functional theory (TD-DFT) and coupled-cluster singles and doubles with perturbative triples
(CCSD (T)) methods. In addition, the inhibitor-aluminium interactions have been elucidated herein in order to provide further insights into the corrosion inhibition mechanisms of the compounds studied.

It is interesting to note that theoretical methods such as those mentioned above have been successfully used in previous works to study the corrosion inhibition efficiency, molecular structures and electronic properties of organic corrosion inhibitors [8]-[14] for various metals, reason why such methods were employed in the present work. The DFT has been principally used in this study because many useful molecular parameters and descriptors in characterizing the corrosion inhibitor effectiveness on metal surfaces have been formulated within the framework of conceptual DFT [15].

To achieve the aforementioned objective of this work, the following five chalcone-based N-(3-aminopropyl)imidazoles have been studied (see Figure 1 for their molecular structures):

- 2-[1-(3-(1H-imidazol-1-yl)propylimino)-3-(phenylallyl)]phenol (HL1),
- 2-[1-(3-(1H-imidazol-1-yl)propylimino)-3-4-nitrophenyllallyl]phenol (HL2),
- 2-[1-(3-(1H-imidazol-1-yl)propylimino)-3-4-methoxyphenylallyl]phenol (HL3),
- 2-[1-(3-(1H-imidazol-1-yl)propylimino)-3-4-hydroxyphenylallyl]phenol (HL4),
- 2-[1-(3-(1H-imidazol-1-yl)propylimino)-3-4-fluorophenylallyl]phenol (HL5).

This study for the first time, not only illustrates possible inhibitor-aluminium interactions, but also reveals quantitative insights into the inhibitor-aluminium interactions through the well-established quantum theory of atoms in molecules (QTAIM) and energy decomposition analysis (EDA) methods. To the best of our knowledge, the inhibitor-aluminium interactions involving the organic inhibitors currently studied have not been investigated both experimentally and theoretically. This study therefore provides useful data for subsequent experimental investigations on corrosion inhibition of aluminium by chalcone-based N-(3-aminopropyl) imidazoles.

![Figure 1. Schematic structure and numbering scheme of the studied inhibitors.](image-url)
2. Computational Details and Theory

Theoretical calculations were carried out with the ORCA 4.1.0 and 4.2.0 computational packages \[16\]. The ORCA 4.2.0 package was only used for the calculations in solvent medium. The input files were prepared with the Avogadro 1.1.1 visualization software \[17\]. Geometry optimization and frequency calculations in both gas and solvent phases were carried out using the low-cost composite electronic structure approach dubbed PBEh-3c \[18\]. It is worth indicating that the PBEh-3c method is a highly efficient electronic structure approach for geometry optimization calculations and interaction energy computation for non-covalent complexes \[18\]. Here, the global hybrid variant of the Perdew-Burke-Ernzerhof (PBE) functional that incorporates a relatively large amount of non-local exact Hartree-Fock exchange (42%) is employed, along with a valence-double-zeta gaussian atomic orbital basis set (def2-mSVP) \[18\]. Also, in this study the composite def2-mSVP basis set is made up of the following standard basis sets: def2-SV (P) (\(\alpha\) scaled by 1.2) for hydrogen, def2-SV (P) for aluminium, the Ahlrich’s DZ basis including polarization from 6-31G* for carbon, nitrogen and oxygen. Additionally, the PBEh-3c approach accounts for short-range basis set incompleteness (SRB), basis set superposition errors (BSSE) and long-range London dispersion effects. The latter two corrections are incorporated via the gCP and D3 schemes, respectively, where gCP stands for the molecular geometrical counterpoise correction which takes care of BSSE \[19\], D3 represents one of the latest Grimme’s empirical dispersion-correction schemes \[20\]. Reliable and stable structures (global minima on the PES) were confirmed via the calculation of vibrational frequencies for all optimized structures at the PBEh-3c level of theory, which revealed the absence of any imaginary frequencies.

Based on the optimized gas-phase inhibitor-aluminium complexes, energy decomposition analyses via the local energy decomposition (LED) approach were carried out using the CCSD (T) method. To speed up these calculations, the domain-based local pair natural orbital (DLPNO) approximation was used, leading to the DLPNO-CCSD (T) approach. It is worthy of note that the open-shell DLPNO-CCSD (T) algorithm \[21\] \[22\], as implemented in the ORCA 4.1.0 package, was used to perform the LED calculations at the DLPNO-CCSD (T)/def2-SVP level of theory, based on the “NormalPNO” approach.

In order to calculate ionization energies and electron affinities within the conceptual DFT framework, single point calculations on the PBEh-3c optimized geometries were performed at PBE0-D3/def2-TZVP level of theory. To speed up these calculations, albeit incurring a minimal loss of accuracy, the resolution-of-the-identity (RI-J) approximation \[23\] was used, along with the chain-of-spheres (COSX) approximation \[24\] (leading to the RIJCOSX approximation). The numerical quadrature integration grid5 was used in these calculations. In the implementation of conceptual DFT, global reactivity descriptors (GRDs) such as electronegativity (\(\chi\)), global hardness (\(\eta\)), global softness (\(S\))
and electrophilicity index ($\omega$) have been calculated according to Equations (1)-(6) and Equation (10):

$$\chi = -\mu = -\left(\frac{\partial E}{\partial N}\right)_{v(r)} = \frac{1}{2}(IP + EA)$$  \hspace{1cm} (1)

$$\eta = \frac{1}{2}\left(\frac{\partial^2 E}{\partial N^2}\right)_{v(r)} = \frac{1}{2}\left(\frac{\partial \mu}{\partial N}\right)_{v(r)} = \frac{1}{2}(IP - EA)$$  \hspace{1cm} (2)

$$S = \frac{1}{2\eta}$$ \hspace{1cm} (3)

$$\omega = \frac{\mu^2}{2\eta}$$ \hspace{1cm} (4)

In Equations (1)-(4), $\mu$ and $v(r)$ respectively represent the chemical and external potentials of an $N$-electron system with total energy $E$. $IP$ and $EA$ are the first vertical ionization potential and electronic affinity of the system, respectively. Values of $IP$ and $EA$ are calculated according to the following Equations (5) and (6).

$$IP = E_{N-1} - E_N$$ \hspace{1cm} (5)

$$EA = E_N - E_{N+1}$$ \hspace{1cm} (6)

where $E_N$, $E_{N-1}$ and $E_{N+1}$ are single point (SP) energies of the neutral, cationic and anionic forms of the $N$-electron system at the optimized geometry of the neutral molecule.

For an easy transfer of electrons, adsorption should occur on the portion of the molecule where the local softness, $S$, has the highest value. To describe site selectivity or local reactivity of atomic sites in a molecule, local reactivity descriptors (LRDs) have been proposed [25]. The LRDs, Fukui functions ($f(r)$) and the local softness ($s_k^+$, $s_k^-$), within the framework of conceptual DFT have been utilized in this work. The values of $f(r)$ condensed to the $k^{th}$ atom in a molecule are calculated from Equations (7) and (8) proposed by Yang and Mortier [26] based on the finite difference approximations, from population analysis of atoms in molecules. In a given molecule, atoms with higher $f(r)$ values are potentially more reactive than those with lower $f(r)$ values.

$$f_k^+ = q_k(N+1) - q_k(N)$$ \hspace{1cm} (7)

$$f_k^- = q_k(N) - q_k(N-1)$$ \hspace{1cm} (8)

where $q_k(N)$, $q_k(N-1)$ and $q_k(N+1)$ are respectively the electronic populations of the $k^{th}$ atom in the neutral, cationic and anionic species. Here, the geometries of the ionic species must be identical to that of the neutral molecule so that the external potential is maintained constant. The values of $f_k^+$ and $f_k^-$ respectively describe the reactivity of atom $k$ toward nucleophiles (as an electrophile) and toward electrophiles (as a nucleophile) [26]. Local softness condensed to the $k^{th}$ atom in a molecule is calculated from their global values and the Fukui functions as follows [25] [27]:
\[ s_k^\alpha = S_k^\alpha \] (9)

with \( \alpha = + \) or \(-\), referring to nucleophilic or electrophilic respectively.

When two systems (for example a metal and an inhibitor) are brought together, electrons will flow from the system with lower electronegativity, \( \chi \) (inhibitor) to that with higher \( \chi \) (metal) until the chemical potentials become equal. In this work, the computed values of \( \chi \) and \( \eta \) have been used to predict the fraction of the electron transferred (\( \Delta N \)) from the inhibitor to metallic surface as follows [28]:

\[ \Delta N = \frac{\chi_{\text{metal}} - \chi_{\text{inhibitor}}}{2(\eta_{\text{metal}} + \eta_{\text{inhibitor}})} \] (10)

where \( \chi_{\text{metal}} \cdot \chi_{\text{inhibitor}} \) and \( \eta_{\text{metal}} \cdot \eta_{\text{inhibitor}} \) denote the absolute electronegativity and hardness of the species indicated as subscripts, respectively. The difference in electronegativity drives the electron transfer, and the sum of the hardness parameters acts as resistance [29]. In this study, \( \eta_{\text{Al}} = 0 \) while the theoretical value of the work function of bulk aluminium, \( \phi_{\text{Al}} = 4.28 \text{ eV} \), were used in place of \( \chi_{\text{Al}} \) [30]. As such, Equation (10) can be rewritten thus:

\[ \Delta N = \frac{\phi_{\text{Al}} - \chi_{\text{inhibitor}}}{2\eta_{\text{inhibitor}}} \] (11)

Another important parameter calculated in this study is the initial inhibitor-metal interaction energy (\( \Delta \psi \)), which has been introduced by Kokalj and Kovacevic [30]. The initial inhibitor-metal interaction energy \( \Delta \psi \) has been calculated as follows:

\[ \Delta \psi = -\frac{\left(\chi_{\text{metal}} - \chi_{\text{inhibitor}}\right)^2}{4(\eta_{\text{metal}} + \eta_{\text{inhibitor}})} \] (12)

which can equally be rewritten as follows:

\[ \Delta \psi = -\frac{\left(\chi_{\text{metal}} - \chi_{\text{inhibitor}}\right)^2}{4\eta_{\text{inhibitor}}} \] (13)

where \( \chi_{\text{metal}} \cdot \chi_{\text{inhibitor}} \) and \( \eta_{\text{metal}} \cdot \eta_{\text{inhibitor}} \) denote the absolute electronegativity and hardness of the species indicated as subscripts, respectively.

To calculate the proton affinity (PA) values of studied inhibitors, Equation (14) was employed:

\[ PA = E_{\text{(pro)}} - \left( E_{\text{(non-pro)}} + E_{H^+} \right) \] (14)

where, \( E_{\text{(non-pro)}} \) and \( E_{\text{(pro)}} \) are the corrected energies (including thermal and non-thermal corrections) of the non-protonated and protonated inhibitors respectively and \( E_{H^+} \) is the corrected energy (including thermal and non-thermal corrections) of H\(^+\) calculated thus:

\[ E_{H^+} = E_{H_2O^+} - E_{H_2O} \] (15)

It is equally important to point out that the PA of a molecule is a measure of its basicity.
Solvent effects were invoked implicitly via the conductor-like polarizable continuum model (CPCM) [31] along with the Gaussian charge scheme and making use of scaled van der Waals solute cavity surfaces as implemented in the ORCA 4.2.0 program. Also, the Solvation Model Density (SMD) method was used in the accurate calculation of solvation free energies.

3. Results and Discussion

3.1. Molecular Descriptors of Anticorrosion Activity

3.1.1. Frontier Molecular Orbitals (FMOs)

The FMOs (comprising the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO)) are the most important molecular orbitals used to study chemical trends. Although the commonly used Kohn-Sham DFT (KS-DFT) provides the best cost-accuracy ratio in the calculation of molecular orbital energies, it may fail to predict highly accurate molecular orbital energies [32]. This is particularly true for the LUMO eigenvalue and consequently the HOMO-LUMO gaps, reason being that KS-DFT is essentially a workhorse for ground state properties, by means of which the accurate computation of virtual LUMO orbitals is not guaranteed [32]. To circumvent this setback, the use of the time-dependent DFT (TD-DFT) method in conjunction with hybrid functionals to calculate more accurate LUMO eigenvalues (and subsequently more accurate HOMO-LUMO gaps) has been recommended [33]. Accordingly, the TD-DFT formalism has been used herein to compute accurate FMO energies and HOMO-LUMO gaps at the PBE0-D3/def2-TZVP//PBEh-3c level of theory. The PBE0 global hybrid functional has been employed here because it generally provides accurate estimates of the first excitation singles for systems with a predominance of local n → π* and π → π* transitions [34]. The FMO parameters of inhibitors calculated in this study include: the highest occupied molecular orbital energy ($E_{\text{HOMO}}$), the lowest unoccupied molecular orbital energy ($E_{\text{LUMO}}$), the energy gap ($\Delta E = E_{\text{HOMO}} - E_{\text{LUMO}}$) as shown in Table 1.

Based on the FMO theory, chemical reactivity is a function of the interaction between the HOMO and LUMO of the reacting species. $E_{\text{HOMO}}$ is usually linked to the capability of a chemical species to donate electron to neighboring molecules. Organic molecules with relatively less negative (or more positive) HOMO energy values are expected to have high electron donating abilities, leading to high corrosion inhibition efficiencies [5]. As can be observed from Table 1, the

| Parameters | HL1    | HL2    | HL3    | HL4    | HL5    |
|------------|--------|--------|--------|--------|--------|
| $E_{\text{HOMO}}$ (eV) | −6.180 | −6.336 | −6.013 | −6.023 | −6.207 |
| $E_{\text{LUMO}}$ (eV) | −1.736 | −2.762 | −1.644 | −1.655 | −1.769 |
| $\Delta E$ (eV)   | 4.444  | 3.574  | 4.369  | 4.368  | 4.438  |

Table 1. FMO properties of studied inhibitors calculated from single point energies at the TD-DFT-D3-PBE0/def2-TZVP level in gas phase.
$E_{\text{HOMO}}$ values vary according to the ranking: $\text{HL3} > \text{HL4} > \text{HL1} > \text{HL5} > \text{HL2}$, which reveals the predilection of HL3 to donate electrons to the incompletely filled 3p orbitals of the aluminium metal, as opposed to HL2 which has the least HOMO energy. It can equally be observed that the strongly deactivating nitro group in HL2 diminishes the electron donating ability of its HOMO, whereas the moderately activating alkoxy group in HL3 produces an opposite effect. Therefore, the adsorption of corrosion inhibitor molecules on the surface of aluminium could be improved upon by incorporating suitable functional site groups in the inhibitor.

Unlike the trend shown by the HOMO energies, the LUMO energies on their part have revealed the ability of the LUMOs to accept electrons from the filled 3s orbital of aluminium, leading to a strong interaction energy. It is clear from Table 1 that HL2 with the lowest LUMO value will readily accept electrons from the filled 3s orbital of aluminium. It can equally be observed that HL3 bearing a moderately activating group is the least disposed to interact with the 3s orbital of aluminium. The HOMO and LUMO isosurfaces of the inhibitors currently investigated are displayed in Table 2. As a general observation, the HOMO of each inhibitor molecule is largely localized around the imidazole moiety, which is indicative of the fact that the metal-HOMO interactions are mainly in the vicinity of the imidazole moiety. Contrary to the HOMOs, the LUMOs are almost entirely localized in the regions around the benzene ring (A) and the unsaturated keto-alkene moiety. On a relative scale, the HL2 inhibitor best interacts with the aluminium metal through its 3s orbital, given that $E_{\text{LUMO}}$ value is highest.

The energy gap ($\Delta E$) is widely accepted as a measure of the global reactivity of a molecule. Generally, the inhibition efficiency of an organic inhibitor is expected to be high for a molecule with low $\Delta E$ [35]. From the values of $\Delta E$, it is clear that the corrosion inhibition efficiency of the investigated inhibitors is ranked according to the order: $\text{HL2} > \text{HL4} > \text{HL3} > \text{HL5} > \text{HL1}$, which is quite consistent with the separate trends in both the HOMO and LUMO energies.

### 3.1.2. Reactivity Descriptors

The global reactivity parameters of the molecules studied: ionization energy ($IP$), electronic affinity ($EA$), global electronegativity ($\chi$), global hardness ($\eta$), global softness ($\delta$), fraction of electrons transferred ($\Delta N$), initial inhibitor-metal interaction energy ($\Delta \psi$), dipole moment, $\mu$, total energy ($TE$) and electrophilicity index ($\omega$), calculated based on the finite difference approximation, are listed in Table 3. The $EA$ values show the following trend: $\text{HL4} < \text{HL1} < \text{HL5} < \text{HL3} < \text{HL2}$, which suggests that HL2 loses the highest amount of energy when the 3s orbital of the aluminium metal donates electrons to its LUMO, leading to a more stabilizing interaction between the metal and HL2 inhibitor. Indeed, the corrosion inhibition tendency shown by the $EA$ parameter is in good agreement with that trend earlier revealed by the LUMO energies. This trend can be explained by the fact that the inhibitors with deactivating groups (except HL3), tend to resist electron donation compared to inhibitors with activating groups.
Table 2. The frontier molecular orbitals (FMOs) of studied inhibitors obtained at the TD-DFT-D3-PBE0/def2-TZVP//PBEh-3c levels in gas phase.

| Inhibitors | HOMO | LUMO |
|------------|------|------|
| HL1        | ![Image](image1.png) | ![Image](image2.png) |
| HL2        | ![Image](image3.png) | ![Image](image4.png) |
| HL3        | ![Image](image5.png) | ![Image](image6.png) |
| HL4        | ![Image](image7.png) | ![Image](image8.png) |
| HL5        | ![Image](image9.png) | ![Image](image10.png) |
Table 3. Molecular properties of studied inhibitors calculated from single point energies at the PBE0/def2-TZVP//PBEh-3c levels in gas phase.

| Parameters | Inhibitors |
|------------|------------|
|            | HL1        | HL2        | HL3        | HL4        | HL5        |
| $IP$ (eV)  | 7.435      | 7.738      | 7.235      | 7.202      | 7.481      |
| $EA$ (eV)  | 0.574      | 1.632      | 0.725      | 0.454      | 0.649      |
| $\chi$ (eV)| 4.004      | 4.685      | 3.980      | 3.828      | 4.065      |
| $\eta$ (eV)| 3.430      | 3.053      | 3.255      | 3.374      | 3.416      |
| $S$ (eV$^{-1}$)| 0.292      | 0.328      | 0.307      | 0.296      | 0.293      |
| $\Delta N$ | 0.775      | -0.618     | 0.488      | 0.763      | 0.367      |
| $\Delta \psi$| -0.00555   | -0.01343   | -0.00691   | -0.01514   | -0.00338   |
| $\mu$ (Debye)| 4.689      | 4.114      | 9.062      | 5.168      | 3.788      |
| $\omega$ (eV)| 27.504     | 33.499     | 25.778     | 24.717     | 28.218     |
| $TE$ (Eh)  | -1049.600  | -1253.674  | -1163.847  | -1124.665  | -1148.661  |

The influence of dipole moment on anticorrosion ability is controversial because some studies have shown that a small dipole moment is required for better inhibition, whereas others argue that a high value of the dipole moment enhances corrosion inhibition. The latter argument is based on the fact that the adsorption potency between the inhibitor and the metal surface increases with an increase in dipole moment [35]. In our opinion, the orientation of the dipole moment of an inhibitor molecule should contribute in fashioning its aggregation pattern over the metal surface through some dipole-dipole, dipole-charge interactions among other interactions [36], thus affecting the degree of surface coverage of the inhibitor. The orientation with respect to the Cartesian coordinate axes of the dipole moment vectors of the molecules currently studied are shown in Figure 2. Apparently, the dipole moment orientation of HL2 deviates significantly from the trend shown by the other inhibitors. This may be linked to the strongly deactivating nitro group in HL2.

The amount of electrons transferred ($\Delta N$) have been routinely used to explain the tendency of a molecule to donate electrons; and as reported in [37], the higher the amount of electrons transferred, the higher the tendency of a compound to donate electrons to a neighboring chemical species that is electron-deficient. It is well-known that the higher the number of electrons transferred ($\Delta N$), the higher the anticorrosion potency of an inhibitor. In fact, $\Delta N$ can be regarded as a derived descriptor from the electronegativity/hardness equalization principle. It was pointed out that positive values of $\Delta N$ indicate that the molecules act as electron donors meanwhile negative values indicate that the molecules act as electron acceptors [38]. Therefore, the $\Delta N$ values obtained for the currently investigated inhibitors have shown a higher inclination towards donating electrons to the metal surface. It is clear from Table 3 that the HL5 inhibitor has the highest tendency to transfer electrons to the aluminium metal.
This tendency decreases in the order: HL3 > HL4 > HL1 > HL2. It can also be noticed that the HL2 molecule has a ΔN value which is negative indicative of its very low partiality to offer electrons to the metal. Finally, the trend in the initial inhibitor-metal interaction energy (Δψ) from Table 3 is as follows: HL4 > HL2 > HL3 > HL1 > HL5.

3.2. Study of One of the Most Feasible Inhibitor-Aluminium Interaction Patterns

As earlier mentioned, the formation of metallic complexes is one of the factors that affect the adsorption of an inhibitor onto the metal surface [3]. In a bid to simulate implicitly the interaction between inhibitor and metal, inhibitor-aluminium complexes were modelled and optimized without any constraints. Herein, the input chelates as shown in Figure 3 were modelled as a follow up of the bonding pattern proposed by Kalanithi and co-workers towards metal ions [39] and secondly, based on the HOMO isosurfaces localization pattern portrayed in Table 2, which shows the most plausible regions for the strongest metal-inhibitor interactions.
Figure 3. Input geometry of inhibitor-aluminium complex in gas phase.

Figure 4 shows the optimized complexes with a few selected bond lengths in atomic units. It is observed that a V-shaped geometry about the aluminium central metal is obtained in all studied complexes.

Also, the Al-O (25) and Al-N (10) bond lengths are observed to be longest in both the HL2-aluminium (2.111 a.u. and 1.906 a.u. respectively) and HL5-aluminium complexes (2.109 a.u. and 1.892 a.u. respectively) due to electron depletion around the coordination center by the nitro and fluoro deactivating groups in both HL2 and HL5. This electron depletion tendency renders the aforementioned bonds slightly weaker.

3.2.1. Stability of Inhibitor-Aluminium Complex Interaction Based on Binding Energy

The theoretical likelihood of inhibitors binding to the aluminium atom and the stability of the resulting complexes in gas phase were verified via the calculation of thermodynamic parameters such as the binding energies ($\Delta E_{\text{binding}}$), according to the supramolecular approach, the enthalpies ($\Delta H_{\text{binding}}^0$), and Gibbs free energies ($\Delta G_{\text{binding}}^0$) at 298.15 K and 1.00 atm, as expressed respectively in Equations (16), (17) and (18).

\[
\Delta E_{\text{binding}} = E_{\text{complex}} - (E_{\text{Al}} + E_{\text{inhibitor}})
\]

\[
\Delta H_{\text{binding}}^0 = H_{\text{complex}}^0 - (H_{\text{Al}}^0 + H_{\text{inhibitor}}^0)
\]

\[
\Delta G_{\text{binding}}^0 = G_{\text{complex}}^0 - (G_{\text{Al}}^0 + G_{\text{inhibitor}}^0)
\]
Herein, the calculated binding energies (as indicated in Table 4) have been corrected for basis set superposition errors (BSSE) using the geometrical counterpoise correction (gCP) approach [19] as implemented in the ORCA 4 package. The gas-phase molecular thermodynamic properties (Δ\(H^0\)\(_{\text{binding}}\) and Δ\(G^0\)\(_{\text{binding}}\)) have been computed using the KiSThelP program [40].

Figure 4. Optimized structures of the inhibitor-aluminium complexes showing some selected bond length values in a.u., using the PBEh-3c method in gas phase.
Table 4. Calculated values $\Delta E_{\text{binding}}$ (eV), $\Delta H_{\text{binding}}^{0}$ (eV), $\Delta G_{\text{binding}}^{0}$ (eV) of the Aluminium-inhibitor complexes at PBEh-3c level of theory in gas phase.

| Thermodynamic parameters | Complexes          |
|--------------------------|--------------------|
|                          | HL1–Al | HL2–Al | HL3–Al | HL4–Al | HL5–Al |
| $\Delta E_{\text{binding}}$ | −2.742  | −2.883  | −2.689  | −2.687  | −2.749  |
| $\Delta H_{\text{binding}}^{0}$ | −2.690  | −2.831  | −2.637  | −2.636  | −2.698  |
| $\Delta G_{\text{binding}}^{0}$ | −2.118  | −2.252  | −2.057  | −2.089  | −2.108  |

It is clear from Table 4 that the stabilities of these complexes are confirmed by their negative $\Delta E_{\text{binding}}$ (eV) values. This shows that their formation from the inhibitors and the aluminium metal is energetically favorable. The strongest binding energy is observed to occur in the HL2-aluminium complex while the HL4-aluminium complex is the weakest in the series.

This is supported by the fact that all binding enthalpies are negative, thus signifying that aluminium-inhibitor binding is exothermic in each case studied. Moreover, the Gibbs free energies for aluminium-inhibitor binding are all negative, implying that aluminium-inhibitor bindings are thermodynamically feasible. These results thus highlight the spontaneity of formation and stability of the complexes studied herein.

3.2.2. Quantum Theory of Atoms-in-Molecules (QTAIM) Analysis of Some Bond Interactions within the Inhibitor-Aluminium Complexes

In view of characterizing and revealing auxiliary inhibitor-aluminium bond interactions, Bader’s QTAIM has been employed herein, based on topological parameters at bond critical points (BCP).

In topology analysis, the real space function, eta index ($\eta$), given by

$$\eta = \frac{|\lambda_1(r)|}{\lambda_3(r)}$$

where $\lambda_1$ and $\lambda_3$ are the lowest and the highest eigenvalues of hessian matrix of the electron density, $\rho$, respectively, has been argued to have values at bond critical point less than unity for closed shell interactions for such ionic and van der Waals interactions and increases with increasing covalent character [41]. Identified bond interaction in the framework of QTAIM based on the optimized inhibitor-aluminium complexes in gas phase at PBEh-3c level of theory are shown in the molecular maps in Figure 5. In the present study, topological analyses of additional real space functions such as the electron density and its laplacian have been performed at bond critical points and presented in Table 5. Large $\rho(r)$ values and $\nabla^2 \rho(r) < 0$ indicate polar and non-polar covalent bonding interactions, whereas small $\rho(r)$ values and $\nabla^2 \rho(r) > 0$ indicate closed-shell interactions [42]. Generally, $\rho(r)$ is greater than 0.20 a.u. for covalent bonding interactions and less than 0.10 a.u. for closed-shell interactions [42]. The values of $\nabla^2 \rho(r)$ and $-G(r)/V(r)$ were also used to characterize the bonding interactions in the compounds studied. Generally, $G(r)$ is the kinetic
Figure 5. Molecular graphs of inhibitor-aluminium complexes based on their gas phase optimized geometries at the PBEh-3c level of theory in gas phase. The BCPs are the small red spheres around the center of the bond paths. The bond paths are the brown or green colored lines while aluminium atoms are the large brown spheres.
Table 5. Bonding interactions and values of the electron density \[ \rho(r) \], the Laplacian \[ \nabla^2 \rho(r) \], kinetic energy density \[ G(r) \], potential energy density \[ V(r) \], eta index, all measured in a.u., and interatomic interaction energy in eV \( (E_{\text{int}}) \) for the bonding interactions in the inhibitor-aluminium complexes studied in gas phase.

| Bonding Interaction | Real Space Functions | \( E_{\text{int}} \) (eV) |
|---------------------|----------------------|--------------------------|
|                     | \( \rho (r) \)   | \( \nabla^2 (r) \) | \( G(r) \) | \( V(r) \) | \( -G/V \) | eta index |
| HL1-Al              |                      |                          |            |            |            |            |
| Al--C\textsubscript{18} | 0.0121       | 0.0136                   | 0.0041     | -0.0048    | 0.8508     | 0.2412     | -0.0659   |
| Al--N\textsubscript{10} | 0.0742       | 0.4571                   | 0.1195     | -0.1247    | 0.9584     | 0.1744     | -1.6961   |
| Al--O\textsubscript{25} | 0.0372       | 0.1797                   | 0.0455     | -0.0462    | 0.9866     | 0.1549     | -0.6280   |
| HL2-Al              |                      |                          |            |            |            |            |
| Al--C\textsubscript{18} | 0.0128       | 0.0137                   | 0.0043     | -0.0052    | 0.8331     | 0.2482     | -0.0701   |
| Al--N\textsubscript{10} | 0.0719       | 0.4334                   | 0.1133     | -0.1182    | 0.9582     | 0.1748     | -1.6087   |
| Al--O\textsubscript{25} | 0.0372       | 0.1765                   | 0.0450     | -0.0458    | 0.9818     | 0.1566     | -0.6232   |
| HL3-Al              |                      |                          |            |            |            |            |
| Al--C\textsubscript{18} | 0.0120       | 0.0136                   | 0.0041     | -0.0048    | 0.8545     | 0.2406     | -0.0651   |
| Al--N\textsubscript{10} | 0.0747       | 0.4631                   | 0.1210     | -0.1263    | 0.9584     | 0.1743     | -1.7181   |
| Al--O\textsubscript{25} | 0.0372       | 0.1807                   | 0.0457     | -0.0463    | 0.9880     | 0.1544     | -0.6299   |
| HL4-Al              |                      |                          |            |            |            |            |
| Al--C\textsubscript{18} | 0.0120       | 0.0136                   | 0.0041     | -0.0048    | 0.8539     | 0.2399     | -0.0653   |
| Al--N\textsubscript{10} | 0.0747       | 0.4632                   | 0.1210     | -0.1263    | 0.9585     | 0.1743     | -1.7183   |
| Al--O\textsubscript{25} | 0.0371       | 0.1799                   | 0.0456     | -0.0462    | 0.9873     | 0.1546     | -0.6280   |
| HL5-Al              |                      |                          |            |            |            |            |
| Al--C\textsubscript{18} | 0.0124       | 0.0137                   | 0.0042     | -0.0049    | 0.8455     | 0.2456     | -0.0673   |
| Al--N\textsubscript{10} | 0.0741       | 0.4564                   | 0.1193     | -0.1244    | 0.9585     | 0.1744     | -1.6929   |
| Al--O\textsubscript{25} | 0.0371       | 0.1791                   | 0.0454     | -0.0461    | 0.9861     | 0.1549     | -0.6267   |

The electron density at the BCP (always positive) and \( V(r) \) is the potential energy density at the BCP (always negative) \[43\]. When \( \nabla^2 \rho(r) > 0 \) and \( -G(r)/V(r) > 1 \), the interactions are noncovalent, whereas when \( \nabla^2 \rho(r) > 0 \) and \( 0.5 < -G(r)/V(r) < 1 \), the interactions are partially or partly covalent \[44\]. Based on the popular equation formulated by Espinosa \[45\] \( (E_{\text{int}} = 0.5 \ V(r)) \), for estimating interatomic noncovalent bond interactions, selected bond interaction energies were calculated accordingly.

A critical examination of Table 5 and Figure 5 shows that in addition to the Al-O (25) and Al-N (10) bonds earlier portrayed in the optimized complexes in Figure 4, there exists an Al-C (18) bond interaction in all studied complexes. From the eta, \( \rho(r) \), \( -G(r)/V(r) \) and \( \nabla^2 \rho(r) \) values, it can be concluded that all selected bond interactions in Table 4 are closed shell interactions with partly covalent character. This partial covalent character is more pronounced for the Al-O (25) and Al-N (10) bond interactions. Based on the interaction energy val-
ues, it is obvious that the Al-N (10) bond interactions are the strongest with energies ranging between −1.6087 eV in the HL2-Al complex to −1.7183 eV in HL4-Al, followed by the Al-O (25) bond interactions with energies ranging from −0.6232 eV in the HL2-Al to −0.6299 eV in the HL3-Al complex. Finally, the Al-C (18) are the weakest with values ranging between −0.0651 eV in HL3-Al and −0.0701 eV in HL2-Al. These interaction energies between inhibitor and aluminium metal from QTAIM analysis corroborate results earlier observed in the binding energy thermodynamics parameter. Indeed, all the complexes modeled have been found to be relatively stable.

3.3. Local Energy Decomposition (LED) Analysis of the Inhibitor-Aluminium Complexes

In a bid to obtain more insight into the various types of contributions to the non-covalent interactions at the interface of the inhibitor fragment (fragment 1) and the aluminium atom fragment (fragment 2), the domain-based local pair natural orbital CCSD (T) method, i.e., DLPNO-CCSD (T), was used in calculating the interaction energy between the two fragments, albeit at a relative chemical accuracy. Decomposition of the interaction energy has been done via the local energy decomposition (LED) [22] scheme. In this study, the open-shell variant of the DLPNO-CCSD (T)/LED scheme [21] was employed. It should be recalled that the DLPNO-CCSD (T)/LED method takes into account counterpoise correction thus compensating for basis set incompleteness effects [22]. For exploratory and a more or less qualitative decomposition of the interaction energy, some chemically meaningful components of the interaction energy are presented in Table 6.

In Table 6, $E_{\text{exch}}$ represents the inter-fragment exchange interaction, $E_{\text{el}}$ is the electrostatic energy interaction between the distorted electronic clouds of the fragments, $E_{\text{C-CCSD}}$ term contains the London dispersion contribution from the strong pairs described above plus the interfragment component of the weak pairs, which is essentially dispersive in nature, $E_{\text{CT}}^{1\rightarrow2}$ and $E_{\text{CT}}^{2\rightarrow1}$ are the dynamic polarization terms (i.e. charge-transfer components at the correlated level) and the ratio of the dispersion energy $E_{\text{disp}}^{\text{C-CCSD}}$ to the entire interaction energy $\Delta E_{\text{int}}$, $(\frac{\Delta E_{\text{disp}}^{\text{C-CCSD}}}{\Delta E_{\text{int}}})$, gives the character of different interactions with

| Molecules | $E_{\text{exch}}$ | $E_{\text{el}}$ | $E_{\text{C-CCSD}}^{\text{1\rightarrow2}}$ | $E_{\text{C-CCSD}}^{\text{2\rightarrow1}}$ | $\Delta E_{\text{int}}$ | $\frac{\Delta E_{\text{disp}}^{\text{C-CCSD}}}{\Delta E_{\text{int}}}$ |
|-----------|------------------|----------------|-----------------------------------------|-----------------------------------------|------------------|-----------------------------------------------|
| HL1-Al    | −1.3407          | −0.0884        | −0.0117                                 | −0.0497                                 | −0.0084          | 0.0080                                        |
| HL2-Al    | −1.2968          | −0.0868        | −0.0119                                 | −0.0483                                 | −0.0084          | 0.0084                                        |
| HL3-Al    | −1.3476          | −0.0887        | −0.0116                                 | −0.0500                                 | −0.0083          | 0.0079                                        |
| HL4-Al    | −1.3465          | −0.0886        | −0.0116                                 | −0.0499                                 | −0.0083          | 0.0079                                        |
| HL5-Al    | −1.3355          | −0.0884        | −0.0117                                 | −0.0498                                 | −0.0084          | 0.0081                                        |
respect to the importance of dispersion. Hence, a ratio exceeding 1 unambiguously identifies a dispersion dominated interaction. Furthermore, a ratio between 0.5 and 1 points to an interaction with balanced contributions of dispersive and nondispersive characters, while a ratio smaller than 0.5 suggests an interaction somewhat dominated by nondispersive contributions [22]. It is evident from Table 6 therefore that, the character of the interaction between the inhibitors and aluminium metal are largely nondispersive in nature. Also, it is clear that charge transfer between fragments is dominant from fragment 1 to 2, with some back donation from fragment 2 to 1. As a result, net-charge flow is found to be towards the metal. As anticipated, electrostatic energy interactions are the most contributing to the binding of inhibitors on to the aluminium metal. The interaction energies show that the interactions in all complexes are attractive with slight variations in strength. Accordingly, HL3⋯Al complex is the most attractive at the calculated coupled-cluster level.

3.4. Local Parameters of Studied Anticorrosion Inhibitors

In order to verify the probable role played by each atom in the molecules studied towards anticorrosion, their local reactivity parameters (Fukui functions (FF)) $f^+_k$ and $f^-_k$, and local softness $s^+_k$ and $s^-_k$ based on Hirshfeld charges (Hirshfeld population analysis) have been calculated. It should be indicated that the Hirshfeld population scheme has been used here because it is not basis set dependent and give intuitively positive FF values [46]. However, due to orbital relaxation effects, some negative FF values can still be observed [47]. It is observed from Figure 6 that the sites acting favorably for nucleophilic attacks are

![Figure 6](image-url)
typically the carbon atoms of the imidazole ring (15C, 17C and 18C). Given that these sites are equally observed to be the softest to nucleophilic attack, they make use of their HOMO orbitals to donate electrons to the incompletely filled 3p orbital of the aluminium metal. These results support the observed localization of HOMO orbitals over the imidazole ring of the inhibitors shown earlier in Table 2. On the other hand, the most prominent sites acting favorably for electrophilic attacks are typically the atoms 10N, 7C, 8C and 9C in all the molecules, in addition to the 47O and 48O in the HL2 molecule. These atoms therefore are responsible for interaction with the metal surface by accepting electrons into the LUMO of the inhibitor. It can thus be predicted that in the HL2 molecule for example interaction between the molecule and the metal surface not only occurs around the imidazole, 10N and 25O regions but also with the nitro group.

3.5. Molecular Properties of Protonated Inhibitors in Acidified Water

In acidic aqueous medium, corrosion inhibitors act as Lewis basis, as they accept protons from the acids in solution which otherwise interact with the metal surfaces, ionizing the metal surface and resulting in their degradation. Thus, corrosion inhibitors with strong proton affinity (PA) (more negative values of PA) are required to circumvent the effect of acid media on metals by capturing protons in these solutions. Thus, a strong PA value of a molecule increases its anticorrosion efficiency. In this study, the protonated forms of the studied molecules (H2L1+, H2L2+, H2L3+, H2L4+ and H2L5+) in aqueous medium were studied at the PBEh-3c level of theory.

The most favorable computationally tested protonation site which brought about the lowest molecular energy in all studied inhibitors was found to be at the 10N atom (see Figure 1) (after geometry optimization in water), corroborating the values of the condensed fukui functions for electrophilic attack (f−) (see Figure 6) wherein one of the most favorable sites for electrophilic attacks is the 10N atom. It is therefore evident that in acidic aqueous medium, the 10N atom will be unavailable for any substantial interaction with the aluminium surface. According to proton affinity values of the studied inhibitors calculated at the PBEh-3c level of theory, the inhibition efficiency ranking for studied inhibitors is: HL3 > HL5 > HL4 > HL1 > HL2. This trend can be explained from the fact that the electron depleting groups tend to reduce the proton affinities while donor groups improve on the proton affinity power of the studied molecules. Interestingly, Figure 7 reveals the fact that the PAs (inhibition efficacy in acid medium) of the HL1 and HL3 are found to be directly proportional to temperature, within the studied temperature range 273.15 - 343.15 K, whereas the HL2, HL4 and HL5 inhibitors show proton affinities that are inversely proportional to temperature within the studied temperature range, albeit with very slight changes in PAs. Consequently, at relatively higher temperatures in aqueous medium, the HL1 and HL3 are found to be more effective anticorrosion inhibitors.
Figure 7. Proton affinity (PA) variation with temperature of studied inhibitors in aqueous medium.

than at lower temperatures, in contrast to the HL2, HL4 and HL5 compounds that will be better corrosion inhibitors at relatively higher temperatures.

Given that the energy gap in the protonated species is lower than unprotonated species in gas phase (see Table 1 and Table 6), it is can be predicted that the atoms of the imidazole moiety and the 9C, 8C, 7C and 6C of the chalcone moiety will be involved in the interaction with the aluminium surface. This improved interaction is confirmed by the slight increase in planarity of the 9C-8C-7C-6C moiety of the protonated molecules.

The calculated dihedral angle $\phi$ (9C-8C-7C-6C) in $H_2L1^+$ is found to be 179.3˚ whereas in the HL1 molecule it is 178.9˚. It must be stressed that high degree of planarity, that may lead to a high electronic delocalization are typical of a resonant system [37]. This indicates that the molecular interaction with the metallic surface can also occur through the $\pi$ orbitals of the chalconic moiety in aqueous phase. The same observation is obtained for $H_2L5^+$ and its HL5 counterpart wherein the $\phi$ (9C-8C-7C-6C) dihedral angle is respectively 179.7˚ and 179.1˚.

However, the planarity of the 9C-8C-7C-6C portion of the $H_2L4^+$ molecule is found to lower compared to the HL4 counterpart. The dihedral angles $\phi$ (9C-8C-7C-6C) here are found to be 179.3˚ and 179.7˚, showing that the interaction of this portion of the molecule with the aluminium surface drops upon protonation in acidic aqueous medium. In acidic aqueous medium also, studies have shown that the energy gaps of the protonated species presented in Table 7 witness a decrease compared to the values in the unprotonated species in the gas phase reminiscence of an even improved adsorption in acidic aqueous medium of the unprotonated species in gas phase.
Table 7. Molecular properties of studied protonated inhibitors in acidic aqueous medium calculated from single point energies at the TD-DFT-D3-PBE0/def2-TZVP//PBEh-3c levels in aqueous medium.

| Parameters | Protonated Inhibitors |
|------------|-----------------------|
|            | H₂L₁⁺ | H₂L₂⁺ | H₂L₃⁺ | H₂L₄⁺ | H₂L₅⁺ |
| E_{HOMO} (eV) | -6.906 | -6.762 | -6.595 | -6.649 | -6.865 |
| E_{LUMO} (eV) | -2.949 | -3.320 | -2.803 | -2.799 | -2.937 |
| ΔE (eV) | 3.957 | 3.442 | 3.792 | 3.850 | 3.928 |

3.6. Aqueous Absolute Standard One-Electron Redox Potentials of Studied Inhibitors (Inhs)

In a bid to gain more knowledge on how well the inhibitors (Inh = HL1, HL2, HL3, HL4 and HL5) under study bequeath electrons in aqueous solution phase, their one-electron redox process was investigated according to Scheme 1, and were used to determine their standard absolute redox potentials (E°_calc) accordingly.

Herein, the absolute redox potentials have been computed from the Gibbs free energy associated with the oxidation-reduction process of the inhibitors in aqueous solution phase, by considering Equation (19):

$$ E°_{\text{calc}} = \frac{\Delta G°_{\text{redox}}}{nF} $$

where \( n \) is the number of transferred electrons and \( F \) is the Faraday constant (\( F = 23.06 \) kcal·mol⁻¹·V⁻¹). The \( \Delta G°_{\text{redox}} \) in kcal·mol⁻¹ is obtained by calculating the change in free energy in the gas phase, \( \Delta G°_{\text{gas}} \), and the solvation free energies of each of the species, \( \Delta G°_{\text{solv Inh}} \) for the oxidized species and \( \Delta G°_{\text{solv Inh}} \) for the reduced species. The overall balance equation is as follows:

$$ \Delta G°_{\text{sol}} = \Delta G°_{\text{gas}} + \Delta G°_{\text{solv Inh}} - \Delta G°_{\text{solv Inh}} $$

(20)

It should be noted that, the free energy of the electron is not taken into account since the addition of another half-cell reaction for the reference electrode automatically cancels the energy of the electron out. It could also be argued that the ionic convention of an electron leads to a zero value of its free energy in the gas and solution phase, hence it is typically ignored [48].

Within the framework of the SMD method, the standard-state solvation free energies, \( \Delta G°_{\text{solv}} \), are calculated as the sum of three terms [49] [50]:

$$ \Delta G°_{\text{solv}} = \Delta G°_{\text{ENP}} + \Delta G°_{\text{CDS}} + \Delta G°_{\text{conc}} $$

(21)

In the ORCA program, the term \( \Delta G°_{\text{ENP}} \) represents the bulk electrostatic contribution arising from the interaction of the medium and the molecular surface charges while the cavity-dispersion solvent-structure term \( \Delta G°_{\text{CDS}} \) represents the free energy change associated with the solute-solvent interactions in the first solvation shell [50]. The term \( \Delta G°_{\text{conc}} \) arises when changing from gas-phase at 1 atm and 298.15 K to solution phase at 1 mol·L⁻¹ (\( \Delta G°_{\text{conc}} = 1.89 \) kcal·mol⁻¹) [49].
Scheme 1. Thermodynamic cycle for the calculation of Gibbs free energies of a one-electron redox process of inhibitors under study.

From Table 8, it can be noticed that the electron withdrawing groups show higher redox potentials which thus diminishes their affinity for aluminium in aqueous solution, which can influence their chelating ability for aluminium. Accordingly, the absolute redox potential ranking is as follows: HL2 > HL4 > HL5 > HL1 > HL3. It is thus expected that the HL3 will bequeath electrons in aqueous solution phase most easily, corroborating finding made on their $E_{HOMO}$ studies which reveals the predilection of HL3 to donate electrons most. As expected, the HL2 redox couple has the least negative absolute redox potential suggestive of its resistance to bequeath electrons easily in aqueous medium. As already mentioned, the electron withdrawing/electron donating effect should be highly relevant for donor-acceptor interactions in the resulting inhibitor-aluminium complexes, since these are typically electrostatic in nature.

Table 8. Aqueous absolute standard one-electron redox potentials ($E'_{\text{redox}}$) in volts of studied corrosion inhibitors obtained at the DFT-D3BJ-PBE0/def2-TZVP//PBEh-3c levels.

| Inh  | $\Delta G_{\text{gas}}^{\text{redox}}$ | $\Delta G_{\text{gas}}^{-*}$, Inh | $\Delta G_{\text{gas}}$, Inh | $\Delta G_{\text{inh}}^{\text{redox}}$ | $E'_{\text{redox}}$ (V) |
|------|-------------------------------------|---------------------------------|-----------------------------|---------------------------------|-------------------------|
| HL1  | −152.540                            | −52.911                         | −21.152                     | −120.781                        | −5.238                  |
| HL2  | −159.517                            | −62.324                         | −22.391                     | −97.193                         | −5.186                  |
| HL3  | −149.164                            | −26.967                         | −20.146                     | −142.342                        | −6.173                  |
| HL4  | −151.888                            | −56.266                         | −24.045                     | −119.667                        | −5.189                  |
| HL5  | −153.308                            | −53.924                         | −20.704                     | −120.089                        | −5.208                  |

*All $\Delta G$ values are measured in kcal mol$^{-1}$.

4. Conclusion

Quantum chemical calculations have been undertaken to evaluate the anticorrosion efficacy and modes of action of five chalcone-based imidazole ligands on aluminium in both gas phase and acidic aqueous medium. Computed values of the frontier molecular energy gaps in gas phase are in the range 3.574 eV and 4.444 eV, which are found to be lower than similar values in the literature, suggestive of very good adsorptive and inhibition capacity [5]. In order to model the inhibitor-aluminium interaction patterns, the geometries of inhibitor-aluminium complexes were fully optimized. All calculated interaction energies and Gibbs free energies at 298.15 K and 1.00 atm, were found to be negative, which shows that the formation of the investigated inhibitor-aluminium complexes is energetically favorable. QTAIM analysis on these complexes in gas phase further re-
revealed the existence of Al-O (25), Al-N (10) and Al-C (18) bonding interactions. Additionally, LED analyses confirmed that, inhibitor-metal interactions in all investigated complexes are predominantly electrostatic in character and nondispersive in nature. Also, the proton affinity values in aqueous medium of the inhibitors investigated have revealed the following inhibition efficiency ranking: HL3 > HL5 > HL4 > HL1 > HL2. It has been found that for HL1 and HL3, the PA values are directly proportional to temperature within the range 273.15 - 343.15 K, whereas for HL2, HL4 and HL5, the PA values are nearly inversely proportional to temperature. In conclusion, our results have shown that the chalcones derivatives investigated in this work possess great potentials towards aluminium corrosion inhibition in both gas and acidic media.
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