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Abstract

The success of deep learning, a brain-inspired form of AI, has sparked interest in understanding how the brain could similarly learn across multiple layers of neurons. However, the majority of biologically-plausible learning algorithms have not yet reached the performance of backpropagation (BP), nor are they built on strong theoretical foundations. Here, we analyze target propagation (TP), a popular but not yet fully understood alternative to BP, from the standpoint of mathematical optimization. Our theory shows that TP is closely related to Gauss-Newton optimization and thus substantially differs from BP. Furthermore, our analysis reveals a fundamental limitation of difference target propagation (DTP), a well-known variant of TP, in the realistic scenario of non-invertible neural networks. We provide a first solution to this problem through a novel reconstruction loss that improves feedback weight training, while simultaneously introducing architectural flexibility by allowing for direct feedback connections from the output to each hidden layer. Our theory is corroborated by experimental results that show significant improvements in performance and in the alignment of forward weight updates with loss gradients, compared to DTP.

1 Introduction

Backpropagation (BP) [Rumelhart et al., 1986; Linnainmaa, 1970; Werbos, 1982] has emerged as the gold standard for training deep neural networks [LeCun et al., 2015] but long-standing criticism on whether it can be used to explain learning in the brain across multiple layers of neurons has prevailed (Crick, 1989). First, BP requires exact weight symmetry of forward and backward pathways, also...
known as the weight transport problem, which is not compatible with the current evidence from experimental neuroscience studies (Grossberg, 1987). Second, it requires the transmission of signed error signals (Lillicrap et al., 2020). This raises the question whether (i) weight transport and (ii) signed error transmission are necessary for training multilayered neural networks.

Recent work (Lillicrap et al., 2016; Nokland, 2016) showed that random feedback connections are sufficient to propagate errors and that feedback does not need to adhere to the layer-wise structure of the forward pathway, thereby indicating that weight transport is not strictly necessary for training multilayered neural networks. However, follow-up work (Bartunov et al., 2018; Launay et al., 2019; Moskovitz et al., 2018; Crafton et al., 2019) indicated that random feedback weights are not sufficient for more complex problems and require adjustments to better approximate the symmetric layer-wise connectivity of BP (Akrout et al., 2019; Kunin et al., 2020; Liao et al., 2016; Xiao et al., 2018; Guerguev et al., 2020), although encouraging recent results suggest that the symmetric connectivity constraint from BP might be surmountable (Landsell et al., 2020).

Target propagation (TP) represents a fundamentally different stream of research into alternatives for BP, as it propagates target activations (not errors) to the hidden layers of the network and then updates the weights of each layer to move closer to the target activation (Bengio, 2014; Lee et al., 2015; Bengio et al., 2015; Ororbia and Mali, 2019; Manchev and Spratling, 2020; LeCun, 1986). TP thereby alleviates the two main criticisms on the biological plausibility of BP. Another complementary line of research investigates how learning rules could be implemented in biological micro-circuits (Sacramento et al., 2018; Guerguev et al., 2017; Lillicrap et al., 2020) and relies on the core principles of TP. While TP as presented in Bengio (2014) and Lee et al. (2015) is appealing for bridging the gap between deep learning and neuroscience, its optimization properties are not yet fully understood, neither does it scale to more complex problems (Bartunov et al., 2018).

Here, we present a novel theoretical framework for TP and its well-known variant difference target propagation (DTP; Lee et al. (2015)) that describes its optimization characteristics and limitations. More specifically, we (i) identify TP in the setting of invertible networks as a hybrid method between approximate Gauss-Newton optimization and gradient descent. (ii) We show that, consistent with its limited performance on challenging problems, DTP suffers from inefficient parameter updates for non-invertible networks. (iii) To overcome this limitation, we propose a novel reconstruction loss for DTP, that restores the hybrid between Gauss-Newton optimization and gradient descent and (iv) we provide theoretical insights into the optimization characteristics of this hybrid method. (v) We introduce a DTP variant with direct feedback connections from the output to the hidden layers. (vi) Finally, we provide experimental results showing that our new DTP variants improve the ability to propagate useful feedback signals and thus learning performance.

2 Background and Notation

We briefly review TP (Lee et al., 2015; Bengio, 2014) and Gauss-Newton optimization (GN). See Fig. 1 for a schematic of TP and the supplementary materials (SM) for more information on GN.

Target propagation. We consider a feed-forward fully connected neural network with $L$ layers and forward mappings:

$$h_i = f_i(h_{i-1}) = s_i(W_i h_{i-1}) = s_i(a_i), \quad i = 1, \ldots, L,$$

with $h_i$ the vector with post-activation values of layer $i$, $a_i$ the pre-activation values, $s_i$ a smooth nonlinear activation function, $W_i$ the layer weights, $f_i$ a shorthand notation and $h_0$ the network input. Based on the output $h_L$ of the network and the label $l$ of the training sample, a loss $\mathcal{L}(l, h_L)$ is computed. While BP backpropagates the gradients of this loss function, TP computes an output target and backpropagates this target. The output target $\hat{h}_L$ is defined as the output activation tweaked in the negative gradient direction:

$$\hat{h}_L = h_L - \eta e_L \triangleq h_L - \eta \left( \frac{\partial \mathcal{L}}{\partial h_L} \right)^T,$$

with $\eta$ the output target stepsize. $\hat{h}_L$ is then backpropagated to produce hidden layer targets $\hat{h}_i$:

$$\hat{h}_i = g_i(\hat{h}_{i+1}) = t_i(Q_i h_{i+1}), \quad i = L - 1, \ldots, 1.$$

![Figure 1: Schematic illustration of the TP framework.](image)
with \( g_i \) an approximate inverse of \( f_{i+1} \), \( Q_i \) the feedback weights and \( t_i \) a smooth nonlinear activation function. One can also choose other parameterizations for \( g_i \). Based on \( h_i \), local layer losses \( L_i(h_i, h_{i+1}) = \| h_i - h_{i+1} \|_2^2 \) are defined. The forward weights \( W_i \) are then updated by taking a gradient descent step on this local loss, assuming that \( h_i \) stays constant. Finally, to train the feedback parameters \( Q_i, f_{i+1} \) and \( g_i \) are seen as a shallow auto-encoder pair. \( Q_i \), can then be trained by a gradient step on a reconstruction loss:

\[
L_{\text{rec}}^i(g_i(f_{i+1}(h_i)), h_i) = \| g_i(f_{i+1}(h_i)) - h_i \|_2^2. \tag{4}
\]

Lee et al. (2015) argue for injecting additive noise in \( h_i \) for the reconstruction loss, such that the backward mapping is also learned in a region around the training points.

**Gauss-Newton optimization.** The Gauss-Newton (GN) algorithm (Gauss, 1809) is an iterative approximate second-order optimization method that is used for non-linear least-squares regression problems. The GN update for the model parameters \( \beta \) is given by:

\[
\Delta \beta = -(J^T J + \lambda I)^{-1} J^T e_L = -J^T (J J^T + \lambda I)^{-1} e_L, \tag{5}
\]

with \( J \) the Jacobian of the model outputs with respect to \( \beta \), \( e_L \) the output errors (considering an \( L_2 \) loss) and \( \lambda \) a Tikhonov damping constant (Tikhonov, 1943; Levenberg, 1944). For \( \lambda \rightarrow 0 \), the update simplifies to \( \Delta \beta = -J^T e \), with \( J^T \) the Moore-Penrose pseudo inverse of \( J \) (Moore, 1920; Penrose, 1955).

## 3 Theoretical Results

To understand how TP can optimize a loss function, we need to know what kind of update the propagated targets represent. Here, we lay down a theoretical framework for TP, showing that the targets represent an update computed with an approximate Gauss-Newton optimization method for invertible networks and we improve DTP to propagate these Gauss-Newton targets in non-invertible networks. Furthermore, we show how these GN targets optimize a global loss function.

### 3.1 TP for invertible networks computes GN targets

Invertible networks represent the ideal case for TP, as TP relies on using approximate inverses to propagate targets through the network. We formalize invertible feed-forward networks as follows:

**Condition 1** (Invertible networks). The feed-forward neural network has forward mappings \( f_i(h_{i-1}) = s_i(W_i h_{i-1}), i = 1, \ldots, L \) where \( s_i \) can be any differentiable, monotonically increasing and invertible element-wise function with domain and image equal to \( \mathbb{R} \) and where \( W_i \) can be any invertible matrix. The feedback functions for propagating the targets are the inverse of the forward mapping functions: \( g_i(h_{i+1}) = f_{i+1}^{-1}(h_{i+1}) = W_{i+1}^{-1} s_{i+1}^{-1}(\hat{h}_{i+1}) \).

The target update \( \Delta h_i \triangleq \hat{h}_i - h_i \) represents how the hidden layer activations should be changed to decrease the output loss and plays a similar role to the backpropagation error \( e_i \triangleq \partial L / \partial h_i \). As shown by Lee et al. (2015), a first-order Taylor expansion of this target update reveals how the output error gets propagated to the hidden layers, which we restate in Lemma 1 (full proof in SM).

**Lemma 1.** Assuming Condition [7] holds and the output target stepsize \( \hat{\eta} \) is small compared to \( \| h_L \|_2 / \| e_L \|_2 \), the target update \( \Delta h_i \triangleq \hat{h}_i - h_i \) can be approximated by

\[
\Delta h_i \triangleq \hat{h}_i - h_i = -\hat{\eta} \sum_{k=1}^{L-1} J_{f_{k+1}}^{-1} \left( L_{f_{i+1}} \right) e_L + O(\hat{\eta}^2) = -\hat{\eta} J^{-1}_{f_{i+1}} e_L + O(\hat{\eta}^2), \tag{6}
\]

where \( e_L = (\partial L / \partial h_i) \) evaluated at \( h_i \), \( J_{f_{k+1}} = \partial f_{k+1}(h_k) / \partial h_k \) evaluated at \( h_k \) and \( J_{f_{i+1}} = \partial f_{i+1}(h_i) / \partial h_i \) evaluated at \( h_i \).

If this target update is compared with the BP error \( e_i = \sum_{k=1}^{L-1} J_{f_{k+1}}^{T} e_{L_k} \), we see that the transpose operation is replaced by an inverse operation. Gauss-Newton optimization (GN) uses a pseudo-inverse of the Jacobian of the output with respect to the parameters (eq. [5]), which hints towards a relation between TP and GN. The following theorem makes this relationship explicit (full proof in SM).
Theorem 2. Consider an invertible network specified in Condition[1] Further, assume a mini-batch size of $l$ and an $L_2$ output loss function. Under these conditions and in the limit of $\eta \to 0$, TP uses Gauss-Newton optimization with a block-diagonal approximation of the Gauss-Newton curvature matrix, with block sizes equal to the layer sizes, to compute the local layer targets $h_i$.

Theorem 2 thus shows that TP can be interpreted as a hybrid method between Gauss-Newton optimization and gradient descent. First, an approximation of GN is used to compute the hidden layer targets, after which gradient descent on the local losses $L_i = \|h_i - h_i\|^2_2$ is used for updating the forward parameters.

3.2 DTP for non-invertible networks does not compute GN targets

In general, deep networks are not invertible due to varying layer sizes and non-invertible activation functions. For non-invertible networks, $g_i$ is not the exact inverse of $f_{i+1}$ but tries to approximate it instead. This approximation causes reconstruction errors to interfere with the target updates $\Delta h_i$, as can be seen in its first order Taylor approximation.

$$\Delta h_i \triangleq h_i - h_i = -J_{g_i} \Delta h_{i+1} + g_i(h_{i+1}) - h_i + O(\|\Delta h_{i+1}\|^2_2)$$

(7)

The second and third term in the right-hand side represent the reconstruction error, as this error would be zero if $g_i$ is the perfect inverse of $f_{i+1}$. Due to the interference of these reconstruction errors with the target updates, vanilla TP fails to propagate useful learning signals backwards for non-invertible networks. The Difference Target Propagation (DTP) method [Lee et al., 2015] solves this issue by subtracting the reconstruction error from the propagated targets: $h_i = g_i(h_{i+1}) - (g_i(h_{i+1}) - h_i)$, known as the difference correction. Similar to Lemma[1] we obtain an approximation of the DTP target updates.

Lemma 3. Assuming the output target step size $\eta$ is small compared to $\|h_L\|_2/\|e_L\|_2$, the target update $\Delta h_i \triangleq h_i - h_i$ of the DTP method can be approximated by

$$\Delta h_i \triangleq \hat{h}_i - h_i = -\eta \left[ \prod_{k=i}^{L-1} J_{g_k} \right] e_L + O(\eta^2),$$

(8)

with $J_{g_k} = \partial g_k(h_{k+1})/\partial h_{k+1}$ evaluated at $h_{k+1}$.

For propagating GN targets, $\prod_{k=i}^{L-1} J_{g_k}$ needs to be equal to $J_{f_{i,L}}^L$, with $f_{i,L}$ the forward mapping from layer $i$ to the output. However, two issues prevent this from happening in DTP. First, the shallow auto-encoder parameterization of $g_i$ and $f_{i+1}$ (eq. 3 and 4), combined with the layer-wise reconstruction loss (eq. 4) for training the parameters of $g_i$, does not ensure that $J_{g_i} = J_{f_{i+1}}^L$ (see SM). Second, even if $J_{g_i} = J_{f_{i+1}}^L$ for all layers, it would still in general not be the case that $\prod_{k=i}^{L-1} J_{g_k} = J_{f_{i,L}}^L$ as $J_{f_{i,L}}^L$ cannot be factorized as $\prod_{k=i+1}^{L} J_{f_k}$ in general (Campbell and Meyer 2009). From these two issues, we see that DTP does not propagate real GN targets to its hidden layers by default and in section 3.3 we show that this leads to inefficient parameter updates. However, by introducing a new reconstruction loss used for training the feedback functions $g_i$, we can ensure that the DTP method propagates approximate GN targets.

3.3 Propagating Gauss-Newton targets in non-invertible networks

Here, we present a novel difference reconstruction loss (DRL) that trains the feedback parameters to propagate GN targets.

**Difference reconstruction loss.** First, we introduce shorthand notations for how targets get propagated through the network in DTP. The computation of $\hat{h}_i$ based on the target in the next layer can be written as $\hat{h}_i = g_i^d(\hat{h}_{i+1}, h_{i+1}, h_i) \triangleq g_i(\hat{h}_{i+1}) + \left( h_i - g_i(f_{i+1}(h_i)) \right)$. The sequence of computations for $\hat{h}_i$ based on the output target can be defined recursively as $\hat{h}_i = g_i^d(L_{i+1}, h_L, h_i) \triangleq g_i^d(g_{L,i}^d(h_{L}, h_{L}, h_{i+1}, h_{i+1}, h_{i+1}, h_{i+1}), \hat{h}_{i+1}, h_i)$, with $g_{L,i}^d = g_{L-i}^d$. Further, $g_i(h_{i+1})$ can be defined as a function of the output target as $g_i(h_{i+1}) = g_{L,i}^d(h_L) \triangleq g_i(g_{L,i}^d(h_{L}, h_L, h_{i+1}))$. Finally, consider
\( \bar{f}_{i,L} \) as the forward mapping from layer \( i \) to the output. With this shorthand notation, DRL can be defined compactly as

\[
L_{i}^{\text{rec.diff}} = \frac{1}{\sigma^2} \sum_{b=1}^{B} \mathbb{E}_{\epsilon_{1} \sim \mathcal{N}(0,1)} \left[ \| g_{L,i}^{\text{diff}}(\bar{f}_{i,L}(h_{i}^{(b)} + \sigma \epsilon_{1}), h_{i}^{(b)}) - (h_{i}^{(b)} + \sigma \epsilon_{1}) \|^2 \right] \\
+ \mathbb{E}_{\epsilon_{2} \sim \mathcal{N}(0,1)} \left[ \lambda \| g_{L,i}^{\text{diff}}(h_{i}^{(b)} + \sigma \epsilon_{2}, h_{i}^{(b)}) - h_{i}^{(b)} \|^2 \right],
\]

with \( B \) the minibatch size and \( \sigma \) the noise standard deviation. The parameters of \( g_{i} \) are updated by gradient descent on \( L_{i}^{\text{rec.diff}} \). \( L_{i}^{\text{rec.diff}} \) is also dependent on other feedback mapping functions \( g_{j > i} \), however, their parameters are not updated with \( L_{i}^{\text{rec.diff}} \), but with the corresponding \( L_{j}^{\text{rec.diff}} \) instead.

DRL is based on three intuitions. First, we send a noise-corrupted sample \( h_{i}^{(b)} + \sigma \epsilon_{1} \) in a reconstruction loop through the output layer, instead of only through the next layer. This is needed because \( J_{\bar{f}_{i,L}}^{(b)} \), which needs to be approximated for propagating GN targets, is not factorizable over the layers. Second, we use the same difference correction as in DTP, to ensure that the expectation can be taken over white noise, while \( J_{\bar{f}_{i,L}}^{(b)} \) is still evaluated at the real training representations \( h_{i}^{(b)} \). Third, we introduce a regularization term that plays a similar role to Tikhonov damping in GN (see eq. 5). DRL uses the same feedback path \( g_{L,i}^{\text{diff}}(\bar{f}_{i,L}(h_{i} + \sigma \epsilon_{1}), h_{L}, h_{i}) \) as for propagating the target signals \( g_{L,i}(h_{L}, h_{L}, h_{i}) \) in the training phase for the forward weights, with a noise-corrupted sample \( \bar{f}_{i,L}(h_{i} + \sigma \epsilon_{1}) \) instead of the output target \( \hat{h}_{i} \). In the following theorem, we show that our DRL trains the feedback mappings \( g_{i} \) in a correct way for propagating approximate GN targets (full proof in SM).

**Theorem 4.** The difference reconstruction loss for layer \( i \), with \( \sigma \) driven in limit to zero, is equal to

\[
\lim_{\sigma \to 0} L_{i}^{\text{rec.diff}} = \sum_{b=1}^{B} \mathbb{E}_{\epsilon_{1} \sim \mathcal{N}(0,1)} \left[ \| J_{\bar{g}_{L,i}}^{(b)}(\bar{f}_{i,L}^{(b)}, \epsilon_{1} - \epsilon_{1}) \|^2 \right] + \mathbb{E}_{\epsilon_{2} \sim \mathcal{N}(0,1)} \left[ \lambda \| J_{\bar{g}_{L,i}}^{(b)}(\epsilon_{2}) \|^2 \right],
\]

with \( J_{\bar{g}_{L,i}}^{(b)} = \prod_{k=i}^{L-1} J_{g_{k}}^{(b)} \) the Jacobian of feedback mapping function \( \bar{g}_{L,i}^{(b)} \) evaluated at \( h_{k}^{(b)} \), \( k = i + 1, \ldots, L \), and \( J_{\bar{f}_{i,L}}^{(b)} \) the Jacobian of the forward mapping function \( \bar{f}_{i,L}^{(b)} \) evaluated at \( h_{i}^{(b)} \). The minimum of \( \lim_{\sigma \to 0} L_{i}^{\text{rec.diff}} \) is reached if for each batch sample holds that

\[
J_{\bar{g}_{L,i}}^{(b)} + \lambda I
\]

When the regularization parameter \( \lambda \) is driven in limit to zero, this results in \( J_{\bar{g}_{L,i}}^{(b)} = J_{\bar{f}_{i,L}}^{(b)} \).

Theorem 4 shows that by minimizing the difference reconstruction loss for training the feedback mappings \( g_{i} \), we get closer to propagating GN targets as \( \hat{h}_{i} \). In equation 11, we see that the regularization term introduces Tikhonov damping (see eq. 5). This damping interpolates between the pseudo-inverse and the transpose of \( J_{\bar{f}_{i,L}}^{(b)} \), so for large \( \lambda \), GN targets resemble gradient targets. For practical reasons, we approximate the expectations with a single sample during training and replace the regularization term by weight decay on the feedback parameters, as this has a similar effect on restricting the magnitude of \( \| J_{\bar{g}_{L,i}}^{(b)} \|^2 \) (see SM). In practice, the absolute minimum of the difference reconstruction loss will not be reached, as \( J_{\bar{g}_{L,i}}^{(b)} \), for different samples \( b \), will depend on the same limited amount of parameters of \( g_{i} \). Hence, a parameter setting will be sought that brings \( J_{\bar{g}_{L,i}}^{(b)} \) as close as possible to \( J_{\bar{f}_{i,L}}^{(b)} \) for all batch samples \( b \), but they will in general not be equal for each \( b \).

**Direct difference target propagation.** The theory behind DRL motivates direct connections from the output towards the hidden layers for propagating targets. The idea for widening the reconstruction loop from layer \( i \) to the output layer arose from the fact that the pseudo-inverse of \( J_{\bar{f}_{i,L}}^{(b)} \) cannot be factorized over layer-wise pseudo-inverses of \( J_{\bar{f}_{j > i}}^{(b)} \). As the training of feedback paths does not benefit from adhering to the layer-wise structure, we can push this idea further by introducing Direct Difference.
Target Propagation (DDTP) as a new DTP variant. In DDTP, the network has direct feedback mapping functions \( g_i(h_L) \) from the output to hidden layer \( i \). Various parametrizations of \( g_i \) are possible, as shown in Fig. 3. In the notation of the previous section, \( \tilde{g}_{L,i}(h_L, h_i) = g_i'(h_L) h_i \) and \( \tilde{g}_{L,i}(h_L) = g_i(h_L) \). With this notation, the difference reconstruction loss can be used out of the box to train the direct feedback mappings \( g_i \).

3.4 Optimisation properties of Gauss-Newton targets

In the previous sections, we showed how DTP can train its feedback connections to propagate GN targets to the hidden layers. In this section, we investigate how the resulting hybrid method between Gauss-Newton and gradient descent is used to optimize the actual weight parameters of a neural network (all full proofs can be found in the SM). We consider the ideal case of perfect GN targets, called the Gauss-Newton Target method (GNT), as formalised by the condition below.

**Condition 2 (Gauss-Newton Target method).** The network is trained by GN targets: each hidden layer target is computed by

\[
\Delta h_i^{(b)} = h_i^{(b)} - h_i^{(b)} = -\eta J_i^{(b)\dagger} e_i^{(b)},
\]

after which the network parameters of each layer \( i \) are updated by a gradient descent step on its corresponding local mini-batch loss \( L_i = \sum_b ||\Delta h_i^{(b)}||_2^2 \) while considering \( h_i \) fixed.

We begin by investigating deep linear networks trained with GNT. As shown in Theorem 5, the GNT method has a characteristic behaviour for linear contracting networks. (i) Its parameter updates push the output activation along the negative gradient direction in the output space and (ii) its parameter updates are minimum-norm (i.e. the most efficient) in doing so.

**Theorem 5.** Consider a contracting linear multilayer network \( (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_L) \) trained by GNT according to Condition 2. For a mini-batch size of 1, the parameter updates \( \Delta W_i \) are minimum-norm updates under the constraint that \( h_L^{(m+1)} = h_L^{(m)} - c^{(m)} e_L^{(m)} \) and when \( \Delta W_i \) is considered independent from \( \Delta W_{j \neq i} \), with \( c^{(m)} \) a positive scalar and \( m \) indicating the iteration.

Two important corollaries follow from Theorem 5. First, we show that DTP on contracting linear networks also pushes the output activation along the negative gradient direction, however, its parameter updates are not minimum-norm, due to layer-wise training of the feedback weights. Hence, a substantial part of the DTP parameter updates does not have any effect on the network output, leading to inefficient parameter updates (see Fig. 2). This result helps to explain why DTP does not scale to more complex problems. Second, we show for linear networks, that GNT updates are aligned with the Gauss-Newton updates on the network parameters, for a minibatch size of 1. This follows from the minimum-norm properties of GN in an overparameterized setting (corollaries in SM). We stress that the alignment of the GNT updates with the GN parameter updates only holds for a minibatch size of 1. Averaging GN parameter updates over a minibatch is not the same as computing the GN parameter updates on a minibatch (see SM). Usually, GN optimization for deep learning is done on large mini-batches (Botev et al., 2017, Martens and Grosse, 2015). However, recent theoretical results prove convergence of GN in an overparameterized setting with small minibatches (Cai et al., 2019, Zhang et al., 2019), resembling GNT on linear networks. In the following theorem, we show that a linear network trained with GNT indeed converges to the global minimum.

**Theorem 6.** Consider a linear multilayer network of arbitrary architecture, trained with GNT according to Condition 2 and with arbitrary batch size. The resulting parameter updates lie within 90 degrees of the corresponding loss gradients. Moreover, for an infinitesimal small learning rate, the network converges to the global minimum.
For nonlinear networks, the minimum-norm interpretation of $\Delta W_i$ does not hold exactly. However, the target updates $\Delta h_i$ of GNT are still minimum-norm for pushing the output along the negative gradient direction in the output space. Hence, the GN-part of the hybrid GNT method is minimum-norm, but the gradient descent part is not. In practice, the interpretation of Theorem 5 approximately holds for nonlinear networks (see SM). Further, GNT on nonlinear networks does not converge to a true local minimum of the loss function. However, our experimental results indicate that the DTP variants with approximate GN targets succeed in decreasing the output loss sufficiently, even for nonlinear networks (section 4). To help explain these results, we show that the GNT updates partially align with the loss gradient updates for networks with large hidden layers and a small output layer, as is the case in many network architectures for classification and regression tasks. Indeed, the properties of $J_{i,L}$ are in general similar to those of a random matrix (Arora et al., 2015) and for zero-mean random matrices in $\mathbb{R}^{m \times n}$ with $n \gg m$, a scalar multiple of its transpose is a good approximation of its pseudo-inverse. Intuitively, this is easy to understand, as $J^T = J^T (J J^T)^{-1}$ and $J J^T$ is close to a scalar multiple of the identity matrix in this case (theorem in SM).

To conclude our theory, we showed that the layerwise training of the feedback parameters in DTP leads to inefficient forward parameter updates, and can be resolved by using the new DRL, which also allows for direct feedback connections. Further, we showed that TP and DTP, when combined with DRL, differ substantially from both BP and GN and can be best interpreted as a hybrid method between GN and gradient descent, which produces approximate minimum-norm parameter updates.

4 Experiments

We evaluate the new DTP variants on a set of standard image classification datasets: MNIST (LeCun, 1998), Fashion-MNIST (Xiao et al., 2017) and CIFAR10 (Krizhevsky et al., 2014). We used fully connected networks with $\tanh$ nonlinearities, with a softmax output layer and cross-entropy loss, optimized by Adam (Kingma and Ba, 2014) (see SM for how our theory can be adapted to the cross-entropy loss). For the hyperparameter searches, we used a validation set of 5000 samples from the training set for all datasets. We report the test errors corresponding to the epoch with the best validation errors (experimental details in SM). We used targets to train all layers in DTP and its variants, in contrast to Lee et al. (2015), who trained the last hidden layer with BP.

We experimentally evaluate the following new DTP variants (algorithms available in SM). (i) For DTP-DRL (DTP with DRL) we use the same layerwise feedback architecture as in the original DTP method (see Fig. 1), but the feedback parameters are trained with DRL (eq. 9). (ii) We consider two DDTP variants, both trained with DRL. DDTP-linear has direct linear connections as shown in Fig. 3. In DDTP-RHL (DDTP with a Random Hidden Layer), the output target is projected by a random fixed matrix $R$ to a wide hidden feedback layer: $h_{fb} = \tanh(R h_L)$. From this hidden feedback layer, direct (trained) connections are made to the hidden layers of the network: $g_i(h_L) = \tanh(Q_i h_{fb})$ (see Fig. 3). (iii) To decouple the contributions of DRL with other factors, we did four controls. We compare our methods with DTP and with direct feedback alignment (DFA) (Nøkland, 2016) as a reference for methods with direct feedback connections. For DDTP-control, we train a DDTP-linear architecture with a reconstruction loss that incorporates a loop through the output layer, but does not use the difference correction that is present in DRL. In DTP (pre-trained), we pre-train the feedback weights of DTP in the same manner as we do for our new DTP variants: 6 epochs before starting the training of the forward weights and one epoch of pure feedback training between each epoch of training both forward and feedback weights.

Table 1 displays the test errors for all experiments. DDTP-linear systematically outperforms both the original DTP method and the controls on all datasets. The better performance of DTPDRL compared to DTP shows that the DRL loss is indeed an improvement on the layer-wise reconstruction loss.

---

1PyTorch implementation of all methods is available on [github.com/AlexanderMeulemans/TheoreticalFrameworkForTargetPropagation](http://github.com/AlexanderMeulemans/TheoreticalFrameworkForTargetPropagation)
Table 1: Test errors corresponding to the epoch with the best validation error over a training of 100 epochs. The mean and standard deviation over 10 randomly initialized weight configurations are given. The best test errors (except BP) are displayed in bold.

| Method         | MNIST    | MNIST (frozen) | Fashion-MNIST | CIFAR10   |
|----------------|----------|----------------|---------------|-----------|
| BP             | 1.98 ± 0.14% | 4.39 ± 0.13%  | 10.74 ± 0.16% | 45.60 ± 0.50% |
| DDTP-linear    | 2.04 ± 0.08% | 6.42 ± 0.17%  | 11.11 ± 0.35% | 50.36 ± 0.26% |
| DDTP-RHL       | 2.10 ± 0.14% | 5.11 ± 0.19%  | 11.53 ± 0.31% | 51.94 ± 0.49% |
| DTPDRL         | 2.21 ± 0.09% | 6.10 ± 0.17%  | 11.22 ± 0.20% | 50.80 ± 0.43% |
| DTP-control    | 2.51 ± 0.08% | 9.70 ± 0.31%  | 11.71 ± 0.28% | 51.75 ± 0.43% |
| DTP            | 2.39 ± 0.19% | 10.64 ± 0.53% | 11.49 ± 0.23% | 51.74 ± 0.30% |
| DTP (pre-trained) | 2.26 ± 0.18% | 9.31 ± 0.40%  | 11.52 ± 0.31% | 52.20 ± 0.50% |
| DFA            | 2.17 ± 0.14% | /              | 11.26 ± 0.25% | 51.28 ± 0.41% |

Fig. 4 reveals a significant difference between the methods in the alignment of the updates with both the loss gradients and ideal GNT updates. Clearly, our methods are better capable of sending aligned teaching signals backwards through the network, despite that all performances lie close together. For further investigating whether the various methods are able to propagate useful learning signals, we designed the frozen MNIST experiment. In this experiment, all the forward parameters are frozen, except for those of the first hidden layer. All feedback parameters are still trained. In order to reach a good test performance, the network must be able to send useful teaching signals backwards deep into the network. Our results confirm that with DRL, the DTP variants are better capable of backpropagating useful teaching signals due to their better alignment with both the gradient and GNT updates. This experiment is not compatible with DFA, as this method relies on the alignment of all forward parameters with the fixed feedback parameters. Finally, we observed that DDTP-RHL, which has significantly more feedback parameters compared to DDTP-linear and DTPDRL, produces the best feedback signals in the frozen MNIST task, but is challenging to train on more complex tasks when the forward weights are not frozen.

Figure 4: Angles between the weight updates $\Delta W_5$ of the fifth (last) hidden layer with (a) the loss gradient directions and (b) the GNT weight updates according to Condition 2 on Fashion-MNIST. A window-average of the angles is plotted, together with the window-standard-deviation.

5 Discussion

In a seminal series of papers, LeCun introduced the TP framework and proposed a method to determine targets which is formally equivalent to BP (LeCun, 1986; LeCun et al., 1988). Thirty years later, Bengio (2014) suggested to propagate targets using shallow autoencoders, which could be trained without BP. Our theory establishes this form of TP, when extended to DTP and DRL, as a proper credit assignment algorithm, while uncovering fundamental differences to BP. In particular, we have shown that autoencoding TP is best seen as a hybrid between GN and gradient descent. Intriguingly, this suggests a potential link between TP and feedback alignment, a biologically plausible alternative to BP, which has also been related to GN under certain conditions (Lillicrap et al., 2016).
When the neural network that is being optimized is non-invertible, as is almost unavoidably the case, the connection to GN is lost in DTP. This led us to introduce a new reconstruction loss, DRL, which involves averaging over stochastic activity perturbations. This novel loss function not only reestablishes the link to GN, but also suggests a new family of algorithms which directly propagates targets from the network output to each hidden layer. Our approach is similar in spirit to perturbative algorithms such as (Lansdell et al., 2020; Wayne, 2013; Le Cun et al., 1989), with the important difference that we recover GN targets instead of activation gradients. It should be noted that while GN optimization enjoys desirable properties, it is presently unclear if GN targets can be more effective than gradients in neural network optimization.

The DRL-extension of DTP does not need any fundamentally new ingredient when compared to DTP. However, some of its mechanisms remain biologically questionable. Similar to Lee et al. (2015), Akrout et al. (2019) and Kunin et al. (2020), it needs a separate noisy phase for each hidden layer, while the other layers are not corrupted by noise. Although there is mounting evidence for stochastic computation in cortex (e.g., London et al., 2010), coordinated alternations in noise levels are likely difficult to orchestrate in the brain. From this perspective, DRL can be seen as a theoretical upper bound for training feedback weights to propagate GN targets, which can serve as a basis for future more biologically plausible feedback weight training methods.

To conclude, we have shown that it is possible to do credit assignment in a neural network – i.e., determine how each synaptic strength influences the output (Hinton et al., 1984) – with TP, using only information which is local to each neuron, in a way that is fundamentally different from conventional BP. Our new direct feedback learning algorithm reinforces the belief that it is possible to optimize neural circuits without requiring the precise, layerwise symmetric feedback structure imposed by BP.
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A Proofs and extra information on theoretical results

In this section, we show all the theorems and proofs, and provide extra information and discussion if appropriate.

A.1 Proofs section 3.1

Condition S1 (Invertible networks). The feed-forward neural network has forward mappings \( h_i = f_i(h_{i-1}) = s_i(W_i h_{i-1}), i = 1, \ldots, L \) where \( s_i \) can be any differentiable, monotonically increasing and invertible element-wise function with domain and image equal to \( \mathbb{R} \) and where \( W_i \) can be any invertible matrix. The feedback functions for propagating the targets are the inverse of the forward mapping functions: \( \hat{g}_i(h_{i+1}) = f_{i+1}^{-1}(h_{i+1}) = W_{i+1}^{-1}s_{i+1}^{-1}(\hat{h}_{i+1}) \).

Lemma S1 (Lemma 1 in main manuscript). Assuming Condition S1 holds and the output target stepsize \( \tilde{\eta} \) is small compared to \( \| h_L \|_2 / \| e_L \|_2 \), the target update \( \Delta h_i \triangleq h_i - \hat{h}_i \) can be approximated by

\[
\Delta h_i = \hat{h}_i - h_i = -\hat{\eta} \prod_{k=i}^{L-1} J^{-1}_{f_{k+1}} e_L + O(\hat{\eta}^2),
\]

with \( e_L = (\partial \mathcal{L} / \partial h_L)^T \) evaluated at \( h_L \), \( J_{f_{k+1}} = \partial f_{k+1}(h_k)/\partial h_k \) evaluated at \( h_k \) and \( J_{f_{i,L}} = (\partial f_{i,L} (\cdots (f_{i+1}(h_i))) / \partial h_i \) evaluated at \( h_i \).

Proof. (Proof rephrased from [Lee et al. (2015)]) We prove this lemma by a series of first-order Taylor expansions and using the inverse function theorem. We start with a Taylor approximation for \( \hat{h}_{L-1} \) around \( h_{L-1} \).

\[
\hat{h}_{L-1} = g_{L-1}(h_{L-1}) = g_{L-1}(h_L - \tilde{\eta} e_L) = g_{L-1}(h_L) - \tilde{\eta} J_{g_{L-1}} e_L + O(\tilde{\eta}^2),
\]

\[
h_{L-1} - \tilde{\eta} J_{f_{i,L}} e_L + O(\tilde{\eta}^2)
\]
with \( J_{g_i} \) the Jacobian of \( g_i \) with respect to \( h_{i+1} \), evaluated at \( h_{i+1} \) and \( J_{f_i} \) the Jacobian of \( f_i \) with respect to \( h_{i-1} \), evaluated at \( h_{i-1} \). For the last step, we used that \( g_i \) is the perfect inverse of \( f_{i+1} \) and the inverse function theorem. If we continue doing Taylor expansions for each layer, we reach a general expression for \( \hat{h}_i \):

\[
\begin{align*}
\hat{h}_i &= h_i - \eta \left[ \prod_{k=i}^{L-1} J_{f_k+1}^{-1} \right] e_L + O(\eta^2)
\end{align*}
\] (17)

The Jacobian \( J_{f_i,L} \) of the total forward mapping \( f_{i,L} \) from layer \( i \) to \( L \) is given by:

\[
J_{f_i,L} = \prod_{k=L}^{i+1} J_{f_k}.
\] (18)

As all \( J_{f_k} \) are square and invertible (following from Condition SI), its inverse is given by

\[
J_{f_i,L}^{-1} = \prod_{k=i}^{L-1} J_{f_k+1}^{-1}.
\] (19)

Using the definition \( \Delta h_i \equiv \hat{h}_i - h_i \) concludes the proof.

For proving Theorem 2 of the paper, we need to introduce first a lemma.

**Lemma S2.** Consider a feed-forward neural network with as forward mapping function \( h_i = f_i(h_{i-1}) = s_i(W_i h_{i-1}), \ i = 1, ..., L \) where \( s_i \) can be any differentiable element-wise function. Furthermore, assume a mini-batch size of 1 and an \( L_2 \) output loss function. Under these conditions, the Gauss-Newton optimization step for the layer activations, with a block-diagonal approximation of the Gauss-Newton curvature matrix with blocks equal to the layer sizes, is given by:

\[
\Delta h_i = -J_i^T e_L, \quad i = 1, ..., L - 1,
\] (20)

with \( J_i = \frac{\partial h_i}{\partial h_i} \) evaluated at \( h_i \), \( J_i^T \) its Moore-Penrose pseudo-inverse \([\text{Moore} \ 1920, \text{Penrose} \ 1955]\) and \( e_L = h_L - l \) the output error, with \( l \) the output label.

**Proof.** The output loss function \( \mathcal{L} \) for a minibatch size of 1 can be written as:

\[
\mathcal{L} = \frac{1}{2} ||e_L||_2^2
\] (21)

\[
e_L \equiv \frac{\partial \mathcal{L}}{\partial h_L} = h_L - l,
\] (22)

with \( h_L \) the output layer activation and \( l \) the output label. As an experiment of thought, imagine that the parameters of our network are the layer activations \( h_i, i = 1, ..., L \), concatenated in the total activation vector \( \bar{h} \), instead of the weights \( W_i \). The weights can be seen as fixed values for now. If we want to update the activation values \( \bar{h} \) according to the Gauss-Newton method we get the following Gauss-Newton curvature matrix (which serves as an approximation of the Hessian of the output loss with respect to \( \bar{h} \)):

\[
G = \bar{J}^T \bar{J}
\] (23)

with \( \bar{J} \) the Jacobian of \( h_L \) with respect to \( \bar{h} \). \( \bar{J} \) can be structured in blocks along the column dimension:

\[
\text{Block}_i(\bar{J}) = J_i = \frac{\partial h_L}{\partial h_i}, \quad i = 1, ..., L
\] (24)

Consequently, \( G \) can also be structured in blocks of the form:

\[
\text{Block}_{i,j}(G) = J_i^T J_j, \quad i, j = 1, ..., L
\] (25)

In the field of Gauss-Newton optimization for deep learning, it is common to approximate \( G \) by a block-diagonal matrix \( \tilde{G} \) \([\text{Martens and Grosse} \ 2015, \text{Botev et al.} \ 2017, \text{Chen et al.} \ 1990]\), as
We see that $\Delta$ with $J$ while all off-diagonal blocks are zero. Now the following linear system has to be solved to compute the activations update $\tilde{h}$:

$$\tilde{G}\Delta \tilde{h} = -J^T e_L,$$  \hspace{1cm} (27)

As $\tilde{G}$ is block-diagonal, this system factorizes naturally in $L$ linear systems of the form

$$J_i^T J_i \Delta h_i = -J_i^T e_L, \quad i = 1, ..., L \quad (28)$$

$$\Leftrightarrow \Delta h_i = -J_i^T e_L, \quad i = 1, ..., L \quad (29)$$

If $J_i^T J_i$ is not invertible, the Moore-Penrose pseudo-inverse gives the solution $\Delta h_i$ with the smallest norm, which is the most common choice in practice.

**Theorem S3** (Theorem 2 in main manuscript). Consider an invertible network specified in Condition [S1]. Further, assume a mini-batch size of 1 and an $\ell_2$ output loss function. Under these conditions and in the limit of $\eta \to 0$, TP uses Gauss-Newton optimization with a block-diagonal approximation of the Gauss-Newton curvature matrix, with block sizes equal to the layer sizes, to compute the local layer targets $h_i$.

**Proof Sketch.** Our proof relies on the following insights. First, if the Gauss-Newton method is used to compute a single target update $\Delta h_i$ (while considering $h_i$ as the parameters to optimize) this results in $\Delta h_i = J_i^T e_L$. Second, due to the invertible network setting, the pseudo-inverse is equal to the real inverse and can be factorized over the layer Jacobians resembling Lemma [S1]. Finally, when all the target updates $\Delta h_i$, $i = 1, ..., L$ are computed at once with GN, the block-diagonal approximation of the total curvature matrix ensures that each target update is computed independently from the others, such that the above interpretation still holds.

**Proof.** Under the conditions assumed in this theorem, the Gauss-Newton optimization step for the layer activations, with a block-diagonal approximation of the Gauss-Newton Hessian matrix with blocks equal to the layer sizes, is given by (a result of Lemma [S2]):

$$\Delta h_i^{GN} = -J_i^T e_L, \quad i = 1, ..., L - 1, \quad (30)$$

with $J_i = \partial h_L / \partial h_i$. Under Condition [S1], $J_i$ is square and invertible, hence the pseudo inverse $J_i^T$ is equal to the real inverse $J_i^{-1}$. As a result of Lemma [S1] the TP target update $\Delta h_i^{TP}$ is given by

$$\Delta h_i^{TP} = -\hat{\eta} J_i^{-1} e_L + O(\hat{\eta}^2), \quad i = 1, ..., L - 1, \quad (31)$$

We see that $\Delta h_i^{TP}$ is approximately equal to $\Delta h_i^{GN}$ with stepsize $\hat{\eta}$ with an error of $O(\hat{\eta}^2)$. In the limit of $\hat{\eta} \to 0$ this error goes to zero, thereby proving the theorem. This proof is inspired by the work of [Lillicrap et al.] (2016), who discovered that feedback alignment for one-hidden layer networks is closely related to Gauss-Newton optimization.

**A.2 Proofs and extra information for section 3.2**

**Lemma S4** (Lemma 3 in main manuscript). Assuming the output target step size $\hat{\eta}$ is small compared to $\|h_L\|_2/\|e_L\|_2$, the target update $\Delta h_i \triangleq h_i - \hat{h}_i$ of the DTP method can be approximated by

$$\Delta h_i \triangleq \hat{h}_i - h_i = -\hat{\eta} \left[ \prod_{k=i}^{L-1} J_{g_k} \right] e_L + O(\hat{\eta}^2), \quad (32)$$

with $J_{g_k} = \partial g_k(h_{k+1}) / \partial h_{k+1}$ evaluated at $h_{k+1}$.
Proof. In DTP, the target for layer $i$ is computed as $\hat{h}_i = g_i(\hat{h}_{i+1}) + h_i - g_i(h_{i+1})$. A first-order Taylor approximation for $h_{L-1}$ around $h_{L-1}$ gives

$$\hat{h}_{L-1} = g_{L-1}(\hat{h}_L) + h_{L-1} - g_{L-1}(h_L) \tag{33}$$

with $J_g$, the Jacobian of $g_i$ with respect to $h_{i+1}$. A further series of first-order Taylor expansions until layer $i$ gives:

$$\hat{h}_i = h_i - \hat{\eta} \left[ \prod_{k=i}^{L-1} J_{g_k} \right] e_L + \mathcal{O}(\hat{\eta}^2) \tag{37}$$

Using the definition $\Delta h_i \triangleq \hat{h}_i - h_i$, concludes the proof. \hfill \Box

Why doesn’t DTP propagate GN targets? As shown in Lemma S2 for propagating GN targets, the target updates should be equal to:

$$\Delta h_i^{GN} = -J^†_{f_{i,L}} e_L \tag{38}$$

with $J_{f_{i,L}}$ the Jacobian of the forward mapping from layer $i$ to the output, evaluated at the batch sample $h_i$. In DTP, the feedback pathways $g_i$ are trained on the following layer-wise reconstruction loss [Lee et al. 2015]:

$$L_{\text{rec}} = \sum_{b=1}^{B} \left\| g_i(f_{i+1}(h_i^{(b)} + \sigma e)) - (h_i^{(b)} + \sigma e) \right\|^2_2 \tag{39}$$

with $B$ the minibatch size, $e$ white standard Gaussian noise and $\sigma$ the standard deviation of the noise. For clarity, let us assume that we have linear feedforward mappings $f_i(h_{i-1}) = W_i h_{i-1}$ and linear feedback mappings $g_i(h_{i+1}) = Q_i h_{i+1}$. Furthermore, we assume a batch-setting (i.e. the mini-batch size $B$ is equal to the total batch size). Then the GN target updates are given by:

$$\Delta h_i^{GN} = -J^†_{f_{i,L}} e_L = \left[ \prod_{k=i}^{L-1} W_k \right]^† e_L \tag{40}$$

Further, the minimum of (39) for $Q_i$ has a closed form solution.

$$Q_i^* (W_{i+1} \Gamma_i W_{i+1}^T) = \Gamma_i W_{i+1}^T \tag{41}$$

with $\Gamma_i = \sum_{b=1}^{B} (h_i^{(b)} + \sigma e)(h_i^{(b)} + \sigma e)^T$, which can be interpreted as a covariance matrix. For contracting networks (diminishing layer sizes) $W_{i+1} \Gamma_i W_{i+1}^T$ is usually invertible, leading to

$$Q_i^* = \Gamma_i W_{i+1}^T (W_{i+1} \Gamma_i W_{i+1}^T)^{-1} \tag{42}$$

When $\sigma$ is big relative to the norm of $h_i$ [Lee et al. 2015] and Bartunov et al. (2018) take $\sigma$ in the same order of magnitude as $\|h_i\|_2$, $(h_i^{(b)} + \sigma e)$ can be approximately seen as white noise and $\Gamma_i$ is thus close to a scalar multiple of the identity matrix. For $\Gamma_i = c I$ and in contracting networks, $Q_i$ converges to

$$Q_i^* = W_{i+1}^T (W_{i+1} W_{i+1}^T)^{-1} = W_{i+1}^T \tag{43}$$

Following Lemma S4 the DTP target updates are given by (the approximation is exact in the linear case):

$$\Delta h_i^{DTP} = \prod_{k=i+1}^{L} W_k^† e_L \tag{44}$$

Despite the resemblance of (40) and (44), $\Delta h_i^{DTP}$ is not equal to the Gauss-Newton target update $\Delta h_i^{GN}$, because in general, $\left[ \prod_{k=L+1}^{i+1} W_k \right]^†$ cannot be factorized as $\prod_{k=L+1}^{i+1} W_k^†$. The pseudo-inverse of a product of matrices $(AB)^†$ can only be factorized as $B^† A^†$ if one or more of the following conditions hold [Campbell and Meyer, 2009]:
• A has orthonormal columns
• B has orthonormal rows
• B = A* (B is the conjugate transpose of A)
• A has all columns linearly independent and B has all rows linearly independent

In general, the weight matrices do not satisfy any of these conditions for a neural network with arbitrary architecture. In section A.4, we show that \( \Delta h_i^{DTP} \) leads to inefficient forward parameter updates. In the nonlinear case, it is in general not true that the Jacobian \( J_{f_i}^{(b)} \) of the feedback mappings will be a good approximation of \( J_{f_i+1}^{(b)} \), pushing \( \Delta h_i^{DTP} \) even further away from \( \Delta h_i^{GN} \).

A.3 Proofs and extra information for section 3.3

**Theorem S5** (Theorem 4 in main manuscript). The difference reconstruction loss for layer \( i \), with \( \sigma \) driven in limit to zero, is equal to

\[
\lim_{\sigma \to 0} \mathcal{L}_{i}^{\text{rec.diff}} = \sum_{b=1}^{B} \mathbb{E}_{\epsilon_i \sim N(0,1)} \left[ \|J_{\bar{y}_{L,i}}^{(b)} f_{i,L}^{(b)} \epsilon_1 - \epsilon_1\|_2^2 \right] + \mathbb{E}_{\epsilon_2 \sim N(0,1)} \left[ \lambda \|J_{\bar{y}_{L,i}}^{(b)} \epsilon_2\|_2^2 \right],
\]

with \( J_{\bar{y}_{L,i}}^{(b)} = \prod_{k=i+1}^{L-1} J_{g_k}^{(b)} \) the Jacobian of feedback mapping function \( \bar{g}_{L,i} \) evaluated at \( h_k^{(b)} \), \( k = i+1, \ldots, L \), and \( J_{f_i,L}^{(b)} \) the Jacobian of the feedback mapping function evaluated at \( h_i^{(b)} \). The minimum of \( \lim_{\sigma \to 0} \mathcal{L}_{i}^{\text{rec.diff}} \) is reached if for each batch sample holds that

\[
J_{\bar{y}_{L,i}}^{(b)} = \prod_{k=i}^{L-1} J_{g_k}^{(b)} = J_{f_i,L}^{(b)}^T \left(J_{f_i,L}^{(b)} J_{f_i,L}^{(b)}^T + \lambda I\right)^{-1}.
\]

When the regularization parameter \( \lambda \) is driven in limit to zero, this results in \( J_{\bar{y}_{L,i}}^{(b)} = J_{f_i,L}^{(b)} \).

**Proof.** The proof consists of two main parts. First, we show how \( \mathcal{L}_{i}^{\text{rec.diff}} \) looks like in the limit of \( \sigma \to 0 \). Second, we investigate the minimum of \( \mathcal{L}_{i}^{\text{rec.diff}} \).

For proving the first part, we do the following first-order Taylor expansions.

\[
\bar{f}_{i,L}(h_i^{(b)} + \sigma \epsilon_1) = h_i^{(b)} + J_{f_i,L}^{(b)} \epsilon_1 + O(\sigma^2)
\]

(47)

\[
\bar{g}_{L,i}^{\text{diff}}(\bar{f}_{i,L}(h_i^{(b)} + \sigma \epsilon_1), h_L^{(b)}, h_i^{(b)}) = \bar{g}_{L,i}(\bar{f}_{i,L}(h_i^{(b)} + \sigma \epsilon_1)) - \bar{g}_{L,i}(h_i^{(b)}) + h_i^{(b)}
\]

(48)

\[
= \sigma J_{f_i,L}^{(b)} J_{f_i,L}^{(b)} \epsilon_1 + h_i^{(b)} + O(\sigma^2)
\]

(49)

\[
\bar{g}_{L,i}^{\text{diff}}(h_L^{(b)} + \sigma \epsilon_2, h_L^{(b)}, h_i^{(b)}) = \bar{g}_{L,i}(h_L^{(b)} + \sigma \epsilon_2) - \bar{g}_{L,i}(h_L^{(b)}) + h_i^{(b)}
\]

(50)

\[
= \sigma J_{f_i,L}^{(b)} \epsilon_2 + h_i^{(b)} + O(\sigma^2)
\]

(51)

with \( J_{f_i,L}^{(b)} = \prod_{k=i}^{L-1} J_{g_k}^{(b)} \) the Jacobian of feedback mapping function \( \bar{g}_{L,i} \) with respect to \( h_L \) evaluated at \( h_k^{(b)} \), \( k = i+1, \ldots, L \), and \( J_{f_i,L}^{(b)} \) the Jacobian of the forward mapping function \( \bar{f}_{i,L} \) evaluated at \( h_i^{(b)} \). Filling these Taylor approximations into the definition of \( \mathcal{L}_{i}^{\text{rec.diff}} \) and taking the limit of \( \sigma \to 0 \) concludes the first part of the proof.

\[
\lim_{\sigma \to 0} \mathcal{L}_{i}^{\text{rec.diff}} = \sum_{b=1}^{B} \mathbb{E}_{\epsilon_i \sim N(0,1)} \left[ \|J_{\bar{y}_{L,i}}^{(b)} f_{i,L}^{(b)} \epsilon_1 - \epsilon_1\|_2^2 \right] + \mathbb{E}_{\epsilon_2 \sim N(0,1)} \left[ \lambda \|J_{\bar{y}_{L,i}}^{(b)} \epsilon_2\|_2^2 \right],
\]

(52)

We see that \( \mathcal{L}_{i}^{\text{rec.diff}} \) is a sum of positive terms. The absolute minimum of \( \mathcal{L}_{i}^{\text{rec.diff}} \) can thus be reached if for each batch sample \( b \), \( J_{\bar{y}_{L,i}}^{(b)} \) is independent from \( J_{\bar{y}_{L,i}}^{(b)} \) and when we minimize each positive term separately. When \( \bar{g}_{L,i} \) is parameterized by a finite amount of parameters, \( J_{\bar{y}_{L,i}}^{(b)} \) is not independent
from $J_{g_{L,i}}$ and we will discuss the implications of this assumption below this proof. Each positive term in $\lim_{\sigma \to 0} L^{\text{rec.diff.}}_{i(b)}$ is given by

$$\lim_{\sigma \to 0} L^{\text{rec.diff.}}_{i(b)} = \mathbb{E}_{\varepsilon_1 \sim \mathcal{N}(0,1)} \left[ \|J_d h_{d,i} f_{i,L} \varepsilon_1 - \varepsilon_1 \|_2^2 \right] + \mathbb{E}_{\varepsilon_2 \sim \mathcal{N}(0,1)} \left[ \lambda \|J_d h_{d,i} \varepsilon_2 \|_2^2 \right]$$  (53)

for which we introduce the following shorthand notation:

$$\lim_{\sigma \to 0} L^{\text{rec.diff.}}_{i(b)} = \mathbb{E}_{\varepsilon_1 \sim \mathcal{N}(0,1)} \left[ \|J_d h_{d,i} f_{i,L} \varepsilon_1 - \varepsilon_1 \|_2^2 \right] + \mathbb{E}_{\varepsilon_2 \sim \mathcal{N}(0,1)} \left[ \lambda \|J_d h_{d,i} \varepsilon_2 \|_2^2 \right]$$  (54)

Next, we seek an expression for its gradient with respect to $J_g$. For that, we rewrite equation with traces and use the fact that $\varepsilon_i$ are white noise.

$$\lim_{\sigma \to 0} L^{\text{rec.diff.}}_{i(b)} = \mathbb{E}_{\varepsilon_1 \sim \mathcal{N}(0,1)} \left[ \text{Tr} \left( \varepsilon_1 \varepsilon_1^T \right) + \text{Tr} \left( J_d h_{d,i} f_{i,L} \varepsilon_1 \varepsilon_1^T J_d^T f_{i,L}^T \right) - 2 \text{Tr} \left( J_d h_{d,i} f_{i,L} \varepsilon_1 \varepsilon_1^T J_d^T f_{i,L}^T \right) \right] + \ldots$$

$$= \mathbb{E}_{\varepsilon_1 \sim \mathcal{N}(0,1)} \left[ \text{Tr} \left( J_d h_{d,i} f_{i,L} \varepsilon_1 \varepsilon_1^T \right) \right]$$  (55)

$$= \text{Tr} (I) + \text{Tr} \left( J_d h_{d,i} f_{i,L} J_d^T f_{i,L}^T \right) - 2 \text{Tr} \left( J_d h_{d,i} f_{i,L} \right) + \lambda \text{Tr} \left( J_d h_{d,i} f_{i,L} \right)$$  (56)

The gradient with respect to $J_g$ is given by

$$\nabla J_g \left( \lim_{\sigma \to 0} L^{\text{rec.diff.}}_{i(b)} \right) = 2J_g \left( J_d f_{i,L}^T + \lambda I \right) - 2J_f^T$$  (57)

Requiring that the gradient is zero gives the following optimality condition for $J_g$:

$$J_g^* \left( J_d f_{i,L}^T + \lambda I \right) = J_f^T$$  (58)

$$J_g^* = J_f^T \left( J_d f_{i,L}^T + \lambda I \right)^{-1}.$$  (59)

$(J_d f_{i,L}^T + \lambda I)$ is always invertible, as $J_d f_{i,L}^T$ is positive semi-definite and $\lambda$ is strictly positive. Taking the limit of $\lambda \to 0$, this results in

$$\lim_{\lambda \to 0} J_g^* = J_f^T$$  (60)

This last step follows from the definition of the Moore-Penrose pseudo-inverse (Campbell and Meyer 2009) and can be easily seen by taking the singular value decomposition of $J_f$.

**The minimum of DRL in a parameterized setting.** Theorem S5 showed the absolute minimum of the difference reconstruction loss and proved that it is reached when for each batch sample holds that

$$J_{(b)}^{d_{L,i}} = \prod_{k=i}^{L-1} J_{g_k}^{(b)} = J_{f_{L,i}}^{(b)T} \left( J_{f_{L,i}}^{(b)} J_{f_{L,i}}^{(b)T} + \lambda I \right)^{-1}$$  (61)

However, Theorem S5 did not cover whether this absolute minimum will be reached by an actual parameterized feedback path $g_i$. Two things prevent the feedback paths from reaching the exact absolute minimum of DRL.

First, $J_{d_{L,i}}^{(b)}$, for different samples $b$, will depend on the same limited amount of parameters of $g_i$. Hence, $J_{d_{L,i}}^{(b)}$ cannot be treated independently from $J_{d_{L,i}}^{(c \neq b)}$ and a parameter setting will be sought that brings $J_{d_{L,i}}^{(b)}$ as close as possible to $J_{d_{L,i}}^{(b)}$ for all batch samples $b$, but they will in general not be equal for each $b$. The more parameters $g_i$ has, the more capacity it has to approximate different $J_{d_{L,i}}^{(b)}$ for different batch samples and hence the lower DRL it will reach after convergence.

Second, in contracting networks (diminishing layer sizes), a second issue occurs. Since the network is contracting, different samples of $h_i^{(b)}$ can map to the same output and $h_{k>1}^{(b)}$. Hence, different $J_{f_{L,i}}^{(b)}$ will correspond to the same $J_{d_{L,i}}^{(b)}$, as $J_{d_{L,i}}^{(b)}$ is solely evaluated at $h_{k>1}^{(b)}$. Therefore, it is impossible for $J_{g_i}^{(b)}$ to approximate $J_{f_{L,i}}^{(b)}$ for all $b$. This is especially troubling for direct feedback connections,
as then $J^{(b)}_{g_{L,i}}$ is solely evaluated at the output value, which is often of much lower dimension than the hidden layers. We can alleviate this issue by drawing inspiration from the synthetic gradient framework (Jaderberg et al., 2017). When we provide $h_i$ as an extra input to $g_i(h_{L}, h_i)$, the (direct) feedback connections can use this extra information to compute the hidden layer target or to reconstruct the corrupted hidden layer activation $h_i + \sigma \epsilon$, thereby making it possible to let all $J^{(b)}_{f_{i,L}}$ correspond to a different $J^{(b)}_{g_{L,i}}$. As a concrete example, we can adjust the DDTP-RHL method from the experimental section to incorporate these recurrent feedback connections. This new DDTP-RHL(rec) method is shown in figure S1. In the DDTP-RHL method without recurrent feedback connections, the feedback path $g_i$ is parameterized as

$$g_i(h_{L}) = \tanh(Q_i \tanh(R h_{L}))$$  

(62)

If we add the recurrent feedback connections, this results in

$$g_i^{\text{rec}}(h_{L}, h_i) = \tanh(Q_i \tanh(R h_{L}) + S_i h_i)$$  

(63)

More specific, for propagating targets this would result in

$$g_i^{\text{rec}}(\hat{h}_{L}, h_i) = \tanh(Q_i \tanh(R \hat{h}_{L}) + S_i h_i)$$  

(64)

In the context of the DRL, this results in

$$g_i^{\text{rec}}(\bar{f}_{i,L}(h_i + \sigma \epsilon), h_i) = \tanh(Q_i \tanh(R \bar{f}_{i,L}(h_i + \sigma \epsilon)) + S_i h_i)$$  

(65)

Note that the non-corrupted sample $h_i$ is used in the recurrent feedback connection. Experimental results indicate that these recurrent feedback connections indeed improve the alignment with the ideal GNT updates.

Approximating Tikhonov regularization by weight decay. The difference reconstruction loss (DRL) introduces a Tikhonov regularization term by corrupting the output activation with white noise and propagating this output backward:

$$R_i = \frac{1}{\sigma^2} \sum_{b=1}^{B} \mathbb{E}_{\epsilon_2 \sim \mathcal{N}(0,1)} \left[ \lambda \| J^{\text{diff}}_{g_{L,i}}(h_L^{(b)} + \sigma \epsilon_2, h_i^{(b)} - h_i^{(b)}) \|^2_2 \right]$$  

(66)

However, from a practical side, we would like to remove the need for a second noise source $\epsilon_2$ on the output, as this introduces the need for an extra separate phase for training the feedback parameters, because $\epsilon_2$ may not interfere with $\epsilon_1$. Hence, we show that this regularization term can be approximated by simple weight decay on the feedback parameters, removing the need for an extra phase. From Theorem 8.3 follows that, for $\sigma \to 0$, this regularizer term can be written as

$$\lim_{\sigma \to 0} R_i = \sum_{b=1}^{B} \| J^{(b)}_{g_{L,i}} \|^2_F$$  

(67)
with $||.||_F$ the Frobenius norm. If $g_i$ is parameterized as $t_i(Q_i\hat{h}_{i+1})$, and using the fact the Frobenius norm is submultiplicative (following from the Cauchy-Schwarz inequality), we can define the following upperbound for $R_i$.

$$
\lim_{\sigma \to 0} R_i = \sum_{b=1}^{B} \left( \prod_{k=1}^{L-1} D_{ik}^{(b)} Q_k \right)_{F}^{2} \\
\leq \sum_{b=1}^{B} \prod_{k=1}^{L-1} \|D_{ik}^{(b)}\|_F^{2} \|Q_k\|_F^{2} \\
\leq B \prod_{k=1}^{L-1} n_i \|Q_k\|_F^{2}
$$

with $D_{ik}^{(b)}$ the diagonal matrix with the derivatives of $t_i$, evaluated at $Q_i\hat{h}_{i+1}^{(b)}$ and $n_i$ the size of layer $i$. For the last step, we used the assumption that the derivative of $t_i$ lies in the interval $[0; 1]$, which is true for the conventional non-linearities used in deep learning. Applying weight decay results in adding the following regularizer term to the DRL:

$$R^{wd} = \sum_{k=1}^{L-1} ||Q_k||_F^{2}
$$

Hence, we see that weight decay penalizes the same terms $||Q_k||_F^{2}$ appearing in the upper bound of $R_i$. The product is replaced by a sum, so the interactions between $||Q_k||_F^{2}$ will be different for $R^{wd}$, however, a similar regularizing effect can be expected, as it puts pressure on the same norms $||Q_k||_F^{2}$.

Note that for linear direct feedback connections (corresponding to DDTP-linear in the experiments), however, a similar regularizing effect can be expected, as it puts pressure on the same norms $||Q_k||_F^{2}$.

**Interpretation of DRL in a noisy environment.** The difference reconstruction loss is based on a noise-corrupted sample that is propagated forward to the network output and afterwards backpropagated to layer $i$ again, with a reconstruction correction based on the non-corrupted layer activations $\hat{h}_i$. As example, consider the DRL for layer $L - 1$ (without the regularization term for simplicity, as we approximate it in practice by weight decay).

$$L^{\text{rec,diff}}_{L-1} = \frac{1}{\sigma^2} \sum_{b=1}^{B} \mathbb{E}_{\epsilon \sim N(0,1)} \left[ \|g_{L-1} (f_L(\hat{h}_{L-1}^{(b)})) + h_{L-1}^{(b)} - g_{L-1} (h_{L}^{(b)}) - (h_{L-1}^{(b)})\|_2^2 \right]
$$

with $h_{L-1} = h_{L-1} + \sigma \epsilon$. Hence, the difference reconstruction loss needs both the non-corrupted activations $h_{L-1}$ and $h_{L}$, and the corrupted activations $\hat{h}_{L-1}$ and $f_L(\hat{h}_{L-1})$. At first sight, it seems dubious whether a biological neuron could keep track of its noise-corrupted and non-corrupted activation at the same time. However, for small $\sigma$, the non-corrupted activations are approximately equal to the time average of the noise-corrupted activations. For $h_{L-1}$ it follows directly from the fact that $\epsilon$ is white noise.

$$\mathbb{E}_{\epsilon \sim N(0,1)} \left[ h_{L-1} + \sigma \epsilon \right] = h_{L-1}
$$

For small $\sigma$, we can do a firstorder Taylor approximation for $f_L(\hat{h}_{L-1})$.

$$e \sim N(0,1) \left[ f_L(\hat{h}_{L-1}) \right] = \mathbb{E}_{e \sim N(0,1)} \left[ f_L(h_{L-1}) + \sigma J_{f_L} \epsilon + O(\sigma^2) \right] \approx h_L
$$

Hence, the time averages can be used for the reconstruction correction term $h_{L-1} - g_{L-1}(h_{L})$, such that the neurons only need to represent the noise-corrupted activations, if there exists a mechanism to keep track of the time average of its activations. Similar arguments hold for $L^{\text{rec,diff}}$ of the other layers of the network. Similar to [Lee et al. (2015)](Lee2015), [Akrout et al. (2019)](Akrout2019) and [Kunin et al. (2020)](Kunin2020), a single layer $i$ needs to be noise-corrupted with additive white noise, while all other layers cannot have additive noise of their own, for training the feedback parameters of layer $i$ [Lee et al. (2015)](Lee2015), [Akrout et al. (2019)](Akrout2019) and [Kunin et al. (2020)](Kunin2020) allow for training the feedback parameters of half of the network layers simultaneously, while keeping the other layers noise-free, which is less restrictive, but still needs the same fundamental mechanism to keep certain layers noise-free. This is a serious biological constraint, and future research should aim to adjust our difference reconstruction loss such that it can operate in an environment where all layers are noisy at the same time, while keeping its favorable properties.
Feedback weight updates. From the biological perspective, it is interesting to know which feedback parameter updates result from the difference reconstruction loss. We consider the difference reconstruction loss with weight decay as regularizer, as this is the version we use in the practical implementation of the methods. Furthermore, we use a single noise sample $\epsilon$ to approximate the expectation, as is also done in our practical implementation. For simplicity, we consider the DDTP-linear method, which has direct linear feedback connections $Q_i$. In this case, the difference reconstruction loss for a minibatch size of 1 is defined as

$$L_{\text{rec,diff}}^{\text{rec,diff}} = \frac{1}{\sigma^2} \|Q_i f_{i,L}(\hat{h}_i) - Q_i \hat{f}_{i,L}(\hat{h}_i) + \hat{h}_i - \bar{h}_i\|_2^2 + \lambda \|Q_i\|_F^2 \, (75)$$

with $\bar{h}_i = h_i + \sigma \epsilon$. The resulting parameter update is given by

$$\Delta Q_i = -\eta \frac{\partial L_{\text{rec,diff}}}{\partial Q_i} = -\eta (\hat{h}_i - h_i - (\bar{h}_i - h_i)) (\hat{h}_L - h_L)^T - \eta \lambda Q_i \, (76)$$

with $\hat{h}_L = \hat{f}_{i,L}(\hat{h}_i), \hat{h}_i^{fb} = Q_i \hat{f}_{i,L}(\hat{h}_i)$ and $h_i^{fb} = Q_i f_{i,L}(h_i)$. We see that the parameter update is fully local to the individual neurons of each layer. The parameter consists of three differences between a noisy activation (e.g. $\hat{h}_i$) and a time-average or base activation (e.g. $\bar{h}_i$). $\hat{h}_i^{fb}$ and $\hat{h}_i$ could represent the activations of a separate feedback neuron or a segregated dendritic compartment of the considered neuron (Sacramento et al., 2018; Guerguiev et al., 2017). $\hat{h}_i$ and $\bar{h}_i$ could represent the activation of the considered neuron, or the activation of a segregated dendritic compartment of the considered neuron. Finally, $\hat{h}_L$ and $h_L$ represent the pre-synaptic activation of the feedback weights $Q_i$. Similar interpretations holds for other parameterizations of the feedback functions $g_i$.

A.4 Proofs and extra information for section 3.4

Condition S2 (Gauss-Newton Target method). The network is trained by GN targets: each hidden layer target is computed by

$$\Delta h_i^{(b)} \equiv h_i^{(b)} - h_i^{(b)} = -\eta J_{i,L}^T e_L, \, (77)$$

after which the network parameters of each layer $i$ are updated by a gradient descent step on its corresponding local mini-batch loss $L_i = \sum_b ||\Delta h_i^{(b)}||_2^2$, while considering $\hat{h}_i$ fixed.

Theorem S6 (Theorem 5 in main manuscript). Consider a contracting linear multilayer network ($n_1 \geq n_2 \geq \ldots \geq n_L$) trained by Condition S2. For a mini-batch size of $L$, the parameter updates $\Delta W_i$ are minimum-norm updates under the constraint that $h_i^{(m+1)} = h_i^{(m)} - c_i^{(m)} e_i^{(m)}$ and when $\Delta W_i$ is considered independent from $\Delta W_j$ for $j \neq i$, with $c_i^{(m)}$ a positive scalar and $m$ indicating the iteration.

Proof. Let $J_i = \partial h_i^{(b+1)} / \partial h_i$ and $\hat{J}_i = J_{i-1} \ldots J_i$, then $\Delta W_i = -\eta (J_{i-1} \ldots J_i) e_L h_i^{(b)} = -\eta \hat{J}_i e_L h_i^{(b)} \, (79)$

In a linear network the GNT method produces the following dynamic:

$$h_i^{(m+1)} = \sum_{i=1}^L \hat{J}_i (W_i + \Delta W_i) h_i^{(m)} = \sum_{i=1}^L \hat{J}_i W_i h_i^{(m)} + \sum_{i=1}^L \hat{J}_i \Delta W_i h_i^{(m)} \, (78)$$

Letting $c_i^{(m)} = \eta \sum_{i=1}^{L-1} ||h_i^{(m)}||^2_2$ we get

$$h_i^{(m+1)} = h_i^{(m)} - c_i^{(m)} e_i^{(m)} \, (80)$$

To show that this update represents the minimum weight choice we solve the following optimization problem:

$$\arg \min_{\Delta W_i} \sum_{i=1}^L ||\Delta W_i||_F^2$$

s.t.

$$h_i^{(m+1)} = h_i^{(m)} - c_i^{(m)} e_i^{(m)} \, (82)$$
If \( \Delta W_i \) is considered independent of \( \Delta W_{j \neq i} \) the above minimization problem can be split in \( L \) optimization problems:

\[
\begin{align*}
\arg \min_{\Delta W_i} & \quad \|\Delta W_i\|_F^2 \\
\text{s.t.} & \quad \hat{J}_i(W_i + \Delta W_i)h_{i-1}^{(m)} = \hat{J}_iW_ih_{i-1}^{(m)} - c_i^{(m)}e_L^{(m)} \\
& \quad \iff \hat{J}_i\Delta W_i h_{i-1}^{(m)} = -c_i^{(m)}e_L^{(m)},
\end{align*}
\]

with \( c_i^{(m)} = \sum_{i=1}^{L-1} c_i^{(m)} \) since we are working with a linear network. Note that the assumption that \( \Delta W_i \) is independent of \( \Delta W_{j \neq i} \) is similar to the block-diagonal approximation of the Gauss-Newton curvature matrix in Theorem S3. For ease of notation, we drop the iteration superscripts. We can now write the Lagrangian

\[
\mathcal{L} = \|\Delta W_i\|_F^2 + \lambda^T \left( \hat{J}_i\Delta W_i h_{i-1} + c_i e_L \right)
\]

As this is a convex optimization problem, the optimal solution can be found by taking the derivatives of the Lagrangian (resulting in the Karush-Kuhn-Tucker conditions).

\[
\begin{align*}
\frac{\partial \mathcal{L}}{\partial \Delta W_i} &= 2\Delta W_i + \hat{J}_i^T \lambda h_{i-1} = 0 \iff \Delta W_i^* = -\frac{1}{2} \hat{J}_i^T \lambda h_{i-1} \\
\frac{\partial \mathcal{L}}{\partial \lambda} &= \hat{J}_i \Delta W_i h_{i-1} + c_i e_L = -\frac{1}{2} \hat{J}_i \hat{J}_i^T \lambda \|h_{i-1}\|_2^2 + c_i e_L = 0 \\
\iff \lambda^* = \frac{2c_i}{\|h_{i-1}\|_2^2} (\hat{J}_i \hat{J}_i^T)^{-1} e_L
\end{align*}
\]

Combining the two conditions

\[
\Delta W_i^* = -\frac{c_i}{\|h_{i-1}\|_2^2} \hat{J}_i^T (\hat{J}_i \hat{J}_i^T)^{-1} e_L h_{i-1} = -\frac{c_i}{\|h_{i-1}\|_2^2} \hat{J}_i^T e_L h_{i-1} = -\frac{c_i}{\|h_{i-1}\|_2^2} \Delta W_i^{GNT}
\]

We see that \( \Delta W_i^{GNT} \) is a positive scalar multiple of the minimum-norm update \( \Delta W_i^* \), thereby concluding the proof.

\[\square\]

**DTP has inefficient updates.** In Theorem S6, we showed that GNT updates on linear networks push the output activation in the negative gradient direction and can be considered minimum-norm in doing so. In Corollary S6.1 below, we show that vanilla DTP updates also push the output activation in the negative gradient direction, but are not minimum-norm. This is due to the fact that \( \Delta W_i^{DTP} \) has components in the null-space of \( \partial h_L / \partial \hat{W}_i \). These null-space components do not contribute to any change in the output of the network and can thus be considered useless. Furthermore, these components will most likely interfere with the parameter updates of other training samples, thereby impairing the training process. The origin of these null-space components lies in the fact that the feedback parameters are trained by layer-wise reconstruction losses. Hence, under the right conditions, each target update \( \Delta h_i^{DTP} \) is minimum-norm in pushing the activation \( h_{i+1} \) of the layer on top towards its target \( h_{i+1} \) (which is reflected in \( Q_i = W_i^T \)). Under the layer-wise reconstruction loss, as discussed in section A.2. However, this layer-wise minimum-norm characteristic does not translate to being minimum-norm for pushing the output towards its target. Indeed, a target update \( \Delta h_i^{DTP} \) that is minimum-norm for pushing \( h_{i+1} \) towards \( h_{i+1} \) is not in general minimum-norm for pushing \( h_L \) towards \( h_L \) because \( \prod_{k=1}^{L} W_k \) is in general not factorizable as \( \prod_{k=1}^{L} W_k \). This result helps explaining why DTP cannot scale to more difficult datasets. The GNT updates in contrast, have no components in the null-space of \( \partial h_L / \partial \hat{W}_i \). For Corollary S6.1 we assumed that white noise is used for the layer-wise reconstruction losses. This assumption is approximately true in practical use-cases of DTP training. As the authors corrupt the layer activations \( h_i \) with white noise with a standard deviation in the same order of magnitude as the layer activations, for computing the reconstruction loss.

**Corollary S6.1.** Consider a contracting linear multilayer network trained by DTP where white noise is used to train the feedback parameters. For a mini-batch size of \( m \), the resulting forward parameter update pushes the current output activation along the negative gradient direction \( e_L = \partial \mathcal{L} / \partial h_L \) in the output space.

\[
h_L^{(m+1)} = h_L^{(m)} - c^{(m)} e_L^{(m+1)}
\]
with \(e^{(m)}\) a positive scalar. Furthermore, \(\|\Delta W_i^{\text{DTP}}\|_F \geq \|\Delta W_i^{\text{GNT}}\|_F\) for all layers \(i\), with \(\Delta W_i^{\text{GNT}}\) the parameter updates resulting from the GNT method as described in Condition S2.

**Proof.** Call \(\Delta W_i^{\text{GNT}} = (J_{L-1} \ldots J_{i+1})^\dagger e_L^{(m)} h_{i+1}^{(m)T}\) and \(\Delta W_i^{\text{DTP}} = J_{i+1}^T \ldots J_{L-1}^T e_L^{(m)} h_{i+1}^{(m)T}\) the updates prescribed by GNT and DTP respectively, with \(J_i = \partial w_{l+1}/\partial w_i = W_{i+1}\) (see section A.2 for a derivation of the DTP update for linear networks with white noise for feedback parameter training). The fact that DTP pushes the output activation along the negative gradient direction corresponding to equation (91) can be proved analogously to Theorem S6 as \((J_{L-1} \ldots J_{i+1})^\dagger (J_{L-1} \ldots J_{i+1}) = I\) for contracting networks. For the second part of the proof, consider \(\Delta W_i^{\text{GNT}} x = g_r + g_n\) and \(\Delta W_i^{\text{DTP}} x = t_r + t_n\) with \(\|x\|_2 = 1\) an arbitrary vector, where the vectors described by the index \(r\) and \(n\) are the projections onto the image and kernel of \((J_{L-1} \ldots J_{i+1})\) respectively. Since \(\text{im}(A^T) = \text{ker}(A)^\perp\) we have that \(g_n = 0\). Since the network is contracting

\[(J_{L-1} \ldots J_{i+1}) g_r = (J_{L-1} \ldots J_{i+1}) (J_{L-1} \ldots J_{i+1})^\dagger (J_{L-1} \ldots J_{i+1})^T t_r = (J_{L-1} \ldots J_{i+1})^T t_r\]

For equation (92), we used the fact that \((J_{L-1} \ldots J_{i+1})(J_{L-1} \ldots J_{i+1})^\dagger = (J_{L-1} \ldots J_{i+1}) (J_{L-1} \ldots J_{i+1})^T = I\) for contracting networks. By definition, both \(g_r\) and \(t_r\) are not in the kernel of \((J_{L-1} \ldots J_{i+1})\), hence \(g_r = t_r\). Finally by orthogonality of \(t_r\) and \(t_n\)

\[\|t_r + t_n\|^2 = \|t_r\|^2 + \|t_n\|^2 = \|g_r\|^2 + \|t_n\|^2 \geq \|g_r\|^2\]

and therefore

\[\|\Delta W_i^{\text{DTP}}\|^2_2 \geq \|\Delta W_i^{\text{GNT}}\|^2_2\]

The theorem follows by the equivalence of matrix norms.

---

**Minimum-norm properties of Gauss-Newton in an over-parameterized setting.** In Theorem S6 we showed that the GNT method can be interpreted as finding the minimum-norm update \(\Delta W_i\) under the constraint that the output activation should move in the negative gradient direction in the output space, as a result of the update. This result is closely connected to the properties of Gauss-Newton optimization in an over-parameterized setting. The Gauss-Newton parameter update for a nonlinear model parameterized by \(\beta\) is given by

\[\Delta \beta = -J^\dagger e_L,\]

with \(J\) the Jacobian of the model outputs for each batch sample with respect to \(\beta\) and \(e_L\), the vector containing the output error for each batch sample. As reviewed in section C this update can be seen as a linear least-squares regression with \(J\) as the design matrix and \(e_L\) as the target values. However, this interpretation is only valid for under-parameterized models (fewer model parameters compared to the number of entries in \(e_L\)), which is the usual setting for doing Gauss-Newton optimization. Theorem S6, however, operates in an over-parameterized setting, as we have many more layer weights \(W_i\) than outputs \(e_L\) for a minibatch size of 1 in contracting networks. In this case, there are many possible parameter updates \(\Delta \beta\) that exactly reduce the error \(e_L\) to zero for the linearized model in the current mini-batch. A sensible way to resolve this indefiniteness is to take the minimum-norm update \(\Delta \beta\) that exactly reduces the error \(e_L\) to zero in the linearized model and this is exactly what the pseudo-inverse \(J^\dagger\) does. The Gauss-Newton iteration (eq. 96) in an over-parameterized setting can thus be interpreted as a minimum-norm update, which is a fundamentally different interpretation compared to the under-parameterized setting. Gauss-Newton optimization is usually not used in this over-parameterized setting, however, recent research has started with investigating the theoretical properties of GN for over-parameterized networks (Cai et al., 2019; Zhang et al., 2019). The minimum-norm interpretation of GN suggests that the GNT method on linear networks is closely related to GN optimization for the network parameters. Corollary S6.2 makes this relationship explicit.

**Corollary S6.2.** Consider a contracting linear multilayer network trained by GN targets according to Condition S2. For a mini-batch size of 1 and an L2 loss function, the resulting parameter updates \(\Delta W_i^{\text{GNT}}\) are a positive scalar multiple of the parameter updates \(\Delta W_i^{\text{GN}}\) resulting from the GN optimization method with a block-diagonal approximation of the Gauss-Newton curvature matrix, with block sizes equal to the layer weights sizes.
Proof. In order to avoid tensors in the proof, we use a vectorized form of $W_i, \bar{W}_i$, which is a vector containing the concatenated rows of $W_i$. Furthermore, let us define $H_i^T$ as:

$$H_i^T \triangleq \begin{bmatrix} h_i^T & 0^T & \ldots & 0^T \\ 0^T & \ddots & \ddots \\ \vdots & \ddots & \ddots & 0^T \\ 0^T & \ldots & 0^T & h_i^T \end{bmatrix}$$ (97)

Then it holds that $W_i h_{i-1} = H_i^T \bar{W}_i$. Finally, let us define $\bar{f}_{i,L}(h_i)$ as the forward mapping from $h_i$ to $h_L$. Analogue to Lemma [S2], the Gauss-Newton steps for $\bar{W}_i$, with a block-diagonal approximation of the GN curvature matrix and a mini-batch size of 1 are given by:

$$\Delta \bar{W}_i^{\text{GN}} = -J^\dagger_{h_L, \bar{W}_i} e_L, \quad i = 1, \ldots, L - 1$$ (98)

with $J_{h_L, \bar{W}_i} \triangleq \partial h_L / \partial \bar{W}_i$. For linear networks, $J_{h_L, \bar{W}_i}$ is equal to

$$J_{h_L, \bar{W}_i} = J_{h_L, \bar{h}_i} H_i^T$$ (99)

with $J_{h_L, \bar{h}_i} \triangleq \partial h_L / \partial \bar{h}_i$. As $\frac{1}{\|h_{i-1}\|_2} H_i^T$ has orthonormal rows, $J_{h_L, \bar{W}_i}$ can be factorized as follows (Campbell and Meyer 2009):

$$J_{h_L, \bar{W}_i} = (H_i^T)^\dagger J_{h_L, \bar{h}_i}$$ (100)

In order to investigate $(H_i^T)^{-1}$, we take a look at the singular value decomposition (SVD) of $H_i^T$.

$$H_i^T = U \Sigma V^T$$ (101)

$U$ and $V$ are both square orthogonal matrices and $\Sigma$ contains the singular values. As the SVD is unique and $H_i^T$ has orthogonal rows, we can find the singular value decomposition intuitively by normalizing the rows of $H_i^T$.

$$U = I$$ (102)

$$V = \begin{bmatrix} \frac{1}{\|h_{i-1}\|_2} H_{i-1} & \vdots & \bar{V} \end{bmatrix}$$ (103)

$$\Sigma = \begin{bmatrix} \|h_{i-1}\|_2 I & \vdots & 0 \end{bmatrix}$$ (104)

with $\bar{V}$ an orthonormal basis orthogonal to the column space of $H_{i-1}$. Hence, the block-diagonal GN updates for $W_i$ can be written as

$$\Delta \bar{W}_i^{\text{GN}} = -\frac{1}{\|h_{i-1}\|_2^2} H_{i-1} J_{h_L, \bar{h}_i}^\dagger e_L, \quad i = 1, \ldots, L - 1$$ (105)

$$\Delta W_i^{\text{GN}} = -\frac{1}{\|h_{i-1}\|_2^2} J_{h_L, h_i}^\dagger e_L h_i^T, \quad i = 1, \ldots, L - 1$$ (106)

For linear networks, the GNT update for $W_i$ is given by

$$\Delta W_i^{\text{GNT}} = -\eta_i \bar{\eta}_i J_{h_L, \bar{h}_i}^\dagger e_L h_i^T, \quad i = 1, \ldots, L - 1$$ (107)

with $\eta_i$ the learning rate of layer $i$ and $\bar{\eta}_i$ the output step size. We see that $\Delta W_i^{\text{GNT}}$ is a positive scalar multiple of $\Delta W_i^{\text{GN}}$, thereby concluding the proof. □

Minimum-norm interpretation of error backpropagation. Gradient descent (the optimization method behind error backpropagation) has also a minimum-norm interpretation, however, with a different constraint compared to the GNT method, as shown in Proposition [S7]. Gradient descent uses minimum-norm updates, with as a sole purpose to decrease the loss, whereas GNT uses minimum-norm updates in order to move the output in a specific direction indicated by the output target. In the current implementations of TP and its variants, this output direction is specified as the negative gradient direction in output space, but one could also specify other directions if that would be favourable for the considered application.
Proposition S7. The gradient descent update is the solution to the following minimum-norm optimization problem.

\[
\lim_{c \to 0} \arg \min_{\Delta W_i} \sum_{i=1}^{L} \|\Delta W_i\|_F^2 \quad \text{s.t.} \quad L^{(m+1)} = L^{(m)} - c
\]

with \(L^{(m)}\) the loss at iteration \(m\) and \(c\) a positive scalar.

Proof. First, let us define \(\vec{W}_i\) as the vector with the concatenated rows of \(W_i\) and \(\vec{W}\) the concatenated vector of all \(\vec{W}_i\). Then, the Lagrangian of this constrained optimization problem can be written as:

\[
L = \|\Delta \vec{W}\|_2^2 + \lambda (L^{(m+1)} - L^{(m)} + c)
\]

A first-order Taylor expansion of \(L^{(m+1)}\) around \(L^{(m)}\) gives:

\[
L^{(m+1)} = L^{(m)} + \frac{\partial L}{\partial \vec{W}} \Delta \vec{W} + \mathcal{O}(\|\Delta \vec{W}\|_2^2)
\]

We will assume that \(\mathcal{O}(\|\Delta \vec{W}\|_2^2)\) vanishes in the limit of \(c \to 0\) relative to the first-order Taylor expansion and \(c\), and check this assumption in the end of the proof. Hence, the Lagrangian can be approximated as

\[
L \approx \|\Delta \vec{W}\|_2^2 + \lambda (\frac{\partial L}{\partial \vec{W}} \Delta \vec{W} + c)
\]

As this is a convex optimization problem, the optimal solution can be found by solving the following set of equations.

\[
\frac{\partial L}{\partial \lambda} = \frac{\partial L}{\partial \vec{W}} \Delta \vec{W} + c = 0
\]

\[
\frac{\partial L}{\partial \Delta \vec{W}} = 2\Delta \vec{W} + \lambda \frac{\partial L}{\partial \vec{W}}^T
\]

This set of equations has as solutions

\[
\lambda^* = \frac{2c}{\|\frac{\partial L}{\partial \vec{W}}\|_2^2}
\]

\[
\Delta \vec{W}^* = -\frac{c}{\|\frac{\partial L}{\partial \vec{W}}\|_2^2} \frac{\partial L}{\partial \vec{W}}^T
\]

We see that the minimum-norm solution for \(\Delta \vec{W}\) is the gradient descent update with steps size \(c/\|\frac{\partial L}{\partial \vec{W}}\|_2^2\). Further, \(\mathcal{O}(\|\Delta \vec{W}\|_2^2) \sim \mathcal{O}(c^2)\), thus \(\mathcal{O}(\|\Delta \vec{W}\|_2^2)\) vanishes in the limit of \(c \to 0\) relative to the first-order Taylor expansion and \(c\), thereby concluding the proof.

\[\square\]

 GN optimization for minibatches bigger than 1. In Corollary S6.2 we showed that the GNT method is equal to a block-diagonal approximation of GN for a minibatch size equal to 1. We emphasize, however, that this relation only holds for minibatch sizes equal to 1 and does not generalize to larger minibatches. The Gauss-Newton iteration with a minibatch size of \(B\) and a block-diagonal approximation is given by

\[
\Delta \vec{W}_i^{GN} = \lim_{\lambda \to 0} \left[ \sum_{b=1}^{B} G^{(b)} + \lambda I \right]^{-1} \left[ \sum_{b=1}^{B} J^{(b)T} e_L^{(b)} \right]
\]

\[
G^{(b)} \triangleq J^{(b)T} J^{(b)}
\]
with $G$ the Gauss-Newton curvature matrix, $J^{(b)} \triangleq \partial h_L / \partial \hat{W}_i$ evaluated on mini-batch sample $b$ and $\lambda$ a damping parameter. For linear networks, the GNT parameter updates with a minibatch size of $B$ can be written as:

$$\Delta \hat{W}_i^{\text{GNT}} = \lim_{\lambda \to 0} \sum_{b=1}^{B} \left[ (G^{(b)} + \lambda I)^{-1} J^{(b)T} e_L^{(b)} \right]$$  \hspace{1cm} (119)

$$= \sum_{b=1}^{B} \left[ J^{(b)\dagger} e_L^{(b)} \right]$$  \hspace{1cm} (120)

We see that for $B = 1$, these expressions overlap, but for $B > 1$ they are not equal anymore, because the order of the sum and inverse operation is switched. GNT can thus be best interpreted in the framework of minimum-norm parameter updates, even if bigger batch-sizes are used, whereas GN optimization has a different interpretation for bigger minibatch sizes.

**Linear networks trained with GNT converge to the global minimum.** Even though the GNT method does not correspond with the GN method for bigger mini-batch sizes, we can still show that GNT on linear networks converges to the global minimum. Theorem S8 proves this for arbitrary batch sizes and an infinitesimally small learning rate. Note that a batch setting instead of a minibatch setting is used (i.e. one minibatch that is equal to the total training batch).

**Theorem S8 (Theorem 6 in main manuscript).** Consider a linear multilayer network of arbitrary architecture, trained with GNT according to Condition S2 and with arbitrary batch size. The resulting parameter updates lie within 90 degrees of the corresponding loss gradients. Moreover, for an infinitesimal small learning rate, the network converges to the global minimum.

**Proof.** Consider a batch of size $B$ with inputs $\{ h_0^{(b)} \}_{1 \leq b \leq B}$ and errors $\{ e_L^{(b)} \}_{1 \leq b \leq B}$, and let $A_i \triangleq \sum_{b=1}^{B} [ e_L^{(b)} h_i^{(b)T} ]$. Given the linear setting, $J_i$ is independent of the presented input for each batch, so

$$\Delta W_i^{\text{GNT}} = \sum_{b=1}^{B} ([J_{L-1} \ldots J_{i+1}]^T e_L^{(b)} h_i^{(b)T}) = ([J_{L-1} \ldots J_{i+1}]^T A_i)$$  \hspace{1cm} (121)

$$\Delta W_i^{\text{BP}} = \sum_{b=1}^{B} ([J_{L-1} \ldots J_{i+1}] e_L^{(b)} h_i^{(b)T}) = ([J_{L-1} \ldots J_{i+1}])^T A_i$$  \hspace{1cm} (122)

To compute the angle between the updates we take the Frobenius inner product

$$\langle \Delta W_i^{\text{BP}}, \Delta W_i^{\text{GNT}} \rangle_F = Tr(A_i^T ([J_{L-1} \ldots J_{i+1}] ([J_{L-1} \ldots J_{i+1}])^T A_i)$$  \hspace{1cm} (123)

$$= Tr(A_i A_i^T ([J_{L-1} \ldots J_{i+1}]) ([J_{L-1} \ldots J_{i+1}])^T) = Tr(B \Sigma)$$  \hspace{1cm} (124)

In the last equality a change of basis has been performed with the SVD basis of $([J_{L-1} \ldots J_{i+1}])^T$ (which is PSD). $B$ is $A_i A_i^T$ under the new basis while $\Sigma$ is a diagonal matrix with non-negative entries. $A_i A_i^T$ is positive semi-definite and remains so even after a change of basis, so it always has non-negative diagonal entries. Clearly then $Tr(B \Sigma) > 0$ and therefore

$$\langle \Delta W_i^{\text{BP}}, \Delta W_i^{\text{GNT}} \rangle_F > 0$$  \hspace{1cm} (125)

The angle between the updates hence remains within 90 degrees.

To show that the procedures converge to the same critical point, we prove that

$$\Delta W_i^{\text{BP}} = 0 \iff \Delta W_i^{\text{GNT}} = 0$$  \hspace{1cm} (126)

This follows from the fact that $\ker(M^T) = \ker(M^\dagger)$ for any matrix $M$, since

$$\Delta W_i^{\text{BP}} = 0 \iff im(A_i) \subset \ker( ([J_{L-1} \ldots J_{i+1}])^T )$$  \hspace{1cm} (127)

$$\iff \ker(A_i) \subset \ker( ([J_{L-1} \ldots J_{i+1}])^\dagger) \iff \Delta W_i^{\text{GNT}} = 0$$  \hspace{1cm} (128)
Figure S2: The direction of the change in output activation, resulting from GNT update (blue) and BP update (red), plotted together with the loss contours. A nonlinear 2-hidden-layer network with two output neurons ($y_1$ and $y_2$) was used on a synthetic regression dataset.

Finally, for small enough step size we can compare the gradient flow of both GNT and backpropagation, in particular

$$\tau^{BP} \frac{\partial W_i}{\partial t} = -(J_{L-1} \ldots J_{i+1})^T \sum_{b=1}^{B} [e_L^{(b)} h_i^{(b)}]$$

(129)

$$\tau^{GNT} \frac{\partial W_i}{\partial t} = -(J_{L-1} \ldots J_{i+1})^\dagger \sum_{b=1}^{B} [e_L^{(b)} h_i^{(b)}]$$

(130)

Given that backpropagation is guaranteed to always descend the gradient assuming an infinitesimal stepsize, GNT will always reduce the loss under the same assumption, as the directions are always within 90 degrees. As the equilibrium is unique for backpropagation (convex objective) and it is the same as GNT, the two procedures will both converge to the global minimum.

**Minimum-norm target update interpretation for nonlinear networks.** The direct connection between GNT and GN optimization on the parameters for a minibatch size of 1 does not hold exactly for nonlinear networks. This is due to the nonlinear dependence of $h_i$ on $W_i$ in the local layer loss $L_i = \|h_i - \hat{h}_i\|^2$. For nonlinear networks, the GNT parameter update for a minibatch size of 1 results in

$$\Delta \vec{W}_GNT_i = -\eta H_{i-1} D_i J_i^\dagger e_L$$

(131)

with $D_i = \partial h_i / \partial a_i$ evaluated at $a_i = W_i h_{i-1}$, $J_i = \partial h_L / \partial h_i$, and $\vec{W}_i$ and $H_{i-1}$ as defined in Corollary S6.2. With the same reasoning as in Corollary S6.2, the GN parameter update for a minibatch size of 1 is given by

$$\Delta \vec{W}_GN_i = -\frac{1}{\|h_i - \hat{h}_i\|^2} H_{i-1} (J_i D_i)^\dagger e_L$$

(132)

We see that $\vec{W}_GNT_i$ is not equal anymore to $\vec{W}_GN_i$. Hence, for an exact interpretation of GNT on nonlinear networks, we should return to the hybrid view. First, the GNT method uses Gauss-Newton optimization to compute its hidden layer targets, after which it does gradient descent on the local loss $L_i = \|h_i - \hat{h}_i\|^2$ to update the network parameters. As the Gauss-Newton optimization for the targets operates in an over-parameterized regime in contracting networks, the GNT target updates should be interpreted as minimum-norm target updates, with as constraint to push the output activation towards its target, similar to Theorem S6. The network parameters are then updated by gradient descent on $L_i$ to push the layer activation closer to its minimum-norm target. The parameter updates can thus not exactly be interpreted in a minimum-norm sense, but intuitively, the same effect is pursued through the minimum-norm targets. Furthermore, Fig. S2 indicates that for nonlinear networks, the GNT parameter updates push the output activation approximately along the negative gradient direction, similar to Theorem S6.

**Minimum-norm target updates under various norms.** We established an interpretation of GNT, connecting it to finding minimum-norm target updates that push the output activation towards its target. Besides the possibility to vary the direction specified by the output target, one can also use different norms for defining the ‘minimum-norm’ targets. For the difference reconstruction loss, we used the 2-norm, which gives rise to the link with Moore-Penrose pseudo-inverses and Gauss-Newton
optimization. However, the difference reconstruction loss is not restricted to this 2-norm and when using other norms, this will give rise to minimum-norm target updates under the corresponding norm. Ororbia and Mali (2019) indicated that other distance measures might be beneficial for defining local loss functions $L_i(h_i, h_1)$ in the DTP framework. Using our framework, future research can now investigate whether using other norms for the difference reconstruction loss results in better performance.

**Does there exist an energy function for GNT?** In the previous paragraphs, we showed that GNT is closely related to Gauss-Newton optimization and that it converges for linear networks. For non-linear networks, we indicated that GNT can best be interpreted as a hybrid method between GN optimization for finding the targets and gradient descent for updating the parameters. However, it remains an open question whether general convergence can be proved for the nonlinear case, and if yes, to which minimum the GNT method converges. The convergence proofs for error-backpropagation all use the fact that error-backpropagation is a form of gradient descent, and it thus follows the gradient of a loss function (White, 1989; Tesauro et al., 1989). For being able to follow a similar approach for a convergence proof, the GNT method should as well follow the gradient of some *energy function*. However, in Proposition S9 we show that GNT does not follow the gradient of any function, for which another path forward towards a general convergence proof for GNT would be to hope that there exist an energy function and a certain norm for which the GNT updates represent a steepest descent direction. We hypothesize that such energy function and norm do not exist for batch sizes bigger than one, because the order of the summation and inverse operation in equation (119) are reversed compared to equation (117), making it hard to disentangle a norm-inducing matrix and a gradient on the training batch. However, we have not yet proven this rigorously.

**Proposition S9.** The GNT updates as described in Condition S2 do not produce a conservative dynamical system, hence it does not follow the gradient of any function.

**Proof.** We will restrict ourselves to the case of one hidden layer, with each layer having only one unit, to avoid cumbersome notations. This choice does not impact the generality of the statement. Let $h_0$ be the input, $h_1 = w_1 h_0$ be the state of the hidden layer, and $h_2 = w_2 h_1$ be the output layer. The error signal is $e_L = h_2 - t$, with $t$ being the target. The updates to $w_2$ and $w_1$ after presentation of one sample are

$$
\dot{w}_2 = e_L h_1 \\
\dot{w}_1 = j^{-1} e_L h_0
$$

with $j = \partial h_2 / \partial h_1 = w_2$. If $\dot{w}_1$ and $\dot{w}_1$ follow the gradient of any function, the Hessian of this function should be symmetric:

$$
\frac{\partial \dot{w}_2}{\partial w_1} = \frac{\partial \dot{w}_1}{\partial w_2}
$$

This condition is also known as *conservative dynamics* in dynamical systems. However

$$
\frac{\partial \dot{w}_2}{\partial w_1} = \frac{\partial e_L h_1}{\partial w_1} = \frac{\partial e_L}{\partial w_1} h_1 + e_L \frac{\partial h_1}{\partial w_1} = w_2 h_0 h_1 + e_L h_0
$$

and

$$
\frac{\partial \dot{w}_1}{\partial w_2} = \frac{\partial j^{-1} e_L h_0}{\partial w_2} = \left( \frac{\partial j^{-1}}{\partial w_2} e_L + j^{-1} \frac{\partial e_L}{\partial w_2} \right) h_0 = \frac{\partial j^{-1}}{\partial w_2} e_L h_0 + j^{-1} h_1 h_0
$$

$$
= - \frac{1}{w_2^2} e_L h_0 + \frac{1}{w_2} h_1 h_0
$$

In general

$$
\frac{\partial \dot{w}_2}{\partial w_1} \neq \frac{\partial \dot{w}_1}{\partial w_2}
$$

and the dynamical system is non-conservative. 

\[ \Box \]
**GNT updates align with gradients in contracting networks.** Despite the lack of a general convergence proof for the GNT method in the nonlinear case, experimental results indicate that our DTP variants (which are an approximation of the GNT method) succeed in decreasing the loss sufficiently, even for nonlinear networks. To help explain this observation, we indicate that the GNT updates approximately align with the gradient direction in high probability, if the network has large hidden layers compared to the output layer, which is the case for many classification and regression problems. We start from the assumption that the properties of $J_{f,i}$ are in general similar to those of a random matrix [Arora et al., 2015]. If a zero-mean initialization for the weights is used, we assume that $J_{f,i}$ is also approximately random and zero-mean. For this case, we prove that a scalar multiple of its transpose is a good approximation of its pseudo-inverse. Intuitively, this is easy to understand, as $J = J^T (J J^T)^{-1}$ and $J J^T$ is close to a scalar multiple of the identity matrix for zero-mean random matrices in $\mathbb{R}^{m \times n}$ with $n \gg m$:

$$[J J^T]_{ii} = \sum_{k} J_{i,k}^2 \approx n \sigma^2$$

(138)

$$[J J^T]_{ij} = \sum_{k} J_{i,k} J_{j,k} \approx 0, \quad \forall i \neq j$$

(139)

with $J_{i,k}$ the element on the $i$-th row and $k$-th column of $J$, and $\sigma^2$ the variance of the random variables. The GNT update and the gradient (BP) update are given by respectively:

$$\Delta W_i^{\text{GNT}} = -\eta \sum_{b} D_i^{(b)} f_i^{(b)\dagger} e_L^{(b)T} h_{i-1}^{(b)T}$$

(140)

$$\Delta W_i^{\text{BP}} = -\eta \sum_{b} D_i^{(b)} J_i^{(b)T} e_L^{(b)T} h_{i-1}^{(b)T}$$

(141)

with $J_i^{(b)} = \partial h_{i} / \partial h_{i}$ evaluated at training sample $b$. We see that if $J_i^{(b)T}$ is approximately equal to $J_i^{(b)\dagger}$, $\Delta W_i^{\text{GNT}}$ will align with $\Delta W_i^{\text{BP}}$. In Theorem S12 we prove formally that $J_i^{(b)T}$ aligns with $J_i^{(b)\dagger}$ if it is considered as a zero-mean random matrix with $n \gg m$. Before stating the theorem, we need to introduce some auxiliary concepts and lemmas.

**Definition S1.** Let $A \in \mathbb{R}^{m \times n}$ and $f : \mathbb{R}^{m \times n} \to \mathbb{R}^{n \times m}$. $f(A)$ is an $\epsilon$–approximate Moore-Penrose pseudoinverse (or $\epsilon$–pseudoinverse) of $A$ if it satisfies the following conditions:

1. $\|Af(A) - A\|_F^2 \leq \epsilon$
2. $\|f(A)Af(A) - f(A)\|_F^2 \leq \epsilon$
3. $Af(A)$ and $f(A)A$ are Hermitian

These are an $\epsilon$–approximate version of the Penrose conditions.

**Lemma S10.** A classical result from Paul Lévy prescribes that the $n$-dimensional unit spheres $\mathbb{S}^n$ equipped with their respective uniform probability measures form a normal Lévy family. Therefore given one $x \in \mathbb{S}^n$, for any $x' \in \mathbb{S}^n$ we have

$$\mathbb{P}(\|x, x'\| \geq t) \leq C_1 \exp(-C_2 n t^2)$$

(142)

where $C_1, C_2$ are universal constants.

*Proof.* For a proof refer to [Brazitikos et al., 2014].

**Lemma S11.** Given a family $\{x_i\}_{1 \leq i \leq m}$ of $m$ randomly chosen vectors in $\mathbb{S}^n$, then for each $i$

$$\mathbb{P}\left(\bigcup_{j \neq i} (\|x_i, x_j\| \geq t)\right) \leq C_1 m \exp(-C_2 m t^2)$$

(143)

*Proof.* The proof is a straightforward application of the union bound to Lemma S10.
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Theorem S12. Let $A \in \mathbb{R}^{m \times n}$ be a matrix with $n \gg m$ and with rows sampled uniformly from the unit ball $\mathbb{B}^n$, scaled appropriately. Moreover let $s = \max_i \sqrt{\sum_{j=1}^n a_{ij}^2}$. Then $s^{-1}A^T$ is an $\epsilon$–pseudoinverse of $s^{-1}A$ with high probability.

Proof. Call $B \triangleq s^{-1}A$. $AA^T$ and $A^TA$ are Hermitian, hence the corresponding forms with $B$ are Hermitian as well and they satisfy condition 3 of Definition S1. Consider the row vectors $\{x_i\}_{1 \leq i \leq m}$ of $A$. It is easy to see that

$$\langle BB^T \rangle_{ij} = s^{-2} \langle x_i, x_j \rangle$$

(144)

The row vectors of $B$ are by construction contained in the unit sphere, so it is possible to apply Lemma S11. With probability greater than $1 - C_1m \exp(-C_2nt^2)$

$$\| (BB^T - B)_{ij} \|^2 = \left\| \sum_{i=1}^m s^{-3} \langle x_i, x_i \rangle a_{ij} - s^{-1}a_{ij} \right\|^2$$

(145)

$$\leq \left( s^{-3} \left\| \sum_{i=1}^m (x_i, x_i) a_{ij} \right\| + \| (s^{-3} \langle x_i, x_i \rangle - s^{-1})a_{ij} \| \right)^2$$

(146)

Cauchy-Schwarz

$$\leq \left( \frac{t\sqrt{m-1}}{s^3} \left\| \sum_{i=1}^m a_{ij}^2 \right\| + \| (s^{-3} \langle x_i, x_i \rangle - s^{-1})a_{ij} \| \right)^2$$

(147)

For ease of notation let $c_i = s^{-3} \langle x_i, x_i \rangle - s^{-1}$. Now

$$\| BB^T - B \|_F^2 < \sum_{j=1}^n \sum_{i=1}^m \left( \frac{t\sqrt{m-1}}{s^3} \left\| \sum_{i=1}^m a_{ij}^2 + \| c_i a_{ij} \| \right\| \right)^2$$

(148)

$$= \sum_{j=1}^n \sum_{i=1}^m \left( \frac{t^2(m-1)}{s^6} \sum_{i=1}^m a_{ij}^2 + 2 \| c_i a_{ij} \| \frac{t\sqrt{m-1}}{s^3} \left\| \sum_{i=1}^m a_{ij}^2 + (c_i a_{ij})^2 \right\| \right)^2$$

(149)

$$= t^2(m-1)s^{-6} \sum_{i=1}^m \sum_{j=1}^n a_{ij}^2 + 2s^{-3}t\sqrt{m-1} \sum_{j=1}^n \sum_{i=1}^m \| c_i a_{ij} \| \left\| \sum_{i=1}^m a_{ij}^2 \right\|$$

(150)

Part 1

$$+ \sum_{j=1}^n \sum_{i=1}^m (c_i a_{ij})^2$$

(151)

Part 3

We can easily bound both Part 1 and Part 3 using the definition of $s$, in particular

$$\text{Part 1} = t^2(m-1)s^{-6} \sum_{i=1}^m \sum_{j=1}^n a_{ij}^2 \leq t^2(m-1)s^{-6} \sum_{i=1}^m \sum_{j=1}^n s^2 = t^2m(m-1)^2s^{-4}$$

(152)

$$\text{Part 3} = \sum_{i=1}^m c_i^2 \sum_{j=1}^n a_{ij}^2 \leq s^2 \sum_{i=1}^m c_i^2$$

(153)
We will bound Part 2 using a rougher estimate, in particular (we do not consider the constants here)

\[
\text{Part 2} \propto \sum_{j=1}^{n} \sum_{i=1}^{m} \| c_i a_{ij} \| \sqrt{\sum_{l=1}^{m} a_{lj}^2} \leq \left( \sum_{i=1}^{m} \| c_i \| \right) \sum_{j=1}^{n} \sum_{i=1}^{m} \| a_{ij} \| \sqrt{\sum_{l=1}^{m} a_{lj}^2}
\]

(154)

\[
\leq \left( \sum_{i=1}^{m} \| c_i \| \right) \sum_{j=1}^{n} \sum_{i=1}^{m} \sum_{l \neq i} \sqrt{a_{ij}^2} \sum_{l \neq i} a_{lj} \leq \left( \sum_{i=1}^{m} \| c_i \| \right) \sum_{j=1}^{n} \sum_{i=1}^{m} \sum_{l \neq i} a_{ij}^2 \sum_{l \neq i} a_{lj}^2
\]

(155)

\[
= \left( \sum_{i=1}^{m} \| c_i \| \right) \sum_{j=1}^{n} \sum_{i=1}^{m} a_{ij}^2 \leq m^2 s^2 \sum_{i=1}^{m} \| c_i \|
\]

(156)

Now

\[
\text{Part 2} + \text{Part 3} < 2s^{-1} tm^2 \sqrt{m-1} \sum_{i=1}^{m} \| c_i \| + s^2 \sum_{i=1}^{m} c_i^2 < \epsilon/2
\]

(157)

for

\[
t < \frac{\epsilon - 2s^2 \sum_{i=1}^{m} c_i^2}{4s^{-1} m^2 \sqrt{m-1} \sum_{i=1}^{m} \| c_i \|} \triangleq K_1
\]

(158)

Here we assume necessarily that \( \epsilon > 2s^2 \sum_{i=1}^{m} c_i^2 \). This assumption relies on \( c_i \), a matrix dependent measure of the discrepancy in the magnitude of row vectors. It is equal to zero when each row vector is normalised. We also want Part 1 < \( \epsilon/2 \), so we need

\[
t < \frac{\sqrt{\epsilon}}{m \sqrt{m - 1} s^2} \triangleq K_2
\]

(159)

Let \( t < \min \{ K_1, K_2 \} \), putting everything together

\[
\| BB^T B - B \|^2_F < \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon
\]

(160)

Note that the bound \( K_1 \) is infinite when \( c_i \), the row magnitude discrepancy, is zero for all \( i \). This was expected, as Part 2 and Part 3 vanish for \( c_i = 0 \), and Part 1 is bounded by \( K_2 \). \( \| BB^T B - B \|^2_F \) can be bounded analogously, since the Frobenius norm is invariant to transposition.

We have that with probability greater than \( 1 - C_1 m \exp \left( -C_2 n \min \{ K_1^2, K_2^2 \} \right) \)

1. \( \| BB^T B - B \|^2_F < \epsilon \)
2. \( \| BB^T B - B \|^2_F < \epsilon \)

Finally for \( n = \Omega(\max \left\{ \left( \frac{1}{K_1} \right)^2, \left( \frac{1}{K_2} \right)^2 \right\} \log(C_1 m/\delta)) \) \( B^T \) satisfies all the conditions of Definition S1 with probability greater than \( 1 - \delta \), so it is an \( \epsilon - \) pseudoinverse of \( B \). □

If we restrict ourselves to matrices whose row vectors have constant magnitude, the proof becomes much easier, as Part 2 and Part 3 vanish. This assumption is reasonable when working in very high dimensional spaces, however, we wanted to provide a point of view that is as general as possible. Further, we tailored the proof towards a uniform distribution of the rows in a scaled version of \( \mathbb{R}^n \), such that Lemma S11 can be applied directly. However, the weight matrices in neural networks are often initialized with a uniform random distribution for each element separately, which results in a uniform distribution of the rows in a scaled hyper-cube, instead of the unit hyper-ball. We envision that a variation of Theorem S12 can be made for this case, as the hyper-cube is contained in the unit ball after multiplying the matrix \( A \) with \( 1/s \) and the angles between the randomly drawn rows will have also have a distribution concentrated around 90 degrees (on which Lemma S10 is based).
Conclusion theoretical results. Our theoretical analysis of TP shows that TP for invertible networks can best be interpreted as a hybrid method between GN and gradient descent. For non-invertible networks, we showed that DTP leads to inefficient parameter updates, which can be resolved by using our new difference reconstruction loss that restores the hybrid method between GN and gradient descent. We highlighted that the GN-part of the hybrid method implicitly operates in an over-parameterized setting, which leads to minimum-norm parameter and target updates and cannot be compared to GN in an under-parameterized setting. For linear networks, we proved that GNT (the idealized version of DTP combined with DRL) is an approximation of GN optimization with a minibatch size of 1 and that the method converges to the global minimum. For nonlinear networks, we established the minimum-norm target update interpretation and showed that for strongly contracting networks, the GNT parameter update aligns in high probability with the loss gradients.

B Further details on experimental results

In this section, we provide further details on the experimental results.

B.1 Details on the used methods

Using softmax and cross-entropy loss in the TP framework. For all our experiments, we used a softmax output layer combined with the cross-entropy loss. In order to incorporate this in the TP framework, it is best to combine the softmax and cross-entropy loss into one output loss:

$$L_{combined} = - \sum_{b=1}^{B} l^{(b)T} \log \left( \text{softmax}(h^{(b)}_L) \right)$$

with $l^{(b)}$ the one-hot vector representing the class label of training sample $b$ and $\log$ the element-wise logarithmic function. Then the network has a linear output layer $h_L$ and the output target is computed as

$$\hat{h}^{(b)}_L = h^{(b)}_L - \eta \frac{\partial L_{combined}}{\partial h^{(b)}_L}$$

(162)

The feedback weights are then trained with the difference reconstruction loss, assuming a linear output layer. For this combined loss, the minimum-norm target update interpretation from section [A.4] holds, as this interpretation is independent from the used loss function. The connection with GN optimization however is based on an $L_2$ output loss, thus does not hold anymore entirely for $L_{combined}$. The Gauss-Newton optimization method can be generalized towards other loss functions by incorporating the Generalized Gauss-Newton framework (Schraudolph, 2002; Martens, 2016). In appendix [D] we show theoretically how the target propagation framework can be adapted to incorporate this generalized Gauss-Newton framework in the computation of its hidden layer targets.

Algorithms of the methods. Algorithms [1][2][3][4] and [5] provide the training details for DTP, DTPDRL, DDTP, DDTP-rec and DDTP-control respectively. The DDTP-rec method is explained in section [A.3]. For all methods, $f_i$ is parameterized as $f_i(h_{i-1}) = \tanh(W_i h_{i-1} + b_i)$. We chose the tanh nonlinearity, as this gave the best experimental results for the target propagation methods, which was also observed in [Lee et al. (2015)] and [Bartunov et al. (2018)]. Depending on the method, different parameterizations for $g_i$ are used.

- **DTP**: $g_i(h_{i-1}) = \tanh(Q_i h_{i-1} + c_i)$
- **DTPDRL**: $g_i(h_{i+1}) = \tanh(Q_i h_{i+1} + c_i)$
- **DDTP-linear**: $g_i(h_L) = Q_i h_L + c_i$
- **DDTP-control**: $g_i(h_L) = Q_i h_L + c_i$
- **DDTP-RHL**: $g_i(h_L) = \tanh (Q_i \tanh(R h_L + d) + c_i)$
- **DDTP-RHL (rec)**: $g_i(h_L, h_i) = \tanh (Q_i \tanh(R h_L + d) + S_i h_i + c_i)$

In the DDTP-RHL variants, $R$ and $d$ are a fixed random matrix and vector, which are shared for all $g_i$. 
Algorithm 1: DTP training iteration on one minibatch

Propagate minibatch activities forwards:
for $i$ in range$(1, L)$ do
  for $b$ in range$(1, B)$ do
    $h_i^{(b)} = f_i(h_{i-1}^{(b)})$

Compute output loss $L$ on the current minibatch

Compute output targets:
for $b$ in range$(1, B)$ do
  $\hat{h}_L^{(b)} = h_L^{(b)} - \eta \frac{\partial L}{\partial h_L^{(b)}}$

Propagate target backwards:
for $i$ in range$(L-1, 1)$ do
  for $b$ in range$(1, B)$ do
    $\hat{h}_i^{(b)} = g_i(\hat{h}_{i+1}^{(b)}) + h_i^{(b)} - g_i(h_{i+1}^{(b)})$

Train the feedback parameters:
for $i$ in range$(1, L-1)$ do
  for $b$ in range$(1, B)$ do
    Generate corrupted activity:
    $\tilde{h}_i^{(b)} = h_i^{(b)} + \sigma \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1)$
    Compute the local reconstruction loss:
    $L_{rec}^i = \frac{1}{B} \sum_b \| g_i(f_{i+1}(\tilde{h}_i^{(b)})) - \hat{h}_i^{(b)} \|_2^2$
    Update the parameters of $g_i$ with a gradient descent step on $L_{rec}^i$

Train the forward parameters:
for $i$ in range$(1, L)$ do
  Compute the local loss:
  $L_i = \frac{1}{B} \sum_b \| \hat{h}_i^{(b)} - h_i^{(b)} \|_2^2$
  Update the parameters of $f_i$ with a gradient descent step on $L_i$
Algorithm 2: DTPDRL training iteration on one minibatch

Propagate minibatch activities forwards:
\[
\text{for } i \in \text{range}(1, L) \text{ do}
\quad \text{for } b \in \text{range}(1, B) \text{ do}
\quad \quad \hat{h}_i^{(b)} = f_i(h_{i-1}^{(b)})
\]

Compute output loss $\mathcal{L}$ on the current minibatch

Compute output targets:
\[
\text{for } b \in \text{range}(1, B) \text{ do}
\quad \hat{h}_L^{(b)} = h_L^{(b)} - \eta \frac{\partial \mathcal{L}}{\partial h_L^{(b)}}
\]

Propagate target backwards:
\[
\text{for } i \in \text{range}(L-1, 1) \text{ do}
\quad \text{for } b \in \text{range}(1, B) \text{ do}
\quad \quad \hat{h}_i^{(b)} = g_i(\hat{h}_{i+1}^{(b)}) + h_i^{(b)} - g_i(h_{i+1}^{(b)})
\]

Train the feedback parameters:
\[
\text{for } i \in \text{range}(1, L-1) \text{ do}
\quad \text{for } b \in \text{range}(1, B) \text{ do}
\quad \quad \text{Generate corrupted activity:}
\quad \quad \hat{h}_i^{(b)} = h_i^{(b)} + \sigma \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1)
\quad \quad \text{Propagate the corrupted activity to the output layer:}
\quad \quad \text{for } k \in \text{range}(i+1, L) \text{ do}
\quad \quad \quad \hat{h}_k^{(b)} = f_k(\hat{h}_{k-1}^{(b)})
\quad \quad \text{Propagate the corrupted output activity backwards to reconstruct $\hat{h}_i$:}
\quad \quad \hat{h}_L^{(b)} = \hat{h}_L^{(b)}
\quad \quad \text{for } k \in \text{range}(L-1, i) \text{ do}
\quad \quad \quad \hat{h}_k^{(b)} = g_k(\hat{h}_{k+1}^{(b)}) + h_k^{(b)} - g_k(h_{k+1}^{(b)})
\]

Compute the difference reconstruction loss:
\[
\mathcal{L}_{\text{diff,rec}}^i = \frac{1}{B} \sum_b \| h_i^{(b)} - \hat{h}_i^{(b)} \|_2^2
\]

Update the parameters of $g_i$ with a gradient descent step on $\mathcal{L}_{\text{diff,rec}}^i + \text{weight decay}$

Train the forward parameters:
\[
\text{for } i \in \text{range}(1, L) \text{ do}
\quad \text{Compute the local loss:}
\quad \quad \mathcal{L}_i = \frac{1}{B} \sum_b \| h_i^{(b)} - \hat{h}_i^{(b)} \|_2^2
\quad \quad \text{Update the parameters of } f_i \text{ with a gradient descent step on } \mathcal{L}_i
\]
Algorithm 3: DDTP training iteration on one minibatch

Propagate minibatch activities forwards:
for \( i \) in range\((1, L)\) do
  for \( b \) in range\((1, B)\) do
    \( h^{(b)}_i = f_i(h^{(b)}_{i-1}) \)

Compute output loss \( \mathcal{L} \) on the current minibatch

Compute output targets:
for \( b \) in range\((1, B)\) do
  \( \hat{h}^{(b)}_L = h^{(b)}_L - \hat{\eta} \frac{\partial \mathcal{L}}{\partial h^{(b)}_L} \)

Propagate target backwards:
for \( i \) in range\((L-1, 1)\) do
  for \( b \) in range\((1, B)\) do
    \( \hat{h}^{(b)}_i = g_i(\hat{h}^{(b)}_L) + h^{(b)}_i - g_i(h^{(b)}_L) \)

Train the feedback parameters:
for \( i \) in range\((1, L-1)\) do
  for \( b \) in range\((1, B)\) do
    Generate corrupted activity:
    \( \tilde{h}^{(b)}_i = h^{(b)}_i + \sigma \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1) \)
    Propagate the corrupted activity to the output layer:
    for \( k \) in range\((i+1, L)\) do
      \( \tilde{h}^{(b)}_k = f_i(\tilde{h}^{(b)}_{k-1}) \)
    Propagate the corrupted output activity backwards to reconstruct \( \tilde{h}^{(b)}_i \):
    \( \hat{h}^{(b)}_{rec} = g_i(\hat{h}^{(b)}_L) + h^{(b)}_i - g_i(h^{(b)}_L) \)
    Compute the difference reconstruction loss:
    \( \mathcal{L}_{diff, rec} = \frac{1}{B} \sum_b \| h^{(b)}_{rec} - \tilde{h}^{(b)}_i \|_2^2 \)
    Update the parameters of \( g_i \) with a gradient descent step on \( \mathcal{L}_{diff, rec} + \text{weight decay} \)

Train the forward parameters:
for \( i \) in range\((1, L)\) do
  Compute the local loss:
  \( \mathcal{L}_i = \frac{1}{B} \sum_b \| \hat{h}^{(b)}_i - h^{(b)}_i \|_2^2 \)
  Update the parameters of \( f_i \) with a gradient descent step on \( \mathcal{L}_i \)
Algorithm 4: DDTP (rec) training iteration on one minibatch

Propagate minibatch activities forwards:

\begin{algorithmic}
\State \textbf{for} \textit{i} in range(1,L) \textbf{do}
\State \hspace{1em} \textbf{for} \textit{b} in range(1,B) \textbf{do}
\State \hspace{2em} \textbf{for} \textit{j} in range(1,L)
\State \hspace{3em} \textbf{do}
\State \hspace{4em} \textbf{end for}
\State \hspace{2em} \hspace{1em} \textbf{end for}
\State \hspace{1em} \textbf{end for}
\State Compute output loss $\mathcal{L}$ on the current minibatch
\State Compute output targets:
\State \textbf{for} \textit{b} in range(1,B) \textbf{do}
\State \hspace{1em} $\hat{h}^{(b)}_{L} = h^{(b)}_{L} - \hat{\eta} \frac{\partial \mathcal{L}}{h^{(b)}_{L}}$
\State \textbf{end for}
\State Propagate target backwards:
\State \textbf{for} \textit{i} in range(L-1,1) \textbf{do}
\State \hspace{1em} \textbf{for} \textit{b} in range(1,B) \textbf{do}
\State \hspace{2em} $\hat{h}^{(b)}_{i} = g_{i}(\hat{h}^{(b)}_{L}, h_{i}) + h^{(b)}_{i} - g_{i}(h^{(b)}_{L}, h_{i})$
\State \hspace{1em} \textbf{end for}
\State \hspace{1em} \textbf{end for}
\State Train the feedback parameters:
\State \textbf{for} \textit{i} in range(1,L-1) \textbf{do}
\State \hspace{1em} Generate corrupted activity:
\State \hspace{2em} $\tilde{h}^{(b)}_{i} = h^{(b)}_{i} + \sigma \epsilon$, \hspace{0.5em} $\epsilon \sim \mathcal{N}(0, 1)$
\State \hspace{1em} Propagate the corrupted activity to the output layer:
\State \hspace{2em} \textbf{for} \textit{k} in range(\textit{i}+1, L) \textbf{do}
\State \hspace{3em} $\tilde{h}^{(b)}_{k} = f_{i}(\tilde{h}^{(b)}_{k-1})$
\State \hspace{2em} \textbf{end for}
\State \hspace{1em} Propagate the corrupted output activity backwards to reconstruct $\tilde{h}_{i}$:
\State \hspace{2em} $h^{\text{rec}}^{(b)}_{i} = g_{i}(\hat{h}^{(b)}_{L}, h_{i}) + h^{(b)}_{i} - g_{i}(h^{(b)}_{L}, h_{i})$
\State \hspace{1em} Compute the difference reconstruction loss:
\State \hspace{2em} $\mathcal{L}^{\text{diff,rec}}_{i} = \frac{1}{B} \sum_{b} \| h^{\text{rec}}^{(b)}_{i} - \tilde{h}^{(b)}_{i} \|^2$
\State \hspace{1em} \textbf{end for}
\State \hspace{1em} Update the parameters of $g_{i}$ with a gradient descent step on $\mathcal{L}^{\text{diff,rec}}_{i} + \text{weight decay}$
\State \textbf{end for}
\State Train the forward parameters:
\State \textbf{for} \textit{i} in range(1,L) \textbf{do}
\State \hspace{1em} Compute the local loss:
\State \hspace{2em} $\mathcal{L}_{i} = \frac{1}{B} \sum_{b} \| h^{(b)}_{i} - \hat{h}^{(b)}_{i} \|^2$
\State \hspace{1em} Update the parameters of $f_{i}$ with a gradient descent step on $\mathcal{L}_{i}$
\State \hspace{1em} \textbf{end for}
\end{algorithmic}
Algorithm 5: DDTP-control training iteration on one minibatch

Propagate minibatch activities forwards:

for $i$ in range($1, L$) do
  for $b$ in range($1, B$) do
    $h^{(b)}_i = f_i(h^{(b)}_{i-1})$

Compute output loss $\mathcal{L}$ on the current minibatch

Compute output targets:

for $b$ in range($1, B$) do
  $\hat{h}^{(b)}_L = h^{(b)}_L - \hat{\eta} \frac{\partial \mathcal{L}}{\partial h^{(b)}_L}$

Propagate target backwards:

for $i$ in range($L-1, 1$) do
  for $b$ in range($1, B$) do
    $\hat{h}^{(b)}_i = g_i(\hat{h}^{(b)}_L) + h^{(b)}_i - g_i(h^{(b)}_L)$

Train the feedback parameters:

for $i$ in range($1, L-1$) do
  for $b$ in range($1, B$) do
    Generate corrupted activity:
    $\tilde{h}^{(b)}_i = h^{(b)}_i + \sigma \epsilon, \quad \epsilon \sim \mathcal{N}(0, 1)$
    Propagate the corrupted activity to the output layer:
    for $k$ in range($i+1, L$) do
      $\tilde{h}^{(b)}_k = f_k(\tilde{h}^{(b)}_{k-1})$
    Propagate the corrupted output activity backwards to reconstruct $\tilde{h}_i$ (without the difference correction):
    $\tilde{h}^{rec(b)}_i = g_i(\tilde{h}^{(b)}_L)$
    Compute the reconstruction loss:
    $\mathcal{L}^{rec} = \frac{1}{B} \sum_b \| \tilde{h}^{rec(b)}_i - \hat{h}^{(b)}_i \|_2^2$
    Update the parameters of $g_i$ with a gradient descent step on $\mathcal{L}^{rec} + \text{weight decay}$

Train the forward parameters:

for $i$ in range($1, L$) do
  Compute the local loss:
  $\mathcal{L}_i = \frac{1}{B} \sum_b \| h^{(b)}_i - \hat{h}^{(b)}_i \|_2^2$
  Update the parameters of $f_i$ with a gradient descent step on $\mathcal{L}_i$
Training details. For all target propagation variants, we trained both the forward and feedback parameters on each minibatch. Note that Lee et al. (2015) alternated between training the feedback weights for one epoch while keeping the forward weights fixed and training the forward weights for one epoch while keeping the feedback weights fixed. The difference between this alternating approach and the normal approach of training all parameters was investigated in Bartunov et al. (2018). As in our methods, the feedback paths should approximate the pseudo inverse of the forward paths (which is continuously changing), we chose the normal approach. Furthermore, to improve the training of the feedback paths, we pre-train the feedback parameters for some epochs before the start of the training and we insert one or more epochs for training only the feedback parameters, between each epoch of training both forward and feedback parameters:

- MNIST: 6 epochs of pretraining and 1 epoch of pure feedback training between each epoch of training both forward and feedback parameters
- Fashion-MNIST: 6 epochs of pretraining and 1 epoch of pure feedback training between each epoch of training both forward and feedback parameters
- MNIST-frozen: 10 epochs of pretraining and 0 epochs of pure feedback training between each epoch of training both forward and feedback parameters
- CIFAR10: 10 epochs of pretraining and 2 epoch of pure feedback training between each epoch of training both forward and feedback parameters

These periods of pure feedback training could be interpreted as a sleeping-phase of the network. For the DDTP-RHL method, we observed that the feedback parameters needed extra time for training, as the feedback weights are of much bigger dimension than the forward weights. Therefore, we investigated the DDTP-RHL methods with extra feedback training (indicated by DDTP-RHL (extra FB) and DDTP-RHL(rec. and extra FB) in the experiments):

- MNIST: 10 epochs of pretraining and 4 epochs of pure feedback training between each epoch of training both forward and feedback parameters
- Fashion-MNIST: 10 epochs of pretraining and 4 epochs of pure feedback training between each epoch of training both forward and feedback parameters
- MNIST-frozen: 10 epochs of pretraining and 4 epochs of pure feedback training between each epoch of training both forward and feedback parameters
- CIFAR10: 10 epochs of pretraining and 4 epochs of pure feedback training between each epoch of training both forward and feedback parameters

We use a separate ADAM optimizer (Kingma and Ba 2014) for training the forward and feedback parameters respectively.

Architecture details. We use fully connected (FC) layers for all datasets and architectures corresponding to Bartunov et al. (2018).

- MNIST: 5 FC hidden layers of 256 neurons + 1 softmax layer of 10 neurons (+ one random hidden feedback layer of 1024 neurons for the DDTP-RHL variants)
- Fashion-MNIST: 5 FC hidden layers of 256 neurons + 1 softmax layer of 10 neurons (+ one random hidden feedback layer of 1024 neurons for the DDTP-RHL variants)
- MNIST-frozen: 5 FC hidden layers of 256 neurons + 1 softmax layer of 10 neurons (+ one random hidden feedback layer of 1024 neurons for the DDTP-RHL variants)
- CIFAR10: 3 FC hidden layers of 1024 neurons + 1 softmax layer of 10 neurons (+ one random hidden feedback layer of 2048 neurons for the DDTP-RHL variants)

Numerical errors. We observed that using the standard data type float32 for the tensors in PyTorch (Paszke et al. 2019) leads to numerical errors when computing the weight updates of the network. The output target is computed as \( \hat{h}_L = h_L - \hat{\eta}e_L \). When the output gradient \( e_L \) becomes very small during training, float32 cannot represent the small addition \( \hat{\eta}e_L \) to the relatively large output activation \( h_L \). Hence, when you compute the target updates \( \Delta h_i = \hat{h}_i - h_i, \hat{\eta}e_L \) is lost and \( \Delta h_i \approx 0 \). This problem can be resolved by using float64.
Hyperparameters. All hyperparameter searches were done based on the best validation error over 100 epochs, with a validation set of 5000 samples, taken from the training set (60000 training samples in MNIST and Fashion-MNIST, 50000 training samples in CIFAR10). We used the Tree of Parzen Estimators algorithm (Bergstra et al., 2011) for performing the hyperparameter search, based on the Hyperopt (Bergstra et al., 2013) and Ray Tune (Liaw et al., 2018) Python packages. Table S1 summarizes which hyperparameters were used for the various methods. The hyperparameter search intervals for the various methods are given in Table S2, S3, S4, and S5. Note that we used different search intervals for $\hat{\eta}$ and $\sigma$ in our new methods (DDTP and DTPDRL) compared to the original DTP methods. Our theory is based on small values for $\hat{\eta}$ and $\sigma$, whereas the implementations of DTP in the literature used relatively big values for $\hat{\eta}$ and $\sigma$ (Lee et al., 2015; Bartunov et al., 2018). The original DTP method does not use weight decay on the feedback parameters, hence we did not include it for this method. For enabling a fair comparison with our methods, we included the possibility of weight decay on the feedback parameters in DTP-pretrained. The specific hyperparameter configurations for all methods can be found in our code base\footnote{PyTorch implementation of all methods is available on \url{github.com/AlexanderMeulemans/TheoreticalFrameworkForTargetPropagation}}. In the hyperparameter searches, we treated $\text{lr} \cdot \hat{\eta}$ and $\hat{\eta}$ as hyperparameters instead of $\text{lr}$ and $\hat{\eta}$ separately, as the stepsize of the forward parameter updates $\Delta W_i$ is determined by $\text{lr} \cdot \hat{\eta}$. The value of $\hat{\eta}$ then decides the trade-off between $\text{lr}$ and $\hat{\eta}$: the smaller $\hat{\eta}$, the better the Taylor approximations in the theory hold and thus the closer the method is related to GN, however, the implementation is more prone to numerical errors for small $\hat{\eta}$.

Table S1: Hyperparameter symbols

| Symbol | Hyperparameter |
|--------|----------------|
| lr     | learning rate of the Adam optimizer for the forward parameters |
| $\beta_1$ | $\beta_1$ parameter of the Adam optimizer for the forward parameters |
| $\beta_2$ | $\beta_2$ parameter of the Adam optimizer for the forward parameters |
| $\epsilon$ | $\epsilon$ parameter of the Adam optimizer for the forward parameters |
| $\text{lr}_{fb}$ | learning rate of the Adam optimizer for the feedback parameters |
| $\beta_{1,fb}$ | $\beta_1$ parameter of the Adam optimizer for the feedback parameters |
| $\beta_{2,fb}$ | $\beta_2$ parameter of the Adam optimizer for the feedback parameters |
| $\epsilon_{fb}$ | $\epsilon$ parameter of the Adam optimizer for the feedback parameters |
| $\hat{\eta}$ | output target stepsize |
| $\sigma$ | standard deviation of noise perturbations in the reconstruction loss |
| $\text{wd}_{fb}$ | weight decay for the feedback parameters |

Table S2: Hyperparameter search intervals for DTPDRL and the DDTP variants

| Hyperparameter | Search interval |
|----------------|----------------|
| $\text{lr} \cdot \hat{\eta}$ | $[10^{-6} : 10^{-4}]$ |
| $\beta_1$ | $\{0.9; 0.99; 0.999\}$ |
| $\beta_2$ | $\{0.9; 0.99; 0.999\}$ |
| $\epsilon$ | $[10^{-8} : 10^{-4}]$ |
| $\text{lr}_{fb}$ | $[3 \cdot 10^{-5} : 5 \cdot 10^{-3}]$ |
| $\beta_{1,fb}$ | $\{0.9; 0.99; 0.999\}$ |
| $\beta_{2,fb}$ | $\{0.9; 0.99; 0.999\}$ |
| $\epsilon_{fb}$ | $[10^{-8} : 10^{-4}]$ |
| $\hat{\eta}$ | $[10^{-2} : 10^{-1}]$ |
| $\sigma$ | $[10^{-3} : 10^{-1}]$ |
| $\text{wd}_{fb}$ | $[10^{-7} : 10^{-4}]$ |
### Table S3: Hyperparameter search intervals for DTP

| Hyperparameter | Search interval                  |
|----------------|----------------------------------|
| $\text{lr} \cdot \hat{\eta}$ | $[10^{-6} : 10^{-4}]$          |
| $\beta_1$        | $\{0.9; 0.99; 0.999\}$          |
| $\beta_2$        | $\{0.9; 0.99; 0.999\}$          |
| $\epsilon$       | $[10^{-8} : 10^{-4}]$           |
| $\text{lr}_{fb}$  | $[3 \cdot 10^{-5} : 5 \cdot 10^{-3}]$ |
| $\beta_{1,fb}$   | $\{0.9; 0.99; 0.999\}$          |
| $\beta_{2,fb}$   | $\{0.9; 0.99; 0.999\}$          |
| $\epsilon_{fb}$  | $[10^{-8} : 10^{-4}]$           |
| $\hat{\eta}$    | $[10^{-2} : 3 \cdot 10^{-1}]$   |
| $\sigma$         | $[10^{-3} : 3 \cdot 10^{-1}]$   |
| $\text{wd}_{fb}$ | $[10^{-7} : 10^{-4}]$           |

### Table S4: Hyperparameter search intervals for DTP (pre-trained)

| Hyperparameter | Search interval                  |
|----------------|----------------------------------|
| $\text{lr} \cdot \hat{\eta}$ | $[10^{-6} : 10^{-4}]$          |
| $\beta_1$        | $\{0.9; 0.99; 0.999\}$          |
| $\beta_2$        | $\{0.9; 0.99; 0.999\}$          |
| $\epsilon$       | $[10^{-8} : 10^{-4}]$           |
| $\text{lr}_{fb}$  | $[3 \cdot 10^{-5} : 5 \cdot 10^{-3}]$ |
| $\beta_{1,fb}$   | $\{0.9; 0.99; 0.999\}$          |
| $\beta_{2,fb}$   | $\{0.9; 0.99; 0.999\}$          |
| $\epsilon_{fb}$  | $[10^{-8} : 10^{-4}]$           |
| $\hat{\eta}$    | $[10^{-2} : 3 \cdot 10^{-1}]$   |
| $\sigma$         | $[10^{-3} : 3 \cdot 10^{-1}]$   |
| $\text{wd}_{fb}$ | $[10^{-7} : 10^{-4}]$           |

### Table S5: Hyperparameter search intervals for BP and DFA

| Hyperparameter | Search interval                  |
|----------------|----------------------------------|
| $\text{lr}$      | $[10^{-5} : 10^{-2}]$           |
| $\beta_1$        | $\{0.9; 0.99; 0.999\}$          |
| $\beta_2$        | $\{0.9; 0.99; 0.999\}$          |
| $\epsilon$       | $[10^{-8} : 10^{-3}]$           |
B.2 Extended experimental results

Here, we provide extra experimental results and figures, complementing the results of the main manuscript. Table S6 provides extra test performance results and Fig. S3, S4 and S5 give the alignment angles with the loss gradients and GNT updates for all methods and datasets.

Table S6: Test errors corresponding to the epoch with the best validation error over a trainin of 100 epochs. The mean and standard deviation over 10 randomly initialized weight configurations are given. The best test errors (except BP) are displayed in bold.

|               | MNIST      | MNIST (frozen) | Fashion-MNIST | CIFAR10    |
|---------------|------------|----------------|---------------|------------|
| BP            | 1.98 ± 0.14% | 4.39 ± 0.13% | 10.74 ± 0.16% | 45.60 ± 0.50% |
| DDTP-linear   | **2.04 ± 0.08%** | 6.42 ± 0.17% | **11.11 ± 0.35%** | **50.36 ± 0.26%** |
| DDTP-RHL      | 2.10 ± 0.14% | **5.11 ± 0.19%** | 11.53 ± 0.31% | 51.94 ± 0.49% |
| DDTP-RHL (extra FB) | 2.12 ± 0.13% | 5.34 ± 0.17% | 11.13 ± 0.19% | 51.24 ± 0.44% |
| DDTP-RHL (rec. and extra FB) | 2.21 ± 0.10% | 5.36 ± 0.18% | 11.74 ± 0.34% | 52.31 ± 0.44% |
| DTPDRL        | 2.21 ± 0.09% | 6.10 ± 0.17% | 11.22 ± 0.20% | 50.80 ± 0.43% |
| DDTTP-control | 2.51 ± 0.08% | 9.70 ± 0.31% | 11.71 ± 0.28% | 51.75 ± 0.43% |
| DTP           | 2.39 ± 0.19% | 10.64 ± 0.53% | 11.49 ± 0.23% | 51.74 ± 0.30% |
| DTP (pre-trained) | 2.26 ± 0.18% | 9.31 ± 0.40% | 11.52 ± 0.31% | 52.20 ± 0.50% |
| DFA           | 2.17 ± 0.14% | /              | 11.26 ± 0.25% | 51.28 ± 0.41% |

Extra feedback weight training. Although DDTP-RHL provides the best feedback signals in the frozen MNIST task, we observed that it needs extra training iterations for its many feedback parameters to enable decent performance for the more complex tasks. **DDTP-RHL (extra FB)** uses a couple of extra epochs of pure feedback parameter training between each epoch of both forward and feedback parameter training (see Section A.3 for details). On Fashion MNIST, this extra feedback weight training brings the performance of DDTP-RHL (extra FB) on the same level as DDTP-linear. On CIFAR10, DDTP-RHL (extra FB) has a significantly better performance compared to DDTP-RHL, however, it does not perform as good as DDTP-linear. It appears that on CIFAR10, the possibility for better feedback signals does not outweigh the training challenges caused by the increased complexity of the feedback connections in DDTP-RHL. Hence, future research should explore inductive biases and training methods that can improve the feedback parameter training, while harvesting the benefits of the better feedback signals provided by DDTP-RHL.

Recurrent feedback connections. In Section A.3 we discussed that adding recurrent connections to the feedback path could improve the alignment of the feedback signals with the ideal GNT updates. To test this hypothesis, we used the DDTP-RHL (rec.) method (see Section A.3 and Algorithm 4) on the various datasets and computed the alignment angles with the loss gradients and damped GNT updates. Similar to DDTP-RHL (extra FB), we used extra training epochs for training the feedback connections, resulting in **DDTP-RHL (rec. and extra FB)**. Fig. S3 shows that the alignment with both the loss gradients and the damped GNT methods indeed improved by adding recurrent feedback connections. However, the performance results in Table S6 and Fig. S4 and S5 indicate that the training challenges originating from the added complexity outweigh the capacity for better feedback signals and result in worse performance compared to DDTP-linear. Similar to DDTP-RHL, future research can explore whether better optimizers and inductive biases can alleviate these training challenges and improve performance.

Damped Gauss-Newton targets. In our theory, we focussed on undamped GN targets. For practical reasons of stability, however, it is advised to damp the GN targets, which we did by using weight decay on the feedback parameters. Condition S3 formalizes these damped GN targets.

**Condition S3 (Damped Gauss-Newton Target method).** The network is trained by damped GN targets: each hidden layer target is computed by

$$\Delta h_i^{(b)} \equiv h_i^{(b)} - h_i^{(b)} = -\hat{\eta} J_{f, i}^{(b)T} \left( J_{f, i}^{(b)} J_{f, i}^{(b)T} + \lambda I \right)^{-1} e_L^{(b)},$$

(163)
with \( \lambda \) a Tikhonov damping constant, after which the network parameters of each layer \( i \) are updated by a gradient descent step on its corresponding local mini-batch loss \( L_i = \sum_b \| \Delta \mathbf{h}^{(b)}_i \|_2^2 \), while considering \( \hat{\mathbf{h}}_i \) fixed.

For computing the alignment angles in Fig. S3, S4 and S5, the weight updates \( W_i \) should be compared with the damped GN targets of Condition S3. To find the damping constant \( \lambda \) that best corresponds to the weight updates \( \Delta W_i \), we computed the alignment angles for \( \lambda \in \{0, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 1, 10\} \) and selected the damping value that resulted in the best alignment. The alignment angles were averaged over one epoch, after two epochs of training (such that the \( \tanh \) activation functions are already partially pushed in their nonlinear regime). Table S7 provides the selected \( \lambda \) for all methods on Fashion-MNIST. Our code base contains the specific damping values used for the other datasets. Interestingly, the DDTP variants and DTPDRL method align best with GNT updates that are highly damped (\( \lambda = 1 \) for all layers except the last hidden layer), while the weight decay we used on the feedback parameters is in the order of magnitude of \( 10^{-4} \) or smaller. Hence, our methods experience implicit damping, on top of the explicit damping introduced by the weight decay. We hypothesize that this implicit damping originates from the limited amount of parameters in the feedback paths, that prevent the DRL of being minimized to its absolute minimum, as discussed in Section A.3. Hence, it is not possible for each batch sample \( b \) that \( J_{\hat{g}_{L,i}} = J_{\hat{f}_{L,i}}^T (J_{\hat{f}_{L,i}} J_{\hat{f}_{L,i}}^T + \lambda I)^{-1} \), and the extreme singular values of \( J_{\hat{g}_{L,i}} \) will be damped first, as they interfere the most with \( J_{\hat{g}_{L,i}} \) of other batch samples, resulting in a similar behaviour as Tikhonov damping. In line with this hypothesis, DDTP-RHL (rec. and extra FB) experiences less implicit damping (\( \lambda = 0.1 \)), as it has more feedback parameters. We emphasize that the DDTP variants and DTPDRL method did not select the highest damping value \( \lambda = 10 \), indicating that it aligns better with damped GNT updates instead of loss gradients, which is confirmed by Fig. S3, S4 and S5.

Table S7: Damping values \( \lambda \) for the damped GNT updates according to Condition S3, which are used to compute the alignment angles on Fashion-MNIST in Fig. S3b.

| Method            | Layer 1 | Layer 2 | Layer 3 | Layer 4 | Layer 5 |
|-------------------|---------|---------|---------|---------|---------|
| DDTP-linear       | 1       | 1       | 1       | 1       | 0       |
| DDTP-RHL          | 1       | 1       | 1       | 1       | 0.001   |
| DDTP-RHL (extra FB) | 1 | 1 | 1 | 1 | 0.001 |
| DDTP-RHL (rec. and extra FB) | 0.1 | 0.1 | 0.1 | 0.1 | 0.0001 |
| DTPDRL            | 1       | 1       | 1       | 1       | 0.01    |
| DDTP-control      | 10      | 1       | 10      | 10      | 10      |
| DTP               | 10      | 10      | 10      | 10      | 10      |
| DTP (pre-trained) | 1       | 1       | 1       | 1       | 1       |
| DFA               | 10      | 1       | 10      | 1       | 1       |

A need for customized optimizers for TP methods. We used the Adam optimizer (Kingma and Ba, 2014) for all experiments, because our methods aligned well with the loss gradients, and the Adam optimizer is tuned for gradient descent. However, our theory and experiments showed that our DTP variants can best be compared to damped GNT updates. This raises the question whether other optimizers can be developed, that can make use of the specific characteristics of the TP methods, such as its minimum-norm property. We hypothesize that with a tailored optimizer, that mitigates the training challenges originating from the complex interplay of feedforward and feedback parameter training and that harvests the beneficial minimum-norm characteristics of the TP methods, the current performance gap with BP can be further closed or even exceeded for some applications.
Figure S3: Angles between the weight updates $\Delta W_i$ of all hidden layer with (a) the loss gradient directions and (b) the damped GNT weight updates according to Condition S3 on Fashion-MNIST. A window-average of the angles is plotted, together with the window-standard-deviation.
Figure S4: Angles between the weight updates $\Delta W_i$ of all hidden layer with (a) the loss gradient directions and (b) the damped GNT weight updates according to Condition S3 on MNIST. A window-average of the angles is plotted, together with the window-standard-deviation.
Figure S5: Angles between the weight updates $\Delta W_i$ of all hidden layers with (a) the loss gradient directions and (b) the damped GNT weight updates according to Condition S3 on CIFAR10. A window-average of the angles is plotted, together with the window-standard-deviation.
B.3 Experimental details for the toy experiments

Here, we provide the experimental details of the toy experiments in Fig. 2 and Fig. S2.

Synthetic regression dataset. For both toy experiments, we used a synthetic student-teacher regression dataset. The dataset is generated by randomly initializing a nonlinear teaching network with 4 hidden layers of each 1000 neurons and an input and output layer matching dimensions of the student network. Random inputs are then fed through the teacher network to generate input-output pairs for the training and test set.

Toy experiment 1. For the null-space component toy experiment of Fig. 2, we took a nonlinear student network with two hidden layers of 6 neurons, an input layer of 6 neurons and an output layer of 2 neurons. We trained this student network with DTP (pre-trained) and DDTP-linear on the synthetic dataset and computed the components of $\Delta W_2$ that lie in the nullspace of $\partial f_{0,L}(h_0)/\partial \Delta W_2$. Small steps in the direction of these null-space components don’t result in a change of output and can thus be considered useless. Furthermore, these null-space components will likely interfere with the updates from other minibatches. We used a minibatch size of 1 for this toy experiment, to investigate the updates resulting from each batch sample separately, without averaging them over a bigger minibatch. We froze the forward weights of the network (but still computed what their updates would be), to investigate the forward parameter updates in an ideal regime, where the feedback weights are trained until convergence on their reconstruction losses, without needing to track changing forward weights.

Toy experiment 2. For the output space toy experiment of Fig. S2, we took a nonlinear student network with two hidden layers of 4 neurons, an input layer of 4 neurons and an output layer of 2 neurons. We trained this student network with GNT and BP on the synthetic dataset and computed in which direction the resulting updates push the output activation of the network. To compute this output space direction, we updated the networks forward parameters with a small learning rate, computed the output activation before and after this update and normalized the difference vector between these two output activations to represent the direction in output space.

C Review of the Gauss-Newton method

The Gauss-Newton (GN) algorithm is an iterative optimization method that is used for non-linear regression problems, defined as follows:

$$\min_{\beta} \mathcal{L} = \frac{1}{2} \sum_{b=1}^{B} e^{(b)}/2,$$

\[ e^{(b)} \triangleq y^{(b)} - l^{(b)}, \]  

with $L$ the regression loss, $B$ the mini-batch size, $e^{(b)}$ the regression residual of the $b$th sample, $y^{(b)}$ the model output and $l^{(b)}$ the corresponding label. The one-dimensional output $y$ is a nonlinear function of the inputs $x$, parameterized by $\beta$. At the end of this section, the Gauss-Newton method will be extended for models with multiple outputs. The Gauss-Newton algorithm can be derived in two different ways: (i) via a linear Taylor expansion around the current parameter values $\beta$ and (ii) via an approximation of Newton’s method. Here, we discuss the first derivation, as this will give us the most insights in the inner working of target propagation.

C.1 Derivation of the method

The goal of a Gauss-Newton iteration step is to find a parameter update $\Delta \beta$ that leads to a lower regression loss:

$$\beta^{(m+1)} \leftarrow \beta^{(m)} + \Delta \beta. \quad (166)$$
Ideally, we want to minimize the regression loss $L$ with respect to the parameters $\beta$ by finding a local minimum:

$$0 = \frac{\partial L}{\partial \beta} = J^T e$$ (167)

$$J \triangleq \frac{\partial y}{\partial \beta},$$ (168)

with $e$ a vector containing all the $B$ residuals $e^{(b)}$ and $y$ a vector containing all the outputs. $y$ and $e$ can be approximated by a first order Taylor expansion around the current parameter values $\beta^{(m)}$:

$$y^{(m+1)} \approx y^{(m)} + J \Delta \beta$$ (169)

$$e^{(m+1)} = y^{(m+1)} - l \approx e^{(m)} + J \Delta \beta$$ (170)

Now this approximation of $e$ can be filled in equation (167), which results in

$$\frac{\partial L}{\partial \beta} \approx J^T (e^{(m)} + J \Delta \beta) = 0$$ (171)

$$\iff J^T J \Delta \beta = -J^T e^{(m)}.\quad (172)$$

$J^T J$ can be interpreted as an approximation of the loss Hessian matrix used in Newton’s method and is often referred to as the Gauss-Newton curvature matrix $G$. If $J^T J$ is invertible, this leads to:

$$\Delta \beta = - (J^T J)^{-1} J^T e^{(m)}$$ (173)

$$\Delta \beta = -J^\dagger e^{(m)},$$ (174)

With $J^\dagger$ the Moore-Penrose pseudo inverse of $J$. Note that if $J^T J$ is not invertible, $-J^\dagger e^{(m)}$ leads to the solution $\Delta \beta$ with the smallest norm. If $J$ is square and invertible, the pseudo inverse is equal to the real inverse, leading to the following expression:

$$\Delta \beta = -J^{-1} e^{(m)}.$$ (175)

Note the similarity between the above equations (172)-(175) and linear least squares: the design matrix $X$ is replaced by the Jacobian $J$ and the residuals and parameter increments are used instead of the output values and the parameters respectively. To get some intuition of this similarity, figure S6 illustrates a Gauss-Newton iteration for a toy problem with only one parameter $\beta$. In figure S6a, the current fitted nonlinear function together with the data samples is shown. Figure S6b shows the linear least squares problem that is solved in equation (172). The residues $e^{(i)}$ are plotted on the vertical axis and the horizontal axis represents how sensitive these residues are to a change of parameter $\beta$ (which is represented by $J$). The parameter update $\Delta \beta$ is then represented by the slope of the fitted line through the origin. In more dimensions, the same intuitive interpretation holds, only we have more ‘horizontal’ axes (one for each parameter sensitivity) and we fit a hyperplane through the origin instead of a line.

As mentioned earlier, the Gauss-Newton method can also be interpreted as an approximation to the Newton method, thereby making Gauss-Newton an approximate second-order optimization method.

### C.2 The Gauss-Newton method for multiple-output models

In the previous paragraphs, the Gauss-Newton method was derived for regression models with a one-dimensional output. This can easily be extended to regression models with multi-dimensional outputs, such as most feed-forward neural networks. The regression loss is now given by:

$$L = \frac{1}{2} \sum_{b=1}^{B} \|e^{(b)}\|_2^2$$ (176)

$$e^{(b)} \triangleq y^{(b)} - l^{(b)},$$ (177)

The Jacobian $J$ of the model outputs and samples with respect to the model parameters can be constructed by concatenating the Jacobians of the model outputs for each sample along the row dimension. The resulting Jacobian has size $B_{\text{output}} \times n_{\text{parameters}}$. 
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Figure S6: Gauss-Newton optimization step for a toy example. (a) The data points together with the fitted curve at the current iteration (b) a visualisation of the linear least squares regression problem that is solved in the Gauss-Newton iteration.

C.3 Tikhonov damping and the Levenberg-Marquardt method

The linear system (172) can sometimes be poorly conditioned, leading to very large step sizes of the Gauss-Newton method, which pushes the model outside the region in which the linear model is a good approximation. The Levenberg-Marquardt (LM) method (Levenberg, 1944; Marquardt, 1963) mitigates this issue by adding Tikhonov damping to the curvature matrix

\[ G = J^T J, \]

\[ (J^T J + \lambda I) \Delta \beta = -J^T e^{(m)}, \quad (178) \]

with \( \lambda \) the damping parameter. \( \lambda \) is typically updated during each training iteration by a heuristic based on trust regions. The added damping prevents the Levenberg-Marquardt method from taking too large steps and thereby greatly stabilizes the optimization process. Intuitively, the Levenberg-Marquardt method can be seen as an interpolation between Gauss-Newton optimization and gradient descent, as for \( \lambda \to 0 \) the LM method is equal to the GN method, and for \( \lambda \to \infty \) the LM method is equal to gradient descent with a very small step size.

D Generalized-Gauss-Newton extension of TP

In this section, we discuss how the link between TP and GN optimization can be extended to other losses than the \( L_2 \) loss. Note that the minimum-norm interpretation of TP discussed in section 3.4 and A.4 holds for all loss functions, only the link to GN is specific to the \( L_2 \) loss. We start with a brief overview of the Generalized Gauss-Newton method (Schraudolph, 2002) and then provide a theoretical extension to the TP framework to incorporate generalized GN targets. For a more detailed discussion of generalized Gauss-Newton optimization in neural networks, we recommend the PhD thesis of Martens (2016).

D.1 The generalized Gauss-Newton method

For understanding the generalized Gauss-Newton method, it is best to derive the GN method via Newton’s method and then extend it to other loss functions. Newton’s method updates the parameters in each iteration as follows:

\[ \beta^{(m+1)} \leftarrow \beta^{(m)} - H^{-1} g, \quad (179) \]

with \( H \) and \( g \) the Hessian and gradient respectively of the loss function \( \mathcal{L} \) with respect to parameters \( \beta \). For an \( L_2 \) loss function, the gradient is given by

\[ g \triangleq \frac{\partial \mathcal{L}}{\partial \beta} = J^T e_L, \quad (180) \]

with \( J \) the Jacobian of your model outputs (of all minibatch samples) with respect to the parameters \( \beta \) and \( e_L \) the output errors (equal to the derivative of \( \mathcal{L} \) with respect to the model outputs because we
have and $L_2$ loss). Following equation [164], the elements of the Hessian $H$ are given by

$$H_{jk} = \sum_{b=1}^{B} \left( \frac{\partial e_L(b)}{\partial \beta_j} \frac{\partial e_L(b)}{\partial \beta_k} + e_L(b) \frac{\partial^2 e_L}{\partial \beta_j \partial \beta_k} \right).$$  (181)

The Gauss-Newton algorithm approximates the Hessian by ignoring the second term in the above equation, as in many cases, the first term dominates the Hessian. This leads to the following approximation of the Hessian:

$$H \approx G \triangleq J^T J$$  (182)

This Gauss-Newton approximation of the Hessian is always a PSD matrix. The update from Newton’s method with the approximated Hessian gives rise to the Gauss-Newton update:

$$\beta^{(m+1)} \leftarrow \beta^{(m)} - G^{-1} J^T e_L^{(m)} = \beta^{(m)} - (J^T H_L J)^{-1} J^T e_L^{(m)}.$$  (183)

Schraudolph (2002) showed that a similar approximation of $H$ for any loss function $\mathcal{L}$ leads to

$$H \approx G = J^T H_L J$$  (184)

with $H_L$ the Hessian of $\mathcal{L}$ w.r.t. the model output. If $\mathcal{L}$ is convex, $H_L$ will be PSD and so will $G$. The Generalized Gauss-Newton (GGN) iteration is then given by:

$$\beta^{(m+1)} \leftarrow \beta^{(m)} - G^{-1} J^T e_L^{(m)} = \beta^{(m)} - (J^T H_L J)^{-1} J^T e_L^{(m)}.$$  (185)

When Thikonov damping is added to $G$, this results in

$$\beta^{(m+1)} \leftarrow \beta^{(m)} - (J^T H_L J + \lambda I)^{-1} J^T e_L^{(m)}.$$  (186)

### D.2 Propagating generalized Gauss-Newton targets

Following the derivation of GGN in section D.1, GGN targets can be defined by

$$\tilde{h}_i^{GGN} \triangleq h_i - (J_{\tilde{f}_{i,L}}^T H_{\tilde{f}_{i,L}} J_{\tilde{f}_{i,L}} + \lambda I)^{-1} J_{\tilde{f}_{i,L}}^T e_L,$$  (187)

with $H_L$ the Hessian of $\mathcal{L}$ w.r.t. $h_{L,i}$, $J_{\tilde{f}_{i,L}} = \partial f_{\tilde{f}_{i,L}}/(\partial f_{\tilde{f}_{i,L}})$, and $e_L = (\partial \mathcal{L}/\partial h_L)^T$. Hence, in order to propagate GGN targets, the following condition should hold for all minibatch samples $b$:

$$J_{g_{L,i}}^{(b)} = (J_{\tilde{f}_{i,L}}^{(b)T} H_{\tilde{f}_{i,L}}^{(b)} J_{\tilde{f}_{i,L}}^{(b)} + \lambda I)^{-1} J_{\tilde{f}_{i,L}}^{(b)T}.$$  (188)

From Theorem [2] we know that the DRL trains the feedback path $\tilde{g}_{L,i}$ such that

$$J_{g_{L,i}}^{(b)} \approx (J_{\tilde{f}_{i,L}}^{(b)T} J_{\tilde{f}_{i,L}}^{(b)} + \lambda I)^{-1} J_{\tilde{f}_{i,L}}^{(b)T}.$$  (189)

With a small adjustment to the forward mapping $\tilde{f}_{i,L}$, we can make sure that $H_L$ is also incorporated in $\tilde{g}_{L,i}$. Consider the singular value decomposition (SVD) of $H_L$:

$$H_L = U_L \Sigma_L V_L^T.$$  (190)

As $H_L$ is symmetric and PSD, $V_L = U_L$ and $H_L$ can be written as $H_L = K_L K_L^T$, with $K_L \triangleq U \Sigma^{0.5}$. Now let us define $\tilde{f}_{i,L}$ as

$$\tilde{f}_{i,L} K_{L}^{(b)}(h_i) \triangleq K_L^T \tilde{f}_{i,L}(h_i).$$  (191)

When we use $\tilde{f}_{i,L} K_{L}^{(b)}$ in the DRL, this results in:

$$\mathcal{L}_{rec,diff,K}^{diff,K} = \frac{1}{\sigma^2} \sum_{b=1}^{B} \mathbb{E}_{\epsilon_1 \sim \mathcal{N}(0,1)} \left[ \left\| \tilde{g}_{L,i}^{diff}(\tilde{f}_{i,L}^{(b)}(h_i) + \sigma \epsilon_1), h_L^{(b)}(h_i) \right\| - (h_i^{(b)} + \sigma \epsilon_1) \right]$$

$$+ \mathbb{E}_{\epsilon_2 \sim \mathcal{N}(0,1)} \left[ \lambda \left\| \tilde{g}_{L,i}^{diff}(h_L^{(b)} + \sigma \epsilon_2, h_L^{(b)}(h_i) - h_i^{(b)} \right\| \right].$$  (192)
Via a similar derivation as Theorem 4, it can be shown that the absolute minimum of $\lim_{\sigma \to 0} \mathcal{L}_{rec,diff,K}^i$ is attained when for each sample it holds that

$$J^{(b)}_{\hat{g}_{i,l}} = (J^{(b)T}_{\hat{f}_{i,l}} K_L^{(b)} K_{L}^{(b)T} J^{(b)}_{\hat{f}_{i,l}} + \lambda I)^{-1} J^{(b)T}_{\hat{f}_{i,l}} K_{L}^{(b)}$$  \hspace{1cm} (193)$$

$$= (J^{(b)T}_{\hat{f}_{i,l}} H_L^{(b)} J^{(b)}_{\hat{f}_{i,l}} + \lambda I)^{-1} J^{(b)T}_{\hat{f}_{i,l}} K_{L}^{(b)}$$  \hspace{1cm} (194)$$

If now the output target is defined as $\hat{h}_L \triangleq h_L - \hat{\eta} K_L^{-1} e_L$, a first-order Taylor expansion of $\hat{h}_i$ results in:

$$\hat{h}_i \approx h_i - \hat{\eta} J^{(b)}_{\hat{g}_{i,l}} K_{L}^{-1} e_L.$$  \hspace{1cm} (195)$$

We assume that $H_L$ is PD and hence $K_L$ is invertible. If the absolute minimum of $\mathcal{L}_{rec,diff,K}^i$ is attained and hence equation (194) holds, the network propagates approximate GGN targets:

$$\hat{h}_i^{(b)} \approx h_i^{(b)} - \hat{\eta} (J^{(b)T}_{\hat{f}_{i,l}} H_L^{(b)} J^{(b)}_{\hat{f}_{i,l}} + \lambda I)^{-1} J^{(b)T}_{\hat{f}_{i,l}} e_L^{(b)}.$$  \hspace{1cm} (196)$$

Note that $K^{-1} = \Sigma^{-0.5} U^T$ in which $\Sigma$ is a diagonal matrix, hence $K^{-1}$ is straight-forward attained from the SVD of $H_L$. When $\mathcal{L}$ is a sum of element-wise losses on each output neuron such as the cross-entropy loss and (weighted) $L_2$ loss, $H_L$ is a diagonal matrix and hence $K_L = H_L^{0.5}$, which removes the need for an SVD. When the cross-entropy loss is combined with the softmax output, this is not the case anymore and an SVD is needed.

In this section, we briefly summarized how the TP framework can be theoretically extended to propagate GGN targets. Future research can explore whether this GGN extension improves the performance of the TP variants and whether this GGN extension can be implemented or approximated in a more biologically plausible manner.