Drastically Reducing the Number of Trainable Parameters in Deep CNNs by Inter-layer Kernel-sharing
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Abstract

Deep convolutional neural networks (DCNNs) have become the state-of-the-art (SOTA) approach for many computer vision tasks: image classification, object detection, semantic segmentation, etc. However, most SOTA networks are too large for edge computing. Here, we suggest a simple way to reduce the number of trainable parameters and thus the memory footprint: sharing kernels between multiple convolutional layers. Kernel-sharing is only possible between “isomorphic” layers, i.e. layers having the same kernel size, input and output channels. This is typically the case inside each stage of a DCNN. Our experiments on CIFAR-10 and CIFAR-100, using the ConvMixer and SE-ResNet architectures show that the number of parameters of these models can drastically be reduced with minimal cost on accuracy. The resulting networks are appealing for certain edge computing applications that are subject to severe memory constraints, and even more interesting if leveraging “frozen weights” hardware accelerators. Kernel-sharing is also an efficient regularization method, which can reduce overfitting. The codes are publicly available at https://github.com/AlirezaAzadbakht/kernel-sharing
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1 Introduction

Modern deep learning is pushing the boundaries of artificial intelligence with increasingly complex models. These, in turn, come at a skyrocketing cost in terms of data, energy, memory, computing power, and time to train and use them. Although empirical model-scaling laws exist, such as the one proposed in EfficientNet [1], the optimal architectures found by these laws still need tens of millions of parameters to reach reasonable accuracies on established tasks and benchmarks [2] [3] [4] [5] [6]. As a result, and despite the huge success of large deep models, they are still not easily usable in resource-constrained systems, such as edge devices and embedded systems [7].

A first solution for adapting large CNNs to resource-limited systems is to use compact architectures such as MobileNet [8] designed to minimize the number of computational operations and trainable parameters. Other techniques such as parameter quantization [9] [10] and pruning [11] [12] also reduce the memory footprint and computational demand of large deep models by reducing the model size.

To drastically reduce the number of trainable parameters, we propose sharing parameters between the network layers. Literally, the same set of parameters is being used in several layers while it plays a different role at each layer. This helps to have a smaller set of trainable parameters, without down-scaling the network size. In other words,
the network can be folded into layers with shared parameters and deepened without increasing the number of parameters.

When used in CNNs, this technique can be used by sharing kernels between the isomorphic convolutional layers having the same configuration (i.e., kernel size and the number of input and output channels). In traditional CNNs, weight sharing was limited to neurons in the same feature map. With kernel-sharing, a kernel could be duplicated in feature maps at different layers. To update a shared kernel with backpropagation, the gradients should be accumulated across its different feature maps throughout the network.

With kernel-sharing, the learning algorithm does not search for layer-specific kernels, rather it looks for shared kernels that can play different roles at different depths of the network. This could be considered as a form of regularization on the network complexity. In usual regularization techniques such as L2-norm [13], the complexity of overparameterized networks is controlled by putting pressure on the majority of parameters to get near zero values. While with shared kernels, the number of parameters is significantly reduced and kernels are forced to maximally exploit their learning capacity.

We applied the proposed kernel-sharing to two different deep CNN architectures of ConvMixer [14] and SE-ResNet [15] on CIFAR-10 and CIFAR-100 datasets [16]. The first layer of ConvMixer performs a convolution with large kernels and stride, then, it is followed by a cascade of isomorphic interlaying depthwise and pointwise convolutional layers. The SE-ResNet architecture has several convolutional stages with squeeze-and-excitation modules [15] in between, where, each stage is consist of several isomorphic convolutional layers.

In the extreme case of applying kernel-sharing to all the isomorphic layers, the classification accuracy of the ConvMixer model dropped only by 1.8% and 3.6% on CIFAR-10 and CIFAR-100 datasets, while the number of its trainable parameters was reduced by 13.4 and 9.6 times with respect to the baseline model. Similarly, the accuracy drop in SE-ResNet with kernel-sharing was negligible, while, the number of its trainable parameters was drastically fewer.

Also, our results indicate that kernel-sharing can reduce the challenge of overfitting when we keep the network depth or the number of trainable parameters the same as the baseline model.

2 Method

State-of-the-art CNNs are usually made of tens of convolutional layers stacked on each other. Usually, some of these layers have similar configurations, such as the same number of channels and kernel size. In multi-stage deep CNNs, usually, the model has several stages of consecutive convolutional layers with the same configuration (see Fig. 1a). In other words, layer configurations are similar in each stage and vary across stages. For example, the ConvMixer model [14] has only one stage of convolutional layers, and the SE-ResNet [15] model has three or four stages depending on the given dataset. Even in deep CNNs with multi-block stages, layers may have different configurations within the same block but they are similar to layers in other blocks (see Fig. 1b).

We introduce kernel-sharing or inter-layer weight-sharing for deep CNNs to reduce the number of trainable parameters and eventually reduce the memory footprint, which is especially useful in memory-constrained situations. In the context of CNNs, weight-sharing is an intra-layer concept and refers to using the same kernel at different locations. However, these kernels differ between the layers. Here, we propose to go beyond and train deep CNNs with shared kernels (i.e., kernel weights) among the layers with the same configuration, which we are going to call “isomorphic layers” hereafter (see Fig. 2).

We define a sharing group as a set of isomorphic layers sharing their kernels, located in the same (Fig. 1a) or different stages (Fig. 1b). Also, one might partition a set of isomorphic layers into two or even more sharing groups. For example, n isomorphic layers in Fig. 1a could be divided into two sharing groups of n/2 isomorphic layers.

During the forward pass, isomorphic layers in a sharing group use the same set of trainable parameters (i.e., shared kernels). Hence, we should
Figure 1: Multi-stage deep CNNs with isomorphic layers have the same number of channels and kernel sizes. a) Isomorphic layers in one stage, where the number of channels and kernel sizes can vary among the stages. b) Isomorphic layers in multi-block stages, where the number of channels and kernel sizes are different in one block but the same between blocks.

Keep these parameters the same after the weight updates following the backward pass. During the training, each layer computes its gradients. Therefore, similar to what happens for the shared weights in CNNs, for each shared kernel, we should accumulate its gradients over its feature maps in all the isomorphic layers of its sharing group.

More formally: let $w^g$ be the weights of a shared kernel between $n$ isomorphic layers ($l = 1, 2, ..., n$) of the sharing group $g$. Its gradient is:

$$\frac{\partial L}{\partial w^g} = \sum_{l=1}^{n} \frac{\partial L}{\partial w^g_l},$$

where $w^g_l$ denotes the use of the shared kernel $w^g$ in the $l^{th}$ isomorphic layer, and $L$ is the loss function of the neural network.

Each isomorphic layer in a sharing group computes its own gradients with respect to the shared kernels. Therefore, the computational cost of error-backpropagation in training CNNs with shared kernels is the same as in conventional CNNs. However, the number of trainable parameters is drastically lower with shared kernels.

The proposed method can be applied to most modern deep learning models by sharing kernels among groups of isomorphic layers. There are no constraints on how many isomorphic layers lie in a sharing group. For example, in a CNN with twenty isomorphic layers, we can have two sharing groups, each containing ten isomorphic layers, or four sharing groups, each containing five isomorphic layers. Kernel-sharing can be even more flexible when applying it to some groups and not others. For example, in the CNN mentioned above, with two groups of ten isomorphic layers, one can apply kernel-sharing to the first group but not the second group. If kernel-sharing applies only to a small part of the network or to a small sharing group, the overall set of trainable parameters will increase. Hence, we have a trade-off here, the more kernel-sharing you have, the fewer trainable parameters you will deal with.

3 Experimental Results

Here, we use CIFAR-10 and CIFAR-100 datasets [16], which are benchmark image classification tasks widely used in evaluating deep learning models. The difference between these two datasets is the number of classes, as the name implicates CIFAR-10 contains ten classes, and CIFAR-100 consists of 100 classes. In the following, we evaluate kernel sharing in two recent deep CNN architectures (ConvMixer [14] and SE-ResNet [15]) on these two datasets.
3.1 Implementation Details

The ConvMixer model [14] was initially proposed to investigate if the outstanding performance of Visual Transformer models [4] was due to their inherently more powerful architecture or because of using patches as an early representation. The model is straightforward: it directly works on patches from input, creating a patch embedding, separating the mixing of spatial and channel dimensions (using depthwise and pointwise convolutions), and maintaining equal channel number and resolution throughout the network. ConvMixer is a single-stage deep CNN consisting of consecutive CNN blocks, each made of a depthwise layer followed by a pointwise layer. The two main hyper-parameters are the number of CNN blocks and the number of channels per block.

In our experiments, we shared kernels among each of the two sharing groups of the depthwise and pointwise convolutional layers. For example, ConvMixer-384/20 is a model with 20 CNN blocks in depth and 384 channels in each depthwise and pointwise layer, respectively. Therefore, we have two sharing groups, one consists of 20 depthwise layers, and the other one consists of 20 pointwise layers. If we apply kernel-sharing for these two sharing groups, we call this full sharing or two-kernel experiment (see Fig. 3). We can reduce the granularity of kernel-sharing and split these 20 blocks in half and form four sharing groups, two depthwise and two pointwise sharing groups, each of size ten. We call it the four-kernel experiment. If we go further and split the CNN blocks into four parts, we would have eight sharing groups, called the eight-kernel experiment.

SE-ResNet [15] is a variant of ResNet [17] that employs squeeze-and-excitation (SE) blocks [15] in order to perform dynamic channel-wise feature recalibration. SE-ResNet is a multi-stage ResNet with a SE module at the end of each block of convolutional layers within a stage, which computes a weighted representation of its input channels. The corresponding weight of each channel is a scaling factor computed by a series of fully connected layers.

Depending on the dataset, the SE-ResNet model could have a different number of stages, where each stage consists of a stack of isomorphic convolutional layers. The SE-ResNet models for both CIFAR-10 and CIFAR-100 consist of three stages. We set the convolutional layers in these three stages to have 64, 128, and 256 channels, respectively.

To demonstrate the effectiveness of kernel-sharing with a stage-wise setting in SE-ResNet experiments, we consider isomorphic layers in each stage as a sharing group. For example, SE-ResNet-d6 has three sharing groups, each consisting of six isomorphic convolutional layers. We investigate kernel-sharing in all the three stages (i.e., sharing groups). We call this experiment as full or all-stages kernel-sharing. In the second experiment, kernel-sharing was applied only to the second and third stages. Then in the third experiment, we only applied kernel-sharing to the third stage and did not enforce kernel-sharing to other stages.

3.2 ConvMixer Model

We trained ConvMixer models on both CIFAR datasets using AdamW optimizer[18] with Cosine learning rate scheduler [19] for 200 epochs. Experiments were conducted in batches of 128 images with a learning rate of 0.01.

To demonstrate the effect of kernel-sharing on the ConvMixer model, we set the number of channels in all the layers to 384. Fig. 3a illustrates the results of the iso-channel experiment, where we fixed the number of channels and varied the depth of the model. As seen, for the CIFAR-10 dataset, the optimum depths for two-kernel, four-kernel, eight-kernel, and baseline are 20, 20, 16, and 16, respectively.

The overall accuracy of the optimum full kernel-sharing model (i.e., two-kernel model) is 1.8% lower than the optimum baseline model (95.4% vs. 97.2%), however, its trainable parameters are 13.4 times fewer (∼216K vs. ∼2.9M). This means that the kernel-sharing model significantly reduces the memory footprint with only a small cost on accuracy. Note that their numbers of computations are not so different (7.4 GFLOPs vs. 6 GFLOPs).

In the iso-channel study, we investigated the trade-off between the number of sharing kernels and model performance. If we use four kernels in
With eight kernels, this margin reduces to 0.9% (78.9% vs. 81.2%) with 6.9 times fewer parameters (~424K vs. ~2.9M), and with eight kernels, this margin reduces to 1.3% (79.9% vs. 81.2%) with 3.8 times fewer number of parameters (~776K vs. ~2.9M).

With kernel-sharing, we can make the model deeper with a negligible increase in the number of trainable parameters. This small increase is caused by the batch normalization layers, whose parameters are not shared. Indeed, we investigated the effect of sharing batch normalization layers parameters, but it also led to a considerable performance drop. Therefore it is not recommended to share batch normalization layers.

The kernel-sharing model drastically decreases the number of parameters compared to the baseline model. In the next experiment we performed a iso-parameter study, in which we compared kernel-shared models with the same number of parameters as the baseline model. To do so, we chose two baselines (ConvMixer-128/4 and ConvMixer-128/8) and compared them with kernel-shared ConvMixer models, which have almost the same number of parameters as the baselines on the CIFAR-10 dataset. Note that we fixed the depth of the model and increased the number of channels so that overall trainable parameters remain in the

Figure 3: The results of ConvMixer-384/N models on the CIFAR family datasets. The depth of the network, $N$, is set to 4, 8, 12, 16, 20, and 24. The radius of each dot represents the number of FLOPs required to run that model. As the depth of the model increases, its computational cost also increases. Note that the eight-kernel model with a depth of four is the same as the baseline, so we ignore this model. The computational demand of models varies in the range of 1.4 to 9 GFLOPs.
Table 1: The iso-parameter study of ConvMixer model on CIFAR-10 dataset with full kernel-sharing (i.e. two-kernels)

| Model       | Depth | No. Channels | No. Parameters | GFLOPs | Accuracy(%) |
|-------------|-------|--------------|----------------|--------|-------------|
| Baseline    | 4     | 128          | 112138         | 0.22   | 90.28       |
| Kernel-Shared| 4    | 283          | 112644         | 0.86   | 91.29       |
| Baseline    | 8     | 128          | 222218         | 0.46   | 94.28       |
| Kernel-Shared| 8    | 410          | 221820         | 3.36   | 94.76       |

same order as the baseline (see Table. 1).

The kernel-shared ConvMixer-283/4 approximately has the same number of parameters as the baseline ConvMixer-128/4 with 1% better accuracy on the CIFAR-10 dataset, although with more FLOPs. Also, for baseline ConvMixer-128/8 and kernel-shared ConvMixer-410/8, which have almost the same number of parameters, the kernel-shared model outperforms the baseline by a margin of 0.5%.

In the iso-depth study, we chose ConvMixer models with the depth fixed at 20 and varied the number of channels from 128 to 1152 with steps of 128. We trained these models on the CIFAR-100 dataset with and without applying kernel-sharing. As shown in Fig. 4a, from ConvMixer-768/20 onwards, kernel-shared models outperform baselines in terms of accuracy. Notably, ConvMixer-768/20 has 16.6 times fewer trainable parameters than the baseline. Any increase in channels from 768 would cause the baseline models to overfit. However, kernel-sharing can help the model to avoid overfitting (see Fig. 4b). It seems that kernel-sharing can be considered a regularization method, as it reduces the model complexity and increases its generalization.

3.3 SE-ResNet Model

Experiments of SE-ResNet were conducted with SGD optimizer and MultiStepLR learning rate scheduler with batches of 128 for 256 epochs and a learning rate of 0.1.

In the original SE paper [15], SE-ResNet-110, and SE-ResNet-164 were used for CIFAR family datasets. These two models consist of 18 and 27 convolutional layers at each stage, so the overall networks have 54 and 81 layers in depth, respectively.

Here, we decreased the depth of each stage and instead increased the number of channels in our experiments. Indeed, we set the number of channels in the three stages of our SE-ResNet models respectively to 64, 128, and 256 and varied the depth of each stage from two to ten. Regarding the use of more channels in higher stages, the overall number of trainable parameters increases throughout the network. Therefore, most of the trainable parameters lie in deeper stages. For the iso-channel study, we only investigate the effect of sharing kernels on specific stages. In the SE-ResNet model, each stage could be considered as a sharing group. As the first stage consists of the least number of parameters, sharing kernels only in the first stage is not that beneficial. Therefore, we performed three kernel-sharing experiments: sharing in all stages, sharing in the second and third stages, and sharing only in the third stage.

As seen in Fig. 5a, on the CIFAR-10 dataset, the optimum baseline is SE-ResNet-d8, with eight isomorphic layers in each stage. SE-ResNet-d6 is the best model when we apply kernel sharing only to the third stage. The optimum model for applying kernel sharing to all stages or only the second and third stages is SE-ResNet-d4. Seemingly with applying kernel-sharing in more stages, the optimum model is shallower.

By applying kernel-sharing over all stages, the optimum accuracy drops by 1.3% with respect to the baseline (94.5% vs. 95.8%), but with a 9.7 times fewer number of trainable parameters (∼1.2M vs. ∼12.1M) and about 0.5 times fewer FLOPs. A comparison between kernel-sharing in the second and third stages and baseline reveals that accuracy drops by 1.1% (94.7% vs. 95.8%) with 8.3 times fewer trainable parameters (∼1.4M vs. ∼12.1M) and 0.35 times fewer FLOPs. The same comparison for kernel-sharing in the third
Figure 4: Result of the iso-depth study on ConvMixer-\(C/20\) models over the CIFAR-100 dataset, where \(C\) is 128, 256, 384, 512, 640, 768, 896, 1024, 1152. The radius of each dot represents the number of FLOPs required to run that model. Obviously, the model computational cost increases with the number of channels. The accuracy of the best baseline model is shown by the red line to make a better comparison. The computational demand of models varies in the range of 1.2 to 58.4 GFLOPs.

The iso-channel study on the CIFAR-100 dataset demonstrates that after applying kernel-sharing over all stages, the overall accuracy drops by 3.7% (from 77.8% to 74.1%) but with 9.6 times smaller number of trainable parameters (\(\sim 12.1M\) vs. \(\sim 1.3M\)) and with about half the FLOPs.

Figure 5: Result of SE-ResNet models on the CIFAR family datasets, where the depth of each stage is set to 2, 3, 4, 6, 8, and 10. The radius of each dot represents the number of FLOPs required to run that model. The computational demand of models varies in the range of 0.8 to 4.4 GFLOPs.

The SE-ResNet-d6 with kernel-sharing only in the third stage has the same accuracy as the SE-ResNet-d3 baseline. Therefore, one can employ the kernel-shared model and save approximately 28% trainable parameters without any drop in accuracy.

On the CIFAR-100 dataset, the optimum depth for the baseline is eight (SE-ResNet-d8). For all-stages kernel-sharing, the optimum depth is half the baseline (SE-ResNet-d4). When we apply kernel-sharing to the second and third stages, the optimum depth is three (SE-ResNet-d3), and for kernel sharing only in the third stage, the optimum depth is six (SE-ResNet-d6).

It can be seen that, as for the ConvMixer models, when we apply kernel-sharing to more stages, the accuracy gap between the kernel-sharing and baseline SE-ResNet models slightly increases with 1.3% in the most extreme case. On the other hand, the number of parameters of kernel-shared models drastically decreases to 1.2M from 12.1M.
in the second and third stages reveals that overall accuracy drops by 2.8% (77.8% vs. 75%) with 8.64 times smaller number of trainable parameters (∼12.1M vs. ∼1.4M) and fewer FLOPs. The same comparison for kernel-sharing only in the third stage has similar results. The overall accuracy drops by 1.3% (77.8% vs. 76.5%) with a 3.9 times smaller number of trainable parameters (∼12.1M vs. ∼3.1M) and still efficient in terms of required FLOPs.

4 Discussion

In this paper, we proposed inter-layer kernel-sharing for convolutional deep neural networks. This new method helps to reduce the number of parameters in deep CNNs with a slight drop in accuracy. This idea is a generalization of weight sharing in conventional CNNs. Traditionally in CNNs, weights are shared among neurons in a feature map, but here we pushed it further and applied weight sharing between the isomorphic layers. In this way, isomorphic layers in a sharing group share the same set of kernels. With kernel-sharing, a single layer is not free to learn a set of kernels that would be only effective in that specific layer. Instead, isomorphic layers in a sharing group should find a more general set of kernels that would be effective for all the layers in that group.

It seems that kernel-sharing could be thought of as a particular case of unfolded recurrent neural networks, where at each time step, there is no input token, and the model only does its computation on the feedback of the previous time step, and the output is the final state.

As seen in the iso-parameter study on ConvMixer models, we can conclude that kernel-sharing on shallower networks is more effective. This phenomenon could be justified by the fact that when the depth of the model increases, the kernel-shared model faces a more challenging problem in finding the best kernel that would work if used repeatedly in many layers. When the depth increases, too many gradient updates apply on the same kernel, and some of the effects smooth out, which negatively affects the overall performance.

In hardware implementations, a small non-programmable circuit can be designed to do the computation needed for a neural network [20] [21] [22]. This hardwired model implementation is more efficient and faster than the same model on a programmable circuit [23] [24]. Many optimizations like fixed shift-add scalers [25], zero-overhead weight pruning [26], optimized intermediate precision [23], zero DRAM bandwidth [23] [27], and minimal activation storage [23] could be used in these kinds of kits. The hardware implementation of a kernel-shared model is much more efficient and accessible. For a model with a single set of kernels shared among the whole network, one only needs to design a CNN layer on the circuit and use it repeatedly to run the whole network. In this way, the silicon area needed for implementing a neural network drastically decreases, and the memory footprint would be significantly smaller.

In the iso-parameter case, applying kernel-sharing improves the model’s accuracy, but the resulting model has more FLOPs than the baseline counterpart. For example, in terms of accuracy, the kernel-shared ConvMixer-283/4 is better than the ConvMixer-128/4 baseline with the same number of parameters. This behavior of kernel-sharing implies that if computational demand is not an issue, we can use kernel-sharing and achieve better performance. In practice, the benefits of hardware implementation of the kernel-shared model can compensate for its higher computational demand.

As seen in the iso-depth study with fixed depth, when we increase the width of the network (number of channels), at some point, baseline models start to overfit. However, kernel-shared counterparts outperform them with fewer trainable parameters and the same number of FLOPs. In this way, we can consider kernel-sharing as a regularization method. Therefore, CNN blocks consisting of convolutional layers with shared kernels could be used as the building blocks of large networks with a lower risk of overfitting.

In iso-channel studies on ConvMixer and SE-ResNet models on both CIFAR-10 and CIFAR-100 datasets, we faced a trade-off between the number of trainable parameters and the classification accuracy. If we enforce kernel-sharing more extensively, the model would be drastically smaller in
terms of trainable parameters, however, the accuracy would drop a bit. In the worst case, the accuracy dropped by 1.8% in CIFAR-10 and 3.7% in CIFAR-100 datasets. Regarding this trade-off, we have to pay attention to our memory constraints or the available silicon area in hardware implementations. We should first fix the number of trainable parameters and the feasible computation power, then, choose the proper depth and the number of shared kernels.

The main question is why we need kernel-sharing and where it would be helpful. Most accurate deep neural networks have a large number of trainable parameters, and they are too heavy to be implemented on a small silicon area of an edge device [7]. Kernel-sharing can be the solution to this problem. We could achieve a model with drastically lower trainable parameters but with a slight drop in accuracy. Note that kernel-sharing is very flexible, and one can choose how and where to apply it.
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