Machine Learning in Apache Spark Environment for Diagnosis of Diabetes
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Abstract— Disease-related data and information collected by physicians, patients, and researchers seem insignificant at first glance. Still, the same unorganized data contain valuable information that is often hidden. The task of data mining techniques is to extract patterns to classify the data accurately. One of the various Data mining and its methods have been used often to diagnose various diseases. In this study, a machine learning (ML) technique based on distributed computing in the Apache Spark computing space is used to diagnose diabetics or hidden pattern of the illness to detect the disease using a large dataset in real-time. Implementation results of three ML techniques of Decision Tree (DT) technique or Random Forest (RF) or Support Vector Machine (SVM) in the Apache Spark computing environment using the Scala programming language and WEKA show that RF is more efficient and faster to diagnose diabetes in big data.
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1. INTRODUCTION

Nowadays, large volumes of data are generated in various applications that accumulate over time. To some extent, this makes extracting useful information from such large datasets more challenging. To provide a higher level of knowledge amidst massive amounts of data, data mining is considered an effective and practical method utilized by various techniques such as artificial neural network (ANN). Data mining can be a valuable technique in finding useful patterns and extracting knowledge from large datasets and databases (Das et al., 2018).

Data mining has great applications in healthcare using Machine Learning (ML) techniques. One of the essential IoT applications of machine learning (ML) in the medical field is to diagnose various diseases such as diabetes and heart disease. ML techniques can explore the pattern used in medical information and patient-related data in the diagnosis of diseases. Today, massive data (Big Data) is generated by Wireless Body Area Networks (WBANs) that can be used to diagnose all types of conditions. The data collected by WBANs are a valuable resource for pattern recognition in patients. However, these data need an appropriate platform for analysis to identify their hidden pattern. Detecting these hidden patterns are valuable to diagnosing illness. ML techniques for processing large amounts of data related to patient information require an appropriate processing platform to detect disease patterns in real-time accurately. Diabetes is considered the disease of the present century due to lack of physical activity, poor diet, and genetic backgrounds. It is estimated that the number of people with diabetes worldwide has reached millions, and that number is increasing year by year (Wu et al., 2018).

Diabetes or hyperglycemia occurs when blood glucose levels rise, or the body cells are unable to produce the proper insulin to absorb the sugar in the cells. Increased blood sugar or glucose levels can cause many risks to the person. This can damage the arterial walls, make the patient prone to atherosclerosis, or negatively affect one's vision (Ruano et al., 2018).

The devastating effects of diabetes are not limited to the two cases mentioned above, it can also affect the kidneys or cause heart attack or stroke. In advanced stages, the organs are destroyed and cut off by the disease. The high cost of treatment for the disease has made it a costly illness for individuals. Early detection and reduction of its effects are of interest to researchers and medical professionals. Invasive criteria for diabetes diagnosis are of less interest to the ordinary public (Bequette et al., 2018).

One of the challenges with a diabetes diagnosis is the administration of clinical trials or blood tests (Bequette et al., 2018). Delay in the diagnosis of diabetes causes the disease to go through its latency without any specific symptoms. Its symptoms are known when it has caused various damages to the organs of the body. Diabetes has a set of early signs that can help researchers diagnose it. For example, people's weight and age are vital indicators in diagnosing this dangerous disease and various methods such as data mining and ML can help with the early diagnosis (Zarkogianni et al., 2018).

One way to gather information from diabetic patients is to use WBANs to collect individuals’ biomarkers and send them to a base station using a set of body sensors (He et al., 2018). The volume of information received by these networks is the big data type. It needs to be processed in distributed systems to detect the disease pattern accurately in a short runtime (Tan et al., 2018).

One of the significant data processing architectures is the Apache Spark framework capabilities that perform bulk computing based on distributed systems. Spark can be
considered a distributed architecture in computer networks that uses computer systems to process a calculation. In this processing architecture, cloud space is applied to many computers interconnected to each other to perform high-speed heavy calculations (Ramirez-Gallego et al., 2018).

Apache Spark can be considered a cloud computing space that performs processing on several virtual machines or clusters. Apache Spark architecture distributes bulk processing onto network clusters. Each cluster or computer plays a part in the data processing. Apache Spark Processing Architecture is an ideal architecture for processing big data types where data can be treated, presenting a cloud computing space for users. Since the data collected by WBANs are of a big data type and have large scales, the diagnosis and runtime of the disease pattern are high. Therefore, it is necessary to provide suitable platforms for processing network information and analyzing such large disease-related datasets (Sarabia-Jacome et al., 2018).

The aim of this study is analyze large-scale diabetic patients’ information using ML techniques such as DT, RF, and SVM distributed over a set of clusters so that each network cluster performs part of the ML process on input data. In order to do this, we use the Apache Spark framework.

This paper is organized as follows. Section II reviews the relevant literature on Machine learning techniques in big data processing, Apache Spark, WBANs, and the Internet of Things (IoT). Section III provides a learning framework for diabetes diagnosis in Spark computing space. Section IV discusses the experiment results of machine learning techniques. Finally, conclusions and future works are discussed in Section V.

2. RELATED WORK

A. Learning methods

Learning methods are divided into three main categories of unsupervised learning, supervised learning, and semi-supervised learning. An indicator of a variety of learning methods is the presence or absence of a label on the data. Labeled data is said to have a set of output attributes or data class numbers and input and informative attributes and can be used for learning (Shickel et al., 2018).

The critical difference between supervised and unsupervised learning techniques is that in the unsupervised method, the data do not provide information about their class to the learning algorithm. Whereas, in the supervised technique, the data provide information about their class to the learning algorithm. Therefore, supervised methods have more learning power than unsupervised algorithms. Unlike supervised methods that require learning, unsupervised techniques try to identify patterns without any learning and training data. Unlike these learning methods, in semi-supervised learning, the data are labeled and unlabeled. A combination of these two types of data is used for this kind of education (Humayun et al., 2018).

Several learning methods are based on unsupervised and semi-supervised learning methods, but most learning methods use supervised algorithms. The clustering technique is an example of the unsupervised methods. In contrast, a supervised technique can include artificial neural network (ANN), decision tree (DT), regression, support vector machine (SVM), support vector regression, and random forest (RF) (Dutt et al., 2017).

Decision tree (DT). The decision tree is one of the supervised learning methods that use a tree structure to classify information. In this classification structure, each tree node decides whether the sample is on its left or right. The decision tree has a set of leaves, and its values specify the class of the sample. Various algorithms, such as C4.5 and CRT (systems implemented in C for the UNIX environment for classification-based intelligent decision making), have been developed to build decision trees (Aich et al., 2018). An example of the decision tree application to diagnose diabetes with the help of the decision tree can be seen in Fig. 1:

![Decision Tree Diagram](image)

The diagram above Barale & Shirke, 2016) provides a tree structure based on the characteristics associated with diabetic patients, showing the disease status or health status of the individual in the leaf.

Random Forest (RF). Ensemble Method is an ML method that uses several learning and voting techniques between them for final classification. In this learning method, the training data are delivered to n classification techniques such as DT, RF, SVM, and so on. Each of them creates a classification model. The test data are given to each of these models, and voting specifies the final class as a sample. Voting mechanism means that all models focus on a consensus for a sample of class number. Finally, the majority of votes shows the selected final class number (Komal Kumar et al., 2019).

RF is one of the learning algorithms with a hybrid learning approach based on a hybrid learning technique. This learning method uses a set of decision trees to find the best classification. In this algorithm, many random decision trees are created. The best ones are used for classification at each stage. In this method, many random samples and attributes from the dataset are selected for each decision tree for categorization. The best decision tree with the least error in classification is considered as a model (Xu et al., 2020).
An example of the conceptual mechanism of a random forest learning technique that uses a set of random decision trees is shown in Fig. 2:

![Random Forest Diagram](image)

Fig. 2. Structure of a random forest sample (Jaehoon Kim et al., 2021)

**Support Vector Machine (SVM).** One of the supervised learning methods used for classification or regression is the SVM technique. The purpose of this technique is to reduce operational risk in classification or regression. In contrast, a method such as ANN seeks to reduce modeling error. The SVM technique and its classification application attempts to create a single line, plane, or super-plane in 2D, 3D, and over-three-dimensional space to separate the data. Then, two classes of data can be separated with the least possible interference. Data mining and ML of a line are placed with the margins between the two classes of data. It attempts to make the possible separation. In this learning method, the data, and examples from the two classes at the edge of the separator strip are called support vectors. Their role is to move the strip between the data to provide the most separation (Moreira et al., 2018).

An SVM problem-solving mechanism is shown in Fig. 3 to classify individuals into healthy and patient classes:

![SVM Application Diagram](image)

Fig. 3. Application of an SVM in Diagnosis (Sakumura et al., 2017)

**B. Wireless Body Area Network (WBAN)**

WBAN is a type of wireless sensor network in which each node has a tiny size installed on the patient body to record biomarkers of patients such as heart palpitations, blood pressure, blood sugar sends them to doctors. The sensors used in these types of networks have low radio beams and face many challenges in sending packets and routing them (Fernandes et al., 2018).

WBANs can also be considered a subset of IoT because sensors can be defined as intelligent objects with the ability to connect to IoT. The wireless sensor network plays an essential role in the healthcare. For instance, it can be used to monitor patients' activities at home or at the hospital (Al-Janabi et al., 2017). Instead of keeping the patients at the hospital where they can face a high risk of non-socomial infections, patients can stay at home while receiving treatments. They can be connected to body sensors to send biological information to physicians. If a medical threat is detected, the physician can send required treatments or report emergencies. WBAN can also be used for monitoring and controlling the the athlete’s activities during exercise and analyzing the data sent from these sensors (Taralunga & Florea, 2021). Fig. 4 shows the structure of WBAN for diabetic patient data:

![WBAN Diagram](image)

Fig. 4. An example of the use of a WBAN in the diagnosis of diabetes (Baker et al., 2017)

**C. Internet of Things**

Internet of Things (IoT) is a new technology that connects billions of smart devices and creates a huge network. IoT has been a popular and pioneering technology in the last decade. It has been able to link different objects together and increase their productivity. The concept of Things is a deep and broad term and can include a simple sensor or an industrial complex. Objects that can connect to IoT are devices such as watches, means of transportation, smart cars, industrial components (Al-Turjman & Deebak, 2021).

A variety of hardware has been introduced to implement the IoT model in the real world. For example, devices such as the Raspberry Pi, Arduiono, Smartphone, Field Programmable Gate Array (FPGA), and Microcontroller have been introduced. Each of these hardware provides users with the opportunity to create their own IoT network or connect their intelligent objects to the network. Raspberry Pi is the best and most advanced of this hardware. The Raspberry Pi can be considered a device or a mini-computer for connecting sensors and objects to it. The hardware does not typically have a memory, and the memory used is of Secure Digital (SD) type. It has ports for connecting sensors and a computer system. This hardware can be used in the implementation of IoT, smart homes, patient control, and robotics (Jaeho Kim et al., 2018).

**D. Apache Spark**

Big Data is infinitely abundant and cannot be stored or processed in conventional and current memories. Big data are the result of Internet growth, communication tools, social networks, blogs, and computer networks such as IoT. Big data volumes are constantly expanding, and this can be attributed to
an increase in the number of media, smart objects, applications, and content production (M. Chen et al., 2018). The increased volume of data has made conventional data processing platforms inefficient. Therefore, distributed systems and computations based on them are used to process this volume of data that is continuously increasing. Cloud computing is a distributed metadata computing method whose computational complexity is hidden from users’ views. Cloud computing allows a high level of distributed systems to be displayed to users. One way of processing big data is to distribute data and process them on a set of network nodes called clusters (Pai et al., 2018).

Hadoop is one of the new technologies in distributed computing; it is an open-source project from the Apache Foundation for large data processing. It is convenient for big processes. For this purpose, Hadoop performs a distributed process with the help of a set of network clusters and uses map-reduce operations. The map-reduce mechanism has a set of functions for map-reduce operations. In the map functions, the main process is divided into sub-processes. Each sub-process is applied to a part of the distributed data. By mapping functions, the mapping process’s intermediate results are aggregated and converted to a final result (Kang et al., 2017). The mechanism and operation of Hadoop architecture map-reduce are shown in Fig. 5:

![Fig. 5. The map-reduce mechanism in Hadoop distributed architecture (Kang et al., 2017)](image)

As shown in the figure above, distributed data in the Hadoop Distributed File System (HDFS) are separated and divided mapped by the key and value in the mapping stage. The key and combined value results and the results are produced in the reduction stage.

Like Hadoop, Apache Spark is a big data processing platform provided by the Apache Foundation. The mechanism and method of Apache Spark are very similar to the Hadoop model. However, there are differences in their architecture (Islam et al., 2017).

- In Apache Spark architecture, main memory is mostly used, whereas, in Hadoop, secondary memory is more frequently used. Therefore, Apache Spark is faster than Hadoop in processing.
- In Hadoop, there are only map-reduce functions. Apache Spark offers a wide range of functions, APIs and, libraries for big data processing.
- Apache Spark is capable of processing data streams, but Hadoop is not directly capable of doing so.
- Apache Spark has ML libraries, data streams, database processing, and extensive graph analysis, but Hadoop does not have such features.

In Fig. 6, the Apache Spark architecture, and essential components of this ecosystem for big data processing are shown:

![Fig. 6. Apache Spark framework and ecosystem in big data processing (Mavridis & Karatza, 2017)](image)

According to the Apache Spark architecture, the big data processing ecosystem has parts for ML, data stream, graph processing (GraphX), database processing (Spark SQL) and, uses the map-reduce mechanism for these processes.

One of the crucial advantages of the Hadoop and Apache Spark architectures is distributed computing in real-time while making them suitable for practical applications. However, as mentioned before, Apache Spark architecture uses main memory which make it faster (Expósito et al., 2020).

E. Diabetes

The large number of diabetic patients worldwide indicates that the disease is a worldwide threat. Diabetes is currently the fourth leading cause of death in developed countries. Diabetes is diagnosed when the amount of blood sugar or glucose reaches a dangerous level, which if too high, can have devastating effects on different organs. One of the vital organs of the body is the pancreas that produces the insulin needed by the cells of the body. This hormone can absorb blood glucose and consume it for cell energy preventing the increase in blood sugar.

There are two significant reasons for abnormally elevated blood sugar levels. In the first case, the pancreas is unable to produce natural and sufficient insulin, which leads to type 2 diabetes. In the second case, the pancreas produces insulin but the body cells cannot absorb insulin for reasons, which can cause type 2 diabetes (Bhanpuri et al., 2018).

Both factors increase blood glucose levels. Diabetes generally has 2 types. In people with type 1 diabetes, the pancreas can produce very little insulin. In a worse state, the pancreas is no longer able to provide the necessary body insulin. In this case, the patient must compensate for the insulin required by daily injections. Type 1 diabetes is mostly seen in children.
The proposed method in this study includes the following steps:

- Creating a classification model in two categories of normal and abnormal.
- Testing the learning model distributed by the test data.
- Evaluating the learning model for disease diagnosis by indicators such as runtime and accuracy.

### A. Framework of the proposed method

This section discusses the framework and steps of the proposed method for diabetes diagnosis by the Apache Spark architecture.

To diagnose diabetic patients, the medical centers collect data for pre-processing, feature selection, and learning, according to Fig. 7:

- Patient Dataset
- Features Selection
- Pre-processing
- Learning Data
- Test Data
- ML Algorithm
- Learning Classification Model
- Healthy
- Sick

![Fig. 7. The framework for diabetes diagnosis using ML mechanism](image)

As shown in the figure above, the diagnosis of diabetic patients requires (1) collection of data on healthy individuals from a data source, (2) extracting important features from such data to enable more accurate learning, and (3) use of a variety of feature selection methods. Apache Spark library has a variety of instructions to choose features from; it will be used in this research. Selecting important features of diabetic patients, the data pre-processing step is performed, where the normalization step is used as the most important part of normalization. Normalization limits the range of any attribute or feature to make learning more accurate. Applying the normalization phase described below, the dataset is divided into two parts of training data and test data, and test data are used for learning and model making.

The learning technique used in the proposed method is a method such as DT and RF with excellent performance and speed. Applying ML, a classification model has been developed to classify individuals into two categories of normal and abnormal. The presented model can be evaluated by test data and analyzed in terms of evaluation indexes such as accuracy and runtime. The above framework is just a learning framework, and the details of the proposed method can be presented as the project and the proposed method in Fig. 8, using the Apache Spark architecture. According to the figure, in the proposed method, the dataset of diabetic patients is...
converted into Resilient Distributed Dataset (RDD) format. This format is used for storage. RDD format is a way of storing in an Apache Spark distributed memory architecture or HDFS.

In the proposed method, there are several clusters of computing nodes that are divided into two primary and secondary classes such in a way that the main cluster has the task of distributing the computational burden, including ML over other Spark nodes, and is responsible for managing the sub-clusters. Distributing data related to patients or healthy individuals in the Apache Spark Distribution System, ML techniques can be performed on the data available in the Spark Distributed File System with the help of mapping operation.

At this step, each of the secondary nodes performs part of the learning on the data associated with the node, in better words, the distributed learning technique is applied by mapping functions to the data loaded into the node's main memory.

Normalization is an important process in learning and discovering knowledge, and is referred to as a process that maps the values of an attribute from a larger map interval to a smaller one. To normalize the attributes associated with healthy or sick individuals, equation (1) can be used in the interval $[a, b]$:

$$N = \frac{n - \text{min}}{\text{max} - \text{min}} (b - a) + b$$

In this equation, $N$ is the normalized value of an attribute, $n$ is the unnormalized value of an attribute, $\text{min}$ and $\text{max}$ are the minimum or maximum of an attribute, respectively, and $a$ and $b$ are the lower and upper limits of normalization, respectively. The values of each attribute can be normalized in the interval $[0, 1]$.

C. Feature selection

One of the most important steps in ML in the diagnosis of diabetes is the optimal selection of attributes; Apache Spark has presented itself as a good choice for ML and classification applications. In the proposed method, for learning and creating a classification model, the values of attributes must be made numerical as the first step. Then, the learning technique must be applied by the Mllib library commands. For this purpose, the HashingTF class in Scala or Python is used to develop the proposed method. This package allows creating an object of the desired class to select the important attributes and applying learning to them. An example of the commands is illustrated below:

```scala
import org.apache.spark.mllib.feature.HashingTF
val hash = new HashingTF()
val features=hash(SizeFeatures)
```

In the command on the first line, the feature selection class is added to the Scala language. The second line shows that an object of this class is created. Finally, in the third command, many important attributes are selected for learning. Scala selects the most important attributes for learning with the help of this function. The selected attributes must be applied to the data used as the data stream, so it is necessary to define a mapping between the input data and the attribute used in the dataset. Thus, according to the commands below, the LabeledPoint class package is added. Then, using the second command, the selected attributes are applied to the input or data to apply the important data to medical examples for learning.

```scala
import org.apache.spark.mllib.linalg.LabeledPoint
val data =features.map(features => LabeledPoint(1,features))
```

D. Proposed flowchart

In Fig. 9, a flowchart of the proposed method steps in the diagnosis of diabetes is presented using the Apache Spark framework and architecture. According to the proposed flowchart (a) the data are first imported to the Apache Spark distributed file system via a data stream interface, (b) feature 

![Fig. 8. A suggested framework for diabetes diagnosis](image-url)
selection is performed on the data, followed by medical examples and data normalization, and, (d) ML method such as decision tree is applied.

As shown, the first step of data entry is done by a WBAN or a dataset that can be converted into an appropriate Apache Spark format and uploaded to its distributed file system. Then important features are selected with library commands of Spark, These selected attributes will eventually be linked to the data and associated attributes. In the proposed method, data normalization is performed after the feature selection to make the learning more accurate and less sensitive to the data attribute values. After the normalization step, we create an object related to ML such as the Decision Tree (DT) technique or Random Forest (RF) or Support Vector Machine (SVM).

To run in parallel and in a distributed way on the Spark nodes, this object needs to run in the context of a parallel Spark object, which is created at this stage. The role of the parallel object is to implement and apply ML techniques on a set of Spark computational clusters. The learning object implemented in the context of the Spark parallelization object needs to use part of the data as training data in order to create a classification model so that healthy samples can be isolated from the sick patients. At the end of the proposed flowchart, there is an evaluation section, which can calculate the accuracy and timing of the proposed method in the diagnosis of diabetic patients using test data. In this study, the proposed method presented for the diagnosis of diabetes in Apache Spark has the following advantages:

- Due to the simultaneous processing of Apache Spark, nodes or clusters diagnosis is reduced.
- The Apache Spark architecture is more advanced than the Hadoop. So, the proposed method used in this platform has the benefits of Spark like the use of main memory instead of sub-memory.
- Disease diagnosis using distributed processing techniques such as Apache Spark is performed in real-time and can be used to diagnose the disease quickly.

Although distributed systems such as Apache Spark are fast and accurate for disease diagnosis, these methods also have their limitations, such as hardware and high complexity, which make their development challenging.

4. IMPLEMENTATION AND EVALUATION

In this section, the implementation and simulation environment for the diagnosis of diabetes in the Apache Spark environment is evaluated using an appropriate dataset and the results are reported.

A. Data collection

The study used data from a database of 130 U.S. hospitals on diabetes that has 55 different features. This dataset contains various attributes used to diagnose diabetes (Hu et al., 2017). For example, if the gender is female, the number of pregnancies is an important indicator in the diagnosis of diabetes. The Oral Glucose Tolerance Test (OGTT) is a clinical trial in the diagnosis of diabetes. The fasting blood sample is taken from a person, then 75 grams of oral glucose is given to the person, and the blood sample is retaken after two hours.

The blood glucose in the second sample in the deciliter scale is used as a criterion for measuring diabetes in this dataset. Triceps skinfold thickness is an essential indicator in measuring diabetes, expressed in millimeters. Blood insulin value two hours after breakfast is an important indicator of measuring diabetes. Body Mass Index (BMI= kg/m²) where kg is a person's weight in kilograms and m² is their height in meters squared, can be used to measure diabetes. Diabetes pedigree function in the family and the relatives, calculated as a number, is one of the most criteria in measuring a person's disease.

B. Implementation environment

Apache Spark requires considerable memory to execute, so it is recommended to use systems with at least 4 GB of memory because unlike Hadoop, in Apache Spark, the data which are the patient-related samples here can be loaded into the main memory using less secondary memory which leads to an
increase in Apache Spark's performance over Hadoop.

C. Analysis

Classification of the proposed method requires that the objective function of the problem be accurately determined to provide a more accurate classification of the desired problem. Classification usually uses the criterion of the Mean Square Error (MSE) or the Root Means Square Error (RMSE) as the objective or cost function.

In other words, these two criteria, which are considered equivalent to each other, are used to measure the quality of the classification. If these values are selected to be more minimum, the classification will be more accurate. Ideally, these values are approaching zero, indicating the minimum classification error and effectiveness of the corresponding algorithm. The following equation (2) shows the MSE for diabetic patients’ classification:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2
\]

In this equation, \(y_i\) is the label value or actual class number of the \(i\)th sample or data, \(\hat{y}_i\) is the predicted value of the label or class number of the \(i\)th sample or data, and \(N\) is the number of samples or sick or healthy individuals. This paper utilizes Scala to implement DT, RF, and SVM techniques in the Spark environment. An example of the DT technique implementation is shown in Fig. 10:

![Fig. 10. Implementation of Spark decision tree technique in Scala](image)

An example of the output of the DT algorithm in Spark’s operational environment for diabetes diagnosis is shown in Fig. 11:

![Fig. 11. The output of the decision tree technique in Spark](image)

The above output shows the different levels of the tree and its properties. In this experiment, the mean error is assumed to be 0.101. Indeed, in each experiment, the MSE value can be slightly different. To obtain the required results, the desired test can be repeated a specified number of times to express the mean of this index. The tree structure of the decision tree can be graphically represented by the display command in Scala, part of which is shown in Fig. 12:

![Fig. 12. The output of the decision tree technique in Spark as a tree](image)

Other learning techniques can be placed in Scala as the above procedure and show their output in the diagnosis of diabetes. To obtain the mean results in the evaluations in this paper, we consider the number of trials for each technique 32 times and evaluate their MSE as a criterion. Evaluation and comparison of the MSE of running the algorithms of DT, RF, and SVM in Spark distributed and non-distributed modes in WEKA are shown in Table 1. They are also shown graphically in Fig. 13 for a better understanding of the diagnosis error rate in each of these methods.

### Table 1

| Methods | Error in WEKA | Error in Spark |
|---------|---------------|---------------|
| DT      | 0.199         | 0.187         |
| RF      | 0.179         | 0.165         |
| SVM     | 0.226         | 0.221         |

Based on the experiments conducted, it can be found that the mean error in the non-distributed computing mode for the diagnosis of diabetes in the three techniques of DT, RF, and SVM are 0.199, 0.179, and 0.226, respectively, while in the undistributed mode, these values are 0.187, 0.165, and 0.221, respectively, which are fewer values.
A comparison of three techniques of DT, RF, and SVM in the diagnosis of diabetes shows that the random forest method is more effective in diagnosing diabetes. A comparison of the runtime of the algorithms in WEKA and Spark is shown in Fig. 14, to compare the effect of running algorithms and their time in distributed Spark mode and normal mode in WEKA. In this comparison, it is assumed that clusters with 6 GB memory are used. Additionally, for the calculation of the runtime, each of the techniques of DT, RF, and SVM in the diagnosis of diabetes are executed 32 times. Here, we calculate their average runtime in distributed and non-distributed modes.

According to the above graph, data mining methods, especially DT and RF, have much less time in Spark than non-spar. On the other hand, the random forest technique has less runtime (about 6.98 seconds) to detect diabetes in Spark. The important advantage of the proposed method is providing a platform and pathway for big data processing in modern distributed systems such as Apache Spark in the diagnosis of diabetes in a short time and is appropriate accuracy. However, using big data processing methods in distributed systems such as Apache Spark needs strong hardware as well as high-level programming knowledge. These features make it difficult for the public to use these frameworks.

5. CONCLUSION AND FUTURE WORK

In this study, an information processing framework in the Spark environment has been developed to diagnose diabetes. The proposed method uses ML and data mining techniques such as DT, RF, and SVM in the platform of the Apache Spark environment to analyze large-scale medical samples to diagnose diabetes. In this study, these techniques were implemented in non-distributed and distributed environments such as WEKA and Apache Spark system. Experimental results show that the implementation of learning techniques such as decision DT, RF, and SVM in Apache Spark reduces their runtime, such that the runtime in a non-distributed system and Spark is equal to 43.40 and 6.98 seconds, respectively. Our study results show that the Apache Spark framework can increase the accuracy of learning techniques in diagnosing the disease while reducing the runtime. One of our future research goals is to integrate WBAN with Apache Spark technology to diagnose patient’s status in the hospital.
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