A Facial Expression Recognition Method Based on Dlib, RI-LBP and ResNet
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Abstract. A method of facial expression recognition using a composite feature is proposed. The method combines the expanded Dlib facial feature detector, the rotation-invariant local binary pattern (RI-LBP) and the 50-layer ResNet neural network model (ResNet_50). First, the expanded Dlib was used to locate 83 feature points on the face, obtaining the Dlib feature after preprocessing and dimensionality reduction (PCA). Then, the rotation-invariant LBP feature was extracted from 8 important regions after tilt correction. Furthermore, a 50-layer ResNet neural network was used to extract the low level features from the images. Finally, the three features were combined and extreme learning machine (ELM) was used to classify the composite facial features. The experimental results on Jaffe and CK+ datasets showed that the proposed method performs better compared with other methods.

1. Introduction
The recognition and classification of facial expressions is an important field in facial recognition [1]. In the process of facial recognition, the integrity and robustness of facial features have a great impact on the recognition results [2]. Many researches have been done on the feature extraction process of facial recognition. Niu et al. [3] used PCA to extract two-dimensional features from facial images. Matthews et al. [4] proposed the active appearance model (AAM) to extract facial contours and facial feature points. Other common methods include texture feature extraction methods such as local binary pattern (LBP) [5] and Gabor transform [6], however, they are not effective in distinguishing different facial expressions. Li et al. [7] proposed a multi-direction LBP coding scheme which performs better than traditional LBP in accuracy. Wei et al. [8] combined a 2-layer feature selection algorithm and AdaBoost to reduce the curse of dimensionality of Gabor features. However, it is prone to interference by lighting, background, etc. Ping et al. [9] proposed a Feature Disentangling Machine that divided the extracted facial features into common features and expression-specific features, which demonstrated better generalization capability of selected features. In recent years, more and more deep learning models such as VGGNet, GoogleNet and ResNet were used for facial expression recognition. For example, Mollahosseini et al. [10] combined AlexNet and GoogleNet to construct a 7-layer convolutional neural network for facial expression recognition and achieved impressive results.

In this paper, a method incorporating the expanded Dlib, the rotation-invariant local binary pattern region feature (RI-LBP) and a 50-layer ResNet neural network model are proposed. The features extracted by the method are robust. The experimental results on Jaffe [11] and CK+ [12] dataset using the combined features is better than using the respective features alone.
2. Proposed Algorithm

The workflow of the proposed algorithm are shown in Figure 1. First, the input face images are preprocessed. Then a feature composed of the expanded Dlib feature, the rotation-invariant LBP features, the ResNet Feature are extracted. Finally the composite feature is sent into the extreme learning machine for classification.

![Model workflow diagram](image)

**Figure 1. Model workflow**

2.1. Image Preprocessing

The datasets used in this paper are Jaffe and CK+. First, the images are resized into the same size and converted into grayscale. In order to remove non uniform illumination of the images, illumination correction is performed. The common correction method is the gamma transformation, which is simply a power law transform:

$$g(x, y) = (f(x, y))^{\gamma}$$

where $g(x, y)$ and $f(x, y)$ represent the brightness at pixel point $(x, y)$ before and after illumination correction respectively, gamma is the adjusting coefficient. Gamma transformation can stretch the contrast of the low brightness regions, resulting in more visible detailed textures. Gamma is usually between 0 and 1, we used 0.3 in this paper.

Facial Landmark detection is a very important process in facial detection. There are originally 68 feature points in the Dlib’s facial landmark detector. There are many important details in the forehead and eye regions of human beings that can be used to classify facial expressions. Therefore, we used the 83 facial feature point model expanded on the original Dlib facial landmark detector (Figure 2). Of the 15 features added, 13 (point 69-81) are in the forehead and 2 (point 82-83) are in the center of eyes. The expanded Dlib facial landmark detector is more accurate, and able to extract more important face features.

![83 facial feature point model](image)

**Figure 2. The distribution of 83 facial feature point model**
In the dataset, due to varied shooting angles, etc., the feature points may not be accurately located, hence tilt correction is needed. Suppose that the line connecting point 82 and 83 in Figure 2 and horizontal line form an acute angle $\theta$, using the coordinates of the center points of the eyes, we can calculate $\theta$, which can be used to correct the images. Assume that $M$ is the transformation matrix, $(t_x, t_y)$ is the coordinate of the rotation point. $M$ is given by:

$$
M = \begin{bmatrix}
\cos \theta & -\sin \theta & t_x - (\cos \theta t_x - \sin \theta t_y) \\
\sin \theta & \cos \theta & t_y - (\sin \theta t_x + \cos \theta t_y)
\end{bmatrix}
$$

(2)

Given the original point $(x_i, y_i)$, the $i$-th feature point coordinates $(x_i', y_i')$ after correction are given by:

$$
\begin{bmatrix}
x_i' \\
y_i'
\end{bmatrix} = M \begin{bmatrix}
x_i \\
y_i \\
1
\end{bmatrix}
$$

(3)

Local areas such as eyes, forehead, mouth, etc. contain most of the information about facial expressions. In this paper, the left eye, right eye, left eyebrow, right eyebrow, forehead, nose, mouth and tooth area of the expression were cropped as ROI area. In both horizontal and vertical directions, 5 is used as a safe distance to avoid incomplete ROI interception. For example, the upper-left point, the width and height of the left eye ROI area is given by:

$$
\begin{cases}
x_{left\_eye} = x_{37} - 5 \\
y_{left\_eye} = \min(y_{38}, y_{39}, y_{41}, y_{42}) - 5 \\
w_{left\_eye} = x_{40} - x_{left\_eye} + 5 \\
h_{left\_eye} = \max(y_{38}, y_{39}, y_{41}, y_{42}) - y_{left\_eye} + 5
\end{cases}
$$

(4)

In order to normalize the extracted features, the tilt corrected face area detected by Dlib are resized to 64x64x1 using bilinear interpolation. The 83 facial feature points were also recalculated using bilinear interpolation for the extraction of Dlib83-feature. The $(x, y, w, h)$ of 8 ROI areas were also recalculated which are used for subsequent extraction of rotation-invariant local binary pattern features (RI-LBP Feature). For ResNet training, the input is transformed to 64x64x3 images.

2.2. Facial Feature Extraction

As mentioned, in this part we extracted 3 different facial features from the images and combine them into a composite feature for classification.

(1) Global Expanded Dlib Feature: the extracted 83 featured points provide many information for effectively distinguishing different types of expressions. A free combination of any two feature point resulted in 3043 ($C_{83}^2$) point pairs. The Euclidean distance $d_{i,j}$ between the 3043 point pairs, and the acute angle $\alpha_{i,j}$ formed by the line connecting the point pairs and the horizontal line are calculated. They are expressed in the following formula:
\[ d_{i,j} = \left( (x_i - x_j)^2 + (y_i - y_j)^2 \right)^{1/2} \]  

\[ \alpha_{i,j} = \begin{cases} \arctan \frac{y_i - y_j}{x_i - x_j}, & x_i \neq x_j \\ 1, & x_i = x_j \end{cases} \]  

where \( i \) and \( j \) represent the \( i \)-th and \( j \)-th feature point respectively, \( i, j \in \{1,83\} \). Then \( d_{i,j} \) and \( \alpha_{i,j} \) are concatenated to form a feature of size 6086×1:

\[ Dlib83\_Feature = \{d_{1,2}, \alpha_{1,2}, d_{1,3}, \alpha_{1,3}, \ldots, d_{45,46}, \alpha_{45,46}, d_{45,47}, \alpha_{45,47}, \ldots, d_{82,83}, \alpha_{82,83} \} \]

6086 is relatively large, hence Principal Component Analysis (PCA) was used to reduce the dimensions of Dlib83\_Feature to size 258×1.

(2) Local RI-LBP feature: the rotation-invariant local binary pattern (RI-LBP) is used to encode the cropped ROI regions for generating their corresponding RI-LBP descriptors. Every RI-LBP descriptor is a 36-d vector. They are cascaded to form a local RI-LBP feature in the order of left eye, right eye, left eyebrow, right eyebrow, forehead, nose, mouth and tooth.

(3) Global ResNet feature: convolutional neural networks is capable of extracting the global features of facial expressions. ResNet, proposed by He et al.[13], added the residual unit (Figure 4) to VGGNet. By directly summing the input and output information, the features are more likely to be passed on to the next residual block, which makes ResNet easier to optimize, and can gain accuracy from increased depth. In this paper, a 50-layer ResNet is used to obtain the global features.
Figure 4. ResNet residuals unit diagram.

The labeled images were put into ResNet_50 for training. When the training loss is stable and classification accuracy is optimal, each image is sent to the model and its output feature vector in the last fully-connected layer was extracted. The extracted feature has 8192 dimensions. PCA is used to reduce it to 2048 dimensions as the final ResNet Feature.

(4) Feature fusion: combining the aforementioned 3 features. Since the features are differently distributed, they are normalized using the zero-mean method respectively:

\[ z_{n}^{i} = \frac{x_{i} - \mu_{i}}{\sigma_{i}} \]  

where \( z_{n}^{i} \) represents the features after normalization, \( x_{i} \) is the feature vectors, \( \mu_{i} \) and \( \sigma_{i} \) are the mean and variance of feature vectors. After normalization, the features are concatenated in the order of Dlib83-PCA Feature, RI-LBP Feature and ResNet Feature to form the composite feature vector.

Finally, the extreme learning machine (ELM) classifier [14] was used for the classification of the combined feature vectors.

3. Experiment and Analysis

The datasets used in this paper are the Jaffe and CK+ datasets. The Jaffe dataset has 7 categories: angry, disgusted, afraid, happy, sad, surprised and neutral. The CK+ dataset has 7 categories: anger, disgust, fear, happy, sadness, surprise and contempt. Images are randomly divided into test set and training set at a ratio of 3:7. The experiments were repeated for 3 times to calculate the average accuracy. The accuracy is given by

\[ \text{accuracy} = \frac{\text{Number of correctly identified images}}{\text{Number of test images}} \times 100\% \]  

The code are written with Tensorlow 1.10 on Pycharm 2018, Windows 10 with Intel Core i7-8750H @ 2.20GHz and 16GB RAM.

Table 1 and Table 2 is the confusion matrix of the proposed method on Jaffe and CK+ datasets respectively.

Table 1. The average confusion matrix for expression recognition of Jaffe test data set.

| Expression | Anger | Disgust | Fear | Happy | Neutral | Sad | Surprised |
|------------|-------|---------|------|-------|---------|-----|-----------|
| Anger      | 100.00| 0       | 0    | 0     | 0       | 0   | 0         |
| Disgust    | 0     | 100.00  | 0    | 0     | 0       | 0   | 0         |
| Expression | Anger  | Disgust | Fear  | Happy  | Contempt | Sad  | Surprised |
|------------|--------|---------|-------|--------|----------|------|-----------|
| Anger      | 97.44  | 2.56    | 0     | 0      | 0        | 0    | 0         |
| Disgust    | 3.70   | 96.30   | 0     | 0      | 0        | 0    | 0         |
| Fear       | 0      | 4.17    | 83.33 | 0      | 0        | 8.33 | 4.17      |
| Happy      | 0      | 0       | 0     | 95.24  | 1.59     | 0    | 3.17      |
| Contempt   | 0      | 0       | 0     | 0      | 100.00   | 0    | 0         |
| Sad        | 0      | 3.70    | 0     | 0      | 0        | 96.30| 0         |
| Surprised  | 0      | 0       | 2.67  | 1.33   | 0        | 0    | 96.00     |

Table 2. The average confusion matrix for expression recognition of CK+ test data set.

A comparative experiment between the proposed method, LBP, ResNet_50 and RI-LBP were carried out. The classification accuracy of the four methods is shown in Figure 5.

As can be seen from Figure 5, compared with the other three methods, the proposed method has the highest average classification accuracy. This is due to the composite feature’s overall better and stable performance on all categories, as can be seen in Figure 6. In addition, because of tilt correction, the differences between different expressions are more prominent in the composite feature. For example, the proposed method perform much better on fear than other methods.
Table 3 lists the average inference time of all methods. The proposed method has longer inference time than methods using LBP, RI-LBP and on par with ResNet_50. The proposed method achieved better classification accuracy at the cost of slightly longer running time.

Table 3. Time comparison of the methods.

| Methods   | inference time (ms) |
|-----------|---------------------|
| LBP       | 1124                |
| ResNet_50 | 1849                |
| RI-LBP    | 1378                |
| Proposed  | 2037                |

4. Conclusions
In this paper, a facial expression recognition method based on expanded Dlib facial feature detector, RI-LBP, and ResNet_50 network is proposed. The expanded Dlib facial feature detector was used to perform tilt correction on the images and extract the ROI regions effectively. This is conducive to further differentiate the facial expressions. The use of ResNet_50 neural network model and the local RI-LBP features of the facial ROI regions accentuates the details of the facial features. Using the extreme learning machine for classification, the experimental results showed that the proposed method can significantly improve the facial expression recognition accuracy, but the computational cost should also be further reduced.
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