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Abstract

We study standard monomial bases for Richardson varieties inside the flag variety. In general, writing down a standard monomial basis for a Richardson variety can be challenging, as it involves computing so-called defining chains or key tableaux. However, for a certain family of Richardson varieties, indexed by compatible permutations, we provide a very direct and straightforward combinatorial rule for writing down a standard monomial basis. We apply this result to the study of toric degenerations of Richardson varieties. In particular, we provide a new family of toric degenerations of Richardson varieties inside flag varieties.
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1 Introduction

The geometry of the flag variety heavily depends on the study of its Schubert varieties. For example, they provide an excellent way of understanding the multiplicative structure of the cohomology ring of the flag variety. In this context, it is essential to understand how Schubert varieties intersect in a general position. A Richardson variety in the flag variety is the intersection of a Schubert variety and an opposite Schubert variety. In [11] and [21], the fundamental properties of these varieties are studied, including their irreducibility. Many geometric properties of the flag variety and its subvarieties can be understood through standard monomial theory (SMT). For example, vanishing results of cohomology groups, normality and other singularities of Schubert varieties, see e.g. [22, Chapter 3]. Also, the relationship between K-theory of the flag variety and SMT is established in [19].
Let $\mathbb{K}[P_J]$ be the polynomial ring on the Plücker variables $P_J$ for non-empty subsets $J$ of $\{1, \ldots, n\}$ and let $I_n \subset \mathbb{K}[P_J]$ be the Plücker ideal of the flag variety $Fl_n$. The homogeneous coordinate ring of $Fl_n$ is given by $\mathbb{K}[P_J]/I_n$. We say that a monomial $P = P_{J_1} \ldots P_{J_d}$ is standard for $Fl_n$ if $J_1 \leq \cdots \leq J_d$. A standard monomial basis of $\mathbb{K}[P_J]/I_n$ is a subset of standard monomials that forms a basis for $\mathbb{K}[P_J]/I_n$ as a vector space. Hodge in [15] provided a combinatorial rule to choose such a basis for Grassmannians in terms of semi-standard Young tableaux. He also proved that such a basis is compatible with Schubert varieties. More precisely, the basis elements that remain non-zero after restriction form a basis for the quotient ring associated to the Schubert varieties. Hodge’s work is generalised to flag varieties by Lakshmibai, Musili and Seshadri, see e.g. [22] for a more detailed exposition.

In this paper, we investigate when the standard monomials directly restrict to a monomial basis for the Richardson variety, thus providing a particularly simple rule for determining standard monomial bases for particular Richardson varieties. A standard monomial $P = P_{J_1} \ldots P_{J_d}$ restricts to a non-zero function on the Richardson variety $X^v_w$ if and only if $v \leq J_i \leq w$ for all $i$. We say that such a monomial restricts to the Richardson variety $X^v_w$ and we often write these restricted monomials as semi-standard Young tableaux, see Section 2.6.

For Richardson varieties in the Grassmannians, the restricted standard monomials always form a monomial basis. However, this is not true for an arbitrary Richardson variety in the flag variety, see Example 3.3. And so the conventional method for determining a monomial basis for the coordinate ring of a Richardson variety inside the flag variety is fairly complicated, see Section 2.7. Other combinatorial methods for calculating these monomials have been explored using so-called key tableaux [23]. We restrict our attention to the family of Richardson varieties $X^v_w$, where $(v, w) \in T_n$ from (3.1). Our main result is the following:

**Theorem** (Theorem 3.12). The restriction of standard monomials for the flag variety forms a standard monomial basis for the Richardson variety $X^v_w$, for all $(v, w) \in T_n$ from (3.1).

We also observe a surprising relation between the pairs in $T_n$ and toric degenerations of Richardson varieties. A toric degeneration of a variety $X$ is a flat family $f: X \to \mathbb{A}^1$, where the special fiber (over zero) is a toric variety and all other fibers are isomorphic to $X$. In particular, some of the algebraic invariants of $X$, such as the Hilbert polynomial, will be the same for all the fibers. Hence, we can do the computations on the toric fiber. The study of toric degenerations of flag varieties was started in [12] by Gonciulea and Lakshmibai using standard monomial theory. In [17], Kogan and Miller obtained toric degenerations of flag varieties using geometric methods. Moreover, in [4] Caldero constructed such degenerations using tools from representation theory. In [16], Kim studied the Gröbner degenerations of Richardson varieties inside the flag variety, where the special fiber is the toric variety of the Gelfand-Tsetlin polytope; this is a generalisation of the results of [17]. We notice that the corresponding ideals of many such degenerations contain monomials and so their corresponding varieties are not toric. Hence, we aim to characterise such toric ideals. In particular, we explicitly describe degenerations of Richardson varieties inside flag varieties, and provide a complete characterisation for permutations leading to monomial-free ideals.

**Theorem** (Theorem 5.2). Every pair of permutations $(v, w)$ in $T_n$ from (3.1) gives rise to a toric degeneration of the Richardson variety $X^v_w$ in the flag variety.

2
The toric degenerations that we construct are Gröbner degenerations of the ideal of the Richardson variety with respect to a weight vector which we define in Sections 2.4 and 2.5. Our goal is to study the initial ideal \( \text{in}(I(X_w^v)) \) for each Richardson variety \( X_w^v \) with respect to this weight vector. To do this, we consider the result for the flag variety which is proved in [9, 20]. More precisely, the corresponding initial ideal is toric (binomial and prime), see Theorem 2.3. We write the initial of the Plücker ideal as \( \text{in}(I) = \ker \phi_n \), which is equal to the kernel of a monomial map \( \phi_n \), see (2.4). For each Richardson variety \( X_w^v \) we construct the restriction of \( \text{in}(I_n) \) to the variables \( \{ P_J : J \in T_w^v \} \), which are the variables which do not vanish on the Richardson variety. We can readily obtain the generators of the restriction \( \text{in}(I_n)|_{T_w^v} \) using Lemma 2.4, in particular this ideal is generated by degree two monomials and binomials. Our degeneration is known as the diagonal Gröbner degeneration. In Remark 5.3, we consider the degenerations in [16] which correspond to the antidiagonal Gröbner degeneration. We show that our methods can be used to generalise these results and find further toric degenerations.

We have summarised our approach to understanding the relationships between the aforementioned ideals, namely \( \text{in}(I_n)|_{T_w^v} \), \( \text{in}(I(X_w^v)) \) and \( \ker \phi_n |_{T_w^v} \) in the following diagram.

\[
\begin{align*}
I_n & \xrightarrow{\text{restriction}} \text{in}(I_n) \xrightarrow{\text{Theorem 2.3}} \ker(\phi_n) \subseteq \mathbb{K}[P_J : J \subseteq [n]] \xrightarrow{\phi_n} \mathbb{K}[x_{i,j}] \text{ (1.1)} \\
I(X_w^v) & \xrightarrow{\text{restriction}} \text{in}(I(X_w^v)) \xrightarrow{\text{?}} \ker(\phi_n |_{T_w^v}) \subseteq \mathbb{K}[P_J : J \subseteq T_w^v] \xrightarrow{\phi_n |_{T_w^v}} \mathbb{K}[x_{i,j}]
\end{align*}
\]

Our method is to consider all possible pairs of permutations \( (v, w) \) and determine whether the equality labelled by '?' holds. We give the following complete classification:

**Theorem** (Theorem 4.1). The ideal \( \text{in}(I_n)|_{T_w^v} \) is monomial-free if and only if \( (v, w) \in T_n \). In particular, if \( (v, w) \in T_n \) then \( \text{in}(I_n)|_{T_w^v} \) is a toric ideal and coincides with the kernel of \( \phi_n |_{T_w^v} \).

To prove this theorem, we exploit the explicit description of a generating set for \( \text{in}(I_n)|_{T_w^v} \) in Section 2.5 and the inductive structural results for elements of \( T_n \) in Section 3.1. In order to determine whether we obtain a toric degeneration of the Richardson variety, we check whether the left hand square in (1.1) commutes, i.e. we check whether \( \text{in}(I(X_w^v)) = \text{in}(I_n)|_{T_w^v} \). In Theorem 5.2 we show that the square does indeed commute whenever the standard monomials for the flag variety restrict to a monomial basis for the coordinate ring for the Richardson variety, i.e. whenever \( (v, w) \in T_n \) and our main theorem holds. In these cases we obtain toric degenerations of Richardson varieties.

**1.1 Outline of the Paper.** In Section 2, we fix our notation throughout the paper and we recall the notion of Richardson varieties and Gröbner degenerations. In Section 3, we study standard monomial bases of Richardson varieties. We first construct the set \( T_n \) and introduce the notion of a block structure for its elements. This is our main tool to prove Theorem 3.12. In Section 4, we classify monomial-free ideals of from \( \text{in}(I_n)|_{T_w^v} \), see Theorem 4.1. Section 5
contains the proofs of our results on toric degenerations of Richardson varieties, in particular Theorem 5.2. In Remark 5.3 we perform calculations for all Richardson varieties in Fl. We show how our methods can be used to study initial ideals with respect to different weight vectors. In particular, we outline how our method can refine the results from [16].

2 Preliminaries

Throughout we fix an algebraically closed field $\mathbb{K}$ and write $[n]$ for the set $\{1, \ldots, n\}$. We denote the symmetric group on $n$ symbols by $S_n$ and for any $w \in S_n$ we write $w = (w_1, \ldots, w_n)$, where $w_i = w(i)$ for each $i \in [n]$. We fix $w_0 := (n, n-1, \ldots, 2, 1)$ for the longest product of adjacent transpositions in $S_n$. The permutations of $S_n$ act naturally on the left of subsets of $[n]$. So, for each $I = \{i_1, \ldots, i_k\} \subseteq [n]$, we have $w_0 I = \{n+1-i_1, \ldots, n+1-i_k\}$ which is obtained by applying the permutation $w_0$ element-wise to $I$. We use $\leq$ for the natural partial order on the subsets of $[n]$ given by

\[ \{i_1 < \cdots < i_s\} \leq \{j_1 < \cdots < j_t\} \text{ if } s \geq t \text{ and } i_1 \leq j_1, \ldots, i_t \leq j_t. \]

We recall the Bruhat order on $S_n$, which is given by

\[ (v_1, \ldots, v_n) \leq (w_1, \ldots, w_n) \text{ if } \{v_1, \ldots, v_k\} \leq \{w_1, \ldots, w_k\} \text{ for all } k \in [n]. \]

It is also convenient for us to define a comparison operator between subsets and permutations:

\[ \{i_1, \ldots, i_k\} \leq (w_1, \ldots, w_n) \text{ if } \{i_1, \ldots, i_k\} \leq \{w_1, \ldots, w_k\}, \]

\[ (v_1, \ldots, v_n) \leq \{i_1, \ldots, i_k\} \text{ if } \{v_1, \ldots, v_k\} \leq \{i_1, \ldots, i_k\}. \]

Remark 2.1. The comparison $\leq$ between subsets and permutations can be phrased purely in terms of the Bruhat order as follows. For each subset $I = \{i_1 < \cdots < i_s\} \subseteq [n]$, let $\{j_1 < \cdots < j_{n-s}\} = [n] \setminus I$ denote its complement. Then for any pair of permutations $v, w \in S_n$ we have:

\[ I \leq w \iff (i_1, i_2, \ldots, i_s, j_1, \ldots, j_{n-s}) \leq w \quad \text{and} \quad v \leq I \iff v \leq (i_s, i_{s-1}, \ldots, i_1, j_{n-s}, \ldots, j_1). \]

2.1 Flag varieties. A full flag is a sequence of vector subspaces of $\mathbb{K}^n$:

\[ \{0\} = V_0 \subset V_1 \subset \cdots \subset V_{n-1} \subset V_n = \mathbb{K}^n \]

where $\dim \mathbb{K}(V_i) = i$. The set of all full flags is called the flag variety and denoted by $Fl_n$, which is naturally embedded in a product of Grassmannians. Here, we consider the structure of algebraic variety on $Fl_n$ induced from the product of Grassmannians. We view the full flag variety $Fl_n$ as a homogeneous space for the group $SL(n, \mathbb{K})$ of complex $n \times n$ matrices with determinant one. Precisely, there is a natural transitive action of $SL(n, \mathbb{K})$ on the flag variety $Fl_n$ which identifies the variety $Fl_n$ with the set of left cosets $SL(n, \mathbb{K})/B$, where $B$ is the stabiliser of the standard flag $0 \subset \langle e_1 \rangle \subset \cdots \subset \langle e_1, \ldots, e_n \rangle = \mathbb{K}^n$. Here, note that $B$
is the subgroup of $\text{SL}(n, \mathbb{K})$ consisting of upper triangular matrices. Given a permutation $w \in S_n$, we denote by $\sigma_w$ the $n \times n$ permutation matrix with 1’s in positions $(w(i), i)$ for all $i$. By the Bruhat decomposition, we can write the aforementioned set of cosets as

$$\text{Fl}_n = \text{SL}(n, \mathbb{K})/B = \bigsqcup_{w \in S_n} B\sigma_wB/B.$$ 

The spaces $B\sigma_wB/B$ are all affine and are called Bruhat cells. Similarly, for the subgroup of lower triangular matrices $B^-$, the homogeneous space $\text{Fl}_n$ can be decomposed as

$$\text{Fl}_n = \bigsqcup_{v \in S_n} B^-\sigma_vB/B.$$ 

### 2.2 Richardson varieties.

Let $v, w \in S_n$. We define the Richardson variety $X^v_w$ associated to $v, w$ as the intersection of Schubert variety $X^v_w$ and opposite Schubert variety $X^v$ inside the flag variety $\text{Fl}_n$. More precisely, the Schubert and opposite Schubert varieties are defined as the Zariski closure of the corresponding cells in the aforementioned decomposition, namely:

$$X^v_w = B\sigma_wB/B \subseteq \text{Fl}_n \quad \text{and} \quad X^v = B^-\sigma_vB/B \subseteq \text{Fl}_n.$$ 

Note that $X^v_w$ is nonempty if and only if $v \leq w$ with respect to the Bruhat order, see Section 2.6. Moreover, the dimension of $X^v_w$ is given by $\dim(X^v_w) = N(w) - N(v)$, where $N(w)$ is the inversion number of $w$, i.e. the total number of pairs $(i, j) \in [n] \times [n]$ such that $i < j$ and $w(i) > w(j)$, which we denote by $N(w)$.

We also note that the opposite Schubert variety $X^v$ can be observed as a translate $w_0X^v_{w_0v}$ of the Schubert variety $X^v_{w_0v}$ since $B^- = \sigma_{w_0}B\sigma_{w_0}$. Moreover, $X^{id}_w = X_w$ and $X^v_{w_0} = X^v$.

### 2.3 Ideals of flag varieties and Richardson varieties.

Every point in the flag variety $\text{Fl}_n$ can be represented by an $(n-1) \times n$ matrix $X = (x_{i,j})$ of full rank. Let $\mathbb{K}[x_{i,j}]$ be the polynomial ring on the variables $x_{i,j}$. The ideal of the flag variety $\text{Fl}_n$, denoted by $I_n$, is the kernel of the polynomial map

$$\varphi_n : \mathbb{K}[P_J : \emptyset \neq J \subseteq [n]] \rightarrow \mathbb{K}[x_{i,j}]$$

sending each variable $P_J$ to the determinant of the submatrix of $X$ with row indices $1, \ldots, |J|$ and column indices in $J$. We call the variables $P_J$ of the ring Plücker variables and their images $\varphi_n(P_J)$ Plücker forms. We also call $I_n$ the Plücker ideal of the flag variety $\text{Fl}_n$.

Given $v \leq w$ in $S_n$, we define the collection of subsets $T^v_w = \{J \subseteq [n] : v \leq J \leq w\}$ and its complement $S^v_w = \{J \subseteq [n]\} \setminus T^v_w$. The comparison of subsets and elements of $S_n$, along with the Bruhat order on $S_n$ is given in Section 2.6. Then the associated ideal of the Richardson variety $X^v_w$ is

$$I(X^v_w) = (I_n + \langle P_J : J \in S^v_w \rangle) \cap \mathbb{K}[P_J : J \in T^v_w] = (I(X^v) + I(X^v)) \cap \mathbb{K}[P_J : J \in T^v_w].$$

We now give an example of the subsets $S^v_w$ and $T^v_w$ (see [18, §3.4] for more details).
Example 2.2. Let $n = 4$. Consider the permutations $v = (2314)$ and $w = (4231)$. The subsets of $[n]$ in $T_w^v$ of size one are given by those entries that lie between $v_1 = 2$ and $w_1 = 4$, which are 2, 3 and 4. The subsets of size two are those that lie between $\{v_1, v_2\} = 23$ and $\{w_1, w_2\} = 24$ which are 23 and 24. The subsets of size three are those which lie between $\{v_1, v_2, v_3\} = 123$ and $\{w_1, w_2, w_3\} = 234$ which are all possible three-subsets. So we have:

$$T_{(4231)}^{(2314)} = \{2, 3, 4, 23, 24, 123, 124, 134, 234\} \text{ and } S_{(4231)}^{(2314)} = \{1, 12, 13, 14, 34\}.$$  

2.4 Gröbner degenerations of $I_n$. We first fix our notation throughout this section. We fix the $(n - 1) \times n$ matrix $M$ with entries:

$$M_{i,j} = (i - 1)(n - j + 1) \quad \text{(2.3)}$$

For instance, when $n = 5$ we have the following matrix $4 \times 5$ matrix:

$$M = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
5 & 4 & 3 & 2 & 1 \\
10 & 8 & 6 & 4 & 2 \\
15 & 12 & 9 & 6 & 3
\end{bmatrix}$$

Let $X = (x_{i,j})$ be an $(n - 1) \times n$ matrix of indeterminates. For each $k$-subset $J$ of $[n]$, the initial term of the Plücker form $\varphi_n(P_J) \in \mathbb{K}[x_{i,j}]$ denoted by $\text{in}_M(P_J)$ is the sum of all terms in $\varphi_n(P_J)$ of the lowest weight, where the weight of a monomial $m$ is the sum of entries in $M$ corresponding to the variables in $m$. By [1, Proposition 2.7], the initial term $\text{in}_M(P_J)$ is the leading diagonal term of the minor $\varphi_n(P_J)$ for each subset $J \subseteq [n]$. Explicitly, if $J = \{j_1 < \cdots < j_k\}$ then we have $\text{in}_M(P_J) = x_{1,j_1}x_{2,j_2}\cdots x_{k,j_k}$. The weight of each variable $P_J$ is defined as the weight of each term of $\text{in}_M(P_J)$ with respect to $M$, and it is called the weight induced by $M$. We write $w_M$ for the weight vector induced by $M$ on the Plücker variables.

Throughout this note, we will write $\text{in}(I_n)$ for the initial ideal of $I_n$ with respect to $w_M$. In the following theorem, we summarise some of the important properties of $\text{in}(I_n)$ from [9]. See also Theorem 14.16 in [20] in which $\text{in}(I_n)$ is realised as a Hibi ideal [14] associated to the poset whose underlying set consists of Plücker variables.

Theorem 2.3 (Theorem 3.3 and Corollary 4.13 in [9]). The ideal $\text{in}(I_n)$ is generated by quadratic binomials. Moreover, it is toric and it is equal to the kernel of the monomial map:

$$\phi_n: \mathbb{K}[P_J : \varnothing \neq J \subseteq [n]] \to \mathbb{K}[x_{i,j}] \quad \text{with} \quad P_J \mapsto \text{in}_M(P_J). \quad \text{(2.4)}$$

2.5 Gröbner degenerations of $I(X_w^v)$. For the Richardson variety $X_w^v$ we project the weight vector $w_M$ induced by the matrix $M$ in (2.3) to the coordinates corresponding to the variables in the polynomial ring $\mathbb{K}[P_J : J \in T_w^v]$ and study its corresponding initial ideal $\text{in}_w(I(X_w^v))$ and its relation to the kernel of the monomial following map obtained by restricting the map $\phi_n$ from (2.4) to the polynomial ring $\mathbb{K}[P_J : J \in T_w^v]$ as follows:

$$\phi_n|_w: \mathbb{K}[P_J : J \in T_w^v] \to \mathbb{K}[x_{i,j}] \quad \text{with} \quad P_J \mapsto \text{in}_M(P_J). \quad \text{(2.5)}$$
Example 2.5. It is often convenient to draw
For each pair of permutations
\( v - w \)
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Proof. Part (i) is \[8, Lemma 6.3\]. To prove (ii) we first note that by Theorem 2.3, there exists a set of quadratic binomials
\[ G \] obtained from
\[ h \] vanishes in the ideal \( G \) if \( J \not\in T \). Similarly, we say that a polynomial \( g \in \mathbb{K}[P_J: J \in T] \) vanishes in the restricted ideal \( G \) if \( g \in \langle P_J: J \not\in T \rangle \). The ideal \( G \) can be computed in Macaulay2 \[13\] as an elimination ideal using the following command
\[
\text{eliminate}(\langle G \rangle + \langle P_J: J \not\in T \rangle, \langle P_J: J \in T \rangle).
\]

Lemma 2.4. With the notation above we have:

(i) \( \langle G \rangle = \langle G \cup \{P_J: J \not\in T \} \rangle \cap \mathbb{K}[P_J: J \in T] \).

(ii) Let \( v, w \in S_n \). Then the ideal \( \text{in}(I_n)|_{T_w} \) is generated by quadratic binomials.

Proof. Part (i) is \[8, Lemma 6.3\]. To prove (ii) we first note that by Theorem 2.3, there exists a set of quadratic binomials \( G \) generating the ideal \( \text{in}(I_n) \). Hence, the assertion follows immediately from (i). In particular, we have that

\[
\text{in}(I_n)|_{T_w} = \langle G \rangle = \langle G \cup \{P_J: J \in S_n^w \} \rangle \cap \mathbb{K}[P_J: J \in T_w]
\]

which completes the proof of (ii). \( \square \)

2.6 Permutations, tableaux and their combinatorial properties. In this section we introduce and prove some basic facts about semi-standard Young tableaux and their defining chains. We use these to study standard monomial bases for Richardson varieties in Section 3. We begin by recalling, from the beginning of Section 2, that \( \leq \) denotes the Bruhat order on \( S_n \) and a comparison operator between subsets of \( [n] \) and permutations.

A semi-standard Young tableau \( T \) is a sequence of subsets \( I_1, \ldots, I_d \) of \( [n] \) such that \( I_1 \leq \cdots \leq I_d \). Each subset \( I_j \) is called a column of \( T \) and we will write this \( T = [I_1 \ldots I_d] \). For each pair of permutations \( v, w \), we define \( SSYT_d(v, w) \) to be the collection of all semi-standard Young tableau \( T = [I_1 \ldots I_d] \) such that \( v \leq I_k \leq w \) for all \( k \in [d] \)

Example 2.5. It is often convenient to draw \( T \) in a diagram, for example if \( T = [I_1I_2I_3] = [125, 246, 35] \) then the corresponding diagram has columns \( I_1, I_2, I_3 \) and is drawn:

\[
T = \begin{array}{ccc}
1 & 2 & 3 \\
2 & 4 & 5 \\
5 & 6 \\
\end{array}
\]
Note that such diagrams are defined by: columns with weakly decreasing length, weakly increasing entries in each row and strictly increasing entries in each column.

**Definition 2.6.** Let $T$ be a semi-standard Young tableau with columns $I_1, \ldots, I_d$. Let $u = (u_1, \ldots, u_d)$ be a sequence of permutations and write $u_k = (u_{k,1}, \ldots, u_{k,n}) \in S_n$ for each $k \in [d]$. We say that $u$ is a defining chain for $T$ if the permutations are monotonically increasing $u_1 \leq u_2 \leq \cdots \leq u_d$ with respect to the Bruhat order and for each $k \in [d]$ we have $I_k = \{u_{k,1}, \ldots, u_{k,l_k}\}$.

There is a natural partial order on the set of defining chains for a given semi-standard Young tableau $T$. Let $\pi = (\pi_1, \ldots, \pi_t)$ and $\sigma = (\sigma_1, \ldots, \sigma_t)$ be defining chains for $T$. We say $\pi \leq \sigma$ if $\pi_k \leq \sigma_k$ for all $k \in [t]$. It turns out that there exists a unique minimum $w_\pi(T) = (w_{1\pi}^{-1}, \ldots, w_{t\pi}^{-1})$ and a unique maximum $w_\sigma(T) = (w_{1\sigma}^{+1}, \ldots, w_{t\sigma}^{+1})$ defining chains for $T$. When the tableau is not clear from the context, we write $w_{\pi}^j(T)$ and $w_{\sigma}^j(T)$ for $w_{\pi}^j$ and $w_{\sigma}^j(T)$.

The following notation is particularly useful for describing the permutations $w_1^+$ and $w_2^-$.

**Notation 2.2.** Let $\mathcal{P} = (P_1, P_2, \ldots, P_k)$ be a $k$-partition of $[n]$ where $P_i$ are non-empty and disjoint subsets of $[n]$. Write $P_i = \{p_{i,1} < p_{i,2} < \cdots < p_{i,l_i}\}$ for each $i$, and define the permutations:

\[
(P_1^\uparrow, P_2^\uparrow, \ldots, P_k^\uparrow) = (p_{1,1}, p_{1,2}, \ldots, p_{1,l_1}, p_{2,1}, \ldots, p_{2,l_2}, p_{3,1}, \ldots, p_{k,l_k}),
\]

\[
(P_1^\downarrow, P_2^\downarrow, \ldots, P_k^\downarrow) = (p_{1,1}, p_{1,2}, p_{1,l_1}, p_{2,1}, p_{2,2}, p_{2,l_2}, p_{3,1}, \ldots, p_{k,1}).
\]

Note that the set $P_k$ is determined uniquely by $P_1, \ldots, P_{k-1}$. So we write $(P_1^\uparrow, \ldots, P_{k-1}^\uparrow, \uparrow)$ and $(P_1^\downarrow, \ldots, P_{k-1}^\downarrow, \downarrow)$ for the above permutations respectively. If any of the parts $P_i = \{p_{i,1}\}$ are singleton sets then we omit the arrow on that part from the notation.

We proceed by proving some basic properties of these permutations from partitions and their relationship to minimum and and maximum defining chains.

**Proposition 2.7.** Suppose $P_1, P_2, P_3$ is a 3-partition of $[n]$. Let $v, w$ be permutations such that $P_1 \leq w$ and $v \leq P_1 \cup P_2$.

- If $(P_1^\uparrow, P_2^\uparrow, P_3^\uparrow) \not\leq w$ then $P_1 \cup P_2 \not\leq w$.
- If $v \not\leq (P_1^\downarrow, P_2^\downarrow, P_3^\downarrow)$ then $v \not\leq P_1$.

**Proof.** For the permutation $w$, the proof follows from the fact that if $P_1 \leq w$ and $P_1 \cup P_2 \leq w$ then $(P_1^\uparrow, P_2^\uparrow, P_3^\uparrow) \leq w$. For the permutation $v$, the proof follows from the fact that if $v \leq P_1$ and $v \leq P_1 \cup P_2$ then $v \leq (P_1^\downarrow, P_2^\downarrow, P_3^\downarrow)$. \(\square\)

**Proposition 2.8.** Let $T = [IJ]$ be a semi-standard Young tableau with two columns $I$ and $J$. We have that $w_2^{-} = (J^\dagger, I_+^\dagger, \uparrow)$ and $w_1^{+} = (I \setminus I_+^\dagger, I_+^\dagger, \downarrow)$ for some subsets $I_+, I_- \subseteq I$. 
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\[ T = \begin{cases} \text{for some } t, \in S_n \text{ and } k \leq n, \text{ we write } w([k]) = \{w_1, \ldots, w_k\}. \end{cases} \]

We define \( s = |J| \) and \( t = |I| \) for the size of the columns of \( T \). Note that \( w_1^- = (I^1, \uparrow) \) is the smallest permutation such that \( w_1^-([I]) = I \), i.e., for all permutations \( v \) with \( v([I]) = I \) we have \( w_1^- \leq v \). Similarly \( w_2^+ = (J^1, \downarrow) \) is the greatest permutation such that \( w_2^+([I]) = J \). It follows from the definition that \( w_2^+ \) is the smallest permutation such that \( w_1^- \leq w_2^+ \) and \( w_2^+([I]) = J \).

It easily follows that \( w_2^+ \) has the desired form. Similarly, by definition, \( w_2^- \) is the greatest permutation such that \( w_1^+ \leq w_2^- \) and \( w_1^+([I]) = I \). And so \( w_1^+ \) has the desired form. \( \Box \)

### 2.7 Standard monomials.

The Plücker algebra of the flag variety is given by \( \mathbb{K}[P_J]_{J \subseteq [n]} / I_n \), where \( I_n \) is the Plücker ideal. A monomial \( P = P_{J_1} \cdots P_{J_d} \) is called standard for \( \text{Fl}_n \) if \( J_1 \leq \cdots \leq J_d \). A standard monomial basis of a Richardson variety is a collection of standard monomials which form a basis for the corresponding Plücker algebra. We refer to [22, §2.2] for more details. To simplify our notation, we identify the semi-standard Young tableau \( T = [J_1, \ldots, J_d] \) with the monomial \( P_{J_1} \cdots P_{J_d} \in \mathbb{K}[P_J] \), following the notation of Section 2.6. The standard monomials for Richardson varieties can be determined by minimum and maximum defining chains, as follows (see e.g. [19, Theorem 34]).

**Theorem 2.9.** Let \( v \leq w \) be permutations. The collection of semi-standard Young tableaux \( T \) such that \( w_{[T]}^- \leq v \) and \( v \leq w_{[T]}^+ \) forms a monomial basis for \( X_w^v \), where \( w_{[T]}^- = (w_1^-, \ldots, w_{|T|}^-) \) and \( w_{[T]}^+ = (w_1^+, \ldots, w_{|T|}^+) \) are the unique minimum and maximum defining chains for \( T \), respectively.

### 3 Standard monomials

The description of the standard monomials for Richardson varieties in Theorem 2.9 can be combinatorially difficult to determine. The goal of this section is to prove Theorem 3.12 which is our main result and gives a very simple description of the standard monomials for the Richardson varieties \( X_w^v \) with \( (v, w) \in \mathcal{T}_n \). We note that, in contrast to the Grassmannian, the monomials associated to the tableaux \( SYT_d(v, w) \) may not constitute a monomial basis for the Richardson variety \( X_w^v \) inside the flag variety, see Example 3.3. However, if \( (v, w) \in \mathcal{T}_n \) then Theorem 3.12 shows that the semi-standard Young tableaux \( SYT_d(v, w) \) do in fact form a standard monomial basis for the Richardson variety \( X_w^v \).

We will now introduce the set of pairs of permutations \( \mathcal{T}_n \) inductively. In order to define this set we require the following. For any permutation \( w = (w_1, \ldots, w_n) \in S_n \) with \( w_t = n \) for some \( t \in [n] \), we define the induced permutation \( \bar{w} = (w_1, \ldots, w_{t-1}, w_{t+1}, \ldots, w_n) \in S_{n-1} \).

**Definition 3.1** (Compatible pairs). Let \( v, w \in S_n \) with \( n = v_t = w_t \) and \( n - 1 = v_s = w_{s'} \). We say that \( (v, w) \) is a compatible pair if either (i) \( t = t' \) or (ii) \( t' < t \) and in this case the following conditions hold:

\[ s' \leq t, \quad t' \leq s, \quad n = w_{t'} > w_{t'+1} > \cdots > w_t, \quad \text{and} \quad n = v_t > v_{t-1} > \cdots > v_{t'}. \]
We define the set of pairs of permutations $\mathcal{T}_n \subseteq S_n \times S_n$ inductively by

$$
T_1 = \{(id, id)\}, \quad T_{n+1} = \{(v, w) \in S_{n+1} \times S_{n+1} : (v, w) \in T_n \text{ and } (v, w) \text{ compatible}\}.
$$

(3.1)

**Example 3.2.** Consider $((1, 3, 2), (2, 3, 1))$ in $T_3$. We find all $(v, w)$ in $T_3$ with $v = (1, 3, 2)$ and $w = (2, 3, 1)$. Firstly, if we have $4 = v_t = w_t$ for some $t$ then we have the following pairs:

$$
((1, 3, 2, 4), (2, 3, 1, 4)), \quad ((1, 3, 4, 2), (2, 3, 4, 1)),
$$

$$
((1, 4, 3, 2), (2, 4, 3, 1)), \quad ((4, 1, 3, 2), (4, 2, 3, 1)).
$$

Secondly, for a compatible pair $(v, w)$ such that $v_t = 4$, $w_{t'} = 4$, assume that $t \neq t'$. Since $v \leq w$ we have that $t > t'$. So we get the pair: $((1, 3, 4, 2), (2, 3, 4, 1))$.

**Example 3.3.** Consider Fl$_3$ and $w = (3, 1, 2) \in S_3$. Note that $P_{23}P_1 = P_{13}P_2 - P_{12}P_3$. Consider the tableaux below:

$$
T_1 = \begin{array}{cc}
1 & 3 \\
2 & & \\
\end{array}
\quad \text{and} \quad
T_2 = \begin{array}{cc}
1 & 2 \\
3 & & \\
\end{array}
$$

So we have $P_{23}P_1 = T_2 - T_1$. We have that $P_{23}$ vanishes on $X_w$, since $\{2, 3\} \not\subseteq \{3, 1\}$ and by the defining ideal of the Schubert variety $X_w$. And so $T_1$ and $T_2$ are equal in the coordinate ring of the Schubert variety $X_w$, in particular $T_1$ and $T_2$ are linearly dependent. Therefore, the set $SSYT_1(id, w)$ is not a monomial basis for the Schubert variety $X_w = X_w^{id}$.

### 3.1 Block structure on compatible permutations.

To prove Theorem 3.12, we need to introduce a block structure on the pairs $(v, w) \in T_n$.

**Definition 3.4.** Let $(v, w) \in T_n$ and $v_d = w_e = n$ for some $e, d \in [n]$. A block of $(v, w)$ is a pair of consecutive subsets of $v$ and $w$ on the same indices which we write as $(v, w)^i_j = (\{v_i, v_{i+1}, \ldots, v_j\}, \{w_i, w_{i+1}, \ldots, w_j\})$ for some $i \leq j$ and satisfies one of the following criteria. Note that the persistence and expansion criteria are defined inductively on $n$.

- **(Creation)** If $i = j = e = d$ then $(v, w)^i_j$ is a block.
- **(Persistence)** Assume that $n \not\subseteq \{v_i, \ldots, v_j\}$ and $n \not\subseteq \{w_i, \ldots, w_j\}$. If $(v, w)^i_j$ is a block for $(v, w)$ then $(v, w)_{i-1}^j$ is a block for $(v, w)$.
- **(Expansion)** Assume that $n \in \{v_i, \ldots, v_j\}$ and $n \in \{w_i, \ldots, w_j\}$. In addition, assume that $i < d$ and $e < j$. If

$$
(v, w)^i_j = (\{v_i, \ldots, v_{d-1}, v_{d+1}, \ldots, v_j\}, \{w_i, \ldots, w_{e-1}, w_{e+1}, \ldots, w_j\})
$$

is a block for $(v, w)$ then $(v, w)^i_{j-1}$ is a block for $(v, w)$.

The **size** of a block $(v, w)^i_j$ is equal to $j - i + 1$. 
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Example 3.5. Here we give two examples illustrating properties of blocks.

- Let \( v = (3, 5, 6, 4, 1, 2) \) and \( w = (4, 6, 5, 3, 2, 1) \) then there are three distinct blocks

\[
(v, w)_5^6 = \{(1, 2), (2, 1)\}, \quad (v, w)_1^4 = \{(3, 5, 6, 4), (4, 6, 5, 3)\}, \quad (v, w)_2^3 = \{(5, 6), (6, 5)\}.
\]

We see that blocks are either disjoint: such as \( (v, w)_5^6 \) and \( (v, w)_1^4 \), or subsets of one another: such as \( (v, w)_1^4 \) and \( (v, w)_2^3 \).

- For \( v = (1, 2, 4, 5, 3) \) and \( w = (2, 4, 5, 3, 1) \) the only block is \( (v, w)_1^5 \). Note that, \( 1 < 2 < 4 < 5 \) is an increasing sequence in \( v \) and \( 5 > 3 > 1 \) is a decreasing sequence in \( w \).

Definition 3.6. We say two distinct blocks \( (v, w)_i^j \) and \( (v, w)_k^\ell \) are crossing if \( i < k < j < \ell \) or \( k < i < \ell < j \). Otherwise, they are called non-crossing and must be either disjoint: i.e. \( j < k \) or \( \ell < i \), or contained in one another: i.e. \( i < k < \ell < j \) or \( k < i < j < \ell \).

Proposition 3.7. Let \( (v, w) \in \mathcal{T}_n \), then the following hold:

(a) For any block \( (v, w)_i^j \) we have \( \{v_i, \ldots, v_j\} = \{w_i, \ldots, w_j\} \) and \( v_i = w_j = \min\{v_i, \ldots, v_j\} \).

(b) Any pair of distinct blocks are non-crossing.

Proof. For (a) we proceed by double induction: first on \( n \) and then on the size of the block which is \( j - i + 1 \). If the block has size 1, i.e. \( i = j \), then the result holds trivially. So let us assume that \( j - i \geq 1 \). If \( (v, w)_i^j \) is a block for \( (v, w) \) then the results follows by induction on \( n \). Otherwise if \( (v, w)_i^j \) is not a block of \( (v, w) \) then \( (v, w)_i^j \) must occur by the expansion criterion and so by induction the result holds.

Part (b) follows easily by induction \( n \), noting that if two distinct blocks are crossing then each has size at least two and must arise, either by the persistence or expansion criteria, from a pair of crossing blocks of \( (v, w) \).

Definition 3.8. Let \( (v, w) \in \mathcal{T}_n \). By Proposition 3.7(b) we have that the blocks containing \( v_d = w_e = n \) are totally ordered by inclusion. The smallest such block is called the maximum block of \( (v, w) \).

Proposition 3.9. Let \( (v, w) \in \mathcal{T}_n \) and \( (v, w)_i^j \) be the maximum block of \( (v, w) \). Write \( v_d = w_e = n \) for some \( d, e \in [n] \). Then we have that \( v_i < v_{i+1} < \cdots < v_d \) and \( w_e > w_{e+1} > \cdots > w_j \).

Proof. Throughout the proof we write \( w_{e'} = v_{d'} = n - 1 \) for some \( e', d' \in [n] \). We proceed by double induction, first by induction on \( n \) and then by induction on the size of the maximum block. For any \( n \), if the maximum block has size one then the result trivially holds. For the induction step, assume the maximum block has size at least two. It immediately follows that \( e < d \), so by compatibility of \( v \) and \( w \), we have: \( v_e < \cdots < v_d, \ w_e > \cdots > w_d, \ d' \geq e \) and \( e' \leq d \).

Let us write \( (v, w)_{k}^{\ell-1} \) for the maximum block of \( (v, w) \) for some \( k, \ell \in [n] \), which is the smallest block containing \( n - 1 \). Since \( d' \geq e \) and \( e' \leq d \), by the expansion criterion, we have that \( (v, w)_{k}^{\ell} \) is a block containing \( n \). Since \( (v, w)_i^j \) is the maximum block of \( (v, w) \) we
have that $(v, w)_k^j$ is contained in $(v, w)_l^j$, i.e. $k \leq i$ and $j \leq \ell$. Since $n$ is contained in the maximum block of $(v, w)$, we must have that the maximum block is obtained from the block $(v, w)_l^{j-1}$ in $(v, w)$ by the expansion criterion. Therefore, $(v, w)_l^j$ is a block contained in the maximum block of $(v, w)$. However, it can be shown directly from the definition that the maximum block does not properly contain any other blocks. Therefore, $(v, w)_l^{j-1} = (v, w)_k^{j-1}$ is the maximum block and so by induction we have $v_1 < \cdots < v_{d'}$ and $w_{e'} > \cdots > w_j$. By compatibility we have $v_e < \cdots < v_d$ and $w_e > \cdots > w_d$. Since $d' \geq e$ and $e' \leq d$, it follows that $v_i < \cdots < v_d$ and $w_e > \cdots > w_j$.

**Proposition 3.10.** Let $(v, w) \in \mathcal{T}_n$ and $(v, w)_l^j$ be the maximum block of $(v, w)$. Then we have $\{v_i, v_{i+1}, \ldots, v_j\} = \{w_i, w_{i+1}, \ldots, w_j\} = \{v_i, v_i + 1, \ldots, n\} = \{w_j, w_j + 1, \ldots, n\}$.

**Proof.** By Proposition 3.7(a), it suffices to show that $\{v_i, v_{i+1}, \ldots, v_j\} = \{v_i, v_i + 1, \ldots, n\}$. We proceed by induction on the size of the maximum block $j - i + 1$. If the maximum block has size 1, then $(v, w)_l^j = (\{n\}, \{n\})$ and the result holds trivially.

Assume that the maximum block has size $j - i + 1 \geq 2$ and write $v_d = w_e = n$ and $w_{e'} = v_{d'} = n - 1$ for some $d, d', e, e' \in [n]$. Since $(v, w) \in \mathcal{T}_n$, we have that $v \leq w$ and so $e \leq d$. If $e = d$, then $(v, w)_l^d$ is a block that is properly contained in the maximum block $(v, w)_l^j$, a contradiction. So we must have $e < d$. In particular, $e < j$ and $i < d$. By the expansion criterion, we have that $(v, w)_l^{j-1}$ is a block for $(v, w)$.

We proceed by showing that $(v, w)_l^{j-1}$ is the maximum block for $(v, w)$. To do this, we first show that $n - 1 \notin \{v_i, \ldots, v_j\}$. Assume by contradiction that $n - 1 \notin \{v_i, \ldots, v_j\} = \{w_i, \ldots, w_j\}$. Since $(v, w)$ are compatible, we have that $d' \geq e$ and $e' \leq d$. Therefore $d' \geq j + 1$ and $e' \leq i - 1$. By the persistence criterion, we have that $(v, w)_l^{j-1}$ is a block for $(v, w)$. We write $(v, w)_l^{j-1} = (\{v_i, \ldots, v_{j-1}\}, \{w_i, \ldots, w_{j-1}\})$. Since $i < d < j < d'$, we have that $\{v_i, \ldots, v_{j-1}\} = \{v_i, \ldots, v_j\}\backslash\{n\}$. Since $e' < i < e < j$, we have that $\{w_i, \ldots, w_{j-1}\} = \{w_i, \ldots, w_{j+1}\}\backslash\{n\}$. By Proposition 3.7(a) applied to $(v, w)_l^j$ we have that $\{v_i, \ldots, v_j\} = \{w_i, \ldots, w_j\}$. Since $(v, w) \in \mathcal{T}_n$, we have that $(v, w) \in \mathcal{T}_{n-2}$. So, by Proposition 3.7(a) applied to $(v, w)_l^{j-1}$, we have that $\{v_i, \ldots, v_{j-1}\} = \{w_i, \ldots, w_{j-1}\}$. However, by the above we have $w_i \in \{v_i, \ldots, v_{j-1}\}$ but $w_i \notin \{w_i, \ldots, w_{j-1}\}$, a contradiction.

Next, we show that $(v, w)_l^{j-1}$ does not properly contain another block. Assume by contradiction that $(v, w)_l^{j-1}$ is a block containing $n - 1$ and is properly contained in $(v, w)_l^j$. By compatibility, we have that $d' \geq e$ and $v_e < v_{e+1} < \cdots < v_d = n$. It follows that $d' \geq d - 1$, and so $j' \geq d$. Similarly, by compatibility, we have $e' \leq d$ and $n = w_e > w_{e-1} > \cdots > w_j$. If follows that $e' \leq e + 1$, and so $j' \leq e$. By the expansion criterion, we have that $(v, w)_l^{j'}$ is a block for $(v, w)$ that is strictly contained in the maximum block, a contradiction.

So we have shown that $(v, w)_l^{j-1}$ is the maximum block of $(v, w)$. The result follows immediately by induction.
3.2 Proof of main result. In this section we prove Theorem 3.12. To do this we require the following construction. Let \((v, w) \in T_n\) be a pair of permutations and write \(w_e = v_d = n\) for some integers \(e\) and \(d\). Assume that \(e < d\). Define the permutations

\[w' = (w_1, \ldots, w_{e-1}, w_{e+1}, w_e, w_{e+2}, \ldots, w_n)\] \(v' = (v_1, \ldots, v_{d-2}, v_d, v_{d-1}, v_{d+1}, \ldots, v_n)\).

Lemma 3.11. For a given pair \((v, w) \in T_n\), we have \((v', w), (v', w') \in T_n\).

Proof. We note that \(v = v'\) and \(w = w'\) so it suffices to check that \((v', w)\) and \((v, w')\) are compatible pairs. Define \(e', d' \in [n]\) such that \(w_{e'} = v_{d'} = n - 1\). Since \((v, w)\) are compatible, we have \(d' \geq d - 1\) and \(e' \leq e + 1\). If \(e = d - 1\) then we have that the position of \(n\) in each of the pairs \((v, w')\) and \((v', w)\) is the same and so each is a compatible pair. If \(e < d - 1\) then we have that \(e + 1 \leq d - 1 \leq d'\) and so \((v, w')\) is a compatible pair, and similarly we have \(d - 1 \geq e + 1 \geq e'\) and so \((v', w)\) is a compatible pair. \(\square\)

This construction is useful for our inductive argument in the proof of Theorem 3.12. In particular, we will induct on the dimension of the Richardson variety \(X^v_w\) which can be read combinatorially from the inversion numbers \(e\). We have that

\[\text{dim} \left( X^v_w \right) = \text{dim} \left( X^{v'}_{w'} \right) = \text{dim} \left( X^{v''}_{w''} \right) - 1.\]

Theorem 3.12. Let \(d \geq 1\) be a natural number and \((v, w) \in T_n\) be a pair of permutations. Then the number of standard monomials for \(X^v_w\) in degree \(d\) is equal to \(|SSYT_d(v, w)|\).

Proof. Let \((v, w) \in T_n\) be a pair of permutations. We note that for \(d = 1\) the result holds immediately. Since the ideal of the Richardson variety \(X^v_w\) is generated by homogeneous quadrics, it suffices to show that any semi-standard Young tableau \(T\) with two columns \(I, J\) such that \(v \leq I, J \leq w\) is standard for the Richardson variety \(X^v_w\). We do this by showing that \(v \leq w_1^+\) and \(w_2^- \leq w\).

We note that if \(s = t\) then the defining permutations have a particularly simple description, i.e. \(w_1^+ = (I^1, 1) \geq v\) and \(w_2^- = (J^1, \hat{1}) \leq w\) and the result immediately follows. For the remaining cases, the proof proceeds by induction on \(n\). If \(n = 1\) then the result is trivial. For each \(n > 1\) we proceed by induction on the dimension of the Richardson variety \(X^v_w\). If the dimension is zero then we have that \(v = w\) and the result is trivial. Let us assume that \(v < w\). We write

\[I = \{i_1 < \cdots < i_t\}, \quad J = \{j_1 < \cdots < j_s\}, \quad v = (v_1, \ldots, v_n), \quad w = (w_1, \ldots, w_n).\]

Let \(e, d \in [n]\) be integers such that \(w_e = v_d = n\).

We proceed by taking cases on \(e\) and \(d\).

Case 1. Assume that both \(e\) and \(d\) lie in one of the sets: \(\{1, \ldots, s\}, \{s + 1, \ldots, t\}\) or \(\{t + 1, \ldots, n\}\). We define the tableau \(T'\) with columns \(I', J'\) as follows.

- If \(e, d \in \{1, \ldots, s\}\) then define \(I' = I \setminus n\) and \(J' = J \setminus n\).
- If \(e, d \in \{s + 1, \ldots, t\}\) then define \(I' = I \setminus n\) and \(J' = J\).
• If \( e, d \in \{ t + 1, \ldots, n \} \) then define \( I' = I \) and \( J' = J \).

By construction we have \( v \leq I', J' \leq w \). Since \( (v, w) \in \mathcal{T}_n \), by induction on \( n \) we have \( T' \) is standard for \( X_w^v \). We write \( w_2^- = (w_2^1, w_2^2) \) and \( w_1^+ = (w_1^1, w_1^2) \) for the minimum and maximum defining sequences for \( T' \) in \( S_{n-1} \). Since \( T' \) is standard for \( X_w^v \) we have \( w_2^- \leq w \) and \( v \leq w_1^+ \).

By Proposition 2.8 we have that \( w_2^- = (J^t \cup \{n\}, I^t_1, \uparrow) \) and \( w_1^+ = ((I' \setminus I_1^t) \cup \{n\}, I_1^t, \downarrow) \) in \( S_{n-1} \) for some subsets \( I_1 \subseteq I' \). It follows by the same proposition that:

• If \( e, d \in \{1, \ldots, s\} \) then \( w_2^- = (J' \cup \{n\}, I_1^t, \uparrow) \) and \( w_1^+ = ((I' \setminus I_1^t) \cup \{n\}, I_1^t, \downarrow) \),

• If \( e, d \in \{s + 1, \ldots, t\} \) then \( w_2^- = (J^t, I_1 \cup \{n\}, \uparrow) \) and \( w_1^+ = ((I' \setminus I_1^t) \cup \{n\}, I_1 \cup \{n\}, \downarrow) \),

• If \( e, d \in \{t + 1, \ldots, n\} \) then \( w_2^- = (J^t, I_1^t, \uparrow) \) and \( w_1^+ = ((I' \setminus I_1^t), I_1^t, \downarrow) \).

Since \( w_2^- \leq w \) and \( v \leq w_1^+ \), it follows that \( w_2^- \leq w \) and \( v \leq w_1^+ \).

For the remaining cases note that we have \( e < d \). So we recall the permutations

\[ w' = (w_1, w_{e-1}, w_{e+1}, w_e, w_{e+2}, \ldots, w_n) \] and \( v' = (v_1, \ldots, v_{d-2}, v_d, v_{d-1}, v_{d+1}, \ldots, v_n) \).

Note that by Lemma 3.11 we have that \( (v', w), (v, w') \in \mathcal{T}_n \).

**Case 2.** Assume \( s \leq e \leq t \) and \( t + 1 \leq d \). If \( d > t + 1 \) then it follows that \( v' \leq I, J \leq w \) and so by induction we have \( w_2^- \leq w \) and \( v \leq v' \leq w_1^+ \). Therefore, we may assume that \( d = t + 1 \). Similarly, if \( e < t \) then it follows that \( v \leq I, J \leq w' \) and so by induction we have \( w_2^- \leq w' \leq w \) and \( v \leq w_1^+ \). So we may assume that \( e = t \).

**Claim.** Either \( v' \leq I \) or \( I \leq w' \).

To prove the claim, we proceed by taking cases on \( I \), either \( n \in I \) or \( n \notin I \).

**Case i.** Assume \( n \in I \). Since \( w_1 = n \), it follows that \( I \notin w' \) and so we will show that \( v' \leq I \). Let \( (v, w)^i \) be the maximum block. Since \( e = t \) and \( d = t + 1 \) we have that \( i \leq t \) and \( j \geq t + 1 \). By Proposition 3.9 we have that \( v_i < \cdots < v_j \leq v_{t+1} = n \). By Proposition 3.10, the elements appearing in the maximum block are precisely \( \{v_i, v_{i+1}, \ldots, v_j\} = \{v_i, v_i + 1, \ldots, n\} \). Therefore, for all \( k < i \) we have \( v_k < v_i \) and so \( v_i = \max\{v_1, \ldots, v_i\} \). Since \( n \in I \), it follows easily that \( v' \leq I \).

**Case ii.** Assume \( n \notin I \). Since \( v_{t+1} = n \), it follows that \( v' \notin I \) and so we will show that \( I \leq w' \). Similarly to the above case, we consider the maximum block \( (v, w)^i \). By Proposition 3.9 we have that \( n = w_i > \cdots > w_j \). By Proposition 3.10, the elements appearing in the maximum block are precisely \( \{w_i, w_{i+1}, \ldots, w_j\} = \{w_j, w_j + 1, \ldots, n\} \). Therefore, for all \( k > j \) we have that \( w_k < w_j \) and so \( w_{t+1} = \max\{w_{t+1}, \ldots, w_n\} \). Since \( n \notin I \), it follows easily that \( I \leq w' \). And so we proved the claim.

If \( v' \leq I \) then we have \( v' \leq I, J \leq w \) and so by induction we have \( T \) is standard for \( X_w^v \). Hence, \( v \leq v' \leq w_1^+ \) and \( w_2^- \leq w \). Therefore, \( T \) is standard for \( X_w^v \). On the other hand, if \( I \leq w' \) then we have \( v \leq I, J \leq w' \) and so by induction we have \( T \) is standard for \( X_w^v \). Hence, \( v \leq w_1^+ \) and \( w_2^- \leq w' \leq w \). Therefore, \( T \) is standard for \( X_w^v \).
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Case 3. Assume $e \leq s$ and $s + 1 \leq d \leq t$. This case is identical to Case 2 by considering the subset $J$ instead of $I$.

Case 4. Assume $e \leq s$ and $t + 1 \leq d$. We can assume as, similarly to Case 2, that $d = t + 1$ and $e = s$. Note that $s < t$ and so $v \leq v' \leq w' \leq w$. If either $v' \leq I$ or $J \leq w'$ then we can deduce the result by induction, so we will assume that both conditions do not hold. Equivalently, we will assume that $n \in J$ and $n \notin I$. Let $(v, w)$ be the maximum block of $(v, w)$. By Proposition 3.9 we have $v_i < \cdots < v_d$ and $w_e > \cdots > w_f$ and by Proposition 3.7(a) for all $k < i$ and $k > j$ we have $v_k < v_i$ and $w_k < w_f$. Let us consider the size of the maximum block. Since $n \in \{w_1, \ldots, w_s\}$ we have that $i \leq s$. Since $n \in \{v_{t+1}, \ldots, v_n\}$ we have that $j \geq t + 1$. In particular, the indices of the maximum block span $\{s, s + 1, \ldots, t + 1\}$.

We now show that $v \leq w_i^+ \text{ and } w_i^- \leq w$. Recall by Proposition 2.8 that $w_i^+ = (I \setminus \tilde{I}, \tilde{I}, \downarrow)$ and $w_i^- = (J^\uparrow, I^\downarrow, \uparrow)$ for some subsets $\tilde{I}$ and $I'$ of $I$. Since $v_s < \cdots < v_i$ are the largest elements of $\{v_1, \ldots, v_i\}$ and $v \leq I$, it follows that $v \leq w_i^+$. Similarly, since $w_s > \cdots > w_{t+1}$ are the largest elements in $\{w_1, \ldots, w_j\}$ and $I, J \leq w$, it follows that $w_i^- \leq w$. \hfill $\square$

Remark 3.13. Schubert and opposite Schubert varieties are special examples of Richardson varieties. For these cases Theorem 3.12 has a particularly simple combinatorial description. A Schubert variety is a Richardson varieties $X_w^\vee$ such that $v = id$. It is easy to show that $(id, w) \in T_n$ if and only if $w$ is a 312-avoiding permutation. On the other hand, opposite Schubert varieties are Richardson varieties $X_w^\vee$ such that $w = w_0 = (n, n-1, \ldots, 1)$. In this case $(v, w_0) \in T_n$ if and only if $v$ is 213-avoiding.

4 Monomial-free ideals

We recall the definition of the ideal $\text{in}(I_n)|_{T_n^w}$ from Sections 2.4 and 2.5 and the collection of pairs of permutations $T_n \subseteq S_n \times S_n$ from (3.1). Our main result in this section is the following which gives a complete characterisation for monomial-free ideals of form $\text{in}(I_n)|_{T_n^w}$.

Theorem 4.1. The ideal $\text{in}(I_n)|_{T_n^w}$ is monomial-free if and only if $(v, w) \in T_n$.

Proof. The proof follows directly from Lemmas 4.3, 4.4 and 4.5. In particular, Lemmas 4.3 and 4.4 show that if $\text{in}(I_n)|_{T_n^w}$ is monomial-free then $\text{in}(I_{n-1})|_{T^w_{n-1}}$ is monomial-free and $(v, w)$ is a compatible pair. And so, by induction on $n$, we have that if $\text{in}(I_n)|_{T_n^w}$ is monomial-free then $(v, w) \in T_n$. On the other hand, Lemma 4.5 shows that if $(v, w) \in T_n$ then $\text{in}(I_n)|_{T_n^w}$ is monomial-free. \hfill $\square$

Example 4.2. Let $v = (1, 3, 2)$ and $w = (3, 1, 2)$, which are non-compatible permutations. Note that the ideal $\text{in}(I_2)|_{T_2^w} = 0$, in particular it is monomial-free. We also have $\text{in}(I_3) = \langle P_{13}P_2 - P_{23}P_1 \rangle$. Since $T_3^w = \{1, 2, 3, 13\}$, it follows that the ideal $\text{in}(I_3)|_{T_3^w} = \langle P_{13}P_2 \rangle$ contains a monomial. This monomial arises from the generator of $\text{in}(I_3)$, where $P_{23}P_1$ vanishes in $\text{in}(I_3)|_{T_3^w}$. 
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We now proceed to prove the lemmas used in the proof of Theorem 4.1. We will first show, in Lemma 4.3, that

\[
\text{in}(I_{n+1})|_{T_w} \text{ monomial-free} \Rightarrow \text{in}(I_n)|_{T_w} \text{ monomial-free.}
\]

However, the converse does not hold, see Example 4.2. We will show that compatibility is an essential ingredient in showing that in\((I_{n+1})|_{T_w}\) is monomial-free. In Lemma 4.5, we will show that the converse holds with the added assumption of compatibility

\[
\text{in}(I_n)|_{T_w} \text{ monomial-free and } (v, w) \text{ compatible} \Rightarrow \text{in}(I_{n+1})|_{T_w} \text{ monomial-free.}
\]

**Lemma 4.3.** Let \(v, w \in S_{n+1}\) with \(v \leq w\). If \(\text{in}(I_{n+1})|_{T_w}\) is monomial-free then \(\text{in}(I_n)|_{T_w}\) is monomial-free.

**Proof.** Suppose that \(F_n|_{T_w}\) contains a monomial \(PJPJ\) which arises from the binomial \(PJPJ - PJPJ\) in \(W_n(F_n)\). We construct a monomial in \(F_{n+1}|_{T_w}\) as follows. Assume that \(|I| = |I'| \geq |J| = |J'|\). Let \(1 \leq t \leq t \leq n+1\) with \(v_t = w_t = n+1\). We take cases on \(t, t', |I|,\) and \(|J|\).

**Case 1.** Assume that \(t' > |I|\). Then \(PJPJ - PJPJ\) is a binomial in \(W_n(F_{n+1})\). It is clear that \(PJPJ\) does not vanish in \(F_{n+1}|_{T_w}\) and \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\). Hence, \(PJPJ\) is a monomial in \(F_{n+1}|_{T_w}\).

**Case 2.** Assume \(|J| \leq t' \leq |I| < t\). Note that \(v \leq I, J, I \cup \{n+1\}\) and \(I, J, I \cup \{n+1\} \leq w\).

So, \(PJPJ\) and \(PJPJ \cup \{n+1\}\) do not vanish in \(F_{n+1}|_{T_w}\). Since \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\), we may proceed by taking cases on which of the following hold: \(v \not\leq I', v \not\leq J', w \not\leq I'\) or \(w \not\leq J'\). For each case we define sets \(I, I', J, J'\) such that: \(PJPJ = PJPJ\) is a binomial in \(W_n(F_{n+1})\), \(PJPJ\) does not vanish, and \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\). It follows that \(F_{n+1}|_{T_w}\) contains the monomial \(PJPJ\).

**Case 2.1.** If either \(v \not\leq I', v \not\leq J'\) or \(w \not\leq J'\), then define \(I = I, I' = I, J = J\) and \(J' = J'\). So, \(PJPJ\) does not vanish in \(F_{n+1}|_{T_w}\). However, either \(v \not\leq I', v \not\leq J'\) or \(w \not\leq J'\) holds, respectively. And so \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\).

**Case 2.2.** If \(w \not\leq I'\), then define \(I = I \cup \{n+1\}, I' = I \cup \{n+1\}, J = J\) and \(J' = J'\). So, \(PJPJ\) does not vanish in \(F_{n+1}|_{T_w}\). However, we have that \(w \not\leq I'\). Hence, \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\).

**Case 3.** Assume that \(|J| \leq t' \leq |I| < t\). Define \(I = I \cup \{n+1\}, J = J, I' = I' \cup \{n+1\}, J' = J'\). Observe that \(PJPJ - PJPJ\) is a binomial in \(W_n(F_{n+1})\). Since \(v \leq I, J \leq w\), we have that \(PJPJ\) does not vanish in \(F_{n+1}|_{T_w}\). Since \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\), we have that at least one of \(v \not\leq I', v \not\leq J', w \not\leq I'\) or \(w \not\leq J'\) holds. It follows that at least one of \(v \not\leq I', v \not\leq J', w \not\leq I'\) or \(w \not\leq J'\) holds respectively. And so \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\). Therefore \(PJPJ\) is a monomial in \(F_{n+1}|_{T_w}\).

**Case 4.** Assume \(t' \leq |J| \leq |I| < t\). Note that \(v \leq I, J, I \cup \{n+1\}, J \cup \{n+1\}\) and \(I, J, I \cup \{n+1\}, J \cup \{n+1\} \leq w\). So, \(PJPJ, PJPJ \cup \{n+1\}\) and \(PJPJ \cup \{n+1\}\) do not vanish in \(F_{n+1}|_{T_w}\). Since \(PJPJ\) vanishes in \(F_{n+1}|_{T_w}\), we may proceed similarly to Case 2 by taking cases on which of the following hold: \(v \not\leq I', v \not\leq J', w \not\leq I'\) or \(w \not\leq J'\).
Let $\text{Lemma 4.4.}$

**Case 4.1.** If $v \not\leq i'$ or $v \not\leq j'$, then define $\tilde{I} = I, \tilde{J} = J, \tilde{i}' = i', \text{ and } \tilde{j}' = j'$. It follows that $v \not\leq \tilde{i}'$ or $v \not\leq \tilde{j}'$ holds, respectively. Hence, $P_I P_J$ is a monomial in $F_{n+1}|_v$.

**Case 4.2.** If $w \not\leq i'$ or $w \not\leq j'$, then define $\tilde{I} = I \cup \{n+1\}, \tilde{J} = J \cup \{n+1\}, \tilde{i}' = i' \cup \{n+1\}, \text{ and } \tilde{j}' = j' \cup \{n+1\}$. It follows that $w \not\leq \tilde{i}'$ or $w \not\leq \tilde{j}'$ holds, respectively. Hence, $P_I P_J$ is a monomial in $F_{n+1}|_w$.

**Case 5.** Assume that $t' \leq |J| < t \leq |I|$. Note that $v \leq I \cup \{n+1\}, J \cup \{n+1\}$ and $I \cup \{n+1\}, J, J \cup \{n+1\} \leq w$. So, $P_I P_J \leq (n+1), P_J \leq (n+1)$ do not vanish in $F_{n+1}|_w$. Since $P_I P_J$ vanishes in $F_{n+1}|_w$, we may proceed similarly to Case 2 by taking cases on which of the following hold: $v \not\leq I', v \not\leq J', w \not\leq I'$ or $w \not\leq J'$.

**Case 5.1.** If either $v \not\leq I', v \not\leq J'$ or $w \not\leq I'$, then define $\tilde{I} = I \cup \{n+1\}, \tilde{J} = J, \tilde{i}' = i' \cup \{n+1\}, \text{ and } \tilde{j}' = j'$. It follows that either $v \not\leq \tilde{I}', v \not\leq \tilde{j}'$ or $w \not\leq \tilde{i}'$ holds, respectively. Hence, $P_I P_J$ is a monomial in $F_{n+1}|_w$.

**Case 5.2.** If $w \not\leq J'$, then define $\tilde{I} = I \cup \{n+1\}, \tilde{J} = J \cup \{n+1\}, \tilde{i}' = i' \cup \{n+1\}, \text{ and } \tilde{j}' = j' \cup \{n+1\}$. It follows that $w \not\leq \tilde{j}'$, hence, $P_I P_J$ is a monomial in $F_{n+1}|_w$.

**Case 6.** Assume that $t \leq |J|$. Define

$$\tilde{I} = I \cup \{n+1\}, \tilde{J} = J \cup \{n+1\}, \tilde{i}' = i' \cup \{n+1\} \text{ and } \tilde{j}' = j' \cup \{n+1\}.$$ 

Then $P_I P_J - P_I P_J$ is a binomial in $\text{in}_w(F_{n+1})$. Since $v \leq I, J \leq w$, then $v \leq \tilde{I}, \tilde{J} \leq w$ so $P_I P_J$ does not vanish in $F_{n+1}|_w$. Since $P_I P_J$ vanishes in $F_{n+1}|_w$, we have that at least one of $v \not\leq I', v \not\leq J', w \not\leq I'$ or $w \not\leq J'$ holds. It follows that at least one of $v \not\leq I', v \not\leq J', w \not\leq I'$ or $w \not\leq J'$ holds respectively. And so $P_I P_J$ vanishes in $F_{n+1}|_w$. Therefore $P_I P_J$ is a monomial in $F_{n+1}|_w$. \[\square\]

For the following lemma, recall that for any pair of permutations $(v, w) \in S_{n+1} \times S_{n+1}$, we denote $v_t = w_{v_t} = n+1$ and $v_s = w_{v_s} = n$. In addition we write $(w_1, \ldots, w_k)$ for the ordered list whose elements are $\{w_1, \ldots, w_k\}$ taken in increasing order.

**Lemma 4.4.** Let $v, w \in S_{n+1}$ with $v \not\leq w$. If $\text{in}(I_{n+1})|_{T_w}$ is monomial-free then $(v, w)$ is a compatible pair.

**Proof.** Note that if $t' = t$ then $(v, w)$ is compatible. Since $v \not\leq w$, we may assume that $t' < t$. We have that $\text{in}(I_{n+1})|_{T_w}$ is monomial-free, so by Lemma 4.3, we have that $\text{in}(I_{n})|_{T_w}$ is monomial-free. We prove that if $(v, w) \in S_{n+1} \times S_{n+1}$ is not compatible and $v < w$ then $\text{in}(I_{n+1})|_{T_w}$ contains a monomial. Let $v_t = n - 1 = w_{v_t}$.

**Case 1.** Assume that $t < s'$. By compatibility we have $t' \leq t < s' \leq s$. Suppose that $s' = s$ and $\ell' > s$. Let

$$I = \{w_1, \ldots, w_{s'}\} = \{i_1 < i_2 < \cdots < i_{s'-2} < n < n + 1\}, \quad J = \{i_1 < \cdots < i_{s'-3} < n - 1\}.\)$$

Note that $v \not\leq w$ and $s = s' < \ell'$ therefore $i_{s'-2} < n - 1$. And so we have $v \not\leq I, J \leq w$. Let

$$I' = \{i_1 < \cdots < i_{s'-3} < n - 1 < n < n + 1\}, \quad J' = \{i_1 < \cdots < i_{s'-2}\}.$$
By construction it is clear that $P_I P_J - P_{I'} P_{J'}$ is a binomial in $\text{in}(I_{n+1})$. Since $n - 1 \notin \{w_1, \ldots, w_s\}$, it follows that $I' \notin w$. And so $P_I P_J$ is a monomial in $\text{in}(I_{n+1})|_{T_w}$. So we may now assume that either $\ell' \leq s$ or $s' < s$. However, if $s' < s$ then, by induction, we have $\ell' \leq s$. So we assume $\ell' \leq s$.

**Case 1.1.** Let $\ell' > s'$. Since $t' \leq t < s'$ and $t' \neq t$, we have $t' < s' - 1$. Take

$$I = (w_1, \ldots, w_s)^\dagger, \quad J = \begin{cases} (w_1, \ldots, w_{t'}, w_{t'}^1) & \text{if } t' > 1, \\ w_{t'} & \text{if } t' = 1, \end{cases}$$

$$I' = \begin{cases} (w_1, \ldots, w_{t'}, w_{t'}, w_{t'+2}, \ldots, w_{s'}) & \text{if } t' > 1, \\ (w_{t'}^{1}, w_{t'}, w_{t'+2}, \ldots, w_{s'}) & \text{if } t' = 1, \end{cases}$$

$$J' = \begin{cases} (w_1, \ldots, w_{t'}, w_{t'+1}) & \text{if } t' > 1, \\ w_{t'+1} & \text{if } t' = 1. \end{cases}$$

It is clear from the construction that $P_I P_J - P_{I'} P_{J'}$ is a binomial in $\text{in}(I_{n+1})$ and $v \leq I, J \leq w$. So $P_I P_J$ does not vanish in $\text{in}(I_{n+1})|_{T_w}$. Since $I' \notin w$, then $P_{I'}$ vanishes in $\text{in}(I_{n+1})|_{T_w}$. Therefore, $P_I P_J$ is a monomial in $\text{in}(I_{n+1})|_{T_w}$.

**Case 1.2.** Let $\ell' < s'$. Let $k = \max\{\ell', t\}$ and $v_r = \max\{v_i : 1 \leq i \leq k, i \neq t\}$. Now define

$$I = (v_1, \ldots, v_k)^\dagger, \quad J = (v_1, \ldots, v_{r-1}, v_{r+1}, \ldots, v_{k-1}, n-1)^\dagger,$$

$$I' = (v_1, \ldots, v_{r-1}, v_{r+1}, \ldots, v_{k-1})^\dagger \quad \text{and} \quad J' = (v_1, \ldots, v_{k-1})^\dagger$$

Consider the tableaux for $P_I P_J$ and $P_{I'} P_{J'}$. Note that all rows are the same except for the $(k-1)^{th}$ row, and in this row we interchange $n-1$ and $v_r$. Since $k < s' \leq s$, $n-1 \notin I$ and $P_I P_J - P_{I'} P_{J'}$ is a binomial in $\text{in}(I_{n+1})$, it follows that $v \leq I, J \leq w$ and so $P_I P_J$ does not vanish in $\text{in}(I_{n+1})|_{T_w}$. Since $k < s'$ and $n-1 \in I'$, we see that $I' \notin w$. So $P_{I'}$ vanishes in $\text{in}(I_{n+1})|_{T_w}$.

**Case 2.** Assume that $t' > s$. Then we have $t \geq t' > s \geq s'$. Let $v_r = \max\{v_i : 1 \leq i \leq t', i \neq s\}$. We define

$$I = \begin{cases} (v_1, \ldots, v_{s-1}, n+1, v_{s+1}, \ldots, v_{t'})^\dagger & \text{if } s > 1, \\ (n+1, v_{s+1}, \ldots, v_{t'})^\dagger & \text{if } s = 1, \end{cases} \quad J = (v_1, \ldots, v_{t'-1})^\dagger,$$

$$I' = (v_1, \ldots, v_{r-1}, v_{r+1}, \ldots, v_{n+1})^\dagger \quad \text{and} \quad J' = \begin{cases} (v_1, \ldots, v_{s-1}, v_{s+1}, \ldots, v_{t'-1}, v_{t'})^\dagger & \text{if } s > 1, \\ (v_{s+1}, \ldots, v_{t'-1}, v_{t'})^\dagger & \text{if } s = 1. \end{cases}$$

By construction, $P_I P_J - P_{I'} P_{J'}$ is a binomial in $\text{in}(I_{n+1})$. Since $n-1, n \notin J'$ and $t' > s$, we have $v \notin J'$ and $P_I P_J$ is a monomial in $\text{in}(I_{n+1})|_{T_w}$.

**Case 3.** Assume that there exists $t' \leq k < t$ such that $v_k > v_{k+1}$. We take

$$I = \begin{cases} (v_1, \ldots, v_{k-1}, v_{k+1}, n)^\dagger & \text{if } k > 1, \\ (v_{k+1}, n)^\dagger & \text{if } k = 1, \end{cases} \quad J = (v_1, \ldots, v_k)^\dagger,$$
\[ I' = \begin{cases} (v_1, \ldots, v_k, n) & \text{if } k > 1, \\ (v_k, n) & \text{if } k = 1, \end{cases} \] and \[ J' = (v_1, \ldots, v_{k-1}, v_{k+1}) \].

Then \( P_I P_J - P_{I'} P_{J'} \) is a binomial in \( \text{in}(I_{n+1}) \). Since \( v_{k+1} > v_k \), we have \( v \leq I, J \) and \( v \notin J' \).

Now we show that \( I \leq w \). Since \( v \leq w \) and \( v_{k+1} > v_k \), we have
\[
(v_1, v_2, \ldots, v_{k-1}, v_{k+1}) \leq (w_1, \ldots, w_{t'-1}, w_{t'+1}, \ldots, w_k, w_{k+1}) \].
Then \((v_1, v_2, \ldots, v_{k-1}, v_{k+1}, n) \leq (w_1, \ldots, w_{k+1}) \). Then we see that \( P_I P_J \) is non-zero and \( P_{J'} \) vanishes in \( \text{in}(I_n)|_{T_w} \). Hence, \( P_I P_J \) is a monomial in \( \text{in}(I_{n+1})|_{T_w} \).

**Case 4.** Assume that there exists \( t' < k \leq t \) with \( w_k < w_{k+1} \). In this case, we choose:
\[
I = (w_1, \ldots, w_k) \quad \text{and} \quad J = \begin{cases} (w_1, \ldots, w_{t'-1}, w_{t'+1}, \ldots, w_{k-1}, w_{k+1}) & \text{if } t' > 1, \\ (w_2, \ldots, w_{k+1}) & \text{if } t' = 1, \end{cases}
\]
\[
I' = (w_1, \ldots, w_{k-1}, w_{k+1}) \quad \text{and} \quad J' = \begin{cases} (w_1, \ldots, w_{t'-1}, w_{t'+1}, \ldots, w_{k-1}, w_k) & \text{if } t' > 1, \\ (w_2, \ldots, w_{k-1}, w_k) & \text{if } t' = 1. \end{cases}
\]

It is easy to see that \( P_I P_J - P_{I'} P_{J'} \) is a binomial in \( \text{in}(I_{n+1}) \). Since \( w_k < w_{k+1} \), we have \( v \leq I \leq w \) and \( J \leq w \). Now we show that \( v \leq J \). Since \( v \leq w \) and \( w_{k+1} > w_k \), we have \((v_1, v_2, \ldots, v_{k-1}) \leq (w_1, \ldots, w_{t'-1}, w_{t'+1}, \ldots, w_{k-1}, w_{k+1}) \). Note that \( P_I P_J \) is non-zero and \( P_{J'} \) vanishes in \( \text{in}(I_{n+1})|_{T_w} \). Then \( P_I P_J \) is a monomial in \( \text{in}(I_{n+1})|_{T_w} \).

Hence, we conclude that if \((v, w)\) is not compatible, then \((v, w) \notin T_{n+1} \), as desired. \(\square\)

**Lemma 4.5.** Let \( v, w \in S_{n+1} \). If \( \text{in}(I_n)|_{T_w} \) is monomial-free and \((v, w)\) is a compatible pair then \( \text{in}(I_{n+1})|_{T_w} \) is monomial-free.

**Proof.** We proceed by double induction, first on \( n \) and secondly on the dimension of the Richardson variety. By Lemma 4.4, we may assume that for all \( v, w \in S_k \) where \( k \leq n \) we have \( \text{in}(I_k)|_{T_w} \) is monomial-free if and only if \((v, w)\) is a compatible pair and \( \text{in}(I_{k-1})|_{T_w} \) is monomial-free. Fix \( v, w \in S_{n+1} \) and let \( P_I P_J - P_{I'} P_{J'} \) be a binomial in the ideal \( \text{in}(I_{n+1}) \) and assume that \( P_I P_J \) does not vanish in \( \text{in}(I_{n+1})|_{T_w} \). Without loss of generality we assume that \( |I| = |I'| \geq |J| = |J'| \). We will show that \( P_I P_J \) does not vanish in \( \text{in}(I_{n+1})|_{T_w} \) by taking cases on \( t, t' \).

**Case 1.** Assume that \( t, t' \) both lie in one of the following sets: \( \{1, \ldots, |J|\}, \{|J|+1, \ldots, |J|+1\} \) or \( \{|J|+1, \ldots, n+1\} \). For each of these cases we deduce immediately which sets \( I, I', J, J' \) contain \( n+1 \). By removing \( n+1 \) from these sets we obtain \( I, I', J, J' \). We have that \( P_I P_J \) is a binomial in \( \text{in}(I_n) \). Since \( P_I P_J \) does not vanish in \( \text{in}(I_{n+1})|_{T_w} \), by construction we have that \( P_{I'} P_{J'} \) does not vanish in \( \text{in}(I_n)|_{T_w} \). Since \( (v, w) \in T_n \) we have that \( P_{I'} P_{J'} \) does not vanish in \( \text{in}(I_{n+1})|_{T_w} \). By construction it follows that \( P_I P_J \) does not vanish in \( \text{in}(I_{n+1})|_{T_w} \).

**Case 2.** Assume that \( t' \in \{|J|+1, \ldots, |J|+1\} \) and \( t \in \{|J|+1, \ldots, n+1\} \).

**Case 2.1** Assume that \( n+1 \in I \). By Case i. of the claim on page 14, we have that \( v' = (v_1, \ldots, v_{t-2}, v_t, v_{t-1}, v_{t+1}, \ldots, v_{n+1}) \leq I \). Since \( |J| < |I| \) we have \( v' \leq J \). By Lemma 3.11
we have that \((v', w) \in T_{n+1}\) and so by induction on the dimension \(P_I P_{J'}\) does not vanish in \(\text{in}(I_{n+1})|T_{n+1}'\). Therefore, \(v < v' \leq I', J' \leq w\) and so \(P_I P_{J'}\) does not vanish in \(\text{in}(I_{n+1})|T_{n+1}'\).

**Case 2.2** Assume that \(n+1 \notin I\). By Case ii. of the claim on page 14, we have that \(I \leq w' = (w_1, \ldots, w_{r'-1}, w_{r'+1}, w_{r'}, v_{r+1}, \ldots, w_{n+1})\). Since \(|J| < |I|\) we have \(J \leq w'\). By Lemma 3.11 we have that \((v, w') \in T_{n+1}\) and so by induction on the dimension \(P_I P_{J'}\) does not vanish in \(\text{in}(I_{n+1})|T_{n+1}'\). Therefore, \(v \leq I', J' \leq w' < w\) and so \(P_I P_{J'}\) does not vanish in \(\text{in}(I_{n+1})|T_{n+1}'\).

**Case 3.** Assume that \(t' \in \{1, \ldots, |J|\}\) and \(t \in \{|J| + 1, \ldots, |I|\}\). This case is identical to Case 2, where we can use a similar argument to show that either \(v' \leq J\) if \(n+1 \in J\) or \(J \leq w'\) if \(n+1 \notin J\).

**Case 4.** Assume that \(t' \in \{1, \ldots, |J|\}\) and \(t \in \{|J| + 1, \ldots, n+1\}\). If \(t' < |J|\) or \(t > |I| + 1\) then we can use the construction of \(v', w'\) as above and conclude the result by induction on the dimension of \(X^w_0\). So we may assume that \(t' = |J|\) and \(t = |I| + 1\). In this case we write \(I = \{i_1 < \cdots < i_{|I|}\}\) and \(J = \{j_1 < \cdots < j_{|J|}\}\).

Let \((v, w)'_t\) be the maximum block of \((v, w)\). Then we have by Proposition 3.9 that \(v_1 < \cdots < v_t = n+1\) and by Proposition 3.7 we have \(v_k < v_i\) for all \(k < i\). Since \(t' = |J|\) it follows that \(i \leq |J|\). And so ordering the first \(t\) elements of \(v\) we get

\[
\{v_1, \ldots, v_t\} = \{\tilde{v}_1 < \cdots < \tilde{v}_t\} = \{\tilde{v}_1 < \cdots < \tilde{v}_{t-1} < v_1 < \cdots < v_t\}.
\]

And so for all \(k\) we have \(\tilde{v}_k \leq i_k\) and \(\tilde{v}_k \leq j_k\), i.e. the ordering of the first \(|I|\) elements of \(v\) coincides with ordering of the first \(|J|\) elements of \(v\). Since the tableaux representing \(P_I P_J\) and \(P_{I'} P_{J'}\) are row-wise equal, it follows that \(v \leq I'\) and \(v \leq J'\).

Next we show that \(I' \leq w\) and \(J' \leq w\). By Proposition 3.9 we have \(w_1 > \cdots > w_j\) and by Proposition 3.7 we have that \(w_k < w_j\) for all \(k > j\).

**Claim.** For any \(K \subseteq [n+1]\): \(K \leq w\) if and only if \(K^c := [n+1] \setminus K \geq ww_0 = (w_{n+1}, w_n, \ldots, w_1)\).

To prove the claim, it is an easy observation that \(K \leq w\) if and only if \((K^\dagger, (K^c)^\dagger) \leq w\). Then \((K^\dagger, (K^c)^\dagger) \leq w\) if and only if \((K^\dagger, (K^c)^\dagger)w_0 \geq ww_0\). Explicitly we have \((K^\dagger, (K^c)^\dagger)w_0 = ((K^c)^\dagger, K^\dagger)\). And so \((K^\dagger, (K^c)^\dagger)w_0 \geq ww_0\) if and only if \(K^c \geq ww_0\). This completes the proof of the claim.

Since the tableaux representing \(P_I P_J\) and \(P_{I'} P_{J'}\) are row-wise equal, it follows that the tableaux representing \(P_{I_c} P_{J_c}\) and \(P_{I'_c} P_{J'_c}\) are also row-wise equal. By the claim above we have that \(ww_0 \leq I_{c}c\) and \(ww_0 \leq J_{c}c\). And so we have \(I' \leq w\) and \(J' \leq w\).

\[\square\]

### 5 Toric degenerations

Recall the ideals in \(\text{in}(I_n)|T_{n+1}'\), \(\text{in}(I(X^w_n))\) and \(\ker(\phi_n|_w)\) from Sections 2.4 and 2.5. In this section, we will study the relationships between these ideals with the goal of understanding the initial ideal in \(\text{in}(I(X^w_n))\). When this ideal is toric, we obtain a toric degeneration of the Richardson variety \(X^w_n\) inside the flag variety. We recall, by Theorem 2.3, that the initial ideal in \(I_n\) is quadratically generated and is the kernel of the monomial map \(\phi_n\) in (2.4). We will see that if
the ideal \( \text{in}(I_n)|_{T^v_w} \) is monomial-free then \( \text{in}(I(X^v_w)) \) is quadratically generated. Furthermore, we prove that if \( \text{in}(I_n)|_{T^v_w} \) is monomial-free then \( \text{in}(I_n)|_{T^v_w} = \text{in}(I(X^v_w)) \) and \( \text{in}(I_n)|_{T^v_w} \) is a toric ideal. We prove this by showing that if \( \text{in}(I_n)|_{T^v_w} \) is monomial-free then it is equal to the ideal \( \ker(\phi_n|_{T^v_w}) \).

**Lemma 5.1.** We have the following:

(i) The ideal \( \text{in}(I_n)|_{T^v_w} \) is monomial-free if and only if it coincide with \( \ker(\phi_n|_{T^v_w}) \).

(ii) \( \text{in}(I_n)|_{T^v_w} \subseteq \text{in}(I(X^v_w)) \).

**Proof.** By Theorem 2.3, there exists a set \( G \) of quadratic binomials which generate the initial ideal \( \text{in}(I_n) \) and by Lemma 2.4(ii), the ideal \( \text{in}(I_n)|_{T^v_w} \) is generated by \( G|_{T^v_w} \). See (2.6).

(i) First note that \( \phi_n|_{T^v_w} \) is a monomial map, hence its kernel does not contain any monomials. So, if the ideal \( \text{in}(I_n)|_{T^v_w} \) contains a monomial then it is not equal to \( \ker(\phi_n|_{T^v_w}) \). Now assume that the ideal \( \text{in}(I_n)|_{T^v_w} \) does not contain any monomials, therefore the set \( G|_{T^v_w} \) does not contain any monomials. Since all binomials \( m_1 - m_2 \in G|_{T^v_w} \) lie in \( \text{in}(I_n) \) and contain only the non-vanishing Plücker variables \( P_J \) for \( J \in T^v_w \), therefore \( m_1 - m_2 \in \ker(\phi_n|_{T^v_w}) \). And so we have \( \text{in}(I_n)|_{T^v_w} \subseteq \ker(\phi_n|_{T^v_w}) \). Thus the proof of (i) follows.

(ii) Since \( \text{in}(I_n)|_{T^v_w} = \langle G|_{T^v_w} \rangle \), we take \( \tilde{g} \in G|_{T^v_w} \). So we have that \( g \in G \) and there exists \( f \in I(X^v_w) \) such that \( \text{in}(f) = g \). The terms of \( \tilde{g} \) are precisely the non-vanishing terms of the initial terms of \( f \). Therefore, \( \tilde{g} = \text{in}(\tilde{f}) \in \text{in}(I(X^v_w)) \). This completes the proof of lemma.

**Theorem 5.2.** If the ideal \( \text{in}(I_n)|_{T^v_w} \) is monomial-free, then \( \text{in}(I(X^v_w)) \) is a toric ideal and it provides a toric degeneration of the Richardson variety \( X^v_w \).

**Proof.** Let us consider \( M \subseteq R := \mathbb{K}[P_J : J \in T^v_w] \) be a collection of monomials which are linearly independent in \( R/\text{in}(I(X^v_w)) \). If the image of \( M \) in \( R/\text{in}(I_n)|_{T^v_w} \) is a linearly dependent subset, then we have \( \sum_{m \in M} c_mm \in \text{in}(I_n)|_{T^v_w} \) for some \( c_m \in \mathbb{K} \). So by Lemma 5.1 we have \( \sum_{m \in M} c_mm \in \text{in}(I(X^v_w)) \), and so the image of \( M \) in \( R/\text{in}(I(X^v_w)) \) is linearly dependent, a contradiction. Moreover, since \( \text{in}(I_n)|_{T^v_w} \) is monomial-free we have that \( \text{in}(I_n)|_{T^v_w} = \ker(\phi_n|_{T^v_w}) \). Hence, for all \( d \geq 1 \), any standard monomial basis for \( R/\text{in}(I(X^v_w)) \) of degree \( d \) is linearly independent in \( R/\text{in}(I_n)|_{T^v_w} = R/\ker(\phi_n|_{T^v_w}) \). Note that \( \ker(\phi_n|_{T^v_w}) \) is generated by binomials which correspond to pairs of row-wise equal tableaux, whose columns \( I \) satisfy \( v \leq I \leq w \). It is easy to see that every tableau is row-wise equal to a unique semi-standard Young tableau. Therefore, the semi-standard Young tableaux \( SSYT_d(v, w) \) form a monomial basis for the degree \( d \) part of \( R/\ker(\phi_n|_{T^v_w}) \).

Note that any Gröbner degeneration gives rise to a flat family, so the Hilbert polynomials of all fibers are identical. By Theorem 3.12, the semi-standard Young tableaux \( SSYT_d(v, w) \) form a standard monomial basis for \( R/\text{in}(I(X^v_w)) \). Thus, the dimension of the degree \( d \) part of \( R/\text{in}(I(X^v_w)) \) is equal to \( |SSYT_d(v, w)| \). And so \( \text{in}(I_n)|_{T^v_w} = \ker(\phi_n|_{T^v_w}) = \text{in}(I(X^v_w)) \).

**Remark 5.3.** Our methods can be used to produce other toric degenerations of Richardson varieties with respect to different weight vectors. For example, in [16], Kim considers a
weight on the polynomial ring $\mathbb{K}[x_{i,j}]$ such that the leading term of any minor $\varphi_n(P_J)$, see (2.1), is the antidiagonal term. Explicitly, if $M'$ is the weight on $\mathbb{K}[x_{i,j}]$ then

$$\text{in}_{M'}(\varphi_n(P_J)) = x_{1,j_1}x_{2,j_2-1}\cdots x_{i,j_i} \text{ for every } J = \{j_1 < \cdots < j_i\}.$$  

We write $w_{M'}$ for the weight on the ring $\mathbb{K}[P_J : J \subseteq [n]]$ induced by $M'$. In [16], the pairs of permutations $(v,w)$ are labelled by collections of so-called pipe dreams. Each pair of reduced pipe dreams associated to $(v,w)$ gives rise to a face of the Gelfand-Tsetlin polytope. If $(v,w)$ is labelled by a unique pair of reduced pipe dreams, then the initial ideal $\text{in}_{w_{M'}}(I(X^v_w))$ is toric. However, if there are multiple pairs of reduced pipe dreams associated to $(v,w)$, then this method cannot differentiate between toric and non-toric initial ideals. For each $(v,w) \in S_4 \times S_4$ we have calculated the ideals $\text{in}_{w_{M'}}(I_4)|_{T^v_w}$. We have confirmed that Theorem 5.2 holds in all these cases, i.e. if $\text{in}_{w_{M'}}(I_4)|_{T^v_w}$ is monomial-free then the initial ideal $\text{in}_{w_{M'}}(I(X^v_w))$ is toric. Our calculations are displayed in Table 1. The symbol $*$ appears in the table beside pairs of permutations for which the description by pipe dreams does not determine whether the corresponding ideal is toric or non-toric.

In many cases, it is possible to give an explicit description of the polytopes associated to toric degenerations. Any toric variety whose ideal is of the form $\text{in}_{w_{M'}}(I(X^v_w))$, for some $v$ and $w$, is a toric subvariety of the toric variety associated to the Gelfand-Tsetlin polytope. Therefore, the toric polytope associated to $\text{in}_{w_{M'}}(I(X^v_w))$ is a face of the Gelfand-Tsetlin polytope. Suppose that $\text{in}_{w_{M'}}(I(X^v_w))$ is toric. On the one hand, if there is a unique pair of reduced pipe dreams associated to $(v,w)$, then this face of the Gelfand-Tsetlin polytope is determined uniquely and is described in terms of Gelfand-Tsetlin patterns in [16]. On the other hand, if there does not exist a unique pair of pipe dreams associated to $(v,w)$, then determining the face of the Gelfand-Tsetlin polytope is a difficult computational task.

Computing polytopes of toric degenerations of the flag variety $Fl_n$ for large $n$ is already very difficult. For example, all toric degenerations via Gröbner degenerations have been calculated up to $Fl_5$, see [2]. One approach to understand these toric polytopes, and by extension their faces, is to first consider the Grassmannian and its toric degenerations studied in [7, 3]. The vertices of the corresponding toric polytopes can be read directly from the monomial map, analogous to (2.4). In [6], the authors study these polytopes using combinatorial mutations which preserve many important properties of the polytope, such as its Ehrhart function. However, in the forthcoming work [5, 10], the authors note that the monomial map (2.4) does not immediately give rise to the toric polytope. Instead, they give a combinatorial analogue to: embedding products of projective varieties into higher dimensional projective spaces, for polytopes. We give an example of this procedure below.

**Example 5.4.** Let $v = (2, 3, 4, 1)$ and $w = (4, 2, 3, 1)$. Let us consider the antidiagonal term order from Remark 5.3. We have that $((2, 3, 4, 1), (4, 2, 3, 1))$ is contained in Table 1, and so the Richardson variety $X^v_w$ degenerates to a toric variety, which we will call $T$. However, the entry has an asterisk beside it in Table 1, so it is not possible to immediately determine the polytope associated to this degeneration of $X^v_w$ using pipe dreams from [16]. Let us calculate the polytope associated to this degeneration following [5, 10].

22
Table 1: The list of pairs of permutations $(v, w)$ leading to toric degenerations of $X_w^r$ with respect to the antidiagonal term order in $F_{l_4}$.

Recall that, via the Plücker embedding, the Flag variety $F_{l_4}$ is a subvariety of the product of projective spaces $P^3 \times P^5 \times P^3$. The coordinates for each projective space are $P_I$ where $I \subseteq [n]$ is a fixed size. For instance $[P_1, P_2, P_3, P_4]$ are the homogeneous coordinates for the first copy of $P^3$. The Richardson variety $X_w^r$ and its toric degeneration $T$ naturally live in the product of projective spaces $P^2 \times P^1 \times P^0$, with coordinates given by the non-vanishing variables which are $[P_2, P_3, P_4], [P_23, P_24]$ and $[P_{234}]$, respectively. The ideal of $T \subseteq P^2 \times P^1 \times P^0$ is the kernel of the monomial map $\varphi_4$, see Remark 5.3, restricted to the non-vanishing variables. We can write $\varphi_4$ as the following integer matrix, note that only the non-zero rows are included:

$$
A = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
$$

The image of $P^2 \times P^1 \times P^0$ under the Segre embedding is a toric subvariety $Y \subseteq P^5$. We label the coordinates for $P^5$ by the corresponding products of variables: $P_2P_{23}P_{234}, P_2P_{24}P_{234}$ and so on. The monomial map, with matrix $S$, associated to $Y$ sends each coordinate of $P^5$ to the product of Plücker variables which it is indexed by. Explicitly, the columns of $S$ are the
exponent vectors of the products of variables:

\[
S = \begin{pmatrix}
P_2 & P_2P_3P_{234} & P_2P_4P_{234} & P_3P_3P_{234} & P_3P_4P_{234} & P_4P_3P_{234} & P_4P_4P_{234} \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

Consider the image of \( T \) under the Segre embedding. The ideal of \( T \) embedded in \( \mathbb{P}^5 \) is the kernel of the following monomial map, whose matrix is the product of \( A \) and \( S \):

\[
AS = \begin{pmatrix}
x_2 & x_3 & x_4 & y_2 & y_3 & z_2 \\
1 & 1 & 2 & 1 & 1 & 1 \\
1 & 2 & 1 & 2 & 2 & 3 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

The polytope \( P \) corresponding to this toric variety is the convex hull of the columns of \( AS \). It is easy to see that \( P \) is 2-dimensional by projecting it to the coordinates indexed by \( x_2, x_3 \) and \( x_4 \). Moreover, \( P \) lives in the 2-dimensional affine subspace \( \{(i, j, k) : i + j + k = 3\} \). See Figure 1.
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