Abstract—Knowledge Distillation is a technique which aims to utilize dark knowledge to compress and transfer information from a vast, well-trained neural network (teacher model) to a smaller, less capable neural network (student model) with improved inference efficiency. This approach of distilling knowledge has gained popularity as a result of the prohibitively complicated nature of such cumbersome models for deployment on edge computing devices. Generally, the teacher models used to teach smaller student models are cumbersome in nature and expensive to train. To eliminate the necessity for a cumbersome teacher model completely, we propose a simple yet effective knowledge distillation framework that we termed Dynamic Rectification Knowledge Distillation (DR-KD). Our method transforms the student into its own teacher, and if the self-teacher makes wrong predictions while distilling information, the error is rectified prior to the knowledge being distilled. Specifically, the teacher targets are dynamically tweaked by the agency of ground-truth while distilling the knowledge gained from traditional training. Our proposed DR-KD performs remarkably well in the absence of a sophisticated cumbersome teacher model and achieves comparable performance to existing state-of-the-art teacher-free knowledge distillation frameworks when implemented by a low-cost dynamic mannered teacher. Our approach is all-encompassing and can be utilized for any deep neural network training that requires categorization or object recognition. DR-KD enhances the test accuracy on Tiny ImageNet by 2.65% over prominent baseline models, which is significantly better than any other knowledge distillation approach while requiring no additional training costs.

I. INTRODUCTION

Deep learning techniques [1] are used to construct feature hierarchies by linking higher-level features with lower-level features. It is called “deep” since it comprises multiple steps in the object identification process, all of which are covered during training. Convolutional Neural Network (CNN) [2] models are a subclass of deep learning models that are used to process tasks such as image classification, image segmentation, object recognition, and natural language processing. Consequently, CNN models have been widely accessible in recent years across a growing number of applications [3]. These CNN models demand high efficiency and low latency, with the added requirement to be installed on edge devices.

Edge devices implement edge computing which is a distributed information technology network design that allows mobile computing for locally generated data. Rather than transferring data across the internet to a server for computation, applications compute inputs and operate inside the device itself through the use of a “small network” [4].

For example, the rapid expansion of self-driving cars which create a great deal of user data, and patients’ personal medical data are regarded to be sensitive pieces of information to be transmitted via the internet owing to the danger of breach. In this environment, edge computing obviates the need for long-distance communication between the client and server, resulting in reduced latency and bandwidth consumption. Subsequently, the speed of computation is as important as the accuracy [5].

Fig. 1. Assume that the input to both of the teacher models in (a) and (b) is the image of a snake. As shown in (a), the teacher model can distill incorrect knowledge to the student model. As seen in (b), the DR-KD technique enables the rectification of incorrect knowledge prior to the knowledge distillation process.

A lot of research has concentrated on compressing large models into smaller ones. These studies have resulted in the development of compact models with little to no performance degradation, cited as Deep Model Compression [6]. Model compression approaches like Knowledge Distillation[7], which condense the knowledge of a big complicated model (teacher) and pass it on to train a smaller network (student) to match the output, may be used to meet the accuracy, handle latency and computing requirements.
at the inference time. The student network is trained to match the prediction of the cumbersome network as well as the distribution of the teacher’s network. As a result, the performance of the student model may greatly improve, and may even surpass that of the teacher [8].

However, the primary concern surrounding traditional state-of-the-art knowledge distillation is the inability to develop and train high-performing teacher models. Another limitation is the student model’s inability to assimilate all information from the teacher model, which means that high-performing student models with performance equivalent to the teacher model are exceptional.

In this paper, we proposed a knowledge distillation framework which we termed Dynamic Rectification Knowledge Distillation (DR-KD) (shown in Fig. 2) to address the drawbacks of traditional distillation techniques and to facilitate the development of an efficient yet highly accurate model. Instead of training a large teacher model and then distilling information from it to the student model, we propose a novel knowledge distillation framework in which training takes place directly on the student model which acts as its own teacher model. However, in this case, we require the teacher to ensure that the knowledge it distills is always accurate using a rectification method. (shown in Fig. 1). This framework requires significantly less training time and resource compared to the traditional student-teacher setup. Our remarkable finding is that the performance of our poorly trained yet rectified teacher model exceeds the performance of a vast highly-trained teacher model by a significant margin. For instance, traditional distillation achieved a test accuracy of 56.70% on Tiny ImageNet when the teacher was ResNet18 (with 11M parameters)[9] and the student was MobileNetV2 (with 3.4M parameters)[10]. In contrast, utilizing our technique, MobileNetV2 acts as its own teacher and distills accurate knowledge, achieving a test accuracy of 57.71% for the same dataset, which is a 2.65% performance increase over traditional distillation.

In summary, this study makes the following significant contributions:

- Our strategy obviates the requirement of ensemble or large model training for teacher models, since a single efficient model may be taught to act as its own teacher. That being the case, substantial training time and computing resources are not required, which is beneficial for real-time data processing and deployment of edge devices.
- DR-KD ensures that the teacher never distills incorrect knowledge. This arrangement outperformed the state-of-the-art knowledge distillation techniques available.
- DR-KD significantly increases classification task performance without sacrificing response time.
- Our proposed framework for knowledge-distillation is platform agnostic. As a result, it may be used in any deep learning pipeline without requiring large modifications.

The rest of the paper is structured as follows: Section II addresses similar studies in this field of research. Section III delves into the methodological underpinnings of our suggested technique. Section IV is devoted to elucidating the aspects involved in our research methodology. Section V describes the
experimental setup for the tests that we conducted. Section VI discusses our results and performance comparisons. Finally, section VII concludes the paper.

II. RELATED WORKS

Caruana used the term “model compression” to refer to a strategy for training fast, compact models to replicate high-performing but slow and colossal models with minimal performance loss [11]. This idea acquired considerable popularity in subsequent years [12], most notably via the work of Hinton [7], whose work is critical to the development of our method. As a result, it is covered in greater depth in Section (III-A).

Romero et al. introduced FitNet, which included the notion of hint learning, with the goal of minimizing the gap between students’ and teachers’ feature maps [13].

Xu Lan et al. presented a knowledge distillation approach called Self-Referenced Deep Learning (SRDL) [14] which returns the information collected by the in-training target model to itself in order to regularize the future learning procedure. In comparison to previous knowledge distillation strategies, this one eliminates the need to train a large teacher model and enhances model generalization performance at a low extra computational cost.

Zhang et al. described a novel training approach called self distillation [15] that, in comparison to previous distillation methods, removes the need for an extra teacher. Their solution employs an adaptive depth architecture to enable run-time time-accuracy trade-offs. In this study, the authors established their method’s superiority over deep supervised networks and prior distillation techniques.

Yang et al. presented a framework named Snapshot Distillation (SD) [16] as a subset of self-distillation. To facilitate a supervised training process inside the same network, information from the network’s earlier epochs (teacher) is transmitted to the network’s later epochs (student). This framework achieves the previously unchecked goal of teacher-student (T-S) optimization in a single generation.

Hou et al. demonstrated that their Self-Attention Distillation (SAD) method [17] had the potential to significantly boost the visual attention of various layers in diverse networks. They used this method for a lane detection network to enhance its own representation learning without the requirement for extra labels or external supervision and without increasing the base model’s inference time.

Phuong and Lampert presented a distillation-based training technique [18] for reducing inference time via the early exit layer, in which the early exit layer seeks to mimic the output of the later exit layer during training. This proved to be a simple architecture-independent method for multi-exit image classification. It significantly outperforms the state-of-the-art training approach, particularly in contexts with limited data or weak computational resources.

Lee et al. presented a self-distillation technique to be used for data augmentation [19]. The authors outlined a straightforward yet effective method in which the augmentation’s self-knowledge is distilled into the model itself and the model is trained to predict both the label for the original problem and the kind of transformation concurrently.

Zhang and Sabuncu re-examined the technique of multi generational self-distillation and empirically demonstrated that the performance improvement associated with multi generational self-distillation is associated with a growing diversity in teacher predictions [20].

III. METHODOLOGICAL BACKGROUND

In this section we explored, in detail, the studies that are most pertinent to our work. If the reader is familiar with this knowledge, they may proceed directly to Section IV.

A. Knowledge Distillation

Hinton [7] proposed knowledge distillation as a method for training a weak student to categorize targets defined by an ensemble or large teacher model. The fundamental idea behind this architecture was to distill knowledge from a pre-trained highly accurate teacher model into a smaller weak student model by leveraging the label probabilities produced by the teacher model as “soft targets”.

To keep things simple, we’ll refer to the teacher as model T and the student as model S. For an input image $x$, $O_t = T(x)$ and $O_s = S(x)$ where $O_t$ refers to teacher model’s output score and $O_s$ refers to the student models output score. Both $O_t$ and $O_s$ are then softened using a modified softmax($\sigma$) [21] with a new hyper-parameter $\tau$ called temperature shown in equation (1).

$$\sigma(z_k, \tau) = \frac{e^{z_k \tau}}{\sum_{m=1}^{n} e^{z_m \tau}} \text{ for } k = 1, 2, ... n$$ (1)

Following which, the softened $O_t$ becomes $O^*_t$ and the softened $O_s$ becomes $O^*_s$. Afterwards, using $O^*_t$ and $O^*_s$, the Kullback–Leibler Divergence (KLD) is calculated. [22]. This KLD distance is then combined with the cross-entropy [23] loss of the student model to mimic the teacher by means of minimizing the overall loss shown in equation (2).

$$L_{kd} = (1 - \alpha) CE(\sigma(O_s, 1), Y) + \alpha KLD(O^*_t, O^*_s)$$ (2)

Here, CE stands for cross-entropy, KLD is for KL divergence, $\alpha$ is a hyper-parameter and $Y$ is the one hot encoded ground truth.

B. Teacher Free knowledge Distillation

The primary challenge with conventional knowledge distillation is training a cumbersome model to create resource- and time-intensive teacher models. To circumvent this constraint, research in the area of Teacher Free Knowledge Distillation has seen some interest [24]. The concept of this framework was motivated by two further novel experiments conducted by the authors. The first experiment established that a poorly trained teacher model may enhance the performance of a student model, which they termed Defective Knowledge Distillation (De-KD). The second experiment established that a student model can distill knowledge back to a teacher model in

\[ W^{\text{kd}} = \mathbb{E}_{x \sim D} [\mathbb{E}_{t \sim D} [L_{kd}[t, s]]] \]

where $D$ is the training dataset, $L_{kd}$ is the loss function, $t$ is the teacher model, and $s$ is the student model.
order to enhance its performance, which they termed Reversed Knowledge Distillation (Re-KD). By examining the results of these two experiments, the researchers demonstrated that a student model may improve its performance without the assistance of a teacher model completely, which they termed Teacher Free Knowledge Distillation (TF-KD) [24]. The first TF-KD approach is referred to as “Self-Training Knowledge Distillation” or TF-KD_self. As the authors explain in their study, a student may teach a teacher, and a poorly trained teacher can benefit a student as well. The authors devised this strategy in response to the absence of a large teacher model. They trained a model with the configuration of student $S$ over a certain number of epochs using cross-entropy loss to build a pre-trained self-teacher model that was then utilized as the weak teacher $S_t$ in order to distill knowledge to the student $S$ using soft target transfer. In their experiment, the authors employed Hinton’s[7] knowledge distillation setup, including the loss function, described in section (III-A), but they substituted the cumbersome teacher $T$ with $S_t$. This means the output scores $O_t = S_t(x)$ instead of coming from $T$. Meaning now $O_t = \sigma(S_t(x), \tau)$, that is the KL divergence term learns from the weak teacher.

IV. Dynamic Rectification Knowledge Distillation

When a small model is trained to generate a teacher model, it may misclassify samples if it is under-trained. If this configuration is maintained and the teacher model makes an inaccurate prediction, then the student model will be impacted by this erroneous data through the KL divergence component of the loss function mentioned in equation (2). If required, for instance, when the teacher makes an error, we suggest that information should be rectified prior to being provided to the student. This rectification process can take a number of different forms. In this paper, we propose a simple yet efficient rectification technique as proof of concept.

We maintained a comparable process to Hinton’s knowledge distillation framework where there is a teacher model whose knowledge will be distilled into the student. Also like TF-KD_self, we trained the student model $S$ conventionally to generate a pre-trained teacher model $S_t$. However, we have sought to improve performance of the teacher by correcting instances of incorrect predictions using a swapping method which we termed Dynamic Rectification (DR) shown in equation (3). Instead of using the teacher logits directly, we cross-checked the logits against the labels to determine whether the highest logit from the teacher’s prediction mapped to the label’s ground truth. If not, we used our DR function to swap the logits in order to distill the correct information as knowledge.

The concept behind the rectification process is as follows: if the highest logit in the $S_t$ model indicates an inaccurate class, we will swap the accurate class’s logit with the maximum logit of that inaccurate class. This will result in the accurate class indicating the highest logit. Using this strategy, the $S_t$ model will always be the better teacher and capable of performing effective knowledge distillation, while enabling the $S$ model to learn more effectively.

The output score of $S$ is $P_s$, and the output score of $S_t$ is $P_t$. $P_t$ is directly softened using the modified softmax (equation (1)) with temperature $\tau$ to generate $P^\tau_t = \sigma(P_t, \tau)$. However $P_t$ is first rectified through the rectification function in equation (3) to generate $P^\tau_{t, rect} = DR(P_t, Y)$. Here $Y$ is the one hot encoded ground truth, $j = \arg\max(Y)$ which is the index of the maximum value of $Y$. Similarly $l = \arg\max(P_t)$ which is the index of the maximum value of $P_t$. Later on the $P^\tau_{t, rect}$ is passed to the modified softmax with temperature $\tau$ to generate $P^\tau_{t, rect}$.

$$DR(P_t, Y) = \begin{cases} 
P_t = P_t & \text{if } j = l \\
h = P_t(j) & \text{if } j \neq l \\
\frac{h}{\sum_{j=1}^{C} e^{\tau P_t(j)}} & \text{if } j = l 
\end{cases} \quad (3)$$

Then $P^\tau_s$ and $P^\tau_{t, rect}$ are used to calculate the KL divergence. Later on this KL divergence is combined with the cross entropy loss to calculate the total weighted loss as shown in equation (4) where as before CE is cross entropy and $\alpha$ is hyperparameter to weight the different component of the loss

$$L_{DR-KD} = (1 - \alpha)CE(\sigma(P_s, 1, Y) + \alpha KLD(P^\tau_{t, rect}, P^\tau_s) \quad (4)$$

V. Experimental Setup

We conducted experiments to evaluate the performance of DR-KD on three major publicly available image classification datasets namely CIFAR-10 [25], CIFAR-100 [25] and Tiny ImageNet [26] and evaluated its performance. For our trials on the three datasets, we picked a total of six models named MobileNetV2, ShuffleNetV2 [27], ResNet18 [9], ResNet50 [28], GoogLeNet [29] and DenseNet121[30]. For fair comparability, we employed the same training environment as in TF-KD for all datasets. Table I shows the setup of hyperparameters for our experiments.

All experiments were done on Google Colab. The source code is made publicly available and can be accessed here^1.

| Dataset         | Model      | DR-KD         |
|-----------------|------------|---------------|
| CIFAR-10        | MobileNetV2 | $\tau=20, \alpha=0.95$ |
| CIFAR-100 &     | ShuffleNetV2 | $\tau=20, \alpha=0.95$ |
|                 | ResNet18   | $\tau=6, \alpha=0.95$ |
|                 | GoogLeNet  | $\tau=20, \alpha=0.40$ |
| Tiny-ImageNet   | MobileNetV2 | $\tau=20, \alpha=0.10$ |
|                 | ShuffleNetV2 | $\tau=20, \alpha=0.10$ |
|                 | ResNet50   | $\tau=20, \alpha=0.10$ |
|                 | DenseNet121| $\tau=20, \alpha=0.15$ |

^1https://github.com/Amik-TJ/dynamic_rectification_knowledge_distillation
VI. RESULTS

We compared DR-KD’s test accuracy with the following available knowledge distillation frameworks: Tf-KD$_{self}$, Teacher-free knowledge distillation via regularization (Tf-KD$_{reg}$), Label Smoothing Regularization (LSR) [31] [24], Normal KD [7]. The term “baseline” refers to traditional CNN training with just cross-entropy loss.

A. Experiment Results on CIFAR-10

CIFAR-10 contains 60000 units of RGB images of which, 50000 are allocated for training and the rest are allocated for testing. There are a total of 10 classes and each class contains 6000 images.

We built baseline models for CIFAR-10 by training the MobileNetV2, ShuffleNet, ResNet18, and GoogLeNet for 200 epochs so that we could utilize them as poorly trained teacher models. The batch size was 256 for MobileNetV2 and ShuffleNet and 128 for ResNet18 and GoogLeNet.

Table II shows that DR-KD surpassed all baseline scores by a fair margin and outperformed the other Knowledge Distillation techniques without any training required by the cumbersome model. For instance, performance of ShuffleNet increased by a noteworthy 1.3%. GoogLeNet, an ensemble model composed of 22 deep layers, increased its test accuracy from 95.15% to 95.63% with DR-KD.

Fig. 3 illustrates our models’ test accuracy. As it can be observed, DR-KD outperforms the baselines consistently. For instance, as a mobile-compatible model with 3.4M parameters, MobileNetV2 improves its baseline score from 90.72 to 91.77, which is a 1.16% gain.

B. Experiment Results on CIFAR-100

CIFAR-100 is comparable in size to CIFAR-10, with the exception that it has 100 classes. These classes each have 500 training images and 100 testing images.

Table IV shows that the 11M parameter containing Resnet18 outperforms baseline by 1.60% which is substantially greater than the other four Knowledge Distillation frameworks. Based on these results, it is evident that our technique works significantly better than the existing state-of-the-art knowledge distillation frameworks.

DR-KD’s performance markedly surpassed all of the benchmarks, including baseline, Tf-KD$_{self}$, Tf-KD$_{reg}$, LSR and Normal KD, as shown in Fig. 4. When applied to poorly trained teacher models, implementation of DR-KD resulted in a 3.28% performance improvement for MobileNetV2 shown in Fig. 5.

C. Experiment results on Tiny ImageNet

The final dataset that we used for our experiments was Tiny ImageNet, which is a 200-class subset of ImageNet. Out of a total of 110000 images, 100000 are in the training set and the remainder are in the test set.

On Tiny ImageNet, we trained MobileNetV2, ShuffleNetV2, ResNet50 and DenseNet121 with cross-entropy loss to generate the baseline models. The batch size is 64 for larger models namely ResNet50 and DenseNet121 and the batch size is 128...
for the other two small models. All of them are trained over a period of 200 epochs.

Table V shows the results of Baseline, DR-KD, TF-KD\textsubscript{off}, TF-KD\textsubscript{reg}, LSR, and Normal KD on Tiny-ImageNet. When compared to other Knowledge Distillation frameworks, DR-KD consistently and significantly improves the performance of all models. Among all the experiments, DR-KD’s notable attainment is for MobileNetV2 on Tiny ImageNet. The baseline accuracy for MobileNetV2 is 55.06% whereas DR-KD’s test accuracy is 57.71%. This indicates that DR-KD achieves an increment of 2.65% compared to 1.71% for TF-KD\textsubscript{off}, 1.41% for TF-KD\textsubscript{reg}, 1.18% for LSR and 1.64% for Normal KD. In terms of distilling knowledge to ShuffleNetV2, our rectified self-taught ShuffleNetV2 teacher model (with approximately 2M parameters) substantially outperforms the ResNet18 teacher model (with approximately 11M parameters).

We were unable to conduct any experiments on the ImageNet \cite{32} dataset due to lack of computational resources.

VII. Conclusion

Traditional knowledge distillation necessitates the training of a very large teacher model which may prove to be costly both in terms of processing time and money. There have been proposed approaches to self-distillation that totally eliminate the need for a teacher model, as well as approaches that train a poorly trained teacher which provide acceptable results. In this paper, we propose a novel method in which we take a low-resource weak teacher model and then process its outputs through a rectification mechanism to train the student model. To measure the efficacy of our method we evaluate the performance of six models on three datasets. We demonstrate that this very simple operation yields results which are significantly better than previously published studies. Most notably on Tiny ImageNet our DR-KD technique improves test accuracy by 2.65% and on CIFAR100 it exceeds the baseline accuracy by 3.28%. In addition to advancing technology, our work makes machine learning economically viable for the masses.
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\begin{table}[h]
\centering
\caption{Test accuracy on CIFAR-10, DR-KD improves performance of all four models by a significant margin. The values shown in bold are the best scores.}
\begin{tabular}{|c|c|c|c|c|}
\hline
Model & Baseline & DR-KD & Increment (DR-KD - Baseline) & Increment in % \\
\hline
MobileNetV2 & 90.72 & \textbf{91.77} & + 1.05 & 1.16% \\
ShuffleNetV2 & 91.55 & \textbf{92.74} & + 1.19 & 1.30% \\
ResNet18 & 94.96 & \textbf{95.30} & + 0.34 & 0.36% \\
GoogLeNet & 95.15 & \textbf{95.63} & + 0.48 & 0.50% \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Test accuracy on % on CIFAR-100. For each KD framework, the accuracy improvement was determined by subtracting the baseline performance from the framework’s performance score. The values shown in bold are the best scores.}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Model & DR-KD & TF-KD\textsubscript{off} & TF-KD\textsubscript{reg} & LSR & Normal KD & \reg\RF \\
\hline
MobileNetV2 & 3.28 & +2.50 & +0.94 & +2.67 & [ResNet18] \\
ShuffleNetV2 & +2.25 & +1.74 & +0.49 & +1.71 & [ResNet18] \\
ResNet18 & +1.60 & +1.49 & +1.39 & +1.19 & [ResNet50] \\
GoogLeNet & +1.53 & +1.45 & +0.92 & +1.39 & [ResNeXt29] \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Performance improvement in % on CIFAR-100. For each KD framework, the accuracy improvement was determined by subtracting the baseline performance from the framework’s performance score. The values shown in bold are the best scores.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Model & Baseline & DR-KD & TF-KD\textsubscript{off} & TF-KD\textsubscript{reg} & LSR & Normal KD \\
\hline
MobileNetV2 & 55.06 & 57.71 & 56.77 & 56.47 & 56.24 & 56.70 & +1.64 & [ResNet18] \\
ShuffleNetV2 & 60.51 & 68.35 & 68.18 & 67.92 & 67.63 & 68.23 & +0.76 & [DenseNet121] \\
ResNet50 & 70.34 & 71.66 & 71.47 & 71.19 & 70.96 & 71.55 & +0.68 & [ResNeXt29] \\
ShuffleNetV2 & 78.72 & 80.25 & 80.05 & 79.72 & 79.41 & 80.00 & +0.61 & [ResNeXt29] \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Tiny ImageNet results. Increased test accuracy above baseline is shown by the number in parenthesis.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Model & Baseline & DR-KD & TF-KD\textsubscript{off} & TF-KD\textsubscript{reg} & LSR & Normal KD \\
\hline
MobileNetV2 & 55.06 & 57.71 & 56.77 & 56.47 & 56.24 & 56.70 & +1.64 & [ResNet18] \\
ShuffleNetV2 & 60.51 & 68.35 & 68.18 & 67.92 & 67.63 & 68.23 & +0.76 & [DenseNet121] \\
ResNet50 & 70.34 & 71.66 & 71.47 & 71.19 & 70.96 & 71.55 & +0.68 & [ResNeXt29] \\
\hline
\end{tabular}
\end{table}
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\centering
\caption{Performance improvement in % on CIFAR-100. For each KD framework, the accuracy improvement was determined by subtracting the baseline performance from the framework’s performance score. The values shown in bold are the best scores.}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Model & Baseline & DR-KD & TF-KD\textsubscript{off} & TF-KD\textsubscript{reg} & LSR & Normal KD \\
\hline
MobileNetV2 & 55.06 & 57.71 & 56.77 & 56.47 & 56.24 & 56.70 & +1.64 & [ResNet18] \\
ShuffleNetV2 & 60.51 & 68.35 & 68.18 & 67.92 & 67.63 & 68.23 & +0.76 & [DenseNet121] \\
ResNet50 & 70.34 & 71.66 & 71.47 & 71.19 & 70.96 & 71.55 & +0.68 & [ResNeXt29] \\
\hline
\end{tabular}
\end{table}
