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A field theory appropriate for magnets that display helical order due to the Dzyaloshinsky-Moriya mechanism, a class that includes MnSi and FeGe, is used to derive the phase diagram in a mean-field approximation. The helical phase, the conical phase in an external magnetic field, and recent proposals for the structure of the A-phase and the non-Fermi-liquid region in the paramagnetic phase are discussed. It is shown that the orientation of the helical pitch vector along an external magnetic field within the conical phase occurs via two distinct phase transitions. The Goldstone modes that result from the long-range order in the various phases are determined, and their consequences for electronic properties, in particular the specific heat, the single-particle relaxation time, and the electrical and thermal conductivities, are derived. Various aspects of the ferromagnetic limit, and qualitative differences between the transport properties of helimagnets and ferromagnets, are also discussed.
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I. INTRODUCTION

A. Dzyaloshinsky-Moriya magnets

Helical magnets are systems in which long-range magnetic order takes the form of a helix or spiral, such that in any given plane perpendicular to a preferred direction there is ferromagnetic order, but the direction of the magnetization rotates as one goes along the preferred axis. The pitch vector $\mathbf{q}$ of the helix points in the preferred direction, and its modulus $q \equiv |\mathbf{q}|$ is the pitch wave number, with $2\pi/q$ equal to the helical wavelength. One mechanism for stabilizing this type of order over the homogeneous ferromagnet was pointed out by Dzyaloshinsky and Moriya. It relies on the spin-orbit interaction, which can lead, for certain lattice structures, to a term of the form $\mathbf{M} \cdot (\nabla \times \mathbf{M})$ in the Hamiltonian or action, with $\mathbf{M}$ the magnetic order parameter. The presence of such a chiral term implies that a homogeneously magnetized state can always gain energy by means of a nonzero curl of the magnetization, which leads to a helical ground state. In a rotationally invariant system the direction of the pitch vector would be arbitrary (analogous to the arbitrary direction of the magnetization in an isotropic ferromagnet). However, the underlying lattice leads, via crystal-field effects, to a pinning of the helix in certain directions determined by the lattice. The crystal-field effects are due to the spin-orbit interaction, as is the Dzyaloshinsky-Moriya (DM) mechanism for helical order itself. Since the spin-orbit interaction is weak on an atomic or microscopic scale, with a dimensionless coupling constant $g_{so} \ll 1$, this leads to a hierarchy of energy or length scales that can be classified according to their dependence on powers of $g_{so}$. Finally, an external magnetic field provides an additional energy scale, and couples to the helix via an induced homogeneous component of the magnetization. This leads to a rich phase diagram that is the topic of the present paper.

1. The phase diagram of MnSi

A very well-studied helimagnet of DM-type is the metallic system MnSi, which we will concentrate on; a very similar, but less extensively studied material is FeGe. In zero magnetic field, and at ambient pressure, MnSi displays long-ranged helical order with $2\pi/q \approx 180\text{ Å}$ below a temperature $T_c \approx 30\text{ K}$. MnSi crystallizes in the cubic B20 structure, and the helix is observed to be pinned in the $(1,1,1)$-directions. The corresponding space group is $P2_13\overline{2}$. In a magnetic field $H$, the helix is superimposed by a homogeneous component of the magnetization, which leads to the so-called conical phase. A magnetic field in the $(0,0,1)$-direction tilts the helix away from $(1,1,1)$ until the $\mathbf{q}$-vector aligns with the magnetic field at a critical field strength $H_{c1}$. With increasing $H$ the amplitude of the helix decreases, and finally vanishes at a critical field $H_{c2}$, where the system enters a field-polarized ferromagnetic phase. Inside the conical phase at intermediate fields near $T_c$ there is a region known as the A-phase. This was thought to represent a helix whose pitch vector is perpendicular to the magnetic field, but recently has been interpreted as a topological phase where three helices with co-planar $\mathbf{q}$-vectors form a skyrmion-like structure. The schematic phase diagram in the $H$-$T$-plane as observed experimentally is shown in Fig. 1. In addition to the phases shown, a possible second transition and spin-liquid phase at $H = 0$ just above $T_c$ has been reported recently.

Another interesting aspect of MnSi is its sensitivity to hydrostatic pressure. With increasing pressure $p$, the magnetic transition temperature $T_c$ decreases until it vanishes at $p = p_c \approx 15\text{ kbar}$. The transition is second order or very weakly first order above a temperature of approximately $10\text{ K}$, and strongly first order at lower temperatures, with a tricritical point separating the two regimes. These features have been explained as universal properties of quantum ferromagnets in an approximation that neglects the helical order at longer length scales. In the paramagnetic region at pressures up to approximately $2p_c$ and at temperatures $T \lesssim 10\text{ K}$, strong non-Fermi-liquid transport properties are observed, with the electrical resistivity $\rho_{el}$ displaying a temperature dependence $\rho_{el} \propto T^{3/2}$ over almost three decades in temperature. The origin of this behavior has recently been proposed to be a combination of columnar spin textures and very weak quenched disorder. In a smaller region, above $p_c$ and below a pressure-dependent temperature $T_0$, short-range (spin-liquid) helical order has been observed and various explanations in terms of analogs of blue phases in liquid crystals have been proposed. Recently, an anomalous Hall effect has

![FIG. 1: Schematic phase diagram of MnSi in the $H$-$T$ plane showing the helical, conical, and A-phases, as well as the field-polarized ferromagnetic (FM) and paramagnetic (PM) states. See the text for a description of these phases.](image)
been observed at intermediate pressures and below $T_c$ in the helically ordered phase, and it has been suggested that this feature is related to the short-ranged order observed above $p_c$. The phase diagram in the $T$-$p$ plane is shown in Fig. 2. If a magnetic field is applied in the vicinity of $p_c$, tricritical wings, i.e., surfaces of first-order transitions, emerge from the tricritical point that are believed to end in a pair of quantum critical points in the $T = 0$ plane.\textsuperscript{15} This feature, which is depicted in Fig. 3, has been explained theoretically in Ref. 24.

2. Properties of the helical phase

If one ignores crystal-field effects, i.e., in an isotropic model, the long-range helical order in the helical phase ($H = 0$, $T < T_c$, $p < p_c$) breaks the translational symmetry. This spontaneous breaking of a continuous symmetry leads to a Goldstone mode, the helimagnon.\textsuperscript{25} The dispersion relation is anisotropic, and given by

$$\omega_{HM}(k) = \sqrt{c_{||} k_{||}^2 + c_\perp k_{\perp}^2}. \quad (1.1)$$

Here the wave vector $k = (k_{||}, k_{\perp})$ has been decomposed into components parallel and perpendicular, respectively, to the helicity pitch vector $q$, and $c_{||}$ and $c_\perp$ are elastic constants. The absence of a term proportional to $k_{||}^2$ under the square root in Eq. (1.1) reflects rotational symmetry and is analogous to the nature of the Goldstone mode in either smectic or cholesteric liquid crystals.\textsuperscript{25}

Crystal-field effects that couple the electrons to the underlying lattice break the rotational invariance and lead to a $k_{\perp}^2$ term with a small prefactor, i.e., the dispersion relation becomes phonon-like. Both the single-particle relaxation rate $1/\tau$ that results from the scattering of electronic quasi-particles by helimagnons and the thermal resistivity $\rho_{th}$ have a non-Fermi-liquid temperature dependence $1/\tau \propto \rho_{th} \propto T^{3/2}$. In contrast, the transport relaxation rate that determines the electrical conductivity $\rho_{el}$ in a Boltzmann approximation has a temperature dependence $1/\tau_{el}^2 \propto \rho_{el} \propto T^{5/2}$.\textsuperscript{24} The properties of the helical phase in the presence of weak quenched disorder have also been investigated.\textsuperscript{28,29}

In the present paper we will discuss the derivation of the phase diagram sketched above, as well as some refinements, within the context of a mean-field theory and with an emphasis on the $H$-$T$ plane. We will also determine the nature of the Goldstone modes, and their consequences for electronic properties, in various observed or proposed phases with long-range order. In addition to the specific heat, the single-particle relaxation rate, and the electrical conductivity we will consider the thermal resistivity $\rho_{th}$, whose temperature dependence is the same as that of the single-particle relaxation rate.

B. Model, and energy scales

1. LGW functional

We will consider a Landau-Ginzburg-Wilson (LGW) functional for a three-dimensional order parameter (OP) field $M = (M_1, M_2, M_3)$ whose expectation value is proportional to the magnetization. We will consider an action that is appropriate for the helical magnets MnSi and FeGe, which crystallize in the cubic $B20$ structure with space group $P2_13$. We will organize the action according to the dependence of its various constituents on powers of the spin-orbit interaction $g_{so}$. Within this scheme, we
write
\[ A = A_H + A_{DM} + A_{cf}, \]  
(1.2)

where
\[
A_H = \int \! \! dV \left[ \frac{t}{2} M^2(x) + \frac{a}{2} (\nabla M(x))^2 + \frac{d}{2} (\nabla \cdot M(x))^2 + \frac{u}{4} (M^2(x))^2 + \frac{w}{4} (\nabla M^2(x))^2 - H \cdot M(x) \right].
\]
(1.3)
is the action for an isotropic classical Heisenberg ferromagnet in a homogeneous external magnetic field \( H \). \( \int \! \! dV \) denotes a real-space integral over the system volume. \( (\nabla M)^2 \) stands for \( \sum_{i,j=1}^{3} \partial_i M_j \partial^i M^j \), with \( \partial_i = \partial/\partial x_i \) the components of the gradient operator \( \nabla \equiv (\partial_1, \partial_2, \partial_3) \equiv (\partial_x, \partial_y, \partial_z) \). \( t, a, d, u, \) and \( w \) are the parameters of the Landau theory and are related to the microscopic energy and length scales (see Sec. 1.B.2 below); they are of zeroth order in the spin-orbit coupling \( g_{so} \). Equation (1.3) contains all analytic terms invariant under co-rotations of real space and OP space up to quartic order in \( M \) and bi-quadratic order in \( M \) and \( \nabla M \).

We have added one higher-order term, with coupling constant \( w \), as an example of a class of terms that can stabilize unusual phases in helimagnets, although they are not of qualitative importance in ferromagnets. We will consider this term only in Appendix A.

\[ A_{DM} = \frac{c}{2} \int \! \! dV \, M(x) \cdot (\nabla \times M(x)) \]  
(1.4a)
is the chiral Dzyaloshinsky-Moriya term that favors a nonvanishing curl of the magnetization. The existence of this term hinges on the spin-orbit coupling, as well as on the system not being invariant with respect to spatial inversion (due to the linear dependence on the gradient operator). The coupling constant \( c \) is linear in \( g_{so} \), and on dimensional grounds we have
\[ c = a k_F g_{so}, \]  
(1.4b)
with \( k_F \) the Fermi wave number which serves as the microscopic inverse length scale. In this context, this can be considered the definition of \( g_{so} \).

The preceding contributions to the action are all invariant under either separate rotations, or co-rotations, in spin (or magnetization) space and real space. The spin-orbit interaction couples the electron spin, and hence the magnetization, to the underlying lattice. Therefore, in addition to the rotationally invariant terms, any term that is invariant under elements of the space group connected with the crystal lattice is allowed. For the B20 structure of MnSi and FeGe, the appropriate space group is P2\(_{13}\). To quartic order in \( M \), and bi-quadratic order in \( \nabla \) and \( M \), the allowed terms in the action are the crystal-field terms
\[ A_{cf} = \int \! \! dV \sum_{i=1}^{3} \left[ \frac{b_i}{2} (\partial_i M_i(x))^2 + \frac{b_{i+1}}{2} (\partial_i M_{i+1}(x))^2 + \frac{v}{4} M_i^4(x) \right] \]  
(1.5a)
where \( M_i \equiv M_1 \). The last term is the usual cubic anisotropy that is always present in a magnet on a cubic lattice, and
\[ v = u' g_{so}^4 \]  
(1.5b)
with \( |u'| \approx u \). Of the gradient-squared terms, the first one also has cubic symmetry; the second one does not, but is invariant under elements of P2\(_{13}\). On dimensional grounds, we have
\[ b_1 = a' \, g_{so}^2, \]  
(1.5c)
\[ b_1 = a' \, g_{so}^2, \]  
(1.5c)
with \( |a'| \approx |a_1| \approx a \).

2. Length and energy scales

The various contributions to the action \( A \), and their dependencies on \( g_{so} \), imply a hierarchy of energy scales and corresponding wave number or length scales. At zeroth order in \( g_{so} \), we have the microscopic scale, which is represented by the Fermi energy \( E_F \) and the Fermi wave number \( k_F \). Fluctuations renormalize this to the critical scale, which is represented by the magnetic ordering temperature \( T_c \) and the corresponding length scale. The physics at these scales is described by \( A_H \), Eq. (1.3).

The chiral DM term is balanced by the rotationally invariant gradient squared term in Eq. (1.3) that makes magnetization gradients energetically costly. As a result, the relevant gradient or momentum scale is of \( O(g_{so}) \), and hence the chiral wave number scale is given by the microscopic scale times the macroscopic scale times \( g_{so} \). This determines the parameters of the helix, in particular the helical pitch wave number \( q \propto g_{so} \). In MnSi and FeGe, this wave number scale is on the order of 100 times smaller than the microscopic scale. \( A_{DM} \) contains one explicit factor of \( g_{so} \) and one gradient, and hence its contribution to the free energy is of \( O(g_{so}^2) \). The physics at this scale is described by \( A_{DM} \) in conjunction with \( A_H \).

At fourth order in \( g_{so} \), crystal-field effects come into play. They pin the helix, are small compared to the chiral energy scale by another factor of \( g_{so}^2 \), and are described by \( A_{cf} \), Eqs. (1.5). Since gradients are effectively of \( O(g_{so}) \), see above, the contributions of all three terms in \( A_{cf} \) to the free energy are of \( O(g_{so}^4) \).

Finally, the external magnetic field sets a scale that is continuously tunable.
II. PHASE DIAGRAM

We now derive the mean-field phase diagram for systems described by the action given in Eqs. (1.2) - (1.5). We will use the hierarchy of energy scales explained in Sec. I B to show how a more and more sophisticated phase diagram emerges as one keeps effects of higher and higher order in \( g_{\text{so}} \).

To do so, we consider field configurations of the following form:

\[
M(x) = m_0 + m^+_1 \hat{e}_+ \cos(q \cdot x) + m^-_1 \hat{e}_- \sin(q \cdot x). \tag{2.1a}
\]

Here \( m_0 \) is a homogeneous component of the magnetization, \( m^+_1 \) are amplitudes of Fourier components with wave vector \( q \), and \( \hat{e}_+ \) and \( \hat{e}_- \) are two unit vectors that form a right-handed dreibein together with \( q \):

\[
\hat{e}_+ \times \hat{e}_- = \hat{q}, \quad \hat{q} \times \hat{e}_+ = \hat{e}_-, \quad \hat{e}_- \times \hat{q} = \hat{e}_+. \tag{2.1b}
\]

where \( \hat{q} = q / q \). The sinusoidal terms in Eq. (2.1a) describe a helix with pitch vector \( q \). The helix is in general elliptically polarized, and it is useful to define a polarization parameter

\[
\pi = m^-_1 / m^+_1, \tag{2.2}
\]

Special cases are circular polarization, \( \pi = 1 \), and linear polarization, \( \pi = 0 \) or \( \pi = \infty \). The motivation for the ansatz Eqs. (2.1) is provided by the fact that it gives the functional form of the global minimum of the action \( A \), Eqs. (1.2) - (1.5), if one neglects the crystal-field terms \( A_{\text{cf}} \); that is, for the action up to \( O(g^{2}_{\text{so}}) \), see Ref. [11] and Sec. [11B] below.

A. \( O(g^{2}_{\text{so}}) \): Ferromagnet

To zeroth order in \( g_{\text{so}} \) the system is approximated by a ferromagnet. According to the action \( A_{\text{f}} \), Eq. (1.3), for \( H = 0 \) there is a second-order phase transition which in mean-field approximation occurs at \( t = 0 \). For \( H \neq 0 \) there is a crossover at \( t = 0 \) from a field-polarized paramagnetic state, where the magnetization extrapolates to zero for \( H \to 0 \), to a field-polarized ferromagnetic state where the magnetization extrapolates to \( m_0 = \sqrt{-t/u} \hat{H} \). The free energy density in mean-field approximation, \( f = A/V \), in a zero field is

\[
f = -t^2 / 4u. \tag{2.3}
\]

In a nonzero field, one has

\[
f = \frac{t}{2} m^2_0 + \frac{u}{4} m^4_0 - H m_0, \tag{2.4a}
\]

where \( m_0 \) is the solution of the mean-field equation of state

\[
t m_0 + u m^3_0 = H. \tag{2.4b}
\]

This is just a classical Heisenberg model, so it cannot explain the tricritical point and the associated tricritical wings. The latter emerge within a renormalized mean-field theory that takes into account the coupling of the magnetization to other electronic degrees of freedom.\(^{24}\)

This leads to a fluctuation-induced first-order transition in analogy to the case of the nematic-to-smectic-A transition in liquid crystals,\(^{25}\) as well as to the tricritical wings and the quantum-critical points in an external magnetic field.\(^{26}\) The ferromagnetic approximation suffices for understanding the gross features of the phase diagram in the \( T-p \) plane.

B. \( O(g^{2}_{\text{so}}) \): Helimagnet, conical phase

To second order in \( g_{\text{so}} \) we need to add the DM term, Eq. (1.4a), to the action. It is obvious that this term favors a nonzero curl of the magnetization, with the direction of the curl depending on the sign of \( c \). However, the spatial variation of \( M \) will be limited by the other gradient terms in the action, the \( (\nabla M)^2 \) term in particular. We thus expect a spatial modulation of \( M \) on a length scale on the order of \( a / c \). It is easy to check that the ansatz, Eqs. (2.1), with \( \pi = 1 \), i.e., \( m_1 = m^+_1 = m_1 \), and

\[
q = q \hat{H}, \tag{2.5a}
\]

\[
m_0 = m_0 \hat{H}, \tag{2.5b}
\]

\[
m_0 = H/(cq - aq^2), \tag{2.5c}
\]

\[
m_1^2 = \frac{1}{u} \left( -t + cq - aq^2 - \frac{H^2}{(cq - aq^2)^2} \right), \tag{2.5d}
\]

solves the saddle-point equations for the action \( A_{\text{f}} + A_{\text{DM}} \). In order to determine \( g \), we extremize the resulting free energy with respect to \( q \). \( q = c/2a \) is a solution for all values of \( H \). Finally, we need to ascertain that the solution is a minimum, which turns out to be the case for \( t < aq^2 \) and \( H < aq^2 \sqrt{(t - aq^2)/u} \). We thus find that the field configuration

\[
M(x) = m_0 \hat{H} + m_1 \left[ \hat{e}_+ \cos(q \hat{H} \cdot x) + \hat{e}_- \sin(q \hat{H} \cdot x) \right], \tag{2.6a}
\]

with \( \hat{e}_1, \hat{e}_2, \hat{H} \) forming a dreibein, and

\[
q = c/2a, \tag{2.6b}
\]

\[
m_0 = H/4a^2, \tag{2.6c}
\]

\[
m_1 = \sqrt{-r/u} \sqrt{1 - (H/H_{c2})^2}, \tag{2.6d}
\]

where

\[
r = t - aq^2, \tag{2.7a}
\]

\[
H_{c2} = aq^2 \sqrt{-r/u}, \tag{2.7b}
\]

minimizes the free energy in the parameter range \( r < 0 \), \( H < H_{c2} \). We will refer to this state as the aligned conical state (ACS), to distinguish it from the perpendicular
The conical state discussed in Appendix A. The ACS is actually a global minimum, as can be seen by writing the action as a sum of positive semi-definite terms that are individually minimized by this state.\textsuperscript{11} The mean-field free energy density in that range is

$$ f = \frac{-1}{2} \left( \frac{r^2}{2u} + \frac{H^2}{aq^2} \right). $$

Equations (2.6) describe the helical phase for $H = 0$ and the conical phase for $0 < H < H_{c2}$. Comparing Eqs. (2.3) and (2.5) we see that the helical transition preempted the ferromagnetic one.

For $H \rightarrow H_{c2}$ from below the helical component of the magnetization vanishes, and the free energy, Eq. (2.8), approaches that of the ferromagnet, Eqs. (2.4). For $H > H_{c2}$ the equation of state and the free energy for the DM action $A_H + A_{DM}$ are the same as for a ferromagnet with action $A_H$.

These considerations account for the structure of the phase diagram shown in Fig. 1 except for the field $H_{c1}$ and the A-phase.

C. \textit{O(\text{g}_{\text{iso}})}: Helimagnet, A-phase

Recent neutron-scattering experiments by M"uhlbauser et al.\textsuperscript{11} are consistent with the notion that the A-phase is characterized by spin textures that form line defects in the direction of the magnetic field, with the lines forming a hexagonal lattice, the A-crystal, in the plane perpendicular to the field. This experimental observation led the authors of Ref. 11 to suggest a skyrmion state consisting of three co-planar helices as underlying the A-phase:

$$ M(x) = m_0 \hat{H} + m_1 \sum_{i=1}^{3} \left[ \hat{e}_{\perp}^{(i)} \cos(q^{(i)} \cdot x) + \hat{e}_{\parallel}^{(i)} \sin(q^{(i)} \cdot x) \right], $$

where the pitch vectors $q^{(i)}$ all have the same modulus $q$, are perpendicular to $\hat{H}$, the angle between adjacent pitch vectors is $2\pi/3$, and $\hat{e}_{\perp}^{(i)}$, $\hat{e}_{\parallel}^{(i)}$, and $q^{(i)}$ form a right-handed dreibein for each value of $i$. The values of $q$, $m_0$, and $m_1$ are obtained by minimizing the action.

The free energy difference between this state and the conical one has a minimum at $H \approx 0.4 H_{c2}$, but it is still positive even at the minimum. However, Ref. 11 found that taking into account Gaussian fluctuations stabilizes the state with respect to the conical one. It should be noted that Eq. (2.9) is not a solution of the saddle-point equations for the action given by Eqs. (1.2)-(1.5), and therefore cannot be a true local minimum of the free energy. Also, the relation between this \textit{ansatz} and what are commonly called skyrmionic spin configurations, which are solutions of the saddle-point equations (see Ref. [21] and references therein), is not clear. Most likely it represents a single-Fourier-component approximation to a saddle point and is a Bloch-type description of skyrmions as opposed to a Wannier-type description of isolated skyrmions in Ref. [21]. In any case, it describes a hexagonal array of line defects with the spin antiparallel to the magnetic field at the defect centers, and parallel at points on the cell boundaries, see Fig. 4 in qualitative agreement with the neutron scattering data.

Earlier, Grigoriev et al.\textsuperscript{16} had proposed a single-helix state with the pitch vector oriented perpendicular to the external field. Although current experimental evidence favors a skyrmion state as a candidate for the A-phase, it is still of interest to discuss such a perpendicular conical state (PCS), since it might be a viable candidate for the ground state in some other part of the phase diagram of helimagnets. We therefore briefly discuss the PCS and its properties in Appendix A.

D. \textit{O(\text{g}_{\text{iso}})}: Helimagnet, NFL region

The skyrmion lattice approximately described by Eq. (2.9) can melt, which will lead to a skyrmion liquid. In such a state the line defects shown in Fig. 4 still exist, but they no longer form a lattice. Rather, their fluctuations in the plane perpendicular to the line, which are illustrated in Fig. 3, have become so large that the long-range order is destroyed. Such a state has recently been proposed to represent the NFL region shown in Fig. 2.\textsuperscript{16} Although it is not an ordered phase, such a state has much in common with the A-phase and we will discuss it in the context of the ordered phases.
Eqs. (2.1) this will yield the one with the lowest free energy, minimizing with respect to the parameters of the approach by inserting Eq. (2.1a) into the action and minimizing with respect to the parameters of the ansatz. Of all the members of the class of functions represented by Eqs. (2.1), this will yield the one with the lowest free energy. By writing Eq. (1.5a) we have fixed the coordinate system by choosing the crystallographic axes to be the $x, y, z = 1, 2, 3$ axes. We thus are no longer free to choose the direction of $H, m_0, q$. For simplicity, we will consider only the case of a magnetic field along the $z$-axis: $H = (0, 0, H)$. Thus we take a variational solution is known. We therefore take a variational approach by inserting Eq. (2.1a) into the action and minimizing with respect to the parameters of the ansatz. Of all the members of the class of functions represented by Eqs. (2.1), this will yield the one with the lowest free energy.

By writing Eq. (1.5a) we have fixed the coordinate

$$f = \frac{1}{2} \delta t m_0^2 + \frac{r}{4} (m_0^2 + m_1^2) + \frac{u}{4} (m_0^2 + m_1^2)^2 + \frac{1}{2} m_0^2 \left[ \delta t + a q^2 - c q + \frac{1}{2} c q (\delta \pi)^2 \right] - H m_0 \cos \theta$$

$$+ \frac{b_1}{4} m_1^2 q^2 B_{a}(\theta, \varphi) + \frac{b_1}{4} m_1^2 q^2 B_{1a}(\theta, \varphi) - \frac{b_1}{4} m_1^2 q^2 \delta \pi B_{a}(\theta, \varphi) - \frac{b_1}{4} m_1^2 q^2 \delta \pi B_{1a}(\theta, \varphi) + O(g_{so}^6).$$

(2.11a)

Here we have defined $r = t - \delta t$, with $\delta t$ arbitrary at this point. We also have made use of the fact that we know, from Sec. II B, that the physical solution has the property $\pi = 1 + \delta \pi$ with $\delta \pi = O(g_{so}^2)$, and have expanded in powers of $\delta \pi$. The angle-dependent functions in Eq. (2.11a) are

$$B_{s,a}(\theta, \varphi) = B_{+}(\theta, \varphi) \pm B_{-}(\theta, \varphi),$$

$$B_{1s,a}(\theta, \varphi) = B_{+}^{1}(\theta, \varphi) \pm B_{-}^{1}(\theta, \varphi).$$

(2.11b)

$$\hat{e}_+ = (\cos \theta \cos \varphi, \sin \varphi \sin \varphi, \cos \varphi, \sin \varphi, \cos \varphi, \varphi_c),$$

$$\hat{e}_- = \hat{q} \times \hat{e}_+.$$ Finally, $m_0$ in general needs to be decomposed into components parallel and perpendicular, respectively, to $q_{\Sigma}$. However, while a perpendicular component can lead to a slightly lower free energy, it has no qualitative effects on the structure of the phase diagram, and we therefore restrict our ansatz to

$$m_0 = m_0 \hat{q}.$$ (2.10a)

We further assume that the system is sufficiently close to a second order or weakly first order phase transition that one can neglect the last term in Eq. (1.5a). With these approximations, the free energy does not depend on the angle $\varphi$, and is completely parameterized in terms of six parameters, namely: two amplitudes, $m_0$ and $m_1 = [(m_1^2)^2 + (m_1^2)]^{1/2}$, the polarization parameter $\pi$, the modulus $q$, and the two direction angles $\theta$ and $\varphi$. We find

$$B^+ (\theta, \varphi) = 2 \sin^2 \theta \sin^2 \varphi \cos^2 \varphi,$$

$$B^- (\theta, \varphi) = \sin^2 \theta \cos^2 \varphi (1 + \sin^4 \varphi + \cos^4 \varphi),$$

$$B_{+}^{1}(\theta, \varphi) = \sin^2 \theta \cos^4 \varphi + \cos^2 \varphi \sin^2 \varphi,$$

$$B_{-}^{1}(\theta, \varphi) = \sin^4 \theta \sin^2 \varphi + \cos^4 \theta \cos^2 \varphi + \sin^2 \theta \cos^2 \varphi \sin^2 \varphi \cos^2 \varphi.$$ (2.11c)

We now need to minimize the free energy with respect to the six parameters. We will first consider the case $H = 0$ to understand the pinning of the helix by the crystal-field terms, and then determined the effects of a magnetic field. Furthermore, in order to keep the discus-
tion transparent we will initially restrict ourselves to an ansatz with a circular polarization, $\delta \pi = 0$. This suffices to understand the existence of the critical field $H_{c1}$. We will then generalize the ansatz to allow for a non-circular polarization and show that this leads to a splitting of the transition at $H_{c1}$, with a first order transition from a circularly polarized helix to an elliptically polarized one at a critical field $H_{c1}' < H_{c1}$ preceding the alignment transition at $H_{c1}$.

1. Pinning of the helix

We consider the system at $H = 0$ and initially restrict our ansatz to the case of circular polarization, $\delta \pi = 0$. The remaining angular dependence in the free energy, Eq. $(2.11a)$, is contained in the functions $B_{x}$ and $B_{y}$. Minimizing with respect to $\varphi$ we find that there are two cases.

Case (1): $\varphi = 0, \pi/2, \pi, 3\pi/2$. This implies $\hat{q} = (0, \pm \sin \vartheta, \cos \vartheta)$ or $(\pm \sin \vartheta, 0, \cos \vartheta)$, and $\vartheta = \frac{1}{2} \sin^{2} \vartheta / B_{1x} = \sin^{2} \vartheta + \cos^{2} \vartheta$. Minimizing with respect to $\vartheta$ leads to two subcases:

Case (1a): $2b < b_{1}$. The free energy is minimized by $\vartheta = 0, \pi/2, \pi, 3\pi/2$, which implies $\hat{q} = (1, 0, 0)$ or equivalent.

Case (1b): $2b > b_{1}$. The free energy is minimized by $\vartheta = 0, \pi/2, \pi, 3\pi/2$, which implies $\hat{q} = (0, 0, 0)$ or equivalent.

Case (2): $\varphi = \pi/4, 3\pi/4, 5\pi/4, 7\pi/4$. This implies $\hat{q} = (\sin \vartheta / \sqrt{2}, \sin \vartheta / \sqrt{2}, \cos \vartheta)$ or equivalent, and $B_{y} = 1 - \sin^{2} \vartheta / 2 - \cos^{2} \vartheta$, $B_{1x} = 1 - \sin^{2} \vartheta + 3 \sin^{4} \vartheta / 4$. Minimizing with respect to $\vartheta$ yields

Case (2a): $2b < b_{1}$. The free energy is minimized by $\vartheta = \pm \arcsin \sqrt{2/3}$, which implies $\hat{q} = (0, 0, \pm 1)$.

Case (2b): $2b > b_{1}$. The free energy is minimized by $\vartheta = 0, \pi$, which implies $\hat{q} = (0, 0, \pm 1)$.

By comparing the resulting free energies for these cases we see that Case (1b) provides the minimum for $b > b_{1}/2$, whereas Case (2a) provides the minimum for $b < b_{1}/2$. This is a generalization of the result obtained in Ref. [33], which considered a model with $b_{1} = 0$.

In MnSi, the pinning is observed to be in the $(1, 1, 1)$-directions, which implies $b < b_{1}/2$, and we will focus on this case from now on. Minimizing the free energy with respect to $q$, we find

$$q = \frac{c/2}{a + (b + b_{1})/3},$$

which generalizes Eq. $(2.6b)$. Choosing $\delta t = cq/2$ and minimizing with respect to $n_{1}$, we finally have

$$f = -r^{2}/4u,$$

where

$$r = t - \delta t,$$

with

$$\delta t = \frac{c^{2}/4}{a + (b + b_{1})/3}.$$

These results are valid for $H = 0$ and $b < b_{1}/2$.

2. The alignment transition, and the critical field $H_{c1}'$

For $H > 0$ we expect the pitch vector to move away from $(1, 1, 1)$ towards $(0, 0, 1)$. The calculation proceeds as for $H = 0$, except that now the minimization with respect to $\vartheta$ yields an $H$-dependent result. For Case (2a) we find

$$\beta_{3} = \cos \vartheta = \begin{cases} 1 & \text{if } H \geq H_{c1} \\ \frac{4}{7} \left(1 + 2H^{2}/H_{c1}^{2}\right) & \text{if } H < H_{c1}, \end{cases}$$

where (2.14a)

$$H_{c1}^{2} = r(b - b_{1}/2)(\delta t)^{2}/u.$$ (2.14b)

The helical pitch vector $\hat{q}$ thus moves continuously along the shortest path from its initial value, $(1, 1, 1)/\sqrt{3}$ at $H = 0$, to $(0, 0, 1)$ at $H = H_{c1}$, and remains in that position for $H > H_{c1}$. There thus is a second order transition at $H = H_{c1}$, which we refer to as the alignment transition. An inspection shows that Case (1b) has a larger free energy for all $H < H_{c1}$.

For reference in the next subsection we mention that if one expands the free energy for small values of $\vartheta$, and looks for the instability of the solution with $\vartheta = 0$, one finds that the latter occurs at $H = H_{c1}$, as expected.

3. The polarization transition, and the critical field $H_{c2}$

The circular polarization ansatz we have used so far explains the two critical fields $H_{c1}$ and $H_{c2}$ observed in MnSi. However, the solution obtained in this way misses a qualitative feature, as was first pointed out in Ref. [33] on symmetry grounds. Since in general $b \neq b_{1}$, the crystal-field contribution to the action, Eq. $(1.5a)$, is not invariant under $x \leftrightarrow y$. As a result, there is no reason for the $x$ and $y$-components of $\hat{q}$ to become nonzero at the same value of $H$ as $H$ is lowered from above, yet the solution constructed in the previous subsection has this property. Clearly, this is a result of the fact that our ansatz with circular polarization possesses cubic symmetry, while the action does not. In general, one therefore expects two separate transitions in the vicinity of $H_{c1}$; one where the $x$-component of $\hat{q}$ becomes nonzero, and a separate one where the $y$-component becomes nonzero. We now show
that this expectation is borne out if we allow for a non-circular polarization of the helix, which breaks the cubic symmetry of the ansatz.

Consider the full Eq. (2.11), allowing for $\delta \pi \neq 0$. Minimizing with respect to $\varphi$ we see that there are two distinct cases.

**Case (1):** $\varphi = 0, \pi/2, \pi, 3\pi/2$ and $\delta \pi$ arbitrary. Minimizing with respect to $\delta \pi$ yields

$$
\delta \pi(\vartheta) = \frac{\vartheta}{2c} \left[ b B_a(\vartheta) + b_1 B_{1a}(\vartheta) \right].
$$

That is, the polarization is in general elliptical. We have $B^+ = 0, B^- = 2\sin^2 \vartheta \cos^2 \vartheta$, which leads to

$$
B_{s,a} = \pm \frac{1}{2} \sin^2 2\vartheta, \\
B_{1s} = \sin^2 \vartheta + \cos^4 \vartheta.
$$

Considering $B_{1a}$ we find two subcases. The first one is

**Case (1)(i):** $\varphi = 0, \pi$, which implies

$$
\hat{q} = (0, \pm \sin \vartheta, \cos \vartheta),
$$

and

$$
B_{1s,a} = \cos^2 \vartheta \pm \sin^4 \vartheta.
$$

The second one is

**Case (1)(ii):** $\varphi = \pi/2, 3\pi/2$, which implies

$$
\hat{q} = (\pm \sin \vartheta, 0, \cos \vartheta),
$$

and

$$
B_{1s,a} = \cos^2 \vartheta \pm \sin^4 \vartheta.
$$

The second case is

**Case (2):** $\varphi = \pi/4, 3\pi/4, 5\pi/4, 7\pi/4$ and

$$
\delta \pi = 0.
$$

That is, the polarization is circular. This implies

$$
\hat{q} = \left( \frac{1}{\sqrt{2}} \sin \vartheta, \frac{1}{\sqrt{2}} \sin \vartheta, \cos \vartheta \right),
$$

and

$$
B_s = 1 - \frac{1}{2} \sin^4 \vartheta - \cos^4 \vartheta, \\
B_{1s} = 1 - \sin^2 \vartheta + \frac{3}{4} \sin^4 \vartheta.
$$

Now first consider the case $H = 0$. Minimizing with respect to $\vartheta$ one finds that, for $b < b_1/2$, Case (2) yields the lower free energy. The physical solution is thus a circularly polarized helix pinned in the $\langle 1, 1, 1 \rangle$ directions, and the relaxation of the condition we had imposed in Sec. II E 1 does not change anything. For $b > b_1/2$, the physical solution is an elliptically polarized helix pinned in the $\langle 0, 0, 1 \rangle$ directions.

Next we consider a solution with $\vartheta = 0$, which we expect to be stable for sufficiently large $H$. It is easy to see that Case (1), which takes advantage of the possibility of an elliptical polarization, has a free energy that is lower than that of Case (2) by a term of $O(g_{so})$ everywhere in the conical phase, i.e., for $H < H_{c2}$. We now look for the instability of the $\vartheta = 0$ solution at small $H$, which can be found by expanding the action to second order in $\vartheta$ and looking for the zero of the coefficient of the quadratic term. As expected, this instability occurs at a field $H_{c1} = O(g_{so}^2)$. To leading order in $g_{so}$, $H_{c1}$ is given by Eq. (2.18b). The values of $H_{c1}$ for the two cases are different, but the difference is only of $O(g_{so})$ and is irrelevant for the following argument.

We now have the following situation. For $H < H_{c1}$, the free energy of Case (1) is lower by a term of $O(g_{so}^2)$. However, we know that at $H = 0$ the free energy of Case (2) is lower by a term of $O(g_{so}^2)$. The two solutions cross at a field $H_{c1}'$ given by

$$
\frac{H_{c1}'}{H_{c1}} = 1 - \frac{1}{2} \sqrt{\frac{3b_1^2}{4a|b - b_1/2|}} = 1 - O(g_{so}),
$$

see Fig. 6. At this value of $H$, the state will change discontinuously from an elliptically polarized helix with a pitch vector given by either Eq. (2.16a) or (2.17a) to a circularly polarized one with a pitch vector given by Eq. (2.18b). We now have the following progression of phases and phase transitions as the magnetic field is lowered from a value greater than $H_{c2}$:

- $H > H_{c2}$: Field-polarized state, no helix.
- $H = H_{c2} \propto g_{so}^3$: Second-order transition to a conical state with an elliptically polarized helix, $\hat{q} = (0, 0, 1)$.
- $H = H_{c1} \propto g_{so}^3$: Second-order transition to a conical state with elliptical polarization as above, but $\hat{q} = \langle 0, 0, 1 \rangle$. 

![FIG. 6: Schematic plot of the free energy density as a function of $H$ for Case (1) (dashed line) and Case (2) (dotted line), respectively.](image)
4. Pinning of the A-crystal and the NFL region

Experimentally, the A-crystal is found to be pinned very weakly, and theoretical considerations conclude that the pinning potential is only of $O(g_{so}^6)$.

This is a consequence of the six-fold rotation symmetry of the A-crystal. Similarly one expects the (average) direction of the fluctuating defect lines in the NFL region to be pinned only very weakly.

F. Beyond classical mean-field theory

We have treated the phase transitions that we have discussed in this section within classical mean-field theory, and the question arises what changes will result from the consideration of fluctuations, classical or quantum. One example of the effects of fluctuations is the tricritical point and the associated tricritical wings shown in Fig. 3, which result from quantum fluctuations that can be taken into account within a renormalized mean-field theory.

Elsewhere in the phase diagram, fluctuations are also of qualitative importance. Consider, for instance, the transition from the conical phase to the field-polarized phase at the critical field $H_{c2}$, see Fig. 1. The transition is characterized by the vanishing of the one-dimensional order parameter $m_1$, the amplitude of the helix, see Eqs. (2.4). The action is invariant under $m_1 \rightarrow -m_1$, and we therefore expect this transition at nonzero temperature to be in the universality class of the classical Ising model.

At zero temperature the statics and the dynamics will couple, and one expects the quantum phase transition to be described by Hertz’s model with a scalar order parameter.

III. Goldstone modes

Goldstone’s theorem states that if a continuous symmetry described by a Lie group $G$ is spontaneously broken, with the remaining subgroup in the broken-symmetry phase being $H$ (not to be confused with the magnetic field), then in the ordered phase there are $n$ soft or massless modes, with $n$ equal to the dimensionality of the coset space $G/H$.

All of the ordered states discussed in Sec. II break a continuous symmetry, and therefore there must be one or more soft modes in the ordered phase. The number and functional form of the Goldstone modes in the various phases can be determined from general arguments. In this section we will do so, and we will augment these arguments by explicit calculations in some cases where this is feasible. Via a coupling to the conduction electrons, the Goldstone modes have interesting consequences for various observables; this is the topic of Sec. IV.
A. $O(g_{m_0}^0)$: Ferromagnons

To zeroth order in $g_{m_0}$ the system is a ferromagnet, see Sec. II A. The relevant symmetry is the rotation group, $G = O(3)$, which in the ordered state is spontaneously broken to $H = O(2)$. Hence there are \( \dim(O(3)/O(2)) = 2 \) Goldstone modes, the well-known ferromagnons (FM). Their dispersion relation for small wave numbers is

$$\omega_{FM}(k) = Dk^2,$$  \hspace{1cm} (3.1)

with $D$ the spin wave stiffness, which depends on the magnetization and vanishes as the magnetization goes to zero.

The easiest way to derive this result is to consider a nonlinear sigma-model-version of the Heisenberg action. Neglecting fluctuations of the amplitude of the magnetization, which can be shown to be massive, one parameterizes the order parameter

$$M(x) = m_0 \left( \begin{array}{c} \pi_1(x) \\ \pi_2(x) \\ \sqrt{1 - \pi^2(x)} \end{array} \right)$$  \hspace{1cm} (3.2)

and expands the action to bilinear order in $\pi_{1,2}$. If we neglect the small relativistic term with coupling constant $d$ in Eq. (1.3), the resulting quadratic form has two identical eigenvalues

$$\lambda = \frac{m_0}{2} (a k^2 + H)$$  \hspace{1cm} (3.3)

For $H = 0$, one has $\lambda(k \to 0) \to 0$, which reflects the two Goldstone modes. Physically, the homogeneous transverse magnetic susceptibility diverges. This is the static manifestation of the spontaneously broken continuous symmetry. Determining the dynamics requires an additional step. One either needs to solve an appropriate Langevin equation within a classical context or treat the problem quantum mechanically. Either way one obtains Eq. (3.1) with $D \propto m_0$.

B. $O(g_{m_0}^2)$: Helimagnons

When the spin-orbit coupling is taken into account, we have the various phases involving helical spin textures discussed in Sec. II A. For all of these phases the relevant symmetry is the translational one. Let $T$ be the Lie group of one-dimensional translations. Then the action is invariant under $G = T \otimes T \otimes T \equiv T^3$.

1. Symmetry arguments

Consider the aligned conical state (ACS) discussed in Sec. II B from which the unpinned helical phase emerges as a special case at $H = 0$. $T^3$ is broken down to $T^2$ (translations in the two directions perpendicular to $\hat{q} = \hat{H}$), so we expect one Goldstone mode. At $H = 0$, one expects the soft fluctuations in the ordered phase to be phase fluctuations of the helix, and one might naively expect them to be governed by an action $S = \int dx \left( \nabla \phi(x) \right)^2$, with $\phi$ the phase variable, which would lead to a soft eigenvalue proportional to $k^2$. However, the ordered state is also invariant under rotations of $\hat{q}$, which can be written as a phase fluctuation with a nonvanishing gradient, so this cannot be the correct answer. The lowest-order term allowed by rotational symmetry that involves the gradients perpendicular to $\hat{q}$ is of the form $(\nabla^2 u)^2$, with $u$ a generalized phase variable, and this leads to an eigenvalue, or inverse order parameter susceptibility, proportional to the term under the square root in Eq. (1.1). The dynamics again require additional considerations, which lead to a resonance frequency that is proportional to the square root of the inverse susceptibility, unlike the ferromagnetic case, and this is expressed in Eq. (1.1). These results were first obtained by means of an explicit calculation for both classical and quantum helimagnets in Ref. 23.

A magnetic field breaks the rotational invariance, so a $k_\perp^2$-term will be present in the dispersion relation. The prefactor is expected to be analytic in $H$, and we thus expect for the dispersion relation of this “conimagnon”, the Goldstone model of the ACS,

$$\omega_{ACS}(k) = \sqrt{c_\parallel k_\parallel^2 + c_\perp k_\perp^2 + c_\perp k_\perp^2},$$  \hspace{1cm} (3.4)

with $c_\perp \propto H^2$.

2. Model calculation

For the action to $O(g_{m_0}^2)$, Eqs. (2.6, 2.7) constitute an exact saddle-point solution, and we can perform an explicit calculation of the Goldstone mode. A complete parameterization of fluctuations about the saddle point can be written

$$M(x) = (m_0 + \delta m_0(x)) \left( \begin{array}{c} \pi_1(x) \\ \pi_2(x) \\ \sqrt{1 - \pi^2(x)} \end{array} \right)$$

$$+ \frac{m_1 + \delta m_1(x)}{\sqrt{1 + \psi^2(x)}} \left( \begin{array}{c} \cos(qz + \varphi_0(x)) \\ \sin(qz + \varphi_0(x)) \\ \psi(x) \end{array} \right).$$  \hspace{1cm} (3.5)

The first term is the nonlinear sigma model for the homogeneous magnetization from Sec. II A and the second one parameterizes fluctuations of the helix in terms of an amplitude modulation, a phase $\varphi_0$, and a third component $\psi$. The amplitude fluctuations one expects to be massive, and an explicit calculation confirms this, so we drop $\delta m_0$ and $\delta m_1$. The field $\psi(x)$ is conveniently written

$$\psi(x) = \varphi_+(x) \cos(q \cdot x) + \varphi_-(x) \sin(q \cdot x),$$  \hspace{1cm} (3.6)
which ensure that $\varphi_\perp$ and $\varphi_0$ at zero wave number both correspond to $M$ at wave number $q$. Double counting is avoided by restricting the theory to wave numbers small compared to $q$. If we use Eq. (3.5) in the action to $O(g_{so}^2)$, Eqs. (1.4a), and expand to bilinear order in the fluctuations ($\phi_1, \phi_2, \phi_3, \phi_4, \phi_5$) $\equiv (\varphi_0, \varphi_+, \varphi_-, \pi_1, \pi_2)$, we obtain a Gaussian action

$$A^{(2)} = \frac{a^2 q^4}{2 a V} \sum_k \sum_{i=1}^5 \phi_i(k) \gamma_{ij}(k) \phi_j(-k). \quad (3.7)$$

A sketch of the derivation, and the explicit form of the matrix $\gamma$, are given in Appendix [3]. Of the five eigenvalues, one goes to zero for $k \to 0$, in agreement with the expectation from the symmetry arguments given above. It takes the form

$$\lambda_1 = \alpha \hat{k}_z^2 + \beta \hat{k}_\perp^2 + \delta \hat{k}_z^4, \quad (3.8a)$$

with $\hat{k} = k/q$, and coefficients

$$\alpha = \hat{m}_1^2, \quad (3.8b)$$

$$\beta = \frac{\hat{m}_0 \hat{m}_1^2}{(1 + \hat{m}_1^2 + \hat{m}_0^2)} \quad (3.8c)$$

$$\delta = \frac{1}{2 \hat{m}_1^4} (1 + \hat{m}_1^2)^3 - \hat{m}_0^2 (1 + \hat{m}_1^2) + 2 \hat{m}_0^4 \hat{m}_1^2}{(1 + \hat{m}_1^2 + \hat{m}_0^2)^3} \quad (3.8d)$$

Here we have defined $\hat{m}_0^2 = m_{0,1}^2/a q^2$. This result is consistent with Eq. (3.5). For $H = 0$, which implies $\hat{m}_0 = 0$, it reduces to the helimagnon result of Ref. [25]. In addition, there are four massive eigenvalues that appear in pairs. At zero wave number, they are

$$\lambda_2 = \lambda_3 \equiv \lambda_\varphi = \hat{m}_1^2 [1 + \hat{m}_0^2 + O(\hat{m}_0^4)], \quad (3.9a)$$

$$\lambda_4 = \lambda_5 \equiv \lambda_\pi = \hat{m}_0^2 [1 + \hat{m}_1^2] + O(\hat{m}_0^4). \quad (3.9b)$$

We recognize $\lambda_\varphi$ as representing the massive helimagnon modes, modified by the presence of $m_0$, and $\lambda_\pi$ as the massive (due to the presence of a magnetic field) ferromagnons, Eq. (3.3), modified by the presence of $m_1$.

C. $O(g_{so}^2)$: Skyrmonic Goldstone modes in the A-phase and the NFL region

The helical states that have been proposed as candidates for the A-phase and were discussed in Sec. II D are not saddle-point solutions of the action, which precludes a model calculation of the Goldstone modes resulting from this type of order. However, assuming that the order is stabilized by some mechanism, the functional form of the soft modes can still be determined by symmetry arguments analogous to those put forward in the previous subsection.

Consider a skyrmion lattice state. The state described by Eq. (2.9) is invariant only under translations in one direction, viz., the direction perpendicular to the plane of helices. The same is true for any state that is characterized by columnar order, so this property does not depend on the precise nature of the skyrmions. Any such state will thus have $\dim(T^3/T) = 2$ Goldstone modes. This was to be expected: Since the skyrmions form a two-dimensional lattice, there should be two generalized phonon modes, namely, a compression mode and a shear mode. In zero magnetic field, the energy would still be invariant under global rotations of the skyrmion lattice. Hence, the soft eigenvalue can have no $k_z^2$ contribution. For $H \neq 0$ this is no longer true, and we thus expect

$$\lambda = \alpha k_z^2 + \beta k_\perp^2 + \gamma k_z^4, \quad (3.10)$$

for the soft eigenvalue, with $\gamma \propto H^2$, and

$$\omega_{SL}(k) = c_+ k_z^2 + c'_- k_\perp^2 + c_+ k_z^4, \quad (3.11)$$

for the dispersion relation, with $c_\perp, c_\parallel = O(1)$ and $c'_\perp = O(H^2)$.

If the NFL region can be interpreted as a molten A-crystal, see Sec. II D then one of the two Goldstone modes, the compression mode, will persist as long as their is columnar structure. This is analogous to the fact that longitudinal phonons, or ordinary sound, exist in a liquid, whereas in a crystal one has transverse phonons or shear modes in addition. The NFL region extends to $H = 0$, where the dispersion relation of the compressional Goldstone mode is given by Eq. (3.11) with $c'_\perp = 0$ to first order in $g_{so}$.

D. $O(g_{so}^2)$: Effects of the crystal-field terms

1. Symmetry arguments

Now consider the crystal-field terms in the action that first appear at $O(g_{so}^2)$, Eq. (1.5a). For simplicity, let us consider the term with coupling constant $b$. It breaks rotational invariance, which invalidates the argument that leads to the absence of a $k_z^2$-term in the soft mode resonance frequency. The system must remain stable regardless of the sign of $b$, and we thus expect for the dispersion relation of the helimagnons in the pinned helical state

$$\omega_{HM}(k) = \sqrt{c_{||} k_z^2 + c'_- k_\perp^2 + c_\perp k_z^4}, \quad (3.12)$$

with $c'_- \propto |b|$, which replaces Eq. (1.4). For the more general model given by Eqs. (1.2) - (1.5), $b_1, v$, and $H$ will also contribute to the elastic constant $c'_\perp$.

2. Model calculation

We now check this expectation by means of an explicit calculation. For the model with only the first of the crystal-field terms present, we have an exact saddle-point solution, namely,

$$M_{sp}(x) = m_1 [\hat{e}_+ \cos(q \cdot x) + \hat{e}_- \sin(q \cdot x)], \quad (3.13a)$$

with $c'_\perp \propto |b|$, which replaces Eq. (1.4). For the more general model given by Eqs. (1.2) - (1.5), $b_1, v$, and $H$ will also contribute to the elastic constant $c'_\perp$. 

$$M_{sp}(x) = m_1 [\hat{e}_+ \cos(q \cdot x) + \hat{e}_- \sin(q \cdot x)], \quad (3.13a)$$
with $\hat{e}_+$, $\hat{e}_-$, and $q$ a dreibein,

$$m_1 = \sqrt{-r/u},$$  \hspace{1cm} (3.13b)$$

where

$$r = t - cq/2,$$  \hspace{1cm} (3.13c)$$

and

$$q = \begin{cases} (1,1,1)/\sqrt{3} & \text{if } b < 0, \\ (1,0,0) & \text{if } b > 0, \end{cases}$$  \hspace{1cm} (3.13d)$$

and

$$q = \begin{cases} c/2(a + b/3) & \text{if } b < 0, \\ c/2a & \text{if } b > 0. \end{cases}$$  \hspace{1cm} (3.13e)$$

The parameterization of fluctuations about this state is given by the second term in Eq. 3.9

$$M(x) = (m_1 + \delta m_1) \left[ \hat{e}_+ \cos(q \cdot x + \varphi_0(x)) + \hat{e}_- \sin(q \cdot x + \varphi_0(x)) + \hat{q} \psi(x) \right].$$  \hspace{1cm} (3.14)$$

with $\psi(x)$ given by Eq. 3.9. We again drop the massive amplitude fluctuations and expand the action to quadratic order in the phase fluctuations. The Gaussian action is of the form

$$A^{(2)}[\varphi] = \frac{m_1^2}{2} \sum_k \sum_{\alpha=0,\pm} \varphi_\alpha(k)(\Gamma_{\alpha\beta}(k) \varphi_\beta(k)).$$  \hspace{1cm} (3.15)$$

The explicit form of the matrix $\Gamma$ depends on the sign of $b$; it is given explicitly in Appendix C. An inspection of the eigenvalues shows that in either case there is one eigenvalue $\lambda$ that vanishes as $k \to 0$ and hence represents the Goldstone mode, as expected from the symmetry argument given above. To order $k_||^2$ and $k_\perp^4$ we find

$$\lambda = \begin{cases} \frac{a}{2} k_\perp^2 + \frac{1}{2} b k_\perp^2 + \frac{1}{2} (a + b) k_\perp^4/q^2 & \text{if } b > 0, \\ \frac{a}{2} k_\perp^2 + \frac{1}{2} b k_\perp^2 + \frac{1}{2} (a + b + O(g_{so})) k_\perp^4/q^2 & \text{if } b < 0, \end{cases}$$  \hspace{1cm} (3.16)$$

In the case $b < 0$ we have neglected terms proportional to $b^2 = O(g_{so}^2)$ in the prefactor of $k_\perp^4/q^2$. This result agrees with the functional form obtained by symmetry arguments alone, Eq. 3.11, and for $b = 0$ it correctly reduces to the result for the isotropic model, Ref. 27 and Eq. 1.1.

3. Generalized helimagnons

We can now summarize the results for the single-helix phases discussed above as follows. In the helical and conical phases, including pinning effects, there is a single Goldstone mode with a resonance frequency

$$\omega_0(k) = \sqrt{c_\parallel k_\parallel^2 + \tilde{c}_\perp k_\perp^2 + c_\perp k_\perp^4},$$  \hspace{1cm} (3.17)$$

with $\tilde{c}_\perp = O(H^2, g_{so}^2)$ small compared to $c_\parallel$ and $c_\perp$. This comprises Eqs. 3.14 and 3.12.

4. A-phase, and NFL region

In the A-phase, pinning effects are weaker than in the helical phase due to the hexagonal nature of the skyrmion lattice, see Sec. II E 4 above. When this weak pinning is taken into account, the Goldstone mode is thus given by Eq. 3.11 with $c_\parallel' = O(g_{so}^6, H^2)$. While in MnSi the A-phase is observed only in an external magnetic field, there is no intrinsic reason why in some other system it could not be stable in a zero field. The Goldstone modes in such a system would be given by Eq. 3.11 with an extremely small $c_\parallel'$. By the same argument, in the NFL region at $H = 0$ we expect a Goldstone mode given by Eq. 3.11 with $c_\parallel' = O(g_{so}^6)$.

E. Summary of Goldstone modes, and temperature regimes

To summarize, we have found that the (single) Goldstone mode in the pinned helical and conical phases is given by Eq. 3.11. In the pinned helical phase the parallel direction is determined by the crystal-field effects that pin the helix; in the conical phase, it is the direction of the magnetic field (which we have chosen to be the $z$-direction for all of our considerations). The elastic constant $c_\perp$ is small compared to the other elastic constants. In the pinned helical phase it is of $O(g_{so}^2)$, and in the conical phase it is of $O(H^2)$. By contrast, $c_\parallel$ and $c_\perp$ are of $O(g_{so})$ and $O(g_{so}^6)$, and of $O(H^2)$, respectively. In the A-phase, there are two Goldstone modes whose dispersion relation is given by Eq. 3.11. The elastic constant $c_\parallel'$ is small of $O(H^2)$ and $O(g_{so}^6)$ compared to the others. In the NFL region, the single Goldstone mode is also given by Eq. 3.11, with $c_\parallel' = O(g_{so}^6)$. Finally, in the perpendicular conical state discussed in Appendix A, there is a single Goldstone mode that in the absence of crystal-field effects is given by Eq. A3. If pinning by crystal-field terms is taken into account there is an additional term $c_y k_y^4$ under the square root, with $c_y = O(g_{so}^2)$. All of these results are also summarized in Table II in Sec. IV.

The structures of the various Goldstone modes, and the fact that the various elastic coefficients have very different magnitudes, leads to the formation of different temperature regimes that are dominated by different physics. We now explain this using the generalized helimagnons, Eq. 3.17, as an example; the argument for the other cases works analogously. As far as the coupling of the magnetic Goldstone mode to the electronic degrees of freedom is concerned, the resonance frequency $\omega_0$ scales as the temperature, $\omega_0 \sim T$. If we scale $\omega_0(k)$ with $T/\sqrt{|c_\parallel|}$ and $k_\perp$ with $\sqrt{T/c_\parallel^{1/4}}$, we obtain

$$\omega_0(k) = T \sqrt{k_\parallel^2 + k_\perp^2 \tilde{c}_\perp \sqrt{T/c_\parallel^{1/4}} + c_\perp k_\perp^4},$$  \hspace{1cm} (3.18)$$

where $k$ now denotes the scaled, dimensionless, wave number. For $T \gg \tilde{c}_\perp/\sqrt{c_\parallel}$ the symmetry-breaking $k_\parallel^2$
term is negligible, and the Goldstone mode is effectively what it would be in a rotationally invariant system. In this regime the physics is dominated by universal hydrodynamic effects that are independent of the microscopic details of the solid and analogous to the corresponding effects in liquid crystals. In the opposite limit, \( T < \tilde{c}_\perp/\sqrt{c_z} \), the crystal-field effects due to the underlying ionic lattice, or the external magnetic field, if present, dominate and the Goldstone mode has the same functional form as (anisotropic) acoustic phonons. Due to the smallness of \( \tilde{c}_\perp \) the universal hydrodynamic regime is sizable, and it is in this region that the most interesting effects of the magnetic order manifest themselves in the electronic properties of the system. This is true especially if the Goldstone mode appears in zero magnetic field and the pinning is very small, such as in the NFL region or a (so far hypothetical) A-phase in zero field.

IV. EFFECTS OF GOLDSTONE MODES ON ELECTRONIC PROPERTIES

Via a coupling to the conduction electrons, the Goldstone modes derived in the preceding section influence the electronic properties of the helical magnet. In this section we derive the consequences for the specific heat, the single-particle relaxation rate, and the thermal and electrical resistivities. In all cases we consider the contribution of the Goldstone mode in isolation; it comes in addition to all other contributions to these observables.

A. Specific heat

Any well-defined (i.e., not overdamped) excitation with a dispersion relation \( \omega(k) \) yields a contribution to the specific heat \( C \) given by

\[
C(T) = \frac{\partial}{\partial T} \frac{1}{V} \sum_k \omega(k) n_B(\omega(k)). \tag{4.1}
\]

Here \( n_B(x) = 1/(\exp(x/T) - 1) \) is the Bose distribution function, \( V \) is the system volume, and we use units such that \( \hbar = k_B = 1 \). This allows one to determine the contributions to the specific heat by the various Goldstone modes.

1. Generalized helimagnons

We first consider the helical and aligned conical phase. The dispersion relation is given by Eq. (3.17). Performing the integral in Eq. (4.1) yields

\[
C(T) = \text{const.} \times \begin{cases}
\frac{T^3}{\sqrt{c_z} \tilde{c}_\perp} & \text{if } T \ll \tilde{c}_\perp/\sqrt{c_z}, \\
\frac{T^2}{\sqrt{c_z} \tilde{c}_\perp} & \text{if } T \gg \tilde{c}_\perp/\sqrt{c_z}.
\end{cases} \tag{4.2}
\]

The universal hydrodynamic result, \( C(T) \propto T^2 \), was first derived in Ref. 27. It is subleading to, but distinct from, the Fermi-liquid result \( C(T) \propto T + O(T^3 \ln T) \). At asymptotically low temperatures it crosses over to a \( T^3 \) behavior consistent with the acoustic-phonon-like dispersion relation in either the pinned helical phase or the aligned conical phase at asymptotically small wave numbers.

2. A-phase

In the skyrmion-lattice state we find from Eq. (3.11) in conjunction with Eq. (4.1)

\[
C(T) = \text{const.} \times \begin{cases}
\frac{T^3}{c_z \tilde{c}_\perp} & \text{if } T \ll \tilde{c}_\perp/\sqrt{c_z}, \\
\frac{T^{5/2}}{c_z \tilde{c}_\perp^{1/4}} & \text{if } T \gg \tilde{c}_\perp/\sqrt{c_z}. \tag{4.3}
\end{cases}
\]

B. Relaxation times and transport coefficients

The temperature dependence of the single-particle relaxation rate, as well as that of the electrical transport relaxation rate or the electrical resistivity, can be obtained by using the results of Refs. 28, 29. The former paper obtained the following expression for the single-particle relaxation rate,

\[
\frac{1}{\tau(k)} = 2 \int_{-\infty}^{\infty} \frac{du}{\sinh(u/T)} \frac{1}{V} \sum_p V''(p - k; k, p; u) \times \delta(u - \omega_1(p)). \tag{4.4}
\]

Here the quasiparticle momentum \( k \) is taken to be on the 1-Fermi surface, \( \omega_1(k) = 0 \), with

\[
\omega_{1,2}(k) = \frac{1}{2} \left[ \xi_{k+q} + \xi_k \pm \sqrt{(\xi_{k+q} - \xi_k)^2 + 4 \lambda^2} \right]. \tag{4.5a}
\]

which is separated from the 2-Fermi surface, \( \omega_2(k) = 0 \), by twice the Stoner gap \( \lambda \). Here

\[
\xi_k = \epsilon_k - \epsilon_F. \tag{4.5b}
\]

with

\[
\epsilon_k = \frac{k^2}{2m_e} + \frac{\nu}{2m_e k_F^2} (k_x^2 k_y^2 + k_y^2 k_z^2 + k_z^2 k_x^2) \tag{4.5c}
\]

an electronic energy-momentum relation consistent with a cubic crystal. The dimensionless parameter \( \nu \) is a measure of deviations from a nearly-free electron model. \( V'' \) is the spectrum of an effective potential given by

\[
V(k; p_1, p_2) = \frac{1}{2} \lambda^2 \chi(k) \bar{\gamma}(k, p_1) \bar{\gamma}(-k, p_2), \tag{4.6a}
\]

with vertices

\[
\bar{\gamma}(k, p) = \frac{q}{8 m_e \lambda} \left[ k_z + \frac{\nu}{k_F} (k_z p_3^2 + 2 (k_\perp \cdot p_\perp) p_z) \right] + O(k^3). \tag{4.6b}
\]
and $\chi$ the soft-mode susceptibility,

$$\chi(k) = \frac{1}{2 N_F} \frac{q^2}{3 k_F^2} \frac{1}{\omega_0^2(k) - i \Omega^2}.$$  \hspace{1cm} (4.6c)

Here $\omega_0(k)$ is the resonance frequency, which is equal to the frequency given in Eq. (3.11), (3.12), or (3.13), depending on the phase under consideration. The electrical transport relaxation time, which determines the electrical resistivity, is effectively given by averaging a similar expression over the Fermi surface:

$$\frac{1}{\tau_{el}^r} = \frac{1}{N_F} \int_{-\infty}^{\infty} \frac{du}{\sinh(u/T)} \frac{1}{V^2} \sum_{p, k} \frac{(p - k)^2}{k_F^2}$$

$$\times V^r(p - k; k, p; u) \delta(u - \omega_1(p)) \delta(\omega_1(k)).$$

$$\hspace{1cm} (4.7)$$

Note the additional, compared to Eq. (4.4), factor of $(p - k)^2$ under the integral in Eq. (4.7). This is characteristic of the description of electrical transport in a Boltzmann approximation and leads to a temperature dependence of the electrical resistivity that is different from that of the single-particle relaxation rate. In contrast, in a Boltzmann description of thermal transport this additional factor is absent, and the temperature dependence of the thermal conductivity is given by that of the single-particle relaxation rate.

We note that these expressions for $1/\tau(k)$ and $1/\tau_{el}^r$ vanish as $q \to 0$. While they give the leading asymptotic temperature dependence for the relaxation rates in helimagnets, they therefore cannot be used to obtain the corresponding results in the ferromagnetic limit. The asymptotic low-$T$ behavior of the rates in ferromagnets is qualitatively different and briefly treated in Appendix D. In the context of helimagnets, for a non-spherical Fermi surface (i.e., $v \neq 0$ in Eq. (4.5c)), and for generic wave vectors $k$, the temperature scaling behavior of the single-particle relaxation rate $1/\tau = 1/\tau(k)$, the thermal resistivity $\rho_{th}$, and the electrical resistivity $\rho_{el}$ can be represented schematically by the expressions

$$\frac{1}{\tau} \sim \rho_{th} \sim \int dp_{||} \int dp_{\perp} \frac{p_{||}^2 + p_{\perp}^2}{\sinh(\omega_0(p)/T)}$$

$$\times \delta(\omega_0(p) - p_{\perp} - p_{||}) \frac{\omega_0(p)}{\omega_0(p)}.$$ \hspace{1cm} (4.8a)

$$\rho_{el} \sim \int dp_{||} \int dp_{\perp} \frac{(p_{||}^2 + p_{\perp}^2)^2}{\sinh(\omega_0(p)/T)}$$

$$\times \delta(\omega_0(p) - p_{\perp} - p_{||}) \frac{\omega_0(p)}{\omega_0(p)}. \hspace{1cm} (4.8b)$$

The resonance frequency always scales as the temperature, $\omega_0 \sim T$, and the temperature dependence of the relaxation rates thus is determined by how the momentum components scale with temperature.

I. Generalized helimagnons

For the helical and conical phases we have, from Eq. (3.17), $p_{||} \sim T$, and $p_{\perp} \sim T$ and $T^{1/2}$ at asymptotically low and intermediate temperatures, respectively. This yields the following temperature dependence for the single-particle relaxation rate and the thermal resistivity:

$$\frac{1}{\tau} \propto \rho_{th} \propto \begin{cases} T^3 & \text{if } T \ll c_{\perp} / \sqrt{c_{\perp}} \\ T^{3/2} & \text{if } T \gg c_{\perp} / \sqrt{c_{\perp}}. \end{cases}$$ \hspace{1cm} (4.9)

The corresponding result for the electrical resistivity is

$$\rho_{el} \propto \begin{cases} T^5 & \text{if } T \ll c_{\perp} / \sqrt{c_{\perp}} \\ T^{5/2} & \text{if } T \gg c_{\perp} / \sqrt{c_{\perp}}. \end{cases} \hspace{1cm} (4.10)$$

In a vanishing external field, and in a temperature regime where pinning effects are not relevant, we recover the $T^{3/2}$ and $T^{5/2}$ behavior for $1/\tau$ and $\rho_{el}$, respectively, of Ref. 27 and 29.

2. A-phase

For a skyrmion lattice, we obtain by using Eq. (3.11)

$$\frac{1}{\tau} \propto \rho_{th} \propto \begin{cases} T^3 & \text{if } T \ll c_z / \sqrt{c_z} \\ T^2 & \text{if } T \gg c_z / \sqrt{c_z}. \end{cases} \hspace{1cm} (4.11)$$

for the single-particle rate, and

$$\rho_{el} \propto \begin{cases} T^5 & \text{if } T \ll c_z / \sqrt{c_z} \\ T^3 & \text{if } T \gg c_z / \sqrt{c_z}. \end{cases} \hspace{1cm} (4.12)$$

for the electrical resistivity.

C. Systems with quenched disorder

The preceding results hold for clean systems. In the presence of quenched disorder, elastic scattering of the conduction electrons leads to profound effects that manifest themselves in the transport properties. One needs to distinguish between the strong-disorder regime, where the transport is diffusive, and the weak-disorder regime, where it is ballistic. In a Fermi liquid, these two regimes are characterized by $T \tau \ll 1$ and $T \tau \gg 1$, respectively. In a helical magnet, the weak-disorder or ballistic regime is characterized by $28,29$

$$\sqrt{\epsilon_F \tau_{el}} \gg 1,$$ \hspace{1cm} (4.13)

where $\tau_{el}$ is the elastic relaxation time. In this regime there is an additional contribution $\delta(1/\tau)$ to the relaxation rates that is qualitatively the same for both the single-particle rate and the electron transport rate, and thus provides the temperature dependence of the corrections to both the electrical and thermal resistivities. It
At asymptotically low temperatures, characterized by $T_1 \ll T$, pinning effects are not important, and generalized helimagnons lead to $\delta(1/\tau) \propto \rho_{el} \propto \rho_{sh}$

$$\delta(1/\tau) \propto \rho_{el} \propto \rho_{sh} \sim \int d\nu F(u/T) \int dp \int dp_z \frac{1}{\omega_0(p)} \delta(u - \omega_0(p)).$$

(4.14)

1. Generalized helimagnons

From Eq. (4.14) we see that at temperatures where pinning effects are not important, generalized helimagnons lead to $\delta(1/\tau) \propto T$, a result first obtained in Ref. [29]. At asymptotically low temperatures, characterized by $T \ll c_1/\sqrt{c_2}$, one finds a $T^2$-behavior. In the pinned helical phase the crossover temperature between these two regimes is determined by the strength of the crystal-field effects; in the conical phase the magnetic field also cuts off the universal hydrodynamics $T$-behavior.

2. A-phase

For the A-phase, Eq. (3.11) yields

$$\delta(1/\tau) \propto \begin{cases} T^2 & \text{if } T \ll c'_1/\sqrt{c'_2} \\ T^{3/2} & \text{if } T \gg c'_2/\sqrt{c'_2} \end{cases}.$$  

(4.15)

The pinning effects in the A-phase are very weak due to the hexagonal nature of the skyrmion lattice, with $c'_2$ only of $O(p_{sw})$, see Secs. [III C] and [III D]. The size of the asymptotic region is therefore likely to be dominated by the $H$-dependence of $c'_2$. Whether or not the universal hydrodynamic $T^{3/2}$-behavior is observable in the A-phase (there currently are no experimental indications that it is) would require a detailed quantitative analysis that goes beyond the scope of the current paper.

3. NFL region

The preceding result is also of interest with respect to the non-Fermi-liquid region shown in Fig. 2 which is not a phase with long-range order, but where the electrical conductivity shows a pronounced $T^{3/2}$-behavior. An explanation that has recently been proposed is as follows. The $T^{3/2}$-behavior derived above is a consequence of the structure of the Goldstone modes due to columnar fluctuations, Eq. (3.11), in conjunction with weak quenched disorder. In the A-phase, which displays long-range order in the form of a skyrmion lattice, there are two such Goldstone modes, see Sec. [III C]. If the NFL region can be interpreted as a melted skyrmion lattice, then the resulting skyrmion fluid will still have one Goldstone mode with the same structure, namely, the compression mode mentioned in Sec. [III C] Weak quenched disorder will then still produce a contribution to the electrical resistivity, as well as to the single-particle relaxation rate, that is proportional to $T^{3/2}$ in a pre-asymptotic region. The NFL region is observed to extend to a vanishing external magnetic field, so the low-$T$ boundary of the universal hydrodynamic region is determined by the pinning effects, which are very weak, see Secs. [III C] and [III D]. The universal hydrodynamic $T^{3/2}$ behavior is therefore expected to extend to very low temperatures. A remaining question is the size of the prefactor, which in a bare theory is expected to be small due to the long length scale set by the skyrmion lattice. The resolution proposed in Ref. [30] is that mode-mode coupling effects drastically enhance the magnitude of the effect, in analogy to what is believed to happen in the blue phases of liquid crystals.

V. SUMMARY, AND CONCLUSION

In summary, we have given a comprehensive description of all phases in Dzyaloshinsky-Moriya helical magnets where long-range order has been observed. These include, the pinned helical phase at weak magnetic fields, the conical phase at higher magnetic fields, and the A-phase at intermediate magnetic fields and temperatures close to the critical temperature. We have shown that the system goes from the conical phase at high magnetic field to the pinned helical phase at low magnetic field via two distinct phase transitions; a second-order transition where the orientation of the helix changes smoothly, followed by a first-order transition where both the orientation and the polarization of the helix change discontinuously. For the A-phase we have considered the recent interpretation, based on the observation of a six-fold symmetry in the neutron scattering signature, as a hexagonal lattice of skyrmionic line defects. We have also discussed the perpendicular conical state, which had been discussed earlier as a possible realization of the A-phase. In addition, we have discussed a proposal for the interpretation of the non-Fermi-liquid (NFL) region in the disordered phase, which does not display long-range magnetic order but has many features in common with the A-phase. For all of these states we have determined the number and nature of the Goldstone modes, and the temperature dependencies of various observables that result from the scattering of the conduction electrons by these excitations. If the state in question can be described by an exact saddlepoint solution of a model Hamiltonian we have provided an explicit calculation; in other cases we have used symmetry arguments to determine the functional form of the Goldstone modes. The results are summarized in Table I. The Goldstone modes show unusual anisotropic frequency-momentum relations that result from helical spin structures in the various states and are reminiscent of the Goldstone modes in smectic and cholesteric liquid crystals. The specific heat $C(T)$, the single-particle relaxation rate $1/\tau(T)$ and the thermal resistivity $\rho_{sh}(T)$.
This phase, the perpendicular conical state, has not been experimentally observed so far.

The crystal-field effects are much smaller in the NFL region than in the ordered phases, see Secs. II E 4 and III D 4. Our results listed are valid in the universal hydrodynamic regime, which is expected to extend to very low temperatures; the true asymptotic low-temperature behavior is the same as in the A-phase, where the size of the $T \to 0$ region is determined by the external magnetic field.

In the presence of quenched disorder this regime does not represent the true asymptotic $T \to 0$ behavior, which is characterized by diffusive rather than ballistic electron dynamics, see the table caption and Eq. (4.13).

| TABLE I: Properties of various ordered phases and the proposed state representing the non-Fermi-liquid region. Listed are the number of Goldstone modes and their respective dispersion relations, as well as the temperature dependence of various observables. The elastic constants $\tilde{c}_\perp$, $c_\perp$, and $c_z$ in the Goldstone modes for the pinned helical/conical phase, the A-phase, and the PCS, respectively, are due to crystal-field effects or an external magnetic field and are small compared to the other elastic constants. The universal hydrodynamic regime is the temperature region where crystal-field effects are not important and these elastic constants can be neglected. The true asymptotic behavior as $T \to 0$ is dominated by the crystal-field effects and is realized only at very low temperatures. In the presence of weak disorder, the regime dominated by crystal-field effects is bounded below as well as above and does not represent the true asymptotic low-temperature regime. See the text for more information. |
|---|---|---|---|---|
| Goldstone modes | $\omega_0(k)$ | pinned helical/conical | A-phase | PCS$^a$ | NFL$^b$
| | | $(H||\hat{z})$ | $(H||\hat{z}, q||\hat{x})$ | | |
| $C(T)$ | universal hydrodynamic regime | $T^2$ | $T^{5/2}$ | $T^2$ | $T^{5/2}$ |
| $\rho_{th}(T)$ | crystal-field regime ($T \to 0$) | $T^3$ | $T^5/2$ | $T^2$ | |
| $\rho_{el}(T)$ | universal hydrodynamic regime | $T^{5/2}$ | $T^3$ | $T^{5/2}$ | $T^3$ |
| $\delta \rho_{th}(T)$ | crystal-field regime ($T \to 0$) | $T^5$ | $T^5$ | $T^3$ | |
| $\delta \rho_{el}(T)$ | universal hydrodynamic regime | $T$ | $T^{3/2}$ | $T$ | $T^{3/2}$ |

$^a$This phase, the perpendicular conical state, has not been experimentally observed so far.

$^b$The crystal-field effects are much smaller in the NFL region than in the ordered phases, see Secs. II E 4 and III D 4. Our results listed are valid in the universal hydrodynamic regime, which is expected to extend to very low temperatures; the true asymptotic low-$T$ behavior is the same as in the A-phase, where the size of the $T \to 0$ region is determined by the external magnetic field.

Acknowledgments

This work was initiated at the Aspen Center for Physics, and supported by the National Science Foundation under Grant Nos. DMR-09-29966 and DMR-09-01907.

and the electrical resistivity $\rho_{el}(T)$, all display temperature dependencies that are distinct from, and in some cases stronger than, those in a Fermi liquid. The most remarkable result is a non-Fermi liquid $T^{3/2}$ behavior of the electrical resistivity in certain temperature regimes in the A-phase and in the NFL region, which is proposed as an explanation of the observed enigmatic properties of the DM magnet MnSi.
Appendix A: The perpendicular conical state

Guided by earlier experimental results that did not reveal the six-fold symmetry discovered by Mühlbauer et al., Grigoriev et al. had proposed a perpendicular conical state (PCS) to represent the A-phase, i.e., a spin configuration of the form

\[ M(x) = m_0 \hat{H} + m_1 [\hat{e}_+ \cos(q \cdot x) + \hat{e}_- \sin(q \cdot x)] \]  
\[ (A1) \]

with \( q \) perpendicular to \( \hat{H} \) and \( \hat{e}_+ \), \( \hat{e}_- \), and \( \hat{q} \) forming a dreibein. This state is not a saddle point either, and Ref. found it energetically unfavorable compared to the conical and skyrmion lattice states. However, it can be stabilized, at least in principle, and we therefore include it in our discussion. Ref. proposed that the PCS is stabilized due to a gap in the helimagon excitation spectrum, which in turn had been proposed theoretically in Ref. Such a gap is at odds with Goldstone’s theorem as well as with the calculation in Ref. . A different possibility, which is consistent with symmetry considerations, is a large negative value of the parameter \( w \) in Eq. (3.1), which stabilizes the PCS in a parameter regime close to where the A-phase is observed, see Fig. . While such a large value of \( w \) is not realistic, this illustrates that the PCS can be stabilized by terms in the action that are allowed by symmetry, and it therefore is useful to determine the properties of this state.

Let us now consider the Goldstone modes in the PCS, using the symmetry arguments explained in Sec. III A. For definiteness, we assume that the \( q \)-vector points in the \( x \)-direction. The ordered state is still invariant under translations in the \( y \) and \( z \)-directions, so we have \( \text{dim}(T^3/T^2) = 1 \) Goldstone mode. With the magnetic field \( H \) in the \( z \)-direction, the state is still invariant under rotations of \( q \) in the \( x-y \)-plane. The eigenvalue therefore cannot have a \( k_z^2 \) term. The soft eigenvalue therefore must have the form

\[ \lambda = \alpha k_x^2 + \beta (k_y^4 + k_z^4) + \gamma k_z^2, \]  
\[ (A2) \]

where \( \gamma \propto H^2 \) for small \( H \). The structure of the dynamics will be the same as in the aligned conical case, and we thus have a dispersion relation

\[ \omega_{\text{PCS}}(k) = \sqrt{c_z k_z^2 + c_z k_z^2 + c_z (k_y^4 + k_z^4)}, \]  
\[ (A3) \]

with \( c_z \propto H^2 \) and \( c_z \) and \( c_z \) constant for \( H \to 0 \). Here we neglect pinning effects, which lead to a \( k_z^2 \) term under the square root at asymptotically low wave numbers.

For the specific heat contribution we find, from Eqs. (4.1) and (A3),

\[ C(T) = \text{const.} \times \begin{cases} T^{3/2}/(c_z c_z)^{1/2} c_z^{1/4} & \text{if } T \ll c_z/\sqrt{c_z} \\ T^2/c_z c_z & \text{if } T \gg c_z/\sqrt{c_z} \end{cases} \]  
\[ (A4) \]

This result is different from the one for the skyrmionic Goldstone mode in Sec. III C. Measurements of the specific heat therefore offer a way to distinguish between these two states short of a direct determination of the spin structure.

Using Eq. (A3) in an obvious generalization of Eqs. (4.8) we find for the single-particle relaxation rate and the thermal resistivity

\[ \frac{1}{T} \propto \rho_{\text{th}} \propto \begin{cases} T^2 & \text{if } T \ll c_z/\sqrt{c_z} \\ T^{3/2} & \text{if } T \gg c_z/\sqrt{c_z} \end{cases}, \]  
\[ (A5) \]

and for the electrical resistivity

\[ \rho_{\text{el}} \propto \begin{cases} T^3 & \text{if } T \ll c_z/\sqrt{c_z} \\ T^{5/2} & \text{if } T \gg c_z/\sqrt{c_z} \end{cases}. \]  
\[ (A6) \]

Appendix B: Gaussian fluctuations in the aligned conical phase

Here we derive the Gaussian fluctuation action in the conical phase, Eq. (3.7). The equation of state for this phase, Eqs. (2.6, 2.7), can be written

\[ t - a q^2 + u(m_0^2 + m_1^2) = 0, \]  
\[ (B1) \]

with \( q \) and \( m_0 \) given by Eqs. (2.6b) and (2.6c), respectively. Inserting Eq. (3.10) into the action, Eqs. (3.3), (3.4), dropping the amplitude fluctuations \( \delta m_0 \) and \( \delta m_1 \), and expanding to bilinear order in the phases yields Eq. (3.7) with
An explicit calculation shows that
\[
\gamma(k) = \begin{pmatrix}
\hat{m}_1^2 \hat{k}_x^2 & -im_1^2 \hat{k}_y & im_1^2 \hat{k}_x \\
-im_1^2 \hat{k}_y & m_1^2(1 + \hat{m}_0^2 + \frac{1}{2} \hat{k}_z^2) & -im_1^2 \hat{k}_z \\
0 & im_0^2 \hat{m}_1 & \hat{m}_0^2(1 + \hat{m}_1^2 + \frac{1}{2} \hat{k}_z^2)
\end{pmatrix} \quad (B2)
\]

A determination of the eigenvalues yields Eqs. (3.8, 3.9).

**Appendix C: Gaussian fluctuations in the pinned helical phase**

Here we derive the Gaussian fluctuation action in the pinned helical phase, Eq. (3.15). Dropping the amplitude fluctuations, and expanding to linear order in the phase fluctuations, Eq. (3.11) becomes
\[
M(x) = M_{sp}(x) + \delta M(x),
\]
with
\[
\delta M(x) = m_1 \left[ \left( \hat{e}_- \sin(q \cdot x) + \hat{e}_+ \cos(q \cdot x) \right) \varphi_0(x) + \hat{q} \sin(q \cdot x) \varphi_+(x) + \hat{q} \cos(q \cdot x) \varphi_-(x) + O(q_0^2) \right].
\]

\(M_{sp}\) is an exact saddle point of the action, Eqs. (3.12) - (3.15) with \(b_1 = v = 0\), so the terms linear in \(\delta M\) vanish. We now consider terms bilinear in \(\varphi_{\alpha+,-}\) and first concentrate on the gradient-free terms. Neglecting rapidly fluctuating Fourier components proportional to \(e^{inq \cdot x}\) with \(n \geq 2\) one finds
\[
\mathcal{A}^{(2)}[\delta M]/m_1^2 = \frac{1}{2} \int dx \varphi_0(x) \left[ t + aq^2 - cq + um_1^2 + \frac{1}{2} b \sum_{i=1}^{3} \tilde{q}_i^2 [(\tilde{e}_i)^2 + (\tilde{e}_i')^2] \right] \varphi_0(x)
+ \frac{1}{4} \int dx \sum_{\alpha = \pm} \varphi_\alpha(x) \left[ t + aq^2 + um_1^2 + b q^2 \sum_{i=1}^{3} \tilde{q}_i^4 \right] \varphi_\alpha(x)
- \frac{1}{2} b q^2 \int dx \sum_{\alpha = \pm} \sum_{i=1}^{3} \tilde{e}_i \tilde{q}_i^3 \varphi_0(x) \varphi_\alpha(x) + (\text{gradient terms})
\]

An explicit calculation shows that
\[
\sum_{i=1}^{3} \tilde{q}_i^2 [(\tilde{e}_i)^2 + (\tilde{e}_i')^2] = 1 - f(\tilde{q}),
\]
\[
\sum_{i=1}^{3} \tilde{q}_i^4 = f(\tilde{q}),
\]
with
\[
f(\tilde{q}) = \beta_1^4 + \beta_2^4 + \beta_3^4,
\]
where \(\beta_{1,2,3}\) are the direction cosines of \(\tilde{q}\). Furthermore,
\[
\sum_{i=1}^{3} \tilde{e}_i \tilde{q}_i \varphi_\alpha(x) = 0
\]
for \(\alpha = +, -\) and for both \(\tilde{q} = (1, 1, 1)/\sqrt{3}\) and \(\tilde{q} = (1, 0, 0)\). Using the equation of state, Eqs. (3.13b, 3.15c), we see that the \(\varphi_0 - \varphi_0\) vertex and the \(\varphi_0 - \varphi_\alpha\) vertices all vanish. At zero wave number we thus have one zero eigenvalue that corresponds to one Goldstone mode, in agreement with the expectation from Sec. III B.1

We next calculate the gradient-squared terms. Geometric identities similar to those expressed in Eqs. (C3) allow to determine the vertices. One finds a Gaussian action of the form given by Eq. (5.15). For \(b > 0\), the matrix \(\Gamma\) is given by
\[
\Gamma(k) = \begin{pmatrix}
a k^2 + \frac{1}{2} b k_z^2 & -i \frac{1}{2} c k x & -i \frac{1}{2} c k z \\
i \frac{1}{2} c k y & c q + \frac{1}{4} a k^2 + \frac{1}{2} b k_z^2 & i (a + b) q k_z \\
i \frac{1}{2} c k x & i (a + b) q k_z & \frac{1}{2} c q + \frac{1}{4} a k^2 + \frac{1}{2} b k_z^2
\end{pmatrix} \quad (b > 0).
\]
For $b < 0$, the matrix $\Gamma$ takes the form

$$
\Gamma_{00}(k) = (a + b/3) k^2, \\
\Gamma_{0+}(k) = \Gamma_{+0}(k)^* = i \left( \frac{1}{2} c + \frac{1}{3} b q \right) \frac{1}{\sqrt{2}} (k_{||} - 3k_z) + \frac{1}{2\sqrt{6}} b (k_x^2 - k_y^2), \\
\Gamma_{0-}(k) = \Gamma_{-0}(k)^* = i \left( \frac{1}{2} c + \frac{1}{3} b q \right) \frac{1}{\sqrt{2}} (k_x - k_y) - \frac{1}{2\sqrt{6}} b (k_x^2 + k_y^2 - 2k_z^2), \\
\Gamma_{++}(k) = \Gamma_{--}(k) = \frac{1}{2} c q + \frac{1}{2} (a + b/3) k^2, \\
\Gamma_{+-}(k) = \Gamma_{-+}(k)^* = i(a + b/3)qk_{||}.
$$

(b < 0) \quad (C5)

Calculating the eigenvalues one finds Eq. (3.16).

### Appendix D: Relaxation rates in ferromagnets

In this appendix we sketch how the expressions for the single-particle and transport relaxation rates given in Sec. [IV B] change in the ferromagnetic limit. A more thorough discussion of this topic will be given elsewhere.\(^{22}\)

There are three major changes compared to Eqs. (4.1) and (4.7) that take place in the ferromagnetic limit. Firstly, there is no intra-Stoner-band scattering. This is because in a ferromagnet, the Goldstone mode is entirely transverse with respect to the direction of the magnetization, whereas in a helimagnet this is not the case.\(^{53}\)

As a result, with $k$ in Eq. (4.1) on the 1-Fermi surface, the resonance frequency inside the delta function under the integral will be $\omega_2(p)$. Secondly, the dimensionless vertex $\tilde{\gamma}$, Eq. (4.6b), changes to unity. Technically, this is seen most easily within the formalism of Ref.\(^{28}\) Physically, it reflects the fact that for intra-Stoner-band scattering the magnetic fluctuations couple to the quasi-particle density, and thus physically act akin to a chemical potential, only gradients of which contribute to scattering. For inter-Stoner-band scattering, on the other hand, they physically act akin to an external magnetic field, and thus they couple without gradients. Thirdly, the form of the susceptibility $\chi$, Eq. (4.6c), changes. It now reflects the ferromagnetic magnons, and for power counting purposes it can be adequately represented by

$$
\chi''(k,u) = \frac{1}{N_F} \delta(u - \omega_{FM}(k)), \quad (D1a)
$$

with

$$
\omega_{FM}(k) = \text{const.} \times \frac{\lambda k^2}{k_F^2} \quad (D1b)
$$

the ferromagnon frequency. Putting all of this together, and neglecting numerical prefactors, we obtain for the single-particle scattering rate due to ferromagnetic magnons

$$
\frac{1}{\tau(k)} = \frac{\lambda}{N_F} \frac{1}{V} \sum_p \frac{1}{\sinh(\omega_{FM}(p)/T)} \delta(\omega_2(k+p) - \omega_{FM}(p)), \quad (D2a)
$$

and for the electrical transport rate

$$
\frac{1}{\tau_{el}} = \frac{\lambda}{N_F^2 V^2} \sum_{p,k} \frac{p^2/k_F^2}{\sinh(\omega_{FM}(p)/T)} \delta(\omega_1(k)) \times \delta(\omega_2(k + p) - \omega_{FM}(p)). \quad (D2b)
$$

Performing the integrals leads to the following results. For the single-particle relaxation rate on the Fermi surface, or the thermal resistivity, one finds

$$
\frac{1}{\tau} \propto \rho_{th} \propto \begin{cases} 
T e^{-\lambda^2/\epsilon_F T} & \text{if } T \ll \lambda^2/\epsilon_F \\
T \ln(T\epsilon_F^2/\lambda^2) & \text{if } \lambda^2/\epsilon_F^2 \ll T \ll \lambda \\
T \ln(\epsilon_F^2/\lambda^2) & \text{if } T \gg \lambda,
\end{cases} \quad (D3)
$$

where we have omitted numerical prefactors as well as less-leading terms. For the electrical resistivity, the corresponding result is

$$
\rho_{el} \propto \begin{cases} 
T (\lambda^2\epsilon_F^2) e^{-\lambda^2/\epsilon_F^2} & \text{if } T \ll \lambda^2/\epsilon_F^2 \\
T^2/\lambda & \text{if } \lambda^2/\epsilon_F^2 \ll T \ll \lambda \\
T & \text{if } T \gg \lambda,
\end{cases} \quad (D4)
$$

We provide some brief comments regarding these results, a more complete discussion will be given elsewhere.\(^{22}\) (1) The energy scales $\lambda^2/\epsilon_F^2$ and $\lambda$ that lead to the three temperature regimes shown above emerge within the bare (Stoner-level) theory. It is not obvious how these scales become renormalized, and one therefore has to be careful when making quantitative comparisons with experiment. In particular, within the bare theory the regime $T \gg \lambda$ is not realizable since it implies $T > T_c$; this may change within a fully renormalized theory. (2) The second result in Eq. (D4), $1/\tau_{el} \propto T^2/\lambda$, reproduces the result of Ueda and Moriya.\(^{34}\) We note, however, that this is not the true asymptotic low-temperature result; it is valid only in a pre-asymptotic temperature window. (3) The true asymptotic behavior for $T \to 0$ is exponential, rather than power-law, in $T$. This is due to the Stoner splitting of the conduction electrons; this effect was neglected in Ref.\(^{54}\). In helimagnets the situation is qualitatively different, see Sec. [IV B].
The term $(\nabla \cdot \mathbf{M})^2$ or, equivalently (if combined with the $(\nabla M)^2$ term), $(\nabla \times \mathbf{M})^2$, is not usually considered in the theory of classical Heisenberg ferromagnets. This term, as well as a stronger one, $|k \cdot \mathbf{M}(k)|^2/|k|^2$ in Fourier space, result from the classical dipole-dipole interaction, which in turn results from the coupling of the order-parameter field to the electromagnetic vector potential, see Ref. [53]. These terms have small coefficients due to the relativistic nature of the dipole-dipole interaction, and therefore are usually neglected in the discussion of isotropic ferromagnets, despite the fact that they are renormalization-group relevant with respect to the critical Heisenberg fixed point [55]. In the context of helimagnets, where many effects of qualitative interest are small due to the smallness of $g_{\omega_0}$, it is less obvious whether these terms can be ignored. However, for the field configurations we will consider they are not qualitatively different from the $(\nabla M)^2$ term, and we will neglect them. The question of a possible influence of the dipole-dipole interaction on the properties of the various phase transitions in a helimagnet is a different issue that we do not address in the current paper.
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It is remarkable that in this regime the difference between the single-particle relaxation rate and the electrical transport rate that is so characteristic of the Boltzmann theory of transport does not exist. From a scaling point of view one might speculate that this difference is not generic and will not be present in a strong-coupling theory that would be characterized by a single universal relaxation rate. Whether this is true, and if so, in what limit the Boltzmann result emerges, deserves an investigation.