The boundedness and Hölder continuity of weak solutions to elliptic equations involving variable exponents and critical growth
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Abstract

In this paper we prove the boundedness and Hölder continuity of quasilinear elliptic problems involving variable exponents for a homogeneous Dirichlet and a nonhomogeneous Neumann boundary condition, respectively. The novelty of our work is the fact that we allow critical growth even on the boundary and so we close the gap in the papers of Fan-Zhao (1999) [12] and Winkert-Zacher (2012) [47] in which the critical cases are excluded. Our approach is based on a modified version of De Giorgi’s iteration technique along with the localization method. As a consequence of our results, the $C^{1,\alpha}$-regularity follows immediately.
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1. Introduction

Let $\Omega \subset \mathbb{R}^N$ ($N \geq 2$) be a bounded domain with Lipschitz boundary $\Gamma := \partial \Omega$ and let $p \in C(\overline{\Omega})$ be such that $1 < p^- := \min_{\overline{\Omega}} p$. In this paper, we investigate the boundedness and Hölder continuity of weak solutions to quasilinear elliptic problems defined in variable exponent Sobolev spaces involving critical growth of the general form

$$-\text{div} \, A(x, u, \nabla u) = B(x, u, \nabla u) \quad \text{in } \Omega,$$

$$u = 0 \quad \text{on } \Gamma,$$

(1.1)

and

$$-\text{div} \, A(x, u, \nabla u) = B(x, u, \nabla u) \quad \text{in } \Omega,$$

$$A(x, u, \nabla u) \cdot v = C(x, u) \quad \text{on } \Gamma,$$

(1.2)

where $v(x)$ denotes the outer unit normal of $\Omega$ at $x \in \Gamma$ and the functions $A: \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N$, $B: \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}$ as well as $C: \Gamma \times \mathbb{R} \to \mathbb{R}$ are Carathéodory functions which satisfy suitable $p(\cdot)$-structure conditions, see $H(D)$, $H(N)$ and $H(A)$ in Sections 3, 4 and 5, respectively, for the precise assumptions.

An important special case of (1.1) and (1.2) which is included in our setting is given by

$$-\Delta_{p(\cdot)} u = B(x, u, \nabla u) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \Gamma,$$

$$-\Delta_{p(\cdot)} u = B(x, u, \nabla u) \quad \text{in } \Omega, \quad |\nabla u|^{p(x)-2} \nabla u \cdot v = C(x, u) \quad \text{on } \Gamma,$$

where $\Delta_{p(\cdot)}$ denotes the so-called $p(\cdot)$-Laplace differential operator which is given by

$$\Delta_{p(\cdot)} u := \text{div}(|\nabla u|^{p(\cdot)-2} \nabla u) \quad \text{for } u \in W^{1,p(\cdot)}_0(\Omega) \text{ or } W^{1,p(\cdot)}(\Omega).$$

(1.3)

Note that $\Delta_{p(\cdot)}$ reduces to the well-known $p$-Laplacian $\Delta_p$ when $p(x) \equiv p$ is a constant.

Nonlinear equations of the form considered in (1.1) and (1.2) involving variable exponents in the structure conditions are usually called equations with nonstandard growth. Such equations are of great interest and appear in the mathematical modeling of certain physical phenomena, for example in fluid dynamics (flows of electro-rheological fluids or fluids with temperature-dependent viscosity), in nonlinear viscoelasticity, in image processing and in processes of filtration through porous media, see for example, Acerbi-Mingione-Seregin [2], Antontsev-Díaz-Shmarev [3], Antontsev-Rodrigues [4], Chen-Levine-Rao [5], Diening [8], Rajagopal-Růžička [41], Růžička [42] and Zhikov [53,55] and the references therein.

The $p(\cdot)$-Laplace differential operator given in (1.3) is related to the energy functional

$$u \mapsto \int_{\Omega} |\nabla u|^{p(x)} \, dx,$$

(1.4)

which was first used to illustrate models for strongly anisotropic materials, see Zhikov [52,54,55], that is, in a material made of different components, the exponent $p(\cdot)$ dictates the geometry of a composite that changes its hardening exponent according to the point. We refer to the paper of
Acerbi-Mingione [1] who developed gradient estimates and qualitative properties of minimizers of energies that have variable exponents as in (1.4).

Global a priori bounds for classes of elliptic problems with different boundary condition are important results in the theory of differential equations and often guarantee further knowledge about the smoothness of solutions. We mention the famous works of Lieberman [29,31] stating the $C^{1,\alpha}$-regularity up to the boundary of solutions to partial differential equations of second order both with nonhomogeneous Dirichlet- and nonlinear Neumann boundary condition. A crucial condition for the application of such results is the boundedness of the solutions. The corresponding $C^{1,\alpha}$-result for equations with $p(\cdot)$-structure has been published by Fan [15]. In order to obtain such results, most of the papers make use of the so-called De Giorgi-Nash-Moser theory which provides iterative methods based on truncation techniques to get $L^\infty$-bounds for certain equations, see the works of De Giorgi [6], Nash [37] and Moser [35]. The techniques developed in these papers provided powerful tools to prove local and global boundedness, the Harnack and the weak Harnack inequality and the Hölder continuity of weak solutions. For more information we refer to the monographs of Gilbarg-Trudinger [20], Ladyženskaja-Ural’ceva [27], Ladyženskaja-Solonnikov-Ural’ceva [28] and Lieberman [30].

In the present paper we are going to prove the boundedness and Hölder continuity of weak solutions of the problems (1.1) and (1.2). The novelty in our work is the fact that we allow critical growth on the perturbations $B$ and $C$, so in the domain and on the boundary. With our work we close the gap of the papers of Fan-Zhao [12] for the Dirichlet and Winkert-Zacher [47,48] for the Neumann problem for the subcritical case. Indeed, in these papers the critical cases are excluded and cannot be realized with their treatment. However, we will adopt some ideas and found a way to overcome the problem with the critical exponents by a modified version of De Giorgi’s iteration technique along with an appropriate application of the localization method.

Let us comment on some relevant known results on quasilinear elliptic problems with $p$- and $p(\cdot)$-structure. Concerning boundedness results for elliptic problems driven by the $p$- or $(p,q)$-Laplacian we refer to the papers of García Azorero-Peral Alonso-Manfredi [18] (for homogeneous Dirichlet condition), Motreanu-Motreanu-Papageorgiou [36] (for homogeneous Neumann condition) and Winkert [45] (for nonhomogeneous Neumann condition). All these works are working with a De Giorgi-Nash-Moser iteration technique but only for the subcritical case. In the critical constant exponent case for Neumann problems we refer to the papers of Papageorgiou-Rădulescu [38] (critical growth in the domain) and Marino-Winkert [34] (critical growth even on the boundary). For elliptic problems with $p(\cdot)$-structure, the first work has been done by Fan-Zhao [12] who proved the boundedness and Hölder continuity for weak solutions of problem (1.1) in the subcritical case. The corresponding cases with a homogeneous and nonhomogeneous Neumann boundary condition are proved in Gasiński-Papageorgiou [19] and Winkert-Zacher [47,48], respectively. All these works treated only problems with subcritical growth. A priori bounds for degenerate elliptic equations with variable growth can be found in Ho-Sim [25,24] based on the methods of [12] and [47]. Boundedness results for weighted elliptic equations with variable exponents and convection term have been developed in Ho-Sim [23] and a priori bounds for the fractional $p(\cdot)$-Laplacian are recently studied by Ho-Kim [22]. To the best of our knowledge, there exists no work for boundedness results and Hölder continuity for problems (1.1) and (1.2) involving functions that have critical growth.

Finally, we mention papers which are very close to our topic dealing with certain types of a priori bounds for equations with $p$- or $p(\cdot)$-structure. We refer to Ding-Zhang-Zhou [10,11], García Azorero-Peral Alonso [17], Guedda-Véron [21], Marino-Winkert [32,33], Pucci-Servadei
[40], Wang [43], Winkert [44,46], Winkert-Zacher [49], Zhang-Zhou [50], Zhang-Zhou-Xue [51] and the references therein.

The paper is organized as follows. In Section 2 we recall the basic properties of variable Lebesgue and Sobolev spaces and state the main tools which we will need in later sections. The boundedness of weak solutions of problem (1.1) is then presented in Section 3, see Theorem 3.1. In Section 4 we prove the boundedness of weak solutions for problem (1.2), see Theorem 4.1, and Section 5 is concerned with the Hölder continuity of weak solutions for both, (1.1) and (1.2). These results are stated in Theorems 5.5 and 5.6, respectively. Finally, we mention the $C^{1,\alpha}$-regularity of weak solutions due to Fan [15].

2. Preliminaries and notations

In this section we recall some basic facts about Lebesgue and Sobolev spaces with variable exponents, see, for example Fan-Zhao [13] and Kováčik-Rákosník [26]. To this end, let $\Omega$ be a bounded domain in $\mathbb{R}^N$ with Lipschitz boundary $\Gamma$. For $p \in C_+ (\overline{\Omega})$, where $C_+ (\overline{\Omega})$ is given by

$$C_+ (\overline{\Omega}) = \{ h \in C (\overline{\Omega}) : 1 < h(x) \text{ for all } x \in \overline{\Omega} \},$$

we denote

$$p^- := \inf_{x \in \overline{\Omega}} p(x) \quad \text{and} \quad p^+ := \sup_{x \in \overline{\Omega}} p(x).$$

Moreover, let $M(\Omega)$ be the space of all measurable functions $u : \Omega \to \mathbb{R}$. Then, for a given $p \in C_+ (\overline{\Omega})$, the variable exponent Lebesgue space $L^{p(\cdot)} (\Omega)$ is defined as

$$L^{p(\cdot)} (\Omega) = \left\{ u \in M(\Omega) : \int_\Omega |u|^{p(x)} \, dx < \infty \right\}$$

equipped with the Luxemburg norm given by

$$\| u \|_{p(\cdot)} = \inf \left\{ \lambda > 0 : \int_\Omega \frac{|u(x)|^{p(x)}}{\lambda} \, dx \leq 1 \right\}.$$

The following propositions can be found in Diening-Harjulehto-Hästö-Růžička [9].

**Proposition 2.1.** Let $s, r \in C_+ (\overline{\Omega})$ be such that $s(x) \leq r(x)$ for all $x \in \overline{\Omega}$. Then, $L^{r(\cdot)} (\Omega) \subset L^{s(\cdot)} (\Omega)$ and

$$\| u \|_{s(\cdot)} \leq 2(1 + |\Omega|) \| u \|_{r(\cdot)} \quad \text{for all } u \in L^{r(\cdot)} (\Omega).$$

**Proposition 2.2.** The space $L^{p(\cdot)} (\Omega)$ is a separable and uniformly convex Banach space and its conjugate space is $L^{p'(\cdot)} (\Omega)$, where $1/p(x) + 1/p'(x) = 1$ for all $x \in \overline{\Omega}$. For any $u \in L^{p(\cdot)} (\Omega)$ and for any $v \in L^{p'(\cdot)} (\Omega)$, we have
\[ \left| \int_{\Omega} uv \, dx \right| \leq 2 \|u\|_{p(\cdot)} \|v\|_{p'(\cdot)}. \]

The corresponding modular \( \rho : L^{p(\cdot)}(\Omega) \to \mathbb{R} \) is given by
\[
\rho(u) = \int_{\Omega} |u|^{p(x)} \, dx \quad \text{for all } u \in L^{p(\cdot)}(\Omega).
\]

The following proposition shows the relation between the norm \( \| \cdot \|_{p(\cdot)} \) and the modular \( \rho \).

**Proposition 2.3.** For all \( u \in L^{p(\cdot)}(\Omega) \) we have the following assertions:

(i) \( \|u\|_{p(\cdot)} < 1 \) (resp. \( = 1 \), \( > 1 \)) if and only if \( \rho(u) < 1 \) (resp. \( = 1 \), \( > 1 \));
(ii) if \( \|u\|_{p(\cdot)} > 1 \), then \( \|u\|_{p(\cdot)}^{p(\cdot)} \leq \rho(u) \leq \|u\|_{p(\cdot)}^{p(\cdot)} \);  
(iii) if \( \|u\|_{p(\cdot)} < 1 \), then \( \|u\|_{p(\cdot)}^{p(\cdot)} \leq \rho(u) \leq \|u\|_{p(\cdot)}^{p(\cdot)} \).

Consequently, the following inequality holds true
\[ \|u\|_{p(\cdot)}^{p(\cdot)} - 1 \leq \rho(u) \leq \|u\|_{p(\cdot)}^{p(\cdot)} + 1 \quad \text{for all } u \in L^{p(\cdot)}(\Omega). \]

The corresponding variable exponent Sobolev spaces can be defined in the same way using the variable exponent Lebesgue spaces. For \( p \in C_+([\Omega]) \) the variable exponent Sobolev space \( W^{1,p(\cdot)}(\Omega) \) is defined by
\[
W^{1,p(\cdot)}(\Omega) = \left\{ u \in L^{p(\cdot)}(\Omega) : |\nabla u| \in L^{p(\cdot)}(\Omega) \right\}
\end{equation}

endowed with the norm
\[
\|u\|_{1,p(\cdot)} = \|u\|_{p(\cdot)} + \|\nabla u\|_{p(\cdot)} \quad \text{for all } u \in W^{1,p(\cdot)}(\Omega),
\]

where \( \|\nabla u\|_{p(\cdot)} = \| |\nabla u| \|_{p(\cdot)} \). On \( W^{1,p(\cdot)}(\Omega) \), the norm \( \|u\|_{1,p(\cdot)} \) is equivalent to
\[
\|u\|_1 := \inf \left\{ \lambda > 0 : \int_{\Omega} \left[ \frac{| \nabla u(x) |^{p(x)}}{\lambda} + \frac{| u(x) |^{p(x)}}{\lambda} \right] \, dx \leq 1 \right\}
\]

with the relation
\[ \frac{1}{2} \|u\|_{1,p(\cdot)} \leq \|u\|_1 \leq 2 \|u\|_{1,p(\cdot)} \quad \text{for all } u \in W^{1,p(\cdot)}(\Omega). \]

Moreover, we define
\[
W^{1,p(\cdot)}_0(\Omega) = C_{0,\infty}(\Omega) \|1,p(\cdot)\).
\]
The spaces $W^{1, p(\cdot)}(\Omega)$ and $W^{1, p(\cdot)}_0(\Omega)$ are both separable and reflexive Banach spaces, in fact uniformly convex Banach spaces. In the space $W^{1, p(\cdot)}_0(\Omega)$, the Poincaré inequality holds, namely

$$\|u\|_{p(\cdot)} \leq c_0 \|\nabla u\|_{p(\cdot)} \quad \text{for all } u \in W^{1, p(\cdot)}_0(\Omega)$$

with some $c_0 > 0$. Therefore, we can consider on $W^{1, p(\cdot)}_0(\Omega)$ the equivalent norm

$$\|u\|_0 = \|\nabla u\|_{p(\cdot)} \quad \text{for all } u \in W^{1, p(\cdot)}_0(\Omega).$$

For $p \in C_+([\Omega])$ we introduce the critical Sobolev variable exponent $\hat{p}^\ast$ and the corresponding one $\hat{p}_\ast$ on the boundary defined by

$$\hat{p}^\ast(x) = \begin{cases} \frac{Np(x)}{N-p(x)} & \text{if } p(x) < N, \\ \infty & \text{if } N \leq p(x), \end{cases} \quad \text{for all } x \in \overline{\Omega}$$

and

$$\hat{p}_\ast(x) = \begin{cases} \frac{(N-1)p(x)}{N-p(x)} & \text{if } p(x) < N, \\ \infty & \text{if } N \leq p(x), \end{cases} \quad \text{for all } x \in \Gamma.$$ 

It is well known that $W^{1, p(\cdot)}(\Omega) \hookrightarrow L^{q(\cdot)}(\Omega)$ is compactly embedded for any $q \in C(\overline{\Omega})$ satisfying $1 \leq q(x) < \hat{p}^\ast(x)$ for all $x \in \overline{\Omega}$, see, for example, Fan [16], and that $W^{1, p(\cdot)}(\Omega) \hookrightarrow L^{r(\cdot)}(\Gamma)$ is compactly embedded for any $r \in C(\Gamma)$ satisfying $1 \leq r(x) < \hat{p}_\ast(x)$ for all $x \in \Gamma$, see, for example, Fan [14, Corollary 2.4].

In order to state critical embeddings, we need more regularity on the function $p$. To this end, we denote by $C^{0, \frac{1}{\log |y-x|}}(\overline{\Omega})$ the set of all functions $h : \overline{\Omega} \to \mathbb{R}$ that are log-Hölder continuous, that is, there exists $C > 0$ such that

$$|h(x) - h(y)| \leq \frac{C}{\log |x-y|} \quad \text{for all } x, y \in \overline{\Omega} \text{ with } |x-y| < \frac{1}{2}.$$ 

Now we can state the critical embedding from $W^{1, p(\cdot)}(\Omega)$ into $L^{\hat{p}^\ast(\cdot)}(\Omega)$, see Diening-Harjulehto-Hästö-Růžička [9, Corollary 8.3.2] or Fan [16, Proposition 2.2].

**Proposition 2.4.** Let $p \in C^{0, \frac{1}{\log |y-x|}}(\overline{\Omega}) \cap C_+([\Omega])$ and let $q \in C(\overline{\Omega})$ be such that

$$1 \leq q(x) \leq \hat{p}^\ast(x) \quad \text{for all } x \in \overline{\Omega}.$$ 

Then, we have the continuous embedding

$$W^{1, p(\cdot)}(\Omega) \hookrightarrow L^{q(\cdot)}(\Omega).$$ 

In particular, we have

$$\|u\|_{q(\cdot)} \leq C \|u\|_{1, p(\cdot)} \quad \text{for all } u \in W^{1, p(\cdot)}(\Omega).$$ 
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If \( q(x) < \hat{p}^*(x) \) for all \( x \in \overline{\Omega} \), then the embedding above is compact.

The next theorem is an extension of the classical boundary trace embedding theorem for the variable exponent case which requires that \( p \) belongs a subclass of \( C^{0, \frac{1}{\log t}}(\overline{\Omega}) \). The case \( p^+ < N \) was obtained in Fan [14, Theorem 2.1] and this restriction can be avoided as shown in the following proposition.

**Proposition 2.5.** Suppose that \( p \in C_+(\overline{\Omega}) \cap W^{1,\gamma}(\Omega) \) for some \( \gamma > N \). Let \( s \in C(\overline{\Omega}) \) be such that

\[
1 \leq s(x) \leq \hat{p}_*(x) \quad \text{for all } x \in \overline{\Omega}
\]

Then, it holds that

\[
W^{1, p}(\Omega) \hookrightarrow L^s(\Gamma)
\]

is continuously embedded.

**Proof.** Let \( s \in C(\overline{\Omega}) \) satisfying \( 1 \leq s(x) \leq \hat{p}_*(x) \) for all \( x \in \overline{\Omega} \). We fix \( r \geq s^+ \) and define

\[
\hat{r} := \frac{Nr}{N - 1 + r}.
\]

Then \( \hat{r} < N \) and

\[
r = \frac{(N - 1)\hat{r}}{N - \hat{r}}. \tag{2.2}
\]

For \( x \in \overline{\Omega} \), we define

\[
\tilde{p}(x) := \begin{cases} p(x) & \text{if } p(x) < \hat{r}, \\ \hat{r} & \text{if } p(x) \geq \hat{r}. \end{cases} \tag{2.3}
\]

It is clear that \( \tilde{p} \in C_+(\overline{\Omega}) \cap W^{1,\gamma}(\Omega) \) and \( \tilde{p}^+ \leq \hat{r} < N \). If \( p(x) < \hat{r} \), then by (2.3), we have

\[
s(x) \leq \hat{p}_*(x) = \frac{(N - 1)\tilde{p}(x)}{N - \tilde{p}(x)}.
\]

In the case \( p(x) \geq \hat{r} \), by the choice of \( r \), (2.2) and (2.3), we obtain

\[
s(x) \leq r = \frac{(N - 1)\hat{r}}{N - \hat{r}} = \frac{(N - 1)\tilde{p}(x)}{N - \tilde{p}(x)}.
\]

Thus we derive

\[
s(x) \leq \frac{(N - 1)\tilde{p}(x)}{N - \tilde{p}(x)} =: \tilde{p}_*(x) \quad \text{for all } x \in \overline{\Omega}.
\]
Hence, from Fan [14, Theorem 2.1] we get the continuous embeddings

\[ W^{1,p}(\Omega) \hookrightarrow \tilde{L}^{p^*}(\Gamma) \hookrightarrow L^{s}(\Gamma). \]

The proof is complete. \( \Box \)

**Remark 2.6.** Note that for a bounded domain \( \Omega \subset \mathbb{R}^N \) and \( \gamma > N \) we have the following inclusions

\[ C^{0,1}(\Omega) \subset W^{1,\gamma}(\Omega) \subset C^{0,1-\gamma N}(\Omega) \subset C^{0,1-\gamma \log \| \Omega \|}(\Omega). \]  \( (2.4) \)

The following lemma concerning the geometric convergence of sequences of numbers will be needed for the De Giorgi iteration arguments below. It can be found in Ho-Sim [24, Lemma 4.3]. The case \( \mu_1 = \mu_2 \) is contained in Ladyženskaja-Solonnikov-Ural’ceva [28, Chapter II, Lemma 5.6], see also DiBenedetto [7, Chapter I, Lemma 4.1].

**Lemma 2.7.** Let \( \{ Z_n \} \), \( n = 0, 1, 2, \ldots \), be a sequence of positive numbers, satisfying the recursion inequality

\[ Z_{n+1} \leq K b^n \left( Z_n^{1+\mu_1} + Z_n^{1+\mu_2} \right), \quad n = 0, 1, 2, \ldots, \]

for some \( b > 1 \), \( K > 0 \) and \( \mu_2 \geq \mu_1 > 0 \). If

\[ Z_0 \leq \min \left( 1, (2K)^{-\frac{1}{\mu_1}} b^{-\frac{1}{\mu_1}} \right) \]

or

\[ Z_0 \leq \min \left( (2K)^{-\frac{1}{\mu_1}} b^{-\frac{1}{\mu_1}}, (2K)^{-\frac{1}{\mu_2}} b^{-\frac{1}{\mu_2}}, (2K)^{-\frac{1}{\mu_1+\mu_2}} b^{-\frac{\mu_2-\mu_1}{\mu_2}} \right), \]

then \( Z_n \leq 1 \) for some \( n \in \mathbb{N} \cup \{ 0 \} \). Moreover,

\[ Z_n \leq \min \left( 1, (2K)^{-\frac{1}{\mu_1}} b^{-\frac{1}{\mu_1}} b^{-\frac{n}{\mu_1}} \right), \quad \text{for all } n \geq n_0, \]

where \( n_0 \) is the smallest \( n \in \mathbb{N} \cup \{ 0 \} \) satisfying \( Z_n \leq 1 \). In particular, \( Z_n \to 0 \) as \( n \to \infty \).

In what follows we write

\[ v_+ := \max \{ v, 0 \} \quad \text{and} \quad v_- := \max \{ -v, 0 \}. \]

Moreover, we denote by \( |E| \) the \( N \)-dimensional Lebesgue measure of \( E \subset \mathbb{R}^N \).
For $p \in C_+(\overline{\Omega})$ we redefine the critical variable exponents to $p$ by

$$p^*(x) = \begin{cases} \hat{p}^*(x) & \text{if } p^+ < N, \\ q_1(x) & \text{if } N \leq p^+, \end{cases}$$

for all $x \in \overline{\Omega}$

and

$$p_+(x) = \begin{cases} \hat{p}_*(x) & \text{if } p^+ < N, \\ q_2(x) & \text{if } N \leq p^+, \end{cases}$$

for all $x \in \overline{\Omega}$,

where $q_1, q_2 \in C(\overline{\Omega})$ are arbitrarily chosen such that $p(x) < q_1(x) \leq \hat{p}^*(x)$ and $p(x) < q_2(x) \leq \hat{p}_*(x)$ for all $x \in \overline{\Omega}$.

3. The boundedness of solutions for the Dirichlet problem

In this section, we study the boundedness of weak solutions for the Dirichlet problem given in (1.1). We suppose the following structure conditions on the data.

$\text{H}(p1)$: $p \in C^{0,1}_{\text{loc}}(\overline{\Omega}) \cap C_+(\overline{\Omega})$.

$\text{H}(D)$: The functions $A : \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N$ and $B : \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}$ are Carathéodory functions such that

- (A1) $|A(x, s, \xi)| \leq a_1|\xi|^{p(x)-1} + a_2|s|^{p_+(x)-1} + a_3$,
- (A2) $A(x, s, \xi) : \xi \geq a_4|\xi|^{p(x)} - a_5|s|^{p^*(x)} - a_6$,
- (B) $|B(x, s, \xi)| \leq b_1|\xi|^{p(x)\frac{p^*(x)-1}{p(x)}} + b_2|s|^{p^*(x)-1} + b_3$,

for a.a. $x \in \Omega$, for all $s \in \mathbb{R}$, for all $\xi \in \mathbb{R}^N$ and with positive constants $a_j, j \in \{1, \ldots, 6\}$ and $b_\ell, \ell \in \{1, 2, 3\}$.

A function $u \in W_0^{1,p(\cdot)}(\Omega)$ is called a weak solution of problem (1.1) if

$$\int_{\Omega} A(x, u, \nabla u) \cdot \nabla \varphi \, dx = \int_{\Omega} B(x, u, \nabla u) \varphi \, dx \tag{3.1}$$

is satisfied for all test functions $\varphi \in W_0^{1,p(\cdot)}(\Omega)$. By Proposition 2.4 along with the hypotheses $\text{H}(D)$ and $\text{H}(p1)$ it is easy to see that the definition above is well-defined.

The main result in this section is the following theorem about the boundedness of weak solutions of problem (1.1). The proof is based on ideas of the paper of Winkert-Zacher [47] by applying De Giorgi’s iteration technique along with the localization method.

**Theorem 3.1.** Let hypotheses $\text{H}(D)$ and $\text{H}(p1)$ be satisfied. Then, any weak solution of problem (1.1) is of class $L^\infty(\Omega)$. 
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Proof. The compactness of $\overline{\Omega}$ implies that, for any $R > 0$, there exists a finite open cover $\{B_i(R)\}_{i=1}^{m}$ of balls $B_i := B_i(R)$ with radius $R$ such that $\overline{\Omega} \subset \bigcup_{i=1}^{m} B_i$ (see, for example, Papageorgiou-Winkert [39, 1.4.86]) and each $\Omega_i := B_i \cap \Omega$ $(i = 1, \cdots, m)$ is a Lipschitz domain as well. We may take $R$ sufficiently small such that

$$p_i^+ := \max_{x \in \overline{B_i} \cap \overline{\Omega}} p(x) < (p^*)_i^- := \min_{x \in \overline{B_i} \cap \overline{\Omega}} p^*(x) \text{ for all } i \in \{1, \cdots, m\}. \tag{3.2}$$

Let $u$ be a weak solution of problem (1.1). Let $\kappa_* \geq 1$ be sufficiently large such that

$$\int_{A_{\kappa}} |\nabla u|^{p(x)} \, dx + \int_{A_{\kappa}} u^{p^*} \, dx < 1, \tag{3.3}$$

where $A_\kappa := \{x \in \Omega : u(x) > \kappa\}$ for $\kappa \in \mathbb{R}$.

We define

$$Z_n := \int_{A_{\kappa_n}} |\nabla u|^{p(x)} \, dx + \int_{A_{\kappa_n}} (u - \kappa_n)^{p^*} \, dx, \tag{3.4}$$

where

$$\kappa_n := \kappa_* \left( 2 - \frac{1}{2n} \right) \text{ for } n \in \mathbb{N}_0 = \{0, 1, 2, \ldots\}.$$ 

Obviously, it holds

$$\kappa_n \nrightarrow 2\kappa_* \text{ and } \kappa_* \leq \kappa_n < 2\kappa_* \text{ for all } n \in \mathbb{N}_0. \tag{3.5}$$

Since $\kappa_n < \kappa_{n+1}$ and $A_{\kappa_{n+1}} \subset A_{\kappa_n}$ for all $n \in \mathbb{N}_0$, we have

$$Z_{n+1} \leq Z_n \text{ for all } n \in \mathbb{N}_0. \tag{3.6}$$

Moreover, for $x \in A_{\kappa_{n+1}}$, we see that

$$u(x) - \kappa_n \geq u(x) \left( 1 - \frac{\kappa_n}{\kappa_{n+1}} \right) = \frac{u(x)}{2^{n+2} - 1}.$$ 

Hence, we obtain

$$u(x) \leq (2^{n+2} - 1)(u(x) - \kappa_n) \text{ for a. a. } x \in A_{\kappa_{n+1}} \text{ and for all } n \in \mathbb{N}_0. \tag{3.7}$$

Furthermore, we have
\[ |A_{\kappa_n+1}| \leq \int_{A_{\kappa_n+1}} \left( \frac{u - \kappa_n}{\kappa_{n+1} - \kappa_n} \right)^p(x) \, dx \]

\[ \leq \int_{A_{\kappa_n}} \frac{2p^+(x)(n+1)}{\kappa_\ast^p(x)} (u - \kappa_n)^p(x) \, dx \]

\[ \leq \frac{2(p^+ \ast (n+1))}{\kappa_\ast(p^+ \ast)} \int_{A_{\kappa_n}} (u - \kappa_n)^p(x) \, dx \]

\[ = \frac{2(p^+ \ast (n+1))}{\kappa_\ast(p^+ \ast)} Z_n \]

\[ \leq 2(p^+ \ast (n+1)) Z_n \quad \text{for all } n \in \mathbb{N}_0. \]  

In the rest of the proof, we denote by \( C_i \) (\( i \in \mathbb{N} \)) positive constants which are independent of \( n \) and \( \kappa_\ast \).

**Claim 1.** There exist positive constants \( \mu_1, \mu_2 \) such that

\[ \int_{A_{\kappa_n+1}} (u - \kappa_{n+1})^p(x) \, dx \leq C_1 2^n \frac{(p^+ \ast)^2}{p^-} \left( Z_n^{1+\mu_1} + Z_n^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N}_0. \]  

First, note that

\[ \int_{A_{\kappa_n+1}} (u - \kappa_{n+1})^p(x) \, dx = \int_{\Omega} (u - \kappa_{n+1})^p(x) \, dx = \sum_{i=1}^{m} \int_{\Omega_i} (u - \kappa_{n+1})^p(x) \, dx. \]  

Let \( i \in \{1, \cdots, m\} \). From (3.3), (3.5), Proposition 2.3(i), (iii) and Proposition 2.4 for \( \Omega = \Omega_i \) we have

\[ \int_{\Omega_i} (u - \kappa_{n+1})^p(x) \, dx \]

\[ \leq \| (u - \kappa_{n+1})^+ \|_{L^p(\cdot) (\Omega_i)} \]

\[ \leq C_2 \left[ \| \nabla (u - \kappa_{n+1})^+ \|_{L^p(\cdot) (\Omega_i)} + \| (u - \kappa_{n+1})^+ \|_{L^p(\cdot) (\Omega_i)} \right]^p \ast (u - \kappa_{n+1})^+. \]

Then, again by Proposition 2.3 along with (2.1) and (3.3) this leads to
\[ \int_{\Omega_i} (u - \kappa_{n+1})^+_{p^+}(x) \, dx \]
\[ \leq C_3 \left( \int_{\Omega_i} |\nabla (u - \kappa_{n+1})^+|_{p^+} \, dx + \int_{\Omega_i} (u - \kappa_{n+1})^+_{p^+}(x) \right) \left( \frac{(p^+)^+_{+}}{p_i} \right) \]
\[ \leq C_3 \left( \int_{A_{\kappa_{n+1}}} |\nabla u|_{p^+} \, dx + \int_{A_{\kappa_{n+1}}} (u - \kappa_{n+1})^+_{p^+}(x) \, dx + |A_{\kappa_{n+1}}| \right) \left( \frac{(p^+)^+_{+}}{p_i} \right). \]

From this, (3.4), (3.6) and (3.8) we obtain
\[ \int_{\Omega_i} (u - \kappa_{n+1})^+_{p^+}(x) \, dx \leq C_{42} n(p^+)^+_{+} \left( \frac{(p^+)^+_{+}}{p_i} \right) \left( \frac{(p^+)^+_{+}}{p_i} \right) \]
\[ \leq C_{42} n \frac{Z_n^{1+\mu_1} + Z_n^{1+\mu_2}}{p^{-2}} \]

Combining this with (3.9) gives
\[ \int_{\Omega} (u - \kappa_{n+1})^+_{p^+}(x) \, dx \leq C_{52} 2^{n(p^+)^+_{+}} \frac{Z_n^{1+\mu_1} + Z_n^{1+\mu_2}}{p^{-2}} \]

where
\[ 0 < \mu_1 := \min_{1 \leq i \leq m} \frac{(p^+)^+_{+}}{p_i} - 1 \leq \mu_2 := \max_{1 \leq i \leq m} \frac{(p^+)^+_{+}}{p_i} - 1 \]
in view of (3.2). This proves Claim 1.

**Claim 2.** It holds that
\[ \int_{A_{\kappa_{n+1}}} |\nabla u|_{p^+} \, dx \leq C_{62} \left[ \frac{(p^+)^+_{+}}{p^{-2}} + (p^+)^+_{+} \right] \left( Z_n^{1+\mu_1} + Z_n^{1+\mu_2} \right) \] for all \( n \in \mathbb{N} \).

Testing (3.1) with \( \varphi = (u - \kappa_{n+1})^+ \in W_0^{1,p(\cdot)}(\Omega) \) yields
\[ \int_{\Omega} A(x, u, \nabla u) \cdot \nabla (u - \kappa_{n+1})^+ \, dx = \int_{\Omega} B(x, u, \nabla u) (u - \kappa_{n+1})^+ \, dx, \]
which can be written as
\[
\int_{A_{\kappa_{n+1}}} A(x, u, \nabla u) \cdot \nabla u \, dx = \int_{A_{\kappa_{n+1}}} B(x, u, \nabla u)(u - \kappa_{n+1}) \, dx. \tag{3.10}
\]

Since \( u \geq u - \kappa_{n+1} > 0 \) and \( u > \kappa_{n+1} \geq 1 \) on \( A_{\kappa_{n+1}} \), using hypotheses (A2) and (B) and taking into account Young’s inequality with \( \varepsilon \in (0, 1] \), we estimate each term in (3.10) in order to get

\[
\int_{A_{\kappa_{n+1}}} A(x, u, \nabla u) \cdot \nabla u \, dx \\
\geq a_4 \int_{A_{\kappa_{n+1}}} |\nabla u|^{p(x)} \, dx - a_5 \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx - a_6 \int_{A_{\kappa_{n+1}}} 1 \, dx \\
\geq a_4 \int_{A_{\kappa_{n+1}}} |\nabla u|^{p(x)} \, dx - \max\{a_5, a_6\} \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx,
\]

and

\[
\int_{A_{\kappa_{n+1}}} B(x, u, \nabla u)(u - \kappa_{n+1}) \, dx \\
\leq b_1 \int_{A_{\kappa_{n+1}}} |\nabla u|^{p(x)} \frac{p^*(x)-1}{p^*(x)} u \, dx + b_2 \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx + b_3 \int_{A_{\kappa_{n+1}}} 1 \, dx \\
\leq b_1 \int_{A_{\kappa_{n+1}}} \left[ \varepsilon \frac{p^*(x)-1}{p^*(x)} |\nabla u|^{p(x)} \frac{p^*(x)-1}{p^*(x)} \varepsilon - \frac{p^*(x)-1}{p^*(x)} u \right] \, dx + C_7 \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx \\
\leq b_1 \int_{A_{\kappa_{n+1}}} \varepsilon |\nabla u|^{p(x)} \, dx + b_1 \int_{A_{\kappa_{n+1}}} \varepsilon^{-(p^*(x)-1)} u^{p^*(x)} \, dx + C_7 \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx \\
\leq \varepsilon b_1 \int_{A_{\kappa_{n+1}}} |\nabla u|^{p(x)} \, dx + \left( b_1 \varepsilon^{-(p^*(x)-1)} + C_7 \right) \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx.
\]

Taking \( \varepsilon = \min\{1, \frac{a_4}{2b_1}\} \) and combining the estimates above with (3.10) and then using (3.7), we obtain

\[
\int_{A_{\kappa_{n+1}}} |\nabla u|^{p(x)} \, dx \leq C_8 \int_{A_{\kappa_{n+1}}} u^{p^*(x)} \, dx \\
\leq C_8 \int_{A_{\kappa_{n+1}}} \left[ (2^{p^*+2} - 1)(u - \kappa_{n}) \right]^{p^*(x)} \, dx.
\]

Hence,
\[
\int_{A^{n+1}} |\nabla u|^{p(x)} \, dx \leq C_9 2^n (p^*)^+ \int_{\Omega} (u - \kappa_n)^{p^*(x)} \, dx.
\]

Then, Claim 2 follows from the last inequality and Claim 1. From Claims 1 and 2 along with (3.6) we conclude that

\[
Z_{n+1} \leq C_{10} b^n \left( Z_{n-1}^{1+\mu_1} + Z_{n-1}^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N},
\]

where

\[
b := 2 \left\{ \frac{(p^*)^2}{p} \right\} > 1.
\]

This yields

\[
Z_{2(n+1)} \leq C_{10} \tilde{b}^{2n+1} \left( Z_{2n}^{1+\mu_1} + Z_{2n}^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N}_0,
\]

that is,

\[
\hat{Z}_{n+1} \leq b C_{10} \tilde{b}^{n} \left( \hat{Z}_{n}^{1+\mu_1} + \hat{Z}_{n}^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N}_0,
\]

where \( \hat{Z}_n := Z_{2n} \) and \( \tilde{b} := b^2 \). Applying Lemma 2.7 to (3.12) yields

\[
Z_{2n} = \hat{Z}_n \to 0 \quad \text{as } n \to \infty
\]

provided that

\[
\hat{Z}_0 \leq \min \left\{ (2b C_{10})^{-\frac{1}{\mu_1}} \tilde{b}^{-\frac{1}{\mu_1}}, (2b C_{10})^{-\frac{1}{\mu_2}} \tilde{b}^{-\frac{1}{\mu_2}} - \frac{\mu_2 - \mu_1}{\mu_2^2} \right\}.
\]

Again, from (3.11) we obtain

\[
Z_{2(n+1)+1} \leq C_{10} b^{2(n+1)} \left( Z_{2n+1}^{1+\mu_1} + Z_{2n+1}^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N}_0,
\]

which can be written as

\[
\hat{Z}_{n+1} \leq \tilde{b} C_{10} \tilde{b}^{n} \left( \hat{Z}_{n}^{1+\mu_1} + \hat{Z}_{n}^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N},
\]

where \( \hat{Z}_n := Z_{2n+1} \). From Lemma 2.7 applied to (3.15) it follows that

\[
Z_{2n+1} = \hat{Z}_n \to 0 \quad \text{as } n \to \infty
\]

provided that
\[ \hat{Z}_0 \leq \min \left\{ (2\tilde{b}C_{10})^{-\frac{1}{\mu_1}} \tilde{b}^{-\frac{1}{\mu_1}}, \left( 2\tilde{b}C_{10} \right)^{-\frac{1}{\mu_2}} \tilde{b}^{-\frac{1}{\mu_1\mu_2}} \right\}. \]  

(3.17)

Note that

\[ \hat{Z}_0 = Z_1 \leq Z_0 = \tilde{Z}_0 \leq \int_{\tilde{A}_{\kappa_*}} |\nabla u|^{p(x)} \, dx + \int_{\tilde{A}_{\kappa_*}} u^{p^*(x)} \, dx. \]

Therefore, by choosing \( \kappa_* > 1 \) sufficiently large we have

\[
\int_{\tilde{A}_{\kappa_*}} |\nabla u|^{p(x)} \, dx + \int_{\tilde{A}_{\kappa_*}} u^{p^*(x)} \, dx \\
\leq \min \left\{ 1, (2\tilde{b}C_{10})^{-\frac{1}{\mu_1}} \tilde{b}^{-\frac{1}{\mu_1}}, \left( 2\tilde{b}C_{10} \right)^{-\frac{1}{\mu_2}} \tilde{b}^{-\frac{1}{\mu_1\mu_2}} \right\}. 
\]

Hence, (3.3), (3.14) and (3.17) are fulfilled and we obtain (3.13) and (3.16). This means that

\[ Z_n = \int_{\tilde{A}_{\kappa_n}} |\nabla u|^{p(x)} \, dx + \int_{\tilde{A}_{\kappa_n}} (u - \kappa_n)^{p^*(x)} \, dx \to 0 \quad \text{as } n \to \infty. \]

In particular, we have

\[ \int_{\Omega} (u - 2\kappa_*)^{p^*(x)} \, dx = 0. \]

Consequently, \( (u - 2\kappa_*)_+ = 0 \) a.e. in \( \Omega \) and so

\[ \text{ess sup} \ u \leq 2\kappa_* . \]

Replacing \( u \) by \( -u \) in the arguments above we also obtain

\[ \text{ess sup} \ (-u) \leq 2\kappa_* . \]

Hence, \( \|u\|_\infty \leq 2\kappa_* \). This finishes the proof. \( \Box \)

4. The boundedness of solutions for the Neumann problem

In this section, we study the boundedness of solutions for the Neumann problem given in (1.2). We assume the following structure conditions on the functions involved.

H(p2): \( p \in C_+ (\overline{\Omega}) \cap W^{1,\gamma} (\Omega) \) for some \( \gamma > N \).
H(N): The functions $\mathcal{A} : \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N$, $\mathcal{B} : \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}$ and $\mathcal{C} : \Gamma \times \mathbb{R} \to \mathbb{R}$ are Carathéodory functions such that

(A1) $|\mathcal{A}(x, s, \xi)| \leq a_1|\xi|^{|p(x)| - 1} + a_2|s|^{|p^*(x)| - 1} + a_3$ for a. a. $x \in \Omega$,

(A2) $\mathcal{A}(x, s, \xi) \cdot \xi \geq a_4|\xi|^{|p(x)|} - a_5|s|^{|p^*(x)|} - a_6$ for a. a. $x \in \Omega$,

(B) $|\mathcal{B}(x, s, \xi)| \leq b_1|\xi|^{|p(x)| - 1} + b_2|s|^{|p^*(x)| - 1} + b_3$ for a. a. $x \in \Omega$,

(C) $|\mathcal{C}(x, s)| \leq c_1|s|^{|p^*(x)| - 1} + c_2$, for a. a. $x \in \Gamma$,

for all $s \in \mathbb{R}$, for all $\xi \in \mathbb{R}^N$ and with positive constants $a_j, j \in \{1, \ldots, 6\}$, $b_\ell, \ell \in \{1, 2, 3\}$ and $c_k, k \in \{1, 2\}$.

We say that $u \in W^{1, p(\cdot)}(\Omega)$ is a weak solution of (1.2) if

$$\int_{\Omega} \mathcal{A}(x, u, \nabla u) \cdot \nabla \varphi \, dx = \int_{\Omega} \mathcal{B}(x, u, \nabla u) \varphi \, dx + \int_{\Gamma} \mathcal{C}(x, u) \varphi \, d\sigma$$

(4.1)

holds for all test functions $\varphi \in W^{1, p(\cdot)}(\Omega)$, where $d\sigma$ denotes the usual $(N - 1)$-dimensional surface measure. By Propositions 2.4 and 2.5 along with the hypotheses H(N), H(p2) and (2.4) we verify that the definition of a weak solution of problem (1.2) stated in (4.1) is well-defined.

The main result in this section is the following one about the boundedness of solutions of problem (1.2).

**Theorem 4.1.** Let hypotheses H(N) and H(p2) be satisfied. Then, any weak solution of problem (1.2) is of class $L^\infty(\Omega) \cap L^\infty(\Gamma)$.

**Proof.** As before, since $\overline{\Omega}$ is compact, for any $R > 0$, there exists a finite open cover $\{B_i(R)\}_{i=1}^m$ of balls $B_i := B_i(R)$ with radius $R$ such that $\overline{\Omega} \subset \bigcup_{i=1}^m B_i$ and each $\Omega_i := B_i \cap \Omega$ ($i = 1, \ldots, m$) is a Lipschitz domain as well. We denote by $I$ the set of all $i \in \{1, \ldots, m\}$ such that $B_i \cap \Gamma \neq \emptyset$ and take $R > 0$ sufficiently small such that

$$p_i^+ := \max_{x \in \overline{B_i} \cap \overline{\Omega}} p(x) < (p^*_i)_i^+ := \min_{x \in \overline{B_i} \cap \overline{\Omega}} p^*_i(x) \quad \text{for all } i \in \{1, \ldots, m\}$$

and

$$p_i^+ < (p^*_i)_i^+ := \min_{x \in \overline{B_i} \cap \Gamma} p^*_i(x) \quad \text{for all } i \in I. \quad (4.2)$$

Let $u$ be a weak solution to problem (1.2) and let $\kappa_\ast \geq 1$ be sufficiently large such that

$$\int_{A_{\kappa_\ast}} |\nabla u|^{p(x)} \, dx + \int_{A_{\kappa_\ast}} u^{p^*(x)} \, dx + \int_{\Gamma_{\kappa_\ast}} u^{p^*_i(x)} \, d\sigma < 1, \quad (4.3)$$
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where
\[ A_\kappa := \{ x \in \Omega : u(x) > \kappa \} \quad \text{and} \quad \Gamma_\kappa := \{ x \in \Gamma : u(x) > \kappa \} \quad \text{for } k \in \mathbb{R}. \]

We define
\[ Z_n := \int_{A_{\kappa_n+1}} |\nabla u|^{p(x)} \, dx + \int_{A_{\kappa_n}} (u - \kappa_n)^{p_*(x)} \, dx + \int_{\Gamma_{\kappa_n}} (u - \kappa_n)^{p_*(x)} \, d\sigma, \quad (4.4) \]

where \( \{ \kappa_n \}_{n \in \mathbb{N}_0} \) is defined as in the proof of Theorem 3.1. Since \( \kappa_n < \kappa_{n+1} \), we have \( A_{\kappa_n+1} \subset A_{\kappa_n} \) and \( \Gamma_{\kappa_n+1} \subset \Gamma_{\kappa_n} \) for all \( n \in \mathbb{N}_0 \). Hence, it holds
\[ Z_{n+1} \leq Z_n \quad \text{for all } n \in \mathbb{N}_0. \quad (4.5) \]

Moreover, we have the following estimates (see the proof of Theorem 3.1)
\[ u(x) \leq \left( 2^{n+2} - 1 \right) (u(x) - \kappa_n) \quad \text{for a. a. } x \in A_{\kappa_{n+1}} \text{ and for all } n \in \mathbb{N}_0, \quad (4.6) \]
\[ u(x) \leq \left( 2^{n+2} - 1 \right) (u(x) - \kappa_n) \quad \text{for a. a. } x \in \Gamma_{\kappa_{n+1}} \text{ and for all } n \in \mathbb{N}_0. \quad (4.7) \]

As shown in (3.8) the following estimate holds true
\[ |A_{\kappa_{n+1}}| \leq \frac{(p_*)^{2(n+1)}}{\kappa_\kappa^{(p_*)}} Z_n \leq 2^{(n+1)(p_*)} Z_n \quad \text{for all } n \in \mathbb{N}_0. \quad (4.8) \]

In the following we will denote by \( C_i \) (\( i \in \mathbb{N} \)) positive constants which are independent of \( n \) and \( \kappa_n \).

**Claim 1.** It holds that
\[ \int_{A_{\kappa_{n+1}}} (u - \kappa_{n+1})^{p_*(x)} \, dx \leq C_1 2^{n(p_*)^2} \left( Z_{n+1}^{1+v_1} + Z_n^{1+v_2} \right) \quad \text{for all } n \in \mathbb{N}_0, \]

where
\[ 0 < v_1 := \min_{1 \leq i \leq m} \frac{(p^*_i)^-}{p_+^i} - 1 \leq v_2 := \max_{1 \leq i \leq m} \frac{(p^*_i)^-}{p_+^i} - 1. \]

The proof of Claim 1 is the same as Claim 1 in Theorem 3.1.

**Claim 2.** There exist positive constants \( v_3, v_4 \) such that
\[ \int_{\Gamma_{\kappa_{n+1}}} (u - \kappa_{n+1})^{p_*(x)} \, d\sigma \leq C_2 2^{n(p_*)^2} \left( Z_{n+1}^{1+v_3} + Z_n^{1+v_4} \right) \quad \text{for all } n \in \mathbb{N}_0. \]
First, we see that

\[
\int_{\Gamma_{n+1}} (u - \kappa_{n+1})^p(x) \, d\sigma = \int_{\Gamma} (u - \kappa_{n+1})^p(x) \, d\sigma
\]

\[
\leq \sum_{i \in I} \int_{\Gamma_{n+1} \cap \partial \Omega_i} (u - \kappa_{n+1})^p(x) \, d\sigma.
\]

(4.9)

Let \(i \in I\). From Proposition 2.3, (4.3) and Proposition 2.5 for \(\Omega = \Omega_i\) we have

\[
\int_{\Gamma_{n+1} \cap \partial \Omega_i} (u - \kappa_{n+1})^p(x) \, d\sigma
\]

\[
\leq \| (u - \kappa_{n+1})^p \|_{L^p(\Omega_i)} \leq \| (u - \kappa_{n+1})^p \|_{L^p(\partial \Omega_i)}
\]

\[
\leq C_3 \left[ \| \nabla(u - \kappa_{n+1})^p \|_{L^p(\Omega_i)} + \| (u - \kappa_{n+1})^p \|_{L^p(\partial \Omega_i)} \right].
\]

Then, by Proposition 2.3, (2.1) and (4.3) it follows

\[
\int_{\Gamma_{n+1} \cap \partial \Omega_i} (u - \kappa_{n+1})^p(x) \, d\sigma
\]

\[
\leq C_4 \left( \int_{\Omega_i} |\nabla(u - \kappa_{n+1})^p| \, dx + \int_{\Omega_i} (u - \kappa_{n+1})^p(x) \, dx \right)^{(p^*)_{i^-}}_{p^*}
\]

\[
\leq C_4 \left( \int_{A_{n+1}} |\nabla u|^p \, dx + \int_{A_{n+1}} (u - \kappa_{n+1})^{p^*} \, dx + |A_{n+1}| \right)^{(p^*)_{i^-}}_{p^*}.
\]

From this combined with (4.4), (4.5) as well as (4.8) we obtain

\[
\int_{\Gamma_{n+1} \cap \partial \Omega_i} (u - \kappa_{n+1})^p(x) \, d\sigma \leq C_5 2 \frac{n(p^*)^{+(p^*)_{i^-}}}{p^*} \frac{(p^*)_{i^-}}{p^*} Z^{p^*}_{i^-}.
\]

(4.10)

From (4.9) and (4.10) we conclude that

\[
\int_{\Gamma} (u - \kappa_{n+1})^p(x) \, d\sigma \leq C_6 2 \frac{n((p^*)_{i^-})^2}{p} \left( Z^{1+\nu_3}_{n} + Z^{1+\nu_4}_{n} \right),
\]
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where

\[
0 < \nu_3 := \min_{i \in I} \frac{(p^*_i)^-}{p_i^+} - 1 \leq \nu_4 := \max_{i \in I} \frac{(p^*_i)^-}{p_i^+} - 1;
\]

see (4.2). This proves Claim 2.

**Claim 3.** It holds that

\[
\int_{A_{n+1}^{\kappa n + 1}} |\nabla u|^{p(x)} \, dx \leq C_7 2^n \left[ \frac{(p^*_+)^2}{p^-} + (p^*_+)^+ \right] \left( Z_{n-1}^{1+\mu_1} + Z_{n-1}^{1+\mu_2} \right) \text{ for all } n \in \mathbb{N},
\]

where

\[
0 < \mu_1 := \min_{1 \leq i \leq 4} \nu_i \leq \mu_2 := \max_{1 \leq i \leq 4} \nu_i.
\]

Taking \( \varphi = (u - \kappa_{n+1})_+ \in W^{1, p^*}(\Omega) \) as test function in (4.1) gives

\[
\int_{\Omega} A(x, u, \nabla u) \cdot \nabla \varphi \, dx = \int_{\Omega} B(x, u, \nabla u) \varphi \, dx + \int_{\Gamma} C(x, u) \varphi \, d\sigma,
\]

which can be written as

\[
\int_{A_{n+1}^{\kappa n + 1}} A(x, u, \nabla u) \cdot \nabla u \, dx = \int_{A_{n+1}^{\kappa n + 1}} B(x, u, \nabla u)(u - \kappa_{n+1}) \, dx + \int_{\Gamma_{n+1}^{\kappa n + 1}} C(x, u)(u - \kappa_{n+1}) \, d\sigma.
\] (4.11)

As done in the proof of Theorem 3.1, by using (A2) and (B), we have the estimates

\[
\int_{A_{n+1}^{\kappa n + 1}} A(x, u, \nabla u) \cdot \nabla u \, dx \geq a_4 \int_{A_{n+1}^{\kappa n + 1}} |\nabla u|^{p(x)} \, dx - \max\{a_5, a_6\} \int_{A_{n+1}^{\kappa n + 1}} u^{p^*(x)} \, dx,
\] (4.12)

and
\[ \int_{A_{\kappa^{n+1}}} B(x, u, \nabla u)(u - \kappa_{n+1}) \, dx \leq \varepsilon b_1 \int_{A_{\kappa^{n+1}}} |\nabla u|^{p(x)} \, dx + \left( b_1 \varepsilon^{-(p^+)^-} + C_7 \right) \int_{A_{\kappa^{n+1}}} u^{p^+(x)} \, dx \quad (4.13) \]

with \( \varepsilon \in (0, 1] \). Note that \( u \geq u - \kappa_{n+1} > 0 \) and \( u > \kappa_{n+1} \geq 1 \). So, applying assumption (C) yields

\[ \int_{\Gamma_{\kappa^{n+1}}} C(x, u)(u - \kappa_{n+1}) \, d\sigma \leq c_1 \int_{\Gamma_{\kappa^{n+1}}} u^{p(x)} \, d\sigma + c_2 \int_{\Gamma_{\kappa^{n+1}}} 1 \, d\sigma \]

\[ \leq (c_1 + c_2) \int_{\Gamma_{\kappa^{n+1}}} u^{p(x)} \, d\sigma. \quad (4.14) \]

Combining (4.11), (4.12), (4.13) and (4.14), taking \( \varepsilon = \min\{1, \frac{d_1}{2d_1}\} \) and using (4.6) as well as (4.7), we obtain

\[ \int_{A_{\kappa^{n+1}}} |\nabla u|^{p(x)} \, dx \leq C_9 2^n \left( \int_{A_{\kappa^n}} (u - \kappa_n)^{p^+(x)} \, dx + \int_{\Gamma_{\kappa^n}} (u - \kappa_n)^{p(x)} \, d\sigma \right) \]

Hence,

\[ \int_{A_{\kappa^{n+1}}} |\nabla u|^{p(x)} \, dx \leq C_9 2^n \left( \int_{A_{\kappa^n}} (u - \kappa_n)^{p^+(x)} \, dx + \int_{\Gamma_{\kappa^n}} (u - \kappa_n)^{p(x)} \, d\sigma \right) \]

Then, Claim 3 follows from the last inequality and Claims 1 and 2.

From Claims 1, 2 and 3 along with (4.5) one has

\[ Z_{n+1} \leq C_{10} b^n \left( Z_{n-1}^{1+\mu_1} + Z_{n-1}^{1+\mu_2} \right) \quad \text{for all } n \in \mathbb{N}, \quad (4.15) \]

where
\[
\begin{align*}
\left( p^* \right)^+ &= \left( \frac{(p^*)^+}{p} + (p^*)^+ \right)^2 \\
\Rightarrow b &= 2.
\end{align*}
\]

Repeating now the same arguments used in the proof of Theorem 3.1, by choosing \( \kappa_* > 1 \) sufficiently large such that

\[
\int_{A_{\kappa_n}} |\nabla u|^{p(x)} \, dx + \int_{A_{\kappa_n}} u^{p^*} \, dx + \int_{\Gamma_{\kappa_n}} u^{p^*} \, d\sigma \leq \min \left\{ 1, \left( \frac{1}{b^2} \right)^{\frac{1}{\mu_1^*} - \frac{1}{\mu_2^*}} \left( \frac{1}{\tilde{b}} \right)^{\frac{1}{\mu_1^*} - \frac{1}{\mu_2^*}} \right\},
\]

where \( \tilde{b} := b^2 \), we deduce from (4.15) that

\[
Z_n = \int_{A_{\kappa_n}} |\nabla u|^{p(x)} \, dx + \int_{A_{\kappa_n}} (u - \kappa_n)^{p^*} \, dx + \int_{\Gamma_{\kappa_n}} (u - \kappa_n)^{p^*} \, d\sigma \to 0
\]

as \( n \to \infty \). This implies that

\[
\int_{\Omega} (u - 2\kappa_*)^{p^*} \, dx + \int_{\Gamma} (u - 2\kappa_*)^{p^*} \, d\sigma = 0.
\]

Therefore, \( (u - 2\kappa_*)^+ = 0 \) a.e. in \( \Omega \) and \( (u - 2\kappa_*)^+ = 0 \) a.e. on \( \Gamma \). This means that

\[
\text{ess sup}_{\Omega} u + \text{ess sup}_{\Gamma} u \leq 4\kappa_*.
\]

Replacing \( u \) by \( -u \) in the arguments above we can show in the same way that

\[
\text{ess sup}_{\Omega} (-u) + \text{ess sup}_{\Gamma} (-u) \leq 4\kappa_*.
\]

Hence,

\[
\|u\|_{L^\infty(\Omega)} + \|u\|_{L^\infty(\Gamma)} \leq 4\kappa_*.
\]

The proof is finished. \( \Box \)

5. The Hölder continuity

In this section we are concerning with the Hölder continuity of the solutions of the problems (1.1) and (1.2), respectively. In order to prove this we use the results from Sections 3 and 4, respectively, along with the work of Fan-Zhao [12]. A direct consequence is the Hölder continuity of the gradients of the solutions based on the paper of Fan [15]. To be more precise, we are going the prove the following results.
Theorem 5.1. Let hypotheses $H(D)$ and $H(p1)$ be satisfied. Then, any weak solution of problem (1.1) is of class $C^{0,\alpha}(\Omega)$ for some $\alpha \in (0, 1]$.

Theorem 5.2. Let hypotheses $H(N)$ and $H(p2)$ be satisfied. Then, for any weak solution $u$ of problem (1.2) it holds that $u \in C^{0,\alpha}(\Omega)$ for some $\alpha \in (0, 1)$. If in addition $u \in C^{0,\beta}(\Omega)$ for some $\beta \in (0, 1)$, then $u \in C^{0,\beta}(\Omega)$ for some $\beta \in (0, 1)$.

We will only prove Theorem 5.2 since the proof of Theorem 5.1 is similar and simpler. Let hypotheses $H(N)$ and $H(p2)$ be satisfied and let $u \in W^{1,p}_{loc}(\Omega)$ be a weak solution of problem (1.2). From Theorem 4.1 we know that $u \in L^{\infty}(\Omega) \cap L^{\infty}(\Gamma)$. We fix $x_0 \in \Omega$ and denote by $B_r$ the ball centered at $x_0$ with radius $r > 0$. Moreover, we set

$$\Omega_r := B_r \cap \Omega \quad \text{and} \quad A(\kappa, r) := \{x \in \Omega_r : u(x) > \kappa\} \quad \text{for} \ \kappa \in \mathbb{R}$$

and

$$M_0 := \|u\|_{L^{\infty}(\Omega)} + \|u\|_{L^{\infty}(\Gamma)}.$$

Further, we denote by $C$ a positive constant that depends only on $M_0$ and the data and $C$ can be different in different places.

The following Caccioppoli-type inequality is essential in the proof of the Hölder continuity based on De Giorgi’s iteration method.

Lemma 5.3. Let $x_0 \in \Omega$. Then it holds

$$\int_{A(\kappa, r)} |\nabla u|^p(\kappa) \ dx \leq C \int_{A(\kappa, R)} \left(\frac{u - \kappa}{R - r}\right)^p(\kappa) \ dx + C \|A(\kappa, R)\|,$$

for arbitrary $0 < r < R$ with $B_R \subset \Omega$ and $\kappa \geq \text{ess sup}_{B_R} u - 2M_0$. The conclusion remains valid if we replace $u$ by $-u$.

Proof. Let $0 < r < R$ with $B_R \subset \Omega$ and and let $\kappa \in \mathbb{R}$ be such that

$$\kappa \geq \text{ess sup}_{B_R} u - 2M_0.$$

Let $\eta \in C^\infty_c(\mathbb{R}^N)$ be such that

$$0 \leq \eta \leq 1, \quad \text{supp} (\eta) \subset B_R, \quad \eta \equiv 1 \text{ on } B_r \quad \text{and} \quad |\nabla \eta| \leq \frac{4}{R - r}. \quad (5.1)$$

Setting $v = (u - \kappa)_+$ and testing (4.1) with $\varphi = u \eta^{p^+}$ gives
\[
\int_\Omega (A(x,u,\nabla u) \cdot \nabla v) \eta^{p+} \, dx
\]
\[
= -p^+ \int_\Omega (A(x,u,\nabla u) \cdot \nabla \eta) \nu \eta^{p^+ - 1} \, dx + \int_\Omega B(x,u,\nabla u) \nu \eta^{p^+} \, dx. \tag{5.2}
\]

Here we have used the fact that \( \nu \eta^{p^+} \in W^{1,p(\cdot)}_0(\Omega) \) and hence \( \int_{\Gamma_1} C(x,u) \nu \eta^{p^+} \, d\sigma = 0 \). We now estimate each term on both sides of (5.2). From assumption (A2) we have

\[
\int_\Omega (A(x,u,\nabla u) \cdot \nabla v) \eta^{p^+} \, dx
\]
\[
= \int_{A(\kappa,R)} (A(x,u,\nabla u) \cdot \nabla \eta) \eta^{p^+} \, dx
\]
\[
\geq a_4 \int_{A(\kappa,R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx - a_5 \int_{A(\kappa,R)} |u|^{p^*(x)} \, dx - a_6 \int_{A(\kappa,R)} 1 \, dx \tag{5.3}
\]
\[
\geq a_4 \int_{A(\kappa,R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx - (a_5 + a_6) \left( M_0^{(p^+)} + 2 \right) |A(\kappa,R)|
\]
\[
\geq a_4 \int_{A(\kappa,R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx - C |A(\kappa,R)|.
\]

Now we can estimate the first term on the right hand side of (5.2) via hypothesis (A1). We obtain

\[
-p^+ \int_{A(\kappa,R)} (A(x,u,\nabla u) \cdot \nabla \eta) \nu \eta^{p^+ - 1} \, dx
\]
\[
\leq p^+ a_1 \int_{A(\kappa,R)} |\nabla u|^{p(x)-1} |\nabla \eta| \nu \eta^{p^+ - 1} \, dx \tag{5.4}
\]
\[
+ p^+ a_2 \int_{A(\kappa,R)} |u|^{p^*(x)\frac{p(x)-1}{p(x)}} |\nabla \eta| \nu \eta^{p^+ - 1} \, dx
\]
\[
+ p^+ a_3 \int_{A(\kappa,R)} |\nabla \eta| \nu \eta^{p^+ - 1} \, dx.
\]

The first term on the right-hand side of (5.4) can be estimated via Young’s inequality in order to get

\[
p^+ a_1 \int_{A(\kappa,R)} |\nabla u|^{p(x)-1} |\nabla \eta| \nu \eta^{p^+ - 1} \, dx
\]
\[
\begin{align*}
&= p^+ a_1 \int_{A(\kappa, R)} \left( \frac{a_4}{3a_1 p^+} \right)^{\frac{p(x)-1}{p(x)}} |\nabla u|^{p(x)-1} \eta^{p^+} \\
&\times \left( \frac{a_4}{3a_1 p^+} \right)^{-\frac{p(x)-1}{p(x)}} |\nabla \eta| v \, dx \\
&\leq \frac{a_4}{3} \int_{A(\kappa, R)} |\nabla u|^{p(x)} \eta^{(p^+ - 1) \frac{p(x)-1}{p(x)}} \, dx + C \int_{A(\kappa, R)} |\nabla \eta|^{p(x)} v^{p(x)} \, dx \\
&\leq \frac{a_4}{3} \int_{A(\kappa, R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx + C \int_{A(\kappa, R)} |\nabla \eta|^{p(x)} v^{p(x)} \, dx.
\end{align*}
\] (5.5)

For the second and the third term on the right-hand side of (5.4) we have
\[
\begin{align*}
p^+ a_2 &\int_{A(\kappa, R)} |u|^{p^*(x) \frac{p(x)-1}{p(x)}} |\nabla \eta| v \eta^{p^+} \, dx \\
&\leq p^+ a_2 \left( M \left( p^*(x) \frac{p(x)-1}{p(x)} \right)^{\frac{1}{p^*}} + 1 \right) \int_{A(\kappa, R)} |\nabla \eta| v \, dx \\
&\leq C |\nabla \eta|^{p(x)} v^{p(x)} \, dx + C |A(\kappa, R)|
\end{align*}
\] (5.6)

and
\[
\begin{align*}
p^+ a_3 &\int_{A(\kappa, R)} |\nabla \eta| \eta^{p^+} \, dx \leq C \int_{A(\kappa, R)} |\nabla \eta|^{p(x)} v^{p(x)} \, dx + C |A(\kappa, R)|.
\end{align*}
\] (5.7)

Combining (5.5), (5.6) and (5.7) with (5.4) leads to
\[
\begin{align*}
&- p^+ \int_{A(\kappa, R)} (A(x, u, \nabla u) \cdot \nabla \eta) v \eta^{p^+} \, dx \\
&\leq \frac{a_4}{3} \int_{A(\kappa, R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx + C \int_{A(\kappa, R)} |\nabla \eta|^{p(x)} v^{p(x)} \, dx + C |A(\kappa, R)|.
\end{align*}
\] (5.8)

We finally estimate the last term on the right hand side of (5.2). It follows from hypothesis (B) that
\[
\begin{align*}
\int_{\Omega} B(x, u, \nabla u) v \eta^{p^+} \, dx \\
= \int_{B_R} B(x, u, \nabla u) v \eta^{p^+} \, dx
\end{align*}
\] (5.9)
\[ \leq b_1 \int_{A(\kappa,R)} |\nabla u|^{\frac{p(x)}{p^*(x)}}^p v \eta^{p^+} \, dx + b_2 \int_{A(\kappa,R)} |u|^{p^*(x)} v \eta^{p^+} \, dx \\
+ b_3 |A(\kappa,R)|. \]

Since \( 0 < v \leq 2M_0 \) on \( A(\kappa,R) \) we get by applying Young’s inequality
\[ b_1 \int_{A(\kappa,R)} |\nabla u|^{\frac{p(x)}{p^*(x)}}^p v \eta^{p^+} \, dx \leq 2b_1 M_0 \int_{A(\kappa,R)} |\nabla u|^{\frac{p^*(x)}{p^*(x)}}^p \eta^{p^+} \, dx \]
\[ = 2b_1 M_0 \int_{A(\kappa,R)} \left( \frac{a_4}{6b_1 M_0} \right)^{\frac{p^*(x)}{p^*(x)}} |\nabla u|^{\frac{p^*(x)}{p^*(x)}} \eta^{p^+} \, dx \]
\[ \times \left( \frac{a_4}{6b_1 M_0} \right)^{\frac{p^*(x)-1}{p^*(x)}} \, dx \]
\[ \leq \frac{a_4}{3} \int_{A(\kappa,R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx + C |A(\kappa,R)| \]

and
\[ b_2 \int_{A(\kappa,R)} |u|^{p^*(x)-1} v \eta^{p^+} \, dx \leq 2b_2(M_0 + 1)^{p^+} |A(\kappa,R)|. \] (5.11)

From (5.9), (5.10) and (5.11) we obtain
\[ \int_{\Omega} B(x,u,\nabla u) v \eta^{p^+} \, dx \leq \frac{a_4}{3} \int_{A(\kappa,R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx + C |A(\kappa,R)|. \] (5.12)

Combining (5.2), (5.3), (5.8) and (5.12), we arrive at
\[ \int_{A(\kappa,R)} |\nabla u|^{p(x)} \eta^{p^+} \, dx \leq C \int_{A(\kappa,R)} |\nabla \eta|^{p(x)} v^{p(x)} \, dx + C |A(\kappa,R)|. \]

From this and (5.1) we conclude that
\[ \int_{A(\kappa,r)} |\nabla u|^{p(x)} \, dx \leq C \int_{A(\kappa,R)} \left( \frac{u - \kappa}{R - r} \right)^{p(x)} \, dx + C |A(\kappa,R)|. \]

The proof is complete. \( \Box \)
Similarly we have the following result.

**Lemma 5.4.** Let \( x_0 \in \Omega \). Then it holds

\[
\int_{A(\kappa, r)} |\nabla u|^{p(x)} \, dx \leq C \int_{A(\kappa, R)} \left( \frac{u - \kappa}{R - r} \right)^{p(x)} \, dx + C |A(\kappa, R)|, \tag{5.13}
\]

for arbitrary \( 0 < r < R \) with \( B_R \cap \Gamma \neq \emptyset \) and \( \kappa \geq \max \{ \text{ess sup}_{\Omega_R} u - 2M_0, \text{ess sup}_{\Gamma_R} u \} \), where \( \Gamma_R := \Gamma \cap B_R \). The conclusion remains valid if we replace \( u \) by \(-u\).

**Proof.** Let \( 0 < r < R \) with \( B_R \cap \Gamma \neq \emptyset \) and let \( \kappa \in \mathbb{R} \) be such that

\[
\kappa \geq \max \{ \text{ess sup}_{\Omega_R} u - 2M_0, \text{ess sup}_{\Gamma_R} u \}.
\]

Let \( \eta \) and \( v \) be as in the proof of Lemma 5.3. Then, testing (1.2) with \( \varphi = v\eta^{p^+} \), we get

\[
\int_{\Omega} (A(x,u,\nabla u) \cdot \nabla v) \eta^{p^+} \, dx = -p^+ \int_{\Omega} (A(x,u,\nabla u) \cdot \nabla \eta) v\eta^{p^+-1} \, dx \tag{5.14}
\]

\[
+ \int_{\Omega} B(x,u,\nabla u) v\eta^{p^+} \, dx + \int_{\Gamma} C(x,u)v\eta^{p^+-1} \, d\sigma.
\]

From hypothesis (C) and Sobolev’s imbedding we have

\[
\int_{\Gamma} C(x,u)v\eta^{p^+-1} \, d\sigma \leq c_1 \int_{\Gamma_R} |u|^{p_*(x)-1} v\eta^{p^+} \, d\sigma + c_2 \int_{\Gamma_R} v\eta^{p^+} \, d\sigma \leq C \int_{\Gamma_R} v\eta^{p^+} \, d\sigma \tag{5.15}
\]

\[
\leq C \int_{\partial\Omega_R} v\eta^{p^+} \, d\sigma \leq C \left[ \int_{\Omega_R} v\eta^{p^+} \, dx + \int_{\Omega_R} \left| \nabla (v\eta^{p^+}) \right| \, dx \right].
\]

From (5.15), the fact that \( 0 \leq v \leq 2M_0 \) on \( \Omega_R \) and applying Young’s inequality we deduce
\[
\int_{\Gamma} C(x, u)v^{p+1} d\sigma \\
\leq \frac{d_4}{6} \int_{A(\kappa, R)} |\nabla u|^{p(x)} v^{p(x)} dx + C \int_{A(\kappa, R)} |\nabla \eta|^{p(x)} v^{p(x)} dx \\
+ C |A(\kappa, R)|, 
\] 
(5.16)

see (5.1) and (5.7). Combining (5.3), (5.8), (5.12), (5.14) and (5.16) gives the desired estimate in (5.13). The proof is complete. \(\square\)

We are now in a position to state the proof of Theorem 5.2.

**Proof of Theorem 5.2.** By Theorem 4.1 we have that \(L^\infty(\Omega) \cap L^\infty(\Gamma)\). Then by Lemma 5.3 and Theorem 2.1 of Fan-Zhao [12] we obtain \(u \in C^{0,\alpha}(\Omega)\) for some \(\alpha \in (0, 1)\). If in addition \(u \in C^{0,\beta_1}(\Gamma)\) for some \(\beta_1 \in (0, 1)\), then by Lemma 5.4 and Theorem 2.2 of Fan-Zhao [12] we infer that \(u \in C^{0,\beta_2}(\overline{\Omega})\) for some \(\beta_2 \in (0, 1)\). \(\square\)

Finally, let us discuss the \(C^{1,\alpha}\)-regularity of solutions to problems (1.1) and (1.2) when the function \(A: \Omega \times \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R}^N\) satisfies further assumptions.

To this end, we suppose the following:

1. **H(p3):** \(p \in C_+(\overline{\Omega}) \cap C^{0,\mu}(\overline{\Omega})\) for some \(\mu \in (0, 1)\);
2. **H(A):** \(A = (A_1, \ldots, A_N) \in C(\overline{\Omega} \times \mathbb{R} \times \mathbb{R}^N, \mathbb{R}^N)\). For each \((x, s) \in \overline{\Omega} \times \mathbb{R}, A(x, s, \cdot) \in C^1(\mathbb{R}^N \setminus \{0\}, \mathbb{R}^N)\) and there exist a nonnegative constant \(k \geq 0\), a nonincreasing continuous function \(\lambda: [0, \infty) \rightarrow (0, \infty)\) and a nondecreasing continuous function \(\Lambda: [0, \infty) \rightarrow (0, \infty)\) such that for all \(x, x_1, x_2 \in \overline{\Omega}, s, s_1, s_2 \in \mathbb{R}, \xi \in \mathbb{R}^N \setminus \{0\}\) and \(\zeta = (\zeta_1, \ldots, \zeta_N) \in \mathbb{R}^N\), the subsequent following conditions are satisfied:

\[
A(x, s, 0) = 0, \\
\sum_{i,j} \frac{\partial A_j}{\partial \xi_i}(x, s, \xi) \zeta_i \zeta_j \geq \lambda(|s|)(k + |\xi|^2)^\frac{p(x)-2}{2} |\xi|^2, \\
\sum_{i,j} \left| \frac{\partial A_j}{\partial \xi_i}(x, s, \xi) \right| \leq \Lambda(|s|)(k + |\xi|^2)^\frac{p(x)-2}{2},
\]

and

\[
|A(x, s_1, \xi) - A(x, s_2, \xi)| \\
\leq \Lambda \left( \max(|s_1|, |s_2|) \right) \left( |x_1 - x_2|^{\mu_1} + |s_1 - s_2|^{\mu_2} \right) \\
\times \left[ (k + |\xi|^2)^\frac{p(x_1)-2}{2} + (k + |\xi|^2)^\frac{p(x_2)-2}{2} \right] |\xi| \left( 1 + |\log(k + |\xi|^2)| \right).
\]

Then, in view of Theorems 3.1, 4.1 and Theorems 5.1, 5.2 above along with Theorems 1.1-1.3 of Fan [15] we have the following results.
Theorem 5.5. Let hypotheses $H(D)$, $H(p3)$ and $H(A)$ be satisfied. Then, any weak solution $u$ of problem (1.1) is of class $C^{1,\alpha}_{loc}(\Omega)$ for some $\alpha \in (0, 1)$. Furthermore, if in addition $\Gamma$ is of class $C^{1,\beta}$, then $u \in C^{1,\alpha}({\overline{\Omega}})$ for some $\alpha \in (0, 1)$.

Theorem 5.6. Assume that $\Gamma$ is of class $C^{1,\beta}$ and let the hypotheses $H(N)$ and $H(A)$ be satisfied. Further, let $p \in C_+(\overline{\Omega}) \cap W^{1,\gamma}(\Omega)$ for some $\gamma > N$ and let $C \in C(\Gamma \times \mathbb{R}, \mathbb{R})$ be such that

$$|C(x_1, s_1) - C(x_2, s_2)| \leq \Lambda (\max\{|s_1|, |s_2|\}) (|x_1 - x_2|^\delta_1 + |s_1 - s_2|^\delta_2),$$

for all $x_1, x_2 \in \Gamma$, for all $s_1, s_2 \in \mathbb{R}$, where $\Lambda$ is as in $H(A)$. Then, any weak solution $u$ of problem (1.2) belongs to $C^{1,\alpha}(\overline{\Omega})$ for some $\alpha \in (0, 1)$.

Remark 5.7. Note that condition $H(p3)$ is automatically satisfied in Theorem 5.6 due to $p \in C_+(\overline{\Omega}) \cap W^{1,\gamma}(\Omega)$ for some $\gamma > N$ and (2.4).

Acknowledgment

K. Ho was supported by University of Economics Ho Chi Minh City, Vietnam. Y.-H. Kim was supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (NRF-2019R1F1A1057775). C. Zhang was supported by the National Natural Science Foundation of China (No. 12071098).

References

[1] E. Acerbi, G. Mingione, Gradient estimates for the $p(x)$-Laplacean system, J. Reine Angew. Math. 584 (2005) 117–148.
[2] E. Acerbi, G. Mingione, G.A. Seregin, Regularity results for parabolic systems related to a class of non-Newtonian fluids, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 21 (1) (2004) 25–60.
[3] S.N. Antontsev, J.I. Díaz, S. Shmarev, Energy Methods for Free Boundary Problems, Birkhäuser Boston, Inc., Boston, MA, 2002.
[4] S.N. Antontsev, J.F. Rodrigues, On stationary thermo-rheological viscous flows, Ann. Univ. Ferrara, Sez. 7: Sci. Mat. 52 (1) (2006) 19–36.
[5] Y. Chen, S. Levine, M. Rao, Variable exponent, linear growth functionals in image restoration, SIAM J. Appl. Math. 66 (4) (2006) 1383–1406.
[6] E. De Giorgi, Sulla differenziabilità e l’analiticità delle estremali degli integrali multipli regolari, Mem. Accad. Sci. Torino, Cl. Sci. Fis. Mat. Nat. (3) 3 (1957) 25–43.
[7] E. DiBenedetto, Degenerate Parabolic Equations, Springer, New York, 1993.
[8] L. Diening, Theoretical and Numerical Results for Electrorheological Fluids, PhD thesis, Univ. Freiburg im Breisgau, Mathematische Fakultät, 2002, 156 pp.
[9] L. Diening, P. Harjulehto, P. Hästö, M. Růžička, Lebesgue and Sobolev Spaces with Variable Exponents, Springer, Heidelberg, 2011.
[10] M. Ding, C. Zhang, S. Zhou, Global boundedness and Hölder regularity of solutions to general $p(x, t)$-Laplace parabolic equations, Math. Methods Appl. Sci. 43 (9) (2020) 5809–5831.
[11] M. Ding, C. Zhang, S. Zhou, On optimal $C^{1,\alpha}$ estimates for $p(x)$-Laplace type equations, Nonlinear Anal. 200 (2020) 112030.
[12] X. Fan, D. Zhao, A class of De Giorgi type and Hölder continuity, Nonlinear Anal. 36 (3) (1999) 295–318.
[13] X. Fan, D. Zhao, On the spaces $L^{p(t)}(\Omega)$ and $W^{m,p(t)}(\Omega)$, J. Math. Anal. Appl. 263 (2) (2001) 424–446.
[14] X. Fan, Boundary trace embedding theorems for variable exponent Sobolev spaces, J. Math. Anal. Appl. 339 (2) (2008) 1395–1412.
[15] X. Fan, Global $C^{1,\alpha}$ regularity for variable exponent elliptic equations in divergence form, J. Differ. Equ. 235 (2) (2007) 397–417.
[16] X. Fan, Sobolev embeddings for unbounded domain with variable exponent having values across $N$, Math. Inequal. Appl. 13 (1) (2010) 123–134.

[17] J.P. García Azorero, I. Peral Alonso, Some results about the existence of a second positive solution in a quasilinear critical problem, Indiana Univ. Math. J. 43 (3) (1994) 941–957.

[18] J.P. García Azorero, I. Peral Alonso, J.J. Manfredi, Sobolev versus Hölder local minimizers and global multiplicity for some quasilinear elliptic equations, Commun. Contemp. Math. 2 (3) (2000) 385–404.

[19] L. Gasiński, N.S. Papageorgiou, Anisotropic nonlinear Neumann problems, Calc. Var. Partial Differ. Equ. 42 (3–4) (2011) 323–354.

[20] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, second edition, Springer-Verlag, Berlin, 1983.

[21] M. Guedda, L. Véron, Quasilinear elliptic equations involving critical Sobolev exponents, Nonlinear Anal. 13 (8) (1989) 879–902.

[22] K. Ho, Y.-H. Kim, A-priori bounds and multiplicity of solutions for nonlinear elliptic problems involving the fractional $p(\cdot)$-Laplacian, Nonlinear Anal. 188 (2019) 179–201.

[23] K. Ho, I. Sim, A-priori bounds and existence for solutions of weighted elliptic equations with a convection term, Adv. Nonlinear Anal. 6 (4) (2017) 427–445.

[24] K. Ho, I. Sim, Corrigendum to “Existence and some properties of solutions for degenerate elliptic equations with exponent variable” [Nonlinear Anal. 98 (2014) 146–164. MR3158451], Nonlinear Anal. 128 (2015) 423–426.

[25] K. Ho, I. Sim, Existence and some properties of degenerate elliptic equations with exponent variable, Nonlinear Anal. 98 (2014) 146–164.

[26] O. Kováčik, J. Rákosník, On spaces $L^{p(x)}$ and $W^{k,p(x)}$, Czechoslov. Math. J. 41(116) (4) (1991) 592–618.

[27] O.A. Ladyženskaja, N.N. Ural’tseva, Linear and Quasilinear Elliptic Equations, Academic Press, New York, London, 1968.

[28] O.A. Ladyženskaja, V.A. Solonnikov, N.N. Ural’ceva, Linear and Quasilinear Equations of Parabolic Type, American Mathematical Society, Providence, R.I., 1968.

[29] G.M. Lieberman, Boundary regularity for solutions of degenerate elliptic equations, Nonlinear Anal. 12 (11) (1988) 1203–1219.

[30] G.M. Lieberman, Second Order Parabolic Differential Equations, World Scientific Publishing Co., Inc., River Edge, NJ, 1996.

[31] G.M. Lieberman, The natural generalization of the natural conditions of Ladyzhenskaya and Ural’tseva for elliptic equations, Commun. Partial Differ. Equ. 16 (2–3) (1991) 311–361.

[32] G. Marino, P. Winkert, Global a priori bounds for weak solutions of quasilinear elliptic systems with nonlinear boundary condition, J. Math. Anal. Appl. 482 (2) (2020) 123555.

[33] G. Marino, P. Winkert, $L^\infty$-bounds for general singular elliptic equations with convection term, Appl. Math. Lett. 107 (2020) 106410.

[34] G. Marino, P. Winkert, Moser iteration applied to elliptic equations with critical growth on the boundary, Nonlinear Anal. 180 (2019) 154–169.

[35] J. Moser, A new proof of De Giorgi’s theorem concerning the regularity problem for elliptic differential equations, Commun. Pure Appl. Math. 13 (1960) 457–468.

[36] D. Motreanu, V.V. Motreanu, N.S. Papageorgiou, Nonlinear Neumann problems near resonance, Indiana Univ. Math. J. 58 (3) (2009) 1257–1279.

[37] J. Nash, Continuity of solutions of parabolic and elliptic equations, Am. J. Math. 80 (1958) 931–954.

[38] N.S. Papageorgiou, V.D. Rădulescu, Nonlinear nonhomogeneous Robin problems with superlinear reaction term, Adv. Nonlinear Stud. 16 (4) (2016) 737–764.

[39] N.S. Papageorgiou, P. Winkert, Applied Nonlinear Functional Analysis. An Introduction, De Gruyter, Berlin, 2018.

[40] P. Pucci, R. Servadei, Regularity of weak solutions of homogeneous or inhomogeneous quasilinear elliptic equations, Indiana Univ. Math. J. 57 (7) (2008) 3329–3363.

[41] K.R. Rajagopal, M. Růžička, Mathematical modeling of electrorheological materials, Contin. Mech. Thermodyn. 13 (2001) 59–78.

[42] M. Růžička, Electrorheological Fluids: Modeling and Mathematical Theory, Lecture Notes in Mathematics, Springer-Verlag, Berlin, 2000.

[43] X.J. Wang, Neumann problems of semilinear elliptic equations involving critical Sobolev exponents, J. Differ. Equ. 93 (2) (1991) 283–310.

[44] P. Winkert, Constant-sign and sign-changing solutions for nonlinear elliptic equations with Neumann boundary values, Adv. Differ. Equ. 15 (5–6) (2010) 561–599.

[45] P. Winkert, $L^\infty$-estimates for nonlinear elliptic Neumann boundary value problems, Nonlinear Differ. Equ. Appl. 17 (3) (2010) 289–302.
[46] P. Winkert, On the boundedness of solutions to elliptic variational inequalities, Set-Valued Var. Anal. 22 (4) (2014) 763–781.

[47] P. Winkert, R. Zacher, A priori bounds for weak solutions to elliptic equations with nonstandard growth, Discrete Contin. Dyn. Syst., Ser. S 5 (4) (2012) 865–878.

[48] P. Winkert, R. Zacher, Corrigendum to: A priori bounds for weak solutions to elliptic equations with nonstandard growth [Discrete Contin. Dyn. Syst. Ser. S 5 (2012) 865–878], Discrete Contin. Dyn. Syst., Ser. S (2015) 1–3, published on-line as note.

[49] P. Winkert, R. Zacher, Global a priori bounds for weak solutions to quasilinear parabolic equations with nonstandard growth, Nonlinear Anal. 145 (2016) 1–23.

[50] C. Zhang, S. Zhou, Hölder regularity for the gradients of solutions of the strong \( p(x) \)-Laplacian, J. Math. Anal. Appl. 389 (2) (2012) 1066–1077.

[51] C. Zhang, S. Zhou, X. Xue, Global gradient estimates for the parabolic \( p(x,t) \)-Laplacian equation, Nonlinear Anal. 105 (2014) 86–101.

[52] V.V. Zhikov, Averaging of functionals of the calculus of variations and elasticity theory, Izv. Akad. Nauk SSSR, Ser. Mat. 50 (4) (1986) 675–710.

[53] V.V. Zhikov, Meyer-type estimates for solving the nonlinear Stokes system, Differ. Equ. 33 (1) (1997) 108–115.

[54] V.V. Zhikov, On Lavrentiev’s phenomenon, Russ. J. Math. Phys. 3 (2) (1995) 249–269.

[55] V.V. Zhikov, On some variational problems, Russ. J. Math. Phys. 5 (1) (1997) 105–116.