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Abstract

We construct Green’s functions for elliptic operators of the form
\[ Lu = - \text{div}(A \nabla u + bu) + c \nabla u + du \]
in domains \( \Omega \subseteq \mathbb{R}^n \), under the assumption \( d \geq \text{div} b \), or \( d \geq \text{div} c \). We show that, in the setting of Lorentz spaces, the assumption \( b - c \in L^{n,1}(\Omega) \) is both necessary and optimal to obtain pointwise bounds for Green’s functions. We also show weak type bounds for Green’s functions and their gradients. Our estimates are scale invariant and hold for general domains \( \Omega \subseteq \mathbb{R}^n \). Moreover, there is no smallness assumption on the norms of the lower order coefficients. As applications we obtain scale invariant global and local boundedness estimates for subsolutions to \( Lu \leq - \text{div} f + g \) in the case \( d \geq \text{div} c \).

1 Introduction

In this article we are interested with Green’s function for the operator
\[ - \text{div}(A \nabla u + bu) + c \nabla u + du = 0 \]
in a domain (open and connected set) \( \Omega \subseteq \mathbb{R}^n \), where \( n \geq 3 \).

We will assume that the matrix \( A \) is bounded and uniformly elliptic in \( \Omega \): that is,
\[ \langle A(x)\xi, \xi \rangle \geq \lambda |\xi|^2, \quad \forall x \in \Omega, \forall \xi \in \mathbb{R}^n. \]

For the lower order coefficients, we will assume that
\[ b, c \in L^{n,q}(\Omega) \text{ for some } q \in [1, \infty), \quad b - c \in L^{n,1}(\Omega), \quad d \in L^{2,\infty}(\Omega), \]
where the spaces \( L^{n,q}(\Omega), L^{n,1}(\Omega) \) are defined in (2.5). Moreover, we will assume that either \( d \geq \text{div} b \), or \( d \geq \text{div} c \) in the sense of distributions. We remark that, throughout this article, there will be no smallness assumption on the norms of the coefficients; in addition, there will be no size assumption on \( \Omega \) and no regularity assumption on \( \partial \Omega \). In particular, we can have \( \Omega = \mathbb{R}^n \), or \( \Omega = \mathbb{R}^n_+ \).
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The consideration of the Lorentz spaces described above is natural if we want to show scale invariant estimates, since these spaces remain invariant under the natural scaling of the equation. Moreover, this consideration is necessary, since the assumption \( b - c \in L^{n,q} \) for some \( q > 1 \) does not guarantee weak type and pointwise bounds for Green’s function (Definition 2.1). Indeed, if we set

\[
c(x) = \frac{x}{r^2 \ln r}, \quad x \in B = B_{1/e}(0),
\]

then Proposition 7.5 in [KS18] and the comments after it show that Green’s function for the equation

\[-\Delta u + \delta c \nabla u = 0 \text{ in } B\]

cannot satisfy \( L^{\frac{n}{n-2},\infty} \) and pointwise bounds, for any \( \delta > 0 \). In the setting of Lorentz spaces, it can be shown that \( c \in L^{n,q}(B) \) for any \( q > 1 \), but \( c \notin L^{n,1}(B) \) (Lemma 6.1); hence, we show in Proposition 6.2 that weak type and pointwise bounds cannot be expected for the operator

\[-\Delta u + c \nabla u = 0,
\]

even if \( c \in L^{n,q} \) for some \( q > 1 \) is assumed to have small norm.

On the other hand, by considering the Lorentz space \( L^{n,1} \), we will show in Theorem 5.3 and Proposition 5.6 that Green’s function \( G \) for the operator \( \mathcal{L} u = - \text{div}(A \nabla u + bu) + c \nabla u + du = 0 \) in a domain \( \Omega \) for the case \( d \geq \text{div} b \), exists, it is unique, it satisfies scale invariant pointwise and weak type bounds, and its derivative satisfies weak type bounds; that is,

\[
\|G(\cdot, y)\|_{L^{\frac{n}{n-2},\infty}(\Omega)} + \|\nabla G(\cdot, y)\|_{L^{\frac{n}{n-1},\infty}(\Omega)} \leq C, \quad G(x, y) \leq C'|x - y|^{2-n},
\]

where \( C \) depends on \( n, \lambda \) and \( \|b - c\|_{L^{n,1}} \) only, and \( C' \) depends on \( n, \lambda, \|A\|_{\infty} \) and \( \|b - c\|_{L^{n,1}} \) only. Considering the fore mentioned counterexample, we obtain that the space \( L^{n,1}(\Omega) \) is both necessary and optimal in the setting of Lorentz spaces for good bounds on Green’s function in the case \( d \geq \text{div} b \).

In this article we also study Green’s function in the case \( d \geq \text{div} c \). In this case, Green’s function was constructed in [KS18] (for domains \( \Omega \) with finite measure, and with \( b - c \in L^{n}(\Omega), \ d \in L^{\frac{n}{2}}(\Omega) \)), and was shown to satisfy weak type bounds. However, using the function \( c \) in (1.1), we show in Proposition 6.3 that for the equation

\[-\Delta u - \text{div}(cu) = 0,
\]

even assuming that the \( L^{n,q} \) norm of \( c \) for some \( q > 1 \) is small, the pointwise bounds for Green’s function can fail. On the other hand, if \( b - c \in L^{n,1}(\Omega) \), we show in Theorem 5.3 and Proposition 5.6 that in the case \( d \geq \text{div} c \), Green’s function for the operator \( \mathcal{L} u = - \text{div}(A \nabla u + bu) + c \nabla u + du = 0 \) exists, it is unique, and satisfies bounds of the form

\[
\|g(\cdot, x)\|_{L^{\frac{n}{n-2},\infty}(\Omega)} + \|\nabla g(\cdot, x)\|_{L^{\frac{n}{n-1},\infty}(\Omega)} \leq C, \quad g(y, x) \leq C'|y - x|^{2-n},
\]

where \( C \) depends on \( n, \lambda \) and \( \|b - c\|_{L^{n,1}} \) only, and \( C' \) depends on \( n, \lambda, \|A\|_{\infty} \) and \( \|b - c\|_{L^{n,1}} \) only. We also show the symmetry relation \( G(x, y) = g(y, x) \) for almost every \( (x, y) \in \Omega^2 \), where \( G \) is Green’s function for the adjoint operator mentioned above. Hence, the setting of \( L^{n,1} \) is optimal for the pointwise bounds in the case \( d \geq \text{div} c \) as well.

As a first application of our results we show in Proposition 7.5 a scale invariant inhomogeneous maximum principle for subsolutions \( u \in W^{1,2}(\Omega) \) to \( \mathcal{L} u = - \text{div}(A \nabla u + bu) + c \nabla u + du \leq - \text{div} f + g \) in the case \( d \geq \text{div} c \), when \( |\Omega| < \infty \) and \( f \in L^{n,1}(\Omega), g \in L^{\frac{n}{2}}(\Omega) \); that is,

\[
\sup_{\Omega} u \leq C \left( \sup_{\partial \Omega} u^+ + \|f\|_{L^{n,1}(\Omega)} + \|g\|_{L^{\frac{n}{2},1}(\Omega)} \right),
\]
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where $C$ depends on $n, \lambda$ and $\|b-c\|_{n,1}$ only. Note that, in the case when $c$ and $d$ are identically 0 and $b$ has arbitrarily small $L^{n,q}(\Omega)$ norm for some $q > 1$, Lemma 7.4 in [KS18] and Proposition 6.1 show that this bound does not necessarily hold. So, in the case $d \geq \text{div} c$, the assumption $b-c \in L^{n,1}$ is both necessary and optimal to obtain such a maximum principle.

A second application of our results is Proposition 7.8, in which we show a Moser-type local boundedness estimate for nonnegative subsolutions and solutions to $Lu \leq -\text{div} f + g$ in a ball $B_r$ in the case $d \geq \text{div} c$ and $f \in L^{n,1}(B_r), g \in L^{2,1}(B_r)$; that is,

$$\sup_{B_{r/2}} |u| \leq C \left( \int_{B_r} |u| + \|f\|_{L^{n,1}(B_r)} + \|g\|_{L^{2,1}(B_r)} \right),$$

where $C$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b-c\|_{n,1}$ only. Again in this case, Lemma 7.4 in [KS18] and Proposition 6.1 show the optimality of $L^{n,1}$ to deduce those types of estimates.

We remark that analogous estimates to the previous two are harder to obtain in the case $d \geq \text{div} c$ than in the case $d \geq \text{div} b$. This can be seen, for example, by the fact that the usual maximum principle is not necessarily satisfied for solutions in the case $d \geq \text{div} c$, while it is satisfied if $d \geq \text{div} b$ (see Theorem 8.1 in [GT01] for example, and Proposition 3.2).

In order to show our results, the main core of this article relies on estimates for decreasing rearrangements. The main idea is that, by considering the decreasing rearrangement $u^*$ of a function $u$ (defined in (2.1)), we obtain a radial function such that various quantities involved with $u$ are maximized or minimized by the analogous quantities for $u^*$. This idea is exhibited by the Pólya-Szegő inequality (see for example (1) in [BZ88]), and the fact that extremizers that achieve equality in the Sobolev inequality are radially symmetric functions [Tal76a]. Furthermore, this technique has been applied in many past works in order to show estimates of solutions to various problems concerning second order elliptic equations, for example in [Tal76b], [AT78], [AT81], [BM93], [DVP96], [DVP98], [ATLM99], [AFT00], and the more recent [Buc19].

A few historical remarks are in order. Green’s function for second order elliptic operators of the form $Lu = -\text{div}(A\nabla u)$ with elliptic and bounded $A$ in bounded domains $\Omega$ was studied in [LSW63], and also later in [GW82]. More recently, Green’s function was constructed in [HL01] (Chapter III, Lemma 4.3) where the Bourgain condition on the harmonic measure of the domain was assumed (estimate (4.2), Chapter III in [HL01]). Later on, Hofmann and Kim in [HK07] constructed Greens functions for elliptic systems, and Kim and Kang showed pointwise bounds for Green’s functions for systems in [KK10]. In all of the previous papers, lower order coefficients are not present. Considering lower order coefficients, Green’s function was constructed in [IR05] by considering the Kato class in domains with $C^{1,1}$ boundary. In [ZZ16] elliptic systems are considered, but smallness assumptions on the norms and coercivity is imposed. Systems are also considered in [DHM18].

Towards removing smallness assumptions and considering general domains, the critical and subcritical settings are considered in [KS18] (see also [Sak17] for the case when $b, d$ vanish and $c$ is bounded, or the case when $c, d$ vanish and $b$ is bounded). The article [KS18] is the first in which Green’s function in the critical setting $b-c \in L^n$ for the case $d \geq \text{div} c$ is constructed, without any coercivity and smallness assumptions; however, the estimates are not scale invariant and domains with finite measure are considered. As we mentioned above, [KS18] also shows that an assumption of the form $b-c \in L^n$ does not suffice for good bounds for Green’s function in the case $d \geq \text{div} b$.

Green’s function is also constructed in the very recent article [Mou19], for which the author shows scale invariant weak type and pointwise bounds (Theorem 6.1 and Lemma 6.3 in [Mou19]).
under the assumption \( d \geq \text{div} b \) or \( d \geq \text{div} c \), where \( b - c \) is a member of a Dini-type Kato-Stummel class \( K_{\text{Dini},1/2} \) (Section 2.1 in [Mou19]). We note that the Lorentz space \( L^{n,1} \) that we consider in the present article is not contained in \( K_{\text{Dini},1/2} \), since it can be checked that for any \( a > 1 \), \( x|x|^{-2} (-\ln |x|)^a \in L^{n,1}(B) \setminus K_{\text{Dini},1/2}(B) \), where \( B \) is the ball centered at 0 with radius \( 1/e \); moreover, the techniques in the present article are completely different compared to the ones in [Mou19]. We remark that in [Mou19], except for Green’s functions, a wide range of properties is also studied, including solvability with right hand sides and scale invariant estimates under the weaker assumption \( b - c \in L^n(\Omega) \), as well as continuity of solutions.

To the best of our knowledge, the present article and [Mou19] are the first to show scale invariant bounds (both of weak type, and pointwise) for Green’s function for operators \( \mathcal{L} \) with lower order coefficients, under no coercivity assumption on \( \mathcal{L} \), no smallness assumption on the lower order coefficients, and no regularity on the domain.

The organization of this article is as follows. In Section 2 we introduce Lorentz spaces, we show preliminary lemmas on Lorentz functions, changes of variables and symmetrization techniques, and we define Green’s function. In Section 3 we show various estimates on solutions and subsolutions, where we impose less regularity than what we will need for the sake of generality. In Section 4 we show the main scale invariant estimates for approximate Green’s functions: the \( L^{n,\infty} \) and the pointwise estimate on approximate Green’s functions, and the \( L^{\infty,\infty} \) estimate on their gradients. In this section, the lower order coefficients are assumed to be Lipschitz and \( \Omega \) is assumed to be bounded for technical reasons. Those assumptions are removed in Section 5: we first drop the boundedness assumption on the lower order coefficients, and we then pass to general domains. The optimality of our conditions, concerning the pointwise bounds, is shown in Section 6, where counterexamples are provided. Finally, in Section 7 we show global and local scale invariant boundedness estimates for solutions and subsolutions with right hand sides in Lorentz spaces.
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2 Preliminaries

2.1 Definitions

For a domain \( \Omega \subseteq \mathbb{R}^n \), \( W^{1,2}_0(\Omega) \) will denote the closure of \( C_c^\infty(\Omega) \) under the \( W^{1,2} \) norm, where

\[
\|u\|_{W^{1,2}(\Omega)} = \|u\|_{L^2(\Omega)} + \|\nabla u\|_{L^2(\Omega)}.
\]

The fact that \( W^{1,2}_0(\Omega) \) is a Hilbert space is important in showing existence of solutions using the Lax-Milgram theorem (as in Section 6.2 in [Eva10], or Section 4 of [KS18], for example). However, the space \( W^{1,2}_0(\Omega) \) is not well suited to the problems that we are interested in, if \( \Omega \) has infinite measure. For this, we set \( W^{1,2}_0(\Omega) \) to be the closure of \( C_c^\infty(\Omega) \) under the \( W^{1,2} \) norm, where

\[
\|u\|_{W^{1,2}(\Omega)} = \|u\|_{L^2^*(\Omega)} + \|\nabla u\|_{L^2(\Omega)},
\]

and \( 2^* = \frac{2n}{n-2} \) is the Sobolev conjugate to 2. From the Sobolev estimate

\[
\|\phi\|_{L^{2^*}(\Omega)} \leq C_n \|\nabla \phi\|_{L^2(\Omega)},
\]
for all \( \phi \in C^\infty_c(\Omega) \), we obtain that \( Y_{0}^{1,2}(\Omega) = W_{0}^{1,2}(\Omega) \) if \( |\Omega| < \infty \). We also set \( Y^{1,2}(\Omega) \) to be the space of weakly differentiable \( u \in L^2(\Omega) \), such that \( \nabla u \in L^2(\Omega) \), with the \( Y^{1,2} \) norm. Then, considering the embedding

\[
T : Y^{1,2}(\Omega) \to L^2(\Omega) \times (L^2(\Omega))^n, \quad Tu = (u, \partial_1 u, \ldots, \partial_n u),
\]

we can identify \( Y^{1,2}(\Omega) \) with a closed subspace of \( L^2(\Omega) \times (L^2(\Omega))^n \). Since \( L^2(\Omega) \times (L^2(\Omega))^n \) is reflexive, we obtain that \( Y^{1,2}(\Omega) \) is reflexive as well. Therefore \( Y_{0}^{1,2}(\Omega) \) is also reflexive.

We denote by \( \text{Lip}(\Omega) \) the space of Lipschitz functions in \( \Omega \): that is, we say that \( f \) is a Lipschitz function in \( \Omega \) if

\[
\text{Lip}(\Omega) = \{ u \in L^1(\Omega), \quad \| u \|_{\text{lip}} < \infty \},
\]

where \( \| u \|_{\text{lip}} = \text{sup}_{x \neq y \in \Omega} \frac{|u(x) - u(y)|}{|x - y|} \). This space \( \text{Lip}(\Omega) \) is often written in the abbreviated form \( L^1_c(\Omega) \). Since \( L^1_c(\Omega) \) is reflexive, \( \text{Lip}(\Omega) \) is also reflexive.

If \( u \) is a measurable function in \( \Omega \), we define the distribution function

\[
\mu_u(t) = |\{ x \in \Omega : |u(x)| > t \}|, \quad t > 0.
\]

If \( u \in L^p(\Omega) \) for some \( p \geq 1 \), then \( \mu_u(t) < \infty \) for any \( t > 0 \). Moreover, we define the decreasing rearrangement (as in (1.4.2), page 45 of [Gra08]) by

\[
u^*(s) = \inf \left\{ t > 0 : \mu_u(t) \leq s \right\} \tag{2.1} \]

An important property of \( \nu^* \) is that it is equimeasurable to \( u \); that is,

\[
|\{ x \in \Omega : |u(x)| > t \}| = |\{ s > 0 : \nu^*(s) > t \}| \quad \text{for all} \quad t > 0.
\]

Note that, if \( |\Omega| < \infty \), then \( \nu^*(s) = 0 \) for \( s > |\Omega| \). Also, \( \mu_u, \nu^* \) are right continuous in \( (0, \infty) \).

From Proposition 1.4.5 (2) in [Gra08], we obtain that

\[
\mu_u(\nu^*(s)) \leq s \quad \text{for all} \quad s > 0. \tag{2.2}
\]

We also recall Hardy’s inequality: for \( u, v \in L^1(\Omega) \),

\[
\int_\Omega |uv| \leq \int_0^{\infty} u^* v^* \tag{2.3}
\]

Moreover, we will need the following version of a reverse inequality to the above: for \( f, g : [0, \infty) \to [0, \infty) \) with \( f, g \geq 0 \), \( f \) increasing and \( g \) integrable, we have that

\[
\int_0^{\infty} f(x) g^*(x) \, dx \leq \int_0^{\infty} f(x) g(x) \, dx \tag{2.4}
\]

Let \( p \in (0, \infty) \) and \( q \in (0, \infty) \). If \( f \) is a measurable function defined in \( \Omega \), using the decreasing rearrangement of \( f \), as on page 48 in [Gra08] we define the Lorentz seminorm

\[
\| f \|_{L^p,q}(\Omega) = \begin{cases} \left( \int_0^{\infty} \left( \frac{t^q}{q} f^*(t) \right)^{\frac{1}{q}} \frac{dt}{t} \right)^{\frac{1}{p}}, & q < \infty, \\ \sup_{t > 0} t^{\frac{1}{p}} f^*(t), & q = \infty. \end{cases} \tag{2.5}
\]

Then, from Propositions 1.4.5 and 1.4.9 in [Gra08], we obtain that

\[
\| f \|_{L^p,q}(\Omega) = \begin{cases} \frac{1}{p^q} \left( \int_0^{\infty} \left( \frac{\mu_f(s)^{\frac{1}{p}}}{s} \right)^{\frac{1}{q}} ds \right)^{\frac{1}{q}}, & q < \infty, \\ \sup_{s > 0} s^{\mu_f(s)^{\frac{1}{p}}}, & q = \infty. \tag{2.6} \end{cases}
\]
We say that \( f \in L^{p,q}(\Omega) \) if \( \|f\|_{L^{p,q}(\Omega)} < \infty \). Note that if \( p \in (1, \infty] \) and \( q \in [1, \infty) \), then \( L^{p,q}(\Omega) \) is a Banach space with a norm equivalent to the seminorm defined above (see for example Theorem 3.21, page 204 in [SW71]).

From Remark 1.4.7 on page 48 in [Gra08],
\[
\|u\|_{p,q}^r = \|u\|_{pr,qr}^r, \quad 0 < p, r < \infty, \ 0 < q \leq \infty. \tag{2.7}
\]

We also have, from Proposition 1.4.10 in [Gra08], that Lorentz spaces increase if we increase the second index, and also
\[
\|f\|_{L^{p,r}} \leq C_{p,q,r} \|f\|_{L^{p,q}} \text{ for all } 0 < p \leq \infty, \ 0 < q < r \leq \infty. \tag{2.8}
\]

For \( b \in L^{n,\infty}(\Omega) \) and \( d \in L^{2,\infty}(\Omega) \), the assumption \( d \geq \text{div} \, b \) in the sense of distributions will mean that, for every \( \phi \in C_c^\infty(\Omega) \) with \( \phi \geq 0 \),
\[
\int_\Omega b \nabla \phi + d \phi \geq 0. \tag{2.9}
\]

Using an approximation argument, we can see that (2.9) is equivalent to the statement
\[
\int_\Omega b \nabla v + dv \geq 0 \text{ for every } v \in Y_0^{(p,1)}(\Omega), \ \text{with } v \geq 0, \tag{2.10}
\]

where \( Y_0^{(p,q)}(\Omega) \) for \( 1 < p < n \) and \( 1 \leq q \leq \infty \) is the closure of \( C_c^\infty(\Omega) \) under the seminorm
\[
\|\phi\|_{Y_0^{(p,q)}}(\Omega) = \|\phi\|_{L^{np/p,q}(\Omega)} + \|\nabla \phi\|_{L^{p,q}(\Omega)}.
\]

From Theorem 4.2 (i) in [Cos17], the above seminorm is equivalent to \( \|\nabla \phi\|_{L^{p,q}(\Omega)} \) in \( C_c^\infty(\Omega) \).

For a function \( u \in Y^{1,2} \), we will say that \( u \leq 0 \) on \( \partial \Omega \) if \( u^+ = \max\{u, 0\} \in Y_0^{1,2}(\Omega) \). Moreover, \( \sup_{\partial \Omega} u \) will be defined as the infimum of all \( s > 0 \) such that \( u \leq s \) on \( \partial \Omega \).

We now turn to solutions and subsolutions. For this, let \( \Omega \subseteq \mathbb{R}^n \) be a domain, and suppose that \( A \) is bounded, \( b, c \in L^{n,\infty}(\Omega) \), \( d \in L^{2,\infty}(\Omega) \) and \( f \in L^2(\Omega) \), \( g \in L^2(\Omega) \), where \( 2 \alpha = \frac{2n}{n+2} \). We say that \( u \in Y^{1,2}(\Omega) \) is a solution to the equation \( Lu = -\text{div}(A \nabla u + bu) + c \nabla u + du = -\text{div} \, f + g \) in \( \Omega \), if
\[
\int_\Omega A \nabla u \nabla \phi + b \nabla \phi \cdot u + c \nabla u \cdot \phi + du \phi = \int_\Omega f \nabla \phi + g \phi, \quad \text{for all } \phi \in C_c^\infty(\Omega).
\]

We also say that \( u \in Y^{1,2}(\Omega) \) is a subsolution to \( Lu \leq -\text{div} \, f + g \) in \( \Omega \), if
\[
\int_\Omega A \nabla u \nabla \phi + b \nabla \phi \cdot u + c \nabla u \cdot \phi + du \phi \leq \int_\Omega f \nabla \phi + g \phi, \quad \text{for all } \phi \in C_c^\infty(\Omega), \ \phi \geq 0.
\]

Finally, we say that \( u \in Y^{1,2}(\Omega) \) is a supersolution to \( Lu \geq -\text{div} \, f + g \) in \( \Omega \), if \(-u \) is a subsolution to \( L(-u) \leq \text{div} \, f - g \) in \( \Omega \).

Using the definitions above, we can now define Green’s function.
**Definition 2.1.** Let $\Omega \subseteq \mathbb{R}^n$ be open. Let $A$ be uniformly bounded and elliptic, and $b, c \in L^{n,\infty}(\Omega)$, $d \in L^{2,\infty}(\Omega)$. Set $Lu = -\text{div}(A\nabla u + bu) + c\nabla u + du$. We say that $G(x, y) = G_y(x)$ is Green’s function for $L$ in $\Omega$, if $G_y \in L^1(\Omega)$ for almost every $y \in \Omega$, and if, for any $f \in L^1_c(\Omega)$, the function

$$u(y) = \int_{\Omega} G(x, y) f(x) \, dx$$

is a $Y_{0,1}^0(\Omega)$ solution to the adjoint equation $L^* u = -\text{div}(A^* \nabla u + cu) + b\nabla u + du = f$ in $\Omega$. Similarly, we say that $g(y, x) = g_x(y)$ is Green’s function for $L^*$ in $\Omega$, if $g_x \in L^1(\Omega)$ for almost every $y \in \Omega$, and if, for any $f \in L^*_c(\Omega)$, the function

$$v(x) = \int_{\Omega} g(y, x) f(y) \, dy$$

is a $Y_{0,1}^0(\Omega)$ solution to the equation $L u = f$ in $\Omega$.

Note that Definition 5.1 of Green’s function in [KS18] coincides with Definition 2.1 in the case that $|\Omega| < \infty$, $A$ is uniformly elliptic and bounded, $b, c \in L^n(\Omega)$, $d \in L^2(\Omega)$, and also $d \geq \text{div} b$ or $d \geq \text{div} c$. This follows from Lemmas 4.2 and 4.4 in [KS18].

### 2.2 Basic Lemmas

The following lemma will be used in order to deduce estimates for coefficients with low regularity.

**Lemma 2.2.** Let $\Omega \subseteq \mathbb{R}^n$ be a domain. Then for any $u \in Y_{0,1}^0(\Omega)$,

$$\|u\|_{L^{2^*,2}(\Omega)} \leq C_n \|
abla u\|_{L^2(\Omega)}, \tag{2.11}$$

where $C_n$ depends only on $n$.

**Proof.** The estimate holds if $u = \phi \in C^\infty_c(\Omega)$ (see Remark 5 in [Tar98], or Theorem A in [MP02] for example). Now, if $u \in Y_{0,1}^0(\Omega)$, then there exists a sequence $(\phi_m)$ in $C^\infty_c(\Omega)$ such that $\phi_m \to u$ in $Y_{0,1}^0(\Omega)$. Then $(\phi_m)$ is bounded in $L^{2^*,2}(\Omega)$ from (2.11). From Theorem 1.4.17 in [Gra08], $L^{2^*,2}(\Omega)$ is the dual to $L^{2^*,2}(\Omega)$, hence, from the Banach-Alaoglu theorem, $(\phi_m)$ has a subsequence $(\phi_{k_m})$ that converges weakly-$*$ to some $v \in L^{2^*,2}(\Omega)$. Since $\phi_m \to u$ in $L^{2^*}(\Omega)$, we then obtain that $u = v \in L^{2^*,2}(\Omega)$, and also

$$\|u\|_{L^{2^*,2}(\Omega)} \leq \liminf_{m \to \infty} \|\phi_{k_m}\|_{L^{2^*,2}(\Omega)} \leq C_n \liminf_{m \to \infty} \|\nabla \phi_m\|_{L^2(\Omega)} = C_n \|
abla u\|_{L^2(\Omega)},$$

which completes the proof. \[\square\]

The next lemma deals with the validity of the formula $\mu_u(u^*(s)) = s$.

**Lemma 2.3.** Let $\Omega \subseteq \mathbb{R}^n$ be a domain, $u \in L^p(\Omega)$ for some $p \geq 1$, and set

$$A_u = \{s \in (0, \infty) : |\{u^* = s\}| > 0\}.$$

Then $A_u$ is at most countable. Moreover, if $u^*(s) \notin A_u$, then $\mu_u(u^*(s)) = s$. 
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Proof. Since $u^*$ is decreasing, for different $s \in A_u$, the sets $([u^* = s])^o$ are nonempty, pairwise disjoint open intervals; hence there can only be countably many of those sets. Therefore $A_u$ is at most countable.

Let now $s \in (0, \infty)$. From (2.2), we have that $\mu_u(u^*(s)) \leq s$. So, in order to show the second part, we will show that, if $s$ is such that $\mu_u(u^*(s)) < s$, then $u^*(s) \in A_u$. To show this, let $t_0 \in (\mu_u(u^*(s)), s)$. Since $u^*$ is decreasing, we have that $u^*(t_0) \geq u^*(s)$. If now $u^*(t_0) > u^*(s)$, then $u^*(t) > u^*(s)$ for every $t \in (0, t_0)$, hence

$$(0, t_0) \subseteq [u^* > u^*(s)] \Rightarrow t_0 \leq [u^* > u^*(s)] = [||u^* > u^*(s)||] = \mu_u(u^*(s)),$$

which is a contradiction. Hence $u^*(t_0) = u^*(s)$, and since $u^*$ is decreasing, we obtain that $u^*$ is constant in $(t_0, s)$, therefore $u^*(s) \in A_u$. This completes the proof. \hfill \Box

The following lemma will be useful when we will consider the Lorentz seminorm on disjoint subsets of our domain.

Lemma 2.4. Let $\Omega \subseteq \mathbb{R}^n$ be open, and let $f \in L^{p,1}(\Omega)$ for some $1 \leq p < \infty$. If $X, Y \subseteq \Omega$ with $X, Y \neq \emptyset$ and $X \cap Y = \emptyset$, then

$$\|f\|_{L^{p,1}(\Omega)} \geq \|f\|_{L^{p,1}(X)} + \|f\|_{L^{p,1}(Y)}.$$

Proof. Let $\mu_f, \mu_f^X, \mu_f^Y$ be the distribution functions of $f, f|_X, f|_Y$, respectively. If $t > 0$, then

$$\{x \in \Omega : |f(x)| > t\} \supseteq \{x \in X : |f(x)| > t\} \cup \{x \in Y : |f(x)| > t\},$$

and the last two sets are disjoint; hence, $\mu_f \geq \mu_f^X + \mu_f^Y$. Therefore, from the reverse Minkowski inequality (since $1/p < 1$), we obtain

$$\left( p \int_0^\infty (\mu_f^X(s) + \mu_f^Y(s))^\frac{1}{p} \, ds \right)^p \geq \left( p \int_0^\infty \mu_f^X(s)^\frac{1}{p} \, ds \right)^p + \left( p \int_0^\infty \mu_f^Y(s)^\frac{1}{p} \, ds \right)^p,$$

and combining with (2.6) completes the proof. \hfill \Box

We will also need the following lemma.

Lemma 2.5. Let $\Omega \subseteq \mathbb{R}^n$ be open, and let $f \in L^{p,q}(\Omega)$, for some $p \in (1, \infty)$ and $q \in [1, \infty)$. If $(A_m)$ is a sequence of subsets of $\Omega$ with $\chi_{A_m} \rightarrow 0$ almost everywhere, then

$$\|f\|_{L^{p,q}(A_m)} \xrightarrow{m \to \infty} 0.$$

Proof. Using the terminology of page 14 in [BS88], the assumption we have on $(A_m)$ is stated as $A_m \rightarrow \emptyset$. Then, the proof follows combining Definitions I-3.1 and IV-4.1, and Theorems IV-4.7 and IV-4.8 in [BS88]. \hfill \Box

The next lemma shows that Sobolev functions have decreasing rearrangements that are locally absolutely continuous in $(0, \infty)$. This fact will be crucial in some technical steps.

Lemma 2.6. Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain, and let $u \in W^{1,2}_0(\Omega)$. Then, the decreasing rearrangement $u^*$ is absolutely continuous in every interval of the form $(\varepsilon, M)$ for $0 < \varepsilon < M < \infty$. 
Proof. Consider the function $u^*$ defined in (2) of [BZ88] (note that this $u^*$ is not the same as the decreasing rearrangement in (2.1)!). We will use this function to define the function $\tilde{u}$ as on page 154 of [BZ88]; that is, we set

$$
\tilde{u}(s) = \sup\{t > 0 : \mu_u(t) > \alpha(n)s^n\} = \inf\{t > 0 : \mu_u(t) \leq \alpha(n)s^n\},
$$

where $\alpha(n)$ is the volume of the unit ball in $\mathbb{R}^n$. Then, from Corollary 2.6 in [BZ88], $\tilde{u}$ is absolutely continuous in every interval of the form $(\varepsilon, M)$. Hence,

$$
u^*(s) = \inf\{t > 0 : \mu_u(t) \leq s\} = \tilde{u}\left(\sqrt[\alpha(n)]{s}\right),
$$

is absolutely continuous in every interval $(\varepsilon, M)$, which completes the proof. \hfill \Box

Finally, we will need the following version of Gronwall’s inequality (see for example Proposition 2.1 in [DVP96]).

**Lemma 2.7.** Let $a \geq 0$ and suppose that $f, g_1, g_2, g_3$ are measurable functions defined in $(a, \infty)$, with $g_2, g_3 \geq 0$, and $g_3g_1, g_3g_2, g_3f \in L^1(a, \infty)$. If, for almost every $t > a$,

$$
f(t) \leq g_1(t) + g_2(t) \int_t^\infty g_3(\tau)f(\tau)\,d\tau,
$$

then, if $\exp$ is the exponential function, for almost every $t > a$,

$$
f(t) \leq g_1(t) + g_2(t) \int_t^\infty g_1(\tau)g_3(\tau)\exp\left(\int_t^\tau g_2(\rho)g_3(\rho)\,d\rho\right)\,d\tau.
$$

### 2.3 Derivatives of compositions

In this subsection we prove basic lemmas about derivatives of compositions. We start with the following decomposition.

**Lemma 2.8.** Let $\Omega \subseteq \mathbb{R}^n$ be a domain, and $u \in W^{1,2}_0(\Omega)$. Then we can split

$$(0, \infty) = G_u \cup D_u \cup N_u,$$

where the sets $G_u, D_u$ and $N_u$ are disjoint, such that the following properties hold.

i) If $x \in G_u$, then $u^*$ is differentiable at $x$, $\mu_u$ is differentiable at $u^*(x)$, and $(u^*)'(x) \neq 0$. Moreover,

$$
\mu_u(u^*(x)) = x \quad \text{and} \quad \mu'_u(u^*(x)) = \frac{1}{u^*(x)}, \quad \text{for all} \quad x \in G_u. \quad (2.12)
$$

ii) If $x \in D_u$, then $u^*$ is differentiable at $x$, with $(u^*)'(x) = 0$. 

iii) $N_u$ is a null set.
Proof. Set $\tilde{N}_u$ to be the set of $y \in (0, \infty)$ such that $\mu_y$ is not differentiable at $y$. Let also $N_u^*$ to be the set of $x \in (0, \infty)$ such that $u^*(x)$ does not have a finite derivative at $x$. Since $\mu_u$, $u^*$ are decreasing, we obtain that $|\tilde{N}_u| = |N_u^*| = 0$. We also set $Z_u$ to be the set of $x$ such that $(u^*)'(x) = 0$.

We now define

$$E_u = (u^*)^{-1}((0, \infty) \setminus \tilde{N}_u), \quad F_u = (u^*)^{-1}(\tilde{N}_u).$$

We further split

$$E_u(1) = E_u \cap N_u^*, \quad E_u(2) = (E_u \setminus Z_u) \setminus N_u^*, \quad E_u(3) = (E_u \cap Z_u) \setminus N_u^*, \quad$$

and

$$F_u(1) = F_u \cap N_u^*, \quad F_u(2) = (F_u \setminus Z_u) \setminus N_u^*, \quad F_u(3) = (F_u \cap Z_u) \setminus N_u^*.$$

We then have that the sets $E_u(i), F_u(j)$ for $i, j = 1, 2, 3$ are pairwise disjoint, and also

$$(0, \infty) = \bigcup_{i=1}^{3} E_u(i) \cup \bigcup_{j=1}^{3} F_u(j). \quad (2.13)$$

Note that $|E_u(1)| = 0$ and $|F_u(1)| = 0$. In addition, $u^*$ has a finite derivative everywhere in $F_u(2)$, and $u^*(F_u(2)) \subseteq u^*(F_u) \subseteq \tilde{N}_u$, so $|u^*(F_u(2))| = 0$. Therefore, Theorem 1 in [SV69] shows that $(u^*)'(y) = 0$ for almost every $y \in F_u(2)$, and since $F_u(2) \cap Z_u = \emptyset$, we have that $|F_u(2)| = 0$. So, if we define $N_u = E_u(1) \cup F_u(1) \cup F_u(2)$, then $|N_u| = 0$.

Set now $D_u = E_u(3) \cup F_u(3)$. From the definition of $Z_u$, we then have that $u^*$ is differentiable at every $y \in D_u$, with $(u^*)'(y) = 0$. Finally, set $G_u = E_u(2)$; then $u^*$ is differentiable at every $x \in G_u$, and $(u^*)'(x) \neq 0$. Moreover, if $x \in G_u$, then $u^*(x) \in (0, \infty) \setminus \tilde{N}_u$, therefore $\mu_u$ is differentiable at $u^*(x)$. Then, we obtain that the sets $G_u, D_u, N_u$ are disjoint, and (2.13) shows that

$$(0, \infty) = G_u \cup D_u \cup N_u.$$

It remains to show the formulas for $x \in G_u$. For this, note that if $x \in G_u$, then $(u^*)'(x) \neq 0$ and since $u^*$ is decreasing, we obtain that $u^*(x) \notin A_u$, where $A_u$ is defined in Lemma 2.3. Therefore, from the same lemma, we obtain that $\mu_u(u^*(x)) = x$.

To show the second formula note that $u^*$ is continuous in $(0, \infty)$ from Lemma 2.6. Since $A_u$ is at most countable, for every $x \in G_u$ there exists a sequence $h_n \to 0$ such that $u^*(x + h_n) \notin A_u$. Then, from Lemma 2.3, $\mu_u(u^*(x + h_n)) = x + h_n$, which implies that $u^*(x + h_n) \neq u^*(x)$. Since now $\mu_u$ is differentiable at $u^*(x)$ and $u^*(x + h_n) \to u^*(x)$,

$$\mu'_u(u^*(x)) = \lim_{n \to \infty} \frac{\mu_u(u^*(x + h_n)) - \mu_u(u^*(x))}{u^*(x + h_n) - u^*(x)} = \lim_{n \to \infty} \frac{h_n}{u^*(x + h_n) - u^*(x)} = \frac{1}{(u^*)'(x)},$$

which completes the proof. \qed

The following lemma follows from Theorem 2 in [SV69], and will be used when we will have to differentiate the composition $F \circ u$ in the case that $u$ is a monotone function and $F$ is an integrable function.

**Lemma 2.9.** Let $M > 0$, suppose that $g : (0, \infty) \to (0, \infty)$ is a monotone function, and let $F : (0, \infty) \to \mathbb{R}$ be a locally absolutely continuous function. Then, the function $v = F \circ g$ is differentiable almost everywhere, and for almost every $x \in (0, M)$,

$$v'(x) = f(g(x)) \cdot g'(x),$$

where $f$ is a function with $F' = f$ almost everywhere.
As a corollary, we obtain the next change of variables inequality.

**Corollary 2.10.** Let $g : (0, \infty) \to [0, \infty)$ be a nonnegative decreasing function. Let also $f$ be a nonnegative function in $(0, \infty)$ with $f \in L^1(g(b), g(a))$ for some $0 < a < b$. Then, the function $f(g(x)) \cdot g'(x)$ is measurable in $(a, b)$, and

$$\int_a^b f(g(x)) \cdot g'(x) \, dx \geq -\int_{g(b)}^{g(a)} f.$$  

*Proof.* Set $F(x) = \int_{g(b)}^x f$. Then $F$ is Lipschitz continuous, with $F' = f$ for almost every $x$. Hence, setting $v = F \circ g$, Lemma 2.9 shows that $v$ is differentiable almost everywhere, and also $v'(x) = f(g(x)) \cdot g'(x)$ for almost every $x \in (a, b)$. This shows that $(f \circ g) \cdot g'$ is measurable in $(a, b)$. Note now that $v$ is decreasing, therefore Corollary 3.29 in [AFP00] implies that

$$\int_a^b f(g(x)) \cdot g'(x) \, dx = \int_a^b v'(x) \, dx \geq v(b) - v(a) = F(g(b)) - F(g(a)) = -\int_{g(b)}^{g(a)} f,$$

which completes the proof. \hfill \Box

### 2.4 Symmetrization

An important construction that we will use is the pseudo-rearrangement of a function $f$ with respect to some function $u$. For this, we first need the following construction from [AT78] and [AT81] (see also, for example, page 65 in [BM93], and page 856 in [FV00]): for $u : \Omega \to \mathbb{R}$ measurable, there exists a set valued map $s \mapsto \Omega_u(s) \subseteq \Omega$, such that

$$\begin{cases} 
|\Omega_u(s)| = s, & 0 \leq s \leq |\Omega| \\
\Omega_u(s_1) \subseteq \Omega_u(s_2), & s_1 \leq s_2 \\
\Omega_u(s) = \{ x : |u(x)| > t \}, & \text{if } s = \mu_u(t), \text{ for some } t \geq 0.
\end{cases}$$

We now let $u \in L^1(\Omega)$, and define the pseudo-rearrangement of a function $f \in L^1(\Omega)$ with respect to $u$ as

$$\Psi_u f(s) = \frac{d}{ds} \int_{\Omega_u(s)} |f|, \quad (2.14)$$

The fact that $\Psi_u f$ is well defined follows from the absolute continuity of $s \mapsto \int_{\Omega_u(s)} |f|$. Moreover, if $f$ is bounded, then $\Psi_u f$ is bounded as well, since for every $s < t$,

$$\left| \int_{\Omega_u(t)} |f| - \int_{\Omega_u(s)} |f| \right| = \int_{\Omega_u(t) \setminus \Omega_u(s)} |f| \leq \|f\|_\infty |\Omega_u(t) \setminus \Omega_u(s)| = \|f\|_\infty |t - s|,$$

which implies that $s \mapsto \int_{\Omega_u(s)} |f|$ is Lipschitz. Hence $\Psi_u f$ is bounded.

The following lemma is similar to Lemma 3.5 in [Buc19].
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Lemma 2.11. Let \( u, f \in L^1(\Omega) \). Then, for almost every \( s \),

\[
- \frac{d}{ds} \int_{|u|>s} |f| = \Psi_u f(\mu_u(s))(-\mu'_u(s)),
\]

where we interpret \( \Psi_u f(\mu_u(s))(-\mu'_u(s)) \) as 0 when \( \mu'_u(s) = 0 \).

Proof. Since \( s \mapsto \int_{\Omega_u(s)} |f| \) is absolutely continuous, and \( \int_{\Omega_u(\mu_u(s))} |f| = \int_{|u|>s} |f| \) for every \( s > 0 \), the proof follows from Lemma 2.9 after differentiating with respect to \( s \).

Based on the \( L^p \) boundedness of the operator \( \Psi_u \), we obtain the following estimate in the setting of Lorentz spaces.

Lemma 2.12. Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded domain and \( u \in L^1(\Omega) \). Then there exists \( C = C_n \) such that

\[
\| \Psi_u f \|_{L^\frac{n}{n-2} \left( (0,|\Omega|) \right)} \leq C \| f \|_{L^\frac{n}{n-2} (\Omega)} \quad \text{for all } f \in L^\frac{n}{n-2} (\Omega).
\]

Proof. The proof is based on interpolation and Marcinkiewicz’s theorem. Note first that, from Lemma 1.2 in [BM93], \( \Psi_u : L^{\frac{n}{d}}(\Omega) \to L^{\frac{d}{d-n}}(0,|\Omega|) \) and \( \Psi_u : L^n(\Omega) \to L^n(0,|\Omega|) \). Moreover, \( \Psi_u \) is subadditive: if \( f, g \in L^1(\Omega) \), then for any \( s \in (0,|\Omega|) \) and \( h > 0 \) small enough,

\[
\frac{1}{h} \int_{\Omega(s+h) \setminus \Omega(s)} |f + g| \leq \frac{1}{h} \int_{\Omega(s+h) \setminus \Omega(s)} |f| + \frac{1}{h} \int_{\Omega(s+h) \setminus \Omega(s)} |g|,
\]

and letting \( h \to 0 \), we then obtain that \( |\Psi_u(f + g)| \leq |\Psi_u f| + |\Psi_u g| \) for almost every \( s \in (0,|\Omega|) \).

Since \( \frac{d}{2} < \frac{n}{2} < n \), the proof is concluded by applying the off diagonal Marcinkiewicz interpolation theorem (Theorem 1.4.19, page 56 in [Gra08]) to \( \Psi_u \). \( \square \)

Finally, the following estimate ((40) in [Tal76b]) will be crucial.

Lemma 2.13. Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded domain, and \( u \in W^{1,2}_0(\Omega) \). Then, for almost every \( t > 0 \),

\[
1 \leq C_n \mu_u(t)^\frac{2}{n-2}(-\mu'_u(t)) \left( -\frac{d}{dt} \int_{|u|>t} |\nabla u|^2 \right).
\]

3 Estimates

3.1 An estimate on the derivative

The following lemma is an analog of the Cacciopoli inequality, but here we bound the \( L^2 \) gradient of a subsolution in terms of the \( L^2 \) norm of the subsolution, which suffices in order to deduce our subsequent estimates. The usual Cacciopoli estimate appears in [Mou19].

Lemma 3.1. Let \( \Omega \subseteq \mathbb{R}^n \) be a domain. Suppose that \( A \) is uniformly elliptic, \( b, c \in L^{n,\infty}(\Omega) \), \( d \in L^{\frac{n}{n-2},\infty}(\Omega) \), and either \( d \geq \text{div} \ b \) or \( d \geq \text{div} \ c \). Let also \( 2^* = \frac{2n}{n-2} \), \( 2^* = \frac{2n}{n+2} \) and \( f \in L^{2^*}(\Omega) \), \( g \in L^2(\Omega) \), and suppose that \( u \in Y^{1,2}(\Omega) \) is a nonnegative subsolution to

\[
-\text{div}(A \nabla u + bu) + c \nabla u + du \leq -\text{div} g + f.
\]
Then, for any $\phi \in C_c^\infty(\mathbb{R}^n)$ with $\phi \geq 0$ such that $u\phi \in Y_{0}^{1,2}(\Omega)$,
\[
\int_{\Omega} |\phi \nabla u|^2 \leq C \|f\phi\|_{2 栅}^2 + C \|g\phi\|_{2 栅}^2 + C \|u\phi\|_{2 栅, 2}^2 + C \|u\nabla \phi\|_{2 栅}^2,
\]
where $C$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n, \infty}$.

Moreover, if $b - c \in L^n(\Omega)$, we can replace $\|u\phi\|_{2 栅, 2}$ above by $\|u\phi\|_{2 栅}$, and then $C$ depends on $\|b - c\|_{n}$ also.

**Proof.** Assume first that $d \geq \text{div } b$. Since $u\phi \in Y_{0}^{1,2}(\Omega)$, $u\phi \in L^{2 栅, 2}(\Omega)$ from Lemma 2.2. Hence, Hölder’s estimate for Lorentz norms (from [Gra08], Theorem 1.4.17) shows that
\[
\nabla(u^2 \phi^2) = u\phi \nabla(u\phi) + u\phi \nabla(u\phi) \in L^{\frac{n}{n-1}, 1}(\Omega), \quad u^2 \phi^2 \in L^{\frac{n}{n-1}, 1}(\Omega).
\]
Therefore, (2.10) shows that
\[
\int_{\Omega} b\nabla(u^2 \phi^2) + du^2 \phi^2 \geq 0 \Rightarrow \int_{\Omega} b\nabla(u^2 \phi^2) \cdot u + du^2 \phi^2 \geq -\int_{\Omega} b\nabla u \cdot u\phi^2.
\]
Hence, using $u\phi^2$ as a test function and combining with the last estimate, we obtain that
\[
\lambda \int_{\Omega} |\phi \nabla u|^2 \leq \int_{\Omega} A\nabla u \nabla u \cdot \phi^2 = \int_{\Omega} A\nabla u \nabla (u\phi^2) - 2A\nabla u \nabla \phi \cdot u\phi = \int_{\Omega} f u\phi^2 + g \nabla (u\phi^2) + \int_{\Omega} (b - c) \nabla u \cdot u\phi^2 - 2 \int_{\Omega} A\nabla u \nabla \phi \cdot u\phi = I_1 + I_2 + I_3. \tag{3.1}
\]
To bound $I_1$, we use Hölder’s inequality (since $2^*, 2$ are conjugate exponents), the Cauchy-Schwartz inequality and the Cauchy inequality with $\delta$, to obtain
\[
I_1 \leq \|f\|_{2^*} \|u\phi\|_{2^*} + \|g\phi\|_{2^*} \|\phi \nabla u\|_{2} + 2\|g\phi\|_{2} \|u\nabla \phi\|_{2} \\
\leq \|f\|_{2^*} \|u\phi\|_{2^*} + \frac{1}{\lambda} \|g\phi\|_{2^*}^{2} + \frac{\lambda}{4} \|\phi \nabla u\|_{2} + 2\|g\phi\|_{2} \|u\nabla \phi\|_{2}. \tag{3.2}
\]
For $I_2$, using Hölder’s estimate for Lorentz norms, we estimate
\[
I_2 \leq C_n \|b - c\|_{n, \infty} \|u\phi\|_{2 栅, 2} \|\phi \nabla u\|_{2} \leq \frac{1}{\lambda} \|b - c\|_{n, \infty}^{2} \|u\phi\|_{2 栅, 2}^{2} + \frac{C_n^2 \lambda}{4} \|\phi \nabla u\|_{2}^{2}. \tag{3.3}
\]
Note that, if $b - c \in L^n(\Omega)$, we can replace the $\|u\phi\|_{2 栅, 2}$ norm by the $\|u\phi\|_{2 栅}$, replacing also $\|b - c\|_{n, \infty}$ by $\|b - c\|_{n}$. Moreover, for $I_3$,
\[
I_3 \leq 2\|A\|_{\infty} \|\phi \nabla u\|_{2} \|u\nabla \phi\|_{2} \leq \frac{4}{\lambda} \|A\|_{\infty}^{2} \|u\nabla \phi\|_{2}^{2} + \frac{\lambda}{4} \|\phi \nabla u\|_{2}^{2}. \tag{3.4}
\]
Substituting (3.2), (3.3) and (3.4) in (3.1) shows the estimate in the case $d \geq \text{div } b$.

In the case $d \geq \text{div } c$, using a similar argument to the above, we note that (3.1) becomes
\[
\lambda \int_{\Omega} |\phi \nabla u|^2 \leq \int_{\Omega} f u\phi^2 + g \nabla (u\phi^2) \cdot u + \int_{\Omega} (c - b) \nabla (u\phi^2) \cdot u - 2 \int_{\Omega} A\nabla u \nabla \phi \cdot u\phi,
\]
and we proceed as above to conclude the proof. □
3.2 Scale invariant estimates

In this section we will show scale invariant estimates for subsolutions to the equations we are considering. To achieve more generality, we will show those estimates assuming less regularity than what we will need in the construction of Green’s function.

We begin with the maximum principle. Under slightly weaker hypotheses, this has appeared in [Mou18] (see also [Mou19]).

**Proposition 3.2.** Let $\Omega \subseteq \mathbb{R}^n$ be a domain. Assume that $A$ is uniformly bounded and elliptic, and $b, c \in L^{\infty, \infty}(\Omega)$, $d \in L^{2, \infty}(\Omega)$, with $b - c \in L^{q}(\Omega)$ for some $q < \infty$ and $d \geq \text{div} \, b$. Let also $u \in Y^{1,2}(\Omega)$ be a subsolution to $-\text{div}(A \nabla u + bu) + c \nabla u + du \leq 0$ in $\Omega$. Then, $\sup_{\Omega} u \leq \sup_{\partial \Omega} u^+$.

**Proof.** Set $u = \sup_{\partial \Omega} u^+$. Since the inequality is true if $l = \infty$, we assume that $l < \infty$. Moreover, by considering $u - l$ and using that $d \geq \text{div} \, b$, we can assume that $l = 0$, so $u^+ \in Y^{1,2}(\Omega) \subseteq L^{2^*,2}(\Omega)$, by Lemma 2.2. In addition, from (2.8), we can assume that $q > n$.

We follow the proof of Theorem 8.1 in [GT01]. Assume that $\sup_{\Omega} u^+ = l' > 0$, and let $k \in (0, l')$. Let $u_k = (u-k)^+$, then $u_k \in Y^{1,2}(\Omega)$, and $u_k = u^\pm u_k \geq 0$. Moreover, using Lemma 2.2, we obtain that $\nabla (uu_k) \in L^{n^*,1}(\Omega)$ and $uu_k \in L^{n^*,2}(\Omega)$, therefore the assumption $d \geq \text{div} \, b$ implies that

$$
\int_{\Omega} b \nabla u_k \cdot u + du_k + \int_{\Omega} b \nabla u \cdot u_k = \int_{\Omega} b \nabla (uu_k) + du_k \geq 0,
$$

hence

$$
\int_{\Omega} A \nabla u \nabla u_k + (c-b) \nabla u \cdot u_k \leq \int_{\Omega} A \nabla u \nabla u_k + b \nabla u_k \cdot u + c \nabla u \cdot u_k + du_k \leq 0.
$$

If now $p/2$ is the conjugate exponent to $\frac{q}{2} > \frac{q}{2}$, then $p = \frac{2q}{q-2} > 2$. Then, if $D_k$ is the support of $\nabla u_k$, using Hölder’s inequality for Lorentz norms (from Theorem 1.4.17 in [Gra08]) we have that

$$
\lambda \|\nabla u_k\|_{L^2(\Omega)}^2 \leq \int_{\Omega} A \nabla u_k \nabla u_k \leq \|b - c\|_{L^{n,q}(D_k)} \|\nabla u_k\|_{L^2(\Omega)} \|u_k\|_{L^{2^*,2}(\Omega)}
$$

$$
\leq C \|b - c\|_{L^{n,q}(D_k)} \|\nabla u_k\|_{L^2(\Omega)} \|u_k\|_{L^{2^*,2}(\Omega)} \leq C \|b - c\|_{L^{n,q}(D_k)} \|\nabla u_k\|_{L^2(\Omega)},
$$

for some $C$ depending only on $n, q$, where we used that $p > 2$ and (2.8) for the second to last estimate, and (2.11) for the last estimate. If $\|\nabla u_k\|_2 = 0$, the fact that $\Omega$ is connected implies $u_k$ is a constant. But, $u_k \in Y^{1,2}(\Omega)$, so $u_k \equiv 0$, therefore $u \leq k$ in $\Omega$, which is a contradiction with $k < l'$. Hence $\|\nabla u_k\|_2 \neq 0$, and then (3.5) shows that, for every $0 < k < l'$,

$$
\|b - c\|_{L^{n,q}(D_k)} \geq C_{n,q,\lambda}.
$$

Let now $(k_m)$ be an increasing sequence with $k_m \in (0, l')$ and $k_m \to l'$. Then the sequence $(D_{k_m})$ is decreasing, and also $\nabla u_k = 0$ almost everywhere on $[u = l']$; hence,

$$
\bigcap_{m=1}^{\infty} D_{k_m} \subseteq \bigcap_{m=1}^{\infty} [u > k_m] \setminus [u = l'] = [u > l'] \Rightarrow \left| \bigcap_{m=1}^{\infty} D_{k_m} \right| \leq \left| [u > l'] \right| = 0,
$$

where we used that $l' = \sup_{\partial \Omega} u^+$ in the last equality. Therefore $\chi_{D_{k_m}} \to 0$ almost everywhere, and then Lemma 2.5 shows that $\|b - c\|_{L^{n,q}(D_{k_m})} \to 0$ as $m \to \infty$. However, this contradicts (3.6), and this completes the proof. \hfill \Box
As a corollary, we obtain uniqueness of $Y_{0}^{1,2}$ solutions.

**Proposition 3.3.** Let $\Omega \subseteq \mathbb{R}^{n}$ be a domain. Assume that $A$ is uniformly bounded and elliptic, with ellipticity $\lambda$, and $b, c \in L^{n,\infty}(\Omega)$, $d \in L^{2,\infty}(\Omega)$, with $b - c \in L^{n}(\Omega)$ for some $q < \infty$ and $d \geq \text{div} \, b$. If $u \in Y_{0}^{1,2}(\Omega)$ is a solution to the equation

\[- \text{div}(A \nabla u + bu) + c \nabla u + du = 0\]

in $\Omega$, then $u \equiv 0$.

The next estimate is a refinement of Lemma 3.13 in [KS18], in which we recover the correct way in which the constant depends on $b - c$. This proposition has appeared in [Mon18] (see [Mon19]), but here we present a different proof which is based on the maximum principle.

**Proposition 3.4.** Let $B_{r} \subseteq \mathbb{R}^{n}$ be a ball of radius $r$. Let $A$ be uniformly bounded and elliptic, with ellipticity $\lambda$, and $b, c \in L^{n,\infty}(\Omega)$, $d \in L^{2,\infty}(\Omega)$, with $b - c \in L^{n}(\Omega)$ and $d \geq \text{div} \, b$. Assume that $u \in W^{1,2}(B_{r})$ is a nonnegative subsolution to the equation \(- \text{div}(A \nabla u + bu) + c \nabla u + du = 0\) in $B_{r}$. Then,

\[
\sup_{B_{r/2}} u \leq C \int_{B_{r}} u, \]

where $C$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n}$.

**Proof.** Since the estimate we want to show is scale invariant, we will assume that $B_{r} = B_{1}$. In the following, $B_{s}$ will denote the ball with radius $s$, centered at 0, and $\|b - c\|_{n} = \|b - c\|_{L^{n}(B_{1})}$.

Set $\varepsilon_{0} = \frac{\lambda}{\lambda_{C_{n}}}$, where $C_{n}$ is the constant in the Sobolev embedding $W^{1,2}_{0}(\mathbb{R}^{n}) \hookrightarrow L^{2^{*}}(\mathbb{R}^{n})$. We will show inductively that, for all $m \in \mathbb{N}$,

\[
\sup_{B_{1/2}} u \leq 8^{(m-1)n} C_{0} \int_{B_{1}} u, \quad \text{if} \quad \|b - c\|_{L^{n}(B_{1})} \varepsilon_{0}^{-n} \leq m, \tag{3.7}
\]

where $C_{0}$ only depends on $n, \lambda$ and $\|A\|_{\infty}$.

Assume first that $\|b - c\|_{L^{n}(B_{1})} \leq \varepsilon_{0}$. As in [KS18], (2.2), we define

\[
R_{b-c}(t) = \left( \int_{|b-c| > t} |b - c|^{n} \right)^{1/n}, \quad r_{b-c}(\varepsilon) = \inf\{ t > 0 : R_{b-c}(t) < \varepsilon \}.
\]

Then, $R_{b-c}(t) \leq \|b - c\|_{L^{n}(B_{1})} < \frac{\lambda}{\lambda_{C_{n}}}$ for all $t > 0$, therefore $r_{b-c}(\frac{\lambda}{\lambda_{C_{n}}}) = 0$. Note that the proof of Lemma 3.13 in [KS18] gives the same result if we assume that $u$ is a nonnegative subsolution; hence there exists $C_{0} > 0$, depending only on $n, \lambda$ and $\|A\|_{\infty}$, such that $\sup_{B_{1/2}} u \leq C_{0} \int_{B_{1}} u$. So, (3.7) holds for $m = 1$.

Let now $m \geq 1$, and suppose that

\[
\sup_{B_{1/2}} u \leq 8^{(m-1)n} C_{0} \int_{B_{1}} u, \quad \text{if} \quad \|b - c\|_{n} \varepsilon_{0}^{-n} \leq m. \tag{3.8}
\]

Suppose that $b, c$ are such that $m < \|b - c\|_{n} \varepsilon_{0}^{-n} \leq m + 1$. We distinguish between two cases:

- $\|b - c\|_{L^{n}(B_{3/4})} \varepsilon_{0}^{-n} \leq m$, and $\|b - c\|_{L^{n}(B_{3/4})} \varepsilon_{0}^{-n} > m$. 
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In the first case, for any \( x \) with \( |x| < \frac{1}{2} \), \( B_{1/4}(x) \subseteq B_{3/4} \), therefore \( \|b - c\|_{L^n(B_{1/4}(x))}^n \varepsilon_0^{-n} \leq m \). Then, from the inductive hypothesis (3.8) and a scaling argument,

\[
\sup_{B_{1/s}(x)} u \leq S^{(m-1)n}C_0 \int_{B_{1/4}(x)} u \leq S^{(m-1)n}C_0^4 \int_{B_1} u \leq S^{mn}C_0 \int_{B_1} u.
\]

Since this estimate holds for any \( x \) with \( |x| < \frac{1}{2} \), we obtain that

\[
\sup_{B_{1/2}} u \leq \sup_{|x| \leq 1/2} \left( \sup_{B_{1/s}(x)} u \right) \leq S^{mn}C_0 \int_{B_1} u. \tag{3.9}
\]

In the second case, we have that \( \|b - c\|_{L^n(B_{3/4})}^n > \varepsilon_0^n m \), therefore

\[
\|b - c\|_{L^n(B_{1 \setminus B_{3/4}})} = \left( \int_{B_{1}} |b - c|^n - \int_{B_{3/4}} |b - c|^n \right)^{1/n} \leq \left( \varepsilon_0^n (m + 1) - \varepsilon_0^n m \right)^{1/n} = \varepsilon_0.
\]

Now, for any \( y \) with \( |y| = \frac{7}{8} \), we have that \( B_{1/8}(y) \subseteq B \setminus B_{3/4} \), therefore \( \|b - c\|_{L^n(B_{1/8}(y))} \leq \varepsilon_0 \). So, from (3.7) for \( m = 1 \) and a scaling argument, we obtain that

\[
\sup_{B_{1/16}(y)} u \leq C_0 \int_{B_{1/8}(y)} u \leq S^nC_0 \int_{B_1} u.
\]

This shows that, in a neighborhood of the sphere \( \partial B_{7/8} \), \( u \leq S^nC_0 \int_{B_1} u \) almost everywhere. Then, the maximum principle (Proposition 3.2) shows that

\[
\sup_{B_{1/2}} u \leq \sup_{B_{7/8}} u \leq \sup_{\partial B_{7/8}} u \leq S^nC_0 \int_{B_1} u \leq S^{mn}C_0 \int_{B_1} u. \tag{3.10}
\]

Hence, in all cases, (3.9) and (3.10) show that, if \( m < \|b - c\|_{L^n}^n \varepsilon_0^{-n} \leq m + 1 \), then

\[
\sup_{B_{1/2}} u \leq S^{mn}C_0 \int_{B_1} u. \tag{3.11}
\]

If now \( \|b - c\|_{L^n}^n \varepsilon_0^{-n} \leq m \), then (3.8) shows that (3.11) holds in this case as well; therefore, (3.11) holds whenever \( \|b - c\|_{L^n}^n \varepsilon_0^{-n} \leq m + 1 \). Inductively, this shows that (3.7) holds for any \( m \in \mathbb{N} \).

Now, if \( b - c \in L^n \), there exists \( m \in \mathbb{N} \) such that \( m - 1 \leq \|b - c\|_{L^n}^n \varepsilon_0^{-n} \leq m \). Then,

\[
\sup_{B_{1/2}} u \leq S^{(m-1)n}C_0 \int_{B_1} u \leq S^{|b-c|_n^n \varepsilon_0^{-n}}C_0 \int_{B_1} u,
\]

which completes the proof. \( \square \)
4 Estimates on approximate Green’s functions

4.1 Estimates for $G$

We now turn to the main estimates for approximate Green’s functions. Those will be solutions to our equations with right hand sides being approximations to the Dirac mass at a point in $\Omega$.

Assume that $\Omega \subseteq \mathbb{R}^n$ is a bounded domain, and $A$ is uniformly elliptic and bounded in $\Omega$. Assume also that $b, c$ are Lipschitz continuous in $\Omega$, and $d \in L^\infty(\Omega)$, with $d \geq \text{div } b$ in $\Omega$. For $y \in \Omega$ fixed and $m > \frac{2}{\delta(y)}$, as right before (5.4) in [KS18], there exists $G^m_y \in W^{1,2}_0(\Omega)$ such that

$$- \text{div}(A \nabla G^m_y + bG^m_y) + c \nabla G^m_y + dG^m_y = h_m := \frac{1}{|B_{1/m}(y)|} \chi_{B_{1/m}(y)}. \quad (4.1)$$

From the maximum principle (Proposition 3.2), we then have that $G^m_y \geq 0$ in $\Omega$.

The next lemma will be used at a technical step in the first main estimate for approximate Green’s functions.

**Lemma 4.1.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain. Assume that $g \in W^{1,2}_0(\Omega)$, $g \geq 0$ and $b \in \text{Lip}(\Omega)$. Then, the function $s \mapsto \int_{[g>s]} b \nabla g$ is Lipschitz in $(0, \infty)$.

**Proof.** Set $d = \text{div } b \in L^\infty(\Omega)$. For $s > 0$, $(g - s)^+ \in W^{1,2}_0(\Omega)$. Therefore, integrating by parts,

$$\int_{[g>s]} b \nabla g = \int_{[g>s]} b \nabla (g - s)^+ = \int_{\Omega} b \nabla (g - s)^+ = -\int_{\Omega} d (g - s)^+ = -\int_{[g>s]} d (g - s).$$

Hence, if $s, h > 0$,

$$\left| \int_{[g+s+h]} b \nabla g - \int_{[g>s]} b \nabla g \right| = \left| -\int_{[g+s+h]} d (g - s - h) + \int_{[g>s]} d (g - s) \right| \leq h \int_{[g+s+h]} |d| + \int_{[s \leq g < s+h]} |d| |g - s| \leq h \int_{[g \geq s]} |d| \leq \|d\rangle_{\infty, \Omega} |h|,$$

which completes the proof. \qed

We now show a weak type estimate for $G^m_y$.

**Lemma 4.2.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain. Let $A$ be uniformly elliptic and bounded in $\Omega$, with ellipticity $\lambda$, and let $b, c \in \text{Lip}(\Omega)$, $d \in L^\infty(\Omega)$, with $d \geq \text{div } b$. For any $y \in \Omega$ and $m \in \mathbb{N}$ with $m > \frac{2}{\delta(y)}$, the function $G^m_y$ in (4.1) satisfies the estimate

$$\|G^m_y\|_{L^{\frac{m}{m-2}, \infty}(\Omega)} \leq C,$$

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$ only.

**Proof.** Fix $y \in \Omega$. We follow the proof of Lemma 3.1 in [DVP96] (see also Theorem 3.1 in [DVP98]). First, for $t, h > 0$, consider the function

$$T_{t,h}(s) = \begin{cases} 0, & |s| < t \\ s - t \text{sgn}(s), & t \leq |s| < t + h \\ h \text{sgn}(s), & |s| \geq t + h. \end{cases} \quad (4.2)$$
We use \( \phi = T_{t,h}(G_y^m) \) as a test function, to obtain that
\[
\int_\Omega A \nabla G_y^m \nabla \phi + b \nabla \phi \cdot G_y^m + c \nabla G_y^m \cdot \phi + d G_y^m \phi = \int_{B_{1/m}(y)} \phi.
\]
We have that \( sT_{t,h}(s) \geq 0 \) for all \( s \in \mathbb{R} \), so \( G_y^m \phi \geq 0 \). Hence, the assumption \( d \geq \text{div} \, b \) implies that
\[
\int_\Omega A \nabla G_y^m \nabla \phi \leq \int_{B_{1/m}(y)} \phi + \int_\Omega (b - c) \nabla G_y^m \cdot \phi. \tag{4.3}
\]
Note now that \( |\phi| \leq h \) and \( \phi \) is supported on \([G_y^m > t]\). Moreover, \( \nabla \phi = \nabla G_y^m \) if \( t < G_y^m \leq t + h \), and \( \nabla \phi = 0 \) otherwise. Hence, from the ellipticity of \( A \),
\[
\lambda \int_{[t < G_y^m \leq t+h]} |\nabla G_y^m|^2 \leq h + h \int_{[G_y^m > t]} |b - c||\nabla G_y^m|.
\]
Since \( \Omega \) is bounded, we have that \( b - c \in L^2(\Omega) \). Moreover, \( \nabla G_y^m \in L^2(\Omega) \), therefore the previous estimate shows that
\[
t \mapsto H_m(t) := \int_{[G_y^m > t]} |\nabla G_y^m|^2 \quad \text{is Lipschitz in } (0, \infty). \tag{4.4}
\]
We now return to (4.3). Using the definition of \( \phi \) and dividing by \( h \), we estimate
\[
\frac{\lambda}{h} \int_{[t < G_y^m \leq t+h]} |\nabla G_y^m|^2 \leq 1 + \int_{[t < G_y^m \leq t+h]} |b - c||\nabla G_y^m| + \int_{[G_y^m > t+h]} (b - c)|\nabla G_y^m|.
\]
So, by letting \( h \to 0 \), and since \( \nabla G_y^m = 0 \) almost everywhere in \([G_y^m = t]\), we obtain that for almost every \( t > 0 \),
\[
- \frac{d}{dt} \int_{[G_y^m > t]} |\nabla G_y^m|^2 \leq C_\lambda + C_\lambda \int_{[G_y^m > t]} (b - c)|\nabla G_y^m|. \tag{4.5}
\]
Let \( \mu_m \) denote the distribution function of \( G_y^m \), and set \( \nu_m(t) = \mu_m(t)^{\frac{1}{n} - 1}(-\mu_m'(t))^{1/2} \). Using Lemma 2.13, we then obtain that
\[
\gamma_m(t) := \left( -\frac{d}{dt} \int_{[G_y^m > t]} |\nabla G_y^m|^2 \right)^{1/2} \leq C_n \nu_m(t) \left( -\frac{d}{dt} \int_{[G_y^m > t]} |\nabla G_y^m|^2 \right), \tag{4.6}
\]
therefore, plugging in (4.5) and using Lemma 4.1, we obtain that
\[
\gamma_m(t) \leq C \nu_m(t) + C \nu_m(t) \int_t^\infty \left( -\frac{d}{ds} \int_{[G_y^m > s]} (b - c)|\nabla G_y^m| \right) ds, \tag{4.7}
\]
where \( C \) depends on \( n \) and \( \lambda \) only.

We now write, for any \( s > 0 \) and \( h > 0 \) small,
\[
\frac{1}{h} \int_{[s < G_y^m \leq s+h]} (b - c)|\nabla G_y^m| \leq \left( \frac{1}{h} \int_{[s < G_y^m \leq s+h]} |b - c|^2 \right)^{1/2} \left( \frac{1}{h} \int_{[s < G_y^m \leq s+h]} |\nabla G_y^m|^2 \right)^{1/2}, \tag{4.8}
\]
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which implies that, for almost every $s > 0$,

$$
-\frac{d}{ds} \int_{[G_y^m > s]} (b - c) \nabla G_y^m \leq \left( -\frac{d}{ds} \int_{[G_y^m > s]} |b - c|^2 \right)^{1/2} \gamma_m(s) := \beta_m(s) \gamma_m(s),
$$

where $\gamma_m$ is defined in (4.6). Plugging the last estimate in (4.7), we obtain that

$$
\gamma_m(t) \leq C \nu_m(t) + C \nu_m(t) \int_t^\infty \beta_m(s) \gamma_m(s) \, ds.
$$

(4.9)

If $\Psi_{G_y^m}$ is as in (2.14) and since $b$ and $c$ are bounded, the definitions of $\nu_m$, $\beta_m$ and (2.15) show that

$$
\nu_m(s) \beta_m(s) = \mu_m(s)^{1/n - 1} (-\mu'_m(s))^{1/2} \left( -\frac{d}{ds} \int_{[G_y^m > s]} |b - c|^2 \right)^{1/2} = \mu_m(s)^{1/n - 1} (-\mu'_m(s)) \sqrt{\Psi_{G_y^m}(|b - c|^2)(\mu_m(s))}.
$$

Set now $f(t) = t^{4/n - 1} \sqrt{\Psi_{G_y^m}(|b - c|^2)(t)}$ for $t > 0$. Then $f \geq 0$ and $f \in L^1(0, \infty)$, since, from (2.3) and the fact that $t^{4/n - 1}$ is decreasing, we obtain that

$$
\int_0^\infty f \leq \int_0^\infty t^{4/n - 1} \sqrt{\Psi_{G_y^m}(|b - c|^2)}(t) \, dt \leq \int_0^\infty t^{4/n - 1} \left( \sqrt{\Psi_{G_y^m}(|b - c|^2)} \right)^* (t) \, dt \leq C \left\| \sqrt{\Psi_{G_y^m}(|b - c|^2)} \right\|_{L^{n,1}(0,|\Omega|)} = C \left\| \Psi_{G_y^m}(|b - c|^2) \right\|_{L^{2,\frac{1}{2}}(0,|\Omega|)}^{1/2}
$$

$$
\leq C \left\| |b - c|^2 \right\|_{L^{n',\frac{1}{2}}(\Omega)}^{1/2} = C \|b - c\|_{L^{n,1}(\Omega)}.
$$

(4.10)

where $C$ only depends on $n$, and where we have also used Lemma 2.11 and (2.7). Then, since $\nu_m \beta_m = (f \circ \mu_m) \cdot (-\mu'_m)$, we apply Corrolary 2.10 and the last estimate to obtain that

$$
\int_0^\infty \nu_m \beta_m = -\int_0^\infty f(\mu_m(s)) \mu'_m(s) \, ds \leq \int_0^\infty f \leq C \|b - c\|_{L^{n,1}(\Omega)}.
$$

(4.11)

This shows that $\nu_m \beta_m \in L^1(0, \infty)$. Moreover, $\nu_m, \beta_m \geq 0$, and from (4.4) and since $b, c$ are Lipschitz, $\beta_m \gamma_m$ is bounded in $(0, |\Omega|)$ and it vanishes in $(|\Omega|, \infty)$, hence $\beta_m \gamma_m \in L^1(0, \infty)$. Hence, all the hypotheses of Gronwall’s inequality (Lemma 2.7) are satisfied, therefore (4.9) shows that

$$
\gamma_m(t) \leq C \nu_m(t) + C \nu_m(t) \int_t^\infty C \nu_m(\tau) \beta_m(\tau) \exp \left( \int_t^\tau \nu_m(s) \beta_m(s) \, ds \right) \, d\tau
$$

$$
\leq C \nu_m(t) + C \nu_m(t) \int_0^\infty \nu_m(\tau) \beta_m(\tau) \, d\tau \cdot \exp \left( \int_0^\infty \nu_m(\rho) \beta_m(\rho) \, d\rho \right) \leq C \nu_m(t),
$$

since $\nu_m$ and $\beta_m$ are nonnegative, where exp is the exponential function, and where we used (4.11) in the last estimate. Hence, using the definitions of $\gamma_m$ and $\nu_m$, we obtain that

$$
\left( -\frac{d}{dt} \int_{[G_y^m > t]} |\nabla G_y^m|^2 \right)^{1/2} \leq C \mu_m(t)^{1/n - 1} (-\mu'_m(t))^{1/2},
$$

(4.12)
where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$. Therefore, from Proposition 2.13 we obtain that, for almost every $t > 0$, $\mu_m(t)^{\frac{2}{n} - 2}(-\mu'_m(t)) \geq C$. Therefore, this shows that, for almost every $t > 0$, $\mu_m^{-1}$ is differentiable at $t$, and also

$$
\left(\frac{2}{n} - 1\right)\frac{2}{n} - 2\mu_m^{\frac{2}{n} - 2}(t)\mu_m(t) = \left(1 - \frac{2}{n}\right)\frac{2}{n} - 2\mu_m^{\frac{2}{n} - 2}(t)(-\mu'_m(t)) \geq \left(1 - \frac{2}{n}\right)C.
$$

Since the function $\mu_m(t)^{\frac{2}{n} - 1}$ is increasing and nonnegative, the last estimate and Corollary 3.29 in [AFP00] imply that, for $t > 0$,

$$
\mu_m(t)^{\frac{2}{n} - 1} \geq \mu_m(t/2)^{\frac{2}{n} - 1} + \int_{t/2}^t \left(\mu_m(t)^{\frac{2}{n} - 1}\right)' \geq \int_{t/2}^t \left(\mu_m(t)^{\frac{2}{n} - 1}\right)' \geq \int_{t/2}^t C = Ct.
$$

Hence, $t\mu_m(t)^{1 - \frac{2}{n}} \leq C$, and combining with (2.6) we complete the proof.

The next lemma shows a weak bound on $\nabla G_y^m$.

**Lemma 4.3.** Under the same assumptions as in Lemma 4.2, for any $y \in \Omega$ and $m > \frac{2}{\delta(y)}$,

$$
\|\nabla G_y^m\|_{L^{\frac{n}{n-2}}(\Omega)} \leq C,
$$

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$ only.

**Proof.** Fix $y \in \Omega$ and consider the function $H_m$ from (4.4); then $H_m$ is Lipschitz and increasing in $(0, \infty)$. Set $u_m = (G_y^m)^*$ and let $\mu_m$ be the distribution function of $u_m$. Define also $\Phi_m = H_m \circ u_m$.

Since $u_m$ is decreasing, Lemma 2.9 shows that, for almost every $s \in (0, \infty)$,

$$
\Phi'_m(s) = (H_m \circ u_m)'(s) = H'_m(u_m(s)) \cdot (u'_m(s)),
$$

where we interpret $\Phi'_m(s)$ as 0 whenever $(u'_m(s)) = 0$. Consider now the decomposition $(0, \infty) = G_y^m \cup D_y^m \cup N_y^m$ from Lemma 2.8, and define $B_m$ to be the set of $t > 0$ such that (4.12) holds. Then $B_m$ has full measure in $(0, \infty)$, hence from Theorem 1 in [SV09] and Lemma 2.8, $u'_m(s) = 0$ for almost every $s \in G_y^m \cup u'_m^{-1}(0, \infty) \setminus B_m$. Since $u'_m(s) \neq 0$ for all $s \in G_y^m$, this shows that $u_m(s) \notin B_m$ for almost every $s \in G_y^m$. Then, for those $s$, using (4.12) and (2.12) we obtain that

$$
\Phi'_m(s) = (H_m \circ u_m)'(s) = -H'_m(u_m(s)) \cdot (-u'_m(s)) \leq C\mu_m(u_m(s))^{\frac{2}{n} - 2}(-\mu'_m(u_m(s))(-u'_m(s)) = Cs^{\frac{2}{n} - 2}.
$$

In addition, for almost every $s \in D_y^m$, $u'_m(s) = 0$, hence $\Phi'_m(s) = 0$ almost everywhere in $D_y^m$, from (4.13). Therefore, for almost every $s \in (0, \infty)$,

$$
\frac{d}{ds} \int_{[G_y^m \cup (G_y^m)^*)] \nabla G_y^m^2 = \Phi'_m(s) \leq Cs^{\frac{2}{n} - 2}
$$

which corresponds to (3.11) in [AFT00].

We now fix $m \in \mathbb{N}$ with $m > \frac{2}{\delta(y)}$ and we follow the proof of Lemma 3.3 in [AFT00], to construct a sequence $g_j$ of functions in $L^1(0, \infty)$, such that $g_j^* = |
abla G_y^m|^*$, and for all $\phi$ which are Lipschitz and compactly supported in $(0, [\Omega])$,

$$
\lim_{j \to \infty} \int_0^{[\Omega]} g_j^2 \phi 
\to \int_0^{[\Omega]} \Phi'_m \phi.
$$

(4.15)
Then, we proceed as in Theorem 3.2 in \cite{AFT00}: we fix \( s > 0 \), and for \( 0 < \varepsilon < s \), we set
\[
\phi_{\varepsilon}(t) = \begin{cases} 
0, & 0 \leq t < \varepsilon \\
\frac{s}{s-\varepsilon}(t-\varepsilon), & \varepsilon \leq t < s \\
s, & t \geq s.
\end{cases}
\]
Then, from (2.4), and since \( g_j^* = |\nabla G_y|^* \geq 0 \) and \( \phi_{\varepsilon} \geq 0 \) is increasing,
\[
\int_0^\infty g_j^2 \phi_{\varepsilon} \geq \int_0^\infty (g_j^2)^* \phi_{\varepsilon} = \int_0^\infty \left( |\nabla G_y|^* \right)^2 \phi_{\varepsilon} \geq \int_0^s \left( |\nabla G_y|^* \right)^2 \phi_{\varepsilon} \geq \left( |\nabla G_y|^*(s) \right)^2 \int_\varepsilon^s \frac{s}{s-\varepsilon}(t-\varepsilon) \, dt = \left( |\nabla G_y|^*(s) \right)^2 \frac{s(s-\varepsilon)}{2}.
\]
Note now that \( \phi_{\varepsilon}(t) \leq t \) for \( t \in (0, s) \). Therefore, letting \( j \to \infty \) and using (4.15),
\[
\frac{s(s-\varepsilon)}{2} \left( |\nabla G_y|^*(s) \right)^2 \leq \int_0^\infty \Phi_m' \phi_{\varepsilon} \leq \int_0^s t \Phi_m'(t) \, dt + s \int_s^\infty \Phi_m'(t) \, dt,
\]
so, letting \( \varepsilon \to 0 \) and using (4.14), we obtain that
\[
\frac{s^2}{2} \left( |\nabla G_y|^*(s) \right)^2 \leq \int_0^s t \Phi_m'(t) \, dt + s \int_s^\infty \Phi_m'(t) \, dt \leq C s^2.
\]
This completes the proof. \( \square \)

We now improve the weak type bound in Lemma 4.2 to a pointwise bound, using the maximum principle and the weak \( L^{\frac{\alpha}{\alpha-2},\infty} \) bound on \( G_y^m \).

**Lemma 4.4.** Under the same assumptions as in Lemma 4.2, for every \( x, y \in \Omega \) and \( m \in \mathbb{N} \) with \( m > \frac{2}{\delta(y)} \) and \( |x - y| > \frac{2}{m} \), the functions \( G_y^m \) satisfy the estimate
\[
G_y^m(x) \leq C |x - y|^{2-n},
\]
where \( C \) depends on \( n, \lambda, \|A\|_\infty \) and \( \|b - c\|_{n,1} \) only.

**Proof.** The proof is similar to the proof of Proposition 6.1 in \cite{KS18}, which is based on an argument in \cite{GW82}: consider \( y \in \Omega \), and set \( r = \frac{1}{2} |x - y|, B_s = B_s(x) \) for \( s > 0 \). Then, the assumption \( m > \frac{2}{|x - y|} \) shows that \( B_{2r} \cap B_{1/m}(y) = \emptyset \). We now distinguish between two cases: \( B_{2r} \subseteq \Omega \), and \( B_{2r} \not\subseteq \Omega \).

In the first case: since \( G_y^m \in W^{1,2}(B_{2r}) \) and \( B_{2r} \cap B_{1/m}(y) = \emptyset \), (4.1) shows that \( G_y^m \) is a \( W^{1,2}(B_{2r}) \) solution to the equation
\[
- \text{div}(A \nabla G_y^m + bG_y^m) + c \nabla G_y^m + dG_y^m = 0
\]
in \( B_{2r} \). In addition, since \( b, c \) and \( d \) are bounded, Theorem 8.22 in \cite{GT01} shows that \( G_y^m \) is Hölder continuous in \( B_r \). Therefore, from Proposition 3.4 and Hölder’s inequality,
\[
G_y^m(x) \leq C \, \text{sup}_{B_{r/2}} G_y^m \leq C \int_{B_r} G_y^m \leq C r^{-n} \|G_y^m\|_{L^{\frac{\alpha}{\alpha-2}} \infty(B_{2r})} \|\chi_{B_r}\|_{L^{\frac{\alpha}{\alpha-2}}(B_{2r})} \leq C r^{2-n} = C |x - y|^{2-n},
\]
which completes the proof.
where $C$ depends on $n, \lambda, \|A\|_\infty$ and $\|b - c\|_n$. Since $\|b - c\|_n \leq C_n \|b - c\|_{n,1}$, we obtain that $C$ depends on $n, \lambda, \|A\|_\infty$ and $\|b - c\|_{n,1}$.

In the second case: we consider the solution $\tilde{G}^m_y \in W^{1,2}_0(\Omega)$ to the equation

$$- \text{div} \left( A \nabla \tilde{G}^m_y \right) + (c - b) \nabla \tilde{G}^m_y = h_m$$

in $\Omega$, where $h_m$ is as in (4.1). Then $\tilde{G}^m_y \geq 0$, and $\tilde{v} = \tilde{G}^m_y - G^m_y \in W^{1,2}_0$ is a supersolution to $- \text{div}(A \nabla \tilde{v} + b \tilde{v}) + c \nabla \tilde{v} + d \tilde{v} \geq 0$ in $\Omega$; hence Proposition 3.2 shows that $\tilde{v} \geq 0$ in $\Omega$. Therefore $G^m_y \leq \tilde{G}^m_y$.

Denote by $\tilde{A}$ the extension of $A$ by $\lambda I$ outside $\Omega$. Using also Theorem 3 on page 174 of [Ste70], we construct Lipschitz extensions $\tilde{b}, \tilde{c}$ of $b, c$ in $\mathbb{R}^n$, such that $\|\tilde{b} - \tilde{c}\|_{L^{n,1}(\mathbb{R}^n)} \leq 2\|b - c\|_{n,1}$. We also consider $\tilde{C}^m_y \in W^{1,2}_0(\Omega \cup B_{2r})$ that solves the equation

$$- \text{div} \left( A \nabla \tilde{C}^m_y \right) + (\tilde{c} - \tilde{b}) \nabla \tilde{C}^m_y = h_m$$

in $\Omega \cup B_{2r}$. Then $\tilde{v} = \tilde{G}^m_y - \tilde{C}^m_y$ is a $W^{1,2}(\Omega)$ solution to the equation $- \text{div} (A \nabla \tilde{v}) + (c - b) \nabla \tilde{v} = 0$ in $\Omega$. From Proposition 3.2, $\tilde{C}^m_y \geq 0$ in $\Omega \cup B_{2r}$, therefore $\tilde{v} \geq 0$ on $\partial \Omega$. Hence Proposition 3.2 shows that $\tilde{v} \geq 0$ in $\Omega$, therefore $\tilde{G}^m_y \leq \tilde{C}^m_y$ in $\Omega$. Since $G^m_y \leq \tilde{G}^m_y$, we have that $G^m_y \leq \tilde{C}^m_y$.

Moreover, since $h_m$ vanishes in $B_{2r}$, we apply Lemma 4.2 and the argument of the first case to $\tilde{C}^m_y$ to obtain that

$$G^m_y(x) \leq \tilde{C}^m_y(x) \leq \sup_{B_{r/2}} \tilde{C}^m_y \leq C \int_{B_r} \tilde{C}^m_y \leq C r^{-n} \|\tilde{G}^m_y\|_{L^{n,\infty}(B_r)} \|\chi_{B_r}\|_{L^{n,1}(B_r)} \leq C |x - y|^{2-n},$$

where $C$ depends on $n, \lambda, \|A\|_\infty$ and $\|\tilde{b} - \tilde{c}\|_{n,1}$; hence, $C$ depends on $n, \lambda, \|A\|_\infty$ and $\|b - c\|_{n,1}$ only. This completes the proof.

4.2 Estimates for $g$

In this subsection we will show estimates for approximate Green’s function for the adjoint equation

$$- \text{div}(A^t \nabla u + cu) + b \nabla u + du = 0$$

in a bounded domain $\Omega$, where $b, c \in \text{Lip}(\Omega)$, $d \in L^\infty(\Omega)$, and $d \geq \text{div} b$. Under these assumptions, we fix $x \in \Omega$, and for $k > \frac{2}{\delta(x)}$ consider the approximate Green’s function $g^k_x \in W^{1,2}_0(\Omega)$, which solves the equation

$$- \text{div}(A^t \nabla g^k_x + cg^k_x) + b \nabla g^k_x + dg^k_x = f_k := \frac{1}{|B_{1/k}(x)|} \chi_{B_{1/k}(x)}. \quad (4.17)$$

The existence of these functions follows as right before (5.2) in [KS18].

The next lemma follows using $g^k_x$ as a test function in (4.1) and $G^m_y$ as a test function in (4.17).

**Lemma 4.5.** Under the same assumptions as in Lemma 4.2, and if $G^m_y, g^k_x$ are as in (4.1) and (4.17), respectively, then, for $m > \frac{2}{\delta(y)}$ and $k > \frac{2}{\delta(x)}$,

$$\int_{B_{1/m}(y)} g^k_x = \int_{B_{1/k}(x)} G^m_y.$$ 

In particular, $g^k_x \geq 0$ in $\Omega$.
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The following lemma shows an $L^{\infty}(\Omega)$ estimate for $g^k_x$. We also deduce preliminary bounds that will lead to a $L^{\infty}$ type estimate for $\nabla g^k_x$.

**Lemma 4.6.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain. Let $A$ be uniformly elliptic and bounded in $\Omega$, and let $b,c \in \text{Lip}(\Omega)$, $d \in L^\infty(\Omega)$, with $d \geq \text{div} b$. For any $x \in \Omega$ fixed and $k \in \mathbb{N}$ with $k > \frac{2}{\delta(y)}$ consider the function $g^k_x$ in (4.17) and let $\mu_k$ be its distribution function. Then, the function $\tilde{H}(t) = \int_{[g^k_x > t]} |\nabla g^k_x|^2$ is Lipschitz in $(0, \infty)$. In addition, if $\Psi g^k_x$ is as in (2.14), for almost every $t > 0$,

$$
- \tilde{H}(t) = C + C t^2 \Psi g^k_x(|b-c|^2)(\mu_k(t))(-\mu'_k(t)).
$$

(4.18)

Finally, if $R_k(t) = C t^{\frac{1}{n}-1} \sqrt{\Psi g^k_x(|b-c|^2)(t)}$ and $v_k(t) = (g^k_x)^*(t)$, then

$$
\int_0^\infty R_k(s) \, ds \leq C, \quad \text{and} \quad v_k(t) \leq C t^{\frac{2}{n}-1}, \quad -v'_k(t) \leq C t^{\frac{2}{n}} - 2C t^{\frac{2}{n}-2} + C t^{\frac{2}{n}-1} R_k(t) \quad \text{for almost every} \quad t.
$$

(4.19)

In particular, $\|g^k_x\|_{L^{\infty}(\Omega)} \leq C$, where $C$ depends on $n, \lambda$ and $\|b-c\|_{n,1}$ only.

**Proof.** Let $T_{t,h}$ be as in (4.2), and use $\phi = T_{t,h}(g^k_x)$ as a test function. Since $s T_{t,h}(s) \geq 0$ and $d \geq \text{div} b$, we obtain that

$$
\int_\Omega A^i \nabla g^k_x \nabla \phi \leq \int_{B_{1/\lambda}(x)} \phi + \int_\Omega (c - b) \nabla \phi \cdot g^k_x.
$$

(4.20)

For the last integral, we integrate by parts and use that $g^k_x \in W^{1,2}_0(\Omega)$ and $|\phi| \leq h$, to estimate

$$
\int_\Omega (c - b) \nabla \phi \cdot g^k_x = \int_\Omega (c - b) \nabla (\phi g^k_x) - \int_\Omega (c - b) \nabla g^k_x \cdot \phi = -\int_\Omega \text{div}(c - b) \cdot \phi g^k_x - \int_\Omega (c - b) \nabla g^k_x \cdot \phi
$$

\[ \leq \left( \| \text{div}(b - c) \|_\infty \|g^k_x\|_{L^1(\Omega)} + \|b - c\|_{L^2(\Omega)} \|\nabla g^k_x\|_{L^2(\Omega)} \right) \leq C h,
\]

for some $\bar{C} > 0$. Plugging the last estimate in (4.20) and using that $|\phi| \leq h$, $\nabla \phi = \nabla g^k_x$ in $[t < g^k_x \leq t + h]$ and $\nabla \phi = 0$ otherwise, we obtain that

$$
\lambda \int_{[t < g^k_x \leq t+h]} |\nabla g^k_x|^2 \leq \int_\Omega A^i \nabla g^k_x \nabla \phi \leq h + C h,
$$

therefore $\tilde{H}$ is Lipschitz continuous.

We now return to (4.20), and we estimate

$$
\lambda \int_{[t < g^k_x \leq t+h]} |\nabla g^k_x|^2 \leq h + \int_{[t < g^k_x \leq t+h]} (c - b) \nabla g^k_x \cdot g^k_x \leq h + (t + h) \int_{[t < g^k_x \leq t+h]} |b - c| |\nabla g^k_x|.
$$

Hence, after dividing by $h$, using the Cauchy-Schwartz inequality as in (4.8) and letting $h \to 0$, we obtain that

$$
-\lambda \frac{d}{dt} \int_{[g^k_x > t]} |\nabla g^k_x|^2 \leq 1 + t \left( -\frac{d}{dt} \int_{[g^k_x > t]} |b - c|^2 \right)^{1/2} \left( -\frac{d}{dt} \int_{[g^k_x > t]} |\nabla g^k_x|^2 \right)^{1/2}
$$

\[ \leq 1 + \frac{t^2}{2 \lambda} \left( -\frac{d}{dt} \int_{[g^k_x > t]} |b - c|^2 \right) + \frac{\lambda}{2} \left( -\frac{d}{dt} \int_{[g^k_x > t]} |\nabla g^k_x|^2 \right).
\]

23
Hence, for almost every \( t > 0 \),
\[
-\frac{d}{dt} \int_{[g^k_x > t]} |\nabla g^k_x|^2 \leq C + Ct^2 \left( -\frac{d}{dt} \int_{[g^k_x > t]} |b - c|^2 \right) \leq C + Ct^2 D^k_{g^k_x}(|b - c|^2)(\mu_k(t))(-\mu'_k(t)),
\]
where we used Lemma 2.11 for the last estimate, and \( C \) depends on \( \lambda \) only. This shows (4.18).

We now multiply both sides of the last estimate with \( \mu^\frac{2}{n}(-\mu'_k) \) and we apply Lemma 2.13, to obtain that
\[
1 \leq C\mu_k(t)\frac{2}{n}(-\mu'_k(t)) + Ct^2\mu_k(t)\frac{2}{n}(-\mu'_k(t))\Psi^\frac{2}{n}(|b - c|^2)(\mu_k(t))(-\mu'_k(t))^2, \tag{4.21}
\]
in a set \( B_k \subseteq (0, \infty) \) with full measure.

Consider the decomposition \((0, \infty) = G_{g^k_x} \cup D_{g^k_x} \cup N_{g^k_x} \) from Lemma 2.8. From Lemma 2.8, \( v_k \) is differentiable at \( s \) for every \( s \in G_{g^k_x} \), therefore Theorem 1 in [SV69] shows that \( v'_k(s) = 0 \) for almost every \( s \in (v_k)^{-1}((0, \infty) \setminus B_k) \). Since \( v'_k(s) \neq 0 \) for every \( s \in G_{g^k_x} \), this shows that \( v_k(s) \in B_k \) for almost every \( s \in G_{g^k_x} \). For these \( s \), plugging \( v_k(s) \) in (4.21), we obtain that
\[
1 \leq C\mu_k(v_k(s))\frac{2}{n}(-\mu'_k(v_k(s))) + C\mu_k(v_k(s))\frac{2}{n}(-\mu'_k(v_k(s))\Psi^\frac{2}{n}(|b - c|^2)(\mu_k(v_k(s)))(-\mu'_k(v_k(s)))^2.
\]
Then, using the formulas in (2.12) and the last estimate we obtain that
\[
1 \leq Cs\frac{2}{n} - \frac{1}{v_k(s)} + C\mu_k(v_k(s))\Psi^\frac{2}{n}(|b - c|^2)(s)\left( -\frac{1}{v_k(s)} \right)^2.
\]
Hence, after multiplying with \((-v'_k(s))^2\) we obtain that for almost every \( s \in G_{g^k_x} \),
\[
(-v'_k(s))^2 \leq Cs\frac{2}{n} - v'_k(s)) + CR_k(s)^2v_k(s)^2 \leq \frac{C^2}{2}s\frac{2}{n} - 4 + \frac{1}{2}(-v'_k(s))^2 + CR_k(s)^2v_k(s)^2,
\]
and after rearranging and taking square roots, this implies that
\[
-v'_k(s) \leq Cs\frac{2}{n} - 2 + CR_k(s)v_k(s)
\]
for almost every \( s \in G_{g^k_x} \). Moreover, for every \( s \in D_{g^k_x} \), \(-v'_k(t) = 0 \). Hence, we obtain that, for almost every \( s > 0 \), and for some \( C > 0 \) that only depends on \( \lambda \),
\[
-v'_k(s) \leq Cs\frac{2}{n} - 2 + CR_k(s)v_k(s). \tag{4.22}
\]
Fix \( t > 0 \), and note that \( v_k \) is absolutely continuous in \([t, |\Omega|], \) from Lemma 2.6. Therefore, integrating the last inequality in \([t, |\Omega|], \) we obtain that
\[
v_k(t) = v_k(t) - v_k(|\Omega|) = \int_t^{|\Omega|} -v'_k(\tau) d\tau \leq C \int_t^\infty \left( t\frac{2}{n} - 2 + R_k(\tau)v_k(\tau) \right) d\tau
\]
\[
\leq Ct\frac{2}{n} - 1 + C \int_t^\infty R_k(\tau)v_k(\tau) d\tau.
\]
Note now that, similarly to (4.10), using (2.3) and Lemma 2.12, we obtain
\[
\int_0^\infty R_k(\tau) d\tau \leq C \int_0^\infty \tau^{\frac{1}{n} - 1} |\Psi_{g^k_x}^\frac{2}{n}(|b - c|^2)(\tau) d\tau \leq C||b - c||_{L^{n,1}(\Omega)}, \tag{4.23}
\]
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Therefore 

\( R_k \) is integrable in \((0, \infty)\); this also shows the first estimate in \((4.19)\). Now, for \( t_0 > 0 \) fixed, the function \( t^{\frac{2}{n}-1}R_k(t) \) is integrable in \((t_0, \infty)\), and \( R_kv_k \in L^1(t_0, \infty) \) since \( v_k(t) \leq v_k(t_0) \) in \((t_0, \infty)\). Therefore all the hypotheses in Gronwall’s inequality (Lemma 2.7) are satisfied, and we obtain that, for any \( t > t_0 \),

\[
v_k(t) \leq Ct^{\frac{2}{n}-1} + C \int_t^\infty \left( \tau^{\frac{2}{n}-1}R_k(\tau) \exp \left( \int_t^\tau R_k(\rho) \, d\rho \right) \right) \, d\tau \leq Ct^{\frac{2}{n}-1},
\]

where we used \((4.23)\) for the last estimate, and where \( C \) depends on \( n, \lambda \) and \( \|b - c\|_{n,1} \). This shows the second estimate in \((4.19)\). Finally, to show the third estimate in \((4.19)\) we plug the last estimate back to \((4.22)\), and this completes the proof. \( \square \)

We now show a weak type bound for \( \nabla g^k_x \), which is the analog of Lemma 4.3 for \( g^k_x \).

**Lemma 4.7.** Under the same assumptions as in Lemma 4.6, for any \( x \in \Omega \) and \( k > \frac{2}{n(x)} \),

\[
\| \nabla g^k_x \|_{L^{\frac{n}{n-1}, \infty}(\Omega)} \leq C,
\]

where \( C \) depends on \( n, \lambda \) and \( \|b - c\|_{n,1} \) only.

**Proof.** The proof is similar to the proof of Lemma 4.3. Fix \( x \in \Omega \) and consider the functions \( \hat{H}_k, \mu_k \) and \( v_k \) from Lemma 4.6, then \( \hat{H}_k \) is Lipschitz and increasing in \((0, \infty)\). Define \( \tilde{\Phi}_k = \hat{H}_k \circ v_k \), and consider the decomposition \((0, \infty) = D_{g^k_x} \cup D_{\tilde{g}^k_x} \cup \tilde{N}_{g^k_x} \) from Lemma 2.8. Then, since \( \hat{H}_k \) is Lipschitz and \( v_k \) is decreasing, we apply Lemma 2.9 and then Theorem 1 in [SV69] (as right after \((4.21)\)) to obtain \((4.18)\) for \( t = v_k(s) \) for almost every \( s \in D_{g^k_x} \); then, \((2.12)\) shows that, for almost every \( s \in D_{g^k_x} \),

\[
\tilde{\Phi}_k(s) = (\hat{H}_k \circ v_k)'(s) = -\hat{H}_k'(v_k(s)) \cdot (-v_k'(s)) \\
\leq C \left( 1 + v_k(s)^2 \Psi_{g^k_x}(|b - c|^2)(s) \cdot (-\mu_k'(v_k(s))) \right) \cdot (-v_k'(s)) \\
\leq C(-v_k'(s)) + C v_k(s)^2 \Psi_k(s) \leq C s^{\frac{2}{n}-2} + C s^{\frac{2}{n}-1} R_k(s) + C s^{\frac{4}{n}-2} \Psi_k(s),
\]

where \( \Psi_k = \Psi_{g^k_x}(|b - c|^2) \), and where we used \((4.19)\) for the last estimate. In addition, for every \( s \in D_{\tilde{g}^k_x} \), \( v_k'(s) = 0 \), hence \( \tilde{\Phi}_k'(s) = 0 \) for almost every \( s \in D_{\tilde{g}^k_x} \) from Lemma 2.9. Therefore, for almost every \( s \in (0, \infty) \),

\[
\frac{d}{ds} \int_{[g^k_x > (\tilde{g}^k_x)^*(s)]} |\nabla g^k_x|^2 = \tilde{\Phi}_k'(s) \leq C s^{\frac{2}{n}-2} + C s^{\frac{2}{n}-1} R_k(s) + C s^{\frac{4}{n}-2} \Psi_k(s). \quad (4.24)
\]

Now, as in the proof of Lemma 4.3, we fix \( k \) and we construct a sequence \( G_j \) of functions in \( L^1(0, \infty) \), such that \( G^*_j = |\nabla g^k_x|^* \), and for all \( \phi \) which are Lipschitz and compactly supported in \((0, |\Omega|)\),

\[
\int_0^{|\Omega|} G^2_j \phi \to \int_0^{|\Omega|} \tilde{\Phi}_k' \phi.
\]

Using a procedure as in Lemma 4.3, we then obtain the analog of the first estimate in \((4.16)\) for \( \tilde{\Phi}_k' \); that is, for any \( s > 0 \),

\[
\frac{s^2}{2} \left( |\nabla g^k_x|^* (s) \right)^2 \leq \int_0^s t\tilde{\Phi}_k'(t) \, dt + s \int_s^\infty \tilde{\Phi}_k'(t) \, dt = I_1 + I_2, \quad (4.25)
\]
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To bound $I_1$, using (4.24), we estimate
\[
I_1 \leq C \int_0^s \left( t^{\frac{2}{n}} + t^\frac{2}{n} R_k(t) + t^\frac{2}{n} \hat{\Psi}_k(t) \right) dt \leq C s^\frac{2}{n} \left( 1 + \|R_k\|_{L^1(0,\infty)} + \int_0^\infty t^\frac{2}{n} \hat{\Psi}_k(t) dt \right)
\]
\[
\leq C s^\frac{2}{n} \left( 1 + R_k \right)_{L^1(0,\infty)} + \int_0^\infty t^\frac{2}{n} \hat{\Psi}_k(t) dt = C s^\frac{2}{n} \left( 1 + \|R_k\|_{L^1(0,\infty)} + \|\hat{\Psi}_k\|_{L^{\frac{2}{n}}(0,\infty)} \right)
\]
\[
\leq C s^\frac{2}{n} \left( 1 + R_k \right)_{L^1(0,\infty)} + \|\hat{\Psi}_k\|_{L^{\frac{2}{n}}(0,\infty)} \leq C s^\frac{2}{n},
\]
where $C$ depends only on $n, \lambda$ and $\|b - c\|_{n,1}$, and where we used (2.3) for the third estimate, (2.5) for the first equality, (2.8) for the fourth estimate, and (4.19) and Lemma 2.12 for the fifth estimate. Similarly, for $I_2$, if $t \geq s$ and $\frac{2}{n} - 1 < 0$ we have that $t^\frac{2}{n} \leq s^\frac{2}{n} - 1$, therefore
\[
I_2 \leq C s \int_s^\infty \left( t^\frac{2}{n} - t^\frac{2}{n} R_k(t) + t^\frac{2}{n} \hat{\Psi}_k(t) \right) dt \leq C s^\frac{2}{n} + C s \int_s^\infty \left( R_k(t) + t^\frac{2}{n} \hat{\Psi}_k(t) \right) dt
\]
\[
\leq C s^\frac{2}{n} \left( 1 + \|R_k\|_{L^1(0,\infty)} + \int_0^\infty t^\frac{2}{n} \hat{\Psi}_k(t) dt \right) \leq C s^\frac{2}{n},
\]
where the last estimate follows as in (4.26). Then, plugging the last estimate together with (4.26) to (4.25) completes the proof. \(\square\)

5 Constructions

5.1 A preliminary construction

In this subsection we pass to the limit as $m \to \infty$ for $G^m_y$ and as $k \to \infty$ for $g^k_x$ to construct Green’s functions in the case that $\Omega$ is bounded, $b, c$ are Lipschitz and $d$ is bounded.

Fix $q_0 \in (1, \frac{n}{n-1})$. Under the same assumptions as in Lemma 4.2, for $y \in \Omega$ fixed and $m > \frac{2}{\delta(y)}$, the functions $(G^m_y)$ have uniformly bounded $W^{1,\phi}_0(\Omega)$ norm. Moreover, if $r > 0$, then for $m > \frac{2}{r}$, $G^m_y$ is a $W^{1,2}(\Omega \setminus B_r(y))$ solution of the equation
\[
-\text{div}(A \nabla G^m_y + bG^m_y) + c \nabla G^m_y + dG^m_y = 0
\]
in $\Omega \setminus B_r(y)$. In addition, Lemma 4.4 shows that, for $m$ sufficiently large, $G^m_y(x) \leq C|x - y|^{2-n}$ in $\Omega \setminus B_r(y)$, where $C'$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$. Hence, choosing $\phi$ to be a smooth cutoff function, with $\phi \equiv 1$ outside $B_r(y), \phi \equiv 0$ in $B_{r/2}(y)$ and $|\nabla \phi| \leq \frac{C}{r}$, and $m$ large enough so that $h_m$ vanishes in $B_r$, Lemma 3.1 and the pointwise bound on $G^m_y$ shows that
\[
\int_{\Omega \setminus B_r(y)} |\nabla G^m_y|^2 \leq C' \left( \int_{\Omega \setminus B_{r/2}(y)} |G^m_y|^{2^*} \right)^{\frac{2}{2^*}} + C' \int_{\Omega \setminus B_{r/2}(y)} |G^m_y|^2 \leq C' r^{2-n},
\]
where $C'$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$.

Since $L^{n,\infty}(\Omega)$, $L^{n,\infty}(\Omega)$ are the dual spaces of $L^{2,1}(\Omega)$ and $L^{n,1}(\Omega)$, respectively, Lemmas 4.2 and 4.3 show that there exists a subsequence $G^m_{y_m}$ and $G_y \in W^{1,\phi}_0(\Omega)$, such that $G_y \in L^{n,2,\infty}(\Omega), \nabla G_y \in L^{n,2,\infty}(\Omega)$, and also
\[
G^m_{y_m} \rightharpoonup G_y \text{ weakly* in } L^{n,2,\infty}(\Omega), \quad \nabla G^m_{y_m} \rightharpoonup \nabla G_y \text{ weakly* in } L^{n,2,\infty}(\Omega),
\]
\[
G^m_y \rightharpoonup G_y \text{ weakly in } W^{1,\phi}_0(\Omega), \quad G^m_{y_m} \to G_y \text{ almost everywhere.}
\]
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Moreover, from (5.1), $\nabla G_{y}^{m} \rightharpoonup \nabla G_{y}$, weakly in $L^{2}(\Omega \setminus B_{r})$. So, using Lemmas 4.2, 4.3, 4.4 and (5.1), we obtain that

$$
\|G_y\|_{L^{\frac{n}{n-2}}\infty(\Omega)} + \|\nabla G_y\|_{L^{\frac{n}{n-2}}\infty(\Omega)} \leq C, \quad G_y(x) \leq C'|x-y|^{2-n}, \quad \|\nabla G_y\|_{L^2(\Omega \setminus B_r)}^2 \leq C' r^{2-n}, \quad (5.3)
$$

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$, and $C'$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$.

Let now $\delta(y) > \varepsilon_2 > \varepsilon_1 > 0$ and consider any function $\psi \in C^\infty(\mathbb{R}^n)$ with $\psi \equiv 0$ in $B_{\varepsilon_1}(y)$ and $\psi \equiv 1$ outside $B_{\varepsilon_2}(y)$. Then $\nabla(G_y \psi) = \psi \nabla G_y + G_y \nabla \psi$, hence (5.3) shows that

$$
G_y \psi \in W^{1,2}_{0}(\Omega). \quad (5.4)
$$

In addition, since $\Omega$ and $b, c, d$ are bounded, Lemma 4.4 in [KS18] shows that, for any $f \in L^{\infty}(\Omega)$, there exists a unique $u \in W^{1,2}_{0}(\Omega)$ that solves the equation $-\text{div}(A' \nabla u + cu) + b \nabla u + du = f$ in $\Omega$. Then, since $u, G_y^m \in W^{1,2}_{0}(\Omega)$, using $u$ as a test function in (4.1) and $G_y^m$ as a test function in the variational definition of $u$, we obtain that

$$
\int_{B_{1/m}(y)} u = \int_{\Omega} A \nabla G_y^m \nabla u + c \nabla G_y^m \cdot u + b \nabla u \cdot G_y^m + d G_y^m u = \int_{\Omega} G_y^m f. \quad (5.5)
$$

From Theorem 8.22 in [GT01], $u$ is continuous in $\Omega$. Hence, letting $m \to \infty$ and using (5.2), we obtain that

$$
u(y) = \int_{\Omega} G_y f \quad \text{is the } W^{1,2}_{0}(\Omega) \text{ solution to } -\text{div}(A' \nabla u + cu) + b \nabla u + du = f \quad \text{in } \Omega. \quad (5.5)
$$

We also note that, from (5.2) and (4.1), for any $\phi \in C^\infty_c(\Omega)$ and any $y \in \Omega$,

$$
\int_{\Omega} A \nabla G_y \nabla \phi + b \nabla \phi \cdot G_y + c \nabla G_y \cdot \phi + d G_y \phi = \phi(y). \quad (5.6)
$$

We now turn to Green’s function for the adjoint equation. Under the assumptions of Lemma 4.5 note that, if $y \neq x$, then the function $g_y^k$ is continuous at $y$ from Theorem 8.22 in [GT01]. Hence, letting $m \to \infty$ in Lemma 4.5 and using (5.3), we obtain that

$$
g_y^k(y) = \lim_{m \to \infty} \int_{B_{1/m}(y)} g_y^k = \lim_{m \to \infty} \int_{B_{1/k}(x)} G_y^m = \int_{B_{1/k}(x)} G_y \leq C \int_{B_{1/k}(x)} |z-y|^{2-n} dz, \quad (5.7)
$$

which implies that $g_y^k(y) \leq C|x-y|^{2-n}$ if $k > \frac{2}{|x-y|^2}$. Using Lemma 3.1, the bound on $\|g_y^k\|_{L^{\frac{n}{n-2}}\infty}$ from Lemma 4.6 instead of Lemma 4.2, and Lemma 4.7 instead of Lemma 4.3, an argument identical to the one before (5.3) implies the existence of a subsequence $g_y^{k_l}$ and a function $g_y \in W^{1,0}_{0}(\Omega)$, with $g_y \in L^{\frac{n}{n-2}}(\Omega), \nabla g_y \in L^{n-2}\infty(\Omega), \nabla g_y \in L^{2}(\Omega \setminus B_r)$ for any $r > 0$ fixed, such that $g_y^{k_l} \rightharpoonup g_y$ almost everywhere, and also

$$
\|g_y\|_{L^{\frac{n}{n-2}}\infty(\Omega)} + \|\nabla g_y\|_{L^{\frac{n}{n-2}}\infty(\Omega)} \leq C, \quad g_y(y) \leq C'|x-y|^{2-n}, \quad \|\nabla g_y\|_{L^2(\Omega \setminus B_r)}^2 \leq C' r^{2-n}, \quad (5.8)
$$

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$, and $C'$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$. Moreover, for every $\delta(y) > \varepsilon_2 > \varepsilon_1 > 0$ and and $\psi \in C^\infty(\mathbb{R}^n)$ with $\psi \equiv 0$ in $B_{\varepsilon_1}(y)$ and $\psi \equiv 1$ outside $B_{\varepsilon_2}(y)$, we obtain that

$$
g_y \psi \in W^{1,2}_{0}(\Omega). \quad (5.9)
$$
Using Lemma 4.2 in [KS18] and an argument similar to the one before (5.5) we obtain that, for all \( f \in L^\infty(\Omega) \),

\[
v(y) = \int_\Omega g_x f \text{ is the } W^{1,2}_0(\Omega) \text{ solution to } - \nabla(A \nabla v + bv) + c \nabla v + dv = f \text{ in } \Omega. \tag{5.10}
\]

In addition, for any \( \phi \in C^\infty_c(\Omega) \) and any \( x \in \Omega \),

\[
\int_\Omega A^i \nabla g_x \nabla \phi + c \nabla \phi \cdot g_x + b \nabla g_x \cdot \phi + d \nabla_x \phi = \phi(y). \tag{5.11}
\]

Now, if \( x \neq y \) and \( k > \frac{2}{|x-y|} \), (5.7) shows that \( g_x^k \) is uniformly bounded in \( B_{2\epsilon}(y) \) for \( \epsilon > 0 \) sufficiently small. So, Theorem 8.22 in [GT01] shows that \( g_x^k \) is equicontinuous in \( B_{\epsilon}(y) \); hence a subsequence \( (g_x^k)^j \) of \( (g_x^k) \) converges uniformly to \( g_x \) in \( U \). Also, if \( k \) is large enough, (5.3) shows that \( G_y \in W^{1,2}(B_{1/k}(x)) \), and it solves the equation \(- \nabla(A \nabla G_y + bG_y) + c \nabla G_y + dG_y = 0 \) in \( B_{1/k} \); so, from Theorem 8.22 in [GT01], \( G_y \) is continuous at \( x \). Hence, from the equalities in (5.7),

\[
g_x(y) = \lim_{k \to \infty} g_x^k(y) = \lim_{k \to \infty} \int_{B_{1/k}(x)} G_y = G_y(x). \tag{5.12}
\]

We now set \( G(x,y) = G_y(x) \) and \( g_x(y) = g(y,x) \) for \( (x,y) \in \Omega^2 \setminus \Delta \), where \( \Delta = \{(x,x) : x \in \Omega \} \). Then, from Theorem 8.22 in [GT01],

\[
G, g \text{ are continuous in } \Omega^2 \setminus \Delta. \tag{5.13}
\]

This also shows that \( G, g \) are measurable in \( \Omega^2 \).

Finally, consider a set \( \mathcal{U} \subseteq \Omega^2 \) with smooth boundary. Then, for any \( \Phi \in C^\infty_c(\mathcal{U}) \) and \( x, y \) fixed, the functions \( \Phi_y(z) = \Phi(z,y) \) and \( \Phi_x^2(z) = \Phi(x,z) \) belong to \( C^\infty_c(\Omega) \). Hence, for \( i \in \{1, \ldots, n\} \),

\[
\int_\mathcal{U} G \cdot \partial_i \Phi = \int_\Omega \left( \int_\Omega G(z,w) \partial_i \Phi_w^1(z) \, dz \right) \, dw = - \int_\Omega \left( \int_\Omega \partial_i G_w(z) \cdot \Phi_w^1(z) \, dz \right) \, dw.
\]

So, \( \partial_i G(z,w) = - \partial_i G_w(z) \), therefore if \( U_1, U_2 \) are the projections of \( \mathcal{U} \subseteq \Omega^2 \) in the first and second component, using the weak \( L^\infty \) bound from (5.3), we obtain that

\[
\|\partial_i G\|_{L^\infty(\mathcal{U})}^0 = \int_{U_2} \left( \int_{U_1} |\partial_i G_w|^0 \right) \, dw \leq \tilde{C},
\]

where \( \tilde{C} \) depends on \( n, \lambda, \|b - c\|_{n,1} \) and \( \mathcal{U} \). Moreover, (5.12) shows that, for \( i = n + 1, \ldots, 2n \),

\[
\int_\mathcal{U} G \cdot \partial_i \Phi = \int_\Omega \left( \int_\Omega g(w,z) \partial_i \Phi_w^2(w) \, dw \right) \, dz = - \int_\Omega \left( \int_\Omega \partial_i g_z(w) \cdot \Phi_w^2(w) \, dw \right) \, dz. \tag{5.14}
\]

So, \( \partial_i G(z,w) = - \partial_i g_z(w) \), and similarly to (5.14), we finally obtain that the \( 2n \)-dimensional gradient of \( G \) is uniformly bounded in \( L^0(\mathcal{U}) \). Hence,

\[
\|G\|_{W^{1,0}(\mathcal{U})} \leq \tilde{C}, \text{ and } \|g\|_{W^{1,0}(\mathcal{U})} \leq \tilde{C}, \tag{5.15}
\]

where \( \tilde{C} \) depends on \( n, \lambda, \|b - c\|_{n,1} \) and \( \mathcal{U} \), and the second estimate follows from the first one and (5.12).
5.2 Constructions in general domains

In this subsection we will construct Green’s function for general domains $\Omega \subseteq \mathbb{R}^n$ and coefficients that are not necessarily bounded. This will be done in two steps: we will first assume that $\Omega$ is bounded and we will drop the Lipschitz assumption on the lower order coefficients, and we will then drop the boundedness assumption on $\Omega$.

To pass to unbounded coefficients, we will need the following lemma, which is in the same spirit as Lemma 6.9 in [KS18].

**Lemma 5.1.** Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain. Suppose that $b \in L^{p,q}(\Omega)$ for some $p \in (1, \infty)$ and $q \in [1, \infty)$, $d \in L^{p,\infty}(\Omega)$ with $d \geq \text{div} b$. Let $\psi_j(x) = j^n \psi(jx)$ be a mollifier, and define

$$b_j = (b\chi_{\Omega}) * \psi_j, \quad d_j = (d\chi_{\Omega}) * \psi_j.$$  

Then $d_j$ and $b_j$ are Lipschitz continuous in $\Omega$, and also

$$\|b_j\|_{L^{n,q}(\Omega)} \leq \|b\|_{L^{n,q}(\Omega)}, \quad \|d_j\|_{L^{p,\infty}(\Omega)} \leq \|d\|_{L^{p,\infty}(\Omega)}.$$  

Moreover, $b_j \to b$ in $L^{n,q}(\Omega)$, and $d_j\chi_{\Omega} \to d$ weakly-* in $L^{p,\infty}(\Omega)$. In addition, if we set $\Omega_j = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \frac{1}{j} \}$, then $d_j \geq \text{div} b_j$ in $\Omega_j$. Finally, if $d \in L^{p,1}(\Omega)$, then $d_j \to d$ in $L^{p,1}(\Omega)$.

**Proof.** First, if $x, y \in \Omega$, then

$$|d_j(x) - d_j(y)| = \left| \int_{B_1/j(x)} d(z)(\psi_j(x - z) - \psi_j(y - z)) \, dz \right| \leq \|\nabla \psi_j\|_{\infty} |x - y| \int_{B_1/j(x)} |d|$$

$$\leq \|\nabla \psi_j\|_{\infty} \|d\|_{L^{p,\infty}(\Omega)} \|\chi_{B_1/j}(z)\|_{\frac{n}{n-2}} |x - y| \leq C_j |x - y|,$$

where $C_j$ depends on $\psi_j$ and $\|d\|_{L^{p,\infty}(\Omega)}$. Therefore $d_j \in \text{Lip}(\Omega)$. Similarly, $b_j \in \text{Lip}(\Omega)$.

We now use part (i) of Theorem V4 in [Cos06], to obtain that

$$\|b_j\|_{L^{n,q}(\Omega)} \leq \|b\|_{L^{n,q}(\Omega)}, \quad \|d_j\|_{L^{p,\infty}(\Omega)} \leq \|d\|_{L^{p,\infty}(\Omega)}.$$  

Note now that, with the terminology of [Cos06] (or, Definition I-3.1 in [BS88]) and Lemma 2.5, every $b \in L^{n,q}(\Omega)$ has absolutely continuous norm. Hence, from part (ii) of Theorem V4 in [Cos06], $b_j \to b\chi_{\Omega}$ in $L^{n,q}(\mathbb{R}^n)$, hence $b_j \to b$ in $L^{n,q}(\Omega)$. Similarly, if $d \in L^{p,1}(\Omega)$, then $d_j \to d$ in $L^{p,1}(\Omega)$.

Now, since $\Omega$ is bounded and $d_m$ is a mollification of $d\chi_{\Omega}$, we obtain that $d_m \to d$ in $L^4/3(\Omega)$. Hence, for any $\phi \in C_c^{\infty}(\Omega)$,

$$\int_{\Omega} d_m \phi \xrightarrow{m \to \infty} \int_{\Omega} d \phi.$$  

Since $(d_m)$ is bounded in $L^{4/3,\infty}(\Omega)$, $L^{4/3,1}(\Omega)$ is the predual of $L^{4/3,\infty}(\Omega)$ and $C_c^{\infty}(\Omega)$ is dense in $L^{4/3,1}(\Omega)$ (from Theorem 1.4.13 in [Gra05]), we obtain that $d_m \to d$, weakly-* in $L^{4/3,\infty}(\Omega)$.

Finally, to show that $d_m \geq \text{div} b_m$ in $\Omega_m$ in the sense of distributions, we follow the same argument as in the proof of Lemma 6.9 in [KS18].

We will now drop the assumption that the lower order coefficients are Lipschitz to construct Green’s functions. In order to obtain the symmetry relation $G(x, y) = g(y, x)$ for almost every $(x, y) \in \Omega^2$, we will have to consider convergent subsequences for functions defined in the product space $\Omega^2$. For this reason, we construct $G$ and $g$ concurrently in the next lemma.
Lemma 5.2. Let $\Omega \subseteq \mathbb{R}^n$ be a bounded domain. Let $A$ be uniformly elliptic and bounded in $\Omega$, with ellipticity $\lambda$, and suppose that $b, c \in L^{\infty}(\Omega)$ for some $q \in [1, \infty)$, $d \in L^{1/2}(\Omega)$, with $b - c \in L^{n,1}(\Omega)$ and $d \geq \text{div} \ b$. Then, for every $x, y \in \Omega$ there exist nonnegative functions $G_y(z) = G(z, y)$, $g_x(z) = g(z, x)$, where $G, g$ are measurable in $\Omega^2$, with $G_y, g_x \in L^1(\Omega)$ such that, for all $f \in L^2(\Omega)$, if we define

$$u^f(y) = \int_{\Omega} G(z, y) f(z) \, dz, \quad u^f(x) = \int_{\Omega} g(z, x) f(z) \, dz, \quad x, y \in \Omega,$$

then $u, v \in W^{1,2}_0(\Omega)$, and they solve the equations

$$-\text{div}(A(x) \nabla u^f + c \nabla u^f) + b \nabla u^f + dv^f = f, \quad -\text{div}(A(x) \nabla v^f + b \nabla v^f) + c \nabla v^f + dv^f = f$$

in $\Omega$. Moreover, for any $x, y$,

$$\|G_y\|_{L^{n,2} \to L^2(\Omega)} + \|\nabla G_y\|_{L^{2,n} \to L^2(\Omega)} + \|g_x\|_{L^{n,2} \to L^2(\Omega)} + \|\nabla g_x\|_{L^{2,n} \to L^2(\Omega)} \leq C,$$  \hspace{1cm} (5.16)

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$ only. In addition, if $x, y$ are fixed, then

$$G_y(z) \leq C'|z - y|^{2-n} \text{ for almost every } z \in \Omega, \quad \text{and}$$

$$g_x(w) \leq C'|w - x|^{2-n} \text{ for almost every } w \in \Omega,$$  \hspace{1cm} (5.17)

where $C'$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$ only. Furthermore, for any $\delta(x) > \varepsilon_2 > \varepsilon_1 > 0$, $\delta(y) > \varepsilon'_2 > \varepsilon'_1 > 0$ and any two functions $\psi, \psi' \in C^1(\mathbb{R}^n)$ with $\psi \equiv 0$ in $B_{\varepsilon_2}(y)$, $\psi' \equiv 0$ in $B_{\varepsilon_1}(x)$, and $\psi \equiv 1$ outside $B_{\varepsilon_2}(y)$, $\psi' \equiv 1$ outside $B_{\varepsilon_1}(x)$, we have that $G_y \psi, g_x \psi' \in W^{1,2}_0(\Omega)$ and, for any $r > 0$,

$$\int_{\Omega \setminus B_r(y)} |\nabla G_y|^2 \leq \int_{\Omega \setminus B_r(x)} |\nabla g_x|^2 \leq C r^{2-n},$$

where $C$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$ only. Moreover, the functions $G(z, w)$ and $g(w, z)$, for $z, w \in \Omega^2$ are measurable in $\Omega^2$, and

$$G(z, w) = g(w, z) \text{ for almost every } (z, w) \in \Omega^2.$$  \hspace{1cm} (5.18)

Finally, in the case where $d \in L^{n,1}(\Omega)$, we have that, for every $y \in \Omega$ and every $\phi \in C^{\infty}_c(\Omega)$,

$$\int_{\Omega} A \nabla G_y \cdot \phi + b \nabla \phi \cdot G_y + c \nabla G_y \cdot \phi + d G_y \phi = \phi(y),$$  \hspace{1cm} (5.19)

and also, for every $x \in \Omega$ and every $\phi \in C^{\infty}_c(\Omega)$,

$$\int_{\Omega} A \nabla g_x \cdot \phi + c \nabla \phi \cdot g_x + b \nabla g_x \cdot \phi + d g_x \phi = \phi(x).$$  \hspace{1cm} (5.20)

Proof. Fix $x_0 \in \Omega$, and let $\psi_j(x) = j^n \psi(jx)$ be a mollifier. For any $j \in \mathbb{N}$ we define the mollifications $b_j = (b \chi_{\Omega}) * \psi_j$, $c_j = (c \chi_{\Omega}) * \psi_j$, $d_j = (d \chi_{\Omega}) * \psi_j$, and we also let $\Omega_j$ to be the connected component of $\left\{ x \in \Omega : \text{dist} \ x, \partial \Omega > \frac{1}{j} \right\}$ that contains $x_0$. From Lemma 5.1, $b_j, c_j$ and $d_j$ are Lipschitz continuous in $\Omega_j$ and $d_j \geq \text{div} \ b_j$ in $\Omega_j$ in the sense of distributions.
Let $y \in \Omega$, and assume that $j$ is large enough, so that $y \in \tilde{\Omega}_j$. From (5.3), there exists $G_y^j$ defined in $\tilde{\Omega}_j$, continuous in $\tilde{\Omega}_j \setminus \{y\}$, such that

$$\|G_y^j\|_{L^{n-2}_t(\tilde{\Omega}_j)} + \|\nabla G_y^j\|_{L^{n-1}_t(\tilde{\Omega}_j)} \leq C, \quad G_y^j(z) \leq C'|z-y|^{-n}, \quad \|\nabla G_y^j\|^2_{L^2(\tilde{\Omega}_j \setminus B_r)} \leq C r^{2-n},$$

(5.21)

where the second to last estimate holds for all $z \in \tilde{\Omega}_j$ with $z \neq y$, and where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$; hence, from Lemma 5.1, $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$. Also, we obtain that $C'$ depends on $n, \lambda, \|A\|_\infty$ and $\|b - c\|_{n,1}$. Moreover, from (5.5), for any $f \in L^\infty(\Omega)$, the function

$$u_f^j(y) = \int_{\tilde{\Omega}_j} G_y^j(z) f(z) \, dz, \quad y \in \tilde{\Omega}_j$$

(5.22)

is the unique $W^{1,2}_0(\tilde{\Omega}_j)$ solution to $-\text{div}(A\nabla v_f^j + c_j v_f^j) + b_j \nabla v_f^j + d_j v_f^j = f$ in $\tilde{\Omega}_j$.

For the adjoint equation, let $x \in \Omega$. From (5.8), for $j$ large enough, there exists $g_x^j$ defined in $\tilde{\Omega}_j$ which is continuous in $\tilde{\Omega}_j \setminus \{x\}$, such that

$$\|g_x^j\|_{L^{n-2}_t(\tilde{\Omega}_j)} + \|\nabla g_x^j\|_{L^{n-1}_t(\tilde{\Omega}_j)} \leq C, \quad g_x^j(z) \leq C'|z-x|^{-n}, \quad \|\nabla g_x^j\|^2_{L^2(\tilde{\Omega}_j \setminus B_r)} \leq C r^{2-n},$$

(5.23)

where the second to last estimate holds for all $z \in \tilde{\Omega}_j$ with $z \neq x$, and where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$, and $C'$ depends on $n, \lambda, \|A\|_\infty$ and $\|b - c\|_{n,1}$. Moreover, from (5.10), for any $f \in L^\infty(\Omega)$, the function

$$u_f^j(x) = \int_{\tilde{\Omega}_j} g_x^j(y) f(y) \, dy, \quad x \in \tilde{\Omega}_j$$

(5.24)

is the unique $W^{1,2}_0(\tilde{\Omega}_j)$ solution to $-\text{div}(A\nabla u_f^j + c_j u_f^j) + b_j \nabla u_f^j + d_j u_f^j = f$ in $\tilde{\Omega}_j$.

We now set

$$g^j(z, x) = g_x^j(z), \quad G^j(w, y) = G_y^j(w),$$

for $x, y, z, w \in \tilde{\Omega}_j$; those functions are well defined for any $z \neq x$ and $w \neq y$, from (5.13).

From (5.15), for any $U \subseteq \Omega^2$ with smooth boundary, $\|G^j\|_{W^{1,q}(U)} \leq C$, where $C$ depends on $n, \lambda, \|b - c\|_{n,1}$ and $U$. Since the embedding $W^{1,q}(U) \hookrightarrow L^q(U)$ is compact, there exists $G^j U \in W^{1,q}(U)$ such that, for a subsequence $(G^{j})$ of $(G^j)$, $G^{j} \rightharpoonup G^j U$ weakly in $W^{1,q}(U)$, strongly in $L^q(U)$ and almost everywhere in $U$. Using a diagonalization argument, there exists $G \in W^{1,q}_{\text{loc}}(\Omega^2)$ such that, for a subsequence $(G^{j})$ of $(G^j)$, $G^{j} \rightharpoonup G^j U$ weakly in $W^{1,q}_{\text{loc}}(\Omega^2)$, strongly in $L^q_{\text{loc}}(\Omega^2)$ and almost everywhere in $\Omega^2$.

Now, with an argument similar to the above, we have that there exists $g \in W^{1,q}_{\text{loc}}(\Omega^2)$ such that, for a subsequence $(g^{j})$ of $(g^j)$, $g^{j} \rightharpoonup g$ weakly in $W^{1,q}_{\text{loc}}(\Omega^2)$, strongly in $L^q_{\text{loc}}(\Omega^2)$ and almost everywhere in $\Omega^2$. From (5.12), $G^j(x, y) = g^j(y, x)$ for every $x, y \in \Omega$ with $x \neq y$ from (5.12). Since $g^{j} \rightharpoonup \tilde{g}$ and $G^{j} \rightharpoonup \tilde{G}$ almost everywhere in $\Omega^2$, there exists $F \subseteq \Omega^2$, with full measure in $\Omega^2$, such that

$$g(y, x) = G(x, y) \quad \text{for every} \quad (x, y) \in F.$$  

(5.25)

Fix now $y \in \Omega$. Since $L^{n-2}_t(\Omega)$ and $L^{n-1}_t(\Omega)$ are the dual spaces of $L^{\frac{n}{2}-1}$ and $L^n$, respectively, (5.21) and the Banach-Alaoglu theorem imply that there exists a subsequence $(G_y^{j})$ of $(G_y^{j})$ (which depends on $y$) and $G_y \in W^{1,q}_0(\Omega)$, such that

$$G_y^{j} \rightharpoonup G_y \quad \text{weakly* in} \quad L^{n-2}_t(\Omega), \quad \nabla G_y^{j} \rightharpoonup \nabla G_y \quad \text{weakly* in} \quad L^{n-1}_t(\Omega),$$

$$G_y^{j} \rightharpoonup g_x \quad \text{weakly* in} \quad W^{1,q}_0(\Omega), \quad G_y^{j} \rightarrow G_y \quad \text{almost everywhere}.  

(5.26)
If \( F_y \subseteq \Omega \) is the set of \( z \) for which \( (G_{ij}^2(z)) \) converges, then \( F_y \) is measurable and has full measure in \( \Omega \). Then, we define

\[
G_y(z) = \lim_{i \to \infty} G_{ij}^2(z),
\]

so that \( G_y \) is defined for every \( z \in F_y \). Also, combining with (5.21), we obtain that

\[
\|G_y\|_{L^{\frac{n}{n-2}}_{\infty}(\Omega)} + \|\nabla G_y\|_{L^{\frac{n}{n-2}}_{\infty}(\Omega)} \leq C, \quad G_y(z) \leq C'|z - x|^{2-n}, \quad \|\nabla G_y\|_{L^2(\Omega, B_r)}^2 \leq C'r^{2-n},
\]

where the second to last estimate holds for almost every \( z \in \Omega \), \( C \) depends on \( n, \lambda \) and \( \|b - c\|_{n,1} \), and \( C' \) depends on \( n, \lambda, \|A\|_\infty \) and \( \|b - c\|_{n,1} \). In addition, if \( \psi \) is as in the statement of the lemma, using (5.4) for \( G_{ij} \) we obtain that \( G_y \psi \in W_{0}^{1,2}(\Omega) \). Note also that, if \( (x, y) \in \mathcal{F} \), then \( (G_{ij}^2(x, y)) \) converges; hence \( x \in F_y \), and, from (5.27),

\[
G_y(x) = \lim_{i \to \infty} G_{ij}^2(x) = \lim_{i \to \infty} G_{ij}^2(x, y) = G(x, y).
\]

We now fix \( x \in \Omega \). Then, using (5.23) and proceeding as above, there exists a subsequence \( (g_{k}^3) \) of \( (g_{x}^3) \) (which depends on \( x \)) and \( g_x \in W_{0}^{1,\varphi}(\Omega) \), such that

\[
\begin{align*}
g_{k}^3 & \rightharpoonup g_x \text{ weakly* in } L^{\frac{n}{n-2}}(\Omega), \quad \nabla g_{k}^3 \rightharpoonup \nabla g_x \text{ weakly* in } L^{\frac{n}{n-2}}(\Omega), \quad \|g_{k}^3\|_{L_{\infty}(\Omega)} \leq C, \quad \|g_{k}^3\|_{L^2(\Omega, B_r)} \leq C'r^{2-n},
g_{k}^3 & \rightarrow g_x \text{ weakly* in } W_0^{1,\varphi}(\Omega), \quad g_{k}^3 \rightarrow g_x \text{ almost everywhere.}
\end{align*}
\]

If \( F_x \subseteq \Omega \) is the set of \( z \) for which \( (g_{k}^3(z)) \) converges, then \( F_x \) is measurable and has full measure in \( \Omega \). Then, we define

\[
g_x(z) = \lim_{i \to \infty} g_{k}^3(z),
\]

so that \( g_x(z) \) is defined for every \( z \in F_x \). Then, from (5.23), we obtain that

\[
\|g_x\|_{L^{\frac{n}{n-2}}_{\infty}(\Omega)} + \|\nabla g_x\|_{L^{\frac{n}{n-2}}_{\infty}(\Omega)} \leq C, \quad g_x(z) \leq C'|z - y|^{2-n}, \quad \|\nabla g_x\|_{L^2(\Omega, B_r)}^2 \leq C'r^{2-n},
\]

where the second to last estimate holds for almost every \( z \in \Omega \), \( C \) depends on \( n, \lambda \) and \( \|b - c\|_{n,1} \), and \( C' \) depends on \( n, \lambda, \|A\|_\infty \) and \( \|b - c\|_{n,1} \). In addition, if \( \psi ' \) is as in the statement of the lemma using (5.9) for \( g_{k}^3 \), we obtain that \( g_x \psi ' \in W_{0}^{1,2}(\Omega) \).

Note now that, if \( (x, y) \in \mathcal{F} \), then \( (g_{k}^3(x, y)) \) converges; hence \( y \in F_x \), and, from (5.30),

\[
g_x(y) = \lim_{i \to \infty} g_{k}^3(y) = \lim_{i \to \infty} g_{k}^3(y, x) = g(y, x),
\]

Combining (5.28) and (5.31) with (5.25), we obtain that

\[
G_x(y) = G(x, y) = g(y, x) = g_x(y) \text{ for almost every } (x, y) \in \Omega^2.
\]

We now note that, from (5.22) and (5.26), for almost every \( y \in \tilde{\Omega}_j \),

\[
|v_{ij}^f(y)| \leq C\|G_y^j\|_{L^1(\tilde{\Omega}_j)}\|f\|_\infty \leq C\|G_y^j\|_{L^{\frac{n}{n-2}}_{\infty}(\Omega)}\|f\|_\infty|\Omega_j^\ast| \leq \tilde{C},
\]
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where $\tilde{C}$ depends on $n, \lambda, \|b - c\|_{n,1}, \|f\|_\infty$ and $|\Omega|$. Hence, using the last estimate and Lemma 3.1 (choosing $\phi \equiv 1$),

$$
\int_{\Omega_j} |\nabla v^f_{j_1}|^2 \leq C\|f\|_{L^2_j}^2 + C\|v^f_{j_1}\|_{L^2_j}^2 \leq \tilde{C}.
$$

The last two estimates show that, extending $v^f_{j_1}$ by 0 in $\Omega \setminus \Omega_j$, $(v^f_{j_1})$ is bounded in $W^{1,2}_0(\Omega)$. Then, for a subsequence $(v^f_{j_1^i})$ of $(v^f_{j_1})$, we obtain that $(v^f_{j_1^i})$ converges to a function $v^f_0 \in W^{1,2}_0(\Omega)$ weakly in $W^{1,2}_0(\Omega)$.

Let now $\phi \in C^\infty_c(\Omega)$, and let $U$ be an open and bounded set that contains the support of $\phi$ (we could use $U = \Omega$, but the following argument will also be useful in the proof of Theorem 5.3). We then have that a further subsequence $(v^f_{j_5^i})$ converges to $v^f_0$ strongly in $L^{3n/(2n-4)}(U)$ (since $1 < \frac{3n}{2n-4} < 2^*$ and $U$ is bounded), and almost everywhere in $U$. Moreover, for any $\phi \in C^\infty_c(U)$, if $j_5^i$ is large enough so that the support of $\phi$ is contained in $\Omega_{j_5^i}$, we obtain that

$$
\int_U A^i \nabla v^f_{j_5^i} \nabla \phi + c_{j_5^i} \nabla \phi \cdot v^f_{j_5^i} + b_{j_5^i} \nabla v^f_{j_5^i} \cdot \phi + d_{j_5^i} v^f_{j_5^i} \phi = \int_U f \phi. \quad (5.32)
$$

Since $b_j \to b$ and $c_j \to c$ in $L^{n,2}(\Omega)$ from Lemma 5.1, and also $\nabla v^f_{j_5^i} \to \nabla v^f_0$ weakly in $L^2(\Omega)$ and $v^f_{j_5^i} \to v^f_0$ in $L^2(U)$, we obtain that

$$
\int_U A^i \nabla v^f_{j_5^i} \nabla \phi + c_{j_5^i} \nabla \phi \cdot v^f_{j_5^i} + b_{j_5^i} \nabla v^f_{j_5^i} \cdot \phi \overset{i \to \infty}{\longrightarrow} \int_U A^i \nabla v^f_0 \nabla \phi + c \nabla \phi \cdot v^f_0 + b \nabla v^f_0 \cdot \phi. \quad (5.33)
$$

Moreover, $d_{j_5^i} \to d$ weakly-* in $L^{\frac{3n}{\frac{3n}{n-2}}}(\Omega)$ from Lemma 5.1, and $v^f_{j_5^i} \to v^f_0$ strongly in $L^{\frac{3n}{2n-4}}(U)$. Since $\frac{3n}{2n-4} > \frac{n}{n-2}$ and $U$ is bounded, we obtain that $v^f_{j_5^i} \to v^f_0$ strongly in $L^{\frac{3n}{2n}}(U)$, which is the predual of $L^{\frac{3n}{n-1}}(U)$. Therefore,

$$
\int_U d_{j_5^i} v^f_{j_5^i} \phi \overset{i \to \infty}{\longrightarrow} \int_U d v^f_0 \phi. \quad (5.34)
$$

Hence, plugging (5.33) and (5.34) to (5.32), we obtain that $v^f_0$ is a $W^{1,2}_0(\Omega)$ solution to the equation

$$
- \text{div}(A^i \nabla v^f_i + cv^f_i) + b \nabla v^f_i + dv^f_i = f \quad \text{in} \ \Omega.
$$

Then, letting $j_5 \to \infty$ in (5.22) and using (5.26) and that $v^f_{j_5^i} \to v^f_0$ weakly in $W^{1,2}_0(\Omega)$, we obtain that $v^f_0(y) = \tilde{v}_f(y) = \int_\Omega G(z,y) f(z) dz$ for almost every $y \in \Omega$.

Using (5.24) and (5.29), an argument similar to the above shows that $u^f$ is a $W^{1,2}_0(\Omega)$ solution to the equation

$$
- \text{div}(A^i \nabla u^f_i + bu^f_i) + c \nabla u^f_i + du^f_i = f \quad \text{in} \ \Omega.
$$

It only remains to show (5.19) and (5.20). For this, we first note that the definition of $G^j_\phi$ and (5.6) show that, for any $y \in \Omega$ and any $\phi \in C^\infty_c(\Omega)$,

$$
\int_\Omega A^i \nabla G^j_{\phi} \nabla \phi + b_{j_5^i} \nabla \phi \cdot G^j_{\phi} + c_{j_5^i} \nabla G^j_{\phi} \cdot \phi + d_{j_5^i} G^j_{\phi} \phi = \phi(y) \quad (5.35)
$$

From Lemma 5.1, $b_j \to b$ and $c_j \to c$ strongly in $L^{n,1}(\Omega)$, and $d_j \to d$ strongly in $L^{\frac{3n}{n-1}}(\Omega)$. Hence, letting $i \to \infty$ in (5.35) and using (5.26), we obtain (5.19).

Using (5.11), the proof of (5.20) is similar, and this completes the proof. \[\square\]
We now drop the boundedness assumption on $\Omega$, and we construct Green’s function in arbitrary domains.

**Theorem 5.3.** Let $\Omega \subseteq \mathbb{R}^n$ be a domain. Let $A$ be uniformly elliptic and bounded in $\Omega$, with ellipticity $\lambda$, and suppose that $b, c \in L^{n,q}(\Omega)$ for some $q \in [1, \infty)$, $d \in L^{\frac{n}{n-2}}(\Omega)$, with $b - c \in L^{n,1}(\Omega)$ and $d \geq \text{div} b$. Then, for every $x, y \in \Omega$ there exist nonnegative functions $G_y(z) = G_0(z, y)$, $g_x(z) = g^i_0(z, x)$, where $G, g$ are measurable in $\Omega^2$, with $G_y, g_x \in L^1_{\text{loc}}(\Omega)$ such that, for all $f \in L^\infty_\text{loc}(\Omega)$, if we define

$$
u^f(y) = \int_\Omega G(z, y) f(z) \, dz, \quad \nu^f(x) = \int_\Omega g(z, x) f(z) \, dz, \quad x, y \in \Omega,$$

then $u, v \in Y^1_0(\Omega)$, and they are solutions to the equations

$$-\text{div}(A^i \nabla v^f + cu^f) + b \nabla v^f + dv^f = f, \quad -\text{div}(A^i \nabla u^f + bu^f) + c \nabla u^f + du^f = f$$

in $\Omega$. Moreover, for any $x, y$,

$$\|G_y\|_{L^{\frac{n}{n-2}}(\Omega)} + \|\nabla G_y\|_{L^{\frac{n}{n-2}}(\Omega)} + \|g_x\|_{L^{\frac{n}{n-2}}(\Omega)} + \|\nabla g_x\|_{L^{\frac{n}{n-2}}(\Omega)} \leq C,$$

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$ only. In addition, if $x, y$ are fixed, then

$$G_y(z) \leq C' |z - y|^{2-n} \text{ for almost every } z \in \Omega, \quad \text{and} \quad g_x(w) \leq C' |w - x|^{2-n} \text{ for almost every } w \in \Omega,$$

where $C'$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$ only. Furthermore, for any $\delta(x) > \varepsilon_2 > \varepsilon_1 > 0, \delta(y) > \varepsilon_2' > \varepsilon_1' > 0$ and any two functions $\psi, \psi' \in C^\infty(\mathbb{R}^n)$ with $\psi \equiv 0$ in $B_{\varepsilon_1}(y)$, $\psi' \equiv 0$ in $B_{\varepsilon_1}(x)$, and $\psi \equiv 1$ outside $B_{\varepsilon_2}(y)$, $\psi' \equiv 1$ outside $B_{\varepsilon_2'}(x)$, we have that $G_y \psi, g_x \psi' \in W^{1,2}_0(\Omega)$ and, for any $r > 0$,

$$\int_{\Omega \setminus B_r(y)} |\nabla G_y|^2 + \int_{\Omega \setminus B_r(x)} |\nabla g_x|^2 \leq Cr^{2-n},$$

where $C$ depends on $n, \lambda, \|A\|_{\infty}$ and $\|b - c\|_{n,1}$ only. Moreover, the functions $G(z, w)$ and $g(w, z)$, for $z, w \in \Omega^2$ are measurable in $\Omega^2$, and

$$G(z, w) = g(w, z) \text{ for almost every } (z, w) \in \Omega^2.$$

Finally, in the case where $d \in L^{\frac{n}{n-1}}(\Omega)$, we have that, for every $y \in \Omega$ and every $\phi \in C^\infty(\Omega),$

$$\int_\Omega A \nabla G_y \cdot \phi + b \nabla \phi \cdot G_y + c \nabla G_y \cdot \phi + dG_y \phi = \phi(y), \quad (5.36)$$

and also, for every $x \in \Omega$ and every $\phi \in C^\infty(\Omega),$

$$\int_\Omega A^i \nabla g_x \cdot \phi + c \nabla \phi \cdot g_x + b \nabla g_x \cdot \phi + dg_x \phi = \phi(x). \quad (5.37)$$

**Proof.** Fix $x_0 \in \Omega$, and for $j \in \mathbb{N}$, let $\Omega_j$ be the connected component of $\Omega \cap B_j(x_0)$. Let now $G^j, g^j$ be Green’s functions for the operators $Cu = -\text{div}(A^i \nabla u + bu) + c \nabla u + du$ and $C^j u = -\text{div}(A^i \nabla u + cu) + b \nabla u + du$ in $\Omega_j$, in the sense of Lemma 5.2. Then $G^j$ and $g^j$ are measurable in $\Omega_j^2$, and, from Lemma 5.2, $G^j(x, y) = g^j(y, x)$ for almost every $(x, y) \in \Omega_j$. Extending $G^j, g^j$ by 0
in $\Omega^2 \setminus \Omega^1_2$ and using (5.18), we obtain that $G^j(x, y) = g^j(y, x)$ for every $(x, y) \in \mathcal{F}_j$, where $\mathcal{F}_j \subseteq \Omega^2$ has full measure. Also, for any $x, y \in \Omega$, (5.16) shows that
\[
\|G^j\|_{L^{\frac{n}{n-2}}(\Omega)} + \|G^j_{y}\|_{L^{\frac{n}{n-2}}(\Omega)} + \|g^j_{x}\|_{L^{\frac{n}{n-2}}(\Omega)} + \|\nabla g^j_{x}\|_{L^{\frac{n}{n-2}}(\Omega)} \leq C,
\]
where $C$ depends on $n, \lambda$ and $\|b - c\|_{n, 1}$.

Fix now $\mathcal{U} \subseteq \Omega^2$ with smooth boundary. As in the proof of Lemma 5.2, there exist $G_{U, j}, g_{U, j} \in W^{1, q}(\mathcal{U})$ such that, for subsequences $(G_{ii}^j), (g_{ii}^j)$, $G_{ii}^j \to G_{U, j}$ and $g_{ii}^j \to g_{U, j}$ almost everywhere in $\mathcal{U}$. Using a diagonalization argument, we obtain that there exist measurable functions $G, g$ defined in $\Omega^2$ and a set $\mathcal{F} \subseteq \Omega^2$ with full measure, such that, for subsequences $(G_{ii}^j), (g_{ii}^j)$,
\[
G_{ii}^j(x, y) \to G(x, y), \quad g_{ii}^j(y, x) \to g(y, x), \quad \text{for every } (x, y) \in \mathcal{F}.
\]
Setting $\mathcal{F}_0 = \mathcal{F} \cap \bigcap_{j=1}^{\infty} \mathcal{F}_j$, we obtain that $\mathcal{F}_0 \subseteq \Omega^2$ has full measure, and for all $(x, y) \in \mathcal{F}_0$,
\[
G(x, y) = \lim_{i \to \infty} G_{ii}^j(x, y) = \lim_{i \to \infty} g_{ii}^j(y, x) = g(y, x).
\]

We now fix $x, y \in \Omega$. Using (5.38), we obtain that there exist subsequences $(G^j_{y})^2, (g^j_{x})^2$ (depending on $y, x$ respectively) and functions $G_y, g_x$ defined in $\Omega$, such that
\[
G^j_{y} \to G_y \quad \text{weakly}^* \text{ in } L^{\frac{n}{n-2}}(\Omega), \quad \nabla G^j_{y} \to \nabla G_y \quad \text{weakly}^* \text{ in } L^{\frac{n}{n-1}}(\Omega),
\]
\[
G^j_{y} \to G_y \quad \text{almost everywhere},
\]
and also
\[
g^j_{x} \to g_y \quad \text{weakly}^* \text{ in } L^{\frac{n}{n-2}}(\Omega), \quad \nabla g^j_{x} \to \nabla g_x \quad \text{weakly}^* \text{ in } L^{\frac{n}{n-1}}(\Omega),
\]
\[
g^j_{x} \to g_x \quad \text{almost everywhere}.
\]
If $F_y, F^x$ are the sets in which $(G^j_{y})^2, (g^j_{x})^2$ converge pointwise, we explicitly define
\[
G_y(z) = \lim_{i \to \infty} G^j_{y}(z) \quad \text{for every } z \in F_y, \quad g_x(w) = \lim_{i \to \infty} g^j_{x}(w) \quad \text{for every } w \in F^x.
\]

If now $(x, y) \in \mathcal{F}_0$, we obtain that $x \in F_y$ and $y \in F^x$. Hence, (5.39) and (5.40) show that
\[
G_y(x) = G(x, y) = g(y, x) = g_x(y) \quad \text{for almost every } (x, y) \in \Omega^2.
\]

Let now $f \in L^\infty(\Omega)$, and set
\[
v^f_j(y) = \int_{\Omega_j} G^j_{y}(z) f(z) \, dz.
\]

From Lemma 5.2, $v^f_j \in W^{1, 2}_0(\Omega_j)$ for every $j$, and it solves the equation $-\text{div}(A^j \nabla u + cu) + b \nabla u + du = f$ in $\Omega_j$. Now, from (5.17), $|v^f_j|$ is bounded above by a constant multiple of the Riesz potential $|I_2 f|$ (as on page 117 in [Ste70]). Since the exponents $2^*, 2$ satisfy the relation $\frac{1}{2^*} = \frac{1}{2} - \frac{2}{n}$, Theorem 1 on page 119 in [Ste70] shows that
\[
\|v^f_j\|_{L^{2^*}(\Omega)} \leq \|I_2 f\|_{L^{2^*}(\mathbb{R}^n)} \leq C\|f\|_{L^{2^*}(\mathbb{R}^n)} \leq C'\|f\|_{L^{2^*}(\Omega)},
\]

35
where $C'$ depends on $n, \lambda, \|A\|_\infty$ and $\|b - c\|_{n,1}$. Then, using Lemma 3.1 in $\Omega_j$ (with $\phi \equiv 1$), we obtain that
\[
\int_{\Omega_j} |\nabla v_j^f|^2 \leq C\|f\|^2_{L^2(\Omega_j)} + C\|u\|^2_{L^2(\Omega_j)} \leq \tilde{C},
\]
hence $(v_j^f)$ is uniformly bounded in $Y^{1,2}_0(\Omega_j)$. Extending $(v_j^f)$ by 0 in $\Omega \setminus \Omega_j$, we obtain that $(v_j^f)$ is uniformly bounded in $Y^{1,2}_0(\Omega)$; hence, reflexivity of $Y^{1,2}_0(\Omega)$ implies that there exists a subsequence of $(v_{j_k}^f)$ that converges weakly to some $v_0^f \in Y^{1,2}_0(\Omega)$. Using an argument similar to the proof of Lemma 5.2, we have that
\[
v^f(y) = \int_{\Omega} G(z, y)f(z) \, dz
\]
is a $Y^{1,2}_0(\Omega)$ solution to the equation $-\text{div}(A^t\nabla v^f + cv^f) + b\nabla v^f + dv^f = f$ in $\Omega$. Similarly, we show that $u^f$ is a $Y^{1,2}_0(\Omega)$ solution to the equation $-\text{div}(A\nabla u^f + bu^f) + c\nabla u^f + du^f = f$ in $\Omega$.

The rest of the proof is similar to the proof of Lemma 5.2, where to show (5.36) and (5.37) we also use that $b\chi_{\Omega_j} \to b$ in $L^{n,1}(\Omega)$ and $d\chi_{\Omega_j} \to d$ in $L^{2,1}(\Omega)$ (if $d \in L^{2,1}(\Omega)$). This completes the proof.

Note that the previous theorem asserts existence of solutions to the equation $Lu = f$ for $f \in L^\infty_c(\Omega)$. Using those solutions, we can show uniqueness for solutions to the adjoint equation.

**Proposition 5.4.** Under the same assumptions as in Theorem 5.3, if $v \in Y^{1,2}_0(\Omega)$ is a solution to the equation
\[-\text{div}(A^t\nabla v + cv) + b\nabla v + dv = 0,
\]
then $v \equiv 0$.

**Proof.** Let $f \in L^\infty_c(\Omega)$. From Theorem 5.3, there exists a solution $u^f \in Y^{1,2}_0(\Omega)$ to the equation $-\text{div}(A\nabla u^f + bu^f) + c\nabla u^f + du^f = f$ in $\Omega$. Therefore, for all $f \in L^\infty_c(\Omega)$,
\[
\int_{\Omega} fv = \int_{\Omega} A\nabla u^f \cdot \nabla v + b\nabla v \cdot u^f + c\nabla u^f \cdot v + du^f v = 0,
\]
which implies that $v \equiv 0$. This completes the proof.

Combining Propositions 3.3 and 5.4, we can now show that the solutions $u^f$ and $v^f$ in Theorem 5.3 are unique.

**Proposition 5.5.** Under the same assumptions as in Theorem 5.3, for any $f \in L^\infty_c(\Omega)$, the functions
\[v^f(y) = \int_{\Omega} G(z, y)f(z) \, dz, \quad u^f(x) = \int_{\Omega} g(z, x)f(z) \, dz, \quad x, y \in \Omega,
\]
are the unique $Y^{1,2}_0(\Omega)$ solutions to the equations
\[-\text{div}(A\nabla u + bu) + c\nabla u + du = f, \quad -\text{div}(A^t\nabla v + cv) + b\nabla v + dv = f, \quad \text{in } \Omega.
\]

Finally, we show uniqueness of Green’s functions.
Proposition 5.6. Under the same assumptions as in Theorem 5.3, suppose that $G^*(x,y) = G_y^*(x)$ is a function such that $G_y^* \in L^1_{\text{loc}}(\Omega)$ for almost every $y \in \Omega$, and for all $f \in L_c^\infty(\Omega)$, the function

$$v^f_*(y) = \int_{\Omega} G^*(z,y)f(z) \, dz$$

is a $Y_0^{1,2}(\Omega)$ solution to the equation $-\text{div}(A^i \nabla v^f_*) + cv^f_* + b \nabla v^f_* + dv^f_* = f$ in $\Omega$. If $G$ is Green’s function constructed in Theorem 5.3, then for almost every $y \in \Omega$, $G^*_y = G_y$ almost everywhere in $\Omega$. The analogous statement holds for $g$.

Proof. Let $f \in L_c^\infty(\Omega)$ and consider the function $v^f = \int_{\Omega} G(z,y)f(z) \, dz$ from Theorem 5.3. Then, from Proposition 5.5, $v^f = v^f_*$ almost everywhere in $\Omega$. Set now $F_f$ to be the set of $y \in \Omega$ with $G^*_y \in L^1_{\text{loc}}(\Omega)$ and $v^f(y) = v^f_*(y)$, then $F_f$ has full measure in $\Omega$. Let $(f_m)$ be an enumeration of the characteristic functions of $B_r(q_i)$, where $q_i \in \Omega \cap \mathbb{Q}^n$ and $r_j > 0$ with $r_j \in \mathbb{Q}$, and set $F = \bigcap_m F_{f_m}$. Then $F$ has full measure in $\Omega$, and for all $y \in F$, $q_j \in \Omega \cap \mathbb{Q}^n$ and $r_j > 0$ with $r_j \in \mathbb{Q}$,

$$\int_{B_{r_j}(q_i)} (G^*(z,y) - G(z,y)) \, dz = 0.$$  (5.41)

If we fix $y \in F$, then the set of Lebesgue points of $G^*(\cdot,y) - G(\cdot,y)$ has full measure in $\Omega$, hence (5.41) shows that $G^*(z,y) = G(z,y)$ for almost every $z \in \Omega$.

The analogous statement for $g$ is proved in the same way, and this completes the proof. \qed

6 Counterexamples

In this section we show that, in the setting of Lorentz spaces, the space $L^{n,1}$ is optimal in order to deduce pointwise bounds as in Theorem 5.3. This will be done using the function $c(x)$ defined in (1.1) in the Introduction, for which we first show the following lemma.

Lemma 6.1. Let $B = B_{1/e}$ be the ball with radius $1/e$, centered at 0, and consider the function $c$ in (1.1). Then $c \in L^{n,q}(B)$ for all $q > 1$, but $c \notin L^{n,1}(B)$.

Proof. Let $C_n$ be the volume of the unit ball in $\mathbb{R}^n$. It is straightforward to check that, if $B$ is a ball centered at 0 and $f(x) = f(|x|): B \setminus \{0\} \to \mathbb{R}$, with $f \geq 0$ decreasing and continuous, then $f^*(s) = f\left(C_n^{-1/n}s^{1/n}\right)$, so $c^*(s) = C_n^{1/n}s^{-1/n}\left(-\ln(C_n^{-1/n}s^{1/n})\right)^{-1}$. Hence, for $q > 1$, if $s = \sigma n C_n$

$$\int_0^{[B]} s^{q/n-1} c^*(s)^q \, ds = \int_0^{C_n^{1/n}} \frac{C_n^{q/n}}{s(-\ln(C_n^{-1/n}s^{1/n}))^q} \, ds = \int_0^{1/e} \frac{n C_n^{q/n}}{\sigma(-\ln\sigma)^q} \, d\sigma < \infty.$$  

This shows that $c \in L^{n,q}(B)$ for any $q > 1$. A similar calculation shows that $c \notin L^{n,1}(B)$. \qed

Using the previous lemma, Definition 2.1 and the comment after it, we can follow the argument in Proposition 7.5 in [KS18] to obtain the next proposition for Green’s function for $-\Delta u + c\nabla u = 0$.

Proposition 6.2. Let $B = B_{1/e}$. Let $q > 1$ and $\delta > 0$ and set $c_\delta = \delta c$, where $c$ is as in (1.1).

Then $c_\delta \in L^{n,q}(B)$, $\|c_\delta\|_{n,q} \leq \|c\|_{L^{n,\delta}}$, and if Green’s function $G_\delta^*(x,y) = G_\delta^*(x,y)$ for the operator $-\Delta u + c_\delta \nabla u$ exists, then it cannot belong to $L^1(B)$ uniformly in $y$. In particular, the bounds

$$G^*(x,y) \leq C|x - y|^{2-n}, \quad \|G^*(\cdot,y)\|_{L^{n,1}(\Omega)} \leq C$$

for some $C > 0$, for almost every $x,y \in B$, cannot hold.
Hence, even assuming that \( c \) has small \( L^{n,q} \) norm for some \( q > 1 \) does not necessarily imply the pointwise bounds for Green’s function. In view of Theorem 5.3, the previous proposition shows that the consideration of \( L^{n,1} \) is both necessary and optimal in order to deduce weak type bounds and pointwise bounds in the case \( d \geq \text{div} \): 

We now turn to the equation \(- \Delta u - \text{div}(cu) = 0\). Since \( c \in L^n(B) \), Theorem 7.2 in [KS18] shows that, for any \( \delta > 0 \), Green’s function \( g^\delta(y) = g^\delta(y,x) \) for the operator \(- \Delta u - \text{div}(\delta cu) \) in \( B \) exists, and also satisfies the bounds

\[
\|g^\delta_x\|_{L^{n,\infty}^n(B)} + \|\nabla g^\delta_x\|_{L^{n,\infty}^n(B)} \leq C,
\]

where \( C \) depends on \( n, r_{\tilde{\delta}b} \left( \frac{1}{|A_{\tilde{\delta}c}|} \right) \) and \( \tilde{\delta}_{\tilde{\delta}c} \left( \frac{1}{|A_{\delta c}|} \right) \) (defined in (2.2) and (2.6) in [KS18]). However, the following counterexample shows that the pointwise bound \( g^\delta(y,x) \leq C|y-x|^{2-n} \) fails for \( g^\delta \).

**Proposition 6.3.** Let \( B = B_{1/\varepsilon} \). Let \( q > 1 \) and \( \delta > 0 \) and set \( b_\delta = \delta c \), where \( c \) is as in (1.1). Then \( c_0 \in L^{n,q}(B) \), \( \|c_0\|_{n,q} \leq |c|_{n,q} \delta \), and if \( g^\delta(y) = g^\delta(y,x) \) is Green’s function for the operator \(- \Delta u - \text{div}(c_\delta u) \) in \( B \), then, the bound

\[
g^\delta(y,x) \leq C|y-x|^{2-n}
\]

for some \( C > 0 \), for almost every \( x, y \in B \), **cannot** hold.

**Proof.** We will show a stronger fact: for any \( 0 < \varepsilon_1 < \varepsilon_2 < \varepsilon_3 < \varepsilon^{-1} \), the inequality

\[
g^\delta(y,x) \leq C \text{ for almost every } y \in B_{\varepsilon_1}, \, x \in B_{\varepsilon_3} \setminus B_{\varepsilon_2},
\]

**cannot** hold, for any \( C > 0 \). To show this, let \( \varepsilon \in (0, \varepsilon^{-1}) \), and set

\[
G_{\delta,\varepsilon}(\rho) = \left\{ \begin{array}{ll}
\int_{0}^{\rho} \sigma^{n-1}(-\ln\sigma)^{\delta} d\sigma, & 0 \leq \rho \leq \varepsilon \\
\int_{0}^{\varepsilon} \sigma^{n-1}(-\ln\sigma)^{\delta} d\sigma, & \varepsilon < \rho \leq \varepsilon^{-1}.
\end{array} \right.
\]

Then \( G_{\delta,\varepsilon} \) is continuous in \([0, \varepsilon^{-1}]\), \( G'_{\delta,\varepsilon}(\rho) = \rho^{n-1}(-\ln\rho)^{\delta} \) for \( 0 < \rho < \varepsilon \), and \( G'_{\delta,\varepsilon}(\rho) = 0 \) for \( \varepsilon < \rho < \varepsilon^{-1} \). Moreover, \( G_{\delta,\varepsilon} \geq 0 \), and also

\[
G_{\delta,\varepsilon}(\rho) \leq C_n \rho^n(-\ln\rho)^{\delta} \text{ for } 0 < \rho < \varepsilon^{-1}, \quad G_{\delta,\varepsilon}(\varepsilon) \geq C_n (-\ln \varepsilon)^{\delta} \varepsilon^n. \quad (6.1)
\]

We now set

\[
u_{\delta,\varepsilon}(r) = \int_{r}^{e^{-1}} \frac{G_{\delta,\varepsilon}(\rho)}{\rho^{n-1}(-\ln\rho)^{\delta}} d\rho.
\]

From (6.1), \( u_{\delta,\varepsilon} \) is Lipschitz in \((0, \varepsilon^{-1})\). So, if \( u_{\delta,\varepsilon}(x) = u_{\delta,\varepsilon}(|x|) \), then \( u_{\delta,\varepsilon} \in \text{Lip}(B) \cap W^{1,2}_0(B) \) and

\[-\Delta u_{\delta,\varepsilon} + \delta cu_{\delta,\varepsilon} = -u_{\delta,\varepsilon}'' - \frac{n-1}{r} u_{\delta,\varepsilon}' - \frac{\delta}{r \ln r} u_{\delta,\varepsilon}' = \chi_{(0,\varepsilon)}(|x|),
\]

hence \( u_{\delta,\varepsilon} \) is the \( W^{1,2}_0(B) \) solution to the equation \(-\Delta u_{\delta,\varepsilon} + \delta cu_{\delta,\varepsilon} = \chi_{B_\varepsilon} \) in \( B \).
Let now $0 < \varepsilon_1 < \varepsilon_2 < \varepsilon_3 < e^{-1}$, and suppose that $g^{\delta}(y, x) \leq C$ for almost every $y \in B_{\varepsilon_1}$ and $x \in B_{\varepsilon_3} \setminus B_{\varepsilon_2}$, for some $C > 0$. Then, for $\varepsilon < \varepsilon_1$ and almost every $x$ with $\varepsilon_2 < |x| < \varepsilon_3$, we should have that

$$u_{\delta, \varepsilon}(x) = \int_{B} g^{\delta}(y, x)\chi_{B_{\varepsilon}}(y) \, dy \leq C \int_{B_{\varepsilon}} dy \leq C \varepsilon^n.$$  

(6.2)

Now, from the definition of $G_{\delta, \varepsilon}$, $G_{\delta, \varepsilon}(\rho) = G_{\delta, \varepsilon}(\varepsilon)$ for $\rho > \varepsilon$. So, if $\varepsilon_2 < |x| < \varepsilon_3$, then

$$u_{\delta, \varepsilon}(x) = \int_{|x|}^{e^{-1}} \frac{G_{\delta, \varepsilon}(\rho)}{\rho^{n-1}(-\ln \rho)^{\delta}} \, d\rho \geq \int_{\varepsilon_3}^{e^{-1}} \frac{G_{\delta, \varepsilon}(\rho)}{\rho^{n-1}(-\ln \rho)^{\delta}} \, d\rho = G_{\delta, \varepsilon}(\varepsilon) \int_{\varepsilon_3}^{e^{-1}} \frac{1}{\rho^{n-1}(-\ln \rho)^{\delta}} \, d\rho \geq C_n(-\ln \varepsilon)^{\delta} \varepsilon^n \Rightarrow (-\ln \varepsilon)^{\delta} \varepsilon^n \leq C,$$

(6.3)

where we used (6.1) for the last estimate. So, (6.2) and (6.3) show that

$$C_n(-\ln \varepsilon)^{\delta} \varepsilon^n \leq C \varepsilon^n \Rightarrow (-\ln \varepsilon)^{\delta} \varepsilon^n \leq C,$$

which is a contradiction by letting $\varepsilon \to 0$. This completes the proof.

So, in the case $d \geq \text{div } c$, we see again that the space $L^{n,1}$ is necessary and optimal in order to deduce pointwise bounds for Green’s function in Theorem 5.3: from the previous proposition, even assuming smallness of an $L^{n,q}$ norm for some $q > 1$ is not enough to guarantee those bounds.

**Remark 6.4.** In the case when $d, c$ are not identically 0, it might seem that the assumption $d \geq \text{div } c$ allows us to consider lower regularity than $c \in L^{n,1}(\Omega)$ in order to deduce pointwise bounds in Theorem 5.3. However, this is not the case: if $c$ is as in (1.1), then

$$\text{div } c = \frac{1 - (n-2)\ln r}{r^2 \ln^2 r} \in L^{n, q}(B) \text{ for all } q > 1.$$

So, setting $\tilde{c} = -c, \tilde{d} = \text{div } \tilde{c}$ and $b = 0$, we obtain that $\tilde{d} \in L^{n, q}$ for all $q > 1$, $\tilde{d} \geq \text{div } \tilde{c}$, and then the operator $Lu = -\Delta u + \tilde{c}\nabla u + \tilde{d}u$ is equal to $Lu = -\Delta u - \text{div}(cu)$. Then, from Proposition 6.3, Green’s function for $L$ in $u$ cannot satisfy pointwise bounds. So, the assumption $c \in L^{n,1}(\Omega)$ is necessary in this case as well.

7 Applications

7.1 Global boundedness

As a first application of our results, we will show a maximum principle (with a constant) for subsolutions. In order to do this, we first show a pointwise estimate for solutions that vanish on the boundary to equations with right hand sides.

**Lemma 7.1.** Let $\Omega \subseteq \mathbb{R}^n$ be a domain with $|\Omega| < \infty$. Let $A$ be uniformly elliptic and bounded in $\Omega$, and suppose that $b, c \in L^{n,q}(\Omega)$ for some $q \in [1, \infty)$, $d \in L^{n,\infty}(\Omega)$, with $b - c \in L^{n,1}(\Omega)$, and either $d \geq \text{div } b$, or $d \geq \text{div } c$. If $f \in L^{n,1}(\Omega)$ and $g \in L^{n,1}(\Omega)$, the solution $u \in W_{0}^{1,2}(\Omega)$ that solves the equation $-\text{div}(A\nabla u + bu) + c\nabla u + du = -\text{div } f + g$ in $\Omega$ is bounded, with

$$\|u\|_{\infty} \leq C\|f\|_{n,1} + C\|g\|_{n,1},$$

where $C$ depends only on $n, \lambda$ and $\|b - c\|_{n,1}$.  
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**Proof.** Existence and uniqueness of such a solution is guaranteed from Lemmas 4.2 and 4.4 in [KS18]. Let now \((f_j), (g_j)\) be compactly supported Lipschitz continuous functions in \(\Omega\), with \(f_j \to f\) in \(L^{n,1}(\Omega)\) and \(g_j \to g\) in \(L^\frac{n}{2},1(\Omega)\). In the case that \(d \geq \text{div } c\), let \(G\) be Green’s function for the equation \(-\text{div}(A\nabla u + cu) + b\nabla u + du = 0\) in \(\Omega\) from Theorem 5.3, and define

\[
u_j(y) = \int_\Omega G_y(x)(-\text{div} f_j(x) + g_j(x)) \, dx = \int_\Omega \nabla x G_y(x) \cdot f_j(x) \, dx + \int_\Omega G_y(x)g_j(x) \, dx. \tag{7.1}
\]

From Theorem 5.3, \(u_j\) is a \(W^{1,2}_0(\Omega)\) solution to the equation

\[-\text{div}(A\nabla u_j + bu_j) + c\nabla u_j + du_j = -\text{div} f_j + g_j\]

in \(\Omega\). Moreover, since \(n > 2\) and \(\frac{q}{2} > 2\), we have that \(f_j \to f\) in \(L^2(\Omega)\) and \(g_j \to g\) in \(L^2(\Omega)\), therefore, from (4.5) in [KS18] we obtain that \(\nu_j \to u\) in \(W^{1,2}_0(\Omega)\). Hence, for a subsequence \((u_{jm})\), \(u_{jm} \to u\) almost everywhere in \(\Omega\), from the Rellich compactness theorem. Note now that, from Theorem 5.3, \(\|G_y\|_{L^{\frac{n}{2},\infty}(\Omega)} + \|\nabla G_y\|_{L^{\frac{n}{2},\infty}(\Omega)} \leq C\), where \(C\) depends only on \(n, \lambda\) and \(\|b - c\|_{n,1}\).

Hence, using (7.1), we obtain that, for almost every \(y \in \Omega\),

\[
|u_{jm}(y)| \leq C_n \|\nabla G_y\|_{L^{\frac{n}{2},\infty}(\Omega)} \|f_{jm}\|_{L^{n,1}(\Omega)} + C_n \|\nabla G_y\|_{L^{\frac{n}{2},\infty}(\Omega)} \|g_{jm}\|_{L^{\frac{n}{2},1}(\Omega)}
\]

and letting \(m \to \infty\) completes the proof. \(\square\)

Note the sharp contrast between Lemma 7.1 above and Lemma 7.4 in [KS18], in which a solution \(u \in W^{1,2}_0(\Omega)\) to \(-\Delta u - \text{div}(cu) = f\) in \(B_{1/\epsilon}\) is constructed, for the \(c\) in (1.1) and some \(f \in L^\infty(B)\), but where \(u\) is not bounded. From Lemma 6.1, \(c \in L^{n,q}(\Omega)\) for every \(q > 1\), and this shows the necessity and the optimality of \(L^{n,1}\) to obtain pointwise bounds for solutions as in Lemma 7.1.

**Remark 7.2.** We remark that the assumption \(|\Omega| < \infty\) in Lemma 7.1 can be dropped, but in this case we will have to add the assumptions \(f \in L^2(\Omega)\) and \(g \in L^2(\Omega)\). Then, using the estimates in [Mou19] to show that \(u_m \to u\) in \(Y^{1,2}_0(\Omega)\), the same result will hold.

We now show a proposition whose proof is inspired by Theorem 8.1 in [GT01]. Note that under slightly weaker hypotheses, this proposition has appeared in [Mou18] (see also Theorem 5.1 in [Mou19] for a different proof).

**Proposition 7.3.** Let \(\Omega \subseteq \mathbb{R}^n\) be a domain. Assume that \(A\) is uniformly elliptic and bounded, with ellipticity \(\lambda\), and \(b, c \in L^{n,\infty}(\Omega), d \in L^{\frac{n}{2},\infty}(\Omega)\), with \(b - c \in L^{n,q}(\Omega)\) for some \(q < \infty\) and \(0 \leq d \leq \text{div } c\). If \(u \in Y^{1,2}(\Omega)\) is a subsolution of the equation

\[-\text{div}(A\nabla u + bu) + c\nabla u + du \leq 0\]

in \(\Omega\), with \(u \leq 0\) on \(\partial \Omega\), then \(u \leq 0\) in \(\Omega\).

**Proof.** By contradiction, assume that the set \([u > 0]\) has positive measure in \(\Omega\). Moreover, from (2.8), we can assume that \(q > n\).

From the assumptions, \(u^+ \in Y^{1,2}_0(\Omega)\). Let now \(\delta > 0\), and define

\[
u_\delta(x) = \delta - (\delta - u^+) = \begin{cases} 0, & u(x) \leq 0 \\ u(x), & 0 < u(x) \leq \delta \\ \delta, & u(x) > \delta \end{cases}
\]
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then $u_\delta \in Y_0^{1,2}(\Omega)$ and $wu_\delta \geq 0$ in $\Omega$. As in Proposition 3.2, we use $u_\delta$ as a test function, and since $A\nabla u\nabla u_\delta = A\nabla u_\delta \nabla u_\delta$ and $d \geq \text{div} c$, combining with Lemma 2.2 and (2.10) we obtain that

$$\lambda \|\nabla u_\delta\|_{L^2(\Omega)}^2 \leq \int_\Omega A\nabla u_\delta \nabla u_\delta \leq \int_\Omega (c - b)\nabla u_\delta \cdot u.$$ 

Set $D_\delta = \{0 < u \leq \delta\}$ and note that $u = u_\delta$ in $D_\delta$ and $\nabla u_\delta = 0$ almost everywhere in $\Omega \setminus D_\delta$. Therefore, if $\frac{q}{p}$ is the conjugate exponent to $\frac{p}{q}$, as in (3.5) we estimate

$$\lambda \|\nabla u_\delta\|^2_{L^2(\Omega)} \leq \int_{D_\delta} |c - b|\nabla u_\delta\|u_\delta\| \leq C_n\|b - c\|_{L^n,q(D_\delta)}\|\nabla u_\delta\|_{L^2(\Omega)}\|u_\delta\|_{L^{2,q}(\Omega)}$$

$$\leq C_{n,q}\|b - c\|_{L^n,q(D_\delta)}\|\nabla u_\delta\|_{L^2(\Omega)}\|u_\delta\|_{L^{2,q}(\Omega)} \leq C_{n,q}\|b\|_{L^n,q(D_\delta)}\|\nabla u_\delta\|^2_{L^2(\Omega)},$$

where $C$ depends on $n, q$. 

If $\|\nabla u_\delta\|_2 = 0$ for some $\delta > 0$, then $u_\delta$ is constant in $\Omega$. Since $u_\delta \in Y_0^{1,2}(\Omega)$, this implies that $u_\delta \equiv 0$, hence $u \leq 0$, which is a contradiction; hence $\|\nabla u_\delta\|_2 \neq 0$ for all $\delta > 0$. Therefore, the last estimate shows that, for every $\delta > 0$,

$$\|b - c\|_{L^n,q(D_\delta)} \geq C_{n,q,\lambda}.$$ 

On the other hand, $\chi_{D_{1/m}} \to 0$ everywhere in $\Omega$ as $m \to \infty$, therefore Lemma 2.5 shows that $\|b - c\|_{L^n,q(D_{1/m})} \to 0$ as $m \to \infty$, which is a contradiction. Hence $u \leq 0$ in $\Omega$, which completes the proof. \hfill \Box

Remark 7.4. The estimate in Proposition 7.3 is notable since an assumption of the form $u \leq s$ on $\partial \Omega$, for $s > 0$, does not guarantee that $u$ is bounded in $\Omega$, even if $s$ is assumed to be small and $b - c$ has small $L^{n,q}(\Omega)$ norm. This is exhibited by the argument in the proof of Lemma 7.4 in [KS18].

We now show a maximum principle for subsolutions in the case $d \geq \text{div} c$.

Proposition 7.5. Under the same assumptions as in Lemma 7.1, assume that $u \in W^{1,2}(\Omega)$ is a subsolution to the equation $- \text{div}(A\nabla u + bu) + c\nabla u + du \leq - \text{div} f + g$. Then,

$$\sup_{\Omega} u \leq C \left( \sup_{\partial\Omega} u^+ + \|f\|_{n,1} + \|g\|_{\frac{q}{p},1} \right),$$

where $C$ depends on $n, \lambda$ and $\|b - c\|_{n,1}$ only.

Proof. Let $v \in W_0^{1,2}(\Omega)$ be the solution to the equation $- \text{div}(A\nabla v + bv) + c\nabla v + dv = - \text{div} f + g$ in $\Omega$, from Lemma 4.4 in [KS18]. Then, Lemma 7.1 shows that $\|v\|_\infty \leq C\|f\|_{n,1} + C\|g\|_{\frac{q}{p},1}$ for some $C$ that depends on $n, \lambda$ and $\|b - c\|_{n,1}$, and also $w = u - v$ is a subsolution to

$$- \text{div}(A\nabla w + bw) + c\nabla w + dw \leq 0$$

in $\Omega$. Since 0 is a subsolution to the equation above, we have that $w^+ = \max\{w, 0\} \in W^{1,2}(\Omega)$ is a subsolution to the same equation in $\Omega$: in the case that the operator is coercive, this follows from Theorem 3.5 in [Sta65]; in the general case, we split the domain in finitely many subdomains in which the operator is coercive, and we use a partition of unity argument. Since $w^+ \geq 0$, the assumption $d \geq \text{div} c$ shows that $w^+$ is a subsolution to

$$- \text{div}(A\nabla w^+ + (b - c)w^+) \leq 0.$$ 
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Let now \( l = \sup_{\partial \Omega} u^+ \), and assume that \( l < \infty \). We then let \( v_0 \in W^{1,2}_0(\Omega) \) be the solution to the equation \(- \text{div}(A \nabla v_0 + (b-c)v_0) = - \text{div}(l(b-c)) \) in \( \Omega \). Then, Lemma 7.1 shows that \( \|v_0\|_\infty \leq C\|l(b-c)\|_{n,1} \). Moreover, since \( w_0 = w^+ - l + v_0 \in W^{1,2}(\Omega) \), and \(- \text{div}(A \nabla w_0 + (b-c)w_0) \leq 0 \) in \( \Omega \) with \( w_0 \leq 0 \) on \( \partial \Omega \), Proposition 7.3 shows that \( w_0 \leq 0 \) in \( \Omega \). Hence,

\[
\sup_{\Omega} u = \sup_{\Omega}(v + w) \leq \|v\|_\infty + \sup_{\Omega} w^+ \leq \|v\|_\infty + \sup_{\Omega}(w_0 + l - v_0) \leq \|v\|_\infty + \|v_0\|_\infty + l,
\]

and combining with the pointwise bounds on \( v \) and \( v_0 \) above completes the proof. \( \square \)

**Remark 7.6.** As in Remark 7.2, the assumption \( |\Omega| < \infty \) in the previous Proposition can be dropped, after assuming also that \( g \in L^2(\Omega) \) and \( f \in L^2(\Omega) \).

### 7.2 Local Boundedness

We now turn to a local boundedness estimate. We will follow the idea in the proof of Proposition 3.4; that is, we will first show the estimate in the case that the \( L^{n,1} \) norm of \( b-c \) is small, and using the maximum principle in Proposition 7.5 we will pass to general norms. The first step is the following.

**Lemma 7.7.** Let \( B_r \subseteq \mathbb{R}^n \) be a ball of radius \( r \). Let \( A \) be uniformly elliptic and bounded in \( B_r \) with ellipticity \( \lambda \). There exists \( \varepsilon_0 > 0 \), depending only on \( n \) and \( \lambda \) such that, if \( b \in L^{n,1}(B_r) \) with \( \|b\|_{n,1} \leq \varepsilon_0 \), then for every \( u \in W^{1,2}(B_r) \) that is a nonnegative subsolution to \(- \text{div}(A \nabla u + bu) \leq 0 \) in \( B_r \), we have that

\[
\sup_{B_{r/2}} u \leq C_0 \int_{B_r} u,
\]

where \( C_0 \) depends on \( n, \lambda \) and \( \|A\|_\infty \) only.

**Proof.** Since the estimate is scale invariant, we will assume that \( r = 1 \).

Note first that there exists \( \varepsilon_0 > 0 \) depending only on \( n \) and \( \lambda \) such that, if \( \|b\|_{n,1} \leq \varepsilon_0 \), then

\[
\int_{B_1} A \nabla w \cdot \nabla w + b \nabla w \cdot w \geq \frac{\lambda}{3} \int_{B_1} |\nabla w|^2,
\]

for every \( w \in W^{1,2}_0(\Omega) \). Then, an inspection of the proof of Lemma 3.1, together with the Sobolev inequality and (2.8) show that, if \( u_0 \) is a nonnegative subsolution to \(- \text{div}(A \nabla u_0 + bu_0) \leq - \text{div} f_0 \) in \( B_1 \) for some \( f_0 \in L^2(B_1) \), then for every \( \phi \in C_c(\hat{B}_1) \),

\[
\int_{B_1} |\phi \nabla u_0|^2 \leq C \int_{B_1} |u_0 \nabla \phi|^2 + \int_{B_1} |f_0 \nabla \phi|^2, \quad \left( \int_{B_1} |\phi u_0|^2 \right)^{2/2^*} \leq C \int_{B_1} |u_0 \nabla \phi|^2 + \int_{B_1} |f_0 \nabla \phi|^2,
\]

where \( C \) depends only on \( n, \lambda \) and \( \|A\|_\infty \), and where the second estimate follows from the first one by adding the term \( \int_{B_1} |u_0 \nabla \phi|^2 \) to both sides of the first estimate, and using Sobolev’s inequality. For the rest of this proof, we will assume that \( \|b\|_{L^{n,1}(B_1)} \leq \varepsilon_0 \).

We first apply (7.3) for \( u_0 = u, f_0 = 0 \) and \( \phi = \phi_1 \) being a smooth cutoff function supported in \( B_1 \), with \( \phi_1 \equiv 1 \) in \( B_{7/8} \) and \( 0 \leq \phi_1 \leq 1 \). Then, we obtain that

\[
\left( \int_{B_{7/8}} |u|^2 \right)^{2/2^*} + \int_{B_{7/8}} |\nabla u|^2 \leq C \int_{B_1} |u|^2.
\]
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Set now \( F = - \text{div}(A \nabla u + bu) \), then \( F \in W^{-1,2}(B_{7/8}) \) (the dual of \( W^{1,2}_0(B_{7/8}) \)). Therefore, from Lemma 4.4 in [KS18] (for \( c, d \) being identically equal to 0), there exists \( v \in W^{1,2}_0(B_{7/8}) \) such that
\[
- \text{div}(A \nabla v + bv) = F = - \text{div}(A \nabla u + bu).
\]
Then, using \( v \) in (7.2) and using Hölder’s inequality and Sobolev’s inequality, we estimate
\[
\frac{\lambda}{3} \int_{B_{7/8}} |\nabla v|^2 \leq \int_{B_{7/8}} A \nabla v \cdot v + b \nabla v \cdot v = \int_{B_{7/8}} A \nabla u \cdot v + b \nabla v \cdot u
\leq C\|\nabla v\|_{L^2(B_{7/8})} \left( \|\nabla u\|_{L^2(B_{7/8})} + \|bu\|_{L^2(B_{7/8})} \right) \leq C\|\nabla v\|_{L^2(B_{7/8})}\|u\|_{L^2(B_1)},
\]
where \( C \) depends on \( n, \lambda \) and \( \|A\|_\infty \), and where we used (7.4) in the last step. Combining with Sobolev’s inequality, we obtain that
\[
\left( \int_{B_{7/8}} |v|^2 \right)^{2/2} + \int_{B_{7/8}} |\nabla v|^2 \leq C \left( \int_{B_1} |u|^2 \right)^{1/2}. \tag{7.5}
\]
Since \( - \text{div}(A \nabla u + bu) \leq 0 \), we obtain that \( v \in W^{1,2}_0(B_{7/8}) \) is a subsolution to \( - \text{div}(A \nabla v + bv) \leq 0 \), hence Proposition 7.3 shows that \( v \leq 0 \) in \( B_{7/8} \). Therefore, setting \( w = u - v \), we obtain that \( w \in W^{1,2}(B_{7/8}) \),
\[
- \text{div}(A \nabla w + bw) = 0 \text{ in } B_{7/8}, \text{ and } u = v + w \leq w.
\]
Suppose that \( \phi_2 \) is a smooth cutoff function, with \( \phi_2 \equiv 1 \) in \( B_{3/4} \), \( \phi_2 \) supported in \( B_{7/8} \) and \( 0 \leq \phi_2 \leq 1 \). Then, using \( \phi_2 \) in (7.3), for \( u_0 = w \) and \( f_0 = 0 \), we obtain that
\[
\left( \int_{B_{3/4}} |w|^2 \right)^{2/2} + \int_{B_{3/4}} |\nabla w|^2 \leq C \int_{B_{7/8}} |w|^2. \tag{7.6}
\]
Let now \( \phi_3 \) be a smooth cutoff function, with \( \phi_3 \equiv 1 \) in \( B_{5/8} \), \( \phi_3 \) supported in \( B_{3/4} \) and \( 0 \leq \phi_2 \leq 1 \), and set \( w_0 = w_\phi \in W^{1,2}_0(B_1) \). Then, we have that \( w_0 \) solves the equation
\[
- \text{div}(A \nabla w_0 + bw_0) = - \text{div}(A \nabla \phi_3 \cdot w) - A \nabla w \nabla \phi_3 - b \nabla \phi_3 \cdot w
\]
in \( B_1 \). Define \( f = A \nabla \phi_3 \cdot w \) and \( g = A \nabla w \nabla \phi_3 + b \nabla \phi_3 \cdot w \in L^2(B_2) \). Then, we estimate
\[
\|f\|_{L^2(B_1)}^2 \leq C \int_{B_{3/4}} |w|^2 \leq C \int_{B_1} |u|^2, \tag{7.7}
\]
where we used that \( w = u - v \) and (7.5) in the last estimate. Moreover, using (7.6), Hölder’s inequality and (7.5), we obtain that
\[
\|g\|_{L^2(B_1)}^2 \leq C \int_{B_{3/4}} |\nabla w|^2 + C \int_{B_{3/4}} |b - c|^2 |w|^2 \leq C \int_{B_{7/8}} |w|^2 \leq C \int_{B_1} |u|^2. \tag{7.8}
\]
Note now that \( f, g \) vanish in \( B_{5/8} \), therefore there exist two sequences \( (f_j), (g_j) \) of bounded functions in \( B_1 \), vanishing in \( B_{9/16} \), with \( f_j \to f \) and \( g_j \to g \) in \( L^2(B_1) \). We then consider Green’s function \( G(x, y) = G_y(x) \) for the operator \( - \text{div}(A' \nabla u) + b \nabla u \) in \( B_1 \) from Theorem 5.3, and set
\[
w_j(y) = \int_{B_1} \nabla G_y \cdot f_j - \int_{B_1} G_y g_j.
\]
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From Theorem 5.3, \( w_j \in W^{1,2}_0(B_1) \) and solves the equation \(- \text{div}(A \nabla w_j + bw_j) = - \text{div} f_j - g_j \); hence \( w_j - w_0 \in W^{1,2}_0(B_1) \), and solves the equation

\[
- \text{div}(A \nabla (w_j - w_0) + b(w_j - w_0)) = - \text{div}(f_j - f) - (g_j - g)
\]
in \( B_1 \). Moreover, since \( f_j \to f \) and \( g_j \to g \) in \( L^2(B_1) \), Lemma 4.2 in [KS18] shows that \( w_j \to w_0 \) in \( W^{1,2}_0(B_1) \). Hence, for a subsequence \( (w_{j_i}) \), \( w_{j_i} \to w_0 \) almost everywhere in \( B_1 \). Note also that, for every \( y \in B_{1/2} \), \( G_y \in W^{1,2}(B_1 \setminus B_{9/16}) \) from Theorem 5.3. Hence, using the formula of \( w_j \) and the support properties of \( f_j, g_j \) we obtain that, for almost every \( y \in B_{1/2} \),

\[
|w_{j_i}(y)| \leq \int_{B_1 \setminus B_{9/16}} |\nabla G_y \cdot f_{j_i}| + \int_{B_1 \setminus B_{9/16}} |G_y g_{j_i}|
\]

\[
\leq C \|\nabla G_y\|_{L^2(B_1 \setminus B_{9/16}(y))} \|f_{j_i}\|_{L^2(B_1)} + C \|G_y\|_{L^2(B_1 \setminus B_{9/16}(y))} \|g_{j_i}\|_{L^2(B_1)}
\]

where we used that \( B_{9/16}(y) \subseteq B_{9/16} \) for any \( y \in B_{1/2} \). Letting \( i \to \infty \), using the bounds in Theorem 5.3, (7.7) and (7.8) and also \( u \leq w = w_0 \) in \( B_{1/2} \), we obtain that

\[
\sup_{B_{1/2}} u \leq C \left( \int_{B_1} |u|^2 \right)^{1/2}
\]

where \( C \) depends on \( n, \lambda \) and \( \|A\|_{\infty} \) only.

We now let \( 0 < t < s < 1 \) and set \( \rho = \frac{s-t}{2} \). Then, for each \( x \) with \( |x| \leq t \), we use a scaling argument to apply the previous estimate in \( B_{\rho}(x) \), and we obtain that

\[
\sup_{B_{\rho/2}(x)} u \leq \frac{C}{\rho^{n/2}} \left( \int_{B_{\rho}(x)} |u|^2 \right)^{1/2} \leq \frac{C}{(s-t)^{n/2}} \left( \int_{B_s} |u|^2 \right)^{1/2}
\]

since \( B_{\rho}(x) \subseteq B_s \). This implies that

\[
\sup_{B_t} u \leq \frac{C}{(s-t)^{n/2}} \left( \int_{B_s} |u|^2 \right)^{1/2} \leq \frac{C}{(s-t)^{n/2}} \left( \int_{B_s} |u| \cdot \sup_{B_s} u \right)^{1/2} \leq \frac{C^2}{2(s-t)^n} \int_{B_s} |u| + \frac{1}{2} \sup_{B_s} u
\]

for all \( 0 < t < s < 1 \), where \( C \) only depends on \( n, \lambda \) and \( \|A\|_{\infty} \). Hence, using Lemma 5.1 on page 81 in [Gia93] completes the proof.

We now drop the smallness assumption in Lemma 7.7 and we show the following proposition.

**Proposition 7.8.** Let \( B_r \subseteq \mathbb{R}^n \) be a ball of radius \( r \). Let also \( A \) be uniformly elliptic and bounded in \( B_r \) with ellipticity \( \lambda \) and \( b, c \in L^{n,q}(B_r) \) for some \( q < \infty \), \( d \in L^\infty(B_r) \), with \( b - c \in L^{n,1}(B_r) \) and \( d \geq \text{div} c \), and \( f \in L^{n,1}(B_r), g \in L^{\frac{n}{2},1}(B_r) \). Then, for every solution or nonnegative subsolution \( u \in W^{1,2}(B_r) \) of \( Lu = - \text{div}(A \nabla u + bu) + c \nabla u + du \leq - \text{div} f + g \) in \( B_r \), we have that

\[
\sup_{B_{r/2}} |u| \leq C \left( \int_{B_r} |u| + C \|f\|_{L^{n,1}(B_r)} + C \|\nabla g\|_{L^{\frac{n}{2},1}(B_r)} \right),
\]

where \( C \) depends on \( n, \lambda, \|A\|_{\infty} \) and \( \|b - c\|_{n,1} \) only.
Proof. First, we subtract from \( u \) the solution \( v \in W^{1,2}_0(B_{r}) \) with \( \mathcal{L} v = - \text{div} f + g \) constructed in Lemma 7.1. If \( u \) solves \( \mathcal{L} u = - \text{div} f + g \), then \( \mathcal{L}(u - v) = 0 \), and if \( \mathcal{L} u \leq 0 \) is a nonnegative subsolution, then \( \mathcal{L}(u - v) \leq 0 \), so as in the proof of Proposition 7.5, \( \mathcal{L}((u - v)^+) \leq 0 \) and \( (u - v)^+ \geq 0 \). Hence, using the estimate in Proposition 7.5, we can assume that \( f \) and \( g \) are identically 0 in both cases.

Since the estimate is scale invariant, we will assume that \( r = 1 \). Then, if \( u \) is a solution to \( \mathcal{L} u = 0 \), then as in the proof of Proposition 7.5, \( u^+, u^- \) are subsolutions to \( \mathcal{L} u \leq 0 \), hence \( |u| = u^+ + u^- \) is a subsolution. Therefore it suffices to show the proposition for nonnegative subsolutions \( u \). Note then that \( - \text{div}(A \nabla u + (b - c)u) \leq 0 \) in \( B_1 \), so we can assume in the above that \( c, d \) are identically equal to 0 in \( B_1 \) and \( b \in L^{n,1}(B_1) \). Suppose also that \( \lambda \) and \( \|A\|_{\infty} \) are fixed.

We follow the idea of the proof of Proposition 3.4. Let \( \varepsilon_0 > 0 \) be the number in Lemma 7.7. From Proposition 7.5, for every \( m \in \mathbb{N} \) there exists \( c_m \geq 1 \) depending on \( n, \lambda \) and \( m \) such that, if \( \Omega \) has finite measure, \( \|b\|_{L^{n,1}(\Omega)} \leq \varepsilon_0 \sqrt[n]{m} \) and \( u \in W^{1,2}(\Omega) \) is a nonnegative subsolution of \( - \text{div}(A \nabla u + bu) \leq 0 \) in \( \Omega \), then

\[
\sup_{\Omega} u \leq c_m \sup_{\partial\Omega} u.
\]

We will now inductively show that, if \( C_0 \) is the constant in Lemma 7.7 and \( u \in W^{1,2}(B_1) \) is a nonnegative subsolution to \( - \text{div}(A \nabla u + bu) \leq 0 \) in \( B_1 \), then

\[
\sup_{B_{1/2}} u \leq 8^{(m-1)n} C_0 \prod_{j=1}^{m} c_j \int_{B_1} u, \quad \text{if} \quad \|b\|_{L^{n,1}(B_1)} \leq m \varepsilon_0^n. \tag{7.9}
\]

First, when \( m = 1 \) the estimate holds, from Proposition 7.3. Let now \( m \geq 1 \), and suppose that \( (7.9) \) holds for \( m \). Suppose now that \( b \in L^{n,1}(B_1) \) is such that \( m \varepsilon_0^n < \|b\|_{L^{n,1}(B_1)} \leq (m + 1) \varepsilon_0^n \). We distinguish between two cases: \( \|b\|_{L^{n,1}(B_{3/4})} \leq m \varepsilon_0^n \), and \( \|b\|_{L^{n,1}(B_{3/4})} > m \varepsilon_0^n \).

In the first case, for any \( x \) with \( |x| < \frac{1}{2} \), \( B_{1/4}(x) \subseteq B_{3/4} \), therefore \( \|b\|_{L^{n,1}(B_{1/4}(x))} \leq m \varepsilon_0^n \). Then, from the inductive hypothesis \( (7.9) \) and a scaling argument,

\[
\sup_{B_{1/8}(x)} u \leq 8^{(m-1)n} C_0 \prod_{j=1}^{m} c_j \int_{B_{1/4}(x)} u \leq 8^{mn} C_0 \prod_{j=1}^{m} c_j \int_{B_1} u.
\]

Since this estimate holds for any \( x \) with \( |x| < \frac{1}{2} \), we obtain that

\[
\sup_{B_{1/2}} u \leq \sup_{|x| \leq 1/2} \left( \sup_{B_{1/8}(x)} u \right) \leq 8^{mn} C_0 \prod_{j=1}^{m} c_j \int_{B_1} u \leq 8^{mn} C_0 \prod_{j=1}^{m+1} c_j \int_{B_1} u. \tag{7.10}
\]

In the second case, we have that \( \|b\|_{L^{n,1}(B_{3/4})} > m \varepsilon_0^n \), therefore Lemma 2.4 shows that

\[
\|b\|_{L^{n,1}(B_1 \setminus B_{3/4})} \leq \|b\|_{L^{n,1}(B_1)} - \|b\|_{L^{n,1}(B_{3/4})} \leq (m + 1) \varepsilon_0^n - m \varepsilon_0^n = \varepsilon_0^n.
\]

Now, for any \( y \) with \( |y| = \frac{7}{8} \), we have that \( B_{1/8}(y) \subseteq B_1 \setminus B_{3/4} \), therefore \( \|b\|_{L^{n,1}(B_{1/8}(y))} \leq \varepsilon_0^n \). So, from Lemma 7.7, we have that

\[
\sup_{B_{1/16}(y)} u \leq C_0 \int_{B_{1/8}(y)} u \leq 8^n C_0 \int_{B_1} u.
\]
Hence, using the definition of \( c_{m+1} \), we obtain that

\[
\sup_{B_{1/2}} u \leq \sup_{B_7} u \leq 8^n C_0 c_{m+1} \int_{B_1} u \leq 8^{mn} C_0 \prod_{j=1}^{m+1} c_j \int_{B_1} u.
\]  

(7.11)

Hence, in all cases, (7.10) and (7.11) show that, if \( m \varepsilon_0^n < \| b \|_{n,1}^n \leq (m + 1) \varepsilon_0^n \), then

\[
\sup_{B_{1/2}} u \leq 8^{mn} C_0 \prod_{j=1}^{m+1} c_j \int_{B_1} u.
\]  

(7.12)

If now \( \| b \|_{n,1}^n \leq m \varepsilon_0^n \), (7.9) for \( m \) shows that (7.12) holds in this case as well; therefore, (7.12) holds whenever \( \| b \|_{n,1}^n \leq (m + 1) \varepsilon_0^n \). Inductively, this shows that (7.9) holds for every \( m \in \mathbb{N} \).

Finally, if \( b \in L^{n,1}(B_1) \), choosing \( m \in \mathbb{N} \) such that \( (m - 1) \varepsilon_0^n \leq \| b \|_{n,1}^n \leq m \varepsilon_0^n \) and applying (7.9) for this \( m \) completes the proof.

We remark that passing through the smallness assumption could be avoided by using a Cacciopoli estimate of the type that appears in [Mou19]. However, we wanted to exhibit a similar application of the idea in Proposition 3.4.
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