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Abstract

The confined aquifer parameters, transmissivity and storage coefficient, are commonly determined using the pumping tests. Several methods have been developed to estimate confined aquifer parameters using pumping tests, but different methods suffer from different drawbacks. Those methods that use the truncated Theis well function w(u), apply just early or late drawdowns, depending on the case, to estimate the aquifer parameters. Those methods, such as Theis (1935), that use non-truncated well function w(u), can apply all drawdown data for aquifer parameter estimation but may still suffer from subjectivities such as personal judgment in curve matching, time-consuming procedure and requiring values for Theis well function, w(u), and its argument u (u = $t^{2}/4S$). The aim of this study is to present a new method to overcome the aforementioned drawbacks and subjectivities involved in available published methods. In this paper, a simple derivative-based method is presented to estimate confined aquifer parameters applicable for entire drawdowns during the pumping period. The time derivative of drawdowns relate non-linearly with pumping time t, and therefore, aquifer parameters are estimated using developed equations based on the least squares optimization approach. The method is applied to three sets of synthetic, published and field data and results show that the estimation accuracy is acceptable. The drawdown time interval measurement has a marginal effect on parameters estimation due to the analytical basis of derivative calculations. The method does not require construction of graphs, and numerical calculations may be performed on a calculator to determine the aquifer parameters on site. It does not require curve matching, initial guess of the parameters and values of w(u) and u.

1. Introduction

The transmissivity (T) and storage coefficient (S) of the aquifers control the movement and extraction of groundwater in the geological formations [1, 5, 6, 7, 8, 9, 10]. These hydraulic parameters of the aquifers, which are key inputs for groundwater modeling and management, widely estimated using pumping tests [2, 3]. Theis (1935) developed an equation to determine the transmissivity and storage coefficient in a homogenous, isotropic, infinite areal extent confined aquifer using the measured drawdowns in an observation well well located at a specific distance from a fully-penetrated tube well that is pumped in a constant rate [4]. He proposed a curve-matching approach to determine the aquifer parameters, but this approach is time-consuming, requiring to know argument u and well function (w(u)); and it involves errors due to the personal judgment in determination of the best match between the observed and theoretical curves, especially when only early drawdowns are measured [1, 5, 6, 7, 8, 9, 10]. Some researchers have developed different simple solutions for the Theis equation to overcome these drawbacks [2, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17].

The aquifer parameters are determined using a fitted straight line through drawdown versus logarithmic time plot for u < 0.01 in Cooper and Jacob solution, which was developed in 1946. This solution is simple and widely used, but it suffers from the subjective judgment in fitting a straight line through those data that satisfies u < 0.01, requiring the trial and error. The method applicability is limited by the short duration of the pumping test and large distance of observation well from the pumping well [5, 6, 7, 12, 15].

Chow (1952) proposed a solution in which a semi-logarithmic plot is...
values of $T$ and $S$ are calculated using the intercept and slope of Newton's method to determine the aquifer parameters which requires estimation of the parameters [2, 9].

The time derivative of drawdown is as follows:

$$\frac{ds}{dt} = \frac{Q}{4\pi T} W(u)$$

where $W(u) = -0.577 - \ln(u) + u - \frac{u^3}{2.21} + \frac{u^4}{3.31} - \frac{u^5}{4.41} \cdots$ (2)

and subsequently aquifer parameters are determined [19]. Sahin (2016) also fitted a straight line through late drawdowns ($u \leq 0.01$) using the Excel spreadsheet and calculated $T$ and $S$ by the slope and intercept of the fitted line, respectively [2].

Coppy et al. (2011) calculated the aquifer parameters for each pumping time using a technique based on the ratio of drawdown to the logarithmic derivative of drawdown in which the well function values and subsequently aquifer parameters are determined [19]. Sahin (2016) used a radial basis function collection method to determine the aquifer parameters for each pumping time. The logarithmic differences between successive drawdown values of field data are identical to the same differences in the type curve when the perfect matching is achieved [20].

Aci et al. (2013) presented diagnostic curves based on the incremental area method to identify the aquifer system and parameters [17]. In their study, it was noted that the effectiveness of the proposed method depends on field data quality to ensure recognizable diagnostic plot generation and hydraulic parameter estimation and background data on the hydrogeology to eliminate non-uniqueness of the aquifer system identification. These restrictions are also applicable to the curve matching procedures as well as logarithmic time derivative-based diagnostic plot methodology [17]. Finally, different optimization techniques such as genetic algorithm, extended Karman filter-based and artificial neural network are applied by researchers to estimate aquifer parameters [21, 22, 23, 24, 25, 26].

The aim of this paper is to present a simple method based on the time derivative of drawdown to estimate the aquifer parameters without any restricted applicability during the pumping test and overcome to the difficulties and subjectivities involved in available published methods.

2. Methodology

Theis (1935) proposed an equation for the drawdown $s$ at an observation well due to the constant pumping rate of a fully-penetrated tube well in a homogeneous, isotropic and infinite areal extent confined aquifer.

$$s = \frac{Q}{4\pi T} W(u)$$

where $W(u) = -0.577 - \ln(u) + u - \frac{u^3}{2.21} + \frac{u^4}{3.31} - \frac{u^5}{4.41} \cdots$ (2)

and subsequently aquifer parameters are determined [19]. Sahin (2016) also fitted a straight line through late drawdowns ($u \leq 0.01$) using the Excel spreadsheet and calculated $T$ and $S$ by the slope and intercept of the fitted line, respectively [2].

Coppy et al. (2011) calculated the aquifer parameters for each pumping time using a technique based on the ratio of drawdown to the logarithmic derivative of drawdown in which the well function values and subsequently aquifer parameters are determined [19]. Sahin (2016) used a radial basis function collection method to determine the aquifer parameters for each pumping time. The logarithmic differences between successive drawdown values of field data are identical to the same differences in the type curve when the perfect matching is achieved [20].

Aci et al. (2013) presented diagnostic curves based on the incremental area method to identify the aquifer system and parameters [17]. In their study, it was noted that the effectiveness of the proposed method depends on field data quality to ensure recognizable diagnostic plot generation and hydraulic parameter estimation and background data on the hydrogeology to eliminate non-uniqueness of the aquifer system identification. These restrictions are also applicable to the curve matching procedures as well as logarithmic time derivative-based diagnostic plot methodology [17]. Finally, different optimization techniques such as genetic algorithm, extended Karman filter-based and artificial neural network are applied by researchers to estimate aquifer parameters [21, 22, 23, 24, 25, 26].

The aim of this paper is to present a simple method based on the time derivative of drawdown to estimate the aquifer parameters without any restricted applicability during the pumping test and overcome to the difficulties and subjectivities involved in available published methods.
approach can be applied to find the constant values of A and B in Eq. (5) in which the objective function \( F \) is minimizing the predicted and observed temporal derivative of drawdowns (Eq. (6)).

\[
\min F = \sum_{i=1}^{n} \left( \phi_i - \frac{A}{t_i} \right)^2 \\
(6)
\]

where \( n \) is the total number of time derivative of drawdowns \( \phi \).

The derivative of objective function \( F \) with respect to the constant values of \( A \) and \( B \) is zero \( \frac{\partial F}{\partial A} = 0 \) and \( \frac{\partial F}{\partial B} = 0 \). Therefore, the values of \( A \) and \( B \) are calculated using Eqs. (7) and (8), respectively.

\[
A = \exp \left[ \frac{\sum (\frac{t_i}{t_i})^2 \left( \sum \log \phi_i + \sum \log \phi_i \right) \left( \frac{1}{\frac{1}{t_i}} \right)}{\frac{1}{t_i} \left( \frac{1}{t_i} \right) - \left( \frac{1}{t_i} \right)} \right] \\
(7)
\]

\[
B = \frac{n \beta A - \sum \log \phi - \sum \log \phi_i}{\sum t_i} \\
(8)
\]

After the constant values of \( A \) and \( B \) are calculated, the aquifer parameters \( T \) and \( S \) are estimated using Eqs. (9) and (10), respectively.

\[
T = \frac{Q}{4 \pi A} \\
(9)
\]

\[
S = \frac{B Q}{\pi A t_i^2} \\
(10)
\]

The parameters \( \phi \) and \( t \) at each pumping test must be calculated from measured drawdown and pumping time data. For two consecutive time records \( t_i \) and \( t_{i+1} \), the derivative time, \( t_1 \) is calculated using Eq. (11):

\[
\hat{t}_i = \frac{t_i + t_{i+1}}{2} \quad i = 1, 2, 3, \ldots, N_l - 1 \\
(11)
\]

where \( N_l \) is the number of time records.

For each drawdown \( \hat{s}_i \), the parameter \( \phi_i \) can be calculated using Eq. (12):

\[
\phi_i = \frac{s_{i+1} - s_i}{t_{i+1} - t_i} \quad i = 1, 2, 3, \ldots, N_d - 1 \\
(12)
\]

in which \( N_d \) is the number of drawdown records.

In this paper, the proposed derivative calculations are developed based on the analytical approach. Therefore, the time interval of measured drawdowns has a marginal effect on the parameters estimation.

Estimating the aquifer parameters, \( T \) and \( S \), using the proposed method requires the following procedure:

1. Calculate the parameter \( \hat{t}_i \) using Eq. (11) for each pumping time record.
2. Calculate the parameter \( \phi_i \) using Eq. (12) for each drawdown record.
3. Calculate the constant values of \( A \) and \( B \) using Eqs. (7) and (8), respectively.
4. Calculate the aquifer parameters, \( T \) and \( S \), using Eqs. (9) and (10), respectively.

3. Results

Three pumping test data sets are used in this study to validate the applicability and accuracy of the proposed method. Set 1 is synthetic data in which the drawdown is theoretically calculated at an observation well near a tube well with constant pumping rate inside a confined aquifer. Set 2 is the published data from page 166 of Todd and Larry [27]. This published data has been frequently used in the literature to compare the results of different methods in estimating aquifer parameters. Set 3 is field data due to measuring the drawdown at an observation well within a confined aquifer.

3.1. Set 1: synthetic data

A homogenous and isotropic confined aquifer is assumed to be sandwiched between two impermeable clay layers (Fig. 1). The aquifer thickness and initial piezometric head over the aquifer are 25 and 50 m, respectively. The aquifer storage coefficient is selected as 0.05 and the hydraulic conductivity (K) of the aquifer is 100 m/d (0.069444 m/min), leading to the transmissivity of 2500 m²/d (1.7361 m²/min). A rectangular area with dimensions of 4 km is selected to satisfy the condition of infinite areal extent for the aquifer. The fully-penetrated pumping tube well is situated in the center which pumped by a constant rate of 14400 m³/d. An observation well is located at a distance of 50 m from the pumping well (Fig. 1). The groundwater flow is numerically simulated using MODFLOW based on the finite-difference method in which the horizontal flow system (areal extent) is divided into 5-m dimensional grid cells (Fig. 1). The stress period for groundwater simulation is set to be 0.5 min.

The measured drawdowns may contain a disturbance during real pumping tests due to measurement errors, heterogeneity or discharge variations [20, 28]. The normally distributed observational errors (noise) up to 5% are randomly added to the theoretical drawdowns to mimic the natural conditions in synthetic pumping test data (Table 1) [29]. The derivative calculations for aquifer parameters estimation are also presented in Table 1. The calculated parameters are \( \sum (\frac{1}{t_i}) = 0.3256 \), \( \sum (\frac{1}{t_i})^2 = 0.025 \), \( \sum \log \phi = 79.82 \), \( \sum \log \phi_i = 0.9687 \), \( \sum \log \phi_i = -100.34 \), and \( \sum \log \phi_i = -1.682 \). Therefore, the constant values of \( A \) and \( B \) are 0.385 and 16.128, respectively. Accordingly, the aquifer parameters of \( T \) and \( S \) are 2977 m²/d (2.067 m²/min) and 0.053, respectively.

The result of the proposed method is compared to ten published methods. The root-mean-square error (rms error) of drawdown (Eq. (13)) is used to compare the estimation accuracy of the proposed method with available methods [30].

\[
rms error = \sqrt{\frac{\sum (s_i - \hat{s}_i)^2}{N}} \\
(13)
\]

where the \( s \) and \( \hat{s} \) are the predicted and measured drawdowns, respectively and \( N \) is the number of measured drawdowns.

Four methods of Theis, Chow, Sen and El Khatib associated with the proposed method are applicable for the entire pumping period to estimate the aquifer parameters, but remaining methods are applicable only for specific pumping times (Table 2). However the methods of Cooper-Jacob, Khan and Cimen [2, 16] are applicable for \( t > 1800 \) min, the aquifer parameters are estimated using a portion of data which are graphically fitted on a straight line. The Singh’s methods [9, 15] are applicable for \( t < 1800 \) min. The aquifer parameter estimation using these methods which are applicable for specific pumping times is time-consuming and tedious because a trial and error is required to identify the fraction of pumping data which meet the applicability of the method, i.e., specified condition for argument \( u \).

The methods of Theis and Sen have minimum (0.028) and maximum (0.335) rms errors, respectively (Table 2). The rms error of the proposed method is 0.122. The minimum and maximum \( T \) values are estimated to be 1989 and 4424 m²/d using methods of the Singh [15] and Sen, respectively (Table 2). The estimated hydraulic conductivity (K) also varies from 79.56 m/d in Singh’s [15] method to 176.96 m/d in Sen’s method (Table 2). The proposed method estimates the K value as 119.08 m/d. The S value is estimated by 0.053 using the proposed method within a range of estimation by 0.037–0.071 using other methods.
The Theis’s method is considered as a benchmark solution and estimated aquifer parameters using other methods are compared to those values in Theis’s solution. The percentage errors of T, S and K parameters are shown in Table 2. The T error varies from 5.64% in Chow’s method to 75.76% in Sen’s method. The T error is 18.28% in the proposed method. The range of the K error is also similar to the range of T error. The S error also varies from zero (Chow’s method) to 42% (Singh’s method) in which the S error is 6% in the proposed method. The results of the synthetic data

![Schematic diagram of the confined aquifer and locations of the pumping and observation wells in groundwater numerical modeling induced by the pumping test.](image)

**Table 1**
The synthetic pumping test data (Set 1) and related derivative calculations.

| i  | t(min) | s(m) | \( t_i \) | \( \phi_i \) | \( \frac{1}{t_i^2} \) | \( \frac{1}{s_i^2} \) | \( \ln t_i \) | \( \ln s_i \) | \( \frac{\phi_i}{t_i} \) | \( \frac{\phi_i}{s_i} \) | \( \ln \frac{\phi_i}{t_i} \) | \( \ln \frac{\phi_i}{s_i} \) |
|----|--------|------|---------|----------|----------------|----------------|--------|--------|----------------|----------------|----------------|----------------|
| 1  | 5      | 0.0027 | 7.5     | 0.133333 | 0.0177778     | 2.014903       | 0.2686537 | 0.00556 | -5.1921572 | -0.6922876 | -5.1921572 | -0.6922876 |
| 2  | 10     | 0.0305 | 15      | 0.066667 | 0.0044444    | 2.7080502      | 0.1805367 | 0.0084  | -4.7795236 | -0.3186349 | -4.7795236 | -0.3186349 |
| 3  | 20     | 0.1146 | 25      | 0.04     | 0.0016      | 3.2188758      | 0.126755  | 0.00917 | -4.691818 | -0.1876727 | -4.691818 | -0.1876727 |
| 4  | 30     | 0.2062 | 40      | 0.025    | 0.000625     | 3.6887956      | 0.092222  | 0.00835 | -4.7872918 | -0.1196283 | -4.7872918 | -0.1196283 |
| 5  | 50     | 0.3729 | 60      | 0.016667 | 0.0002778    | 4.0943446      | 0.0682391 | 0.004095 | -5.4979886 | -0.0916331 | -5.4979886 | -0.0916331 |
| 6  | 70     | 0.4548 | 85      | 0.0117647 | 0.0001384 | 4.4426513      | 0.0522665 | 0.00566 | -5.1743314 | -0.0608745 | -5.1743314 | -0.0608745 |
| 7  | 100    | 0.6246 | 125     | 0.008    | 0.00064     | 4.8263137      | 0.0386265 | 0.00288 | -5.849965  | -0.0467997 | -5.849965  | -0.0467997 |
| 8  | 150    | 0.7686 | 175     | 0.0057143 | 3.265E-05 | 5.164786       | 0.0295131 | 0.001874 | -6.2796801 | -0.0358839 | -6.2796801 | -0.0358839 |
| 9  | 200    | 0.8623 | 225     | 0.0044444 | 1.975E-05 | 5.4161004      | 0.0240716 | 0.001656 | -6.4033502 | -0.0284593 | -6.4033502 | -0.0284593 |
| 10 | 250    | 0.9451 | 275     | 0.0036364 | 1.322E-05 | 5.6167711      | 0.0204246 | 0.002782 | -5.8845852 | -0.0213985 | -5.8845852 | -0.0213985 |
| 11 | 300    | 1.0842 | 350     | 0.0028571 | 8.163E-06 | 5.8579332      | 0.016737  | 0.00347 | -7.9664858 | -0.0227605 | -7.9664858 | -0.0227605 |
| 12 | 400    | 1.1189 | 450     | 0.0022222 | 4.938E-06 | 6.1092476      | 0.0135761 | 0.001955 | -6.2373651 | -0.0318608 | -6.2373651 | -0.0318608 |
| 13 | 500    | 1.3144 | 550     | 0.0018182 | 3.306E-06 | 6.3099183      | 0.014726  | 0.00155 | -6.7720854 | -0.0159492 | -6.7720854 | -0.0159492 |
| 14 | 600    | 1.3299 | 650     | 0.0015385 | 2.367E-06 | 6.4769724      | 0.0099646 | 0.000388 | -7.8545052 | -0.0120839 | -7.8545052 | -0.0120839 |
| 15 | 700    | 1.3687 | 850     | 0.0017655 | 1.384E-06 | 6.7452363      | 0.0079356 | 0.000671 | -7.3067414 | -0.0085962 | -7.3067414 | -0.0085962 |
| 16 | 1000   | 1.57   | 1250    | 0.0008   | 6.4E-07    | 7.1308988      | 0.0057047 | 0.0004688 | -7.6653343 | -0.0061323 | -7.6653343 | -0.0061323 |
| 17 | 1500   | 1.8044 | –       | –        | –          | –              | –          | –      | –               | –               | –              | –               |
| 18 | 2000   | –      | –       | –        | –          | –              | –          | –      | –               | –               | –              | –               |

(Table 2). The Theis’s method is considered as a benchmark solution and estimated aquifer parameters using other methods are compared to those values in Theis’s solution. The percentage errors of T, S and K parameters are shown in Table 2. The T error varies from 5.64% in Chow’s method to 75.76% in Sen’s method. The T error is 18.28% in the proposed method. The range of the K error is also similar to the range of T error. The S error also varies from zero (Chow’s method) to 42% (Singh’s method) in which the S error is 6% in the proposed method. The results of the synthetic data.
set show that the proposed method can be used to estimate the aquifer parameters reliably without time-restricted applicability and requiring special charts.

3.2. Set 2: published data

This data set was published on page 166 of Todd and Larry [27]. A fully-penetrated tube well in a confined aquifer is discharged with a constant rate of 2500 m$^3$/d (1.736 m$^3$/min). The drawdowns are measured during the pumping period of 240 min at an observation well located 60 m away from the pumping well (Table 3) [27]. The calculated parameters are $\sum (\frac{1}{T}) = 3.565$, $\sum (\frac{1}{S}) = 1.517$. $\sum ln(T) = 70.8$. $\sum ln(T) = 4.137$, $\sum ln(S) = -113.55$. $\sum ln(S) = -10.717$ for this pumping test (Table 3).

The constants a and b are 0.1744 and 0.2336, respectively, leading to the estimated T and S values by 1141 m$^2$/d and 0.00020, respectively (Table 4). The aquifer parameters are also calculated using ten published methods (Table 4). The Singh’s method [15] is not applicable to estimate the aquifer parameters in this data set because the peak of the fitted curve through early drawdowns (t < 23 min) cannot be determined. A necessary condition for a peak to be identified is that at least one point should have $u > 0.4348$ [10, 15, 18]. Though the argument $u$ in early drawdowns (t < 23 min) is greater than 0.01, the maximum value is still less than 0.4348.

The rms error is 0.017, 0.05, 0.017 and 0.053 in methods of Chow, Sen, El Khatabi and Singh [9], respectively, and is less than 0.01 in proposed method and other methods. The lowest (0.00018) and highest (0.00022) S values are estimated using Khan’s [6] and Singh’s [9] methods, respectively. Different methods estimate a variety of T values. The minimum (1138 m$^2$/d) and maximum (1233 m$^2$/d) values are estimated using Theis’s [4] and Sen’s [13] methods, respectively. The methods of Cooper-Jacob, El Khatabi and the present study (proposed method) estimate the T value as about 1141 m$^2$/d but the other methods estimate it with some departure from this value. The hydraulic conductivity (K) of the aquifer is not estimated in this data set due to unknown aquifer thickness in the problem. The percentage errors of T and S parameters are shown in Table 4. The T error varies from 0.26% in proposed method to 8.35% in Sen’s method. The proposed method has the lowest T error in this data set. The S error also varies from zero in Sen’s, Chow’s and proposed methods to 10% in Khan’s and Singh’s methods. The errors comparison between proposed and ten published methods shows that the proposed method reliably estimates the aquifer parameters.

| Method              | Applicability | T (m$^2$/d) | T Error (%) | K (m/d) | K Error (%) | S | S Error (%) | rms error |
|---------------------|---------------|-------------|-------------|---------|-------------|---|-------------|-----------|
| Proposed method     | All data      | 2977        | 18.28       | 119.08  | 18.28       | 0.053 | 6.00        | 0.122     |
| Thies, 1935         | All data      | 2517        | 0.00        | 100.68  | 0.00        | 0.05  | 0.00        | 0.002     |
| Cooper-Jacob, 1946  | t > 1800 min  | 2843        | 12.95       | 113.72  | 12.95       | 0.037 | 26.00       | 0.061     |
| Chow, 1952          | All data      | 2659        | 5.64        | 106.36  | 5.64        | 0.05  | 0.00        | 0.044     |
| Khan, 1982          | t > 1800 min  | 2843        | 12.95       | 113.72  | 12.95       | 0.037 | 26.00       | 0.061     |
| Sen, 1986           | All data      | 4341        | 75.75       | 176.96  | 75.76       | 0.037 | 12.00       | 0.235     |
| El Khatabi, 1987    | All data      | 2997        | 19.07       | 119.88  | 19.07       | 0.055 | 10.00       | 0.136     |
| Singh, 2000         | t < 1800 min  | 1989        | 20.98       | 79.56   | 20.98       | 0.048 | 4.00        | 0.181     |
| Singh, 2001         | t < 1800 min  | 3423        | 36.00       | 136.92  | 36.00       | 0.071 | 42.00       | 0.273     |
| Cimen, 2008         | t < 1800 min  | 2956        | 17.44       | 118.24  | 17.44       | 0.049 | 2.00        | 0.097     |
| Cimen, 2009         | t < 1800 min  | 2843        | 12.95       | 119.88  | 12.95       | 0.053 | 26.00       | 0.061     |

Table 3

The pumped pumping test data (Set 2) from page 166 of Todd and Larry [27] and related derivative calculations.
3.3. Set 3: field data

The alluvial Shiraz’s aquifer is located in Fars providence, southern Iran (Fig. 2). It consists of Quaternary coarse alluviums (sand and gravel) mainly surrounded by Oligo-Miocene carbonates (karstic Asmari and Jahrum Formations), Miocene marls (Razak Formation) and Plio-Pleistocene conglomerates (Bakhtyari Formation). The groundwater flow direction in Shiraz’s aquifer is generally NW-SE. This aquifer is unconfined in northern and central regions but convert to the confined type in south and southeastern regions due to the presence of some

---

### Table 4

The comparison between estimated aquifer parameters and relevant errors using proposed method and different methods in published data set (Set 2).

| Method                  | Applicability | T (m³/d) | T Error (%) | K (m/d) | K Error (%) | S | S Error (%) | rms error |
|-------------------------|---------------|----------|-------------|---------|-------------|---|-------------|-----------|
| Proposed method         | All data      | 1141     | 0.26        | –       | –           | – | –           | 0.009     |
| Theis, 1935             | All data      | 1138     | 0.00        | –       | –           | – | 0.00020     | 0.007     |
| Cooper-Jacob, 1946      | t > 23 min    | 1144     | 0.53        | –       | –           | – | 0.00019     | 0.005     |
| Chow, 1952              | All data      | 1160     | 1.93        | –       | –           | – | 0.00020     | 0.017     |
| Khan, 1982              | t > 23 min    | 1150     | 1.05        | –       | –           | – | 0.00018     | 0.009     |
| Sen, 1986               | All data      | 1233     | 8.35        | –       | –           | – | 0.00020     | 0.017     |
| El Khatib, 1987         | All data      | 1144     | 0.53        | –       | –           | – | 0.00021     | 0.017     |
| Singh, 2000             | t < 23 min    | –        | –           | –       | –           | – | –           | –         |
| Singh, 2001             | t > 23 min    | 1206     | 5.98        | –       | –           | – | 0.00022     | 0.053     |
| Cimen, 2008             | t > 23 min    | 1148     | 0.88        | –       | –           | – | 0.00019     | 0.006     |
| Cimen, 2009             | t > 23 min    | 1148     | 0.88        | –       | –           | – | 0.00019     | 0.006     |

---

![Fig. 2. The geological map of the alluvial Shiraz's aquifer, locations of the pumping (PW) and observation (OW) wells, aquifer lithology and water table depth during the pumping test in field data set.](image-url)
interbedded clay layers [31]. The thickness of the alluvial aquifer varies from 10 to 500 m over the study area, resulting in a spatially-averaged thickness of 115 m [32]. A pumping test is performed at the southwestern of the Shiraz’s aquifer, Vazirabad region, where the aquifer is confined (Fig. 2). The aquifer consists of 45-m thick clayey sands and gravels in this region, underlying by a 60-m thick clay layer. The fully-penetrated pumping well and piezometer are drilled up to 120 m and screened for the portion of the aquifer. The water table depth is about 4.52 m around the pumping well before pump turns on and increases up to 23.5 and 10.28 m in pumping well and piezometer, respectively, at the end of pumping test, leading to corresponding drawdown of 18.98 and 5.76 m, respectively [33].

The pumping test with a constant discharge rate of 3888 m³/d (2.7 m³/min) is performed during in 270 min [33]. The drawdown is measured at an observation well located at 51 m from the pumping well (Fig. 2 and Table 5). The calculated parameters are \( \sum \left( \frac{1}{T} \right)^2 = 2.577 \), \( \sum t = 0.828 \), \( \sum \ln t = 99.39 \), \( \sum t B W = 4.028 \), \( \sum L n p = -100.225 \), and \( \sum t B p = -4.537 \) for the field data (Table 5). Therefore, the constants A and B are 1.036 and 0.726, respectively, leading to estimating T and S values as 299 m²/d and 0.00023, respectively (Table 6).

The rms error is greater than 0.1 in all methods, except in Theis’s [4] and Cimen’s [16] methods in which the rms error is 0.047 and 0.091, respectively. The rms error varies from 0.047 in Theis’s [4] to 0.82 in Singh’s [15] method. The proposed method has an rms error of 0.179. The S value is estimated in a wide range using different methods. The Singh’s method [15] estimates minimum value (0.00016) and methods of El Khatib [14] and Singh [9] estimate maximum value (0.00025). The T value is also estimated in a wide range, varying from 246 m²/d in Singh’s [15] method to 333 m²/d in Singh’s [9] method. The estimated hydraulic conductivity (K) also varies from 5.466 m/d in Singh’s [15] method to 7.4 m/d in Singh’s [9] method (Table 6). The T error varies from 1.97% in proposed method to 19.34% in Singh’s [15] method. The range of the K error is also similar to the range of T error. The S error also varies from 5.56% in Sen’s method to 38.89% in El Khatib’s and Singh’s [9] methods. The S error is 27.78% in the proposed method.

4. Discussion

The estimated aquifer parameters, i.e., T and S, represent an average value over the cone of depression. Therefore, the estimated values in a homogenous and isotropic aquifer are independent of size and location of the cone as it evolves. The aquifer is not homogenous and isotropic in natural conditions and estimated parameters represent an average value over the cone of depression and influenced by the location, size and degree of heterogeneity as the cone of depression evolves [3, 34, 35]. The studies indicate that the T and S parameters in heterogeneous aquifers vary with time at early pumping times, but stabilize at late pumping times [3, 34, 35]. This may an advantage for the methods that use the late-drawdowns of the pumping test for parameter estimation, however, they omit representative characteristics of the depression cone at early pumping times. The drawdown data at late pumping times may suffer from boundary effect [9]. Though, the methods that use early drawdown data of the pumping test may be not affected by a hydrogeological boundary, but may be affected by gravel pack, well screen and storage, and the drawdown may not follow the Theis solution [9]. In the lack of the aforementioned issues, the estimated aquifer parameters still show the representative characteristics of the depression cone only near the pumping well due to early-drawdown data analysis.

In summary, the estimated aquifer parameters using either early or late drawdown data may suffer from different drawbacks and omit the representative characteristics of a portion of the depression cone. Therefore, the aquifer parameters that are estimated using all drawdown data seems to be more reliable in natural heterogeneous conditions due to incorporation of all representative characteristic of the depression cone.

The rms error and percentage errors of T and S in Tables 2, 4, and 6 indicate that these errors are generally less in those methods that use all drawdown data than those use late or early drawdown data for aquifer parameter estimation. However, the rms error and percentage errors of T and S among the methods that use all drawdowns also differ due to the method of solution. The errors comparison between methods that use early drawdowns with those use late drawdowns indicate that the errors are lower in the late drawdown-based methods. Therefore, the methods use early drawdowns for aquifer parameter estimation may be not trustable for reliable results.

The rms errors and percentage errors of the aquifer parameters (T and S) in published data set (Set 2) is very low for all methods, comparing to the other two data sets. This is probably due to the lower degree of heterogeneity of the aquifer in data set 2 and higher degree of heterogeneity in other data sets. The synthetic real drawdown data (drawdown without noise) in data set 1 is used to estimate the aquifer parameters using proposed method and other published methods to assess the effect of heterogeneity of the aquifer on parameter estimation. The synthetic drawdown data without noise shows the real homogenous and isotropic aquifer. The aquifer parameters (T and S) are estimated using all methods and results indicate that the estimated values are identical in all methods with an error of estimation less than 0.5%. The 0.5% error is due to the rounding numbers in numerical calculations and also requiring exact values for the defined functions (w(u), F(u), u) in some methods. When an aquifer is homogenous and isotropic, the aquifer parameters are independent of the size and location of the depression cone and subsequently pumping time. Therefore, all methods, independent of using either early, late or all drawdowns, estimate the same values for aquifer parameters.

5. Conclusions

The pumping tests are commonly used to estimate the transmissivity and storage coefficient of the aquifers which are principal parameters in aquifer modeling and management. In this study, a simple derivative-based method is presented based on the least squares optimization technique to estimate the confined aquifer parameters. The presented method has the following advantages:

i. The aquifer parameters can be estimated via numerical calculations performed in a table and further using the developed equations. It does not need any especial instrument or computer for parameter estimation because the numerical calculations can be simply performed in a calculator, making able the on-site parameter estimation.

ii. The method is applicable for the entire drawdown data during the pumping period and not restricted to specific pumping times. Consequently, it does not require to check the condition for argument u.

iii. It does not require curve matching, construction of a graph, initial guess of the parameters and values of the w(u) and u.

iv. The rms error of estimation is acceptable for the proposed method comparing to the available methods.

v. The time interval of measurements has a marginal effect on the parameter estimation due to the analytical basis of the derivative calculations.
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The estimated aquifer parameters and relevant errors using proposed method and different published methods in field data set (Set 3).

| Method               | Applicability | $T$ (m$^2$/d) | $T$ Error (%) | $K$ (m/d) | $K$ Error (%) | $S$ | $S$ Error (%) | $\text{rms}$ error |
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| Chow, 1952           | All data      | 289           | 5.25          | 6.422     | 5.25          | 0.0025 | 11.11         | 0.106               |
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