Non-commutative Fourier transform for the Lorentz group via the Duflo map
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We defined a non-commutative algebra representation for quantum systems whose phase space is the cotangent bundle of the Lorentz group, and the non-commutative Fourier transform ensuring the unitary equivalence with the standard group representation. Our construction is from first principles in the sense that all structures are derived from the choice of quantization map for the classical system, the Duflo quantization map.

I. INTRODUCTION

Physical systems whose configuration or phase space is endowed with a curved geometry include for example point particles on curved spacetimes and rotor models in condensed matter theory, and they present specific mathematical challenges in addition to their physical interest. In particular, many important results have been obtained in the case in which their domain spaces can be identified with (non-abelian) group manifolds or their associated homogeneous spaces.

Focusing on the case in which the non-trivial geometry is that of configuration space, identified with a Lie group, this is then reflected in the non-commutativity of the conjugate momentum space, whose basic variables correspond to the Lie derivatives acting on the configuration manifold, and that can be thus identified with the Lie algebra of the same Lie group. At the quantum level, this non-commutativity enters heavily in the treatment of the system. For instance, it prevents a standard representation of the Hilbert state space of the system in momentum picture, and may lead to question whether a representation in terms of the (non-commutative) momentum variables exists at all. Further, if such a representation could be defined, one would also need a generalised notion of (non-commutative) Fourier transform to establish the (unitary) equivalence between this new representation and the one based on $L^2$ functions on the group configuration space.

The standard way of dealing with this issue is indeed to renounce to have a representation that makes direct use of the non-commutative Lie algebra variables, and to use instead a representation in terms of irreducible representations of the Lie group, i.e. to resort to spectral decomposition as the proper analogue of the traditional Fourier transform in flat space. In other words, instead of using some necessarily generalised eigenbasis of the non-commutative momentum (Lie algebra) variables, one uses a basis of eigenstates of a maximal set of commuting operators that are functions of the same. This strategy has of course many advantages, but it prevents the more geometrically transparent picture, more closely connected to the underlying classical system, that dealing directly with the non-commuting Lie algebra variables would provide.

In recent times, most work on these issues has been motivated by quantum gravity, where they turned out to play an important role. This happened in two domains. The first is effective (field theory) models of quantum gravity based (or inspired) by non-commutative geometry [1]. Such models have attracted a considerable interest because they offer a framework for much quantum gravity phenomenology [2]. From the physical point of view, these models are based on the hypothesis that some form of spacetime non-commutativity [1] constitutes a key remnant, at a macroscopic, continuum level, of more fundamental quantum gravity structures, and that one key way in which this manifests itself is by relaxing [3] (or making relative [4, 5]) the usual notion of locality on which effective field theory (and most spacetime physics) is based. At the mathematical level, spacetime non-commutativity in these models is the conjugate manifestation of curvature in momentum space (and thus in phase space) [6]. In most of them, moreover, this curved momentum space is modeled by a non-abelian Lie group (the phase space is therefore its cotangent bundle) or homogeneous spaces constructed from it, hence the relevance of the non-commutative Lie algebra representation and of the non-commutative Fourier transform for Lie groups (see for example [7, 9]). The second domain is that of non-perturbative quantum gravity proper, more specifically the broad area comprising group field theory [10], spin foam models [11] and loop quantum gravity [12]. Here again the cotangent bundle of a Lie group plays a prominent role: it is the classical phase space of the variables associated to the (edges of the) lattices, which replace continuum spacetime manifolds and represent the basic interaction processes of the fundamental degrees of freedom of all these formalisms. The interpretation of these algebraic variables have, in turn, a discrete geometric interpretation, as discrete gravity connection (the group variables) and conjugate discrete metric variables (the Lie algebra elements). Once again, the Lie algebra representation and the non-commutative Fourier transform allow a representation of the formalisms in terms of more geometrically transparent data [13, 14]; this, in turn, facilitates model building as well as the extraction of effective macroscopic physics.
In this article we are not going to deal with these physical aspects, although we will discuss them briefly. We focus instead on the formal aspects of the non-commutative Fourier transform. Among the many issues motivated by its intrinsic mathematical interest, it is important to clarify its general properties for arbitrary Lie groups and its explicit construction in the challenging case of non-compact ones. The mathematical foundations of the Lie algebra representation and of the non-commutative Fourier transform have been explored in very general terms, for example, in [15]. A key result of that work has been to show how both the star-product and the non-commutative plane waves that characterize fully such algebra representation and its equivalence with the other representations of the underlying quantum system, are uniquely determined by the initial choice of quantization map that defines the same quantum system starting from its classical phase space and algebra of observables. Moreover, this has been shown for arbitrary semi-simple locally compact Lie groups. Thus, while the explicit constructions reported in the same transform have been explored in very general terms, for example, in [15]. A key result of that work has been to show how both the star-product and the non-commutative plane waves that characterize fully such algebra representation and its equivalence map that defines the same quantum system starting from its classical phase space and algebra of observables. Moreover, this has been shown for arbitrary semi-simple locally compact Lie groups. Thus, while the explicit constructions reported in the same paper only dealt with the compact group SU(2), the same procedure can be straightforwardly extended to the non-compact case. This is what we do in this paper, focusing on the Lorentz group SL(2, C) because of its general physical interest and because it plays in particular a key role in quantum gravity, in the context of spin foam models, group field theories as well as effective non-commutative spacetime models. The quantization map we use, which is the key technical input of the whole construction, is the Duflo map [16]. This has already found some applications in quantum gravity [17–22], and it had been used in [15] for the compact SU(2) case. For our present purposes, the mathematical features of this quantization map that makes it a preferred choice is its generality (it also can be applied to any semi-simple Lie algebra) and its characterizing property of mapping the subalgebra of invariant functions (under the group action) on the classical phase space faithfully to a subalgebra of invariant operators in the quantum theory. This is mathematically desirable, but also physically crucial, in our opinion.

The plan of the paper is as follows. In the next section, we summarize the results of [15], for general Lie groups, which form the basis for our subsequent analysis and construction for the Lorentz group. In section [X], we use the Duflo map to construct the Lie algebra representation of a quantum system whose classical phase space is the cotangent bundle of the Lorentz group, and then, in section [XI] using the same quantization map, we obtain the non-commutative Fourier transform that ensure its equivalence with the more traditional group representation, constructing explicitly the corresponding non-commutative plane waves. These are the key new results of this paper. We also offer a quick comparison with related results in the literature, concerning the definition and application of non-commutative methods for similar systems, both at the mathematical level and in quantum gravity contexts. Moreover, we show how our results generalise to the case of homogeneous spaces of the Lorentz group. Finally, in the last section, we show the application of our tools to the computation of the propagator of a single non-relativistic point particle on the hyperboloid, as an example.

II. BACKGROUND: LIE ALGEBRA REPRESENTATION AND NON-COMMUTATIVE FOURIER TRANSFORM

The mathematical foundations of the non-commutative Fourier transform have been clarified in [15], and we base our present work on that analysis. We summarize its results here.

A. Classical phase space and its quantization

We consider physical systems whose configuration space is a Lie group G, and whose momentum space coincides with the dual $g^*$ of the Lie algebra g of G, giving the classical phase space as the cotangent bundle $T^*G \cong G \times g^*$. The classical algebra of observables is thus the Poisson algebra $P_G = (C^\infty(T^*G), \{\cdot, \cdot\}, \cdot)$, such that

$$\{f, g\} \equiv \frac{\partial}{\partial X_i} L_i g - L_i f \frac{\partial g}{\partial X_i} + c_{ij}^k \frac{\partial f}{\partial X_j} \frac{\partial g}{\partial X_k} X_k, \quad (1)$$

for functions $f, g \in C^\infty(T^*G)$, Euclidean coordinates $X_i$ on $g^* \cong \mathbb{R}^d$ ($d := \dim (G)$); $L_i$ are Lie derivatives on G (with respect to an orthonormal basis of right-invariant vector fields), and $c_{ij}^k$ are the structure constants of the Lie algebra $g \equiv g^*$ with $i, j, k = 1, \ldots, d$ (summation over repeated indexes is assumed).

The quantization of a maximal subalgebra $A$ of $P_G$ (for which the quantization is consistent) amounts to the definition of an abstract operator $^*$-algebra $\mathfrak{U}$, obtained from the classical Poisson algebra. The quantization is defined through a quantization map $Q : \mathfrak{A} \rightarrow \mathfrak{U}$. The required properties of the quantization map are as follows. First, $Q(f) =: \hat{f}$ for all $f \in A_G \subset C^\infty(G)$, $A_G$ being the subalgebra of $A \subset C^\infty(G \times g^*)$ constant in the second argument, and $Q(X_i) =: \hat{X}_i$, satisfying

$$[\hat{f}, \hat{g}] = 0, \quad [\hat{X}_i, \hat{f}] = i\mathcal{L}_i \hat{f} \in \mathfrak{U}_G, \quad [\hat{X}_i, \hat{X}_j] = i c_{ij}^k \hat{X}_k, \quad (2)$$

for all $\hat{f}, \hat{g} \in \mathfrak{U}_G$ with $\mathfrak{U}_G = Q(A_G)$. Second, when restricted to functions $A_{g^*} \subset C^\infty(G \times g^*)$ constant in the first factor, $Q$ maps to a completion of the universal enveloping algebra of $g$, $\mathfrak{U}_{g^*} := Q(A_{g^*}) \cong \mathcal{U}(\tilde{g})$. If we restrict to the space of
polynomials in \( g^* \), then \( Q \) encodes the operator ambiguity coming from the non-commutativity of the elements \( \hat{X}_i \). The algebra \( \Omega \) generated by \( \hat{f} \) and \( \hat{X}_i \) is then called the “quantum (observable) algebra” for \( T^* G \).

\( \Omega_{g^*} \) is endowed with a natural Hopf algebra structure inherited from the universal enveloping algebra \( U \), with coproduct \( \Delta_{g^*} \), counit \( \epsilon_{g^*} \) and antipode \( S_{g^*} \)

\[
\Delta_{g^*} \left( \hat{X}_i \right) = \hat{X}_i \otimes 1 + 1 \otimes \hat{X}_i, \\
\epsilon_{g^*} \left( \hat{X}_i \right) = 0, \\
S_{g^*} \left( \hat{X}_i \right) = -\hat{X}_i.
\]

An Hopf algebra structure in \( \Omega_{g^*} \) can be obtained for exponential Lie groups by considering canonical coordinates (of the first kind) \( k : G \rightarrow g \cong \mathbb{R}^d \) defined through the logarithm map, \( k \left( g \right) = -i \ln \left( g \right) \), setting for the corresponding operators

\[
\epsilon_G \left( \hat{k}^i \right) = 0, S_G \left( \hat{k}^i \right) = -\hat{k}^i
\]

and

\[
\Delta_G \left( \hat{k}^i \right) = \sum_{n=1}^{\infty} \sum_{k,l \in \mathbb{N}} B_{p_1 \ldots p_k q_1 \ldots q_l} \hat{k}^{p_1} \ldots \hat{k}^{p_k} \otimes \hat{k}^{q_1} \ldots \hat{k}^{q_l},
\]

where \( B_{p_1 \ldots p_k q_1 \ldots q_l} \in \mathbb{R} \) are the coefficient of the Taylor expansion for the Baker-Campbell-Hausdorff formula \( k^i \left( gh \right) = B \left( k \left( g \right) , k \left( h \right) \right) \). Defining the lift of \( f \in A_G \) onto the Lie algebra as \( f_k \left( k \right) \equiv f \left( e^{ik} \right) \), the coproduct can be extended to the corresponding operators \( \hat{f} \in \Omega_G \) as \( \Delta_G \left( \hat{f} \right) \equiv f_k \left( \Delta_G \left( \hat{k}^i \right) \right) \). These definitions satisfy the requirements for the coproduct to be induced by the group multiplication as \( \Delta \left( f \left( g, h \right) \right) = f \left( gh \right) \), as well as the group unit and inverse to induce counit and antipode, \( \epsilon \left( f \right) = f \left( e \right) \), \( S \left( f \right) \left( g \right) = f \left( g^{-1} \right) \).

### B. The group and algebra representations

In order to get a concrete realization of the abstract observable algebra \( \Omega \), one has to construct its representations, in which the elements of the abstract algebra become operators acting on specific Hilbert spaces.

For the system at hand, one can immediately define a “group representation” \( \pi_G \) of \( \Omega \) on the Hilbert space \( L^2 \left( G \right) \) of square-integrable functions on \( G \) with respect to the Haar measure \( dg \). This is done by diagonalizing all the operators \( \hat{f} \in \Omega_G \) and setting the action of the \( \hat{X}_i \) to be given by the Lie derivatives, so that

\[
\left( \pi_G \left( \hat{f} \right) \psi \right) \left( g \right) = f \left( g \right) \psi \left( g \right), \\
\left( \pi_G \left( \hat{X}_i \right) \psi \right) \left( g \right) = iL_i \psi \left( g \right),
\]

for all \( \psi \in C^\infty \left( G \right) \) where we restrict the domain of \( \pi_G \) to the subspace of \( A_G \) of smooth compactly supported functions \( C^\infty \left( G \right) \) (dense in \( L^2 \left( G \right) \)) on \( G \). The inner product for \( \psi, \psi' \in L^2 \left( G \right) \) is defined as usual as

\[
\langle \psi, \psi' \rangle_G \equiv \int_G dg \overline{\psi \left( g \right)} \psi' \left( g \right).
\]

That \( \left( 5 \right) \) is a representation of the quantum algebra \( \left( 2 \right) \) is ensured by the fact that the Lie derivative satisfies the Leibnitz rule respect to the pointwise product of functions. Such property can be expressed as a compatibility condition between the coproduct \( \Delta_{g^*} \) of \( \Omega_{g^*} \), and the pointwise product \( m_G : f \otimes f' \rightarrow f \cdot f' \) for \( f, f' \in C^\infty \left( G \right) \). More in general if \( \pi \) is a representation of \( \Omega \) on a space \( \mathfrak{F} \) with multiplication \( m : f \otimes f' \rightarrow f \cdot f' \), the compatibility with the coproduct \( \Delta \) can be expressed, for an operator \( \hat{T} \) in \( \Omega \), by the commutative diagram

\[
\begin{array}{ccc}
\mathfrak{F} \otimes \mathfrak{F} & \xrightarrow{m} & \mathfrak{F} \\
\pi \otimes \pi \left( \Delta \left( \hat{T} \right) \right) \downarrow & & \downarrow \pi \left( \hat{T} \right) \\
\mathfrak{F} \otimes \mathfrak{F} & \xrightarrow{m} & \mathfrak{F}
\end{array}
\]

---

This is necessary to ensure that \( f \psi \) lies in \( C^\infty \left( G \right) \) for all \( \psi \in C^\infty \left( G \right) \). In general, since we are dealing with unbounded operators, for their representation on a Hilbert space \( \mathcal{H} \), their domain of definition must be restricted to some dense subspaces of \( \mathcal{H} \) such that their images under the action of the operators are contained in \( \mathcal{H} \).
expressing the identity \( \pi(\tilde{T}) \circ m = m \circ (\pi \otimes \pi)(\Delta(\tilde{T})) \).

Besides the group representation \( \pi_G \), a representation based on functions \( \phi(X) \) of coordinates on \( g^* \) (thus analogous of standard functions on momentum space) can also be defined: “the algebra representation”. The underlying non-commutativity of the Lie algebra has translate into an appropriately defined non-commutativity of the functions \( \phi(X) \). This is done by the introduction of a *-product compatible, in the sense of diagram \( \mathbb{D} \), with the coproduct \( \Delta_G \) of the algebra of operators \( \hat{\pi}^i \) corresponding to a specific parametrization of \( G \). As we will see, the required *-product can be defined directly from the choice of quantization map \( \mathbb{Q} \).

More precisely, one takes coordinates \( z : G \to \mathbb{R}^d \) on \( G \) satisfying \( \hat{z}_k(\tilde{0}) = 0, \frac{\partial}{\partial z_k}(\tilde{0}) = \delta_j^i \), where \( k \) are canonical coordinates. The coordinates operators \( \hat{z}_i \) are defined by imposing \( \hat{z} = \hat{f} \circ \hat{z}_i \), where \( \hat{f} \) is related, as in the deformation quantization framework, by \( \hat{f} \circ \hat{z} = \hat{f} \) for all \( f \in C^\infty(G) \). The algebra representation \( \pi_{g^*} \) then is defined by the actions

\[
(\pi_{g^*}(X) \phi)(X) \equiv X_1 \ast \phi(X),
\]

\[
(\pi_{g^*}(\hat{z}_i) \phi)(X) \equiv -i\partial^i \phi(X),
\]

where the second equation means that

\[
(\pi_{g^*}(\hat{f}) \phi)(X) = f_k(-i\partial^k) \phi(X),
\]

where \( f_k(k) := f(e^{ik}) \in C^\infty(g) \) for all \( f \in C^\infty(G) \). The algebra representation is thus defined on the function space \( L^2(g^*) \equiv \phi(X) \), which denotes the quotient \( C^\infty(g^*)/\mathcal{N} \) of the space of smooth compactly supported functions (see footnote \[1\]) on \( g^* \) by the subspace \( \mathcal{N} \), such that the inner product respect to the Lebesgue measure \( d\phi \) on \( g^* \)

\[
\langle \phi, \phi' \rangle_{g^*} : = \int_{g^*} \frac{d^dX}{(2\pi)^d} (\hat{\phi} \ast \phi')(X)
\]

is non degenerate, i.e. with \( \mathcal{N} := \{ \phi \in C^\infty(g^*) : \langle \phi, \phi' \rangle_{g^*} = 0 \} \). The first equation in \( \mathbb{R}^3 \) is actually a consequence of a stronger condition that one imposes on the *-product:

\[
(\pi_{g^*}(f(\hat{X}_i)) \phi(X)) = f_*(X) \ast \phi(X),
\]

for all \( f_\ast \in A_{g^*} \subset C^\infty(g^*) \) such that \( f(\hat{X}_i) = \mathbb{Q}(f_\ast) \in \mathcal{A}_{g^*} \). With this definition the *-product and quantization map are related, as in the deformation quantization framework, by

\[
f_\ast \ast f'_\ast = \mathbb{Q}^{-1}(Q(f_\ast)Q(f'_\ast)).
\]

As anticipated, the choice of quantization map determines uniquely the *-product to be used in constructing the algebra representation.

The faithfulness of the representation \( \mathbb{R}^3 \) is then guaranteed by noticing that the *-product is such that the observables depending on \( \hat{X}_i \) are represented through an algebra isomorphism, while \( f \to \pi_{g^*}(f) \) is a homomorphism due to commutativity of \( \partial^i \) on \( g^* \). Finally, one can show (see \( \mathbb{I}^3 \)) that the commutator \( [\hat{X}_i, \hat{z}_j] = i\mathbb{L}_i\hat{z}_j \) is reproduced if the *-product satisfies the property encoded in the commutative diagram \( \mathbb{D} \), i.e. if

\[
\pi_{g^*}(\hat{z}_i) \circ m_{g^*} = m_{g^*} \circ (\pi_{g^*} \otimes \pi_{g^*})(\Delta_G(\hat{z}^i)).
\]

Thus, the compatibility condition \( \mathbb{D} \) can also be understood as expressing the compatibility between the choice of quantization map, i.e. of *-product, and the choice of coordinates on the group used in defining the quantum algebra \( \mathbb{A} \). For more details on the algebra representations, see \( \mathbb{I}^3 \).

C. The non commutative Fourier transform

The non-commutative Fourier transform \( \mathcal{F} : L^2(G) \to L^2(g^*) \) (and its inverse \( \mathcal{F}^{-1} : L^2(g^*) \to L^2(G) \)) is the intertwiner between the group and algebra representation (and viceversa), ensuring their unitary equivalence.

It is expressed as the integral transform:

\[
\hat{\psi}(X) := \mathcal{F}(\psi)(X) = \int_G dg E_g(X) \psi(g) \in L^2(g^*),
\]

\[
\psi(g) := \mathcal{F}^{-1}(\hat{\psi})(g) = \int_{g^*} \frac{d^dX}{(2\pi)^d} E_g(X) \ast \hat{\psi}(X) \in L^2(G).
\]
The kernel of the transformation $E_g (X)$ is called the non-commutative plane wave. Its defining equations are identified by requiring that the intertwined function spaces define a representation of the same quantum algebra, and applying the action of $\mathcal{U}$ in the different representation. The explicit form of $E_g (X)$, and its existence, depends then again on the choice of a quantization map, and thus, in turn, on the choice of a deformation quantization $\ast$-product.

The intertwining property can be expressed generally as $\mathcal{F} \circ \pi_G (\hat{T}) = \pi_g (\hat{T}) \circ \mathcal{F}$, where $\hat{T} \in \mathcal{U}$. Applying it to the operators $\hat{X}_i$ and $\hat{\zeta}^i$ respectively, one obtains the following conditions to be satisfied by the Kernel $E_g (X)$:

$$-i \mathcal{L}_i E_g (X) = X_i \ast E_g (X),$$
$$-i \partial^j E_g (X) = z^j \ast (g) E_g (X),$$

which can be integrated (modulo the non-trivial global properties of $G$) as

$$E (h, X) = e^{ik (h)} \mathcal{E} (g, X) = e^{ik (h) \cdot X} \ast E (g, X),$$
$$E (g, X + Y) = e^{i \zeta (g) Y} E (g, X),$$

where $k (h) = -i \ln (h) \in g$ are canonical coordinates, and

$$e^{f (X)} = \left(\sum_{n=0}^{\infty} \frac{1}{n!} f \ast \cdots \ast f (X)\right)$$

Combining the two expressions one can show that the plane wave is given by the $\ast$-exponential in terms of the canonical coordinates on the group manifold

$$E_g (X) = e^{ik (g) \cdot X} = \sum_{n=0}^{\infty} \frac{i^n}{n!} k^{j_1} \cdots k^{j_n} (g) X_{j_1} \ast \cdots \ast X_{j_n}.$$  \hfill (18)

The integral form of the plane wave is subject to the possible non-trivial global properties of $G$. For the definition of the Fourier transform, since $E (g, X)$ has to be considered only under integration, weak exponentiality of $G$ is a sufficient condition. Moreover, in case $G$ has compact subgroups, the logarithm map is multivalued, and the definition in terms of canonical coordinates has to refer only to one of the charts covering the group manifold, and extended appropriately beyond it (this can be done in several ways, see [15] and references cited there). Let us discuss this point a little further, briefly.

From the relation (12) it follows that the product of plane waves is given by

$$E_g (X) \ast E_h (X) = Q^{-1} (e^{ik (g) \cdot X} e^{ik (h) \cdot X}) = e^{i \mathcal{B} (k (g), k (h)) \cdot X},$$

where $\mathcal{B} (k (g), k (h))$ is given by the application of the Baker-Campbell-Hausdorff (BCH) formula to $k (g), k (h) \in g$, and

$$Q (e^{ik \cdot X}) = e^{ik \cdot X}.$$  \hfill (20)

In order to have a one-to-one relation between elements of the set of plane waves $\mathcal{E} := \{ e^{ik \cdot X} : k \in g \} \subset \mathcal{U}_g$, and the group $G$, one can define the coordinates $k (g) = -i \ln (g)$ to lie in the principal branch, and amend the $\ast$-product by a projection onto the principal branch of the logarithm, $\ast \rightarrow \ast_p$. With this definition the set of plane waves constitutes a representation of $G$ respect to the $\ast_p$-product, since

$$E_g (X) \ast_p E_h (X) = E_{gh} (X).$$  \hfill (21)

We will omit in the following the suffix $p$ and implicitly assume that the projection on the principal branch is implemented.

Thus, in terms of canonical coordinates $k (g)$ on the group, the non-commutative plane waves takes the form of a $\ast$-exponential with respect to the $\ast$-product corresponding to the chosen quantization map.

However, from the second of Eqs. (16), it follows also that there exists a choice of coordinates $z^j (g)$ such that the same star-exponentials take the form of classical exponentials

$$E_g (X) = A (g) e^{iz (g) \cdot X}.$$  \hfill (22)

$^2$ Without the projection on the principal branch, the coordinate $B^j (k (g), k (h))$ in (19) may lie in any branch of the logarithm.
with a multiplicative prefactor $A(g) = E_{g}(0)$. The choice of such coordinates $z^{i}(g)$ and the corresponding prefactor $A(g)$ are also determined by the quantization map. For this second form the multivaluedness issue affects the choice of coordinates $z : G \to g$.

Finally, it is possible to show (see [15]) that when the $\star$-product is verified to lead to a non-commutative plane wave of the form [22], i.e. $E_g(X) = e^{ik(g) \cdot X} = A(g) e^{iz(g) \cdot X}$, then the $z$-coordinates satisfy the compatibility equation [13], i.e. they are compatible with the $\star$-product in the sense of the commutative diagram (7). This means that the algebra representation is guaranteed to exist, and to be obtained by non-commutative Fourier transform from the group representation, only if such coordinates can be found.

### D. Summary

Let us summarize schematically the main elements introduced so far. One starts from the phase space of a system whose configuration space is a Lie group $G$, given by the cotangent bundle $T^*G \cong G \times g^*$, and its Poisson algebra $\mathcal{P}_G$. A quantization of (a maximal subalgebra $\mathcal{A}$ of) $\mathcal{P}_G$ can be obtained through a quantization map $\mathcal{Q}$, leading to the quantum algebra $\mathfrak{H} \cong \mathfrak{H}_G \times \mathfrak{H}_{g^*}$. The latter is endowed, for each of its subspaces $\mathfrak{H}_G$ and $\mathfrak{H}_{g^*}$, with a natural Hopf-algebra structure characterized by $(\Delta_G, \epsilon_G, S_G)$ and $(\Delta_{g^*}, \epsilon_{g^*}, S_{g^*})$.

Two different representation of $\mathfrak{H}$ can be defined, the group representation $\pi_G$ on $L^2(G)$, and the algebra representation $\pi_a$ on $L^2_{\mathfrak{P}}(g^*)$. The latter is characterized by the definition of a suitable $\star$-product compatible with the quantization map, and determined by it. Both representations satisfy the compatibility condition between their natives product and coproduct, as depicted in the diagram (7), which can then be understood as a condition for the existence of the representation.

The non-commutative Fourier transform $\mathcal{F} : L^2(G) \to L^2_{\mathfrak{P}}(g^*)$ is the intertwiner between the group and algebra representation, ensuring their unitary equivalence. Its kernel is the non-commutative plane wave $E_g(X)$, whose existence and precise expression depend again on the chosen quantization map, and thus of $\star$-product. The explicit form of the plane wave can indeed be written in terms of $\star$-exponentials $E_g(X) = \exp(x(k(g) \cdot X))$, where $k(g) = -i \ln(g)$ are canonical coordinates, or as ordinary exponentials (with a prefactor) $E_g(X) = A(z(g)) \exp(z(g) \cdot X)$ in terms of coordinates $z$ such that $z_k(0) = 0$ and $\frac{\partial}{\partial z_k}(z_k(k) = z(e^{ik}))$. The existence of these kind of coordinates ensures that the compatibility condition (7) is fulfilled, tying together the existence of the non-commutative Fourier transform with the one of the algebra representation.

### III. THE DUFLO MAP AND LIE ALGEBRA REPRESENTATION FOR THE LORENTZ GROUP

We will now proceed to constructing the structures introduced in the previous section for the case in which the configuration space of our system is the Lorentz group. We will first look for suitable coordinates in which to define the non-commutative plane waves. As explained, the definition of the plane wave depends on the quantization map, which in turn specifies the $\star$-product structure. We will work the Duflo quantization map [16, 23, 24], which has already found a number of applications in the quantum gravity context [17–22]. After defining the properties of the Duflo map, we will derive the explicit expression of the Duflo plane wave for the Lorentz group, as a star exponential, and as the ordinary exponential with prefactor in terms of suitable coordinates on the group. We will then discuss the properties of the algebra representation and show explicitly the structure of the star-product for the lowest order polynomials.

These structures, in particular the plane waves, will finally allow us to define the non-commutative Fourier transform for the Lorentz group for the Duflo quantization map, in the following section [25].

#### A. Parametrization of the Lorentz group

As discussed, the definition of the non-commutative plane wave, and thus of the non-commutative Fourier transform, requires the group to be at least weakly exponential. Exponentiability indeed ensures that the image of the exponential map $\exp : g \to G$ is onto, i.e. that all the points of $G$ are obtained through exponentiation of its Lie algebra. Also, if a group is weakly exponential the image of $\exp : g \to G$ is dense in $G$. Since the non-commutative Fourier transform is defined only under integration, weak exponentiability is a sufficient condition for its uniqueness, as the canonical coordinates $k(g) = -i \ln(g)$ defining the plane waves will cover the whole group except for a set of points of zero measure. So, in order to define the non-commutative Fourier transform for the Lorentz group we must first discuss the relation between its parametrization and the exponential map (we follow mainly the discussion in [25]).
The (homogeneous) Lorentz group is usually defined by two basic matrix representations: as the group $SO(3,1)$ of real orthogonal 4x4 matrices with unit determinant, preserving the bilinear form of Lorentzian signature (3,1), or as the group $SL(2,\mathbb{C})$ of complex unimodular 2x2 matrices. As topological groups, $SL(2,\mathbb{C})$ is the double covering of $SO(3,1)$. Moreover since $SL(2,\mathbb{C})$ is simply connected it is also the universal covering of $SO(3,1)$, while $SO(3,1)$ is isomorphic to $SL(2,\mathbb{C})/\{I,-I\}$, where $I$ and $-I$ are the central elements of $SL(2,\mathbb{C})$, and thus $SO(3,1)$ is doubly-connected.

While for a compact connected (matrix) group one can prove that the exponential map is surjective $[26]$, when the group is non-compact, as for $SO(3,1)$ or $SL(2,\mathbb{C})$, surjectiveness is not guaranteed. In particular one can show that $SO(3,1)$ is exponential, while $SL(2,\mathbb{C})$ is not $[27]$, i.e. not all the points of $SL(2,\mathbb{C})$ are in the image of the exponential map applied to its Lie algebra $\mathfrak{sl}(2,\mathbb{C})$. However, a complex connected Lie group, as is the case of $SL(2,\mathbb{C})$, is always weakly exponential (see for instance $[28]$), so that the image of $\exp : \mathfrak{sl}(2,\mathbb{C}) \to SL(2,\mathbb{C})$ is dense. As we stressed, this is all that is needed for a well-defined non-commutative Fourier transform and algebra representation.

An element of $SL(2,\mathbb{C})$ can be parametrized as

$$a = a_0 \mathbb{1}_2 + a \cdot \vec{\sigma},$$

where $\mathbb{1}_2$ is the identity matrix in 2 dimensions, $a_0, a_j$, with $j = 1, 2, 3$, are complex numbers, and $\sigma_j$ are Pauli matrices (hermitian traceless 2x2 matrices)

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

satisfying the Lie brackets

$$[\sigma_i, \sigma_j] = 2i\epsilon_{ijk}\sigma_k.$$  

(25)

The conjugacy classes of $SL(2,\mathbb{C})$ are instead represented by the matrices $[27,28]$

$$\begin{pmatrix} \alpha & 0 \\ 0 & \alpha^{-1} \end{pmatrix}, \quad \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad \begin{pmatrix} -1 & 1 \\ 0 & -1 \end{pmatrix}.$$  

(26)

Canonical coordinates (of the first kind) on $SL(2,\mathbb{C})$ are defined $[26,27]$ by applying the exponential map to its Lie algebra $\mathfrak{sl}(2,\mathbb{C})$. One way of realizing this is as the complexification of $SU(2)$ by means of a complex rotation vector $[25]$

$$\zeta_i = \rho_i + i\beta_i, \quad i = 1, 2, 3$$

(27)

where $\rho_i, \beta_i$ are real parameters, so that, choosing the basis of $\mathfrak{sl}(2,\mathbb{C})$ represented by Pauli matrices, an element of $SL(2,\mathbb{C})$ is written as

$$a = \exp \left( \frac{i}{2} \vec{\zeta} \cdot \vec{\sigma} \right).$$

(28)

With this definition one gets the relations

$$a_0 = \cos \left( \frac{1}{2} (\phi + i\eta) \right), \quad a_j = i \frac{\sin \left( \frac{1}{2} (\phi + i\eta) \right)}{\phi + i\eta} \zeta_j,$$

(29)

where we define the complex rotation angle $\phi + i\eta$, with $\eta \geq 0$, related to $\vec{\zeta}$ by (denoting $x^2 = \vec{x} \cdot \vec{x}$)

$$(\phi + i\eta)^2 = \zeta^2,$$

$$\phi^2 - \eta^2 = \rho^2 - \beta^2, \quad \phi \eta = \vec{\rho} \cdot \vec{\beta}. $$

(30)

The meaning of $\phi$ and $\eta$ can be better understood considering the action of a $SL(2,\mathbb{C})$ matrix $[23]$ on a point in Minkowski spacetime $x = (x^0, x^1, x^2, x^3)$ defined as

$$x = x^0 \mathbb{1} + \vec{x} \cdot \vec{\sigma} = \begin{pmatrix} x^0 + x^3 & x^1 - ix^2 \\ x^1 + ix^2 & x^0 - x^3 \end{pmatrix},$$

(31)

3 We restrict in this manuscript to the so-called proper orthochronous Lorentz group, the identity component of $O(3,1)$, consisting of the set of Lorentz transformations that preserve the orientation of “spatial” and “temporal” dimensions.
so that
\[ x' = a x a^\dagger \rightarrow x' = \Lambda(a) x. \] (32)

The transformation matrices \( \Lambda(a) \) form the elements of the group \( \text{SO}(3,1) \). This is identical to the group of linear transformations leaving invariant the metric \( \eta = \text{diag} \{1, -1, -1, -1\} \), described by \( 4 \times 4 \) unimodular orthogonal matrices generated by the set of (purely imaginary traceless) matrices defined by
\[ (M_{ab})_{kl} = i (\eta_{ak} \delta_{bd} - \eta_{ad} \delta_{bk}) , \quad a, b, k, l = 0, 1, 2, 3, 4 \] (33)
with commutation rules
\[ [M_{ab}, M_{cd}] = i (\eta_{ad} M_{bc} + \eta_{bc} M_{ad} - \eta_{ac} M_{bd} - \eta_{bd} M_{ac}) , \] (34)
so that an element of \( \text{SO}(3,1) \) is (repeated indexes are summed, throughout the manuscript)
\[ \Lambda(a) = \exp \left( \frac{i}{2} \alpha_{ij} M_{ij} \right) . \] (35)

Defining the generators
\[ J_i = \frac{1}{2} \epsilon_{ijk} M_{jk}, \quad N_i = M_{0i}, \quad i, j = 1, 2, 3, \] (36)
corresponding to rotation and boost transformations, satisfying the commutation rules
\[ [J_i, J_j] = i \epsilon_{ijk} J_k, \quad [J_i, N_j] = i \epsilon_{ijk} N_k, \quad [N_i, N_j] = -i \epsilon_{ijk} J_k, \] (37)
we can express an element of the group as
\[ \Lambda(\vec{\rho}, \vec{\beta}) = \exp \left\{ i \vec{\rho} \cdot \vec{J} + i \vec{\beta} \cdot \vec{N} \right\}, \] (38)
where
\[ \rho_i = \frac{1}{2} \epsilon_{ijk} \alpha_{jk}, \quad \beta_i = \alpha_{0i}. \] (39)

The explicit expression of \( \Lambda(\vec{\rho}, \vec{\beta}) \) is given in the appendix \( \text{[A1]} \) where the relation between \( \text{SO}(3,1) \) and \( \text{SL}(2,\mathbb{C}) \) is also discussed. It is important to notice that the parameters domain is different for the two groups: the multivaluedness of the logarithmic map (the inverse of the exponential map) results from the periodicity of the compact subgroup of rotations. As shown in App.\( \text{[A1]} \) analogously to the relation between \( \text{SO}(3) \) and \( \text{SU}(2) \), \( \text{SL}(2,\mathbb{C}) \) “covers twice” \( \text{SO}(3,1) \), with the isomorphism \( \text{SO}(3,1) \cong \text{SL}(2,\mathbb{C})/\{1, -1\} \).

In order to show the weak exponentiability of the Lorentz group, one can study the behaviour of the logarithm map by inverting relation \( \text{(28)} \). The study of the branch points for the logarithmic map for the Lorentz group is performed in App.\( \text{[A2]} \). Restricting it to its principal values, the complex rotation vector is holomorphic in \( a_0 \) except for a branch cut extending on the real axis of \( a_0 \) from \(-1\) to \(-\infty\). Thus, except for the branch cut, the canonical coordinates provided by the exponential map, represented by the complex rotation vector \( \vec{\zeta} = \vec{\rho} + i \vec{\beta} \), are holomorphic functions parametrizing the whole \( \text{SL}(2,\mathbb{C}) \) group. Accordingly, the corresponding range of values of \( \phi \) for which the complex rotation vector is single-valued is \( \phi \in (-2\pi, 2\pi] \) for \( \text{SL}(2,\mathbb{C}) \) and \( \phi \in (-\pi, \pi] \) for \( \text{SO}(3,1) \). This defines the principal branch respectively for the \( \text{SL}(2,\mathbb{C}) \) and \( \text{SO}(3,1) \) parametrizations.

Thus, in the following, we consider a generic element of the Lorentz group in its exponential representation \( \text{(38)} \) or \( \text{(28)} \),
\[ g = \exp \left\{ i \vec{\rho} \cdot \vec{J} + i \vec{\beta} \cdot \vec{N} \right\}, \] (40)
where the generators \( J_i \) and \( N_i \) are the ones defined in this section, and, depending on the chosen group representation, can be considered to be the generators \( \text{(36)} \) of \( \text{SO}(3,1) \), \( J_i = \frac{1}{2} \epsilon_{ijk} M_{jk} \) and \( N_i = M_{0i} \), or the generators \( J_i \equiv \frac{1}{2} i \sigma_i \) and \( N_i \equiv \frac{1}{2} i \sigma_i \) of the real\( \text{[B]} \) Lie algebra \( \mathfrak{sl}(2,\mathbb{C}) \), satisfying in both cases the Lie brackets \( \text{(37)} \), the distinction between the two groups being given by the domain of the “rotation” parameter \( \phi \) as discussed above. An element of the Lie algebra is then \( x = x^i e_i \in \mathfrak{g} \), with \( e_i \) the basis of generators \( e_i \equiv (J_i, N_i) \), and \( x^i \) the set of canonical coordinates \( k^i \equiv (\rho^i, \beta^i) \).

\footnote{\( \mathfrak{sl}(2,\mathbb{C}) \) can be considered a real Lie algebra generated of dimension 6 with basis vectors \( \{\sigma_1\}, \{i\sigma_i\} \), not to be confused with its real forms \( \mathfrak{su}(2) \) or \( \mathfrak{sl}(2,\mathbb{R}) \).}
B. The Duflo quantization map for the Lorentz group and the non-commutative plane waves

The Duflo map was introduced in [16] as a generalization to arbitrary finite-dimensional Lie algebras of the Harish-Chandra isomorphism between invariant polynomials on the dual of a Lie algebra and the center of the corresponding universal enveloping algebra. The isomorphism was proved in a different form within the formalism of deformation quantization of general Poisson manifolds [23] (see also [24]), and used then in different contexts in the quantum gravity literature [17–22]. An important property of the Duflo map is that it realizes the isomorphism between invariant polynomials on the dual of a Lie algebra and the map preserves the algebra structure of such polynomials, so the Duflo quantization map $D$ has the remarkable property that for two elements $\alpha$ and $\beta$ of $U(\mathfrak{g})^\mathbb{C}$, $D(\alpha) D(\beta) = D(\alpha\beta)$.

Concretely, the Duflo map is defined by the composition

$$D = S \circ j^\frac{1}{2}(\partial)$$

of the “symmetrization map” $S$,

$$S(X_{i_1} \cdots X_{i_n}) = \frac{1}{n!} \sum_{\sigma \in S_n} \tilde{X}_{i_{\sigma(1)}} \cdots \tilde{X}_{i_{\sigma(n)}} =: \hat{S}(X_{i_1} \cdots X_{i_n}),$$

with $S_n$ is the symmetric group of order $n$, with the function on the Lie algebra $\mathfrak{g}$

$$j(x) = \det \left( \frac{\sinh \frac{1}{2} \text{ad}_x}{\text{ad}_x} \right), \quad x \in \mathfrak{g},$$

where in (41) one substitutes $x^i$ with $\partial^i = \partial/\partial X_i$ where $X_i \in \mathfrak{g}^\ast$. Here $\text{ad}_x$ is in the adjoint representation of $\mathfrak{g}$. Notice also that with this definition the Duflo function (42) coincides with the Jacobian of the exponential map [29, 30], i.e. for $g = \exp(x)$

$$dg = j(x) dx.$$  

As we have explained in Sec. III once we have chosen the Duflo quantization map, the compatibility between the associated $\ast$-product, given by relation (12) as

$$f_x \ast f'_x = D^{-1}(D(f_x) D(f'_x)),$$

and the coproduct on the algebra of functions on the group, and thus the existence of the algebra representation, is guaranteed by the construction of the non-commutative plane wave, the kernel of the transformation between the group and algebra representations. Our next goal is then to derive the explicit expression of this non-commutative plane wave, and in particular its expression as a standard exponential (with a certain prefactor) in terms of specific coordinates on the group.

We need first to calculate the function $j(x)$ for the Lorentz group. We consider a generic element of the Lorentz group written in its exponential representation (13) or (28),

$$g = \exp \left\{ i\tilde{\rho} \cdot \tilde{J} + i\tilde{\beta} \cdot \tilde{N} \right\},$$

where the generators $J_i$ and $N_i$ are the ones defined in the previous section, and can be considered to correspond to the $J_i, N_i$ matrices generating SO(3,1) or to the generators $J_i \equiv \frac{1}{2}\sigma_i, N_i \equiv \frac{i}{2}\sigma_i$ of the real Lie algebra $\mathfrak{sl}(2, \mathbb{C})_R$, in both cases satisfying the Lie brackets (37), the distinction between the two groups being given by the domain of the rotation parameter $\phi$ as discussed in the previous section. The calculation of the the Duflo function $j(x)$ on the element (40) is performed in App. B1 and, for an element of the Lie algebra $x = x^j J_j + x^i N_i$, gives

$$j^\frac{1}{2}(x) = 4 \frac{|\sinh (\frac{1}{2} x_\zeta)|^2}{x^2_\zeta},$$

where $x_\zeta = \sqrt{\bar{x}_\zeta \cdot \bar{x}_\zeta}$ and $x^j_\zeta = x^j + ix^i N_i$. We can now apply the Duflo the function $j^\frac{1}{2}(\partial)$ on exponentials $\exp(ik^j X_j) = \exp(i\rho^j X_j + i\beta^j X_j)$, with coordinates $k^j \equiv (\rho^j, \beta^j)$ corresponding to canonical coordinates on the group $k(g) = -i \ln(g)$,
and coordinates on $\mathfrak{g}^*$ $X_i \equiv (X_i^J, X_i^N)$ associated respectively to the $J_i$ and $N_i$ generators\footnote{More precisely $X_i$ are the coordinates on the Lie algebra $\mathfrak{g}^*$ defined by the basis $\{\tilde{e}_i\}$ dual to $\{e_i\} \equiv \{J_i, N_i\}$ with the canonical pairing $\langle \tilde{e}_i, e_j \rangle = \delta_{ij}$.}. Thus, after the substitution $x^J \to \partial^J_i$, $x^N \to \partial^N_i$ (i.e. $x^J_i \to \partial^J_i = \partial^J_j + i\partial^N_j$), we obtain
\[
\left( j^\beta (\partial) \exp \left( i\tilde{\rho} \cdot \tilde{X}^J + i\tilde{\beta} \cdot \tilde{X}^N \right) \right) = 4 \frac{\sin \left( \frac{1}{2} |\zeta| \right) \zeta e^{i\tilde{\rho} \cdot \tilde{X}^J + i\tilde{\beta} \cdot \tilde{X}^N}}{|\zeta|^2} \quad \text{(48)}
\]
\[= 4 \frac{\cosh^2 \left( \frac{1}{2} \eta \right) \sin^2 \left( \frac{1}{2} \phi \right) + \sinh^2 \left( \frac{1}{2} \eta \right) \cos^2 \left( \frac{1}{2} \phi \right)}{\phi^2 + \eta^2} e^{i\tilde{\rho} \cdot \tilde{X}^J + i\tilde{\beta} \cdot \tilde{X}^N},
\]

where $\zeta = \rho_i + i\beta_i$, and we have considered also the parametrization \footnote{Notice now that the exponential keeps the same form under the symmetrization map (42): $\exp(2\zeta) = \exp(\zeta^2)$.}. \footnote{Notice that this is exactly what happens, for example, in the simpler $SU(2)$ case.} $\eta = \rho - \beta$, \footnote{We have obtained the explicit form of the plane wave as a standard exponential, ensuring the existence of the algebra representation, which we are now going to discuss.}

\[
S \left( e^{ik \cdot X_i} \right) = e^{ik \cdot \tilde{X}_i}.
\]

Using the above results, we finally obtain the action of the Duflo map on the exponential function
\[
\mathcal{D} \left( e^{i\tilde{\rho} \cdot \tilde{X}^J + i\tilde{\beta} \cdot \tilde{X}^N} \right) = \frac{2}{\cos \left( \frac{1}{2} \eta \right) \sin^2 \left( \frac{1}{2} \phi \right) + \sinh^2 \left( \frac{1}{2} \eta \right) \cos^2 \left( \frac{1}{2} \phi \right)} e^{i\tilde{\rho} \cdot \tilde{X}^J + i\tilde{\beta} \cdot \tilde{X}^N}. \quad \text{(50)}
\]

The last equation allows us to define the non-commutative plane wave corresponding to the Duflo quantization map for the Lorentz group. This can be given in its expression in terms of $\ast$-exponential (18), which in turn encodes the property (45) (as in (20)), and thus defines the $\ast$-product for the Duflo map. We have indeed
\[
\mathcal{D} \left( E_g (X) \right) = \mathcal{D} \left( e^{i\tilde{\rho}(g) \cdot \tilde{X}^J + i\tilde{\beta}(g) \cdot \tilde{X}^N} \right) = e^{i\tilde{\rho}(g) \cdot \tilde{X}^J + i\tilde{\beta}(g) \cdot \tilde{X}^N}. \quad \text{(51)}
\]

At the same time the last equation can be inverted, and using Eq. (50) we get the relation between the plane wave as a $\ast$-exponential and as a standard exponential with prefactor (22):
\[
E_g (X) = \mathcal{D}^{-1} \left( e^{i\tilde{\rho}(g) \cdot \tilde{X}^J + i\tilde{\beta}(g) \cdot \tilde{X}^N} \right) = e^{i\tilde{\rho}(g) \cdot \tilde{X}^J + i\tilde{\beta}(g) \cdot \tilde{X}^N} = A \left( \tilde{\rho}(g), \tilde{\beta}(g) \right) e^{i\tilde{\rho}(g) \cdot \tilde{X}^J + i\tilde{\beta}(g) \cdot \tilde{X}^N}, \quad \text{(52)}
\]

with
\[
A \left( \tilde{\rho}(g), \tilde{\beta}(g) \right) = \frac{\phi(g) \cdot \eta(g)}{4 \left( \cos^2 \left( \frac{1}{2} \eta(g) \right) \sin^2 \left( \frac{1}{2} \phi(g) \right) + \sinh^2 \left( \frac{1}{2} \eta(g) \right) \cos^2 \left( \frac{1}{2} \phi(g) \right) \right)}, \quad \text{(53)}
\]

where $\left( \phi, \eta \right) \equiv \left( \phi \left( \tilde{\rho}, \tilde{\beta} \right), \eta \left( \tilde{\rho}, \tilde{\beta} \right) \right)$. Expression (52) shows that within the Duflo quantization map the coordinates for which the non-commutative plane wave takes the form of the standard exponential are still the canonical coordinates $z(g) = k(g) = \frac{1}{i} \ln(g) \equiv \left( \tilde{\rho}, \tilde{\beta} \right)$, but with a prefactor $A \left( \tilde{\rho}, \tilde{\beta} \right)$, amounting, as expected from Eq. (44), to the inverse of the square root of the Jacobian of the exponential map (see Eq. (A19)). Notice that this is exactly what happens, for example, in the simpler $SU(2)$ case, studied in \footnote{We mentioned in Sec. II and it was proven in \footnote{We have ensured that, for the $\ast$-product associated to the Duflo map, the action (8) on functions $\phi(X) \in C^\infty(\mathfrak{g}_*) (X_i \equiv (X_i^J, X_i^N) z_i \equiv (\rho_i, \beta_i), \partial^j = \partial/\partial X^j$)
\[
\left( \pi_{g^*} \left( \tilde{X}_i \right) \phi \right)(X) \equiv X_i \ast \phi(X), \quad \text{(54)}
\]
\[
\left( \pi_{g^*} \left( \tilde{z}_i \right) \phi \right)(X) \equiv -i\partial^i \phi(X),
\]

\[\text{C. The non-commutative algebra representation from the Duflo map}
\]
is a representation of the quantum algebra \( \mathbb{Z}_2 \)

\[
\begin{align*}
[X_i^j, X_j^k] &= i\epsilon_{ijk} X_k^i, \\
[X_i^j, X_j^N] &= i\epsilon_{ijk} X_k^j, \\
[X_i^N, X_j^N] &= -i\epsilon_{ijk} X_k^N,
\end{align*}
\]

(55)

\[ [\hat{\rho}_i, \hat{\rho}_j] = [\hat{\beta}_i, \hat{\beta}_j] = [\hat{\rho}_i, \hat{\beta}_j] = 0, \quad (56) \]

\[ [\hat{X}_i, \hat{z}_j] = i\hat{L}_{X_i} z_j. \quad (57) \]

While the above statement can be proved in general (see [15]) using the properties of the \( \ast \)-product, we can still show more explicitly that this is indeed the case for the structures derived in the previous section. Notice first that relations (56) are trivially satisfied by the representation (54) due to the commutativity of ordinary derivatives. Let us then evaluate the \( \ast \)-product between the lowest order monomials. Considering expressions (52), the \( \ast \)-product between \( n \) coordinates of \( g^\ast \) can be evaluated through the formula

\[
X_{i_1} \ast X_{i_2} \ast \cdots \ast X_{i_n} = (-i)^n \frac{\partial^n}{\partial k_1^{i_1} \cdots k_n^{i_n}} |_{k_1 = k_2 = \cdots = k_n = 0} D^{-1} \left( e^{iE(k_1, \ldots, k_n) \ast X} \right). \quad (58)
\]

From this formula one obtains (the explicit calculation is reported in App. [B.2]) where third order monomials are also reported for completeness:

\[
X_{i_1}^j \ast X_{j_2} \ast \cdots \ast X_{i_n}^N = (-i)^n \frac{\partial^n}{\partial k_1^{i_1} \cdots k_n^{i_n}} |_{k_1 = k_2 = \cdots = k_n = 0} D^{-1} \left( e^{iE(k_1, \ldots, k_n) \ast X} \right). \quad (58)
\]

From relations (55) defining the plane wave we have that the l.h.s. can be rewritten as

\[
-iz_j(g) \mathcal{L}_{X_i} E_g(X) + \partial^i \left( \mathcal{L}_{X_i} E_g(X) \right). \quad (62)
\]

The Lie derivative

\[
\mathcal{L}_{X_i} f(g) = \frac{d}{dt} f(e^{itX_i} g) \bigg|_{t=0} \quad (63)
\]

can be expressed in terms of coordinates \( z^i \) for which \( E_g(X) = A(z(g)) \exp(iz(g) \cdot X) \) as

\[
\mathcal{L}_{X_i} E_g(X) = L_i^1 (z(g)) \partial_{z_j} E_g(X) = L_i^1 (z(g)) \left( \partial_{z_j} A(z(g)) + iX_j A(z(g)) \right) e^{iz(g) \cdot X} \quad (64)
\]

so that

\[
\partial^i \left( \mathcal{L}_{X_i} E_g(X) \right) = i L_i^1 (z(g)) A(z(g)) e^{iz(g) \cdot X} + L_i^1 (z(g)) \left( \partial_{z_j} A(z(g)) + iX_j A(z(g)) \right) \partial^j e^{iz(g) \cdot X}. \quad (65)
\]

We now use the second of relations (15), and the relation \( \mathcal{L}_{X_i} z_j(g) = L_i^1 (z(g)) \) to rewrite the last expression as

\[
i \left( \mathcal{L}_{X_i} z_j(g) \right) E_g(X) + iz_j(g) \mathcal{L}_{X_i} E_g(X), \quad (66)
\]

which, substituted in (62), and using again the second of (15), returns (61). Thus, we confirm the relations (54) define a representation of (57). Moreover, as mentioned already, one can show in general (see [15]) that this amounts to the compatibility between (the coproduct for) the coordinates \( z_i(g) \) and the \( \ast \)-product in the sense of the commutative diagram (4).

\[
\text{Obviously, knowing the definition of the Duflo map [11] and the general relation between the quantization map and the associated } \ast \text{-product [12] the action of any operator in the algebra representation and the explicit expression of any } \ast \text{-monomial can be computed directly. Having at hand the formula for the exponential elements, however, allows a more immediate calculation.}
\]
IV. THE NON-COMMUTATIVE FOURIER TRANSFORM FOR THE LORENTZ GROUP

The non-commutative plane wave \( \delta^d \) is the kernel of the non-commutative Fourier transform, the transform between the group and algebra representation. We have now all the material to show the form of such non-commutative Fourier transform and to discuss some of its properties. We will discuss also its relation with other known constructions for a Fourier transform on the group, as well as with the Plancherel decomposition into irreducible representations.

A. The NC Fourier transform for \( SL(2, \mathbb{C}) \)

In order to write the expression of the non-commutative Fourier transform we first need to evaluate the Haar measure \( \mu (g) \) for the Lorentz group in canonical coordinates \( k^i (g) = (\rho_i (g), \beta^i (g)) \), such that \( dg = \mu (\tilde{\rho} (g), \tilde{\beta} (g)) d^3 \tilde{\rho} d^3 \tilde{\beta} \). The calculation is performed in App. (A 3). From the definition (14), considering the expression of the plane wave (52) and the Haar measure (A19) the Fourier transform \( \mathcal{F} : L^2 (g) \rightarrow L^2_+ (g^*) \) and its inverse \( \mathcal{F}^{-1} \) are

\[
\hat{\psi} (X) = \mathcal{F} (\psi) (X) = \int d^3 \tilde{\rho} d^3 \tilde{\beta} A^{-1} (\tilde{\rho}, \tilde{\beta}) e^{i \tilde{\rho} \cdot \tilde{X}^j + i \tilde{\beta} \cdot \mathcal{X}^N} \psi (g) ,
\]

\[
\psi (g) = \mathcal{F}^{-1} (\hat{\psi}) (g) = \frac{1}{(2\pi)^3} \int d^3 X^j d^3 X^N A (\tilde{\rho}, \tilde{\beta}) e^{-i \tilde{\rho} \cdot \tilde{X}^j + i \tilde{\beta} \cdot \mathcal{X}^N} \hat{\psi} (X) ,
\]

(67)

where \( (\tilde{\rho}, \tilde{\beta}) = (\tilde{\rho} (g), \tilde{\beta} (g)) \), and the integration measure \( d^3 \tilde{\rho} d^3 \tilde{\beta} \) is the standard Lebesgue measure, with the parameters restricted as explained in section (III A) depending if \( G \) is \( SL(2, \mathbb{C}) \) or \( SO(3, 1) \): \( \eta \in [0, \infty) \) and \( \phi \in (-2\pi, 2\pi] \) for \( SL(2, \mathbb{C}) \) while \( \phi \in (-\pi, \pi] \) for \( SO(3, 1) \), with \( \phi^2 - \eta^2 = \rho^2 - \beta^2 \), \( \phi \eta = \tilde{\rho} \cdot \tilde{\beta} \). The integration measure \( d^3 X d^3 X^N \) is the Lorentz measure \( d^3 X d^3 X^N \) with \( X^j \in \mathbb{R}^3 \), \( X^N \in \mathbb{R} \). As explained in Sec. (III) the Fourier transform so defined acts as intertwiner between the group and algebra representation, where the intertwinning property can be expressed as \( \mathcal{F} \circ \pi_G (\hat{T}) = \pi_{g^*} (\hat{T}) \circ \mathcal{F} \), where \( \hat{T} \in \mathfrak{U} \).

From the definition of the Fourier transform (67), we get the general following properties (we refer to (15) for the general proofs):

- The group multiplication from the left is dually represented on \( \mathcal{F} (\psi) (X) \) as \(*\)-multiplication by \( E_{g^{-1}} (X) \):

\[
\mathcal{F} (L_g \psi) (X) = \int dh E_h (X) \psi (gh) = E_{g^{-1}} (X) * \mathcal{F} (\psi) (X) .
\]

(68)

- Noticing that \( E_g (X) = E_{g^{-1}} (X) = E_g (\hat{-X}) \) we get the delta function on \( L^2 (g) \)

\[
\delta (g) = \delta^d (z (g)) = \int \frac{d^d X}{(2\pi)^d} \overline{E_g (X)}
\]

\[
= \frac{1}{(2\pi)^d} \int d^3 X^j d^3 X^N A (\tilde{\rho}, \tilde{\beta}) e^{-i \tilde{\rho} \cdot \tilde{X}^j + i \tilde{\beta} \cdot \mathcal{X}^N} \]

(69)

for coordinates \( z (g) \) such that \( z (e) = 0 \), \( L_z z^j (e) = \delta^j_0 \), which has the property (see (A 5))

\[
\delta (gh) = \mu (z (h))^{-1} \delta (z (g) + z (h)) ,
\]

(70)

\( \mu (z (g)) \) being the Haar measure factor \( dg = \mu (z (g)) d^d z (g) \).

- \( \mathcal{F} \) is an isometry from \( L^2 (G) \) to \( L^2_+ (g^*) \) in that it preserves the \( L^2 \) norms (6) and (10):

\[
\langle \hat{\psi}, \hat{\psi}' \rangle_{g^*} := \int \frac{d^d X}{(2\pi)^d} \overline{\mathcal{F} (\psi) (X)} \mathcal{F} (\psi') (X) = \int d^d g \overline{\psi (g)} \psi' (g) = \langle \psi, \psi' \rangle_G ,
\]

(71)

so that we may identify \( L^2_+ (g^*) = \mathcal{F} (L^2 (G)) \).

- The \(*\)-product is dual to the convolution product \(*\) on \( G \) under the non-commutative Fourier transform:

\[
\hat{\psi} * \hat{\psi}' = \overline{\psi} \overline{\psi}'
\]

where \( \psi (g) = \int dh \psi (gh^{-1}) \psi' (h) \).

(72)
Moreover one can see that, in canonical coordinates \( k^i(g) \equiv \left( \rho^i(g), \beta^i(g) \right) \), the Haar measure coincides with the inverse square of the factor (53) coming from the Duflo map:

\[
\mu \left( \tilde{\rho}(g), \tilde{\beta}(g) \right) = \mathcal{A}^{-2} \left( \tilde{\rho}(g), \tilde{\beta}(g) \right).
\]

(73)

This remarkable feature reflects the property (44) of the Dufl o map, and from it some interesting consequences arise in the characterization of the Fourier transform:

- notice first that the property (73) implies that the inner product of two plane waves respect to \( g^* \), which is the group delta function, becomes the pointwise product between plane waves. Indeed from (69), for \( g, h \in G \),

\[
\int_{g^*} d^dX \ E_g(X) \ast E_h(X) = \int_{g^*} d^dX \ E_{gh}(X) = \delta(gh).
\]

(74)

Using the transformation law (70) for canonical coordinates \( z(g) = \left( \tilde{\rho}(g), \tilde{\beta}(g) \right) \),

\[
\delta(gh) = \mu^{-1}(z(g)) \delta^d(z(g) + z(h)) = \mu^{-1}(z(g)) \int_{g^*} d^dX \ e^{i(z(g)+z(h)) \cdot X},
\]

(75)

where we used the ordinary representation of the delta function \( \delta^d(z(g) + z(h)) \) with respect to the Lebesgue measure \( d^dX \). Noticing that the last expression is non-zero only for \( z(h) = -z(g) \), and that \( \mathcal{A}(-z(g)) = \mathcal{A}(z(g)) \), we can rewrite it as

\[
\mu^{-1}(z(g)) \mathcal{A}^{-2}(z(g)) \int_{g^*} d^dX \mathcal{A}(z(g)) \ e^{iz(g) \cdot X} A(z(h)) \ e^{iz(h) \cdot X}.
\]

(76)

But from (73), for the Duflo map, this implies

\[
\delta(gh) = \int_{g^*} d^dX \ E_g(X) \ast E_h(X) = \int_{g^*} d^dX \ E_g(X) E_h(X).
\]

(77)

This implies that the Duflo \( L^2 \) inner product coincides with the usual \( L^2 \) inner product, and therefore \( L^2_\star(g^+) \subseteq L^2(g^+) \) as an \( L^2 \) norm-complete vector space for the Duflo map. Indeed, considering the representation property (54) it follows by linearity from (76) that for a generic quantization map

\[
\int_{g^*} d^dX \tilde{\phi}(X) \ast \tilde{\psi}(X) = \int_{g^*} d^dX \left( \sigma \left( i\tilde{\rho} \right) \tilde{\phi}(X) \right) \tilde{\psi}(X),
\]

(78)

where \( \sigma(z)^{-1} = \mu(z) |\mathcal{A}(z)|^2 \). Using again (73), for the Duflo map last relation reduces to

\[
\int_{g^*} d^dX \tilde{\phi}(X) \ast \tilde{\psi}(X) = \int_{g^*} d^dX \tilde{\phi}(X) \tilde{\psi}(X),
\]

(79)

showing that under integration, the Duflo \( \ast \)-product coincides with the pointwise product.

- A similar feature characterizes the inner product of two plane waves respect to \( G \). It is easy to see from the definition of the Fourier transform that it corresponds to the non-commutative Dirac delta in \( L^2_\star(g^+) \)

\[
\frac{1}{(2\pi)^d} \int_{\text{SL}(2,\mathbb{C})} dg \ E_g(X) \overline{E_g(Y)} = \delta_\star(X,Y),
\]

(80)

acting as a standard delta distribution with respect to the \( \ast \)-product:

\[
\int_{g^*} d^dX \delta_\star(X) \ast \tilde{\psi}(X) = \int_{g^*} d^dX \tilde{\psi}(X) \ast \delta_\star(X) = \tilde{\psi}(0),
\]

(81)

where \( \delta_\star(X) = \delta_\star(X,0) \). But in particular for the Duflo map it follows from (73) that

\[
\frac{1}{(2\pi)^d} \int_{\text{SL}(2,\mathbb{C})} dg \ E_g(X) \overline{E_g(Y)} = \frac{1}{(2\pi)^d} \int_{\text{SL}(2,\mathbb{C})} d^d\rho d^d\beta \ e^{i\rho(X^\sharp - Y^\sharp)} + i\beta(X^N - Y^N),
\]

(82)
The harmonic analysis on the Lorentz group is developed for instance in [25]. It is shown that a function \((\mathbb{SO}(3,1))\), implies the domain of the \(\Delta\) function, the compactness of the corresponding sections of the conjugate space. In fact, the same feature was pointed out in previous works concerning non-commutative harmonic analysis on compact groups [18].

\[
\beta, \tilde{\beta} = \beta \tilde{\beta}, \quad \text{by the set} \quad \beta, \tilde{\beta} \in \mathbb{R}.
\]

Notice that for the special case in which the boost and rotation parameters are collinear, i.e. \(\beta, \tilde{\beta} = \beta \tilde{\beta}\), this expression reduces to a condition on the modulus of the (canonical) rotation parameter

\[
\rho \in [0, 2\pi), \quad \text{or} [0, \pi) \text{ for SO}(3,1).
\]

Thus, (84) tells us that the Duflo non-commutative delta behaves as a standard delta distribution when considering the commutative space of variables \(X\), where however due to the restriction on the parameter range associated to the compact subgroup, some of the values of the \(X\) spaces are restricted to take discrete values. This is the expected result, due to the compactness of the corresponding sections of the conjugate space. In fact, the same feature was pointed out in previous works concerning non-commutative harmonic analysis on compact groups [18].

**B. Relation between the non-commutative Fourier transform and the Fourier expansion in group unitary irreducible representations**

The non-commutative Fourier transform allows to switch between the group representation and the algebra representation of the quantum algebra \(\mathfrak{g}\). In standard harmonic analysis, however, functions on the group are expanded in terms of unitary irreducible representations. In that case a different generalization of the Fourier transform is considered, consisting in a unitary map from square-integrable functions \(L^2(G)\) to square-integrable functions \(L^2(\hat{G})\) on the Pontryagin dual.

The harmonic analysis on the Lorentz group is developed for instance in [25]. It is shown that a function \(\psi(g) \in L^2(\mathbb{SL}(2, \mathbb{C}))\) can be expanded in terms of irreducible unitary (infinite dimensional) representations of the principal series, by means of the Plancherel decomposition (and its inverse)

\[
\hat{\psi}^\chi_{j_1j_2q_1q_2} = \int_{\mathbb{SL}(2, \mathbb{C})} dg D^\chi_{j_1j_2q_1q_2}(g) \psi(g),
\]

\[
\psi(g) = \frac{1}{2} \int_{\mathbb{R}} dr \, \sum_{m=-\infty}^{+\infty} \left( m^2 + r^2 \right)^j \sum_{j_1, j_2 = |1/2|m|} \sum_{q_1 = j_1} \sum_{q_2 = j_2} D^\chi_{j_1j_2q_1q_2}(g) \hat{\psi}^\chi_{j_1j_2q_1q_2},
\]

where \(\chi = (m, r)\) labels the representation and, in the principal series, \(r\) is a real continuous parameter, while \(m\) takes discrete values. \(d\chi = dr \left( m^2 + r^2 \right)^j\) is the Plancherel measure, and the Fourier coefficients \(\hat{\psi}^\chi_{j_1j_2q_1q_2}\) are matrix elements of functions \(L^2(\hat{G})\). \(D^\chi_{j_1j_2q_1q_2}(g)\) are matrix elements of irreducible unitary representations in the so-called “canonical basis”, spanned by the set \(\phi^\chi_j(u) = (2j + 1)^{1/2} D^\chi_{j(1/2)m,q}(u), j = \left\lfloor \frac{1}{2}m \right\rfloor + n, n = 0, 1, 2, ..., -j \leq q \leq j\), complete in \(L_m^2(u)\), the space of measurable functions \(\phi(u)\) on \(\mathbb{SU}(2)\) covariant on the right cosets of \(U(1)\) as \(\phi(\gamma u) = e^{im\omega} \phi(u)\), with \(u \in \mathbb{SU}(2)\) and \(\gamma = \begin{pmatrix} \exp(i\omega) & 0 \\ 0 & \exp(-i\omega) \end{pmatrix}\). Here \(D^\chi_{j_1q_1}(u_1)\) define the \(\mathbb{SU}(2)\) unitary irreducible representations (Wigner matrices), and the matrices \(D^\chi_{j_1j_2q_1q_2}(g)\) can be decomposed as

\[
D^\chi_{j_1j_2q_1q_2}(g) = \sum_q D^j_{j_1q_1}(u_1) D^{j_2q_2}_{q_2}(u_2) D^\chi_{j_1j_2q}(\eta),
\]

where \(u_1, u_2 \in \mathbb{SU}(2)\) and \(\eta\) is the “boost” parameter, and \(d^\chi_{j_1j_2}(\eta)\) can be written in the integral representation

\[
d^\chi_{j_1j_2}(\eta) = (2j_1 + 1)^{1/2} (2j_2 + 1)^{1/2} \int_0^1 dt \, d^{j_1}_{(1/2)m,q}(2t - 1) \times d^{j_2}_{(1/2)m,q}(2t_d - 1) \left[ t e^{-\eta} + (1 - t) e^{\eta} \right]^{(j_2 - 1)j_1^{-1}}.
\]
Thus, the above makes use of the fact that the space \( L^2_{15}(u) \) decomposes into a direct orthogonal sum of \( (2j + 1) \)-dimensional Hilbert spaces \( \mathcal{H}_j \) carrying each an irreducible representation of SU(2): \( L^2_{15}(u) = \bigoplus_{j=|\frac{1}{2}|}^{\infty} \mathcal{H}_j \).

The Fourier transform \( (85) \) realises the decomposition of the regular (right and left) representation, carried by the Hilbert space \( L^2(\text{SL}(2, \mathbb{C})) \), into irreducible unitary representations of the principal series. More precisely, consider the kernel \( K_\psi(u_1, u_2| \chi) \) of the Fourier transform \( (85) \), defined by (here \( du(u) \) is the Haar measure for SU(2))

\[
\hat{\psi}_{1j_2, q_1, q_2}^\chi = \int d\mu(u_1) \int d\mu(u_2) \phi_\psi^\chi(u_1, u_2) \phi_\psi^\chi(u_2),
\]

and denote, for any representation \( \chi \) and \(-\chi\) of the principal series, \( L^2_{15}(U_1)_j \) and \( L^2_{15}(U_2)_j \) the Hilbert spaces of, respectively, the measurable functions.

One can show that the image of \( L^2(\text{SL}(2, \mathbb{C})) \) by the Fourier transform \( (85) \) can be mapped isometrically into a Hilbert space \( \mathcal{H} = \int_{j \geq 0} d\chi \bigoplus_{j=|\frac{1}{2}|}^{\infty} \bigoplus_{q=-j}^{j} L^2_{15}(U_1)_j \) (or \( \mathcal{H} = \int_{j \geq 0} d\chi \bigoplus_{j=|\frac{1}{2}|}^{\infty} \bigoplus_{q=-j}^{j} L^2_{15}(U_2)_j \)) such that a left (or right) translation in \( L^2(\text{SL}(2, \mathbb{C})) \) generates irreducible unitary representations \( \chi \) of the principal series in \( L^2_{15}(U_1)_j \) (or \( L^2_{15}(U_2)_j \) respectively).

By means of Eqs. \( (67) \) and \( (85) \) one can obtain the relation between the expansion of a function \( L^2(\text{SL}(2, \mathbb{C})) \) in terms of non commutative plane waves and the one in terms of irreducible group representations (Plancherel modes):

\[
\hat{\psi}_{1j_2, q_1, q_2}^\chi = \frac{1}{(2\pi)^6} \int d^3X \int d^3X^* \int dX^{j_1, j_2, q_1, q_2} \hat{\psi}(X) \hat{\psi}(X^*),
\]

\[
\hat{\psi}(X) = \frac{1}{2} \int dR \sum_{m=-\infty}^{+\infty} \sum_{j_1, j_2=|1/2|m}^{\infty} \sum_{q_1=-j_1}^{j_1} \sum_{q_2=-j_2}^{j_2} \int dX^{j_1, j_2, q_1, q_2} \hat{\psi}_{1j_2, q_1, q_2}(X),
\]

\[
D^{j_1, j_2, q_1, q_2} \hat{\psi}_{1j_2, q_1, q_2}(X) = \int_{\text{SL}(2, \mathbb{C})} dg D^{j_1, j_2, q_1, q_2}(g) \hat{\psi}_{1j_2, q_1, q_2}(X). \tag{91}
\]

C. Comparison with existing results on non-commutative Fourier transform for non-compact groups

As we discussed in the introduction, the non-commutative Fourier transform has played an important role in the context of quantum gravity, and more specifically in effective models based on the idea of spacetime non-commutativity. In particular, when the non-commutativity of spacetime coordinate operators is of Lie algebra type, the associated momentum space can be described as a curved manifold with a Lie group structure. The idea of a curved momentum space dates back to M. Born [31], as a way to make more symmetric the role of configuration space (generically curved, in a GR setting) and momentum space, as a possible key to quantum gravity. The same idea was later formalized more rigorously in the language of Hopf-algebras (quantum groups) [32], through the introduction of a suitable notion of integration. It has been then further investigated and developed for several examples of non-commutative (and spacetimes).

Examples of non-commutativity with a non-compact group manifold for the momenta have been also considered. Particularly relevant for our analysis is a work investigating a Snyder [33] kind of non-commutativity in three dimensions [34]. From a group theoretical point of view, it is possible indeed to consider Snyder non-commutative spacetime to be described by the the quotient \( SO(4, 1)/SO(3, 1) \), so that the associated momentum space consists in the homogeneous space \( SO(4, 1)/SO(3, 1) \), i.e. de Sitter space. In [34] a “Euclidean” version of three-dimensional Snyder spacetime is considered, where momentum space consists in the homogeneous space given by the coset \( SO(3, 1)/SO(3) \), the three-dimensional hyperboloid \( \mathcal{H}_3 \). The case treated fits well with the context of the work we have presented here, since the \( \ast \)-product introduced in Snyder configuration space and the non-commutative Fourier transform relating it to the curved momentum space are induced by the group and algebra structure of the Lorentz group. They have not been directly derived from a choice of quantization map, but rather postulated at the onset of the analysis. Using our framework, however, this quantization map can be in principle read out of the postulated \( \ast \)-product.

---

8 The Hilbert spaces \( L^2_{15}(U_1)_j \) and \( L^2_{15}(U_2)_j \) are equivalent, as it exists an intertwining operator between the \( \chi \) and \(-\chi\) representations.
In particular, the authors of [34] consider two different \(*\)-products (a non-associative and an associative one), corresponding to two different parametrizations of the SO(3) and SO(3,1)/SO(3) sectors, followed by the application of the symmetric map to the two sectors separately, i.e. to a ordering prescription for the non-commutative operators corresponding to the Cartan decomposition. It is not clear what are the properties of the chosen quantization maps nor why they would be preferable to the Duflo map, from a mathematical perspective. The more detailed relation with our construction will be studied in future work. We will discuss in the next section the implementation of our non-commutative Fourier transform, based on the Duflo quantization map, for a Cartan decomposition of SO(3,1), and for the homogeneous space $\mathcal{H}_3 \sim \text{SO}(3,1)/\text{SO}(3)$. This may facilitate a future detailed comparison of the construction presented in this paper and the one of [34].

Another much studied example of spacetime non-commutativity associated to a curved non-compact momentum space related to the Lorentz group, is that of $\kappa$-Minkowski [33-37] (with its associated Hopf-algebra of symmetries, $\kappa$-Poincaré). In this case, the non-commutativity is of Lie algebra type, and the associated momentum space is the group manifold $AN_3$, corresponding to half of de Sitter space [38]. The properties of the non-commutative Fourier transform for $\kappa$-Minkowski have been considered in several studies. The Hopf-algebra point of view, where a “time ordering” prescription is used to define the non-commutative plane wave is taken in [34,35], and the corresponding quantization map discussed in [36]. The point of view of the group structure of the momentum manifold is instead central in [37], and in [38] its formulation in terms of group field theory has been analyzed. In our language we can understand the non-commutative Fourier transform discussed in these works, which is the one associated to the so-called “bicrossproduct” basis of $\kappa$-Poincaré [37], to correspond to a quantization map consisting in a specific time-ordering prescription for the non-commutative operators (see again [36], where alternative choices of orderings are also considered). Once more, while the physical idea behind the time-ordering is transparent, it is not clear if this leads to any advantage from the mathematical perspective of the algebra of quantum observables, compared to the Duflo map.

D. Aside the non-commutative Fourier transform for the homogeneous space SL(2,\mathbb{C})/SU(2)

Using the results obtained for the Lorentz group, we can describe as well the properties of the non-commutative Fourier transform for its homogeneous spaces. We discuss here only the homogeneous space $\mathcal{H}_3 \cong \text{SL}(2,\mathbb{C})/\text{SU}(2)$ (or SO(3,1)/SO(3)). This is relevant for the physical applications mentioned in the previous subsections, and one more physical application of our formalism using the same homogeneous space will be given in the next section. In fact, it is also an interesting domain for spin foam models and group field theory constructions for Lorentzian quantum gravity in 4d [11,41].

Consider the decomposition of an element of SL(2,\mathbb{C})

$$g = kh = \exp \left(i\vec{b} \cdot \vec{N} \right) \exp \left(i\vec{c} \cdot \vec{J} \right)$$

where $h = \exp \left(i\vec{c} \cdot \vec{J} \right) \in \text{SU}(2)$, corresponding to the Cartan decomposition. Parametrizing a generic point on $\mathcal{H}_3$ as

$$q = q_0 \mathbb{I} - \vec{q} \cdot \vec{\sigma} \equiv (q_0, \vec{q}) \,$$

$q$ is defined by the SL(2,\mathbb{C}) action on the origin $q_0 = \left(1, \vec{0} \right) \equiv \mathbb{I}$:

$$q = gq_0g^\dagger = kg_a \kappa_{a} \kappa_{a}^\dagger = \cosh (b) \mathbb{I} - \sinh (b) \vec{b} \cdot \vec{\sigma} \equiv \left( \cosh (b), \sinh (b) \vec{b} \right).$$

Thus, the quotient space SL(2,\mathbb{C})/SU(2) can be identified with the coset $gH, H \equiv \text{SU}(2)$. Accordingly, in the splitting [32] the boost element $k$ is a representative of the set of equivalence classes $[k] := \{kh, \forall h \in \text{SU}(2)\}$ defining $gH$.

So, we can identify functions $f_{\mathcal{H}_3}(q)$ on $\mathcal{H}_3$ with functions $f(gH)$ on the coset SL(2,\mathbb{C})/SU(2), constant on the orbits of SU(2), through the projection

$$f_{\mathcal{H}_3}(q) = f(gH) = \int_{\text{SU}(2)} dh f(gh), \quad q \in \mathcal{H}_3, \quad g \in \text{SL}(2,\mathbb{C}), \quad h \in H \equiv \text{SU}(2)$$

where, for integrable functions on $\mathcal{H}_3$, the Haar measure $dg$ induces a SL(2,\mathbb{C})-invariant Haar measure $dq$ on $\mathcal{H}_3$ such that [42]

$$\int_{\text{SL}(2,\mathbb{C})} dg f(g) = \int_{\mathcal{H}_3} dq \int_{\text{SU}(2)} dh f(gh).$$

9 The decomposition works similarly for $\mathcal{H}_3 \cong \text{SO}(3,1)/\text{SO}(3)$, the difference being again in the range of the rotation parameter. In this case (see also Sec. III A) a point in the space $\mathcal{H}_3$ is defined by the 4-vector $(q_0, \vec{q})$, while the action on the origin $q_0 = \left(1, \vec{0} \right)$ is given by $q = gq_0$ for $g \in \text{SO}(3,1)$. We omit in the following the distinction between the two cases unless needed.
The Haar measure for the decomposition (92) factorizes (see (A4) into the product of the measure on \( \mathcal{H}_3 \) and the measure on the subgroup \( SU(2) \)

\[
dg = dq dh, \quad q \in \mathcal{H}_3, \quad h \in SU(2), \quad \text{with}
\]
\[
dq = \frac{\sinh^2(b)}{b^2} d^3 b, \quad dh = \frac{\sin^2 \left( \frac{r}{c^2} \right)}{c^2} d^3 \vec{r}
\]

(97)

The plane wave can be written in Cartan coordinates as

\[
E_{kh} (X) = \mathcal{A} \left( \vec{p} (b, \vec{r}), \vec{\beta} (b, \vec{\beta}) \right) e^{i \vec{p} (b, \vec{r}) \cdot X^J + i \vec{\beta} (b, \vec{\beta}) \cdot X^N},
\]

where \( \left( \vec{p} (b, \vec{r}), \vec{\beta} (b, \vec{\beta}) \right) \) are given by the BCH formula (A20). Notice now that from (A20) it follows that

for \( b = 0, \quad \vec{p} = \vec{r}, \quad \phi = \tau, \quad \beta = \eta = 0, \)

for \( \tau = 0, \quad \vec{\beta} = \vec{b}, \quad \eta = b, \quad \phi = \rho = 0, \)

(99)

so that, from the expression of the Duflo factor (53),

\[
\mathcal{A} \left( \vec{p} (b = 0, \vec{r}), \vec{\beta} (b = 0, \vec{\beta}) \right) = \mathcal{A} (\vec{r}, 0) = \frac{e^2}{4 \sin^2 \left( \frac{2}{c^2} \right)},
\]

(100)

Considering that if \( h = \mathbb{1} \), \( \vec{r} = 0 \) and if \( k = \mathbb{1} \), \( \vec{b} = 0 \), we can write the plane wave for the particular group elements \( kh|_{h=1} \) and \( kh|_{k=1} \) as

\[
E_k (X) = \frac{b^2}{4 \sinh^2 \left( \frac{2}{c^2} \right)} e^{i \vec{b} \cdot X^N},
\]

\[
E_h (X) = \frac{r^2}{4 \sin^2 \left( \frac{2}{c^2} \right)} e^{i \vec{r} \cdot X^J},
\]

(101)

and, from the property (21) of \(*\)-product,

\[
E_{kh} (X) = E_k (X) * E_h (X).
\]

(102)

We can now use Eq. (95) and the expression for the (inverse) Fourier transform (67) to write

\[
f_{\mathcal{H}_3} (q) \equiv \int_{SU(2)} dh f (gh) = \frac{1}{(2\pi)^6} \int_{SU(2)} dh \int_{g^*} d^4 X \tilde{E}_{gh} (X) * \tilde{f} (X),
\]

(103)

which can be rewritten, using (notice that \( \tilde{E}_{gh} (X) = E_{h^{-1} g^{-1}} (X) \) = \( \tilde{E}_h (X) * \tilde{E}_g (X) \)), as

\[
f_{\mathcal{H}_3} (q) \equiv \frac{1}{(2\pi)^6} \int_{g^*} d^4 X \int_{SU(2)} dh \tilde{E}_h (X) * \tilde{E}_g (X) * \tilde{f} (X).
\]

(104)

Using (101) and (77) we notice that the first term reduces to the ordinary delta function (with compact range) on the “rotation” sector of the algebra

\[
\frac{1}{(2\pi)^3} \int_{SU(2)} dh \tilde{E}_h (X) = \frac{1}{(2\pi)^3} \int_{SU(2)} d^3 \vec{r} e^{-i \vec{r} \cdot \vec{X}^J} = \delta^3 (\vec{X}^J)
\]

(105)

with \(|\vec{r}| \leq 2\pi \) (or \(|\vec{r}| \leq \pi \) for \( SO(3,1) \)). We can use now the property of the Duflo \(*\)-product under integral (79) to eliminate the first \(*\)-product in (104) to obtain

\[
f_{\mathcal{H}_3} (q) \equiv \frac{1}{(2\pi)^6} \int_{g^*} d^4 X \delta^3 (\vec{X}^J) \tilde{E}_g (X) * \tilde{f} (X).
\]

(106)

Notice that in this formula, as in the previous ones leading to it, the \(*\)-product used remains the one of \( SL(2, \mathbb{C}) \), and all functions are treated as functions on the \( T^* (SL(2, \mathbb{C})) \) phase space, only appropriately restricted in their dependence on the domain.\(^{10}\)

---

\(^{10}\) Notice also the slight abuse of notation: the pointwise product is between the \(*\)-function defined by (105) (corresponding, as a function on \( \mathbb{R}^3 \), to the usual delta function), and the function obtained by \(*\)-multiplying the non-commutative plane wave with the function \( f \); this pointwise product is then evaluated on the point \( X \).
V. AN EXAMPLE: PARTICLE ON THE HYPERBOLOID

We will consider now the motion of a free particle on a three-dimensional (spatial) hyperboloid, as a very simple example of application of our formalism in a well-understood context. The quantization of the system can be described in terms of a path-integral formulation. We will show that, by means of the non-commutative Fourier transform, the quantum propagator can be easily formulated in the algebra representation, as its expression assumes, in this simple case, the form one would expect from the classical action by identifying the (non-commutative) classical momenta with the algebra elements. In this sense, the main virtue of the non-commutative Fourier transform and of the algebra representation is to allow for a description of the quantum system in which the underlying classical theory is manifest.

The path-integral formulation of quantum mechanics in terms of non-commutative momenta was described in [43] for the case of SO(3), and the corresponding propagator for a free particle on a sphere was derived. In dealing with the homogeneous space \( \mathcal{H}_3 \cong \SL(2, \mathbb{C})/\SU(2) \) (or \( \SO(3,1)/\SO(3) \)), we will refer to [43] for the details on the general characterization of quantum mechanics in non-commutative momentum basis.

A remark on notation: we characterize the spatial hyperboloid introducing a length scale \( \ell \), corresponding to the radius of curvature, as \( y = \ell q = (\ell q_0, \ell \vec{q}) \), so that the (unit) hyperboloid defined by \( \ell y_0^2 - \vec{y}^2 = \ell^2 \). Similarly we define the dimensional coordinates on \( \mathcal{H}_3 \) \( \vec{x} = \ell \vec{b} \).

A. The propagator in the group representation

Considering the characterization of the homogeneous space \( \mathcal{H}_3 \cong \SL(2, \mathbb{C})/\SU(2) \) of Sec. [IV D], the finite time propagator is defined as the expectation value in the Hilbert space \( L^2(\mathcal{H}_3) \)

\[
K(q'', q'; t' - t) = \langle q'' | U(t' - t) | q' \rangle.
\]

(107)

where \( |q\rangle \) are vectors in \( L^2(\mathcal{H}_3) \), and the time evolution operator is defined in terms of the particle momentum \( p \) as

\[
U(t) = \exp \left( -i \frac{p^2 t}{2m\hbar} \right).
\]

(108)

The propagator can be described in the group representation by noticing [44, 45] that the finite time propagator (107) can be expressed as the convolution in the group manifold

\[
K(q'', q'; t) = \lim_{N \to \infty} \int dg_1 \cdots \int dg_{N-1} K_\epsilon(g_0^{-1} g_1) \cdots K_\epsilon(g_{N-1}^{-1} g_N), \quad (g_j = g_j q_0 g_j^\dagger, \quad q_N = q'', \quad q_0 = q')
\]

(109)

of a spherical function \( K_\epsilon(g) \) (the short time propagator), satisfying

\[
K_\epsilon(g) = K_\epsilon(h_1^{-1} g h_2), \quad \forall h_1, h_2 \in \SU(2).
\]

(110)

This is our object of interest. We will give its explicit expression in the following, as well as its decomposition in irreducible representation of the group, the analogue of the Peter-Weyl decomposition for compact groups. This will have to be compared to the one obtained via non-commutative Fourier transform. In order to do so, we have to introduce some more harmonic analysis on the hyperboloid.

Functions on the group, satisfying the relation [110], i.e., constant in the two-sided coset \( H \cdot g \cdot H \) (for \( H = \SU(2) \)), can be expanded in terms of zonal spherical functions \( D_{00}^j(g) \) [44, 46]. Spherical representations (or class 1 representations) \( D^j \) of \( G \) are unitary irreducible representations which have non-null vectors \( |\psi_0\rangle \) invariant under transformations of a subgroup of \( G \). \( \SU(2) \) is a massive subgroup of \( \SL(2, \mathbb{C}) \), meaning that there is only one vector \( |\psi_0\rangle \) in any \( D^j \) invariant under \( \SU(2) \). Then one can define spherical functions

\[
\psi^j(g) = \langle \psi | D^j(g) | \psi_0 \rangle
\]

(111)

such that \( \psi^j(gh) = \psi^j(g) \), i.e., constant in the left coset \( gH \), so that \( \psi^j(g) \) can be considered as functions on the homogeneous space \( \mathcal{H}_3 \). Choosing a basis \( \{|u_i\rangle\} \) such that \( |u_0\rangle = |\psi_0\rangle \), the matrix elements of \( D^j(g) \) given by

\[
D^j_{m0}(g) = \langle u_m | D^j(g) | u_0 \rangle
\]

(112)

are called associated spherical functions. A zonal spherical function \( D^j_{00}(g) \) is thus an associated spherical function constant on the two-sided coset \( H \cdot g \cdot H \), i.e., such that for any \( h, h' \in \SU(2) \), \( D^j_{00}(hgh'^\dagger) = D^j_{00}(g) \).
For the spherical principal series the parameter \( l \) labeling the representation is continuous and takes the value \( l = -1 + i r \) \((r \geq 0)\). In terms of zonal spherical functions the Fourier expansion of a function \( f (g) \) invariant on the two-sided coset \( H g H \) takes the simpler expression

\[
f (g) = \frac{1}{(2\pi)^2} \int_0^{\infty} dr \, d_l f^l \mathcal{D}^l_{00} (g), \quad f^l = \int dg \, f (g) \mathcal{D}^l_{00} (g^{-1}),
\]

where \( \mathcal{D}^l_{00} (g) = \mathcal{D}^l_{00} (g^{-1}) \), and \( d_l \) is a “dimension” factor defined by the relation

\[
\int_{\text{SL}(2, \mathbb{C})} \mathcal{D}^l_{00} (g) \mathcal{D}^{l'}_{00} (g^{-1}) = \frac{1}{d_l} \delta (l - l').
\]

The spherical functions are eigenfunctions of the Laplace-Beltrami operator on \( \mathcal{H}_3 \), that can be identified with the operator \( p^2 \) in the time evolution \((108)\), and corresponds to a Casimir of the Lorentz algebra, restricted to its boost components.

The zonal spherical function coincides with the matrix element \( d^l_{000} (\eta) \) of the \( \text{SL}(2, \mathbb{C}) \) representations defined in \((87)\) and takes the explicit form

\[
\mathcal{D}^l_{00} (b (g)) = d^l_{000} (\eta (g)) = \frac{\sin (r \eta)}{r \sinh (\eta)}.
\]

The dimension factor can be evaluated to \( d_l = r^2 \).

In the group representation (i.e. configuration space), and using polar coordinates, the short time propagator takes the form \((44, 45)\)

\[
K (q, q'; \epsilon) = \langle q'' \mid U (\epsilon) \mid q' \rangle = \left( \frac{m \ell}{2 \pi i \hbar} \right)^{\frac{3}{2}} \exp \left( i \frac{m \ell^2}{\hbar} \left( \frac{c}{c} (\cosh \Theta - 1) + \frac{\hbar^2 c}{8m \ell^2} \right) \right),
\]

where \( \Theta \) is the angle of the hyperbolic rotation transforming \( q' \) into \( q = g q' \). As shown in App. \( [47] \) the angle \( \Theta \) coincides with the modulus of the hyperbolic rotation \( b \) in \((94)\) (and then with \( \eta \) when restricting to the hyperboloid).

The expansion of the propagator in terms of zonal spherical representations (the analogue of the Peter-Weyl decomposition for compact Lie groups) takes instead the expression \((44, 45)\)

\[
K (q'', q'; t) = \frac{1}{2\pi^2} \int_0^{\infty} dr \exp \left( -i \frac{\hbar r^2}{2m \ell^2} t \right) \frac{\sin \left( x (g_0^{-1} g_N) r / \ell \right)}{\sinh \left( x (g_0^{-1} g_N) / \ell \right)},
\]

with \( x = |\vec{r}| \).

This is the expression we would have to compare with the one obtained via non-commutative Fourier transform.

### B. The propagator in the non-commutative momentum representation

We identify the particle momenta in the algebra representation with the operators \( \hat{X}^N \in \mathcal{Q} (A_\phi) \) relative to the “boost” sector, through the rescaling

\[
\hat{P} = \frac{\hbar}{\ell} \hat{X}^N,
\]

while we denote \( \hat{R} = \frac{\hbar}{\ell} \hat{X}^j \) the “momenta” relative to the rotation sector (which are trivial when we restrict to the hyperboloid).

Following the construction of \((43)\), we define a set of states \( \{ |\vec{P}, \vec{R} \rangle \mid \vec{P}, \vec{R} \in \mathbb{R}^6 \} \) in the non-commutative momentum basis, by their inner product with the group basis

\[
\langle g | \vec{P}, \vec{R} \rangle \equiv E_g \left( \vec{P}, \vec{R} \right) = \exp_+ \left( i \frac{\ell}{\hbar} (\vec{\beta} \cdot \vec{P} + \vec{\beta} \cdot \vec{R}) \right).
\]

By virtue of properties \((69)\) and \((80)\) they form a complete and orthonormal basis respect to the \( * \)-product:

\[
\langle \vec{P}, \vec{R} | \vec{P}', \vec{R}' \rangle = \left( \frac{2\pi \hbar}{\ell} \right)^6 \delta_+ \left( \vec{P} - \vec{P}', \vec{R} - \vec{R}' \right), \quad \int_{g^6} d^3 \vec{P} d^3 \vec{R} | \vec{P}, \vec{R} \rangle \langle \vec{P}, \vec{R} | = \mathbb{1}.
\]
On this Hilbert space, corresponding to the algebra representation of the system, we can define the time evolution operator on the Lorentz group \((108)\) to be
\[
U(t) = -\frac{i t}{2 m \hbar} \left( \hat{P}^2 - \hat{R}^2 \right),
\]
where \(\hat{C} = \hat{P}^2 - \hat{R}^2\) is the quadratic Casimir of the quantum Lorentz algebra. The full propagator is
\[
K_{G}(g'', g'; t) = \langle g'' | U(t) | g' \rangle = \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} \langle g'' | P, R \rangle \ast \langle P, R | U(t) | g' \rangle
\]
\[
= \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} E_{g''}(\vec{P}, \vec{R}) \ast e^{\frac{-i}{\hbar} \sum_i (P_i R_i - R_i P_i)} \ast E_{g'}(\vec{P}, \vec{R})
\]
The expression \(\sum_i (P_i \ast P_i - R_i \ast R_i)\) is the quadratic Casimir in the algebra representation \(C_*\), obtained with the inverse Duflo map, and reduces to (see \((B31)\))
\[
C_* = D^{-1} \left(\hat{C}\right) = \sum_i (P_i \ast P_i - R_i \ast R_i) = \hat{P}^2 - \hat{R}^2 + \frac{\hbar^2}{c^2}.
\]
Notice that \(C_\ast\) \ast-commutes with functions of \(X\) and we can rewrite the propagator as
\[
K_{G}(g'', g'; t) = \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} e^{-\frac{i}{\hbar} \sum_i C_{x_i}} \ast E_{g'' g'^{-1}}(P, R) = K_{G} \left( g = g'' g'^{-1} ; t \right)
\]
where we used that \(E_{g}(X) = E_{g^{-1}}(X)\).

Now we exploit relation \((96)\) to project the propagator on the homogeneous space \(\mathcal{H}_3\) (see also App. \(C\) and \([47]\)):
\[
K(q'', q'; t) = \int_{SU(2)} dh K_{G} \left( g = g'' g'^{-1} ; t \right)
\]
where \(q'' = g'' q_0 g'^{\dagger}\) and \(q' = g' q_0 g'^{\dagger}\). Following the discussion of Sec. \(IV D\), we rewrite the plane wave exploiting the splitting \((92)\) and notice that the “boost” part of the plane wave now takes the form \((100)\), in physical coordinates \(\bar{x}(g) = \ell \hat{b}(g),\)
\[
E_k(\vec{P}, \vec{R}) = \frac{(x/2\ell)^2}{\sinh^2(x/2\ell)} e^{i \bar{x} \cdot \vec{P}/\hbar}.
\]
Plugging these relations into the propagator, we obtain
\[
K(q'', q'; t) = \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} e^{-\frac{i}{\hbar} \sum_i C_{x_i}} \ast E_k(\vec{P}, \vec{R}) \ast \int_{SU(2)} dh E_h(\vec{P}, \vec{R})
\]
where \((\bar{x}, \bar{v}) = \left( \bar{x}(g'' g'^{-1}), \bar{v}(g'' g'^{-1}) \right)\). Again, the last term is just the delta function \(\delta^3(\vec{R})\) on the rotation part \((105)\), and we get, using the property \((79)\) to eliminate the last \(*\)-product,
\[
K(q'', q'; t) = \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} \delta^3(\vec{R}) \left( e^{-\frac{i}{\hbar} \sum_i C_{x_i}} \ast E_k(\vec{P}, \vec{R}) \right).
\]
Notice further that due to the \(*\)-commutativity of the Casimir, the propagator can be rewritten in terms of a single \(*\)-exponential as
\[
K(q'', q'; t) = \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} \delta^3(\vec{R}) \left( e^{-\frac{i}{\hbar} \sum_i (P_i \ast P_i - R_i \ast R_i) + \frac{\hbar^2}{2 c^2} \bar{x} \cdot \vec{P}/\hbar} \right).
\]
Expression \((128)\) can be simplified noticing that from the properties of the Duflo map to preserve the algebra of invariant polynomials on \(g\), the \(*\)-exponential involving the Casimir reduces to the standard exponential (see \((B29)\)), and using also \((126)\), we can rewrite the propagator as
\[
K(q'', q'; t) = \int_{\mathbb{R}^6} \frac{d^6 \vec{P} d^6 \vec{R}}{(2\pi \hbar)^6} \delta^3(\vec{R}) \left( e^{-\frac{i}{\hbar} \sum_i (P_i \ast P_i - R_i \ast R_i)} \ast e^{i \bar{x} \cdot \vec{P}/\hbar} \right) \frac{(x/2\ell)^2}{\sinh^2(x/2\ell)}.
\]
The expression for the propagator we have obtained, in its form \(129\) or \(130\), is the direct analogue of the commutative one, and presents the non-commutative algebra variables in the precise role we expect for the classical momenta in a path integral expression (here within a Fourier transform to configuration basis). This is the main result we wanted to show for this simple application of our formalism.

As a further remark, we point out that the propagator could be expressed in terms of only commutative momenta by calculating explicitly the \(\ast\)-product in \(130\). We leave the calculation to a future work. We notice however for the interested reader that the calculation will necessarily result in some quantum correction to the classical expression. Considering that the action of the Casimir on a plane wave can be rephrased as the Laplacian in terms of Lie derivatives (see relations \(43\)), we expect that the quantum corrections arising from the \(\ast\)-product can be encoded in an extra multiplicative term \(K(P, m^2, x^2/\ell^2)\) consisting in some combination of the dimensionless terms \(th/(m^2)\) and \(x^2/\ell^2\), reducing to identity in the classical limit (which we take to be \(h \rightarrow 0\) followed by \(\ell \rightarrow \infty\)). In this case we can apply the delta function \(\delta(R)\), and we are left with

\[
K(q'', q'; t) \simeq \int_{\mathbb{R}^3} \frac{d^3 \vec{P}}{(2\pi \hbar/\ell)^3} e^{-\frac{i\pi}{2\hbar}(P^2 + \frac{x^2}{\ell^2})} e^{i\vec{x} \cdot \vec{P}/\hbar} K\left(\frac{th}{m^2}, \frac{x^2}{\ell^2}\right) \frac{(x/2\ell)^2}{\sinh^2(x/2\ell)}. \tag{131}
\]

We can separate the radial and angular part of momenta \(\vec{P} = \vec{P} \hbar (P = |\vec{P}|)\) and, considering that the Casimir does not depend on the direction of \(\vec{P}\), integrate the plane wave on the unit sphere to get

\[
K(q'', q'; t) \simeq \frac{1}{2\pi} \int_{0}^{\infty} \frac{dP \hbar}{h} e^{-\frac{i\pi}{2\hbar}(P^2 + \frac{x^2}{\ell^2})} K\left(\frac{th}{m^2}, \frac{x^2}{\ell^2}\right) \frac{\epsilon}{h} \frac{P}{2\ell} \frac{P P^{(g'' g')^{-1} \sin (x(g'' g')^{-1}) P/\hbar}}{2\ell \sinh^2(x'(g'' g')^{-1} P/\ell)}, \tag{132}
\]

where we also wrote explicitly the dependence on the group element.

Comparing this result with the one for the propagator in the representation basis \(117\), we notice the similarity of the results, provided one uses the identification \(r = \ell \frac{\phi}{P}\). While the ‘classical’ appearance of the propagator in the algebra representation would be maintained for a more complicated quantum system, e.g., a particle in an external potential and, more generally, with a more complicated action, in particular one depending on more than the quadratic invariant of the momenta, the similarity of the resulting expression with the expression in representation basis would be lost. This is to be expected, since harmonic functions are only eigenstates of the quadratic Casimir, while the states \(120\) are generalised eigenstates of all momentum operators. Finally, we can ascribe the correction terms in the exponential to the choice of (Dufl) quantization map (see the discussion of a similar term in the compact case in \(43\)).

To conclude our remark, we consider again expression \(131\) and take the infinitesimal propagator, for \(t \rightarrow 0\), \(K(q'', q'; \epsilon)\). Expanding the factor \(K\left(\frac{\epsilon \hbar}{m}, \frac{x^2}{\ell^2}\right)\) in powers of \(\epsilon\) and \(x^2/\ell^2\), we rewrite it as

\[
K\left(\frac{\epsilon \hbar}{m^2}, \frac{x^2}{\ell^2}\right) \simeq 1 + K_0(x^2/\ell^2) + O(\epsilon) + O\left(\frac{x^4}{\ell^4}\right), \tag{133}
\]

where \(K_0\) is some constant factor. Notice that, as expected in the algebra representation \(54\), we can rewrite functions of \(x/\ell\) as differential operators acting on the plane wave through the substitution \(x' \rightarrow -i\hbar \partial/\partial P\). We can thus integrate by part the functions involving those factors and, noticing also that the prefactor \(A(0, x/\ell)\) is at least fourth order in \(x/\ell\), we obtain

\[
K(q'', q'; \epsilon) = \int_{\mathbb{R}^3} \frac{d^3 \vec{P}}{(2\pi \hbar/\ell)^3} e^{i\vec{x} \cdot \vec{P}/\hbar} e^{-\frac{i\pi}{2\hbar}(P^2 + \frac{\epsilon}{\ell^2}(1 - 6K_0))} + O(\epsilon^2). \tag{134}
\]

Making explicit its dependence on the group elements we can re-express the infinitesimal propagator as

\[
K(q'', q'; \epsilon) \simeq \int_{\mathbb{R}^3} \frac{d^3 \vec{P}}{(2\pi \hbar/\ell)^3} \exp\left(i \frac{\epsilon}{\hbar} \left(\frac{x(g'' g')^{-1}}{\epsilon} \cdot \vec{P} - \frac{1}{2m} \left(P^2 + \frac{\hbar^2}{\ell^2}(1 - 6K_0)\right)\right)\right). \tag{135}
\]

In the continuum limit, for the infinitesimal propagator we can rewrite \(g' = g(t), g'' = g(t + \epsilon)\), so that \((\vec{q}(gg')^{-1} = 0)\)

\[
\vec{q}(gg')^{-1} = \vec{q}^{-1} (t) \frac{dq(t)}{dt}, \tag{136}
\]

which corresponds to the boost part of the canonical coordinates associated to the time derivative of the Maurer-Cartan form \(\lambda = g^{-1} dg\), inducing the curved metric in the manifold \(g_{ab} = \sum_c \lambda_a^c \lambda_b^c\). Denoting these coordinates as \(x^a(g) = x^a \lambda_i^a(g)\) we thus finally get the finite time propagator

\[
K(q'', q'; t) = \int DqDP \exp\left(i \frac{\epsilon}{\hbar} \int_0^t ds \left(\vec{x}^a(g(s)) \vec{P}_a - \frac{1}{2m} \left(P^2 + \frac{\hbar^2}{\ell^2}(1 - 6K_0)\right)\right)\right). \tag{137}
\]
The propagator takes the explicit form of a path-integral whose action appearing at the exponential coincides with the classical (Hamiltonian) action, confirming what we had anticipated looking at the infinitesimal propagator in the algebra representation. One can notice the quantum correction in the action (whose explicit form should be calculated solving the ⋆-product in (130)), as a shift in the energy, which characterizes the Duflo quantization map we have chosen. Similar corrections had been found in the Euclidean case, with a different quantization map, in [43].

VI. CONCLUSIONS

We have defined a non-commutative algebra representation for quantum systems whose phase space is the cotangent bundle of the Lorentz group $T \ast SL(2, \mathbb{C})$, and the non-commutative Fourier transform ensuring the unitary equivalence with the standard group representation. Our construction, following the general template presented in [15], is from first principles in the sense that all the structures are derived from the single initial input of a choice of quantization map for the classical system. Our specific construction corresponds to the choice of the Duflo quantization map, a choice motivated by the special mathematical properties of this map as well as by the interesting physical applications of the same, as we discussed in the text.

We have left all possible physical applications (beside the simple case of a point particle) of our construction aside, in this paper. However, we believe that our results could be of considerable impact in this direction. We have in mind in particular the application to quantum gravity, which can take two parallel paths. The first is in the context of model building for Lorentzian 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]). In this context, Lorentzian model building should proceed alongside 4d quantum gravity, within the group field theory and spin foam formalisms, so far quite limited (model building based on the Duflo map in the Riemannian context is discussed in [48]).

Appendix A: Some properties of the Lorentz group parametrization

1. Explicit expression for the SO(3,1) matrices and the relation between SO(3,1) and SL(2,C) representations.

The explicit expression of $\Lambda \left( \bar{\rho}, \bar{\beta} \right)$ can be obtained directly from (32) or evaluating the matrix exponential (38), and it is given by

$$
\Lambda^0_i = \frac{1}{\phi^2 + \eta^2} \left( - \rho_i ( \phi \sinh \eta - \eta \sin \phi ) - \beta_i ( \eta \sinh \eta + \phi \sin \phi ) + \epsilon_{ijk} \rho_j \beta_k ( \cosh \eta - \cos \phi ) \right),
$$

$$
\Lambda^i_0 = \frac{1}{\phi^2 + \eta^2} \left( - \rho_i ( \phi \sinh \eta - \eta \sin \phi ) - \beta_i ( \eta \sinh \eta + \phi \sin \phi ) - \epsilon_{ijk} \rho_j \beta_k ( \cosh \eta - \cos \phi ) \right),
$$

$$
\Lambda^i_j = \frac{1}{\phi^2 + \eta^2} \left( \delta_{ij} \left( \frac{1}{2} ( \phi^2 + \eta^2 - \rho^2 - \beta^2 ) \cosh \eta + \frac{1}{2} ( \phi^2 + \eta^2 + \rho^2 + \beta^2 ) \cos \phi \right) 
+ ( \beta_i \beta_j + \rho_i \rho_j ) ( \cosh \eta - \cos \phi ) - \epsilon_{ijk} ( \beta_k ( \phi \sinh \eta - \eta \sin \phi ) - \rho_k ( \eta \sinh \eta + \phi \sin \phi ) ) \right),
$$

(A1)

where the relation between $\phi, \eta, \bar{\rho}, \bar{\beta}$, are given by (30). This shows the relation between canonical coordinates on SL(2,C) and SO(3,1). As mentioned in the main text, the parameters domain is different for the two groups: the multivaluedness of the logarithmic map (the inverse of the exponential map) is determined by the periodicity of the compact subgroup of rotations. When $\eta = 0 (|\bar{\rho}| = \phi, |\bar{\beta}| = 0)$, the group SL(2,C) (see (29)) reduces to SU(2) and the matrix $\Lambda$ represents a pure rotation

$$
\Lambda \left( \bar{\rho}, \bar{\beta} = 0 \right) = \left( \begin{array}{cc} 1 & 0 \\ 0 & \mathcal{R} \end{array} \right),
$$

(A2)

where

$$
\mathcal{R}_{ij} = \delta_{ij} \cos \rho + \frac{\rho_i \rho_j}{\rho^2} (1 - \cos \rho ) - \epsilon_{ijk} \frac{\rho_k}{\rho} \sin \rho,
$$

(A3)
so that
\[ \Lambda(\bar{\rho} = 0, \bar{\beta} = 0) = \Lambda(\bar{\rho} = 2\pi, \bar{\beta} = 0) = I_4. \]  
(A4)

While for the SU(2) subgroup of SL(2, \mathbb{C}) we can see by setting \( \eta = \bar{\beta} = 0 \) in (29) that
\[ a(\rho = 0, \beta = 0) = a(\rho = 4\pi, \beta = 0) = I_2, \quad a(\rho = 2\pi, \beta = 0) = -I_2. \]  
(A5)

This shows that, analogously to the relation between SO(3) and SU(2), SL(2, \mathbb{C}) “covers twice” SO(3,1), manifesting the isomorphism SO(3,1) \( \cong \) SL(2, \mathbb{C})/\{1, -1\}.

When \( \phi = 0 + 2n\pi \) and \( \eta \neq 0 (\rho = 0, \beta = \eta) \), the matrix \( \Lambda \) represents a pure boost
\[ \Lambda(\bar{\rho} = 0, \bar{\beta} = \eta) = \begin{pmatrix} B_{00} & B_{0i} \\ B_{0i} & B_{ij} \end{pmatrix} \]  
(A6)
where
\[ B_{00} = \cosh \beta, \quad B_{0i} = -\frac{\beta_j}{\beta} \sinh \beta, \]
\[ B_{ij} = \delta_{ij} + \frac{\beta_i \beta_j}{\beta^2} (\cosh \beta - 1). \]  
(A7)

2. Branch cuts for the canonical coordinates

When \( \phi \neq 0 + 2n\pi \) or \( \eta \neq 0, a \) can be diagonalized and \( \Lambda \) can be put in a normal form:
\[ a = a \delta a^{-1}, \quad \delta = \begin{pmatrix} e^{(\phi+i\eta)/2} & 0 \\ 0 & e^{-(\phi+i\eta)/2} \end{pmatrix}, \]  
(A8)
\[ \Lambda(a) = \Lambda(a) \Lambda(\delta) \Lambda(a^{-1}), \quad \Lambda(\delta) = \begin{pmatrix} \cosh \eta & 0 & 0 & \sinh \eta \\ 0 & \cos \phi & \sin \phi & 0 \\ 0 & -\sin \phi & \cos \phi & 0 \\ \sinh \eta & 0 & 0 & \cosh \eta \end{pmatrix}. \]  
(A9)

Then \( \Lambda \) belongs to an equivalent class of elements \( \gamma(\phi, \eta) \) corresponding to the first of (20). If we restrict \( 0 \leq \phi < 2\pi \), each of these classes corresponds to a unique complex rotation angle, while one class \( \gamma(\phi, \eta) \) of elements of \( \Lambda \in \text{SO}(3,1) \) corresponds to two classes \( \gamma(\phi, \eta) \) and \( \gamma(\phi + 2\pi, \eta) \) of elements of SL(2, \mathbb{C}).

If \( \phi = 0 + 2n\pi \) and \( \eta = 0 \), so that \( \zeta^2 = 0 \), and if also \( \sum_j |\zeta_j|^2 = 0 (\bar{\rho} = 0, \bar{\beta} = 0) \), then \( a \) belongs to \( \gamma(0, 0) \). The second class in (20) can be obtained when \( \phi = 0, \eta = 0 \), so that \( \zeta^2 = 0 \), but \( \sum_j |\zeta_j|^2 > 0 \) \( (\bar{\rho}^2 = \bar{\beta}^2, \bar{\rho} \cdot \bar{\beta} = 0 \) but \( \rho^2 + \beta^2 > 0 \)).

The study of the branch points of this function shows that, restricting it to its principal values, the complex rotation vector is holomorphic in \( a_0 \) except for a branch cut extending on the real axis of \( a_0 \) from -1 to -\( \infty \). Indeed the function in (A10) is single valued for all complex \( a_0 \). For \( a_0 \) real with \( -1 \leq a_0 \leq 1 \) the numerator in (A10) is nothing but \( \arccos(a_0) = \frac{1}{i} \log(a_0 + i \sqrt{1 - a_0^2} \), which, extended to complex numbers, has branch cuts on the real axis for \( a_0 < -1 \) and \( a_0 > 1 \). The interval \( -1 \leq a_0 \leq 1 \) (and the imaginary axis of \( a_0 \)) is realized by \( \eta = 0, \phi \in (-2\pi, 2\pi] \), i.e. by the SU(2) subgroup of rotations. The half-line \( a_0 \) real with \( a_0 > 1 \) is taken by pure boosts \( \phi = 0, \eta \neq 0 \), and we can write the numerator as \( \arccosh(a_0) = \log(a_0 + \sqrt{a_0^2 + 1 \sqrt{a_0 - 1}}) \), which, extended to complex \( a_0 \), has a branch cut on the real axis for \( a_0 < 1 \). The branch cut \( a_0 < -1 \) is given by the composition of these two functions. The branch point \( a_0 = -1 \) corresponds to the third class in (20). Thus, except for the branch cut, the canonical coordinates provided by the exponential map, represented by the complex rotation vector \( \zeta = \bar{\rho} + i\bar{\beta} \), are holomorphic functions parametrizing the whole SL(2, \mathbb{C}) group.

---

11 For instance the representative of the second class in (20) can be obtained by setting \( \beta_1 = -1, \rho_2 = 1 \) and all the other components to zero.
3. Haar measure for SL(2, C)

Considering an element

\[ a = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix} \in \text{SL}(2, \mathbb{C}), \]  
(A11)

the Haar measure is defined \([25, 42]\) as (the factor 2 is arbitrary)

\[ dg = \frac{2}{|\delta|^2} d\beta d\gamma d\delta d\beta^* d\gamma^* d\delta^*, \]  
(A12)

and has the invariance property

\[ dg = d(hg) = d(gh) = dg^{-1}. \]  
(A13)

In the parametrization \([23]\) evaluating the Jacobian

\[ J (\beta, \gamma, \delta, \beta^*, \gamma^*, \delta^*) \to (a, a^*) = 4 \frac{|a_3 - a_0|}{a_0 (\bar{a})^2|a|^2} \]  
(A14)

one gets the measure

\[ dg = \frac{8}{|a_0 (\bar{a})|^2} d^3 a d^3 a^* \]  
(A15)

where

\[ a_0 (\bar{a}) = \sqrt{1 + |\bar{a}|^2}. \]  
(A16)

The Jacobian to complex vector \((\zeta, \zeta^*)\) \([28]\) can be evaluated to

\[ J (a, a^*) \to (\bar{\zeta}, \bar{\zeta}^*) = \left| \frac{\sin \left( \frac{1}{2} \zeta \right) \sin \left( \frac{1}{2} \zeta^* \right)}{4\zeta^2} \right|^2, \]

from which

\[ dg = 2 \left| \frac{\sin \left( \frac{1}{2} \zeta \right)}{\zeta} \right| d^3 \zeta d^3 \zeta^*. \]  
(A17)

Finally, in terms of the real canonical coordinates \((\rho, \beta)\) \([27]\) the Haar measure takes the form \((J (\zeta, \zeta^*) \to (\rho, \beta)) = 8)\)

\[ dg = \left( 4 \cosh^2 \left( \frac{1}{2} \eta \right) \sin^2 \left( \frac{1}{2} \phi \right) + \sinh^2 \left( \frac{1}{2} \eta \right) \cos^2 \left( \frac{1}{2} \phi \right) \right)^2 \frac{d^3 \rho d^3 \beta}{\phi^2 + \eta^2}. \]  
(A18)

Notice that the Haar measure in terms of canonical coordinates manifests the property \((44)\) of the Duflo map.

4. Haar measure in Cartan decomposition

Considering the representation \([27]\) and \([92]\) we obtain the relations

\[ \cos \left( \frac{1}{2} \zeta \right) = \cosh \left( \frac{1}{2} |\tilde{b}| \right) \cos \left( \frac{1}{2} |\tilde{\tau}| \right) - i \sinh \left( \frac{1}{2} |\tilde{b}| \right) \sin \left( \frac{1}{2} |\tilde{\tau}| \right) \tilde{b} \cdot \tilde{\tau}, \quad \sin \left( \frac{1}{2} \zeta \right) = \cosh \left( \frac{1}{2} |\tilde{b}| \right) \sin \left( \frac{1}{2} |\tilde{\tau}| \right) \tilde{b} + i \sinh \left( \frac{1}{2} |\tilde{b}| \right) \cos \left( \frac{1}{2} |\tilde{\tau}| \right) \tilde{b} \wedge \tilde{\tau}, \]  
(A20)

where \(\zeta = \tilde{\rho} + i \tilde{\beta}\) and \(\zeta^2 = \zeta^2 = (\phi + i \eta)^2\). Eq. \((A20)\) is nothing but the Baker-Campbell-Hausdorff (BCH) formula for the Cartan group element \([92]\):

\[ g = \exp \left( i\tilde{\rho} \cdot \tilde{J} + i\tilde{\beta} \cdot \tilde{N} \right) = \exp \left( i\tilde{b} \cdot \tilde{N} \right) \exp \left( i\tilde{r} \cdot \tilde{J} \right). \]  
(A21)
Defining the quantities
\[ \vec{Z} = \sin \left( \frac{1}{2} \zeta \right) \vec{\zeta}, \]
\[ \vec{B} = \sinh \left( \frac{1}{2} |\vec{b}| \right) \vec{b}, \]
\[ \vec{R} = \sin \left( \frac{1}{2} |\vec{r}| \right) \vec{r}, \]
we get
\[ \sqrt{1 - \vec{Z}^2} = \sqrt{1 + \vec{B}^2 \sqrt{1 - \vec{R}^2} - i\vec{B} \cdot \vec{R}} \]  
\[ (A22) \]
\[ \vec{Z} = \sqrt{1 + \vec{B}^2 \vec{R} + i \sqrt{1 - \vec{R}^2} \vec{B} + i\vec{R} \wedge \vec{B}} \]  
\[ (A24) \]

In terms of the \( \vec{Z} \) coordinates the measure is (see (A15) and consider that \( \vec{a} = i \vec{Z} \))
\[ dg = \frac{8}{\sqrt{1 - \vec{Z}^2}} d^3 \vec{Z} d^3 \vec{Z}^* \]  
\[ (A25) \]
The Jacobian of transformation from \( \vec{Z} \) to \( (\vec{B}, \vec{R}) \) is
\[ \left| \frac{d^3 \vec{Z} d^3 \vec{Z}^*}{d^3 \vec{R} d^3 \vec{B}} \right| = 8 \frac{\sqrt{1 + \vec{B}^2}}{\sqrt{1 - \vec{R}^2}} \left( (1 - \vec{R}^2) \left( 1 + \vec{B}^2 \right) + (\vec{R} \cdot \vec{B})^2 \right) \]  
\[ (A26) \]
The measure then becomes
\[ dg = 64 \frac{\sqrt{1 + \vec{B}^2}}{\sqrt{1 - \vec{R}^2}} d^3 \vec{R} d^3 \vec{B} \]  
\[ (A27) \]

We can now rewrite it in terms of \( \vec{b} \) and \( \vec{r} \) coordinates. Considering the Jacobian of transformation (apart from numerical factors)
\[ d^3 \vec{R} = \frac{\sin \left( \frac{1}{2} |\vec{r}| \right) \sin \left( |\vec{r}| \right) }{4 |\vec{r}|^2} d^3 \vec{r}, \]
\[ d^3 \vec{B} = \frac{\sinh \left( \frac{1}{2} |\vec{b}| \right) \sinh \left( |\vec{b}| \right) }{4 |\vec{b}|^2} d^3 \vec{b}, \]  
\[ (A28) \]
the measure becomes
\[ dg = 4 \frac{\sinh^2 |\vec{b}| \sin^2 \left( \frac{1}{2} |\vec{r}| \right) }{|\vec{r}|^2} d^3 \vec{r} d^3 \vec{b} \]  
\[ (A29) \]

5. Delta on the group in canonical coordinates

Consider that for canonical coordinates in \( G \)
\[ z (gh) = B (z (g) , z (h)), \]  
\[ (A30) \]
where \( B (z (g) , z (h)) \) is the given by the BCH formula respect to the Lie algebra \( g \). Indeed
\[ gh = e^{ix(g) \cdot x} e^{ix(h) \cdot x} = e^{iB(z(g), z(h)) \cdot x}, \quad g, h \in G, \quad x \in g. \]  
\[ (A31) \]
Since \( z^{-1}(g) = -z(g), \) \( z(e) = 0, \) \( B(z(g), z(h)) = 0 \) for \( z(h) = -z(g). \)

The delta transforms with the inverse of the Jacobian of transformation

\[
\delta(gh) = \delta^d(B(z(g), z(h))) = \left| \frac{dd^d B(z(g), z(h))}{dd^d z(g)} \right|_{z(h)=-z(g)}^{-1} \delta^d(z(g) + z(h)).
\]

But from the invariance of the Haar measure \( dd(gh) = dg, \) so that

\[
dg = dd^d z(g) \mu(z(g)) = dd^d z(gh) \mu(z(gh))
\]

it follows that the Jacobian is nothing but

\[
\left| \frac{dd^d B(z(g), z(h))}{dd^d z(g)} \right| = \frac{\mu(z(g))}{\mu(B(z(g), z(h))),}
\]

and we find, since \( \mu(z(g) = 0) = \mu(e) = 1, \)

\[
\delta(gh) = \mu^{-1}(z(g)) \delta^d(z(g) + z(h)).
\]

Appendix B: Some calculation for the Duflo quantization map and the associated \(*\)-product

1. Calculation of the Duflo factor

The Duflo function (43) can be evaluated explicitly making use of the identity

\[
\sinh \left( \frac{x}{2} \right) = \exp \left( \sum_{n \geq 1} \frac{B_{2n}}{2n (2n)!} x^{2n} \right),
\]

with \( B_{2n} \) Bernoulli numbers, so that, from the property of the determinant

\[
det(\exp(A)) = \exp(\text{Tr}A),
\]

we get

\[
j(x) = \exp \left( \sum_{n \geq 1} \frac{B_{2n}}{2n (2n)!} \text{Tr}(\text{ad}_x)^{2n} \right).
\]

In order to simplify the calculations we adopt the following standard redefinition of the Lorentz generators:

\[
\vec{L} = \frac{1}{2} \left( \vec{J} - i \vec{N} \right), \quad \vec{R} = \frac{1}{2} \left( \vec{J} + i \vec{N} \right),
\]

satisfying the brackets

\[
[L_i, L_j] = i \epsilon_{ijk} L_k, \quad [R_i, R_j] = i \epsilon_{ijk} R_k, \quad [L_i, R_j] = 0.
\]

We have thus split the algebra in two mutually commuting sets of \( su(2) \) generators \( L_i \) and \( R_i, \) in terms of which a group element \( g \) takes the form

\[
g = \exp \left( i \vec{\zeta} \cdot \vec{L} \right) \exp \left( i \vec{\zeta}^* \cdot \vec{R} \right)
\]

where \( \zeta_i = \rho_i + i \beta_i \) as above. Defining a generic element of \( g \) in this basis as \( x = x^I E_I = x^I_1 L_i + x^I_2 R_i, \) for \( I = 1, \ldots, 6, \) with \( E_I = L_I \) for \( I = 1, 2, 3, \) \( E_I = R_{I-3} \) for \( I = 4, 5, 6, \) the adjoint representation is given by the matrix \( (\text{ad}_x)^K_J = x^I e_{I,J}^K, \)
where \( c_{ij}^K \) are the structure constant of \( g \) given by (B5) as \( c_{ij}^K = i\epsilon^K_{ij} \) for \( I, J, K = 1, 2, 3 \), while \( c_{ij}^K = i\epsilon^K_{i-3,j-3} \) for \( I, J, K = 4, 5, 6 \). It follows by direct computation that

\[
\text{ad}_X \text{ad}_Y \equiv \left\{ (\text{ad}_x)_I (\text{ad}_y)_I^K \right\} = \left( \begin{array}{c} \{ \delta^k_j x_L \cdot \tilde{y}_L - x_L y_L^k \} \\ \{ \delta^k_j x_R \cdot \tilde{y}_R - x_R y_R^k \} \end{array} \right),
\]

so that, with the notation \( x = \sqrt{\tilde{x} \cdot \tilde{x}} \) (\( = |\tilde{x}| \) if \( \tilde{x} \) is real)

\[
\text{Tr} (\text{ad}_x \text{ad}_y) = 2x^2 = 2x_L^2 + 2x_R^2
\]

(B8)

With a similar calculation one finds that

\[
\text{Tr} (\text{ad}_x^{2n}) = 2x^{2n}_L + 2x^{2n}_R,
\]

(B9)

and finally

\[
j (x) = \exp \left( 2 \sum_{n \geq 1} \frac{B_{2n}}{2n (2n)!} x^{2n}_L \right)
\]

\[
= \exp \left( 2 \sum_{n \geq 1} \frac{B_{2n}}{2n (2n)!} x^{2n}_L \right) \exp \left( 2 \sum_{n \geq 1} \frac{B_{2n}}{2n (2n)!} x^{2n}_R \right)
\]

(B10)

\[
= 16 \sinh^2 \left( \frac{1}{2} x_L \right) \sinh^2 \left( \frac{1}{2} x_R \right).
\]

We can now rewrite the Duflo factor in the canonical basis generated by \( e_i \equiv (J_i, N_i) \) (for which we have canonical coordinates \( k^i \equiv (\rho^i, \beta^i) \)). Considering that an element of the Lie algebra is \( x = x^i_L L_i + x^i_R R_i = x^i_J J_i + x^i_N N_i \), we get

\[
x^i_L = x^i_J + ix^i_N, \quad x^i_R = x^i_J - ix^i_N,
\]

(B11)

and

\[
j^\frac{1}{2} (x) = 4 \frac{|\sinh (\frac{1}{2} x) - x|}{(x^2)},
\]

(B12)

where \( x_\zeta = \sqrt{\tilde{x} \cdot \tilde{x}} \) and \( x^i_\zeta = x^i_J + ix^i_N \).

Notice that if we rewrite the exponential function on \( g^* \) as

\[
\exp (i k_1 X^i) = \exp \left( i \zeta^i \cdot \tilde{X}_L \right) \exp \left( i \bar{\zeta}^i \cdot \tilde{X}_R \right) X^i \in g^*,
\]

(B13)

where in this basis the coordinates on \( g^* \) are \(12\)

\[
X^i_L = \frac{1}{2} \left( X^i_J - iX^i_N \right), \quad X^i_R = \frac{1}{2} \left( X^i_J + iX^i_N \right),
\]

(B14)

we can also apply the Duflo function directly on the form (B10), i.e., apply the function \( j^\frac{1}{2} (\partial) \) to the exponential (B13) to get

\[
\left( j^\frac{1}{2} (\partial) \exp \right) (i k_1 X^i) = 4 \frac{|\sin (\frac{1}{2} \zeta)|}{|\zeta^2|} \exp (i k_1 X^i),
\]

(B15)

which coincides with (48).

---

12 This can be seen using the duality relations \( \{ e_i, \tilde{e}_j \} = \delta_{ij} \) from which \( (x, X) = x^i_J X^i_J + x^i_N X^i_N = x^i_L X^i_L + x^i_R X^i_R \).
2. Explicit calculation of the ∗-product on monomials

Considering expressions (13) and (19), the ∗-product between \( n \) coordinates of \( g^* \) can be evaluated through the formula

\[
X_i \ast X_{i_2} \ast \cdots \ast X_{i_n} = (-i)^n \frac{\partial^n}{\partial k_1 \partial k_2 \cdots \partial k_n} \bigg|_{k_1 = k_2 = \cdots = k_n = 0} \mathcal{D}^{-1} \left( e^{i \vec{B}(k_1, k_2, \ldots, k_n) \cdot \vec{X}} \right).
\]

(B16)

The term to derive in the last expression can be rewritten as

\[
\mathcal{A} \left( \mathcal{B}(k_1, k_2, \ldots, k_n) \right) \mathcal{S}^{-1} \left( e^{i k_1 \cdot \vec{X}} e^{i k_2 \cdot \vec{X}} \cdots e^{i k_1 \cdot \vec{X}} \right).
\]

(B17)

For the lowest order powers for the ∗-product we get

\[
X_i \ast X_j = (-i)^2 \frac{\partial^2}{\partial k_1^2} \bigg|_{k=0} \left( A^{(2)}_{k_1 k_2} (k_1, k_2) + i^2 k_1^2 k_2^2 \mathcal{S}^{-1} \left( \vec{X}_m \cdot \vec{X}_n \cdot \vec{X}_i \right) \right),
\]

(B18)

\[
X_i \ast X_j \ast X_k = (-i)^3 \frac{\partial^3}{\partial k_1^3} \bigg|_{k=0} \left( A^{(3)}_{k_1 k_2 k_3} (k_1, k_2, k_3) + i^3 k_1^3 k_2^3 k_3^3 \mathcal{S}^{-1} \left( \vec{X}_m \cdot \vec{X}_n \cdot \vec{X}_i \right) + i \left( A^{(2)}_{k_1 k_2 k_3} (k_1, k_2, k_3) + A^{(2)}_{k_1 k_2 k_3} (k_1, k_3) k_1^2 + A^{(2)}_{k_1 k_2 k_3} (k_2, k_3) k_2^2 \right) \right),
\]

(B19)

where we indicated with \( A^{(i)}_{k_1 k_2 \cdots k_i} (k_1, k_2, \ldots, k_i) \) the \( (i) \)-order mixed term in \( k_n, k_{n-1}, \ldots, k_i \) of the \( n \)-ple Duflo factor.

In terms of the complex vector \( \zeta = \vec{\beta} + i \vec{\beta} \), defining \( \vec{B}(k_1, k_2, \ldots, k_n) = \zeta (\zeta, \zeta_2, \cdots, \zeta_n) \), we can calculate the BCH formula from the SL(2,\( \mathbb{C} \)) representation (28)

\[
e^{\frac{i}{2} \zeta \cdot \sigma} = \cos \left( \frac{\zeta \cdot \sigma}{2} \right) \mathbb{I} + i \sin \left( \frac{\zeta \cdot \sigma}{2} \right) \zeta \cdot \sigma,
\]

(B20)

from which follows for the double BCH (the BCH coming from the product of two exponentials)

\[
\tan \left( \frac{1}{2} \zeta (\zeta_1, \zeta_2) \right) \zeta (\zeta_1, \zeta_2) = \frac{\sin \left( \frac{1}{2} \zeta_1 \zeta_2 \right) \zeta_1 + \cos \left( \frac{1}{2} \zeta_1 \zeta_2 \right) \zeta_2 - \sin \left( \frac{1}{2} \zeta_2 \zeta_1 \right) \sin \left( \frac{1}{2} \zeta_2 \zeta_1 \right) \zeta_1 \cdot \zeta_2}{\cos \left( \frac{1}{2} \zeta_1 \zeta_2 \right) \zeta_1 - \sin \left( \frac{1}{2} \zeta_1 \zeta_2 \right) \zeta_2 \cdot \zeta_1}.
\]

(B21)

The Duflo factor (52) (or inverse (48)) can be expanded as \( \{k\} = \{\zeta\} \) or \( \{\rho, \beta\} \)

\[
\mathcal{A} = 1 + \frac{1}{24} (\zeta^2 + \zeta^* \zeta^*) + O (k^4) = 1 + \frac{1}{12} (\rho^2 - \beta^2) + O (k^4).
\]

(B22)

Since the BCH (B21) for \( \zeta \) is at least linear in \( \zeta_1 \) and \( \zeta_2 \), it is enough to consider the expansion of the BCH up to 2nd order in the coordinates \( \{k\} \)

\[
\overline{\zeta} (\zeta_1, \zeta_2) \simeq \zeta_1 + \zeta_2 - \frac{1}{2} \zeta_1 \cdot \zeta_2,
\]

(B23)

or

\[
\tilde{\rho} (\rho_1, \rho_2) \simeq \rho_1 + \rho_2 - \frac{1}{2} \left( \rho_1 \cdot \rho_2 - \rho_2 \cdot \rho_1 \right),
\]

\[
\tilde{\beta} (\beta_1, \beta_2) \simeq \beta_1 + \beta_2 - \frac{1}{2} \left( \beta_1 \cdot \beta_2 + \beta_2 \cdot \beta_1 \right).
\]

(B24)

For the triple BCH we can use the associativity\(^{13}\) property \( \mathcal{B} (\zeta_1, \zeta_2, \zeta_3) = \mathcal{B} (\zeta_1, \mathcal{B} (\zeta_2, \zeta_3)) \), from which we get, up to 2nd order

\[
\tilde{\rho} (\rho_1, \rho_2, \rho_2) \simeq \rho_1 + \rho_2 + \rho_3 - \frac{1}{2} \left( \rho_1 \cdot \rho_2 + \rho_1 \cdot \rho_3 + \rho_2 \cdot \rho_3 - \rho_1 \cdot \rho_2 - \rho_2 \cdot \rho_1 - \rho_1 \cdot \rho_3 - \rho_3 \cdot \rho_2 \right),
\]

\[
\tilde{\beta} (\beta_1, \beta_2, \beta_2) \simeq \beta_1 + \beta_2 + \beta_3 - \frac{1}{2} \left( \beta_1 \cdot \beta_2 + \beta_1 \cdot \beta_3 + \beta_2 \cdot \beta_3 + \beta_3 \cdot \beta_1 \cdot \beta_2 + \beta_2 \cdot \beta_1 \cdot \beta_3 + \beta_3 \cdot \beta_2 \cdot \beta_1 \right).
\]

(B25)

\(^{13}\) The associativity of the BCH comes from the associativity of the group product.
The symmetrization map \( \mathcal{H} \) on 2nd and 3rd order monomials is such that

\[
S^{-1}\left(\hat{X}_i\hat{X}_j\right) = X_iX_j + \frac{1}{2}S^{-1}\left([\hat{X}_i, \hat{X}_j]\right),
\]

(B26)

\[
S^{-1}\left(\hat{X}_i\hat{X}_j\hat{X}_k\right) = X_iX_jX_k + \frac{1}{2}\left(X_iS^{-1}\left(\left[\hat{X}_j, \hat{X}_k\right]\right) + X_jS^{-1}\left(\left[\hat{X}_k, \hat{X}_i\right]\right) + X_kS^{-1}\left(\left[\hat{X}_i, \hat{X}_j\right]\right)\right) + \frac{1}{12}S^{-1}\left(3\left[\hat{X}_i, [\hat{X}_j, \hat{X}_k]\right] - [\hat{X}_j, [\hat{X}_k, \hat{X}_i]] - [\hat{X}_k, [\hat{X}_i, \hat{X}_j]]\right).
\]

(B27)

Substituting (B24), (B25) in (B22), and using the commutation relations (B55) we can finally calculate from (B18) and (B19). We here report the explicit expression of third order monomials for the Duflo-map \(*\)-product (repeated indexes are summed):

\[
\begin{align*}
X_i^j * X_j^k * X_k^l &= X_i^j X_j^k X_k^l + \frac{i}{2} \left(\epsilon_{ij} X_k^l X_i^j + \epsilon_{lk} X_j^i X_l^j + \epsilon_{jk} X_i^l X_j^l\right) - \frac{1}{2} \delta_{ik} X_j^j - \frac{i}{12} \epsilon_{ijk}, \\
X_i^j * X_j^k * X_k^N &= X_i^j X_j^k X_k^N + \frac{i}{2} \left(\epsilon_{ij} X_k^N X_i^j + \epsilon_{lk} X_j^i X_l^N + \epsilon_{jk} X_i^l X_j^N\right) + \frac{1}{6} \left(\delta_{jk} X_i^N - 2\delta_{ik} X_j^N\right), \\
X_i^N * X_j^N * X_k^N &= X_i^N X_j^N X_k^N - \frac{i}{2} \left(\epsilon_{ij} X_k^N X_i^j - \epsilon_{lk} X_j^i X_l^N - \epsilon_{jk} X_i^l X_j^N\right) + \frac{1}{6} \left(2\delta_{ik} X_j^N - \delta_{ik} X_j^N\right) + \frac{i}{12} \epsilon_{ijk}.
\end{align*}
\]

(B28)

From the properties of the Duflo map it is also easy to prove that the Duflo star product preserves the algebra of \(\text{Sym}(\mathfrak{g})\). One can check explicitly for instance that the quadratic Casimir \(\hat{C} = \hat{X}_3^2 - \hat{X}_N^2\) of the quantum algebra, such that

\[
\hat{C} = D^{-1}(\hat{C}) = X_i^j * X_j^i - X_i^N * X_j^N = \hat{X}_3^2 - \hat{X}_N^2 - 1,
\]

(B29)

\[
\hat{C} \cdot \hat{C} = D(\hat{C}) \cdot D(\hat{C}) = D(C_2^2),
\]

(B30)

i.e.

\[
C_\ast \ast C_\ast = C_\ast^2
\]

(B31)

**Appendix C: Some properties of the homogeneous space \(\mathcal{H}_3 \approx \text{SL} (2, \mathbb{C}) / \text{SU}(2)\)**

1. Hyperbolic rotation angle

We show in this subsection the relation between the Cartan parametrization of Sec. [IVD] and the parametrization in terms of “hyperbolic rotations” used in [44][45]. These can be considered as the generalization to hyperbolic space of Euler angles rotations. The only change respect to the Cartan splitting of Sec. [IVD] is in the “boost” sector \(\text{SL}(2, \mathbb{C}) / \text{SU}(2)\) (or \(\text{SO}(3,1) / \text{SO}(3)\)). In this case an element of \(\text{SL}(2, \mathbb{C})\) (or \(\text{SO}(3,1)\)) is split as

\[
g = \mathcal{K}h,
\]

(C1)

where \(h \in \text{SU}(2)\) (or \(\text{SO}(3)\)), and \(\mathcal{K} \in \text{SL}(2, \mathbb{C}) / \text{SU}(2)\) (or \(\text{SO}(3,1) / \text{SO}(3)\)) such that

\[
\mathcal{K} = h_1(\alpha_1) h_3(\alpha_3) \mathcal{K}_3(\Theta),
\]

(C2)

where \(h_1(\alpha_1)\) and \(h_3(\alpha_3)\) are Euclidean rotations around respectively the 1 and 3 axes, while \(\mathcal{K}_3(\Theta)\) is an hyperbolic rotation (a boost) along the 3 axis:

\[
\mathcal{K}_3(\Theta) = \begin{cases} 
\cosh \left(\frac{\Theta}{2}\right) \mathbb{1}_2 - \sinh \left(\frac{\Theta}{2}\right) \sigma_3 & \text{in } \text{SL}(2, \mathbb{C}) / \text{SU}(2), \\
\begin{pmatrix}
\cosh (\Theta) & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \cosh (\Theta)
\end{pmatrix} & \text{in } \text{SO}(3,1) / \text{SO}(3).
\end{cases}
\]

(C3)
The action of $K$ on the origin $q_a = \left(1, 0\right)$ of $H_3$ gives a generic point of $q = Kq_aK^\dagger$ ($q = Kq_a$ for SO(3,1)/SO(3)) of $H_3$ as

$$
q_0 = \cosh (\Theta), \\
q_1 = \sinh (\Theta) \sin (\alpha_3) \sin (\alpha_1), \\
q_2 = \sinh (\Theta) \sin (\alpha_3) \cos (\alpha_1), \\
q_3 = \sinh (\Theta) \cos (\alpha_3).
$$

(C4)

By comparison with Eq. (93) we find that

$$
\Theta = b, \\
\hat{b} = (\sin (\alpha_3) \sin (\alpha_1), \sin (\alpha_3) \cos (\alpha_1), \cos (\alpha_3)).
$$

(C5)

Moreover, considering the Jacobian

$$
d^3\hat{b} = \Theta^2 \sin (\alpha_1) d\Theta d\alpha_1 d\alpha_3,
$$

(C6)

the measure becomes

$$
dg = \sinh^2 (\Theta) \sin (\alpha_1) d\Theta d\alpha_1 d\alpha_3 dh.
$$

(C7)

2. Projection to $H_3$ of the propagator

The propagator in $H_3$ can be rewritten as

$$
K (q'', q'; t) = \langle q''|U(t)|q'\rangle = \int_{H_3} \int_{SU(2)} dq' \int_{H_3} \int_{SU(2)} dq'' \langle q''|U(t)|q'\rangle \langle q'\rangle
$$

(C8)

Defining

$$
\langle q'|q''\rangle \langle q''|g''\rangle = \delta \left(q'k'^{-1}\right) \delta \left(q''k''^{-1}\right) \delta \left(h'h''^{-1}\right)
$$

(C9)

for the Cartan splitting $g' = k'h', g'' = k''h''$, we get

$$
K (q'', q'; t) = \int_{H_3} \int_{SU(2)} dk' \int_{SU(2)} dh' \int_{H_3} \int_{SU(2)} dk'' \int_{SU(2)} dh'' \delta \left(q'k'^{-1}\right) \delta \left(q''k''^{-1}\right) \delta \left(h'h''^{-1}\right) \langle g''|U(t)|g'\rangle
$$

(C10)

i.e.

$$
K (q'', q'; t) = \int_{SU(2)} dh K_G (q''h, q'\hat{h}; t) = \int_{SU(2)} dh K_G \left( g = g''g'^{-1}, t \right)
$$

(C11)

where we also used the invariance of the SU(2) Haar measure $d(hh') = dh$.
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