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ABSTRACT: Hadronization is a non-perturbative process, which theoretical description can not be deduced from first principles. Modeling hadron formation requires several assumptions and various phenomenological approaches. Utilizing state-of-the-art Computer Vision and Deep Learning algorithms, it is eventually possible to train neural networks to learn non-linear and non-perturbative features of the physical processes. In this study, results of two ResNet networks are presented by investigating global and kinematical quantities, indeed jet- and event-shape variables. The widely used Lund string fragmentation model is applied as a baseline in $\sqrt{s} = 7$ TeV proton-proton collisions to predict the most relevant observables at further LHC energies.
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1 Introduction

Color confinement is one of the most intriguing aspects of Quantum Chromodynamics (QCD). Due to the running nature of the strong coupling, the cross section of the partonic level scatterings can be well calculated with perturbation techniques at high energy scales. However, hadronization – the confinement of partons into hadrons – occurs at lower energies, where calculations can not be performed perturbatively from first principles. Investigating this non-perturbative regime requires phenomenological models, where QCD-related scaling is well hidden due to the high non-linearity [1].

Machine Learning algorithms are able to describe non-perturbative (non-linear) processes in high-energy physics [2]. This raises the question whether such ML methods could provide new solutions in these soft regions, where traditionally complex Monte Carlo algorithms are used to describe hadron production. It would be also interesting to identify scaling patterns as well. Therefore, the main goal of this study is the investigation of hadronization, by applying popular Computer Vision (CV) algorithms. The primary physical motivation here is to develop a novel model of hadronization, in parallel extracting further correlations via the evaluation of Deep Neural Network (DNN) properties.

An application-oriented feature of this investigation can have a further impact on the future data analysis. During the Long Shutdown 2 (LS2) of the Large Hadron Collider (LHC), all of the large detectors went through a major upgrade. Now, they are in the preparation phase for the Run 3, starting early 2022 [3]. By approaching the High Luminosity era, it is expected to record an enormous amount of raw data, more than 200 PB each year. This is almost the quantity that was collected during Run 1 and 2 altogether.
Additionally, the amount of the simulated data has to be increased along with the real experimental data, which is already a challenging task: even for a state-of-the-art hardware, to simulate only one second of LHC data, the necessary computing time is larger with a several orders of magnitude. As a solution for this ever-growing difficulty, one can already aim towards several directions:

1. Development of future-generation algorithms and simulation softwares with built-in parallelization and/or hardware optimization [4–7];

2. Utilization of novel Machine Learning approaches [7–9].

The structure of this paper is the following: in Section 2, the physics of hadronization and the observable quantities are summarized. The used neural network architectures are introduced in Section 3. The details of the training data is described in Section 4. Finally, the results on validation and prediction of global and kinematical observables, indeed jet-shape variables and event-activity classifiers are given in Section 5.

2 Jets and event activity classifiers

Monte Carlo event generators provide an essential tool for theoretical studies, phenomenological approaches, detector validations and for the planning of future facilities as well. They can combine several models together, and therefore it is possible to test the various aspects of high-energy collisions. Since it is not possible to provide a theoretical description of hadronization with the traditional perturbative approaches, it is necessary to make physically motivated assumptions that can be tuned with experimental input. Finally these can be verified with MC generators in a natural way by comparing with data again.

There are a variety of hadronization models in the literature – the Lund string fragmentation is one of the most successful existing model applied in the widely used PYTHIA general purpose event generator [10, 11]. PYTHIA is able to reproduce various experimentally measured data with a high precision – however, the true nature of hadronization itself still remains an actively studied mystery.

The experimental input for the hadronization studies are the hadronic distributions, measured by the detectors. In this study, the following quantities are considered:

1. Mid-pseudorapidity density, dN_{ch}/d\eta

2. Total number of (charged) particles, N_{|y|<\pi} and N_{ch,|y|<\pi}

3. Jet observables (with jet radius R = 0.6 and minimum p_{T,jet} > 40 GeV/c):
   
   - Jet transverse momentum, p_{T,\text{jet}}
   - Jet invariant mass, M^2_j = \left( \sum_{i \in \text{jet}} k_i \right)^2
   - Jet multiplicity, N_J
Jet width or radial energy profile, $\rho_J = \frac{\sum_i \Delta R(j,p^i) p_T^i}{\sum_i p_T^i}$, where $p_T^i$ is the transverse momentum of the jet constituent $i$, and $\Delta R(j,p^i)$ is the distance of the constituent $i$ and the jet axis in the $\eta, \phi$ space.

4. Event shape variables: the sphericity and the transverse sphericity, defined by the following equations, respectively:

$$S = \frac{3}{2}(\lambda_2 + \lambda_3),$$

$$S_\perp = \frac{2\lambda_2}{\lambda_1 + \lambda_2},$$

where the $\lambda_i$ are the eigenvalues of the momentum tensor in Eq. (2.3):

$$M_{xyz} = \sum_i \left( \begin{array}{ccc}
p^2_{z_i} & p_{xi}p_{yi} & p_{xi}p_{zi} \\
p_{yi}p_{xi} & p^2_{yi} & p_{yi}p_{zi} \\
p_{zi}p_{xi} & p_{zi}p_{yi} & p^2_{zi} \end{array} \right)$$

and ordered as

$$\lambda_1 > \lambda_2 > \lambda_3, \quad \sum_i \lambda_i = 1.$$

These observable quantities can provide detailed information about the event activity, event characteristics, and jettiness or isotropy in an event-by-event basis. Experimentally observable, hadronic jets are important objects that carry information about the QCD hard scattering processes, occurring before the hadronization. With subtle jet analysis methods, one can extract the details of the underlying physics, such as the partonic energy loss in heavy-ion physics [12, 13]. It is, therefore, essential to measure the jet-related quantities with high accuracy.

3 Neural network design

In traditional Computer Vision approaches, the input data is a set of digital photographs or video streams, while the output can be e.g. the list of recognized objects and their coordinates, depending on the specific application. The most significant features of an image are typically extracted with a series of convolutional layers.

In case of (especially at the very) deep neural networks, there is a common difficulty that occurs during the backpropagation of the learning phase, called vanishing gradient problem [14]. The source of the problem is that the partial derivatives of the loss function can be vanishingly small, therefore the layers at the beginning of the NN receive vanishingly small updates, resulting in a very slow train. There are various possible solutions for the vanishing gradient problem, including long short-term memory techniques, rectifiers as activation functions or residual networks [15].

In this study, a neural network based on the state-of-the-art ResNet architecture is used [16]. In these networks, an identity mapping between two distinct layers ensures that
the impact of the vanishing gradients is reduced by effectively simplifying the network. In this way, it is possible to achieve higher complexity without compromising the learning speed, even if the network goes deeper.

The structure of the applied networks are outlined in Fig. 1. A basic building element is the residual block with the identity mapping, with $N_F$ trainable filters of size $3 \times 3$, while the extent of complexity is determined by the depth of such blocks, $N_D$. Generally, a deeper neural network with a larger number of trainable parameters is able to learn a better generalization of the trained model, and consequently have a superior performance. On the other hand, an important question of the NN design is that, what is the minimal complexity that is necessary to achieve the desired accuracy. Therefore, two different complexities are investigated in this study: the Model 1 has $N_D = 3$ depth and 1.13 million trainable parameters, while Model 2 consists of blocks with $N_D = 5$ depth and 1.90 million trainable parameters.

![Figure 1. The structure of the applied ResNet models: Model 1 (left) and Model 2 (right).](image-url)

Unlike in the original NN models and in conventional CV applications, where the main task is usually the classification of the input images, in our case the desired output is a set of physical quantities, observable in high-energy physics. Therefore, the activation function in the last layer of the models is the sigmoid function. The binary crossentropy is chosen for the loss function, while the Adam algorithm takes care for the optimization [17]. The models are implemented in Python, using Keras v2.4.0 with Tensorflow v.2.4.1 backend [18, 19]. The training, evaluating and testing were performed on a set of four Nvidia Tesla T4 graphics processing units of the Wigner Scientific Computational Laboratory (WSCLAB).
4 Monte Carlo training data

Neither partonic degrees of freedoms, nor the hadronization process are directly (experimentally) observable; therefore, simulated events are needed to train and test the neural networks. For this purpose, the widely used PYTHIA v8.3 general purpose event generator has been utilized with the commonly adopted Monash tune, that is known to reproduce LHC data with good accuracy [10, 11, 20]. One of the main features of PYTHIA is its string fragmentation model to perform the parton-hadron transition [10]. The trained models are expected to generalize the main characteristics of this specific model. However, by future disentanglement of such a 'hadronizer' model might provide opportunities to study the unknown aspects of the hadronization process itself [21].

The simulated hadronic-state events were required to have at least two $R = 0.6$ jets with $p_T \geq 40$ GeV/$c$ in the $|y| < (\pi - 0.4)$ region, following Ref. [8], and as it is defined in the anti-$k_T$ algorithm [22, 23]. Given this condition was satisfied, all final state particles were saved from the $y \in [-\pi, \pi]$, $\phi \in [0, 2\pi]$ region, both in the partonic and hadronic levels, just before and after the hadronization process.

For the training and validation dataset, proton-proton collisions with a center-of-mass energy $\sqrt{s} = 7$ TeV were selected. For the predictions, $\sqrt{s} = 0.9$ TeV, 5.02 TeV, and 13 TeV were considered – at each collision energy and each individual dataset, 150 000 events were generated with the conditions detailed above. Note that the total number of generated events, that did not satisfy the jet selection criteria, was larger with a factor of $\sim 30$.

The parton-level events were discretized and normalized in the rapidity-azimuth-angle, $(\phi, y)$ plane to make them suitable for the CV algorithms: the $p = (E, p_x, p_y, p_z)$ four-momenta and the $m$ mass of the particles were summed in the given $(\Delta \phi, \Delta y)$ "pixel", with the multiplicity of that pixel as the 6th "color channel" of the generated "pictures". The size of the image was chosen to be $31 \times 62$, resulting in a resolution of $\Delta \phi = 0.2$, $\Delta y = 0.1$. Due to the anisotropy in the azimuth angle, $\phi$, the half resolution in this direction is not expected to cause a significant effect.

After the discretization process, each channel in each pixel was normalized into the $[0, 255]$ (continuous) region. On the hadron level, the event variables, described in Section 2, were collected and scaled into the $[0,1]$ region. Other preprocessing steps (such as jet centering, jet grooming, augmentation with translations and flips in the azimuthal coordinate) are not considered in this phase of the study.

5 Results

The loss and accuracy values are shown on Fig. 2. This logarithmic plot presents that, after $\sim 700$ training epochs the loss (solid lines) and the accuracy (dashed lines) are saturating. This indicates that with the given NN complexity, further significant improvement can not be achieved within these nets, therefore the training of Model 1 and 2 were stopped after 2000 learning cycles. The trained models were validated on a different set of 150 000 events at $\sqrt{s} = 7$ TeV.
5.1 Global physical observables

Recent studies showed that the average event multiplicity and its scaling is a well-observable fundamental quantity in high-energy collisions, which can be described analytically in the non-extensive statistical framework [24, 25]. Various experimental measurements are also indicating that the charged particle pseudorapidity density is increasing with the center-of-mass energy as

\[
dN_{ch}/d\eta \propto s_{NN}^a ,
\]

with \(a \sim 0.09–0.15\) [26, 27] in the mid-rapidity, \(|y| < 0.5\) region. On Fig. 3 the experimental data points of \(dN_{ch}/d\eta/\langle N_{part}/2\rangle\) are plotted together with the Monte Carlo generated results (red crosses) and with the values predicted by the NNs (blue and green daggers). The predictions at collision energies, \(\sqrt{s} = 0.9\) TeV, 5.02 TeV, and 13 TeV, where Model 1 and 2 were not trained, show that both models were able to predict the hadron level event multiplicity within 10% accuracy at LHC energies.
The obtained Model 2 data points (green daggers) fit the $s_{NN}^{0.09}$ curve better, especially at the highest c.m. energies. As presented the structure of Model 2 on Fig. 1(right), this network has more complexity than Model 1, therefore Model 2 presents better the logarithmic $\sqrt{s}$-scaling trend obtained by the Monte Carlo simulations and the data. One may conclude, that the complexity of the network Model 2 is getting close to represent the non-extensive evolution and the non-linear scaling properties of the hadronization process.

5.2 Event shape and multiplicity distributions

While data on Fig. 3 was restricted to the mid-rapidity region, more detailed information can be obtained on the event structure by investigating the event shape and multiplicity distributions in a wider $|y| < \pi$ range. By opening the rapidity area of interest, the low-multiplicity events also contribute to the event; indeed, a more valid picture can be obtained.

On the panels of Fig. 4 Monte-Carlo-based simulations (red dots), ML-predicted multiplicity and event shape variable distributions are presented. We denote Model 1 and 2 using blue and green lines, respectively. Each row represents a distribution of a certain variable, and columns are for various collision energies in increasing order for $\sqrt{s} = 0.9$ TeV, 5.02 TeV, 7 TeV, and 13 TeV. The third column presents the training energy, $\sqrt{s} = 7$ TeV – however, all plotted lines are based on the predictions from the trained neural network. Ratio panels show the fraction of the Model predictions relative to the Monte Carlo calculations on linear scale. On these Ratio panels yellow bands indicate the statistical uncertainty of the Monte Carlo data.
The event and (charged) particle multiplicity distributions are presented on the first two rows of the Fig. 4. Statistical errors on these panels are increasing towards high multiplicities and end in the phase-phase cutoff. This is also true for the rare, low-multiplicity bins. Consequently, training will be more accurate and well-weighted in the intermediate multiplicity bins. This is represented well even in the training column at \( \sqrt{s} = 7 \) TeV, where the predicted tails miss the Monte Carlo calculations, while the body of the distribution and the means are well predicted, especially for Model 2. Seemingly, by moving from the 1.13 million parameter Model 1 to the 1.9 million parameter Model 2, the ratios lie between ±40% within the well-trained multiplicity bins, \( N_{\text{ch}}, N \in [100, 250] \). Overall for the Model 2, which has higher complexity, the expectation value of both the event- and the charged-particle multiplicity distributions are predicted within 10% accuracy, similarly as it was for the rapidity-restricted case on Fig. 3 as well.

The NN-predictions for higher- and lower collision energies capture the qualitative properties of the total event multiplicity and charged multiplicity distributions. Since the lower part of the multiplicity distributions are pretty similar, the major deviation is rooted in the evolution of the tail influenced by the phase-space and trainee-statistics cutoff. A KNO-like scaling can be observed on the NN-predictions as well, similarly as it was observed in jets [25]. Thus, the network has adopted a non-linear scaling property.

The NN models successfully predict the event shape variable distribution on the last two rows of Fig. 4. Since it is hard to determine the highest sphericity at the sphericity limits, it is not surprising that best-agreed predictions are within the ±40% margin at the training energy, for bins \( S, S_T \lesssim 0.5 \). This is not unexpected though, since during the training only jetty events were considered, where at least 2 high energy jets were present in the hadron level event. The event-shape parameters present scaling for the collision-energy, however distributions at \( \sqrt{s} = 0.9 \) TeV deviate well in the low- and high (transverse) sphericity values.

5.3 Jet variables

The jet variables, calculated by the reference Monte Carlo, are indicated on the panels of Fig. 5, together with the NN predictions. The outline of the panels and the markers are the same as in the previous section. Each row presents a certain jet-variable, for proton-proton collisions at c.m. energies from left to right, \( \sqrt{s} = 0.9 \) TeV, 5.02 TeV, 7 TeV, and 13 TeV respectively. Rows are for: jet-multiplicity, jet mass, jet width and the transverse momentum distributions.

In general, the tested Models achieved both good qualitative and quantitative agreement for the investigated jet variables, calculated by the Monte Carlo simulations. At higher LHC energies, the accuracy is within 10% for both Model 2 and ~30% for Model 1. The better agreement between the Monte Carlo and the NN is much more remarkable than in the level of global variables; indeed, it is true for all the investigated energies. The largest differences still follow the low-statistics part of the phase space indicated by yellow band on the panels. Since our whole study is focused on the hadronization and strongly connected with the jets, this precise matching is not surprising: input and output restricts
Figure 4. The neural network predicted multiplicity distributions and event shape variables compared with the reference Monte Carlo calculations in proton-proton collisions at $\sqrt{s} = 0.9$ TeV (first column), 5.02 TeV (second column), 7 TeV (third column) and 13 TeV (fourth column).

well the jet properties in a limited phase-space. At the level of global observables, the space-phase is larger, therefore less constraint restricts the jet-trained networks.

For the lowest energy, $\sqrt{s} = 0.9$ TeV, the jet multiplicity (first row) and jet transverse momentum (second row) are slightly overestimated, while the jet mass and the jet width (third and fourth rows) still have good agreement. This indicates the importance of the jet substructure and underlying event studies [28]. Moreover, the understanding of modifications in the jet structures is a key component of heavy-ion physics, where the change in the shape of the jet $p_T$ is traditionally understood as the sign of the onset of nuclear effects, therefore a trained solid baseline network would be appreciated well for further investigations.

At the higher energies, within the statistical uncertainties, Model 2 has a better agree-
Figure 5. The neural-network predicted jet variables, compared with the reference Monte Carlo calculations at $\sqrt{s} = 0.9$ TeV (first column), 5.02 TeV (second column), 7 TeV (third column) and 13 TeV (fourth column).

ment of jet mass with the reference Monte Carlo data. In contrast to that, the smaller-architecture Model 1 slightly overestimates the $M_J \lesssim 10$ GeV region and underestimates above. The characteristics of the jet mass, together with the jet width, jet multiplicity and jet $p_T$ distributions are the main ingredients of jet classification methods. Energetic jets are typical hard probes of the quark-gluon plasma, therefore knowing the type of the jet – whether is it originating from a quark or from a gluon – is important to understand the nature of the medium interactions. Consequently, the investigated NN models might have such future applications too.

Finally, at this level we can conclude that the presented networks of Model 1 and 2 are capable to learn hadronization patterns and scaling, especially at the jet level. In addition, the encoded parton-to-hadron representation can be applied well at the level of
global variables if we apply to the high-statistics phase-space regions.

6 Summary

In this study, popular convolutional neural network architectures, widely used in Computer Vision applications, were investigated in the context of hadronization of partonic states in high-energy hadron collisions in two setups, with different complexities. The training and validation of the models were performed using simulated events by the Pythia 8 Monte Carlo event generator.

The simple models studied in this paper were able to learn the main features of the Lund string fragmentation. Moreover, the same trained models have been applied successfully to other center-of-mass energies, implying that the models could generalize the concept of multiplicity and energy scaling. It was also observed that learning of hadronization works on the level of global variables if the network sample the high-statistics part of the phase-space. This is a powerful feature, that can lead to various further research directions: a neural network with strong generalization capabilities could provide valuable input for the development and tuning process of Monte Carlo event generators. On the other hand, by reverse engineering the network, the properties of the process of hadronization might be investigated. In case of high-energy heavy-ion collisions, the same models might provide useful theoretical assist in the study of the parton-medium interactions as well.
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