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Abstract
Understanding the impact that a new business has on the local market ecosystem is a challenging task as it is multifaceted in nature. Past work in this space has examined the collaborative or competitive role of homogeneous venue types (i.e. the impact of a new bookstore on existing bookstores). However, these prior works have been limited in their scope and explanatory power. To better measure retail performance in a modern city, a model should consider a number of factors that interact synchronously. This paper is the first which considers the multifaceted types of interactions that occur in urban cities when examining the impact of new businesses. We first present a modeling framework which examines the role of new businesses in their respective local areas. Using a longitudinal dataset from location technology platform Foursquare, we model new venue impact across 26 major cities worldwide. Representing cities as connected networks of venues, we quantify their structure and characterise their dynamics over time. We note a strong community structure emerging in these retail networks, an observation that highlights the interplay of cooperative and competitive forces that emerge in local ecosystems of retail establishments. We next devise a data-driven metric that captures the first-order correlation on the impact of a new venue on retailers within its vicinity accounting for both homogeneous and heterogeneous interactions between venue types. Lastly, we build a supervised machine learning model to predict the impact of a given new venue on its local retail ecosystem. Using two classes of features that account for the presence of different venue types as well as how these venue form cooperative networks, the model achieves area under the curve above 80% scores for certain venue categories. Our approach highlights the power of complex network measures in building machine learning prediction models. These models have numerous applications within the retail sector. More broadly, however, the methodology and results can support policymakers, business owners, and urban planners in the development of models to characterize and predict changes in urban settings.
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1 Introduction
Location is known to be highly influential in the success of a new business opening in a city. Where a business is positioned across the urban plane not only determines its reach by clienteles of relevant demographics, but more critically, it determines its exposure to a local ecosystem of businesses who strive to increase their own share in a local market. The types of businesses and brands that are present in an urban neighborhood in particular has been shown [13] to play a vital role in determining whether a new retail facility will grow and blossom, or instead whether it will become a sterile investment and eventually close. Competition is nonetheless only one determinant in retail success. How a local business establishes a cooperative network with other places in its vicinity has been shown to also play a decisive role in its sales growth [4]. Local businesses can complement each other by exchanging customer flows with regards to activities that succeed each other (e.g. going to a bar after dining at a restaurant), or through the formation of urban enclaves of similar local businesses that give rise to characteristic identities that then become recognisable by urban dwellers. A classic example of the latter is the presence of many Chinese restaurants in a Chinatown [20].
It is therefore natural to hypothesize that the rise of a business lies on the complex interplay between cooperation and competition that manifests in a local area. Measuring these cooperative and competitive forces in a city remains, however, a major challenge. Today’s cities change rapidly driven by urban migration and phenomena such as gentrification as well as large urban development projects, which can lead to shops opening and closing at increasing rates. In 2011, the fail rate of restaurants in certain cities, such as New York, was as high as 80% with some businesses closing in only a matter of months. A similar picture has been reported for high street retailers in the United Kingdom with part of the crisis being attributed to the increasing dominance of online retailers.

Data generated in location technology platforms by mobile users who navigate the city provides a unique opportunity to respond to the aforementioned challenges. In addition to providing quick updates, in almost real time, on the places that open (or close) in cities - thus accurately reflecting the set of local businesses in a given area - they offer a view on urban mobility flows between areas and places at fine spatial and temporal scales. The ability to describe these two dimensions of urban activity places and mobility - paves the way for measuring the impact, either positive or negative, that retail facilities have on one another. In this work, we harness this opportunity, building on a longitudinal dataset by Foursquare that describes mobility interactions between places in 26 cities around the world. Our contributions are summarized in more detail in the following:

• Detecting patterns of cooperation in urban activity networks: We model businesses in a city as a connected network of nodes belonging to different activity types. We examine the properties of these networks spatially and temporally. With respect to a null network model, we observe higher clustering coefficient, higher modularity and lower closeness centrality scores which are indicators of strong tendencies for local businesses to cluster and form collaborative communities that exchange customer flows. In numerical terms, the modularity of urban activity networks is $\approx 0.6$ relative to the corresponding null models with $\approx 0.15$.

• Measuring the impact of new businesses using spatio-temporal metrics: We next model the impact of a new business opening in a given area. Previous work conducted a preliminary analysis of homogeneous impact of new businesses. However, this work was limited as it did not isolate numerous contributing factors such as whether multiple new venues have opened when attributing the impact to a given business. We develop a methodology more robust to bias through the use of spatio-temporal filters. Moreover our approach generalizes to heterogeneous interactions between venue types present in an urban system by considering impact measurements between different venue categories (e.g. measuring the impact of a restaurant to a bar). Notably, we observe that the opening of a Fast Food Restaurant near other Fast Food Restaurants results in the most significant competition, with a median decline in customer flows of 21% over 6 months. We also show how this competitive ranking can be created for heterogeneous categories.

• Predicting optimal retail environment using urban dynamics and network topology measures: Lastly, we build a supervised learning model to predict the impact of multiple new venues on an existing venue. We incorporate additional network metrics into our model to consider the urban environment of a given venue and its capacity to operate cooperatively with other places in vicinity. We observe significant heterogeneity between categories where some have more predictable trends while others have greater variations. In light of this heterogeneity across venue types we tailor supervised learning models by training them in a manner that reflects the idiosyncrasies of its category. Despite the inherent difficulty of the prediction task, due to the multi-factorial nature of dynamic and complex interactions in retail ecosystems, our results suggest that incorporating complex signals in predictive machine learning frameworks can offer meaningful insight in real world application scenarios. For certain business categories, AUC scores above 0.7 are consistently attained, whereas complex network metrics consistently boost the performance of classifiers offering a clear advantage over baseline methods.

Our results are especially important in a digital age with shifting customer preferences as physical business are forced to adapt to remain competitive. Our methodology can enable a better understanding of interactions within local retail ecosystems. Modern data and methods, such as those employed in the present work, not only can allow for monitoring these phenomena at scale, but also offer novel opportunities for retail facility owners to assess the risk of opening a new venture through location-based analytics. Similar methods can be applied beyond the scope of the retail sector we study here, namely for urban planning and innovation e.g. through assessing the impact of opening transport hubs, leisure and social centers or health and sanitation facilities in city neighborhoods.

2 Related Work

Understanding retail ecosystems and determining the optimal location for a business to open have been long been questions in operations research and spatial economics. Compared to modern approaches, these methods were characterized by static datasets informing on population distribution across geographies, tracked through census surveys and the extraction of retail catchment areas through spatial optimization methods. Gravity models on population location and mobility later became a common approach for site placement of new brands.

The availability of spatio-temporally granular urban datasets and the popularization of spatial analysis meth-
ods in the past decade led to a new generation of approaches to quantify retail success in cities. In this line, network-based approaches have been proposed to understand the retail survival of local businesses through quality assessment on the interactions of urban activities locally \[\text{13}\]. In addition to networks of places, street network analysis emerged as an alternative medium to understand customer flows in cities, with various network centrality being proposed as a proxy to understand urban economic activities \[\text{3, 17}\]. While this previous work examines the impact of new businesses, it is limited in scope. It considers only homogeneous categories, does not compare network properties across different cities, and does not build a prediction model. This is where the primary novelty of the present paper lies.

More recently, machine learning and optimization methods have been introduced to solve location optimization problems in the urban domain, focusing not only on retail store optimization \[\text{13}\] but also real estate ranking \[\text{2}\] amongst other applications. Location technology platforms such as Foursquare opened the window of opportunity for customer mobility patterns to be studied at fine spatio-temporal scales \[\text{9, 5}\] and moreover, semantic annotations on places presented direct knowledge on the types of urban activities that emerge geographically and led to works that allowed for the tracking and comparing urban growth patterns at global scale \[\text{3}\]. Closer to the spirit of the present work from a modelling perspective, the authors in \[\text{12}\] study co-location patterns of urban activities in Boston and subsequently recommend areas where certain types of activities may be missing.

## 3 Dataset Description

Within the last decade, Online Location-based Services have experienced a surge in popularity, attracting hundreds of millions of users worldwide. These systems have created troves of data which describe, at a fine spatio-temporal granularity, the ways in which users visit different businesses and areas of a city. We hypothesize these data can be used to build a predictive model of the impact of a new venue on the surrounding businesses. To this end, we utilize data from Foursquare, a location technology platform with a consumer application that allows this end, we utilize data from Foursquare the window of opportunity for customer mobility patterns to be studied at fine spatio-temporal scales \[\text{9, 5}\] and moreover, semantic annotations on places presented direct knowledge on the types of urban activities that emerge geographically and led to works that allowed for the tracking and comparing urban growth patterns at global scale \[\text{3}\]. Closer to the spirit of the present work from a modelling perspective, the authors in \[\text{12}\] study co-location patterns of urban activities in Boston and subsequently recommend areas where certain types of activities may be missing.

### 4 Urban Activity Networks

We begin by examining transitions between Foursquare venues of different category types that we refer to as urban activities. While we are considering a mix of categories users check in in the city, our focus from an analysis and modelling point of view will be focusing on urban activities corresponding to retail establishments (e.g. restaurants).

#### 4.1 Visualizing Mobility Interactions

To visualize an urban activity network, we create a graph \(G\), for each city \(i\), where the set of nodes \(N_{cat}\) is the set of business categories defined previously in Section 3. In this network, business categories are linked by weighted directed edges \(e_{c_a\rightarrow c_d}\). A directed link is created from the source category \(c_a\) to the destination category \(c_d\) if at least one transition happens during the time window we consider (e.g. weekend, weekday, or a period of hours during a day). Thus, the weight of each edge is proportional to the total number of transitions from the source category to the destination category for the particular time period of interest for each city. The weights are then normalized by the total number of check-ins that occurred at \(c_a\). Therefore, the weight can be interpreted as the percentage of customers of \(c_a\) who come from \(c_a\). To eliminate insignificant links, we filter out edges that have less than 50 transitions total. We examine two time intervals of interest:

| Region      | # venues | # new venues | # transitions |
|-------------|----------|--------------|---------------|
| North America | 94,094   | 29,552       | 43,200,432    |
| Europe      | 101,101  | 40,275       | 44,600,446    |
| Total       | 195,195  | 69,827       | 87,800,878    |

Table 1: Foursquare dataset description for 10 North American cities and 16 European cities.
morning AM (6am-12pm) and evening PM (6pm-12am).

In Figure 1, we visualize the network in the evening for two cities, London and Paris. The colors represent different communities, obtained using the Louvain community detection algorithm [2]. Further, the size of nodes is proportional to their degree. This visualization, as one example, describes similarities and variations in the structure of urban activities in different cities. We observe an underlying common structure for the two cities, even though cultural distinctions can also be noted. We have observed a similar pattern across different cities which we don’t visualize due to lack of space. In terms of similarity in network structure, we see a shopping cluster (green) centered around Department Stores; a cluster for travel and transport (blue) centered around categories such as Train Stations and Subways; a leisure cluster (light brown) centered around Plazas and containing outdoor categories (e.g. Parks, Gardens, Soccer Stadiums). On the other hand, differences in network structure become also apparent. We note for instance how recreation activities in the evenings differ across the two cities. London has a considerably large nightlife cluster (red) centered around pubs from which a number of different nightlife categories unfold (e.g. Nightclubs, restaurants of different types, Theater). Paris is more segregated and contains two nightlife clusters: one cluster around French Restaurants (red) linked to Coffee Shops, Theaters, Nightclubs; and another cluster (gray) centered around Bars which contains Food Trucks, Fast Food Restaurants, and Music Venues. This dichotomy translates to the presence of two classes of customers each of which adheres to different types of activity sequences during nighttime. Another observation is regarding variations in network structure over time: the Coffee Shop category in London is separated from the nightlife cluster, which may indicate different kind of customer behaviors between daytime and evening. Interestingly, we also see associations emerging between types of businesses. Taking Paris as an example, French Restaurants interact a lot with Coffee Shops and Nightclubs and so do Bars with Food Trucks. In both cities, Coffee Shops are drawing crowds from Subways, Toy Stores with Electronics Stores and Sport Stores.

Overall, these results suggest strong structural characteristics in urban activity networks where different categories of places form interaction patterns of cooperation, where mobile users move from one to the other. Competition on the other hand manifests in a more implicit manner in the network in two ways: first, retail facilities that are grouped in the same node (e.g. Bars) have to share customers that have been previously performing a different activity (e.g. going to a Restaurant) and second, through activities that do not share an edge in the network and as a result they do not interact with one another in terms of mobility patterns.

4.2 Network Properties

We next quantify the structure of these networks in terms of different network properties considering also different time intervals. For our two cities of comparison, we list the network metrics in Table 2 and enlist those next.

- **The average clustering coefficient, \( < C > \), is the tendency of categories to form triangles, that is to gather locally into fully connected groups. It varies between 0 and 1 with higher values implying a higher number of triangles in the network (see [16] for more details).**

- **The average closeness centrality, \( < C_c > \), is the average length of the shortest path between the nodes and here accounts for the tendency of categories to be close to each in terms of shortest paths [16]. It varies between 0 and 1 where a higher closeness centrality score for a node suggests higher proximity to other nodes in the network.**

- **The modularity, \( Q \), is a well established metric indicating how well defined communities are within the network [2]. Modularity values fall within the range \([-1, 1]\), with greater positive values indicating greater presence of community structure.**
|          | AM  | Random AM | PM  | Random PM | AM  | Random AM | PM  | Random PM |
|----------|-----|-----------|-----|-----------|-----|-----------|-----|-----------|
| # of nodes | 176 | 176       | 199 | 199       | 157 | 157       | 150 | 150       |
| # of edges | 1727| 1125      | 2539| 1636      | 1708| 1084      | 1818| 1105      |
| \(< C >\) | 0.655| 0.361     | 0.657| 0.410     | 0.671| 0.456     | 0.701| 0.437     |
| \(< C_e >\) | 0.298| 0.426     | 0.373| 0.444     | 0.367| 0.445     | 0.390| 0.454     |
| \(Q\)     | 0.380| 0.172     | 0.398| 0.153     | 0.326| 0.156     | 0.310| 0.147     |

Table 2: Network metrics for London and Paris for during the morning AM (6am - 12pm) and evening PM (6pm-12am). These metrics are compared to a configuration model (Random).

We compare our network metrics to a random baseline, a configuration model\cite{15}, which maintains the degree distributions of our networks, in Table 2. The comparison with the null model provides an indication of how significant empirical observations are with respect to the random case. First we note that for all three metrics the real networks are very different to the corresponding null models. In general, high clustering coefficient and modularity together with a lower closeness centrality scores point to the tendency of local businesses to form significantly tight clusters that are well isolated from one another. Furthermore, we also investigated variations of these networks properties for different period of the day. We observed in some cases that the closeness centrality was higher in the evening relative to morning hours, which is the case of London for example (see Table 2).

Looking closer at the network modularity scores presented in Table 2 we note a partitioning of different categories into communities with scores around 0s, which we present in Table 2. The comparison with the null model provides an indication of how significant empirical observations are with respect to the random case. First we note that for all three metrics the real networks are very different to the corresponding null models. In general, high clustering coefficient and modularity together with a lower closeness centrality scores point to the tendency of local businesses to form significantly tight clusters that are well isolated from one another. Furthermore, we also investigated variations of these networks properties for different period of the day. We observed in some cases that the closeness centrality was higher in the evening relative to morning hours, which is the case of London for example (see Table 2).

In this section we examine the impact of new businesses on other establishments within their vicinity. Previous work\cite{4} has considered the homogeneous impact of a new business opening; that is the impact that venue categories have on categories of the same type (e.g. the impact of a new Coffee Shop on another Coffee Shop). In this section we generalize the impact metric to heterogeneous mixes of categories, and develop a methodology more robust to spatio-temporal bias effects.

5.1 Spatio-temporal Scope of Impact

To measure the impact of a new venue opening in an area we need to define its geographic scope. We define the spatial neighborhood of a venue as the set of venues that are located within the radius \(r_s\). Formally, we define the spatial neighbourhood of a venue \(v_n\) as:

\[ SN(v_n, r_s) = \{ v_e \in V : \text{dist}(v_n, v_e) < r_s \land v_n \neq v_e \} \]  

(1)

where \(V\) is the set of venues in the city and \(\text{dist}(v_n, v_e)\) is the Euclidean distance between \(v_n\) and \(v_e\).

Further we introduce a similar notion across the temporal dimension. In particular, given a temporal radius \(r_t\), then two businesses opening within \(r_t\) are considered to be temporal neighbors. Formally, we define the temporal neighbors of a venue \(v_n\) as:

\[ TN(v_n, r_t) = \{ v_e \in V : \text{tdist}(v_n, v_e) < r_t \land v_n \neq v_e \} \]  

(2)

where \(\text{tdist}\) is the difference in the number of months between the creation date of \(v_n\) and \(v_e\). Finally, we define \(W_T\) as the temporal window of observation, i.e. the total period in months over which we measure the number of check-ins at a given business.

5.2 Measuring Impact

5.2.1 Defining the impact formula

We base our impact metric \(I_{vn}(v, t)\) of a new venue \(v\) on an existing venue \(v_e\) on the metric introduced in Dagitt et al.\cite{4}. This is defined as the normalized number of transitions for an existing venue in a specific time period prior to and after a new venue opens in its spatial neighborhood. We define the number of check-ins during the posterior time interval as follows:

\[ C_{v_{n\text{post}}}(v, t_{\text{vn}}, \Delta t) = \sum_{d=t_{\text{vn}}}^{t_{\text{vn}}+\Delta t-1} n_{vn}(d, d+1) \]  

(3)

This calculates the sum of check-ins at venue \(v_n\) in \([v_{n\text{post}} - 1, v_{n\text{post}} + \Delta t - 1]\), after the opening of \(v_n\) at \(t_{vn}\) and over a period of \(\Delta t = W_T/2\).
Table 3: Ranking of the categories which have the strongest homogeneous negative impact.

| Category          | Median Impact | % Businesses $I < 1$ | # Businesses |
|-------------------|---------------|----------------------|--------------|
| Fast Food Restaurants | 0.79          | 67.9                 | 28           |
| Bakeries          | 0.81          | 73.1                 | 26           |
| Pizza Places      | 0.81          | 69.3                 | 39           |
| Coffee Shops      | 0.84          | 66.4                 | 202          |
| Sandwich Places   | 0.84          | 62.0                 | 63           |

Similarly, this calculates the number of check-ins over the period of $\Delta t$ months before the opening of $v_n$. Formally, the impact metric is defined as follows:

$$I_{v_{n}}(v_{e}, t_{v_{n}}, \Delta t) = \frac{C_{v_{n}}^{\text{prior}}(v_{e}, t_{v_{n}}, \Delta t)}{N_{\text{cat}}(t_{v_{n}}, t_{v_{n}} + \Delta t)}$$

$$N_{\text{cat}}(t_{v_{n}}, t_{v_{n}} + \Delta t)$$ (and respectively $N_{\text{cat}}(t_{v_{n}}, t_{v_{n}} - \Delta t)$) is the total number of check-ins to all businesses of $v_{e}$’s category during the period $[t_{v_{n}}, t_{v_{n}} + \Delta t]$ (respectively $[t_{v_{n}}, t_{v_{n}} - \Delta t]$). This normalizing factor takes into account both the background trend of the category and the potential season effect which can occur in the market. This factor is calculated at a per city level.

### 5.2.2 Impact metric interpretation

Above, we define $N_{\text{cat}}(t_{v_{n}}, t_{v_{n}} + \Delta t)$ as the total number of check-ins to all businesses of a specific category. We define the market share of a given venue as the total number of check-ins to that venue as a percentage of $N_{\text{cat}}$. Using the impact metric defined in Section 5.2.1, we can calculate the percentage of market share gained or lost by venue $v_{e}$ after the opening of venue $v_{n}$. For example, if $v_{e}$ is a clothing store and $v_{n}$ is a sandwich shop $I_{v_{n}}(v_{e}, t_{v_{n}}, \Delta t) = 1.2$ means the market share of venue $v_{e}$ (the sandwich shop) increased by 20% over the $\Delta t$ months following the opening of $v_{n}$ (the clothing store). Conversely, a number below 1 means the market share of the venue $v_{e}$ decreased after the opening of venue $v_{n}$, suggesting the new venue was a competitor. For the example above if $I_{v_{n}}(v_{e}, t_{v_{n}}, \Delta t) = 0.81$ this would correspond to the market share of venue $v_{e}$ (the sandwich shop) decreasing by 19% over the $\Delta t$ months following the opening of $v_{n}$ (the clothing store).

### 5.3 Tuning Spatial and Temporal Windows

A major challenge in analyzing correlations in a complex system is implementing a methodology which can limit the effect of potential hidden variables which may bias the observed correlations. For our model, our methodology must isolate the impact of one business in constantly changing neighborhoods. For this reason, as a first analysis, we set $r_{s}$ to $\Delta t = W_{T}/2$, that is half of the window of observation, and we only choose a pair $(v_{n}, v_{e})$ if the new business $v_{n}$ has no temporal neighbors (defined above in Equation 2). In other words, if we set $\Delta t = W_{T}/2 = 3$ months, we only measure the impact of $v_{n}$ on $v_{e}$ if $v_{n}$ was open at least 3 months before $v_{n}$ and if no other business opened in the spatial neighborhood of $v_{n}$ during $[t_{v_{n}}, t_{v_{n}} + \Delta t]$. We apply this form of filtering to isolate the confounding effect of multiple businesses opening next to each other. This naturally introduces a trade-off with regards to the number of data points considered for our measurement.

The number of data points resulting from our approach depends on two parameters. The spatial radius $r_{s}$ and the temporal radius $r_{t}$. As shown in Figure 2(a) where $r_{s}$ is fixed at 3 months, when the spatial radius is small the probability of a new business nearby opening is low. Hence the number of data points remains small as well. As the spatial radius increases so does the number of data points until a maximum is reached after which it decreases again. This likely due to the fact that after a certain spatial radius the probability of finding only one business opening within $r_{s}$ decreases as well. Based on these results we set parameter $r_{s}$ to 100 meters for our subsequent analysis. We apply the same reasoning for tuning the temporal ra-
impact measures distribution, we use the median and the
density. In this analysis, due to the skewness of the
impact is 0
positive
impact scores. However 66



Figure 3: Plot of the impact measure of Coffee Shops
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of the baseline of the neighborhood, when examining the
impact of future new venues. Our hypothesis is that as
increases, the less likely we are to be considering other
new shops that are interfering with the impact we measure.



Figure 2(b) shows that the number of data points steadily
decreases from to 1 month onwards. This
implies that the optimal value for in terms of data points
is smaller than one month. However, as suggested earlier
increasing limits the risk to consider previously new
venues that opened just before the time window of interest
in the impact measure. For this reason we choose a value
of longer than one month. For the analysis described below, we set to three months.



percentage of positively (or negatively) impacted busi-
esses as key numbers to represent the directed impact of
pairs of categories. Furthermore, we note the struc-
ture of Burger Joints in Figure 3. It is composed of two
parts: a high impact peak followed by a linear decline.
Interestingly, this structure is consistent across all pairs
of categories, generalized with a peak of \( \sim 10\% \) of high
impacts shops \( I > 1.5 \), followed by a linear decline of
impact \( \sim 80 \% - 90\% \) of shops), and succeeded with an
optional \( \sim 10\% \) discontinuously negatively impacted shops,
representing competition in the area \( 0 < I < 0.5 \).



In Figure 4 we show the median impact of our top 16 retail categories on each other. A few observations
are worth noting. First, impact scores on the diagonal
tend to be negative. This observation shows and quantifies
the direct competitive effect of businesses belonging to
the same category. Second, most impact scores are negative
suggesting the general tendency for retail establishments
to compete. Third, some cooperative pairs are noticeable
(e.g. Hotels on Pizza Place: 70% of positive impact, me-
dian impact: 1.2; Nightclubs on French Restaurants: 67%
of positive impact, median impact: 1.8). We also note
that certain network links seen in Figure 4 between
categories can be found as positive impact pairs in the matrix,
such as Nightclubs and French Restaurants and Fast Food
Restaurants and Bars.



5.4.1 Building a competitive ranking

Using the aforementioned results we list a ranking of ho-

mogeneous competition in Table 3. This ranking shows
the top categories in terms of negative impact, when a
business of the same category opens within 100 meters.
The list suggests that fast food restaurants feature
the strongest homogeneous negative impact \( \sim 21\% \),
closely followed by other businesses where people may visit
for food or a snack, namely Bakeries, Pizza Places, Coffee
Shops, Sandwich places. Note also the high probability
of negative impact for Bakeries with a 73.1\% chance to be
negatively impacted.

Our methodology can also be applied to heterogeneous
pairs of businesses to determine which new business type
would create the greatest competition or cooperation for
an existing business. Using Coffee Shops as an example,
we saw in Table 3 that a new Coffee Shop creates a me-
dian impact of \( I = 0.84 \). We similarly see in Figure 4 a
competitive effect from new Burger Joints, which result
in a median impact of \( I = 0.85 \). A competitive ranking
of this type can be established for all categories to better
understand trends in the impact of new businesses.

To our knowledge the methodology described above is
novel, and despite the limitations that we discuss in more
detail in Section 6 it allows for the principled quantifica-
tion of the impact that new businesses have in the retail
ecosystem they operate. We exploit this formulation in
the context of a prediction task in Section 5 where impact
scores are modeled as target labels and the goal becomes
to predict the impact of new businesses opening on their local
environment. From an economic perspective these results
highlight the most competitive types of business categories
that operate in cities and moreover the highlight cases of
categories where cooperation in terms of customer flows is
Figure 4: Matrix of median impact of categories on each other. The size of the circles represent the number of pairs of businesses which were used (e.g. Coffee Shops - Coffee Shops is 200). The color varies according to the median impact value of the pair, dark blue corresponds to impact below 1 (representing competition), grey represents neutral median impact equal to 1, and dark red translates to high median impact (representing cooperation). Read: French Restaurants (9th row) have a median impact on Bars (2nd column) of 1.2 and less than 100 pairs were counted.
more likely to emerge.

5.4.2 Takeaways

Our approach can enable a quantitative metric to measure competitive and cooperative behaviors between pairs of categories. Further, it highlights general trends, such as competition between food-related categories and cooperation between certain clusters of categories. However, reducing the complexity has two limitations. It limits the number of data as it filters out neighborhoods with more than one business opening within \( W_T \). It also oversimplifies the problem. Often, for a given pair of categories, there is heterogeneity in the impact measure between those two categories (e.g. there is a range in the impact of a new Coffee Shop on a Bakery). This suggests there are complex interactions between a new venue and its environment and there may be additional factors to consider. In the following sections, we study the impact of combinations of multiple new businesses coupled with the network topology of their environment. This methodology leads to insights which can help determine the optimal location for a new venue.

6 Predicting New Business Impact

In Section 5, we explored the impact of the opening of a single business on its neighborhood. Next, we investigate in the form of a prediction task the cumulative impact of multiple shops opening within the same spatial and temporal neighborhoods, as defined in the previous section.

6.1 Prediction Task

To illustrate our methodology, let us consider the example of French Restaurants. To understand the impact of new venues on French Restaurants in Europe and North America, we consider all new venues that opened within the spatial radius \( r_s \) of a French restaurant within a given period \( r_I \). We then examine how the demand of that given French restaurant changed after the opening of the new venues. We aim to predict whether the opening of those new venues will have a positive or negative impact on the French restaurant given network features about the venue, and a count of the types of venues that opened within \( r_I \). We consider this prediction task for all retail categories aiming to understand how each category is impacted by new venues opening nearby.

We model the impact of new venues as a binary classification task where the impact on the existing venue is the dependent variable and the features described below in Section 6.2 are independent variables. We further represent a positive impact label as 1 and a negative impact label with a 0. Considering a supervised learning methodology, our goal then becomes to learn an association of the input feature vector \( x \) with a binary label \( y \). We experiment with a number of supervised learning algorithms described in the following paragraphs. All network features were min-max normalised. We split our dataset into training and test sets with the training set consisting of 80% of the data and the test set consisting of the remaining 20%. We perform 5-fold cross-validation to pick the best performing model and report the subsequent accuracy of prediction. Finally, we also sub-sample our dataset performing our predictions on a balanced dataset of positive and negative classes.

6.2 Extracting features

6.2.1 Business features

When a new venue \( v_n \) opens at time \( t_n \), within a given spatial neighborhood \( SN(v_n, r_s) \) we count all other businesses which opened within the temporal neighborhood \( TN(v_n, r_t) \) of \( v_n \) and in the same spatial neighborhood \( SN(v_n, r_s) \). For each existing venue \( v_e \), the counts of each category of venue within its spatial and temporal neighborhood is encoded as a feature. We refer to these features as Business features.

6.2.2 Network features

As described above, we utilize network topology measures at the venue neighborhood level considering each venue \( v_n \in SN(v_n, r_s) \) where each venue is a node in the network. Edges in the network represent the number of transitions from the source venue to the destination venue. These features are described as follows. The in-degree of the venue \( v_n \) is the number of edges coming from the other venues to \( v_n \). The out-degree of the venue \( v_n \) is the number of edges coming from \( v_n \) to the other venues. The degree of \( v_n \) is the total number of edges between \( v_n \) and the other venues. The closeness centrality of a venue \( v_n \) is the average of its shortest paths to all the other venues of the network. The diversity of a venue \( v_n \) is defined by the Shannon equitability index from information theory which calculates the variety of the neighbors of venue \( v_n \). These features give a representation of how well a given venue is connected to the rest of the city network and also describe the distribution of its customers.

6.3 Evaluation

In this section, we report our findings on the predictive ability of the features as well as the supervised learning models we employ in the prediction task. We compare the predictions against different baselines:

- Network connectivity features, as described in section 6.2.2
- Business features, as described in section 6.2.2

We first discuss how our combined model outperforms both baselines, then show the predictive capabilities of different categories, and lastly discuss the value of network metrics in our prediction task.

Model Selection: We explored a number of different models, including Logistic Regression, Gradient Boosting, Support Vector Machines, Random Forests, and Neural Networks. As described above, we train our models to predict the impact of new businesses on a given type of retail category. When aggregating our data across all categories and working to predict the impact of a new venue on any type of existing venue category, this resulted in
models with low predictive power. As discussed previously in Section 5, this suggests there is significant heterogeneity of behavior across different category types and therefore a training strategy tailored for each category because more effective. To take this into account, we segregated our data by category and built a separate model for each type of category. We individually modelled the ten retail categories with the largest total number of data points. These categories were as follows: Bars, Hotels, Coffee Shops, Italian Restaurants, French Restaurants, Bakeries, Clothing Stores, Pizza Places, Nightclubs, and Grocery Stores. To compare our supervised learning models, we calculated the average AUC scores across all ten categories using our different feature baselines.

Our combined models, using both business and network features, had a resulting AUC of 0.611 for Logistic Regression, 0.687 for Gradient Boosting, 0.631 for Support Vector Machines, 0.640 for Random Forest, and 0.667 for Neural Networks. These results suggest that venue-specific metrics can support the prediction of the impact of a new venue. Across all categories, we saw that Gradient Boosting was the most robust model for our task with the highest average AUC across all ten categories. As such, we use Gradient Boosting to further analyze our models below.

Variations across Categories We next examine the predictability of different category types. Table 4 shows the predictability of six of the ten categories trained using a Gradient Boosting model. The AUCs of the remaining categories are as follows: Clothing Stores (AUC: 0.664, train/test size: 1362/152), Pizza Places (AUC: 0.682, train/test size: 1287/143), Nightclubs (AUC: 0.686, train/test size: 622/70), and Grocery Stores (AUC: 0.690, train/test size: 581/65). We see a range in the predictability of different venue types: Bakeries have the highest AUC of 0.861 and Coffee Shops have the lowest AUC of 0.627. This suggests that certain activities adapt to a more heterogeneous set of environment, making them more challenging to predict. These more challenging categories tend to be those that are ubiquitous and general, such as Bars and Coffee Shops.

The Value of Network Metrics: To understand the influence of different feature classes on our results, we run our Gradient Boosting model on each class separately and in combination. We report our observations in Figure 5 and note that for Bakeries the category features alone reach AUC of $\approx 0.77$, the network features alone reach AUC of $\approx 0.60$ and combined model leads to a higher overall AUC of $\approx 0.85$. These results, which were consistent across all retail categories, suggest using network features in lieu of venue features alone supports our prediction task. We see that the two feature classes together have the best prediction results, suggesting that the impact of new venues is driven by a number of forces, including the network connectivity, which modulate the nature of their interactions within their neighborhood.

7 Conclusion And Future Work

Our methodology highlights the power of complex networks measures in building machine learning prediction models. This is especially valuable for systems in which interactions between agents must be taken into account. We began in Section 4 of this work by detecting patterns of cooperation in urban networks and quantifying similarities and differences in network structure across cities. Next, in Section 5 we measured the impact of new businesses isolating cases in which exactly one new venue opened within a given region. Using urban network topology and our business impact metrics, we developed a machine learning model to predict the optimal location for a new business in Section 6. The novelty of our approach in methodological terms stems from the use of complex networks measures, combined with machine learning methods to tackle modern societal challenges. These results can support policy makers, business owners, and urban planners as they have the potential to pave the way for the development of sophisticated models describing urban neighborhoods and help determine the optimal conditions for establishing a new venue.
One of the limitations of our work is that we only examine the impact of retail venues. However, this analysis can be more broadly applied to venues of other categories as well. The present study sets the frame for further general studies. As one example of future work, one could examine the impact of new bus stops or transport hubs on those venues within their proximity. Additionally, in this work we conduct a preliminary examination of the variations in network trends across cities worldwide. Future work could expand upon this to explore the duality between general network trends and cultural consumer idiosyncrasies across cities. Our analysis could also be further expanded by considering temporal network analysis, examining the variations in features across different time intervals of interest.
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