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Abstract
We prove a Hopf bifurcation theorem in Hilbert spaces for abstract semilinear equations, which improves a classical result by Crandall and Rabinowitz in the case where basic spaces are Hilbert spaces. Actually, our theorem does not need any compactness conditions, which leads to wider applications. In particular, our theorem can be applied to semilinear equations in unbounded domains of $\mathbb{R}^n$.
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1 Introduction
Concerning the Hopf bifurcation theorems in infinite dimensions, a lot of versions have been proved until now (see e.g. [1,4,5,11,13] and the references therein). Among them [4, Theorem 1.11] by Crandall and Rabinowitz is one of most important results. It is a theorem for abstract semilinear equations and has been well applied so far to various studies because of its generality (see e.g. [5,14]). It needs, however, some compactness condition, and, consequently, can not be applied to partial differential equations in unbounded domains of $\mathbb{R}^n$.

On the other hand, Hopf bifurcation in partial differential equations in unbounded domain of $\mathbb{R}^n$ has been studied more recently and Hopf bifurcation theorems applicable to such studies were proven (see e.g. [2,10,12]). As far as the author knows, although each of them can be applied to a specific type of equations, it does not seem to have generality applicable to various studies.

In this paper we prove a general Hopf bifurcation theorem for abstract nonlinear equations which does not need any compactness conditions and is applicable to semilinear differential equations in unbounded domains of $\mathbb{R}^n$. Actually, our theorem can be considered to be an improvement of [4, Theorem 1.11] in the case where basic spaces are Hilbert spaces.
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We consider the next abstract semilinear equation in Hilbert spaces:
\[ u_t = Au + h(\lambda, u), \] (1.1)
where the linear operator \( A \) and the map \( h \) are described in Sect. 2 below.

The assumptions of our main theorem (Theorem 2.2 below) are weaker than those of \([4, \text{Theorem 1.11}]\). Actually, our result has the following features:

- We do not assume that \( A \) generates a \( C_0 \)-semigroup.
- We do not assume that \( A \) has compact resolvents.

These features contribute to wider applications (see Sect. 5 below). More concretely, the former has merit since Hopf bifurcation can occur even for the case where \( A \) is not densely defined (see \([11]\) and the references therein), for example. The latter feature makes it possible to apply our Theorem 2.2 to semilinear equations in unbounded domains of \( \mathbb{R}^n \). Actually, we treat the Cauchy problem for a system of semilinear heat equations as a concrete example in Sect. 5 below.

The plan of our paper is the following. In Sect. 2 we describe our main results and discuss the features of our results. In Sect. 3 we describe some preliminary results to prove our main results. We prove our main result in Sect. 4. In Sect. 5 we present some concrete examples.

## 2 The Hopf Bifurcation Theorems in Infinite Dimensions

In this section we present a new bifurcation theorem (Theorem 2.2 below), which is an infinite dimensional version of the classical Hopf bifurcation theorem.

Let \( V \) be a real Banach space and \( V_c = V + iV \) be its complexification. Let \( A \) be a closed linear operator on \( V \) with a bounded inverse \( A^{-1} \). We denote its domain by \( \mathcal{D}(A) \), range by \( \mathcal{R}(A) \), null space by \( \mathcal{N}(A) \) and the extension of \( A \) on \( V_c \) by \( A_c \). If \( W \) is another Banach space, \( \mathcal{L}(V, W) \) denotes the set of bounded linear operators from \( V \) to \( W \). We simply write \( \mathcal{L}(V) := \mathcal{L}(V, V) \).

We consider the Eq. (1.1). First we describe a known result \([4, \text{Theorem 1.11}]\). We assume the following conditions (H1)–(H4).

(H1) The operator \( A \) is the generator of a \( C_0 \)-semigroup on \( V \).
(H2) \( \exp(tA_c) \) is a holomorphic semigroup on \( V_c \).
(H3) The resolvent \( (z - A_c)^{-1} \) is compact for any \( z \in \rho(A_c) \).

It follows from (H1) and (H2) that if \( r > \text{Re}z \) for all \( z \in \sigma(A_c) \), then the fractional powers \( (r - A)\alpha \) are defined for \( \alpha \geq 0 \). We can define the Banach space \( V_\alpha \subset V \) with norms \( \| \cdot \|_\alpha \) by \( V_\alpha := \mathcal{D}((r - A)^\alpha) \) with \( \| v \|_\alpha := \| (r - A)^\alpha v \|_V \) for \( v \in V_\alpha \).

(H4) There exist an \( \alpha \in [0, 1) \) and an open neighborhood \( \Omega \) of \((0, 0)\) in \( \mathbb{R} \times V_\alpha \) such that \( h \in C^2(\Omega, V) \). Moreover, \( h_t(0, 0) = 0 \) and \( h(\lambda, 0) = 0 \) if \((\lambda, 0) \in \Omega \).

We also assume the following (B1)–(B3):

(B1) \( \pm i \) are the simple eigenvalues of \( A_c \), i.e.
\[
\begin{align*}
\dim \mathcal{N}(i - A_c) &= 1 = \text{codim} \mathcal{R}(i - A_c), \\
\psi \in \mathcal{N}(i - A_c) - \{0\} &\implies \psi \notin \mathcal{R}(i - A_c).
\end{align*}
\]
So, by the implicit function theorem, $A_c + h_u(\lambda, 0)$ has an eigenvalue $\mu(\lambda) \in \mathbb{C}$ and eigenfunction $\psi(\lambda) \in \mathcal{D}(A_c)$ corresponding to $\mu(\lambda)$ for any $\lambda$ in a small neighborhood of 0 such that $\mu(0) = i$ and that $\mu(\lambda)$ and $\psi(\lambda)$ are functions of class $C^2$.

(B2) (Transversality condition of eigenvalues) $\Re \mu'(0) \neq 0$.

(B3) $ik \in \rho(A_c)$ for $k \in \mathbb{Z} - \{-1, 1\}$.

**Theorem 2.1** ([4, Theorem 1.11]) We assume (H1)--(H4) and (B1)--(B3). Then, $(\lambda, u) = (0, 0)$ is a Hopf bifurcation point of (1.1).

Here, we omit the description in [4, Theorem 1.11] on the uniqueness of the branch of bifurcating periodic solutions.

Next, we state our new results. We consider the case in which $V$ is a real Hilbert space and $0 \in \rho(A_c)$. We define the real Hilbert space $U := \mathcal{D}(A) \subset V$ with the norm $\|u\|_U := \|Au\|_V$ for $u \in U$.

We set the real Hilbert spaces $X$ and $Y$ by

$$X := H^1_{per}(0, 2\pi), V) \cap L^2((0, 2\pi), U) \quad \text{and} \quad Y := L^2((0, 2\pi), V). \quad (2.1)$$

Here, $H^1_{per}(0, 2\pi), V) := \{u \in H^1((0, 2\pi), V); u(0) = u(2\pi)\}$.

We assume (B1)--(B3) and the following (K1), (K2-1)--(K2-4):

(K1) There exists $M \in (0, \infty)$ such that

$$\|(in - A_c)^{-1}\|_{V_c \to V_c} \leq \frac{M}{n} \quad \text{for} \quad n = 2, 3, 4, \ldots.$$  

(K2-1) There is an open interval $K$ in $\mathbb{R}$ such that $0 \in K$ and $h$ is a map from $K \times U$ to $V$.

For any $(\lambda, u) \in K \times X$, we set $[h(\lambda, u)](t) := h(\lambda, u(t))$ for a.e. $t \in (0, 2\pi)$.

(K2-2) $h(\lambda, u) \in Y$ for any $(\lambda, u) \in K \times X$.

We define the map $\Phi$: $(\lambda, u) \in K \times X \mapsto h(\lambda, u) \in Y$.

(K2-3) $\Phi \in C^2(K \times X, Y)$.

**Remark 2.1** We can regard $U$ (resp. $V$) as the closed subspace of $X$ (resp. $Y$) which consists of constant functions in $X$ (resp. $Y$). Then, we verify that (K2-3) implies $h \in C^2(K \times U, V)$ with

$$[\Phi_u(\lambda, u)v](t) = h_u(\lambda, u(t))v(t) \quad \text{in} \quad V, \quad (2.2)$$

and so on for $\lambda \in K$, $u, v, w \in X$ and a.e. $t \in (0, 2\pi)$.

(K2-4) $h_u(0, 0) = 0$ and $h(\lambda, 0) = 0$ if $\lambda \in K$.

In what follows we simply denote (K2-1)--(K2-4) by (K2). Now, we shortly state our result:

**Proposition 2.1** Let $V$ be a real Hilbert space and $A$ be a closed linear operator on $V$. We assume (K1), (K2) and (B1)--(B3). Then, $(\lambda, u) = (0, 0)$ is a Hopf bifurcation point of (1.1).

**Remark 2.2** The conditions (H1) and (H2) imply (K1). Though we do not assume (H1) in Proposition 2.1, we note that (K1) and (H1) imply (H2).
Proposition 2.1 is a short version of our main result Theorem 2.2 below, which shows that the branch of bifurcating periodic solutions are unique in a neighborhood of $(\lambda, u) = (0, 0)$.

Next, we make preparation to state our main result. Let $m \in \mathbb{Z}$, $n \in \mathbb{N}$ and $u \in V_c$. We write $e_m(t) := e^{imt}$, $c_n(t) := \cos nt$ and $s_n(t) := \sin nt$ for $t \in \mathbb{R}$. We denote $(u \otimes e_m)(t) := ue_m(t) = ue^{imt}$ ($t \in \mathbb{R}$). Similarly, $(u \otimes c_n)(t) := u \cos nt$ and $(u \otimes s_n)(t) := u \sin nt$ ($t \in \mathbb{R}$). We set $X_1 := \{u \otimes c_1 + v \otimes s_1 ; u, v \in U\}$ as a subspace of $X$. We define the translation operator $\tau_{\theta}$ by $(\tau_{\theta}u)(t) := u(t - \theta)$ for any $\theta \in \mathbb{R}$. For simplicity, we set $f(\lambda, u) = Au + h(\lambda, u)$. If $u(t)$ is a $2\pi$-periodic solution of the next equation:

$$u_t = (\sigma + 1)f(\lambda, u) \quad (2.4)$$

then $u(t/(\sigma + 1))$ is a $2\pi(\sigma + 1)$-periodic solution of (1.1).

Our main theorem is the following:

**Theorem 2.2** We assume all conditions in Proposition 2.1. Then, there exist $a, \varepsilon > 0, u_* \in X_1 - \{0\}$ and functions $\zeta = (\lambda, \sigma) \in C^1([0, a), \mathbb{R}^2), \eta \in C^1([0, a), X)$ with the following properties:

(a) $(\lambda, \sigma, u) = (\zeta(\alpha), \alpha u_* + \alpha \eta(\alpha))$ is a solution of (2.4) for any $\alpha \in [0, a)$,

(b) $\zeta(0) = \zeta'(0) = (0, 0)$ and $\eta(0) = 0$,

(c) If $(\lambda, v)$ is a solution of (1.1) of period $2\pi(\sigma + 1)$, $|\lambda| < \varepsilon, |\sigma| < \varepsilon, \tilde{v} \in X$ and $\|\tilde{v}\|_X < \varepsilon$, where $\tilde{v}(t) := v((\sigma + 1)t)$ for $t \in \mathbb{R}$, then there exist $\alpha \in (0, a)$ and $\theta \in [0, 2\pi)$ such that $(\lambda, \sigma) = (\zeta(\alpha) + v((\sigma + 1)t) = \alpha u_* (t + \theta) + \alpha \eta(\alpha)(t + \theta)$ for any $t \in \mathbb{R}$.

**Remark 2.3** (i) In our Theorem 2.2 we do not need the compact resolvent condition (H3). This contributes to wider applications. See concrete examples in Sect. 5.

(ii) We can naturally extend the domain of $\zeta$ and $\eta$ in Theorem 2.2 for $\alpha \in (-a, 0)$ as $C^1$ maps satisfying (a). See the proof of Theorem 2.2 for details. ☐

At the end of this section we explain the feature of our proof of Theorem 2.2, which is described in Sect. 4. The proof of our main result Theorem 2.2 is based on Theorem 3.1 below, which is an abstract bifurcation theorem. The technique of our proof differs from the standard ones used in the proofs of the related known results. In general the derivation of infinite-dimensional bifurcation theorem is so far based mainly on two techniques. One is to analyze directly the infinite-dimensional space. Crandall and Rabinowitz [4] adapted this way by using the semigroup theory. Another is to reduce the problem to a finite-dimensional problem by using the Lyapunov–Schmidt method, the center manifold theorem and so on (see e.g. [9,11]). Accordingly, we reduce our problem to the analysis on two infinite-dimensional spaces by using our Theorem 3.1 mentioned above. Actually we can express $X$ (the real space of $2\pi$-periodic $V$-valued functions defined in (2.1)) as the direct sum of a low-frequency subspace and a high-frequency subspace. We reduce our problem to the analysis on each subspace. Analysis on the low-frequency subspace is as follows: The complex space $V_c$ and the real space of $V$-valued simple harmonic oscillation are isomorphic as real linear spaces (see Proposition 3.1 below). The seemingly difficult points of analysis for the low-frequency subspace can be reduced to the linear algebraic properties of the isomorphism. This analysis is so simple that it always works well without the choice of functional spaces. Indeed it works well even if $V$ is a general Banach space. On the other hand, the analysis on the high-frequency subspace is based on the Fourier analysis. Whether it works well or not seems to depend much on the choice of functional spaces. We need here our technical assumption that $V$ is a Hilbert space.
3 Preliminary Results

To begin with, we describe [8, Theorem 3] for the case \( m = 2 \). The proof of our main theorem (Theorem 2.2) is based on this result.

Let \( \mathcal{X} \) and \( \mathcal{Y} \) be real Banach spaces and \( O \) be an open neighborhood of 0 in \( \mathcal{X} \). Let \( J \) be an open neighborhood of \((0, 0)\) in \( \mathbb{R}^2 \). Let \( g \in C^2(J \times O, \mathcal{Y}) \) be a map such that

\[
g(\Lambda, 0) = 0 \quad \text{for any} \quad \Lambda = (\Lambda_1, \Lambda_2) \in J.
\]

We define \( H : J \times \mathcal{X} \rightarrow \mathbb{R}^2 \times \mathcal{Y} \) by

\[
H \left( \frac{\Lambda}{u} \right) := \left( \frac{l u - e_1}{g(u, 0)u} \right).
\]

Here, \( l = (l^1, l^2) \in \mathcal{L}(\mathcal{X}, \mathbb{R}^2) \) and \( e_1 := (1, 0) \). We define \( G : J \times O \rightarrow \mathbb{R} \times \mathcal{Y} \) by

\[
G \left( \frac{\Lambda}{u} \right) := \left( \frac{l^2 u}{g(\Lambda, u)} \right).
\]

We set \( Z := \{ u \in \mathcal{X} ; l^1 u = 0 \} \).

**Remark 3.1** The system such as \( H(\Lambda, u) = 0 \) and \( G(\Lambda, u) = 0 \) above is called an extended system in general in the field of numerical analysis (see e.g. [6,8]).

**Theorem 3.1** ([8, Theorem 3] for the case \( m = 2 \)) In addition to the assumptions above we assume that there exists \( u_* \in O \) such that

\[
\text{the extended system } H(\Lambda, u) = 0 \text{ has an isolated solution } (\Lambda, u) = (0, u_*).
\]

Then there exist an open neighborhood \( W \) of \((0,0)\) in \( \mathbb{R}^2 \times \mathcal{X} \), \( a \in (0, \infty) \) and functions \( \zeta \in C^1((-a, a), \mathbb{R}^2) \), \( \eta \in C^1((-a, a), Z) \) such that \( \zeta(0) = 0, \eta(0) = 0 \) and

\[
G^{-1}(0) \cap W = \{(\Lambda, 0) ; (\Lambda, 0) \in W\} \cup \{ (\zeta(\alpha), a u_* + a \eta(\alpha)) ; |\alpha| < a \}.
\]

**Remark 3.2** To show that the Hopf bifurcation actually occurs for given concrete examples, Theorem 3.1 is often more practical than Proposition 2.1. See e.g. [8].

In what follows in this section, we use the same notation in Sect. 2. We set \( Y_1 := \{ u \otimes c_1 + v \otimes s_1 ; u, v \in V \} \) as a closed subspace of \( Y \). We define \( L_1 : V_c \rightarrow Y_1 \) by \( L_1 \psi := \text{Re}(\psi \otimes e_1) \) for any \( \psi \in V_c \) and \( T_1 : X_1 \rightarrow Y_1 \) by \( T_1 w := \dot{w} - Aw \) for any \( w \in X_1 \). Namely,

\[
L_1(a + ib) = a \otimes c_1 - b \otimes s_1 \quad \text{for any} \quad a, b \in V, \tag{3.4}
\]

\[
T_1(a \otimes c_1 + b \otimes s_1) = (b - a a) \otimes c_1 - (a + a b) \otimes s_1 \quad \text{for any} \quad a, b \in U. \tag{3.5}
\]

In view of (3.4) the following result clearly holds:

**Proposition 3.1** (i) The operator \( L_1 \) is isomorphic as a real linear operator from \( V_c \) to \( Y_1 \).

Here, we regard \( V_c \) as a real linear space.

(ii) The operator \( L_1|_{U_c} : U_c \rightarrow X_1 \) is isomorphic as a real linear operator from \( U_c \) to \( X_1 \).

Here, we regard \( U_c \) as a real linear space.

**Proposition 3.2** (i) \( L_1 \mathcal{N}(i - A_c) = \mathcal{N}(T_1) \).

(ii) \( L_1 \mathcal{R}(i - A_c) = \mathcal{R}(T_1) \).
We easily verify from Proposition 3.1 (ii) that if \( w \in X_1 \) then there exists a unique \( \psi \in U_c \) such that \( w = L_1 \psi \) and \( T_1 w = L_1 (i - A_c) \psi \).

(i) Let \( w \in L_1 \mathcal{N}(i - A_c) \). Then, \( w \in X_1 \). So, there exists a unique \( \psi \in U_c \) such that \( w = L_1 \psi \), which leads to \( T_1 w = L_1 (i - A_c) \psi \). Since \( L_1 \) is one to one, \( \psi \in \mathcal{N}(i - A_c) \).

Therefore, \( T_1 w = L_1 0 = 0 \). So, \( w \in \mathcal{N}(T_1) \) and \( L_1 \mathcal{N}(i - A_c) \subset \mathcal{N}(T_1) \).

Conversely, let \( w \in \mathcal{N}(T_1) \). Then, there exists a unique \( \psi \in U_c \) such that \( w = L_1 \psi \). It follows that \( L_1 (i - A_c) \psi = T_1 w = 0 \). Since \( L_1 \) is one to one, \( (i - A_c) \psi = 0 \). Therefore, \( \psi \in \mathcal{N}(i - A_c) \) and \( w \in L_1 \mathcal{N}(i - A_c) \). We conclude that \( \mathcal{N}(T_1) \subset L_1 \mathcal{N}(i - A_c) \).

(ii) Simple argument by linear algebra leads to the desired conclusion, as in the proof of (i). So, we leave the proof to the reader. \( \square \)

**Proposition 3.3** Let \( \psi \in U_c \) and \( w = L_1 \psi \).

(i) \( L_1 (i \psi) = \dot{w} \),

(ii) If \( \psi \in \mathcal{N}(i - A_c) \), then \( L_1 (i \psi) = Aw \).

**Proof** (i) \( L_1 (i \psi) = \text{Re} \left[ \frac{d}{dt} (\psi \otimes e_1) \right] = \frac{d}{dt} \text{Re} (\psi \otimes e_1) = \dot{w} \).

(ii) We immediately obtain the desired conclusion from (i) and Proposition 3.2 (i). \( \square \)

**4 Proof of Theorem 2.2**

Let \( X \) and \( Y \) be real Hilbert spaces defined by (2.1). We denote the \( n \)-th Fourier coefficient of \( \varphi \in Y_c \) by

\[
\hat{\varphi}(n) := \frac{1}{2\pi} \int_0^{2\pi} e^{-int} \varphi(t) dt \quad (n \in \mathbb{Z}).
\]

We set

\[
X_0 := U \quad \text{and} \quad X_\infty := \{ \varphi \in X : \hat{\varphi}(n) = 0 \text{ for } n = -1, 0, 1 \}
\]

as closed subspaces of \( X \),

\[
Y_0 := V \quad \text{and} \quad Y_\infty := \{ \varphi \in Y : \hat{\varphi}(n) = 0 \text{ for } n = -1, 0, 1 \}
\]

as closed subspaces of \( Y \). Let \( X_1 \) (resp. \( Y_1 \)) be a closed subspace of \( X \) (resp. \( Y \)) defined in Sect. 2 (resp. Sect. 3).

**Proof of Theorem 2.2** We apply the notation in Sects. 2 and 3. We denote \( \Lambda = (\lambda, \sigma) \in K \times \mathbb{R} \). We define \( g \in C^2(K \times \mathbb{R} \times X, Y) \) by \( g(\Lambda, u) = u_t - (\sigma + 1) f(\lambda, u) \).

We set \( u_* := L_1 \psi_* = \text{Re}(\psi_* \otimes e_1) \in X_1 \). Then, \( Lu_* = (1, 0) = e_1 \). Let \( H : K \times \mathbb{R} \times X \rightarrow \mathbb{R}^2 \times Y \) be the operator defined by (3.1). Then, by (K2-4) and Proposition 3.2
We note that $T_u^{4.2}$, to $\mu(\lambda)$ $f$

If $\alpha < (\lambda, v)$ let (4.1)

reduced to the case: $q$

consider the case: $l$

Then, $\lambda$

where $f_{\lambda u}^0 := f_{\lambda u}(0, 0)$. We verify that $S := DH^*|_{\mathbb{R}^2 \otimes X_0 + X_1} : \mathbb{R}^2 \otimes X_0 + X_1 \to \mathbb{R}^2 \otimes Y_0 + Y_1$ and $T := DH^*|_{X_0} : X_0 \to Y_0$ are well-defined by Remark 2.1 and that $DH^* = S \oplus T$. We note that $Tu = u_i - Au$ for any $u \in X_0$. In view of the below Lemmas 4.1 and 4.2, $DH^*$ is bijective. So, by Theorem 3.1 $(\lambda, u) = (0, 0)$ is a Hopf bifurcation point and there exist an open neighborhood $W$ of $(0, 0)$ in $\mathbb{R}^2 \times X$, $a \in \mathbb{R}^2$, and functions $\xi \in C^1((-a, a), \mathbb{R}^2)$, $\eta \in C^1((-a, a), Z)$ such that $\xi(0) = 0$, $\eta(0) = 0$ and (3.3) holds. Here, $Z := \{u \in X ; l_i u = 0\}$. So, (a) holds.

Next, we show the following (4.5) in preparation to prove (b) and (c).

\[
\xi(-\alpha) = \xi(\alpha) \quad \text{and} \quad \eta(-\alpha) = -\tau_\pi(\eta(\alpha)) \quad \text{for any} \quad \alpha \in [0, a).
\]

(4.5)

We set $U(\alpha) := \alpha u_* + \alpha \eta(\alpha) \in X$ for any $\alpha \in (-a, a)$. We define $V(\alpha) \in X$ by $V(\alpha) := \tau_\pi(U(\alpha))$. Let $\gamma \in (0, a)$ be a constant such that $(\xi(\alpha), V(\alpha)) : \alpha \in [0, \gamma] \subset W$. Then, $(\xi(\alpha), V(\alpha)) \in G^{-1}(0) \cap W$ for any $\alpha \in [0, \gamma)$. So, by Theorem 3.1 for any $\alpha \in [0, \gamma)$ there exists $\beta \in (-a, a)$ such that $(\xi(\alpha), V(\alpha)) = (\xi(\beta), U(\beta))$. On the other hand, $l_i V(\alpha) = -\alpha$ and $l_i U(\beta) = \beta$. Therefore, $(\xi(-\alpha), U(-\alpha)) = (\xi(\alpha), V(\alpha))$ for any $\alpha \in [0, \gamma)$. Actually, we easily verify from commonly used argument by contradiction that

\[
a = \sup \{q \in (0, a) ; (\xi(-\alpha), U(-\alpha)) = (\xi(\alpha), V(\alpha)) \quad \text{for any} \quad \alpha \in [0, q]\}
\]

which implies (4.5).

By (4.5), $\xi'(0) = 0$. So, (b) holds. Finally, we show (c). Let $\epsilon$ be a positive constant such that if $(\lambda, \sigma, v) \in \mathbb{R}^2 \times X$ satisfies $|\lambda| < \epsilon$, $|\sigma| < \epsilon$ and $\|v\|_X < \epsilon$ then $(\lambda, \sigma, v) \in W$. Now, let $(\lambda, v)$ be a solution of (1.1) of period $2\pi(\sigma + 1)$, $|\lambda| < \epsilon$, $|\sigma| < \epsilon$, $\tilde{v} \in X$ and $\|\tilde{v}\|_X < \epsilon$, where $\tilde{v}(t) := v((\sigma + 1)t)$ for $t \in \mathbb{R}$. For simplicity, we set $(p, q) := l \tilde{v} = (l_1^{\circ} \tilde{v}, l_2^{\circ} \tilde{v})$. First we consider the case: $q = 0$. Then $(\lambda, \sigma, \tilde{v}) \in W$ is a solution of $G(\Lambda, u) := (l_i^2 u, g(\Lambda, u)) = 0$. By Theorem 3.1 there exists $\alpha \in (-a, a)$ such that $(\lambda, \sigma, \tilde{v}) = (\xi(\alpha), \tilde{v} = \alpha u_* + \alpha \eta(\alpha)$. If $\alpha < 0$ then $\tilde{v} = \tau_\pi((-\alpha)u_* + (-\alpha)\eta(-\alpha))$ in view of (4.5) and $\tau_\pi u_* = -u_*$. Next, we consider the case: $q \neq 0$. There exists $\theta \in (0, 2\pi)$ such that $e^{i\theta} = (p - iq)/\sqrt{p^2 + q^2}$. Then, $l_1^{\circ} \tau_\theta \tilde{v} = 0$ and $(\lambda, \sigma, \tau_\theta \tilde{v}) \in W$ is a solution of $G(\Lambda, u) = 0$. So, the present case is reduced to the case: $q = 0$. Therefore, (c) holds.

In the above proof, we use the following two lemmas:

Lemma 4.1 The operator $S$ is bijective.

Lemma 4.2 The operator $T$ is bijective.

Proof of Lemma 4.1 By (B1), Remark 2.1 and the implicit function theorem (see e.g. [3, Theorem A1]) $f_u(\lambda, 0)$ has an eigenvalue $\mu(\lambda) \in \mathbb{C}$ and an eigenfunction $\psi(\lambda) \in U_c$ corresponding to $\mu(\lambda)$ for any $\lambda$ in a small open interval $K_1$ such that $0 \in K_1 \subset K$, $\mu(0) = i$, $\psi(0) = \psi_*$, $\mu(\cdot) \in C^2(K_1, \mathbb{C})$ and $\psi(\cdot) \in C^2(K_1, U_c)$. Differentiating $f_u(\lambda, 0)\psi(\lambda) = \mu(\lambda)\psi(\lambda)$ with respect to $\lambda$, we have

\[
\mu'(0)\psi_* + i\psi'(0) = f_{\lambda u}^0 \psi_* + A_c \psi'(0).
\]

(4.6)
We set $p := \text{Re} \mu'(0) \neq 0$ by (B2), $q = \text{Im} \mu'(0)$ and $u_2 := L_1 \psi'(0) \in X_1$. It follows from (4.6) and Proposition 3.3 that
\[ f^0_{x,a} u_* = p u_* + q A u_* + T_1 u_2. \] (4.7)

Let $u_0 \in X_0$, $u_1 \in X_1$ and $u = u_0 + u_1$. In view of (4.4) and (4.7), we have
\[ S \begin{pmatrix} \lambda, \sigma \\ u_0 \\ u_1 \end{pmatrix} = \begin{pmatrix} \lambda & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} u_1 - \lambda u_* \\ -A u_0 \end{pmatrix} + \lambda p u_* - (\sigma + \lambda q) A u_*. \] (4.8)

By (B1), we have $\mathcal{R}(i - A_c) \oplus \text{span}\{u_*\} = V_c$. It follows from Proposition 3.1 (i), Proposition 3.2 (ii) and Proposition 3.3 that
\[ \mathcal{R}(T_1) \oplus \text{span}\{u_*, A u_*\} = Y_1. \] (4.9)

First, we show that $S$ is one to one. Let $S(\lambda, \sigma, u) = 0$. It follows from (B2), (4.8), (4.9) and $0 \in \rho(A)$ that $u_0 = 0$, $\lambda = \sigma = 0$,
\[ l u_1 = 0 \quad \text{and} \quad T_1 u_1 = 0. \] (4.10)

Let $\psi_1 := L_1^{-1} u_1 \in U_c$. Then by (4.10) and Proposition 3.2 (i),
\[ \psi_1 \in N(i - A_c) \quad \text{and} \quad (d, \psi_1)_{U_c} = 0. \] (4.11)

It follows from (4.11), (B1) and $(d, \psi_*)_{U_c} = 1$ that $\psi_1 = 0$, which implies $u_1 = 0$. So, $S$ is one to one.

Next, we show that $S$ is onto. Let $(a, b, y_0, y_1) \in \mathbb{R}^2 \oplus Y_0 \oplus Y_1$. In view of $0 \in \rho(A)$, there exists $x_0 \in X_0$ such that $-A x_0 = y_0$. By (4.9) there exist $w \in \mathcal{R}(T_1)$ and $(\gamma, \delta) \in \mathbb{R}^2$ such that
\[ w + \gamma u_* + \delta A u_* = y_1. \] (4.12)

We set $\lambda_0 := -\gamma / p$ and $\sigma_0 := -\delta + \gamma q / p$. There exists $v_1 \in X_1$ such that $T_1 (v_1 - \lambda_0 u_2) = w$. Let $(\alpha, \beta) := lu_1 \in \mathbb{R}^2$ and $x_1 := v_1 + (a - \alpha) u_* + (\beta - b) A u_*$. By Proposition 3.2 (i) and Proposition 3.3 (ii), we have $A u_* = L_1 (i \psi_* \in N(T_1))$. So, $l A u_* = (0, -1)$. It follows from $l u_* = e_1$, Proposition 3.2 (i), (4.8) and (4.12) that $S(\lambda_0, \sigma_0, x_0, x_1) = (a, b, y_0, y_1)$. Therefore, $S$ is onto.

**Proof of Lemma 4.2** Let $\mathcal{X} := (X_\infty)_c$ and $\mathcal{Y} := (Y_\infty)_c$ (i.e. $\mathcal{X}$ and $\mathcal{Y}$ be the complexification of $X_\infty$ and $Y_\infty$, respectively.) It suffices to show that $T_{c*} : \mathcal{X} \to \mathcal{Y}$ is bijective. Let $z \in \mathcal{Y}$. Then, $z = \sum_{|n| \geq 2} p_n \otimes e_n$ in $\mathcal{Y}$, where $p_n := \hat{z}(n)$. It suffices to show that the following Eq. (4.13) has a unique solution in $\mathcal{X}$:
\[ u_t - A_c u = z \] (4.13)

If a solution of (4.13) exists, we obtain formally from the Fourier analysis that $u = \sum_{|n| \geq 2} q_n \otimes e_n$, where $q_n := (i n - A_c)^{-1} p_n$. The proof is complete if we show $u \in \mathcal{X}$, i.e.
\[ \sum_{|n| \geq 2} \left( |n|^2 \| q_n \|_{V_c}^2 + \| q_n \|_{U_c}^2 \right) < \infty. \] (4.14)

It follows from (K1) that
\[ |n| \| q_n \|_{V_c} \leq |n| \|(i n - A_c)^{-1} \|_{V_c \rightarrow V_c} \| p_n \|_{V_c} \leq M \| p_n \|_{V_c}, \] (4.15)
\[ \| q_n \|_{U_c} = \| A_c (i n - A_c)^{-1} p_n \|_{V_c} = \| i n (i n - A_c)^{-1} p_n - p_n \|_{V_c} \leq (M + 1) \| p_n \|_{V_c}. \] (4.16)
By (4.15), (4.16) and Parseval’s identity we have (4.14). □

5 Examples

In this section we freely use the notation used in Sect. 4.

Example 1 We consider the following Cauchy problem:

\[\begin{align*}
\frac{d}{dx} u &= -u_{xx} - v - \rho u + u(\lambda \kappa^2 - u^2 - v^2) \quad \text{for} \quad (x,t) \in \mathbb{R} \times [0,\infty), \\
\frac{d}{dx} v &= v_{xx} + u - \rho v + v(\lambda \kappa^2 - u^2 - v^2) \quad \text{for} \quad (x,t) \in \mathbb{R} \times [0,\infty),
\end{align*}\]

Here, \(\rho\) and \(\kappa\) are functions on \(\mathbb{R}\) defined by \(\rho(x) := \frac{1}{4} \frac{2 \tanh^2(x/2) - 1}{\kappa(x)}\) and \(\kappa(x) := \text{sech}(x/2)\).

For the Eq. (5.1) the branch of periodic solutions \((u, v) = (u_\lambda, v_\lambda) (\lambda > 0)\) bifurcates at \(\lambda = 0\) from the branch of trivial solutions. Here, \(u_\lambda(x,t) := \sqrt{\lambda} \kappa(x) \cos t\) and \(v_\lambda(x,t) := \sqrt{\lambda} \kappa(x) \sin t\).

We can not apply [4, Theorem 1.11] to (5.1) since the linear operator in (5.1) does not have compact resolvents. We show in what follows that we can apply our Proposition 2.1 to (5.1) to verify the above Hopf bifurcation.

Let \(V := L^2(\mathbb{R}) \times L^2(\mathbb{R})\). We define \(A : V \to V\) and \(A_0 : V \to V\) by the following:

\[A\left(\begin{pmatrix} \phi \\ \psi \end{pmatrix}\right) := \begin{pmatrix} \psi_{xx} - \psi - \rho \phi \\ \psi_{xx} + \phi - \rho \psi \end{pmatrix} \quad \text{for} \quad (\phi, \psi) \in D(A) := H^2(\mathbb{R}) \times H^2(\mathbb{R}), \]

\[A_0\left(\begin{pmatrix} \phi \\ \psi \end{pmatrix}\right) := \begin{pmatrix} \psi_{xx} - \psi \\ \psi_{xx} + \phi \end{pmatrix} \quad \text{for} \quad (\phi, \psi) \in D(A_0) := H^2(\mathbb{R}) \times H^2(\mathbb{R}), \]

\[A_\infty\left(\begin{pmatrix} \phi \\ \psi \end{pmatrix}\right) := \begin{pmatrix} \phi_{xx} - \phi - 4/4 \\ \psi_{xx} + \phi - \psi - 4/4 \end{pmatrix} \quad \text{for} \quad (\phi, \psi) \in D(A_\infty) := H^2(\mathbb{R}) \times H^2(\mathbb{R}), \]

We set \(U := D(A) = H^2(\mathbb{R}) \times H^2(\mathbb{R})\). By the Sobolev embedding theorem, \(H^1(\mathbb{R})\) is embedded in \(L^6(\mathbb{R})\). So, we can well define the map \(h : \mathbb{R} \times U \to V\) by

\[h(\lambda, \phi) := \begin{pmatrix} \phi_{xx} - \phi - 4/4 \\ \psi_{xx} + \phi - \psi - 4/4 \end{pmatrix} \quad \text{for} \quad \lambda \in \mathbb{R} \quad \text{and} \quad \phi(\psi) \in U. \quad (5.2)\]

Thus, (K2 - 1) holds.

We explain the correspondence between the present example and the description in Sect. 4. We define \(u_\ast \in X_1\) by \(u_\ast(x,t) := (\kappa(x) \cos t, \kappa(x) \sin t)\) and \(\psi_\ast \in U_\ast\) by

\[\psi_\ast := L^{-1}_0(u_\ast) = (\kappa, -i\kappa). \quad (5.3)\]

We verify that \(u_\ast \in N(T_1)\) and \(\psi_\ast \in N(A_c - i)\) (see Proposition 3.2 (i)). We set \(\lambda(\alpha) = \alpha^2\), \(\sigma(\alpha) \equiv 0\) and \(\eta(\alpha) \equiv (0,0)\) for \(\alpha \in \mathbb{R}\). Then, we verify that \((\lambda, \sigma, u) = (\lambda(\alpha), \sigma(\alpha), \alpha u_\ast + \alpha \eta(\alpha))\) is a solution of (2.4).

In order to verify the applicability of our Proposition 2.1 to (5.1) we describe the outline of the derivation of (K1), (K2), (B1)–(B3) in what follows.

Derivation of (K2)

We showed that (K2 - 1) holds. Let \(V\) be a Hilbert space. We set \(X := H^1((0,2\pi), L^2(\mathbb{R})) \cap L^2((0,2\pi), H^1(\mathbb{R}))\) and \(Y := L^2((0,2\pi), L^2(\mathbb{R}))\). We use the next embedding inequality
(5.4) from $H^1((0, 2\pi), \mathcal{V})$ into $C([0, 2\pi], \mathcal{V})$ and the Gagliardo-Nirenberg interpolation inequality (5.5):

\[
\|u\|_{C([0,2\pi],\mathcal{V})} \leq C_1 \|u\|_{H^1((0,2\pi),\mathcal{V})} \quad \text{for any } u \in H^1((0,2\pi),\mathcal{V}),
\]

\[
\|\phi\|_{L^6(\mathbb{R})} \leq \|\phi\|_{L^{2/3}(\mathbb{R})}^{2/3} \quad \text{for any } \phi \in H^1(\mathbb{R}).
\]

Here, $C_1 > 0$ is a certain constant independent of $u$. It follows from (5.5), (5.4) and Hölder’s inequality that if $f, g, h \in \mathcal{X}$ then $fgh \in \mathcal{Y}$ with the estimate

\[
\|fgh\|_{\mathcal{Y}} \leq C_2 \|f\|_{\mathcal{X}} \|g\|_{\mathcal{X}} \|h\|_{\mathcal{X}} \quad \text{for any } f, g, h \in \mathcal{X}.
\]

Here, $C_2 := C_1^{2/3} > 0$. In view of (5.6), we have (K2 - 2). In the present case the map $\Phi: \mathbb{R} \times \mathcal{X} \to \mathcal{Y}$ is defined by

\[
\Phi(\lambda, u) := \left( u(\lambda k^2 - u^2 - v^2) \right) \quad \text{for } \lambda \in \mathbb{R} \text{ and } u = (u, v) \in \mathcal{X}.
\]

We omit the derivation of (K2 - 3) since it is not difficult by using (5.6). Finally, (K2 - 4) clearly holds.

Next, we make preparation to derive (B3) and (K1):

**Lemma 5.1** The following holds:

(i) $k = 0$ or $|k| \geq 2 \implies ik \in \rho(A_{0c})$ and $\|(A_{0c} - ik)^{-1}\|_{\mathcal{V}_c \to \mathcal{V}_c} \leq 1$.

(ii) $|k| \geq 4 \implies \|(A_{0c} - ik)^{-1}\|_{\mathcal{V}_c \to \mathcal{V}_c} \leq \frac{\sqrt{2}}{|k|}$.

**Proof** Since $A_0$ is a real operator, it suffices to prove (i) and (ii) only for $k \geq 0$.

(i) Let $k = 0$ or $k \geq 2$. We consider the following equation:

\[
(A_{0c} - ik)(\phi, \psi) = (\gamma, \omega).
\]

For any given $(\gamma, \omega) \in \mathcal{V}_c$ this equation has a unique solution $(\phi, \psi) \in U_c$ such that

\[
\hat{\phi}(\xi) = \frac{-i(\xi^2 + ik)\hat{\gamma}(\xi) + \hat{\omega}(\xi)}{1 + (\xi^2 + ik)^2} \quad \text{and} \quad \hat{\psi}(\xi) = \frac{-i(\xi^2 + ik)\hat{\gamma}(\xi) + \hat{\omega}(\xi)}{1 + (\xi^2 + ik)^2}.
\]

By Schwarz inequality

\[
|\hat{\phi}(\xi)|^2 + |\hat{\psi}(\xi)|^2 \leq \|J(k, \xi)\| \{ |\hat{\gamma}(\xi)|^2 + |\hat{\omega}(\xi)|^2 \}, \quad \text{where} \quad J(k, \xi) := \frac{\xi^4 + (k + 1)^2}{\xi^8 + 2(k^2 + 1)\xi^4 + (1 - k^2)^2}.
\]

We verify that $J(k, \xi) \leq 1$ for any $\xi \in \mathbb{R}$. So, we have the desired result.

(ii) Let $k \geq 4$. Then, we verify that $J(k, \xi) \leq 2/k^2$ for any $\xi \in \mathbb{R}$. By this and (5.10), we have the desired result. □

**Derivation of (B3) and (K1)**

We define $B \in \mathcal{L}(\mathcal{V})$ by $B(\phi, \psi) = -(\rho \phi, \rho \psi)$ for $(\phi, \psi) \in \mathcal{V}$. Then, we have $B_c = (A_c - ik) - (A_{0c} - ik) \in \mathcal{D}(A_{0c}) (= \mathcal{D}(A_c))$. By Lemma 5.1 (i) we have $ik \in \rho(A_{0c})$ and $\|B_c\|\|(A_{0c} - ik)^{-1}\| \leq 1/4$ for any $k \in \mathbb{Z} - \{\pm 1\}$. So, (B3) holds in view of stability property of bounded inverse operator (see e.g. [7, Corollary 2.4.1]).
Next, by Lemma 5.1 (ii) we have \((A_0 - ik)^{-1}\|_{V_c} \leq 1/2\sqrt{2} < 1/2\) for \(k \geq 4\). It follows from [7, Corollary 2.4.1] that
\[
\| (A_c - ik)^{-1} \| \leq \frac{\| (A_0 - ik)^{-1} \|}{1 - \| B_c \| (A_0 - ik)^{-1}} \leq \frac{8\sqrt{2}}{7k} \quad \text{for} \quad k \geq 4.
\]

In view of this estimate and (B3), we obtain (K1).

We make preparation to derive (B1).

**Lemma 5.2**

(i) \(A_c - i\) is a Fredholm operator of index 0.

(ii) \(N(A_c - i) = \{ \psi_\ast \}\).

**Proof**

(i) Step 1. By using the Fourier analysis as in the proof of Lemma 5.1 (i), we verify that for any \((\gamma, \omega) \in V_c\) the equation \((A_{\infty c} - i)(\phi, \psi) = (\gamma, \omega)\) has a unique solution \((\phi, \psi) \in U_c\). So, \(A_{\infty c} - i\) is bijective.

Step 2. By Step 1, \(A_{\infty c} - i\) is a Fredholm operator of index 0. We denote by \(\hat{A}, \hat{A}_\infty \in \mathcal{L}(U, V)\) by \(\hat{A}\phi = A\phi\) for \(\phi \in U\) and by \(\hat{A}_\infty \phi = A_\infty \phi\) for \(\phi \in U\). In order to complete the proof it suffices to show that \(\hat{A}_c - i\) is a Fredholm operator of index 0. We denote by \(\chi_R\) the identity function of \((-R, R)\) for \(R > 0\). Let \(g(x) := (1 - \tanh^2(x/2))/2\). We define \(H_R \in \mathcal{L}(U_c, V_c)\) by \(H_R := (\hat{A}_\infty - i) - (1 - \chi_R)g\) for \(R > 0\). Then, \(\hat{A}_c - i = H_R - \chi_{RG}\).

In view of stability property of bijective operator (e.g. [7, Corollary 2.4.1]) \(H_R\) is bijective for a sufficiently large constant \(R > 0\). Since the multiplication operator \(\chi_{RG} : U_c \rightarrow V_c\) is compact, \(\hat{A}_c - i\) is a Fredholm operator of index 0 by the stability property of Fredholm operator.

(ii) We consider the following equation:
\[
(A_c - i)(\phi, \psi) = (0, 0).
\]

Let \(\mathcal{H} := \{ (\phi, \psi) \in \{C^2(\mathbb{R})\}^2 \}; \quad (5.11)\) holds\} be a complex linear space. We note that \(\mathcal{N}(A_c - i) \subset \mathcal{H}\) and \(\mathcal{N}(A_c - i) = \mathcal{H} \cap U_c\). Let \(\mathcal{H}_1\) and \(\mathcal{H}_2\) be subspaces of \(\mathcal{H}\) defined by
\[
\mathcal{H}_1 := \{ (\phi, -i\phi) \in \mathcal{H}; \quad \phi'' - \rho \phi = 0 \quad \text{on} \quad \mathbb{R} \},
\]
\[
\mathcal{H}_2 := \{ (\phi, i\phi) \in \mathcal{H}; \quad \phi'' - (2i + \rho) \phi = 0 \quad \text{on} \quad \mathbb{R} \}.
\]

Then we verify \(\text{dim} \mathcal{H} = 4\) and \(\text{dim} \mathcal{H}_1 = \text{dim} \mathcal{H}_2 = 2\) from the foundational theorem on existence and uniqueness of solutions for ODEs and standard techniques on ODEs. Actually we have \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\) since four vectors \((1, 0, \pm i, 0)\) and \((0, 1, 0, \pm i)\) are linearly independent and two solutions satisfying \((\phi(0), \phi'(0), \psi(0), \psi'(0)) = (1, 0, -i, 0), (0, 1, 0, -i)\) (resp. \((1, 0, i, 0), (0, 1, 0, i)\)) belong to \(\mathcal{H}_1\) (resp. \(\mathcal{H}_2\)). We note that \(\phi = (\phi, -i\phi) \in \mathcal{H}_1\), \(\psi = (\psi, i\psi) \in \mathcal{H}_2\) and \(\phi + \psi = (\phi + \psi, i(\psi - \phi)) \in U_c\) implies \(\phi, \psi \in H^2(\mathbb{R})\) and \(\phi, \psi \in U_c\). Combining this and \(\psi_\ast \in \mathcal{H}_1 \cap U_c\), the proof is complete if we show that \(\mathcal{H}_1 \not\subseteq U_c\) and \(\mathcal{H}_2 \cap U_c = \{0\}\). First, we show \(\mathcal{H}_1 \not\subseteq U_c\). To this end, it suffices to show that there exists \(z = (z, -iz) \in \mathcal{H}_1\) such that
\[
z(x) \geq w(x) := e^{x/2} + 1 \quad \text{for any} \quad x \geq 6.
\]

We verify that \(w''(x) - \rho z = 0\) for \(x \geq 6\). Let \(x \geq 6\). Let \(w(x) := -(1/16)(e^x + e^{-x} - 8e^{x/2} - 6)\) sech \(x/2 < 0\) for any \(x \geq 6\). Then, \(w(x) \geq 6\). Then, \(z := -w\) satisfies \(\phi'' - \rho \phi \geq 0\) on \([6, \infty)\). Let \(a \in (6, \infty)\). By \(\phi'' > 0\) and the maximum principle, \(\phi(y)\) achieves the maximum value at \(y = a\) on the interval \([6, a]\). So, \(\phi(y)\) is actually monotone increasing for \(y \geq 6\) and (5.12) holds. Therefore, \(\mathcal{H}_1 \not\subseteq U_c\).
Next, we show $\mathcal{H}_2 \cap U_c = \{0\}$. We define the operators $H, H_{\infty}: L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$ by

$$H\phi := \phi'' - (2i + \rho)\phi, \quad H_{\infty}\phi := \phi'' - (2i + 1/4)\phi$$

for $\phi \in \mathcal{D}(H) = \mathcal{D}(H_{\infty}) := H^2(\mathbb{R})$. We verify from the standard Fourier analysis that for any given $\psi \in L^2(\mathbb{R})$ the equation $H_{\infty}\phi = \psi$ has a unique solution $\phi \in H^2(\mathbb{R})$ such that $\hat{\phi}(\xi) = -\hat{\psi}(\xi)/(2i + 1/4 + \xi^2)$ for any $\xi \in \mathbb{R}$. So, $H_{\infty}$ is bijective, $\|H_{\infty}^{-1}\| \leq 1/\sqrt{(1/4)^2 + 4}$ and $\|B\| \leq 1/2$. Here, $B \in \mathcal{L}(L^2(\mathbb{R}))$ is the multiplication operator satisfying $B = H - H_{\infty}$ on $\mathcal{D}(H)$. In view of $\|H_{\infty}^{-1}\|\|B\| \leq 1$ and and the stability of inverse operators (e.g. [7, Corollary 2.4.1]) $H$ is also bijective. Therefore, $\mathcal{H}_2 \cap U_c = \{0\}$. \hfill \Box

**Derivation of (B1)**

It suffices to show that $i$ is the simple eigenvalue of $A_c$. In view of Lemma 5.2, the proof is complete if we show $\psi_\ast \notin \mathcal{R}(A_c - i)$. We proceed by contradiction. Suppose $\psi_\ast \in \mathcal{R}(A_c - i)$. We verify that $\psi_\ast \in \mathcal{N}(A_c^2 + i)$, which implies $(\psi_\ast, \psi_\ast)_{V_c} = 0$. This contradicts $\psi_\ast \in V_c - \{0\}$. \hfill \Box

**Derivation of (B2)**

As in the proof of Lemma 4.1, it follows from (B1), Remark 2.1 and the implicit function theorem that $A_c + \lambda k^2$ has an eigenvalue $\mu(\lambda) \in \mathbb{C}$ and eigenfunction $\hat{\psi}(\lambda) \in \mathcal{D}(A_c)$ corresponding to $\mu(\lambda)$ for any $\lambda$ in a small neighborhood of 0 such that $\mu(\cdot)$ and $\psi(\cdot)$ are functions of class $C^2$ with $\mu(0) = i$ and $\psi(0) = \psi_\ast$. It follows from (4.6) that $\mu'(0)\psi_\ast = \int_{-\infty}^{\infty} \hat{\psi}(\lambda)/2\pi d\lambda = i \psi_\ast$. Combining this and $\psi_\ast \in \mathcal{N}((A_c - i)^2)$,

$$\mu'(0)\|\psi_\ast\|^2_{V_c} = (\psi_\ast, \int_{-\infty}^{\infty} \hat{\psi}(\lambda)/2\pi d\lambda \psi_\ast) = 2\int_{\mathbb{R}} \operatorname{sech}^4(x/2) dx > 0.$$ 

So, $\mu'(0) > 0$. \hfill \Box

**Example 2** We consider the following system of Fitzhugh-Nagumo type:

$$\left\{
\begin{array}{ll}
\dot{u} &= v - u \quad \text{for } (x, t) \in I \times [0, \infty),
\dot{v} &= v_{xx} - 2u + 2v + u(\lambda \sin^2 x - 2u^2 + 2uv - v^2) \quad \text{for } (x, t) \in I \times [0, \infty),
\end{array}
\right.$$

(5.13)

Here, we set $I := (0, \pi)$. The branch of periodic solutions $(u, v) = (u_\lambda, v_\lambda) (\lambda > 0)$ bifurcates at $\lambda = 0$ from the branch of trivial solutions. Here, $u_\lambda(x, t) := \sqrt{\lambda} \cos t \sin x$ and $v_\lambda(x, t) := \sqrt{\lambda}(\cos t - \sin t) \sin x$. Let $V := H^1_0(I) \times L^2(I)$. We define $A : V \rightarrow V$ by

$$Au := \begin{pmatrix}
\begin{bmatrix}
v - u \\
v_{xx} - 2u + 2v
\end{bmatrix}
\end{pmatrix}
$$

for any $u := \begin{pmatrix}
u \\
u_v
\end{pmatrix} \in U = \mathcal{D}(A) := H^1_0(I) \times (H^1_0 \cap H^2)(I)$. We define $A : V \rightarrow V$ by

For any $z \in \rho(A)$, the resolvent $(z - A)^{-1}$ is not compact. Actually, we have

$$(z - A)^{-1}\begin{pmatrix}
\frac{n+1}{n} \sin nx, & -2n \sin nx
\end{pmatrix} = \left(\frac{\sin nx}{n}, 0\right) \quad \text{for any } n \in \mathbb{N}.$$ 

So, $(z - A)^{-1}$ maps a bounded sequence in $V$ to a non-precompact sequence. Therefore, we can not apply [4, Theorem 1.11] to our problem (5.13).

We show that we can apply our Proposition 2.1 to verify the above Hopf bifurcation. To this end, we describe the outline of the derivation of (K1), (K2), (B1)–(B3) in what follows. In the same way as Example 1, we can well define the map $h : \mathbb{R} \times U \rightarrow V$ by

$$h(\lambda, u) := (0, u(\lambda \sin^2 x - 2u^2 + 2uv - v^2)) \quad \text{for any } \lambda \in \mathbb{R} \text{ and } u := (u, v) \in U.$$ 

\[ Springer \]
Thus, (K2-1) holds.

Let \( X \) and \( Y \) be real Hilbert spaces defined by (2.1). We define \( u_\ast \in X_1 \) by \( u_\ast(x, t) := (\cos t \sin x, (\cos t - \sin t) \sin x) \) and \( \psi_\ast \in U_\ast \) by \( \psi_\ast(x, t) := L^{-1}_1(u_\ast) = (\sin x, (1+i) \sin x) \). Then, we verify that \( u_\ast \in \mathcal{N}(T_1) \) and \( \psi_\ast \in \mathcal{N}(A_\ast - i) \) (see Proposition 3.2 (i)) and that \((\lambda, \sigma, u) = (\lambda(\alpha), \sigma(\alpha), au_\ast + \alpha \eta(\alpha))\) is a solution of (2.4). Here, we set \( \lambda(\alpha) = \alpha^2 \), \( \sigma(\alpha) \equiv 0 \) and \( \eta(\alpha) \equiv 0 \) for \( \alpha \in \mathbb{R} \).

Derivation of (K2)

We showed that (K2 - 1) holds. We set \( \mathcal{X} := H^1((0, 2\pi), L^2(I)) \cap L^2((0, 2\pi), H^1_0(I)) \) and \( \mathcal{Y} := L^2((0, 2\pi), L^2(I)) \). It follows from (5.5) that
\[
\|\phi\|_{L^6(I)} \leq \|\phi\|^{2/3}_{L^2(I)}\|\phi''\|^{1/3}_{L^2(I)} \quad \text{for any } \phi \in H^1_0(I).
\] (5.14)

In view of (5.4), (5.14) and Hölder’s inequality, if \( f, g, h \in \mathcal{X} \) then \( fgh \in \mathcal{Y} \) with the estimate (5.6). By using (5.6), we verify that (K2 - 2) and (K2 - 3) hold. Clearly, (K2 - 4) holds.

Derivation of (B1)

Let \( (u, v) \in U_\ast \) satisfy \((i - A_\ast)(u, v) = (0, 0)\). Then, eliminating \( v \) from this equation, we have \( u_{xx} + u = 0 \). It follows that \( \mathcal{N}(i - A_\ast) = \text{span} \{\psi_\ast\} \). Now, it suffices to show the following:

For any \( p \in V \) there exist \( u \in U_\ast \) and a unique \( \alpha \in \mathbb{C} \) such that
\[
(i - A_\ast)u + \alpha \psi_\ast = p. \tag{5.15}
\]

Let \( u := (u, v) = (\sum u_n \sin nx, \sum v_n \sin nx) \) and \( p := (p, q) = (\sum p_n \sin nx, \sum q_n \sin nx) \) be Fourier expansion of \( u \) and \( p \). Here, \( u_n, v_n, p_n \) and \( q_n \) are complex numbers. Then, by elementary Fourier analysis, the solutions of the equation in (5.15) are given by the following:
\[
u = c \sin x + \sum_{n=2}^{\infty} \frac{2p_n}{(i+1)(n^2-1)} \sin nx, \quad \text{and} \quad \alpha = \frac{(1+i)p_1 - iq_1}{2}, \tag{5.16}
\]
where \( c \) is any complex number. So, (5.15) holds.

Derivation of (B2)

By the integration by parts, we verify \( \psi_\# := ((1 + i) \sin x, \sin x) \in \mathcal{N}((i - A_\ast)^*). \) In the same way as Example 1, \( \mu'(0)(\psi_\#, \psi_\ast)_V = (\psi_\#, f_{\lambda, \mu} \psi_\ast)_V \) It follows that \( \mu'(0) = (1/\pi) \int_0^\pi \sin^2 x \, dx > 0 \).

Derivation of (B3) and (K1)

It is similar to the derivation of (B1). Let \( k \in \mathbb{N} \cup \{0\} \) and \( a = (a, b) \in V \). We consider the equations \( (A_\ast - ki)u = a \), where \( u = (u, v) \in U \). We set \( u := (u, v) = (\sum u_n \sin nx, \sum v_n \sin nx) \) and \( b - 2a/(1 + ki) = \sum d_n \sin nx \). Then, it follows from elementary Fourier analysis that
\[
u = \frac{v - a}{1 + ki} \quad \text{and} \quad \left\{-n^2 + \left(2 - ki - \frac{2}{1 + ki}\right)\right\} v_n = d_n. \tag{5.17}
\]

First, we consider the case: \( k = 0 \). In this case, \( u \in U \) is uniquely given by the first equality of (5.17) and \( v = -\sum (d_n/n^2) \sin nx \). So, 0 \( \in \rho(A_\ast) \).

Next, we consider the case: \( k \geq 2 \). By (5.17), \( u \in U \) is uniquely given by the first equality of (5.17) and
\[
v_n = -\frac{d_n}{\left\{n^2 - 2 + 2/(1 + k^2)\right\} + ik\left\{1 - 2/(1 + k^2)\right\}}. \tag{5.18}
\]
It follows from (5.18) that \( v \in H^1_0 \cap H^2(I) \), which leads to \( u \in U \). So, \( k_i \in \rho(A_c) \) for \( k \geq 2 \). Therefore, (B3) holds.

Finally, let \( k \geq 2 \) and we denote by \( \| \cdot \| \) the norm of \( L^2(I) \) and by \( \| \cdot \|_1 \) the norm of \( H^1_0(I) \). Here, \( \| h \|_1 := \| h_x \| \) for \( h \in H^1_0(I) \). We easily verify \( n|v_n| \leq |d_n| \) for \( n \in \mathbb{N} \). So, \( \| v_x \| \leq 2\|a\|/\sqrt{1+k^2} + \|b\| \). By this and (5.17), we have

\[
\|u_x\| \leq \frac{1}{\sqrt{1+k^2}} \left( \frac{2\|a\|}{\sqrt{5}} + \|b\| + \|a_x\| \right). \tag{5.19}
\]

On the other hand, by (5.18)

\[
|v_n| \leq \frac{|d_n|}{k\{1 - 2/(1 + k^2)\}} \leq \frac{5}{3k} |d_n| \quad \text{for} \quad n \in \mathbb{N}.
\]

It follows that

\[
\|v\| \leq \frac{5}{3k} \left( \frac{2\|a\|}{\sqrt{1+k^2}} + \|b\| \right). \tag{5.20}
\]

Therefore, (K1) holds in view of (5.19), (5.20) and Poincaré inequality \( \|a\| \leq \|a_x\| \). \( \square \)
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