Optimized entropic uncertainty relations for multiple measurements
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Recently, an entropic uncertainty relation for multiple measurements has been proposed by Liu et al. in [Phys. Rev. A 91, 042133 (2015)]. However, the lower bound of the relation is not always tight with respect to different measurements. Herein, we improve the lower bound of the entropic uncertainty relation for multiple measurements, termed as simply constructed bound (SCB). We verify that the SCB is tighter than Liu et al.’s result for arbitrary mutually unbiased basis measurements, which might play a fundamental and crucial role in practical quantum information processing. Moreover, we optimize the SCB by considering mutual information and the Holevo quantity, and propose an optimized SCB (OSCB). Notably, the proposed bounds are extrapolations of the behavior of two measurements to a larger collection of measurements. It is believed that our findings would shed light on entropy-based uncertainty relations in the multiple measurement scenario and will be beneficial for security analysis in quantum key distributions.
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I. INTRODUCTION

There are some basic laws to characterize the quantum world in compliance with quantum mechanics, of which the most well-known is the uncertainty relation. The fundamental uncertainty relation is called the Heisenberg uncertainty principle with regard to the position $\hat{x}$ and the momentum $\hat{p}$ in a given system $\rho$ [1]; it is expressed in the form of $\Delta_{\rho}\hat{x}\Delta_{\rho}\hat{p} \geq \hbar/2$, where the variance $\Delta_{\rho}\hat{x} = \sqrt{\langle \hat{x}^2 \rangle_{\rho} - \langle \hat{x} \rangle_{\rho}^2}$ and $\langle \hat{x} \rangle_{\rho}$ is the expectation value of $\hat{x}$. Subsequently, a more general formula was derived by Kennard [2] and Robertson [3] for two arbitrary incompatible observables (say $\hat{R}$ and $\hat{S}$), whose lower bound is undesirably dependent on the systematic state. In the area of information theory, entropy is considered a useful property to depict the state of a system. To eliminate Robertson’s inequality weakness, Deutsch [4] introduced Shannon entropy and proposed the entropic uncertainty relation, viz.

$$H(\hat{R}) + H(\hat{S}) \geq 2 \cdot \log_2 \left( \frac{2}{1 + \sqrt{c}} \right).$$

(1)

$H(\hat{R})$ is the Shannon entropy given by $H(\hat{R}) = -\sum_i a_i \log a_i$, where $a_i = |\langle \psi_i | \rho | \psi_i \rangle|^2$ and $c = \max_i |\langle \psi_i | \phi_i \rangle|^2$ are the eigenstates of $\hat{R}$ and $\hat{S}$, respectively. The lower bound is clearly not dependent on the state of the measured system. Subsequently, Kraus [5] as well as Maassen and Uffink [6] achieved a significant improvement on

$$H(\hat{R}) + H(\hat{S}) \geq -\log_2 c =: q_{MU},$$

(2)

reflecting that the uncertainty will be the largest while measuring two arbitrary mutually unbiased observables.

Recently, a quantum-memory-assisted entropic uncertainty relation (QMA-EUR) [7–9] has been presented, which has also been verified by several well-designed experiments [10, 11]. To illustrate this new relation, we can consider a so-called quantum uncertainty game with two players Alice and Bob. Initially, Bob produces two particles $A$ and $B$ correlated in a quantum state and sends $A$ to Alice. Then, Alice randomly chooses $\hat{R}$ or $\hat{S}$ to measure on his particle and tells Bob his measurement choice. Bob can guess Alice’s conclusion with the minimal uncertainty bounded by the proposed QMA-EUR. Theoretically, the uncertainty relation in the presence of quantum memory can be expressed as [7, 8]

$$S(\hat{R} | B) + S(\hat{S} | B) \geq - \log_2 c + S(A | B),$$

(3)

where $S(\hat{R} | B) = S(\rho^{RB}) - S(\rho^{B})$ denotes the conditional von Neumann entropy of the post-measurement states. From the above relation in Eq. (3), we note several interesting points: (i) one can predict accurately the measurement's outcomes when $A$ and $B$ are maximally entangled, because of $S(A | B) = \log_2 c = - \log_2 d$ with $d$ being the system dimension. (ii) If particles $A$ and $B$ are disentangled, they can still be classically correlated as in a separable mixed state, and Eq. (3) will still be a useful improvement over Eq. (2). This corresponds to the case of a quantum uncertainty relation in the presence of a classical memory. (iii) In the absence of the quantum memory, we obtain $H(\hat{R}) + H(\hat{S}) \geq q_{MU} + S(\rho)$, whose bound is stronger compared with Maassen and Uffink’s bound in Eq. (2) due to $S(\rho) \geq 0$.

Afterwards, some authors proposed several tighter lower bounds of QMA-EUR by imposing different quantities [11–15]. Pati et al. [12] verified that quantum correlation and classical correlation can strengthen the lower bound of QMA-EUR. Besides, Coles and Piani [13] optimized the uncertainty relation with quantum memory by considering the second
largest overlap of the two arbitrary observables to be measured. Recently, Adabi et al. [14] optimized the lower bound of QMA-EUR by using the mutual information, which is expressed as
\[
S(\hat{R} | B) + S(\hat{S} | B) \geq -\log_2 e + S(A | B) + \max\{0, \delta\},
\]
where \(\delta = I(A : B) - \left( I(\hat{R} : B) + I(\hat{S} : B) \right)\). \(I(A : B) = S(\rho_A) + S(\rho_B) - S(\rho_{AB})\) stands for the mutual information, \(I(\hat{R} : B) = S(\rho_\hat{R}) + S(\rho_B) - S(\rho_{\hat{R}B})\) and \(I(\hat{S} : B) = S(\rho_\hat{S}) + S(\rho_B) - S(\rho_{\hat{S}B})\) are defined as the Holevo quantity. In particular, QMA-EUR has received wide and extensive attention owing to its powerful applications in implementing quantum tasks, such as quantum metrology [16], entanglement witness [8], quantum key distribution [15, 17], quantum phase transition [18], quantum cryptography [19, 20], and EPR steering [21]. From an experimental perspective, significant progress on QMA-EUR has been achieved by some groups [22–27].

Moreover, pursuing the EUR versions for multiple measurements has become very interesting after several excellent simulations and calculations based on two-measurement were reported [28–36]. Recently, Liu et al. proposed an entropic uncertainty relation for multiple measurements as [37]
\[
\sum_{m=1}^{N} H(\hat{M}_m | B) \geq -\log_2 f + (N - 1)S(A | B) := U_{LMF},
\]
where \(f = \max_{i,N} \left\{ \sum_{i=1}^{N} \max_{\{u_{i1}, u_{i2}\}} \prod_{m=2}^{N-1} \left[ c \left( u_{im}, u_{im+1} \right) \right] \right\} \) and \(u_{im}^{m}\) is the \(i\)-th eigenvector of the operator \(\hat{M}_m\) [38]. However, such a lower bound is not tight for all incompatible measurements. The aim of this study is to explore the improved QMA-EUR with multiple measurements. Specifically, we present a simply constructed bound (SCB) of QMA-EUR for multiple measurements. Furthermore, we optimize the SCB by taking into account the systematic mutual information. It is interesting that our proposed bounds are stronger than Liu et al.’s bound in Eq. (5) with regard to arbitrary mutually unbiased bases (MUB) measurements.

II. TWO LOWER BOUNDS FOR MULTIPLE MEASUREMENTS

Similar to the additivity of linear uncertainty relations for local measurements [39, 40], we extend the entropic uncertainty relation in Eq. (3) to an improved uncertainty relation for the case of multiple measurements as
\[
\sum_{m=1}^{N} S(\hat{M}_m | B) \geq -\frac{1}{N-1} \log_2 \left( \prod_{i=1}^{N} c_i \right) + \frac{N}{2} S(A | B)
\]
\[
:= U_{SCB},
\]
where \(C_N^2 = N(N - 1)/2\) is the combinatorial number of choosing two different measuring operators from above \(N\) different operators. \(c_i = \max_{j,k} |(a_{ij}^m | a_{jk}^n)^2|\), where \(a_{ij}^m\), \(a_{jk}^n\) represent the eigenvectors of \(\hat{M}_m\) and \(M_n\). \(U_{SCB}\) denotes the right-hand side of Eq. (6), called the simply constructed bound.

**Theorem 1.** The SCB presented in Eq. (6) is tighter than Liu et al.’s bound in Eq. (5) with respect to arbitrary multiple mutually unbiased bases measurements.

**Proof.** First, let us review the characteristics of mutually unbiased bases (MUB). We assume there are two groups of orthonormal bases \(\{|P_i\}_{i=1,2,\cdots,d}\) and \(\{|Q_j\}_{j=1,2,\cdots,d}\) in a complex Hilbert space of dimension \(d\). Then, both of them are called mutually unbiased bases (MUB) if
\[
|\langle P_i | Q_j \rangle| = \frac{1}{\sqrt{d}}
\]
holds for all \(i\) and \(j\) [41]. Here, we can derive Liu et al.’s bound for MUB measurements in Eq. (5). Hereafter, we take \(N\) groups of \(d\)-dimensional mutually unbiased bases for measurement, viz. \(c \left( u_{im}^{m}, u_{im+1}^{m+1} \right) = \frac{1}{d} \), where the form of \(f\) will collapse into \(f = \frac{1}{d} \times d^{N-2} \times \frac{1}{d^2} = \frac{1}{d} \). Then, the right bound of Eq. (5) becomes
\[
\log_2 d + (N - 1)S(A | B) := RB1.
\]

Our SCB’s general form is shown in Eq. (6). Similarly, if we consider the MUB measurement, viz. \(c_i = \max_{j,k} |(a_{ij}^m | a_{jk}^n)^2| = \frac{1}{d} \), the right bound of SCB can be expressed as
\[
\frac{N}{2} \log_2 d + \frac{N}{2} S(A | B) := RB2.
\]

To compare these two bounds, we can calculate the difference between them as
\[
RB2 - RB1 = \left( \frac{N}{2} - 1 \right) \left( \log_2 d - S(A | B) \right).
\]

With regard to \(S(A | B)\), we have
\[
S(A | B) = S(A, B) - S(B) \leq S(A) + S(B) - S(B) = S(A) \leq \log_2 d.
\]

Thus, due to \(N \geq 3\) and combining Eqs. (10) and (11), we determine that \(RB2 \geq RB1\) is always satisfied. Additionally, Eq. (10) indicates that our bound will recover Liu et al.’s result as shown in Eq. (5) for \(N = 2\). As a result, we can conclude that our SCB is tighter than Liu et al.’s bound for any multiple MUB measurements.

**Theorem 2.** By taking into account the mutual information and the Holevo quantity in the SCB, one can attain a stronger bound of entropic uncertainty relations in the regime
of multiple measurements, which is given by
\[
\sum_{m=1}^{N} S(\hat{M}_m | B) \geq -\frac{1}{N-1} \log \left( \prod_{i=1}^{C} c_i \right) + \frac{N}{2} S(A|B) + \max\{0, \delta_m\} := U_{OSCB},
\]
where \( \delta_m = \frac{N}{2} I(A : B) - \sum_{m=1}^{N} I(\hat{M}_m : B), I(A : B) \) and \( I(\hat{M}_m : B) \) denote the the mutual information and the Holevo quantity, respectively. \( C_N^2 \) and \( c_i \) are the same as the definitions in Eq. (6), and \( \hat{U}_{OSCB} \) denotes the optimized SCB (OSCB).

**Proof.** Assume that there are two arbitrary measurement operators \( \hat{M}_i \) and \( \hat{M}_j \) (\( i \neq j \)), and then, the preparation uncertainty can be expressed by
\[
S(\hat{M}_i | B) + S(\hat{M}_j | B) = S(\hat{M}_i) - I(\hat{M}_i : B) + S(\hat{M}_j) - I(\hat{M}_j : B) \\
\geq \log_2 \left( \frac{1}{c} \right) + S(A) - [I(\hat{M}_i : B) + I(\hat{M}_j : B)] \\
= \log_2 \left( \frac{1}{c} \right) + S(A|B) + I(A : B) - [I(\hat{M}_i : B) + I(\hat{M}_j : B)],
\]
considering that \( S(\hat{M}_i) + S(\hat{M}_j) \geq \log_2 \left( \frac{1}{c} \right) + S(A) \) and \( S(A) = S(A|B) + I(A : B) \). For \( i, j \in \{1, 2, 3, \ldots, N\} \) \( (i \neq j) \), we can obtain \( C_N^2 \) analogous relations as derived in Eq. (13). Therefore, by adding these \( C_N^2 \) inequalities, we can attain a new expression as
\[
(N-1) \sum_{m=1}^{N} S(\hat{M}_m | B) \geq -\log_2 \left( \prod_{i=1}^{C} c_i \right) + \frac{N(N-1)}{2} S(A|B) + \frac{N(N-1)}{2} I(A : B) - (N-1) \sum_{m=1}^{N} I(\hat{M}_m : B).
\]
By simplifying the above formula, we have
\[
\sum_{m=1}^{N} S(\hat{M}_m | B) \geq -\frac{1}{N-1} \log \left( \prod_{i=1}^{C} c_i \right) + \frac{N}{2} S(A|B) + \max\{0, \delta_m\} \quad \text{(15)}
\]
which recovers Eq. (12) in Theorem 2, where \( \delta_m = \frac{N}{2} I(A : B) - \sum_{m=1}^{N} I(\hat{M}_m : B) \). Based on the inequality, we derive the following conclusions: (i) the OSCB in Eq. (12) must be tighter than the SCB in Eq. (6) when \( \delta_m > 0 \); (ii) if \( \delta_m \leq 0 \), the OSCB will recover the SCB. With this consideration, we can declare that our proposed OSCB is always stronger compared with the SCB. Importantly, we argue that our OSCB must be stronger than both Liu et al.’s bound in Eq. (5) and the SCB for arbitrary MUB measurements.
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**III. EXAMPLES**

To verify our findings, we consider several typical examples based on different MUB measurements in systems with various pure and mixed states including ensembles’ state and random states.

**A. Werner states**

First, we consider a two-qubit Werner state, which can be expressed as
\[
\rho_{AB} = \frac{1-p}{4} I_A \otimes I_B + p|\Psi^\rightarrow\rangle_{AB} \langle\Psi^\rightarrow|,
\]
where \( 0 \leq p \leq 1 \) denotes the purity of the state, and \( |\Psi^\rightarrow\rangle_{AB} = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle) \) is one of the Bell states. Besides, we take into account three two-dimensional Pauli operators \( \sigma_x, \sigma_y, \sigma_z \) as the incompatible measurements, which typically belong to MUB measurements. As shown in Fig. 1, our SCB is tighter than Liu et al.’s bound. Specifically, Liu et al.’s bound will be less than 0 with increasing \( p \), which is a trivial result because the value of the uncertainty is nonnegative. Therefore, we can say that Liu et al.’s lower bound is not a good candidate for measuring the entropic uncertainty in this case, while our SCB and OSCB are competent for this purpose. Moreover, our OSCB is always synchronized with the uncertainty as displayed in Fig. 1, which reflects that our OSCB is optimal compared with the one in Ref. [37] and the SCB presented in Eq. (6).

**B. Bell diagonal states**

As another illustration, we consider a set of two-qubit states with maximally mixed marginal states, which is represented
as
\[ \rho_{AB} = \frac{1}{4} \left( 1 \otimes 1 + \sum_{i,j} \omega_{i,j} \sigma_i \otimes \sigma_j \right), \tag{17} \]

where \( \sigma_i (i = 1, 2, 3) \) are the Pauli matrices. According to the singular-value-decomposition theorem, the above state of two Dirac field modes transform to the following form of the Bell-diagonal state:
\[ \rho_{AB} = \frac{1}{4} \left( 1 \otimes 1 + \sum_{i} r_i \sigma_i \otimes \sigma_i \right), \tag{18} \]

This density matrix is positive if \( r^2 = (r_1, r_2, r_3) \) belongs to a tetrahedron defined by the set of vertices \((-1, -1, -1), (-1, 1, 1), (1, -1, 1) \) and \((1, 1, -1)\). Here, we set \( r_1 = 1 - 2p, r_2 = r_3 = -p; \) thus, the state in Eq. (18) becomes
\[ \rho_{AB} = p|\psi^-\rangle\langle\psi^-| + \frac{1 - 2p}{2}(|\psi^+\rangle\langle\psi^+| + |\phi^+\rangle\langle\phi^+|), \tag{19} \]

where \( |\psi^\pm\rangle = \frac{1}{\sqrt{2}}(|00\rangle \pm |11\rangle), |\psi^\pm\rangle = \frac{1}{\sqrt{2}}(|01\rangle \pm |10\rangle) \) are the Bell states and \( p \) represents the purity of the state.

Fig. 2 plots the uncertainty, our lower bounds (SCB and OSCB) and Liu et al.’s bound (LMF) as a function of the state’s purity \( p \) for three MUB measurements \( \hat{\sigma}_x, \hat{\sigma}_y \) and \( \hat{\sigma}_z \). It shows that our SCB is tighter than Liu et al.’s bound for arbitrary \( p \), and Liu et al.’s bound is less than 0 for relatively large \( p \), leading to an undesirable result. Moreover, as an optimized bound, our OSCB always coincides with the entropic uncertainty and is stronger compared with SCB and Liu et al.’s bound.

C. Random two-qubit states

In order to better demonstrate our bounds’ optimization, we consider random two-qubit states. First, let us introduce how to construct random two-qubit states. An arbitrary two-qubit state \( \rho_{AB} \) can be decomposed by the state’s eigenvalues \( p_n \) and normalized eigenvectors \( |\varphi_n\rangle \), viz. \( \rho_{AB} = \sum_{n=1}^{4} p_n |\varphi_n\rangle\langle\varphi_n| \) with \( n \in \{1, 2, 3, 4\} \). The eigenvalues \( p_n \) correspond to the probability that the state \( \rho_{AB} \) is in the pure state \( |\varphi_n\rangle \). The state’s normalized eigenvectors \( |\varphi_n\rangle \) can constitute an arbitrary unitary operation \( E_1 = \{|\varphi_1\rangle, |\varphi_2\rangle, |\varphi_3\rangle, |\varphi_4\rangle\} \). Thus, we can attain an arbitrary two-qubit state by using an arbitrary set of probabilities and an arbitrary unitary operation. The random number function \( f(0, 1) \) is independent random numbers generated uniformly in a closed interval \([0, 1]\). Initially, one can generate four random probabilities \( p_N \) by an effective method in Ref. [42]

\[ p_1 = 1 - f(0, 1)^{1/(N-1)}, \]
\[ p_2 = \left[ 1 - f(0, 1)^{1/(N-2)} \right] \left( 1 - p_1 \right), \]
\[ p_k = \left[ 1 - f(0, 1)^{1/(N-k)} \right] \left( 1 - \sum_{i=1}^{k-1} p_i \right), \]
\[ p_{N-1} = \left[ 1 - f(0, 1)^{1/(N-1)} \right] \left( 1 - \sum_{i=1}^{N-2} p_i \right), \]

and the last component \( p_N \) is determined as
\[ p_N = 1 - \sum_{i=1}^{N-1} p_i, \tag{21} \]

where \( N \) is the dimension of the systemic state.

Through the random unitary operation, we can randomly generate one 4-order real matrix \( \mathcal{R} \) by using the random function \( f(-1, 1) \) with a closed interval \([-1, 1]\). By utilizing the real matrix \( \mathcal{R} \), a random Hermitian matrix can be obtained as
\[ \mathcal{M}_1 = \mathcal{D}_1 + (\mathcal{U}_1^T + \mathcal{U}_1) + i(\mathcal{L}_1^T - \mathcal{L}_1), \tag{22} \]

where \( \mathcal{D}_1, \mathcal{L}_1 \) and \( \mathcal{U}_1 \) denote the diagonal, strictly lower- and strictly upper-triangular parts of the real matrix \( \mathcal{R} \), respectively, and \( \mathcal{L}_1^T \) depicts the transposition of the matrix \( \mathcal{L}_1 \). From the calculation, we can get four normalized eigenvectors \( |\varphi_n\rangle \) of the Hermitian matrix \( \mathcal{M}_1 \) and a random unitary operation \( E_1 \). Finally, we can construct the random two-qubit states.

We take \( 10^6 \) random states and \( \hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z \) for three MUB measurements to illustrate our results. As depicted in Fig. 3(a), \( U \geq U_{\text{SCB}} \) holds. Additionally, we compare SCB and Liu et al.’s bound in Fig. 3(b), and it is clearly shown our SCB is tighter than Liu et al.’s bound for the random states. Fig. 3(c) indicates that Eq. (15) is satisfied. Further, it has been verified that our OSCB is tighter than SCB, as plotted in Fig. 3(d).
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Graph (a): the orange points stand for Liu et al.’s bound (LMF) in Eq. (5), the purple points denote our proposed bound (SCB) in Eq. (6), and $S(A|B)$ is the conditional von Neumann entropy of state $ρ_{AB}$. Graph (b): $x$ axis represents the entropic uncertainty in Eq. (6), and the blue dashed line is the proportional function with a slope of unity, showing that the uncertainty is equal to SCB. Graph (c): $y$ axis represents our simply constructed bound (SCB) in Eq. (6) and OSCB denotes the lower bound in Eq. (12). The red dashed line is the proportional function with a slope of unity, showing that OSCB is equal to SCB in this case.

D. Random two-qutrit states

Next, to consider a high-dimensional scenario, we choose another group of MUB in three-dimension as

\[
\begin{align*}
\hat{α} &= \left\{ \left( \frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}} \right), \left( \frac{1}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \frac{ε}{\sqrt{3}} \right), \left( \frac{1}{\sqrt{3}} \frac{ε}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \right) \right\}, \\
\hat{β} &= \left\{ \left( \frac{1}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \frac{ε}{\sqrt{3}} \right), \left( \frac{1}{\sqrt{3}} \frac{ε}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \right), \left( \frac{1}{\sqrt{3}} \frac{ε}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \right) \right\}, \\
\hat{γ} &= \left\{ \left( \frac{1}{\sqrt{3}} \frac{ε}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \right), \left( \frac{1}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \frac{ε}{\sqrt{3}} \right), \left( \frac{1}{\sqrt{3}} \frac{ε}{\sqrt{3}} \frac{ε^*}{\sqrt{3}} \right) \right\},
\end{align*}
\]

where $ε = e^{2\pi i/3}$ and $ε^*$ represents the complex conjugation of $ε$. Then, we use the same approach to construct a random two-qutrit state $ρ_{AB}$. Different from the random two-qubit state, there are 9 eigenvalues and eigenvectors to express $ρ_{AB}$. Then, we first generate a random 9-order real matrix $K$ and subsequently express a random Hermitian matrix

\[
M_2 = D_2 + (U_2^T + U_2) + i(L_2^T - L_2),
\]

where $D_2$, $L_2$ and $U_2$ also denote the diagonal, strictly lower- and strictly upper-triangular parts of the real matrix $K$, respectively, and $L_2^T$ depicts the transposition of the matrix $L_2$. One can obtain nine normalized eigenvectors of the Hermitian matrix $M_2$ and a random unitary operation $E_2$. Following the similar procedure as the generation of two-qubit random states mentioned before, the random two-qutrit states can be generated.

To compare our results with the ones reported in Ref. [37], we take $10^6$ random three-qutrit states and three groups of three-dimension MUB measurements $(\hat{α}, \hat{β}, \hat{γ})$, as shown in Fig. 4. From the figure, we conclude that: (i) the uncertainty is not less than our proposed SCB and OSCB, i.e., $U ≥ U_{SCB}$ and $U ≥ U_{OSCB}$ as shown in Figs. 4(a) and 4(c), verifying Eqs. (6) and (12); (ii) Our SCB is tighter than Liu et al.’s bound and our presented OSCB is stronger than both the SCB and LMF bound, i.e., $U_{OSCB} ≥ U_{SCB} ≥ U_{LMF}$ is satisfied, as shown in Figs. 4(b) and 4(d).
IV. CONCLUSION

To conclude, we derived the simply constructed bound and the optimized simply constructed bound of entropic uncertainty relations in the multiple measurements architecture. We proved that our SCB and OSCB outperform the one proposed by Liu et al. for arbitrary MUB multiple measurements. We considered Werner-type states, Bell-diagonal states, random two-qubit states and random two-qutrit states as illustrations to verify and support our results. By considering the mutual information for OSCB, we built the intrinsic relationship the uncertainty relation and systemic correlation; this reflects that the nature of uncertainty may be determined by the systemic correlation, containing both the classical and quantum components. More specifically, the total correlation might determine the dynamic features of uncertainty. Notably, multiple measurement relations with quantum memory may be treated as the criteria for entanglement in a complementary way [37]. Besides, the experimental realization of two-measurement settings has been demonstrated in all-optics platforms [10, 11, 27], and the multiple measurement uncertainty relation for a bipartite system has also been implemented in a nuclear spin system in Ref. [25]. Therefore, the current proposal can be expected to be experimentally implemented in the near future.

Hence, we believe that our tighter entropic uncertainty relations would be beneficial in shedding light on quantum precision measurements and be of fundamental importance in measurement-based quantum key distribution protocols.
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