Tidal disruption events in the first billion years of a galaxy
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ABSTRACT

Accretion of stars on massive black holes (MBHs) can feed MBHs and generate tidal disruption events (TDEs). We introduce a new physically motivated model to self-consistently treat TDEs in cosmological simulations, and apply it to the assembly of a galaxy with final mass $3 \times 10^{10} M_\odot$ at $z = 6$. This galaxy exhibits a TDE rate of $\sim 10^{-3} \text{yr}^{-1}$, consistent with local observations but already in place when the Universe was one billion year old. A fraction of the disrupted stars participate in the growth of MBHs, dominating it until the MBH reaches mass $\sim 5\times 10^7 M_\odot$, but their contribution then becomes negligible compared to gas. TDEs could be a viable mechanism to grow light MBH seeds, but fewer TDEs are expected when the MBH becomes sufficiently massive to reach the luminosity of, and be detected as, an active galactic nucleus. Galaxy mergers bring multiple MBHs in the galaxy, resulting in an enhancement of the global TDE rate in the galaxy by $\sim 1$ order of magnitude during $100\text{Myr}$ around mergers. This enhancement is not on the central MBH, but caused by the presence of MBHs in the infalling galaxies. This is the first self consistent study of TDEs in a cosmological environment and highlights that accretion of stars and TDEs are a natural process occurring in a Milky Way-mass galaxy at early cosmic times.

Key words: transients: tidal disruption events – quasars: supermassive black holes – galaxies: evolution – galaxies: high-redshift

1 INTRODUCTION

Gas falling onto black holes, increasing their mass and releasing gravitational energy, can explain the growth of massive black holes (MBHs) with masses $\gtrsim 10^6 M_\odot$ in the center of most massive galaxies (Kormendy & Ho 2013). However, the energy released from gas falling onto MBHs as well as from nearby supernovae (also known as “feedback”) can heat and eject gas, preventing MBH growth in low-mass galaxies (e.g. Dubois et al. 2015; Habouzit et al. 2017; Trebitsch et al. 2018). As a result, it is challenging to explain, with gas accretion only, the presence of MBHs with masses $\gtrsim 10^8 M_\odot$ at $z > 6$ when the Universe was only 1 Gyr (Tenneti et al. 2017; Bañados et al. 2018).

However, the vicinity of MBHs is not only composed of gas, but also of stars (Schödel et al. 2018) that can also be accreted by MBHs and increase their mass. Furthermore, contrary to gas, stars are not subject to feedback, therefore they could provide a continuous source of material for MBHs to accrete and grow (Alexander & Bar-Or 2017). In order to know the contribution of stars to the growth of MBHs, one needs to know the rate at which stars get close enough to a MBH to be swallowed, whole or in part, and increase its mass. For a Solar-like star and MBHs with mass $\lesssim 10^8 M_\odot$, stars are not swallowed whole but tidally disrupted, producing a unique signature known as a tidal disruption event (TDE; Lacy et al. 1982; Rees 1988). This allows us to observationally measure the TDE rate, thus providing an estimate of the rate at which stars get close enough to MBHs to increase their masses.

With a handful of observed TDEs, for central massive MBHs in quiescent galaxies at $z = 0$, the typical rate is $(0.1 – 1.7) \times 10^{-3} \text{yr}^{-1}$ (Donley et al. 2002; Gezari et al. 2008; van Velzen & Farrar 2014; Holoien et al. 2016; Blagorod-
nova et al. 2017; Auchettl et al. 2018; van Velzen 2018). This average rate can be well understood theoretically with the analytical loss-cone theory (Lightman & Shapiro 1977; Magorrian & Tremaine 1999; Wang & Merritt 2004): a MBH with mass $M_\bullet$ is embedded in a stellar density profile and fed by stars scattered toward its direction through 2-body interactions. This formalism also predicts that there is a negative correlation between the TDE rate and the mass of the MBH (the TDE rate scales as $M_\bullet^{-\epsilon}$ with $0 < \epsilon < 0.5$). Wang & Merritt 2004; Stone & Metzger 2016; Pfister et al. 2020), which is confirmed by observations for MBHs with a mass $\gtrsim 10^6 M_\odot$ (van Velzen 2018).

This justifies the use of the the loss-cone theory to estimate the growth of MBHs through TDEs, and Alexander & Bar-Or (2017) showed that MBHs can reach masses above $\sim 3 \times 10^5 M_\odot$ regardless the initial MBH seed mass and redshift formation only through accretion of stars. While this suggests that TDEs are efficient in growing light MBH seeds, this result was derived under idealized assumptions: MBHs are embedded in a singular isothermal sphere (Binney & Tremaine 1987) with an inner Bahcall-Wolf cusp (Bahcall & Wolf 1976), the $M_\bullet - \sigma$ relation (Ferrarese & Merritt 2002; Kormendy & Ho 2013) is always verified, MBHs are fixed in the center of the stellar distribution and the only relevant process is 2-body interactions. To relax these idealized assumptions, N-body simulations in which stars getting close enough to the MBH can be directly counted have been carried out (Baumgardt et al. 2004a,b; Brockamp et al. 2011; Zhong et al. 2014). Baumgardt et al. (2004a) and Brockamp et al. (2011) find that MBHs with masses $\gtrsim 10^6 M_\odot$ can only double their mass within a Hubble time. To summarize, the contribution of TDEs to the growth of MBHs is still uncertain.

Furthermore, these previous studies assume that MBHs and their host galaxies are isolated, while most galaxies undergo several mergers during their life (e.g., Fakhouri et al. 2010). These mergers drastically affect galaxies, triggering star formation and substantially changing the stellar density profile near the central MBHs (e.g., Van Wassenhove et al. 2014; Capelo et al. 2015). As a consequence, it is natural to believe that galaxy mergers affect the TDE rate. In addition, this enhancement of the TDE rate during galaxy mergers is somewhat motivated by observations, as E+A galaxies which are post-mergers, galaxies, are found to have an enhanced TDE rate of $10^{-3} \text{yr}^{-1}$ (French et al. 2016; Stone & van Velzen 2016). To test this, N-body simulations of galaxy mergers have been performed (e.g., Li et al. 2017; Sakurai et al. 2018), and they indeed find that mergers enhance the TDE rate. There are two reasons to this, and both of them result in an enhancement of the loss cone feeding: (i) the stellar distribution is overall more triaxial due to the merger; and (ii) when the MBHs get close to each other, stars bound to one MBH see their dynamics greatly perturbed by the companion MBH.

However, neither the loss-cone formalism nor N-body simulations include gas, which can cool and turn into new stars that can then be disrupted. Therefore these frameworks cannot provide a fully consistent picture. To partially overcome this issue, Pfister et al. (2019a) adopted a trade-off between the ability to estimate exactly the TDE rate by resolving stars getting close enough to MBHs and including the physics of galaxies (star formation, supernovae etc...): they used an isolated hydrodynamical simulation of a galaxy merger starting from idealized initial conditions, and post-processed the TDE rate applying loss-cone theory (Vasiliev 2017, 2019) onto the self-consistently evolving density profiles. They found that, indeed, during mergers, nuclear starbursts around MBHs enhance the central stellar density, naturally resulting in an enhancement of the TDE rate (Stone & van Velzen 2016).

Furthermore, as the TDE rate results from a combination of the properties of the MBH and its surrounding stellar density profile, it is natural that it varies from galaxy to galaxy (French et al. 2020b). We mentioned the enhancement in post-mergers E+A galaxies, but ultra-luminous infrared galaxies could have a TDE rate as high as $10^{-1} \text{yr}^{-1}$ (Tadhunter et al. 2017; Kool et al. 2020), and high redshift galaxies which are more star forming and compact (e.g., Madau & Dickinson 2014; Allen et al. 2017) as well active galactic nuclei (AGNs) could also exhibit a different TDE rate.

The current status of the field hints to a diversity of TDE rates based on galaxy properties, environment and cosmic epoch. The role and importance of stellar accretion on MBH growth and the evolution of the TDE rate must be investigated in a fully cosmological context, in which galaxies grow over time by accretion of cosmic filaments, where galaxy mergers are numerous, especially at early cosmic times, and galaxies are more “messy” than in an ideal set-up (compare Fig. 3 of Capelo et al. (2015) with Fig. 1).

In this paper, we introduce in §2 a new subgrid model to self-consistently take into account TDEs in cosmological simulations, and we apply it to the assembly of a galaxy with full mass $3 \times 10^{10} M_\odot$ at $z = 6$ described in §3. This allows us not only to study the contribution of TDEs to the growth of MBHs, but also the evolution of the TDE rate during mergers and AGN phases, as this galaxy suffers several mergers and sometime has an AGN. We discuss our results in §4 and conclude in §5.

## 2 TIDAL DISRUPTION EVENTS UNDER THE GRID

We present how we estimate the TDE rate given the properties around MBHs. We first recall analytical estimates in §2.1, we then detail in §2.2 the implementation in RAMSES (Teyssier 2002) and finish by the caveats of our model in §2.3.

### 2.1 Theory

It is customary to express TDEs as sourced by two different regions (Syer & Ulmer 1999; Merritt 2013): the empty loss cone (Wang & Merritt 2004), close to the MBH ($r < r_c$, $r_c$ is defined in the following paragraph), where the diffusion timescale $T_r$ is longer than the radial period; and from the full loss cone (Pfister et al. 2019a), farther away ($r > r_c$), where the diffusion timescale is shorter than the radial period.

We assume a MBH with a mass $M_\bullet$, embedded in a stellar density and stellar velocity dispersion profiles $\rho$ and $\sigma$, all stars having a mass $m_\star$ and radius $r_\star$. In this situation, $r_c$ is the radius at which the contributions of the full and
empty loss cone to the flux of stars match, meaning that \( r_c \) is solution to (Pfister et al. 2019a):
\[
\frac{G\rho(r_c)r_c^2}{\sigma^2(r_c)} = r_*q^{4/3}
\]
\( \Leftrightarrow \frac{\rho(r_c)r_c^3}{M(r_c)+M_*} = r_*q^{4/3}, \)
where \( q = M_*/m_* \) and we have assumed the velocity dispersion to be \( \sigma(r)^2 = G(M(r)+M_*)/r \), where \( M(r) \) is the enclosed stellar mass within \( r \).

Following Wang & Merritt (2004), we estimate the TDE rate coming from the empty loss cone as:
\[
\Gamma_{\text{empty}} = \frac{M(r_c)}{m_*T_r(r_c)} \frac{M}{r_c^{7/2}}
\]
where \( T_r \) is the \( m_*T_r \) (Spitzer & Harm 1958):
\[
T_r(r) = \frac{\sqrt{2\pi}r^3(r)}{G^2m_*\rho(r)\ln(0.4M_*/m_*)}.
\]

Following Pfister et al. (2019a), we estimate the TDE rate coming from the full loss cone as:
\[
\Gamma_{\text{full}} = 2\pi Gq^{4/3}r_*\rho(r_c)\sigma(r_c).
\]

The total TDE rate, \( \Gamma \), can be expressed as the sum of the two:
\[
\Gamma = \Gamma_{\text{empty}} + \Gamma_{\text{full}}.
\]

To get a step further, we assume the stellar density profile to be a power law, with logarithmic slope \(-3 < \gamma < 0\):
\[
\rho(r) = \rho_0 \left( \frac{r}{r_0} \right)^{-\gamma} \quad (7)
\]
\[
M(r) = \frac{4}{3}\pi \rho_0 \left( \frac{r}{r_0} \right)^{3-\gamma} \quad (8)
\]
where \( \rho_0 \) corresponds to the mean density within \( r_0 \). In this situation, we can rewrite Eq. (2) as:
\[
1 + \rho_0q^{3-\gamma} = 2\rho_0^{1-\gamma} \quad (9)
\]
where we introduce \( \rho_0 = \rho_0/\rho_u \) and \( r_u = r_c/r_0 \), with:
\[
\rho_u = \frac{m_*}{4/3\pi r_*^4} \left( \frac{r_u}{r_0} \right)^{3-\gamma} \quad (10)
\]
\[
r_u = \frac{8\pi}{3} \left( r_u \right)^{3/2} \quad (11)
\]

Unfortunately, even for this simple density profile, in general, no explicit expression of \( r_c \) can be written. However, in some limiting regimes we have:
\[
\begin{align*}
  r_c & \sim \begin{cases}
    f_u \left( \frac{2\rho_0}{\rho_u} \right)^{1/(4+\gamma)} & \text{if } \rho_0 \ll \rho_u \\
    \rho_u & \text{if } \rho_0 = \rho_u \\
    \rho_u^{-1/2} & \text{if } \rho_0 \gg \rho_u
  \end{cases}
\end{align*}
\]
allowing us to estimate the TDE rate.

### 2.2 Implementation

Here we detail how we go from the theoretical analysis derived in §2.1, to the actual implementation in RAMSES.

At each timestep of the simulation, between \( t \) and \( t+\Delta t \), we estimate the mean stellar density, \( \rho_0, S_k \) (\( k \) is 4 or 8), in the sphere \( S_k \), of radius \( k\Delta x \) centered on the MBH (\( \Delta x \) being the minimum cell size in the simulation) as:
\[
\rho_0, S_k = \frac{1}{4/3\pi (k\Delta x)^3} \sum_{i\in S_k} m_i
\]
\[
\rho_0, S_k = \frac{1}{4/3\pi (k\Delta x)^3} M_k, \quad (13)
\]
where \( m_i \) is the mass of the stellar particle \( i \); and \( M_k \) is the total stellar mass enclosed within \( k\Delta x \) around the MBH. If we assume the density around the MBH to be expressed as given in Eq. (7), we obtain:
\[
\rho_0 = \rho_0, S_k \quad (15)
\]
\[
r_0 = 4\Delta x \quad (16)
\]
\[
\gamma = 3 - \ln2 \left( \frac{M_k}{M_*} \right) \quad (17)
\]

The mass of the MBH, \( M_* \), is measured directly in the simulation, and we assume stars to be all solar–like, that is \( r_u = R_\odot \) and \( m_* = M_\odot \). Finally, we estimate \( r_c \) as:
\[
r_c = r_u \left[ \frac{2\rho_0}{\rho_u} \right]^{1/(4+\gamma)} - \tanh\left( \log_{10} \left( \frac{\rho_0}{\rho_u} \right) \right) + 1
\]
\[
\frac{1}{2} \frac{2}{2} \frac{3}{4} - 2^{1+1/(4+\gamma)} \exp\left( -\log_{10} \left( \frac{\rho_0}{\rho_u} \right) \right),
\]
which approximates the true value of \( r_c \), solution to Eq. (2), within less than 30% error (see Appendix A).

With all this, we can estimate the TDE rate onto the MBH, \( \Gamma \) (Eq. (6)), as shown in §2.1.

A mass \( M_{\text{tot}} \Delta t \) is then removed from surrounding stars within \( 4\Delta x \) and the three following steps are done:

(i) A mass \( M_{\text{star}} \Delta t = f_a \Gamma \rho_0, S_k (1-\epsilon) \Delta t \) is added to the MBH, where \( f_a = 0.5 \) is the fraction of mass which falls onto the MBH\(^1\), and \( \epsilon \) is the radiative efficiency, which depends on the spin of the MBH (4% for a non rotating MBH and up to 42% for a highly spinning MBH); in this paper we use fixed value of \( \epsilon = 10\% \), see §3.3).

(ii) A mass \( M_{\text{d}} \Delta t = (1-f_a) \Gamma \rho_0, S_k \Delta t \) does not fall onto the MBH and returns into cells containing disrupted stars as gas (see Eq. (20)).

\(^1\) Note that in the paper we clearly make the difference between the TDE rate in \( yr^{-1} \) corresponding to the number of stars being disrupted, and the "stellar accretion rate" (stars are not accreted per se, gas falling back from the disrupted stars is) in \( M_\odot yr^{-1} \) corresponding to the total mass of disrupted stars falling onto the MBH. This difference is mainly "syntactically" as we assumed that all stars are solar like and \( f_a = 0.5 \), therefore the stellar accretion rate and the TDE rate differ by a factor of two in their respective units.
(iii) An energy $f_a \Gamma m_* \epsilon_e \Delta t^2$ is emitted by the MBH. At the moment, we consider that the feedback is similar for accreted stars than for accreted gas: either thermal or kinetic depending on the Eddington ratio (see §3.3.3 for details on the implementation in RAMSES). Assuming a similar expression for the feedback following gas or stellar accretion is not absurd, indeed, once the accretion disk is formed following the disruption of a star, whether the material was originated from a star or a gaseous clump should not change the behavior. Note that this should be a upper limit of the radiative feedback, since the radiative efficiency likely has a smaller value than the thin disk one, and a fraction of the bound stellar debris can become outflows.

In addition, to conserve total momentum, we update the velocity of the MBH, gas and stars accordingly. In the end, we have:

$$\begin{align*}
\text{stars:} & \quad m_i(t + \Delta t) = m_i(t) - \Gamma m_* \Delta t f_i \\
& \quad v_i(t + \Delta t) = v_i(t) \\
\text{gas:} & \quad \rho_{g,i}(t + \Delta t) = \rho_{g,i}(t) + \frac{M_i \Delta t f_i}{\Delta \xi^3} \\
& \quad u_i(t + \Delta t) = u_i(t) + \frac{M_i \Delta t f_i}{\Delta \xi^3} v_i(t) \\
& \quad e_i(t + \Delta t) = e_i(t) + \frac{1}{2} \frac{M_i \Delta t f_i}{\Delta \xi^3} v_i(t)^2 \\
\text{MBH:} & \quad \rho_{g,i}(t + \Delta t) = \rho_{g,i}(t) \langle M_* + \langle \rho_{*\text{star}} \rangle \Delta \xi^3 \frac{M_* + \langle M_{*\text{star}} \rangle \Delta \xi^3}{M_*} \rangle \\
& \quad v_e(t + \Delta t) = \frac{v_e(t) M_* + \langle \rho_{*\text{star}} \rangle \Delta \xi^3}{M_* + \langle M_{*\text{star}} \rangle \Delta \xi^3} \\
& \quad M_* = M_* + \langle M_{*\text{star}} \rangle \Delta \xi^3,
\end{align*}$$

where $\langle v_* \rangle$ is the mass-weighted velocity of stars, with velocities $v_i$, within $4\Delta \xi$ from the MBH; $v_e$ is the velocity of the MBH; $f_i = m_i(t)/M_i$ is the contribution of the stellar particle $i$ to the TDE rate ($M_i = M_k$ for $k = 4$ is the enclosed stellar mass within $4\Delta \xi$); and $\rho_{g,i}$, $u_i$ and $e_i$ are respectively the density, velocity and total energy density of the cell containing the stellar particle $i$.

### 2.3 Caveats

We discuss here a few numerical and physical caveats of the implementation:

- If the MBH is off-center from its host galaxy, and is therefore not in a spherical density profile, Eq. (17) could give negative $\gamma$. When $\gamma < 0$, we set $\Gamma = 0$.
- If the available mass of stars ($M_4$) is lower than the disrupted mass $\Gamma \Delta \xi$, then there are not enough stars. In this situation, we set $\Gamma = M_4/\Delta \xi$ and remove all available stars (note that in practice this did not happen in our simulations).
- Even if the density profile is spherical around the MBH, it is possible that it does not follow a simple power law. Our "bet" is that, if the resolution of the simulation is high enough, then the estimate of the inner slope $\gamma$ is enough for an estimate of the TDE rate. In practice as our simulation reaches a resolution $\Delta \xi \sim 7$ pc (see Table 1), this translates into assuming a constant slope within $\sim 60$ pc for our estimate of the TDE rate. Note that observed galaxies at $z \ll 1$ are usually well fitted with fixed inner slope within $\sim 100$ pc (e.g. Lauer et al. 2007), and there seem to be a correlation between density at these scales and the TDE rate (French et al. 2020a). However, this excludes the presence of a nuclear star cluster around MBHs (Pechetti et al. 2019; Sánchez-Janssen et al. 2019) which could enhance the TDE rate by orders of magnitude (Pfister et al. 2020).
- It is currently not known what is the fraction of disrupted material which falls back onto the MBH ($f_a$), nor how long it takes. If a star comes with a highly parabolic orbit, i.e. with total energy "close to zero", then we expect half of the debris to remain bound and half to be unbound. We assume here that all bound debris immediately falls back onto the MBH ($f_a = 0.5$).
- Pfister et al. (2019a) and Wang & Merritt (2004) only give an approximate TDE rate in the full and empty loss cone regime. More detailed analytical framework exist (Stone & Metzger 2016; Vasiliiev 2017), but it would be numerically inefficient (it involves computing numerous "integrals") and meaningless (we assume a spherical density profile and all stars a solar like which are "larger" approximations than the full/empty loss cone) to use them.
- Assuming that all stars are all solar-like is clearly simplistic, however, Stone & Metzger (2016) have shown that using a stellar mass distribution function varies the TDE rate by only $\sim 2$ with respect to the monochromatic Solar population we consider.
- Although stellar accretion can be super-Eddington, we still use the feedback thermal mode (see §3.3) from Dubois et al. (2012). This is somewhat inconsistent with high resolution simulations close to the vicinity of the MBH (Sadowski et al. 2016; Dai et al. 2018) which find that at high accretion rate, the feedback is more likely to be mechanical and possibly jetted if the conditions are optimal. We leave this development of super-Eddington accretion to a future study.

### 3 NUMERICAL SET-UP

In order to study the evolution of TDE rate in a galaxy evolving in a realistic context, we run a cosmological zoom on a halo whose properties are described in §3.1. The simulation is performed with the publicly available adaptive mesh refinement (AMR) code RAMSES (Teyssier 2002).

RAMSES follows the evolution of the gas using the second-order MUSCL-Hancock scheme for the Euler equations; and the approximate Harten-Lax-Van Leer Contact Riemann solver, with a MinMod total variation diminishing scheme to reconstruct the interpolated variables from their cell-centered values, is used to compute the unsplit Godunov fluxes at cell interfaces (Toro 1997). An equation of state of perfect gas composed of monoatomic particles with adiabatic index 5/3 is assumed to close the full set of fluid equations. The Courant factor is set to 0.8 to define the timestep.

Collisionless particles (dark matter, stars and MBHs) are evolved using a particle-mesh solver with a cloud-in-cell (CIC) interpolation. The size of the CIC is that of the local cell for MBHs and stars. As dark matter (DM) particles are larger in mass, we smooth their distribution to reduce their contribution to shot noise, and they can only project their mass on the grid down to a minimum cell size of $\Delta t_{\text{DM}}$, corresponding to the highest level unlocked when running the DM only simulation with the same mass resolution.

The AMR grid is refined using a quasi-Lagrangian crite-
Table 1. Simulation parameters

| Name           | Value        | Comments                                                                 |
|----------------|--------------|--------------------------------------------------------------------------|
| $L_{\text{box}}$ | 50 Mpc       | Size of the box at $z = 0$                                               |
| $M_{\text{vir}}$ | $3 \times 10^{11}$ |                                                                 |
| $l_{\text{max}}$ | 23           | Maximum level of refinement of the AMR grid, $\rho_{\text{gas}} > 1 \text{ amu cm}^{-3}$, $N$ stellar particles with mass $m_{\text{part}} = 6 \times 10^3 M_\odot$ are drawn from a Poisson distribution with parameter $\Lambda = M_{\text{SF}} / m_{\text{part}}$, where $M_{\text{SF}}$ is the mass of newly formed stars (Rasera & Teyssier 2006). $M_{\text{SF}}$ is computed so that the star formation rate follows a Kennicutt–Schmidt Law (Schmidt 1959; Kennicutt 1998), that is $M_{\text{SF}} = \epsilon \rho_{\text{gas}} \Delta x^3 / \tau_\text{ff}$, where $\epsilon$ is the star formation efficiency and $\tau_\text{ff} = (3\pi / (32 G \rho_{\text{gas}}^2))$ is the free fall time. $\epsilon$ depends on the local properties of gas and is estimated using the multi-$f$ PN model from Federrath & Klessen (2012).  |
| $\Delta x$      | 7 pc         | Best spatial resolution of dark matter particles. The minimum cell size, $\Delta x$, is kept roughly constant in proper physical size with redshift: an additional level of refinement is added every time the expansion factor $a_{\text{exp}}$ increases by a factor of two, such that the maximum level, $l_{\text{max}}$, is reached at $a_{\text{exp}} = 0.8$. For simplicity, we further assume that $\Delta x = L_{\text{box}} / 2^{l_{\text{max}}}$, where $L_{\text{box}}$ is the size of the box at $z = 0$.                                                                 |
| $\Lambda_{\text{DM}}$ | 450 pc       | Spatial resolution of dark matter particles. The mass of high resolution dark matter particles is kept roughly constant in proper physical size with redshift: an additional level of refinement is added every time the expansion factor $a_{\text{exp}}$ increases by a factor of two, such that the maximum level, $l_{\text{max}}$, is reached at $a_{\text{exp}} = 0.8$. For simplicity, we further assume that $\Delta x = L_{\text{box}} / 2^{l_{\text{max}}}$, where $L_{\text{box}}$ is the size of the box at $z = 0$.                                                                 |
| $m_{\text{part}}^{\text{DM}}$ | $10^7 M_\odot$ | Mass of high resolution dark matter particles. The mass of high resolution dark matter particles is kept roughly constant in proper physical size with redshift: an additional level of refinement is added every time the expansion factor $a_{\text{exp}}$ increases by a factor of two, such that the maximum level, $l_{\text{max}}$, is reached at $a_{\text{exp}} = 0.8$. For simplicity, we further assume that $\Delta x = L_{\text{box}} / 2^{l_{\text{max}}}$, where $L_{\box}$ is the size of the box at $z = 0$.                                                                 |
| $m_{\text{seed}}$ | $5 \times 10^5 M_\odot$ | Mass of stellar particles. Seed mass of MBHs.                                                                 |

3.1 Initial conditions

The initial conditions are produced with MUSIC (Hahn & Abel 2013) and are the same as in Trebitsch et al. (2019). We assume a $\Lambda$CDM cosmology with total matter density $\Omega_m = 0.3089$, baryon density $\Omega_b = 0.0486$, dark energy density $\Omega_{\Lambda} = 0.6911$, amplitude of the matter power spectrum $\sigma_8 = 0.8159$, $n_s = 0.9667$ spectral index and Hubble constant $H_0 = 67.74 \text{ km s}^{-1} \text{ Mpc}^{-1}$ consistent with the Planck data (Planck Collaboration et al. 2016).

Low resolution dark matter particles with mass $m_{\text{DM}}^{\text{coarse}} = 4 \times 10^6 M_\odot$ are placed onto the box with an effective resolution of 256$^3$ elements. Additional high-resolution dark matter particles, with an effective resolution of 4096$^3$ elements corresponding to a mass $m_{\text{part}}^{\text{DM}} = 10^5 M_\odot$, are placed around a halo of mass $M_{\text{vir}} = 3 \times 10^{11} M_\odot$ at $z = 5.7$.

3.2 Physics of galaxies

3.2.1 Cooling and heating

Gas is allowed to cool by hydrogen and helium with a contribution from metals using cooling curves from Sutherland & Dopita (1993) for temperatures above $10^4 K$. For gas below $10^4 K$ and down to our minimum temperature of $10 K$, we use the fitting functions of Rosen & Bregman (1995).

The effect of reionization is modelled with a uniform heating from the UVB background from Haardt & Madau (1996) below $z = 8.5$. In addition, to take into account that the center of dense regions can be shielded by neutral hydrogen, the UV photo-heating is reduced by $\exp(-\rho_{\text{gas}}^2 / \rho_{\text{shield}}^2)$, where $\rho_{\text{gas}}$ is the gas density of the cell and $\rho_{\text{shield}} = 0.01 \text{ amu cm}^{-3}$.

3.2.2 Star formation

During each timestep $\Delta t$, in leaf cells with gas density $\rho_{\text{gas}} > 1 \text{ amu cm}^{-3}$, $N$ stellar particles with mass $m_{\text{part}} = 6 \times 10^3 M_\odot$ are drawn from a Poisson distribution with parameter $\Lambda = M_{\text{SF}} / m_{\text{part}}$, where $M_{\text{SF}}$ is the mass of newly formed stars (Rasera & Teyssier 2006). $M_{\text{SF}}$ is computed so that the star formation rate follows a Kennicutt–Schmidt Law (Schmidt 1959; Kennicutt 1998), that is $M_{\text{SF}} = \epsilon \rho_{\text{gas}} \Delta x^3 / \tau_\text{ff}$, where $\epsilon$ is the star formation efficiency and $\tau_\text{ff} = (3\pi / (32 G \rho_{\text{gas}}^2))$ is the free fall time. $\epsilon$ depends on the local properties of gas and is estimated using the multi-$f$ PN model from Federrath & Klessen (2012).

3.2.3 Stellar feedback

21% of the mass of each stellar particles$^2$ is re-emitted in the medium in supernovae 5 Myr after their formation, releasing a (kinetic) energy of $2 \times 10^{50} \text{ erg} M_\odot^{-1}$. The amount of momentum deposited depends on the local density and metallicity of each neighbouring cell, and depends on the stages of the Sedov-Taylor blast wave (see Kimm & Cen 2014). In addition, modifications from Kimm et al. (2017), using the results of Geen et al. (2015), to take into account pre-heating of the interstellar medium by radiation before the supernovae explosion, are used.

3.3 Physics of black holes

Our model for MBHs follows closely from Dubois et al. (2012).

3.3.1 Seeding

MBHs are represented with sink particles, with an initial mass $M_{\text{seed}} = 10^5 M_\odot$. They are formed in Jeans unstable cells containing enough gas to form the MBH, and with $\min(\rho_{\text{gas}}, \rho_{\text{seed}}) > 100 \text{ amu cm}^{-3}$, where $\rho_{\text{gas}} (\rho_{\text{seed}})$ corresponds to the stellar (gas) density in the cell. As this criterion formation is local, i.e. we do use any halo finder to enforce MBH seeding in the exact center of halos/galaxies (e.g. Vogelsberger et al. 2013), this could result in multiple MBHs per galaxy. In order to avoid this, an exclusion radius of 50 kpc is used.

3.3.2 Accretion

Each MBHs are surrounded by massless cloud particles equally spaced by $\Delta x/2$ on a regular grid lattices within a sphere of radius 4$\Delta x$ around the MBH. These cloud particles are used to measure the averaged gas quantities around the MBH. For instance, the mean gas density is obtained as:

$$\bar{\rho}_{\text{gas}} = \sum_{i \in \text{cloud particles}} \rho_{\text{gas},i} \exp\left(-\frac{r_i^2}{r_\text{cloud}^2}\right).$$

$^2$ This corresponds to the mass fraction of stars more massive than $8 M_\odot$ assuming a Kroupa initial mass function (Kroupa 2001) with stars having a mass in between 0.08 and 100$M_\odot$. 
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Figure 1. Left: Stellar density projection. Right: gas–density–weighted gas density projection. In all cases, the images are centered on the main galaxy. **Top:** Moment at which the main galaxy undergoes a minor 1:10 merger, the satellite galaxy is in the bottom right of the main galaxy and contains the “minor” MBH (red dot). **Bottom:** Moment at which the main galaxy undergoes a major 1:4 merger, the satellite galaxy is on the top right of the main galaxy and contains the “major” MBH (blue dot). In all cases, we show all the MBHs (dots): the central MBH of the main galaxy (black), the minor MBH (red), the major MBH (blue) as well as all the other MBHs in the field of view (green). Finally, we indicate MBHs which have, at the time of the snapshot, a TDE rate larger than $10^{-5}$ yr\(^{-1}\) with a yellow ring. The colors used for the 3 “special” MBHs are the same as in Fig. 5.

where $\rho_{g,i}$ is the gas density of the cell the cloud particle lies in and $r_i$ is the distance of the cloud particle to the MBH. $r_*$ is defined as:

$$
 r_* = \begin{cases} 
 \frac{\Delta x}{4} & \text{if } r_B < \frac{\Delta x}{4} \\
 \frac{\Delta x}{r_B} & \text{if } \frac{\Delta x}{4} < r_B < 2\Delta x \\
 2\Delta x & \text{if } 2\Delta x < r_B 
\end{cases}
$$

(23)

where $r_B = GM_*/(c_s^2 + v_g^2)$ is the Bondi radius (Bondi 1952); $c_s$ and $v_g$ are respectively the sound speed and relative velocity of the MBH with respect to the gas, in the cell the MBH lies in.

From these averaged quantities we can estimate the gas accretion rate $M_{*,\text{gas}}$, using the minimum between the Bondi
and the Eddington (Eddington 1916) accretion rate:

\[ M_B = \frac{4\pi G^2 M_\odot^2 \rho_{\text{gas}}}{(c_s^2 + v_{\text{esc}}^2)^{3/2}} \]

\[ M_{\text{Edd}} = \frac{4\pi GM_\odot m_p}{\epsilon c \sigma_T c}, \]

where \( m_p \) is the proton mass; \( c \) is the speed of light; \( \sigma_T \) is the Thompson cross-section and \( \epsilon \) is classically fixed to 10% as the spin is not followed in the simulation.

In addition, stellar accretion onto MBHs through TDEs, as described in §2.2, is used. In what follows we refer to the total MBH accretion rate as \( \dot{M}_\ast \).

### 3.3.3 AGN feedback

Following accretion, between \( t \) and \( t + \Delta t \), the energy released in the medium is

\[ E_{\text{AGN}} = \epsilon_f \dot{M}_\ast c^2 \Delta t, \]

where \( \epsilon_f \) is the coupling efficiency, indicating how does the energy released couples with the gas and depends on the mode the MBH is in.

At high accretion rate (Eddington ratio, \( \chi = \dot{M}_\ast / \dot{M}_{\text{Edd}} > 1 \%), the (thermal) energy is uniformly distributed in all cells within \( r_{\text{AGN}} = 4\Delta x \) from the MBH: this is the thermal mode. In this situation we set \( \epsilon_f = 1.5\% \), lower than the value from Dubois et al. (2012) or Trebitsch et al. (2019), but larger than Lupi et al. (2019) and similar to Capelo et al. (2015).

At low accretion rate (\( \chi < 1\% \)) the (kinetic) energy is released through a cylindrical bipolar jet centered on the MBH, with radius/height \( r_{\text{AGN}} \) and direction parallel to the angular momentum of surrounding gas:

\[ L_\gamma = \sum_{i \in \text{cloud particles}} \rho_{\text{gas}} r_i \times u_i, \]

where \( r_i \) and \( u_i \) are respectively the distance and velocity relative to the MBH of the gas cell hosting the cloud particle \( i \). The rate at which momentum is deposited depends on the radial distance \( r \) to the axis of the cylinder:

\[ \dot{p}_{\text{bin}}(r) = \psi(r) \eta \dot{M}_\ast \times \sqrt{\frac{2\epsilon_f \epsilon_f}{\eta} r^3}, \]

where \( \epsilon_f = 100\% \) as in Dubois et al. (2012); \( \eta = 100 \) is the mass loading factor, corresponding the the enhancement of the mass due to swept up gas\(^3\), and:

\[ \psi(r) = \exp \left( -\frac{r^2}{r_{\text{AGN}}^2} \right) \]

sums up to 1 over the whole cylinder.

### 3.3.4 Dynamics

Contrary to many simulations where MBHs are anchored to the center of galaxies (e.g. Vogelsberger et al. 2013), we allow MBHs to freely move in the potential. Being massive, they suffer dynamical friction (Chandrasekhar 1943; Binney & Tremaine 1987; Tremmel et al. 2015), some of which is unresolved due to lack of resolution (Pfister et al. 2017). For this reason, additional forces, in the opposite direction of the velocity of the MBH, are added to correct the dynamics.

Dynamical friction from stars/dark matter is detailed in Pfister et al. (2019b) (using analytical work from Chandrasekhar 1943), and dynamical friction from gas is detailed in Dubois et al. (2014) (using analytical work from Ostriker 1999). To our knowledge, RAMSES is currently the only code which physically treats both collisional and collisionless unresolved dynamical friction.

Finally, we stress that we have chosen a relatively massive MBH seed (\( M_{\text{seed}} = 10^5 M_\odot > 10^5 m_{\text{part}} \)), as such, these MBHs are not subject to spurious 2-body interactions and no additional correction is needed for the dynamics (Pfister et al. 2019b).

### 3.3.5 Mergers

When two MBHs get closer than \( 4\Delta x \), and if the gravitational energy of the binary is larger than the kinetic energy, i.e. the binary would be bound in vacuum, MBHs are numerically merged. Note that this could lead to spurious mergers (Volonteri et al. 2020), which we do not explore in this paper.

### 3.4 Halos, galaxies, their history and some matching

We use ADAPTÀHOP (Aubert et al. 2004) on dark matter (stellar) particles to detect gravitationally bound structures, i.e. halos (galaxies), containing at least 50 particles. We then construct the history of halos (galaxies) using TREEMAKER (Tweed et al. 2009), which match halos (galaxies) from one output to the other using the IDs of particles forming the structures.

We then match galaxies to halos, selecting the closest galaxy in position. As the zoom has been made on a particular halo, which is the most massive one unpolluted, i.e. containing only high resolution dark matter particles, the galaxy of this halo is the “main” galaxy. Galaxies which are identified and are matched to other unpolluted halos are called “satellite” galaxies...

Finally, we match MBHs to galaxies. A MBH is assumed to belong to a galaxy if it is within the effective radius of the galaxy (see definition in Appendix B), and the closest to the center is the central MBH of this galaxy. If a MBH can be associated to many galaxies, we assign the MBH the most massive galaxy. In what follows, we refer to the “central” MBH as the central MBH of the main galaxy at the end of our simulation (at \( z > 6 \)).

In Fig. 1 we show the stellar (gas) density projection of the main galaxy during a minor 1:10 and a major 1:4 merger. We indicate MBHs with dots: the central MBH (black), the central MBH of the satellite galaxy of the minor merger (the “minor” MBH in red), the central MBH of the satellite galaxy of the major merger (the “major” MBH in blue) as well as all the other MBHs in the field of view (green). Finally, we indicate MBHs which have, at the time of the snapshot, a TDE rate larger than \( 10^{-5} \text{yr}^{-1} \) with a yellow ring.
4 RESULTS

4.1 Global properties

As we have used the exact same initial conditions as Trebitsch et al. (2019), we can make a fair comparison between the global properties of the two simulations, keeping in mind that details may vary, as some parameters are not exactly the same (particle stellar mass, seed mass of MBHs, use of boost for gas dynamical friction, absence of TDEs etc... see § 3).

We show in Fig. 2 the mass of the main galaxy (orange) as a function of time in our simulation (solid line) and in the simulation of Trebitsch et al. (2019) (dashed lines). Apart from minor differences at early time, as soon as the galaxy is well settled with a mass larger than $10^8 M_\odot$, its mass is independent of the detailed parameters of the simulation.

On the same Figure, we show the mass of the central MBH (green) in the two simulations, as well as the moments at which the central MBH undergoes a MBH merger (markers). The final masses, which differ by a factor of 3, match remarkably well considering that (in unranked order) (i) the initial MBH seed masses are different; (ii) Trebitsch et al. (2019) uses a boost for gas dynamical friction, “encouraging” the MBH to remain in gas dense regions and reducing its relative velocity to surrounding gas, enhancing the accretion rate (which scales as the density and the inverse cubic of the relative velocity, see Eq.(24)), sometime by orders of magnitude; (iii) the number of mergers, and the total “accreted” mass through mergers greatly differ: 3 mergers in our simulation corresponding to 6% of the final mass, and 20 mergers in Trebitsch et al. (2019) corresponding to 24% of the final mass (this is likely to be related to (i) and (ii), but we leave this for future investigations, as we are interested in the TDE rate in this paper); (iv) Trebitsch et al. (2019) do not include MBH growth through TDEs; and (v) the AGN feedback coupling efficiency in the thermal mode differs by a factor of 10 in the two simulations.

On the same Figure, we show the mass accreted through gas (blue), and through stars following TDEs (black). As the total contribution of TDEs is only $10^4 M_\odot$ out of the $5 \times 10^5 M_\odot$ of the MBH final mass, this suggests that the difference between Trebitsch et al. (2019) and our simulation is not due to (iv), and including TDEs is not mandatory to properly estimate the final mass of the MBH. However, at early time, when the MBH is lighter than $\sim 5 \times 10^5 M_\odot$, the contribution of stars appear to be similar to that of gas.

In Fig. 3 we show the fraction of mass accreted through star as a function of time. At early time, TDEs and their subsequent stellar accretion have a significant contribution to the growth of the MBH. Indeed, more than 10% of the accreted mass of the central MBH is coming from stars during the first 300 Myr of its life, until its mass is larger than $\sim 5 \times 10^5 M_\odot$ and the MBH is massive enough to accrete at about the Eddington rate and mostly grow through gas accretion. Unfortunately, for numerical reasons (see §3.3.4), we could not decrease the seed mass of the MBH and study the earlier growth of intermediate mass MBHs through TDEs. We note however that this is in principle doable with the models described in §2.2, at the cost of globally increasing the resolution of the simulation.

In Fig. 4, we show the gas (blue), stellar (black) and Eddington (red) accretion rate of the central MBH averaged on different timescales (light color, 50 Myr; dark color, 10 Myr). Although they are shown with the same frequency, the stellar accretion rate is smoother than gas accretion rate. The reason is twofold: (i) the stellar density is spatially smoother than the gas density (see Fig. 1 for projections maps), therefore changes in the MBH position will change the gas density (and MBH gas accretion), leaving the stellar density (and the MBH stellar accretion) unchanged; and (ii) stars are not subject to feedback while gas is, so at a given spatial position, the stellar density is temporally smoother than the gas density (Prieto et al. 2017). More quantitatively, we simply estimate smoothness of a quantity $\tau$ as the time average
of the relative variation throughout the simulation:

\[
\bar{\varrho} = \left( \frac{\Delta \varrho}{\bar{\varrho}} \right)_{\text{avg}},
\]

where \(\Delta \varrho\) is the variation of the quantity \(\varrho\) between two consecutive timesteps (about 50 kyr); \(\bar{\varrho}\) is the mean value of the quantity \(\varrho\) on two consecutive timesteps and \(\langle \cdot \rangle\) indicates an average over the duration of the simulation. We find that \((\bar{\varrho}_{\text{star}}, \bar{\varrho}_{\text{gas}}, \bar{\varrho}_{\text{inst}}, \bar{\varrho}_{\text{edd}}) = (13\%, 66\%, 1\%, 60\%)\). The relative variation in the gas accretion \((\bar{\varrho}_{\text{gas}}\langle g \rangle)\) reproduces well the relative variations of the the gas density in the vicinity of the MBH \((\bar{\varrho}_{\text{gas}}\langle g \rangle)\). While the relative variations of the stellar accretion \((\bar{\varrho}_{\text{star}}\langle S \rangle)\) does not reproduce as well the relative variations of the stellar density around the MBH \((\bar{\varrho}_{\text{star}}\langle S \rangle)\), we recall that, contrary to gas accretion, stellar accretion does not scales directly linearly with the stellar density around the MBH.

This confirms however that the rapidly (slowly) varying gas (stellar) density around the MBH results in a rapidly (slowly) varying gas (stellar) accretion. We note that, because it is much smoother, at any times (hence MBH masses), the accretion rate following TDEs can be orders of magnitude larger than the gas accretion rate. This suggests that, at any time, it is possible that the properties of the emitting MBH are those of a MBH accreting stars only. If the composition of stars differ from the composition of surrounding gas (e.g. stars have a higher nitrogen to carbon abundance), this confirms that, at any time, nitrogen rich quasar could be due to TDEs (Kochanek 2016; Liu et al. 2018).

To summarize, stellar accretion due to TDE is smoother than gas accretion, simply due to that the stellar density in the vicinity of the MBH is smoother than the gas density, and stellar accretion can be much larger than gas accretion at all time. However, in the end, growth through TDEs is efficient only for MBHs with a mass lower than \(5 \times 10^5\) M\(_\odot\), more massive MBHs mostly grow through gas accretion and the final TDEs contribution is negligible.

4.2 TDE rate

Our simulation allows us to estimate the TDE rate of every MBHs as a function of time. Since we also know which MBHs belong to the main galaxy, we can estimate the total TDE rate of the galaxy as:

\[
\Gamma_{\text{gal}} = \sum_{i \in \text{MBHs in the main galaxy}} \langle \Gamma_i \rangle_{10 \text{Myr}},
\]

where \(\Gamma_i\) is the TDE rate of MBH \(i\) and \(\langle \cdot \rangle_{10 \text{Myr}}\) indicates an average over a 10 Myr window (our results are unchanged with a 5 or 50 Myr window).

In what follows we will focus on the three “special” MBHs presented in §3.4 and Fig. 1: the central MBH of the main galaxy (the “central” MBH in black), the central MBH of the satellite galaxy of the minor merger (the “minor” MBH in red) and the central MBH of the satellite galaxy of the major merger (the “major” MBH in blue).

4.2.1 TDE rate during mergers

We show in Fig. 5 the TDE rates of the 3 MBHs \(\Gamma_{\text{central}}/\Gamma_{\text{minor}}/\Gamma_{\text{major}}\) in black/red/blue (colors are the same as the dots representing these MBHs in Fig. 1) as well as the total TDE rate of the galaxy \(\Gamma_{\text{gal}}\) (orange) as a function of time. The minor and major galaxy mergers shown in Fig. 1 are indicated with thick vertical black areas. When the MBHs of the satellite galaxies are not in the main galaxy (they are brought by the galaxy merger), we indicate their evolution with dashed lines, their subsequent evolution following the galaxy merger is marked with solid lines. We find a clear enhancement of \(\sim 1\) order of magnitude of the total TDE rate of the main galaxy during mergers, however, the enhancement does not occur on the central MBH.
10^{-5}\ yr^{-1}. This value is in good agreement with local estimates (Donley et al. 2002; Gezari et al. 2008; van Velzen & Farrar 2014; Holoi et al. 2016; Blagorodnova et al. 2017; Auchettl et al. 2018; van Velzen 2018) but already in place at \( z \gtrsim 6 \). We recall that, by construction only one fairly massive galaxy is studied here (this is a zoom-in simulation), and a more statistical analysis should be performed, but this suggests that some galaxies could already have a well established TDE rate of few \( 10^{-5}\ yr^{-1} \) at \( z \sim 6 \) when the universe is 1 Gyr.

Initially, the total TDE rate of the galaxy (orange) is similar to that of the central MBH (black), i.e. the TDE rate of the galaxy is dominated by TDEs occurring on the central MBH. However, MBHs brought by successive mergers (all the dots but the black one in Fig. 1), which can take very long time to sink toward the center of the galaxy through dynamical friction (Pfister et al. 2019b), also contribute to the total TDE rate of the galaxy, sometime dominating it.

For instance, during the first minor merger we consider (at \( t = 0.73\ Gyr \)), the MBH of the satellite galaxy (the minor MBH in red), which has a high TDE rate (\( 4 \times 10^{-5}\ yr^{-1} \)) penetrates the main galaxy, resulting in an enhancement the total TDE rate. This high TDE rate around the minor MBH is due to a merger induced nuclear starburst at \( t = 0.70\ Gyr \), time at which the star formation rate within 4\,pc from the minor MBH is enhanced by 30. This picture is in agreement with previous theoretical results who find that mergers trigger nuclear starbursts, enhancing the TDE rate (Pfister et al. 2019a).

During the second major merger we study (at \( t = 0.90\ Gyr \)) the major MBH (blue) penetrates the main galaxy and completely dominates the rate. The picture here is however different than that of the first merger, as the TDE rate around this major MBH is not enhanced per se: it was of \( 5 \times 10^{-3}\ yr^{-1} \) since \( t = 0.60\ Gyr \). Instead, the major MBH penetrates the main galaxy while being surrounded by an already dense stellar cusp (see bottom left panel of Fig. 1), therefore its already high TDE rate is not affected.

Overall, we find that during the two mergers we discussed, the TDE rate is enhanced by 1 order of magnitude during about 100 Myr. This enhancement is due to a nuclear starburst for the first minor merger, and to that a MBH with a well established stellar cusp enters the main galaxy for the second major merger. Other processes resulting in an enhancement of the TDE rate could happen during mergers: dynamical effects in dry mergers (Li et al. 2017); or simply a MBH on an eccentric orbit periodically crossing the dense center of the main galaxy. We did not find such examples in our simulation.

Finally, we note that the TDE rate of the central galaxy is dominated by off-centered MBHs during about 200 Myr out of the 1 Gyr our simulation lasts, suggesting that during up to 20% of the time, the TDE rate could be dominated by off-centered TDEs. While surveys designed to find TDEs (e.g. van Velzen et al. 2020) usually look for central TDEs to exclude most supernovae, blind surveys may already have observed off-centered TDEs (Lin et al. 2018; Margutti et al. 2019).

To summarize, we find that, for some galaxies at least, the TDE rate at \( z > 6 \) could already be similar to the one at \( z = 0 \). We also confirm that the TDE rate is globally enhanced by about 1 order of magnitude during 100 Myr around mergers, but not necessarily for the central MBH of the main galaxy, MBHs brought by successive mergers could see their TDE rate larger than the one of the central MBH, and actually dominate the total TDE rate of the galaxy, resulting in fairly frequent (~ 20% of the time in our simulation) off-centered TDEs.

\[ L_X = \frac{L_{bol}}{k} \]  
\[ L_{bol} = \frac{e_r}{1 - e_r} M_{gas} c^2 \]  
\[ k = 10.85 \left( \frac{L_{bol}}{10^{39}L_\odot} \right)^{0.28} + 6.08 \left( \frac{L_{bol}}{10^{39}L_\odot} \right)^{-0.020} \]

We exclude here the stellar accretion when computing \( L_{bol} \). The reason is that including stellar accretion would result...
in an X-ray background: the central MBH is constantly accreting stars at about $10^{-5} \, M_{\odot} \, \text{yr}^{-1}$, and taking into account stellar accretion would result in constant minimum X-ray luminosity of $-10^{40} \, \text{erg s}^{-1}$. This artifact comes from our poor ($\sim 50 \, \text{kyr}$) temporal resolution: in reality, TDEs occur on $\sim \text{yr}$ timescale with much brighter luminosity (Auchettl et al. 2017), therefore do not produce this unphysical X-ray background. In other words, because the number of TDEs during one timestep is small ($\Delta t \lesssim 1$), if we were to observe the galaxy during one timestep, the fraction of time during which the luminosity would be the one of a TDE would be very small ($\sim \Gamma \times 1 \, \text{yr} \sim 10^{-5}$ for a typical duration of 1 yr), and at much brighter $L_X$. We stress here that we do not pretend to capture the details of the luminosity curve to differentiate between AGNs and TDEs: both our spatial and temporal resolution are far too poor. Our goal here is to know what would be the typical TDE rate in an AGN. Note that we also exclude all the wandering MBHs of the main galaxy, which could also produce X-rays. We did so because none of them has an accretion rate similar to that of the central MBH: the second most massive MBH is only $5 \times 10^5 \, M_{\odot}$ (it is the major blue MBH from §4.2.1).

From $\Gamma$ and $L_X$ at all times, we can compute the joint distribution $P(\Gamma, L_X)$, such that $P(\Gamma, L_X) \, d\Gamma \, dL_X$ corresponds to the fraction of time spent a $L_X$ and $\Gamma$, as:

$$P(\Gamma, L_X) \, d\Gamma \, dL_X = \frac{\Delta t_i}{\tau_i},$$

where $i$ corresponds to timesteps during which the X-ray luminosity and TDE rate are respectively in $[L_X, L_X + dL_X]$ and $[\Gamma, \Gamma + d\Gamma]$. $\Delta t_i$ is the duration of these timestep and $\tau_i \sim 0.76 \, \text{Gyr}$ is the time during which the MBH is followed in the simulation.

We show $P(\Gamma, L_X)$ in Fig. 6. We find a large scatter, suggesting no clear relations between TDE rate and X-ray luminosity. We compute the mean TDE rate at fixed $L_X$ (red line):

$$\bar{\Gamma}(L_X) = \left( \frac{\int_{\Gamma} \, P(\Gamma, L_X) \, d\Gamma}{\int_{\Gamma} \, P(\Gamma) \, d\Gamma} \right).$$

On average, the TDE rate increases with $L_X$ until $10^{39} \, \text{erg s}^{-1}$ where it plateaus at few $10^{-7} \, \text{yr}^{-1}$. When $L_X$ reaches $10^{42} \, \text{erg s}^{-1}$ and the MBH is classified as an AGN (Brightman & Nandra 2011), the TDE rate starts decreasing, suggesting that the TDE rate is lower in AGNs. However, we recall that the TDE rate is lower for more massive MBHs (Wang & Merritt 2004), and that more massive MBHs can shine more (assuming their luminosity is a fraction of the Eddington luminosity). Therefore it could be that this lower TDE rate in AGNs is simply due to that MBHs in AGNs are usually more massive.

To test this, we split the simulation in two sub-samples: when the MBH is less massive than $4 \times 10^5 \, M_{\odot}$ ($\tau > 0.69 \, \text{Gyr}$; $\tau \sim 0.44 \, \text{Gyr}$), and when it is more massive than $10^6 \, M_{\odot}$ ($\tau > 0.79 \, \text{Gyr}$; $\tau \sim 0.22 \, \text{Gyr}$). We then recompute $\bar{\Gamma}$ for these two sub-samples (black lines). Regardless of the X-ray luminosity, the TDE rate is larger for lighter MBHs, in agreement with Wang & Merritt (2004). Regarding the enhancement, or not, of the rate in AGNs, we find that, as long as $L_X > 10^{38} \, \text{erg s}^{-1}$, the TDE rate is fairly constant at all $L_X$, confirming that the lower TDE rate in AGNs is due to more massive MBHs.

To summarize, our simulation suggests that, at fixed MBH mass, there is no enhancement of the TDE rate in AGNs. However, in general, the TDE rate should be lower in AGNs simply because AGNs are powered by massive MBHs, for which the TDE rate is lower.

5 CONCLUSIONS

We have developed a physically motivated subgrid model to include stellar accretion on MBHs and TDEs in cosmological simulations, and we have performed a cosmological zoom simulation of a $3 \times 10^{10} \, M_{\odot}$ galaxy at $z \sim 6$. Our main findings are the following:

(i) Overall, TDEs and stellar accretion do not contribute much to the growth of MBHs, in our particular case only 0.2% of the final mass comes from stars. However, TDEs are particularly efficient in growing MBHs in their early life, when they are lighter than $\sim 5 \times 10^5 \, M_{\odot}$, with more than 10% of the total accreted mass coming from stars during the first 300 Myr. We stress that this value could be underestimated as the minimum MBH mass allowed in our simulation is $10^5 \, M_{\odot}$, and that the TDE rate increases with decreasing mass. All this suggests that accretion following TDEs is a promising channel to rapidly grow light MBHs.

(ii) Stellar accretion is much smoother than gas accretion, this results naturally from the stellar density being temporally and spatially smoother than the gas density. At any time, the gas accretion rate can be orders of magnitude lower or higher than the stellar accretion rate.

(iii) When a galaxy merger occurs, the global TDE rate in a galaxy can be enhanced by up to 1 order of magnitude during 100 Myr. This enhancement occurs on the central MBH of the satellite galaxy and it is caused by a nuclear starburst or a MBH entering the main galaxy with a dense stellar cusp (hence with a high TDE rate).

(iv) As galaxy mergers bring many MBHs which may take a long time to sink toward the center of the main galaxy, the amount of off-centre TDEs could be fairly high. In our simulation, the TDE rate of the main galaxy is dominated by off-centre TDEs during 20% of the time.

(v) Some galaxies with mass comparable to that of the Milky Way today could already have a well established TDE rate of $10^{-3} \sim 10^{-4} \, \text{yr}^{-1}$, comparable with local estimates, at $z > 6$.

(vi) At fixed MBH mass, the TDE rate is independent of the X-ray luminosity of the central MBH, and no enhancement is expected in AGNs. However, since luminous AGN are powered by MBHs with mass $> 10^6 \, M_{\odot}$ and the TDE rate decreases as $M_{\odot}$ increases, for a population of AGNs the TDE rate is expected to be $< 10^{-2} \, \text{yr}^{-1}$.

This is the first study of TDEs and their evolution over cosmic time using cosmological hydrodynamic simulations. While only one galaxy has been studied in this analysis, we are planning to run a cosmological volume in order to increase the statistical validity of our investigation and explore
how stellar accretion and TDEs depend on the environment and properties of their galaxies.
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APPENDIX A: AN ESTIMATE OF THE CRITICAL RADIUS

In general, there exists no simple solution to Eq. (2). This still holds when the density profile is very simple such as a power-law (Eq. (7)) for which Eq. (2) reduces to Eq. (9). However, in some situations \( \gamma = 0; 1; 2 \), Eq. (9) is a polynomial with simple solutions (which we do not report here) and \( r_c \) can be expressed.

In Fig. A1, we show the in the top panel the exact solution solving the polynomial (thick lines) and our approximate solution given by Eq. (18) (thin lines), and in the bottom panel relative difference between solutions. For \( \gamma \) spanning between 0 and 2, i.e. almost all the value allowed in our subgrid model, and for \( \rho_0/\rho_0 \) spanning 6 orders of magnitude, the relative difference peaks at 30\%, which we consider as “reasonable” given the assumptions of the model.

APPENDIX B: EFFECTIVE RADIUS OF GALAXIES

Contrary to halos, for which the virial radius can be defined to obtain the “size” of the structure, there are no clear definition for the size of a galaxy. In this Appendix we define the effective radius \( R_{\text{eff}} \) which we use for the “size” of the galaxy.

Once gravitationally bound structures have been detected with AdaptaHOP, we compute the pseudo-inertia tensor:

\[
\mathbf{I}_{ij} = \sum_k m_k s_{i,k} x_{j,k},
\]

where the sum is made on stellar particles \( k \) belonging to the galaxy, with masses \( m_k \) and positions \( (x_{1,k}, x_{2,k}, x_{3,k}) = (x_k, y_k, z_k) \) from the center of the galaxy.

From \( \mathbf{I} \) we can obtain the principal ellipsoid of the galaxy. The eigenvectors are the principal directions, and the eigenvalues \( (I_1, I_2, I_3) \) are related to the principal axis \( (a_1, a_2, a_3) \) by:

\[
I_i = \frac{5}{3} M a_i^2,
\]

where \( M \) is the total mass of the galaxy, and the 1/5 factor is added so that the equation is correct for a homogeneous ellipsoid.

Once the principal ellipsoid is known, we compute the mass in concentric ellipsoid and find the one which contains 90\% of the total mass of the galaxy. The principal axis of this ellipsoid are \( (a_{1,\text{eff}}, a_{2,\text{eff}}, a_{3,\text{eff}}) = (a_{\text{eff}} a_1, a_{\text{eff}} a_2, a_{\text{eff}} a_3) \), \( a_{\text{eff}} > 0 \), so that the effective radius is given by:

\[
R_{\text{eff}} = (a_{1,\text{eff}} a_{2,\text{eff}} a_{3,\text{eff}})^{1/3}.
\]
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