Recover all coefficients in second-order hyperbolic equations from finite sets of boundary measurements
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Abstract
We consider the inverse hyperbolic problem of recovering all spatial dependent coefficients, which are the wave speed, the damping coefficient, potential coefficient and gradient coefficient, in a second-order hyperbolic equation defined on an open bounded domain with smooth enough boundary. We show that by appropriately selecting finite pairs of initial conditions we can uniquely and Lipschitz stably recover all those coefficients from the corresponding boundary measurements of their solutions. The proofs are based on Carleman estimate, continuous observability inequality and regularity theory for general second-order hyperbolic equations.
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1. Introduction and main results
Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \), be an open bounded domain with smooth enough (e.g. \( C^2 \)) boundary \( \Gamma = \partial \Omega = \Gamma_0 \cup \Gamma_1 \), where \( \Gamma_0 \cap \Gamma_1 = \emptyset \). We refer \( \Gamma_1 \) as the observed part of the boundary where the measurements are taken, and \( \Gamma_0 \) as the unobserved part of the boundary. We consider the following general second-order hyperbolic equation for \( w = w(x,t) \) defined on \( Q = \Omega \times (0,T) \):

\[ c_1(x) \frac{
abla^2 w}{a_1(x)} + \frac{
abla w}{a_2(x)} + \frac{
abla_1 w}{a_3(x)} + \frac{
abla_1^2 w}{a_4(x)} = f(x,t), \quad x \in \Omega, t > 0, \]

\[ w(x,t) = g(x,t), \quad x \in \Gamma_0, t > 0, \]

\[ w(x,t) = 0, \quad x \in \Gamma_1, t > 0, \]

\[ w(x,0) = w_0(x), \quad x \in \Omega, \]

\[ \frac{
abla w}{a_1(x)} \cdot n = h(x,t), \quad x \in \Gamma_0, t > 0, \]

where \( a_i(x), c_1(x) \geq 0 \) are bounded measurable functions for \( 1 \leq i \leq 4 \), \( n \) is the outward normal to the boundary, \( f \), \( g \), \( h \) and \( w_0 \) are given functions.
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There exists a strictly convex function \(d_{\Omega}\) along with initial conditions \(\{w_0, w_1\}\) and Dirichlet boundary condition \(h\) on \(\Sigma = \Gamma \times [-T, T]\) that are given in appropriate function spaces:

\[
\begin{align*}
\left\{ \begin{array}{ll}
w_t - c^2(x)\Delta w + q_1(x)w_t + q_0(x)w + q(x) \cdot \nabla w = 0 & \text{in } Q \\
w(x, 0) = w_0(x); \ w_t(x, 0) = w_1(x) & \text{in } \Omega \\
w(x, t) = h(x,t) & \text{in } \Sigma.
\end{array} \right.
\tag{1}
\]

Here the wave speed \(c(x)\) satisfies

\[c \in C = \{ c \in C^1(\Omega) : c_0^{-1} \leq c(x) \leq c_0, \text{ for some } c_0 > 0\}\]

\(q_1 \in L^\infty(\Omega), q_0 \in L^\infty(\Omega),\) and \(q \in (L^\infty(\Omega))^n\) are the damping, potential, and gradient coefficients, respectively.

We then consider the following inverse problem for the system (1): Recover all together the wave speed \(c(x)\), the damping coefficient \(q_1(x)\), the potential coefficient \(q_0(x)\), and the gradient coefficient \(q(x)\) from measurements of Neumann boundary traces of the solution \(w = w(w_0, w_1, h, c_0, q_0, q)\) over the observed part \(\Gamma_0\) of the boundary and over the time interval \([-T, T]\). Of course here \(T > 0\) should be sufficiently large due to the finite propagation speed of the system (1). In addition, to make the observed part \(\Gamma_0\) of the boundary more precise, in this paper we assume the following standard geometrical assumptions on the domain \(\Omega\) and the unobserved part of the boundary \(\Gamma_0\):

\[d(x)\] has no critical point on \(\Omega\). In other words,

\[
\inf_{x \in \Omega} |Dd| > 0, \text{ so that we may take } \inf_{x \in \Omega} \frac{|Dd|^2}{d} > 4.
\]

**Remark 1.1.** The geometrical assumptions above permit the construction of a vector field that enables a pseudo-convex function necessary for allowing a Carleman estimate containing no lower-order terms for the general second-order equation (1) (see section 2). These type assumptions were formulated as early as in Hörmander’s classical work on partial differential operators of principal types [10]. Specifically they were also formulated in [30] under the framework of a Euclidean metric, with [39] employing them under the more general Riemannian framework. For examples and detailed illustrations of large general classes of domains \(\{\Omega, \Gamma_1, \Gamma_0\}\) satisfying the aforementioned assumptions we refer to [39, appendix B].
One canonical example is to take $d(x) = |x - x_0|^2$, with $x_0$ being a point outside $\overline{\Omega}$, if the wave speed $c$ satisfies a more restrictive condition

$$\left| \nabla c(x) \cdot (x - x_0) \right| \leq r_c < 1, \quad \forall x \in \overline{\Omega}, \text{ for some } r_c \in (0, 1) \tag{2}$$

see for examples, [16, theorem 3.2.1], [14, theorem 1] and [5, theorem 6.1] for more details. On the other hand, the condition (2) on $c$ may be improved to

$$\nabla c^{-2}(x) \cdot (x - x_0) \geq 0, \quad \forall x \in \overline{\Omega} \tag{3}$$

see [24, theorem 2.5.1].

The classical inverse hyperbolic problems usually involve recovering a single unknown coefficient, typically the damping coefficient or the potential coefficient, from a single boundary measurement of the solution, e.g. [6, 12, 13, 17, 33, 35, 38, 40]. To some extent, those setup are expected since the unknown coefficient, whether it is the damping or the potential one, depends on $n$ independent variables and the corresponding boundary measurement also depends on $n$ free variables. In fact, under proper conditions it is even possible to recover both potential and damping coefficients in one shot by just one single boundary measurement [34]. In the case of a gradient coefficient, the unknown function is vector-valued and containing $n$ different real-valued functions. Hence a single measurement does not seem to be sufficient to recover all of them, which is probably why such problem is much less studied in the literature. Nevertheless, it is possible to recover the coefficient by properly making $n$ sets of boundary measurements [18]. In fact, a general scheme of recovering multiple lower-order coefficients from the corresponding number of measurements for inverse hyperbolic problems was provided in [19].

In the case of recovering the variable unknown wave speed $c(x)$, since the unknown function is at the principle order level, one typically needs to rewrite the hyperbolic equation as a Riemannian wave equation so that the principle part becomes constant coefficients on an appropriate Riemannian manifold [3, 36], see also [22, theorem 4.2] and [24, theorem 3.6]. Another interesting setting is to recover the coefficient $p(x)$ in the acoustic equation $w_t = \text{div}(p(x)\nabla w)$, where the unknown coefficient $p(x)$ is involved together with its gradient. In particular, [14] and [23] proved the Lipschitz stability of recovering $p(x)$, from only a single boundary measurement, when $p(x)$ satisfies a condition that is similar to (2) and (3), respectively. It is also worth pointing out that the techniques used in [23], [22, theorem 4.2] and [24, theorem 3.6] are based on a combination of ideas in [7] and [20].

In this paper, we seek to recover all together the aforementioned coefficients in the second-order hyperbolic equation (1). To the best of our knowledge, this is the first paper that addresses the uniqueness and stability of recovering all these coefficients at once through finitely many boundary measurements. Note that all together these coefficients contain a total of $n + 3$ unknown functions, so naturally one may expect to be able to recover them by making $n + 3$ sets of boundary measurements. This is entirely possible to do following the ideas in this paper (see remark (1.1) in section 4). Nevertheless, in the following we will show that by appropriately choosing $\lfloor \frac{n+2}{2} \rfloor$ pairs of initial conditions $\{w_0, w_1\}$ and a boundary condition $h$, we can uniquely and Lipschitz stably recover the coefficients $c, q_1, q_0, q$ all at once from the corresponding Neumann boundary measurements of their solutions. The precise results are stated in theorems 1.1 and 1.2 below.

1 Here $\lfloor \cdot \rfloor$ denotes the usual floor function.
In the same spirit of the present paper, let us also mention [4] and [5, chapter 9], where the authors considered recovering the coefficient matrix of the principle part in an anisotropic hyperbolic equation from a finite set of measurements on a part of the boundary. In particular, the number of unknown functions there is $\frac{n(n+1)}{2}$ and the number of measurements needed is $n(n+1)$.

As mentioned above recovering a single coefficient from a single boundary measurement is a standard formulation in inverse hyperbolic problems and such problem has been studied extensively in the literature. Besides some of the aforementioned references, here let us also mention the monographs and lecture notes [5, 15, 16, 22, 24, 31, 37] and refer to the substantial lists of references therein. The standard approach for this type of inverse hyperbolic problems typically involves using Carleman-type estimates for the second-order hyperbolic equations. To certain extent, such methods can all be seen as variations or improvements of the so called Bukhgeim–Klibanov (BK) method which was originated in the seminal paper [7], see also [21]. One of the main such approaches, developed by Imanuvilov and Yamamoto [12–14], may directly derive Lipschitz stability (which implies uniqueness) by applying appropriate Carleman estimates and some cut-off procedures. In particular, the method should apply to our present inverse problem as well. A recent development [11] was even able to simplify the process and remove the cut-off procedures.

Our approach to solve the present inverse problem uses a different variation of the BK method that was based on a post Carleman estimate route that was introduced by Isakov in [16, theorem 8.2.2]. It also relies on a Carleman estimate for general second-order hyperbolic equations [39] and produces uniqueness of the inverse problem first. The stability will then be based on the uniqueness with an appropriate compactness–uniqueness argument. Another standard feature of the BK method is the need of certain positivity assumptions on the initial conditions. Of course the precise assumption depends on what coefficient(s) one is trying to recover.

On the other hand, let us also mention that there is another standard formulation of inverse hyperbolic problems that usually does not require positivity on the initial conditions. In this formulation, one tries to recover information of second-order hyperbolic equations from all possible boundary measurements, which are often modeled by the Dirichlet to Neumann or Neumann to Dirichlet operator. In particular, in this case it is possible to recover all coefficients in system (1) up to natural gauge transformations [26], following the powerful Boundary Control (BC) method developed by Belishev [1]. For more inverse hyperbolic problems with infinitely many measurements and the BC method, we refer to the review paper [2] and the monograph [25].

Let us now state the main theorems in this paper.

**Theorem 1.1.** Under the geometrical assumptions (A.1) and (A.2) and let

$$T > T_0 = 2 \sqrt{\max_{x \in \Omega} \text{d}(x)}. \quad (4)$$

Suppose the initial and boundary conditions are in the following function spaces

$$\{w_0, w_1\} \in H^{\gamma+1}(\Omega) \times H^\gamma(\Omega), \ h \in H^{\gamma+1}(\Sigma), \ \text{where} \ \gamma > \frac{n}{2} + 4 \quad (5)$$

along with all compatibility conditions (trace coincidence) which make sense. In addition, depending on the dimension $n$ of the space, we assume the following positivity condition: There exists $r_0 > 0$ such that
Case I: If \( n \) is odd, i.e. \( n = 2m + 1 \) for some \( m \in \mathbb{N} \), then we choose \( m + 2 \) pairs of initial conditions \( \{w_0^{(i)}, w_1^{(i)}\}, i = 1, \ldots, m + 2 \), and a boundary condition \( h \) so that they satisfy (5) and

\[
|\det W(x)| \geq r_0, \text{ a.e. } x \in \Omega
\]

where \( W(x) \) is the \((n + 3) \times (n + 3)\) matrix defined by

\[
W(x) = \begin{bmatrix}
w_0^{(1)}(x) & w_1^{(1)}(x) & \partial_{x_1} w_0^{(1)}(x) & \cdots & \partial_{x_m} w_0^{(1)}(x) & \Delta w_0^{(1)}(x) \\
w_1^{(1)}(x) & w_1^{(1)}(x, 0) & \partial_{x_1} w_1^{(1)}(x) & \cdots & \partial_{x_m} w_1^{(1)}(x) & \Delta w_1^{(1)}(x) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
w_0^{(m+2)}(x) & w_1^{(m+2)}(x) & \partial_{x_1} w_0^{(m+2)}(x) & \cdots & \partial_{x_m} w_0^{(m+2)}(x) & \Delta w_0^{(m+2)}(x) \\
w_1^{(m+2)}(x) & w_1^{(m+2)}(x, 0) & \partial_{x_1} w_1^{(m+2)}(x) & \cdots & \partial_{x_m} w_1^{(m+2)}(x) & \Delta w_1^{(m+2)}(x)
\end{bmatrix}
\]

where \( w^{(i)} \) is the solution of the system (1) corresponding with the initial conditions \( \{w_0^{(i)}, w_1^{(i)}\}, i = 1, \ldots, m + 2 \).

Case II: If \( n \) is even, i.e. \( n = 2m \) for some \( m \in \mathbb{N} \), then we choose \( m + 2 \) pairs of initial conditions \( \{w_0^{(i)}, w_1^{(i)}\}, i = 1, \ldots, m + 2 \), and a boundary condition \( h \) so that they satisfy (5) and

\[
|\det \tilde{W}(x)| \geq r_0, \text{ a.e. } x \in \Omega
\]

where \( \tilde{W}(x) \) is the \((n + 3) \times (n + 3)\) matrix defined by

\[
\tilde{W}(x) = \begin{bmatrix}
\tilde{w}_0^{(1)}(x) & \tilde{w}_1^{(1)}(x) & \partial_{x_1} \tilde{w}_0^{(1)}(x) & \cdots & \partial_{x_m} \tilde{w}_0^{(1)}(x) & \Delta \tilde{w}_0^{(1)}(x) \\
\tilde{w}_1^{(1)}(x) & \tilde{w}_1^{(1)}(x, 0) & \partial_{x_1} \tilde{w}_1^{(1)}(x) & \cdots & \partial_{x_m} \tilde{w}_1^{(1)}(x) & \Delta \tilde{w}_1^{(1)}(x) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\tilde{w}_0^{(m+1)}(x) & \tilde{w}_1^{(m+1)}(x) & \partial_{x_1} \tilde{w}_0^{(m+1)}(x) & \cdots & \partial_{x_m} \tilde{w}_0^{(m+1)}(x) & \Delta \tilde{w}_0^{(m+1)}(x) \\
\tilde{w}_1^{(m+1)}(x) & \tilde{w}_1^{(m+1)}(x, 0) & \partial_{x_1} \tilde{w}_1^{(m+1)}(x) & \cdots & \partial_{x_m} \tilde{w}_1^{(m+1)}(x) & \Delta \tilde{w}_1^{(m+1)}(x)
\end{bmatrix}
\]

Let \( w_i^{(c, q_1, q_0, q)} \) and \( \tilde{w}_i^{(\tilde{c}, p_1, p_0, p)} \) be the corresponding solutions of equation (1) with different coefficients \( \{c, q_1, q_0, q\} \) and \( \{\tilde{c}, p_1, p_0, p\} \), as well as the initial and boundary conditions \( \{w_0^{(i)}, w_1^{(i)}, h\}, i = 1, \ldots, m + 2 \). If we have the same Neumann boundary traces over the observed part \( \Gamma \) of the boundary and over the time interval \([-T, T]\), i.e. for \( i = 1, \ldots, m + 2 \),

\[
\frac{\partial w_i^{(c, q_1, q_0, q)}}{\partial v}(x, t) = \frac{\partial \tilde{w}_i^{(\tilde{c}, p_1, p_0, p) \tilde{w}_i^{(c, q_1, q_0, q)}}{\partial v}(x, t), (x, t) \in \Gamma \times [-T, T],
\]

then we must have that all the coefficients coincide, namely,

\[
c(x) = \tilde{c}(x), \quad q_1(x) = p_1(x), \quad q_0(x) = p_0(x), \quad q(x) = p(x) \text{ a.e. } x \in \Omega.
\]

Remark 1.2. Note the above matrices \( W(x) \) and \( \tilde{W}(x) \) contain the terms \( w_i^{(0)}(x, 0), i = 1, \ldots, m + 2 \), in the second column, which in turns contain the unknown coefficients. This, however, may not affect the determinant of the matrices by, for instance, pick the first pair of initial conditions \( w_0^{(1)}(x) = 0, w_1^{(1)}(x) = 1 \), and the rest of the \( m + 1 \) pairs of initial conditions to satisfy that the \((n + 1) \times (n + 1)\) matrices on the lower right corner of \( W(x) \) and \( \tilde{W}(x) \) has determinants that are bounded away from 0. See section 4 for some concrete examples where the initial condition pairs \( \{w_0^{(i)}, w_1^{(i)}\}, i = 1, \ldots, m + 2 \), satisfy (6) and (8).
After proving the above uniqueness theorem, we may also get the following Lipschitz stability result for recovering all coefficients \( \{ c, q_1, q_0, q \} \) from the corresponding finite sets of boundary measurements.

**Theorem 1.2.** Under the assumptions in theorem 1.1, again let \( w^{(i)}(c, q_1, q_0, q) \) and \( w^{(i)}(\tilde{c}, p_1, p_0, p) \) denote the corresponding solutions of equation (1) with coefficients \( \{ c, q_1, q_0, q \} \) and \( \{ \tilde{c}, p_1, p_0, p \} \), as well as the initial and boundary conditions \( \{ w_0^{(i)}, w_1^{(i)}, h \} \). \( i = 1, \cdots, m + 2 \) (either \( n \) is odd or even). Then there exists \( C > 0 \) depends on \( \Omega, T, \Gamma_1, c, q_1, q_0, q, w_0^{(i)}, w_1^{(i)}, h \) such that

\[
\| c^2 - c_i^2 \|_{L^2(\Omega)}^2 + \| q_i - q_i \|_{L^2(\Omega)}^2 + \| q_0 - q_0 \|_{L^2(\Omega)}^2 + \| q - q \|_{L^2(\Omega)}^2 \\
\leq C \sum_{i=1}^{m+2} \left\| \frac{\partial u^{(i)}(c, q_1, q_0, q)}{\partial \nu} - \frac{\partial u^{(i)}(\tilde{c}, p_1, p_0, p)}{\partial \nu} \right\|_{L^2(\Sigma_i)}^2,
\]

for all such coefficients \( c, \tilde{c}, q_1, q_0, p_1, p_0 \in H^1_0(\Omega), q, p \in (H^1_0(\Omega))^n \), where \( \| \cdot \|_{L^2(\Omega)} \) is defined as

\[
\| r \|_{L^2(\Omega)} = \left( \int_\Omega \left( \sum_{i=1}^{n} |r_i(x)|^2 \right) dx \right)^{\frac{1}{2}}, \text{ for } r(x) = (r_1(x), \cdots, r_n(x)).
\]

**Inverse source problem.** The first step to solve the inverse problem above is to convert it into a corresponding inverse source problem. Indeed, if we let

\[
f_2(x) = c^2(x) - c_i^2(x), \quad f_1(x) = p_1(x) - q_1(x),
\]

\[
f_0(x) = q_0(x) - q(x), \quad f(x) = p(x) - q(x);
\]

\[
u(x, t) = w(c, q_1, q_0, q) - w(\tilde{c}, p_1, p_0, p), \quad R(x, t) = w(\tilde{c}, p_1, p_0, p)(x, t),
\]

then \( u = u(x, t) \) is readily seen to satisfy the following homogeneous mixed problem

\[
\begin{aligned}
u_u - c^2(x) \Delta u + q_1(x) u_t + q_0(x) u + q(x) \cdot \nabla u &= S(x, t) \quad \text{in } Q \\
u(x, 0) &= u_i(x, 0) = 0 \quad \text{in } \Omega \\
u(x, t) &= 0 \quad \text{in } \Sigma,
\end{aligned}
\]

where

\[
S(x, t) = f_0(x) R(x, t) + f_1(x) R_i(x, t) + f(x) \cdot \nabla R(x, t) + f_2(x) \Delta R(x, t).
\]

Here we assume that \( c \in C, q_0, q_1 \in L^\infty(\Omega) \) and \( q \in (L^\infty(\Omega))^n \) are given fixed and \( R = R(x, t) \) is a given function that can be suitably chosen. On the other hand, the source coefficients \( f_0, f_1, f_2 \in L^2(\Omega) \) and \( f \in (L^2(\Omega))^n \) are assumed to be unknown. The inverse source problem is to determine \( f_0, f_1, f_2 \) and \( f \) from the Neumann boundary measurements of \( u \) over the observed part \( \Gamma_1 \) of the boundary and over a sufficiently long time interval \([-T, T] \). More specifically, corresponding with theorems 1.1 and 1.2, we will prove the following uniqueness and stability results.

**Theorem 1.3.** Under geometrical assumptions (A.1) and (A.2) and let \( T \) satisfy (4). Depending on the dimension \( n \), we assume the following regularity and positivity conditions:

**Case 1:** If \( n \) is odd, i.e. \( n = 2m + 1 \) for some \( m \in \mathbb{N} \), then we choose \( m + 2 \) functions \( R_1^{(i)}, \ldots, R_{m+2}^{(i)} \) such that they satisfy

\[
R_i^{(i)}, R_i^{(i)}, R_i^{(i)}, R_i^{(i)} \in W^{2,\infty}(Q), \quad i = 1, \ldots, m + 2
\]
and there exists $r_0 > 0$ such that

$$|\det U(x)| \geq r_0, \text{ a.e. } x \in \Omega \quad (17)$$

where $U(x)$ is the $(n+3) \times (n+3)$ matrix defined by

$$U(x) = \begin{bmatrix}
R^{(1)}(x,0) & R^{(1)}(x,0) & \partial_x R^{(1)}(x,0) & \cdots & \partial_x R^{(1)}(x,0) & \Delta R^{(1)}(x,0) \\
R_t^{(1)}(x,0) & R_t^{(1)}(x,0) & \partial_x R_t^{(1)}(x,0) & \cdots & \partial_x R_t^{(1)}(x,0) & \Delta R_t^{(1)}(x,0) \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
R^{(m+2)}(x,0) & R^{(m+2)}(x,0) & \partial_x R^{(m+2)}(x,0) & \cdots & \partial_x R^{(m+2)}(x,0) & \Delta R^{(m+2)}(x,0) \\
R_t^{(m+2)}(x,0) & R_t^{(m+2)}(x,0) & \partial_x R_t^{(m+2)}(x,0) & \cdots & \partial_x R_t^{(m+2)}(x,0) & \Delta R_t^{(m+2)}(x,0)
\end{bmatrix} \quad (18)$$

Case II: If $n$ is even, i.e. $n = 2m$ for some $m \in \mathbb{N}$, then we choose $m+2$ functions $R^{(1)}, \ldots, R^{(m+2)}$ such that they satisfy (16) and there exists $r_0 > 0$ such that

$$|\det \tilde{U}(x)| \geq r_0, \text{ a.e. } x \in \Omega \quad (19)$$

where $\tilde{U}(x)$ is the $(n+3) \times (n+3)$ matrix defined by

$$\tilde{U}(x) = \begin{bmatrix}
R^{(1)}(x,0) & R^{(1)}(x,0) & \partial_x R^{(1)}(x,0) & \cdots & \partial_x R^{(1)}(x,0) & \Delta R^{(1)}(x,0) \\
R_t^{(1)}(x,0) & R_t^{(1)}(x,0) & \partial_x R_t^{(1)}(x,0) & \cdots & \partial_x R_t^{(1)}(x,0) & \Delta R_t^{(1)}(x,0) \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
R^{(m+1)}(x,0) & R^{(m+1)}(x,0) & \partial_x R^{(m+1)}(x,0) & \cdots & \partial_x R^{(m+1)}(x,0) & \Delta R^{(m+1)}(x,0) \\
R_t^{(m+1)}(x,0) & R_t^{(m+1)}(x,0) & \partial_x R_t^{(m+1)}(x,0) & \cdots & \partial_x R_t^{(m+1)}(x,0) & \Delta R_t^{(m+1)}(x,0) \\
R^{(m+2)}(x,0) & R^{(m+2)}(x,0) & \partial_x R^{(m+2)}(x,0) & \cdots & \partial_x R^{(m+2)}(x,0) & \Delta R^{(m+2)}(x,0)
\end{bmatrix} \quad (20)$$

Let $u^{(i)}(f_0,f_1,f_2,f)$ be the solutions of equation (14) with the functions $R^{(i)}, i = 1, \ldots, m+2$. If

$$\frac{\partial u^{(i)}(f_0,f_1,f_2,f)}{\partial \nu}(x,t) = 0, \ (x,t) \in \Gamma_1 \times [-T,T], \ i = 1, \ldots, m+2, \quad (21)$$

then we must have

$$f_0(x) = f_1(x) = f_2(x) = f(x) = 0, \text{ a.e. } x \in \Omega. \quad (22)$$

**Theorem 1.4.** Under the assumptions in theorem 1.3, again let $u^{(i)}(f_0,f_1,f_2,f)$ denote the solutions of equation (14) with the functions $R^{(i)}, i = 1, \ldots, m+2$ (either $n$ is odd or even). Then there exists $C > 0$ depends on $\Omega, T, \Gamma_1, c, q_1, q_0, q, w^{(i)}_0, w^{(i)}_1, h$ such that

$$\|f_0\|^2_{L^2(\Omega)} + \|f_1\|^2_{L^2(\Omega)} + \|f_2\|^2_{L^2(\Omega)} + \|f\|^2_{L^2(\Omega)} \leq C \sum_{i=1}^{m+2} \left| \frac{\partial u^{(i)}(f_0,f_1,f_2,f)}{\partial \nu} \right|^2_{L^2(\Gamma_1)} \quad (23)$$

for all $f_0,f_1,f_2 \in H_0^1(\Omega)$ and $f \in (H_0^1(\Omega))^n$.

The rest of the paper is organized as follows. In the next section we recall some necessary tools to solve the inverse problem. This includes the Carleman estimate, continuous observability inequality and regularity theory for general second-order hyperbolic equations with Dirichlet boundary condition. In section 3 we provide the proofs of theorems 1.1–1.4, and in the last section we give some examples where the positivity conditions (6), (8), (17) and (19) are satisfied and some concluding remarks.
2. Carleman estimate, continuous observability inequality and regularity theory for second-order hyperbolic equations

In this section we recall some key ingredients of the proofs used in the next section. This includes Carleman estimate, continuous observability inequality, as well as regularity theory for general second-order hyperbolic equations with Dirichlet boundary condition. For simplicity we here only state the main results and refer to [39] and [27] for greater details.

To begin with, consider a Riemannian metric \( g(\cdot, \cdot) = \langle \cdot, \cdot \rangle \) and squared norm \( |X|^2 = g(X, X) \), on a smooth finite dimensional manifold \( M \). On the Riemannian manifold \((M, g)\) we define \( \Omega \) as an open bounded, connected set of \( M \) with smooth boundary \( \Gamma = \Gamma_0 \cup \Gamma_1 \), where \( \Gamma_0 \cap \Gamma_1 = \emptyset \). Let \( \nu \) denote the unit outward normal field along the boundary \( \Gamma \). Furthermore, we denote by \( \Delta \) the Laplace–Beltrami operator on the manifold \( M \) and by \( D \) the Levi–Civita connection on \( M \) [8].

Consider the following second-order hyperbolic equation with energy level terms defined on \( Q = \Omega \times [-T, T] \) for some \( T > 0 \):

\[
\frac{\partial}{\partial t} w(x, t) - \Delta w(x, t) + F(w) = G(x, t), \quad (x, t) \in Q = \Omega \times [-T, T]
\]  

(24)

where the forcing term \( G \in L^2(Q) \) and the energy level differential term \( F(w) \) is given by

\[
F(w) = \langle P(x, t), Dw \rangle + P_1(x, t)w_1 + P_0(x, t)w.
\]

Here \( P_0, P_1 \) are functions on \( \Omega \times [-T, T] \), \( P(x, t) \) is a vector field on \( M \) for \( t \in [-T, T] \), and they satisfy the following estimate: there exists a constant \( C_T > 0 \) such that

\[
|F(w)| \leq C_T [w^2 + w_t^2 + |Dw|^2], \quad \forall (x, t) \in Q.
\]

**Pseudo-convex function.** Having chosen, on the strength of geometrical assumption (A.1), a strictly convex function \( d(x) \), we can define the function \( \varphi(x, t) : \Omega \times \mathbb{R} \to \mathbb{R} \) of class \( C^3 \) by setting

\[
\varphi(x, t) = d(x) - \alpha t^2, \quad x \in \Omega, \ t \in [-T, T],
\]

where \( T > T_0 \) as in (4). Moreover, \( \alpha \in (0, 1) \) is selected as follows: Let \( T > T_0 \) be given, then there exists \( \delta > 0 \) such that

\[
T^2 > 4 \max_{x \in \Omega} d(x) + 4 \delta.
\]

For this \( \delta > 0 \), there exists a constant \( \alpha \in (0, 1) \), such that

\[
\alpha T^2 > 4 \max_{x \in \Omega} d(x) + 4 \delta.
\]

It is easy to check such function \( \varphi(x, t) \) carries the following properties:

(a) For the constant \( \delta > 0 \) fixed above, we have

\[
\varphi(x, -T) = \varphi(x, T) \leq \max_{x \in \Omega} d(x) - \alpha T^2 \leq -\delta \text{ uniformly in } x \in \Omega;
\]

and

\[
\varphi(x, t) \leq \varphi(x, 0), \quad \text{for any } t \in [-T, T] \text{ and any } x \in \Omega.
\]
(b) There are $t_0$ and $t_1$, with $-T < t_0 < 0 < t_1 < T$, say, chosen symmetrically about 0, such that

$$\min_{x \in \Omega, t \in [0, t_0]} \varphi(x, t) \geq \sigma, \quad \text{where } 0 < \sigma < m_0 = \min_{x \in \Omega} d(x).$$

Moreover, let $Q(\sigma)$ be the subset of $Q = \Omega \times [-T, T]$ defined by

$$Q(\sigma) = \{(x, t) : \varphi(x, t) \geq \sigma > 0, x \in \Omega, -T \leq t \leq T\},$$

Then we have

$$\Omega \times [t_0, t_1] \subset Q(\sigma) \subset \Omega \times [-T, T].$$

**Carleman estimate for general second-order hyperbolic equations.** We now return to the equation (24), and consider solutions $w(x, t)$ in the class

$$\begin{align*}
&w \in H^{1,1}(Q) = L^2(-T, T; H^1(\Omega)) \cap L^2(-T, T; L^2(\Omega));
&w_t \frac{\partial w}{\partial n} \in L^2(-T, T; L^2(\Gamma)).
\end{align*}$$

Then for these solutions with geometrical assumptions (A.1) and (A.2) on $\Omega$, the following one-parameter family of estimates hold true, with $\beta > 0$ being a suitable constant ($\beta$ is positive by virtue of (A.2)), for all $\tau > 0$ sufficiently large and $\varepsilon > 0$ small:

$$BT(w) + 2 \int_Q e^{2\tau \varphi} |G|^2 \, dQ + C_{1, \tau} e^{2\tau \varphi} \int_Q w^2 \, dQ + C_{2, \tau} \int_Q e^{2\tau \varphi} w^2 \, dt \leq C_{1, \tau} \tau \varepsilon (1 - \alpha)^{-2} + C_T \tau \varepsilon (1 - \alpha)^{-2} C_T.$$  

where

$$C_{1, \tau} = \tau \varepsilon (1 - \alpha)^{-2} - 2 C_T, \quad C_{2, \tau} = 2 \tau \beta + O(\tau^2) - 2 C_T.$$  

Here $\delta > 0, \sigma > 0$ are the constants as in above, $C_T, c_T$ and $C_{1, \tau}$ are positive constants depending on $T$, as well as $d$ (but not on $\tau$). The energy function $E_w(t)$ is defined as

$$E_w(t) = \int_{\Omega} [w^2(x, t) + w^2_t(x, t) + |Dw(x, t)|^2] \, d\Omega.$$  

In addition, $BT(w)$ stands for boundary terms and can be explicitly calculated as

$$BT(w) = 2 \tau \int_{\Sigma} e^{2\tau \varphi} \left(w^2_t - |Dw|^2\right) \langle Dd, \nu \rangle \, d\Sigma + 4 \tau \int_{\Sigma} e^{2\tau \varphi} \langle Dd, Dw \rangle \langle Dw, \nu \rangle \, d\Sigma + 8 \alpha \tau \int_{\Sigma} e^{2\tau \varphi} w \langle Dw, \nu \rangle \, d\Sigma + 2 \tau \int_{\Sigma} e^{2\tau \varphi} \left[2 \tau^2 \left(|Dd|^2 - 4 \alpha^2 \tau^2 + \frac{\Delta d - \alpha - 1}{2\tau}\right) + \tau (3 \alpha + 1)\right] w^2 \langle Dw, \nu \rangle \, d\Sigma.$$  

Clearly if we have $w|_{\Gamma \times [-T, T]} = 0$ and $\frac{\partial w}{\partial n} = \langle Dw, \nu \rangle = 0$ on $\Gamma_1 \times [-T, T]$, then in view of the geometrical assumption (A.1) we may compute

$$BT(w) = 2 \tau \int_{-T}^T \int_{\Gamma_0} e^{2\tau \varphi} |Dw|^2 \langle Dd, \nu \rangle \, d\Gamma_0 \, dt \leq 0.$$  

(30)
Continuous observability inequality. As a corollary of the Carleman estimate, we also have the following continuous observability inequality
\[ C_T E_w(0) \leq \int_{T_0}^T \int_{G_i} \left( \frac{\partial w}{\partial \nu} \right)^2 \, dt + \| G \|^2_{L^2(Q)} \]  
(31)
for the equation (24) with homogeneous Dirichlet boundary condition \( w|_{\Sigma} = 0 \). Here \( T > T_0 \) as in (4) and \( \Omega \) satisfies the geometrical assumptions (A.1) and (A.2).

Remark 2.1. The continuous observability inequality (31) may be interpreted as follows: If the second-order hyperbolic equation (24) has homogeneous Dirichlet boundary condition and nonhomogeneous forcing term \( G \in L^2(Q) \), and Neumann boundary trace \( \frac{\partial w}{\partial \nu} \in L^2(\Sigma) \), then necessarily the initial conditions \( \{w(\cdot, 0), w_t(\cdot, 0)\} \) must lie in the natural energy space \( H^0_0(\Omega) \times L^2(\Omega) \). This fact will be used in the proofs in section 3.

Remark 2.2. Continuous observability inequality (refcoi) for hyperbolic equations also plays an important role in control theory (it implies the exact controllability of the hyperbolic equation with Dirichlet boundary control). For constant coefficient wave equations, the continuous observability inequality may be proved by the multiplier method [9]. In the case of variable coefficients hyperbolic equations with lower-order terms, it can be typically proved by Carleman estimates. One of the pioneer works in this direction is [20], see also [22, theorem 2.4.1], [24, theorem 2.7.1], [30, 39].

Regularity theory for general second-order hyperbolic equations with Dirichlet boundary condition. Consider the second-order hyperbolic equation (24) with initial conditions \( w(x, 0) = w_0(x), w_t(x, 0) = w_1(x) \) and Dirichlet boundary condition \( w|_{\Sigma} = h(x, t) \). Then the following interior and boundary regularity results for the solution \( w \) hold true: For \( \gamma \geq 0 \) (not necessarily an integer), if the given data satisfy the following regularity assumptions
\[
\begin{align*}
G &\in L^1((0, T); H^\gamma(\Omega)), \quad \partial_t^{\gamma} G \in L^1((0, T); L^2(\Omega)), \\
w_0 &\in H^{\gamma + 1}(\Omega), \quad w_1 \in H^\gamma(\Omega), \quad h \in H^{\gamma + 1}(\Sigma)
\end{align*}
\]
with all compatibility conditions (trace coincidence) which make sense. Then, we have the following regularity for the solution \( w \):
\[ w \in C([0, T]; H^{\gamma + 1}(\Omega)), \quad \partial_t^{\gamma + 1} w \in C([0, T]; L^2(\Omega)); \quad \frac{\partial w}{\partial \nu} \in H^\gamma(\Sigma). \]  
(32)
Here when \( \gamma \) is not an integer, \( H^\gamma(\Omega) \) represents the interpolation space \( H^\gamma(\Omega) = [H^p(\Omega), H^1(\Omega)]_p, \) with \( p \in \mathbb{Z}, \theta \in (0, 1) \) and \((1 - \theta)p = \gamma, \partial_t^{\gamma} = \partial_t^{[\gamma]} \partial_t^{[\gamma - \gamma]} \), where \( \eta = \gamma - [\gamma] \in (0, 1) \) and \( \partial_t^{[\gamma]} \) is the fractional time derivative of order \( \eta \). See, e.g. [32, chapters 1 and 3].

3. Main proofs
In this section we give the main proofs of the uniqueness and stability results established in the first section. We focus on proving theorems 1.3 and 1.4 for the inverse source problem since theorems 1.1 and 1.2 of the original inverse problem will then follow from the relation (13) between the two problems and the regularity theory result recalled in section 2. Henceforth for convenience we use \( C \) to denote a generic positive constant which may depend on \( \Omega, T, c, q_1, q_0, q, r_0, w_t^{(i)}, u_t^{(i)}, \) \( R^{(i)}, i = 1, \ldots, m + 2, \) but not on the free large parameter \( \tau \) appearing in the Carleman estimate.
Proof of Theorem 1.3. First we consider the case when \( n \) is odd, i.e. \( n = 2m + 1 \), for some \( m \in \mathbb{N} \). Then corresponding with the choice of \( R^{(i)}, i = 1, \ldots, m + 2 \), we have \( m + 2 \) equations of the form (14) with solutions \( u^{(i)} = u^{(i)}(x, t) \) that satisfy

\[
\begin{align*}
&\begin{cases}
    u^{(i)}_t - c^2(x)\Delta u^{(i)} + q_1(x)u^{(i)}_t + q_0(x)u^{(i)} + q(x)u^{(i)} + \nabla u^{(i)} = S^{(i)}(x, t) & \text{in } Q \\
    u^{(i)}(x, 0) = u^{(i)}_t(x, 0) = 0 & \text{in } \Omega \\
    u^{(i)}|_{\Gamma \times [-T, T]} = 0, \quad \frac{\partial u^{(i)}}{\partial n}|_{\Gamma \times [-T, T]} = 0 & \text{in } \Sigma, \Sigma_1,
\end{cases} \\
&\text{where } S^{(i)}(x, t) \text{ is defined in (15) with } R \text{ being replaced by } R^{(i)}.
\end{align*}
\]

Note since \( c \in C, q_1, q_0 \in L^\infty(\Omega) \) and \( q \in (L^\infty(\Omega))^2 \), the equation in (33) can be written as a Riemannian wave equation with respect to the metric \( g = c^{-2}(x)dx^2 \), modulo lower-order terms. \(^2\)

Moreover, by the regularity assumption (16), we have that \( S^{(i)} \in L^2(Q) \) and by Cauchy–Schwarz inequality

\[
|S^{(i)}(x, t)|^2 \leq C\left(|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2\right).
\]

Thus we can apply the Carleman estimate (28) for solution \( u^{(i)} \) in the class (27) and get the following inequality for sufficiently large \( \tau \):

\[
\begin{align*}
\tau \int_Q e^{2\tau\varphi}|(u^{(i)}_t)^2 + |Du^{(i)}|^2|dQ + \tau^3 \int_{Q(\sigma)} e^{2\tau\varphi}(u^{(i)})^2d\sigma \\
\leq C \int_Q e^{2\tau\varphi}\left(|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2\right) dQ + Ce^{2\tau\varphi}.
\end{align*}
\]  

Note here we have dropped the unnecessary terms in the Carleman estimate (28) as well as the boundary terms \( BT(u^{(i)}) \) since the homogeneous boundary data \( u^{(i)}|_{\Gamma \times [-T, T]} = \frac{\partial u^{(i)}}{\partial n}|_{\Gamma \times [-T, T]} = 0 \) imply \( BT(u^{(i)}) \leq 0 \), as suggested in (30).

Differentiate the \( u^{(i)} \)-system (33) in time, we get the following \( u^{(i)}_t \)-problem

\[
\begin{align*}
\begin{cases}
    (u^{(i)}_t)_t - c^2(x)\Delta u^{(i)} + q_1(x)(u^{(i)}_t)_t + q_0(x)u^{(i)}_t + q(x)u^{(i)} + \nabla u^{(i)} = S^{(i)}(x, t) & \text{in } Q \\
    (u^{(i)}_t)(x, 0) = 0, \quad (u^{(i)}_t)(x, 0) = S^{(i)}(x, 0) & \text{in } \Omega \\
    u^{(i)}|_{\Gamma \times [-T, T]} = 0, \quad \frac{\partial u^{(i)}}{\partial n}|_{\Gamma \times [-T, T]} = 0 & \text{in } \Sigma, \Sigma_1.
\end{cases}
\end{align*}
\]

Note again by (16) we have \( S^{(i)} \in L^2(Q) \) and by Cauchy–Schwarz inequality

\[
|S^{(i)}(x, t)|^2 \leq C\left(|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2\right)
\]

In addition, \( BT(u^{(i)}_t) \leq 0 \) since \( u^{(i)}_t|_{\Gamma \times [-T, T]} = \frac{\partial u^{(i)}_t}{\partial n}|_{\Gamma \times [-T, T]} = 0 \). Thus similar to (34) we can apply Carleman estimate (28) for solutions \( u^{(i)}_t \) in the class (27) and get the following inequality for sufficiently large \( \tau \):

\[
\begin{align*}
\tau \int_Q e^{2\tau\varphi}|(u^{(i)}_t)_t|^2 + |Du^{(i)}_t|^2|dQ + \tau^3 \int_{Q(\sigma)} e^{2\tau\varphi}(u^{(i)}_t)^2d\sigma \\
\leq C \int_Q e^{2\tau\varphi}\left(|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2\right) dQ + Ce^{2\tau\varphi}.
\end{align*}
\]  

\(^2\) More precisely, we have \( \Delta u = c^2\Delta u + c^n\nabla(c^{2-n}) \cdot \nabla u. \)
Continue with this process, we differentiate (35) in $t$ two more times, and get the corresponding $u^{(i)}_0$ and $u^{(i)}_m$-systems
\[
\begin{aligned}
&\left\{ \begin{array}{l}
(u^{(i)}_0)_t - c^2(x) \Delta u^{(i)}_0 + q_1(x)(u^{(i)}_0)_x + q_0(x)u^{(i)}_0 + \mathbf{q}(x) \cdot \nabla u^{(i)}_0 = \delta^{(i)}(x,t) \\
(u^{(i)}_0)(x,0) = S^{(i)}(x,0), (u^{(i)}_m)(x,0) = S^{(i)}_0(x,0) - q_1(x)S^{(i)}(x,0) \\
(u^{(i)}_m)|_{\Gamma \times [-T,T]} = 0, \quad \frac{\partial u^{(i)}_m}{\partial n}|_{\Gamma \times [-T,T]} = 0
\end{array} \right. \\
&\left\{ \begin{array}{l}
(u^{(i)}_m)_t - c^2(x) \Delta u^{(i)}_m + q_1(x)(u^{(i)}_m)_x + q_0(x)u^{(i)}_m + \mathbf{q}(x) \cdot \nabla u^{(i)}_m = \delta^{(i)}_m(x,t) \\
(u^{(i)}_m)(x,0) = S^{(i)}_0(x,0) - c^2 \Delta S^{(i)}(x,0) - q_1S^{(i)}(x,0) - q_0S^{(i)}_0(x,0) - \mathbf{q} \cdot \nabla S^{(i)}(x,0) \\
(u^{(i)}_m)|_{\Gamma \times [-T,T]} = 0, \quad \frac{\partial u^{(i)}_m}{\partial n}|_{\Gamma \times [-T,T]} = 0.
\end{array} \right. 
\]
(37) and (38)

Again by (16), Cauchy–Schwarz inequality and the homogeneous Dirichlet and Neumann boundary data, we can apply Carleman estimate (28) to the corresponding $u^{(i)}_0$, $u^{(i)}_m$-systems above and get the following inequalities that are similar to (34) and (36), for $\tau$ sufficiently large
\[
\begin{aligned}
\tau \int_Q e^{2\tau \varphi} |(u^{(i)}_0)|^2 + |Du^{(i)}_0|^2 \, dQ + \tau^3 \int_{Q(\sigma)} e^{2\tau \varphi} (u^{(i)}_0)^2 \, dx \, dt \\
&\leq C \int_Q e^{2\tau \varphi} (|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2) \, dQ + Ce^{2\tau \sigma}.
\end{aligned}
\]
(39)

\[
\begin{aligned}
\tau \int_Q e^{2\tau \varphi} |(u^{(i)}_m)|^2 + |Du^{(i)}_m|^2 \, dQ + \tau^3 \int_{Q(\sigma)} e^{2\tau \varphi} (u^{(i)}_m)^2 \, dx \, dt \\
&\leq C \int_Q e^{2\tau \varphi} (|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2) \, dQ + Ce^{2\tau \sigma}.
\end{aligned}
\]
(40)

Add the four inequalities (34), (36), (39), (40) together, we get
\[
\begin{aligned}
&\tau \int_Q e^{2\tau \varphi} |(u^{(i)}_0)|^2 + |u^{(i)}_0|^2 + |u^{(i)}_0|^2 + |Du^{(i)}_0|^2 + |Du^{(i)}_0|^2 + |Du^{(i)}_0|^2 \, dQ \\
&+ \tau^3 \int_{Q(\sigma)} e^{2\tau \varphi} (u^{(i)}_0)^2 + (u^{(i)}_0)^2 + (u^{(i)}_0)^2 \, dx \, dt \\
&\leq C \int_Q e^{2\tau \varphi} (|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2) \, dQ + Ce^{2\tau \sigma}.
\end{aligned}
\]
(41)

We now analyze the integral term on the right-hand side of (41). First note that by estimating the $u^{(i)}$-equation in (33) and $u^{(i)}_m$-equation in (35) at time $t = 0$, we can get
\[
\begin{aligned}
&\left\{ \begin{array}{l}
u^{(i)}_0(x,0) = S^{(i)}(x,0) \\
u^{(i)}_m(x,0) = S^{(i)}_0(x,0) - q_1(x)S^{(i)}(x,0)
\end{array} \right.
\quad i = 1, \ldots, m.
\]
(42)

Note the above equations hold for any $i$, $1 \leq i \leq m + 2$, so putting all of them together we get a $(n + 3) \times (n + 3)$ linear system
\[
[\nu^{(1)}_0(x,0), \nu^{(1)}_m(x,0), \ldots, \nu^{(m+2)}_0(x,0), \nu^{(m+2)}_m(x,0)]^T = U_n(x)[f_0(x), f_1(x), f_2(x)]^T
\]
(43)
where the coefficient matrix $U_n(x)$ is defined as
\[
U_{q_1}(x) = \begin{bmatrix}
R^{(1)}(x,0) & R^{(1)}_1(x,0) & \cdots & \cdots & \partial_{x_n}R^{(1)}(x,0) & \Delta R^{(1)}(x,0) \\
\tilde{a}^{(1)}(x) & \tilde{b}^{(1)}(x) & \cdots & \cdots & \tilde{m}^{(1)}_n(x) & \tilde{\ell}^{(1)}(x) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
R^{(m+2)}(x,0) & R^{(m+2)}_1(x,0) & \cdots & \cdots & \partial_{x_n}R^{(m+2)}(x,0) & \Delta R^{(m+2)}(x,0) \\
\tilde{a}^{(m+2)}(x) & \tilde{b}^{(m+2)}(x) & \cdots & \cdots & \tilde{m}^{(m+2)}_n(x) & \tilde{\ell}^{(m+2)}(x)
\end{bmatrix}
\tag{44}
\]

with
\[
\tilde{a}^{(i)}(x) = R^{(i)}_1(x,0) - q_1(x)R^{(i)}(x,0), \quad \tilde{b}^{(i)}(x) = R^{(i)}(x,0) - q_1(x)R^{(i)}_1(x,0),
\]
\[
\tilde{m}^{(i)}_k(x) = \partial_{x_k}R^{(i)}_1(x,0) - q_1(x)\partial_{x_k}R^{(i)}(x,0), \quad \tilde{\ell}^{(i)}(x,0) = \Delta R^{(i)}_1(x,0) - q_1(x)\Delta R^{(i)}(x,0).
\tag{45}
\]

Notice that from doing elementary row operations, specifically, adding \( q_1 \) multiplied by an odd row to the subsequent even row, the matrix \( U_{q_1}(x) \) and \( U(x) \) as defined in (18) have the same determinant. Thus the positivity assumption (17) implies that we may invert \( U_{q_1}(x) \) in (44) to obtain
\[
|f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2 + |f(x)|^2 \leq C \sum_{i=1}^{m+2} \left( |u^{(i)}_{m}(x,0)|^2 + |u^{(i)}_m(x,0)|^2 \right)
\leq C \left( |u_{m}(x,0)|^2 + |u_{m}(x,0)|^2 \right)
\tag{46}
\]
where we denote \( u(x,t) = (u^{(1)}(x,t), u^{(2)}(x,t), \ldots, u^{(m+2)}(x,t)) \). Thus by properties of the pseudo-convex function \( \varphi \) and the Cauchy–Schwarz inequality, we can get the following estimate
\[
\int_Q e^{2\tau\varphi(x,t)} \left( |f_0(x)|^2 + |f_1(x)|^2 + |f_2(x)|^2 + |f(x)|^2 \right) dQ
\leq C \int_\Omega \int_T^0 e^{2\tau\varphi(x,s)} \left( |u_{m}(x,s)|^2 + |u_{m}(x,s)|^2 \right) ds d\Omega
\leq C \left( \int_\Omega \int_T^0 \frac{d}{ds} \left[ e^{2\tau\varphi(x,s)} \left( |u_{m}(x,s)|^2 + |u_{m}(x,s)|^2 \right) \right] ds d\Omega \right.
\right.
+ \int_\Omega e^{2\tau\varphi(x,-T)} \left( |u_{m}(x,-T)|^2 + |u_{m}(x,-T)|^2 \right) d\Omega
\left. \right)
\leq C \left( \tau \int_\Omega \int_T^0 e^{2\tau\varphi(x,s)} \left( |u_{m}(x,s)|^2 + |u_{m}(x,s)|^2 \right) ds d\Omega \right.
\right.
+ 2 \int_\Omega \int_T^0 e^{2\tau\varphi(x,s)} \left[ u_{m} \cdot u_{m} + u_{m} \cdot u_{m} \right] ds d\Omega
\left. \right)
+ \int_\Omega e^{2\tau\varphi(x,-T)} \left( |u_{m}(x,-T)|^2 + |u_{m}(x,-T)|^2 \right) d\Omega
\leq C \left( \tau \int_Q e^{2\tau\varphi} |u_{m}|^2 dQ \right.
+ \tau \int_Q e^{2\tau\varphi} |u_{m}|^2 dQ \right.
+ \int_Q e^{2\tau\varphi} |u_{m}|^2 dQ \right)

Taking (47) into (41), and note (41) holds for all \( i = 1, \ldots, m + 2 \), thus summing over \( i \) in (41) and dropping the non-negative gradient terms on the left-hand side, we get that for \( \tau \) sufficiently large
\[ \tau \int_Q e^{2\varphi} \left( |u_m|^2 + |u_n|^2 + |u_1|^2 + |u_2|^2 \right) \, dQ \\
+ \tau^3 \int_{Q(\sigma)} e^{2\varphi} \left( |u_m|^2 + |u_n|^2 + |u_1|^2 + |u_2|^2 \right) \, dx \, dt \leq C \tau \int_Q e^{2\varphi} |u_m|^2 \, dQ \, dQ + C \int_Q e^{2\varphi} |u_n|^2 \, dQ + C e^{2\varphi}. \]

Since \( e^{2\varphi} < e^{2\sigma} \) on \( Q \setminus Q(\sigma) \) from the definition of \( Q(\sigma) \), we have the following

\[ \int_Q e^{2\varphi} \left( |u_m|^2 + |u_n|^2 \right) \, dQ = \int_{Q(\sigma)} e^{2\varphi} \left( |u_m|^2 + |u_n|^2 \right) \, dx \, dt + \int_{Q(\sigma)} e^{2\varphi} \left( |u_m|^2 + |u_n|^2 \right) \, dx \, dt \]

and therefore (48) becomes

\[ \tau \int_Q e^{2\varphi} \left( |u_m|^2 + |u_n|^2 + |u_1|^2 + |u_2|^2 \right) \, dQ \]

\[ + \tau^3 \int_{Q(\sigma)} e^{2\varphi} \left( |u_m|^2 + |u_n|^2 + |u_1|^2 + |u_2|^2 \right) \, dx \, dt \leq C \tau \int_Q e^{2\varphi} |u_m|^2 \, dQ \, dQ + C \int_Q e^{2\varphi} |u_n|^2 \, dQ + C e^{2\varphi}. \]

Note that in (49) the first and second terms on the right-hand side can be absorbed by the corresponding terms on the left-hand side when \( \tau \) is taken large enough. Hence we may get the following estimate for sufficiently large \( \tau \):

\[ \tau^3 \int_{Q(\sigma)} e^{2\varphi} \left( |u_m|^2 + |u_n|^2 + |u_1|^2 + |u_2|^2 \right) \, dx \, dt \leq C \tau e^{2\sigma}. \]

Use again the fact that \( \varphi(x,t) \geq \sigma \) on \( Q(\sigma) \) we hence get

\[ \tau^2 \int_{Q(\sigma)} \left( |u_m|^2 + |u_n|^2 + |u_1|^2 + |u_2|^2 \right) \, dx \, dt \leq C. \]

Since \( \tau > 0 \) in a free large parameter and the constants \( C \) do not depend on \( \tau \), the above inequality implies we must have \( u = 0 \) a.e. on \( Q(\sigma) \). Note from (26) the subspace \( Q(\sigma) \) satisfies the property \( \Omega \times [t_0, t_1] \subset Q(\sigma) \subset Q \) with \( t_0 < t_1 \), therefore by evaluating the \( u \) and \( u_1 \)-systems of equations at \( t = 0 \), we get the \((n+3) \times (n+3)\) linear system (see (43))

\[ U_{n1}(x)[f_0(x), f_1(x), f_2(x)]^T = 0, \ a.e. \ x \in \Omega. \]

As the coefficient matrix \( U_{n1}(x) \) is invertible from assumption (17), we must have the desired conclusion

\[ f_0(x) = f_1(x) = f_2(x) = f(x) = 0, \ a.e. \ x \in \Omega. \]

For the case when \( n \) is even, i.e. \( n = 2m, m \in \mathbb{N} \), we can basically repeat the above proof with obvious adjustments. The only difference here is that since \( n = 2m \) is even, the linear system (43) contains an odd number \((n+3)\) of equations. Therefore we only need \( m + 1 \) pairs
of equations from (42) plus one more equation from \( u_n^{(m+2)}(x, 0) \). Doing this yields the matrix \( \tilde{U}_q(x) \), where

\[
\tilde{U}_q(x) = \begin{bmatrix}
\tilde{a}^{(1)}(x) & \tilde{b}^{(1)}(x) & \tilde{m}_1^{(1)}(x) & \cdots & \tilde{m}_n^{(1)}(x) & \tilde{\ell}^{(1)}(x) \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
R^{(m+1)}(x, 0) & R^{(m+1)}(x, 0) & \partial_x R^{(m+1)}(x, 0) & \cdots & \partial_x \Delta R^{(m+1)}(x, 0) \\
\tilde{a}^{(m+2)}(x, 0) & \tilde{b}^{(m+2)}(x, 0) & \tilde{m}_1^{(m+2)}(x) & \cdots & \tilde{m}_n^{(m+2)}(x) & \tilde{\ell}^{(m+1)}(x) \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
R^{(m+2)}(x, 0) & R^{(m+2)}(x, 0) & \partial_x R^{(m+2)}(x, 0) & \cdots & \partial_x \Delta R^{(m+2)}(x, 0)
\end{bmatrix}
\]  

(50)

with \( \tilde{a}^{(i)} \), \( \tilde{b}^{(i)} \), \( \tilde{m}^{(i)} \) and \( \tilde{\ell}^{(i)} \) defined as in (45). Again since elementary row operations do not change the determinant, \( \tilde{U}_q(x) \) will have the same determinant as the matrix \( \tilde{U}(x) \) in the assumption (19). This completes the proof of theorem 1.3.

**Proof of theorem 1.4.** After achieving the uniqueness for the inverse source problem, we now prove the corresponding stability estimate (23). The proof below works essentially for both of the cases whether \( n \) is odd or even, the only difference is in the choices of the functions \( R^{(i)}, i = 1, \cdots, m+2 \), as indicated in the theorem 1.3. First we go back to the inequality (46), integrate over \( \Omega \) gives

\[
\|f_0\|_{L^2(\Omega)}^2 + \|f_1\|_{L^2(\Omega)}^2 + \|f_2\|_{L^2(\Omega)}^2 + \|\Phi\|_{L^2(\Omega)}^2 \leq C \sum_{i=1}^{m+2} \left( \|u_n^{(i)}(\cdot, 0)\|_{L^2(\Omega)}^2 + \|u_n^{(i)}(\cdot, 0)\|_{L^2(\Omega)}^2 \right).
\]  

(51)

For each \( i, 1 \leq i \leq m+2 \), we return to the \( u_n^{(i)} \)-system:

\[
\begin{align*}
(u_n^{(i)})_t - c^2(x) \Delta u_n^{(i)} + q_i(x) u_n^{(i)} + q_0(x) u_n^{(i)} + q(x) \cdot \nabla u_n^{(i)} &= S^{(i)}(x, t) \\
u_n^{(i)}(x, 0) &= S^{(i)}(x, 0), \quad (u_n^{(i)})_t(\cdot, 0) = S^{(i)}(x, 0) - q_1(x) S^{(i)}(x, 0) \quad (52)
\end{align*}
\]

with \( S^{(i)}(x, t) = f_0(x) R^{(i)} + f_1(x) R^{(i)} + f(x) \cdot \nabla R^{(i)} + f_2(x) \Delta R^{(i)} \). Here we assume

\[
c \in C, \quad q_0, q_1, q_2 \in L_{\infty}(\Omega), \quad q \in (L_{\infty}(\Omega))^n, \quad f_0, f_1, f_2 \in H^1_0(\Omega), \quad f \in (H^1_0(\Omega))^n
\]

(53)

and \( R^{(i)} \) satisfies (16) and (17) (or (19) if \( n \) is even). By linearity, we split \( u_n^{(i)} \) into two systems, \( u_n^{(i)} = y^{(i)} + z^{(i)} \), where \( y^{(i)} = y^{(i)}(x, t) \) satisfies the homogeneous forcing term and nonhomogeneous initial conditions

\[
\begin{align*}
y^{(i)}_t - c^2(x) \Delta y^{(i)} + q_i(x) y^{(i)} + q_0(x) y^{(i)} + q(x) \cdot \nabla y^{(i)} &= 0 \quad \text{in } Q \\
y^{(i)}(x, 0) &= u_n^{(i)}(x, 0), \quad y^{(i)}(\cdot, 0) = S^{(i)}(x, 0) \quad \text{in } \Omega \\
y^{(i)}(x, 0) &= (u_n^{(i)})_t(x, 0) = S^{(i)}(x, 0) - q_1(x) S^{(i)}(x, 0) \quad \text{in } \Sigma \quad (54)
\end{align*}
\]

and \( z^{(i)} = z^{(i)}(x, t) \) has the nonhomogeneous forcing term and homogeneous initial conditions

\[
\begin{align*}
z^{(i)}_t - c^2(x) \Delta z^{(i)} + q_i(x) z^{(i)} + q_0(x) z^{(i)} + q(x) \cdot \nabla z^{(i)} &= S^{(i)}(x, t) \quad \text{in } Q \\
z^{(i)}(x, 0) &= z^{(i)}(x, 0) = 0 \quad \text{in } \Omega \quad (55)
\end{align*}
\]

For the \( y^{(i)} \)-system, note by assumptions (53) and (16) we have

\[
S^{(i)}(\cdot, 0) \in H^1_0(\Omega) \quad \text{and} \quad S^{(i)}(\cdot, 0) - q_1(\cdot) S^{(i)}(\cdot, 0) \in L^2(\Omega).
\]
Thus we may apply the continuous observability inequality (31) (with $g = e^{-2}(x)dx^2$) to get
\[ \| y^{(i)}(\cdot, 0) \|^2_{L^2(\Omega)} + \| s^{(i)}(\cdot, 0) \|^2_{L^2(\Omega)} = \| u^{(i)}(\cdot, 0) \|^2_{H^1(\Omega)} + \| u^{(i)}(\cdot, 0) \|^2_{L^2(\Omega)} \leq C \left\| \frac{\partial u^{(i)}}{\partial \nu} \right\|^2_{L^2(\Omega)}. \]

Sum the above inequality over $i$, use (51) and the decomposition $u^{(i)} = y^{(i)} + z^{(i)}$, as well as Poincaré’s inequality, we have
\[ \| f \|^2_{L^2(\Omega)} + \| f_i \|^2_{L^2(\Omega)} + \| f_2 \|^2_{L^2(\Omega)} + \| f \|^2_{L^2(\Omega)} \leq C \sum_{i=1}^{m+2} \left\| \frac{\partial u^{(i)}}{\partial \nu} \right\|^2_{L^2(\Sigma_1)} \]
\[ = C \sum_{i=1}^{m+2} \left\| \frac{\partial u^{(i)}}{\partial \nu} - \frac{\partial z^{(i)}}{\partial \nu} \right\|^2_{L^2(\Sigma_1)} + C \sum_{i=1}^{m+2} \left\| \frac{\partial z^{(i)}}{\partial \nu} \right\|^2_{L^2(\Sigma_1)}. \]  

(56)

Note this is the desired stability estimate (23) polluted by the $z^{(i)}$ terms. Next we show those terms can be absorbed through a compactness–uniqueness argument, where the uniqueness relies on theorem 1.3. To start, note for the $z^{(i)}$-system (55), we have the following proposition.

**Proposition 3.1.** For each $i = 1, \ldots, m + 2$, the operator define by
\[ K_i : L^2(\Omega) \times L^2(\Omega) \times L^2(\Omega) \times \left(L^2(\Omega)\right)^n \to L^2(\Sigma_1) \]
\[ (f_0, f_1, f_2, \mathbf{f}) \mapsto \frac{\partial z^{(i)}}{\partial \nu} |_{\Sigma_1}, \]  

is a compact operator.

**Proof.** Note assumptions (53) and (16) imply $S_n^{(i)} \in H^1(\Omega)$, thus by the regularity result (32) we have
\[ S_n^{(i)} \in H^1(\Omega) = \frac{\partial z^{(i)}}{\partial \nu} \in H^1(\Sigma_1) \text{ continuously.} \]

This then implies the map $(f_0, f_1, f_2, \mathbf{f}) \mapsto K_i(f_0, f_1, f_2, \mathbf{f}) \in H^1(\Sigma_1)$ is continuous and hence $(f_0, f_1, f_2, \mathbf{f}) \mapsto K_i(f_0, f_1, f_2, \mathbf{f}) \in L^2(\Sigma_1)$ is compact. \hfill $\Box$

Combine $K^{(i)}, i = 1, \ldots, m + 2$, being compact, together with the uniqueness result in theorem 1.3, we may drop the $z^{(i)}$ terms in (56) to get the desired stability estimate (23). To carry this out, suppose by contradiction the stability estimate (23) does not hold, then there exist sequences $\{ f_0^k \}, \{ f_1^k \}, \{ f_2^k \} \text{ and } \{ \mathbf{f}^k \}$, with $f_0^k, f_1^k, f_2^k \in H_0^1(\Omega)$ and $\mathbf{f}^k \in \left(H_0^1(\Omega)\right)^n$, $\forall k \in \mathbb{N}$, such that
\[ \| f_0^k \|^2_{L^2(\Omega)} + \| f_1^k \|^2_{L^2(\Omega)} + \| f_2^k \|^2_{L^2(\Omega)} + \| \mathbf{f}^k \|^2_{L^2(\Omega)} = 1 \]  

(58)
and

$$\lim_{k \to \infty} \sum_{i=1}^{m+2} \left\| \frac{\partial u_i^{(i)}}{\partial \nu} (f_0^k, f_1^k, f_2^k, f^k) \right\|_{L^2(\Sigma_i)} = 0 \quad (59)$$

where $u^{(i)}(f_0^k, f_1^k, f_2^k, f^k)$ solves the system (33) with $f_0 = f_0^k$, $f_1 = f_1^k$, $f_2 = f_2^k$ and $f = f^k$. From (58), there exist subsequences, still denoted as $\{f_0^k\}, \{f_1^k\}, \{f_2^k\}$ and $\{f^k\}$, such that

$$f_1^k \to f_1^* \text{ and } f^k \to f^* \quad \text{weakly for some } f_1^* \in L^2(\Omega) \text{ and } f^* \in (L^2(\Omega))^n, i = 0, 1, 2. \quad (60)$$

Moreover, in view of the compactness of $\mathcal{K}_i$, $i = 1, \ldots, m+2$, we also have the strong convergence

$$\lim_{k \to \infty} \left\| \mathcal{K}_i(f_0^k, f_1^k, f_2^k, f^k) - \mathcal{K}_i(f_0^*, f_1^*, f_2^*, f^*) \right\|_{L^2(\Sigma_i)} = 0, \forall i = 1, \ldots, m+2. \quad (61)$$

On the other hand, since the map $(f_0, f_1, f_2, f) \mapsto u^{(i)}(f_0, f_1, f_2, f)$ is linear, we have from (56) that

$$\left\| f_0^k - f_0^* \right\|^2_{L^2(\Omega)} + \left\| f_1^k - f_1^* \right\|^2_{L^2(\Omega)} + \left\| f_2^k - f_2^* \right\|^2_{L^2(\Omega)} + \left\| f^k - f^* \right\|^2_{L^2(\Omega)} \leq C \sum_{i=1}^{m+2} \left\| \frac{\partial u_i^{(i)}}{\partial \nu} (f_0^k, f_1^k, f_2^k, f^k) \right\|_{L^2(\Sigma_i)}^2$$

$$+ C \sum_{i=1}^{m+2} \left\| \mathcal{K}_i(f_0^k, f_1^k, f_2^k, f^k) - \mathcal{K}_i(f_0^*, f_1^*, f_2^*, f^*) \right\|_{L^2(\Sigma_i)}^2$$

$$\leq C \sum_{i=1}^{m+2} \left\| \frac{\partial u_i^{(i)}}{\partial \nu} (f_0^k, f_1^k, f_2^k, f^k) \right\|_{L^2(\Sigma_i)}^2 + C \sum_{i=1}^{m+2} \left\| \frac{\partial u_i^{(i)}}{\partial \nu} (f_0^*, f_1^*, f_2^*, f^*) \right\|_{L^2(\Sigma_i)}^2$$

and therefore by (59) and (61) we get

$$\lim_{k \to \infty} \left\| f_0^k - f_0^* \right\|_{L^2(\Omega)} = \lim_{k \to \infty} \left\| f_1^k - f_1^* \right\|_{L^2(\Omega)} = \lim_{k \to \infty} \left\| f_2^k - f_2^* \right\|_{L^2(\Omega)} = \lim_{k \to \infty} \left\| f^k - f^* \right\|_{L^2(\Omega)} = 0, i = 0, 1, 2.$$

Namely, $\{f_0^k\}, \{f_1^k\}, \{f_2^k\}$ are Cauchy sequences in $L^2(\Omega)$ and $\{f^k\}$ is a Cauchy sequence in $(L^2(\Omega))^n$. By uniqueness of limit and in view of (60), we must have $\{f_i^k\}$ converges to $f_i^*$ strongly, $i = 0, 1, 2$, and $\{f^k\}$ converges to $f^*$ strongly. Hence we have from (58)

$$\|f_0^0\|^2_{L^2(\Omega)} + \|f_1^*\|^2_{L^2(\Omega)} + \|f_2^*\|^2_{L^2(\Omega)} + \|f^*\|^2_{L^2(\Omega)} = 1. \quad (62)$$

Now again for the $u_i^{(i)}$-system (52), by the regularity theory (32) we have that the map $(f_0, f_1, f_2, f) \mapsto \frac{\partial u_i^{(i)}}{\partial \nu} (f_0, f_1, f_2, f) \in L^2(\Sigma)$ is continuous and hence

$$\left\| \frac{\partial u_i^{(i)}}{\partial \nu} (f_0, f_1, f_2, f) \right\|^2_{L^2(\Sigma)} \leq C \left( \|f_0\|^2_{L^2(\Omega)} + \|f_1\|^2_{L^2(\Omega)} + \|f_2\|^2_{L^2(\Omega)} + \|f\|^2_{L^2(\Omega)} \right).$$
Since the map \((f_0, f_1, f_2, f) \mapsto u^{(0)}_t(f_0, f_1, f_2, f)|_{\Sigma}\) is linear, we thus have
\[
\left\| \frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^k)}{\partial \nu} - \frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^*)}{\partial \nu} \right\|^2_{L^2(\Sigma)} \leq C \left( \|f^k_t - f^*_t\|^2_{L^2(\Omega)} + \|f^k_t - f^*_t\|^2_{L^2(\Omega)} + \|f^k - f^*_t\|^2_{L^2(\Omega)} + \|f^k - f^*_t\|^2_{L^2(\Omega)} \right).
\]
This then implies, by virtue of \(f^k_t \to f^*_t, i = 0, 1, 2\) and \(f^k \to f^*\) strongly, that
\[
\lim_{k \to \infty} \left\| \frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^k)}{\partial \nu} - \frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^*)}{\partial \nu} \right\|^2_{L^2(\Sigma)} = 0
\]
and hence \(\frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^*)}{\partial \nu} = 0\) in \(L^2(\Sigma_1)\) in view of (59). In other words, \(\frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^*)}{\partial \nu}\) is a constant in \(t \in [-T, T]\). We claim that \(\frac{\partial u^{(0)}_t(f_0, f_1, f_2, f^*)}{\partial \nu} = 0\) on \(\Sigma_1\). To see this, consider the system \(u^{(0)}_t(f_0, f_1, f_2, f^*)\)-system
\[
\begin{cases}
(u^{(0)}_t)_x - f^2_t \Delta u^{(0)}_t + q_t(x)(u^{(0)}_t)_t + q_0(x)u^{(0)}_t + q(x) \cdot \nabla u^{(0)}_t = (S^{(0)}_t)_{f, f^*} & \text{in } Q \\
(u^{(0)}_t)(x, 0) = 0, \ (u^{(0)}_t)(x, 0) = S^{(0)}_t(x, 0) & \text{in } \Omega \\
u^{(0)}_t |_{\Gamma \times [-T, T]} = 0 & \text{in } \Sigma
\end{cases}
\]
where for \(i = 1, \ldots, m + 2, R^{(i)} = R^{(i)}(x, t)\) and \(S^{(0)}_t(x, t) = f^0_t(x)R^{(0)} + f^1_t(x)R^{(1)} + f^2_t(x) \cdot \nabla R^{(0)} + f^3_t(x) \Delta R^{(0)}\).

The standard regularity theory (32) and trace theory implies
\[
\left\| u^{(0)}_t(f_0, f_1, f_2, f^k) - u^{(0)}_t(f_0, f_1, f_2, f^*) \right\|_{C([0, T], H^1(\Omega))} \leq C \left( \|f^k_t - f^*_t\|^2_{L^2(\Omega)} + \|f^k_t - f^*_t\|^2_{L^2(\Omega)} + \|f^k - f^*_t\|^2_{L^2(\Omega)} + \|f^k - f^*_t\|^2_{L^2(\Omega)} \right)
\]
and
\[
\left\| u^{(0)}_t(f_0, f_1, f_2, f^k) - u^{(0)}_t(f_0, f_1, f_2, f^*) \right\|_{C([0, T], H^2(\Sigma))} \leq C \left( \|f^k_t - f^*_t\|^2_{L^2(\Omega)} + \|f^k_t - f^*_t\|^2_{L^2(\Omega)} + \|f^k - f^*_t\|^2_{L^2(\Omega)} + \|f^k - f^*_t\|^2_{L^2(\Omega)} \right).
\]
Note that \(u^{(0)}_t((f^k_t, f^k_1, f^k_2, f^k)(x, 0) = 0\) as well as the strong convergence of \(f^k_t \to f^*_t, i = 0, 1, 2\) and \(f^k \to f^*\). Thus letting \(k \to \infty\) we get \(u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*)|_{\Sigma}) = 0\) in \(\Omega\) and \(u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*)|_{\Sigma}) = 0\). Hence \(\frac{\partial u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*))}{\partial \nu} = 0\) on \(\Sigma_1\). Since we know \(\frac{\partial u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*))}{\partial \nu}\) is a constant in \(t\), we must have \(\frac{\partial u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*))}{\partial \nu} = 0\) on \(\Sigma_1\), as desired.

The above then implies \(\frac{\partial u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*))}{\partial \nu}\) is also a constant in \(t\). By repeating the same argument, this time using the regularity theory for the \(u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*)\)-system and taking limit \(k \to \infty\), we finally get \(\frac{\partial u^{(0)}_t((f^0_t, f^1_t, f^2_t, f^*))}{\partial \nu} = 0\) on \(\Sigma_1\).
Hence we have that $u^{(i)}(f_0^i, f_1^i, f_2^i, f^*)$ satisfies the following
\begin{align*}
&
\left\{ 
\begin{array}{ll}
\eta_i^{(i)} - c^2(x) \Delta u^{(i)} + q_1(x)u^{(i)} + q_0(x)u^{(i)} + q(x) \cdot \nabla u^{(i)} = S_\ast^{(i)}(x, t) & \text{in } Q \\
u^{(i)}(x, 0) = u_i^{(i)}(x, 0) = 0 & \text{in } \Omega \\
u^{(i)}|_{\Gamma \times [-T, T]} = 0, & \frac{\partial \nu^{(i)}}{\partial n}|_{\Gamma \times [-T, T]} = 0 \\
\end{array}
\right.
\end{align*}
with
\begin{align*}
S_\ast^{(i)}(x, t) = f_0^i(x)R^{(i)} + f_1^i(x)R_\ast^{(i)} + f^*(x) \cdot \nabla R^{(i)} + f_2^i(x)\Delta R^{(i)}, i = 1, \ldots, m + 2.
\end{align*}
By the uniqueness result we proved in theorem 1.3, this must imply $f_0^i = f_1^i = f_2^i = f^* = 0$, which contradicts with (62). Hence we must be able to drop the $\varepsilon^{(i)}$ terms in (56). This completes the proof of theorem 1.4.

**Proof of theorems 1.1 and 1.2.** Finally, we provide the proofs of uniqueness and stability of the original inverse problem. These results are pretty much direct consequences of theorems 1.3 and 1.4 given the relationship (13) between the original inverse problem and the inverse source problem. More precisely, we have the positivity conditions (6) and (8) imply (17) and (19). In addition, by the regularity theory (32) the assumption (5) on the initial and boundary conditions $\{w_0^{(i)}, w_1^{(i)}, h\}$ implies the solutions $w^{(i)}, i = 1, \ldots, m + 2$, satisfy
\begin{align*}
\{w^{(i)}, w_1^{(i)}, w_0^{(i)}, w_m^{(i)}\} \subset C \left([-T, T]; \mathcal{H}^{r+1}(\Omega) \times \mathcal{H}^{r}(\Omega) \times \mathcal{H}^{r-1}(\Omega) \times \mathcal{H}^{r-2}(\Omega) \right).
\end{align*}
As $\gamma > \frac{d}{2} + 4$, we have the following embedding $\mathcal{H}^{r-2}(\Omega) \hookrightarrow W^{2, \infty}(\Omega)$ and hence the regularity assumption (5) implies the corresponding regularity assumption (16) for the inverse source problem. This completes the proof of all the theorems.

### 4. Some examples and concluding remarks

In this last section we first provide some concrete examples such that the key positivity conditions (6), (8), (17), (19) are satisfied, and then give some general remarks.

**Example 1.** Consider the following functions $R^{(i)}(x, t), x = (x_1, \ldots, x_n) \in \Omega, t \in [-T, T], i = 1, \ldots, m + 2$, defined by
\begin{align*}
R^{(i)}(x, t) = t, \quad R^{(i)}(x, t) = x_{2i-3} + tx_{2i-2}, & \quad 2 \leq i \leq m + 1, \\
R^{(m+2)}(x, t) = \begin{cases} 
  x_{2m+1} + \frac{1}{2}tx_1^2 & \text{if } n = 2m + 1 \text{ is odd} \\
  \frac{1}{4}x_1^2 & \text{if } n = 2m \text{ is even.}
\end{cases}
\end{align*}
Then we may easily see that the matrices $U(x)$ and $\tilde{U}(x)$ are lower triangular matrices with all 1s at the diagonal after swapping the first two columns. Thus the determinants of the matrices $U(x)$ and $\tilde{U}(x)$ are both $-1$ and hence conditions (17), (19) are satisfied. Correspondingly, we may choose the $m + 2$ pairs of initial conditions $\{w_0^{(i)}(x), w_1^{(i)}(x)\}$ as
\begin{align*}
w_0^{(i)}(x) & = 0, w_1^{(i)}(x) = 1, \\
w_0^{(i)}(x) & = x_{2i-3}, w_1^{(i)}(x) = x_{2i-2}, & 2 \leq i \leq m + 1, \\
w_0^{(m+2)}(x) & = \begin{cases} 
  x_{2m+1} & \text{if } n = 2m + 1 \text{ is odd} \\
  \frac{1}{2}x_1^2 & \text{if } n = 2m \text{ is even.}
\end{cases}
\end{align*}
Then the matrices $W(x)$ and $\tilde{W}(x)$ are also lower triangular matrices with all 1s at the diagonal after swapping the first two columns and hence conditions are (6), (8) are satisfied.

**Example 2.** Considering the following functions $R^{(i)}(x,t)$, $x = (x_1, \ldots, x_n) \in \Omega$, $t \in [-T, T]$, $i = 1, \ldots, m + 2$, defined by

$$R^{(i)}(x,t) = \sin t, \quad R^{(i)}(x,t) = \cos te^{x_{2i-3} + \sin te^{x_{2i-2}}, \quad 2 \leq i \leq m + 1, \quad \text{if } n = 2m + 1 \text{ is odd}$$

$$R^{(m+2)}(x,t) = \begin{cases} \cos te^{x_{2m+1} + \sin te^{-x_1}} & \text{if } n = 2m + 1 \text{ is odd} \\ \cos te^{-x_1} & \text{if } n = 2m \text{ is even}. \end{cases}$$

Then the matrix $U(x)$ becomes

$$U(x) = \begin{bmatrix} 0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ e^{x_1} & e^{x_2} & e^{x_1} & 0 & \cdots & 0 & e^{x_1} \\ e^{x_2} & -e^{x_1} & 0 & e^{x_2} & \cdots & 0 & e^{x_2} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\ e^{x_{n-1}} & -e^{x_{n-2}} & 0 & \cdots & 0 & e^{x_{n-1}} & 0 & e^{x_{n-1}} \\ e^{x_n} & e^{-x_1} & 0 & \cdots & 0 & e^{x_n} & e^{x_n} & e^{-x_1} \\ e^{-x_1} & -e^{-x_1} & 0 & \cdots & 0 & e^{-x_1} & 0 & e^{-x_1} \end{bmatrix}. \quad (66)$$

Notice that $U(x)$ is not a lower triangular matrix. However, we can easily transform the it into a lower triangular matrix by swapping the first two columns and subtracting the 3rd, 4th, ..., $(n+2)$th column from the last column. As a consequence we get $\det U(x) = -2 \prod_{i=2}^{m+1} e^{x_i}$. In a similar fashion we can also get $\det \tilde{U}(x) = -2 \prod_{i=2}^{m+1} e^{x_i}$. As $\Omega$ is a bounded domain, we hence have the conditions (17) and (19) are satisfied.

Correspondingly we may choose the $m + 2$ pairs of initial conditions $\{w_{0}^{(i)}, w_{1}^{(i)}\}$ as

$$w_0^{(1)}(x) = 0, \quad w_1^{(1)}(x) = 1,$$

$$w_0^{(i)}(x) = e^{x_{2i-3}}, \quad w_1^{(i)}(x) = e^{x_{2i-2}}, \quad 2 \leq i \leq m + 1,$$

$$w_0^{(m+2)}(x) = \begin{cases} e^{x_n} & \text{if } n = 2m + 1 \text{ is odd} \\ e^{-x_1} & \text{if } n = 2m \text{ is even} \end{cases}$$

$$w_1^{(m+2)}(x) = \begin{cases} e^{-x_1} & \text{if } n = 2m + 1 \text{ is odd} \\ 0 & \text{if } n = 2m \text{ is even.} \end{cases}$$

Then the determinants of both $W(x)$ and $\tilde{W}(x)$ are also $-2 \prod_{i=2}^{m+1} e^{x_i}$, calculated in the same manner as in the case of $U(x)$ and $\tilde{U}(x)$. Hence the conditions (6) and (8) are satisfied.

**Example 3.** In general if we have $f^{(j)} \in C^2(\Omega)$ with $f^{(j)}(x) = f^{(j)}(x_1, \ldots, x_i), \quad 1 \leq j \leq n$ and $g, h \in C^2[\Omega, T]$ that satisfy

$$\frac{\partial f^{(j)}}{\partial x_j} > r_j > 0, \quad 1 \leq j \leq n, \quad \frac{\partial^2 f^{(j)}}{\partial x_j^2} > \tilde{r}_1 > 0$$

$$g(0) = h'(0) = 1, \quad g'(0) = h(0) = 0.$$

for some positive $r_j$, $1 \leq j \leq n$, and $\tilde{r}_1$. Then we may consider the functions $R^{(j)}(x,t), \quad x = (x_1, \ldots, x_n) \in \Omega, \quad t \in [-T, T], \quad i = 1, \ldots, m + 2$, of the following form:
We have shown in this paper that in order to recover all the coefficients, we need to appro-
\[ R^{(1)}(x,t) = h(t), \quad R^{(i)}(x,t) = f^{(2i-3)}(x)g(t) + f^{(2i-2)}(x)h(t), \quad 2 \leq i \leq m + 1, \]
\[ R^{(m+2)}(x,t) = \begin{cases} f^{(n)}(x)g(t) + f^{(1)}(ax)h(t) & \text{if } n = 2m + 1 \text{ is odd} \\ f^{(1)}(ax)g(t) & \text{if } n = 2m \text{ is even} \end{cases} \]
where \( a < 0 \) so that \( ax \in \Omega \).
Correspondingly we may choose the \( m + 2 \) pairs of initial conditions \( \{ w^{(1)}_0, w^{(1)}_1 \} \) as
\[ w^{(1)}_0(x) = 0, \quad w^{(1)}_1(x) = 1, \]
\[ w^{(i)}_0(x) = f^{(2i-3)}(x), \quad w^{(i)}_1(x) = f^{(2i-2)}(x), \quad 2 \leq i \leq m + 1, \]
\[ w^{(m+2)}_0(x) = \begin{cases} f^{(n)}(x) & \text{if } n = 2m + 1 \text{ is odd} \\ f^{(1)}(ax) & \text{if } n = 2m \text{ is even} \end{cases} \]
\[ w^{(m+2)}_1(x) = \begin{cases} f^{(1)}(ax) & \text{if } n = 2m + 1 \text{ is odd} \\ 0 & \text{if } n = 2m \text{ is even}. \end{cases} \]

In this case, after swapping the first and second column, the last column with the preceding
\( (n + 2) \) th, \( (n + 1) \) th, \ldots, and finally the 3rd column, as well as swapping the last row with the preceding
\( (n + 2) \) th, \( (n + 1) \) th, \ldots, and finally the 3rd row. We may get the determinants of
the matrices \( U(x), \bar{U}(x), W(x) \) and \( W(x) \) are equal to
\[ \left( a \partial_{x_1} f^{(1)}(ax) \partial_{x_2}^2 f^{(1)}(x) - a^2 \partial_{x_1}^2 f^{(1)}(ax) \partial_{x_1} f^{(1)}(x) \right) \prod_{j=2}^{n} \partial_{x_j} f^{(j)}(x). \]
Since \( f^{(1)} \in C^2(\Omega), |\partial_{x_1} f^{(1)}| \geq r_1 > 0 \) and \( |\partial_{x_2}^2 f^{(1)}| \geq \bar{r}_1 > 0, \partial_{x_1} f^{(1)} \) and \( \partial_{x_2}^2 f^{(1)} \) do not change
sign. Hence we have
\[ \left| \left( a \partial_{x_1} f^{(1)}(ax) \partial_{x_2}^2 f^{(1)}(x) - a^2 \partial_{x_2}^2 f^{(1)}(ax) \partial_{x_1} f^{(1)}(x) \right) \prod_{j=2}^{n} \partial_{x_j} f^{(j)}(x) \right| \geq (a^2 + |a|) \bar{r}_1 \prod_{j=1}^{n} r_j. \]

Hence the positivity conditions (6), (8), (17) and (19) are satisfied.

Finally, we end the paper with some comments and remarks.

(1) We have shown in this paper that in order to recover all the coefficients, we need to appro-
priately choose \( \left[ \frac{n+3}{2} \right] \) pairs of initial conditions \( \{ w_0, w_1 \} \) and a boundary condition \( h \), and then use their corresponding boundary measurements. As mentioned earlier, since in total there are \( n + 3 \) unknown functions, it is natural to expect to recover them from \( n + 3 \) boundary
measurements. Indeed, following the approach of this paper, we can also achieve the
recovery by appropriately choosing \( n + 3 \) initial positions \( w_0 \) with an initial velocity \( w_1 \) and a boundary condition \( h \), and then use their corresponding boundary measurements. In
particular, in this case the positivity condition becomes
\[ \det \begin{bmatrix} w_0^{(1)}(x) & w_1(x) & \partial_{x_1} w_0^{(1)}(x) & \cdots & \partial_{x_n} w_0^{(1)}(x) & \Delta w_0^{(1)}(x) \\ w_0^{(2)}(x) & w_1(x) & \partial_{x_1} w_0^{(2)}(x) & \cdots & \partial_{x_n} w_0^{(2)}(x) & \Delta w_0^{(2)}(x) \\ \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\ w_0^{(n+3)}(x) & w_1(x) & \partial_{x_1} w_0^{(n+3)}(x) & \cdots & \partial_{x_n} w_0^{(n+3)}(x) & \Delta w_0^{(n+3)}(x) \end{bmatrix} \geq r_0 > 0. \]
Note although in this case we need more measurements, an advantage is that we only need to differentiate the \( u \)-equation with respect to \( t \) twice, rather than three times. We may also get a better stability estimate of the form
\[
\| c^2 - \tilde{c}^2 \|^2_{L^2(\Omega)} + \| q_1 - p_1 \|^2_{L^2(\Omega)} + \| q_0 - p_0 \|^2_{L^2(\Omega)} + \| q - \tilde{p} \|^2_{L^2(\Omega)} \leq C \sum_{i=1}^{n+3} \left| \frac{\partial \omega_i}{\partial \nu}(c, q_1, q_0, q) - \frac{\partial \omega_i}{\partial \nu}(\tilde{c}, p_1, p_0, p) \right|^2_{L^2(\Sigma_i)}
\]
in the sense that we only need to differentiate the measurements in time once.

(2) In our problem formulation we use the time interval \([-T, T]\) and regard the middle \( t = 0 \) as initial time. This is essentially what allows the recovery of all coefficients with fewer choices of initial conditions and hence fewer boundary measurements, as we are able to utilize both equations in (42). If we assume the time interval as \([0, T]\) and then extend solutions to \([-T, 0]\), then (42) would only contain one equation. In fact, our approach does not allow us to extend solutions as we need to take the second time derivative of them.

(3) It is also possible to set up the inverse problem by assuming Neumann boundary condition \( \frac{\partial w}{\partial \nu} \) on \( \Sigma = \Gamma \times [-T, T] \) and making measurements of Dirichlet boundary traces of the solution \( w \) over \( \Sigma_1 = \Gamma_1 \times [-T, T] \), such as in [12, 33]. This, however, would require more demanding geometrical assumption on the unobserved portion of the boundary \( \Gamma_0 \). For example, we may need to assume \( \frac{\partial w}{\partial \nu} = (Dd, \nu) = 0 \) on \( \Gamma_0 \) in the geometrical assumption to account for the Neumann boundary condition [39]. In addition, the more delicate regularity theory of second-order hyperbolic equation with nonhomogeneous Neumann boundary condition will also need to be invoked [28, 29]. Nevertheless, the main ideas of solving the inverse problem remain the same.
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