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Abstract. In medical applications, weakly supervised anomaly detection methods are of great interest, as only image-level annotations are required for training. Current anomaly detection methods mainly rely on generative adversarial networks or autoencoder models. Those models are often complicated to train or have difficulties to preserve fine details in the image. We present a novel weakly supervised anomaly detection method based on denoising diffusion implicit models. We combine the deterministic iterative noising and denoising scheme with classifier guidance for image-to-image translation between diseased and healthy subjects. Our method generates very detailed anomaly maps without the need for a complex training procedure. We evaluate our method on the BRATS2020 dataset for brain tumor detection and the CheXpert dataset for detecting pleural effusions.
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1 Introduction

In medical image analysis, pixel-wise annotated ground truth is hard to obtain, often unavailable and contains a bias to the human annotators. Weakly supervised anomaly detection has gained a lot of interest in research as an essential tool to overcome the aforementioned issues. Compared to fully supervised methods, weakly supervised models rely only on image-level labels for training. In this paper, we present a novel pixel-wise anomaly detection approach based on Denoising Diffusion Implicit Models (DDIMs) [25]. Figure 1 shows an overview

Fig. 1. Proposed sampling scheme for image-to-image translation between a diseased input image and a healthy output image. The anomaly map is defined as the difference between the two.
of the proposed method. We assume two unpaired sets of images for the training, the first containing images of healthy subjects and the second images of subjects affected by a disease. Only the image and the corresponding image-level label (healthy, diseased) are provided during training. Our method consists of two main parts. In the first part, we train a Denoising Diffusion Probabilistic Models (DDPM) [10] and a binary classifier on a dataset of healthy and diseased subjects. In the second part, we create the actual anomaly map of an unseen image. For this, we first encode the anatomical information of an image with the reversed sampling scheme of DDIMs. This is an iterative noising process. Then, in the denoising process, we use the deterministic sampling scheme proposed in DDIM with classifier guidance to generate an image of a healthy subject. The final pixel-wise anomaly map is the difference between the original and the synthetic image. With this encoding and denoising procedure, our method can preserve many details of the input image that are not affected by the disease while repainting the diseased part with realistic looking tissue. We apply our algorithm on two different medical datasets, i.e., the BRATS2020 brain tumor challenge [16, 2, 3], and the CheXpert dataset [11], and compare our method against standard anomaly detection methods. The source code and implementation details are available at https://anonymous.4open.science/r/diffusion-anomaly-DB51.

Related Work In classical anomaly detection, autoencoders [28, 13] are trained on data of healthy subjects. Any deviations from the learned distribution then lead to a high anomaly score. This idea has been applied for unsupervised anomaly detection in medical images [29, 6, 14], where the difference between the healthy reconstruction and the anomalous input image highlight pixels that are perceived as anomalous. Other approaches focus on Generative Adversarial Networks (GANs) [9] for image-to-image translation [24, 5, 27]. However, training of GANs is challenging and requires a lot of hyperparameter tuning. Furthermore, additional loss terms and changes to the architecture are required to ensure cycle-consistent results. In [19, 1], the gradient of a classifier is used to obtain anomaly maps. Recently, transformer networks [21] were also successfully applied on brain anomaly detection [20]. In [15], a new thresholding method is proposed for anomaly segmentation on the BRATS dataset. Lately, DDPMs were in focus for their ability to beat GANs on image synthesis [8]. In the flow of this success, they were also applied on image-to-image translation [23, 7], segmentation [4], reconstruction [22] and registration[12]. As shown in [25], DDIMs are closely related to score-based generative models [26], which can be used for interpolation between images. However, there is no diffusion model for anomaly detection so far to the best of our knowledge.

2 Method

A typical example for image-to-image translation in medicine is the transformation of an image of a patient to an image without any pathologies. For anomaly detection it is crucial that only pathological regions are changed, and the rest
of the image is preserved. Then, the difference between the original and the translated image defines the anomaly map. Our detail-preserving image-to-image translation is based on diffusion models. We follow the formulation of DDPMs given in [10,17]. In Algorithm 1, we present the workflow of our approach.

The general idea of diffusion models is that for an input image $x$, we generate a series of noisy images $\{x_0, x_1, ..., x_T\}$ by adding small amounts of noise for many timesteps $T$. The noise level $t$ of an image $x_t$ is steadily increased from 0 to $T$. A U-Net $\epsilon_\theta$ is trained to predict $x_{t-1}$ from $x_t$ according to (5), for any step $t \in \{1, ..., T\}$. During training, we know the ground truth for $x_{t-1}$, and the model is trained with an MSE loss. During evaluation, we start from $x_T \sim \mathcal{N}(0, \mathbf{I})$ and predict $x_{t-1}$ for $t \in \{T, ..., 1\}$. With this iterative denoising process, we can generate a fake image $x_0$. The forward noise process $q$ with variances $\beta_1, ..., \beta_T$ is defined by

$$q(x_t|x_{t-1}) := \mathcal{N}(x_t; \sqrt{1 - \beta_t}x_{t-1}, \beta_t \mathbf{I}). \quad (1)$$

This recursion can be written explicitly as

$$x_t = \sqrt{\alpha_t}x_0 + \sqrt{1 - \alpha_t}\epsilon, \quad \text{with} \quad \epsilon \sim \mathcal{N}(0, \mathbf{I}). \quad (2)$$

with $\alpha_t := 1 - \beta_t$ and $\overline{\alpha}_t := \prod_{s=1}^{t} \alpha_s$. The denoising process $p_\theta$ is learned by optimizing the model parameters $\theta$ and is given by

$$p_\theta(x_{t-1}|x_t) := \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t), \Sigma_\theta(x_t, t)). \quad (3)$$

The output of the U-Net is denoted as $\epsilon_\theta$, and the MSE loss used for training is

$$\mathcal{L} := ||\epsilon - \epsilon_\theta(\sqrt{\alpha_t}x_0 + \sqrt{1 - \alpha_t}\epsilon, t)||_2^2, \quad \text{with} \quad \epsilon \sim \mathcal{N}(0, \mathbf{I}). \quad (4)$$

As shown in [25], we use the DDPM formulation to predict $x_{t-1}$ from $x_t$ with

$$x_{t-1} = \sqrt{\alpha_{t-1}} \left( x_t - \sqrt{1 - \alpha_t} \epsilon_\theta(x_t, t) \right) + \sqrt{1 - \alpha_{t-1} - \sigma_t^2} \epsilon_\theta(x_t, t) + \sigma_t \epsilon, \quad (5)$$

with $\sigma_t = \sqrt{(1 - \alpha_{t-1})/(1 - \alpha_t)} \sqrt{1 - \alpha_t/\alpha_{t-1}}$. DDPMs have a stochastic element $\epsilon$ in each sampling step (5). In DDIMs however, we set $\sigma_t = 0$, which results in a deterministic sampling process. As derived in [25], (5) can be viewed as the Euler method to solve an ordinary differential equation (ODE). Consequently, we can reverse the generation process by using the reversed ODE. Using enough discretization steps, we can encode $x_{t+1}$ given $x_t$ with

$$x_{t+1} = x_t + \sqrt{\alpha_{t+1}} \left[ \left( \frac{1}{\sqrt{\alpha_t}} - \frac{1}{\sqrt{\alpha_{t+1}}} \right) x_t + \left( \frac{1}{\sqrt{\alpha_{t+1}}} - 1 - \frac{1}{\sqrt{\alpha_t}} \right) \epsilon_\theta(x_t, t) \right]. \quad (6)$$

By applying (6) for $t \in \{0, ..., T - 1\}$, we can encode an image $x_0$ in a noisy image $x_T$. Then, we recover the identical $x_0$ from $x_T$ by using (5) with $\sigma_t = 0$ for $t \in \{T, ..., 1\}$.
For anomaly detection, we train a DDPM on a dataset containing images of healthy and diseased subjects. For evaluation, we define a noise level \( L \in \{1, \ldots, T\} \) and a gradient scale \( s \). Given an input image \( x \), we encode it to a noisy image \( x_L \) using (6) for \( t \in \{0, \ldots, L - 1\} \). With this iterative noising process, we can induce anatomical information of the input image. During the denoising process, we follow (5) with \( \sigma_t = 0 \) for \( t \in \{L, \ldots, 1\} \). We apply classifier guidance as introduced in [8] to lead the image generation to the desired healthy class \( h \). For this, we pretrain a classifier network \( C \) on the noisy images \( x_t \) for \( t \in \{1, \ldots, T\} \), to predict the class label of \( x \). During the denoising process, the scaled gradient \( s \nabla x_t \log C(h|x_t, t) \) of the classifier is used to update \( \epsilon(\theta, x_t) \). This iterative noising and denoising scheme is presented in Algorithm 1.

We generate an image \( x_0 \) of the desired class \( h \) that preserves the basic structure of \( x \). The anomaly map is then defined by the difference between \( x \) and \( x_0 \). The choice of the noise level \( L \) and the gradient scale \( s \) is crucial for the trade-off between detail-preserving image reconstruction and freedom for translation to a healthy subject.

### Algorithm 1 Anomaly detection using noise encoding and classifier guidance

**Input:** input image \( x \), healthy class label \( h \), gradient scale \( s \), noise level \( L 

**Output:** synthetic image \( x_0 \), anomaly map \( a 

```plaintext
for all \( t \) from 0 to \( L - 1 \) do
    \( x_{t+1} \leftarrow x_t + \sqrt{\alpha_{t+1}} \left( \left( \frac{1}{\sqrt{\alpha_t}} - \sqrt{\frac{1}{\alpha_{t+1}}} \right) x_t + \left( \sqrt{\frac{1}{\alpha_{t+1}}} - 1 - \sqrt{\frac{1}{\alpha_t} - 1} \right) \epsilon(x_t, t) \right) \)
end for

for all \( t \) from \( L \) to 1 do
    \( \hat{\epsilon} \leftarrow \epsilon(x_t, t) - s \sqrt{1 - \alpha_t} \nabla x_t \log C(h|x_t, t) \)
    \( x_{t-1} \leftarrow \sqrt{\alpha_{t-1}} \left( \frac{\hat{\epsilon} - \sqrt{\hat{\epsilon}^2 - 4 \alpha_{t-1}}}{2 \alpha_{t-1}} \right) + \sqrt{1 - \alpha_{t-1}} \hat{\epsilon} \)
end for

\( a \leftarrow \sum_{\text{channels}} |x - x_0| \)
return \( x_0, a \)
```

### 3 Experiments

The DDPM is trained as proposed in [17] without data augmentation. We choose the hyperparameters for the DDPM model as described in the appendix of [8], for \( T = 1000 \) sampling steps. The model is trained with the Adam optimizer and the hybrid loss objective described in [17], with a learning rate of \( 10^{-4} \), and a batch size of 10. By choosing the number of channels in the first layer as 128, and using one attention head at resolution 16, the total number of parameters is 113,681,160 for the diffusion model and 5,452,962 for the classifier. We train the class-conditional DDPM model for 50,000 iterations and the classifier network for 20,000 iterations, which takes about one day on an NVIDIA Quadro RTX 6000 GPU. We used Pytorch 1.7.1 as software framework. The CheXpert and the BRATS2020 dataset are used for the evaluation of our method.
CheXpert This dataset contains lung X-ray images. For training, we choose 14,179 subjects of the healthy control group, as well as 16,776 subjects suffering from pleural effusions. The images are of size $256 \times 256$ and normalized to values between 0 and 1. The test set comprises 200 images of each class.

BRATS2020 This dataset contains 3D brain Magnetic Resonance (MR) images of subjects with a brain tumor, as well as pixel-wise ground truth labels. Every subject is scanned with four different MR sequences, namely, T1-weighted, T2-weighted, FLAIR, and T1-weighted with contrast enhancement. Since we focus on a 2D approach, we only consider axial slices. Each slice contains the aforementioned four channels, is padded to a size of $256 \times 256$, and normalized to values between 0 and 1. Since tumors mostly occur in the middle of the brain, we exclude the lowest 80 slices and the uppermost 26 slices. A slice is considered healthy if no tumor is found on the ground truth label mask. All other slices get the image-level label “diseased”. Our training set includes 5,598 healthy slices, and 10,607 diseased slices. The test set consists of 1,082 slices containing a tumor, and 705 slices without.

4 Results and Discussion

For the evaluation of our method, we compare our method to the Fixed-Point GAN (FP-GAN) [24], and the variational autoencoder (VAE) proposed in [29]. As an ablation study, we add random noise for $L$ steps to the input image using (2) and perform the sampling using the DDPM sampling scheme with

---

![Fig. 2. Results for two X-ray images of the CheXpert dataset for $L = 500$ and $s = 100$.](image)
classifier guidance. In all experiments, we set $s = 100$ and $L = 500$. In Figure 2, we show two exemplary patient images of the CheXpert dataset, and apply all comparing methods to generate the corresponding healthy image. We observe that compared to the other methods, our approach generates realistic looking images and preserves all the details of the input image, which leads to a very detailed anomaly map. The other methods either change other parts image, or are not able to find an anomaly. Figure 3 shows the results for all four MR sequences for an exemplary image of the BRATS2020 dataset. More examples can be found in the supplementary material. Of all methods, only the VAE tries to reconstruct the right ventricle. Comparing our results to the results of DDPM, we see that encoding information in noise using the deterministic noising process of DDIM brings the advantage that all details of the input image can be reconstructed. In contrast, we see that sampling with the DDPM approach changes the basic anatomy of the input image. The computation of a complete image translation takes about 158s. This longish running time is mainly due to the iterative image generation process. We could speed up this process by choosing a smaller $L$, or by skipping timesteps in the DDIM sampling scheme. However, we observed that this degrades the image quality.

![Fig. 3. Results for an image of the BRATS2020 dataset for $L = 500$ and $s = 100$.](image-url)
Hyperparameter Sensitivity Our method has two major hyperparameters, the classifier gradient scale $s$ and the noise level $L$. We performed experiments to evaluate the sensitivity of our method to changes of $s$ and $L$. On the BRATS2020 dataset, we have pixel-wise ground truth labels, which enable us to calculate the Dice score and the Area under the receiver operating statistics (AUROC) for diseased slices. For the Dice score, we use the average Otsu thresholding [18] on the anomaly maps. In Figure 4, we show the average Dice and AUROC scores on the test set with respect to the gradient scale $s$ for different noise levels $L$.

![Figure 4](image)

Fig. 4. Average Dice and AUROC scores on the test set for different $s$ and $L$.

Figure 5 shows an exemplary FLAIR image. We fix $L = 500$ and show the sampled results for various values of $s$. If we choose $s$ too small, the tumor cannot be removed. However, if we choose $s$ too large, additional artefacts are introduced to the image. Those artefacts are mainly at the border of the brain, and lead to a decrease in the Dice score. In Figure 6, we fix $s = 100$, and show the sampled results for the same image for varying noise levels $L$. If $L$ is chosen too large, this results in a destruction of the images. If $L$ is chosen too small, the model does not have enough freedom to remove the tumor from the image.

![Figure 5](image)

Fig. 5. Illustration of the effect of the gradient scale $s$ for a fixed noise level $L = 500$. 
Anomaly Map Images

Fig. 6. Illustration of the effect of the noise level $L$, for a fixed gradient scale $s = 100$.

**Translation of a Healthy Subject** If an input image shows a healthy subject, our method should not make any changes to this image. In Figure 7, we evaluate our approach on a healthy slice of the BRATS dataset. We get a very detailed reconstruction of the image, resulting in an anomaly map close to zero.

Fig. 7. Results of the presented method for an image without a tumor. The difference between the input image and the synthetic image is close to zero.

5 Conclusion

In this paper, we presented a novel weakly supervised anomaly detection method by combining the iterative DDIM noising and denoising schemes, and classifier guidance. No changes were made to the loss function or the training scheme of the original implementations, making the training on other datasets straightforward. We applied our method for anomaly detection on two different medical datasets and successfully translated images of patients to images without pathologies. Our method only performs changes in the anomalous regions of the image to achieve the translation to a healthy subject. This improves the quality of the anomaly maps. We point out that we achieve a detail-consistent image-to-image translation without the need of changing the architecture or training procedure. We achieve excellent results on the BRATS2020 and the CheXpert dataset.
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Supplementary Material

1 Additional Results on the CheXpert Dataset

![CheXpert Dataset Results](image1)

**Fig. 1.** Additional results of our method for diseased subjects, for $L = 500$ and $s = 100$.

2 Additional Results on the Brats2020 Dataset

![Brats2020 Dataset Results](image2)

**Fig. 2.** Results of our method for a healthy subject, for $L = 500$ and $s = 100$. 
Fig. 3. Additional results of our method for diseased subjects, for $L = 500$ and $s = 100$. 