Abstract—Recent advances in automatic music transcription (AMT) have achieved highly accurate polyphonic piano transcription results by incorporating onset and offset detection. The existing literature, however, focuses mainly on the leverage of deep and complex models to achieve state-of-the-art (SOTA) accuracy, without understanding model behaviour. In this paper, we conduct a comprehensive examination of the Onsets-and-Frames AMT model, and pinpoint the essential components contributing to a strong AMT performance. This is achieved through exploitation of a modified additive attention mechanism. The experimental results suggest that the attention mechanism beyond a moderate temporal context does not benefit the model, and that rule-based post-processing is largely responsible for the SOTA performance. We also demonstrate that the onsets are the most significant attentive feature regardless of model complexity. The findings encourage AMT research to weigh more on both a robust onset detector and an effective post-processor.
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I. INTRODUCTION

Automatic music transcription (AMT) has been a crucial task in music information retrieval (MIR) that underlies a variety of important applications, such as turning a mass of audio data to an indexable format which enables queries based on musical structure [1], converting the audio to a symbolic dataset taken as the input for music generation [2,3] or music accompaniments to play along with [4].

Existing literature has been focusing on extending network capacity to achieve state-of-the-art (SOTA) transcription accuracy. This includes fully convolutional neural networks [5], hybrid convolutional and recurrent neural networks [6], and convolutional sequence-to-sequence models [6]. In parallel to increasing model complexity, incorporating onset [7] and offset [8,9] detection, and leveraging a large dataset [10] for model training are also shown to improve the performance. Despite the development, the components responsible for the superior performance remain unclear. To the best of our knowledge, only Kelz et al. have attempted to explain AMT models using invertible neural networks [11]. Although the work hints towards how the model possibly captures the notion of musical notes, it does not provide further insights on the relevant features for transcription.

The main proposition of this paper is to elucidate the underlying components that lead to a performant AMT model that contribute to achieving SOTA transcription accuracy. We aim to analyze and identify 1) the feature on which Onsets and Frames [1] rely the most to achieve the SOTA accuracy; 2) the length of temporal context with which the classifier obtains the most gain in accuracy; and 3) the interplay between the temporal information and different model constitutions. These are achieved by using the additive attention [12] which is slightly modified to facilitate our analysis. The results indicate that, although temporal information is helpful, the length of the attentive context has to be limited in order to obtain a superior performance. Additionally, given a decent accuracy of onset prediction, the rule-based inference model accounts for the majority of the improvement in terms of note-wise transcription accuracy. Our findings shed lights on promising avenues of research for improving AMT systems.

We structure the rest of the paper as follows. The background relevant to Onsets and Frames is provided in Section II. In Section III we propose the framework for analyzing Onsets and Frames, using the modified additive attention [12] which serves as the probing tool. Section IV elaborates the experimental setups including the dataset, model parameters, and the evaluation methods. We thoroughly discuss the experimental results in Section V and conclude the paper in Section VI.

II. BACKGROUND

Onsets and Frames is a model which performs both onset location prediction and frame-wise multi-pitch detection [1]. These two outputs are then used during inference to achieve state-of-the-art piano transcription accuracy. This model contains three major stacks, namely, an onset prediction stack $F_{onset}$ (consisting of four convolutional blocks, one bidirectional long short-term memory (biLSTM) layer, and one fully connected layer), a feature extraction stack $F_{feat}$ (four convolutional blocks and one fully connected layer), and a
Fig. 1. The schematic diagram showing the use of additive attention mechanism to study the Onsets and Frames model. Different parts of the model are being attended, and the results are reported in Table I.

frame prediction stack $F_{\text{frame}}$ (four convolutional blocks, one biLSTM layer, and one fully connected layer) as follows:

$$
\begin{align*}
\hat{y}_{\text{onset}} &= F_{\text{onset}}(x_{\text{spec}}) \\
\hat{y}_{\text{feat}} &= F_{\text{feat}}(x_{\text{spec}}) \\
\hat{y}_{\text{frame}} &= F_{\text{frame}}(\hat{y}_{\text{onset}} \oplus \hat{y}_{\text{feat}})
\end{align*}
$$

(1)

where $x_{\text{spec}} \in [0, 1]^{T \times N}$ is the normalized log-magnitude spectrogram with number of timesteps $T$ and number of bins $N$; $\hat{y}_{\text{onset}}$, $\hat{y}_{\text{frame}} \in [0, 1]^{T \times 88}$ and $\hat{y}_{\text{feat}} \in \mathbb{R}^{T \times 88}$ are the outputs from different stacks $F$. The concatenated outputs $\hat{y}_{\text{onset}} \oplus \hat{y}_{\text{feat}}$ are used as the input to the $F_{\text{frame}}$ stack. The objective function $L$ to be minimized during training consists of two binary cross-entropy loss components for onsets and frames:

$$
L = \text{BCE}({\hat{y}_{\text{onset}}}, y_{\text{onset}}) + \text{BCE}({\hat{y}_{\text{frame}}}, y_{\text{frame}})
$$

(2)

where $y_{\text{onset}}$ and $y_{\text{frame}}$ are the onset and multi-pitch activation ground-truth labels. The final pianoroll prediction $\hat{y}_{\text{roll}} \in \{0, 1\}^{T \times 88}$ is obtained via a rule-based interface function $g$:

$$
\hat{y}_{\text{roll}} = g(\hat{y}_{\text{onset}}, \hat{y}_{\text{frame}})
$$

(3)

that outputs a “note on” event only when the frame activation comes with an onset. The transcription accuracy is calculated from the $\hat{y}_{\text{roll}}, y_{\text{frame}}$ pair instead of the $\hat{y}_{\text{frame}}, y_{\text{frame}}$ pair.

III. METHODOLOGY

We describe our proposed methodology for answering the research questions in this section, along with the modified additive attention mechanism used for the study.

A. Research Questions

As mentioned in Section I, we aim to answer 1) which feature ($x_{\text{spec}}$, $\hat{y}_{\text{feat}}$, or $\hat{y}_{\text{frame}}$) does the final classifier rely on most in the Onsets-and-Frames model; 2) how much temporal information is required for the classifier to achieve a high transcription F1-score; and 3) how does the temporal information, induced by the attention mechanism, interact with different network components, and affect the transcription performance. Our analysis is based on the additive attention mechanism proposed by Bahdanau et al. [12]. Attention is considered as an add-on to LSTMs, which provides model interpretability through attentive feature maps. We choose this particular attention mechanism to minimize the modification to the original Onsets-and-Frames model.

More specifically, to answer question 1, we add the attention module to which different input features are presented, and evaluate the corresponding accuracy of transcription. The attentive feature that corresponds to the best performance is potentially the important feature on which Onsets and Frames relies on. Visualization of the attentive feature maps also sheds light on the most significant feature responsible for the transcription. The experimental results are detailed in Section V-A.
In order to answer question 2, we constrain model capacity and simply use a linear layer coupled with attention. The constraint is to assure that the temporal information is only accessible by the model through the attention mechanism. This facilitates our analysis because the performance difference under this setup is only attributable to the context length of the attentive features, avoiding confounding factors, whereby we can more explicitly evaluate the effect of length of temporal information on the transcription accuracy. Figure 3 from Section V-B shows the corresponding results.

For question 3, we conduct a comprehensive ablation study to thoroughly examine interactions between the attention mechanism and individual model components in Onsets and Frames. Specifically, we remove bit by bit the onset stack, the biLSTM layers, the convolutional layers, the attention mechanism, and the inference model, and observe the corresponding change in transcription accuracy. This helps elucidate the interplay between each individual component, and the extent to which the temporal information improves performance. The results are reported in Section V-C. We note that Hawthorne et al. [7] also conducted a similar ablation study, and we will highlight the differences and distinguish ourselves from their study in Section V-C.

B. Modified Additive Attention

We adapt the additive attention [12] to our analysis and describe the modification as follows. The original attention mechanism posits a challenge to our limited computational resource. In particular, each input sequence of our dataset corresponds to 640 timesteps under the experimental configuration, making it prohibitively expensive to use the global attention proposed by Bahdanau et al. [12] which was designed for dozens of timesteps. We thereby modify and obtain the local attention mechanism similar to Luong et al. [13] as follows:

\[
\alpha_t = \text{softmax}(v \tanh(\text{attn}(h_t, s_{t-D:t+D})))
\]  

where attn denotes the attention mechanism [12], \(v\) is the weight for the linear layer reducing the feature dimension to 1, and \(\alpha_t \in [0,1]^{(2D+1) \times 1}\) is the attention score with a local window size of \(2D + 1\). The input \(s_{t-D:t+D} \in \mathbb{R}^{(2D+1) \times \text{Nfeat}}\) is the sequence (either \(x_{\text{spec}}, \hat{y}_{\text{feat}}, \text{or } \hat{y}_{\text{frame}}\)) to which the attention applied, covering \(D\) timesteps before and after the current timestep \(t\). \(h_t\) is the hidden state of a biLSTM network prior to the final classification layer \(f\) (the green block in Figure 1) allocated in the frame stack \(F_{\text{frame}}\).

In order to pinpoint the significant features responsible for the final predictions, we couple the attention with the classification layer \(f\) as:

\[
\hat{y}^t_{\text{frame}} = f(h_t \oplus (\alpha_t \cdot s_{t-D:t+D})).
\]

The schematic diagram of our models is shown in Figure 1. Following Bahdanau et al. [12], attention is applied to the time-axis, as we focus on analyzing the temporal dimension in this work. Future research could also investigate more advanced attention mechanisms which consider both the time- and frequency-axes such as the one proposed by Xu et al. [14].

IV. EXPERIMENTS

A. Dataset

We train and evaluate our model with the MAPS dataset [15]. We follow the same training and test splits as in the existing literature [6, 7] by removing pieces in the training set that are also present in the test set, leaving only 139 training recordings and 60 test recordings. All audio recordings from the datasets are downsampled to 16 kHz, and then Mel spectrograms are extracted from these recordings using a Hann window size of 2048, hop size of 512, and 229 Mel bins. It has been shown in the literature that the Mel spectrogram outperforms other spectral representations in the context of deep learning-based AMT [7, 16, 17].

B. Implementation

The work is based on PyTorch, and we use the adapted implementation of Onsets and Frames \textsuperscript{1} originally implemented in TensorFlow for our experiments. We use the same Adam optimizer as in Hawthorne et al. [7] but slightly change the learning rate to \(6 \times 10^{-5}\) since it shows a faster model convergence in our experiments. To ensure convergence, we train our model for 20,000 epochs which is equivalent to 160,000 steps with a batch size of 16. All spectrograms are extracted on-the-fly with nnAudio [18].

C. Evaluation Metrics

1) Frame-wise metric: Frame-wise accuracy, despite being commonly adopted in the literature, is a naïve metric which calculates accuracy by comparing a prediction with the ground-truth pianoroll in a pixel-by-pixel fashion. This metric has shown to not correlate well with perceptual quality [7, 19]. Figure 2 shows an example where a high frame-wise score could have an inferior perceptual quality of transcription. The ground-truth pianoroll on the left shows three successive notes C, E, and G within the interval from 0- to 25-th timestep. The interval of 30- to 35-th timestep highlights a C major chord which consists of another three notes (C, E, G) which amounts to six notes in total. Prediction 1 at the middle obtains a higher frame-wise F1-score than Prediction 2 on the right, due to the fact that the former captures the pixels more accurately. Prediction 2, however, is more perceptually relevant, attributed to the correct prediction of the number of notes.

2) Note-wise metric: Following the discussion above, one can expect that note-wise metrics correlate better with perceptual quality, which evaluates the prediction on a note-by-note basis [7]. With note-wise metrics, a correct prediction should be at the ground-truth pitch and onset with a tolerance of 50ms. As mentioned earlier, Prediction 2 yields a perfect note-wise F1-score as it matches exactly to the ground-truth pianoroll in terms of the total number of notes, and meets the criteria at the

\textsuperscript{1}https://github.com/jongwook/onsets-and-frames
same time. On the other hand, Prediction 1 matches by only two notes, E and C at 20- and 30-th timestep, respectively, resulting in a recall as low as 33. Due to a large amount of wrong predictions, the precision drops to 5.71, resulting in a low F1-score of 9.76. Therefore, the note-wise metric is more musically sensible than the frame-wise metric.

3) Note-with-offset-wise metric: The note-with-offset-wise metric extends the note-wise metric by also considering the note offset, with a tolerance of 50ms or 20% of the note duration, whichever is larger [19]. This metric thereby takes into account the transcribed note duration additionally. Since the predicted lengths of the notes in both Prediction 1 and Prediction 2 deviate much from the ground-truth annotations, the F1-score for this metric is 0 for both cases.

We use the implementations from mir_eval2 to calculate and report the above-mentioned metrics: specifically, mir_eval.multipitch.evaluate for frame-wise, mir_eval.transcription.evaluate_notes for both frame-wise and note-with-offset-wise metric (differentiated with the argument offset_ratio).

V. RESULTS
A. Onsets and Frames with Attention Mechanism

As mentioned in Section III-A, we couple Onsets and Frames with attention, whereby we analyze the responsible feature for the performance. Table II shows the transcription results for the models with and without attention (baseline). The Wilcoxon signed-rank test on the recording-level F1-scores shows that when attending to \( \hat{x}_{\text{spec}} \), our model attains significant improvement over the baseline in terms of both frame-wise (\( p = 0 \)) and note-wise metrics (\( p = 0.018 \)). Attending to \( \hat{x}_{\text{onset}} \) yields significant improvements in terms of frame-wise (\( p = 0 \)) and note-with-offset-wise (\( p = 0.016 \)) F1-scores. On the other hand, applying the attention to \( \hat{x}_{\text{feat}} \) only significantly improves the frame-wise metric (\( p = 0.003 \)). Accordingly, using \( \hat{x}_{\text{spec}} \) or \( \hat{x}_{\text{onset}} \) as the attentive feature outperforms \( \hat{x}_{\text{feat}} \), which hints towards the significant features in Onsets and Frames could indeed be the note onsets. We will discuss the contributions from other components such as the rule-based post-processor in the later section.

Note that although our aim throughout this paper is not achieving SOTA performance, the augmentation of the attention mechanism does have significant effects according to the statistical test. One reason for the rather incremental improvements is that the hidden states \( h_t \) from the biLSTM might already contain the necessary temporal information for the final classifier \( f \), which is supported in rows 7 and 11 of Table II that the attention can boost the performance in the absence of the biLSTM layer. The reason for the attention not being able to serve as a drop-in replacement requires further investigation. In addition to biLSTM, the convolutional layers allocated in each stack \( F_{\text{onset}}, F_{\text{feat}}, \) and \( F_{\text{frame}} \) can also extract temporal features with the kernel. Therefore, the benefit brought from the attention might be overshadowed by both LSTM and convolutional layers.

B. Effect of Attention Size

The purpose of this experiment is to identify the amount of temporal duration that is necessary for a high transcription F1-score. As mentioned in Section III-A and V-A LSTM and convolutional layers could interfere with the attention mechanism, we thus remove them and constrain the model to rely only on temporal information introduced by the attention mechanism.

Specifically, the model used in this experiment is simplified as a single linear layer \( f \) which takes as input the attentive feature:

\[
\hat{y}_D(t) = f_D \left( \sum_{t=-D}^{t+D} a_t \cdot x_{\text{spec}}(t) \right). \tag{6}
\]

We experiment with different window sizes of attention \( D = \{1, 5, 10, 15, 20, 25, 30\} \), and report the corresponding performances in Figure 5. It shows that in the single-layer model, the attention mechanism can significantly improve the performance according to the Wilcoxon signed-rank test. Specifically, F1-scores for frame-wise and note-with-offset-wise metrics are improved across most of the cases, while the note-wise metric is only reported significant at \( D = 5 \). The

---

2https://github.com/craffel/mir_eval
TABLE I
RESULTS REPORTED AS PRECISION (P), RECALL (R) AND F1-SCORE (F1) USING THE MAPS DATASET. TO ENSURE A FAIR COMPARISON, THE ONSETS & FRAMES MODEL IS IMPLEMENTED IN PYTORCH, WHICH IS SAME AS OUR OTHER MODELS.

| Attention on $\hat{x}_{\text{spec}}$ | Frame | Note | Note w/ offset |
|------------------------------------|-------|------|----------------|
|                                    | P     | R    | F1             | P     | R    | F1             |
| Attention on $\hat{x}_{\text{onset}}$ | 89.4 ± 6.5 | 65.4 ± 9.5 | 75.1 ± 7.2 | 86.3 ± 8.3 | 74.3 ± 11.6 | 79.6 ± 9.7 |
| Attention on $\hat{x}_{\text{feat}}$ | 90.2 ± 5.9 | 64.1 ± 10.1 | 74.5 ± 7.5 | 86.3 ± 8.2 | 73.4 ± 11.5 | 79.0 ± 9.4 |
| [7] in PyTorch | 90.6 ± 5.8 | 63.1 ± 9.4 | 73.9 ± 7.1 | 85.5 ± 7.7 | 71.4 ± 11.1 | 79.2 ± 9.1 |

corresponding $p$-values are reported in panel d of Figure 3 with red cells indicating the failure of rejecting the null hypothesis.

$D = 1$ amounts to having an attentive window of three timesteps, centered at $t$; the short context does not make much difference in terms of note-wise and note-with-offset-wise metrics compared to the baseline model without attention. It is, however, interesting to find that a longer attention window is not necessarily beneficial, and $D = 5$ (around 0.16 seconds) is shown to be the sweet spot. This is possibly due to, as we can deduce from the attention map shown in Figure 4, that a large-size attention window might confuse the model when excerpts with high note density are presented. That is, the attention weights are distributed across a relatively large number of notes, turned “smeared” along the time-axis. We will discuss further in Section V-D.

This experiment shows that AMT models require a moderate amount of temporal information, too much or too little might result in a non-optimal performance.

C. Effect of Different Modules

As mentioned in Section III-A, we aim to study the interplay between each model component in this experiment. Note that Hawthorne et al. [7] also carried out an ablation study for Onsets and Frames. We distinguish our study from them by also introducing the attention mechanism, and evaluating models with constrained capacity. We believe that this approach helps elucidate the interactions between different model constituents.

For a fair benchmark in our analysis, we include our PyTorch re-implementation of the ablation study [7] and the corresponding performance in Table II. In particular, rows 13, 14, and 16 are the results for the PyTorch implementation and they correspond to the ablation study (a), (b), and (g) reported in Hawthorne et al. [7], respectively.

![Fig. 3. The F1-scores for frame-wise, note-wise, note-with-offset-wise metrics with different attention sizes D. The shaded area represents the standard deviation.](image-url)
Fig. 4. Attention maps between input sequence (\(\hat{x}_{\text{spec}}, \hat{y}_{\text{onset}}, \text{and} \hat{y}_{\text{feat}}\)) and the output sequence \(\hat{y}_{\text{frame}}\). Best viewed in color.

1) Differences between implementations: Although our implementation is quite close to the original paper in terms of F1-score for this particular experiment, there are subtle differences. Rows 13 and 14, for example, are slightly different from the original paper. In the original paper, the note-with-offset-wise F1-scores are seriously impaired when the onset stack or the inference module is removed. While our experiments show less severe impairments in terms of note-with-offset-wise F1-scores. One reason is that we did not use the weighted cross entropy as the original implementation. The weighted cross entropy puts higher weights on onsets and smaller weights on note sustain and offsets; it can help train the model to make a more accurate prediction for the onsets, but potentially cause a relatively stronger deterioration to the offset predictions as the model gets worse by removing some of the stacks. Nonetheless, it does not affect our following discussions.

2) biLSTM and attention mechanism (Rows 9-16): The 15th row is our new experiment where we remove all the biLSTM layers from both the onset stack \(F_{\text{onset}}\) and the final frame stack \(F_{\text{frame}}\), but do not share the weight for both stacks. We would like to know how strongly would the temporal information affect the model performance.

When applying the attention mechanism on the full Onsets-and-Frames model (row 12 and row 16 of Table II), the attention mechanism only improves the F1-scores for frame-wise, note-wise, and note-with-offset-wise by 1.62%, 0.51%, and 1.23%, respectively. When the biLSTM layers are removed (row 11 and row 15 of Table II), the improvements are 2.03%, 1.20%, and 2.54%, respectively. When we keep biLSTM layers and remove the onset stack \(F_{\text{onset}}\) or the onset inference module (rows 9-10 and rows 13-14 of Table II), the attention mechanism does not improve the transcription accuracy.

These results indicate that in the absence of biLSTM, the attention mechanism can provide useful temporal information for the model to improve the transcription accuracy. Temporal information can be extracted not only by the biLSTM layers, but also convolutional layers with kernel size greater than 1 along the time-axis. Therefore, when a model contains deep convolutional layers and biLSTM, the benefit of the attention mechanism is overshadowed. To prove this, we conducted another set of experiments to show that when the attention mechanism is the only source of temporal information, the attention mechanism itself can improve the transcription accuracy greatly.

3) Temporal information (Rows 1-8): Since both recurrent and convolutional neural networks (when the kernel size along the time dimension is greater than 1) have the ability to extract temporal information, we would like to verify if the
attention mechanism would be more beneficial when it is the only source of temporal information. A single layer frame-wise linear model, and a frame-based convolutional model consists of a convolutional layer with kernel size $1 \times 3$ and a classifier layer outputting a dimension of $88$ are good choices for this experiment. For linear layers (rows 1 and 3), adding the attention mechanism improves frame-wise, note-wise, and note-with-offset-wise F1-scores by $3.14\%$, $7.76\%$, and $34.2\%$, respectively. Similarly, the frame-based convolutional models (rows 5 and 7) gain $4.7\%$, $7.13\%$, and $27.6\%$, respectively when attention is applied. When the model only has access to the current timestep (rows 1 and 5), improving the feature extraction ability along the frequency dimension can already improve the transcription accuracy. Our results align with those reported by Kelz et al. [17], in which they were able to use a relatively simple frame-based model to obtain a relatively good transcription accuracy. Their ConvNet, however, is not entirely frame-based since the convolutional kernel sizes are greater than 1, which allows their model to extract context features. Our experiments extend their results by isolating the temporal features from the model completely, and using the attention to control the exact amount of temporal information accessible to the model.

4) Inference model: As mentioned in Section V, Onsets and Frames integrates a post-processor to determine the final outcome of the transcription [17]. In particular, the model outputs $\hat{y}_{\text{onset}}$ and $\hat{y}_{\text{frame}}$ which are fed to the rule-based inference model $g(\hat{y}_{\text{onset}}, \hat{y}_{\text{frame}})$ which filters out frames without the onset activation.

This inference model also plays an important role in the achieved transcription accuracy. As shown in Table II there is a significant improvement in both note-wise and note-with-offset-wise F1-scores with the inference model. It should be pointed out that the rule-based inference model is only beneficial when the accuracy of $\hat{y}_{\text{onset}}$ is reasonably good. A noisy $\hat{y}_{\text{onset}}$ would worsen $\hat{y}_{\text{frame}}$. In the case of $f_D=0$ (without attention, second row) and $f_D=5$ (fourth row), the models are too weak to decently predict onsets; we thus use $\hat{y}_{\text{onset}}$ generated by a pre-trained onset stack from Onsets and Frames to demonstrate the effect of the inference model.

One can see that the note-wise and the note-with-offset-wise F1-scores are both improved with the inference model. On the other hand, the inference model causes vast degradation in the frame-wise F1-score. This implies that the inference model acts as a denoising function, removing all the fragmented and redundant notes, causing a large decrease in frame-wise F1-score and a large increase in note-wise F1-score. We encourage readers to listen to the transcription results when different model components are missing.

D. Visualizing Attention Maps

Figure 4 shows the attention maps for different attended features (each row) for four different input examples. It can be seen from the figure that regardless of which feature is attended to, the attention mechanism always looks for the onset locations (red dotted lines in the figures). Among all features, $\hat{y}_{\text{onset}}$ and $\hat{x}_{\text{spec}}$ yield a much stronger attention than $\hat{y}_{\text{feat}}$. When attending to $\hat{y}_{\text{feat}}$, the attention spreads all over the attention window for most of the time (last row of Figure 4). Since $\hat{x}_{\text{spec}}$ is more attentive than $\hat{y}_{\text{feat}}$, and $\hat{y}_{\text{onset}}$ is too sparse and obvious to analyse, we will focus our discussions on $\hat{x}_{\text{spec}}$ in the following paragraphs. We observe the same pattern in other model variations listed in Table II. To simplify our discussion and save space, we will only discuss the case when the attention mechanism is applied to the complete Onsets and Frames model, but these discussions still hold true in general.

Contrary to the recent belief that including offsets is required for AMT models to perform well [8, 9], our results show that the attention mechanism seldom attends to offset locations, unless there is a complete silence after the last note event (yellow dotted line in the 4th column of Figure 4). Indeed, introducing an offset sub-module and loss function could result in forcing the model to learn something meaningful and thus boost the transcription performance further. Onset locations seem to be more important than the offset locations as indicated by the attention mechanism.

We can also see that if the music piece has a fast tempo, and the note density is high, the model struggles to find the right place to attend to (2nd column of Figure 4). When we decrease the attention window (available in the paper’s github page), the attention mechanism starts to pick up the onset location. In this case, the attention mechanism works slightly better with $\hat{y}_{\text{feat}}$, indicating that the convolutional neural network is also extracting useful features for onset locations. Similar findings, that the model is learning beat positions, have been reported before [20, 21]. The results for other attention maps are available in our demo page.

VI. Conclusion

In this paper, we revisit the state-of-the-art automatic music transcription model, Onsets and Frames, and try to understand fundamental elements that are essential to produce a high transcription accuracy. Through different experiments conducted in Section V, we discover that (a) various model stacks, (b) moderate amount of temporal information, and (c) the inference model, are the three main components that contrive a good AMT model. Points (a) and (b) are correlated; with a complex enough model, the model can extract suitable amount of temporal information by itself. But adding LSTM layers can explicitly improve point (b). By studying the attention map, we also discover that the onset locations are the most important feature, the final classifier is relying on these to make the prediction as we discussed in Section V-B. While current research mostly focuses on building very deep and complex models, future research directions should also look into a better way to extract temporal features, or to create better inference models (possibly a neural network-based trainable inference as opposed to rule-based inference).
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