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Abstract. The Cherenkov Telescope Array (CTA) is the next generation of ground-based gamma-ray astronomy observatory that will improve the sensitivity of current generation instruments by one order of magnitude. The LST-1 is the first telescope prototype built on-site on the Canary Island of La Palma and has been taking data for a few years already. Like all imaging atmospheric Cherenkov telescopes (IACTs), the LST-1 works by capturing the light produced by the Cherenkov process when high-energy particles enter the atmosphere. The analysis of the recorded snapshot of the camera allows to discriminate between gamma photons and hadrons, and to reconstruct the physical parameters of the selected photons. To build the models for the discrimination and reconstruction, as well as to estimate the telescope response (by simulating the atmospheric showers and the telescope optics and electronics), extensive Monte Carlo simulations have to be performed. These trained models are later used to analyse data from real observations.

lstMCpipe is an open source python package developed to orchestrate the different stages of the analysis of the MC files on a computing facility. Currently, the library is in production status, scheduling the full pipeline in a SLURM cluster. It greatly simplifies the analysis workflow by adding a level of abstraction, allowing users to start the entire pipeline using a simple configuration file. Moreover, members of the LST collaboration can ask for a new analysis to be produced with their tuned parameters through a pull request in the project repository, allowing careful review by others collaborators and a central management of the productions, thus reducing human errors and optimising the usage of the computing resources.

1. Introduction

The Cherenkov Telescope Array (CTA) is the next generation observatory of Imaging Cherenkov Atmospheric Telescopes (IACTs) for ground-based gamma-ray astronomy (CTA Consortium\textsuperscript{2018}). It is now in the pre-construction phase but the first on-site prototype, the first Large-Sized Telescope (LST-1) is in the commissioning phase and already taking data on the Canary Island of La Palma (Spain) since 2018.

2. LST-1 data processing

To reconstruct the physical properties of the primary high energy particles that enters the atmosphere, IACTs relies on Monte Carlo (MC) simulations. MC data is analysed to
train machine learning models and to compute Instrument Response Functions (IRFs). LST-1 MC data are produced by the atmospheric shower generator CORSIKA (Heck et al. 1998), an open-source software chosen as the standard tool for CTA simulations and the simtel_array package to simulate the telescopes optics and electronics responses (Bernlören 2008).

MC and LST real data then follow the same reduction pipeline, from data level 0 (DL0, full waveforms data from telescopes) to data level 3 (DL3, reconstructed photons list) and Instrument Response Functions (IRFs). For LST-1, this data reduction can be done thanks to the lstchain library (López-Coto et al. 2021) which is based on the ctapipe framework (Nöthe et al. 2021). However, the orchestration of the different steps for MC data and LST data analysis is very different and handled by two different libraries, lstMCpipe for the MC data (this work) and LSTOSA (Ruiz et al. 2021) for the LST data.

3. The lstMCpipe python library

The lstMCpipe library (Vuillaume et al. 2022) is a Python package developed to orchestrate the MC data reduction pipeline steps implemented in lstchain on the LST collaboration computing center. It takes advantage of the SLURM workload manager system (Yoo et al. 2003) to divide the analysis steps into jobs, handling their dependencies and the organization of their inputs and outputs in the file system.

3.1. lstMCpipe workflow

The MC data reduction pipeline is composed of the processing described in section 2 plus the training of the random forest (RF) models. From a set of MC data, four RF models are trained: a classifier for background rejection, and one classifier plus two regressors for the gamma-ray photon energy and incident direction reconstruction. These RFs will be used for LST real data processing, as well as to derive IRFs when applied to another MC dataset (see Figure 1).

lstMCpipe automatically applies the different stage scripts (executable provided by lstchain) to a full set of MC data, greatly simplifying the manual execution of a full pipeline. Each of the data reduction analysis steps implies executing a script on many files. For example, in the first stage of the MC data reduction (DL0 to DL1), the stage script can be applied to hundreds of thousands of simulated files. lstMCpipe allows managing, parallelizing and orchestrating the execution of these set of scripts (or steps) in an ordered way, standardizing the intermediate and final outputs. An entire reduction pipeline can be (re)started from any stage in case of failure or of modification of an intermediate stage.

A typical lstMCpipe workflow input is composed of 2 files: the lstMCpipe configuration file describing the desired workflow, and a lstchain configuration file that is passed along to the different analysis steps. The lstMCpipe configuration file describes the stages to be run and their inputs and outputs, as well as the software environment to use. A typical output is composed of all the intermediate data level outputs (generated by the different lstchain executable), the trained RF models and the IRFs.

1https://doi.org/10.5281/zenodo.7323874
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3.2. Data analysis as a service

In the LST-1 data-processing workflow, analyzers need to tune the MC data to their specific source in order to train and produce dedicated RFs and IRFs. In order to centralize these productions and minimize the errors and computing resources usage, we setup a production request service based on GitHub pull-requests. LST analyzers can thus open a simple pull-request (PR), including a \texttt{README.md} describing their request and why it is needed for their analysis, a \texttt{lstchain} configuration file and a \texttt{lstmcpipe} configuration file. This PR then goes through unit tests to validate the correctness of the configuration files and is reviewed by our team, checking for its validity. Once accepted, the data production is launched manually on the cluster and the analyzer is notified when finished. This centralization of the processes also allowed us to produce an online database in the project documentation web-page\(^2\) with the logs of the different productions and the available trained models and IRFs. All members of the collaboration can then check if a set of model and IRFs fitting their need has already been produced.

Centralizing the MC data analysis also allows us to keep track more easily of the usage of computing resources required for their reduction for the LST analyzers (see Figure\(^3\)). We notice the increase in the frequency of productions when we introduced the analysis as a service in April 2022. The increase in computing resources per job at

\(^2\)https://cta-observatory.github.io/lstmcpipe/

\(^3\)Figure 1. A schematic view of the workflow handled by \textit{lstMCpipe}. First, the raw MC data DL0 is divided into training and testing and reduced to DL1 level, then merged per sub-datasets. The training dataset is used to train RF models, which are then applied to the test dataset, that will then be used to derive the instrument response functions. RFs and IRFs are necessary products to analyse data from the LST-1.
4. Conclusion

We presented the lstMCpipe library that is currently in production status and is used in the LST collaboration for the reduction of MC data, the training of random forest models and the production of IRFs needed for the data analysis. The library is open-source, can be installed as a PyPI package and its documentation can be found online.
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