LIPSCHITZ REGULARITY OF ALMOST MINIMIZERS IN ONE-PHASE PROBLEMS DRIVEN BY THE $p$-LAPLACE OPERATOR
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Abstract. We prove that, given $p > \max \left\{ \frac{2n}{n+2}, 1 \right\}$, the nonnegative almost minimizers of the nonlinear free boundary functional

$$J_p(u, \Omega) := \int_{\Omega} \left( |\nabla u(x)|^p + \chi_{\{u>0\}}(x) \right) dx$$

are Lipschitz continuous.

1. Introduction

In this article we consider a nonlinear free boundary problem and we establish the Lipschitz continuity of its almost minimizers. The classical motivations for free boundary problems of these types stem from flows with jets and cavities (see e.g. Section 1.1 in [CS05]). In this context, the conditions arising from a free boundary problem can be seen as the variational counterpart of Bernoulli’s law according to which pressure is prescribed on the free streamline as a balance with the velocity (or the kinetic energy) of the fluid.

The nonlinear feature of the corresponding differential operator aims at modeling possibly non-Newtonian fluids, in which linear relations between physical quantities are replaced by power-laws.

Similar models also appear in the study of electrical impedance tomography (see [AP98]), optimal heat flows (see [Ack77]), electrochemical machining (see [LS87]) and high activation energy in combustion theory (see [BCN90],[DPS03],[Kar06]). Also, free boundary problems can be used as a sharp-interface approximation of phase coexistence models (see e.g. [PV05a],[PV05b],[Val06], roughly speaking as a replacing for phases modeled by a smooth state parameter with a merely continuous one).
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The setting of almost minimizers is also classical in the calculus of variations (dating back, at least up to a certain extent, to a famous sentence in Leibniz’s *Specimen Geometriae Luciferae*, probably written in the mid-1690s, “pro minimis adhiberi possunt quasi minima”, that is “the almost minimizers can be exploited in place of minimizers”).

More specifically, the mathematical setting that we consider here goes as follows. Let $\Omega \subset \mathbb{R}^n$ be a given domain and $p > \max \{\frac{2n}{n+2}, 1\}$. We consider the energy functional

\[ J_p(u, \Omega) := \int_{\Omega} \left( |\nabla u(x)|^p + \chi_{\{u>0\}}(x) \right) dx \]

for all $u \in W^{1,p}(\Omega)$ with $u \geq 0$.

The condition that $u$ is nonnegative corresponds, in the framework of free boundary problems, to considering “one-phase” solutions (solutions which may change sign being related to “two-phase” problems).

The precise notion of almost minimizers that we use in this paper is the following one:

**Definition 1.1.** Let $\kappa \geq 0$ and $\beta > 0$. We say that $u \in W^{1,p}(\Omega)$ is an almost minimizer for $J_p$ in $\Omega$, with constant $\kappa$ and exponent $\beta$, if $u \geq 0$ a.e. in $\Omega$ and

\[ J_p(u, B_\varrho(x)) \leq (1 + \kappa \varrho^\beta) J_p(v, B_\varrho(x)), \]

for every ball $B_\varrho(x)$ such that $\overline{B_\varrho(x)} \subset \Omega$ and for every $v \in W^{1,p}(B_\varrho(x))$ such that $v = u$ on $\partial B_\varrho(x)$ in the sense of the trace.

In some sense, Definition 1.1 is one of the possible modern formalizations of Leibniz’s initial intuition reported at the beginning of this paper: namely, almost minimizers are natural objects to look at, for instance, to deal with minimizers of “perturbed” functionals. As a concrete example, if we consider

\[ \widetilde{J}_p(u, \Omega) := J_p(u, \Omega) + \int_{\Omega \times \Omega} \Phi(u(y)) \Phi(u(z)) \Phi(u(y) - u(z)) dy \, dz \]

for a function $\Phi : \mathbb{R} \to [0, 1]$ with $\Phi = 0$ in $(-\infty, 0]$, we readily see that $J_p(u, B_r(x)) \leq \widetilde{J}_p(u, B_r(x))$ and

\[ \widetilde{J}_p(u, B_r(x)) \leq J_p(u, B_r(x)) + \int_{B_r(x) \times B_r(x)} \chi_{\{u>0\}}(y) \chi_{\{u>0\}}(z) dy \, dz \]

\[ \leq J_p(u, B_r(x)) + |B_r| \int_{B_r(x)} \chi_{\{u>0\}}(y) dy \leq (1 + |B_1| r^n) J_p(u, B_r(x)). \]

Accordingly, a minimizer for the “complicated” functional $\widetilde{J}_p$ turns out to be an almost minimizer for the “simpler” functional $J_p$.

As usual, the constants depending only on $n$ and $p$ are called universal. If $u$ is an almost minimizer, the structural constants may depend on $\kappa$ and $\beta$ as well.
Our main result establishes the Lipschitz regularity of the one-phase almost minimizers as follows:

**Theorem 1.2.** Let \( p > \max \{ \frac{2n}{n+2}, 1 \} \) and \( u \) be an almost minimizer for \( J_p \) in \( B_1 \) with constant \( \kappa \) and exponent \( \beta \).

Then,
\[
\| \nabla u \|_{L^\infty(B_{1/2})} \leq C \left( \| \nabla u \|_{L^p(B_1)} + 1 \right),
\]
where \( C > 0 \) is a constant depending on \( n, p, \kappa \) and \( \beta \).

In addition, \( u \) is uniformly Lipschitz continuous in a neighborhood of \( \{ u = 0 \} \), namely if \( u(0) = 0 \) then
\[
| \nabla u | \leq C \quad \text{in} \ B_{r_0},
\]
for some \( C > 0 \), depending only on \( n, p, \kappa \) and \( \beta \), and \( r_0 \in (0, 1) \), depending on \( n, p, \kappa, \beta \) and \( \| \nabla u \|_{L^p(B_1)} \).

We stress that Theorem 1.2 is new for \( p \neq 2 \), the case \( p = 2 \) being treated in [DSS20b].

We recall that, when \( p = 2 \), minimizers of (1.1) were studied in [AC81], where the Lipschitz regularity of minimizers and the regularity of flat free boundaries were established. In [Caf87, Caf89, Caf88] Caffarelli developed a viscosity approach to the free boundary problem for \( p = 2 \) in the two-phase setting (see also [DST11] and the references therein for related free boundary regularity properties). For one-phase problems the viscosity approach for operators governed by the \( p \)-Laplace or \( p(x) \)-Laplace operators has been developed in [LR18, FL21] and in [FL22] as well, where Lipschitz regularity of viscosity solutions of inhomogeneous one-phase problems, governed by the \( p(x) \)-Laplace operator and some regularity properties of their free boundaries were established.

The Lipschitz regularity of the minimizers of the functional in (1.1) has been obtained in [DK18a], which has also provided a proof of the Lipschitz regularity when \( p = 2 \) without using monotonicity formulae. We refer to [DK18b] as well, where a discrete version of the Weiss monotonicity formula for the functional in (1.1) has been established for \( p \) close to 2.

Minimizers of the functional in (1.1) have been also considered in [DP05], in which the regularity of the free boundary near flat points was established. See also [DP06, Kar08, MW08, LN10, LN12, MW14, BM14, LdQT15, Kar21] for regularity results on \( p \)-Laplacian free boundary problems.

Regarding the setting of almost minimizers, the case \( p = 2 \) has been investigated in [DT15, DET19, DSS20b]. The case of almost minimizers for \( p \neq 2 \) was, to the best of our knowledge, not fully investigated, hence Theorem 1.2 aims at starting a research line in this direction, and the results presented in this article are part of the PhD thesis of the third author [For21]. In this paper we take inspiration from the approach used in [DSS20b], see also [DSS20a, DSS21].
We point out that the case $p \neq 2$ provides significant technical complications, especially due to the fact that the sum of two solutions is not a solution any longer, thus making it difficult to develop an exhaustive theory of harmonic replacements in the nonlinear scenario.

We highlight the fact that the regularity results put forth in this paper do not follow from the classical ones in the calculus of variations, since the integrand of the functional that we consider here is a discontinuous function, due to the presence of the term $\chi_{\{u > 0\}}$ (instead, the classical cases dealt with require the integrand to be continuous, or even Lipschitz continuous, see e.g. assumption (8.48) in [Giu03]).

The paper is organized as follows. In Section 2 we recall the notion of $p$-harmonic replacement and put forth some basic energy estimates needed in our main arguments.

Then, in Section 3, we develop a dichotomy theory according to which, roughly speaking, the average of the energy of an almost minimizer decreases in a smaller ball, unless we are arbitrarily close to the case of linear functions.

In Section 4 we show that almost minimizers of $J_p$ are Lipschitz continuous, namely we prove Theorem 1.2.

2. The $p$-Harmonic Replacement

One of the classical ingredients in nonlinear partial differential equations is the notion of $p$-harmonic replacement, which we now recall:

**Definition 2.1.** Let $r > 0$, $x_0 \in \mathbb{R}^n$ and $u \in W^{1,p}(B_r(x_0))$. We say that $v \in W^{1,p}(B_r(x_0))$ is the $p$-harmonic replacement of $u$ in $B_r(x_0)$ if

$$
\int_{B_r(x_0)} |\nabla v|^p \, dx = \min_{u-w \in W^{1,p}_0(B_r(x_0))} \int_{B_r(x_0)} |\nabla w|^p \, dx.
$$

We remark that if $v$ is the $p$-harmonic replacement of $u$ in $B_r(x_0)$, then in particular it satisfies

$$
\int_{B_r(x_0)} |\nabla v(x)|^{p-2} \nabla v(x) \cdot \nabla \varphi(x) \, dx = 0
$$

for all $\varphi \in W^{1,p}_0(B_r(x_0))$, namely $v$ is a weak solution of $\Delta_p v = 0$ in $B_r(x_0)$.

We now provide some energy estimates of classical flavor for the $p$-harmonic replacement that we will use in the sequel.

**Lemma 2.2.** Let $x_0 \in \mathbb{R}^n$, $r > 0$ and $u \in W^{1,p}(B_r(x_0))$. Let $v$ be the $p$-harmonic replacement of $u$ in $B_r(x_0)$. Then,
(i) if $1 < p < 2$, then
\[ \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C \left( \int_{B_r(x_0)} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx \right)^\frac{p}{2} \left( \int_{B_r(x_0)} (|\nabla u(x)| + |\nabla v(x)|)^p \, dx \right)^{1 - \frac{p}{2}}, \]
for some positive universal constant $C$;

(ii) if $p \geq 2$, then
\[ \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C \int_{B_r(x_0)} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx, \]
for some positive universal constant $C$.

Proof. For all $s \in [0, 1]$, we consider the family of functions $u_s(x) := su(x) + (1 - s)v(x)$. Notice that $u_0 = v$ and $u_1 = u$. As a consequence,
\[ \int_{B_r(x_0)} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx = \int_{B_r(x_0)} \left( \int_0^1 \frac{d}{ds} |\nabla u_s(x)|^p \, ds \right) \, dx \]
\[ = \int_{B_r(x_0)} \left( \int_0^1 p |\nabla u_s(x)|^{p-2} \nabla u_s(x) \cdot \nabla (u - v)(x) \, ds \right) \, dx. \]
This and (2.3) (used here with $\varphi := u - v$) lead to
\[ \int_{B_r(x_0)} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx \]
\[ = p \left[ \int_{B_r(x_0)} \left( \int_0^1 |\nabla u_s(x)|^{p-2} \nabla u_s(x) \cdot \nabla (u - v)(x) \, ds \right) \, dx \]
\[ - \int_0^1 \left( \int_{B_r(x_0)} |\nabla v(x)|^{p-2} \nabla v(x) \cdot \nabla (u - v)(x) \, dx \right) \, ds \]
\[ = p \int_0^1 \left( \int_{B_r(x_0)} (|\nabla u_s(x)|^{p-2} \nabla u_s(x) - |\nabla v(x)|^{p-2} \nabla v(x)) \cdot \nabla (u - v)(x) \, dx \right) \, ds. \]
We also point out that
\[ (2.4) \]
\[ u_s(x) - v(x) = s(u(x) - v(x)), \]
and therefore we arrive at
\[ \int_{B_r(x_0)} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx \]
\[ = p \int_0^1 \frac{1}{s} \left( \int_{B_r(x_0)} (|\nabla u_s(x)|^{p-2} \nabla u_s(x) - |\nabla v(x)|^{p-2} \nabla v(x)) \cdot \nabla (u_s - v)(x) \, dx \right) \, ds. \]
Thus, using this inequality with $\xi$ for any $\xi \in \mathbb{R}^n \setminus \{0\}$, for some positive universal constant $\gamma$, see e.g. page 100 in [DP05]. Thus, using this inequality with $\xi := \nabla u_s$ and $\zeta := \nabla v$ into (2.5), we obtain that

$$
\int_{B_r(x_0)} \left( |\nabla u(x)|^p - |\nabla v(x)|^p \right) \, dx
$$

for any $\xi, \zeta \in \mathbb{R}^n \setminus \{0\}$, for some positive universal constant $\gamma$, see e.g. page 100 in [DP05].

Furthermore, recalling (2.4), we conclude that

$$
\int_{B_r(x_0)} \left( |\nabla u(x)|^p - |\nabla v(x)|^p \right) \, dx
\geq \begin{cases} 
  p \gamma \int_0^1 \frac{1}{s} \left( \int_{B_r(x_0)} |\nabla u_s(x) - \nabla v(x)| \left( |\nabla u_s(x)| + |\nabla v(x)| \right)^{p-2} \, dx \right) \, ds, & \text{if } 1 < p < 2, \\
  p \gamma \int_0^1 \frac{1}{s} \left( \int_{B_r(x_0)} |\nabla u_s(x) - \nabla v(x)|^p \, dx \right) \, ds, & \text{if } p \geq 2.
\end{cases}
$$

Now, if $1 < p < 2$, since $s \in [0,1]$ we have that

$$
|\nabla u_s| + |\nabla v| \leq s |\nabla u| + (1-s) |\nabla v| + |\nabla v| = s |\nabla u| + (2-s) |\nabla v| \leq 2 \left( |\nabla u| + |\nabla v| \right).
$$

Hence, plugging this information into (2.6), we find that

$$
\int_{B_r(x_0)} \left( |\nabla u(x)|^p - |\nabla v(x)|^p \right) \, dx
\geq \begin{cases} 
  p \gamma 2^{p-2} \int_0^1 s \left( \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)| \left( |\nabla u(x)| + |\nabla v(x)| \right)^{p-2} \, dx \right) \, ds, & \text{if } 1 < p < 2, \\
  p \gamma 2^{p-3} \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^2 \left( |\nabla u(x)| + |\nabla v(x)| \right)^{p-2} \, dx, & \text{if } p \geq 2.
\end{cases}
$$

We now apply the Hölder’s inequality with Hölder exponent $2/p$ and conjugate exponent

$$
\left( \frac{2}{p} \right)^{'} = \frac{2/p}{2/p - 1} = \frac{2}{2 - p},
$$
to see that
\[
\int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \, dx
\]
\[
= \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \left( |\nabla u(x)| + |\nabla v(x)| \right)^{\frac{p-2}{2}} \left( |\nabla u(x)| + |\nabla v(x)| \right)^{-\frac{p-2}{2}} \, dx
\]
\[
\leq \left( \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^2 \left( |\nabla u(x)| + |\nabla v(x)| \right)^{p-2} \, dx \right)^{\frac{p}{2}}
\times \left( \int_{B_r(x_0)} \left( |\nabla u(x)| + |\nabla v(x)| \right)^p \, dx \right)^{1-\frac{p}{2}}.
\]
This and (2.7) yield that
\[
\int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \, dx
\]
\[
\leq C \left( \int_{B_r(x_0)} \left( |\nabla u(x)| - |\nabla v(x)| \right)^p \, dx \right)^{\frac{p}{2}} \left( \int_{B_r(x_0)} \left( |\nabla u(x)| + |\nabla v(x)| \right)^p \, dx \right)^{1-\frac{p}{2}},
\]
for some universal constant $C > 0$, which proves the desired result in (2.2) when $1 < p < 2$.

If instead $p \geq 2$, we deduce from (2.6) that
\[
\int_{B_r(x_0)} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx \geq p \gamma \int_0^1 s^{p-1} \left( \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \, dx \right) \, ds
\]
\[
= \gamma \int_{B_r(x_0)} |\nabla u(x) - \nabla v(x)|^p \, dx,
\]
which establishes (2.3) when $p \geq 2$ and completes the proof of Lemma 2.2. \hfill \Box

3. Some dichotomy results

With the preliminary work carried out so far, we can now provide a dichotomy statement. Roughly speaking, either the average of the energy of an almost minimizer decreases in a smaller ball, or the distance of its gradient and a suitable constant vector becomes as small as we wish (that is, linear functions are the “only ones for which the average does not improve in small balls”). The precise result goes as follows:

**Proposition 3.1.** There exists $\varepsilon_0 \in (0, 1)$ such that for every $\varepsilon \in (0, \varepsilon_0)$ there exist $\eta \in (0, 1)$, $M \geq 1$ and $\sigma_0 \in (0, 1)$, depending on $\varepsilon$, $n$ and $p$, such that if $\sigma \in [0, \sigma_0]$ and $a \geq M$ then the following statement holds true.

Let $u \in W^{1,p}(B_1)$ be such that
\[
J_p(u, B_1) \leq (1 + \sigma)J_p(v, B_1)
\]

(3.1)
For all $v \in W^{1,p}(B_1)$ such that $v = u$ on $\partial B_1$, with
\begin{equation}
(3.2) \quad a := \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{1/p}.
\end{equation}

Then, either
\begin{equation}
(3.3) \quad \left( \int_{B_{\eta}} |\nabla u(x)|^p \, dx \right)^{1/p} \leq \frac{a}{2},
\end{equation}
or
\begin{equation}
(3.4) \quad \left( \int_{B_{\eta}} |\nabla u(x) - q|^p \, dx \right)^{1/p} \leq \varepsilon a,
\end{equation}
with $q \in \mathbb{R}^n$ such that
\begin{equation}
(3.5) \quad \frac{a}{4} < |q| \leq C_0 a,
\end{equation}
and $C_0 > 0$ universal.

**Proof.** Let $v$ be the $p$-harmonic replacement of $u$ in $B_1$. By Theorem 3.19 in [MZ97], we have that, for every $x \in B_{1/2}$,
\begin{align*}
|\nabla v(x)|^p & \leq \sup_{B_{1/4}(x)} |\nabla v|^p \leq C \int_{B_{1/2}(x)} |\nabla v(y)|^p \, dy \leq C \int_{B_1} |\nabla u(y)|^p \, dy.
\end{align*}
As a consequence, for all $x \in B_{1/2}$,
\begin{equation}
(3.6) \quad |\nabla v(x)| \leq C_0 a,
\end{equation}
for some positive universal constant $C_0$.

Accordingly, we denote by $q := \nabla v(0)$ and we deduce from (3.6) that $|q| \leq C_0 a$. This, together with Theorem 2 in [Man86], gives that, for all $\eta \in (0, 1/2]$,
\begin{align*}
\int_{B_{\eta}} |\nabla v(x) - q|^p \, dx & \leq \int_{B_{\eta}} \left( C \left( \frac{\eta}{1/2} \right)^\alpha \|\nabla v\|_{L^\infty(B_{1/2})} \right)^p \, dx \\
& \leq C \eta^{\alpha p} \|\nabla v\|_{L^\infty(B_{1/2})}^p \\
& \leq C_1 \eta^{\alpha p} a^p,
\end{align*}
for some $\alpha \in (0, 1)$ and $C_1 > 0$ universal.
Furthermore, using (3.1) we have that
\[
\int_{B_1} \left( |\nabla u(x)|^p - |\nabla v(x)|^p \right) \, dx \leq J_p(u, B_1) - \int_{B_1} |\nabla v(x)|^p \, dx \\
\leq (1 + \sigma)J_p(v, B_1) - \int_{B_1} |\nabla v(x)|^p \, dx
\]
(3.8)
\[
\leq C \left( \sigma \int_{B_1} |\nabla v(x)|^p \, dx + 1 \right)
\]
\[
\leq C \left( \sigma \int_{B_1} |\nabla u(x)|^p \, dx + 1 \right)
\]
We distinguish two cases, \( p \geq 2 \) and \( 1 < p < 2 \).

If \( p \geq 2 \), then from (2.3) and (3.8) we deduce that
\[
\int_{B_1} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C \left( \sigma \int_{B_1} |\nabla u(x)|^p \, dx + 1 \right).
\]
Taking the average over \( B_1 \), we thereby obtain that
\[
\int_{B_1} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C(\sigma a^p + 1).
\]
Using this and (3.7), we get that
\[
\int_{B_n} |\nabla u(x) - q|^p \, dx \leq 2^{p-1} \int_{B_n} \left( |\nabla u(x) - \nabla v(x)|^p + |\nabla v(x) - q|^p \right) \, dx
\]
(3.9)
\[
\leq 2^{p-1} \left( \frac{|B_1|}{B_n} \int_{B_1} |\nabla u(x) - \nabla v(x)|^p \, dx + C_1 \eta^{\alpha p} a^p \right)
\]
\[
\leq 2^{p-1} \left( C\eta^{-n}(\sigma a^p + 1) + C_1 a^p \eta^{\alpha p} \right),
\]
\[
= 2^{p-1} C\eta^{-n}\sigma a^p + 2^{p-1} C\eta^{-n} + 2^{p-1} C_1 a^p \eta^{\alpha p}.
\]
This yields that
\[
\int_{B_n} |\nabla u(x)|^p \, dx \leq 2^{2(p-1)} C\eta^{-n}\sigma a^p + 2^{2(p-1)} C\eta^{-n} + 2^{2(p-1)} C_1 a^p \eta^{\alpha p} + 2^{p-1} |q|^p.
\]

If instead \( 1 < p < 2 \), by virtue of (2.2) and (3.8), we obtain that
\[
\int_{B_1} |\nabla u(x) - \nabla v(x)|^p \, dx
\]
\[
\leq C \left( \sigma \int_{B_1} |\nabla u(x)|^p \, dx + 1 \right) \left( \int_{B_1} \left( |\nabla u(x)| + |\nabla v(x)| \right)^p \, dx \right)^{1 - \frac{p}{2}}
\]
\[
\leq C \left( \sigma \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{\frac{p}{2}} + 1 \right) \left( \int_{B_1} \left( |\nabla u(x)|^p + |\nabla v(x)|^p \right) \, dx \right)^{1 - \frac{p}{2}}.
\]
Thus, since $v$ is the $p$-harmonic replacement of $u$ in $B_1$,  
\[
\int_{B_1} |\nabla u(x) - \nabla v(x)|^p \, dx
\leq C \left( \sigma^\frac{p}{2} \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^\frac{p}{2} + 1 \right) \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{1-\frac{p}{2}}
\]
\[
= C \left( \sigma^\frac{p}{2} \int_{B_1} |\nabla u(x)|^p \, dx + \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{1-\frac{p}{2}} \right)
\]  
Consequently, taking the average integral, we have that  
\[
\int_{B_{\eta}} |\nabla u(x) - q|^p \, dx \leq C \left( \sigma^\frac{p}{2} a^p + |B_1|^{-\frac{p}{2}} a^{p(1-\frac{p}{2})} \right) \leq C \left( \sigma^\frac{p}{2} a^p + a^{p(1-\frac{p}{2})} \right).
\]
From this and (3.7), we obtain that  
\[
\int_{B_{\eta}} |\nabla u(x) - q|^p \, dx \leq 2^{p-1} \int_{B_{\eta}} \left( |\nabla u(x) - \nabla v(x)|^p + |\nabla v(x) - q|^p \right) \, dx
\]
(3.11)  
\[
\leq 2^{p-1} \left( \frac{|B_1|}{|B_{\eta}|} \int_{B_1} |\nabla u(x) - \nabla v(x)|^p \, dx + C_1 \eta^{op} a^p \right)
\]  
\[
\leq 2^{p-1} C \eta^{-n} \sigma^\frac{p}{2} a^p + 2^{p-1} C \eta^{-n} a^{p(1-\frac{p}{2})} + 2^{p-1} C_1 a^p \eta^{op}.
\]
This gives that  
(3.12)  
\[
\int_{B_{\eta}} |\nabla u(x)|^p \, dx \leq 2^{2(p-1)} C \eta^{-n} \sigma^\frac{p}{2} a^p + 2^{2(p-1)} C \eta^{-n} a^{p(1-\frac{p}{2})} + 2^{2(p-1)} C_1 a^p \eta^{op} + 2^{p-1} |q|^p.
\]
Now, given $\varepsilon_0 \in (0, 1/4]$, we claim that for every $\varepsilon \in (0, \varepsilon_0)$ there exists $\eta$ small enough (depending on $\varepsilon$) such that if $\sigma$ is chosen sufficiently small and $a$ sufficiently large (depending on $\eta$, and thus on $\varepsilon$) then  
\[
\begin{cases}
2^{2(p-1)} C \eta^{-n} \sigma a^p + 2^{2(p-1)} C \eta^{-n} + 2^{2(p-1)} C_1 a^p \eta^{op} \leq 2^{p-1} \varepsilon a^p \leq \frac{a^p}{2^{p-1}} \\
\text{if } p \geq 2,
\end{cases}
\]  
(3.13)  
\[
\begin{cases}
2^{2(p-1)} C \eta^{-n} \sigma a^p + 2^{2(p-1)} C \eta^{-n} a^{p(1-\frac{p}{2})} + 2^{2(p-1)} C_1 a^p \eta^{op} \leq 2^{p-1} \varepsilon a^p \leq \frac{a^p}{2^{p-1}} \\
\text{if } 1 < p < 2.
\end{cases}
\]
To prove this we distinguish two cases. If $p \geq 2$, we pick $\eta > 0$ sufficiently small such that $\varepsilon^p - 2^{p-1} C \eta > 2^{p-1} C_1 \eta^{op}$. This allows us to define  
\[
M := \left( \frac{2^{p-1} C \eta^{-n}}{\varepsilon^p - 2^{p-1} C \eta - 2^{p-1} C_1 \eta^{op}} \right)^{1/p}.
\]
Note also that we can suppose $M \geq 1$ by taking $\eta$ small enough. Let also  
\[\sigma_0 := \eta^{n+1}.
\]
With this setting, we obtain that, for every \( a \geq M \) and for every \( 0 < \sigma \leq \sigma_0 \),
\[
2^{2(p-1)}C\eta^{-n}\sigma a^p + 2^{2(p-1)}C\eta^{-n} + 2^{2(p-1)}C_1 a^p \eta^{\alpha p}
\leq a^p \left(2^{2(p-1)}C\eta + 2^{2(p-1)}C_1 \eta^{\alpha p}\right) + 2^{2(p-1)}C\eta^{-n}
= a^p \left(2^{2(p-1)}C\eta + 2^{2(p-1)}C_1 \eta^{\alpha p}\right) + 2^{p-1} M^p \left(\varepsilon^p - 2^{p-1}C\eta - 2^{p-1}C_1 \eta^{\alpha p}\right)
\leq a^p \left(2^{2(p-1)}C\eta + 2^{2(p-1)}C_1 \eta^{\alpha p}\right) + 2^{p-1} a^p \left(\varepsilon^p - 2^{p-1}C\eta - 2^{p-1}C_1 \eta^{\alpha p}\right)
= 2^{p-1} \varepsilon^p a^p + a^p \left(2^{2(p-1)}C\eta + 2^{2(p-1)}C_1 \eta^{\alpha p} - 2^{2(p-1)}C\eta - 2^{2(p-1)}C_1 \eta^{\alpha p}\right)
= 2^{p-1} \varepsilon^p a^p,
\]
which proves (3.13) when \( p \geq 2 \).

If instead \( 1 < p < 2 \), we pick \( \eta > 0 \) small enough such that \( \varepsilon^p > 2^{p-1}C\eta + 2^{p-1}C_1 \eta^{\alpha p} \). In this way, we can define
\[
M := \left(\frac{C2^{p-1}\eta^{-n}}{\varepsilon^p - 2^{p-1}C\eta - 2^{p-1}C_1 \eta^{\alpha p}}\right)^{2/p^2}.
\]
Let also \( \sigma_0 := \eta^{(n+1)/p} \). Then, whenever \( a \geq M \) and \( 0 < \sigma \leq \sigma_0 \) it follows that
\[
2^{2(p-1)}C\eta^{-n}\sigma^\frac{\varepsilon}{a} a^p + 2^{2(p-1)}C\eta^{-n}a^p(1-\frac{\varepsilon}{a}) + 2^{2(p-1)}C_1 a^p \eta^{\alpha p}
\leq 2^{2(p-1)}C\eta a^p + 2^{2(p-1)}C\eta^{-n}a^p(1-\frac{\varepsilon}{a}) + 2^{2(p-1)}C_1 a^p \eta^{\alpha p}
= 2^{p-1} a^p \left(2^{2(p-1)}C\eta + 2^{p-1}C\eta^{-n}a^p(1-\frac{\varepsilon}{a}) + 2^{p-1}C_1 \eta^{\alpha p}\right)
\leq 2^{p-1} a^p \left(2^{2(p-1)}C\eta + 2^{p-1}C\eta^{-n}M^2 + 2^{p-1}C_1 \eta^{\alpha p}\right)
= 2^{p-1} a^p \left(2^{2(p-1)}C\eta + \varepsilon^p - 2^{p-1}C\eta - 2^{p-1}C_1 \eta^{\alpha p} + 2^{p-1}C_1 \eta^{\alpha p}\right)
= 2^{p-1} \varepsilon^p a^p,
\]
which establishes (3.13) in the case \( 1 < p < 2 \) as well.

In order to complete the proof of Proposition 3.1, we now distinguish two cases according to the size of \(|q|\). More precisely, we first suppose that
\[
|q| \leq \frac{a}{4}.
\]
Then, we use either (3.10) (if \( p \geq 2 \)) or (3.12) (if \( 1 < p < 2 \)), and (3.13) to conclude that
\[
\int_{B_\eta} |\nabla u(x)|^p \, dx \leq \frac{a^p}{2^{p+1}} + \frac{2^{p-1} a^p}{2^{2p}} = \frac{a^p}{2^{p+1}} + \frac{a^p}{2^{p+1}} = \frac{a^p}{2^{2p}},
\]
and thus
\[
\left(\int_{B_\eta} |\nabla u(x)|^p \, dx\right)^{1/p} \leq \frac{a}{2}.
\]
which is the first alternative in (3.3).

Otherwise, it holds that
\[ \frac{a}{4} < |q| \leq C_0 a, \]
and therefore, by either (3.9) (if \( p \geq 2 \)) or (3.11) (if \( 1 < p < 2 \)), and (3.13), we have that
\[ \left( \int_{B_n} |\nabla u(x) - q|^p \, dx \right)^{1/p} \leq \varepsilon a, \]
which is the second alternative in (3.4). The proof of Proposition 3.1 is thereby complete. \( \square \)

We will now show that the alternative in (3.4) can be “improved” when \( \varepsilon \) and \( \sigma \) are sufficiently small. This result is the counterpart of Lemma 2.3 in [DSS20b] in the more general setting dealt with in this paper. The main difficulty here with respect to Lemma 2.3 in [DSS20b] relies on the fact that the problem is not linear when \( p \neq 2 \), and therefore, if \( v_1 \) and \( v_2 \) are the \( p \)-harmonic replacements of \( u_1 \) and \( u_2 \) in \( B_1 \), then it is not true that \( v_1 + v_2 \) is the \( p \)-harmonic replacement of \( u_1 + u_2 \), unless \( p = 2 \).

We will overcome this difficulty by showing that a “uniformly elliptic” equation is still satisfied from the sum of \( p \)-harmonic replacements. More precisely, we will show the following result:

**Lemma 3.2.** Let \( q \in \mathbb{R}^n \) and let \( \eta : \mathbb{R}^n \to \mathbb{R}^n \) be such that \( |\eta(x)| < \frac{|q|}{2} \). Let \( F(z) := |z|^{p-2}z \) and
\[ A(x) := \int_0^1 DF(q + t\eta(x)) \, dt. \]

Then,
\[ \lambda |q|^{p-2} \leq A\xi \cdot \xi \leq \Lambda |q|^{p-2}, \]
for all \( \xi \in \partial B_1 \), for some \( \Lambda \geq \lambda > 0 \), depending on \( p \).

**Proof.** We notice that, for all \( t \in (0, 1) \),
\[ |q + t\eta| \leq |q| + |\eta| < |q| + \frac{|q|}{2} = \frac{3|q|}{2}, \]
(3.14)
and \[ |q + t\eta| \geq |q| - |\eta| > |q| - \frac{|q|}{2} = \frac{|q|}{2}. \]

Furthermore, we observe that
\[ DF(z) = (p - 2)|z|^{p-4}z \otimes z + |z|^{p-2} \text{Id}, \]
where \( \text{Id} \) denotes the identity matrix in dimension \( n \), and therefore, for all \( \xi \in \partial B_1 \),
\[ DF(z)\xi \cdot \xi = (p - 2)|z|^{p-4}(z \cdot \xi)^2 + |z|^{p-2}|\xi|^2 \]
\[ \geq -(2 - p)^+ |z|^{p-2} + |z|^{p-2}|\xi|^2 \]
\[ = \left[ 1 - (2 - p)^+ \right] |z|^{p-2}|\xi|^2 \]
\[ = \left[ 1 - (2 - p)^+ \right] |z|^{p-2}. \]
Consequently,

\[ A\xi \cdot \xi \geq [1 - (2 - p)^+] \int_0^1 |q + t\eta|^{p-2} \, dt. \]

Accordingly, we can use (3.14) to find that

\[ A\xi \cdot \xi \geq \frac{1 - (2 - p)^+}{2^{p-2}} |q|^{p-2} \]

if \( p \geq 2 \), and

\[ A\xi \cdot \xi \geq [1 - (2 - p)^+] \left( \frac{3}{2} \right)^{p-2} |q|^{p-2} \]

if \( p \in (1, 2) \).

Similarly, since

\[ DF(z)\xi \cdot \xi \leq (p - 2)^+ |z|^{p-2} + |z|^{p-2} |\xi|^2 \]

\[ = [1 + (p - 2)^+] |z|^{p-2} |\xi|^2 \]

\[ = [1 + (p - 2)^+] |z|^{p-2}, \]

we have that

\[ A\xi \cdot \xi \leq [1 + (p - 2)^+] \int_0^1 |q + t\eta|^{p-2} \, dt. \]

Hence, making again use of (3.14),

\[ A\xi \cdot \xi \leq [1 + (p - 2)^+] \left( \frac{3}{2} \right)^{p-2} |q|^{p-2} \]

if \( p \geq 2 \), and

\[ A\xi \cdot \xi \leq \frac{1 + (p - 2)^+}{2^{p-2}} |q|^{p-2} \]

if \( p \in (1, 2) \).

These considerations complete the proof of Lemma 3.2. \( \square \)

With this, we can now state the following result:

**Lemma 3.3.** Let \( a_1 > a_0 > 0 \) and

\[ p > \max \left\{ \frac{2n}{n+2}, 1 \right\}. \] (3.15)

There exist \( \alpha_0 \in (0, 1] \) and \( \tilde{C} > 0 \), depending on \( n \) and \( p \), such that for every \( \alpha \in (0, \alpha_0) \) there exist

- \( p \in (0, 1) \), depending on \( n \), \( p \) and \( \alpha \),
- \( \varepsilon_0 \in (0, 1) \), depending on \( n \), \( p \), \( a_0 \), \( a_1 \) and \( \alpha \),
- \( c_0 > 0 \), depending on \( n \), \( p \), \( a_0 \), \( a_1 \) and \( \alpha \),
such that, if $\varepsilon \in (0, \varepsilon_0]$ and $\sigma \in (0, c_0\varepsilon^p]$, with $P := \max\{p, 2\}$, then the following statement holds true.

Let $u \in W^{1,p}(B_1)$ be such that $u \geq 0$ in $B_1$ and

$$J_p(u, B_1) \leq (1 + \sigma)J_p(v, B_1)$$

for all $v \in W^{1,p}(B_1)$ such that $v = u$ on $\partial B_1$.

Let

$$a := \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{1/p}$$

and suppose that

$$a \in [a_0, a_1].$$

Assume also that

$$\left( \int_{B_1} |\nabla u(x) - q|^p \, dx \right)^{1/p} \leq \varepsilon a,$$

for some $q \in \mathbb{R}^n$ such that

$$\frac{a}{8} < |q| \leq 2C_0a,$$

where $C_0 > 0$ is the universal constant given by Proposition 3.1.

Then

$$\left( \int_{B_1} |\nabla u(x) - \tilde{q}|^p \, dx \right)^{1/p} \leq \rho^\alpha \varepsilon a,$$

with $\tilde{q} \in \mathbb{R}^n$ such that

$$|q - \tilde{q}| \leq \tilde{C}\varepsilon a.$$

The quantity $\alpha_0$ in the statement of Lemma 3.3 measures the oscillation of $\nabla u$, see [Ura68], [DiB83], [Tol84] or, specifically for our case, Theorem 2 in [Man86]. When $p = 2$, we have that $\alpha_0 = 1$, according to the full regularity of harmonic functions, but when $p \neq 2$ in general we only know that $\alpha_0 \in (0, 1)$ (but when $n = 2$ a sharp regularity exponent has been determined in [IM89]).

Proof of Lemma 3.3. Let $\bar{v}$ denote the $p$-harmonic replacement of $u$ in $B_{9/10}$ and let $v$ be defined as

$$v := \begin{cases} 
\bar{v} & \text{in } B_{9/10}, \\
u & \text{in } B_1 \setminus B_{9/10}.
\end{cases}$$

Then, since $v = u$ on $\partial B_1$ and $v \in W^{1,p}(B_1)$, we can use (3.16) to see that

$$J_p(u, B_1) \leq (1 + \sigma)J_p(v, B_1).$$
Consequently,

\[ J_p(u, B_{9/10}) = J_p(u, B_1) - J_p(u, B_1 \setminus B_{9/10}) \]
\[ \leq J_p(v, B_{9/10}) + J_p(v, B_1 \setminus B_{9/10}) + \sigma J_p(v, B_1) - J_p(u, B_1 \setminus B_{9/10}) \]
\[ = J_p(v, B_{9/10}) + J_p(u, B_1 \setminus B_{9/10}) + \sigma J_p(v, B_1) - J_p(u, B_1 \setminus B_{9/10}) \]
\[ = J_p(v, B_{9/10}) + \sigma J_p(v, B_1). \]

Hence, recalling the definition of \( J_p \) in (1.1),

\[ \frac{1}{B_{9/10}} \int_{B_{9/10}} |\nabla u(x)|^p \, dx + \{u > 0\} \cap B_{9/10} \]
\[ \leq \frac{1}{B_{9/10}} \int_{B_{9/10}} |\nabla v(x)|^p \, dx + \{u = 0\} \cap B_{9/10} + \sigma J_p(v, B_1), \]

which yields that

\[ (3.24) \int_{B_{9/10}} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx \leq \{u = 0\} \cap B_{9/10} + \sigma J_p(v, B_1). \]

Moreover, recalling (3.23), we point out that \( v \) is the \( p \)-harmonic replacement of \( u \) in \( B_{9/10} \), and therefore

\[ J_p(v, B_1) = \frac{1}{B_1} \int_{B_1} \left( |\nabla v(x)|^p + \chi_{\{v > 0\}}(x) \right) \, dx \]
\[ \leq \int_{B_{9/10}} |\nabla v(x)|^p \, dx + \int_{B_1 \setminus B_{9/10}} |\nabla v(x)|^p \, dx + |B_1| \]
\[ \leq \int_{B_1} |\nabla u|^p \, dx + |B_1| \leq a^p + |B_1|. \]

Furthermore, if \( p \geq 2 \), by (2.3) and (3.24) we deduce that

\[ \int_{B_{9/10}} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C \{u = 0\} \cap B_{9/10} + C \sigma J_p(v, B_1), \]

for some positive universal constant \( C \). Consequently, exploiting (3.25), we obtain that

\[ (3.26) \int_{B_{9/10}} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C \{u = 0\} \cap B_{9/10} + C \sigma (a^p + 1), \]

up to renaming \( C \).
If instead \( p < 2 \), we use (2.2), (3.24) and (3.25) to write that
\[
\int_{B_{9/10}} |\nabla u(x) - \nabla v(x)|^p \, dx
\leq C \left( \int_{B_{9/10}} (|\nabla u(x)|^p - |\nabla v(x)|^p) \, dx \right)^{\frac{p}{2}} \left( \int_{B_{9/10}} (|\nabla u(x)| + |\nabla v(x)|)^p \, dx \right)^{1 - \frac{p}{2}}
\leq C \left( |\{ u = 0 \} \cap B_{9/10}| + \sigma J_p(v, B_1) \right)^{\frac{p}{2}} \left( \int_{B_{9/10}} 2^p |\nabla u(x)|^p \, dx \right)^{1 - \frac{p}{2}}
\leq C \left( |\{ u = 0 \} \cap B_{9/10}| + \sigma (a^p + 1) \right)^{\frac{p}{2}} a^p (1 - \frac{p}{2}).
\]

(3.27)

Now we claim that
\[
|B_{9/10} \cap \{ u = 0 \}| \leq C_1 \varepsilon ^{p+\delta},
\]
for some \( C_1 > 0 \) and \( \delta > 0 \). To prove this, we consider the linear function
\[
\ell(x) := b + q \cdot x, \quad \text{with} \quad b := \int_{B_1} u(x) \, dx.
\]

(3.29)

We remark that
\[
\int_{B_1} (u(x) - \ell(x)) \, dx = b - \left( b + \int_{B_1} q \cdot x \, dx \right) = - \int_{B_1} q \cdot x \, dx = 0.
\]

As a consequence, denoting by
\[
(u - \ell)_{B_1} := \int_{B_1} (u(x) - \ell(x)) \, dx
\]
and using the Poincaré inequality, we see that
\[
\| u - \ell - (u - \ell)_{B_1} \|_{L^p(B_1)} = \| u - \ell \|_{L^p(B_1)} \leq C \| \nabla (u - \ell) \|_{L^p(B_1)},
\]
for some \( C > 0 \) universal.

This and (3.19) entail that
\[
\int_{B_1} |u(x) - \ell(x)|^p \, dx \leq C \int_{B_1} |\nabla (u - \ell)(x)|^p \, dx \leq C \varepsilon ^p a^p.
\]

(3.30)

We also observe that, since \( u \geq 0 \), it holds that \( \ell^- \leq |u - \ell| \). Using this information into (3.30), we obtain that
\[
\int_{B_1} (\ell^-(x))^p \, dx \leq C \varepsilon ^p a^p.
\]

(3.31)

Now we claim that, if \( \varepsilon \) is sufficiently small,
\[
\ell \geq c_1 a \quad \text{in} \quad B_{9/10},
\]

(3.32)
for some $c_1 > 0$. To check this, we argue by contradiction assuming that
\[ \min_{x \in B_{9/10}} \ell(x) < ca \]
for all $c > 0$. We notice that, for every $x \in B_{9/10}$,
\[ -\frac{9|q|}{10} \leq \ell(x) - b \leq \frac{9|q|}{10}. \]
and therefore
\[ ca > \min_{x \in B_{1/2}} \ell(x) \geq b - \frac{9|q|}{10}. \]
This leads to
\[ (3.33) \quad b \leq ca + \frac{9|q|}{10}. \]
Now we define
\[ B := \left\{ x = -\frac{tq}{|q|} + \eta, \text{ for some } t \in \left[ \frac{38}{40}, \frac{39}{40} \right] \text{ and } \eta \in B_{1/40} \right\}. \]
Notice that if $x \in B$ then
\[ |x| \leq t + |\eta| < \frac{39}{40} + \frac{1}{40} = 1, \]
and this shows that
\[ (3.34) \quad B \subseteq B_1. \]
Furthermore, from (3.20) and (3.33) we see that, if $x \in B$,
\[ \ell(x) = b - t|q| + \eta \cdot q \leq ca + \frac{9|q|}{10} - \frac{38|q|}{40} + \frac{|q|}{40} = ca - \left( \frac{38}{40} - \frac{9}{10} - \frac{1}{40} \right) |q| \]
\[ = ca - \frac{|q|}{40} < ca - \frac{a}{320}. \]
Hence, taking $c \in \left( 0, \frac{1}{640} \right)$, we infer that
\[ \ell(x) \leq -\frac{a}{640}. \]
Accordingly, using this and (3.34) into (3.31), we obtain that
\[ C |B_1| \varepsilon^p a^p \geq \int_{B_1} \ell^p(x)^p \, dx \geq \int_B \ell^p(x)^p \, dx \geq \int_B \left( \frac{a}{80 \cdot 2^{(3p+1)/p}} \right)^p \, dx \geq \tau a^p, \]
for some positive universal constant $\tau$. This establishes the desired contradiction if $\varepsilon$ is sufficiently small, and thus the proof of (3.32) is complete.

Now, we distinguish the three following cases: $p \in (1, n)$, $p = n$ and $p > n$. 
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Firstly, if \( p < n \), recalling the Poincaré-Sobolev inequality (see e.g. Theorem 2 on page 265 of [Eva98], or Theorem 7.30 in [GT01]) and applying the same argument of formula (7.40) in [GT01], we obtain that

\[
\left( \int_{B_1} |u(x) - \ell(x)|^{p^*} \, dx \right)^{1/p^*} \leq C \left( \int_{B_1} |\nabla(u(x) - \ell(x))|^{p} \, dx \right)^{1/p}
\]

for some \( C > 0 \) universal, where

\[
p^* := \frac{np}{n - p}.
\]

Then, by virtue of (3.19), (3.29) and (3.35), we get that

\[
\left( \int_{B_1} |u(x) - \ell(x)|^{p^*} \, dx \right)^{1/p^*} \leq C \left( \int_{B_1} |\nabla(u(x) - \ell(x))|^{p} \, dx \right)^{1/p} = C \left( \int_{B_1} |\nabla u(x) - q|^{p} \, dx \right)^{1/p} \leq C\varepsilon a.
\]

This and (3.32) entail that

\[
C\varepsilon a \geq \left( \int_{B_{9/10}\cap\{u=0\}} |\ell(x)|^{p^*} \, dx \right)^{1/p^*} \geq c_1 a \left| B_{9/10}\cap\{u=0\} \right|^{1/p^*},
\]

and thus, up to renaming constants,

\[
(3.36) \quad \left| B_{9/10}\cap\{u=0\} \right| \leq C\varepsilon p^*.
\]

Now we notice that

\[
p^* = \frac{np + p^2 - p^2}{n - p} = p + \frac{p^2}{n - p}.
\]

Therefore, setting

\[
(3.37) \quad \delta := \frac{p^2}{n - p} > 0,
\]

we obtain (3.28) from (3.36) in the case \( p < n \).

If instead \( p > n \), we recall Theorem 7.17 as well as (7.12) and (7.16) in [GT01], to see that

\[
\sup_{B_1} |u - \ell| \leq C \left( \int_{B_1} |\nabla(u(x) - \ell(x))|^{p} \, dx \right)^{1/p}
\]

for some \( C > 0 \) universal. From this, and making again use of (3.19) and (3.29), we deduce that

\[
\sup_{B_1} |u - \ell| \leq C \left( \int_{B_1} |\nabla(u(x) - \ell(x))|^{p} \, dx \right)^{1/p} \leq C\varepsilon a.
\]
As a consequence of this and (3.32), for all \( x \in B_{9/10} \),
\[
C \varepsilon a \geq \sup_{B_1} |u - \ell| \geq \sup_{B_{9/10}} (\ell - u) \geq \ell(x) - u(x) \geq c_1 a - u(x),
\]
and thus \( u(x) \geq c_1 a - C \varepsilon a > 0 \) for all \( x \in B_{9/10} \), as long as \( \varepsilon \) is sufficiently small. Accordingly, it follows that
\[
C \varepsilon a \geq \sup_{B_{1/10}} |u - \ell| \geq c_1 a - u(x),
\]
and thus (3.38)
\[
|B_{9/10} \cap \{ u = 0 \}| = 0,
\]
and this gives (3.28) in the case \( p > n \) as well.

It remains to analyze the case \( p = n \). For this purpose, we point out that \( u - \ell \in W^{1,n}(B_1) \), and so we can apply Theorem 7.35 and Theorem 7.16 in [GT01] to obtain that
\[
\int_{B_1} \exp \left( \frac{|u(x) - \ell(x)|}{C_2 \|
abla(u - \ell)\|_{L^n(B_1)}} \right)^{\frac{n}{n-1}} \, dx \leq C_3 |B_1| ,
\]
where \( C_2 \) and \( C_3 \) are positive universal constants.

Also, for all \( x \in B_1 \), we have that \( e^x \geq C_4 x^n \) for some \( C_4 > 0 \), and thus, recalling (3.19) and (3.29),
\[
\int_{B_1} |u(x) - \ell(x)|^{\frac{n^2}{n-1}} \, dx \leq C \|\nabla u - q\|_{L^n(B_1)} \leq C \varepsilon^{\frac{n^2}{n-1}} a^{\frac{n^2}{n-1}},
\]
for some \( C > 0 \), from which we deduce that, using (3.32) and (3.39),
\[
C \varepsilon^{\frac{n^2}{n-1}} a^{\frac{n^2}{n-1}} \geq \int_{B_1} |u(x) - \ell(x)|^{\frac{n^2}{n-1}} \, dx \geq \int_{B_{9/10} \cap \{ u = 0 \}} |\ell(x)|^{\frac{n^2}{n-1}} \, dx
\]
\[
\geq c_1 \varepsilon^{\frac{n^2}{n-1}} a^{\frac{n^2}{n-1}} |B_{9/10} \cap \{ u = 0 \}|.
\]

We point out that
\[
\frac{n^2}{n-1} = \frac{n^2 - n + n}{n-1} = n + \frac{n}{n-1},
\]
and therefore, choosing
\[
\delta := \frac{n}{n-1} > 0,
\]
we establish (3.28) when \( p = n \) as well.

Gathering together (3.26) and (3.28) we thus conclude that, if \( p \geq 2 \),
\[
\int_{B_{9/10}} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C_1 \varepsilon^{p+\delta} + C \sigma(a^p + 1).
\]

Instead, when \( 1 < p < 2 \), we make use of (3.27) and (3.28) and we obtain that
\[
\int_{B_{9/10}} |\nabla u(x) - \nabla v(x)|^p \, dx \leq C \left( C_1 \varepsilon^{p+\delta} + \sigma(a^p + 1) \right)^{\frac{p}{2}} a^{p(1-\frac{2}{p})}.
\]
Our aim is now to show that, even if \( v - q \cdot x \) is not the \( p \)-harmonic replacement of \( u - q \cdot x \), as in the classical case (see Lemma 2.3 in [DSS20b]), it satisfies a “nice” equation in \( B_{9/10} \).

To this end, we observe that if \( p \geq 2 \), using (3.19) and (3.40),

\[
\int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \leq 2^{p-1} \left( \int_{B_{9/10}} |\nabla u(x) - q|^p \, dx + \int_{B_{9/10}} |\nabla v(x) - \nabla u(x)|^p \, dx \right)
\]

\[
\leq C_2 \varepsilon^p a^p + C_1 \varepsilon^{p+\delta} + C\sigma(a^p + 1),
\]

up to renaming constants.

If instead \( 1 < p < 2 \), from (3.19) and (3.41) we have that

\[
\int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \leq 2^{p-1} \left( \int_{B_{9/10}} |\nabla u(x) - q|^p \, dx + \int_{B_{9/10}} |\nabla v(x) - \nabla u(x)|^p \, dx \right)
\]

\[
\leq C_2 \varepsilon^p a^p + C \left( C_1 \varepsilon^{p+\delta} + \sigma(a^p + 1) \right)^{\frac{p}{2}} a^{p(1-\frac{p}{2})},
\]

(3.42)

Suppose now that \( p \geq 2 \) and \( \sigma \leq c_0 \varepsilon^p \), with \( c_0 \) to be made precise later. Recalling (3.18) and (3.42), we infer that

\[
\int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \leq C_2 \varepsilon^p a^p + C_1 \varepsilon^{p+\delta} + c_0 \varepsilon^p(a^p + 1) \leq C \varepsilon^p a^p,
\]

(3.44)

up to relabeling \( C > 0 \).

Similarly, if \( 1 < p < 2 \), we take \( \sigma \leq c_0 \varepsilon^2 \), with \( c_0 \) to be made precise later. In this case, we deduce from (3.43) that

\[
\int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \leq C_2 \varepsilon^p a^p + C_1 \varepsilon^{p+\delta} + c_0 \varepsilon^2(a^p + 1) \leq C \varepsilon^p a^p,
\]

(3.45)

up to renaming the constants.

We stress that we have not used the assumption on \( p \) given in (3.15) so far. We will use it next to reabsorb the term \( \varepsilon^{(p+\delta)\frac{p}{2}} a^p \) appearing in (3.45) into the term \( \varepsilon^p a^p \). More precisely, we point out that

\[
\text{if } p \in \left( \max \left\{ \frac{2n}{n+p}, 1 \right\}, 2 \right), \text{ then } (p + \delta)\frac{p}{2} > p.
\]

(3.46)

Indeed, when \( n = 1 \) we are in the situation in which \( n = 1 < p \), and therefore we can take \( \delta = 1 \) in (3.28) (recall also (3.38)), thus obtaining that \( \frac{p+1}{2} > 1 \), which gives (3.46) in this case.

Also, if \( n \geq 2 \), then we are in the case \( p < n \), and thus, recalling the value of \( \delta \) given in (3.37), we obtain that

\[
p + \delta = p + \frac{p^2}{n-p} = \frac{np}{n-p} > 2,
\]

which gives (3.46).
As a consequence of (3.45) and (3.46), we obtain that, if \( p \in \left( \max \left\{ \frac{2n}{n+2}, 1 \right\}, 2 \right) \),
\[
\int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \leq C \varepsilon a^p,
\]
for some \( C > 0 \).

Putting together this and (3.44), we conclude that, if \( p > \max \left\{ \frac{2n}{n+2}, 1 \right\} \),
\[
(3.47) \quad \int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \leq C \varepsilon a^p.
\]

Furthermore, we claim that, if \( \varepsilon \) is sufficiently small, for all \( x \in B_{1/2} \),
\[
(3.48) \quad |\nabla v(x) - q| \leq C(\varepsilon a)^\nu,
\]
for some \( C > 0 \) and \( \nu \in (0, 1) \). Indeed, suppose by contradiction that
\[
(3.49) \quad \max_{x \in B_{1/2}} |\nabla v(x) - q| > C(\varepsilon a)^\nu
\]
for all \( C > 0 \) and \( \nu \in (0, 1) \). We recall that \( v \) is \( p \)-harmonic in \( B_{9/10} \) and thus the maximum in (3.49) is achieved, see e.g. [DiB83] or [Tol84]. Moreover, let \( \bar{x} \in \overline{B_{1/2}} \) be such that
\[
(3.50) \quad |\nabla v(\bar{x}) - q| = \max_{x \in B_{1/2}} |\nabla v(x) - q| > C(\varepsilon a)^\nu.
\]

Then, for all \( x \in B_{1/8}(\bar{x}) \),
\[
|\nabla v(x) - \nabla v(\bar{x})| \leq \overline{C}|x - \bar{x}|^\alpha,
\]
for some \( \overline{C} > 0 \) and \( \alpha \in (0, 1] \), with \( \alpha \) depending only on \( n \) and \( p \), and \( \overline{C} \) bounded by a constant depending only on \( n \) and \( p \) times \( ||\nabla v||_{L^\infty(B_{1/4}(\bar{x}))} \), see Theorem 2 in [Man86]. Actually, since, by formula (3.44) in [MZ97],
\[
||\nabla v||_{L^\infty(B_{1/4}(\bar{x}))} \leq ||\nabla v||_{L^\infty(B_{3/4})} \leq \tilde{C} ||\nabla v||_{L^p(B_{9/10})} \leq \tilde{C} ||\nabla u||_{L^p(B_{9/10})} \leq \tilde{C} a_1,
\]
for some \( \tilde{C} \) and \( \tilde{C} > 0 \) depending only on \( n \) and \( p \), we infer that \( \overline{C} \) only depends on \( n \), \( p \) and \( a_1 \).

As a consequence of this and (3.50), for all \( x \in B_{ \left( \frac{C(\varepsilon a)^\nu}{2C} \right)^{1/\alpha}(\bar{x}) } \),
\[
|\nabla v(x) - q| \geq |\nabla v(\bar{x}) - q| - |(\nabla v(x) - q) - (\nabla v(\bar{x}) - q)|
\geq C(\varepsilon a)^\nu - \overline{C}|x - \bar{x}|^\alpha \geq C(\varepsilon a)^\nu - \frac{C(\varepsilon a)^\nu}{2} = \frac{C(\varepsilon a)^\nu}{2}.
\]
Notice also that, if \( \varepsilon \) is sufficiently small, then \( B_{ \left( \frac{C(\varepsilon a)^\nu}{2C} \right)^{1/\alpha}(\bar{x}) } \subseteq B_{9/10} \). Accordingly,
\[
\int_{B_{9/10}} |\nabla v(x) - q|^p \, dx \geq \int_{B_{ \left( \frac{C(\varepsilon a)^\nu}{2C} \right)^{1/\alpha}(\bar{x}) } } |\nabla v(x) - q|^p \, dx \geq \left( \frac{C(\varepsilon a)^\nu}{2} \right)^p |B_{ \left( \frac{C(\varepsilon a)^\nu}{2C} \right)^{1/\alpha}(\bar{x}) } |
\]
\[
\left( \frac{C(\varepsilon a)^\nu}{2} \right)^p \left( \frac{C(\varepsilon a)^\nu}{2C} \right)^{n/\alpha} |B_1| = \frac{C^{p+\frac{n}{2}} |B_1|}{2^{p+\frac{n}{2}} \overline{C}^{\frac{n}{2}}} (\varepsilon a)^{\nu(p+\frac{n}{2})}.
\]
Hence, exploiting (3.47), we find that

\[ C\varepsilon^p a^p \geq \frac{C^{p+\frac{2}{n}} |B_1|}{2^{p+\frac{2}{n}} C \alpha} (\varepsilon a)^{\nu (p+\frac{2}{n})}, \]

which yields the desired contradiction as soon as \( \varepsilon \) is chosen sufficiently small and \( \nu \in (0, \frac{p}{p+\frac{2}{n}}) \).

The proof of (3.48) is thus complete.

Let us define now the function \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) as \( F(z) := \left| z \right|^{p-2} z \). We have that

\[
\begin{align*}
|\nabla v|^p - |q|^p &= F(\nabla v) - F(q) \\
&= \int_0^1 \frac{d}{dt} F(t \nabla v + (1-t)q) dt = \int_0^1 DF(t \nabla v + (1-t)q)(\nabla v - q) dt.
\end{align*}
\]

Hence, taking the divergence of both sides, we obtain that

\[
(3.51) \quad \text{div} \left( A(\nabla v - q) \right) = 0 \quad \text{in} \ B_{9/10},
\]

with

\[
A(x) := \int_0^1 DF(t \nabla v(x) + (1-t)q) dt.
\]

Notice that we are in the setting of Lemma 3.2 with \( \eta := \nabla v - q \). Indeed, we point out that, in light of (3.20) and (3.48), for all \( x \in B_{1/4} \),

\[
|\nabla v(x) - q| \leq C(\varepsilon a)^\nu \leq a^{16} < \frac{|q|}{2},
\]

as long as \( \varepsilon \) is sufficiently small.

Accordingly, exploiting Lemma 3.2 we find that

\[
\lambda |q|^{p-2} \leq A \xi \cdot \xi \leq \Lambda |q|^{p-2},
\]

for all \( \xi \in \partial B_1 \), for some \( \Lambda \geq \lambda > 0 \), depending only on \( p \). Recalling (3.20), this gives that

\[
\lambda a^{p-2} \leq A \xi \cdot \xi \leq \Lambda a^{p-2},
\]

up to renaming \( \lambda \) and \( \Lambda \), that now may depend on \( n \) and \( p \).

We point out that we are in the setting of Section 3.2 in [MZ97] (see in particular formula (3.43) there, with \( \lambda \) and \( \Lambda \) replaced by \( \lambda a^{p-2} \) and \( \Lambda a^{p-2} \) here, respectively). Hence, we are in the position of applying Theorem 3.19 in [MZ97], and so we obtain that, for every \( x \in B_{1/2} \),

\[
(3.52) \quad |\nabla v(x) - q|^p \leq \sup_{B_{1/8}(x)} |\nabla v - q|^p \leq C_1 \int_{B_{1/4}(x)} |\nabla v(y) - q|^p dy \leq C \varepsilon^p a^p,
\]

for some \( C > 0 \), depending on \( n \) and \( p \), where we have also used (3.47).

Consequently, for all \( x \in B_{1/2} \),

\[
(3.53) \quad |\nabla v(x) - q| \leq C \varepsilon a,
\]

up to renaming \( C \), depending on \( n \) and \( p \).
Also, denoting $\bar{q} := \nabla v(0) - q$, we have that
\begin{equation}
|\bar{q}| = |\nabla v(0) - q| \leq C \varepsilon a.
\end{equation}
Therefore, from this and (3.53), we deduce that, for all $x \in B_{1/2}$,
\begin{equation}
|\nabla v(x) - q - \bar{q}| \leq C \varepsilon a.
\end{equation}
As a consequence, exploiting Theorem 2 in [Man86], we obtain that, for every $\rho \in (0, 1/2)$,
\begin{equation}
\int_{B_{\rho}} |\nabla u(x) - q - \bar{q}|^p \, dx \leq \int_{B_{\rho}} \left( C \left( \frac{\rho}{1/2} \right)^\mu \|\nabla v - q - \bar{q}\|_{L^\infty(B_{1/2})} \right)^p \, dx \leq C_2 \rho^{\mu p} \varepsilon^p a^p,
\end{equation}
for some $\mu \in (0, 1]$ and $C_2 > 0$ depending on $n$ and $p$.

Then, if $p \geq 2$, putting together (3.40) and (3.55), we arrive at
\begin{equation}
\int_{B_{\rho}} |\nabla u(x) - q - \bar{q}|^p \, dx \leq 2^{p-1} \left( \int_{B_{\rho}} |\nabla u(x) - \nabla v(x)|^p \, dx + \int_{B_{\rho}} |\nabla v(x) - q - \bar{q}|^p \, dx \right)
\leq 2^{p-1} C_1 \varepsilon^p + 2^{p-1} C_1 \varepsilon^p (a^p + 1) \rho^{-n} + 2^{p-1} C_2 \rho^{\mu p} \varepsilon^p a^p.
\end{equation}
Thus, setting $\alpha_0 := \mu$ and, for every $\alpha \in (0, \alpha_0)$,
\begin{equation}
\rho := (2^{p+1} C_2)^\frac{1}{(\alpha - \alpha_0)p}, \quad \varepsilon_0 := \left( \frac{\rho^{\alpha p + \alpha_0} a_0}{2^{p+1} C_1} \right)^{\frac{1}{p}} \quad \text{and} \quad c_0 := \frac{\rho^{\alpha p + \alpha_0} a_0}{2^{p+1} C_1 (a_0^p + 1)},
\end{equation}
we have that, for every $\varepsilon \in (0, \varepsilon_0]$ and $\sigma \in (0, c_0 \varepsilon^{p^2})$,
\begin{align*}
2^{p-1} C_2 \rho^{\mu p} & \leq \frac{1}{4} \rho^{\alpha p}, \\
2^{p-1} C_1 \varepsilon^p & \leq \frac{1}{4} \rho^{\alpha p} \varepsilon^p a^p \\
\text{and} \quad 2^{p-1} C_1 \varepsilon^p (a^p + 1) \rho^{-n} & \leq \frac{1}{4} \rho^{\alpha p} \varepsilon^p a^p.
\end{align*}
As a consequence of this and (3.56),
\begin{equation}
\int_{B_{\rho}} |\nabla u(x) - q - \bar{q}|^p \, dx \leq \frac{1}{4} \rho^{\alpha p} \varepsilon^p a^p + \frac{1}{4} \rho^{\alpha p} \varepsilon^p a^p + \frac{1}{4} \rho^{\alpha p} \varepsilon^p a^p \leq \rho^{\alpha p} \varepsilon^p a^p,
\end{equation}
which gives the desired result in (3.21) by setting $\tilde{q} := q + \bar{q}$.

Moreover, from (3.54) we have that $|q - \bar{q}| = |\bar{q}| \leq C \varepsilon a$, which establishes (3.22). This completes the proof of Lemma 3.3 when $p \geq 2$.

In the case $\max \left\{ \frac{2n}{n+2}, 1 \right\} < p < 2$, we use (3.41) and (3.55) and we see that
\begin{equation}
\int_{B_{\rho}} |\nabla u(x) - q - \bar{q}|^p \, dx
\end{equation}
Corollary 3.4. Let \( \tilde{C} \) be the positive constant (3.60) \( \parallel \nabla p \parallel \) \( \leq \parallel \nabla v(x) - q - \tilde{q} \parallel \parallel dx \)
\[ \leq 2^{p-1} \left( \int_{B_p} |\nabla u(x) - \nabla v(x)|^p \, dx + \int_{B_p} |\nabla v(x) - q - \tilde{q}|^p \, dx \right) \]
\[ \leq 2^{p-1} C \left( C_1 \varepsilon^{p+\delta} + \sigma(a^p + 1) \right) \varepsilon^{\frac{\delta}{2}} a^p (1 - \frac{\varepsilon}{2}) \rho^{-n} + 2^{p-1} C_2 \rho^p \varepsilon^p a^p \]
\[ \leq 2^{p-1} C_1 \varepsilon^{p+\delta} a^p (1 - \frac{\varepsilon}{2}) \rho^{-n} + 2^{p-1} C \sigma^2 (a^p + 1) \varepsilon^{\frac{\delta}{2}} a^p (1 - \frac{\varepsilon}{2}) \rho^{-n} + 2^{p-1} C_2 \rho^p \varepsilon^p a^p, \]
where \( \tilde{\delta} := (p+\delta)p/2 - p > 0 \), thanks to (3.40) (and up to renaming \( C \) and \( C_1 \), depending on \( n \) and \( p \)).

We set \( \alpha_0 := \mu \) and, for all \( \alpha \in (0, \alpha_0) \), we take \( \rho \) as in (3.57) and
\[ \varepsilon_0 := \left( \frac{\rho^{\alpha_0 + n} a_0^2}{2^{p+1} C_1} \right)^{\frac{1}{\delta}} \quad \text{and} \quad c_0 := \frac{\rho^{2\alpha_0 + \frac{n}{2}} a_0^p}{4^{n+1} C_1 (a_1^p + 1)}, \]
obtaining that, for all \( \varepsilon \in (0, \varepsilon_0] \) and \( \sigma \in (0, c_0 \varepsilon^2] \),
\[ \int_{B_p} |\nabla u(x) - q - \tilde{q}|^p \, dx \leq \rho^{\alpha_0 + \frac{n}{2}} a^p. \]
Hence, setting \( \tilde{q} := q + \tilde{q} \), the desired results in (3.21) and (3.22) follow from this and (3.58).

The proof of Lemma 3.3 is thereby complete. \( \square \)

Iterating Lemma 3.3 we obtain the following estimates:

**Corollary 3.4.** Let \( a_1 > a_0 > 0 \) and \( p > \max \left\{ \frac{2n}{n+2}, 1 \right\} \). Let \( u \) be an almost minimizer for \( J_p \) in \( B_1 \) (with constant \( \kappa \) and exponent \( \beta \)) and
\[ a := \left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{1/p}. \]
Suppose that
\[ (3.58) \quad a \in [a_0, a_1] \]
and that \( u \) satisfies (3.5) and (3.19).

Then there exist \( \varepsilon_0, \kappa_0 \) and \( \gamma \in (0, 1), \) depending on \( n, p, \beta, a_0 \) and \( a_1, \) such that, for every \( \varepsilon \in (0, \varepsilon_0] \) and \( \kappa \in (0, \kappa_0 \varepsilon^P], \) with \( P := \max \{p, 2\}, \) then
\[ (3.59) \quad \|u - \ell\|_{C^{1,\gamma}(B_{1/2})} \leq C \varepsilon a. \]
The positive constant \( C \) depends only on \( n \) and \( p, \) and \( \ell \) is a linear function of slope \( q. \)

Moreover,
\[ (3.60) \quad \|\nabla u\|_{L^\infty(B_{1/2})} \leq \tilde{C} a, \]
with \( \tilde{C} > 0 \) depending only on \( n \) and \( p. \)
Remark 3.5. We point out that a consequence of (3.59) in Corollary 3.4 is that, if \( \varepsilon \) is sufficiently small,

\[(3.61) \quad \nabla u \neq 0 \quad \text{in} \quad B_{1/2}.
\]

Indeed, by (3.59), we have that, for all \( x \in B_{1/2} \),

\[|\nabla u(x) - q| \leq C \varepsilon a,
\]

which gives that

\[|\nabla u(x)| \geq |q| - |\nabla u(x) - q| \geq |q| - C \varepsilon a.
\]

As a consequence, from (3.5), we get

\[|\nabla u(x)| \geq \frac{a}{4} - C \varepsilon a > 0,
\]

as soon as \( \varepsilon \) is sufficiently small, which yields (3.61).

Furthermore,

\[(3.62) \quad u > 0 \quad \text{in} \quad B_{1/2}.
\]

To check this, we recall that \( u \geq 0 \) and we suppose by contradiction that there exists a point \( x_0 \in B_{1/2} \) such that \( u(x_0) = 0 \). As a consequence, since \( u \in C^{1,\gamma}(B_{1/2}) \), we see that \( \nabla u(x_0) = 0 \), and this contradicts (3.61), thus proving (3.62).

In order to prove Corollary 3.4 we recall the definition of Campanato spaces and a result which we will use in the proof of the corollary, see [Giu03].

**Definition 3.6 (Campanato spaces).** Let \( \Omega \) be a bounded open set in \( \mathbb{R}^n \), \( 1 \leq p < +\infty \) and \( \lambda \geq 0 \). We denote by \( \mathcal{L}^{p,\lambda}(\Omega) \) the space of functions \( u \in L^p(\Omega) \) such that

\[(3.63) \quad [u]_{\mathcal{L}^{p,\lambda}(\Omega)} := \sup_{\rho > 0} \rho^{-\lambda} \int_{\Omega_{x_0,\rho}} |u(x) - u_{x_0,\rho}|^p \, dx < +\infty,
\]

where

\[\Omega_{x_0,\rho} := \Omega \cap B_\rho(x_0) \quad \text{and} \quad u_{x_0,\rho} := \frac{1}{\Omega_{x_0,\rho}} \int_{\Omega_{x_0,\rho}} u(x) \, dx.
\]

We point out that the quantity \([u]_{\mathcal{L}^{p,\lambda}(\Omega)}\) is a seminorm in \( \mathcal{L}^{p,\lambda}(\Omega) \) and

\[(3.64) \quad \text{it is equivalent to the quantity} \quad \left( \sup_{\rho > 0} \rho^{-\lambda} \inf_{\xi \in \mathbb{R}^n} \int_{\Omega_{x_0,\rho}} |u(x) - \xi|^p \, dx \right)^{1/p}.
\]

We also define the norm in \( \mathcal{L}^{p,\lambda}(\Omega) \) as

\[(3.65) \quad \|u\|_{\mathcal{L}^{p,\lambda}(\Omega)} := \|u\|_{L^p(\Omega)} + [u]_{\mathcal{L}^{p,\lambda}(\Omega)}.
\]

**Theorem 3.7.** Let \( x \in \mathbb{R}^n \) and \( r > 0 \). Let \( 1 \leq p < +\infty \) and \( \lambda \geq 0 \). Suppose that \( n < \lambda \leq n + p \).

Then, the space \( \mathcal{L}^{p,\lambda}(B_r(x)) \) is isomorphic to \( C^{0,\alpha}(B_r(x)) \), with \( \alpha := \frac{\lambda - n}{p} \).
We also point out the following scaling property of almost minimizers:

**Lemma 3.8.** Let $u$ be an almost minimizer for $J_p$ in $B_1$ with constant $\kappa$ and exponent $\beta$. For any $r \in (0, 1)$, let

$$(3.66) \quad u_r(x) := \frac{u(rx)}{r}.$$ 

Then, $u_r$ is an almost minimizer for $J_p$ in $B_{1/r}$ with constant $\kappa r^\beta$ and exponent $\beta$, namely

$$(3.67) \quad J_p(u_r, B_\varrho(x_0)) \leq (1 + \kappa r^\beta \varrho^\beta) J_p(v, B_\varrho(x_0)),$$

for every ball $B_\varrho(x_0)$ such that $B_\varrho(x_0) \subset B_{1/r}$ and for every $v \in W^{1,p}(B_\varrho(x_0))$ such that $v = u_r$ on $\partial B_\varrho(x_0)$ in the sense of the trace.

**Proof.** By definition of almost minimizers, we know that

$$(3.68) \quad J_p(u, B_\varrho(y_0)) \leq (1 + \kappa \varrho^\beta) J_p(w, B_\varrho(y_0))$$

for every ball $B_\varrho(y_0)$ such that $B_\varrho(y_0) \subset B_{1/r}$ and for every $w \in W^{1,p}(B_\varrho(y_0))$ such that $w = u$ on $\partial B_\varrho(y_0)$ in the sense of the trace.

Now, given $x_0 \in B_{1/r}$, we take $\varrho$ and $v$ as in the statement of Lemma 3.8 and we define

$$(3.69) \quad w(x) := rv \left( \frac{x}{r} \right).$$

Then, using the notation $y_0 := rx_0$ and $\vartheta := r\varrho$, for all $x \in \partial B_\varrho(y_0)$, we have that $\frac{x}{r} \in \partial B_\varrho(x_0)$ and therefore, in the sense of the trace,

$$w(x) = rv \left( \frac{x}{r} \right) = ru_r \left( \frac{x}{r} \right) = u(x).$$

Accordingly, we can use $w$ as a competitor for $u$ in (3.68), thus obtaining that

$$(3.70) \quad \int_{B_{r\varrho}(y_0)} \left( |\nabla u(y)|^p + \chi_{\{u > 0\}}(y) \right) dy \leq (1 + \kappa r^\beta \varrho^\beta) \int_{B_{r\varrho}(y_0)} \left( |\nabla w(y)|^p + \chi_{\{w > 0\}}(y) \right) dy.$$

Furthermore, using, consistently with (3.69), the notation $w_r(x) := \frac{w(rx)}{r}$, with the change of variable $x := \frac{y}{r}$ we see that

$$(3.71) \quad \int_{B_{r\varrho}(y_0)} \left( |\nabla w(y)|^p + \chi_{\{w > 0\}}(y) \right) dy = r^n \int_{B_{\varrho}(x_0)} \left( |\nabla w(rx)|^p + \chi_{\{w > 0\}}(rx) \right) dx$$

$$= r^n \int_{B_{\varrho}(x_0)} \left( |\nabla w_r(x)|^p + \chi_{\{w_r > 0\}}(x) \right) dx$$

and a similar identity holds true with $u$ and $u_r$ replacing $w$ and $w_r$.

Also, recalling (3.69), we observe that $v = w_r$. Plugging this information and (3.71) into (3.70), we obtain the desired result in (3.67). \(\square\)
Proof of Corollary 3.4. Up to scaling, we suppose that
\[(3.72) \quad u \text{ is an almost minimizer for } J_p \text{ in } B_2 \text{ (with constant } \kappa \text{ and exponent } \beta).\]

We prove that we can iterate Lemma 3.3 indefinitely with \( \alpha := \min \left\{ \alpha_0^2, \beta_P \right\} \), where \( P := \max\{p, 2\} \) and \( \alpha_0 \) is given in Lemma 3.3.

More precisely, we claim that, for all \( k \geq 0 \), there exists \( q_k \in \mathbb{R}^n \) such that
\[
|q_k| \in \left[ \frac{a}{4} - \frac{\bar{C}\varepsilon a (1 - \rho^\kappa\alpha)}{1 - \rho^\alpha}, \quad C_0 a + \frac{\bar{C}\varepsilon a (1 - \rho^\kappa\alpha)}{1 - \rho^\alpha} \right],
\]
\[
\left( \int_{B_{\rho^k}} |\nabla u(x) - q_k|^p \, dx \right)^{1/p} \leq \rho^\kappa\varepsilon a
\]
and
\[
\left( \int_{B_1} |\nabla u(x)|^p \, dx \right)^{1/p} \in \left[ \frac{|q|}{2}, 2|q| \right],
\]
where \( \rho \in (0, 1) \), \( C_0 > 0 \) and \( \bar{C} > 0 \) are universal quantities.

To prove this, we argue by induction. When \( k = 0 \), we pick \( q_0 := q \). Then, in this case, the desired claims in (3.73) follow from (3.5), (3.17) and (3.19).

Now we perform the inductive step by assuming that (3.73) is satisfied for \( k \) and we establish the claim for \( k + 1 \). To this end, we let \( r := \rho^k \) and utilize the rescaling \( u_r \) defined in (3.66). In this setting, the inductive assumption gives that
\[
\left( \int_{B_1} |\nabla u_r(x) - q_k|^p \, dx \right)^{1/p} \leq r^\kappa\varepsilon a = \varepsilon_k a,
\]
with \( \varepsilon_k := r^\alpha\varepsilon = \rho^\kappa\varepsilon \).

Notice that the inductive assumption also yields (3.20), as soon as \( \varepsilon \) is chosen conveniently small. Therefore, thanks to Lemma 3.8 as well, we are in position of using Lemma 3.3 on the function \( u_r \) with \( \sigma := \kappa r^\beta \). We stress that the structural condition \( \sigma \leq c_0\varepsilon^P \) in Lemma 3.3 translates here into \( \kappa \leq c_0\varepsilon^P \), which is precisely the requirement in the statement of Corollary 3.4 (by taking \( \kappa_0 \) there less than or equal to \( c_0 \)). In this way, we deduce from (3.21) and (3.22) that there exists \( q_{k+1} \in \mathbb{R}^n \) such that
\[
\left( \int_{B_1} |\nabla u_r(x) - q_{k+1}|^p \, dx \right)^{1/p} \leq \rho^\kappa\varepsilon_k a \quad \text{and} \quad |q_k - q_{k+1}| \leq \bar{C}\varepsilon_k a.
\]
Scaling back, we find that
\[
\left( \int_{B_{\rho^k+1}} |\nabla u(x) - q_{k+1}|^p \, dx \right)^{1/p} \leq \rho^\kappa\rho\varepsilon_a = \rho^{(k+1)\alpha}\varepsilon a.
\]
Furthermore,

\[ |q_{k+1}| \leq |q_k - q_{k+1}| + |q_k| \leq \tilde{C} \varepsilon a + C_0 a + \frac{\tilde{C} \varepsilon a (1 - \rho^\alpha)}{1 - \rho^\alpha} \]

\[ = C_0 a + \frac{\tilde{C} \varepsilon a (1 - \rho^\alpha)}{1 - \rho^\alpha} + \tilde{C} \rho^\alpha \varepsilon a = C_0 a + \frac{\tilde{C} \varepsilon a (1 - \rho^{(k+1)\alpha})}{1 - \rho^\alpha} \]

and

\[ |q_{k+1}| \geq |q_k| - |q_k - q_{k+1}| \geq a \frac{1}{4} - \frac{\tilde{C} \varepsilon a (1 - \rho^\alpha)}{1 - \rho^\alpha} - \tilde{C} \varepsilon a \]

\[ = a \frac{1}{4} - \frac{\tilde{C} \varepsilon a (1 - \rho^\alpha)}{1 - \rho^\alpha} - \tilde{C} \rho^\alpha \varepsilon a = a \frac{1}{4} - \frac{\tilde{C} \varepsilon a (1 - \rho^{(k+1)\alpha})}{1 - \rho^\alpha}. \]

In addition,

\[ \left| \left( \int_{B_{\rho^{k+1}}} |\nabla u(x)|^p \, dx \right)^{1/p} - q_{k+1} \right| = \frac{1}{|B_{\rho^{k+1}}|^{1/p}} \left| \left( \int_{B_{\rho^{k+1}}} |\nabla u(x)|^p \, dx \right)^{1/p} - q_{k+1} |B_{\rho^{k+1}}|^{1/p} \right| \]

\[ = \frac{1}{|B_{\rho^{k+1}}|^{1/p}} \left| \| \nabla u \|_{L^p(B_{\rho^{k+1}})} - \| q_{k+1} \|_{L^p(B_{\rho^{k+1}})} \right| \leq \frac{1}{|B_{\rho^{k+1}}|^{1/p}} \| \nabla u - q_{k+1} \|_{L^p(B_{\rho^{k+1}})} \]

\[ = \left( \int_{B_{\rho^{k+1}}} |\nabla u(x) - q_{k+1}|^p \, dx \right)^{1/p} \leq \varepsilon a, \]

which yields that

\[ \left| \left( \int_{B_{\rho^{k+1}}} |\nabla u(x)|^p \, dx \right)^{1/p} - q \right| = \left( \int_{B_{\rho^{k+1}}} |\nabla u(x)|^p \, dx \right)^{1/p} - q_0 \]

\[ \leq \left( \int_{B_{\rho^{k+1}}} |\nabla u(x)|^p \, dx \right)^{1/p} - q_{k+1} \left| + \sum_{j=0}^{k} \left| q_{j+1} - q_j \right| \right| \]

\[ \leq \varepsilon a + \tilde{C} a \sum_{j=0}^{k} \varepsilon_j \leq \varepsilon a + \tilde{C} \varepsilon a \sum_{j=0}^{+\infty} \rho^j \varepsilon a = \left( 1 + \frac{\tilde{C}}{1 - \rho^\alpha} \right) \varepsilon a \]

\[ \leq \left( 1 + \frac{\tilde{C}}{1 - \rho^\alpha} \right) \varepsilon |q| \leq \frac{|q|}{2}. \]

These observations conclude the proof of the inductive step and establish (3.73).
By scaling the relations in (3.73) (and recalling (3.72)), we have that, for all \( x_0 \in B_{3/4} \),
\[
(3.74) \quad \left( \int_{B_{\rho k}(x_0)} |\nabla u(x) - q_{k,x_0}|^p \, dx \right)^{1/p} \leq C \rho^{k \alpha} \varepsilon a,
\]
for some positive constant \( C \), depending only on \( n \) and \( p \), and suitable points \( q_{k,x_0} \) such that
\[
|q_{k,x_0}| \in \left[ \frac{a}{4} - \tilde{C} \varepsilon a \frac{(1 - \rho^{k \alpha})}{1 - \rho^\alpha}, C_0 a + \tilde{C} \varepsilon a \frac{(1 - \rho^{k \alpha})}{1 - \rho^\alpha} \right].
\]

We now want to exploit the Campanato estimate in Theorem 3.7, here applied to the gradient of \( u \) minus \( q \), and used with \( \Omega := B_{1/2} \) and \( \lambda := n + \alpha p \) (note that, with this choice, \( \lambda \in (n, n + p] \) and we are therefore under the structural assumptions of Theorem 3.7). For this purpose, we claim that, for all \( x_0 \in B_{3/4} \) and \( \tau > 0 \),
\[
(3.75) \quad \left( \tau^{-\lambda} \inf_{\xi \in \mathbb{R}^n} \int_{B_\tau(x_0) \cap B_{1/2}} |\nabla u(x) - q - \xi|^p \, dx \right)^{1/p} \leq C \varepsilon a,
\]
up to renaming \( C > 0 \).

To prove this, we distinguish two cases, either \( \tau \geq 1 \) or \( \tau \in (0, 1) \).

If \( \tau \geq 1 \), we use (3.19) and we get that
\[
\left( \tau^{-\lambda} \inf_{\xi \in \mathbb{R}^n} \int_{B_\tau(x_0) \cap B_{1/2}} |\nabla u(x) - q - \xi|^p \, dx \right)^{1/p} \leq \left( \int_{B_{1/2}} |\nabla u(x) - q|^p \, dx \right)^{1/p} \leq |B_{1}|^{1/p} \varepsilon a,
\]
which gives (3.75) in this case.

If instead \( \tau \in (0, 1) \), we pick \( k \in \mathbb{N} \) such that \( \rho^{k+1} \leq \tau \leq \rho^{k} \) and we make use of (3.74) to infer that
\[
\left( \tau^{-\lambda} \inf_{\xi \in \mathbb{R}^n} \int_{B_\tau(x_0) \cap B_{1/2}} |\nabla u(x) - q - \xi|^p \, dx \right)^{1/p} \leq \left( \rho^{-\lambda(k+1)} \int_{B_{\rho k}(x_0)} |\nabla u(x) - q_{k,x_0}|^p \, dx \right)^{1/p} \leq C|B_{1/2}|^{1/p} \rho^{[-(n + \alpha p)(k+1)+kn+k\alpha p]/p} \varepsilon a \leq C|B_{1/2}|^{1/p} \rho^{[-n+\alpha p]/p} \varepsilon a,
\]
which gives (3.75) up to renaming \( C \). The proof of (3.75) is thereby complete.

By (3.64) and (3.75), we obtain that
\[
[\nabla u - q]_{L^p(B_{1/2} \cap \Omega)} \leq C \varepsilon a,
\]
up to renaming $C$. Since also
\[ \| \nabla u - q \|_{L^p(B_{1/2})} \leq C \varepsilon a, \]
thanks to (3.19), we deduce from (3.65) that \[ \| \nabla u - q \|_{L^{p,\lambda}(B_{1/2})} \leq C \varepsilon a, \] up to renaming $C$. Then, in view of Theorem 3.7, we find that
\[ \| \nabla u - q \|_{C^0,\gamma(B_{1/2})} \leq C \varepsilon a, \]
with $\gamma = \frac{\lambda - n}{p} = \alpha$.

Now we define $\ell(x) := u(0) + q \cdot x$. For all $x \in B_{1/2}$ we have that
\[ |u(x) - \ell(x)| = |u(x) - u(0) - q \cdot x| = \left| \int_0^1 (\nabla u(tx) - q) \cdot x \, dt \right| \leq C \varepsilon a, \]
thanks to (3.76), up to renaming $C$, and therefore $\| u - \ell \|_{L^\infty(B_{1/2})} \leq C \varepsilon a$. This and (3.76) establish (3.59), as desired. \[ \square \]

4. Lipschitz continuity of almost minimizers and proof of Theorem 1.2

We are now in position of establishing the Lipschitz regularity result in Theorem 1.2

Proof of Theorem 1.2. In the light of Lemma 3.8, up to a rescaling, we can assume that $u$ is an almost minimizer with constant
\[ \tilde{\kappa} := \kappa s^\beta, \]
which can be made arbitrarily small by an appropriate choice of $s > 0$.

We let $P := \max\{p, 2\}$. Let also $\alpha_0 \in (0, 1]$ be the structural constant given by Lemma 3.3 and define
\[ \alpha := \frac{1}{2} \min \left\{ \alpha_0, \frac{\beta}{P} \right\}. \]
We also consider $\varepsilon_0$ as given by Proposition 3.1 and take $\eta \in (0, 1)$ and $M \geq 1$ as in Proposition 3.1 (corresponding here to choice $\varepsilon := \varepsilon_0/2$).

Let us define
\[ a(\tau) := \left( \int_{B_\tau} |\nabla u(x)|^p \, dx \right)^{1/p}. \]
We claim that, for every $r \in (0, \eta]$,
\[ a(r) \leq C(M, \eta)(1 + a(1)), \]
for some $C(M, \eta) > 0$, possibly depending on $n$ and $p$ as well.

To prove this, we consider the set $\mathcal{K} \subseteq \mathbb{N} = \{0, 1, 2, \ldots\}$ containing all the integers $k \in \mathbb{N}$ such that
\[ a(\eta^k) \leq C(\eta)M + 2^{-k}a(1), \]
where

\( (4.5) \quad C(\eta) := 2\eta^{-n/p}. \)

We stress that for \( k = 0 \) formula \( (4.4) \) is clearly true, hence

\( (4.6) \quad 0 \in \mathcal{K} \neq \emptyset. \)

We then distinguish two cases, namely whether \( (4.4) \) holds for every \( k \) (i.e. \( \mathcal{K} = \mathbb{N} \)) or not (i.e. \( \mathcal{K} \not\subseteq \mathbb{N} \)).

To start with, let us assume that we are in the first situation. Thus, for every \( r \in (0, \eta] \), we pick \( k_0 \in \mathbb{N} = \mathcal{K} \) such that

\[
\frac{\eta k_0 + 1}{\eta} < r \leq \frac{\eta k_0}{\eta}.
\]

Hence, according to \( (4.2) \) and \( (4.4) \), we get that

\[
a(r) \leq \left( \frac{1}{|B_1| \eta^{(k_0+1)n}} \int_{B_{\eta k_0}} \left| \nabla u(x) \right|^p \, dx \right)^{1/p} = \eta^{-n/p} a(\eta k_0) \leq \eta^{-n/p} (C(\eta) M + a(1))
\]

\[
\leq \eta^{-n/p} \max \left\{ C(\eta) M, 1 \right\} (1 + a(1)) \leq C(M, \eta)(1 + a(1)),
\]

provided that \( C(M, \eta) \geq \eta^{-n/p} \max \{ C(\eta) M, 1 \} \). The proof of \( (4.3) \) is thereby complete in this case.

We now consider the second case, that is the one in which \( \mathcal{K} \not\subseteq \mathbb{N} \). Then, by \( (4.6) \), there exists \( k_0 \in \mathbb{N} \) such that \( \{0, \ldots, k_0\} \in \mathcal{K} \) and

\( (4.7) \quad k_0 + 1 \notin \mathcal{K}. \)

We notice that, by \( (4.2) \) and \( (4.5) \),

\[
\eta^{-n/p} M < C(\eta) M \leq C(\eta) M + 2^{-(k_0+1)} a(1) < a(\eta^{k_0+1}) \leq \eta^{-n/p} a(\eta^{k_0})
\]

and therefore

\( (4.8) \quad a(\eta^{k_0}) > M. \)

Furthermore, from \( (4.7) \),

\( (4.9) \quad a(\eta^{k_0+1}) > C(\eta) M + 2^{-(k_0+1)} a(1) \geq \frac{C(\eta) M + 2^{-k_0} a(1)}{2} \geq \frac{a(\eta^{k_0})}{2}. \)

Now, we claim that

\( (4.10) \quad \left( \int_{B_{\eta^{k_0+1}}} \left| \nabla u(x) - q \right|^p \, dx \right)^{1/p} \leq \varepsilon a(\eta^{k_0}), \)

for some \( q \in \mathbb{R}^n \) such that \( \frac{a(\eta^{k_0})}{4} < |q| \leq C_0 a(\eta^{k_0}) \),

being \( C_0 \) the constant given by Proposition 3.1.
To prove this, we apply the dichotomy result in Proposition 3.1 rescaled in the ball $B_{\eta^k_0}$. In this way, we deduce from (3.3), (3.4) and (3.5) that (4.10) holds true, unless
\[
a(\eta^{k_0+1}) = \left( \int_{B_{\eta^{k_0+1}}} |\nabla u(x)|^p \, dx \right)^{1/p} \leq \frac{a(\eta^{k_0})}{2},
\]
in contradiction with (4.9). This ends the proof of (4.10).

Now we apply Corollary 3.4 rescaled in the ball $B_{\eta^{k_0+1}}$: namely, we use here Corollary 3.4 with $B_1$ replaced by $B_{\eta^{k_0+1}}$ and $a$ replaced by $a(\eta^{k_0+1})$. To this end, we need to verify that the assumptions of Corollary 3.4 are fulfilled in this rescaled situation. Specifically, we note that, by (4.8) and (4.9),
\[
a(\eta^{k_0+1}) \geq M^2.
\]
Also, since $k_0 \in K$,
\[
a(\eta^{k_0+1}) \leq \eta^{-n/p}a(\eta^{k_0}) \leq \eta^{-n/p}(C(\eta)M + 2^{-k_0}a(1)) \leq \eta^{-n/p}(C(\eta)M + a(1)).
\]
These observations give that (3.58) is satisfied in this rescaled setting with
\[
a_0 := \frac{M}{2} \quad \text{and} \quad a_1 := \eta^{-n/p}(C(\eta)M + a(1)).
\]
Moreover, by (4.9) and (4.10),
\[
\left( \int_{B_{\eta^{k_0+1}}} |\nabla u(x) - q|^p \, dx \right)^{1/p} \leq 2\varepsilon a(\eta^{k_0+1}),
\]
showing that (3.19) is satisfied (here with $2\varepsilon$ instead of $\varepsilon$).

We also deduce from (4.9) and (4.11) that
\[
\eta^{n/p}a(\eta^{k_0+1}) \leq a(\eta^{k_0}) \leq |q| \leq C_0a(\eta^{k_0}) \leq 2C_0a(\eta^{k_0+1}),
\]
which gives that (3.5) is satisfied here (though with different structural constants).

We can thereby exploit Corollary 3.4 in a rescaled version to obtain the existence of $\varepsilon_0$ (possibly different from the one given by Proposition 3.1) and $\kappa_0$, depending on $n$, $p$, $\beta$, $a_0$ and $a_1$, such that, if
\[
(4.12) \quad \tilde{\kappa} \in (0, \kappa_0\varepsilon_0^P],
\]
we have that
\[
(4.13) \quad \|\nabla u\|_{L^\infty(B_{\eta^{k_0+1}}/2)} \leq \tilde{C}a(\eta^{k_0}),
\]
for some structural constant $\tilde{C} > 0$. 
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We remark that condition (4.12) is satisfied by taking $s$ in (4.1) sufficiently small, namely taking $s := \left( \frac{n \kappa \epsilon}{2 \kappa} \right)^{\frac{1}{p}}$. Notice in particular that

$$s \text{ depends on } n, p, \kappa, \beta \text{ and } \|\nabla u\|_{L^p(B_1)},$$
due to (4.11).

As a result of (4.13), for all $r \in \left( 0, \frac{\eta^{k_0+1}}{2} \right)$,

$$a(r) = \left( \frac{1}{|B_r|} \int_{B_r} |\nabla u(x)|^p \, dx \right)^{\frac{1}{p}} \leq \tilde{C} a(\eta^{k_r}) \leq \tilde{C}(C(\eta) M + 2^{-k_0} a(1)) \leq \tilde{C}(C(\eta) M + a(1)) \leq C(M, \eta)(1 + a(1)),$$
as long as $C(M, \eta) \geq \tilde{C}(C(\eta) M + 1)$.

Moreover, if $r \in \left[ \frac{\eta^{k_0+1}}{2}, \eta \right)$ then we take $k_r \in \mathbb{N}$ such that $\eta^{k_{r+1}} < r \leq \eta^{k_r}$. Note that

$$\frac{1}{\eta^{k_r}} \leq \frac{1}{r} \leq \frac{2}{\eta^{k_0+1}},$$
whence

$$(4.16) \quad k_r \leq k_0 + C_*,$$

where $C_* := 1 + \frac{\log 2}{\log(1/\eta)}$.

We now distinguish two cases: if $k_r \in \{0, \ldots, k_0\}$ then $k_r \in \mathcal{K}$ and therefore

$$a(\eta^{k_r}) \leq C(\eta) M + 2^{-k_r} a(1).$$

From this we obtain that

$$(4.17) \quad a(r) \leq \left( \frac{1}{|B_\eta|} \int_{B_\eta} |\nabla u(x)|^p \, dx \right)^{\frac{1}{p}} = \eta^{-n/p} a(\eta^{k_r}) \leq \eta^{-n/p} \left( C(\eta) M + 2^{-k_0} a(1) \right) \leq C(M, \eta)(1 + a(1)).$$

If instead $k_r > k_0$, we employ (4.16) to see that

$$a(r) \leq \left( \frac{1}{|B_{\eta^{k_0+C_*+1}}|} \int_{B_{\eta^{k_0}}} |\nabla u(x)|^p \, dx \right)^{\frac{1}{p}} = \eta^{-n(C_*+1)/p} a(\eta^{k_0}) \leq \eta^{-n(C_*+1)/p} \left( C(\eta) M + 2^{-k_0} a(1) \right) \leq \eta^{-n(C_*+1)/p} \left( C(\eta) M + a(1) \right) \leq C(M, \eta)(1 + a(1)),$$
as long as $C(M, \eta)$ is chosen large enough.

This and (4.17) give that for all $r \in \left[ \frac{\eta^{k_0+1}}{2}, \eta \right)$, we have that $a(r) \leq C(M, \eta)(1 + a(1))$. Combining this with (4.15), we deduce that (4.3) holds true, as desired.
Now, up to scaling and translations, we can extend (4.3) to all balls with center $x_0$ in $B_{1/2}$ and sufficiently small radius. Namely, we have that, for all $r \in (0, \eta],$

$$a(r, x_0) \leq C(M, \eta)(1 + a(1)), $$

where

$$a(r, x_0) := \left( \int_{B_r(x_0)} |\nabla u(x)|^p \, dx \right)^{1/p}.$$ 

Therefore, according to the Lebesgue Differentiation Theorem, recalling that $u \in W^{1,p}(B_1)$, we find that, for all $x_0 \in B_{1/2}$,

$$|\nabla u(x_0)| = \lim_{r \to 0} a(r, x_0) \leq C(M, \eta)(1 + a(1)) = C\left(1 + \|\nabla u\|_{L^p(B_1)}\right),$$

for some $C > 0$, which yields

$$(4.18) \quad \|\nabla u\|_{L^\infty(B_{1/2})} \leq C\left(1 + \|\nabla u\|_{L^p(B_1)}\right).$$

So, the first claim in Theorem 1.2 is proved.

We now show that the second claim in Theorem 1.2 holds true. For this, we can assume that

$$(4.19) \quad \{u = 0\} \cap B_{s/100} \neq \emptyset$$

and we take a Lebesgue point $\bar{x} \in B_{s/100}$ for $\nabla u$. Up to a translation, we can suppose that $\bar{x} = 0$ and change our assumption (4.19) into

$$(4.20) \quad \{u = 0\} \cap B_{s/50} \neq \emptyset.$$ 

We claim that, in this situation,

$$(4.21) \quad \mathcal{K} = \mathbb{N}.$$ 

Indeed, suppose not and let $k_0$ as above (recall (4.17)). Then, in light of (4.10), we can apply Corollary 3.4 (rescaled as before) and conclude, by (3.62), that $u > 0$ in $B_{s/2}$, in contradiction with our hypothesis in (4.20). This establishes (4.21).

Therefore, in view of (4.4) and (4.21), for all $k \in \mathbb{N},$

$$a(\eta^k) \leq C(\eta)M + 2^{-k}a(1), $$

and as a result

$$|\nabla u(\bar{x})| = |\nabla u(0)| = \lim_{k \to +\infty} a(\eta^k) \leq \lim_{k \to +\infty} (C(\eta)M + 2^{-k}a(1)) = C(\eta)M.$$ 

Recalling also (4.14), the proof of the second claim in Theorem 1.2 is thereby complete. \qed
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