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ABSTRACT

Adversarial examples are inputs for machine learning models that have been designed by attackers to cause the model to make mistakes. In this paper, we demonstrate that adversarial examples can also be utilized for good to improve the performance of imbalanced learning. We provide a new perspective on how to deal with imbalanced data: adjust the biased decision boundary by training with Guiding Adversarial Examples (GAEs). Our method can effectively increase the accuracy of minority classes while sacrificing little accuracy on majority classes. We empirically show, on several benchmark datasets, our proposed method is comparable to the state-of-the-art method. To our best knowledge, we are the first to deal with imbalanced learning with adversarial examples.

Index Terms—adversarial examples, long-tail data, imbalanced learning

1. INTRODUCTION

In practical, most of real-world datasets have long-tailed label distributions [1]. As a result, deep learning algorithms usually perform poorly or even collapse when the training data suffers from heavy class-imbalance, especially for highly skewed data [2]. Due to the imbalanced data, networks can be over-fitting to the minority classes, which leads to the deviation of the learned classification boundary [3].

Recent research aims to modify the data sampler to balance class frequency during optimization (re-sampling), and modify the weights of the classification loss to increase the importance of tail classes (re-weighting). In general, re-weighting and re-sampling are two main approaches that are commonly used to learn long-tailed data [3]. In contrast to previous works, we provide a new perspective on how to deal with imbalanced data: adjust the biased decision boundary by training with Guiding Adversarial Examples (GAEs).

Adversarial examples are inputs to neural networks that are deliberately designed to cause the networks to misclassify [4, 5, 6, 7]. Prior studies of adversarial examples have primarily focused on robustness, which indicates the vulnerability of models against adversarial attacks [8, 9, 10]. Rather than focusing on the robustness of models, we present an interesting use of adversarial examples to increase the performance of models on long-tailed data. Interestingly, in addition to attacking and reducing the accuracy of a model, adversarial samples can also be employed to enhance its accuracy. To begin with, we show a definition of Guiding Adversarial Examples in Figure 1, which refers to adversarial examples in minority classes that can be transferred to majority classes within a few steps. These examples can further be utilized to guide the learning of the biased decision boundary.

To get examples beneficial to guiding the learning, we modify an attack scheme to search examples close to the biased decision boundary. For the boundary-oriented adjustment, we generate GAEs that have just crossed the decision boundary with a few steps to guide the learning of the model.
As illustrated in Figure 2, the accuracy on plain models (train with Cross-Entropy) drops from head to tail, which is exactly what traditional long-tailed recognition aims to solve. It is worth noting that our method can effectively increase the accuracy of minority classes while sacrificing little accuracy on majority classes.

Our main contributions are summarized as follows:

- To our best knowledge, we are the first to deal with imbalanced learning with adversarial examples. We demonstrate that adversarial examples can also be utilized for good to improve the performance of imbalanced learning.
- Numerous experiments demonstrate the superiority of our approach which is as effective as the state-of-the-art algorithms on various datasets.

2. RELATED WORKS

2.1. Learning from Imbalanced Data

There have been many studies focusing on analyzing imbalanced data in recent years [11, 1, 2]. It is usually the case that real-world data exhibits an imbalanced distribution, and highly skewed data can adversely affect the effectiveness of machine learning [12, 3]. Re-sampling [13] and re-weighting [14, 12, 15] are traditional methods towards addressing imbalanced data. Through re-weighting strategies, modern works can make networks more sensitive to minority categories by assigning a variable weight to each class. Moreover, two re-sampling methods, under-sampling frequent classes and over-sampling minority classes, have been extensively discussed in previous studies. Also, we saw success with new perspectives, such as deferred re-balancing [3] schedule and decoupled training [16].

2.2. Adversarial Examples

Christian Szegedy et al [17] refer to the image which is added with small noise that cannot be perceived by human but makes the output of neural network change explicitly as “adversarial examples”. For object recognition, the predicted label of the adversarial example is different from that of the original example. Adversarial training technique had been introduced in [4], and adversarial examples are commonly used in optimizing the adversarial robustness of neural networks. It is worth noting that adversarial examples are originally utilized to attack neural networks. Aleksander Madry et al [18] use multi-step projected gradient descent (PGD) as an attack method to generate adversarial examples to train the model and the robustness of the result model is improved substantially. However, adversarial examples techniques have rarely benefited other areas. In this paper, We demonstrate that adversarial examples can also be utilized for good to improve the performance of imbalanced learning.

3. METHOD

In this section, we start with the concept of guiding adversarial examples (GAEs), and then describe the proposed method to benefit long-tailed classification.

3.1. Guiding Adversarial Examples

The projected gradient descent (PGD) [18] we adopted is the most common method for finding adversarial examples. Given $x^0 \in \mathcal{X}$,

$$
{x_t}^{t+1} = \Pi_{B[x^0]} \left( {x_t}^t + \alpha \text{sgn} (\nabla_{x^t} L(\theta, {x_t}^t, y)) \right)
$$

until a threshold is met. $x^0$ denotes an original example and $\Pi_{B[x^0]} (\cdot)$ is the projection function. Since PGD is a multi-step method, the hyper-parameter $k$ denotes the number of steps. We refer to adversarial examples in minority classes that can be transferred to majority classes within a few steps as the Guiding Adversarial Examples (GAEs). These examples can guide the learning of the biased decision boundary while other adversarial examples have little guiding significance. It is important to note that with too many steps, the biased decision boundary will be over-corrected. Therefore, we limit the number of steps $k$ to a small integer (usually less than or equal to 3).

The GAEs are generated from the tail examples which are close to the biased decision boundary that separates minority classes from majority classes. And we only calculate the adversarial examples for the tail examples $(x_{tail}, y_{tail})$ with $k$ steps. Let $(x, y)$ denote a mini-batch of examples in minority classes, and $(x_{adv}, y_{adv})$ is the corresponding adversarial examples. The confidence scores for the true label and misclassified label are represented by $f_t(x)$ and $f_m(x)$, respectively. In this way, we use PGD to generate adversarial examples as:

$$
s = i + 1, \text{ where } i + 1 \leq k \text{ and } \left\{ \begin{array}{l}
    f_t(x_{adv}^{i+1}) - f_m(x_{adv}^{i+1}) > 0 \\
    f_t(x_{adv}^{i}) - f_m(x_{adv}^{i}) < 0
\end{array} \right.
$$

where $s$ means the number of steps required for a successful attack. However, the adversarial examples may be located in other minority classes, which will restrict the effect of improving accuracy. Consequently, not all adversarial examples among $(x_{adv}, y_{adv})$ participate in the training, but the adversarial examples $(x_{cross}, y_{cross})$ with frequent classes after the attacks. As the classification boundary becomes more balanced during training, the number of GAEs should gradually decrease.

3.2. Adversarial Examples Guided Learning

GAEs are utilized to direct the learning of a convergent and more or less unbalanced model, from which we generate GAEs, trained in some way on an unbalanced dataset. To
Fig. 3. An illustration of our method. By training with GAEs, the biased decision boundary can be further corrected.

simplify the procedure. Our criterion is merely the cross-entropy loss

\[ L_{CE}(q, p) = -\sum_{i} p(x_i) \log q(x_i). \]  

(3)

We believe combining effective training techniques with our method will result in better performance, and we will further investigate it in the future. In the following is the cross-entropy loss aiming to guide the training of the model’s decision boundary:

\[ L_{cross} = L_{CE}(h(x_{cross}), y_{tail}') \]  

(4)

where \( h(x) \) are the softmax output of a model on the input \( x \) and \( y_{tail}' \) denote the original labels of \( x_{cross} \).

4. EXPERIMENTS

Fig. 4. Comparison of accuracy on each class.

4.1. Experiment Setups

In this study, we conducted a number of experiments on four popular image classification benchmark datasets: SVHN [19], FashionMNIST [20], CIFAR-10 and CIFAR-100 [21] with controllable degrees of data imbalance. Follow the setting in [3], the magnitude of the long-tailed imbalance declines exponentially with class size. The imbalance ratio \( \rho \) represents the ratio between the samples of the least and most frequent classes. In this paper, we compare our method to standard training (using the Cross-Entropy (CE) loss function) as well as the state-of-the-art LDAM-DRW [3]. Despite the fact that state-of-the-art two-stage approaches [16] have achieved high accuracy; nevertheless, the baselines we use is sufficient for our needs, as our goal is to evaluate the effectiveness of our method, not achieve the best possible accuracy on each task.

4.2. Experimental Results

We use a CNN architecture as our initial model on FashionMNIST and use ResNet-32 on other datasets. A popular re-
Table 1. Accuracy (%) on imbalanced SVHN, FashionMNIST and CIFAR100.

| Datasets | SVHN | FashionMNIST | CIFAR100 |
|----------|------|--------------|----------|
| Imbalance ratio $\rho$ | 0.1  | 0.05 | 0.02 | 0.01 | 0.1 | 0.05 | 0.02 | 0.01 | 0.1 | 0.05 | 0.02 | 0.01 |
| CE | 93.93 | 92.21 | 90.12 | 87.41 | 88.89 | 88.25 | 86.37 | 85.35 | 56.29 | 51.24 | 43.27 | 38.17 |
| Ours | 94.40 | 93.18 | 91.78 | 89.57 | 89.52 | 88.95 | 87.18 | 85.85 | 58.22 | 53.19 | 45.80 | 39.93 |

Table 2. Accuracy (%) on imbalanced CIFAR-10.

| Imbalance ratio $\rho$ | 0.01 | 0.02 | 0.1 |
|------------------------|------|------|-----|
| CE | 71.36 | 76.89 | 86.76 |
| CE+DRW | 76.01 | 80.11 | 87.35 |
| LDAM | 73.72 | 78.98 | 86.34 |
| LDAM+DRW | 77.83 | 81.67 | 87.74 |
| Ours | 80.23 | 81.85 | 87.86 |

Table 3. Ablation study for the effect of $k$.

| Steps | 1 | 3 | 5 | 7 | 9 |
|-------|---|---|---|---|---|
| Ours($\rho=0.01$) | 74.11 | 80.23 | 77.81 | 76.74 | 70.15 |
| Ours($\rho=0.02$) | 76.98 | 81.85 | 79.48 | 79.01 | 75.41 |
| Ours($\rho=0.1$) | 86.57 | 87.86 | 86.48 | 86.16 | 85.14 |

weighting strategy, DRW [3], is also used in our comparisons. We first report the results on CIFAR10 dataset in Table 2. We demonstrate that adversarial samples can also be utilized for good to improve the performance of imbalanced learning by a large margin, e.g. the accuracy increases from 71.36% to 80.23% when the imbalance ratio $\rho = 0.01$. We also demonstrate that our algorithm consistently outperforms the previous state-of-the-art methods.

More detailed evaluations on other datasets can be seen in Table 1. We report the top-1 accuracy on four datasets under various imbalanced settings. As shown in Table 1, our method demonstrates significant improvements over the standard training, even on larger datasets CIFAR100 with 100 classes. Similarly, our method achieves significant improvements in accuracy by 2% for the complex dataset CIFAR100. It is also worth mentioning that when training data becomes increasingly unbalanced, our method is becoming increasingly effective. We would like to argue that this is reasonable. As the more imbalanced data can result in a more biased decision boundary, which is exactly what our method attempts to tackle.

Furthermore, we present the test accuracy on each classes of SVHN and CIFAR10 in Figure 4. Obviously, we find that our method can significantly increase the accuracy of minority classes while only sacrificing little accuracy on majority classes. A T-sne visualization of the standard training and our method can be seen in Figure 5, which indicates that training with GAEs can produce a more accurate decision boundary.

4.3. Ablation Study

Our ablation study begins by investigating the contribution of the number of steps introduced in our method to generate GAES. We vary the steps $k = \{1, 3, 5, 7, 9\}$ and report the corresponding top-1 accuracy on imbalanced CIFAR10 dataset in Table 3. Clearly, the number of steps required to generate GAES directly impacts the results of model training. A small $k = 1$ will slightly correct the classification boundary with a few GAES. When a large value of $k$ is used (e.g. $k=9$), our method can generate too many adversarial examples, resulting in an over-correction of the decision boundary, which reduces the performance of the model. We also report the number of GAES during training for different number of steps as an additional support for our method. In Figure 6, we demonstrate that a larger $k$ can lead to more GAES and during training the number of GAES will decrease. The explanation for this phenomenon is that the decision boundary is constantly being adjusted, and thus the number of effective GAES is declining.

5. CONCLUSION

In this work, we demonstrate that adversarial examples can also be utilized for good to improve the performance of imbalanced learning. To our best knowledge, we are the first to deal with imbalanced learning with adversarial examples. On several benchmark datasets, our proposed method is comparable to the state-of-the-art method.
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