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Abstract (187 words)

Information theory has become an essential tool of modern neuroscience. It can however be difficult to apply in experimental contexts when acquisition of very large datasets is prohibitive. Here, we compare the relative performance of two information theoretic measures, mutual information and transfer entropy, for the analysis of information flow and energetic consumption at synapses. We show that transfer entropy outperforms mutual information in terms of reliability of estimates for small datasets. However, we also show that a detailed understanding of the underlying neuronal biophysics is essential for properly interpreting the results obtained with transfer entropy. We conclude that when time and experimental conditions permit, mutual information might provide an easier to interpret alternative. Finally, we apply both measures to the study of energetic optimality of information flow at thalamic relay synapses in the visual pathway. We show that both measures recapitulate the experimental finding that these synapses are tuned to optimally balance information flowing through them with the energetic consumption associated with that synaptic and neuronal activity. Our results highlight the importance of conducting systematic computational studies prior to applying information theoretic tools to experimental data.
Information theory has become an essential tool of modern neuroscience. It is being routinely used to evaluate how much information flows from external stimuli to various brain regions or individual neurons. It is also used to evaluate how information flows between brain regions, between neurons, across synapses, or in neural networks. Information theory offers multiple measures to do that. Two of the most popular are mutual information and transfer entropy. While these measures are related to each other, they differ in one important aspect: transfer entropy reports a directional flow of information, as mutual information does not. Here, we proceed to a systematic evaluation of their respective performances and trade-offs from the perspective of an experimentalist looking to apply these measures to binarized spike trains. We show that transfer entropy might be a better choice than mutual information when time for experimental data collection is limited, as it appears less affected by systematic biases induced by a relative lack of data. Transmission delays and integration properties of the output neuron can however complicate this picture, and we provide an example of the effect this has on both measures. We conclude that when time and experimental conditions permit, mutual information – especially when estimated using a method referred to as the ‘direct’ method – might provide an easier to interpret alternative. Finally, we apply both measures in the biophysical context of evaluating the energetic optimality of information flow at thalamic relay synapses in the visual pathway. We show that both measures capture the original experimental finding that those synapses are tuned to optimally balance information flowing through them with the concomitant energetic consumption associated with that synaptic and neuronal activity.
The brain is commonly thought of as an information transmission, processing and storage biological machine, calling for comparisons to man-made devices with similar functions such as computers (see [1] for a discussion of these issues). As a consequence, tools and methods pertaining to such devices have been ported to the neurosciences for the study of neural networks. One such tool is information theory, designed in the late 1940s by Claude Shannon to formalize and find limits on signal processing and communication operations in machines [2].

Information theory has a long and successful history in neuroscience, where it has been applied to a variety of experimental data and theoretical contexts, and to address a variety of questions. One area of particular interest is the application of information theoretic concepts to spike trains, as they easily lend themselves to a reduction to binary sequences, whereupon action potentials are converted to 1s and the rest of electrophysiological traces to 0s. This reduction of spike trains to binary sequences has been used to measure information flow through synapses and neural networks, and propagation of information from the environment to the cortex through sensory pathways for instance [3-10]. The information theoretic quantity most often encountered in such contexts is the mutual information ($I$) [4]. The mutual information of two random variables – for instance two spike trains, or a sensory signal and a response spike train – is a measure of the mutual dependence between those two variables. By construction, $I$ is symmetrical and quantifies how much information can be obtained about one random variable by observing the other one.

In 1998, Strong and colleagues published a procedure to measure $I$ between a sensory input signal and the corresponding response of a neuron [11]. Through clever design, their so-called ‘direct method’, allows calculating $I$ by measuring only the activity of the neuron of interest in
response to a specifically designed input sequence containing repeating portions. This method has been successfully applied in a number of contexts, for instance to quantify information flow from the retina to the primary visual cortex in primates [3], or to quantify the relation between information flow and energy consumption at synapses in the visual pathway [8]. One limitation of using $I$ is the need to collect relatively large amounts of data to avoid systematic evaluation biases, and a number of methods have been devised to compensate those biases when data is limited or difficult to acquire [6]. This, however, can be tricky in an experimental context, as the time available for collecting data can be limited for a large number of various reasons.

Mutual information does not however strictly quantify directional information flow as it is symmetrical by design. To address this limitation, Schreiber has proposed a modified version of mutual information called transfer entropy ($TE$), which is explicitly built to measure how much information flows from one random variable to another one, and which is thus not symmetrical [12]. While $TE$ is used widely outside of neuroscience and in systems neuroscience, it is not used very often as a replacement of $I$ for analyzing spike trains specifically.

We have recently published a series of experimental and computational works on the trade-off between information flow and concomitant energy consumption in neurons and neural networks, in which we used either $I$ [7-9] or $TE$ [10]. This work is part of an emergent interest for energetic questions in neural information processing [13-16]. Here, we proceed to a systematic comparison of both those quantities in different biologically-relevant scenarios when comparing inputs to a synapse and the output spike train generated by the postsynaptic neuron in response, using spike train data generated from Poisson processes, or an experimentally-calibrated biophysical model of thalamic relay cells of the Hodgkin-Huxley-type [8]. We decided to focus on those two measures, and specifically on the so-called direct method to compute $I$, because of
their relative user-friendliness, which should make them popular methods among experimentalists. We report that while $TE$ and $I$ both allow accurate and consistent predictions of theoretical expectations in simple scenarios, $TE$ is far less biased than $I$ when little data is available and might thus offer more accurate measurements in experimental conditions where acquisition of large datasets is impossible or prohibitively costly. When used to analyze more realistic synthetic data (generated by a biophysical model of the Hodgkin-Huxley-type) however, the measure of $TE$ can be strongly affected by systematic time frame shifts between inputs and outputs, a problem $I$ is immune to by construction when using the direct method. Finally, we show how both measures perform when applied to assessing the energetic optimality of information transfer at biophysically-realistic synapses, and compare those results to results from the literature.

Our results illustrate the importance of systematically testing information theoretic measures on synthetic test data prior to designing experiments in order to fully understand how much data needs to be collected, and understand the trade-offs involved in using different measures. Our results also provide some guidance on what measure ($I$ or $TE$) will perform best under different circumstances.
Results (3279 words)

In order to compare the relative performances of mutual information ($I$) and transfer entropy ($TE$) on measuring information flow at synapses, i.e. when comparing the input to a synapse to the output generated by the postsynaptic neuron, we started by generating synthetic binary input and output spike trains. To mimic the transmission of action potentials at thalamic relay cells, which we have studied and modelled before [8], we generated as input random binary Poisson spike trains at a fixed frequency matching what we had observed experimentally. That input sequence was then copied to form the output sequence with deletions occurring with a certain probability (non-transmitted spikes), and with additions (to mimic spontaneous firing of the output neuron). Numerical values derived from previous experiments for these simulations are given in Table 1 below. We have also previously studied transmission of information at the cortical synapse between thalamic relay cells and layer 4 spiny stellate cells [10]. We thus generated a second additional set of simulations using parameters matching the experimental observations for that second scenario. Numerical values for those simulations are also given in Table 1. Note that in both of these scenarios, information flows unidirectionally in a feed-forward manner (see [8] and [10] for further details).

To compute the mutual information $I$ between those input and output sequences, we used the so-called direct method. The direct method requires repeating sequences (see Methods), while this isn’t necessary for computing the transfer entropy ($TE$). We thus generated in each case two datasets, one with repetitions to use with the direct method to compute $I$ (Figure 1A), and one without repetitions to compute $TE$ (Figure 1B). In each case, the two datasets had the same duration, with the duration of the repeating sequence multiplied by the number of repetitions used.
Table 1. Parameters for generation of inputs and outputs of random spike trains.

| Scenario                                      | Input frequency (Hz) | Transmission failure probability (per input spike) | Spontaneous firing probability (per output time bin) |
|-----------------------------------------------|----------------------|----------------------------------------------------|-----------------------------------------------------|
| Thalamic relay synapse                        | 20 §                 | 0.8 §                                               | 0.00084 §                                           |
| Cortical layer 4 spiny stellate cell synapse  | 4 §                  | 0.9 §                                               | 0.0024 §                                            |

§ From ref. [10].

The mutual information (I) can be defined as the difference between the two entropies $H_{total}$ and $H_{noise}$ ($I = H_{total} - H_{noise}$; see Methods), and these entropies are typically calculated for ‘words’ of a certain length. For instance, the binary sequence 000110100100100101 can be segmented in words of length 1 yielding the words 0|0|0|1|1|..., or segmented in words of any other length. For words of length 3 for instance, it would yield 000|110|100|100|100|... In neuroscience, using long words is important to accurately capture and account for the information carried by stereotypical temporal patterns of spikes, if any [3, 11]. However, using longer and longer words can lead to significant biases in estimating $H_{total}$ and $H_{noise}$, and eventually I, when using a finite dataset to build estimates, which they are always. This can be a serious limitation when trying to use I in an
experimental context where only limited data is available. To compensate for this, the so-called direct method includes two corrections when calculating $I$. The first correction factor is meant to extrapolate the true value of each individually computed entropies $H_{\text{total}}$ and $H_{\text{noise}}$ entering in the calculation of $I$ to a dataset of infinite size, while the second correction is meant to extrapolate entropy estimates for both $H_{\text{total}}$ and $H_{\text{noise}}$ to infinitely long words. We have previously reported that these corrections did not lead to large changes in evaluating $I$ when using limited experimental datasets with statistics similar to the datasets we generated here [8]. Additionally, we have had difficulties in reliably using the first above-mentioned correction (in [8] and here). As a consequence, here, we only implemented the second above-mentioned correction when using the direct method to compute $I$. Figure 2 shows how this correction was implemented. For $I$, $H_{\text{total}}$ and $H_{\text{noise}}$ were plotted as a function of the inverse of the word length and fitted with a linear function. We then extrapolated the fits to 0 (i.e. to words of infinite length) and took the difference of those values to calculate the mutual information ($I$). For transfer entropy, similar curves were computed, one for ‘raw transfer entropy’ and one for ‘noise transfer entropy’ (see Materials & Methods) [10, 17]. $TE$ was then computed as the difference between those two curves, like for $I$. $TE$ was then fitted with a linear relationship and extrapolated to infinite word lengths.

In that relatively simple scenario of action potentials being transmitted at a single relay synapse with set probabilities, $TE = I$, and it is possible to calculate that value exactly (see Methods). Figure 3 shows a comparison between that theoretical value, and $I$ and $TE$ calculated as described above for parameters corresponding to action potential transmission at thalamic relay cells (A) [8] or layer 4 spiny stellate cells (B) [10] (see Table 1 for details) for datasets of increasing sizes, plotted as the equivalent number of repetitions as used to calculate $I$ using the direct method. The calculated theoretical value for the thalamic relay cell scenario (Figure 3A, first line in Table
1 [8]) was 15.47 bits/sec. The calculated theoretical value for the layer 4 spiny stellate cell scenario (Figure 3B, second line in Table 1 [10]) was 1.54 bits/sec. Both these values closely match the experimental and theoretical results we had previously published. While it is apparent that both $TE$ and $I$ eventually converge to the expected theoretical value given a dataset of sufficient size, $TE$ appears to perform vastly better for small datasets, converging faster (i.e. for smaller datasets) than $I$ to the correct theoretical value. Furthermore, like $I$, $TE$ overestimates the expected value of transmitted information, but as illustrated in the insets in Figure 3A and B, does so to a much lesser extent than $I$, even for very short datasets.

Spike trains in situ, however, rarely display Poisson statistics. In the visual pathway for instance, spike trains impinging from the retina onto thalamic relay cells are characterized by non-Poissonian statistics with a high probability of spike doublets with short (~10 ms) interspike intervals. In order to test if the results of Figure 3 depend on the temporal structure of the input spike train, we generated a second set of simulations as above, but replacing the Poisson input spike trains with spike trains generated using statistics matching in situ recordings. To do so, we computed the interspike interval distribution of input spike trains from experimental data collected in [8] and [10] (Figure 4A and B insets). We then used these to calculate the cumulative distribution function (CDF) of interspike intervals (Figure 4 insets). Finally, we used the cumulative distribution function to generate spike trains as a series of interspike intervals with a temporal structure matching what had been observed in experiments. Under these new circumstances, there is a priori no expectation that $TE$ should be equal to $I$, and it is not possible to calculate the expected theoretical values simply. Figure 4 shows, however, that this does not significantly change the behavior of $TE$ and $I$ with respect to the size of the dataset used to compute them, with both $TE$ and $I$ converging to values very similar to the values in Figure 3 given a large
enough dataset. Like in Figure 3, $TE$ appears to significantly outperform $I$ for short datasets. This prompts the question of why $TE$ appears to systematically outperform $I$ in the two relatively simple scenarios we tested here (Figures 3 and 4). In the Discussion below, we attempt to provide an answer to this question based on the structure of both measures.

We then wanted to test these comparisons using a more realistic model to generate output spike trains, focusing on the first scenario tested above: information transmission at thalamic relay synapses. To do so, we used an experimentally-calibrated biophysical single-compartment Hodgkin-Huxley-type model of thalamic relay cells (see [8] for details about the calibration of that model and Methods here for a detailed description of the model). To generate input for that model, we used the same procedure as described above for Figure 4, generating input spike trains with a temporal structure matching what is observed in in vivo experiments. We then convolved these spikes trains with unitary synaptic conductance extracted from experimental data in [8] (see Methods). Figure 5A shows a sample input spike train generated in this way, the corresponding synaptic conductance injected into the Hodgkin-Huxley-type model, the output spike train generated by that model in response to that synaptic input, and finally, the binarized output corresponding to that output spike train. We then applied $TE$ and $I$ on these binarized input and output spike trains in the same way as above. Figure 5C shows a plot comparing $TE$ and $I$ for datasets of increasing sizes (similar to what we plotted above in Figures 3A and 4A). It is immediately apparent that while the qualitative behavior of $I$ and $TE$ is not strikingly different than what we observed for spike trains generated using simple spiking and transmission probabilities as above, they do not appear to converge to similar values like they did previously (Figures 3A and 4A). $TE$, in particular, appears to converge to a value far lower than what we had previously
observed (compare for instance Figure 5A to Figure 4A; the values reached by \( I \) in these two panels are more comparable).

The MATLAB package we used (see Materials & Methods) offers the possibility to compute \( TE \) with various time frame shifts between the input and output sequences [17]. This is equivalent to simply shifting the frame of reference of the output binary sequence by a set number of bins. Output spikes could be significantly delayed with respect to input spikes for instance in the case of long conduction delays. Here, however, delays are more likely to be due to the specific integration properties of the postsynaptic neuron. Figure 5B shows the evolution of \( TE \) when plotted versus this shift. It shows that \( TE \) does not peak at shift 0, but rather raises from about 2bits/s for no frame shift, to about 4.5bits/s at a frame shift of about 15 ms (5 time bins), before decaying again. Note that this is different from what we have observed in a previous study at the cortical synapse between thalamic relay cells and layer 4 spiny stellate cells, where we observed instead that \( TE \) between the input and output sequences was maximal for no frame shift, and simply decaying for positive shifts [10] (Figure S2 therein). While we have no \textit{a priori} explanation for this finding, this is obviously due to a relatively systematic frame shift between the timing of incoming action potentials and the timing of outgoing action potentials. The rise times of the synaptic conductances and of the membrane potential, i.e. the membrane time constant, might play a role in this observation. By comparison, in the above-mentioned study ([10]), neurons were simulated, or experimentally-recorded, in high-conductance states, which would have shortened their membrane time constant [18]. Here, conductances are only briefly opened after an incoming input action potential. However, this is unlikely to be the full explanation and we hypothesize that this systematic frame shift might also be partially related to the fact that a single action potential will often fail to elicit an output action potential (failed transmission). Instead, it has been known
for a while that two incoming action potentials in short succession are usually necessary to trigger an output action potential at those synapses [19], and the input binary sequence we generated based on in vivo recordings have non-Poissonian statistics with a preferred interspike interval of ~10 ms [8] (Figure 4A inset). This effect is apparent in Figure 5A, when two consecutive incoming action potentials separated by 18 ms fail to elicit an output action potential (marked by stars). Immediately after that, two consecutive incoming action potentials separated by 9 ms trigger an output action potential after the second of those has reached the synapse (marked by squares).

In Figure 5C, we plotted the two most obvious measures that can be derived from the curve in Figure 5B, the peak value of $TE$ and the integral value of $TE$ (calculated over frame shifts from 0 ms to 90 ms) [17]. Both display the same rapid convergence to a stable value, with respect to the size of the dataset, than $TE$ in Figures 3 and 4, but they both converge to quite different values (4.4 bits/s and 41.4 bits/s respectively), both different than the value $I$ converges to (23.1 bits/s).

In order to test the hypothesis that the strong discrepancy we observed here between matching $I$ and $TE$ predictions in the simple scenarios graphed in Figures 3 and 4, where action potentials are transmitted from the input to the output sequence in the same corresponding time bin with no temporal frame shift (unless transmission fails), and mismatching $I$ and $TE$ predictions when using a Hodgkin-Huxley-type model with non-trivial transmission properties (Figure 5A-C), we reproduced the simulations of Figure 3A using simple transmission probabilities and Poissonian inputs. However, this time, we implemented a random shift between every input and output action potentials. This random (positive only) shift followed a Gaussian distribution with mean = 16 ms and standard deviation = 3.7 ms (see Materials & Methods). In the case of $I$, that random shift was systematically reproduced for each pair of inputs and outputs action potentials in each repetition. The inset in Figure 5B shows how the random shift broadens the distribution
of TE versus the frame shift. Figure 5D shows that this was sufficient to reproduce the discrepancies described above (compare Figures 3A, 5C and 5D), suggesting that this is indeed the reason behind this observation. Interestingly, by construction, when using the direct method, \( I \) is immune to that issue (again, compare Figures 3A, 5C and 5D).

Thus, while \( TE \) offers great stability in its predictions even for relatively small datasets, which will be of interest to experimentalists who might not be able to collect very large datasets due to various technical constraints, the values obtained through that method might not be directly comparable to the mutual information in non-trivial scenarios, in which any kind of systematic frame shift can be expected.

Finally, we wanted to compare the application of these two information theoretic measures to a biophysically relevant scenario. We have recently demonstrated in computational models and experiments that a number of synaptic features can be explained as a trade-off between information flow and energy consumption: the low release probability of weak central synapses [7, 9], the postsynaptic conductance at strong thalamic relay synapses [8], and the postsynaptic conductance at weak cortical synapses [10]. All these studies demonstrate that synapses and neurons, appear to be designed to maximize information flow per energy units (bits/ATP) rather than per time units (bits/sec). More recently, similar results have also been obtained at hippocampal synapses [13]. These results suggest this as a widespread principle in the brain. The existence of an information flow over energy optimum is not surprising. It stems from the basic principle that energy consumption scales roughly linearly with the biophysical parameters we studied (release probability or postsynaptic conductance), while information flow scales sigmoidally with those parameters, because of the necessity to overcome noise [7, 9], or energetic barriers (the threshold for action potential generation) [8, 10]. Thus, information flow over energy, dividing a sigmoid
by a linear function, leads to a single well-defined optimum. In particular, we have demonstrated that very mechanism for the postsynaptic conductance at strong thalamic relay synapses, using the same experimentally-calibrated biophysical Hodgkin-Huxley-type model we have used here [8]. Note however that in that original study, we injected in the Hodgkin-Huxley-type model experimentally recorded conductances with a rather limited number of repetitions (N = 5), to estimate I with the direct method. Here, using the approach highlighted above to generate in vivo-like input spike trains and synaptic conductances (see Figure 5A), we can stimulate that model with any number of repetitions of any length.

We thus proceeded to reproduce here the finding that thalamic relay synapses maximize information flow per energy units (bits/ATP) at experimentally-observed physiological conductances, quantifying information flow using both the mutual information and transfer entropy as above. Specifically, we injected in vivo-like conductances generated as in Figure 5A in our experimentally-calibrated biophysical Hodgkin-Huxley-type model of thalamic relay cells. We then varied the postsynaptic conductance by applying a multiplying factor (gain) between 0 and 10 to the injected conductance, like we have done in previous studies [8, 10], the experimentally-observed physiological conductance corresponding to gain = 1. Figure 6A shows information flow across the thalamic relay synapse when modulating the synaptic conductance (gain), quantified as before with I (using the direct method) or TE. In the latter case, both TE measured at its peak frame shift (TE_{peak}; see Figure 5C), or integrated over all frame shifts (TE_{sum}) are reported. As expected from Figure 5C, each measure (I, TE_{peak} and TE_{sum}) yields different results, but all three grow sigmoidally with the gain. We also additionally quantified the corresponding energy consumption by counting the ATP molecules necessary to fuel the Na,K-ATPase electrogenic pump that restores the ion gradients disturbed by ions flowing through
postsynaptic receptors and ion channels (see Methods). Figure 6B shows the energy consumption concomitant to neuronal activity, when accounting only for ionic flows at the modulated postsynaptic conductance, or when accounting for all ionic flows in the postsynaptic neuron (i.e. including also the ions flowing through the voltage-gated channels that underlie action potentials; total energy budget). In both cases, we observed a roughly linear relationship between the modulated postsynaptic conductance and the energy consumption expressed in ATP molecules consumed per second. Note however that in the case of the total energy budget, the relationship is piecewise linear, with a different, smaller slope, for low postsynaptic gains at which no output action potential is generated.

We can then evaluate how information flow, quantified using either $I$ or $TE$, relates to the concomitant energy consumption at different postsynaptic gains. Figure 6C shows that this relationship (normalized to its peak) has a single well-defined peak close to the physiological gain of the synapse (gain = 1), when quantifying information flow using $I$ or $TE_{\text{sum}}$. In both those cases, this ‘energetic efficiency of information flow’ curve peaks close to gain = 1 and closely resembles what has been reported earlier, either for experimental data or in computational models [7-10]. When quantifying the value of information flow using $TE_{\text{peak}}$ however, this relationship appears much broader with no clear discernable peak between gains ~1 and ~5. Finally, Figure 6D shows the same results, but using the total energy budget to quantify the energy consumption of the neuron (higher traces in Figure 6B), rather than only the energy consumption imparted by the modulated postsynaptic conductance. The results are however broadly similar to those displayed in Figure 6C. Again, the curves corresponding to $I$ and $TE_{\text{sum}}$ match each other and match what has been reported earlier, while the curve corresponding to $TE_{\text{peak}}$ has a broad profile with no clear peak. Therefore, it appears that even though $I$ and $TE_{\text{sum}}$ yield different raw values (see Figures...
5C and 6A), their predictions can be compared in the current scenario when normalized, unlike $TE_{peak}$. $TE_{sum}$ might therefore be a better alternative than $TE_{peak}$ for comparing to mutual information across studies, although this will have to be systematically verified on a case by case basis.
Discussion (1096 words)

Here, we set out to evaluate systematically the performance and trade-offs of mutual information and transfer entropy, when applied to binary spike trains in the context of information flowing between individual neurons and across synapses. While these information theoretic measures are popular among theoretical and computational neuroscientists, it can be argued that they have found only limited usage among experimentalists due to the relative complexity in applying them. This is especially true in experimental contexts where acquisition of large datasets is prohibitive. The systematic biases these measures suffer from when applied to limited datasets has led to the development of a number of corrective techniques [6], which, while they improve their performances, do not necessary help in making these techniques more widely accessible. However, it can be argued that more widespread use of information theory will be essential going forward in neuroscience, especially when considering the development of normative theories [20] linking information processing to the energetic capacity of the brain [7-10, 21].

Here, we have used a MATLAB package readily available from online repositories [17] to calculate transfer entropy ($TE$) in simple scenarios. We show in these scenarios that $TE$ outperforms mutual information when little data is available (Figures 3 and 4) with little need to apply corrective measures. Note that we did alternatively perform the simulations displayed in Figures 3 and 4, but without applying the correction to infinite word lengths (see Figure 2), and that did not change qualitatively the results (not shown). This is however to be expected when using Poisson spike trains (Figure 3), where each input action potential is generated independently from preceding action potentials and no long-range correlations are present in the input sequence [3, 11].
The mutual information is defined as the difference between the two entropies $H_{\text{total}}$ and $H_{\text{noise}}$. For words of length $N$, $H_{\text{total}}$ calls for the evaluation of $2^N$ independent probabilities from the dataset. $H_{\text{noise}}$ on the other hand calls for the evaluation of $2^{2N}$ independent probabilities from the same dataset. It is thus common that many of these independent probabilities appearing in the calculation of $H_{\text{noise}}$ will be evaluated to be null because no corresponding event will be observed in a limited dataset. As a consequence, it is common to underevaluate $H_{\text{noise}}$. The same issue is also true for $H_{\text{total}}$, but since far fewer probabilities need to be estimated to calculate $H_{\text{total}}$, it is commonly less underestimated than $H_{\text{noise}}$. The common outcome is then that the mutual information is grossly overestimated for limited datasets. This overestimate decreases in amplitude as the size of the dataset increases (see Figures 3 and 4, and ref. [6] for an excellent discussion of these issues).

Transfer entropy, on the other hand, does not seem to suffer from that problem, at least not in a similar amplitude (Figures 3 and 4). We do not have at this time a definitive explanation as to why that is. Transfer entropy can also be written as the difference between the two entropies $H(X|Y)$ and $H(X|Y,Y^+)$ (see Materials and Methods), but these are two conditional entropies, i.e. they both call for the evaluation of $2^{2N}$ independent probabilities for words of length $N$. We prudently speculate that this contributes to balancing the systematic errors in evaluating each entropy, and that this leads to a better overall estimation of $TE$, even with limited data (see Figures 3 and 4).

These results suggest that $TE$ might be a better choice for experimentalists over $I$ due to its lower sensitivity to the size of the dataset, and due to its relative simplicity of use. However, the situation gets more complex when considering a more realistic biophysical scenario. Figure 5 shows that when systematic frame shifts occur between input and output sequences, i.e. when the
input and output action potentials do not happen in matching time bins due to transmission delays
or due to the integrative properties of the neuron under consideration, the use of $TE$ requires a
more careful examination of the detailed biophysics at play. It also becomes difficult to directly
compare results obtained with $I$ and $TE$. In Figure 5, using a Hodgkin-Huxley-type model for
thalamic relay cells, we show that the specific integration properties of that modelled neuron lead
to transfer entropy being ‘distributed’ over time shifts between the input and output sequences (see
Figure 5B). As noted above however, this is not always the case, as we have observed in a previous
study (in a different setting) that $TE$ between the input and output sequences was maximal for no
frame shift, and simply decaying for positive shifts [10]. We additionally provide convincing
evidence that this observation is due to a systematic shift by recapitulating the results of Figure 5C
using systematically shifted Poisson spike trains. By construction, the mutual information
estimated using the ‘direct’ method is immune to that issue.

The fact that $TE$ appears to be distributed over time thus poses the question of what feature
of $TE$ to actually use. The two most obvious features of the curve in Figure 5B are its peak and its
integral. Both appear very stable with respect to the size of the dataset but none of them matches
the value predicted by mutual information (Figure 5C), making systematic comparisons between
these measures difficult. In Figure 6 we apply both features of $TE$ (peak and integral) and $I$ to the
evaluation of the energetic optimality of information transfer at thalamic relay synapses [8]. Our
results recapitulate the original experimental and computational finding that those synapses appear
to maximize not the information flow (bits/sec), but the ratio of information per concomitant
energy use (bits/ATP; see Figure 6). In that context, the integral of $TE$ is the feature that matches
best the curve obtained using $I$. Both predict the energetically optimal gain of the synapse to be
close to 1, the physiological gain of the synapse. The peak of $TE$ on the contrary yields markedly different predictions.

These results suggest that a detailed computational study of the system under investigation should be systematically performed prior to applying transfer entropy to experimental data, and that when experimental conditions permit, mutual information estimated using the ‘direct’ method might provide a more straightforward applied measure. In particular, it is important to test for the presence of transmission delays or of integrative properties in the system under investigation that might lead to the kind of effects described here. When it cannot be demonstrated, as we have done in [10], that output action potentials occur mostly in the same time bin than impinging action potentials, it might be best to use mutual information instead.
Materials & Methods (1945 words)

We are interested in characterizing the properties and performance of two information theoretic measures, mutual information ($I$) and transfer entropy ($TE$), in the context of energy consumption and efficacy of information transfer at individual synapses. In the following, we will apply both these measures to assess information flow from the binary input spike train of a synapse to the binary output spike train generated by the postsynaptic neuron. Below, we start by describing how the test data for this characterization were generated.

**Synthetic spike trains**

The first dataset we tested transfer entropy and mutual information on are synthetic Poisson spike trains. In this scenario, the input was a randomly generated Poisson spike train, and the output was created by copying that input spike train, applying for each transmitted spike a certain probability of transmission failure, and for each time bin a certain probability of spontaneous firing, even in the absence of an input spike in the matching input time bin. Unless specified otherwise, all time bins in this manuscript are 3 ms. This simple scenario matches the propagation of individual spikes in the visual pathway, and numerical values for the probabilities were derived from experiments measuring the propagation of spikes at thalamic relay cells in the lateral geniculate nucleus and between thalamic relay cells and layer 4 spiny stellate cells in the primary visual cortex (see numerical values in Table 1 in the Results section above). Unless stated otherwise, each result is the average of 10 independent simulations.
Additionally, in Figure 5, we tested adding a random frame shift between input and output action potentials. We added to the timing of output action potentials a random gaussian delay centered at +16 ms with a standard deviation of ±3.7 ms.

**Input based on biological recordings**

The first step towards a more realistic model was to generate inputs similar to those that can be observed impinging onto the cells of interest. To do that, input spike trains were generated according to the distribution of input interspike intervals recorded in vivo. The *in vivo* distribution of interspike intervals was used to generate the cumulative distribution function of the intervals, and this function was in turn used as the generative function for the input (see insets in Figure 3). The output was generated as before, with probabilities of failure of transmission and spontaneous firing. 10 simulations were performed, and the mean was taken. Numerical values follow the values given in Table 1.

**Hodgkin-Huxley type model**

While using transmission and spontaneous firing probabilities as above is expedient, this can never fully capture the complexity of the biophysical processes that lead to spiking. In order to remediate to that issue, we adapted the single-compartment Hodgkin-Huxley-type model of thalamic relay cells by Harris *et al.* [8]. Details about how that model was carefully calibrated onto experimental data can be found in [8]. Our adjustments are detailed below.

Briefly, the Hodgkin-Huxley-type model of thalamic relay cells in the lateral geniculate nucleus was adapted from earlier models [22-24], and follows the formalism devised by Hodgkin and Huxley with:
\[ C_m \frac{dV}{dt} = -\sum i_j - i_{Hold} - i_{Syn}, \]  

(1)

where \( C_m = 1 \ \mu F/cm^2 \) is the membrane capacitance, \( V \) is the membrane voltage (in mV), \( i_{Hold} \) is the injected current, \( i_{Syn} \) is the synaptic current and \( i_j \) are the intrinsic currents. The cell surface area was \( 1.52 \cdot 10^{-4} \) cm\(^2\). All currents and conductances are subsequently reported per unit surface area (cm\(^2\)). Following Bazhenov and colleagues [22], the intrinsic currents included a leak current \( i_L \), a potassium leak current \( i_{KL} \), an A-type potassium current \( i_A \), a T-type low threshold calcium current \( i_T \), an h-current \( i_h \), a fast sodium current \( i_{Na} \) and a fast potassium current \( i_K \). All the intrinsic currents had the same general form:

\[ i = g_m m^m h^n (V - E), \]  

(2)

where for each current \( i \), \( g \) is the maximal conductance, \( m(t) \) is the activation variable, \( h(t) \) is the inactivation variable, \( E \) is the reversal potential and \( M \) and \( N \) are the number of independent activation and inactivation gates.

The \( i_h \) current was given by:

\[ i_h = g_{max} O (V - E_h), \]  

(3)

with \( E_h = -43 \) mV [25]. \( g_{max} = 0.0254 \) mS/cm\(^2\) was set to match experimental data (see [8] for further details). The time dependence of the gating variable \( O \) was defined by:

\[ \frac{dO}{dt} = \frac{1}{\tau_O} (O_{\infty} - O), \]  

(4)

with time constant \( \tau_O = 1/[e^{(-14.59 - 0.086 \cdot V)} + e^{(-1.87 + 0.0701 \cdot V)}] \) (in ms) and steady-state variable \( O_{\infty} = 1/[1 + e^{((V+75)/5.5)}] \) [25].

The leak currents were given by:
\[ i_L = g_L(V - E_L) \] (5)

and:

\[ i_{KL} = g_{KL}(V - E_K), \] (6)

with \( E_L = -70 \) mV [24]. \( E_K \) was set to match the effective potassium reversal potential used in the experiments in [8]: \( E_K = -105 \) mV, while \( g_L = 0.025 \) mS/cm\(^2\) and \( g_{KL} = 0.025 \) mS/cm\(^2\) were manually adjusted to match both the average input resistance at the resting membrane potential and the resting membrane potential as recorded in experiments.

The A-type potassium current was given by:

\[ i_A = g_A m^M h^N (V - E_K), \] (7)

with \( M = 4 \) and \( N = 1 \). The time dependence for \( m \) and \( h \) was defined as for \( O \), with:

\[ m_\infty = 1 / [1 + e^{-(V+60)/8.5}], \] (8)

\[ \tau_m = 0.1 + 0.27 / [e^{((V+35.8)/19.7)} + e^{-(V+79.7)/12.7}], \] (9)

\[ h_\infty = 1 / [1 + e^{((V+78)/6)}] \] (10)

and:

\[ \tau_h = 0.27 / [e^{((V+46)/5)} + e^{-(V+238)/37.5}], \] (11)

if \( V < -63 \) mV and \( \tau_h = 5.1 \) ms otherwise [22, 23].

The T-type calcium current was given by:

\[ i_T = g_T m^M h^N (V - E_T), \] (12)

with \( M = 2 \) and \( N = 1 \). The time dependence for \( m \) and \( h \) was defined as for \( O \), with:

\[ m_\infty = 1 / [1 + e^{-(V+57)/6.2}], \] (13)

\[ \tau_m = 0.13 + 0.22 / [e^{-(V+132)/16.7)} + e^{((V+16.8)/18.2)}], \] (14)
\[ h_\infty = \frac{1}{1 + e^{(V+8.3)/4}} \]  

and:

\[ \tau_h = 8.2 + [56.6 + 0.27 \cdot e^{((V+115.2)/5)}]/[1 + e^{((V+8.6)/3.2)}]. \]  

\[ E_T \text{ is given by } E_T = \frac{RT}{2F} \log \left( \frac{\text{Ca}^{2+}_0}{\text{Ca}^{2+}_i} \right) \text{ with } F = 96489 \text{ C/mol the Faraday constant, } R = 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \text{ the gas constant, } T = 309^\circ \text{K the temperature and } \text{Ca}^{2+}_0 = 2 \text{ mM the extracellular calcium concentration.} \]  

The intracellular calcium dynamics were defined by:

\[ \frac{d\text{Ca}^{2+}}{dt} = -\frac{1}{\tau_{\text{Ca}}} (\text{Ca}^{2+}_i - \text{Ca}^{2+}_f) - A i_T, \]  

with \( \text{Ca}^{2+}_i = 2.410^{-4} \text{ mM, the baseline intracellular calcium concentration, and } A = 5.1810^{-5} \text{ mM cm}^2 \text{ ms}^{-1} \mu\text{A}^{-1}, \) a constant.

The fast sodium current was defined by:

\[ i_{Na} = g_{Na} m^3 h(V - E_{Na}), \]  

with \( E_{Na} = +90 \text{ mV.} \) The maximal conductance \( g_{Na} = 4.4 \text{ mS/cm}^2 \) was also set to match experimental data \([8]\). The time dependence for \( m \) and \( h \) was defined by:

\[ \frac{dx}{dt} = \alpha_x (1 - x) - \beta_x x, \]  

where \( x \) stands for either \( h \) or \( m \) and with \([26]\):

\[ \alpha_m = 0.32 \left[ 13.1 - V + V_{\text{shift}}^{\text{Na}} \right]/\left[ e^{((13.1-V+V_{\text{shift}}^{\text{Na}})/4)} - 1 \right], \]  

\[ \beta_m = 0.28 \left[ V - V_{\text{shift}}^{\text{Na}} - 40.1 \right]/\left[ e^{((V-V_{\text{shift}}^{\text{Na}}-40.1)/5)} - 1 \right], \]  

\[ \alpha_h = 0.128 e^{((17-V+V_{\text{shift}}^{\text{Na}})/18)} \]  

and:

\[ \beta_h = 4/\left[ 1 + e^{((40-V+V_{\text{shift}}^{\text{Na}})/5)} \right]. \]  

The fast potassium current was given by:
\[ i_K = g_K n^4 (V - E_K). \] (24)

The maximal conductance \( g_K = 3.3 \text{ mS/cm}^2 \) was set to match experiments (again see [8] for further details). The time dependence for \( n \) was defined as for the sodium gating variables \( m \) and \( h \) with:

\[ \alpha_n = 0.032 \left[ 15 - V + V_{\text{shift}}^K \right] / \left[ e^{((15 - V + V_{\text{shift}}^K)/5)} - 1 \right] \] (25)

and:

\[ \beta_n = 0.5 \left[ e^{((10 - V + V_{\text{shift}}^K)/40)} \right]. \] (26)

\( V_{Na\text{ shift}} = -60.1 \text{ mV} \) and \( V_{\text{shift} t}^K = -62.5 \text{ mV} \) were manually adjusted to allow the model to be depolarized to \(-55 \text{ mV} \) without spontaneously spiking. \( i_{\text{Hold}} = -2.05 \mu \text{A/cm}^2 \) was set in subsequent simulations so as to hold the model at \(-55 \text{ mV} \). For a cell surface area of \( 1.5210^{-4} \text{ cm}^2 \), this corresponds to an injected current of \(~310 \text{ pA} \), similar to experimentally measured values of 30-550 pA [8]. \( g_d = 3 \text{ mS/cm}^2 \) and \( g_T = 1.8 \text{ mS/cm}^2 \) were set so that the model achieved an output frequency, when stimulated with the synaptic conductance recorded in [5], similar to the average frequency observed in experiments.

**Synaptic currents**

Individual synaptic currents experimentally recorded in ref. [8] were fitted by sums of exponentials:

\[ g(t) = w \left( e^{-t/\tau_1} - e^{-t/\tau_2} \right), \] (27)

yielding the parameters given in Table 2. The synaptic current is then given by:

\[ i_{\text{syn}} = -g_{\text{AMPA}} (V - E_{\text{excitatory}}) - g_{\text{NMDA}} \left( \frac{9.69}{1 + 0.1688 \left( e^{-0.0717 V} \right)} \right) (V - E_{\text{excitatory}}), \] (28)

with \( E_{\text{excitatory}} = 0 \text{ mV} \), and where \( g_{\text{AMPA}} \) and \( g_{\text{NMDA}} \) describe the time courses of individual AMPA and NMDA synaptic currents.
Table 2. Parameters of individual AMPA and NMDA synaptic conductances.

| Conductance | \( w \) | \( \tau_1 [\text{ms}] \) | \( \tau_2 [\text{ms}] \) |
|-------------|---------|-----------------|-----------------|
| AMPA        | 86.63   | 3.03            | 2.98            |
| NMDA        | 0.31    | 45.04           | 3.79            |

**Information theory**

For two coupled physical systems that produce realizations \( x \) and \( y \) of random variables \( X \) and \( Y \), the mutual information \( I \) is defined by [27]:

\[
I(X,Y) = H(X) - H(X|Y),
\]

(29)

where \( H(X) = \sum_x p(x) \) is the Shannon entropy for the probability distribution \( p(x) = p(X=x) \) of the outcome \( x \) of the random variable \( X \) and \( H(X|Y) = \sum_y p(y) \sum_x p(x|y) \log_2 (1/p(x|y)) \) is the conditional entropy. The mutual information can then be written as:

\[
I(X,Y) = \sum_x \sum_y p(x,y) \log_2 \left( \frac{p(x,y)}{p(x)p(y)} \right).
\]

(30)

Because \( H(X) \) is the total average information in the variable \( X \) and \( H(X|Y) \) is the average information that is unique to \( X \), the mutual information represents the shared information between the two processes or, in other words, the deviation from independence of the two processes. Equations (29) and (30) are symmetric under the exchange of the two variables and thus do not contain any directional indication.

The transfer entropy \( TE \) of the same random variables is defined as [27]:

\[
TE(X \rightarrow Y) = I(X^{-}, Y^{+}|Y^{-}) = H(X^{-}|Y^{-}) - H(X^{-}|Y^{+}, Y^{-})
\]

(31)
\[ = \sum_{y^-} \sum_{y^+} \sum_{x^-} p(x^-, y^+, y^-) \log \frac{p(y^-) p(x^-, y^+, y^-)}{p(x^-) p(y^-) p(y^+)} \]  

(32)

where \( X^* \) and \( Y^* \) denote the past state of the two processes with outcomes \( x^* \) and \( y^* \), and \( Y^+ \) is the future random variable of \( Y \) with outcome \( y^+ \).

The transfer entropy represents the amount of predictive information actually transferred from process \( X \) to process \( Y \). As can be seen in Equation (31), the transfer entropy is not usually symmetric under the exchange of \( X \) and \( Y \).

**Equivalence between \( I \) and \( TE \)**

In a scenario where \( X^* \) and \( Y^+ \) are both independent of \( Y \) (see Equation (31) above), which is for instance realized in the scenarios displayed in Figure 3, the transfer entropy \( TE \) can be written as:

\[
TE(X \rightarrow Y) = I(X^-, Y^+ | Y^-) \\
= \sum_{y^-} \sum_{y^+} \sum_{x^-} p(x^-, y^+) p(y^-) \log \frac{p(y^-) p(x^-, y^+)}{p(x^-) p(y^-) p(y^+)}
\]

(31)

\[
= \sum_{y^-} \sum_{y^+} \sum_{x^-} p(x^-, y^+) \log \frac{p(x^-, y^+)}{p(x^-) p(y^+)}
\]

\[
= I(X^-, Y^+) 
\]

In this simplified case, \( TE \) is equivalent to \( I \). In Figure 3, we have used this fact, together with the fact that with knowledge of all the probabilities entering in Equations (29)-(30), we can directly calculate – rather than estimate from the data – the theoretical value of \( TE = I \).

**Estimation methods**
Poisson spike trains are already binary. The output spike trains generated with the Hodgkin-Huxley-type model were binarized using a time bin of 3 ms using the function findpeaks in MATLAB (The Mathworks, Natick MA).

Mutual information was evaluated using the so-called ‘direct’ method devised by Strong and colleagues [11]. As noted in the Results section, we only applied the second of the two corrections from the original method, i.e. the extrapolation to infinite word lengths (see Figure 2, Results and ref. [8] for further details).

Transfer entropy was calculated using the MATLAB package by Ito and colleagues [17], following similar procedures as in [10]. In particular, a baseline value $TE_{\text{noise}}$ was calculated by randomly shuffling words in the output and calculating the transfer entropy between the input and the shuffled output. The transfer entropy values reported in the manuscript are $TE = TE_{\text{raw}} - TE_{\text{noise}}$ after extrapolation to words of infinite lengths similar to the correction applied for calculations of the mutual information.

Repetitions of 128 s were used for calculations of the mutual information using the ‘direct’ method. Each data point is the average of $N = 10$ independent simulations. For direct comparison, we used datasets of the same length for calculations of the transfer entropy. For instance, if we had 50 repetitions of 128 s for the ‘direct’ method (6400 s total), we used a single input spike train of 6400 s for calculation of the transfer entropy.

**Information and energy**

To calculate information transfer at the simulated synapse, output spike trains were processed as detailed above. To calculate the metabolic cost incurred by the modelled cell, the Na⁺ component of $i_{\text{Syn}}$ was integrated and converted to the corresponding ATP consumption per unit time, while
the same procedure was followed for $i_{Na}$, the Na$^+$ component of $i_h$ and Ca$^{2+}$ entry via $i_T$, and this was added to the ATP used on $i_{Syn}$. For $i_{Syn}$, the conductance was scaled by 7/13 (derived from the reversal potentials $E_{excitatory} = 0 \text{ mV}$, $E_{Na} = +90 \text{ mV}$ and $E_K = -105 \text{ mV}$) and multiplied by $V - E_{Na}$ to calculate the contribution of sodium ions. For $i_h$, the conductance was scaled by $(E_K - E_h)/(E_K - E_{Na})$ and multiplied by $V - E_{Na}$ to isolate the contribution of sodium ions. For $i_T$, we assumed that each calcium ion is exchanged for 3 sodium ions [28]. For each gain in Figure 6, N = 10 simulations were performed, and the mean was taken.

**Simulations**

Simulations were run using custom-written MATLAB scripts (The Mathworks, Natick MA). Differential equations were integrated using the built-in solver *ode15s* with an integration time step $dt = 0.05 \text{ ms}$. All results presented are the mean of N = 10 independent simulations.
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Figure 1. Sample input and output sequences for computing $I$ and $TE$.

Examples of input and output data generated, with repetitions for mutual information calculations ($I$; to use with the direct method) (A), and without repetitions for transfer entropy calculations ($TE$) (B). Here, outputs are generated using transmission statistics derived from experiments in the thalamic relay cell scenario (see Methods and Table 1). In each case, two length-matched datasets are generated to compare the relative performances of $I$ and $TE$ for recordings of a certain duration. 1 time bin = 3 ms.
Figure 2. Extrapolation of mutual information and transfer entropy values to infinite word lengths.

Example of extrapolation to infinite word lengths for mutual information (A) and transfer entropy calculations (B). Mutual information is calculated using the ‘direct’ method and the second correction of that method is applied to extrapolate both $H_{\text{tot}}$ and $H_{\text{noise}}$ to words of infinite lengths. The mutual information $I = H_{\text{tot}} - H_{\text{noise}}$ at the intercept for $1/\text{wordlength} = 0$. A similar method was used to evaluate the transfer entropy. In both cases, curves were generated using spike trains simulated using the Hodgkin-Huxley-type model.
Figure 3. Comparative performance of $I$ and TE in evaluating information flow at synapses driven by Poisson synthetic spike trains.

Comparison between mutual information ($I$; blue; calculated following [8, 11]) and transfer entropy (TE; red; calculated following [10, 17]) as a function of the size of the dataset for randomly generated spike trains based on thalamic relay cells characteristics (A) [8] or layer 4 spiny stellate cells characteristics (B) [10] (see also Table 1).

In each case, the black line indicates the theoretical value (see Methods). In both A and B, the inset zooms on TE for a low number of repetitions. In each case, shaded areas indicate the standard error of the mean.
Figure 4. Comparative performance of $I$ and $TE$ in evaluating information flow at synapses driven by synthetic spike trains with realistic biological temporal structures.

Comparison between mutual information ($I$; blue; calculated following [8, 11]) and transfer entropy ($TE$; red; calculated following [10, 17]) as a function of the size of the dataset for randomly generated using the cumulative distribution function (CDF) of the interspike intervals (Insets) based on experimental data recorded impinging onto thalamic relay cells (A) [8] or layer 4 spiny stellate cells (B) [10]. In each case, the inset shows the CDF of the biological interspike interval used to generate input sequences. In each case, shaded areas indicate the standard error of the mean.
Figure 5. Application to a biophysical Hodgkin-Huxley-type model.

(A) Poisson spike trains and transmission probabilities are replaced by an experimentally-calibrated Hodgkin-Huxley-type model for thalamic relay cells that recapitulates transmission properties at thalamic relay synapses. 1 time bin = 3 ms. (B) Synaptic and neuronal dynamics can lead to output action potentials being generated in different time bins than the incoming input (‘frame shift’). This leads to transfer entropy being positive over multiple temporal frame shifts between the binarized input and output sequences. Mutual information calculated following [11] is immune to that issue. (C) Because of this, direct comparison between mutual information ($I$; blue) and transfer entropy ($TE$; calculated using [17]; red: peak value from B; green: integral over $TE$ in B) can be difficult. (D) This effect can be recapitulated in simple Poisson spike trains by adding gaussian temporal jitter to the timing at which an output spike is generated (see inset in B). $I$ is unaffected when the temporal jitter is preserved over repetitions (compare with Figure 2A), while the results obtained for $TE$ recapitulate what is observed with the Hodgkin-Huxley-type model (compare with C). In each case, shaded areas indicate the standard error of the mean.
Figure 6. Information flow vs. energy.

(A) Information transfer at modelled thalamic relay synapses calculated using the Hodgkin-Huxley-type model as a function of the gain of the synapse (normalized synaptic conductance). (B) Total energy consumption and EPSC energy consumption used to convey the information calculated in A. (C) Normalized ratio between information (A) and EPSC energy (B) as a function of the normalized synaptic conductance. (D) Normalized ratio between information (A) and total energy consumption (B) as a function of the normalized synaptic conductance.