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Abstract. The relocation of containers is a crucial operation in container ports all around the world. The Container Relocation Problem (CRP) is focused upon to find a sequence of container retrievals in a defined order from a single yard container bay with a minimum number of relocations. The goal of this paper is to find out if Genetic Algorithm (GA) can give new insights in the problem of solving the CRP. In this paper we focus on the two-dimensional, static, offline and restricted CRP of real-world yard container bays. Four rules are proposed for determining the position of relocated containers. We applied GA to find the best sequence of container retrievals according to these four rules in order to minimize the number of relocations within the bay. The experimental testing was run on a total of 800 different instances with varying bay sizes and number of containers. The given results are compared with the results of different authors using other heuristic methods. The results show that the proposed model solves CRP and achieves near optimal solutions.
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Notations

Abbreviations:

2D – two-dimensional; 3D – three-dimensional; A1…A13 – assumptions of the model; AS/RS – automated storage/retrieval system; AVS/RS – autonomous vehicle storage/retrieval system; B&B – branch and bound; BS – beam search; BWP – blocks-world planning; C1…C4 – constraints of the model; CRP – container relocation problem; CRP-W – CRP with container weight; DC – dual command; DSS – decision support system; GA – genetic algorithm; JGAP – Java GA and programming; LPF – lowest priority first; NP – non-deterministic polynomial time problem; PMP – pre-marshalling problem; R1…R4 – heuristic rules; RI – reshuffle index; RTG – rubber tired gantry; S/R – storage/retrieval; SC – single command; SP – split platform; TEU – twenty-foot equivalent unit; TLP – tier lowest position.

Variables and functions:

\( C_p \) – container position within a bay; \( F \) – total fitness value of all relocated container within the bay; \( f_c \) – value of fitness function of the chromosome; \( H \) – total number of tiers in a bay; \( H - 1 \) – greatest number of relocations to retrieve one container; \( i \) – number of tiers in stack (height of stack); \( i_0 \) – maximum stacking height within the bay; \( j \) – number of stacks in a bay (width of bay); \( j_0 \) – first stack within the bay; \( l_c \) – length of the chromosome in the GA; \( N \) – total number of containers stacked within a bay; \( N_p \) – size of a population in the GA; \( n_e \) – number of evolutions in the GA;
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A large part of the world’s total transport refers to the transport of goods by containers. A container terminal plays an important role in the container transport process as it connects the container transfer between the land and the sea. Due to the increase in world container transport in recent years, there is a need to optimize the operations of container transport that occur within a container terminal in order to improve the entire container transport process from the starting location to the defined destination.

The stacking area is a subsystem of a container terminal in which the containers are temporarily stacked while awaiting shipment. Considering the limited capacity dimensions of this stacking area within the majority of the world’s container terminals (Kim, Hong 2006), containers are stacked side by side and on the top of each other forming blocks, each of them consists of a number of rows in width, a number of bays in length and number of tiers in height. In order to make better use of the limited ground space, containers are stacked on the ground and piled up. In order to get access to an individual container that is stored below others, the upper ones have to be relocated. This relocation represents the change of position of a blocking container within the bay. This activity is unproductive crane work but unavoidable if the arrival of the truck is a stochastics process (Zhao, Goodchild 2010). The relocation is practically impossible to avoid completely, because at the moment of stacking containers in the stacking area, most of the information about the future shipping of the containers is unavailable or incomplete. Although all the relevant data (e.g. the defined ship, the container’s unloading port, etc.) for shipping a container are completely accurate and sent on time before the stacking of a certain container, it can happen that this very important data can be changed during the transportation process and consequently the order of retrieving the container from the stack is changed, causing the additional relocations within the stack. It is estimated that 30…40% of the outbound containers at European terminals have no correct information about the ship or the destination port (Steenken et al. 2004). For inbound containers the situation is even worse. During the unloading of containers from a ship, the land transport means for the further shipment is known in only 10…15% of container shipment, whilst for the remaining cases the container shipment method is chosen at the time when the container is stacked at the stacking area (Steenken et al. 2004). Consequently, it can be concluded that the operation of container relocation at the stacking area is performed relatively frequently. Therefore, in order to use the existing stacking surfaces within the terminal more rationally and effectively, exceptional efforts are made for solving the relocation problem with an optimization method.

The optimization method is used for minimizing the number of container relocations within the bay in order to resolve two similar, but still different problems: CRP and PMP. The basic difference between these problems is that CRP deals simultaneously with the relocation and the retrieval of containers within the bay, whilst PMP deals only with container relocation within the bay.

In this paper we propose a model based on a GA that resolves the CRP minimizing the total number of container relocations within the bay and thus speeding up container retrieval. We introduced four heuristic rules into this model. Each rule determines the position within the bay in which the current blocking container has to be relocated in order to retrieve a certain container that has to be shipped from the bay at that point. Our model, based on a GA, searches for the optimal sequence of these four heuristic rules (each rule can be used more than once within this sequence) that will minimize the total number of container relocations within the bay.

The paper is organized as follows. In Section 1 we discuss the literature review. In Section 2 the basic terminology of CRP is introduced. The proposed model for resolving the CRP is presented in Sections 3 and 4. In Section 5 the evaluation of our method is presented. Finally, the conclusion is given in the last section.

1. Literature review

The literature review is divided into two main parts. First part refers to literature review of definition, approaches, heuristic rules and methods for resolving CRP in conventional container terminal while second part refers to literature review of stacking policy and models, which deals with retrieval travel time in automated storage and retrieval system at container terminals.

The first scientific paper that studies the CRP at a stacking area was written by Sculli and Hui (1988). They presented a simulation model in which they observe the effect of the number of stacks, the number of tiers and the different types of containers on the total number of operations with the containers at a stacking area. The obtained results showed that the different types of containers themselves have the largest impact on the total number of operations. Gupta and Nau (1992) shown that the BWP problem in the theory of complexity belongs to a NP-hard. Consequently, there are many proposed models that use heuristic methods in order to resolve these optimization problems within the stacking area of container terminal. De Castillo and Daganzo (1993) and Kim (1997) have a similar approach in which they proposed heuristic rules to calculate the total expected number of relocations for inbound containers. Avriel et al. (1998) proposed a model based on heuristic procedures and binary programming for reducing the overall costs of container relocations on container ships. This problem is very similar to CRP because the containers loaded onto a ship have to be un-

\[ P \] – retrieval priority of a container;
\[ P_c \] – probability of crossover in the GA;
\[ P_m \] – mutation probability in the GA;
\[ R \] – number of container relocation within the bay;
\[ W \] – total number of stacks in a bay.
loaded in several ports, therefore some containers have to be unloaded before others. Kim, K. H. and Kim, H. B. (1999) considered the dynamic CRP and proposed a formula that explains the relation between the stack height and the expected number of container relocations inside a bay. In the paper the appropriate maximum height of a stack was determined in order to minimize the number of container relocations. Murty et al. (2005) provided a DSS for the container terminals in Hong Kong. They divided the problem into five related sub problems, one of which is the CRP. In order to minimize the number of relocations the authors’ defined rule called RI was applied in order to relocate containers. Relocated container was stacked in the stack where the reshuffling index was the smallest. For a relocated container, the RI of a stack represents the number of containers that will be picked up earlier than the relocated container. Yang and Kim (2006) defined the general concept of the CRP and presented a model in which the container that has already been relocated cannot be relocated again. The aforementioned restriction limits the usage of the model in real-world situations. Hussein and Petering (2012) proposed a model for resolving CRP-W in which the container weight is also considered while searching for the optimal relocation solution in order to minimize the fuel costs of the stacking crane. The model is based on a GA. Caserta et al. (2012) showed that the CRP is a NP-hard problem. Consequently, with the exact solution approaches, only small size instances can be solved in a reasonable time. Therefore, only a few papers deal with exact solution approaches. There are several exact and heuristic solution approaches for this problem. The exact solution approaches applied integer linear programming (Caserta et al. 2012; Lee, Hsu 2007; Petering, Hussein 2013; Tang et al. 2012; Wan et al. 2009; Zehendner et al. 2015). Most of the heuristic solution approaches are based on the B&B method with varying search strategies and several branching strategies (Da Silva et al. 2018; Caserta et al. 2009; Caserta, Voß 2009; Expósito-Izquierdo et al. 2014; Forster, Bortfeldt 2012; Jin et al. 2015; Jovanovic, Voß 2014; Kim, Hong 2006; Ku, Arthanari 2016; Rei, Pedrosa 2013; Tanaka, Takii 2016; Tanaka, Mizuno 2018; Tricoire et al. 2018; Ünlüyurt, Aydı̇n 2012; Wu, Ting 2010; Zhang et al. 2010; Zhu et al. 2012). Along with the mentioned solution approaches there are several authors using the tabu search method (Wu et al. 2009), the Beam search (Wu, Ting 2010) and the Corridor method (Caserta et al. 2011). These authors research the offline variant of the CRP where the retrieval times are known in advance. Due to the complexity of the problem, different heuristics and metaheuristics methods, that efficiently solve the CRP, were used in the majority of the proposed approaches.

In this paper, we also consider the offline CRP and we use GA for solving this problem. Based on the existing literature it has been determined that GA is applied only for solving the variant of the CRP called CRP-W (Hussein, Petering 2012), whilst for solving the standard CRP a GA has not been applied. Therefore, this is the main reason why this method was chosen.

The literature dealing with the travel time modelling for unit-load AS/RS shows many different approaches. The first study on the performance of AVS/RS was proposed by Malmborg (2002) who modelled the travel time of an AVS/RS according to the number of aisles, tiers, vehicles and lifts, considering random storage policy and tier to tier configuration. Van den Berg (2002) identified the optimal dwell point position that can minimize the expected travel time from the dwell point position to the position of the first operation after the idle period. Sari et al. (2005) presented mathematical models for the expected travel time for a flow-rack AS/RS, which use two (S/R) machines. Hu et al. (2005) have presented a new kind of S/R mechanism that enables AS/RS to efficiently handle heavy loads together with a continuous travel time model for the new AS/RS, under the stay dwell point policy. Hachemi and Alla (2008) presented an optimization method of retrieval sequencing where the AS/RS was depicted by a coloured Petri net model. De Koster et al. (2008) used a lifting mechanism on the opposite face of the S/R machine for a flow racks AS/RS and they presented a closed-form expression of expected retrieval-time for SC cycles and derived an approximate travel time expression for dual-command cycles of the system. Gomri et al. (2009) proposed an analytical expression for the average time of a single cycle of a multi-aisle AS/RS. Sari (2010) performed comparative analysis between unit-load AS/RS and flow rack AS/RS in which is considered space use and travel time parameters. Lerher et al. (2010) presented analytical travel time models of multi-aisle AS/RS for the computation of travel time for both SC and DC cycles. Hamzaoui and Sari (2015) have determined optimal dimensions of the same AS/RS design minimizing expected travel times of the S/R machine using enumeration technique. Liu et al. (2016) have presented continuous travel model for the DC in the SP-AS/RS under input and output dwell point policy and shown that the square-in-time rack incurs the smallest expected travel time and that the DC is better than SC in terms of the expected travel time. Xu et al. (2018) have developed a continuous travel time model for DC in 3D compact storage system and used analytical models for optimize system dimensions.

2. Problem description, assumptions and constraints

In this paper, we resolve the CRP for one bay with a certain number of columns, tiers and containers stacked within this bay. Containers within the bay are marked with a different retrieval priority \(P\) based on the departure order defined in the transport documentation. The retrieval times are known in advance (offline variant). The priorities of retrieval are marked with ordinal numbers. A container marked with the number 1 has a greatest priority and is the first one to be retrieved. The CRP focuses to find the best sequence of rules to retrieve all the containers within the given bay (respecting their priority) with the minimum number of relocations. The relocation rep-
represents the movement of a blocking container within the bay. A blocking container is a container located above the target container. The target container is a container that must be retrieved first before all the remaining containers within the bay. The retrieval represents the lifting of the target container and loading it onto a truck or other internal transport unit. Container retrievals and relocations are performed by a yard stacking crane called a RTG (Figure 1).

The problem’s definition relies on the assumptions A1 to A13 and constraints C1 to C4.

The general assumptions of the model are:
- A1 – all containers are the multipurpose dry type;
- A2 – all containers are 20-foot (1 TEU);
- A3 – all containers are full;
- A4 – containers are stacked according to their weight;
- A5 – all containers are outbound and are loaded onto internal trucks and then on a ship;
- A6 – the RTG crane performs the relocation and retrieval with only one container at the same time;
- A7 – the problem is dealing with the one bay;
- A8 – the bay is defined by two dimensions: the number of stacks and number of tiers;
- A9 – the problem is defined as static – no new container arrival is allowed during the retrieval process;
- A10 – the initial configuration of the container bay is known in advance;
- A11 – under the RTG portal is a one-way direction truck lane;
- A12 – the container priorities are unique, there are no groups of containers with the same priority;
- A13 – the number of relocations is calculated only for the blocking containers; containers that are going to be retrieved directly are not taken into calculation.

The constraints of the model are:
- C1 – the maximum stacking height is defined according to the maximum retrieval height of the latest generation of RTG cranes minus the reserve height, which is necessary for container relocation and retrieval;
- C2 – the bay width is equivalent to the span of the latest generation of RTG cranes minus the width of one container, which serves as a one-direction truck lane;
- C3 – the given bay is never completely full because free slots are necessary for relocation;
- C4 – the relocation within the bay is limited (restricted variant) (Caserta et al. 2011); only the relocation of blocking containers is allowed, whilst the relocation of the other containers within the bay is restricted.

3. Rules for relocating containers

In the model the bay is given as a matrix where \( i \) represents the number of tiers (height of stacks), whilst \( j \) indicates the number of stacks in a bay (width) (Figure 2).
tween the stack in which the blocking container is located and a potential stack for container relocation) is calculated. The final solution is a destination stack with the smallest relocation distance by width. If there are several stacks with the same distance by width, then the stack with the smallest index number is chosen as the final solution. The application of rule R1 is shown in Figure 3.

In the first scenario a container marked with the priority \( P = 1 \) stacked on \( C_p(2, 2) \) (dark grey colour) must be retrieved. However, in order to retrieve this container, the container marked with the priority \( P = 5 \) stacked on \( C_p(1, 2) \) (light grey colour), which is the blocking container of the container with \( P = 1 \), must be relocated first. According to the rule R1, considering the terms that one stack has to satisfy to become a potential solution for the current relocation, only the first stack \( j_0 \) satisfies all the terms therefore the destination position of the blocking container with the priority \( P = 5 \) is the position \( C_p(0, 0) \).

In the second scenario, before the retrieval of the container marked with the priority \( P = 1 \) stacked on \( C_p(2, 2) \) (dark grey colour) the relocation of the blocking container marked with the priority \( P = 3 \) stacked on \( C_p(1, 2) \) (light grey) has to be performed. The possible stacks for stacking the blocking container are \( j_1, j_3 \) and \( j_4 \). Since stacks \( j_1 \) and \( j_3 \) have the identical distance by width as the destination position of the blocking container, a stack marked with the smaller index number i.e. stack \( j_1 \) is selected. Thus, the new position of the blocking container with the priority \( P = 3 \) is position \( C_p(0, 1) \).

The second rule R2 states – relocate the container to the nearest empty stack. For relocation this rule selects an empty stack, which is the nearest stack considering the distance between each empty stack and the stack of the blocking container. In order to implement this rule, the following term must be met:

- the potential stack for container relocation must be empty.

If there are several empty stacks, a stack that has a minimum relocation distance by width is chosen as the destination stack for the blocking container (Figure 4). In addition, if there are several stacks with equal minimum relocation distance by width, a stack with the lowest index number is chosen as the destination stack.

As can be seen in Figure 4, the blocking container marked with the priority \( P = 5 \) stacked on \( C_p(1, 2) \) (light grey colour) must be relocated before the retrieval of the container marked with the priority \( P = 1 \) stacked on \( C_p(2, 2) \) (dark grey colour). The position \( C_p(2, 1) \) within stack \( j_1 \) is chosen as the destination position for stacking the blocking container.

The third rule R3 is a modification of the rule called TLP rule, proposed by Zhang (2000) and states – relocate the container to the nearest and the lowest stack. This rule selects a stack with the smallest number of containers (without taking into consideration an empty stack), which is the nearest to the stack of the blocking container.

In order to take into consideration one stack as the potential stack for container relocation according to rule R3, the following terms must be met:

- there is at least one container located in the stack;
- there is a free position in the stack considering the maximum stacking height.

In Figure 5 the example of applying rule R3 to the bay with size \( 3 \times 7 \) can be seen. The container marked with the priority \( P = 3 \) stacked on \( C_p(1, 2) \) is the blocking container and must be relocated. After checking all the terms of R3, it is determined that stacks \( j_0 \) and \( j_4 \) represent possible solutions. Since both stacks have the same minimum relocation distance by the width, the position \( C_p(1, 0) \) within the stack \( j_0 \) is chosen as the destination position of the blocking container.

The fourth rule R4 states – relocate the container to the nearest stack that is not full to the maximum stacking height. This rule selects a stack that has at least one empty slot and is nearest to the stack of the blocking container (Figure 6).
Therefore, with this rule the stacks that represent possible solutions are not allowed to be empty nor full to the maximum stacking height. If the bay configuration shown in Figure 6 is considered then with the application of this rule the position \( C_p (0, 1) \) within the stack \( j_1 \) is chosen as the destination stack. Since the terms for the application of R4 enable the greatest number of allowable solutions, in some situations these solutions can correspond to the final solutions that are congruent to the application of R1 and R3.

It is necessary to emphasize that the aforementioned rules have equal importance and they include all possible positions in which a blocking container can be relocated, therefore there is no case that all the rules are inapplicable, at least one rule is applicable for the relocation of a blocking container within the given bay.

4. The model in the GA

In this paper, we apply a GA to solve the CRP. GA is a metaheuristic that simulates the process of natural selection. This method was first proposed by Holland (1992) and is often used to solve complex optimization problems. GA starts by creating the initial population of potential solutions (chromosomes). Subsequently, GA applies the genetic operators (selection, crossover and mutation) over the initial population in order to obtain a new and better population of solutions than the previous one. This process is called evolution. The evolution process is repeated as long as the term of stopping the process (maximum number of evolutions is reached; a satisfactory solution is obtained etc.) is not satisfied. In this section, the main components of GA as well as the procedure of applying the GA to solve the CRP are described in detail.

4.1. Chromosome

A chromosome consists of a group of genes and represents a potential solution of the CRP for the given bay. In this model the gene is an integer type and represents one of the four rules – R1...R4, which determine the stack within the bay in which the blocking container will be relocated. Each gene can have a value from 1 to 4. The code values of a gene are assigned in the following way: R1 = 1, R2 = 2, R3 = 3 and R4 = 4. For example, if the gene has the value 1, it means that rule 1 has to be executed. An example of a chromosome used for solving the CRP is shown in Figure 7. The first gene (value 2) determines that rule 2 has to be executed during the first container relocation within the bay.

The number of genes in a chromosome is determined by multiplying the number of containers stacked within the bay and the number 10. According to the executed experiments of our model, which are presented in the Section 5 this number of genes will ensure adequate number of rules for solving the CRP for the given bay. Not all the rules within a chromosome are used for container relocation. It may happen that the next heuristic rule that has to be executed according to the gene values within the chromosome is not applicable for the current relocation of certain container (e.g. rule R2 relocates the container to the nearest empty stack and there is no single empty stack currently available). Then, this inapplicable rule is skipped and the next applicable rule is executed. Therefore, the chromosome has to contain additional number of genes (rules), which will resolve this potential problem. The number of applied rules represents the number of container relocations within the bay i.e. the value of the fitness function. Fitness function is calculated as follows:

\[
 f_c = \sum R;
\]

\[
 F = 100000 - f_c,
\]

where: \( f_c \) represents the value of fitness function of the chromosome; \( \sum R \) represents a sum of container relocation within the bay before retrieval of target container; \( F \) represents a total fitness value of all relocated container within the bay.

4.2. Population

A population is a set of chromosomes (Figure 8). Each chromosome is evaluated with the fitness function defined within the GA. In our GA approach, the fitness function of each chromosome is determined according to the total number of relocations within the bay while resolving the current CRP with the sequence of rules defined in this chromosome.

![Figure 7. Integer type chromosome](image)

![Figure 8. Population of 4 chromosomes](image)
The initial population is always randomly generated. Thus, this generated population enables the diversity of genes (rules) in the chromosomes, i.e. the solutions of CRP. The determination of the population size is based on a trial and error method and the size is set to 8000 chromosomes.

4.3. Genetic operators

GA consists of three operators: selection, crossover and mutation.

Selection. This procedure selects a certain number of chromosomes in order to create a new generation (population of chromosomes). In our approach we implement the n selection of the best chromosomes, which is the simplest form of selection. The number of the fittest chromosomes that propagate to the next generation is set at 50% (4000 chromosomes) of the population size. The duplication of chromosomes, which appear in a generation, is also allowed.

Crossover. This procedure replaces the genes between two (parent) chromosomes according to a certain rule in order to produce new (children) chromosomes that have better value for the fitness function. A single-point crossover (Holland 1992) is used in our model. Thereafter, for each pair of chromosomes, one crossover point (crossover position) is randomly determined and the recombination of the genes within the pair of chromosomes is performed (Figure 9). After the recombination of genes is finished, the newly created (children) chromosomes are included in the following generation.

Mutation. This procedure randomly changes the value of one or several genes within the chromosome. In contrast to the crossover, which gravitates towards the preservation of the good characteristics of the chromosome, mutation gravitates towards the modification of the genetic material. The mutation used in this model is the simple mutation (Figure 10).

As shown in Figure 10 the mutation operator is applied on the fourth gene of the chromosome 1. Before the mutation, the code value of the fourth gene equals 3. After gene mutation, the code value equals 4. Considering Figure 10, it is obvious that the mutation is applied to only one gene in a way that the code value of the gene is altered. The described procedure is repeated for all the chromosomes in the population that are selected for the mutation.

4.4. Parameters of GA

GA parameters are used for the control of the model and they influence the resolution time of the CRP. The fundamental parameters of the work of GA are the number of evolutions, the size of the population and the probability of the mutation (Mitchell 1998) (Table 1).

| Parameter                  | Value |
|----------------------------|-------|
| Number of evolutions \(n_e\) | 20    |
| Size of population \(N_p\)  | 8000  |
| Mutation probability \(p_m\) | 0.01  |
| Probability of crossover \(p_c\) | 0.95  |

The number of evolutions \(n_e\) is a parameter that influences the quality of the solutions and the processing time of CRP (the time of running the model). A greater number of evolutions generally means a better solution, as well as a longer processing time. As the goal is to achieve the best solution in the shortest processing time, the maximum number of evolutions is set to 20. The size of the population \(N_p\) also affects the quality of the solutions; therefore, it is necessary to adjust the size of the population as well. In this model the size of the population is constant, which means that it does not change through new generations, and totals 8000 chromosomes. The mutation probability \(p_m\) determines the rate of the chromosomes mutation. This parameter extends the solution search space and prevents jamming in the local optimum and also leads to good solutions to the given problem. The mutation probability in the algorithm is set to 0.01.

The other parameters used in the GA are the probability of the crossovers and the length of the chromosome. The probability of crossovers \(p_c\) used in this algorithm is 0.95, which means that on 95% of the selected pairs of chromosomes the crossover will be executed. The length of the chromosome \(l_i\) is a parameter that is defined in advance and in this model it depends on the number of containers stacked within the given bay and total from 70 to 380 genes. In order to better understanding the principle of the model for solving CRP a flow chart of the model is shown (Figure 11).

As shown in Figure 11, at the beginning of the model the position and the priority of a target container is determined. If the target container is on the top of a stack, then the retrieval from the bay is performed, however, if there is some blocking container above the target container then a relocation is performed. The relocation is performed according to the sequence of genes (rules) in a randomly
generated chromosome. If one of the rules is not applicable, it proceeds to the next gene in the chromosome, i.e. to the following rule and so on until one of the rules is applied. When a rule is applied, the relocation of the blocking container is performed. When all the containers are retrieved from the bay the proposed model print the solution, which consist of the sequence of applied rules together with fitness function value as shown in Table 2.

### Table 2. Result presentation of the GA for a bay size 6 × 7

| Number of model run | Number of containers | Sequence of applied rules | Fitness function |
|---------------------|----------------------|---------------------------|------------------|
| 1                   | 37                   | 3 1 3 3 3 1 3 4 3 2 4 3 1 3 4 4 3 4 2 3 4 1   | 28.251           |
| ...                 | ...                  | ...                       | ...              |
| 40                  | 37                   | 3 3 3 4 4 3 3 4 4 1 4 2 4 3 3 4 3 4 2 3 1   | 26.118           |
| Total:              |                      |                           | 33.192           |

5. Experiments, results and analysis

The model was implemented in Java using NetBeans IDE 7.4. The Java library JGAP is used for GA implementation within the model. The experimental testing of the model was performed with the constant size of a population, which totalling 8000 chromosomes and the constant number of evolutions set to 20 evolutions with a probability of crossover of 0.95 and a probability of mutation of 0.01.

The experiment was run on a 32-bit computer, Windows 7 Professional operating system with an Intel® Core™ 2 Duo CPU T6500 2.10 GHz processor and 4 GB of RAM. The maximum tested size of the bay corresponds with the specifications of the latest technological RTG cranes in regard to the actual sizes of bays, and totals a maximum of 6 tiers and 7 stacks. The tiers parameter assumes a value of 3 to 6 whilst the stacks parameter assumes a value from 3 to 7.

The total number of containers stacked within the bay is obtained from the expression (Wu, Ting 2010):

\[
N = W \cdot H - (H - 1),
\]

where: \(N\) represents the total number of containers stacked within a bay; \(W\) represents the total number of stacks in a bay; \(H\) the total number of tiers in a bay; \(H - 1\) represents the greatest number of relocations to retrieve one container.

This expression determines the maximum number of containers within a bay, i.e. it ensures a sufficient number of free container positions (slots) for container relocations within the bay and it was also used by the authors with whom the results of the proposed model are compared.
In order to compare the obtained results with the results of other authors, it was necessary to determine and adjust the other terms of the experiment. The experiment was run under the same terms as other authors performed it, and it refers to: the bay sizes (3×3 ... 6×3, 3×4 ... 6×4, 3×5 ... 6×5, 3×6 ... 6×6, 3×7 ... 6×7), the number of containers obtained on the basis of the expression mentioned under (2) and 40 different problem instances. The initial configuration of containers within the bay is identical to all 40 instances as well as with the authors mentioned in Table 3. The test data used in comparison is taken from Jovanovic and Voß (2010), with a total of 265.38 average relocations, it is worse by 5.4% i.e. approximately 15 additional container relocations were performed. Compared with the authors in Table 3 since their models did not take it into consideration. In addition, the running time of algorithms is not taken into consideration for the same reason. Since the stacking areas of container port terminals that are equipped with RTG cranes are studied in this paper, the tested bay sizes are determined by the technical specifications of the latest generation of RTG cranes. Due to this fact, the proposed model was not tested on the so-called problem of large instances i.e. the unrealistic bay sizes.

On the basis of the results shown in Table 3, it can be concluded that the proposed model achieves the optimal solution only for a bay size of 3×3 and equals 3.38, whilst for the remaining bays it achieves a solution close to the optimal. In addition, it was noted that with the increase of the stacking height a lesser quality solution was achieved with all the tested bay widths considering the optimal solution. Based on the sum of the average number of container relocations, for all tested bay sizes proposed model achieves a better solution from the first six mentioned authors in the range from 0.8 to 23.9% i.e. it achieves from 2 to as many as 88 relocations less. The solution achieved by the proposed model represents the second-best results with a total of 280.66 average container relocations, which means that in comparison with the results of Wu and Ting (2010), with a total of 265.38 average relocations, it is worse by 5.4% i.e. approximately 15 additional container relocations were performed.

Table 3. The comparison of results of different authors and the heuristic methods for solving the CRP on real sizes of bays

| Tiers × stacks | No of containers | Zhang (2000) – TLP | Murty et al. (2005) – RI | Wu, Ting (2010) – RI | Caserta et al. (2009) – min-max | Jovanovic, Voß (2011) – chain | Jovanovic, Voß (2014) – chain F | Wu, Ting (2010) – BS, B&B | Authors – GA |
|----------------|-----------------|---------------------|-------------------------|----------------------|-------------------------------|-------------------------------|-------------------------------|------------------------|---------------|
| 3×3            | 7               | 3.58                | 3.42                    | 3.40                 | 3.42                          | 3.42                          | 3.38                          | 3.38                   | 3.38          |
| 4×3            | 9               | 6.67                | 6.10                    | 5.95                 | 5.82                          | 5.82                          | 5.95                          | 5.95                   | 5.85          |
| 5×3            | 11              | 10.60               | 9.80                    | 9.45                 | 9.10                          | 9.10                          | 8.70                          | 8.40                   | 8.93          |
| 6×3            | 13              | 15.40               | 13.60                   | 13.20                | 12.97                         | 12.77                         | 12.30                         | 11.50                  | 12.30         |
| 3×4            | 10              | 5.67                | 5.03                    | 4.92                 | 4.95                          | 4.95                          | 4.95                          | 4.85                   | 4.98          |
| 4×4            | 13              | 10.50               | 9.05                    | 8.80                 | 8.75                          | 8.72                          | 8.57                          | 8.43                   | 8.55          |
| 5×4            | 16              | 16.30               | 14.50                   | 13.70                | 13.12                         | 13.02                         | 13.17                         | 12.20                  | 12.63         |
| 6×4            | 19              | 23.20               | 19.10                   | 17.90                | 17.15                         | 17.05                         | 16.92                         | 15.60                  | 16.93         |
| 3×5            | 13              | 6.95                | 5.90                    | 5.75                 | 5.75                          | 5.75                          | 5.80                          | 5.75                   | 5.80          |
| 4×5            | 17              | 14.40               | 12.20                   | 11.80                | 11.40                         | 11.35                         | 11.40                         | 11.00                  | 11.35         |
| 5×5            | 21              | 21.00               | 18.10                   | 17.40                | 17.07                         | 16.95                         | 16.65                         | 15.60                  | 16.75         |
| 6×5            | 25              | 31.80               | 25.60                   | 24.10                | 23.92                         | 23.52                         | 23.57                         | 21.10                  | 22.60         |
| 3×6            | 16              | 8.95                | 7.92                    | 7.80                 | 7.72                          | 7.72                          | 7.85                          | 7.65                   | 7.88          |
| 4×6            | 21              | 16.00               | 13.20                   | 12.80                | 12.67                         | 12.55                         | 12.60                         | 12.00                  | 12.48         |
| 5×6            | 26              | 26.90               | 22.60                   | 21.40                | 20.60                         | 20.42                         | 20.52                         | 19.30                  | 20.32         |
| 6×6            | 31              | 41.20               | 32.60                   | 30.10                | 29.02                         | 28.77                         | 28.57                         | 26.10                  | 28.50         |
| 3×7            | 19              | 11.50               | 10.10                   | 9.88                 | 9.02                          | 9.05                          | 9.17                          | 8.95                   | 9.15          |
| 4×7            | 25              | 19.40               | 20.10                   | 18.80                | 16.35                         | 16.45                         | 16.07                         | 15.50                  | 16.13         |
| 5×7            | 31              | 33.00               | 30.90                   | 28.30                | 23.15                         | 22.92                         | 22.70                         | 21.40                  | 22.60         |
| 6×7            | 37              | 45.80               | 45.00                   | 41.30                | 34.40                         | 34.07                         | 34.07                         | 31.00                  | 33.55         |

Σ average relocations: 368.82 324.82 306.75 286.35 284.37 282.91 265.38 280.66
Conclusions
In this paper a GA was proposed for resolving the CRP at the stacking area of a port container terminal. The experimental testing of the performance of the proposed model was run on 20 various bay sizes, which were determined by the span and lifting height of the latest generation of RTG cranes. For each bay size forty different instances were generated according to the data set of authors mentioned in this paper, which means that the testing was run on a total of 800 different instances.

The obtained results show that the proposed model successfully minimizes the number of container relocations and achieves a near optimal solution. Based on the comparative analysis of the average number of relocations achieved by different authors, it can be concluded that the model achieves the second-best solution with regard to the known solutions of other significant authors in this field. Although the proposed model achieves near optimal solutions, its basic disadvantage is the running time of the algorithm, which depends on the bay size totalling from 15 s to 12 min. Therefore, the disadvantage is that this model cannot be implemented on real storage systems of a container terminal, since the model is applicable only for a 2D system (bay) in which only containers of a same size are stacked. Further research could proceed in several directions. The actual throughput performance of the system depends on many factors, such as technical specification of observed RTG crane, container position i.e. distance of movement, container weight, crane operator’s skills, etc., where the time spent for each crane operation has a high influence. Hence, the first direction of the further research should be integrating a proposed CRP model along with the travel time analysis of a particular RTG crane. The second direction of the further research could be the testing of the proposed model on the large size instance problem. The third direction could be the extension of the model to the 3D problem i.e. to a container block, which represents a considerably more complicated problem. The fourth direction could encompass the various types and dimensions of containers at the stacking area of a terminal. The sixth direction could be to reduce the execution time of the algorithm adjusting the GA parameters differently.
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