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Abstract

Given an indefinite binary quaternionic Hermitian form $f$ with coefficients in a maximal order of a definite quaternion algebra over $\mathbb{Q}$, we give a precise asymptotic equivalent to the number of nonequivalent representations, satisfying some congruence properties, of the rational integers with absolute value at most $s$ by $f$, as $s$ tends to $+\infty$. We compute the volumes of hyperbolic 5-manifolds constructed by quaternions using Eisenstein series. In the Appendix, V. Emery computes these volumes using Prasad’s general formula. We use hyperbolic geometry in dimension 5 to describe the reduction theory of both definite and indefinite binary quaternionic Hermitian forms.

1 Introduction

Following H. Weyl [Wey], we will call Hamiltonian form a Hermitian form over Hamilton’s real quaternion algebra with anti-involution the conjugation.

Since Gauss, the reduction theory of the integral binary quadratic forms, and the problem of representation of integers by them, is quite completely understood. For binary Hermitian forms, these subjects have been well studied, starting with Hermite, Bianchi and especially Humbert, and much developed by Elstrodt, Grunewald and Mennicke (see for instance [EGM]). In the recent paper [PP3], we gave a precise asymptotic on the number of nonequivalent proper representations of rational integers with absolute value at most $s$ by a given integral indefinite Hermitian form. Besides the general results on quadratic forms (see for instance [Wey, Cas]) and some special works (see for instance [Pro, HI]), not much seemed to be precisely known on these questions for binary Hamiltonian forms.

In this paper, we use hyperbolic geometry in dimension 5 to study the asymptotic of the counting of representations of rational integers by binary Hamiltonian forms and to give a geometric description of the reduction theory of such forms. General formulas are known (by Siegel’s mass formula, see for instance [ERS]), but it does not seem to be easy (or even doable) to deduce our asymptotic formulas from them. There are numerous results on the counting of integer points with bounded norm on quadrics (or homogeneous varieties), see for instance the works of Duke, Eskin, McMullen, Oh, Rudnick, Sarnak and others. In this paper, we count appropriate orbits of integer points on which a fixed integral binary Hamiltonian form is constant, analogously to [PP3].
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Let $\mathbb{H}$ be Hamilton’s quaternion algebra over $\mathbb{R}$, with $x \mapsto \overline{x}$ its conjugation, $n : x \mapsto x\overline{x}$ its reduced norm and $\text{tr} : x \mapsto x + \overline{x}$ its reduced trace. Let $A$ be a quaternion algebra over $\mathbb{Q}$, which is definite ($A \otimes_{\mathbb{Q}} \mathbb{R} = \mathbb{H}$), with reduced discriminant $D_A$ and class number $h_A$. Let $\mathcal{O}$ be a maximal order in $A$, and let $\mathfrak{m}$ be a (nonzero) left fractional ideal of $\mathcal{O}$, with reduced norm $n(\mathfrak{m})$ (see Section 2 for definitions).

Let $f : \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{R}$ be a binary Hamiltonian form, with

$$f(u, v) = a \ n(u) + \text{tr}(\overline{b} \, v) + c \ n(v),$$

which is integral over $\mathcal{O}$ (its coefficients satisfy $a, c \in \mathbb{Z}$ and $b \in \mathcal{O}$) and indefinite (its discriminant $\Delta(f) = n(b) - ac$ is positive), see Section 3. We denote by $\text{SL}_2(\mathcal{O})$ the group of invertible $2 \times 2$ matrices with coefficients in $\mathcal{O}$ (see Section 3). The group $\text{SU}_f(\mathcal{O})$ of automorphs of $f$ consists of those elements $g \in \text{SL}_2(\mathcal{O})$ for which $f \circ g = f$. Given an arithmetic group $\Gamma$, such as $\text{SL}_2(\mathcal{O})$ and $\text{SU}_f(\mathcal{O})$, we will denote by $\text{Covol}(\Gamma)$ the volume of the quotient by $\Gamma$ of its associated symmetric space (assumed to be of noncompact type and normalized to have $-1$ as the minimum of its sectional curvature).

For every $s > 0$, we consider the integer

$$\psi_{f, \mathfrak{m}}(s) = \text{Card} \ \text{SU}_f(\mathcal{O}) \backslash \{(u, v) \in \mathfrak{m} \times \mathfrak{m} : n(\mathfrak{m})^{-1} |f(u, v)| \leq s, \ \mathcal{O}u + \mathcal{O}v = \mathfrak{m}\},$$

which is the number of nonequivalent $\mathfrak{m}$-primitive representations by $f$ of rational integers with absolute value at most $s$. The finiteness of $\psi_{f, \mathfrak{m}}(s)$ follows from general results on orbits of algebraic groups defined over number fields [BHC, Lem. 5.3].

**Theorem 1** As $s$ tends to $+\infty$, we have the equivalence, with $p$ ranging over positive rational primes,

$$\psi_{f, \mathfrak{m}}(s) \sim \frac{45 \ D_A \ \text{Covol}(\text{SU}_f(\mathcal{O}))}{2\pi^2 \ \zeta(3) \ \Delta(f)^2 \ \prod_{p \mid D_A} (p^3 - 1)} \ s^4.$$ 

This result follows from the more general Theorem 10 which allows in particular to count representations satisfying given congruence properties (see the end of Section 3).

Here is an example of our applications, concerning the asymptotic of the very useful real scalar product $(u, v) \mapsto \text{tr}(\overline{u} \, v)$ on $\mathbb{H}$. See Section 6 for the proof and for further applications. Let

$$\text{Sp}_1(\mathcal{O}) = \{g \in \text{SL}_2(\mathcal{O}) : \ {^t}g \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) g = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \}.$$ 

**Corollary 2** As $s$ tends to $+\infty$, we have the equivalence

$$\text{Card} \ \text{Sp}_1(\mathcal{O}) \backslash \{(u, v) \in \mathcal{O} \times \mathcal{O} : |\text{tr}(\overline{u} \, v)| \leq s, \ \mathcal{O}u + \mathcal{O}v = \mathcal{O} \} \sim \frac{D_A}{48 \ \zeta(3) \ \prod_{p \mid D_A} (p^3 - 1) \ p^2 + 1} \ s^4.$$ 

In order to prove Theorem 11 applying a counting result of [PP2] following from dynamical properties of the geodesic flow of real hyperbolic manifolds, we first prove that

$$\psi_{f, \mathfrak{m}}(s) \sim \frac{D_A \ \prod_{p \mid D_A} (p - 1) \ \text{Covol}(\text{SU}_f(\mathcal{O}))}{512 \ \pi^4 \ \Delta(f)^2 \ \text{Covol}(\text{SL}_2(\mathcal{O}))} \ s^4.$$
The covolumes of the arithmetic groups \( SL_2(\mathcal{O}) \) and \( SU_f(\mathcal{O}) \) may be computed using Prasad’s very general formula in [Pra] (see [Eme] for an excellent exposition). Following the approach of Rankin-Selberg [Ran, Sel], Langlands [Lan], Sarnak [Sar] and others, we compute Covol(\( SL_2(\mathcal{O}) \)) in the main body of this paper (see Section 5) using Eisenstein series, whose analytic properties in the quaternion setting have been studied by [KO]. We initially proved the case \( h_A = 1 \) of the following result, V. Emery proved the general case using Prasad’s formula (see the Appendix), and we afterwards managed to push the Eisenstein series approach to get the general result. The two proofs are completely different.

**Theorem 3** (Emery, see the Appendix) We have

\[
\text{Covol}(SL_2(\mathcal{O})) = \frac{\zeta(3) \prod_{p | D_A} (p^3 - 1)(p - 1)}{11520}.
\]

In the final section, we give a geometric reduction theory of binary Hamiltonian forms using real hyperbolic geometry. The case of binary quadratic forms is well known, from either the arithmetic, geometric or algorithmic viewpoint (see for instance [Cas, Zag, BV]). We refer for instance to [EGM] for the reduction theory of binary Hermitian forms. The case of binary Hamiltonian forms has been less developed, see for instance [Pra] [III] for results in the positive definite case. We construct a natural map \( \Xi \) from the set \( \mathcal{Q}(\mathcal{O}, \Delta) \) of binary Hamiltonian forms that are integral over \( \mathcal{O} \) and have a fixed discriminant \( \Delta \in \mathbb{Z} - \{0\} \) to the set of points or totally geodesic hyperplanes of the 5-dimensional real hyperbolic space \( \mathbb{H}^5_\mathbb{R} \). For \( \mathcal{F}_\mathcal{O} \) a Ford fundamental domain for the action of \( SL_2(\mathcal{O}) \) on \( \mathbb{H}^5_\mathbb{R} \), we say that \( f \in \mathcal{P}(\mathcal{O}, \Delta) \) is reduced if \( \Xi(f) \) meets \( \mathcal{F}_\mathcal{O} \). The finiteness of the number of orbits of \( SL_2(\mathcal{O}) \) on \( \mathcal{P}(\mathcal{O}, \Delta) \), which can be deduced from general results of Borel-Harich-Chandra, then follows in an explicit way from the equivariance property of \( \Xi \) and the following result proved in Section 7.

**Theorem 4** There are only finitely many reduced integral binary Hamiltonian forms with a fixed nonzero discriminant.

Answering the remark page 257 of [Cas] that explicit sets of inequalities implying the reduction property were essentially only known for quadratic forms in dimension \( n \leq 7 \), we give an explicit such set in dimension 8 at the end of Section 7.

The knowledgeable reader may skip the background sections 2 (except the new Lemma 5), 3 and 4 on respectively definite quaternion algebras over \( \mathbb{Q} \), quaternionic homographies and real hyperbolic geometry in dimension 5, and binary Hamiltonian forms, though many references are made to them in the subsequent sections.

Acknowledgment. We thank P. Sarnak for his comments on the origin of volume computations using Eisenstein series, G. Chenevier for the proof of Lemma 5, Y. Benoist and F. Choucroun for discussions related to the Appendix, and the referee for helpful comments, in particular for Lemma 17. The second author thanks the University of Jyväskylä for the nice snow and its financial support.

2 Background on definite quaternion algebras over \( \mathbb{Q} \)

A quaternion algebra over a field \( F \) is a four-dimensional central simple algebra over \( F \). We refer for instance to [Vig] for generalities on quaternion algebras.
A real quaternion algebra is isomorphic either to $\mathcal{M}_2(\mathbb{R})$ or to Hamilton’s quaternion algebra $\mathbb{H}$ over $\mathbb{R}$, with basis elements $1, i, j, k$ as a $\mathbb{R}$-vector space, with unit element $1$ and $i^2 = j^2 = k^2 = -1, ij = -ji = k$. We define the conjugate of $x = x_0 + x_1i + x_2j + x_3k$ in $\mathbb{H}$ by $\overline{x} = x_0 - x_1i - x_2j - x_3k$, its reduced trace by $\text{tr}(x) = x + \overline{x}$, and its reduced norm by $n(x) = x\overline{x} = \|x\|^2$. Note that $n(xy) = n(x)n(y)$, and $n(x) \geq 0$ with equality if and only if $x = 0$, hence $\mathbb{H}$ is a division algebra, with $[\mathbb{H}, \mathbb{H}] = n^{-1}(1)$. Furthermore, $\text{tr}(x) = \text{tr}(\overline{x})$ and $\text{tr}(xy) = \text{tr}(yx)$. For every matrix $X = (x_{i,j})_{1 \leq i \leq p, 1 \leq j \leq q} \in \mathcal{M}_{p,q}(\mathbb{H})$, we denote by $X^* = (x_{j,i})_{1 \leq j \leq q, 1 \leq i \leq p} \in \mathcal{M}_{q,p}(\mathbb{H})$ its adjoint matrix, which satisfies $(XY)^* = Y^*X^*$. The matrix $X$ is Hermitian if $X = X^*$.

Let $A$ be a quaternion algebra over $\mathbb{Q}$. We say that $A$ is definite (or ramified over $\mathbb{R}$) if the real quaternion algebra $A \otimes_\mathbb{Q} \mathbb{R}$ is isomorphic to $\mathbb{H}$. In this paper, whenever we consider a definite quaternion algebra $A$ over $\mathbb{Q}$, we will fix an identification between $A \otimes_\mathbb{Q} \mathbb{R}$ and $\mathbb{H}$, so that $A$ is a $\mathbb{Q}$-subalgebra of $\mathbb{H}$.

The reduced discriminant $D_A$ of $A$ is the product of the primes $p \in \mathbb{N}$ such that the quaternion algebra $A \otimes_\mathbb{Q} \mathbb{Q}_p$ over $\mathbb{Q}_p$ is a division algebra. Two definite quaternion algebras over $\mathbb{Q}$ are isomorphic if and only if they have the same reduced discriminant, which can be any product of an odd number of primes (see [Vig, page 152]).

A $\mathbb{Z}$-lattice $I$ in $A$ is a finitely generated $\mathbb{Z}$-module generating $A$ as a $\mathbb{Q}$-vector space. The intersection of finitely many $\mathbb{Z}$-lattices of $A$ is again a $\mathbb{Z}$-lattice. An order in a quaternion algebra $A$ over $\mathbb{Q}$ is a unitary subring $\mathcal{O}$ of $A$ which is a $\mathbb{Z}$-lattice. In particular, $A = \mathbb{Q}\mathcal{O}$. Each order of $A$ is contained in a maximal order. The type number $t_A \geq 1$ of $A$ is the number of conjugacy (or equivalently isomorphism) classes of maximal orders in $A$ (see for instance [Vig, page 152] for a formula). For instance, $t_A = 1$ if $D_A = 2, 3, 5, 7, 13$ and $t_A = 2$ if $D_A = 11, 17$. If $\mathcal{O}$ is a maximal order in $A$, then the ring $\mathcal{O}$ has 2, 4 or 6 invertible elements except that $|\mathcal{O}| = 24$ when $D_A = 2$, and $|\mathcal{O}| = 12$ when $D_A = 3$. When $D_A = 2, 3, 5, 7, 13$, then (see [Ivić, page 103])

$$|\mathcal{O}| = \frac{24}{D_A - 1}. \tag{2}$$

Examples. (See [Vig, page 98].) (1) The $\mathbb{Q}$-vector space $A = \mathbb{Q} + \mathbb{Q}i + \mathbb{Q}j + \mathbb{Q}k$ generated by 1, $i, j, k$ in $\mathbb{H}$ is Hamilton’s quaternion algebra over $\mathbb{Q}$. It is the unique definite quaternion algebra over $\mathbb{Q}$ (up to isomorphism) with discriminant $D_A = 2$. The Hurwitz order $\mathcal{O} = \mathbb{Z} + \mathbb{Z}i + \mathbb{Z}j + \mathbb{Z}k$ is maximal, and it is unique up to conjugacy.

(2) Similarly, $A = \mathbb{Q} + \mathbb{Q}i + \mathbb{Q}\sqrt{2}j + \mathbb{Q}\sqrt{3}k$ is the unique (up to isomorphism) definite quaternion algebra over $\mathbb{Q}$ with discriminant $D_A = p$ for $p = 3, 7$, and $\mathcal{O} = \mathbb{Z} + \mathbb{Z}i + \mathbb{Z}j + \mathbb{Z}k$ is its unique (up to conjugacy) maximal order.

(3) Similarly, $A = \mathbb{Q} + \mathbb{Q}\sqrt{2}i + \mathbb{Q}\sqrt{3}j + \mathbb{Q}\sqrt{5}k$ is the unique (up to isomorphism) definite quaternion algebra over $\mathbb{Q}$ with discriminant $D_A = p$ for $p = 5, 13$, and $\mathcal{O} = \mathbb{Z} + \mathbb{Z}\sqrt{2}i + \mathbb{Z}\sqrt{3}j + \mathbb{Z}\sqrt{5}k$ is its unique (up to conjugacy) maximal order.

Let $\mathcal{O}$ be an order in $A$. The reduced norm $n$ and the reduced trace $\text{tr}$ take integral values on $\mathcal{O}$. The invertible elements of $\mathcal{O}$ are its elements of reduced norm 1. Since $\overline{x} = \text{tr}(x) - x$, any order is invariant under conjugation.

The left order $\mathcal{O}_l(I)$ of a $\mathbb{Z}$-lattice $I$ is $\{x \in A : xI \subset I\}$; its right order $\mathcal{O}_r(I)$ is $\{x \in A : Ix \subset I\}$. A left fractional ideal of $\mathcal{O}$ is a $\mathbb{Z}$-lattice of $A$ whose left order is $\mathcal{O}$. A left ideal of $\mathcal{O}$ is a left fractional ideal of $\mathcal{O}$ contained in $\mathcal{O}$. Right (fractional) ideals are defined
analogously. The inverse of a right fractional ideal $\mathfrak{m}$ of $\mathcal{O}$ is $\mathfrak{m}^{-1} = \{x \in A : \mathfrak{m} x \mathfrak{m} \subset \mathfrak{m}\}$. It is easy to check that for every $u, v \in \mathcal{O}$, if $uv \neq 0$, then
\[(u\mathcal{O} + v\mathcal{O})^{-1} = \mathcal{O}u^{-1} \cap \mathcal{O}v^{-1} .\] (3)

If $\mathcal{O}$ is maximal, then $\mathfrak{m}^{-1}$ is a left fractional ideal of $\mathcal{O}$ and
\[\mathcal{O}_r(\mathfrak{m}^{-1}) = \mathcal{O}_l(\mathfrak{m}) .\] (4)

This formula follows from Lemma 4.3 (3) of [Vig, page 21], which says that $\mathcal{O}_r(\mathfrak{m}^{-1})$ contains $\mathcal{O}_l(\mathfrak{m})$, since the maximality of $\mathcal{O}$ implies the maximality of $\mathcal{O}_l(\mathfrak{m})$, by Exercise 4.1 of [Vig, page 28].

Two left fractional ideals $\mathfrak{m}$ and $\mathfrak{m}'$ of $\mathcal{O}$ are isomorphic as left $\mathcal{O}$-modules if and only if $\mathfrak{m}' = \mathfrak{m}c$ for some $c \in A^\times$. A (left) ideal class of $\mathcal{O}$ is an equivalence class of left fractional ideals of $\mathcal{O}$ for this equivalence relation. We will denote by $\mathcal{O}_r(\mathfrak{m}^{-1})$ the set of ideal classes of $\mathcal{O}$, and by $[\mathfrak{m}]$ the ideal class of a left fractional ideal $\mathfrak{m}$ of $\mathcal{O}$. The class number $h_A$ of $A$ is the number of ideal classes of a maximal order $\mathcal{O}$ of $A$. It is finite and independent of the maximal order $\mathcal{O}$ (see for instance [Vig, page 28]). See for instance [Vig, page 52-55] for a formula for $h_A$, and for the fact that $h_A = 1$ if and only if $D_A = 2, 3, 5, 7, 13$. In particular $D_A$ is prime if $h_A = 1$.

The norm $n(\mathfrak{m})$ of a left (or right) ideal $\mathfrak{m}$ of $\mathcal{O}$ is the greatest common divisor of the norms of the nonzero elements of $\mathfrak{m}$. In particular, $n(\mathfrak{O}) = 1$. The norm of a left (or right) fractional ideal $\mathfrak{m}$ of $\mathcal{O}$ is $n(c\mathfrak{m})$ for any $c \in \mathbb{N} \setminus \{0\}$ such that $c\mathfrak{m} \subset \mathcal{O}$.

Note that a $\mathbb{Z}$-lattice $\Lambda$ in $A$ is a $\mathbb{Z}$-lattice in the Euclidean vector space $\mathbb{H}$ (with orthonormal basis $(1, i, j, k)$), and the volume $\text{Vol}(\Lambda \setminus \mathbb{H})$ is finite. If $\mathcal{O}$ is maximal, we have (see for instance [KO, Lem. 5.5])
\[\text{Vol}(\mathcal{O} \setminus \mathbb{H}) = \frac{D_A}{4} .\] (5)

The classical zeta function of $A$ is
\[\zeta_A(s) = \sum_{a} \frac{1}{n(a)^{2s}} ,\]
where the sum is over all left ideals $a$ in a maximal order $\mathcal{O}$ of $A$. It is independent of the choice of $\mathcal{O}$, it is holomorphic on $\{s \in \mathbb{C} : \text{Re } s > 1\}$ and it satisfies by a theorem of Hey, with $\zeta$ the usual Riemann zeta function,
\[\zeta_A(s) = \zeta(2s) \zeta(2s - 1) \prod_{p \mid D_A} (1 - p^{1-2s}) ,\] (6)
where as usual the index $p$ is prime (see [Sch, page 88] or [Vig, page 64]). Let $\mathfrak{m}$ be a left fractional ideal of a maximal order $\mathcal{O}$ in $A$. Define
\[\zeta(\mathfrak{m}, s) = n(\mathfrak{m})^{2s} \sum_{x \in \mathfrak{m} \setminus \{0\}} \frac{1}{n(x)^{2s}} ,\]
which is also holomorphic on $\text{Re } s > 1$ (and depends only on the ideal class of $\mathfrak{m}$), and
\[\zeta_{[\mathfrak{m}]}(s) = \sum \frac{1}{n(a)^{2s}} .\]
where the sum is over all left ideals \( a \) in \( \mathcal{O} \) whose ideal class is \([m]\). The relations we will use in Section 5 between these zeta functions are the following ones, where \( \text{Re } s > 1 \). The first one is obvious, see for instance [Deu, page 134] and [KO, page 436] for the other two:

\[
\zeta_A(s) = \sum_{[a] \in \mathcal{O}} \zeta_{[a]}(s),
\]

\[
\sum_{[a] \in \mathcal{O}} \frac{1}{|\mathcal{O}_r(a)^\times|} = \frac{1}{24} \prod_{p \mid D_A} (p - 1),
\]

\[
\zeta(m, s) = |\mathcal{O}_r(m)^\times| \zeta_{[m]}(s).
\]

Note that when the class number \( h_A \) of \( A \) is 1, the formula (10) becomes

\[
\zeta(\mathcal{O}, s) = |\mathcal{O}^\times| \zeta_A(s).
\]

We end this section with the following lemma, which will be used in the proof of Theorem 10.

**Lemma 5** Let \( \mathcal{O} \) be a maximal order in a definite quaternion algebra \( A \) over \( \mathbb{Q} \), let \( z \in A - \{0\} \) and let \( \Lambda = \mathcal{O} \cap z\mathcal{O} \cap \mathcal{O} z \cap z\mathcal{O} z \). Then \( \Lambda \) is a \( \mathbb{Z} \)-sublattice of \( \mathcal{O} \) such that

\[
[\mathcal{O} : \Lambda] n(\mathcal{O} z^{-1} + \mathcal{O})^4 = 1.
\]

**Proof.** This is a “prime by prime” type of proof, suggested by G. Chenevier. As an intersection of four \( \mathbb{Z} \)-lattices, \( \Lambda \) is a \( \mathbb{Z} \)-lattice, contained in \( \mathcal{O} \). For every (positive rational) prime \( p \), let \( \nu_p \) be the \( p \)-adic valuation on \( \mathbb{Q}_p \); let us consider the quaternion algebra \( A_p = A \otimes_\mathbb{Q} \mathbb{Q}_p \) over \( \mathbb{Q}_p \), whose reduced norm is denoted by \( n_p : A_p \to \mathbb{Q}_p \); and for every \( \mathbb{Z} \)-lattice \( L \) of \( A \), let \( L_p = L \otimes_\mathbb{Z} \mathbb{Z}_p \). We embed \( A \) in \( A_p \) as usual by \( x \mapsto x \otimes 1 \). We then have the following properties (see for instance [Vig, page 83-84]): \( L_p \) is a \( \mathbb{Z}_p \)-lattice of \( A_p \); the map \( L \to L_p \) commutes with the inclusion, the sum and the intersection; if \( L, L' \) are \( \mathbb{Z} \)-lattices with \( L \subset L' \), then

\[
[L' : L] = \prod_p [L'_p : L_p];
\]

if \( L \) is a left fractional ideal of \( \mathcal{O} \), then \( L_p \) is a left fractional ideal of \( \mathcal{O}_p \), and

\[
n(L) = \prod_p p^{\nu_p(n_p(L_p))}.
\]

Hence in order to prove Lemma 5, we only have to prove that for every prime \( p \), if \( z \in A_p^\times \) and \( \Lambda_p = \mathcal{O}_p \cap z\mathcal{O}_p \cap \mathcal{O}_p z \cap z\mathcal{O}_p z \), we have

\[
[\mathcal{O}_p : \Lambda_p] = p^{-4 \nu_p(n_p(\mathcal{O}_p z^{-1} + \mathcal{O}_p))}.
\]

We distinguish two cases.

First assume that \( p \) does not divide \( D_A \). Then we may assume that \( A_p = \mathcal{M}_2(\mathbb{Q}_p) \) and \( \mathcal{O}_p = \mathcal{M}_2(\mathbb{Z}_p) \) (by the uniqueness up to conjugacy of maximal orders). By Cartan’s decomposition of \( \text{GL}_2(\mathbb{Q}_p) \) (see for instance [BT], or consider the action of \( \text{GL}_2(\mathbb{Q}_p) \) on its Bruhat-Tits tree as in [Ser]), the element \( z \in \text{GL}_2(\mathbb{Q}_p) \) may be written \( z = P \begin{pmatrix} a & 0 \\ 0 & p^b \end{pmatrix} Q \)
with $P, Q$ in the (good) maximal compact subgroup $\text{GL}_2(\mathbb{Z}_p)$ and $a, b$ in $\mathbb{Z}$. Since $\text{GL}_2(\mathbb{Z}_p)$ preserves $\mathcal{O}_p = \mathcal{M}_2(\mathbb{Z}_p)$ by left and right multiplication, preserves the indices of $\mathbb{Z}$-lattices, and contains only elements of reduced norm (that is of determinant) having valuation 0, we may assume that $P = Q = \text{id}$. We hence have, by an easy matrix computation,

$$
\Lambda_p = \left( \begin{array}{cc} Z_p \cap p^a Z_p \cap p^{2a} Z_p & Z_p \cap p^a Z_p \cap p^{b} Z_p \cap p^{a+b} Z_p \\ Z_p \cap p^b Z_p \cap p^{b} Z_p \cap p^{a+b} Z_p & Z_p \cap p^b Z_p \cap p^{b} Z_p \cap p^{b} Z_p \end{array} \right) = \left( \begin{array}{cc} p^{2 \max\{a,0\}} Z_p & p^{\min\{a,0\} + \max\{b,0\}} Z_p \\ p^{\max\{a,0\} + \max\{b,0\}} Z_p & p^{2 \max\{b,0\}} Z_p \end{array} \right).
$$

Similarly, we have

$$
\mathcal{O}_p z^{-1} + \mathcal{O}_p = \left( \begin{array}{cc} p^{-a} Z_p + Z_p & p^{-b} Z_p + Z_p \\ p^{-a} Z_p + Z_p & p^{-b} Z_p + Z_p \end{array} \right) = \mathcal{M}_2(\mathbb{Z}_p) \left( \begin{array}{cc} p^{\min\{-a,0\}} & 0 \\ 0 & p^{\min\{-b,0\}} \end{array} \right).
$$

Therefore, since $n_p(\mathcal{M}_2(\mathbb{Z}_p)) = 1$ and $n_p = \det$ on $A_p = \mathcal{M}_2(\mathbb{Q}_p)$,

$$
[\mathcal{O}_p : \Lambda_p] = \frac{|Z_p/(p^{2 \max\{a,0\}} Z_p)|}{|Z_p/(p^{\max\{a,0\} + \max\{b,0\}} Z_p)|} \left( \frac{|Z_p/(p^{2 \max\{b,0\}} Z_p)|}{|Z_p/(p^{\max\{a,0\} + \max\{b,0\}} Z_p)|} \right) = p^{4 \max\{a,0\} + \max\{b,0\}} = p^{-4 \min\{a,0\} + \min\{-b,0\}} = p^{-4 \nu_p(n_p(\mathcal{O}_p z^{-1} + \mathcal{O}_p))},
$$

as wanted.

Now assume that $p$ divides $D_A$, so that $A_p$ is a division algebra. Let $\nu = \nu_p \circ n_p$, which is a discrete valuation on $A_p$, whose valuation ring is $\mathcal{O}_p$ (see for instance [Vig page 34]). The left ideals of $\mathcal{O}_p$ are two-sided ideals. Let $\pi$ be a uniformizer of $\mathcal{O}_p$. Note that the residual field $\mathcal{O}_p/\pi \mathcal{O}_p$ has order $p^2$, and that $n_p(\mathcal{O}_p) = 1$ and $n_p(\pi) = p$. We have

$$
\Lambda_p = \mathcal{O}_p \pi^{2 \max\{\nu(z),0\}} \quad \text{and} \quad \mathcal{O}_p z^{-1} + \mathcal{O}_p = \mathcal{O}_p \pi^{\min\{\nu(z),0\}}.
$$

Hence $[\mathcal{O}_p : \Lambda_p] = p^{4 \max\{\nu(z),0\}}$ and $n_p(\mathcal{O}_p z^{-1} + \mathcal{O}_p) = -\max\{\nu(z),0\}$, which is also as wanted.

3 Background on Hamilton-Bianchi groups

The Dieudonné determinant (see [Dic, [Aad]]) Det is the group morphism from the group $\text{GL}_2(\mathbb{H})$ of invertible $2 \times 2$ matrices with coefficients in $\mathbb{H}$ to $\mathbb{R}^*_+$, defined by

$$
\text{Det} \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)^2 = n(ad - acc^{-1}b) \quad \text{if} \quad a \neq 0 \\
\text{Det} \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)^2 = n(cb - cac^{-1}d) \quad \text{if} \quad c \neq 0 \\
\text{Det} \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)^2 = n(cb - db^{-1}ab) \quad \text{if} \quad b \neq 0.
$$

It is invariant under the adjoint map $g \mapsto g^*$, by the properties of $n$ and tr. We will denote by $\text{SL}_2(\mathbb{H})$ the group of $2 \times 2$ matrices with coefficients in $\mathbb{H}$ with Dieudonné determinant 1, which equals the group of elements of (reduced) norm 1 in the central simple algebra $\mathcal{M}_2(\mathbb{H})$ over $\mathbb{R}$, see [Rei Sect. 9a]). We refer for instance to [Ko] for more information on $\text{SL}_2(\mathbb{H})$.

The group $\text{SL}_2(\mathbb{H})$ acts linearly on the left on the right $\mathbb{H}$-module $\mathbb{H} \times \mathbb{H}$. Let $\mathbb{P}^1_*(\mathbb{H}) = (\mathbb{H} \times \mathbb{H} - \{0\})/\mathbb{H}^\times$ be the right projective line of $\mathbb{H}$, identified as usual with the Alexandrov compactification $\mathbb{H} \cup \{\infty\}$ where $[1 : 0] = \infty$ and $[x : y] = xy^{-1}$ if $y \neq 0$. The projective
action of $SL_2(\mathbb{H})$ on $\mathbb{P}_r^5(\mathbb{H})$, induced by its linear action on $\mathbb{H} \times \mathbb{H}$, is then the action by homographies on $\mathbb{H} \cup \{\infty\}$ defined by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot z = \begin{cases} (az + b)(cz + d)^{-1} & \text{if } z \neq \infty, -c^{-1}d \\ ac^{-1} & \text{if } z = \infty, c \neq 0 \\ \infty & \text{otherwise} \end{cases}.
\]

This action by homographies induces a faithful left action of $PSL_2(\mathbb{H}) = SL_2(\mathbb{H})/\{\pm \text{id}\}$ on $\mathbb{H} \cup \{\infty\}$.

The group $PSL_2(\mathbb{H})$ is very useful to study 5-dimensional real hyperbolic geometry, for the following reason. Let us endow $\mathbb{H}$ with its usual Euclidean metric $ds^2_\mathbb{H}$ (invariant under translations, with $(1, i, j, k)$ orthonormal). We will denote by $x = (z, r)$ a generic point in $\mathbb{H} \times [0, +\infty]$, and by $r : x \mapsto r(x)$ the second projection in this product. For the real hyperbolic space $\mathbb{H}_r^5$ of dimension 5, we will use the upper halfspace model $\mathbb{H} \times [0, +\infty]$ with Riemannian metric $ds^2(x) = \frac{ds^2_\mathbb{H}(z) + dr^2}{r^2}$ at the point $x = (z, r)$, whose volume form is

\[
d \text{vol}_{\mathbb{H}_r^5}(x) = \frac{d \text{vol}_{\mathbb{H}}(z) \, dr}{r^5}.
\]  

(13)

The space at infinity $\partial_\infty \mathbb{H}_r^5$ is hence $\mathbb{H} \cup \{\infty\}$.

By the Poincaré extension procedure (see for instance [PP1, Lemma 6.6]), the action of $SL_2(\mathbb{H})$ by homographies on $\partial_\infty \mathbb{H}_r^5$ extends to a left action on $\mathbb{H}_r^5$ by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot (z, r) = \left( \frac{(az + b)(cz + d) + a \overline{c} r^2}{n(cz + d) + r^2 n(c)}, \frac{r}{n(cz + d) + r^2 n(c)} \right).
\]

(14)

In this way, the group $PSL_2(\mathbb{H})$ is identified with the group of orientation preserving isometries of $\mathbb{H}_r^5$. Note that the isomorphism $PSL_2(\mathbb{H}) \simeq SO_0(1,5)$ is one of the isomorphisms between connected simple real Lie groups of small dimensions in E. Cartan’s classification.

Given an order $\mathcal{O}$ in a definite quaternion algebra $A$ over $\mathbb{Q}$, define the Hamilton–Bianchi group as $\Gamma_{\mathcal{O}} = SL_2(\mathcal{O}) = SL_2(\mathbb{H}) \cap \mathcal{M}_2(\mathcal{O})$. Note that since the norm $n$ takes integral values on $\mathcal{O}$, and since the Dieudonné determinant is a group morphism, we have $GL_2(\mathcal{O}) = SL_2(\mathcal{O})$. The Hamilton–Bianchi group $\Gamma_{\mathcal{O}}$ is a (nonuniform) arithmetic lattice in the connected real Lie group $SL_2(\mathbb{H})$ (see for instance [PP1, page 1104] for details). In particular, the quotient real hyperbolic orbifold $\Gamma_{\mathcal{O}} \backslash \mathbb{H}_r^5$ has finite volume. The action by homographies of $\Gamma_{\mathcal{O}}$ preserves the right projective space $\mathbb{P}_r^1(\mathcal{O}) = A \cup \{\infty\}$, which is the set of fixed points of the parabolic elements of $\Gamma_{\mathcal{O}}$ acting on $\mathbb{H}_r^5 \cup \partial_\infty \mathbb{H}_r^5$.

**Remark.** For every $(u, v)$ in $\mathcal{O} \times \mathcal{O} - \{(0,0)\}$, consider the two left ideals of $\mathcal{O}$

\[
I_{u,v} = \mathcal{O} u + \mathcal{O} v, \quad K_{u,v} = \begin{cases} \mathcal{O} u \cap \mathcal{O} v & \text{if } uv \neq 0, \\ \mathcal{O} & \text{otherwise}. \end{cases}
\]

The map

\[
\Gamma_{\mathcal{O}} \backslash \mathbb{P}_r^1(\mathcal{O}) \rightarrow (\mathcal{O} \mathcal{F} \times \mathcal{O} \mathcal{F}),
\]

which associates, to the orbit of $[u : v]$ in $\mathbb{P}_r^1(\mathcal{O})$ under $\Gamma_{\mathcal{O}}$, the couple of ideal classes $([I_{u,v}], [K_{u,v}])$ is a bijection. To see this, let $\xi_{u,v} : \mathcal{O} \times \mathcal{O} \rightarrow \mathcal{O}$ be the morphism of left $\mathcal{O}$-modules defined by $(\alpha_1, \alpha_2) \mapsto \alpha_1 u + \alpha_2 v$. The map $w \mapsto (wu^{-1}, -wv^{-1})$ is an isomorphism
of left \( \mathcal{O} \)-modules from \( \mathcal{O}u \cap \mathcal{O}v \) to the kernel of \( \ell_{u,v} \) if \( uv \neq 0 \). The result then follows for instance from [KO Satz 2.1, 2.2]), which says that the map \([u : v] \mapsto ([\text{im } \ell_{u,v}],[\text{ker } \ell_{u,v}])\) induces a bijection from \( \Gamma_{\mathcal{O}}^/ \mathbb{P}^1(\mathcal{O}) \) into \( \mathcal{O}^f \times \mathcal{O}^f \).

In particular, the number of cusps of \( \Gamma_{\mathcal{O}} \) (or the number of ends of \( \Gamma_{\mathcal{O}} \cap \mathbb{H}_{\mathbb{Q}}^5 \)) is the square of the class number \( h_A \) of \( A \).

4 Background on binary Hamiltonian forms

With \( V \) the right \( \mathbb{H} \)-module \( \mathbb{H} \times \mathbb{H} \), a binary Hamiltonian form \( f : V \to \mathbb{R} \) is a map \( X \mapsto \phi(X, X) \) where \( \phi : V \times V \to \mathbb{H} \) is a Hermitian form on \( V \) with the conjugation as the anti-involution of the ring \( \mathbb{H} \). That is, \( \phi(X\lambda, Y) = \overline{\lambda} \phi(X, Y) \), \( \phi(X + X', Y) = \phi(X, Y) + \phi(X', Y) \), \( \phi(Y, X) = \phi(X, Y) \) for \( X, X', Y \in V \) and \( \lambda \in \mathbb{H} \). Our convention of sesquilinearity on the left is the opposite of Bourbaki’s unfortunate one in [Bou]. Equivalently, a binary Hamiltonian form \( f \) is a map \( \mathbb{H} \times \mathbb{H} \to \mathbb{R} \) with

\[
    f(u, v) = a n(u) + \text{tr}(\overline{b} v) + c n(v)
\]

whose coefficients \( a = a(f) \) and \( c = c(f) \) are real, and \( b = b(f) \) lies in \( \mathbb{H} \). Note that \( f((u,v)\lambda) = n(\lambda)f(u, v) \). The matrix \( M(f) \) of \( f \) is the Hermitian matrix \[
    \begin{pmatrix}
    a & b \\
    b^* & c
    \end{pmatrix}
\]
so that \( f(u, v) = \left( \begin{pmatrix} u \\ v \end{pmatrix} \right)^* \left( \begin{pmatrix} a & b \\
    b^* & c \end{pmatrix} \right) \left( \begin{pmatrix} u \\ v \end{pmatrix} \right) \). The discriminant of \( f \) is

\[
    \Delta = \Delta(f) = n(b) - ac.
\]

Note that the sign convention of the discriminant varies in the references. An easy computation shows that the Dieudonné determinant of \( M(f) \) is equal to \(|\Delta|\). If \( a \neq 0 \), then

\[
    f(u, v) = a \left( n\left( u + \frac{bv}{a}\right) - \frac{\Delta}{a^2} n(v) \right). \tag{15}
\]

Hence the form \( f \) is indefinite (that is, \( f \) takes both positive and negative values) if and only if \( \Delta \) is positive, and \( \Delta \) is then equal to the Dieudonné determinant of \( M(f) \). By Equation (15), the form \( f \) is positive definite (that is, \( f(x) \geq 0 \) with equality if and only if \( x = 0 \)) if and only if \( a > 0 \) and \( \Delta < 0 \).

The linear action on the left on \( \mathbb{H} \times \mathbb{H} \) of the group \( \text{SL}_2(\mathbb{H}) \) induces an action on the right on the set of binary Hermitian forms \( f \) by precomposition, that is, by \( f \mapsto f \circ g \) for every \( g \in \text{SL}_2(\mathbb{H}) \). The matrix of \( f \circ g \) is \( M(f \circ g) = g^* M(f) g \). Since the Dieudonné determinant is a group morphism, invariant under the adjoint map (and since \( f \circ g \) is indefinite if and only if \( f \) is), we have, for every \( g \in \text{SL}_2(\mathbb{H}) \),

\[
    \Delta(f \circ g) = \Delta(f). \tag{16}
\]

Given an order \( \mathcal{O} \) in a definite quaternion algebra over \( \mathbb{Q} \), a binary Hamiltonian form \( f \) is integral over \( \mathcal{O} \) if its coefficients belong to \( \mathcal{O} \). Note that such a form \( f \) takes integral values on \( \mathcal{O} \times \mathcal{O} \). The lattice \( \Gamma_{\mathcal{O}} = \text{SL}_2(\mathcal{O}) \) of \( \text{SL}_2(\mathbb{H}) \) preserves the set of indefinite binary Hamiltonian forms \( f \) that are integral over \( \mathcal{O} \). The stabilizer in \( \Gamma_{\mathcal{O}} \) of such a form \( f \) is its group of automorphs

\[
    \text{SU}_f(\mathcal{O}) = \{ g \in \Gamma_{\mathcal{O}} : f \circ g = f \}.
\]
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For every indefinite binary Hamiltonian form \( f \), with \( a = a(f) \), \( b = b(f) \) and \( \Delta = \Delta(f) \), let
\[
\mathcal{C}_\infty(f) = \{ [u : v] \in \mathbb{P}_1^1(\mathbb{H}) : f(u, v) = 0 \} \quad \text{and} \quad \mathcal{C}(f) = \{ (z, r) \in \mathbb{H} \times ]0, +\infty[ : f(z, 1) + ar^2 = 0 \}.
\]
In \( \mathbb{P}_1^1(\mathbb{H}) = \mathbb{H} \cup \{ \infty \} \), the set \( \mathcal{C}_\infty(f) \) is the 3-sphere of center \(-\frac{b}{a}\) and radius \( \sqrt{\Delta}/|a| \) if \( a \neq 0 \), and it is the union of \( \{ \infty \} \) with the real hyperplane \( \{ z \in \mathbb{H} : \text{tr}(\overline{z}b) + c = 0 \} \) of \( \mathbb{H} \) otherwise. The map \( f \mapsto \mathcal{C}_\infty(f) \) induces a bijection between the set of indefinite binary Hamiltonian forms up to multiplication by a nonzero real factor and the set of real hyperplanes in \( \mathbb{H} \cup \{ \infty \} \). The action of \( \text{SL}_2(\mathbb{H}) \) by homographies on \( \mathbb{H} \cup \{ \infty \} \) preserves this set of 3-spheres and real hyperplanes, and the map \( f \mapsto \mathcal{C}_\infty(f) \) is (anti-)equivariant for the two actions of \( \text{SL}_2(\mathbb{H}) \), in the sense that, for every \( g \in \text{SL}_2(\mathbb{H}) \),
\[ \mathcal{C}_\infty(f \circ g) = g^{-1} \mathcal{C}_\infty(f). \quad (17) \]

Given a finite index subgroup \( G \) of \( \text{SL}_2(\mathcal{O}) \), an integral binary Hamiltonian form \( f \) is called \( G \)-reciprocal if there exists an element \( g \) in \( G \) such that \( f \circ g = -f \). We define \( R_G(f) = 2 \) if \( f \) is \( G \)-reciprocal, and \( R_G(f) = 1 \) otherwise. The values of \( f \) are positive on one of the two components of \( \mathbb{P}_1^1(\mathbb{H}) \) \( - \mathcal{C}_\infty(f) \) and negative on the other. As the signs are switched by precomposition by an element \( g \) as above, the \( G \)-reciprocity of the form \( f \) is equivalent to saying that there exists an element of \( G \) preserving \( \mathcal{C}_\infty(f) \) and exchanging the two complementary components of \( \mathcal{C}_\infty(f) \).

## 5 Using Eisenstein series to compute hyperbolic volumes

Let \( \mathcal{O} \) be a maximal order in a definite quaternion algebra \( A \) over \( \mathbb{Q} \).

In this section, we compute \( \text{Vol}(\text{PSL}_2(\mathcal{O}) \backslash \mathbb{H}_\mathbb{R}^6) \) using a method which goes back in dimension 2 to Rankin-Selberg’s method [Ran, Sel] of integrating Eisenstein series on fundamental domains and “unfolding”, generalized by [Lan] to the lattice of \( \mathbb{Z} \)-points of any connected split semi-simple algebraic group over \( \mathbb{Q} \). We follow the approach of [Sar, page 261-262] in dimension 3. We refer to the Appendix for a completely different proof by V. Emery of the same result.

**Theorem 6** Let \( \mathcal{O} \) be a maximal order in a definite quaternion algebra \( A \) over \( \mathbb{Q} \) with discriminant \( D_A \). Then
\[
\text{Vol}(\text{PSL}_2(\mathcal{O}) \backslash \mathbb{H}_\mathbb{R}^6) = \frac{\zeta(3) \prod_{p|D_A} (p^3 - 1)(p - 1)}{11520}.
\]

**Proof.** It is well known (see for instance [PP1, Sect. 6.3, Ex. (3)]) that there exists \( \overline{G} \), a connected semi-simple linear algebraic group over \( \mathbb{Q} \), such that \( \overline{G}(\mathbb{R}) = \text{SL}_2(\mathbb{H}) \), \( \overline{G}(\mathbb{Q}) = \text{SL}_2(A) \) and \( \overline{G}(\mathbb{Z}) = \text{SL}_2(\mathcal{O}) \). Let \( \overline{P} \) be the parabolic subgroup of \( \overline{G} \) defined over \( \mathbb{Q} \), such that \( \overline{P}(\mathbb{R}) \) is the upper triangular subgroup of \( \text{SL}_2(\mathbb{H}) \). By Borel’s finiteness theorem (see for instance [Bor]), the set \( \text{SL}_2(\mathcal{O}) \backslash \text{SL}_2(A) / \overline{P}(\mathbb{Q}) \) is finite, and we will fix a subset \( \mathcal{R} \) in \( \text{SL}_2(A) \) which is a system of representatives of this set of double cosets.

Let \( \Gamma = \text{SL}_2(\mathcal{O}) \). For every \( \alpha \in \mathcal{R} \), let \( \Gamma_\alpha = \overline{P}(\mathbb{R}) \cap (\alpha^{-1} \Gamma \alpha) \) and let \( \Gamma_\alpha' \) be its subgroup of unipotent elements. The group \( \alpha \Gamma_\alpha \alpha^{-1} \) is the stabilizer of the parabolic fixed point \( \alpha \infty \).
in $\Gamma$. The action of $\Gamma_\alpha$ on $\mathbb{H} \cup \{\infty\}$ by homographies preserves $\infty$ and is cocompact on $\mathbb{H}$.

If $\alpha^{-1} = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$ and $\alpha = \left( \begin{array}{cc} \bar{a} & \bar{b} \\ \bar{c} & \bar{d} \end{array} \right)$, let $u_\alpha = c\mathcal{O} + d\mathcal{O}$, which is a right fractional ideal of $\mathcal{O}$, and $v_\alpha = \mathcal{O}\bar{a} + \mathcal{O}\bar{c}$, which is a left fractional ideal of $\mathcal{O}$.

For every $\alpha \in \mathcal{R}$, the Eisenstein series of the arithmetic group $\Gamma$ for the cusp at infinity $\alpha\infty$ is the map $E_\alpha : \mathbb{H}_\mathbb{R} \times ]4, +\infty[ \to \mathbb{R}$ defined by

$$E_\alpha(x, s) = \sum_{\gamma \in (a\Gamma_\alpha \alpha^{-1}) \setminus \Gamma} r(\alpha^{-1}\gamma x)^s.$$

The summation does not depend on the choice of representatives of the left cosets in $(a\Gamma_\alpha \alpha^{-1}) \setminus \Gamma$ since $\Gamma_\alpha$ preserves $\infty$ and the Euclidean height $r$. The Eisenstein series of $\mathcal{O}$ is (for $x = (z, r) \in \mathbb{H}_\mathbb{R}$ and $s \in \mathbb{C}$ with $s > 4$)

$$\tilde{E}(x, s) = \sum_{(c, d) \in \mathcal{O} \times \mathcal{O} - \{0\}} \left( \frac{r}{n(cz + d) + r^2 n(c)} \right)^s.$$

The following result is a concatenation of results proven in [KO].

**Theorem 7 (Krafft-Osenberg)** (i) The Eisenstein series $E_\alpha(x, s)$, $\alpha \in \mathcal{R}$, and $\tilde{E}(x, s)$ converge absolutely and uniformly on compact subsets of $\{s \in \mathbb{C} : \Re s > 4\}$, uniformly on compact subsets of $x \in \mathbb{H}_\mathbb{R}^0$. They are invariant by the action of $\Gamma$ on the first variable.

(ii) The map $s \mapsto \tilde{E}(x, s)$ admits a meromorphic extension to $\mathbb{C}$, having only one pole, which is at $s = 4$ and is simple with residue

$$\Res_{s=4} \tilde{E}(x, s) = \frac{8 \pi^4}{3 D_A^2}.$$

Furthermore, if $c(\alpha, s) = n(u_\alpha)^s \zeta(u_\alpha^{-1}, \frac{s}{2})$ for every $\alpha \in \mathcal{R}$, then

$$\tilde{E}(x, s) = \sum_{\alpha \in \mathcal{R}} c(\alpha, s) E_\alpha(x, s).$$

(iii) For every $\alpha, \beta \in \mathcal{R}$, there exist a map $s \mapsto \varphi_{\alpha, \beta}(s)$ with $(s - 4)\varphi_{\alpha, \beta}(s)$ bounded for $s > 4$ near $s = 4$, and a measurable map $(x, s) \mapsto \Phi_{\alpha, \beta}(x, s)$ such that $(s - 4)\Phi_{\alpha, \beta}(x, s)$ is bounded by an integrable (for the hyperbolic volume) map, independent on $s > 4$ near $s = 4$, on $x \in K \times [\epsilon, +\infty[$ where $K$ is a compact subset of $\mathbb{H}$ and $\epsilon > 0$, such that

$$E_\alpha(\beta x, s) = \delta_{\alpha, \beta} r^s + \varphi_{\alpha, \beta}(s)r^{4-s} + \Phi_{\alpha, \beta}(x, s),$$

with $\delta_{\alpha, \beta} = 1$ if $\alpha = \beta$ and $\delta_{\alpha, \beta} = 0$ otherwise.

**Proof.** We are using Langlands’ convention for the Eisenstein series, hence with $\Gamma'_\alpha$ the subgroup of unipotent elements of $\Gamma_\alpha$, our Eisenstein series $E_\alpha$ is obtained from the one used in [KO] by replacing $\alpha$ by $\alpha^{-1}$ and by multiplying by $\frac{1}{u_\alpha^{-1}}$.

The part of claim (i) concerning the series $E_\alpha(x, s)$, $\alpha \in \mathcal{R}$, is [KO] Satz 3.2. The rest follows from [KO] Satz 4.2 with $M = \mathcal{O}$. The claim (ii) follows from [KO] Koro. 5.6 a)] with $M = \mathcal{O}$, recalling that the reduced discriminant of any maximal order of $A$ is equal to the reduced discriminant of $A$. Equation (18) follows from [KO] Satz 4.3, recalling the
above changes between our $E_\alpha$ and the one in [KO]. The claim (iii) follows from [KO] Satz 3.3, again replacing $\beta$ by $\beta^{-1}$, and using the second equation in [MOS, page 85] to control the modified Bessel function. □

By a fundamental domain for a smooth action of a countable group $G$ on a smooth manifold $N$, we mean a subset $F$ of $N$ such that $F$ has negligible boundary, the subsets $gF$ for $g \in G$ are pairwise disjoint, and $N = \bigcup_{g \in G} gF$.

Here is a construction of a fundamental domain $F$ for $\Gamma$ acting on $\mathbb{H}^5_R$ that will be useful in this section (and is valid for any discrete subgroup of isometries of $\mathbb{H}^5_R$ with finite covolume which is not cocompact). Let $\mathcal{P}$ be the set of parabolic fixed points of $\Gamma$. By the structure of the cusp neighbourhoods, there exists a family $(\mathcal{H}_p)_{p \in \mathcal{P}}$ of pairwise disjoint closed horoballs in $\mathbb{H}^5_R$, equivariant under $\Gamma$ (that is $\gamma \mathcal{H}_p = \mathcal{H}_{\gamma p}$ for every $\gamma \in \Gamma$), with $\mathcal{H}_p$ centered at $p$. The cut locus of the cusps $\Sigma$ is the piecewise hyperbolic polyhedral complex in $\mathbb{H}^5_R$ consisting of the set of points outside the union of these horoballs which are equidistant to at least two of these horoballs (it is independent of the choice of this family when there is only one orbit of parabolic fixed points). Each connected component of the complement of $\Sigma$ contains one and only one of these horoballs, is at bounded Hausdorff distance of it, is invariant under the stabilizer in $\Gamma$ of its point at infinity, and is precisely invariant under the action of $\Gamma$. Recall that a subset $A$ of a set endowed with an action of a group $G$ is said to be precisely invariant under this group if for every $g \in G$, if $gA \cap A$ is nonempty, then $gA = A$.

For every $\beta \in \mathcal{P}$, let $\mathcal{D}_\beta$ be a compact fundamental domain for the action of $\Gamma_\beta$ on $\mathbb{H}$, let $\mathcal{F}_\beta$ be the closure of the component of the complement of $\Sigma$ containing $\mathcal{H}_\beta$, and define

$$F_\beta = \mathcal{F}_\beta \cap \beta(\mathcal{D}_\beta \times ]0, +\infty[).$$

Then $F_\beta$ is a closed fundamental domain for the action of $\beta \Gamma_\beta^{-1}$ on $\mathcal{F}_\beta$, and there exists a continuous map $\sigma'_\beta : \mathcal{D}_\beta \to ]0, +\infty[ \ (\text{which hence has a positive lower bound})$ such that

$$\beta^{-1} F_\beta = \{(z, r) \in \mathbb{H}^5_R : z \in \mathcal{D}_\beta, \ r \geq \sigma'_\beta(z)\}.$$

(20)

Now define

$$F = \bigcup_{\beta \in \mathcal{P}} F_\beta.$$  

(21)

Since $\mathcal{P}$ is a system of representatives of the cusps, $F$ is a fundamental domain of $\Gamma$ acting on $\mathbb{H}^5_R$.

Note that, for every $\alpha \in \mathcal{P}$, there exists a continuous map $\sigma_\alpha : \mathcal{D}_\alpha \to ]0, +\infty[ \ (\text{hence with a finite upper bound}),$ with only finitely many zeros, such that, since $\alpha^{-1} F$ is a fundamental domain for the action of $\alpha^{-1} \Gamma \alpha$ on $\mathbb{H}^5_R$,

$$\bigcup_{\gamma \in (\alpha^{-1} \Gamma \alpha - \Gamma_\alpha)} \mathcal{F}_\gamma = \Gamma_\alpha \{(z, r) \in \mathbb{H}^5_R : z \in \mathcal{D}_\alpha, \ r < \sigma_\alpha(z)\}.$$  

(22)

For every $\alpha \in \mathcal{P}$, let

$$b_\alpha(s) = \int_F \left( E_\alpha(x, s) - r(\alpha^{-1} x)^s \right) \, d\text{vol}_{\mathbb{H}^5_R}(x).$$
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When \( s > 4 \), we have

\[
b_\alpha(s) = \int_{\mathcal{S}} \left( \sum_{\gamma \in (\alpha \Gamma_\alpha \alpha^{-1}) \setminus \Gamma} r(\alpha^{-1} \gamma x)^s - r(\alpha^{-1} x)^s \right) \, d \text{vol}_{\mathbb{H}^2}(x)
\]

\[
= \int_{\mathcal{S}} \left( \sum_{\gamma \in \Gamma_\alpha \setminus (\alpha^{-1} \Gamma_\alpha - \Gamma_\alpha)} r(\gamma x)^s \right) \, d \text{vol}_{\mathbb{H}^2}(x)
\]

\[
= \sum_{\gamma \in \Gamma_\alpha \setminus (\alpha^{-1} \Gamma_\alpha - \Gamma_\alpha)} \int_{\mathcal{S}} r(\gamma x)^s \, d \text{vol}_{\mathbb{H}^2}(x)
\]

\[
= \sum_{\gamma \in \Gamma_\alpha \setminus (\alpha^{-1} \Gamma_\alpha - \Gamma_\alpha)} \int_{\gamma^{-1} \mathcal{S}} r(x)^s \, d \text{vol}_{\mathbb{H}^2}(x)
\]

\[
= \int_{\bigcup_{\gamma \in \Gamma_\alpha \setminus (\alpha^{-1} \Gamma_\alpha - \Gamma_\alpha)} \gamma^{-1} \mathcal{S}} r(x)^s \, d \text{vol}_{\mathbb{H}^2}(x)
\]

\[
= \int_{z \in \mathcal{D}_\alpha} \int_0^{\sigma_\alpha(z)^{s-5}} r^{s-5} \, dr \, dz = \int_{z \in \mathcal{D}_\alpha} \frac{\sigma_\alpha(z)^{s-4}}{s-4} \, dz,
\]

using for the succession of equations, respectively, the definition of \( E_\alpha \), the change of variables \( \alpha^{-1} \gamma \alpha \to \gamma \), Fubini’s theorem for positive functions, the invariance of the volume under the isometric change of variables \( \gamma \alpha^{-1} x \to x \), \( \sigma \)-additivity, and the equations \((22)\) and \((13)\) and the invariance of the Euclidean height function \( r \) under \( \Gamma_\alpha \).

For any \( \alpha \in \mathcal{R} \), the map \( \sigma_\alpha^{s-4} \) converges pointwise, as \( s \to 4^+ \), to the map on \( \mathcal{D}_\alpha \) with value 0 at the finitely many points where \( \sigma_\alpha \) vanishes, and with value 1 otherwise. Since \( \mathcal{D}_\alpha \) is compact and \( \sigma_\alpha^{s-4} \) is uniformly bounded from above, Lebesgue’s dominated convergence theorem gives

\[
\lim_{s \to 4^+} (s - 4) b_\alpha(s) = \text{Vol}(\mathcal{D}_\alpha) = \text{Vol}(\Gamma_\alpha \setminus \mathbb{H}^2).
\]

Therefore by using Equation \((19)\), the map

\[
s \mapsto b(s) = \int_{\mathcal{S}} \left( \hat{E}(x, s) - \sum_{\alpha \in \mathcal{R}} c(\alpha, s) r(\alpha^{-1} x)^s \right) \, d \text{vol}_{\mathbb{H}^2}(x) = \sum_{\alpha \in \mathcal{R}} c(\alpha, s) b_\alpha(s)
\]

satisfies

\[
\lim_{s \to 4^+} (s - 4) b(s) = \sum_{\alpha \in \mathcal{R}} c(\alpha, 4) \text{Vol}(\Gamma_\alpha \setminus \mathbb{H}^2),
\]

since \( s \mapsto c(\alpha, s) \) is holomorphic for \( \text{Re } s > 2 \).

On the other hand, let us prove that we may permute the limit as \( s \to 4^+ \) and the integral defining \( (s - 4) b(s) \). Using the equations \((19)\) and \((21)\), and an isometric, hence volume preserving, change of variable, we have

\[
b(s) = \sum_{\alpha, \beta \in \mathcal{R}} c(\alpha, s) \int_{\mathcal{S}_\beta} (E_\alpha(x, s) - r(\alpha^{-1} x)^s) \, d \text{vol}_{\mathbb{H}^2}(x)
\]

\[
= \sum_{\alpha, \beta \in \mathcal{R}} c(\alpha, s) \int_{\beta^{-1} \mathcal{S}_\beta} (E_\alpha(\beta x, s) - r(\alpha^{-1} \beta x)^s) \, d \text{vol}_{\mathbb{H}^2}(x).
\]
If \( x \in \beta^{-1}\mathcal{F}_\beta \), then \( r(x) \) is bounded from below by a positive constant by the construction of \( \mathcal{F}_\beta \), hence \( r(x)^{4-s} \) is bounded from above for every \( s \geq 4 \). If \( \alpha \neq \beta \) and \( x \in \beta^{-1}\mathcal{F}_\beta \), then \( r(\alpha^{-1}\beta x)^s \) is bounded from above for every \( s \geq 0 \), since \( \alpha^{-1}\mathcal{F}_\beta \) is bounded in \( \mathbb{H} \times \mathbb{R} \) by construction. Hence since \( \beta^{-1}\mathcal{F}_\beta \) has finite hyperbolic volume, by Theorem 7 (iii) separating the case \( \alpha = \beta \) and the case \( \alpha \neq \beta \), by Lebesgue’s dominated convergence theorem, we may permute the limit as \( s \to 4^+ \) and the integral on \( \beta^{-1}\mathcal{F}_\beta \) for the hyperbolic volume applied to \((s - 4)(E_\alpha(\beta x, s) - r(\alpha^{-1}\beta x)^s)\). By a finite summation, we may indeed permute the limit as \( s \to 4^+ \) and the integral defining \((s - 4)b(s)\).

Therefore, by Equation (18),

\[
\lim_{s \to 4^+} (s - 4) b(s) = \frac{8 \pi^4}{3 D_A^2} \text{Vol}(\text{PSL}_2(\mathcal{O}) \setminus \mathbb{H}_\mathbb{R}^5).
\]

(25)

Finally, since for every \( \rho \in A - \{0\} \), the element \( \gamma_\rho = \begin{pmatrix} \rho & -1 \\ 1 & 0 \end{pmatrix} \) of \( \text{SL}_2(A) \) maps \( \infty \) to \( \rho \), the element \( \alpha \in \mathcal{R} \) may be chosen to be either \( \text{id} \) or \( \gamma_\rho \) for some \( \rho \in A \). In the first case, \( u_\alpha = \mathcal{O} \) and \( \Gamma'_\alpha \) acts on \( \mathbb{H} \) as the \( \mathbb{Z} \)-lattice \( \mathcal{O} \), so that, by Equation (5), since the subgroup \( \{ \pm \text{id} \} \) of \( \Gamma_\alpha \) is the kernel of its action on \( \mathbb{H} \),

\[
\text{n}(u_\alpha)^4 \text{Vol}(\Gamma_\alpha \setminus \mathbb{H}) = 2 \text{Vol}(\mathcal{O} \setminus \mathbb{H}) = \frac{D_A}{2 [\Gamma_\alpha : \Gamma'_\alpha]}.
\]

In the second case, \( \alpha^{-1} = \begin{pmatrix} 0 & 1 \\ -1 & \rho \end{pmatrix} \), so that \( u_\alpha = \mathcal{O} \rho + \mathcal{O} \) and \( \Gamma'_\alpha \) acts on \( \mathbb{H} \) as the \( \mathbb{Z} \)-lattice \( \Lambda = \mathcal{O} \cap \rho^{-1} \mathcal{O} \cap \mathcal{O} \rho^{-1} \cap \rho^{-1} \mathcal{O} \rho^{-1} \) as proved in Lemma 12. By Lemma 5 applied with \( z = \rho^{-1} \) and by Equation (5), we hence have,

\[
\text{n}(u_\alpha)^4 \text{Vol}(\Gamma_\alpha \setminus \mathbb{H}) = \text{n}(u_\alpha)^4 [\mathcal{O} : \Lambda] \frac{2 \text{Vol}(\mathcal{O} \setminus \mathbb{H})}{[\Gamma_\alpha : \Gamma'_\alpha]} = \frac{D_A}{2 [\Gamma_\alpha : \Gamma'_\alpha]}.
\]

Therefore, by the definition of \( c(\alpha, s) \),

\[
\sum_{\alpha \in \mathcal{R}} c(\alpha, 4) \text{Vol}(\Gamma_\alpha \setminus \mathbb{H}) = \frac{D_A}{2} \sum_{\alpha \in \mathcal{R}} \frac{\zeta(u_\alpha^{-1}, 2)}{[\Gamma_\alpha : \Gamma'_\alpha]}.
\]

(26)

Combining the equations (23), (24) and (25), we have

\[
\text{Vol}(\text{PSL}_2(\mathcal{O}) \setminus \mathbb{H}_\mathbb{R}^5) = \frac{3 D_A^3}{16 \pi^4} \sum_{\alpha \in \mathcal{R}} \frac{\zeta(u_\alpha^{-1}, 2)}{[\Gamma_\alpha : \Gamma'_\alpha]}.
\]

Lemma 8 (1) For every \( \alpha \in \mathcal{R} \), we have

\[
[\Gamma_\alpha : \Gamma'_\alpha] = |\mathcal{O}_r(u_\alpha^{-1})^\times| |\mathcal{O}_r(v_\alpha)^\times|.
\]

(2) The map from \( \mathcal{R} \) to \( \mathcal{O} \mathcal{I} \times \mathcal{O} \mathcal{I} \) defined by

\[
\alpha \mapsto ([u_\alpha], [u_\alpha^{-1}])
\]

is a bijection.
Proof. (1) Let \( \Gamma_\alpha^+ = \{ \gamma \in \Gamma_\alpha : (0 1) \gamma = (0 1) \} \), and \( \Gamma_\alpha^- = \{ \gamma \in \Gamma_\alpha : \gamma \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \} \), which are normal subgroups of \( \Gamma_\alpha \), whose union generates \( \Gamma_\alpha \). By the top of page 434 in [KO] (keeping in mind that our \( \alpha \) is the inverse of the \( \alpha \) in [KO]), we have \( [\Gamma_\alpha^+ : \Gamma_\alpha^-] = |\mathcal{O}_\tau(\alpha)_\times| \). Similarly, \( [\Gamma_\alpha^- : \Gamma_\alpha^+] = |\mathcal{O}_\tau^{-1}(\alpha)_\times| \). Note that \( \Gamma_\alpha^- \) is a normal subgroup of \( \Gamma_\alpha^- \), \( \Gamma_\alpha^+ \), and \( \Gamma_\alpha \), such that \( \Gamma_\alpha^- \cap \Gamma_\alpha^+ = \Gamma_\alpha^- \). Hence the product map from \( \Gamma_\alpha^- \times \Gamma_\alpha^+ \) to \( \Gamma_\alpha^- \), since \( \Gamma_\alpha^- / \Gamma_\alpha^- \) is abelian. In particular, \( [\Gamma_\alpha : \Gamma_\alpha^-] = |\mathcal{O}_\tau(\alpha)_\times| \). Using Equation (4), the result follows.

(2) Since these matrices act transitively on \( R \) by homographies, we may assume that every \( \alpha \in R \) either is the identity element \( id \), or has the form \( \left( \begin{array}{cc} \rho_\alpha & -1 \\ 1 & 0 \end{array} \right) \) for some \( \rho_\alpha \in A^\times \).

Then \( \alpha^{-1} \) is either id or \( \left( \begin{array}{cc} 0 & 1 \\ -1 & \rho_\alpha \end{array} \right) \). So that \( u_\alpha = \theta + \rho_\alpha \theta \) and \( v_\alpha = \theta \rho_\alpha + \theta \), unless \( \alpha = id \), in which case \( u_\alpha = v_\alpha = \theta \). Since \( SL_2(A) \) acts (on the left) transitively by homographies on \( \mathbb{P}_1^1(\mathbb{O}) \) with stabilizer of \([1 : 0]\) equal to \( \mathbb{P}(\mathbb{Q}) \), the map from \( R \) to \( \Gamma_\theta / \mathbb{P}_1^1(\theta) \) defined by \( \alpha \mapsto \Gamma_\theta \theta [1 : 0] \) is a bijection. Note that \( \alpha [1 : 0] = [\rho_\alpha : 1] \) if \( \alpha \neq id \). Using the notation of the last remark of Section 3 if \( \alpha \neq id \), we have \( v_\alpha = I_{\rho_\alpha,1} \) and \( [K_{\rho_\alpha,1}] = [\theta \rho_\alpha \cap \theta] = [\theta \cap \theta \rho_\alpha^{-1}] = [u_\alpha^{-1}] \) by Equation (3). The second assertion of this lemma then follows from the last remark of Section 3.

Now, using respectively Equation (26), Lemma 8 (1), Lemma 8 (2), the separation of variables and Equation (7), Equation (8), and Equation (6) since \( \zeta(4) = \zeta(4) \), we have:

\[
\sum_{\alpha \in R} \frac{\zeta(u_\alpha^{-1}, 2)}{[\Gamma_\alpha : \Gamma_\alpha^+]} = \frac{\zeta(u_\alpha^{-1})_\times}{[\Gamma_\alpha : \Gamma_\alpha^-]} = \sum_{\alpha \in R} \frac{\zeta(v_\alpha^{-1})_\times}{[\Theta_{\tau}(\alpha)_\times]} = \sum_{(I, J) \in \rho \times \rho} \frac{\zeta(J)(2)}{|\Theta_{\tau}(I)_\times|} = \zeta_\mathcal{A}(2) \frac{1}{|\Theta_{\tau}(I)_\times|} = \frac{\zeta_\mathcal{A}(2)}{24} \prod_{p \mid D_A} (p-1) = \frac{\zeta(3) \pi^4}{2160} \prod_{p \mid D_A} (1 - p^{-3})(p - 1). \tag{27}
\]

Theorem 9 follows from the equations (26) and (27).

Corollary 9 Let \( A \) be a definite quaternion algebra over \( \mathbb{Q} \) with reduced discriminant \( D_A \) and class number 1, and let \( \mathcal{O} \) be a maximal order in \( A \). Then the hyperbolic volume of \( PSL_2(\mathcal{O}) \backslash \mathbb{H}_\mathbb{R}^5 \) is equal to

\[
Vol(PSL_2(\mathcal{O}) \backslash \mathbb{H}_\mathbb{R}^5) = \frac{(D_A^3 - 1)(D_A - 1) \zeta(3)}{11520}.
\]

This is an immediate consequence of Theorem 9. But here is a proof directly from Equation (26) which avoids using the technical Lemma 8 and the technical computation (27).

Proof. Since the number of cusps of \( SL_2(\mathcal{O}) \) is the square of the class number \( h_A \) of \( A \) (see the remark at the end of Section 3), the set \( R \) has only one element, and we may choose \( R = \{id\} \).
By definition of the Dieudonné determinant and since every element of $O^\times$ has norm 1, the stabilizer $\Gamma_\infty$ of $\infty$ in $SL_2(\mathcal{O})$ is

$$\Gamma_\infty = \left\{ \left( \begin{array}{cc} a & b \\ 0 & d \end{array} \right) : a, d \in O^\times, \ b \in \mathcal{O} \right\}.$$ 

The index in $\Gamma_\infty$ of its unipotent subgroup is hence $|O^\times|^2$. By the equations (10) and (6), Corollary 9 follows from Equation (26), since $\zeta(4) = \frac{\pi^4}{90}$, since $|O^\times| = \frac{24}{a_A-1}$, as seen in Equation (2), and since $D_A$ is prime when $h_A = 1$. \hfill $\square$

**Example.** Let $A$ be Hamilton’s quaternion algebra over $\mathbb{Q}$, which satisfies $D_A = 2$ and $h_A = 1$. Let $\mathcal{O}$ be Hurwitz’s maximal order in $A$. Applying Corollary 9 we get

$$\text{Vol}(PSL_2(\mathcal{O}) \setminus \mathbb{H}^3_\mathbb{R}) = \frac{7\zeta(3)}{11520},$$ 

exactly four times the minimal volume of a cusped hyperbolic 5-orbifold, as we should because the Hurwitz modular group $PSL_2(\mathcal{O})$ is a subgroup of index 4 in the group of the minimal volume cusped hyperbolic orbifold of dimension 5, see [H3] page 209 and [JW] page 186.

## 6 Representing integers by binary Hamiltonian forms

Let $A$ be a definite quaternion algebra over $\mathbb{Q}$, and let $\mathcal{O}$ be a maximal order in $A$.

Let us introduce the general counting function we will study. For every indefinite integral binary Hamiltonian form $f$ over $\mathcal{O}$, for every finite index subgroup $G$ of $SL_2(\mathcal{O})$, for every $x, y$ in $\mathcal{O}$ not both zero, and for every $s > 0$, let

$$\psi_{f,G,x,y}(s) = \text{Card} \ SU_f(\mathcal{O}) \cap G \setminus \{ (u, v) \in G(x, y) : n(o(x + o(y)^{-1}|f(u, v)| \leq s \right\}.$$ 

The counting function $\psi_{f,G,x,y}$ depends (besides on $f$, $G$) only on the $G$-orbit of $[x : y]$ in $\mathbb{P}_r^1(\mathcal{O})$.

Here is the notation for the statement of our main result which follows. Given $(x, y) \in \mathcal{O} \times \mathcal{O}$, let $\Gamma_{\mathcal{O},x,y}$ and $G_{x,y}$ be the stabilizers of $(x, y)$ for the left linear actions of $\Gamma_\mathcal{O} = SL_2(\mathcal{O})$ and $G$ respectively, and let $u_{xy^{-1}}$ be the right fractional ideal $\mathcal{O}$ if $y = 0$ and $\mathcal{O} + xy^{-1} \mathcal{O}$ otherwise. Let $\iota_G = 1$ if $-id \in G$, and $\iota_G = 2$ otherwise. Note that the image of $SU_f(\mathcal{O}) \cap G$ in $PSL_2(\mathbb{H})$ is again an arithmetic group.

**Theorem 10** Let $f$ be an integral indefinite binary Hamiltonian form of discriminant $\Delta(f)$ over a maximal order $\mathcal{O}$ of a definite quaternion algebra $A$ over $\mathbb{Q}$. Let $x$ and $y$ be elements in $\mathcal{O}$ not both zero, and let $G$ be a finite index subgroup of $\Gamma_\mathcal{O} = SL_2(\mathcal{O})$. Then, as $s$ tends to $+\infty$, we have the equivalence

$$\psi_{f,G,x,y}(s) \sim \frac{540 \ i_G \ [\Gamma_{\mathcal{O},x,y} : G_{x,y}] \ Covol(SU_f(\mathcal{O}) \cap G)}{\pi^2 \zeta(3) |\mathcal{O}_{\nu}(u_{xy^{-1}})^x| \Delta(f)^2 [\Gamma_\mathcal{O} : G] \prod_{p|D_A} (p^3 - 1)(1 - p^{-1})} s^4.$$ 

**Proof.** Let us first recall a geometric result from [PP2] that will be used to prove this theorem.

Let $n \geq 2$ and let $\mathbb{H}_n^2$ be the upper halfspace model of the real hyperbolic space of dimension $n$, with (constant) sectional curvature $-1$. Let $F$ be a finite covolume discrete
group of isometries of $\mathbb{H}_R^n$. Let $1 \leq k \leq n - 1$ and let $\mathcal{C}$ be a real hyperbolic subspace of dimension $k$ of $\mathbb{H}_R^n$, whose stabilizer $F_\mathcal{C}$ in $F$ has finite covolume. Let $\mathcal{H}$ be a horoball in $\mathbb{H}_R^n$, which is precisely invariant under $F$, with stabilizer $F_{\mathcal{H}}$.

For every $\alpha, \beta \in F$, denote by $\delta_{\alpha, \beta}$ the common perpendicular geodesic arc between $\alpha \mathcal{C}$ and the horosphere $\beta \partial \mathcal{H}$, and let $\ell(\delta_{\alpha, \beta})$ be its length, counted positively if $\delta_{\alpha, \beta}$ exits $\beta \mathcal{H}$ at its endpoint on $\beta \partial \mathcal{H}$, and negatively otherwise. By convention, $\ell(\delta_{\alpha, \beta}) = -\infty$ if the boundary at infinity of $\alpha \mathcal{C}$ contains the point at infinity of $\beta \mathcal{H}$. Also define the multiplicity of $\delta_{\alpha, \beta}$ as $m(\alpha, \beta) = 1/\text{Card}(\alpha F_\mathcal{C} \alpha^{-1} \cap \beta F_{\mathcal{H}} \beta^{-1})$. Its denominator is finite, if the boundary at infinity of $\alpha \mathcal{C}$ does not contain the point at infinity of $\beta \mathcal{H}$, since then the subgroup $\alpha F_\mathcal{C} \alpha^{-1} \cap \beta F_{\mathcal{H}} \beta^{-1}$ that preserves both $\beta \mathcal{H}$ and $\alpha \mathcal{C}$, consists of elliptic elements. In particular, there are only finitely many elements $[g] \in F_\mathcal{C} \backslash F/F_{\mathcal{H}}$ such that $m(g^{-1}, \text{id})$ is different from 1, or equivalently such that $g^{-1} F_\mathcal{C} g \cap F_{\mathcal{H}} \neq \{1\}$. For every $t \geq 0$, define $\mathcal{N}(t) = \mathcal{N}_{F_\mathcal{C}, F_{\mathcal{H}}}(t)$ as the number, counted with multiplicity, of the orbits under $F$ in the set of the common perpendicular arcs $\delta_{\alpha, \beta}$ for $\alpha, \beta \in F$ with length at most $t$:

$$\mathcal{N}(t) = \mathcal{N}_{F_\mathcal{C}, F_{\mathcal{H}}}(t) = \sum_{(\alpha, \beta) \in F \backslash \left((F_\mathcal{C}) \times (F/F_{\mathcal{H}})\right) : \ell(\delta_{\alpha, \beta}) \leq t} m(\alpha, \beta) .$$

For every $m \in \mathbb{N}$, denoting by $S_m$ the unit sphere of the Euclidean space $\mathbb{R}^{m+1}$, endowed with its induced Riemannian metric, we have the following result:

**Theorem 11 ([PP2, Coro. 4.9])** As $t \to +\infty$, we have

$$\mathcal{N}(t) \sim \frac{\text{Vol}(S_{n-k-1}) \text{Vol}(F_{\mathcal{H}} \backslash \mathcal{H}) \text{Vol}(F_\mathcal{C} \backslash \mathcal{C})}{\text{Vol}(S_{n-1}) \text{Vol}(F \backslash \mathbb{H}_R^n)} e^{(n-1)t} . \quad \square$$

Now, let $A, \mathcal{G}, f, G, x$ and $y$ be as in the statement of Theorem 10. We write $f$ as in Equation (1), and denote its discriminant by $\Delta$. In order to apply Theorem 11, we first define the various objects $n, k, F, \mathcal{H},$ and $\mathcal{C}$ that appear in its statement.

Let $n = 5$ and $k = 4$, so that $\text{Vol}(S_{n-1}) = \frac{8\pi^2}{3}$ and $\text{Vol}(S_{n-k-1}) = 2$. We use the description of $\mathbb{H}_R^n$ given in Section 3.

For any subgroup $S$ of $\text{SL}_2(\mathbb{H})$, we denote by $\overline{S}$ its image in $\text{PSL}_2(\mathbb{H})$, except that the image of $\text{SU}_f(\mathcal{G})$ is denoted by $\text{PSU}_f(\mathcal{G})$. We will apply Theorem 11 to $F = \overline{G}$.

Note that $\text{Vol}(\overline{G} \backslash \mathbb{H}_R^n) = [\overline{G} : \mathcal{G}] \text{Vol}(\overline{\mathcal{G}} \backslash \mathbb{H}_R^n)$ and $[\overline{G} : \mathcal{G}] = \frac{1}{\ell_G} [G : \mathcal{G}]$ by the definition of $\ell_G$. Thus, using Theorem 3 (or Theorem 20 in the Appendix), we have

$$\text{Vol}(\overline{G} \backslash \mathbb{H}_R^n) = \frac{1}{\ell_G} [G : \mathcal{G}] \text{Vol}(\overline{\mathcal{G}} \backslash \mathbb{H}_R^n) = \frac{1}{\ell_G} [G : \mathcal{G}] \text{Covol}(\overline{\mathcal{G}})$$

$$= \frac{\zeta(3)}{11520} \ell_G \prod_{p \mid D_A} (p^3 - 1)(p - 1) .$$

(28)

The point $\rho = xy^{-1} \in A \cup \{\infty\} \subset \partial_\infty \mathbb{H}_R^n$ is a parabolic fixed point of $\overline{\mathcal{G}}$ hence of $\overline{G}$. Let $\tau \in [0, 1]$ and $\mathcal{H}$ be the horoball in $\mathbb{H}_R^n$ centered at $\rho$, with Euclidean height $\tau$ if $y \neq 0$, and consisting of the points of Euclidean height at least $\frac{1}{\tau}$ otherwise. Assume that $\tau$ is small enough so that $\mathcal{H}$ is precisely invariant under $\overline{\mathcal{G}}$ hence under $\overline{G}$. Such a $\tau$ exists, as seen in the construction of the fundamental domain in Section 3. The stabilizer $\overline{\mathcal{G}}_{\rho, \mathcal{H}}$ in $\overline{\mathcal{G}}$ of the point at infinity $\rho$ is equal to the stabilizer $(\overline{\mathcal{G}})_{\mathcal{H}}$ of the horoball $\mathcal{H}$.
Remark. If $\rho = \infty$ and $G = \Gamma^\rho$, we may take $\tau = 1$ by [Kol] Prop. 5. Then by an easy hyperbolic geometry computation, since the index in $(\Gamma^\rho:G)$ of the subgroup of translations by elements of $G$ is $|G|\gamma^2/2$, and by using Equation (3), we have

$$
\text{Vol}((\Gamma^\rho:G) \setminus H) = \frac{1}{4} \sum \text{Vol}((\Gamma^\rho:G) \setminus \partial \mathcal{H}) = \frac{1}{2} (\gamma^2/2) = \frac{DA}{8\gamma^2}.
$$

The following lemma will allow us to generalize this formula.

**Lemma 12** Let $\Lambda_{\rho,\phi} = \Theta \cap \rho^{-1} \Theta \cap \phi^{-1} \phi^{-1} \phi^{-1}$ if $x, y \neq 0$, and $\Lambda_{\rho,\phi} = \Theta$ otherwise. Then $\Lambda_{\rho,\phi}$ is a $Z$-lattice in $H$ and we have

$$
\text{Vol}(\Gamma^\rho:G) \setminus \mathcal{H} = \frac{4V}{\gamma} |\Gamma_{\rho}(\mathcal{H}) : \Gamma_{\rho}(\Gamma_{\rho},\gamma^2)\mathcal{H}| \cdot \text{Vol}(\Lambda_{\rho,\phi}) \setminus \mathcal{H}.
$$

**Proof.** If $y = 0$, let $\gamma_\rho = \text{id}$, otherwise let

$$
\gamma_\rho = \left( \begin{array}{cc} \rho^{-1} & 0 \\ 1 & 0 \end{array} \right) \in \text{SL}_2(H).
$$

Note that $\gamma_\rho^{-1}$ maps $\rho$ to $\infty$ and $\mathcal{H}$ to the horoball $\mathcal{H}_\infty$ consisting of the points in $H$ with Euclidean height at least $\frac{1}{\gamma}$.

Let $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$ and $\gamma' = \left( \begin{array}{cc} 1 & b' \\ 0 & 1 \end{array} \right)$ be in $\text{SL}_2(H)$.

If $y = 0$, we have $\gamma_\rho^{-1}\gamma_\rho = \gamma'$ if and only if $a = 1$, $b = b'$, $c = 0$, $d = 1$. If $y \neq 0$, by an easy computation, we have $\gamma_\rho^{-1}\gamma_\rho = \gamma'$ (that is $\gamma_\rho = \gamma_\rho'$) if and only if

$$
c = -b', \ a = 1 - \rho b', \ d = 1 + b' \rho, \ b = \rho b' \rho.
$$

In particular, if $x, y \neq 0$, if $\gamma \in \text{SL}_2(G)$ and $\gamma' = \gamma_\rho^{-1}\gamma_\rho \in \text{SL}_2(A)$ is unipotent upper triangular, then these equations imply respectively that $b'$ belongs to $G$, $\rho^{-1} G$, $\Theta \rho^{-1}$ and $\rho^{-1} G \rho^{-1}$, therefore $b' \in \Lambda_{\rho,\phi}$.

Conversely, if $b' \in \Lambda_{\rho,\phi}$, then define $a, b, c, d$ by the equations (30) if $y \neq 0$, and by $a = 1$, $b = b'$, $c = 0$, $d = 1$ otherwise, so that $a, b, c, d \in G$. Let $\gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$. If $y \neq 0$, note that if $c = 0$, then $\gamma = \text{id}$ and otherwise $cb - cac^{-1}d = -1$, so that $\gamma \in \text{SL}_2(G)$ by Equation (12). If $y \neq 0$, the equations (30) imply that $\gamma_\rho^{-1}\gamma_\rho$ is a unipotent upper triangular element of $\text{SL}_2(G)$, and this is also the case if $y = 0$.

The abelian group $\Lambda_{\rho,\phi}$ is a $Z$-lattice in $H$, as an intersection of at most four $Z$-lattices in $A$. Since an isometry preserves the volume for the first equality, by an easy hyperbolic volume computation for the second one, and by the previous computation of the unipotent upper triangular subgroup $\Gamma_{\rho}$ of $\gamma_\rho^{-1}\Gamma_{\rho,\gamma_\rho}$ for the last one, we have

$$
\text{Vol}(\Gamma_{\rho,\gamma_\rho} \setminus \mathcal{H}) = \text{Vol}((\gamma_\rho^{-1}\Gamma_{\rho,\gamma_\rho}) \setminus \mathcal{H}_\infty) = \frac{1}{4} \text{Vol}((\gamma_\rho^{-1}\Gamma_{\rho,\gamma_\rho}) \setminus \partial \mathcal{H}_\infty)
$$

$$
= \frac{\tau^4}{4} \text{Vol}(\gamma_\rho^{-1}\Gamma_{\rho,\gamma_\rho} \setminus \mathcal{H}) = \frac{\tau^4}{4} \text{Vol}(\gamma_\rho^{-1}\Gamma_{\rho,\gamma_\rho} \setminus \mathcal{H}) \cdot \text{Vol}(\Lambda_{\rho,\phi} \setminus \mathcal{H}).
$$
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With the notation of the proof of Lemma 10(1), we have $\gamma^{-1}_\rho \Gamma_{\ell, x, y} \gamma_\rho = \Gamma_{\gamma_\rho}$, hence $[\gamma^{-1}_\rho \Gamma_{\ell, x, y} \gamma_\rho : \Gamma_{\gamma_\rho}] = |\ell(u_\rho)|^x$. Since covering arguments yield

$$\text{Vol}(\overline{\mathcal{G}}_{\mathcal{H}} \setminus \mathcal{H}) = \left[\left(\Gamma_{\ell} \right)_{\mathcal{H}} : \mathcal{G}_{\mathcal{H}} \right] \text{Vol} \left( \left( \Gamma_{\ell} \right)_{\mathcal{H}} \setminus \mathcal{H} \right) = \left[\left(\Gamma_{\ell} \right)_{\mathcal{H}} : \mathcal{G}_{\mathcal{H}} \right] \text{Vol}(\overline{\mathcal{G}}_{\mathcal{H}} \setminus \mathcal{H}) \right],$$

the result follows.

Let us resume the proof of Theorem 10. Let $\mathcal{C} = \mathcal{C}(f)$, which is indeed a real hyperbolic hyperplane in $\mathbb{H}^5$, whose set of points at infinity is $\mathcal{C}_\infty(f)$ (hence $\infty$ is a point at infinity of $\mathcal{C}(f)$ if and only if the first coefficient $a = a(f)$ of $f$ is 0). Note that $\mathcal{C}$ is invariant under the group $SU_f(\mathcal{G})$ by Equation (17) (which implies that $\mathcal{C}(f \circ g) = g^{-1}\mathcal{C}(f)$ for every $g \in \text{SL}_2(\mathcal{G})$). The arithmetic group $SU_f(\mathcal{G})$ acts with finite covolume on $\mathcal{C}(f)$, its finite subgroup $\{ \pm \text{id} \}$ acting trivially. By definition,

$$\text{Covol}(SU_f(\mathcal{G}) \cap G) = \text{Vol} \left( \text{PSU}_f(\mathcal{G}) \cap G \setminus \mathcal{C}(f) \right).$$

Note that $\text{Covol}(SU_f(\mathcal{G}) \cap G)$ depends only on the $G$-orbit of $f$, by Equation (17), and since $SU_{f \circ g}(\mathcal{G}) = g^{-1}SU_f(\mathcal{G})g$ for every $g \in \text{SL}_2(\mathcal{G})$. By its definition, $R_G(f)$ is the index of the subgroup $SU_f(\mathcal{G}) \cap G$ in $\overline{\mathcal{G}}_{\mathcal{H}}$, hence

$$\text{Vol}(\overline{\mathcal{G}}_{\mathcal{H}} \setminus \mathcal{H}) = \frac{1}{R_G(f)} \text{Covol}(SU_f(\mathcal{G}) \cap G). \quad (31)$$

The last step of the proof of Theorem 10 consists in relating the two counting functions $\psi_{f, G, x, y}$ and $\mathcal{N}_{\mathcal{G}, \mathcal{H}}$, in order to apply Theorem 11.

For every $g \in \text{SL}_2(\mathbb{H})$, let us compute the hyperbolic length of the common perpendicular geodesic arc $\delta_{g^{-1}, \text{id}}$ between the real hyperbolic hyperplane $g^{-1}\mathcal{C}$ and the horoball $\mathcal{H}$, assuming that they do not meet. We use the notation $\gamma_\rho, \mathcal{H}_\infty$ introduced in the proof of Lemma 12. Since $\gamma_\rho^{-1}$ sends the horoball $\mathcal{H}$ to the horoball $\mathcal{H}_\infty$, it sends the common perpendicular geodesic arc between $g^{-1}\mathcal{C}$ and $\mathcal{H}$ to the (vertical) common perpendicular geodesic arc between $\gamma_\rho^{-1}g^{-1}\mathcal{C}$ and $\mathcal{H}_\infty$. Let $r$ be the Euclidean radius of the 3-sphere $\mathcal{C}_\infty(f \circ g \circ \gamma_\rho)$, which is the image by $\gamma_\rho^{-1}f \circ g \circ \gamma_\rho$ of the boundary at infinity of $g^{-1}\mathcal{C}$ by Equation (17). Denoting by $a(f \circ g \circ \gamma_\rho)$ the coefficient of $n(u)$ in $f \circ g \circ \gamma_\rho(u, v)$, we have, by Equation (16),

$$r = \frac{\sqrt{\Delta(f \circ g \circ \gamma_\rho)}}{|a(f \circ g \circ \gamma_\rho)|} = \frac{\sqrt{\Delta}}{|f \circ g \circ \gamma_\rho|} = \frac{\sqrt{\Delta}}{|f \circ g(\rho, 1)|} = \frac{n(y)}{n(x)} \sqrt{\Delta},$$

if $y \neq 0$ and $r = \frac{n(x) \sqrt{\Delta}}{|f \circ g(x, y)|}$ otherwise. An immediate computation gives

$$\ell(\delta_{g^{-1}, \text{id}}) = \ell(\gamma_\rho^{-1}\delta_{g^{-1}, \text{id}}) = \ln \frac{1}{r} - \ln r = \ln \frac{|f \circ g(x, y)|}{\tau n(y) \sqrt{\Delta}},$$

if $y \neq 0$ and $\ell(\delta_{g^{-1}, \text{id}}) = \ln \frac{|f \circ g(x, y)|}{\tau n(x) \sqrt{\Delta}}$ otherwise. With the conventions that we have taken, these formulas are also valid if $g^{-1}\mathcal{C}$ and $\mathcal{H}$ meet.

Recall that there are only finitely many elements $[g] \in \overline{\mathcal{G}}_{\mathcal{H}} \setminus \mathcal{G}_{\mathcal{H}}$ such that $g^{-1}\overline{\mathcal{G}}_{\mathcal{H}} \cap \overline{\mathcal{G}}_{\mathcal{H}}$ is different from $\{1\}$ or such that the multiplicity $m(g^{-1}, \text{id})$ is different from 1. If
We replace the three volumes in the above computation by their expressions given in the equations \((\text{28)}, \text{29}), (\text{31})\). We simplify the obtained expression using the following two remarks. Firstly,

\[
\left[ \overline{G_{x,y}} : G_{x,y} \right] = \left[ \left( \Gamma_{\theta} \right)_{x,y} : G_{x,y} \right] = \left[ \left( \Gamma_{\theta} \right)_{x,y} : G_{x,y} \right] = \left[ \left( \Gamma_{\theta,x,y} \right)_{x,y} : G_{x,y} \right] = \left[ \left( \Gamma_{\theta,x,y} \right)_{x,y} : G_{x,y} \right] = \left[ \left( \Gamma_{\theta,x,y} \right)_{x,y} : G_{x,y} \right].
\]

Secondly, we claim that

\[
\text{Vol}(\Lambda'_{\theta,p} \setminus \mathbb{H}) n(\theta p + \theta)^4 = \frac{D_A}{4}. \quad (33)
\]

If \(x = 0\), then \(\Lambda'_{\theta,p} = \Theta\), hence this claim is true, by Equation \((5)\) and since \(n(\Theta) = 1\). Otherwise, Claim \((33)\) follows from Lemma \(5\) with \(z = r^{-1}\), since, by the definition of \(\Lambda'_{\theta,p}\),

\[
\text{Vol}(\Lambda'_{\theta,p} \setminus \mathbb{H}) n(\theta p + \theta)^4 = \text{Vol}(\Lambda \setminus \mathbb{H}) n(\theta z^{-1} + \theta)^4 = \text{Vol}(\Theta \setminus \mathbb{H}) n(\Theta z^{-1} + \Theta)^4,
\]

and by Equation \((3)\).

This concludes the proof of Theorem \(10\) if \(y \neq 0\). The case \(y = 0\) is similar to the case \(x = 0\). □

Let us give a few corollaries of Theorem \(10\). The first one below follows by taking \(G = \text{SL}_2(\Theta)\) in Theorem \(10\).

**Corollary 13** Let \(f\) be an integral indefinite binary Hamiltonian form of discriminant \(\Delta(f)\) over a maximal order \(\Theta\) of a definite quaternion algebra \(A\) over \(\mathbb{Q}\). Let \(x\) and \(y\) be elements in \(\Theta\) not both zero. Then, as \(s\) tends to \(+\infty\), we have the equivalence

\[
\psi_{f,\text{SL}_2(\Theta),x,y}(s) \sim \frac{540 \text{ Covol}(SU_f(\Theta))}{\pi^2 \zeta(3) |\Theta^x(u_{xy}^{-1})| |\Delta(f)|^2 \prod_{p|D_A} (p^3 - 1)(1 - p^{-1})} s^4. \quad \square
\]

**Remarks.** (1) Recall that by the last remark of Section \(8\), the map from \(\text{SL}_2(\Theta) \setminus \mathbb{P}_1^q(\Theta)\) to \(\rho_{\mathcal{I}} \times \rho_{\mathcal{I}}\) which associates, to the orbit of \([u : v]\) in \(\mathbb{P}_1^q(\Theta)\) under \(\text{SL}_2(\Theta)\), the couple of ideal classes \(([I_{u,v}], [K_{u,v}])\) is a bijection. The counting function \(\psi_{f,\text{SL}_2(\Theta),x,y}\) hence depends only on \(([I_{x,y}], [K_{x,y}]])\).

(2) Given two left fractional ideals \(m\) and \(m'\) of \(\Theta\), let

\[
\psi_{f,m,m'}(s) = \text{Card} \left\{ (u,v) \in m \times m : \frac{|f(u,v)|}{n(m)} \leq s, \quad I_{u,v} = m, \quad [K_{u,v}] = [m'] \right\}.
\]

Note that this counting function depends only on the ideal classes of \(m\) and \(m'\).
Corollary 14 Let $f$ be an integral indefinite binary Hamiltonian form over a maximal order $\mathfrak{O}$ of a definite quaternion algebra $A$ over $\mathbb{Q}$. Let $\mathfrak{m}$ and $\mathfrak{m}'$ be two left fractional ideals in $\mathfrak{O}$. Then as $s$ tends to $+\infty$, we have the equivalence

$$
\psi_{f,\mathfrak{m},\mathfrak{m}'}(s) \sim \frac{540 \text{ Covol}(\text{SU}_f(\mathfrak{O}))}{\pi^2 \zeta(3) |\mathfrak{O}_r(\mathfrak{m}')^\times| \Delta(f)^2 \prod_p D_A(p^3 - 1)(1 - p^{-1})} s^4. \quad \Box
$$

**Proof.** By Remark (1), we have

$$
\psi_{f,\mathfrak{m},\mathfrak{m}'} = \psi_{f,\text{SL}_2(\mathfrak{O}),x,y},
$$

where $(x,y)$ is any nonzero element of $\mathfrak{O} \times \mathfrak{O}$ such that $[I_{x,y}] = [\mathfrak{m}]$ and $[K_{x,y}] = [\mathfrak{m}']$. By Equation (4) and (3), if $xy \neq 0$, we have

$$
|\mathfrak{O}_r(u_{xy}^{-1})^\times| = |\mathfrak{O}_r(u_{xy}^{-1}x)| = |\mathfrak{O}_r(\mathfrak{O} \cap \mathfrak{O}y^{-1})^\times| = |\mathfrak{O}_r(K_{x,y})^\times|.
$$

The first and last terms are also equal if $xy = 0$. Hence the result follows from Corollary 13.

(3) With $\psi_{f,\mathfrak{m}}$ the counting function defined in the Introduction, we have

$$
\psi_{f,\mathfrak{m}} = \sum_{[\mathfrak{m}'] \in \mathfrak{O}} \psi_{f,\mathfrak{m},\mathfrak{m}'}.
$$

Therefore, since $\sum_{[\mathfrak{m}'] \in \mathfrak{O}} \frac{1}{|\mathfrak{O}_r(\mathfrak{m}')^\times|} = \frac{1}{\pi^2} \prod_p D_A(p - 1)$ by Equation (4), Theorem 1 in the Introduction follows from Corollary 14.

We say $u, v \in \mathfrak{O} \times \mathfrak{O}$ are relatively prime if one of the following equivalent (by Remark (1) above) conditions is satisfied:

(i) there exists $g \in \text{SL}_2(\mathfrak{O})$ such that $g(1,0) = (u,v)$;
(ii) there exists $u', v' \in \mathfrak{O}$ such that $n(uv') + n(u'v) - \text{tr}(u\overline{v'}v') = 1$;
(iii) the $\mathfrak{O}$-modules $I_{u,v}$ and $K_{u,v}$ are isomorphic (as $\mathfrak{O}$-modules) to $\mathfrak{O}$.

We denote by $\mathcal{P}_\mathfrak{O}$ the set of couples of relatively prime elements of $\mathfrak{O}$.

Corollary 15 Let $f$ be an integral indefinite binary Hamiltonian form over a maximal order $\mathfrak{O}$ in a definite quaternion algebra $A$ over $\mathbb{Q}$, and let $G$ be a finite index subgroup of $\Gamma_\mathfrak{O} = \text{SL}_2(\mathfrak{O})$. Then, as $s$ tends to $+\infty$, we have the equivalence

$$
\text{Card SU}_f(\mathfrak{O}) \cap G \setminus \{(u,v) \in \mathcal{P}_\mathfrak{O} : |f(u,v)| \leq s\} \sim \frac{540 \text{ Covol}(\text{SU}_f(\mathfrak{O}) \cap G)}{\pi^2 \zeta(3) |\mathfrak{O}^\times| \Delta(f)^2 [\Gamma_\mathfrak{O} : G] \prod D_A(p^3 - 1)(1 - p^{-1})} s^4.
$$

**Proof.** This follows from Theorem 10 by taking $x = 1$ and $y = 0$.

Let us now give a proof of Corollary 2 in the Introduction.

**Proof of Corollary 2.** Consider the integral indefinite binary Hamiltonian form $f$ over $\mathfrak{O}$ defined by $f(u,v) = \text{tr}(u\overline{v})$, with matrix $M(f) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and discriminant $\Delta(f) = 1$.

Its group of automorphs is

$$
\text{Sp}_1(\mathfrak{O}) = \left\{ g \in \text{SL}_2(\mathfrak{O}) : g^* \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} g = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right\}.
$$
which is an arithmetic lattice in the symplectic group over the quaternions $Sp_1(\mathbb{H})$. We have
\[ \mathcal{C}(f) = \{(z, r) \in \mathbb{H} \times ]0, +\infty[ : \text{tr}(z) = 0 \}. \]

The hyperbolic volume of the quotient of $\{(z, r) \in \mathbb{H} \times ]0, +\infty[ : \text{tr}(z) = 0\}$ by $Sp_1(\theta)$ has been computed as the main result of [BH], yielding
\[ \text{Covol}(Sp_1(\theta)) = \frac{\pi^2}{1080} \prod_{p\mid D_A} (p^2 + 1)(p - 1), \]
where $p$ ranges over the primes dividing $D_A$.

Corollary [10] and its Corollary [15] allow the asymptotic study of the counting of representations satisfying congruence properties. For instance, let $\mathcal{I}$ be a (nonzero) twosided ideal in an order $\mathcal{O}$ in a definite quaternion algebra $A$ over $\mathbb{Q}$. Let $\Gamma_{\mathcal{I}}$ be the kernel of the map $SL_2(\theta) \to GL_2(\theta/\mathcal{I})$ of reduction modulo $\mathcal{I}$ of the coefficients, and $\Gamma_{\mathcal{I},0}$ the preimage of the upper triangular subgroup by this map. Then applying Corollary [15] with respectively $G = \Gamma_{\mathcal{I}}$ or $G = \Gamma_{\mathcal{I},0}$, we get an asymptotic equivalence as $s \to +\infty$ of the number of relatively prime representations $(u, v)$ of integers with absolute value at most $s$ by a given integral binary Hamiltonian form, satisfying the additional congruence properties $\{u \equiv 1 \mod \mathcal{I}, v \equiv 0 \mod \mathcal{I}\}$ or $\{v \equiv 0 \mod \mathcal{I}\}$. To give an even more precise result, the computation of the indices of $\Gamma_{\mathcal{I}}$ and $\Gamma_{\mathcal{I},0}$ in $SL_2(\theta)$ would be needed.

7 Geometric reduction theory of binary Hamiltonian forms

Let $\theta$ be a (not necessarily maximal) order in a definite quaternion algebra $A$ over $\mathbb{Q}$.

Let $\mathcal{Q}$ be the 6-dimensional real vector space of binary Hamiltonian forms, $\mathcal{Q}^+$ the open cone of positive definite ones, $\mathcal{Q}^\pm$ the open cone of indefinite ones, $\mathcal{Q}(\theta)$ the discrete subset of the ones that are integral over $\theta$, and
\[ \mathcal{Q}^+(\theta) = \mathcal{Q}^+ \cap \mathcal{Q}(\theta), \quad \mathcal{Q}^\pm(\theta) = \mathcal{Q}^\pm \cap \mathcal{Q}(\theta). \]

For every $\Delta \in \mathbb{Z} - \{0\}$, let $\mathcal{Q}(\Delta) = \{f \in \mathcal{Q} : \Delta(f) = \Delta\}$, $\mathcal{Q}(\theta, \Delta) = \mathcal{Q}(\Delta) \cap \mathcal{Q}(\theta)$ and
\[ \mathcal{Q}^+(\theta, \Delta) = \mathcal{Q}(\Delta) \cap \mathcal{Q}^+(\theta), \quad \mathcal{Q}^\pm(\theta, \Delta) = \mathcal{Q}(\Delta) \cap \mathcal{Q}^\pm(\theta). \]

The group $\mathbb{R}_+^*$ acts on $\mathcal{Q}^+$ by multiplication; we will denote by $[f]$ the orbit of $f$ and by $\overline{\mathcal{Q}}^+$ the quotient space $\mathcal{Q}^+/\mathbb{R}_+^*$. Similarly, the group $\mathbb{R}^*$ acts on $\mathcal{Q}^\pm$ by multiplication; we will denote by $[f]$ the orbit of $f$ and by $\overline{\mathcal{Q}}^\pm$ the quotient space $\mathcal{Q}^\pm/\mathbb{R}^*$. The right action of $SL_2(\mathbb{H})$ on $\mathcal{Q}$ preserves $\mathcal{Q}(\Delta)$, $\mathcal{Q}^+$ and $\mathcal{Q}^\pm$, commuting with the actions of $\mathbb{R}_+^*$ and $\mathbb{R}^*$ on these last two spaces. The subgroup $SL_2(\theta)$ preserves $\mathcal{Q}(\theta)$, $\mathcal{Q}^+(\theta)$, $\mathcal{Q}^\pm(\theta)$, $\mathcal{Q}^+(\theta, \Delta)$, $\mathcal{Q}^\pm(\theta, \Delta)$.

Let $\mathcal{C}(\mathbb{H}^5_R)$ be the space of totally geodesic hyperplanes of $\mathbb{H}^5_R$, with the Hausdorff distance on compact subsets.

**Proposition 16** (1) The map $\Phi : \overline{\mathcal{Q}}^+ \to \mathbb{H}^5_R$ defined by
\[ [f] \mapsto \left( -\frac{b(f)}{a(f)}, \frac{\sqrt{-\Delta(f)}}{a(f)} \right) \]
is a homeomorphism, which is (anti-)equivariant for the actions of \( SL_2(\mathbb{H}) \) : For every \( g \in SL_2(\mathbb{H}) \), we have \( \Phi([f \circ g]) = g^{-1}\Phi([f]) \).

(2) The map \( \Psi : \overline{\mathbb{H}}^+ \to \mathcal{C}(\mathbb{H}_R^5) \) defined by

\[
[f] \mapsto \mathcal{C}(f)
\]

is a homeomorphism, which is (anti-)equivariant for the actions of \( SL_2(\mathbb{H}) \) : For every \( g \in SL_2(\mathbb{H}) \), we have \( \Psi([f \circ g]) = g^{-1}\Psi([f]) \).

Note that \( \Phi([f]) \) may be geometrically understood as the pair of the center and the imaginary radius of the imaginary sphere with equation \( f(z,1) = 0 \), that is \( n(z + \frac{b(f)}{a(f)}) = -\left(\frac{\sqrt{-\Delta(f)}}{a(f)}\right)^2 \).

**Proof.** (1) Since \( a = a(f) > 0 \) and \( \Delta = \Delta(f) < 0 \) when \( f \) is a positive definite binary Hamiltonian form, the map \( \Phi \) is well defined and continuous. Since the orbit by \( \mathbb{R}_+^* \) of a positive definite binary Hamiltonian form has a unique element \( f \) such that \( a(f) = 1 \), and since \( c(f) \) then is equal to \( n(b(f)) - \Delta \), the map \( \Phi \) is a bijection with continuous inverse \( (z,r) \mapsto [f_{z,r}] \) where \( f_{z,r} : (u,v) \mapsto n(u) - \text{tr}(u)(zv) + (n(z) + r^2)n(v) \).

To prove the equivariance property of \( \Phi \), we could use Equation (14) and the formula for the inverse of an element of \( SL_2(\mathbb{H}) \) given for instance in [Kel], but the computations are quite technical and even longer than below. Hence we prefer to use the following lemma to decompose the computations.

**Lemma 17** The group (even the monoid) \( SL_2(\mathbb{H}) \) is generated by the elements \( \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \) and \( \left( \begin{array}{cc} 1 & \beta \\ 0 & 1 \end{array} \right) \) with \( \beta \in \mathbb{H} \).

This is a consequence of a general fact about connected semisimple real Lie groups and their root groups, but the proof is short (and is one way to prove that the Dieudonné determinant of \( \left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right) \) is \( n(\gamma\beta - \gamma\alpha^{-1}\delta) \) if \( \gamma \neq 0 \)).

**Proof.** This follows from the following facts, where \( \alpha, \beta, \gamma, \delta \in \mathbb{H} \). If \( \alpha \neq 0 \), then

\[
\left( \begin{array}{cc} \alpha & \beta \\ 0 & \delta \end{array} \right) = \left( \begin{array}{cc} \alpha & 0 \\ 0 & \delta \end{array} \right) \left( \begin{array}{cc} 1 & \alpha^{-1} \beta \\ 0 & 1 \end{array} \right), \text{ and}
\]

\[
\left( \begin{array}{cc} \alpha & 0 \\ 0 & \alpha^{-1} \end{array} \right) = \left( \begin{array}{cc} 1 & -\alpha \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{cc} 1 & -\alpha^{-1} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{cc} 1 & -\alpha \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right).
\]

If \( n(\alpha\delta) = 1 \), there there exists \( u, v \in \mathbb{H}^\times \) such that \( \alpha\delta = uvu^{-1}v^{-1} \), and

\[
\left( \begin{array}{cc} \alpha & 0 \\ 0 & \delta \end{array} \right) = \left( \begin{array}{cc} u & 0 \\ 0 & u^{-1} \end{array} \right) \left( \begin{array}{cc} v & 0 \\ 0 & v^{-1} \end{array} \right) \left( \begin{array}{cc} (vu)^{-1} & 0 \\ 0 & vu \end{array} \right) \left( \begin{array}{cc} \delta^{-1} & 0 \\ 0 & \delta \end{array} \right).
\]

If \( \gamma \neq 0 \), then

\[
\left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right) = \left( \begin{array}{cc} 1 & \alpha\gamma^{-1} \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{cc} \gamma & 0 \\ 0 & \beta + \alpha\gamma^{-1}\delta \end{array} \right) \left( \begin{array}{cc} 1 & \gamma^{-1}\delta \\ 0 & 1 \end{array} \right). \square
\]
Now, to prove the equivariance property, one only has to prove it for the elements of the generating set of \( \text{SL}_2(\mathbb{H}) \) given in the above lemma. Given \( f \in \mathcal{D}^+ \), let \( M = \begin{pmatrix} a & b \\ \beta & c \end{pmatrix} \) be the matrix of \( f \) and \( \Delta = \Delta(f) \). Note that the matrix of \( f \circ g \) is \( g^\ast M g \).

If \( g = \begin{pmatrix} 1 & \beta \\ 0 & 1 \end{pmatrix} \), we have \( a(f \circ g) = a \) and \( b(f \circ g) = a\beta + b \). Since

\[
g^{-1} \cdot \left( -\frac{b}{a}, \frac{-\Delta}{a} \right) = \left( -\frac{b}{a} - \beta, \frac{-\Delta}{a} \right) = \left( -\frac{b(f \circ g)}{a(f \circ g)}, \frac{-\Delta(f \circ g)}{a(f \circ g)} \right)
\]

by Equation \((16)\), the result follows in this case.

If \( g = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \), then \( a(f \circ g) = c \) and \( b(f \circ g) = -\beta \). By Equation \((14)\), for every \((z, h) \in \mathbb{H}_R^5\), we have \( g^{-1} \cdot (z, r) = \left( \frac{-a}{a^2 + \Delta}, \frac{\sqrt{-\Delta}}{a} \right) \). Therefore, since \( \Delta = n(b) - ac \),

\[
g^{-1} \cdot \left( -\frac{b}{a}, \frac{-\Delta}{a} \right) = \left( -\frac{b}{a} - \beta, \frac{-\Delta}{a} \right) = \left( -\frac{b(f \circ g)}{a(f \circ g)}, \frac{-\Delta(f \circ g)}{a(f \circ g)} \right).
\]

The equivariance property of \( \Phi \) follows.

(2) We have already seen that \( \Psi \) is a bijection. Its equivariance property follows from Equation \((17)\). Let \( a = a(f), b = b(f), c = c(f) \) and \( \Delta = \Delta(f) \). Since \( \mathcal{C}(f) = \{(z, r) \in \mathbb{H}_R^5 : n(az + b) + a^2r^2 = \Delta \} \) if \( a \neq 0 \) and \( \mathcal{C}(f) = \{(z, r) \in \mathbb{H}_R^5 : \text{tr}(zb) + c = 0 \} \) otherwise, the map \( \Psi \) is clearly a homeomorphism. \(\square\)

In order to define a geometric notion of reduced binary Hamiltonian form, much less is needed than an actual fundamental domain for the group \( \text{SL}_2(\mathcal{O}) \) acting on \( \mathbb{H}_R^5 \). Though it might increase the number of reduced elements, this will make the verification that a given binary form is reduced much easier (see the end of this Section). Indeed, due to the higher dimension, the number of inequalities is much larger than the one for \( \text{SL}_2(\mathbb{Z}) \) or for \( \text{SL}_2(\mathcal{O}_K) \) where \( \mathcal{O}_K \) is the ring of integers of an imaginary quadratic number field \( K \) (see for instance [Zag, BV, EGM]).

For \( n \geq 2 \), let us denote by \( \|z\| \) the usual Euclidean norm on \( \mathbb{R}^{n-1} \). Consider the upper halfspace model of the real hyperbolic \( n \)-space \( \mathbb{H}^n_R \), whose underlying manifold is \( \mathbb{R}^{n-1} \times ]0, +\infty[ \), so that \( \partial_\infty \mathbb{H}^n_R = \mathbb{R}^{n-1} \cup \{ \infty \} \). A weak fundamental domain for the action of a finite covolume discrete subgroup \( \Gamma \) of isometries of \( \mathbb{H}^n_R \) is a subset \( \mathcal{F} \) of \( \mathbb{H}^n_R \) such that

(i) \( \bigcup_{g \in \Gamma} g \mathcal{F} = \mathbb{H}^n_R \);

(ii) there exists a compact subset \( K \) in \( \mathbb{R}^{n-1} \) such that \( \mathcal{F} \) is contained in \( K \times ]0, +\infty[ \);

(iii) there exists \( \kappa, \epsilon > 0 \) and a finite set \( Z \) of parabolic fixed points of \( \Gamma \) such that

\[
\mathcal{F} = \{(z, r) \in \mathcal{F} : r \geq \epsilon \} \cup \bigcup_{s \in Z} \mathcal{E}_s
\]

where \( \mathcal{E}_s \) is a \( \kappa \) \( r^2 \). Note that a weak fundamental domain for a finite index subgroup of \( \Gamma \) is a weak fundamental domain for \( \Gamma \).

When \( \infty \) is a parabolic fixed point of \( \Gamma \), an example of a weak fundamental domain is any Ford fundamental domain of \( \Gamma \), whose definition we now recall.

---
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Given any isometry $g$ of $\mathbb{H}_5^n$ such that $g\infty \neq \infty$, the isometric sphere of $g$ is the $(n-2)$-sphere $S_g$ of $\mathbb{R}^{n-1}$ which consists of the points at which the tangent map of $g$ is a Euclidean isometry. We then define $S_g^+$ as the set of points in $\mathbb{H}_5^n$ that are in the closure of the unbounded component of the complement of the hyperbolic hyperplane whose boundary is $S_g$. For instance, if $g = (\frac{\alpha}{\gamma}, \frac{\beta}{\delta}) \in \text{SL}_2(\mathbb{H})$, then $g\infty \neq \infty$ if and only if $\gamma \neq 0$ and its isometric sphere is then $S_g = \{z \in \mathbb{H} : n(\gamma z + \delta) = 1\}$ and $S_g^+ = \{(z, r) \in \mathbb{H}_5^n : n(\gamma z + \delta) + r^2 \geq 1\}$.

Recall that since $\Gamma$ has finite covolume, every parabolic fixed point $\xi$ of $\Gamma$ is bounded, that is the quotient of $\partial_\infty \mathbb{H}_5^n - \{\xi\}$ by the stabilizer of $\xi$ in $\Gamma$ is compact. Let $\mathcal{D}_\infty$ be a compact fundamental domain for the action of the stabilizer of $\infty$ in $\Gamma$ on $\mathbb{R}^{n-1}$. Then the Ford fundamental domain $\mathcal{F}_\Gamma$ of $\Gamma$ associated to $\mathcal{D}_\infty$ is

$$\mathcal{F}_\Gamma = \left( \bigcap_{g \in \Gamma, g\infty \neq \infty} S_g^+ \right) \cap (\mathcal{D}_\infty \times ]0, +\infty[) .$$

It is well known (see for instance [3], page 239) that $\mathcal{F}_\Gamma$ is a fundamental domain for $\Gamma$ acting on $\mathbb{H}_5^n$ (in particular, $\mathcal{F}_\Gamma$ satisfies condition (i) of a weak fundamental domain) and that the set of points at infinity of $\bigcap_{g \in \Gamma, g\infty \neq \infty} S_g^+$ is a locally finite set of parabolic fixed points in $\partial_\infty \mathbb{H}_5^n$. Furthermore, since parabolic fixed points are bounded and have a precisely invariant horoball centered at them, and since the tangency of a circle and its tangent is quadratic, the condition (iii) is satisfied for every $\epsilon$ small enough. Note that $\mathcal{F}_\Gamma$ satisfies condition (ii) with $K = \mathcal{D}_\infty$.

Let us fix a weak fundamental domain $\mathcal{F}$ for the action of $\text{SL}_2(\mathscr{O})$ on $\mathbb{H}_5^n$. A positive definite form $f \in \mathcal{D}^+(\mathscr{O})$ is reduced if $\Phi([f]) \in \mathcal{F}$ and an indefinite form $f \in \mathcal{D}^+(\mathscr{O})$ is reduced if $\Psi([f]) \cap \mathcal{F} \neq 0$. We say that a negative definite form $f \in -\mathcal{D}^+(\mathscr{O})$ is reduced if $-f$ is reduced. The notion of being reduced does depend on the choice of a weak fundamental domain, which allows to choose it appropriately when computing examples. Recall that $\mathcal{D}(\Delta)$ is equal to $\mathcal{D}^+(\Delta)$ if $\Delta > 0$ and to $\mathcal{D}^+(\Delta) \cup -\mathcal{D}^+(\Delta)$ if $\Delta < 0$.

**Theorem 18** For every $\Delta \in \mathbb{Z} - \{0\}$, the number of reduced elements of $\mathcal{D}(\mathscr{O}, \Delta)$ is finite.

Theorem 4 in the Introduction is a restatement of this one.

**Proof.** Note that the Euclidean norm on $\mathbb{H}$ is $\|z\| = n(z)^{\frac{1}{2}}$.

Let us first prove that the number of reduced elements of $\mathcal{D}^+(\mathscr{O}, \Delta)$ is finite.

For every $f \in \mathcal{D}^+(\mathscr{O}, \Delta)$, let $a = a(f) > 0$, $b = b(f)$ and $c = c(f)$. We have $n(b) - ac = \Delta < 0$, hence $c$ is determined by $a$ and $b$. The form $f$ is reduced if and only if $\Phi([f]) = (-\frac{b}{a}, \sqrt{\frac{b}{a}}) \in \mathcal{F}$. By the condition (ii) and since $K$ is compact, $\|\frac{b}{a}\|$ is bounded. Hence, if we have an upper bound on $a$, by the discreteness of $\mathscr{O}$, the elements $a$ and $b$ may take only finitely many values, and so does $c$, therefore the result follows.

Let $\kappa, \epsilon, Z$ be as in the condition (iii). If $\sqrt{\frac{b}{a}} \geq \epsilon$, then $a$ is bounded from above, and we are done. Otherwise, by condition (iii), there exists $s$ in the finite set $Z$ such that $\Phi([f]) \in \mathcal{F}_s$. In particular,

$$\left\| -\frac{b}{a} - s \right\| \leq \kappa \left(\sqrt{\frac{b}{a}}\right)^2 .$$
Since the set of parabolic elements of $\text{SL}_2(\mathcal{O})$ is $A \cup \{\infty\}$, we may write $s = \frac{u}{v}$ with $u \in \mathcal{O}$ and $v \in \mathbb{N} - \{0\}$. The above inequality becomes

$$a \| bv + au \| \leq \kappa |\Delta| v .$$

The element $bv + au \in \mathcal{O}$ either is equal to 0 or has reduced norm, hence Euclidean norm, at least 1. In the second case, we have an upper bound on $a$, as wanted. In the first case, we have $\frac{b}{a} = -\frac{u}{v}$, that is $b = -\frac{au}{v}$. Hence

$$\Delta v^2 = (n(b) - ac)v^2 = a(a n(u) - cv^2) .$$

Since $a n(u) - cv^2 \in \mathbb{Z}$, the integer $a$ divides the nonzero integer $\Delta v^2$, hence $a$ is bounded, as wanted.

Let us now prove that the number of reduced elements of $\mathcal{O}_A \cap \mathfrak{F}$ is finite, which concludes the proof of Theorem 1 [15].

We have $\Delta > 0$. With $K$ a compact subset as in the condition (ii), let $\delta = \sup_{x \in K} \|x\|$. Let $f \in \mathcal{O}_A \cap \mathfrak{F}$ be reduced, and fix $(z, r) \in \mathcal{C}(f) \cap \mathfrak{F}$. Let $a = a(f), b = b(f)$ and $c = c(f)$.

Assume first that $a = 0$. Then $n(b) = \Delta$, hence $b$ takes only finitely many values, by the discreteness of $\mathcal{O}$. Recalling that $\mathcal{C}(f) = \{(z, r) \in \mathbb{H}_R^5 : \text{tr}(\tau b) + c = 0\}$, we have by the Cauchy-Schwarz inequality

$$|c| = |\text{tr}(\tau b)| \leq 2 \|z\| \|b\| \leq 2 \delta \sqrt{\Delta} .$$

Again by discreteness, $c$ takes only finitely many values, and the result follows.

Assume that $a \neq 0$, and up to replacing $f$ by $-f$ (which is reduced if $f$ is), that $a > 0$. We have $n(b) - ac = \Delta$, hence $c$ is determined by $a$ and $b$. Recalling that $\mathcal{C}(f) = \{(z, r) \in \mathbb{H}_R^5 : n(az + b) + a^2 r^2 = \Delta\}$, we have by the triangular inequality

$$\|z + \frac{b}{a}\| \leq \|z + \frac{b}{a}\| + \|z\| \leq \sqrt{\Delta} + \delta .$$

Hence as in the positive definite case, if we have an upper bound on $a$, the result follows.

Let $\kappa, \epsilon, Z$ be as in the condition (iii). Note that $r \leq \frac{\sqrt{\Delta}}{a}$. Hence if $r \geq \epsilon$, then we have an upper bound $a \leq \frac{\sqrt{\Delta}}{\epsilon}$, as wanted. Therefore, we may assume that $(z, r)$ belongs to $\mathcal{C}(f) \cap \mathfrak{F}$, for some $s \in Z$. In particular,

$$\|z + \frac{b}{a}\| = \sqrt{\frac{\Delta}{a^2} - r^2} \quad \text{and} \quad \|z - s\| \leq \kappa r^2 .$$

First assume that $\|\frac{b}{a} + s\| \geq \frac{\sqrt{\Delta}}{a}$. Then by the inverse triangular inequality

$$\kappa r^2 \geq \|s - z\| \geq \|\frac{b}{a} + s\| - \|z + \frac{b}{a}\| \geq \frac{\sqrt{\Delta}}{a} - \sqrt{\frac{\Delta}{a^2} - r^2} \geq \frac{r^2}{2 \frac{\sqrt{\Delta}}{a}} .$$

Therefore, we have an upper bound $a \leq 2 \kappa \sqrt{\Delta}$, as wanted.

Now assume that $\|\frac{b}{a} + s\| < \frac{\sqrt{\Delta}}{a}$. Write $s = \frac{u}{v}$ with $u \in \mathcal{O}$ and $v \in \mathbb{N} - \{0\}$. We have $n(au + bv) < \Delta v^2$. The element $w = au + bv$, belonging to $\mathcal{O}$ and having reduced norm at most $\Delta v^2$, can take only finitely many values. The positive integer $v^2 \Delta - n(w)$ is equal to

$$v^2(n(b) - ac) - n(au + bv) = -\text{tr}(\tau w b) - n(\tau w) - v^2 ac = -a(\text{tr}(\tau b v) + a n(u) + v^2 c) .$$
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Since \( \text{tr}(\pi b v) + a n(u) + v^2 c \in \mathbb{Z} \) by the properties of the reduced norm, the reduced trace and the conjugate of elements of \( \mathcal{O} \), this implies that the integer \( a \) divides the nonzero integer \( v^2 \Delta - n(w) \), hence \( a \) is bounded, as wanted.

This concludes the proof of Theorem 18. \( \square \)

**Corollary 19** For every \( \Delta \in \mathbb{Z} - \{0\} \), the number of orbits of \( \text{SL}_2(\mathcal{O}) \) in \( \mathcal{Z}(\mathcal{O}, \Delta) \), hence in \( \mathcal{Z}^+ (\mathcal{O}, \Delta) \) and in \( \mathcal{Z}^\pm (\mathcal{O}, \Delta) \), is finite.

**Proof.** This immediately follows from Theorem 18 by the equivariance properties in Proposition 16 and the assumption (i) on a weak fundamental domain (that was not used in the proof of Theorem 18). \( \square \)

**Example.** Let \( A \) be Hamilton’s quaternion algebra over \( \mathbb{Q} \). Let \( \mathcal{O} \) be Hurwitz’s maximal order in \( A \), and let \( \mathcal{O}' = \mathbb{Z} + \mathbb{Z}i + \mathbb{Z}j + \mathbb{Z}k \) be the order of Lipschitz integral quaternions.

We identify \( \mathbb{H} \) and \( \mathbb{R}^4 \) by the \( \mathbb{R} \)-linear map sending \((1, i, j, k)\) to the canonical basis of \( \mathbb{R}^4 \). Let \( V \subset \mathcal{O}' \) denote the set of vertices of the 4-dimensional unit cube \([0,1]^4\). We claim that the set

\[
\mathcal{F} = \{(z,r) \in \mathbb{H}^5_{\mathbb{R}} : z \in [0,1]^4, n(z-s) + r^2 \geq 1 \text{ for all } s \in V\}
\]

is a weak fundamental domain for \( \text{SL}_2(\mathcal{O}') \), hence for \( \text{SL}_2(\mathcal{O}) \). For every \( s \in V \), the 3-sphere in \( \mathbb{H} \) with equation \( n(z-s) = 1 \) is the isometric sphere of \( \begin{pmatrix} 0 & -1 \\ 1 & s \end{pmatrix} \in \text{SL}_2(\mathcal{O}') \).

Since the diameter of the cube \([0,1]^4\) is 2, the closed balls bounded by these spheres cover \([0,1]^4\). This unit cube is a fundamental polytope of the subgroup of unipotent elements of \( \text{SL}_2(\mathcal{O}') \) fixing \( \infty \). Thus, \( \mathcal{F} \) contains a Ford fundamental domain of \( \text{SL}_2(\mathcal{O}') \), which implies property (i) of a weak fundamental domain. Property (ii) (with \( K \) the unit cube) is valid by the definition of \( \mathcal{F} \). Property (iii) follows from the fact that the only point at infinity of \( \mathcal{F} \) besides \( \infty \) is the center point \( \frac{1+i+j+k}{2} \) of the unit cube, which is the only point of this cube which does not belong to one of the open balls whose boundary is one of the isometric spheres used to define \( \mathcal{F} \). Note that \( \frac{1+i+j+k}{2} \in \mathcal{F} \).

Recall that a positive definite Hamiltonian form \( f \in \mathcal{Z}^+ (\mathcal{O}, \Delta) \) with coefficients \( a = a(f), b = b(f) = b_1 + b_2i + b_3j + b_4k \) and \( c = c(f) \) is reduced (for this choice of weak fundamental domain) if \( (-\frac{c}{a}, \frac{b}{\sqrt{a}}, \frac{a}{\sqrt{a}}) \in \mathcal{F} \). A straightforward manipulation of the defining inequalities of \( \mathcal{F} \) shows that \( f \in \mathcal{Z}^+ (\mathcal{O}, \Delta) \) is reduced if and only if its coefficients satisfy the following set of 25 inequalities

\[
\begin{align*}
    a &> 0, & 0 \leq -b_\ell &\leq a, & a(a-c-2 \sum_{m \in P} b_m) &\leq \text{Card}(P) & (35)
\end{align*}
\]

for all \( \ell \in \{1, 2, 3, 4\} \) and for all subsets \( P \subset \{1, 2, 3, 4\} \). Theorem 18 implies that there are only a finite number of forms in \( \mathcal{Z}^+ (\mathcal{O}, \Delta) \) whose coefficients satisfy the inequalities (35).

Similarly, an indefinite Hamiltonian form \( f \in \mathcal{Z}^\pm (\mathcal{O}, \Delta) \) with \( a(f) = a > 0, b(f) = b_1 + b_2i + b_3j + b_4k \) and \( c(f) = c \) is reduced, that is \( \mathcal{E}(f) \) meets \( \mathcal{F} \), if and only if the following system of 16 linear inequalities and one quadratic inequality in four real variables \( X_1, X_2, X_3, X_4 \) has a solution in the unit cube \([0,1]^4\):

\[
\begin{align*}
    \sum_{\ell=1}^{4} 2X_\ell \frac{b_\ell}{a} + X_\ell^2 &\leq -\frac{c}{a}, & \sum_{\ell=1}^{4} 2X_\ell \frac{b_\ell}{a} + \sum_{m \in P} 2X_m &\leq -1 - \frac{c}{a} + \text{Card}(P),
\end{align*}
\]

for all subsets \( P \subset \{1, 2, 3, 4\} \).
The hyperbolic covolume of $\text{SL}_2(\mathcal{O})$, by Vincent Emery

Let $A$ be a definite quaternion algebra over $\mathbb{Q}$, with reduced discriminant $D_A$, and let $\mathcal{O}$ be a maximal order in $A$ (see for instance [Vig] and Section 2 for definitions and properties). Given a quaternion algebra $A'$ over a field $k$, let $\text{SL}_2(A') = \text{SL}_1(\mathcal{M}_2(A'))$ be the group of elements of the central simple $2 \times 2$ matrix algebra $\mathcal{M}_2(A')$ having reduced norm 1. For any subring $\mathcal{O}'$ of $A'$, let $\text{SL}_2(\mathcal{O}') = \text{SL}_2(A') \cap \mathcal{M}_2(\mathcal{O}')$ and $\text{PSL}_2(\mathcal{O}') = \text{SL}_2(\mathcal{O}')/\{\pm \text{id}\}$.

Fixing an identification between $A \otimes_{\mathbb{Q}} \mathbb{R}$ and Hamilton’s real quaternion algebra $\mathbb{H}$ turns $\text{SL}_2(\mathcal{O})$ into an arithmetic lattice in $\text{SL}_2(\mathbb{H})$. Hence $\text{SL}_2(\mathcal{O})$ acts by isometries with finite covolume on the real hyperbolic space $\mathbb{H}_\mathbb{R}^2$ (see for instance Section 3 for generalities).

In this appendix, the following result is proved using Prasad’s volume formula in [Pra]. See the main body of this paper for a proof using Eisenstein series. The author of this appendix thanks Jouni Parkkonen and Frédéric Paulin for helpful discussions. He is particularly grateful to Frédéric Paulin for his help concerning the Bruhat-Tits buildings appearing in the proof. This work is supported by the Swiss National Science Foundation, Project number PP00P2-128309/1.

**Theorem 20** The hyperbolic covolume of $\text{SL}_2(\mathcal{O})$ is

$$\text{Covol}(\text{SL}_2(\mathcal{O})) = \frac{\zeta(3)}{11520} \prod_{p \mid D_A} (p^3 - 1)(p - 1),$$

where $p$ ranges over the prime integers.

**Proof.** Let $\mathcal{P}$ be the set of positive primes in $\mathbb{Z}$. For every $p \in \mathcal{P}$, let $\mathcal{O}_p = \mathcal{O} \otimes_{\mathbb{Z}} \mathbb{Z}_p$, which is a maximal order in the quaternion algebra $A_p = A \otimes_{\mathbb{Q}} \mathbb{Q}_p$ over $\mathbb{Q}_p$ (see for instance [Vig] page 84).

We refer for instance to [Tit1] for the classification of the semi-simple connected algebraic groups over $\mathbb{Q}$. Let $G$ be the (affine) algebraic group over $\mathbb{Q}$, having as group of $K$-points, for each characteristic zero field $K$, the group

$$G(K) = \text{SL}_2(A \otimes_{\mathbb{Q}} K) = \text{SL}_1(\mathcal{M}_2(A \otimes_{\mathbb{Q}} K)).$$

The group $G$ is absolutely (quasi-)simple and simply connected. Indeed, the $\mathbb{C}$-algebra $A \otimes_{\mathbb{Q}} \mathbb{C}$ is isomorphic to $\mathcal{M}_2(\mathbb{C})$ and thus the complex Lie group $G(\mathbb{C})$ is isomorphic to $\text{SL}_1(\mathcal{M}_4(\mathbb{C})) = \text{SL}_4(\mathbb{C})$ (note that we are using the reduced norm and not the norm). Furthermore, $G$ is an inner form of the split algebraic group $\mathcal{G} = \text{SL}_4$ over $\mathbb{Q}$. The (absolute) rank of $\mathcal{G}$ and the exponents of $\mathcal{G}$ are given by

$$r = 3 \quad \text{and} \quad m_1 = 1, \ m_2 = 2, \ m_3 = 3 \quad (36)$$

(see for instance [Pra] page 96]). We consider the $\mathbb{Z}$-form of $G$ such that $G(\mathbb{Z}) = \text{SL}_2(\mathcal{O})$ and $G(\mathbb{Z}_p) = \text{SL}_2(\mathcal{O}_p)$ for every $p \in \mathcal{P}$ (see for instance [PP1] page 382 for details).

Let $\mathcal{F}_{G,\mathbb{Q}_p}$ be the Bruhat-Tits building of $G$ over $\mathbb{Q}_p$ (see for instance [Tit2] for the necessary background on Bruhat-Tits theory). Recall that a subgroup of $G(\mathbb{Q}_p)$ is parahoric if it is the stabilizer of a simplex of $\mathcal{F}_{G,\mathbb{Q}_p}$; a coherent family of parahoric subgroups of $G$ is a family $(Y_p)_{p \in \mathcal{P}}$, where $Y_p$ is a parahoric subgroup of $G(\mathbb{Q}_p)$ and $Y_p = G(\mathbb{Z}_p)$ for $p$ big enough. The principal lattice associated with this family is the subgroup $G(\mathbb{Q}) \cap \prod_p Y_p$ of
\( \mathbf{G}(\mathbb{Q}) \) (diagonally contained in the group \( \mathbf{G}(\mathbb{A}_f) = \prod'_p \mathbf{G}(\mathbb{Q}_p) \) of finite adèles of \( \mathbf{G} \), where as usual \( \prod' \) indicates the restricted product).

For every \( p \in \mathcal{P} \), recall that by the definition of the discriminant \( D_A \) of \( A \), if \( p \) does not divide \( D_A \), then the algebra \( A_p \) is isomorphic to \( \mathcal{M}_2(\mathbb{Q}_p) \), and otherwise \( A_p \) is a \( d^2 \)-dimensional central division algebra with center \( \mathbb{Q}_p \) with \( d = 2 \). Furthermore, for the discrete valuation \( \nu = \nu_p \circ \mathfrak{n} \) where \( \nu_p \) is the discrete valuation of \( \mathbb{Q}_p \) and \( \mathfrak{n} \) the reduced norm on \( A_p \), the maximal order \( \mathcal{O}_p \) is equal to the valuation ring of \( \nu \) (see for instance [Vig] page 34).

First assume that \( p \) does not divide \( D_A \). Then \( \mathbf{G} \) is isomorphic to \( \mathcal{G} = \text{SL}_4 \) over \( \mathbb{Q}_p \).

The vertices of the building \( \mathcal{G}_{\mathbb{Q}_p} \) are the homothety classes of \( \mathbb{Z}_p \)-lattices in \( \mathbb{Q}_p^4 \). In particular \( \text{SL}_2(\mathcal{O}_p) = \text{SL}_4(\mathbb{Z}_p) \) is the stabilizer of the class of the standard \( \mathbb{Z}_p \)-lattice \( \mathbb{Z}_p^4 \), hence is parahoric.

Now assume that \( p \) divides \( D_A \). Then \( \mathbf{G}(\mathbb{Q}_p) = \text{SL}_m(A_p) \) with \( m = 2 \) and \( \mathbf{G}(\mathbb{Q}_p) \) has local type \( d A_{md-1} = 2A_3 \) in Tits’ classification [Tit2] §4.4. The corresponding local index is shown below:

```
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Local index of type \( 2A_3 \)

The building \( \mathcal{G}_{\mathbb{Q}_p} \) is a tree (see for instance [Ser] for the construction of the Bruhat-Tits tree of \( \text{SL}_2(K) \) even when \( K \) is a non-commutative division algebra endowed with a discrete valuation). Its vertices are the homothety classes of \( \mathcal{O}_p \)-lattices in the right \( A_p \)-vector space \( A_p^2 \). In particular \( \text{SL}_2(\mathcal{O}_p) \) is the stabilizer of the class of the standard \( \mathcal{O}_p \)-lattice \( \mathcal{O}_p^2 \), hence is parahoric.

Therefore, by definition the family \( (\text{SL}_2(\mathcal{O}_p))_{p \in \mathcal{P}} \) is a coherent family of (maximal) parahoric subgroups of \( \mathbf{G} \), and \( \text{SL}_2(\mathcal{O}) = \mathbf{G}(\mathbb{Z}) = \mathbf{G}(\mathbb{Q}) \cap \prod_{p \in \mathcal{P}} \mathbf{G}(\mathbb{Z}_p) \) is its associated principal lattice.

For every \( p \in \mathcal{P} \), let \( \overline{M}_p \) (respectively \( \overline{\mathcal{M}}_p \)) be the Levi subgroup, defined over the residual field \( \overline{F}_p = \mathbb{Z}_p/p\mathbb{Z}_p \), of the identity component of the reduction modulo \( p \) of the smooth affine group scheme over \( \mathbb{Z}_p \) associated with the vertex of \( \mathcal{G}_{\mathbb{Q}_p} \) (respectively \( \mathcal{G}_{\mathbb{Z}_p} \)) stabilized by the parahoric subgroup \( \text{SL}_2(\mathcal{O}_p) \) (respectively \( \text{SL}_4(\mathbb{Z}_p) \)); see for instance [Tit2] §3.5. Note that \( \overline{M}_p = \overline{\mathcal{M}}_p \) if \( p \) does not divide \( D_A \), and that for every \( p \in \mathcal{P} \) the algebraic group \( \overline{\mathcal{M}}_p \) is isomorphic to \( \text{SL}_4 \) over \( \overline{F}_p \). In particular \( \overline{\mathcal{M}}_p(\overline{F}_p) = \text{SL}_4(\overline{F}_p) \) and thus, for every \( p \in \mathcal{P} \),

\[
\dim \overline{\mathcal{M}}_p = 15 \quad \text{and} \quad |\overline{\mathcal{M}}_p(\overline{F}_p)| = p^6(p^2 - 1)(p^3 - 1)(p^4 - 1) \ , \tag{37}
\]

the orders of finite groups of Lie type being listed for example in [Ono] Table 1. If \( p \) divides \( D_A \), by applying the theory in [Tit2] §3.5.2 on the local index \( 2A_3 \), we see that the semi-simple part \( \overline{M}_p^{ss} \) of \( \overline{M}_p \) (given as the commutator algebraic group \( [\overline{M}_p, \overline{M}_p] \) of \( \overline{M}_p \)) is of type \( 2(A_1 \times A_1) \) and the radical \( R(\overline{M}_p) \) of \( \overline{M}_p \) must be a one-dimensional non-split torus over \( \overline{F}_p \). In particular \( |R(\overline{M}_p)(\overline{F}_p)| = p + 1 \) and \( \overline{M}_p(\overline{F}_p) \) has the same order as \( \text{SL}_2(\overline{F}_p^2) \), that
is \( p^2(p^4 - 1) \). Since the radical \( R(M_p) \) is central in \( M_p \) and the intersection \( R(M_p) \cap M_p^{ss} \) is finite (see [Spr Prop. 7.3.1]), the product map

\[
\frac{M_p^{ss}}{R(M_p)} \rightarrow M_p
\]

\((x, y) \mapsto xy\)

is an isogeny (defined over \( \mathbb{F}_p \)) and using Lang’s isogeny theorem (see for example [PR Prop 6.3, page 290]), we obtain the order of \( M_p(\mathbb{F}_p) \) as the product \( |M_p(\mathbb{F}_p)| \cdot |R(M_p)(\mathbb{F}_p)| \).

Therefore, for every \( p \in \mathcal{P} \) dividing \( D_A \),

\[
\dim M_p = 7 \quad \text{and} \quad |M_p(\mathbb{F}_p)| = p^2(p^4 - 1)(p + 1) .
\] (38)

Let \( \mu \) be the Haar measure on \( G(\mathbb{R}) = \text{SL}_2(\mathbb{H}) \) normalized as in [Pra]. That is, if \( w \) is the top degree exterior form on the real Lie algebra of \( G(\mathbb{R}) \) whose associated invariant differential form on \( G(\mathbb{R}) \) defines the measure \( \mu \), if \( G_u(\mathbb{R}) \) is a compact real form of \( G(\mathbb{C}) \), then the complexification \( w_C \) of \( w \) on the complex Lie algebra of \( G(\mathbb{C}) = G_u(\mathbb{C}) \) defines a top degree exterior form \( w_u \) on the real Lie algebra of \( G_u(\mathbb{R}) \), whose associated invariant differential form on \( G_u(\mathbb{R}) \) defines a measure \( \mu_u \), and we require that \( \mu_u(G_u(\mathbb{R})) = 1 \).

Let \( \mu' \) be the Haar measure on \( \text{PSL}_2(\mathbb{H}) = \text{SO}_0(1, 5) \) which disintegrates by the fibration \( \text{SO}_0(1, 5) \rightarrow \text{SO}_0(1, 5)/\text{SO}(5) = \mathbb{H}^5_{\mathbb{R}} \), with measures on the fibers of total mass one, and measure on the base the Riemannian measure \( d\text{vol}_{\mathbb{H}^5_{\mathbb{R}}} \) of the Riemannian metric of constant sectional curvature \(-1\). Let \( \mu' \) be the Haar measure on \( \text{SL}_2(\mathbb{H}) \) such that the tangent map at the identity of the double cover of real Lie groups \( \text{SL}_2(\mathbb{H}) \rightarrow \text{PSL}_2(\mathbb{R}) \) preserves the top degree exterior forms defining the Haar measures. In particular, since \(-\text{id}\) belongs to \( \text{SL}_2(\ell) \),

\[
\text{Covol}(\text{SL}_2(\ell)) = \text{Vol}_{\mathbb{H}^5_{\mathbb{R}}} (\text{PSL}_2(\ell) \backslash \mathbb{H}^5_{\mathbb{R}}) = \mu'(\text{PSL}_2(\ell) \backslash \text{PSL}_2(\mathbb{H})) = \tilde{\mu}'(\text{SL}_2(\ell) \backslash \text{SL}_2(\mathbb{H})) .
\] (39)

Similarly, with \( S_5 \) the 5-sphere endowed with its standard Riemannian metric of constant sectional curvature \(+1\), let \(\mu'_u \) be the Haar measure on \( \text{SO}(6) \) which disintegrates by the fibration \( \text{SO}(6) \rightarrow \text{SO}(6)/\text{SO}(5) = S_5 \) with measures on the fibers of total mass one, and measure on the base the Riemannian measure. In particular, \(\mu'_u(\text{SO}(6)) = \text{Vol}(S_5) \).

Recall that \( \text{Vol}(S_n) = \frac{2\pi^n}{(m-1)!} \) if \( n = 2m - 1 \geq 3 \). It is well known (see for instance [Hel]) that the duality \( G/K \leftrightarrow G_u/K \) between irreducible symmetric spaces of non-compact type endowed with a left invariant Riemannian metric and the ones of compact type, where \( G_u \) is a compact form of the complexification of \( G \), sends \( \mathbb{H}^5_{\mathbb{R}} \) on \( S_5 \), hence \( \mu'_u \) on \( \mu'_u \).

The maximal compact subgroup \( \text{SU}(4) \) of \( \text{SL}_4(\mathbb{C}) \) is a covering of degree 2 of \( \text{SO}(6) \), which is the compact real form corresponding to \( \text{SO}_0(1, 5) \). Hence we have (as first proved in [Eme §13.3])

\[
\tilde{\mu}' = 2 \text{Vol}(S_5) \mu = 2\pi^3 \mu .
\] (40)

By Prasad’s volume formula [Pra Theo. 3.7] (where with the notation of this theorem, \( \ell = k = \mathbb{Q} \) hence \( D_k = D_\ell = 1 \), \( S = V_\infty = \{ \infty \} \) and the Tamagawa number \( \tau_\mathbb{Q} (G) = 1 \)), we have, since \( M_p = M_p \) if \( p \) does not divide \( D_A \) and by Equation (36) for the second
equality,
\[
\mu(\text{SL}_2(\mathbb{O}) \setminus \text{SL}_2(\mathbb{H})) = \prod_{i=1}^{r} \frac{(m_i)!}{(2\pi)^{m_i+1} \prod_{p \in \mathcal{P}} p^{(\dim \mathcal{M}_p + \dim \mathcal{A}_p)/2} \left| \mathcal{M}_p(\mathbb{F}_p) \right|} \]
\[
= \frac{12}{(2\pi)^9} \prod_{p \in \mathcal{P}} p^{\dim \mathcal{A}_p} \left| \mathcal{M}_p(\mathbb{F}_p) \right| \prod_{p \in \mathcal{P}} \frac{\left| \mathcal{M}_p(\mathbb{F}_p) \right|}{\left| \mathcal{M}_p(\mathbb{F}_p) \right|} \frac{\left| \mathcal{M}_p(\mathbb{F}_p) \right|}{\left| \mathcal{M}_p(\mathbb{F}_p) \right|} \left. \right(\text{dim} \mathcal{M}_p - \text{dim} \mathcal{A}_p) / 2. \quad (41)
\]

Using Euler’s product formula \( \zeta(s) = \prod_{p \in \mathcal{P}} \frac{1}{1 - p^{-s}} \) for Riemann’s zeta function, we have by Equation (37), since \( \zeta(2) = \frac{\pi^2}{6} \) and \( \zeta(4) = \frac{\pi^4}{90} \),
\[
\prod_{p \in \mathcal{P}} \frac{p^{\dim \mathcal{A}_p}}{\left| \mathcal{M}_p(\mathbb{F}_p) \right|} = \zeta(2) \zeta(3) \zeta(4) = \frac{\pi^6 \zeta(3)}{540}. \quad (42)
\]

Using the equations (39), (40), (41), (42), (37) and (38), the result follows. \( \square \)
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