A roadmap toward the theory of vibrational polariton chemistry
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The field of vibrational polariton chemistry was firmly established in 2016 when a chemical reaction rate at room temperature was modified within a resonantly tuned infrared cavity without externally driving the system. Despite intense efforts by scientists around the world to understand why the reaction rate changes, no convincing theoretical explanation exists. In this perspective, first, we briefly review this seminal experiment, as well as relevant experiments that have since followed that have hinted at the roles of reactant concentration, cavity frequency, and symmetry. Then, we analyze the relevance of leading theories, such as quantum electrodynamics-modified transition rate theories, the photonic solvent cage effect, the impact of dissipation from dark states, bond strengthening via intramolecular vibrational energy redistribution, and collectively enhanced local molecular properties. Finally, we construct a roadmap toward the theory of vibrational polariton chemistry by suggesting experiments to test theories and new paths for theorists. We believe that understanding the importance of the onset of the strong coupling regime, designing experiments to capture changes in reaction pathways, and further developing the theories of cavity-modified intramolecular vibrational energy redistribution and collectively enhanced local molecular properties are crucial next steps. We hope this perspective will be a valuable resource for guiding research in the field of vibrational polariton chemistry.

I. INTRODUCTION

Chemists have long fantasized about influencing chemical reactivity, creating molecules impossible with the conventional toolset of synthetic chemistry, and unraveling mechanisms of energy transfer relevant to photosynthesis by selectively exciting a vibrational mode. Studies in the 1980s and 1990s [1–4], however, found that intramolecular vibrational energy redistribution (IVR) severely limited the efficiency of mode-selective excitation unless the reactions took place in cryogenic temperatures. In 2016, Thomas \textit{et al.} revitalized interest in this pursuit and established the field of vibrational polariton chemistry when they demonstrated that a chemical reaction, at room temperature, could be modified within the environment of a resonantly-tuned infrared cavity without externally driving the system [5], as shown schematically in Fig. 1. This discovery opened the door to myriad tantalizing possibilities, but despite intense efforts since by scientists around the world to understand why the reaction rate changes, at the time of writing, no convincing explanation exists.

In this perspective geared at both those interested in joining the field and veterans who would appreciate a guide through the slew of theoretical papers that have been released in the past five years, we evaluate theories put forth thus far against the experimental evidence amassed and suggest future studies toward the theory of vibrational polariton chemistry. First, we briefly review the seminal experiment from 2016, as well as relevant experiments that have since followed that have hinted at the roles of symmetry, concentration, kinetics, and strong coupling. We focus on experimental details and results that a robust theory of vibrational polariton chemistry must include and justify, respectively. Then, we discuss the major theories, focusing on their relations to the well-established theories of chemical reaction dynamics and analyzing their relevance to the conditions achieved in the experiments. Finally, we construct a roadmap toward the theory of vibrational polariton chemistry by suggesting experiments to test theories and new paths for theorists. Based on our evaluation of the theories and experiments, we believe that studying the roles of symmetries and cavity losses in intra- and inter-molecular energy transfer, as well as extending theories concerning collectively enhanced-modifications to local environments to chemical reactions, are crucial next steps for the polariton chemistry community. We suggest specific studies for re-visiting old experiments with new insights and for teasing out the role of intra- and inter-molecular energy transfer. We also look toward the future of vibrational polariton chemistry once the first batch of experiments have been understood with suggestions for future applications.

II. EXPERIMENTS

We begin by reviewing the seminal experiment by Thomas \textit{et al.} in Ref. 5, representative of further experiments confirming similar trends [7]. We favor a more detailed description of the experimental conditions, as we will later show in detail which experimental conditions the various proposed theories do or do not correspond to.
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FIG. 1. Schematic of a model cavity-modified chemical reaction. When the cavity mode is resonant with a vibrational excitation of the molecule, dissociation of the molecule is slowed down.

inside an infrared (IR) cavity without externally driving the system with IR photons. The rate-limiting step is thought to involve the attack of the fluoride ion (F\(^-\)) from tetra-n-butylammonium fluoride (TBAF) onto the silicon atom of 1-phenyl-2-trimethylsilylacetylene (PTA), resulting in dissociation of PTA into two products upon breaking the Si-C bond. The entire reaction occurs in a polar solvent, methanol. The PTA reactant has several well defined vibrational modes that can be identified in IR spectroscopy, including a mode at 860 cm\(^-1\) with a full-width at half-maximum of 39 cm\(^-1\) that largely corresponds to local vibration of the Si-C bond broken during the course of the reaction. The cavity consists of two parallel mirrors separated by a few microns, the precise distance of which can be tuned to shift the resonance frequencies given as 10\(^4\)m/(2nL) in wavenumber units cm\(^{-1}\), where \(m\) is the integer mode order, \(n\) is the refraction index, and \(L\) is the length of the cavity in \(\mu\). Importantly, the cavity mirrors are gold with several hundred nanometers of silica deposited on the inner surfaces, such that neither the gold itself nor its plasmonic near fields directly contact the reaction mixture. To compare the reaction inside versus outside the IR cavity, they also create an identical device, except with no gold deposited such that the vacuum electric field cannot be concentrated within the volume of the device. Because the reactant and product have different refractive indices \(n\), the progress of the reaction can be tracked by measuring the frequency drift of one of the higher order cavity resonance peaks that are far off-resonant from any of the vibrational modes of any of the molecules involved in the reaction.

They tune the \(m = 2\) mode of the cavity with a FWHM of 30 cm\(^{-1}\) in resonance with the vibrational mode corresponding largely to Si-C vibration in PTA at 860 cm\(^{-1}\), resulting in a Rabi splitting \(\hbar \Omega_R\) of 98 cm\(^{-1}\) and putting the system squarely within the collective strong-coupling regime. Interestingly, they show that the reaction rate constant decreases inside the cavity versus outside the cavity.

To better understand this decrease in reaction rate,
Thomas et al. sweep three experimental conditions in the aforementioned setup. First, as shown in Fig. 2(a), they sweep the concentration of PTA in the solution from 0.87 M to 3.37 M. They then show there is a linear relationship between the square root of the concentration of PTA and the Rabi splitting observed in the IR transmission spectrum and a nonlinear decrease of the relative reaction rate constant inside the cavity versus outside the cavity, from $\sim0.4$ to $\sim0.2$, for increasing Rabi splitting. Second, as shown in Fig. 2(b), they sweep the frequency of the second cavity mode from 820 to 940 cm$^{-1}$ and show that the reaction rate constant decreases the most around 860 cm$^{-1}$, while the reaction outside the cavity shows no dependence on the distance between the dielectric mirrors (“outside the cavity”) that corresponds to the resonant frequencies of the cavity with gold mirrors. Notably, the linewidth of the dip in reaction rate inside the cavity closely follows the linewidth of the dip in IR transmission of PTA outside the cavity. Third, they sweep the temperature from 294 to 312 K for the reaction both inside and outside the cavity and show a generally linear relationship between the logarithm of the reaction rate constant vs. the inverse temperature for both conditions. These curves are fit to the Eyring equation of chemical reaction dynamics, which looks similar to the empirically derived Arrhenius equation but is in fact derived from statistical mechanical considerations:

$$k = \frac{\kappa k_B T}{h} e^{\frac{-\Delta G^\ddagger}{RT}},$$

where $k$ is the reaction rate constant, $\kappa$ is the transmission coefficient that quantifies how often reactants successfully pass through the activation barrier to the product side without returning and is generally assumed to be 1, $T$ is the temperature, the free energy of activation is $\Delta G^\ddagger = \Delta H^\ddagger - T\Delta S^\ddagger$, the activation enthalpy is $\Delta H^\ddagger$ and activation entropy is $\Delta S^\ddagger$. The Eyring equation, therefore, parametrizes a reaction by just two parameters, the activation enthalpy $\Delta H^\ddagger$ and activation entropy $\Delta S^\ddagger$. For [PTA]=2.53 M and $h\Omega_R = 98$ cm$^{-1}$, Thomas et al. show that $\Delta H^\ddagger$ and $\Delta S^\ddagger$ both increase inside the cavity, from 39 to 96 kJ/mol for the former and from -171 to 7.4 J/(K mol) for the latter.

Based on the first and second sweeps, Thomas et al. claim that vibrational strong coupling of the Si-C vibration with the cavity mode is directly responsible for the changes in reaction rate constant. Based on the third sweep, they speculate that the reaction mechanism may have changed from associative, where the initial step is F$^-$ attack on the silicon atom to form an intermediate with pentavalent coordination, to dissociative, where Si-C bond breaks before the F$^-$ attacks.

It is still unclear whether onset of the strong coupling regime, where the light-matter coupling rate is larger than the cavity and emitter loss rates, is necessary for the observed changes to the chemical reactivity, as opposed to, say, coupling to a cavity mode with a vacuum electric field or light-matter coupling rate above some threshold. Whether the mechanism of a reaction changes in a cavity or whether the original pathway is simply accelerated or decelerated is also still an open question. We discuss steps to resolve both questions in Section IV. Nonetheless, we can be sure of at least the following characteristics of vibrational polariton chemistry: 1) The $N$-dependence: The reaction rate changes as the concentration, or number of particles $N$ in the volume of the IR cavity, increases, and 2) the resonance effect: There are particular IR cavity frequencies at which the effect is the strongest.

In two recent follow-up papers by the Ebbesen group [6, 8], they demonstrate what seems to be another critical feature of vibrational polariton chemistry: the symmetry effect. For brevity purposes, here we discuss only the 2020 paper [6] that first introduces this idea, where Pang et al. study the charge transfer complexation between mesitylene and iodine inside an IR cavity constructed very similarly to the one in the seminal experiment. This reaction is notable as it explicitly involves multiple electronic potential energy surfaces, suggesting that non-adiabatic couplings between them are crucial, whereas previous studies likely occur entirely on the electronic ground state potential energy surface.

They first couple a vibrational mode of mesitylene with E' symmetry to the cavity and measure the equilibrium concentration of the charge transfer complex in the UV/vis region as a function of the initial concentration of mesitylene. From this curve, they extract two parameters: the equilibrium constant $K_{DA}$, where D and A stand for electron donor and acceptor, respectively, and the absorption coefficient $e_{DA}$. Note that $K_{DA}$ relates to the change in free energy $\Delta G^\ddagger$ between the reactant and product, not the free energy activation barrier, as measured in the seminal experiment. The absorption coefficient $e_{DA}$, meanwhile, is dependent on the exact geometry of the mesitylene-iodine complex formed. Fascinatingly, they show that both $K_{DA}$ and $e_{DA}$ can change at the onset of the strong-coupling regime when the Rabi splitting is large enough to produce two visible polariton peaks in the IR transmission spectrum, providing some evidence, albeit not conclusive, that strong coupling is necessary for cavity-modified chemistry. The change in $K_{DA}$ corresponds to a change in $\Delta G^\ddagger \gg$ both $k_B T$ and $\hbar \Omega_R$. As shown in Fig. 2(c), they then sweep the cavity frequency across the range of IR vibrational frequencies of the reactants and observe the symmetry effect: strongly coupling to vibrational modes with A' symmetry decreases $K_{DA}$ and increases $e_{DA}$ relative to those outside the cavity, while coupling to E' modes increases $K_{DA}$ and does not drastically affect $e_{DA}$. Furthermore, further increasing the Rabi splitting does not change these values, suggesting that upon reaching the strong coupling regime, this effect is dominated purely by the symmetry of the vibrational modes.

To see whether this correlation between vibrational mode symmetry and change in equilibrium properties of the complex can be extended to causation, they study deuterated mesitylene and replace mesitylene with ben-
The molecular vibrations of deuterated mesitylene with identical symmetries are at shifted frequencies due to the isotope effect, and they show that strongly coupling to these frequency-shifted modes results in identical changes to $K_{DA}$ and $\epsilon_{DA}$ compared to non-deuterated mesitylene. In addition, by shifting the molecular vibrational frequencies, they are able to couple uniquely to the solvent vibrational modes and show no change. By replacing mesitylene with benzene, they study the influence of mode symmetry in a different molecule that possess only E modes and observe similar changes to $K_{DA}$ and $\epsilon_{DA}$ compared to coupling to E' modes in mesitylene. Overall, this study provides evidence for the symmetry effect, where the symmetry of the vibrational mode coupled to the cavity is an important factor for observing coupling-dependent chemical reactivity.

III. THEORIES

From the experiments conducted thus far, we note the following three robust features of vibrational polariton chemistry: 1) the $N$-dependence, where the reaction rate changes with the number of reactant molecules $N$ in the cavity volume, 2) the resonance effect, where only certain cavity frequencies change the reaction rate, and 3) the symmetry effect, where effects are seen when coupling the cavity to vibrational modes with particular symmetries. Therefore, the theory of vibrational polariton chemistry should manifest at least these three effects. Other experimental conditions that should be taken into account include room temperature, the presence of solvent, disordered geometrical configurations of reactants, inter- and intramolecular interactions including other vibrations and electronic transitions, and the spatially-dependent cavity spectral profile, among other system complexities. Keeping these considerations in mind, we turn to the major theoretical developments put forth in the five years since the seminal experiment, starting first with analyses based on intuition from standard quantum optics models that have worked with some success in explaining electronic polariton chemistry. For each theory, we discuss the basic foundation and results, in which ways they do or do not match experimental observations, and how they can be built upon in the near future toward a robust theory of vibrational polariton chemistry.

A common (but, as we will discuss, misguided) argument to convey an intuitive understanding of how vibrational polariton chemistry works might go as follows: Consider a simple two-level system, where the ground state corresponds to a reactant in its electronic and vibrational ground state, and the excited state corresponds to a reactant still in its electronic ground state but in a vibrationally excited state. This simple two-level system interacts with a resonant, unpopulated cavity mode. This interaction can be represented by the Jaynes-Cummings Hamiltonian that assumes the dipole approximation (where the electric field of the cavity mode is constant over the volume of the transition dipole density), the rotating wave approximation (where counter-rotating terms are dropped), and the dipole self-energy term is dropped. The light-matter interaction between the vibrational transition dipole moment and vacuum electric field of the cavity results in mixing, such that the bare vibrational excitation and cavity mode are no longer eigenstates of the system. Instead, the excited eigenstates become a lower and an upper polariton split symmetrically about the bare energies by the Rabi splitting. The argument is then that, because the upper polariton contains a contribution from the vibrational excitation and is higher energy, the vibrational energy gets a “free” energy boost, enabling the molecule to hop the activation energy barrier more easily during a reaction, in accordance with the Eyring equation. When there are $N$ molecules, the Jaynes-Cummings Hamiltonian becomes the Tavis-Cummings Hamiltonian, and it can be easily shown that the Rabi splitting between the lower and upper polaritons is enhanced by a factor proportional to $\sqrt{N}$, supposedly increasing the magnitude of the “free” energy boost and further enabling the molecule to tunnel through the activation energy barrier. It is unclear, however, whether there is truly a “free” energy boost in the single two-level system case; in fact, if this mechanism were correct, the activation energy barrier should change linearly with the Rabi splitting, but in fact, the effective free energy of activation changes nonlinearly [14]. In addition, it is unclear whether, in the $N$ two-level systems case, this energy boost can be localized onto a single molecule, especially when one considers that the eigenstates include not only a lower and upper polariton, but also $N−1$ dark states that are totally decoupled from the cavity mode with properties similar to those of bare excitations.

In Ref. 9, Galego et al. rigorously investigate this intuitive theory. They study a simple Shin-Metiu model that comprises one electron and three nuclei in one dimension, where two nuclei are fixed in place, while the electron and other nucleus interact with the other nucleus with a normal Coulomb and softened Coulomb potential, respectively. While the Shin-Metiu can easily be parametrized to bring electronic excited state potential energy surfaces close to each other and to the ground state, and, thus, demand inclusion of non-adiabatic terms, in this case, they parametrize the system such that only the electronic ground state is relevant. The Shin-Metiu “molecule” is placed in a cavity, where the dipole self-energy term in the light-matter interaction Hamiltonian has been dropped and the vacuum electric field is allowed to be spatially varying, i.e. not the dipole approximation. They compute the full quantum reaction rate of the electron and freely moving nucleus hopping from potential well to the other using the formalism of Miller et al. originally described in Refs. 15, 16 and summarized nicely in Ref. 17. On a single-molecule level, they show that the reaction rate can indeed be shifted, as shown in Fig. 3(a), and that the ground state structure of the molecule can be modified, but the coupling strengths re-
Theories. (a) Increasing the light-matter coupling strength up to $\lambda = 0.035$ corresponding to a Rabi splitting that is 0.1 of the bare transition energy, coupling strengths inaccessible in current Fabry-Perot cavities, shifts the Eyring curve. (b) Potential energy surfaces demonstrating that the activation energy decreases from the reactant (blue) to the lower polariton (red) of the product, although transfer to the dark states (green) are still preferred. Thermal relaxation de-excites the lower polariton, dark states, and upper polariton (purple) to the vibrational round state of the product (orange). (c) The photonic mode $q_c$ acts as a solvent cage along the reaction coordinate $R$. (d) Outside the cavity, the reaction rate is a competition between the forward rate $k_f$ from the reactant $|R, 0\rangle$ to the vibrationally excited product $|P, 1_r\rangle$, backwards rate $k_b$, and thermalization rate $\gamma$. Inside the cavity, the dark modes enhance the thermalization rate, overall accelerating the reaction rate. (e) An emitter A coupled to an ensemble of emitters B can experience an effective increase in coupling to the cavity. Figures are reproduced from Refs. 9–13, respectively.

required are likely only achievable inside nanoscopic cavities realized by, for instance, the mode volume of a spacer between a nanoparticle and a mirror that is many orders of magnitude smaller than the mode volume inside the IR cavities studied experimentally. In addition, they observe no resonance effect. Generalizing their approach to $N$ molecules, they observe also no collective effects, unless the molecules are aligned along the same direction. Preferential alignment of the molecules is naively unlikely in the micron-scale cavities of the recent experimental demonstrations, although recent cavity molecular dynamics simulation of water molecules under vibrational ultrastrong coupling hint at dynamic oriental preferences of molecules inside such cavities [18]. All these conclusions based on transition rate theory are largely supported by other groups, including T. E. Li et al. in Ref. 19 who take a standard chemical rate theory approach where the cavity and nuclear modes are treated classically. Therefore, it seems that the “intuitive” explanation of Rabi-boosted polaritons more easily hopping across activation energy barriers does not pass the muster of this more rigorous theoretical approach.

Campos-Gonzalez-Angulo et al. [10] propose a cavity-modified Marcus-Levich-Jortner model with a mechanism of modulating chemical reaction rates similar to the intuitive argument given before. This model predicts reaction rates involving electron transfer from a donor to an acceptor across nuclear coordination-dependent potential energy surfaces. In a cavity resonantly tuned with a molecular vibration of $N$ products, the authors show that electron transfer to the $N-1$ dark states near the energy of the bare excitations is entropically favored, as in Fig. 3(b). However, they claim that electron transfer to the lower polariton, shifted downwards in energy by the Rabi splitting, in fact dominates reaction kinetics. This mechanism satisfies both the resonance and $N$-dependence requirements of a theory of vibrational polariton chemistry because the Rabi splitting is maximized when the cavity is resonant with the vibration of interest and is proportional to $\sqrt{N}$. However, because this theory involves an excited electronic potential energy surface with non-adiabatic coupling to the ground-state potential energy surface, this theory is likely not suitable for the seminal experiment, although in this sense, it may be relevant to Ref. 6, where they study the symmetry effect in an electron transfer complexation reaction. Recently, however, in Ref. 20, Vurgaftman et al. dispute this mechanism, claiming that when the dispersive nature of the cavity is included, the density of states at the frequency of the lower polariton is in fact dominated by dark states.
unless the Rabi splitting is more than an order of magnitude larger than the linewidths of the bare excitations, a far stricter regime not applied in experiments.

X. Li et al. in Ref. 11, 21 question a crucial, oft-taken assumption of the transition rate theories: instead of assuming the transmission coefficient $\kappa = 1$, they rigorously determine its dependence on the coupling between the vibrational modes of a molecule and the cavity. As Galleo et al. do in Ref. 9, they study the Shin-Metiu model with and without coupling the vibrational mode of interest to other vibrational modes in the molecule. From Grote-Hynes theory [22, 23], they derive the condition under which $\kappa$ is at a minimum: when $\kappa$ equals the barrier frequency $\omega_b$. $\omega_b^2$ is proportional to the curvature of the reaction barrier when the light-matter coupling strength is low and decreases as the light-matter coupling strength increases. This calculated change to $\kappa$ does not change the free energy of activation $\Delta G^\ddagger$, but it can result in an effective change on the order of a few kJ/mol, a non-trivial amount that leads to rate slowdowns. Physically, resonantly tuning the cavity frequency close to the barrier frequency results in the photon mode acting like a solvent degree of freedom, trapping the molecule near the transition state and ultimately slowing the reaction rate, as in Fig. 3(c). While this photonic solvent cage effect does have a resonant cavity frequency, the value of the barrier frequency calculated by Schäfer et al. in Ref. 24 of 74-94 cm$^{-1}$ does not correspond to the resonance frequency observed in the seminal experiment of 860 cm$^{-1}$. Finally, the connection between this theory and realizing the $N$-dependence is also unclear. X. Li et al. compensate for the lack of $N$ molecules in their model by increasing the vacuum electric field to realize Rabi splittings of the same order of magnitude as in the seminal experiment, but the mapping between $N$ molecules and a weaker vacuum electric field strength versus one molecule and a stronger vacuum electric field strength is exact only under the approximations of the Tavis-Cummings model that, among many approximations, neglects the complex, nuclear configuration-dependent energy structure of the molecules by assuming that they are just two-level systems, as well as drops counter-rotating terms and assumes the dipole-approximation. As will be discussed later, however, theories have emerged that attempt to explain how local changes can be enhanced by a collectively coupled ensemble and may account for the $N$-dependence in the photonic solvent cage theory as well as others lacking a direct connection to the $N$-dependence.

Schäfer et al. in Ref. 24 use quantum electrodynamical density functional (QEDFT) [25–29] to run real-time simulations of the rate-limiting step involving $F^-$ ion attacking the Si-C bond in PTA and report, for the first time, microscopic evidence of the resonance effect. QEDFT is a first-principles framework for fully describing the interactions between electrons, nuclei, and photonic degrees of freedom, where the dipole self-energy and counterrotating terms are kept and the dipole approximation is taken. In their simulations, they perform 30 trajectories where the reactant molecules are launched toward each other with initial velocities sampled from a thermal distribution of 300 K, which is within the range of temperatures studied by Thomas et al. in Ref. [5]. The molecules are coupled to a single, lossless photon mode tuned under the dipole approximation either in resonance (860 cm$^{-1}$) or out of resonance (425 cm$^{-1}$) with the Si-C bond at 860 cm$^{-1}$. Just as X. Li et al. do in their theoretical studies on a single molecule, they choose the vacuum electric field to be strong enough to result in Rabi splittings approximately equal to those in the seminal experiment, which again naturally lead to questions about how the observed change in reaction rate changes as the reactant concentration increases. Averaging over the trajectories, they find that when the cavity is resonantly tuned to the Si-C vibration, the reaction trajectory is trapped in the local minimum corresponding to the pentavalent intermediate PTA-F$^-$ longer than when the cavity is not resonantly tuned to the Si-C vibration. To understand why the reaction trajectory gets trapped, they plot the difference in vibrational mode occupations between the resonant and off-resonant conditions and show that, over the course of the reaction, the resonant cavity mode better enables energy transfer between the vibrational mode corresponding to Si-C vibration and other vibrations, especially those involving the F-Si-C-C chain.

While these initial results are promising, there remain some difficulties in comparing the computational results for trajectories of single molecules with reaction rate constants from the seminal experiment. For instance, as in the seminal experiment, they sweep the cavity frequencies but in a wider range, from 400 to 1700 cm$^{-1}$, and show that the time-averaged Si-C distances are longer inside the cavity than outside the cavity, i.e. when the light-matter coupling strength is zero, for cavity frequencies between 500 cm$^{-1}$ and 1700 cm$^{-1}$, whereas in the seminal experiment, the reaction rate constant inside the cavity approaches the rate outside the cavity at just $\sim$800 to 960 cm$^{-1}$. Clearly, the FWHM of the change in Si-C bond distance is much larger in the simulation than the reaction rate difference is in the experiment, but whether differences in fact result in the same observed cavity frequency-dependent effect is unclear. Furthermore, they do not calculate the time-averaged Si-C distance or analogous metric of reaction progress for varying coupling strength nor the temperature, as Thomas et al. do in the first and third sweeps of Ref. 5. Finally, as in the previous studies, no formal connection to the $N$-dependence is given. However, the authors do note that recent works where collective strong-coupling can lead to strong coupling on the local level as individual molecules experience collectively enhanced dipole moments.

Many of these aforementioned theories struggle to explain both the resonance effect and $N$-dependence, but perhaps these two effects do not need to be inextricably tied together by the same physical mechanism. In Ref. 12, Du and Yuen-Zhou propose an explanation for the $N$-dependence based on the enhancement of vibrational
dissipation via dark states when the $N$ molecular vibrational modes are disordered. First, they study a chemical reaction outside the cavity involving electron transfer from a reactant potential energy surface with zero vibrational excitations to a product potential energy surface with a single vibrational excitation. The reaction rate is then determined by the competing forward rate from reactant to product, backward rate from product to reactant, and thermalization rate from the product potential energy surfaces with one vibrational excitation to zero. When the thermalization rate is much higher than the backwards rate, the electron cannot transfer back from the product to the reactant. Then, they show that, in the cavity with $N$ disordered molecular vibrations, the dark states become localized on 2-3 molecules. The consequence to the electron transfer rates is that, while the forward rate decreases slightly and the backwards rate is largely unchanged, the thermalization rate increases drastically, as in Fig. 3(d) and overall increasing the reaction rate. Importantly, this theory so far only leads to acceleration of reaction rates, whereas reactions in experiments often slow down in cavities. These opposing trends are not entirely irreconcilable, as knowledge of the exact reaction mechanism is generally necessary to confirm how changing the rate of one elementary step changes the overall reaction rate. Note that this theory is demonstrated through the example of an electron transfer-type reaction that does not correspond to the reaction in the seminal experiment; the authors, however, claim that a similar mechanism could work in adiabatic reactions and plan to publish such theoretical evidence in the near future.

Another flavor of theory that explains only the $N$-dependence has been discussed in both Refs. 13 and 30 by Schutz et al. and Sjöberg et al., respectively, where they show that ensembles of emitters or molecules can induce modifications of optical and chemical properties on the local level. More specifically, in Ref. 13, they consider a single quantum emitter A within a wavelength of an ensemble B of $N$ emitters all coupled together via position- and orientation-dependent dipole-dipole coupling, as in Fig. 3(e). They show that, by interacting through the virtual excitations of the ensemble, the effective coupling strength between A and a cavity mode can be increased and the effective linewidth of A can be decreased by modulating the detuning between A and B, enough to put A in the strong-coupling regime for a silicon vacancy defect in diamond. In Ref. 30, the authors show from first principles that in an ensemble of nitrogen dimers collectively coupled to a cavity mode, the transition dipole moment of an impurity, or a nitrogen dimer with perturbed bond length, increases with the number of molecules in the ensemble. While these theories have not yet been extended to chemical reactions, these recent efforts represent promising steps to an explanation of the $N$-dependence and warrant further study.

IV. OUTLOOK

So far, we have reviewed the most important experiments, extracting three robust features of vibrational polariton chemistry: the $N$-dependence, resonance, and symmetry effects. We then reviewed several theories that have attempted to explain some of these effects. What open questions are left, and what next steps can we take, as a community, to answer them?

First, a very fundamental question: Is entering the strong coupling regime even a necessary prerequisite for observing cavity-modified ground-state chemical reactivity? In their seminal experiment, Thomas et al. observe that increasing Rabi splitting accompanies a decreasing rate constant and conclude that strong light-matter coupling is necessary to observe cavity-modified ground-state chemical reactivity. While there has been some evidence that there is, in fact, a need to enter the strong coupling regime (see, e.g., Ref. [6]), there has also been evidence to the contrary (see, e.g., Ref. [20]). More generally, while a non-zero Rabi splitting, where light-matter coupling is large enough to overcome system losses and decoherence, is a valuable experimental signature of strong light-matter coupling, its presence does not imply that another observed phenomenon relies on it. The Rabi splitting is not only a function of the number of particles $N$, or the concentration of reactant here, but also the vacuum electric field strength of the cavity and the vibrational transition dipole moment. Therefore, one could observe identical Rabi splittings between systems with, say, a larger vacuum electric field strength and smaller concentration of reactant versus a smaller vacuum electric field strength and larger concentration of reactant. To more convincingly demonstrate that strong light-matter coupling is a prerequisite of the changes to the reaction rate constant observed, further experiments should explore the effects of changing the linewidths of the cavity modes and vacuum electric strengths to explore the gamut of low-to-high system losses and light-matter coupling strengths. Ideally, determining the effect of changing the vibrational transition dipole moment of the molecule in interest would also be a valuable data point, but doing so is likely more difficult, as it would require changing the reactant molecules themselves and may potentially lead to, for instance, a different reaction mechanism. In parallel, theorists should re-visit already-developed theories to see if similar effects can be seen throughout the parameter space of system loss and light-matter coupling strength, as well as consider theories that do not explicitly depend on the strong coupling regime by including non-zero cavity losses and vibrational linewidths in the foundation of their theories.

Second, experimentalists have observed large changes in activation energies in cavity-modified ground-state chemical reactions that are sometimes indicative of a change in reaction mechanism. Do these changes actually correspond to new reaction pathways, or are these simply effective changes and the original pathways are simply being accelerated or decelerated by the cavity mode? Such
studies could be conducted with standard techniques of synthetic chemistry, such as capturing the reaction intermediate to determine whether the reaction has truly transformed from an associative to dissociative nature. Answering each of these questions would be invaluable to theorists, especially in narrowing down which interactions are necessary to include in the system Hamiltonian and whether to include different reaction types and pathways in a chemical dynamics model.

Third, what are the origins of the $N$-dependence, resonance, and symmetry effects? Regarding the $N$-dependence, while there have certainly been jumps in theoretical progress as discussed in Section III, both experimental testing of these theories and extending these theories to the context of chemical reaction dynamics are key. On the theoretical side, it is clear from work thus far that the conditions for collective enhancement of local properties have rather stringent requirements with respect to the detunings and inter-molecular distances and orientations. Future studies should carefully consider the orientation- and geometry-dependence of the surrounding molecules and whether these effects are robust in a liquid environment at room temperature, as in the experiments. On a more general level, it seems that having the molecules oriented in some concerted fashion and not randomly inside the cavity is key to observing several proposed explanations for the $N$-dependence. Are we absolutely convinced that no molecular ordering within the Fabry-Perot cavities is present? Can cavities can be constructed that enhance or stifle molecular ordering to test how modifications to the chemical reactivity scale with molecular ordering?

Regarding the resonance effect, Ref. 31 is so far the only theoretical or computational study that has correctly predicted the frequency of the resonance effect, and therefore, it is the author’s opinion that the next major stop on the road toward the theory of vibrational polariton chemistry is better understanding cavity-modified vibrational energy redistribution that evidently leads to the observed “bond-strengthening” effect. To tease out whether cavity-modified vibrational energy redistribution is responsible for the observed changes in the reaction rates inside cavities, both theorists and experimentalists should first study molecules with fewer numbers of atoms $M$ and, therefore, simpler vibrational structures, as the number of vibrational modes for a nonlinear molecule is $3M - 6$. These molecules can be selected to have vibrations of modes that either do or do not involve atoms in the bond of interest, are either close or far in frequency from the vibration involving the bond of interest, and are either nonlinearly coupled or not to the vibration involving the bond of interest. Further studying IVR naturally dovetails with unraveling the symmetry effect because, to inform molecule choice before running costly experiments, vibrational modes and nonlinear couplings can be derived from symmetry analyses, as well as calculated from first principles. Previous experimental studies can also be re-analyzed through this perspective—perhaps, for instance, the resonant cavity frequencies that result in reaction selectivity in Ref. 32 correspond to certain vibrational modes that are coupled to the vibrational mode relevant to the reaction, thus dissipating the vibrational energy. Community members should keep in mind that some vibrational modes are symmetry-forbidden from appearing in IR spectra but may still couple to other vibrational modes.

Looking even further, as the seminal experiment becomes better understood with a robust theory, the field of vibrational polariton chemistry will still have much room to grow. For instance, the ability to either selectively speed up or slow down a given reaction would be useful, and some first steps in this direction could include concentrating vibrational energy into a single mode by cavity engineering or pulse shaping. In addition, different chemical reaction types can be explored by coupling to different vacuum modes, such as vacuum magnetic fields in magnonic cavities [33, 34] to influence chemical reactions involving singlet-triplet transitions and free radicals or to chiral cavities for enantioselective chemistry.

Finally, as this work is not meant to be a comprehensive review, which can instead be found in Ref. 35–38, but rather a compact perspective of a burgeoning field, some studies will have necessarily been excluded or missed. We appreciate all feedback and are eager to update this work should including any of these excluded or missing papers be constructive toward the arguments made in this work. On a similar note, given the speed at which the field is moving and how much is still unknown, we encourage community members to publicly release as much information as possible about their work, including code for complex simulations and details on both successful and “failed” experiments on public-facing venues (especially given the difficulty of reproducing some studies [39]), such as ChemRXiv and arXiv, online forums for polariton chemistry, data banks, and research group websites. The more the community knows, the faster we will reach our destination: the theory of vibrational polariton chemistry.
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