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Abstract—Pervasive networks formed by users’ mobile devices have the potential to exploit a rich set of distributed service components that can be composed to provide each user with a multitude of application level services. However, in many challenging scenarios, opportunistic networking techniques are required to enable communication as devices suffer from intermittent connectivity, disconnections and partitions. This poses novel challenges to service composition techniques. While several works have discussed middleware and architectures for service composition in well-connected wired networks and in stable MANET environments, the underlying mechanism for selecting and forwarding service requests in the significantly challenging networking environment of opportunistic networks has not been entirely addressed. The problem comprises three stages: i) selecting an appropriate service sequence set out of available services to obtain the required application level service; ii) routing results of a previous stage in the composition to the next one through a multi-hop opportunistic path; and iii) routing final service outcomes back to the requester. The proposed algorithm derives efficiency and effectiveness by taking into account the estimated load at service providers and expected time to opportunistically route information between devices. Based on this information the algorithm estimates the best composition to obtain a required service. It is shown that using only local knowledge collected in a distributed manner, performance close to a real-time centralized system can be achieved. Applicability and performance guarantee of the service composition algorithm in a range of mobility characteristics are established through extensive simulations on real/synthetic traces.
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1 INTRODUCTION

In recent years, the number of multi-functional, personal smart devices has been increasing at a high rate. The possibility of such devices coming within communication range of each other is enhanced by the presence of multiple embedded radios. While such opportunistic contacts between pairs of devices have been exploited by the opportunistic networking paradigm [1], [2], [3], exploiting resources to execute remote services is an area of research that has received attention in recent times [4], [5]. Heterogeneous resources available on devices can be abstracted as services to simplify the interface and have platform independence. Services from multiple devices can be composed to provide enhanced functionality [6], [7]. For example, consider the following scenario: an event takes place at some location and we need to collect and process all related data available on devices carried by people in the physical surroundings. Using the devices in physical proximity of the event, we establish an event context, use this context to filter relevant data, perform necessary processing on filtered data and then finally collect processed data such that each of these steps can be performed on separate devices in sequence depending on available resources. Each task in the above scenario is a service that is executable on a device. For example, a jogger in a park wishes to avoid dogs and areas with high density of pollens: her device requests information from other joggers (initiating service); user devices respond (services) by filtering the raw data available on their devices, possibly composing data received from other devices nearby (this may entail many service components, such as transmit pictures, live streams, tweets, filtered information on dog barking, bees etc.). More in general, service composition and opportunistic invocation is applicable in pervasive healthcare, intelligent transportation systems, crisis management, etc. [7], and environments like parks, malls, streets in a city or other social gathering places where citizens interact. In general, service composition can be applied whenever a mobile device needs a hardware or software resource that is not available locally, but that can be found in its proximity, on other devices around that can be reached through opportunistic networking techniques. Nowadays, this type of collaborative use of resources is not possible, as mobile devices either need to have all functionalities locally, or have to rely on infrastructure-based communications to reach services over the Internet. The availability of local services on other devices is not exploited.

Service composition in opportunistic networks is critical, e.g., consider following scenarios: (i) required services may not be available over the Internet—local location coordinates for a device without GPS, (ii) downloading content from Internet consumes (limited, costly) bandwidth—a nearby device may provide a similar service through freely available open spectrum, or (iii) communication to the Internet itself may not be available—remote location, bad signal or crisis management scenarios etc. The creation of a services-rich environment by effectively making services
available on each device, accessible to applications on other devices in opportunistic environments is a major challenge. The novelty of our solution is that service composition is performed without any requirements for a connected path between service providers and the service requester (see Section 2 for a discussion on related work). In particular, an efficient mechanism for selecting services to complete a request and forward service parameters to corresponding devices is proposed.

Our algorithm selects a service sequence set by taking into account the service load and temporal distances between nodes (temporal distance provides a measure of relative location of other nodes). These values are measured in a distributed manner by using only opportunistic contacts. The elegance of our solution lies in the fact that while a particular service sequence is selected by considering the temporal distance between devices, the actual routing scheme used to forward service request and parameters can be different. For example, to meet a service request of encrypting and compressing a file, our algorithm chooses a sequence of services (e.g., an encryption service and then a compression service) that can be composed such that these services are provided at devices in proximity of the service requester.\(^1\) Our proposed service composition uses an underlying routing scheme to forward service request to the device providing encryption, encrypted result to the device providing compression and lastly to transmit final result back to the service requester.

Extensive simulation results are presented to demonstrate the performance of the proposed method in terms of service composition success, composition length, number of hops, and delays. The performance is analyzed for a range of service densities, number of nodes, service request rates, request timeout durations, and routing mechanisms. It is shown that: i) composition is better than searching for the exact single service match; ii) use of multi-hop paths improves performance (service completion rate and delay) significantly as compared to one-hop direct forwarding; and iii) using only local knowledge (collected from opportunistic contacts) about load at and temporal distance from other nodes, performance close to a centralized system (exact load and temporal distances between nodes are known) can be achieved. This paper is an extension of our prior work [8]. Key additional contributions are as follows. Scope and applicability of our service composition algorithm is established by considering a range of mobility characteristics—movement in communities, clustered environments, uniformly distributed mobile users [Section 7.1], analyzing relationship between estimated cost in the service graph and actual delay to complete the service composition request [Section 7.3], and evaluating sensitivity to composition length and service distribution [Section 7.4].

In the rest of the paper, the terms devices and nodes are used interchangeably. The paper is organized as follows:

Section 2 discusses related work. Section 3 provides the system description. Service composition mechanism and algorithm is described in Section 4 followed by modeling of temporal distance and service loads in Section 5. Performance of service composition algorithm is evaluated in Section 6. Specific characteristics of the algorithm and sensitivity to key factors are analyzed in Section 7 and Section 8 concludes with directions for future work.

2 RELATED WORK

Here we provide a description of existing research in service representation, and execution of single and multiple services.

Service representation. There has been a significant research on semantics and ontologies to describe services and compositions (see [9] for survey and issues of service composition in mobile environments). Services to be composed can either be strictly defined in the request (static composition) [10], or can be computed at run-time (dynamic composition) based on the request [6]. Dynamic composition looks for alternate sets of services in the current environment that can be composed to provide the required functionality. Services are modeled as directed attributed graphs [6], to find possible compositions. We leverage this work for service representation to find possible compositions and explore mechanism to execute such compositions in an opportunistic network.

Requesting single services. Passarella et al. [4], [5] investigated optimal policy for service execution in opportunistic networks. An optimal policy is derived for the level of replication to receive service results in minimal time but only a single service is requested and the service requester waits until a direct contact with service provider. Also, a few other works propose efficient schemes and use multi-hop paths for service discovery and invocation in opportunistic networks by using a set of proxies [11] or location of the user [12]. However, composition of multiple services is not considered in these works.

Composing multiple services. For composition of services, a number of middleware frameworks and architectures are proposed but these do not discuss the actual forwarding mechanism [6], [13]. The use of multi-hop paths to send service requests and receive service outputs between nodes is considered in [14], [15] by modeling the expected co-location time between nodes based on past interactions. However, it needs to be a connected path and service composition fails if participants do not remain directly connected. Moreover, in open environments, there may not be any history of past interactions which can be used to predict which devices will be connected at what time in future.

In contrast to existing solutions, in this paper, service composition is performed using multi-hop paths that can relay service inputs to the service providers and then relay service results back to the service requester even when an end-to-end connected path does not exist. None of the existing solutions enable service composition using opportunistic paths. Furthermore, alternative paths are considered (based on the service load on devices and the temporal distances between devices) to increase the success of composition.

---

1. Specifically, devices whose distance from the requester (a proxy for the time to reach them thorough a multi-hop path) and load is such that the service can be provided in a short amount of time. Our simulation results shows that our heuristic is effective in finding the best solution.
3 System Description

3.1 Service Model
We employ a service graph to represent services, their inputs and outputs, and concatenation of services based on their input requirements. This can be done by using service ontologies and semantics in a hierarchical manner [6]. For simplicity, we represent a service based on its input and output types to generate a service graph i.e. two services can be composed if output type of one is same as required input to the other. For \( n_d \) input/output types, possible services are of type \( s_{xy} \) such that input type \( x \in [1, n_d - 1] \) and output type \( y \in [x + 1, n_d] \). This representation illustrates services with different levels of functionality. A service \( s_{xy} \) is of functionality \( k \) if \( y = x + k \). Suppose, \( s_{12} \) and \( s_{23} \) represent services \( \text{decompress} \) and \( \text{decrypt} \) respectively, then service \( s_{13} \) represents a service of higher functionality that can perform both decryption and decompression. A service with a higher functionality such as \( s_{14} \) provides same transformation that is otherwise possible by composition of two or more services with lower functionalities (e.g., \( \{s_{12}, s_{23}, s_{14}\} \), \( \{s_{12}, s_{24}\} \) or \( \{s_{13}, s_{34}\} \)). Services with varying functionalities are used to demonstrate the tradeoff between selecting an exact service (that can be further away in the network) versus composition of smaller services (that might be available in proximity of service requester). To account for task and device heterogeneity, we assume that execution time of each service is distributed exponentially on the devices. The performance of service composition is explored by varying the repetition of each service i.e. the number of nodes providing that service.

3.2 Mobility Model
Real mobility traces are shown to have a power law distribution of Inter-Contact Times (ICTs) in contrast to previously assumed exponential distribution [16]. Since random waypoint and random direction models lead to exponential Inter-Contact Times [17], they are not used in this paper to represent nodes’ mobilities. In addition, it has been shown that real mobility traces have power-law flight-lengths and pause-time distributions [18]. Therefore, in our analysis and simulation, we generate synthetic traces using Levy walk mobility model [18] and SLAW mobility model [19]. Levy walk and SLAW represents a more realistic scenario in comparison with [5] where each node is equally likely to meet any other node. In addition, we also evaluate performance using the HCMM mobility model [20] that models spatial and temporal properties of human mobility by also taking into account that user mobility is driven by existing social relationships between them.

Mobility plays a central role in the selection and forwarding of service requests in an opportunistic network. These models provide a wide range of mobility characteristics to thoroughly evaluate performance of service composition: HCMM—movement in communities; SLAW—a clustered environment; and Levy walk—uniformly distributed mobile users. These characteristics are also reflected in Fig. 1 that shows trajectories of 20 users under these models. Flight lengths have power law distribution and user mobility is spread in the entire area under Levy walk whereas only specific sites (called waypoints [19]) are visited under SLAW. As a result user movement is more evenly spread in Levy walk [Fig. 1a] and contains clusters in SLAW [Fig. 1b]. Fig. 1c shows the extreme case where users only move between two communities where this movement is controlled by the parameter of rewiring probability in HCMM [20].

3.3 Forwarding Schemes
There are several forwarding schemes proposed in the literature on opportunistic networks. The following forwarding schemes have been found to have good performance in dynamic environments (see [21] for detailed discussion): i) use of timer transitivity (TT) [2] or temporal distance between nodes in homogeneous (nodes with similar mobility characteristics) environments; and ii) use of encounter rate (EBR) [3], [22] in heterogeneous environments (nodes with varied mobility characteristics). In addition, we have proposed a modified version of timers (MT) [21] that works efficiently over small forwarding paths. In our simulation studies, we compare performance of the proposed selection and forwarding mechanism for service composition under four forwarding schemes—direct or one-hop, TT, EBR, and MT. Direct forwarding belongs to the class of one-hop routing schemes whereas, TT, EBR and MT belong to the class of multihop routing schemes.

4 Service Composition Algorithm
In this section we provide an overview of the service composition algorithm. Each device maintains a service graph and the link costs on the service graph are updated based on temporal distance between nodes and their current
service loads. A particular service composition is selected based on the shortest path in this graph. Overview of the key algorithm steps is also provided in Fig. 2. Resource modeling for temporal distance and load as well as methods for estimation are provided later in Section 5.

4.1 Service Graph

Each device maintains a local service graph \( G = (V, E) \) based on its view of rest of the network. A simple case is described in Fig. 2, where services provided by two devices \( a \) and \( b \) are used to construct a service graph. The number of devices, services (including repetitions) and input/output types are represented by \( N, N_s \) and \( n_d \) respectively. The service graph \( G \) has two types of vertices \( V = \{ V_1, V_2 \} \), where a vertex \( v \in V_1 \) is a device and service pair such that \( |V_1| = N_s \) and vertex \( v \in V_2 \) is a device and input/output type pair such that \( |V_2| = n_d \). The two types of the vertices are shown in Fig. 2b: i) \( (s_{12}, a) \) is a vertex of type \( V_1 \), represents that service \( s_{12} \) is provided at node \( a \); and ii) \( (s_{1}, a) \) is a vertex of type \( V_2 \), represents that an input/output type of 1 (denoted \( s_1 \)) entering/exiting an application at node \( a \). Vertices of type \( V_2 \) are only maintained for the device constructing the service graph.

A directed edge from vertex \( u \) to vertex \( v \) exists if (i) input/output type of \( u \in V_2 \) is same as service input of \( v \in V_1 \) e.g., \( (s_{12}, a) \) → \( (s_{12}, a) \); (ii) service output of \( u \in V_1 \) is same as service input of \( v \in V_1 \) e.g., \( (s_{12}, a) \) → \( (s_{24}, b) \); or (iii) service output of \( u \in V_1 \) is same as input/output type of \( v \in V_2 \) e.g., \( (s_{24}, b) \) → \( (s_{1}, a) \). The cost of an edge in cases (i) and (ii) is the sum of temporal distance between devices of corresponding vertices and the load at the device of second vertex. For example, cost of \((s_{12}, a) \) → \((s_{24}, b)\) is 18 which is sum of temporal distance from \( a \) to \( b \) (10) and load on \( b \) (8). However, the cost of an edge in case (iii) is simply the temporal distance between devices of corresponding vertices as it is the cost of routing final results back to the service requester. Vertices of type \( V_2 \) are needed to take into account the temporal distances: (a) from the service requester to the node providing the first service; and (b) from the node providing the last service to the requestor.

4.2 Algorithm

Our final algorithm is to compute a shortest path on a service graph based on a service request (input type and desired final output type). From the collected information about service loads, temporal distances, and services provided at the neighboring nodes, a device creates the service graph. In Fig. 2, a simple case is described for a service request from input type 1 to output type 4 at device \( a \). Using the service load and temporal distance estimate, the edge cost is computed from each service output to compatible service inputs. From the final graph, shortest path is computed from the starting vertex \((s_1, a) \) to ending vertex \((s_4, a) \) by Dijkstra’s Algorithm. In this case the shortest path is \((s_1, a) \) → \((s_{13}, b) \) → \((s_{34}, a) \) → \((s_4, a) \) i.e. the next service \( s_{13} \) is to be run at device \( B \). This information is given to the forwarding algorithm to route service request from device \( A \) to device \( B \). After execution of this service in the sequence, the device hosting the service (device \( B \)) finds the next service in the path by re-computing the shortest path for pending request (input type 3 to output type 4) and gives the destination address to the underlying forwarding scheme. Service execution and re-computing the shortest path for pending request is done until the final results are routed back to the service requester. The path is re-computed after execution of each service in the sequence as the network topology can change in that duration to provide alternate paths that are more feasible. However, one may choose to follow the same path computed at the service requester if the network topology does not change very fast.

The network overhead in terms of data shared upon each contact between two nodes is only \( O(N) \) values. These values comprise of one estimate for load and temporal distance for each device in the network. The service graph has a total of \( N_s + n_d \) vertices. The computational complexity of updating the service graph requires updating \( O(N^2) \) values (of edge cost) instead of \( O((N_s + n_d)^2) \) values because the cost of edges from services on one device to services on another is same. Also, Dijkstra’s algorithm has a computational complexity of \( O((N_s + n_d)^2) \). One run of Dijkstra’s Algorithm finds shortest path from one input type to all possible output types i.e. it finds composition paths of all service requests that have the same input type. Thus, at most, a node only requires to run Dijkstra’s Algorithm \( n_d \) times to compute composition path for any number of pending service requests. To control network overhead and computational complexity in a large network, the size of graph can be reduced by
5 RESOURCE MODELING AND PARAMETER ESTIMATION

5.1 Disconnected Paths
In opportunistic networks, nodes providing a service may not be directly connected to the service requested. This leads to our investigation into modeling the physical distance between nodes when these are devices carried by people. It is shown in [21] that the physical distance between nodes is related to the separation in time, i.e., time since they moved out of each other’s transmission range. Also, nodes can share information about separation in time to create a local view of the entire network (i.e., distance / separation in time from every other node in the network). A mechanism to find and share such values (separation in time) has been proposed in [2] and the final computed values for separation in time is called (and is equivalent to) shortest temporal distance. Several works have used the intuition behind this idea to approximate the physical distance between nodes and characterize the temporal distance [2], [21], [23], [24], [25], [26]. Besides its relation to the physical distance, an alternate definition of shortest temporal distance between two disconnected nodes is that it is the minimum time in which some sequence of contacts can relay information from one node to the other [26]. This is described in the next section.

5.2 Shortest Temporal Distance
In essence, shortest temporal distance \( t_{ij} \) provides the minimum time (using epidemic forwarding) it would take for some information to travel from node \( i \) to node \( j \). In this paper, the term temporal distance always refers to the shortest temporal distance. Therefore, to compare efficiency of an underlying forwarding scheme to send requests to different nodes in network, we simply compare this lower bound on the propagation time. For example, node \( i \) can select a service provider node \( j \) or \( k \) based on which of these has smaller distance \( t_{ij} \) or \( t_{ik} \). Since, no centralized infrastructure exists in an opportunistic network to provide \( t_{ij} \) and \( t_{ik} \), the approximations \( t_{ij} \) and \( t_{ik} \) are used as they can be measured at node \( i \) in a distributed manner by using simple timers [Section 5.4]. It is shown in [21] that the physical distance between nodes is related to temporal distance. As the distance between nodes \( i \) and \( j \) is the same in both directions, the temporal distances are also approximately equal in both directions.

5.3 Service Loads
Each node provides one or more services, and maintains a FIFO queue for all service requests. Thus, even though a requester may be connected to a service provider, the request may take a long time to complete because service provider is busy. Therefore, one needs to take into account the current service load at the destination in order to compose services in minimal time. This can be done by sharing service load of all nodes in a distributed manner [Section 5.4]. Our service selection algorithm takes into account the service load at destination together with the temporal distance estimate. Though, statistical mechanisms can be used to predict the future service loads and provide better estimates, our current analysis uses a moving time-window average for the load estimate \( l \) at each node with a decaying factor \( \alpha \) of 0.5. Load in current window \( l_{cw} \) is calculated by the total number of pending requests multiplied by the expected service execution time. Then estimate of load is updated by the following rule: \( l = \alpha l_{cw} + (1 - \alpha)l_{old} \) where \( l_{old} \) is the load value \( l \) in previous time window. We use a time window of 30 s in our analysis.

5.4 Estimation of Temporal Distance and Load
We are interested in temporal distance between nodes. An estimate of this distance at some time \( t_0 \) can be used to approximate it for a later time that is not too long after \( t_0 \). In order to estimate temporal distance from other nodes in a distributed manner, each node keeps a timer for every other node in network using an update rule defined below. Nodes also share their load values with the rest of the network. This is in contrast with centralized estimates of load that are used in [5]. Each node maintains a load value for other nodes in network. Let \( t_{a}(i) \) denote the time elapsed since node \( a \) last made contact with node \( i \), where \( t_{a}(a) \) is always set at zero. Also, let \( l_{a}(i) \) denote the estimate for load of node \( i \) at node \( a \). Local timer values for each node are incremented after every time unit (e.g., 30 s, 60 s etc. depending on devices). When node \( a \) comes into contact with some other node \( b \), it updates its timers and loads estimates for all nodes from whom node \( b \) has a smaller temporal distance. This rule is defined as follows: \( \forall i \neq a \) if \( t_{b}(i) < t_{a}(i) - t_{aw} \), then,

\[
\begin{align*}
    t_{a}(i) &:= t_{b}(i) + t_{aw} \\
    l_{a}(i) &:= l_{b}(i),
\end{align*}
\]

where \( t_{aw} \) is the measure of distance between two nodes when they are within each others’ transmission range. Every node performs this update when it comes into contact with another node. Note that \( t_{aw}(i) \) is same as temporal distance \( t_{aw} \) and is used to approximate \( t_{ai} \) at node \( a \) as described in Section 5.2. The value of \( t_{aw} \) is a small constant greater than zero but less than or equal to one time unit (increment by which local timers are updated) i.e. \( t_{aw} \in (0, 1] \) [21]. Note that it’s a different definition of \( t_{aw} \) from that in [2] where the value of average time required to travel between the two nodes is included. A small value of \( t_{aw} \) is used in our experiments as we are interested in the time a request will take in forwarding and not the physical distance between nodes.

5.4.1 Service Advertisement and Controlling Distribution Radius
Each node keeps track of its temporal distance from all other nodes for the service composition algorithm. To reduce network overhead, temporal distance values of only those nodes are stored that are in close vicinity (e.g., nodes with temporal distance less than 15 minutes). The exact threshold value for retaining temporal distance values of other nodes depends on the application requirement in terms of how much delay can be tolerated. This makes our approach scalable for large networks, as nodes have a direct mechanism to filter unnecessary information about devices
that are further away. Thus, each time two nodes come into contact, they only update the timers and service load estimates for those remaining nodes in network whose temporal distances (implied proximity of location) are smaller than the threshold value (which is suitable for application requirements). Similar timers can directly be used to control epidemic forwarding of description of services that other nodes provide to a limited space. As network size grows, nodes only maintain a fixed set of values to efficiently select and forward service requests.

### 5.5 Levels of Awareness

Note that even though any forwarding scheme can be used to forward service requests efficiently, the selection of service set (and consequently the destination nodes for forwarding) still needs to take into account the likelihood of delivery. Even though our algorithm is independent of any forwarding scheme, selection of a particular service set has a significant impact on performance (service completion rate and delay) of any forwarding algorithm. The selection of a particular service set can be made with different levels of awareness about rest of the network. More specifically, the edge cost between vertices of a service graph is based upon the knowledge of temporal distance and service loads. These levels are summarized in Table 1 for node $a$ where $l_i(a)$ represents estimate for temporal distance at node $a$ and $t_i(j)$ represents estimate for service load of node $i$ at node $a$ and $t_i(j)$ at node $a$. Note that, timers maintained by node $a$ only provide $t_i(j)$, therefore, different levels of awareness are used to estimate $t_i(j)$ for $i, j \neq a$.

At the very basic level it is assumed that a node knows about services being provided in the environment but does not have an estimate of its temporal distances from particular devices. This is reflected as minimal in Table 1 as it requires no housekeeping. In this case, a node randomly selects the device providing the required service(s) for composition.

The next level of local knowledge is by use of timers as described in Section 5.4. A node has knowledge of its temporal distance from other nodes in the network (e.g., $l_i(i)$ for node $a$). A node also knows about the latest service load at other nodes, which is forwarded to it in a distributed manner [Section 5.4] and therefore incurs some delay. This level requires exchanging $O(N)$ values $(t_i(i), l_i(i)$ per contact. In order to update link cost between services provided at other nodes, a node needs to be aware of temporal distances between other nodes (i.e. $t_i(j) : i, j \neq a$). However, this information is not available in local knowledge. Therefore, a node uses its own timer values for approximation as shown in Table 1. For example, node $a$ uses $(t_i(i) + t_i(j))$ as an approximation for temporal distance $t_i(j)$ because $|t_i(i) - t_i(j)| < t_i(j) < t_i(i) + t_i(j)$. Even though this approximation (an upper bound on $t_i(j)$) is not accurate, it still gives an idea of proximity of a device. Later we show that the performance results using local knowledge are fairly close to those achieved with perfect knowledge.

The next higher level of distributed global knowledge is when a node also receives timers of other nodes in a distributed manner i.e. the estimates of temporal distances between all pairs of nodes which requires exchanging $O(N^2)$ values $(t_i(j), l_i(i)$ per contact. However, this information about temporal distance between other nodes is still not up-to-date because of propagation delay. Therefore, we further make comparison with a perfect system that assumes centralized knowledge of temporal distances and service loads i.e. all information is available to nodes without any delay.

### 6 Performance Evaluation

The key novelty of our proposed solution is to enable service composition over opportunistic paths. To illustrate the effectiveness, we compare the performance with solutions that do not use composition, but wait to encounter a given node providing the entire functionality needed (exact service match). In addition, we also compare with the case where service are composed, but only using other devices within reach through a simultaneous multi-hop path available at the time when service requests are generated. In the former case (exact match) we don’t use composition at all. In the latter, we use composition, but we don’t use opportunistic networking, i.e. we don’t exploit nodes that are temporarily disconnected, but that will become reachable again in the near future. Our results (Section 6.2) show the advantage of jointly compose services, and using opportunistic networking techniques to do so. It is found that the service composition over opportunistic paths completes a higher percentage of service requests and reduces the delay to complete requests. Next we evaluate four versions of our proposed solution and find that maintaining limited local knowledge about the rest of the network is sufficient to achieve very good results (Section 6.3). We also compare using different routing mechanisms (Section 6.5).

To understand the improvement in performance, we look at the breakdown of completed requests (i.e. what percentage of completed services required 1 service, 2 services or more services to complete the request), the distribution of hop counts to see how much further a request travels in the network, and effect of high load, long request timeout durations, and node/service densities (Section 6.4). Finally, in Section 7 we further analyse the performance of service composition, by considering multiple mobility settings (Section 7.1), the advantage of taking into account information about current load of nodes (Section 7.2), the degree of approximation with respect to exact solutions (Section 7.3), the sensitivity to the service component availability (Section 7.4).

We primarily use synthetic traces to control the environment and evaluate in a range of mobility characteristics. Real traces are only used to validate the results from synthetic traces [Fig. 7] but are otherwise limited as we cannot
increase trace duration, node density, or modify other mobility characteristics. Some of those traces have been obtained by logging GPS coordinates of the users, in order to track their mobility behavior. They are then processed to identify communication opportunities between these mobile users, which is the information we use in our analysis.

### 6.1 Simulation Setup

The real mobility traces have been collected from participants that carry GPS receivers which log position at 30 seconds intervals in a State Fair [27]. In order to make a comparison with suitable number of nodes, track logs by same user on different days are considered to be a separate user on the same day. These logs have durations from around one to ten hours each day. We truncate all logs to 90 minutes during which 18 users record their location. Synthetic mobility traces are generated using Levy Walk mobility model [18] with 20 (10 slow, 10 fast moving) and 40 (30 slow, 10 fast moving) nodes. The trace settings are same as those defined in [21].

All plots show the average of five simulation runs and the error bars are plotted on the minimum and maximum values in those runs. Table 2 summarizes the simulation parameters. In all following plots, default values of these parameters are used unless it is mentioned otherwise under the plot. Parameters used for forwarding schemes are EBR-Encounter rate window = 10 minutes, \( t_{av} = 10 \) min for TT and 0.5 min for MT. A total of seven input/output types are used to create \( C^2 \) = 21 unique services. Service \( s_{17} \) is dropped to leave 20 unique services that are provided at 20 nodes in the network. Note that for a service repetition level of 3, all services are provided by three unique nodes (randomly selected) such that every node provides exactly three services. Service requests are only generated for services with \( k \geq 4 \) and the average execution time of service is set to 30s. Each service request times out after 15 minutes so that previous service requests do not overload the system. Thus, services are considered incomplete when they are not complete within 15 minutes. In all simulation results, service requests are not generated in the last 15 minutes (duration of request timeout) of the trace duration. We consider a simulation analysis including both a transient and a steady regime phase. The transient regime lasts for approximately the initial 30 minutes, after which all nodes acquire information about network resources and system enters the steady regime. In the transient regime the system starts with no initial service loads. Therefore, delays of only those compositions are considered that are generated once the system is well inside the steady state regime (service requests that are generated after the first two hours of simulation, are considered).

### 6.2 Direct and Multi-Hop Forwarding

Fig. 3 shows the service completion rate in the Levy Walk mobility trace. In all these cases local level of awareness is used to construct a service graph. The search for a single service that exactly matches the request fulfills 40 percent of the requests. However, when the condition is relaxed to compose multiple services to meet the requirements, about 50 percent of service requests are completed. As a further improvement, when multi-hop forwarding paths are used to forward requests and service outputs, 70 percent requests are completed. This shows significant improvement that service composition with multi-hop forwarding paths achieves compared to other mechanisms [14], [15]. In contrast, our algorithm tolerates disconnections and utilizes paths that become available over time. As a result, in addition to utilizing services at devices with directly connected paths to a node, ones that are present in the nearby vicinity can be invoked at the expense of slightly higher delays. However, in opportunistic networks, multi-hop forwarding still yields lower delays as compared to direct one-hop forwarding. This is shown in Fig. 4 where 50 percent of compositions are made within 5 minutes using multi-hop forwarding, whereas it takes 12 minutes in direct forwarding. In case when only exact match is searched in the network, only 40 percent requests are completed after 15 minutes. The CDF plot (proportion of samples less than a value) is based on the aggregate delay per service from five simulation runs. As seen from Fig. 3, the percentage of completed services increases sharply in the first 30 minutes (transient regime) and then becomes steady. Therefore, in
Fig. 4 and later, delays of only those compositions are considered that are generated once the system is well inside the steady state regime (after first two hours of simulation).

6.3 Levels of Awareness

While there is significant improvement in service completion rate and delays when some knowledge about temporal distances from other nodes is used, there is not much difference in the performances of perfect, globally aware and local schemes. This is clear from Fig. 5a where in a range of service densities, completion rate of perfect, distributed global and local levels of awareness are within 3 percent of each other. Fig. 5b shows the delays when each service is repeated twice i.e. two different nodes provide the same service. The local scheme has delays between the globally aware and perfect scheme as shown in Fig. 5b. One explanation for this behavior is that approximation for temporal distance between other nodes is better than delayed information of actual temporal distance between those nodes. Notice that at the time of request initiation, in perfect knowledge, a node knows exact distance between other nodes only at that instant of time—a node does not know the exact distance between other nodes in future when the first (or second, third etc.) service to complete. Thus, during the time a forwarded request is received on a device, the network topology changes so much that it does not make much difference if local knowledge, a node knows exact distance between other nodes only at that instant of time—a node does not know the exact distance between other nodes in future when the first (or second, third etc.) service to complete. Thus, during the time a forwarded request is received on a device, the network topology changes so much that it does not make much difference if local knowledge was used or perfect knowledge to estimate distances between other nodes for selection of services/devices. Since, all three schemes have similar performance; we select the scheme with local knowledge for further analysis as it is more light weight (requires exchanging $O(N)$ temporal distance and load values per contact instead of $O(N^2)$).

In Fig. 5c, we validate the selection of correct devices to compose all services. At different service densities, percentage of services that are run at intermediate nodes while they were enroute to some other device is considered (i.e. when required service is opportunistically found at a device different from one selected by the algorithm). While this percentage is quite high around 40 percent when minimal knowledge about network is available, it is reduced to under 5 percent when some knowledge about network topology is used. This validates that our service selection algorithm selects the correct devices to execute services in a composition.

6.4 Composition Length, Delay, and Hop Profiles

Fig. 7 shows the detailed profile of multi-hop service composition for State Fair and Levy Walk mobility trace. Since, State Fair trace lasts only 90 minutes, we have performed extensive simulation on Levy walk with a duration of 10 hours to evaluate performance results in steady state. The results in this section are used to demonstrate that valuations based on Levy Walk traces are close to real mobility traces in environments similar to state fair.

Most compositions are comprised of 1 or 2 services and then there are some of three, and four services as shown in Fig. 7a. In our analysis, services are distributed such that every service is provided by at least one node in the network. However, as described earlier, restricting the completion to the exact match degrades performance. Therefore, all compositions (around 60 percent) of length more than 1 that are shown in Fig. 7a are optional, and are made to achieve higher service completion rates and minimal delays. However, these compositions come at the expense of a few extra hops as shown in Fig. 7b. Most of the times (about 80 percent) complete services are composed by using less than five hops. Around 15 percent of requested services are found at the device itself. This causes a hop count of zero as shown in Fig. 7b. If the service is not found at the requesting devices, service completion incurs at least two hops (one to send request and one to receive results). Fig. 7c shows the empirical CDF of the time taken from service request to receiving composed results, routed back from the last node in the composition path. Around 60 percent of completed service requests have a delay of less than 10 minutes whereas close to 50 percent of these are completed in less than 5 minutes. Each service is repeated twice in this run. For higher number of repetitions, delays are lower and percentage of completed services reaches close to 100 percent (85 percent for four repetitions, see Fig. 5a). In effect, the above results demonstrate that significant service composition results can be obtained in opportunistic environments with reasonable service densities.

6.5 Effect of Forwarding Scheme, Request Load, Request Timeout, Node and Service Density

Figs. 6 shows the service completion rate of three different underlying forwarding schemes used in the service selection algorithm. Only single copy of each request is
forwarded. MT shows better delivery rate (about 30-40 percent higher than other schemes). Network performance is also analyzed under different service load conditions and levels of connectivity. Requests rates are varied from 0.2 to 1 request per minute per node. Fig. 8a shows that service completion rate decreases under high loads. At high node/service density Fig. 8c shows that almost 85 percent of all requests can be composed. Also, more requests can be completed when a service request does not timeout for a longer time [Fig. 8b]. Thus, while service compositions can be made in a moderately connected network, our algorithm adapts well in sparse scenarios with higher service request loads and short request timeout duration. Note that variation in load greatly changes the delay profile under 5 min as shown in Fig. 8a. This is because higher loads result in longer service queues and services take longer to execute even when a connected path to service provider exists. Whereas variation in request timeout changes the delay profile at over 10 min as shows in Fig. 8b. This is because longer request timeouts keep the service requests in the queue which are otherwise dropped without completion. As a side effect, average service load at nodes increases slightly. For this reason, 40 percent of compositions are made in 4.5 min with request timeout of 30 min but only in 3.5 min with timeout of 10 min due to change in average load at nodes. Fig. 8c shows that average delays are lower when 40 services are distributed in 40 nodes instead of 20 nodes even though the number of generated requests is double in a network with 40 nodes. This is because the network with 40 nodes is more dense and connected.

7 CHARACTERISTICS OF THE ALGORITHM

While the previous section shows that service composition results in improved performance when opportunistic paths are used, it does not show the limitations or the key underlying features that result in such improved performance and what can be done further to achieve an even better performance. Thus we analyze performance in different mobility environments—communities, clusters and uniformly distributed. Within each environment, we modify the underlying parameters that impact mobility and discuss their impact. To understand the variation in performance under different mobility environments, we examine the difference between the composition cost computed in the service graph and the actual cost of completing a service. This

![Fig. 6. MT with better service completion.](image6)

![Fig. 7. State Fair [red] and Levy Walk [blue] mobility trace: (a) composition length, (b) hop count, and (c) delay profiles for multi-hop service composition.](image7)

![Fig. 8. Levy Walk: Higher service completion and lower delay at (a) low loads, (b) long request timeout, and (c) high node, service density for multi-hop service composition.](image8)
difference would be an indication of the accuracy of the temporal distance as a measure of device reachability. We further investigate that load aware composition is useful only in more connected/dense networks. To improve the performance even further, it is useful to replace less popular services with more popular service when the service request patterns are non-uniform (i.e. some services are requested a lot more often that others).

To compare performance under different mobility characteristics, we consider all nodes to be moving at the same speed (unlike the slow and fast moving nodes) but vary the key distinctive feature of three different mobility models. Similarly, to analyze the effect of composition length (number of services to be composed to complete a request), we run simulations for requests made only for services of compositions of length one and compare against a separate simulation run for requests made only for services of composition length two and so on.

**7.1 Mobility Characteristics**

Fig. 9 shows performance of service composition under varying mobility parameters in Levy walk, SLAW and HCMM mobility models. These models provide a wide range of mobility characteristics to thoroughly evaluate performance of service composition: HCMM—movement in communities; SLAW—a clustered environment; and Levy walk—uniformly distributed mobile users. The key distinctive feature of SLAW is the Hurst Parameter that controls the degree of self-similarity and clustering in the environment. The flight length and pause time distribution are similar in Levy walk and SLAW so we do not vary those parameters. The key distinctive feature of HCMM is the rewiring probability which establishes the frequency of back and forth travel of nodes between communities. For all these mobility models we also study the effect of node density by keeping the number of nodes constant but varying the simulation area.

As illustrated in Fig. 9a, with similar user densities, more services are completed in HCMM as compared to SLAW and Levy Walk. For example, with 20 users in a simulated area of 700 m × 700 m, 70 percent services are completed in HCMM as compared to 58 percent in SLAW and 35 percent in Levy Walk. This is because nodes stay closest to each other in communities under HCMM, are still closer in clusters under SLAW as compared to uniform distribution in the whole simulation area under Levy walk.

Fig. 9a also shows that percentage of completed services decreases with user density; e.g. completed services in HCMM decreases from 81 to 64 percent when simulation area increases from 500 m × 500 m to 900 m × 900 m. A similar trend is followed for SLAW and Levy walk.

Fig. 9b shows the effect of Hurst Parameter. There is no significant trend at high node densities but the performance of service composition decreases at lower user density (20 users in 900 m × 900 m area). From visual inspection of trajectory plots, Hurst parameter of 0.85 shows longer flights spread in larger area than Hurst parameter of 0.55. However, in several random generations of mobility plots we have found a great variation in distribution of waypoints for the same value of Hurst parameter. Also, since most real world traces have Hurst parameter value close to 0.75 [19], [28] we use this value for all the traces when performance under SLAW is compared with Levy walk or HCMM.

Fig. 9c shows the effect of rewiring probability in HCMM. Initially there is a sharp decrease and then an increase in completed services when rewiring probability is increased from zero. This is because, more services are completed when all nodes stay in the same community (rewiring probability = 0) versus when some of the nodes leave before completing the pending requests (rewiring probability = 0.1). However, as the back and forth travel of nodes between communities increases (rewiring probability > 0.4), there is an additional advantage of having services from a different community to be available. As a result, with increase value of rewiring probability, there is again an improvement in percentage of completed services. However, the advantage of travel between communities also depends on how far the communities are. Thus, least number of services are completed at rewiring probability of 0.1 in 500 m × 500 m area but in a larger area of 900 m × 900 m it occurs at 0.4. The advantage of traveling kicks in at higher rewiring probability (0.4 instead of 0.1) in 900 m × 900 m because the communities are further apart and it takes more time to travel between communities. Thus, a small amount of travel to other communities decreases performance, but a lot of travelling between communities again improves performance of service composition. In all simulations, we use the value of rewiring probability to be 0.1 when comparing performance against Levy walk and SLAW.
7.2 Load Estimation

We explore performance of service composition algorithm with and without an estimate of load i.e. we consider

1) \textit{LA}: load aware service composition (algorithm that takes into account the temporal distance as well as load at other nodes), and
2) \textit{NLA}: not load aware service composition (algorithm that takes into account the temporal distance and but does not take into account the load at other nodes)

Fig. 10 shows that load aware service composition (LA) improves performance by 10 percent in a more connected network (20 users in small area 500 m x 500 m), but does not make much difference in sparsely connected networks (20 users in large area 900 m x 900 m) in HCMM mobility. LA performs better than NLA in more connected networks, because delay due to sparse contacts is comparable to delay due to load at individual nodes. LA performs similar to NLA in sparse networks because delay due to sparse contacts is more dominant than delay due to load at individual nodes, and knowledge about load does add much value in selecting which services to compose. Thus, the requirement to keep track of load at other nodes is critical when the forwarding delays are comparable to the delay due to queuing and execution of service requests.

7.3 Estimated Cost and Actual Delay

In this section, we analyze the accuracy of the values used to estimate the time required to complete a service as described in Section 4. Fig. 11 shows that estimated cost for 70–80 percent of completed services is within 4 minutes of actual delay in HCMM, SLAW and Levy walk mobility models. Also, the difference between estimated cost and actual delay is less than 2 minutes for 40 percent of the completed services in all three models. This shows that the distributed local knowledge algorithm for service composition is fairly accurate in estimation and selection of optimal services that can be composed to complete the request.

Fig. 12 shows that estimated cost of incomplete services is 50 percent accurate (i.e. cost is greater than 15 minutes for 50 percent of incomplete services) in Levy Walk but not accurate in HCMM and SLAW mobility models. Notice, that this is not the overall accuracy, but the accuracy of only incomplete service requests which are a small percentage of the total number of service requests.

Still, this demonstrates that temporal distance is not a very good measure when the user movements contain structures of clusters and communities but has reasonable accuracy when user movement is more evenly spread in the surrounding area. The reason for inaccuracy in HCMM and SLAW is that nodes leave the community at random which results in large number of incomplete services. Using temporal distance alone does not predict which nodes may or may not leave the community in future under HCMM/SLAW. The possible solutions in such a case is to either introduce redundancy by requesting services with more than one nodes or to have a mechanism to predict user movement (i.e. which users may or may not leave the community) through other sources of information (user schedule, history of visits etc.).

7.4 Sensitivity to Composition Length and Service Distribution

The required number of services that are composed to complete a request greatly affects the performance of service composition. In addition, performance improves when

2. Note that services are considered incomplete when they are not complete within 15 minutes. Thus, cost estimate of more than 15 minute is considered accurate for incomplete services.
services are distributed in the same pattern as the requests are generated (i.e. more commonly requested services are provided at more nodes than the rarely requested services). To analyze only the effect of composition length and service distribution, a slightly different set of services is used from the one described in Section 6.1. A total of 20 input/output types are used to create 20 unique services of functionality equal to one \( k = 1 \). Thus, the created services are \( \{ s_1^{12}, s_2^{13}, s_3^{14}, \ldots, s_{20}^{21}, s_{21}^{22}, s_{22}^{23}, s_{23}^{24}, s_{24}^{25}, s_{25}^{26}, s_{26}^{27}, s_{27}^{28}, s_{28}^{29}, s_{29}^{30}, s_{30}^{31} \} \). Each of these services is provided by two nodes selected uniformly at random.

### 7.4.1 Composition Length

Fig. 13 shows sensitivity analysis for composition of one, two or three services in Levy Walk, SLAW and HCMM mobility models for a range of service densities. The performance of service composition is analyzed with different request patterns as follows: Service requests require

1. exactly a single service—composition length = 1,
2. composition of two services—composition length = 2,
3. composition of three services—composition length = 3.

For example, a request with input 3 and output 5 requires two services \( s_{14} \) and \( s_{45} \). The simulation results show that the performance degrades when more services are required to complete a request. It should be noted, that this result actually elaborates the earlier deduction in Fig. 3 where composition leads to better performance. The difference between these two results is in the simulation setting. Fig. 3 shows the results for a general service distribution and request pattern [Section 6.1]—in this setup, allowing for composition of more than one service significantly improves the percentage of completed services.

In contrast, Fig. 13 shows a complete simulation run where services with a fixed composition length are requested. Thus, it shows the percentage of completed services by making requests that only require a single service. Fig. 13 then shows the impact of composition by making requests that require composition of two services in a separate simulation run. More specifically, the percentage of completed services decreases when two or more services are composed for every request. This is to emphasize the point that composition by itself does not lead to better performance [Fig. 13] but rather composition leads to better performance only when the cost of selected composition is compared and found better against the cost of all other possible compositions [Fig. 3] like in our service composition algorithm.

Fig. 13 shows sensitivity to composition length in different mobility environments with a controlled pattern of service requests. Specifically, if the ratio of completed services is \( p \) (where \( 0 \leq p \leq 1 \)) when composition length = 1, then the ratio of completed services is less than \( p^2 \) when composition length = 2, and is less than \( p^3 \) when composition length = 3. This can be explained by assuming the probability of completing a single service to be \( p \). Assume that probability to complete a service is independent of probability to complete other services in the request, the particular service that is requested and the node that requests it. Then probability of completing a request for composition two services is \( p^2 \) and probability of completing a request for composition two services is \( p^3 \). In simulation, the actual ratio of complete services is slightly under \( p^2 \) and \( p^3 \) because available time-per-service reduces when a request needs more than one services to be composed. Thus, probability of completing a request for composition of two services is slightly less than \( p^2 \) due to smaller available time-per-service.

The value of \( p^2 \) and \( p^3 \) serves as an upper bound (estimate) to the ratio of completed services for composition length = 2 and 3 respectively. This upper bound is close (slightly greater than actual ratio of completed services) under Levy Walk Fig. 13a, but is not close (a lot greater than actual ratio of completed services) in SLAW [Fig. 13b] and HCMM [Fig. 13c]. This is because nodes and services are located in clusters/communities in SLAW/HCMM. Unlike levy walk, the probability of completing a service is greatly affected by whether the requested service is found in the same cluster or community in SLAW/HCMM. When a single service is requested, most of the completed services are located within the same cluster/community in SLAW/HCMM. Therefore, the estimate of completing a single service is biased towards assumption of availability of service in the same or nearby cluster/community. As a result, whenever one or more services required to complete the request are not available in the same cluster or community, the probability of completing the request becomes way lower than the upper bound of \( p^2 \) and \( p^3 \) for the composition length of 2 and 3 respectively.
7.4.2 Service Distribution

Fig. 14 shows that performance of service composition improves if less popular (requested) services are replaced by more popular (requested) services. To analyze sensitivity to service distribution consider that half of the services (10 out of 20 services) are requested 3 times as often as the other half. Then following two scenarios are of interest:

- Uniform distribution: Each service (of all 20 services) is provided at two different nodes. The total number of services including repetition is 40 such that every node provides two services.
- Proportional distribution: Each of the 10 services (that are requested more often) is provided at three different nodes, and each of the 10 services (that are requested less often) are provided at only one node. The total number of services including repetition is still 40 such that every node provides two services.

Also, services and nodes are selected uniformly at random for each selection. Requests are made such that they require a composition of two services. Results show an improvement of close to 20 percent when services are distributed proportional to request rate as demonstrated in Fig. 14 under Levy walk, SLAW and HCMM. This provides a key insight that replacement of less popular services with more popular services to match the request pattern increases percentage of completed services. The node on which service is replaced is randomly selected out of the two nodes providing the less popular service. Performance can be improved even further by considering location and mobility characteristics of a node on which service is replaced.

8 Conclusion and Future Work

In this paper, we proposed a novel algorithm for service composition in opportunistic networks to provide mobile users the ability to benefit from a larger set of services available in the local environment. The proposed algorithm makes efficient service selections from devices that are in close proximity. Key insight used in the solution is that temporal distance between devices provides a direct measure for reachability of nodes when an end-to-end connected path does not exist. This way, based on a service graph, a composition sequence can be selected to meet the requirements of service request while any routing scheme can be used to forward service parameters.

Through extensive simulations on real and synthetic mobility traces, we conclude that using only local knowledge about temporal distances and service loads, a large percentage of services can be composed in an opportunistic network using multi-hop paths among devices. In order to complete a request, searching for possible compositions is better than looking for a single service that matches the request exactly. Performance of service composition improves (more requests are completed with lower delays) under multihop paths, high service density, high node density, clustered environments with same node density (like HCMM or SLAW in comparison with Levy walk), long request timeout duration and low request rate. In scenarios when some services are requested more often than others, performance also improves when less popular (requested) services are replaced by more popular (requested) services.

Future work will explore key insights about replacement of less popular services with more popular services—specifically based on the location and mobility characteristics of the user providing a particular service. Additionally, replication of service requests can be explored to reduce delays and improve percentage of completed service. Another direction of work can be to explore the effect of dropping service requests when expected delay is higher than the application requirements to off-load the network resources.
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