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Abstract

The cognitive view on deception holds that lying typically requires additional mental effort as compared to truth telling. Psychopathy, however, has been associated with swift and even compulsive lying, leading us to explore the ease and compulsive nature of lying in psychopathic offenders. We explored the costs of instructed lying versus truth telling through RTs and error rates in 52 violent male offenders, who were assessed with the Youth Psychopathic Traits Inventory (YPI). Our deception paradigm also included trials with the free choice to lie or tell the truth. By coupling monetary loss to slow and erroneous responding, we hypothesized that the frequency of lying despite likely negative consequences, would provide an index of compulsive lying. Offenders were slower and erred more often when lying than when telling the truth, and there was no robust association between psychopathy and the cognitive cost of lying. From an applied perspective, this suggests that psychopathy may not threaten the validity of computerized cognition-based lie detection. In the face of probable negative consequences, high grandiose-manipulative offenders chose to lie three times as often as low grandiose-manipulative offenders. Our new lying frequency index is a first attempt to create a much needed tool to empirically examine compulsive lying, and provides preliminary support for the compulsive nature of lying in grandiose-manipulative offenders. Alternative interpretation of the findings are discussed.

Introduction

“No man has a good enough memory to be a successful liar”
— Abraham Lincoln

“If you tell the truth, you don’t have to remember anything.”
— Mark Twain
The quotes from Mark Twain and Abraham Lincoln point to the idea that the truth comes naturally, and that lying requires mental effort. In the last two decades, partly related to rise of neuroimaging techniques, there has been a great increase in studies that empirically tested the idea that lying is cognitively more demanding than truth telling. The first fMRI study on deception [1] scanned 10 intelligent young males while asked to make a speeded decision on simple Yes/No questions regarding activities that they may have performed that day (e.g., Drunk coffee?). Lying was associated with greater activity in the bilateral ventrolateral prefrontal cortices, medial prefrontal and premotor cortices, and left inferior parietal and lateral premotor cortices than truth telling. It also took participants considerably longer—about 200ms—to lie than to tell the truth. Both the increased prefrontal activity (for a meta-analysis see [2]) and the delay in responding (for a review see [3]) have been replicated by several studies. People also subjectively experience lying to be more difficult than telling the truth ([4], [5]). Thus, there is considerable support for the notion that the truth typically comes naturally and that lying typically requires additional effort (for reviews see [6] and [7]). The next step in the theoretical development of the cognitive view on deception is to map its boundary conditions. The current study explored the cognitive costs and pathological nature of lying in psychopathic offenders. Is lying also mentally taxing for psychopathic individuals or may lying be actually their natural response?

The Psychopathy Checklist—Revised (PCL-R, [8]) defines psychopathy in terms of shallow affect, a deceitful, dominant, and narcissistic interpersonal style, an irregular, irresponsible and antisocial lifestyle. Psychopathic individuals are often portrayed as naturally born liars, with lying and manipulating seen as core features of psychopathy. Despite differences in the conceptualization of psychopathy, deceitfulness is adopted as a key feature by many clinicians and scholars. Robbins ([9], pp. 157), for instance, argued that childhood predictors of adult psychopathy involved those who ‘lied gratuitously, and showed little guilt over their behavior’. Consequently, the PCL-R includes ‘conning/manipulative’, and even ‘pathological lying’ as defining features of psychopathy. Likewise, a well-validated self-report measure of psychopathy, the Youth Psychopathic Traits Inventory (YPI; [10]) has three scales that directly assess deceptive behavior: ‘Dishonest Charm’, ‘Lying’, and ‘Manipulation’.

The association between psychopathy and deception has been investigated with a variety of paradigms including self-report questionnaires, validity tests, laboratory cheating paradigms, file reviews, and lie detection tests (e.g., polygraph tests). Surprisingly, an early review of the literature by Hare and colleagues [11] found that the data on the relation between psychopathy and deception was very mixed. The research literature since then has continued to provide inconsistent support for the idea that psychopathic individuals would be particularly apt at lying (e.g., [12–20]) and seems to support Hare and colleagues’ [11] conclusion of ‘a marked discrepancy between these empirical findings and clinical/behavioral manifestations of deception by psychopaths’. While psychopathic individuals are often portrayed as naturally born liars, there is only weak and inconsistent empirical evidence that psychopathic individuals would lie frequently, easily, and compulsively.

Clinical descriptions, psychopathy theory, and assessment instruments consider lying, manipulation and deceit to be at the heart of psychopathy, but empirical data do not provide unequivocal support for that notion. There are only very few studies, however, that examined the ease of lying in forensic samples. Note that the very notion of non-criminal psychopathy is debated (for reviews see [21], [22]), and that the range of psychopathy levels in non-forensic samples may be restricted, limiting the chance to observe psychopathy-related characteristics. We therefore examined the relation between psychopathy and the ease of lying in an offender sample. Moreover, we adjusted the Sheffield Lie Test [1] to also assess compulsive lying, by (1) including trials on which they were given the free choice to lie or tell the truth, and (2) coupling
monetary loss to slow and erroneous responding (which is more likely to occur for lying than for truth telling; [1]). We hypothesized that the frequency of lying despite likely negative consequences, would provide an index of compulsive lying. As such, we aimed to assess, in an offender sample, whether psychopathy is related to smooth and compulsive lying.

**Method**

The study was approved by the local ethical committee of the Psychology Department of the University of Amsterdam (2013-CP-3043). All participants provided written informed consent using a consent form approved by the local ethical committee. The script of the experimental task as well as the data are publically available on [https://osf.io/w746e/](https://osf.io/w746e/)

**Participants**

Fifty-two violent male offenders were recruited in three Dutch forensic institutions. Exclusion criteria were (1) schizophrenia, bipolar disorder or acute psychotic symptoms, (2) clinician estimated IQ < 80, (3) visual impairment, 4) use of antipsychotic medication, and 5) somatic impairments effecting muscle- or coordination functions (e.g., Klinefelter).

On instructed lie and truth trials, participants nearly always (98%, SD = 4%) correctly indicated whether they were about to lie or tell the truth. One participant indicated on 24% of the instructed lie and truth trials that he would behave different from what was instructed (e.g., reported he would lie when instructed to tell the truth). We excluded the data of this participant, leaving n = 51. We also excluded the data of one participant because of an excessive error percentage on the instructed lie and truth trials (i.e., 52% errors; deviating more than 2.5SDs from sample M: 23%, SD = 10%), leaving n = 50.

The final sample consisted of 50 patients that were on average 42 years old (SD = 12, range 23–67 years). Most patients had the Dutch nationality (90%), and were unmarried (87.5%). None had higher education at the college or university level. YPI was available for all patients and showed substantial variation across the psychopathy spectrum (M_{YPI Total score} = 84.24; SD = 17.83; range: 59–129), and WAIS-IQ was available for 43 patients (M_{WAIS Total IQ score} = 95.60; SD = 14.24; range: 64–131).

**Procedure**

After providing written informed consent, participants completed the YPI and the modified Sheffield lie test in a session of about 1.5 hours that also included other questionnaires (i.e., The Experiences in Close Relationships questionnaire; [23]) and two computerized attention tasks. Participants received fixed financial compensation for their participation plus an amount that varied between €0 and €5, depending on their performance in the modified Sheffield lie test.

**Measures**

**Youth Psychopathic Traits Inventory.** The *Youth Psychopathic Traits Inventory* (YPI; [10] Dutch version, [24]) is a self-report psychopathy scale scored in a 4-point Likert-scale ranging from 1 (does not apply at all) to 4 (applies very well). The 50 items load on 10 scales with the *Dishonest Charm, Grandiosity, Manipulation, and Lying* scales tapping into the factor Grandiose-manipulative (20 items; e.g., “I have the ability to con people by using my charm and smile”), the *Remorseless, Unemotionality, and Callousness* scales tapping into the factor Callous-unemotional (15 items; e.g., “I think that crying is a sign of weakness, even if no one sees you”), and the *Thrill-Seeking, Impulsiveness, and Irresponsibility* tapping into the factor
Impulsive-irresponsible traits (15 items; e.g., 'I consider myself as a pretty impulsive person'). The YPI items are worded in a positive direction in order to eliminate the effect of social desirability. The YPI was initially developed for use in adolescents, but has no adolescent-specific items, and has been shown to have good psychometric properties in young adults [e.g., [23]; [13]] as well as in adulthood [25]. In the present sample, the internal consistency (Chronbach’s α) was good for YPI Grandiose-manipulative (α = .89), YPI Callous-unemotional (α = .78), YPI Impulsive-irresponsible (α = .84), and the YPI total score (α = .91).

Modified Sheffield lie test. The modified Sheffield lie test was programmed with Inquisit software [26], which also measured RTs with millisecond accuracy.

In the modified Sheffield lie test (original version [1]), questions were presented with either the instruction to lie, the instruction to tell the truth, or the choice to lie or tell the truth. A cue preceding the questions informed participants to tell the truth (the letter W for ‘Waarheid’ [Truth]), lie (the letter L for ‘Lijken’ [Lie]) or chose to lie or tell the truth (the ? symbol). Using their left hand, participants first pressed the Truth (the a-key) or Lie (the s-key) button to indicate that they would tell the truth or lie to the upcoming question. This self-paced button press was needed to disentangle errors from lies on the choice trials, and allowed to check adherence to the instructions. The question appeared on average 2s (range 1.5s to 2.5s) after pressing the lie or truth button. Questions appeared in the middle of the screen with the YES and NO reminders labels appearing below left and below right, respectively. Participants were instructed to answer the questions as fast as possible with their right hand, using the YES (the k-key) and NO (the l-key) buttons.

There were 40 questions: 20 questions required a YES response when telling the truth (e.g., Is it 2014?), and 20 questions required a NO response when telling the truth (e.g., Is it 2004?). Questions were tailored to assure that they required a YES or NO response. For instance, as data collection started in 2013 and ended in 2015, the question ‘Is it 2014?’ was adjusted to ‘Is it 2015?’ for participants tested in 2015.

Participants started this task with €5, and were informed that they would lose €0.05 for behavioral errors (e.g., pressing NO to a true question when instructed to tell the truth), and €0.20 for slow responses (i.e., RTs above 2s; participants were not informed on the exact response deadline). RTs on the cued lie and cued truth trials served as an index of the cognitive costs of lying. Reasoning that lying would be cognitively more demanding than truth telling and that fast and slow responding resulted in financial loss, lying frequency on the choice trials was taken as an index of compulsive lying (lying despite negative consequences).

The task was practiced in two blocks of 12 trials, using another set of very simple true (e.g., Is fire hot?) and false (e.g., Is ice warm?) questions. The first practice block had a fixed order that built up in complexity. The second practice block had a random order. After the two practice blocks, there was one block with 120 test trials: 40 instructed truth trials, 40 instructed lie trials, and 40 choice trials, presented in random order. Across individuals, but not within each individual, each question was presented about equally often with each of the 3 instruction cues. In sum, the modified Sheffield lie test consisted of a total of 142 trials: 24 practice trials (not taken into the analyses) and 120 test trials (taken into the analyses).

Results
Analyses
Because taxometric analyses indicate that psychopathy is a dimensional construct (see e.g., [27]), we used correlational analyses. The primary analyses involve Pearson correlations between psychopathy (YPI; see Supporting Information) on the one hand, and the ease of lying (RT_LIE minus RT_TRUTH, Error_LIE minus Error_TRUTH) and compulsivity of lying (lying
frequency on the choice trials) on the other hand. We did not control for age or IQ in these analyses, because the psychopathy total and factor scores were unrelated to both age and IQ; all r’s < .13, all p’s > .40.

**Modified Sheffield lie test.** Participants erred more often when lying (M = 32%; SD = 13%) than when telling the truth (M = 18%; SD = 10%) on the instructed lie and truth trials, t(49) = 7.90, p < .001. We calculated the effect size for within-subject contrast as Cohen’s d_{within} = \frac{M(\text{Error}_{LIE} - \text{Error}_{TRUTH})}{\sqrt{\text{SD}_{LIE}^2 + \text{SD}_{TRUTH}^2 - 2\times r\times \text{SD}_{LIE}\times \text{SD}_{TRUTH}}}, where r is the correlation between \text{Error}_{LIE} and \text{Error}_{TRUTH} (here: r = .42). The difference between lying error rate and truth error rate was large d_{within} = 1.11 (95% CI: .74–1.47). We used (Error_{LIE} minus Error_{TRUTH}) as a first index of the cognitive cost of lying.

Behavioral errors were excluded for RT analyses. To reduce the impact of outliers, we censored the RTs following established procedures ([28]; [29]). Specifically, we converted outlying RTs (2.40% of the data) below 300ms to 300ms and RTs above 3000ms to 3000ms (note that excluding rather than censoring outliers did not change the results). Participants were slower when lying (M = 1525ms; SD = 284) than when telling the truth (M = 1422; SD = 250) on the instructed lie and truth trials, t(49) = 5.52, p < .001. Controlling for the correlation between \text{RT}_{LIE} and \text{RT}_{TRUTH}, r = .89, the difference between \text{RT}_{LIE} and \text{RT}_{TRUTH} was moderate to large d_{within} = 0.79 (95% CI: .45–1.38). We used (\text{RT}_{LIE} minus \text{RT}_{TRUTH}) as a second index of the cognitive cost of lying.

Participants mostly chose to tell the truth on the choice trials, as evidenced by the low average lying frequency (M = 22%, SD = 28%). Forty-two percent of the sample never lied on the choice trials. There was considerable variance, and Fig 1 illustrates that lying frequency ranged from 0% to 83%. Lying frequency on the choice trials was used as an index of compulsive lying.
Psychopathy and lying. Table 1 plots the association between psychopathy and the cognitive costs of lying (in RTs and errors) and lying frequency on the choice trials.

First, there appeared an association between callous-unemotional traits (YPI-CU) and the cost of lying in error rates, $r = -.29$, $p = .04$ that indicated a reduced cost of lying in high callous-unemotional offenders. This association, however, was carried by two outliers with YPI-CU scores (i.e., 45) that deviated more than 3SDs from the sample mean (i.e., $M = 25.92$, $SD = 6.09$). After excluding the two outliers, the correlation was no longer significant, $r = -.22$, $p = .13$. We therefore think that the observed association was distorted by the two outliers, and that there is no real association between callous-unemotional traits (YPI-CU) and the cost of lying in error rates.

Second, the more grandiose-manipulative (YPI-GM), the more frequent the choice to lie, $r = .35$, $p = .01$, see Fig 2. That correlation was not affected by the exclusion of possible outliers (i.e., YPI-GM scores that deviated more than 2.5SDs from the M). To illustrate the size of the difference, we compared lying frequency in the lowest thirtile (YPI-GM $< 25; n = 15$) versus the highest thirtile (YPI-GM $> 32; n = 16$), and found that high GM offenders ($M = 31.09$, $SD = 26.16$) chose to lie three times as often as low GM offenders ($M = 9.83$, $SD = 23.80$). This was also the case when comparing the lowest quartile (YPI-GM $< 22; n = 12$) versus the highest quartile (YPI-GM $> 36; n = 13$) with a lying frequency of $M = 36.34$ ($SD = 25.89$) versus $M = 12.08$ ($SD = 26.32$).

The deception indices appeared not completely independent from each other: The higher the cognitive cost of deception in error rates, the higher the cognitive cost of deception in RTs, $r = -.33$, $p = .02$. Also, the more frequent the choice to lie, the lower the cognitive cost of deception (Errors: RTs: $r = -.33$, $p = .02$; RTs: $r = -.38$, $p = .01$).

**Discussion**

Laboratory evidence in undergraduates has fuelled the idea that the truth typically comes naturally, and that lying requires additional mental effort. This cognitive view on deception has gained wide attention and led to the development of cognition-based lie detection techniques [7]. An important next step is to map the boundary conditions of the cognitive theory on deception. In the present study, we investigated the relationship between psychopathy and the cognitive costs and the compulsive nature of lying.
Choosing to lie

When provided with the choice to lie versus tell the truth, we found that offenders preferred to tell the truth, and chose to lie on only 22% of the trials. An important restriction to this finding is that a penalty was coupled to slow and erroneous responding, indirectly deterring from choosing to lie. This payment system was set-up to create an index of pathological lying (i.e., lying despite negative consequences). Taking this important restriction in mind, the fact that offenders preferred truth telling above lying, supports the cognitive theory of lying. Specifically, it has been shown that when people are offered the option to perform one of two tasks in task switching paradigms, they typically prefer the easier task above the more difficult task [30]. As such, the offender’s preference to tell the truth rather than lie, may indicate the avoidance of cognitive effort (lying) and a preference for the easy route (telling the truth). Again, we stress that an alternative explanation is provided by the payment scheme that may have led to an avoidance of the task (lying) that was associated with an increased risk of financial loss.

The cognitive costs of lying

When instructed to lie versus tell the truth, we found that offenders made nearly twice as many errors and were substantially slower when lying compared to when telling the truth. This indicated that the behavioral costs of lying previously observed in undergraduate and community samples ([1], [3], [29]; [31–34]), generalizes to the forensic population (see [35–36]), and suggests that lying requires more mental effort than truth telling, also in offenders. According to the Activation-Decision-Construction-Action Theory (ADCAT; [37]), the cognitive cost of lying may be related to one or more of the following cognitive components: Automatic activation of the truth, the decision to lie, the construction of the lie, or acting sincere. Given the non-
interactive nature of our task, the action component is not at play. The use of instructed lying versus truth telling also excludes the decision component. This implies that the activation of the truth and/or the construction of the lie were sufficient to produce a notable behavioral cost for lying. The observed cognitive cost of lying in offenders requires qualification. First, lacking a non-offender control group, we do not know whether lying is as mentally taxing for offenders as it is for non-offenders. Second, that offenders displayed more mental effort for lying than for truth telling was observed within a very specific laboratory paradigm. We chose for the Sheffield lie task because it consistently provides maximal experimental control and leads to robust lies-truth differences. A downside of the task is its highly artificial nature, that has led to concerns with regard to whether the task still measures deception (e.g. [38]). The task constraints may also have limited the offender's ability to lie proficiently. It is worthwhile to extend the assessment of the cognitive load of lying to contexts that involve interaction with another person or situations in which the personal gains are of higher stake. Third, the greater difficulty in responding to the lie trials than to the truth trials may partly be explained by the overall higher proportion of truth trials. Recall that 1/3 of the trials were choice trials, and that most offenders mostly chose to tell the truth. This implies that aggregating cued and choice trials, there was a higher proportion of truth trials than lie trials for most participants. A higher proportion of truth trials may facilitate truthful responding and hamper deceptive responding ([29], [33–34]). The observation in the present study that a higher lying frequency on the choice trials was related to reduced lying difficulty, supports this possibility. Alternatively, a smaller cognitive cost of lying may be associated with a greater tendency to lie. Thus, our findings should be replicated with a balanced proportion of lie and truth trials to corroborate whether indeed offenders have greater difficulty with lying than with truth telling.

Callous-Unemotional traits and the ease of lying

The cognitive cost of lying (as assessed by error rates) appeared smaller in offenders with high callous-unemotional traits, but that correlation was carried entirely by two outliers. After excluding those with an extreme score on the YPI-CU, the correlation was no longer significant. Clearly, those two cases are highly influential. Should the outliers be excluded from the analyses? A first possibility is that the association is real, hence that the cognitive cost of lying is only reduced in those with extremely elevated callous-unemotional traits. Such an interpretation fits with a categorical view on psychopathy [39]. While our data remain inconclusive, we think that the observed correlation is most likely spurious, and that there is no real association between callous-unemotional traits and ease of lying in the present dataset. Note that the effect was apparent only in error rates and not the RTs (which typically is the more reliable and valid index of the cognitive load of deception; [3]). Moreover, despite the apparent greater ease of lying, callous-unemotional offenders still displayed a substantial cognitive cost of lying. While encouraging further research, we conclude that callous-unemotional traits, or psychopathy more generally, does not seem to present a great threat to computerized cognition-based lie detection.

Grandiose-Manipulative traits and compulsive lying

While offenders largely preferred to tell the truth on the choice trials, there was large heterogeneity: Some offenders nearly always chose to tell the truth and some lied almost all of the time. Grandiose-manipulative traits partly explains this variability. High grandiose-manipulative offenders chose to lie 3 times as often as low grandiose-manipulative offenders. Grandiose-manipulative offenders may be compulsive liars, and lie despite probably negative consequences. Grandiose-manipulative traits were, however, not related to the cognitive costs of
lying. Perhaps then, this association can be explained by poor self-judgement. Whereas they do not really have superior lying skills, grandiose-manipulative offenders seem to consider themselves as swift liars, up to the point that they engage in lying when it has probable negative consequences. While we consider the higher lying frequency on the choice trials as implying compulsive lying, we are mindful of alternative explanations. For instance, random responding (e.g., due to boredom) may alternatively explain the higher lying frequency on the choice trials. Fig 2 shows that the lie rate in the high grandiose-manipulative offenders is mostly in the 37.5%–62.5% range, which is the range expected for random responding on a binary task (lie vs tell the truth). Then again, there were no other indications (e.g., elevated error rate) of boredom in the grandiose-manipulative offenders. Still, our novel measure of compulsive lying needs further refinement to rule out alternative explanations such as random responding.

Conclusions
Taking the limitations of our study into account, our findings generally support the cognitive view of lying. Offenders evidenced greater cognitive load for lying than for truth telling, and largely preferred to tell the truth in the face of negative consequences coupled to lying. Clinically, it is interesting that grandiose-manipulative offenders chose to lie in spite of probable negative consequences—pointing to compulsive lying. From an applied perspective, it is important to note that there was a substantial cognitive cost for lying, that did not vary with psychopathic traits. While this finding is restricted to an artificial laboratory deception paradigm and should be followed up with paradigms that involve social interaction, it does indicate that psychopathy may not be a major threat to such computerized cognition-based lie detection tests.
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