Comparing the performance of different multiple imputation strategies for missing binary outcomes in cluster randomized trials: a simulation study
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Introduction: Although researchers have proposed various strategies to handle missing outcomes in cluster randomized trials (CRTs), limited attention has been paid to the performance of these strategies. Under the assumption of covariate-dependent missingness, the objective of this simulation study is to compare the performance of various strategies in handling missing binary outcomes in CRTs under different design settings.

Methods: There are six missing data strategies investigated in this paper, which include complete case analysis, standard multiple imputation (MI) strategies using either logistic regression or Markov chain Monte Carlo (MCMC) method, within-cluster MI strategies using either logistic regression or MCMC method, and MI using logistic regression with cluster as a fixed effect. The performance of these strategies is evaluated through bias, empirical standard error, root mean squared error, and coverage probability.

Results: Under the assumption of covariate-dependent missingness and applying the generalized estimating equations approach for fitting the logistic regression, it was shown that complete case analysis yields valid inferences when the percentage of missing outcomes is not large (<20%) for all the designs of CRTs considered in this paper. Standard MI strategies can be adopted when the design effect is small (variance inflation factor [VIF] ≤ 3); however, they tend to underestimate the standard error of treatment effect when the design effect is large. Within-cluster MI strategy using logistic regression is valid for imputation of missing data from CRTs, especially when the cluster size is large (>50) and the design effect is large (VIF > 3). In contrast, within-cluster MI strategy using MCMC method may yield biased estimates of treatment effect for CRTs with small cluster size (≤50). MI using logistic regression with cluster as a fixed effect may substantially overestimate the standard error of the estimated treatment effect when the intracluster correlation coefficient is small. It may also lead to biased estimated treatment effect.

Conclusion: Findings from this simulation study provide researchers with quantitative evidence to guide selection of an appropriate strategy to deal with missing binary outcomes.
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Introduction

With the growing prominence of cluster randomized trials (CRTs) in health research, some attention has been paid to strategies for handling missing data in CRTs in the statistical community in recent years. Taljaard et al. evaluated imputation strategies for missing continuous outcomes in CRTs via simulation, assuming the data were missing completely at random (MCAR). They concluded that if the intracluster correlation coefficient (ICC) is small (<0.005), ignoring the clustering may yield acceptable Type I error; however, if the ICC is large, ignoring the clustering will lead to severe inflation of the Type I error.
Andridge\textsuperscript{2} investigated the impact of fixed-effects modeling of clusters in multiple imputation (MI) for CRTs with continuous outcomes assuming outcomes are MCAR or missing at random (MAR). She showed that incorporation of clustering using fixed effects for clusters can lead to severe overestimation of variance of group means, and the overestimation is more severe when cluster sizes and ICCs are small. A previous study\textsuperscript{3} compared several strategies for handling missing binary outcomes in CRTs under the assumption of MCAR and covariate-dependent missingness (CDM) and found that within-cluster and across-cluster MI strategies, which take into account intracluster correlation, provide more conservative treatment effect estimates compared with MI strategies which ignore the clustering effect.

Though researchers have proposed various strategies, comprehensive guidelines on the selection of the most appropriate or optimal strategy for handling missing binary outcomes from CRTs are not available in the literature. The generalizability of the conclusions from a previous study\textsuperscript{3} to other design settings may be limited since the simulation study was based on a real dataset which has a relatively large cluster size and ICC. Moreover, different imputation strategies were compared through the odds ratios (ORs) and corresponding 95\% confidence intervals (CIs) for the estimated treatment effect, and the kappa statistics for agreement between imputed datasets and the real dataset. Other evaluation criteria, such as bias, root mean squared error (RMSE), and coverage probability, are considered more informative to assess the accuracy and efficiency of different imputation strategies.

This present paper extends earlier work\textsuperscript{3} and evaluates the performance of various strategies for missing binary outcomes in CRTs under different design settings. Under the assumption of CDM, this present paper focuses on the following strategies: complete case analysis; two standard MI strategies, ie, logistic regression and Markov chain Monte Carlo (MCMC) method; two within-cluster MI strategies, ie, logistic regression and MCMC method; and MI strategy using logistic regression with cluster as a fixed effect. Using the generalized estimating equations (GEE) approach for fitting the population-averaged model for clustered binary data, the performance of these strategies was compared using bias, RMSE, coverage probability of nominal 95\% CI, and empirical standard error of the estimated treatment effect. The ultimate aim of this project is to provide researchers with quantitative evidence to guide selection of an appropriate strategy to deal with missing binary outcomes based on the design settings of CRTs and percentage of missing data.

**Methods**

MI has been widely applied to missing data problems. Rubin\textsuperscript{4} described MI as a three-step process: (1) replace each missing value with a set of plausible values that represent the uncertainty about the right value to impute; (2) analyze the multiple imputed datasets using complete-data methods; and (3) combine the results from the multiple analyses, which allows uncertainty regarding the imputation to be taken into account.

This paper investigates the performance of six strategies to handle missing binary outcomes from CRTs under the assumption of CDM, ie, the probability of missing outcomes for CRTs depends only on the observed covariates. The six missing data strategies are: complete case analysis, two standard MI strategies that ignore the clustering (logistic regression and MCMC method), two within-cluster MI strategies (logistic regression and MCMC method), and MI using logistic regression with cluster as a fixed effect. All programming and analyses are implemented in SAS 9.2 (SAS Institute Inc, Cary, NC) in the simulation. The MI procedure is used to implement the MI, the GENMOD procedure is used to obtain the intervention effect estimate and its standard error from the GEE approach, and the MIANALYZE procedure is used to obtain the pooled estimate and standard error across multiple imputed datasets.

This section is organized with an introduction of the strategies investigated in this paper, followed by an illustration of the statistical method used to analyze the binary outcomes from CRTs, and finally, a description of how the results from multiple imputed datasets are combined to obtain pooled results.

**Missing data strategies**

**Complete analysis**

A complete case analysis simply omits those for whom data are incomplete. This commonly used approach loses power and may introduce bias given that the incompleteness of data is not random.

**Standard MI**

**Logistic regression method**

The standard MI using logistic regression\textsuperscript{1} is implemented through the following steps.

1. Fit a logistic regression using the observed outcome and covariates to obtain the posterior predictive distribution of the parameters:

   $$ \logit(\Pr(y_{\text{obs}} = 1)) = \beta_0 + \beta_1 x_1 + \cdots + \beta_k x_k, $$

   where $\beta_0, \beta_1, \ldots, \beta_k$ are the estimated regression coefficients.
where $y_{mis}$ is the observed binary outcome of a subject; $x_i$, $i = 1, \ldots, k$ denotes the $i$th individual or cluster level covariates of the corresponding subject; $\beta = (\beta_0, \beta_1, \ldots, \beta_k)$ denotes the regression coefficients; and $\logit(Pr(y_{obs} = 1)) = \log(Pr(y_{obs} = 1)/(1 - Pr(y_{obs} = 1)))$. In this project, only two covariates were included (treatment groups and another variable associated with the probability of missingness).

The regression parameter estimates $\hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_k)$ and the associated covariance matrix $V$ are obtained to construct the posterior distribution of the parameters.

2. Draw new parameters $\hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_k)$ from the posterior distribution, where $\hat{\beta} = \beta + V_hZ$, $V_h'$ is the upper triangular matrix in the Cholesky decomposition, $V = V_hV_h'$, and $Z$ is a vector of $k + 1$ independent random normal variates.

3. For each subject with a missing outcome $y_{mis}$ and observed covariates $x_1, \ldots, x_k$, compute $p = \exp(\hat{\beta}_0 + \hat{\beta}_1x_1 + \cdots + \hat{\beta}_kx_k)/(1 + \exp(\hat{\beta}_0 + \hat{\beta}_1x_1 + \cdots + \hat{\beta}_kx_k))$ as the expected probability of $y_{mis} = 1$.

4. Draw a random uniform variate $u$, $0 \leq u \leq 1$. If $u < p$, then impute $y_{mis} = 1$, otherwise, impute $y_{mis} = 0$.

### MCMC method

Assuming that the data are from a multivariate normal distribution, MI using MCMC method\(^6\) constructs a Markov chain to simulate draws from the posterior distribution $Pr(Y_{mis} | Y_{obs})$, where $Y_{mis}$ and $Y_{obs}$ denote the missing and observed values respectively. The missing data are imputed through repeating two steps: the imputation step and the posterior step. The $i$th iteration of the steps can be defined as follows.

1. **Imputation step**: simulate the missing values for each observation independently given an estimated mean vector and covariance matrix denoted by $\Theta$, ie, draw values for variables with missing data $Y_{mis}^{t+1}$ from a conditional distribution $Pr(Y_{mis} | Y_{obs}, \Theta^{t})$, where $Y_{mis}$ and $Y_{obs}$ denote variables with missing and observed data, respectively.

2. **Posterior step**: simulate the posterior population mean vector and covariance matrix, which are then used in the imputation step, from the complete sample estimates, ie, draw $\Theta^{t+1}$ from $Pr(\Theta | Y_{obs}, Y_{mis}^{t+1})$.

The two steps are iterated long enough to generate a Markov chain $\{\Theta^{t}, Y_{mis}^{t} : t = 1, 2, \cdots\}$, which converges in distribution to the posterior distribution $Pr(Y_{mis} | \Theta, Y_{obs})$.

In this study, the observed data $y_{obs}$ include the observed outcome, treatment exposure, and the values for another variable associated with the probability of missingness. We used a single chain and noninformative prior for the Bayesian simulations to derive posterior distributions. We then applied expectation-maximization (EM) algorithm to find the maximum likelihood estimates to impute missing data. The iterations are considered to have converged when the change in the parameter estimates between iteration steps is less than 0.0001 for each parameter. Due to the assumption of multivariate normality, the imputed values from this method are continuous. They are rounded to 0 if less than 0.85, and to 1 otherwise, based on the prevalence of events in the simulated datasets.

### Within-cluster MI

Within-cluster imputation refers to standard MI using either logistic regression or MCMC method being applied for each cluster independently, ie, the missing values are imputed based on the observed data within the same cluster as the missing values; therefore, the similarity of subjects from the same cluster is taken into account in within-cluster imputation methods.

Within-cluster MI strategies may not be applicable for CRTs with a small number of subjects within any cluster because the MI procedure in SAS cannot handle the case when all subjects within a cluster are missing or when the nonmissing binary outcomes within a cluster have identical observations (ie, either all 0 or all 1), phenomena that happen very often for CRTs with a small number of subjects within a cluster. In this simulation study, only the situation when all the nonmissing binary outcomes within a cluster are zero was encountered. In this case, the missing values in these clusters were replaced with zero to avoid imputing them. In addition, this strategy needs to be approached with caution, since there may be no missing data for some clusters, and in this case, the standard software programs cannot be directly applied to conduct within-cluster imputation. It will be necessary to separate clusters into two groups: clusters with missing data and clusters with complete data. For clusters with missing data, standard procedure can be used for imputing the missing data by clusters, at which point clusters with imputed data will need to be merged with the clusters with complete data for later analysis.

### MI using logistic regression with cluster as a fixed effect

This method is similar to the standard MI using logistic regression; however, as its name suggests, cluster is added as a fixed effect when fitting the logistic regression using observed data and the logistic regression for imputing missing data.

### Statistical analysis method

As the statistical analysis model in this study, the GEE approach was used for fitting the logistic regression, which
is a commonly used method for analyzing binary outcome in CRTs to estimate the marginal (or population-averaged) treatment effect. The GEE method, developed by Liang and Zeger,\(^7\) can be formulated as:

\[
\logit(Pr(y_{ij}=1)) = \beta_0 + \beta_1 x_{ij}^1 + \cdots + \beta_k x_{ij}^k
\]

where \(y_{ij}\) denotes the binary outcome of patient \(i\) in cluster \(j\) in the intervention group, \(x_{ij}^k\) denotes the \(k\)th individual-level or cluster-level covariates of the corresponding subject, \(\beta_k\) denotes the regression coefficients, and \(\logit(Pr(y_{ij}=1)) = \log(Pr(y_{ij}=1)/(1-Pr(y_{ij}=1)))\).

An exchangeable correlation matrix is specified to account for the potential within-cluster homogeneity in outcomes, and the robust standard error method is used to obtain the improved standard error for the estimated \(\beta\) coefficients. In this paper, only treatment exposure is included in the model fitting.

Another statistical analysis method, random-effects logistic regression, is also widely used to estimate the conditional (or cluster-specific) treatment effect. In this simulation study, the GEE method is adopted since the marginal treatment effect it tries to estimate is consistent with the effect used to generate the clustered binary data using beta-binomial distribution as described below. However, the GEE method underestimates the standard error of treatment effect when the number of clusters is small (<20). In this case, a small sample modification proposed by Mancel and DeRouen\(^8\) was applied to GEE, which corrects the downward bias of the sandwich standard error estimator by multiplying it by \(\sqrt{\frac{J}{J-1}}\), where \(J\) is the number of clusters in each arm.

### Combining the results from different imputed data sets

For multiple imputed CRT data, the estimate of the treatment effect (logarithm of the OR) and its variance are obtained in the same fashion as for the independent data. Suppose \(M\) sets of imputed values are generated, and the \(M\) estimates of the treatment effects are \(\beta^{(1)}, \beta^{(2)}, \ldots, \beta^{(M)}\) with corresponding variance estimates \(V^{(1)}, V^{(2)}, \ldots, V^{(M)}\), these estimates can be combined as described by Rubin.\(^5\)

The point estimate for the treatment effect estimate from MI is \(\tilde{\beta} = \frac{1}{M} \sum_{m=1}^{M} \beta^{(m)}\) and its variance estimate is \(V = W + (1 + 1/M)B\), where \(W = \frac{1}{M} \sum_{m=1}^{M} V^{(m)}\) is the average within-imputation variance, \(B = \frac{1}{M} \sum_{m=1}^{M} (\beta^{(m)} - \bar{\beta})^2\) is the between-imputation variance. The adjusted \(t\)-test under the MI is then given by \(T = (\tilde{\beta} - \beta) / \sqrt{V} \sim t_{M-1}\). The degree of freedom is calculated as \(v_M = (M-1)(1 + MW/(M+1)/B)\). For CRTs, complete data degrees of freedom are small since they are based on the number of clusters rather than the total number of subjects. In this study, the adjusted degree of freedom recommended by Barnard and Rubin\(^9\) and Little and Rubin\(^10\) was used, ie, \(v_{adj} = (1/v_M + (1/\hat{\nu})/(v_{com}+3)/(v_{com}+1)\)\(^1\), where \(v_{com}\) is the degree of freedom for the complete data test: if, for example, there are \(k (k > 2)\) clusters in each of the two study groups, \(v_{com} = 2 (k-1)\).

### Simulation study

This section describes considerations for selection of design parameters for CRTs, the data generation process, and measures of performance for the missing data strategies.

### Choices of design parameters for the simulation

For simplicity, only two-arm CRTs which are completely randomized, have an equal number of subjects within each cluster, and an equal number of clusters within each arm are considered. The number of clusters, the number of subjects per cluster, and the ICC are allowed to vary.

In accordance with the review of CRTs in primary care by Eldridge et al.,\(^11\) the CRTs were categorized by sample size as either trials with a small number of clusters and a large number of subjects in each cluster or trials with a large number of clusters and a small number of subjects in each cluster. The empirical findings suggest that larger values of ICC tend to be associated with studies having a small number of participants within each cluster.\(^12\) Guided by this information, the choices of combinations of design parameters used in this simulation study are as follows.

1. CRTs with \(n = 6\) clusters per arm, \(m = 500\) subjects per cluster, and ICC is \(\rho = 0.001, 0.01, \) and 0.05.
2. CRTs with \(n = 20\) clusters per arm, \(m = 50\) subjects per cluster, and ICC is \(\rho = 0.01, 0.05, \) and 0.1.
3. CRTs with \(n = 30\) clusters per arm, \(m = 30\) subjects per cluster, and ICC is \(\rho = 0.05, 0.1, \) and 0.2.
4. The choice of the percentage of missing binary outcome is 20%; the outcome prevalence for the intervention and control arms are 10% and 20% respectively.

In addition, five replacements are generated for each of the missing data, ie, generate five datasets when applying the above MI strategies to achieve relative efficiency of more than 90%\(^5\).
Data generation

According to Ridout et al, clustered binomial responses can be generated using a beta-binomial distribution. The prevalence of outcome $\pi$ ($0 < \pi < 1$) varies from cluster to cluster according to a beta distribution with parameters $\alpha > 0$ and $\beta > 0$. The binary outcomes for each cluster are generated from the binomial distribution conditional on this prevalence or probability. To generate data with an intracluster correlation coefficient $0 < \rho < 1$ and marginal prevalence of outcome $\pi$, the parameters of the beta distribution are chosen such that $\alpha = \pi(1-\rho)/\rho$ and $\beta = (1-\pi)(1-\rho)/\rho$.

Besides the variable of intervention group, another binary covariate is generated which is associated with the probability of missingness. It is assumed that this binary covariate has equal chance to take the value of 0 or 1, and is independent of the intervention and the outcome. For any percentage of missing data, it is considered that subjects with value of 1 for this binary covariate are 1.3 times more likely to have missing outcome than subjects with value of 0. This variable is incorporated into the imputation models. Moreover, for each combination of the design parameters, 1200 replications are generated to achieve enough precision for estimating treatment effect (within 5% accuracy of the true effect for all designs of CRTs investigated in this paper with a 5% significance level).

Measures of performance

Quantities used to assess the performance of various missing data strategies include bias, RMSE, coverage probability, and standard error of the treatment effect. Details of these measures are presented below.

Bias

Bias is defined as the difference between the average value of estimated treatment effects over the simulation repetitions and the true parameter set for treatment effect when generating data.

RMSE

The mean squared error (MSE) is defined as the average squared difference between the estimated treatment effects $\hat{\beta}$ and true parameter $\beta$, which is set for treatment effect when generating the data. MSE is equal to the sum of the variance and the squared bias of the estimated treatment effect.

\[
\text{RMSE} = \sqrt{E[(\hat{\beta} - \beta)^2]},
\]

which is the square root of the MSE. The RMSE is a useful measure of overall precision or accuracy.

Coverage

The actual coverage of nominal 95% CIs of the estimated treatment effect is the proportion of time that the nominal interval contains the true treatment effect across all simulation replications. Since the 95% CI aims to contain the true treatment effect with probability of 0.95, nominal coverage should be approximately equal to coverage probability if the missing data strategy works well.

Empirical standard error of the treatment effect

Empirical standard error of the treatment effect is calculated as the average of standard errors of estimated treatment effects across all simulation replications. It has been well established that analytical methods failing to account for the correlation between responses within cluster, i.e., the clustering effect, result in underestimation of standard error for the intervention effect. The appropriate imputation model should also reflect this data structure, as pointed out by Kenward and Carpenter, therefore, the empirical standard error is considered to be the primary criterion in this study.

Results

Since subjects within the same cluster are more likely to be similar to each other than those from different clusters, an additional subject from the same cluster adds less new information than would a completely independent subject. The design effect or the variance inflation factor (VIF) is commonly used to measure the clustering effect due to lack of independence in the data from a CRT design. The main components of the design effect are the intracluster correlation coefficient $\rho$ and the size of cluster $m$, and $\text{VIF} = 1 + (m - 1)\rho$. For each design setting of CRT investigated in this simulation study, the empirical standard error of estimated treatment effect, bias, RMSE, and coverage probability for analyzing the complete data (no missing data) are considered as references and compared with those for each missing data strategy. These results are presented in Tables 1–6 and discussed in detail below.

Complete case analysis

For all the design settings of CRTs, the empirical standard errors are inflated slightly; the biases are close to zero; and the RMSEs and coverage probabilities are very similar to their references (see Table 1). This result is not surprising since the complete case analysis is analogous to analyzing a size-reduced dataset in which all variables are fully observed under the assumption of CDM. It can yield an unbiased estimate of the intervention
Table 1 Performance of complete case analysis

| Design parameters of CRTs | Design effect (variance inflation factor) | Empirical standard error | Bias | RMSE | Coverage |
|---------------------------|------------------------------------------|--------------------------|------|------|----------|
|                           |                                          | No missing data (Ref)    | Complete case analysis | No missing data (Ref) | Complete case analysis | No missing data (Ref) | Complete case analysis |
| Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) | 6' | 500  | 0.01  | 5.9  | 0.08/0.09 | 0.09/0.10 | 0.00  | 0.00  | 0.10  | 0.10  | 0.88/0.91 | 0.89/0.92 |
|                            |                                          |                          | 0.01 | 500  | 0.05  | 25.95 | 0.17/0.18 | 0.17/0.19 | -0.01 | -0.01 | 0.18  | 0.18  | 0.92/0.94 | 0.91/0.94 |
|                            |                                          |                          | 0.1  | 30   | 0.05  | 2.45  | 0.34/0.38 | 0.34/0.38 | -0.03 | -0.03 | 0.38  | 0.38  | 0.91/0.94 | 0.90/0.94 |
|                            |                                          |                          | 0.2  | 30   | 0.05  | 2.45  | 0.34/0.38 | 0.34/0.38 | -0.03 | -0.03 | 0.38  | 0.38  | 0.91/0.94 | 0.90/0.94 |

Note: For CRTs with six clusters per arm, standard errors/modified standard errors and coverage/modified coverage are provided.

Abbreviations: CRT, cluster randomized trial; Ref, reference; RMSE, root mean squared error.

Table 2 Performance of standard MI using LR

| Design parameters of CRTs | Design effect (variance inflation factor) | Empirical standard error | Bias | RMSE | Coverage |
|---------------------------|------------------------------------------|--------------------------|------|------|----------|
|                           |                                          | No missing data (Ref)    | Standard MI using LR | No missing data (Ref) | Standard MI using LR | No missing data (Ref) | Standard MI using LR |
| Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) | 6' | 500  | 0.01  | 5.9  | 0.08/0.09 | 0.09/0.10 | 0.00  | 0.00  | 0.10  | 0.10  | 0.88/0.91 | 0.89/0.93 |
|                            |                                          |                          | 0.01 | 500  | 0.05  | 25.95 | 0.17/0.18 | 0.17/0.19 | -0.01 | -0.01 | 0.18  | 0.18  | 0.92/0.94 | 0.91/0.94 |
|                            |                                          |                          | 0.1  | 30   | 0.05  | 2.45  | 0.34/0.38 | 0.34/0.38 | -0.03 | -0.03 | 0.38  | 0.38  | 0.91/0.94 | 0.90/0.94 |
|                            |                                          |                          | 0.2  | 30   | 0.05  | 2.45  | 0.34/0.38 | 0.34/0.38 | -0.03 | -0.03 | 0.38  | 0.38  | 0.91/0.94 | 0.90/0.94 |

Note: For CRTs with six clusters per arm, standard errors/modified standard errors and coverage/modified coverage are provided.

Abbreviations: CRT, cluster randomized trial; LR, logistic regression; MI, multiple imputation; Ref, reference; RMSE, root mean squared error.
### Table 3 Performance of standard MI using MCMC method

| Design parameters of CRTs | Design effect (variance inflation factor) | Empirical standard error | Bias | RMSE | Coverage |
|--------------------------|------------------------------------------|--------------------------|------|------|----------|
|                          |                                          | No missing data (Ref)    |      |      |          |
|                          |                                          | Standard MI using MCMC   |      |      |          |
|                          |                                          | No missing data (Ref)    |      |      |          |
|                          |                                          | Standard MI using MCMC   |      |      |          |
| Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (p) | No missing data (Ref) | Standard MI using MCMC | No missing data (Ref) | Standard MI using MCMC | No missing data (Ref) | Standard MI using MCMC | No missing data (Ref) | Standard MI using MCMC |
| 6' | 500 | 0.001 | 1.499 | 0.08/0.09 | 0.09/0.10 | 0.00 | 0.02 | 0.10 | 0.10 | 0.88/0.91 | 0.88/0.91 |
|    |     | 0.01  | 5.99  | 0.17/0.18 | 0.16/0.18 | -0.01 | 0.01 | 0.18 | 0.18 | 0.92/0.94 | 0.90/0.93 |
|    |     | 0.05  | 25.95 | 0.34/0.38 | 0.32/0.36 | -0.03 | -0.01 | 0.38 | 0.37 | 0.91/0.94 | 0.89/0.93 |
| 20 | 50  | 0.01  | 1.49  | 0.16    | 0.16    | 0.01  | 0.03  | 0.16 | 0.18 | 0.92 | 0.93 |
|    |     | 0.05  | 3.45  | 0.24    | 0.24    | -0.02 | 0.00  | 0.24 | 0.24 | 0.95 | 0.95 |
|    |     | 0.1   | 5.9   | 0.31    | 0.30    | -0.04 | -0.01 | 0.32 | 0.32 | 0.94 | 0.93 |
| 30 | 30  | 0.05  | 2.45  | 0.21    | 0.22    | -0.01 | 0.00  | 0.22 | 0.22 | 0.94 | 0.94 |
|    |     | 0.1   | 3.9   | 0.27    | 0.27    | -0.00 | 0.02  | 0.27 | 0.28 | 0.94 | 0.93 |
|    |     | 0.2   | 6.8   | 0.35    | 0.34    | -0.03 | -0.00 | 0.37 | 0.37 | 0.93 | 0.92 |

Note: *For CRTs with six clusters per arm, standard errors/modified standard errors and coverage/modified coverage are provided.*

Abbreviations: CRT, cluster randomized trial; MCMC, Markov chain Monte Carlo; MI, multiple imputation; Ref, reference; RMSE, root mean squared error.

### Table 4 Performance of within-cluster MI using LR

| Design parameters of CRTs | Design effect (variance inflation factor) | Empirical standard error | Bias | RMSE | Coverage |
|--------------------------|------------------------------------------|--------------------------|------|------|----------|
|                          |                                          | No missing data (Ref)    |      |      |          |
|                          |                                          | Within-cluster MI using LR |      |      |          |
|                          |                                          | No missing data (Ref)    |      |      |          |
|                          |                                          | Within-cluster MI using LR |      |      |          |
| Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (p) | No missing data (Ref) | Within-cluster MI using LR | No missing data (Ref) | Within-cluster MI using LR | No missing data (Ref) | Within-cluster MI using LR | No missing data (Ref) | Within-cluster MI using LR |
| 6' | 500 | 0.001 | 1.499 | 0.08/0.09 | 0.10/0.12 | 0.00 | 0.00 | 0.10 | 0.11 | 0.88/0.91 | 0.94/0.96 |
|    |     | 0.01  | 5.99  | 0.17/0.18 | 0.18/0.20 | -0.01 | -0.01 | 0.18 | 0.18 | 0.92/0.94 | 0.92/0.95 |
|    |     | 0.05  | 25.95 | 0.34/0.38 | 0.35/0.39 | -0.03 | -0.03 | 0.38 | 0.38 | 0.91/0.94 | 0.90/0.94 |
| 20 | 50  | 0.01  | 1.49  | 0.16    | 0.19    | 0.01  | 0.05  | 0.16 | 0.18 | 0.92 | 0.96 |
|    |     | 0.05  | 3.45  | 0.24    | 0.26    | -0.02 | 0.02  | 0.24 | 0.24 | 0.95 | 0.97 |
|    |     | 0.1   | 5.9   | 0.31    | 0.35    | -0.04 | -0.01 | 0.32 | 0.32 | 0.94 | 0.95 |
| 30 | 30  | 0.05  | 2.45  | 0.21    | 0.24    | -0.01 | 0.02  | 0.22 | 0.22 | 0.94 | 0.97 |
|    |     | 0.1   | 3.9   | 0.27    | 0.29    | -0.00 | 0.02  | 0.27 | 0.27 | 0.94 | 0.96 |
|    |     | 0.2   | 6.8   | 0.35    | 0.37    | -0.03 | -0.01 | 0.37 | 0.37 | 0.93 | 0.94 |

Note: *For CRTs with six clusters per arm, standard errors/modified standard errors and coverage/modified coverage are provided.*

Abbreviations: CRT, cluster randomized trial; LR, logistic regression; MI, multiple imputation; Ref, reference; RMSE, root mean squared error.
### Table 5 Performance of within-cluster MI using MCMC method

| Design parameters of CRTs | Design effect (variance inflation factor) | Empirical standard error | Bias | RMSE | Coverage |
|--------------------------|-------------------------------------------|--------------------------|------|------|----------|
|                          | No missing data (Ref) | Within-cluster MI using MCMC | No missing data (Ref) | Within-cluster MI using MCMC | No missing data (Ref) | Within-cluster MI using MCMC |
| Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) | Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) | Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) |
| 6’ | 500 | 0.001 | 1.499 | 0.08/0.09 | 0.10/0.11 | 0.00 | 0.03 | 0.10 | 0.11 | 0.88/0.91 | 0.88/0.92 |
| 20 | 50 | 0.01 | 5.99 | 0.17/0.18 | 0.18/0.20 | -0.01 | -0.04 | 0.18 | 0.20 | 0.92/0.94 | 0.91/0.94 |
| 30 | 30 | 0.05 | 25.95 | 0.34/0.38 | 0.35/0.39 | -0.03 | -0.05 | 0.38 | 0.40 | 0.91/0.94 | 0.90/0.93 |

Note: For CRTs with six clusters per arm, standard errors/modified standard errors and coverage/modified coverage are provided.

Abbreviations: CRT, cluster randomized trial; MCMC, Markov chain Monte Carlo; MI, multiple imputation; Ref, reference; RMSE, root mean squared error.

### Table 6 Performance of MI using LR with cluster as a fixed effect

| Design parameters of CRTs | Design effect (variance inflation factor) | Empirical standard error | Bias | RMSE | Coverage |
|--------------------------|-------------------------------------------|--------------------------|------|------|----------|
|                          | No missing data (Ref) | MI using LR with cluster as a fixed effect | No missing data (Ref) | MI using LR with cluster as a fixed effect | No missing data (Ref) | MI using LR with cluster as a fixed effect |
| Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) | Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) | Number of clusters per arm (m) | Number of subjects per cluster (n) | Intracluster correlation coefficient (ρ) |
| 6’ | 500 | 0.001 | 1.499 | 0.08/0.09 | 0.33/0.37 | 0.00 | 0.06 | 0.10 | 0.15 | 0.88/0.91 | 1.00/1.00 |
| 20 | 50 | 0.01 | 5.99 | 0.17/0.18 | 0.36/0.40 | -0.01 | -0.05 | 0.18 | 0.21 | 0.92/0.94 | 0.99/1.00 |
| 30 | 30 | 0.05 | 25.95 | 0.34/0.38 | 0.45/0.51 | -0.03 | -0.05 | 0.38 | 0.38 | 0.91/0.94 | 0.97/0.98 |

Note: For CRTs with six clusters per arm, standard errors/modified standard errors and coverage/modified coverage are provided.

Abbreviations: CRT, cluster randomized trial; LR, logistic regression; MI, multiple imputation; Ref, reference; RMSE, root mean squared error.
effect, but with a larger empirical standard error for CRTs with small design effect compared to those with large design effect; this is due to loss of efficiency.

These findings suggest that, for covariate-dependent missingness, complete case analysis may be an acceptable strategy as long as the percentage of missing data is not large (<20%). The advantage of complete case analysis lies in its simplicity, and it is the default method applied to handling missing data in the standard software.

**Standard MI strategies**
When standard MI using logistic regression is used to handle the missing data, the empirical standard errors are substantially underestimated for CRTs with large design effect (VIF > 3) and similar for CRTs with small design effect; the biases are close to zero; biases and RMSEs are similar to their references; and the coverage for CRTs with large design effects is smaller than their references (see Table 2). The performance of the standard MI using MCMC method is similar to that of the standard MI using logistic regression, except that the underestimation of the standard error for imputation using MCMC method is not substantial (see Table 3).

Two reasons can help to interpret why the biases for standard MI using logistic regression are close to zero: first, CDM is assumed in this simulation study; and second, both the imputation strategy and statistical analysis model (GEE approach for fitting logistic regression) estimate the population-averaged treatment effect, which is consistent with the treatment effect used to generate the clustering data.

For CRTs with very small design effect, the information contributed from a subject within a cluster is quite similar to that from a completely independent subject and therefore the standard MI using logistic regression, which accounts for the uncertainty of the missing data through both within- and between-imputation variances, may provide larger standard error compared with that when there are no missing data. However, for CRTs with large design effects (VIF > 3), this strategy underestimates standard error of the intervention effect since it ignores the clustering of data.

These findings suggest that the standard MI strategies are acceptable when the VIF is small (<3); otherwise, they tend to underestimate the standard error of the treatment effect. In addition, an MI strategy using MCMC can be applied for arbitrary missing data pattern, whereas an MI strategy using logistic regression can only be applied for monotone missing pattern. MI strategy using the MCMC method presents a convergence problem and may produce biased results when the prevalence of cases (ie, the prevalence of outcome) is close to 0 or to 1.

**Within-cluster MI strategies**
The empirical standard errors for within-cluster MI using logistic regression are larger than their references, and the increased amount is ignorable for CRTs with large design effect and large cluster size; the biases and the RMSEs are quite similar to their references; the coverage probabilities are slightly larger than their references (see Table 4). This strategy imputes each incident of missing data based on only the observed data within the same cluster, which leads to increasing within- and between-imputation variance and thus affects overall variance of estimated treatment effect when compared with imputation based on all observed data across the different clusters.

The empirical standard errors for within-cluster MI using MCMC method are similar to their references; for CRTs with small cluster size, the biases are not ignorable, which lead to larger RMSEs and smaller coverage probabilities compared with their references (see Table 5).

These findings suggest that within-cluster MI strategies are an appropriate imputation strategy for CRTs, especially for CRTs with large cluster size and large design effect (VIF > 3).

**MI using logistic regression with cluster as a fixed effect**
When the MI using logistic regression with cluster as a fixed effect is applied to impute the missing data, the standard errors are substantially overestimated for CRTs with small ICC(ρ < 0.1), which lead to larger coverage probabilities compared with their references. The biases are large, especially for CRTs with small cluster size (≤50), which lead to smaller coverage probabilities. The large biases and overestimated standard errors lead to increased RMSEs compared with their references (see Table 6).

These findings suggest that application of this strategy may result in a biased estimate of treatment effect and may substantially overestimate the standard error of the estimated treatment effect when ICC is small (ρ < 0.1) and the cluster size is small (≤50).

**Discussion**
Missing data is a common issue in CRTs, which may lead to spurious conclusions if handled inappropriately. This study used an extensive set of simulations to assess the performance of different strategies for handling missing
binary outcomes in CRTs under different design settings. Results from the present study demonstrate that the design of CRTs, including factors such as the number of clusters in each intervention group, the number of subjects within each cluster, the ICC, and the VIF, are important determinants for selecting an appropriate missing data strategy. Under the assumption of CDM and application of the GEE approach for statistical analysis, complete case analysis can be used to obtain valid inference when the percentage of missing binary outcomes is small (<20%). Standard MI using logistic regression or MCMC method can be used to impute the missing values when the design effect is small (VIF ≤ 3); however, they tend to underestimate the standard error of the treatment effect when the design effect is large, though the underestimation of the standard MI using MCMC method is not substantial. Within-cluster MI using logistic regression may be an appropriate strategy to impute missing binary outcomes in CRTs, especially for CRTs with large cluster size and design effect. The performance of within-cluster MI using MCMC method is good for CRTs with large cluster size and design effect (VIF > 3); however, may yield biased estimation of the treatment effect for CRTs with small cluster size. The MI using logistic regression with cluster as a fixed effect substantially overestimates the standard error of the treatment effect for CRTs with small ICC (<0.05) and may result in a biased estimated treatment effect for CRTs with small cluster size.

The finding for the MI using logistic regression with cluster as a fixed effect in this paper parallels previous results by Andridge and others who demonstrated that incorporating clusters as fixed effects to handle missing continuous outcomes can lead to serious overestimation of variance of group means, and this overestimation is more severe for small cluster sizes and small ICCs. The findings for complete case analysis, standard MI strategies which ignore the clustering effect, and within-cluster MI strategies are similar to those from Taljaard et al., although they evaluated imputation strategies for missing continuous outcomes in CRTs assuming the missingness was completely at random and used Type I error rate and statistical power as the main evaluation criteria. This present study adopted the design effect VIF and the ICC, rather than the ICC alone, to interpret simulation results, since VIF is determined by both the number of subjects within each cluster and the magnitude of ICC, and is more appropriate for capturing the pattern of the performance for different missing data imputation strategies.

It should be emphasized that complete case analysis may not be an appropriate strategy in practice though it shows good performance in this simulation study. In fact, the good performance of complete case analysis is highly dependent on the CDM assumption. In realistic scenarios, it is more likely for a CRT to have mixed missing data mechanisms, ie, combination of missing completely at random (a participant accidentally missed the medical appointment for assessing his health outcome), CDM (older participants are more likely to be lost to follow-up), or missing not at random (participants with poor health outcome are more likely to be lost to follow-up). A simulation study by Allison shows that MI is robust to model violations while complete case analysis is not. King et al further shows that MI works well even when the assumptions of MI are violated.

There are certain limitations to the current study. First, the performance of different missing data strategies is only assessed in the setting of a completely randomized study design. Other designs such as matched pairs design and stratified randomized design are also used for CRTs but were not considered in this study. Second, only balanced design of CRTs (with equal number of subjects per cluster, equal number of clusters in each arm) was considered. These design restrictions were made in order to understand the performance of the methods in simple scenarios. However, the findings are relevant to more general settings, such as the unbalanced design of CRTs. Third, the scenario of missing an entire cluster was not investigated. Even though the complete case analysis, standard MI strategies, and MI using logistic regression with cluster as fixed effect can manage conditions when an entire cluster is missing, their performance in this scenario needs further investigation. Finally, only the GEE approach is considered as the analysis method for the present study; however, in practice, random-effects logistic regression is also commonly adopted for analyzing binary outcomes in CRTs. Further study could include investigation of the performance of these missing data strategies when random-effects logistic regression is used as the analysis model.

The strengths of this study include comparison to a previous simulation study which focused on the estimate of the treatment effect under one particular design setting while emphasis of the present study has been on the accuracy and effectiveness of different missing data strategies, and should provide more informative criteria to assess performance of different imputation strategies. As well, this simulation study is designed to cover a wide range of design settings for CRTs and applies an amount of missing data commonly encountered in epidemiological research. All the above strengths enhance the generalizability of these findings.
Conclusion
The current study is the most comprehensive to date to examine performance of different strategies for handling missing binary outcomes in CRTs. When the percentage of missing data is large and the design effect of the CRT varies, different strategies may lead to varying results, and therefore the appropriate strategy needs to be chosen carefully to obtain valid inferences and mitigate design issues. Findings from this simulation study provide researchers with quantitative evidence to guide selection of appropriate strategies for handling missing binary outcomes based on the design settings of CRTs and the percentage of missing data.
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