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Abstract

Recently, 3D deep learning models have been shown to be susceptible to adversarial attacks like their 2D counterparts. Most of the state-of-the-art (SOTA) 3D adversarial attacks perform perturbation to 3D point clouds. To reproduce these attacks in the physical scenario, a generated adversarial 3D point cloud need to be reconstructed to mesh, which leads to a significant drop in its adversarial effect. In this paper, we propose a strong 3D adversarial attack named Mesh Attack to address this problem by directly performing perturbation on mesh of a 3D object. In order to take advantage of the most effective gradient-based attack, a differentiable sample module that back-propagate the gradient of point cloud to mesh is introduced. To further ensure the adversarial mesh examples without outlier and 3D printable, three mesh losses are adopted. Extensive experiments demonstrate that the proposed scheme outperforms SOTA 3D attacks by a significant margin. We also achieved SOTA performance under various defenses. Our code will available online.

1. Introduction

Three-dimensional (3D) shape representation is one of the most fundamental topics in computer vision. As an expressive 3D representation, point clouds can be directly output from 3D sensors like LiDAR or Kinect, thus becoming the primary data structure in various 3D computer vision tasks. Mesh is another practical 3D representation that is widely used in the computer graphics and computer-aided design (CAD) field but receives less attention in the computer vision field. With the help of 3D printing technology, mesh has become a bridge connecting digital space and physical space [36, 43].

To better understand the 3D objects, a series of works [19, 26, 26, 28, 41, 44] that processed point clouds through deep neural networks (DNNs) have been proposed, which further inspired the works in downstream tasks such as 3D object detection [32]. With the development of DNNs, the threat of adversarial examples that fool the models has also gained increasing attention [1, 29]. Adversarial examples are imperceptible to humans but can easily fool DNNs in the testing stage [50], which have been extensively studied in the 2D image field [6, 7, 13, 16, 21, 37, 52]. Although a series of works were proposed, 3D adversarial attacks are still relatively under-explored and suffer several problems. The major problem is that the existing works are barely physically realizable. They mostly perform adversarial attacks on point clouds data by adding or deleting some points or changing their coordinates [14, 20, 36, 43, 47, 53, 54]. Such attacks are limited to point cloud space in the digital world and are difficult to apply to the real environment, where point clouds are either generated by 3D
scanners or sampled from reconstructed meshes. To perform real-world adversarial attacks, the KNN attack [36] and the GeoA$^3$ attack [43] made some early trials. They reconstructed the mesh of the generated adversarial examples by a point-to-mesh reconstruction algorithm and then obtained the point cloud by direct sampling from the mesh surface. We call this kind of attack as pseudo physical scenario attack. The results [36,43] showed that the adversarial effect of the GeoA$^3$ attack surpassed the KNN attack, but the performance of adversarial point cloud examples sampled from the reconstructed mesh degraded significantly compared to the input point cloud. The attack success rate dropped from 100% to under 10% in most cases. Furthermore, they also performed real physical scenario attack by sampling point clouds from the 3D-printed objects with a 3D scanner, those objects are randomly selected from the adversarial mesh that successfully fool the point cloud classifier in the pseudo physical scenario to ensure the attack success rate in the real physical scenario. In this situation, the attack performance further declined. This demonstrated that the real-world point cloud attack still remains a challenging task [43]. To figure out the reason for the degradation of attack performance, we present the perturbed point cloud and its counterpart mesh of the KNN attack [36] and the GeoA$^3$ attack [43] in Figure 1. The visualization suggests that adversarial perturbations, while small in the point cloud space, lead to very substantial “noise” in the reconstructed mesh. This not only caused a significant loss of adversarial information but also made it very difficult to 3D print the reconstructed mesh.

To this end, in this paper, we propose Mesh Attack, a 3D adversarial attack that performs perturbation on the mesh data instead of point clouds. Figure 2 shows the major difference between our Mesh Attack and previous point cloud attacks. Since the attack is directly applied to the mesh, the “noise” in the reconstructed mesh in previous works [36,43] is avoided. To back-propagate the gradient of point cloud to mesh, a differential sample module is introduced. However, directly adding perturbations to the mesh will cause self-intersection and flying vertices problems, which introduce a lot of outliers. This not only makes fatal errors during the 3D printing but also be easily defended by Statistical Outlier Removal (SOR) method [55] that removes outlier points with a large kNN distance. To further ensure the adversarial mesh examples without outlier and 3D printable, three mesh losses are adopted, i.e., the chamfer loss to regress the vertices close to their correct position, and the laplacian loss and the edge length loss regularize the mesh to be smoother and avoid the mesh self-intersection and flying vertices problems. By confining the mesh perturbation to smooth shape transition, outlier points are eliminated. This not only makes our attack appear more natural to human beings but also more difficult to be defended by current point cloud defense algorithms. Due to the difficulty to compare SOTA 3D attacks on a large scale in real physical scenario attack, we followed the previous settings [36,43] and compared SOTA 3D attacks in pseudo physical scenario attack. Extensive experimental results show that our Mesh Attack outperforms SOTA 3D attacks by a significant margin, which makes a significant step toward real-world point cloud attack. To further validate the effectiveness of our Mesh Attack, we performed real physical scenario attack, the results show that most of the adversarial meshes generated by Mesh Attack can attack successfully after scanning. Also, the adversarial robustness of our proposed Mesh Attack outperforms the SOTA point cloud attack algorithms by a large margin under various defenses across different victim models in the pseudo physical scenario. Furthermore, since the adversarial mesh examples are directly generated by Mesh Attack, they enable a black-box attack to MeshNet [11], which achieves strong attack performance. To the best of our knowledge, Mesh Attack is the first adversarial attack on the mesh classifier. Our Mesh Attack revealed the robustness issues for mesh-related 3D data representation and analysis, which we hope to bring inspiration for future real-world 3D AI researches and applications.

The main contributions of this paper can be summarized as: (1) We present a strong 3D adversarial attack method named Mesh Attack that can directly generate adversarial mesh examples. From the mesh examples, adversarial information but also made it very difficult to 3D print the reconstructed mesh.

To this end, in this paper, we propose Mesh Attack, a 3D adversarial attack that performs perturbation on the mesh data instead of point clouds. Figure 2 shows the major difference between our Mesh Attack and previous point cloud attacks. Since the attack is directly applied to the mesh, the "noise" in the reconstructed mesh in previous works [36,43] is avoided. To back-propagate the gradient of point cloud to mesh, a differential sample module is introduced. However, directly adding perturbations to the mesh will cause self-intersection and flying vertices problems, which introduce scanners or sampled from reconstructed meshes. To perform real-world adversarial attacks, the KNN attack [36] and the GeoA$^3$ attack [43] made some early trials. They reconstructed the mesh of the generated adversarial examples by a point-to-mesh reconstruction algorithm and then obtained the point cloud by direct sampling from the mesh surface. We call this kind of attack as pseudo physical scenario attack. The results [36,43] showed that the adversarial effect of the GeoA$^3$ attack surpassed the KNN attack, but the performance of adversarial point cloud examples sampled from the reconstructed mesh degraded significantly compared to the input point cloud. The attack success rate dropped from 100% to under 10% in most cases. Furthermore, they also performed real physical scenario attack by sampling point clouds from the 3D-printed objects with a 3D scanner, those objects are randomly selected from the adversarial mesh that successfully fool the point cloud classifier in the pseudo physical scenario to ensure the attack success rate in the real physical scenario. In this situation, the attack performance further declined. This demonstrated that the real-world point cloud attack still remains a challenging task [43]. To figure out the reason for the degradation of attack performance, we present the perturbed point cloud and its counterpart mesh of the KNN attack [36] and the GeoA$^3$ attack [43] in Figure 1. The visualization suggests that adversarial perturbations, while small in the point cloud space, lead to very substantial “noise” in the reconstructed mesh. This not only caused a significant loss of adversarial information but also made it very difficult to 3D print the reconstructed mesh.

To this end, in this paper, we propose Mesh Attack, a 3D adversarial attack that performs perturbation on the mesh data instead of point clouds. Figure 2 shows the major difference between our Mesh Attack and previous point cloud attacks. Since the attack is directly applied to the mesh, the "noise" in the reconstructed mesh in previous works [36,43] is avoided. To back-propagate the gradient of point cloud to mesh, a differential sample module is introduced. However, directly adding perturbations to the mesh will cause self-intersection and flying vertices problems, which introduce a lot of outliers. This not only makes fatal errors during the 3D printing but also be easily defended by Statistical Outlier Removal (SOR) method [55] that removes outlier points with a large kNN distance. To further ensure the adversarial mesh examples without outlier and 3D printable, three mesh losses are adopted, i.e., the chamfer loss to regress the vertices close to their correct position, and the laplacian loss and the edge length loss regularize the mesh to be smoother and avoid the mesh self-intersection and flying vertices problems. By confining the mesh perturbation to smooth shape transition, outlier points are eliminated. This not only makes our attack appear more natural to human beings but also more difficult to be defended by current point cloud defense algorithms. Due to the difficulty to compare SOTA 3D attacks on a large scale in real physical scenario attack, we followed the previous settings [36,43] and compared SOTA 3D attacks in pseudo physical scenario attack. Extensive experimental results show that our Mesh Attack outperforms SOTA 3D attacks by a significant margin, which makes a significant step toward real-world point cloud attack. To further validate the effectiveness of our Mesh Attack, we performed real physical scenario attack, the results show that most of the adversarial meshes generated by Mesh Attack can attack successfully after scanning. Also, the adversarial robustness of our proposed Mesh Attack outperforms the SOTA point cloud attack algorithms by a large margin under various defenses across different victim models in the pseudo physical scenario. Furthermore, since the adversarial mesh examples are directly generated by Mesh Attack, they enable a black-box attack to MeshNet [11], which achieves strong attack performance. To the best of our knowledge, Mesh Attack is the first adversarial attack on the mesh classifier. Our Mesh Attack revealed the robustness issues for mesh-related 3D data representation and analysis, which we hope to bring inspiration for future real-world 3D AI researches and applications.

The main contributions of this paper can be summarized as: (1) We present a strong 3D adversarial attack method named Mesh Attack that can directly generate adversarial mesh examples. From the mesh examples, adversarial information but also made it very difficult to 3D print the reconstructed mesh.
Adversarial point clouds can be sampled that fool point cloud classifiers. (2) Extensive experiments show that our Mesh Attack outperforms the existing point cloud attack methods by a large margin in the pseudo physical scenario and hard to be defended by the current state-of-the-art point cloud defense algorithms. (3) Mesh Attack is also shown to work as the world-first 3D adversarial attack on mesh classifier in the black-box setting.

2. Related works

Deep learning in 3D With the popularity of 3D sensors and the needs of real-world autonomous driving cars and robotics, 3D deep learning has surged in recent years. 3D data has many representations, i.e., multi-view RGB(D) images, volumetric, mesh, point clouds, and primitive-based CAD models. Although multi-view images and volumetric are regular grids [27,33] that can directly apply convolution neural networks (CNN), the high computational cost limits their applications. Point clouds represent the real world as a set of points. After the breakthrough made by Pointnet [26], point clouds have become popular in the 3D computer vision community [19,28,41,44,49,51]. However, there is no connection between each point, thus lacking the surface information of the object. In comparison, the mesh representation has the characteristics of lightweight and rich shape details. Therefore, enabling DNNs to process mesh would be promising. MeshNet [11] firstly proposed mesh convolution to process mesh data, which performs well in 3D shape classification and retrieval. Recently, Joseph et al. also introduced BRepNet [18] to segment primitive-based CAD models.

Adversarial attacks in 3D DNNs are vulnerable to adversarial examples, which have been extensively explored in the 2D image domain [23, 24, 34, 35]. Recently, the adversarial attack has also gained attention from the 3D vision community. Among existing representations of 3D data, only the adversarial robustness of point clouds has been widely studied. [47] first proposed to generate adversarial point clouds examples. However, the generated adversarial point clouds examples are very messy and have point outliers, which can be easily perceivable by humans. To address the issue of point outliers, the kNN attack [36] adopted a kNN distance constraint, a clipping, and a projection operation to generate a more smooth and imperceptible adversarial point cloud example. The Geometry-Aware Adversarial Attack (GeoA³) [43] further improved the imperceptible to humans. The perturbation-based attacks can be removed by the statistical outlier removal (SOR) [55] method that removes points with a large kNN distance if the perturbation is too large. To solve this problem, [20] developed the JGBA attack, which is an efficient attack to SOR defense. Besides, the point drop attack [53] was developed by a gradient-based saliency map, which iteratively removes the most important points. AdvPC [14] improved the transferability of adversarial point cloud examples by utilizing a point cloud auto-encoder. LG-GAN [54] utilized the powerful GANs [12] to generate adversarial examples guided by the input target labels. Although the existing attacks have a high attack success rate but cannot guaranty that the generated adversarial examples are physically realizable. In this paper, we propose Mesh Attack to solve this problem.

Adversarial attacks in physical world A series of research has been conducted to generate adversarial examples in the physical world. Kurakin et al. [17] firstly shown that adversarial examples can still be effective via printing and recapturing using a cell phone camera. Athalye et al. [2] further improved the robustness of physical adversarial attack under natural noise, distortion, and affine transformation. The AdvPatch attack [3] fooled DNNs by pasting an adversarial patch on the printed picture. Inspired by this work, the adversarial eye-glass [31] and adversarial stickers in traffic sign [10] were proposed. Moreover, the adversarial t-shirts [48] made human stealth in the object detector and the Adversarial Camouflage [8] generated natural style adversarial examples in the physical world. However, the attack algorithms mentioned above focus on fooling a 2D image classifier or 2D image object detector, limiting their application in the 3D area. To generate 3D adversarial examples, Tu et al. [38] added the adversarial mesh on the car’s roof, which can fool the 3D point cloud object detector. But they concentrate on the 3D point cloud object detector, we focus on the 3D point cloud classifier. Another way to perform the 3D attack in the physical world is LiDAR spoofing attacks [4], but this is hard to implement in real driving conditions due to the LiDAR spoofing attacks [4], but this is hard to implement.
cloud classifier \( P(x) : x \rightarrow y \), the objective of our attack method is to find a perturbation \( \Delta \) and generate an imperceptible adversarial mesh example \( M^{adv} = (V^{adv}, F) \), where \( V^{adv} = V + \Delta \), and further samples the adversarial point cloud example \( x^{adv} \) to fool the classifier \( P \).

### 3.2. Mesh Attack

As shown in Figure 3, different from previous point attack algorithms, our adversarial point cloud examples are sampled from the adversarial mesh examples and \( \Delta \) is optimized by minimizing the loss. 

**Differential sample module.** In order to optimize the \( \Delta \) via back-propagation directly, the sampling process of sample points from mesh need to be differentiable. However, making sampling points from mesh differentiable is hard. To tackle this challenge, we follow the rule of Triangle Barycentric Coordinates. Since the mesh we used is triangle mesh, we can sampling points from mesh’s triangle faces in a differentiable way.

For a given triangle \( P_{ABC} \), its vertices are \( v_1, v_2 \) and \( v_3 \), respectively. For any point \( p_i \) inside \( P_{ABC} \), the barycentric coordinates are given as follows:

\[
P_i = \lambda_1 \cdot v_1 + \lambda_2 \cdot v_2 + \lambda_3 \cdot v_3
\]

where \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \), in this way, we can sampling points from mesh in a differentiable way.

**Mesh Attack Losses.** To optimize the \( \Delta \), we follow the C&W attack framework to minimize the loss. Our Mesh Attack’s loss can be divided into two parts, one is a cross-entropy loss that promotes the misclassification of adversarial point cloud examples, another one is mesh losses that constrained the adversarial mesh examples to be smooth. The cross-entropy loss is commonly used for classification tasks, it is defined as follows:

\[
L_{Mis} = -\sum_i \sum_c n_c \log(p_c)
\]

where \( n \) is the number of classes, \( n_c \) is the ground truth label, \( p_c \) is the predicted probability. The mesh loss can be further depart as the chamfer loss, the laplacian loss and the edge length loss. The chamfer loss is commonly used in the mesh generation literature [39,40,42].

The chamfer loss makes the generated adversarial mesh examples closer to the original input mesh and the generated adversarial mesh examples. If this distance is larger, the difference between the meshes is greater; if the distance is smaller, the perceiveness effect is better. However, only use the chamfer loss makes the generated adversarial mesh examples self-intersection, and sometimes flying vertices. To handle these problem, we further introduced the laplacian loss and the edge length loss. The laplacian loss can be defined as follows:

\[
\delta_i = V_i - \sum_{k \in N(i)} \frac{1}{\|N(i)\|} V_k
\]

\[
l_{\text{lap}} = \sum_i \|\delta_i\|^2
\]

where each vertex \( V_i \in M^{adv} \) is denoted as \( V_i = (x_i, y_i, z_i) \), and \( \delta_i \) is the laplacian coordinate for \( V_i \) that compute the difference between \( V_i \) and the center of mass of its immediate neighbors. The edge length can be defined as follows:

\[
l_{\text{edge}} = \sum_{\theta_i \in \epsilon_i} (\cos \theta_i + 1)^2
\]

where \( \theta_i \) denotes the angle between the faces that have the common edge \( \epsilon_i \). Consequently, the regularizer term can be formulated as:

\[
l_{\text{reg}} = \lambda_1 l_c + \lambda_2 l_{\text{lap}} + \lambda_3 l_{\text{edge}}
\]

where \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the weighting parameters.

In order to fairly compare with the KNN attack [36] and the GeoA² attack [43], we also follow the C&W attack’s optimization framework. So we first give a brief introduction of C&W attack algorithm. C&W [5] turns the process of obtaining adversarial examples into an optimization problem as:

\[
\min_{x^{adv}} L_{Mis}(x^{adv}) + c \cdot L_{\text{Reg}}(x^{adv}, x)
\]

where \( L_{Mis}(x^{adv}) \) can promote the misclassification of \( x^{adv} \), \( L_{\text{Reg}}(x^{adv}, x) \) is a regularization term that minimize the distance between \( x^{adv} \) and \( x \), \( c \) is automated adjusted by binary search. Thus, the optimization process of our Mesh Attack can be described as follows:

\[
\min_{M^{adv}} L_{Mis}(S(M^{adv})) + c \cdot L_{\text{Reg}}(M^{adv}, M)
\]

where \( c \) is a trade-off between perceiveness and adversarial strength.
Mesh Attack Strength. We also utilize the infinity norm $l_{\infty}$ to limit the strength of the perturbations. It constrained the perturbation $\| \Delta_i \|_2$ do not over a given threshold $l_{\infty}$, if the perturbation $\Delta_i$ is larger than the limit, it will update to $\Delta_i^{new}$ as follows:

$$\Delta_i^{new} = \frac{\Delta_i}{\| \Delta_i \|_2} \cdot l_{\infty}$$ (10)

4. Experiments

In this section, we present the experimental results to demonstrate the effectiveness of the proposed method. We first specify the experimental settings in Sec. 4.1. In order to validate the design choice of Mesh Attack, we perform ablation studies in Sec. 4.2. Then we report the attack results of pseudo physical scenario attack and real physical scenario attack, and the robustness under defense in Sec. 4.3, Sec. 4.4 and Sec. 4.5, respectively. The black-box attack to the Mesh classifier is shown in Sec. 4.6. A Linux server with 8 Nvidia GTX 3090 GPUs is used to implement our experiments.

4.1. Setup

We use the Manifold40 [15], a variant of ModelNet40 [46] dataset where all shapes are closed manifolds. We firstly select four commonly used networks in 3D computer vision community [45, 51] as the victim model, i.e., PointNet [26], PointNet++ [28], PointConv [44], and DGCNN [41]. We trained them from scratch, the input point cloud is randomly sampled from the normalized mesh surface during each epoch, and the test accuracy of each trained model is within 2% of the best reported accuracy. We implement 10 steps binary search for $c$, the lower bound is 0 and the upper bound is 80, every step contains 1500 iterations to optimize the $\Delta$, and the Adam optimizer to minimize the loss. We implement the differentiable sampling module based on Pytorch [25] and Pytorch3D [30]. We use meshes with 2000 faces and the sampling points is 1024 in the Sec. 4.3 and Sec. 4.4. The adversarial strength is 0.1. In addition, in order to reduce the random sampling error, we conducted three independent experiments with different random seeds and randomly sampled five times on the generated adversarial mesh, and report the mean and variance of the experimental results in the table. We use attack success rate (ASR) as the evaluation metric.

4.2. Ablation Study

In this section, we conduct a series of experiments to help and validate the design choice of Mesh Attack. Pointnet is the victim model in this section. We follow [43, 47] and randomly select 25 instances for each of 10 classes in the ModelNet40 testing set, which can be well classified by the Pointnet. The 10 classes are airplane, bed, bookshelf, bottle, chair, monitor, sofa, table, toilet, and vase. We use meshes with 8000 faces and the sampling points is 8000 in the ablation study.

The manifold mesh or not. Manifold meshes are better for downstream tasks [15]. However, in the ModelNet40, a lot of instances are not watertight or are non-manifold. We therefore investigate the effect of manifold mesh and non-manifold mesh on Mesh Attack. The ASR of manifold mesh and non-manifold mesh are 85.4% and 57.2%, respectively. The results in Figure 4a indicate that non-manifold mesh is unsuitable for Mesh Attack. We therefore choose the manifold mesh in the following experiments.

Number of faces per mesh. The amount of detail of a mesh that represents a 3D object is determined by the number of faces on the mesh. We use meshes with 500, 2000, 8000, 32000 faces to implement our experiment. The ASR of four cases are 86.6%, 96.3%, 85.4% and 46.7%, respectively. The visualization of Mesh Attack with different faces are shown in Figure 4b. The mesh with 32000 faces will cause unexpected shape deformation while using Mesh Attack, and mesh with faces less than 1000 might not represents complex object in rich details. We therefore recommend 2000-8000 faces for better ASR and perceptual
(a) Mesh Attack with manifold and non-manifold mesh. The latter suffers the inconsistent face normal.

(b) Mesh Attack with different faces. We perform the targeted attack with monitor instance, the target is a curtain and the faces are 500, 2000, 8000, and 32000 respectively.

(c) Mesh Attack with different sample points. We perform the targeted attack with bed instance. The target is table and the sample points are 2000, 4000, 6000 and 8000 respectively.

(d) Ablation of the three mesh losses. We perform the targeted attack with vase instance and the target is stairs.

(e) Ablation of adversarial strength.

Figure 4. Visualization of ablation study.

quality when using Mesh Attack.

**Number of sampling points per mesh.** Since our differential sample module can only back-propagate the gradient of one point per face, we also study the effect of number of sampling points on Mesh Attack. We sampled 25%, 50%, 75% and 100% points of the total faces of a mesh during every iteration. The ASR of four cases are 97.2%, 94.4%, 91.7% and 85.4%, respectively. Figure 4c shows the adversarial mesh generated with different sample points, we can see that when the sample points increased, the ASR decreased. However, the perceptual quality is increased with sample points.

**The impact of different loss.** Figure 4d illustrates four groups of adversarial examples without the three optional mesh losses. We can clearly see that the generated adversarial mesh examples with all mesh losses are smoother than those with partly mesh losses. The ASR of Mesh Attack without the chamfer loss, the edge length loss and the laplacian loss are 96.6%, 85.8% and 74.7%, respectively.

**The impact of different adversarial strength.** Through the visual analysis of the adversarial strength in Figure 4e, we can see that as the attack intensity increases, the deformation of the mesh increases. The ASR of the adversarial strength of 0.02, 0.04, 0.06 and 0.08 are 5.5%, 23.8%, 54.4% and 74.1%, respectively. When the adversarial strength is very small, it is very similar to the overused objects in our daily lives, and the surface has slight abrasion and deformation. Increasing the adversarial strength can increase the attack success rate, but flying vertices exist in most adversarial samples if the adversarial strength is too large in our Mesh Attack. Therefore, we do not recommend enormous adversarial strength.

### 4.3. Pseudo physical scenario attack

Due to the difficulty to compare SOTA 3D attacks on a large scale in real physical scenario attack, in this section, we followed the previous settings [36, 43] and compared SOTA 3D attacks in pseudo physical scenario attack. Following the experiment detail in [36, 43], we perform a randomly targeted attack of Mesh Attack and compare the object level adversarial effect of the KNN attack [36] and GeoA³ attack [45] and Mesh Attack.

| Model      | Method    | Attack success rates (%) |
|------------|-----------|--------------------------|
| Pointnet   | KNN Attack| 14.78                    |
| GeoA³ Attack| Mesh Attack| 90.23±0.12              |
| Pointnet++ | KNN Attack| 6.24                     |
| GeoA³ Attack| Mesh Attack| 98.03±0.03              |
| DGCNN      | KNN Attack| 4.17                     |
| GeoA³ Attack| Mesh Attack| 59.44±0.37              |
GeoA³ attack [43] in the pseudo physical scenario where previous point cloud attacks [36,43] showing that attacks in this scenario are a challenging task, the results are shown in Table 1. The results of KNN attack [36] and GeoA³ attack [43] are refer to [43]. Our Mesh Attack consistently outperforms the KNN attack and GeoA³ attack by a significant margin in this scenario. This is a very impressive result because Mesh Attack was shown to be effective in this challenging task. Note that our Mesh Attack is comparable with KNN attack [36] and GeoA³ attack [43] in attack time and much faster in total time due to the hundreds seconds of point-to-mesh reconstruction process [9].

We visualize some representative results of our Mesh Attack compared to KNN attack [36] and GeoA³ attack [43] in Fig 5. We can observe that for "vase" instance in ModelNet40 test set, our Mesh Attack outputs adversarial mesh directly, while KNN attack [36] and GeoA³ attack [43] need to reconstructed mesh from the output adversarial point cloud. Moreover, although the perturbation was small in the output adversarial point cloud, lead to very substantial "noise" in the reconstructed mesh. Those "noise" are barely 3D printable. In addition, the final adversarial point cloud sampled from the reconstructed mesh is unable to attack the victim model.

4.4. Real physical scenario attack

Following [43], we randomly selected 15 instances that are achieved successful attack in Table 1. The selected meshes are printed by UP BOX Plus 3D printer and scanned by HandySCAN 700. Among them, 12 of 15 adversarial meshes can attack successfully after scanning, indicating that it is difficult to achieve a 100% success rate in the physical scene. The Adversarial meshes, 3D printed physical meshes, and the scanned points are shown in Figure 6.

4.5. Mesh Attack under Defense

We further verified our Mesh Attack under various defenses. Following the experiment detail in [45], we performed a targeted attack of Mesh Attack, the target label of each instance is the same as [45] for a fair comparison. We compared our Mesh Attack with the point perturbation attack [47], KNN attack [36], Drop point attack [53] and AdvPC attack [14] under various defense algorithms. Since our Mesh Attack employed in the whole test set, the point cloud that the victim model fails or success to classify are counted in the statistics of our attack performance, therefore, we use the classification accuracy as the evaluation metrics. The defense method of Simple Random Sampling (SRS), Statistical Outlier Removal (SOR), DUP-Net defense [55] and IF-Defense [45] are used for evaluating the adversarial robustness of various attacks. The results of the point perturbation attack [47], KNN attack [36], Drop point attack [53] and AdvPC attack [14] under various defenses are refer to IF-Defense [45]. As shown in Table 2, our Mesh Attack consistently outperform other attacks under various defense algorithms. The SRS, SOR and DUP-Net have almost no defense effect on our Mesh Attack. This is because our adversarial point cloud examples are directly sampled from the surface of the mesh, and there are almost no outliers. Our Mesh Attack achieved state-of-the-art performance across various defense algorithms, there-
Table 2. Classification accuracy of various defense methods on ModelNet40 under point perturbation attack [47], point dropping attack [53], KNN attack [36], AdvPC attack [14] and Mesh Attack on Pointnet++ [28], Pointnet [26], DGCNN [41] and PointConv [44]. Drop 200 and Drop 100 denote the dropping points is 200 and 100 respectively. We report the best result of three IF-Defense.

| Victim models | Defenses | Perturbation | KNN | Drop 200 | Drop 100 | AdvPC | Mesh Attack |
|---------------|----------|--------------|-----|----------|----------|-------|-------------|
| No Defense    | 0.00     | 0.00         | 68.96 | 80.19    | 0.56     | 3.24±0.03 |
| SRS           | 73.14    | 49.96        | 39.63 | 64.51    | 48.37    | 10.06±0.15|
| Pointnet++    | SOR      | 77.67        | 61.35 | 69.17    | 74.16    | 66.26  | 5.97±0.07  |
| DUP-Net       | 80.63    | 74.88        | 72.00 | 76.38    | 64.76    | 16.60±0.33|
| IF-Defense    | 86.99    | 85.62        | 79.09 | 84.56    | 77.06    | 66.17±0.26|
| SRS           | 77.47    | 57.41        | 39.51 | 63.57    | 49.01    | 6.54±0.05 |
| SOR           | 82.81    | 76.63        | 42.59 | 64.75    | 75.45    | 5.73±0.01 |
| DUP-Net       | 84.56    | 80.31        | 46.92 | 67.30    | 77.55    | 18.90±0.22|
| IF-Defense    | 86.30    | 86.95        | 66.94 | 80.72    | 65.57    | 18.33±0.12 |
| SRS           | 50.20    | 41.25        | 23.82 | 49.23    | 41.62    | 37.03±0.43 |
| SOR           | 76.50    | 55.92        | 59.36 | 64.68    | 56.49    | 32.10±0.47 |
| DUP-Net       | 42.67    | 35.45        | 36.02 | 44.45    | 29.38    | 32.02±0.29 |
| IF-Defense    | 85.53    | 82.33        | 73.30 | 84.43    | 79.14    | 63.83±0.45 |
| SRS           | 76.22    | 55.75        | 48.87 | 69.45    | 37.62    | 10.93±0.25 |
| SOR           | 79.25    | 26.13        | 63.78 | 77.63    | 51.75    | 10.13±0.24 |
| DUP-Net       | 68.84    | 43.76        | 58.23 | 70.75    | 49.35    | 13.39±0.04 |
| IF-Defense    | 86.67    | 81.08        | 74.51 | 81.20    | 61.77    | 53.10±0.78 |

Therefore, Mesh Attack is the hardest to defend. More qualitative comparisons of Mesh Attack, perturbation attack [47], KNN attack [36] and GeoA³ attack [43] are refer to the supplementary material.

4.6. Black-box attack on the Mesh Classifier

The adversarial mesh examples generated in Sec. 4.5. are used to perform a black-box attack on the MeshNet. The victim model is the pre-trained model of MeshNet with 91.92% accuracy in the ModelNet40 test set, which was kindly provided by MeshNet [11]. The results are shown in Table 3. We report the classification accuracy of MeshNet to classify the adversarial mesh examples generated by Pointnet, Pointnet++, DGCNN, and PointConv. The results verified that our Mesh Attack could be generalized to the mesh classifier. To the best of our knowledge, it was the first adversarial attack to mesh classifier, which showed that adversarial examples can fool the mesh classifier and show some threat to DNN based mesh research in the future.

5. Conclusions

In this paper, we proposed a strong adversarial attack for point cloud and mesh, named Mesh Attack, which updated the mesh vertices in each iteration of the attack, and utilized three mesh losses to regularize the mesh to be smooth. The experiment results showed that our Mesh Attack outperforms the existing point cloud attack methods by a large margin and hard to be defended by the current state-of-the-art point cloud defense algorithms. We also perform a black-box attack on the mesh classifier, and the results are promising. This raises a new question for the current adversarial robustness research: Do we really need to perform adversarial attacks in the input space? With the huge breakthrough made by NeRF [22] in scene representation, we believed that an attack in this kind of scene representation would be promising. Moreover, effective defense methods against Mesh Attack will be another crucial and promising direction. In addition, unlike image domain, there is a lack of the perceptual metric which measures how similar
the two objects are in a way that we humans do in 3D area, neither point cloud nor mesh, which will limit the research on 3D adversarial attack and defense.
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A. Qualitative results

We visualize some adversarial point cloud examples to analyze the adversarial robustness of Mesh Attack. As shown in Figure 7, the adversarial effects of perturbation attack [47] and KNN attack [36] mainly come from outliers. Although GeoA$^3$ attack [43] has fewer outliers, the adversarial effect drops sharply after meshing and re-sampling, indicating that its adversarial effect mainly depends on specific point cloud space. It can be seen from the figure that the adversarial effect of Mesh Attack mainly comes from the deformation of the object, and because our adversarial point cloud is directly sampled on the smooth adversarial mesh surface, our adversarial point cloud has almost no outliers.
Figure 7. Qualitative comparisons of different adversarial point cloud attack algorithms. From top row to the bottom row are point perturbation attack [47], KNN attack [36], GeoA$^3$ attack [43] and Mesh Attack. We perform the targeted attack with bottle instance to Pointnet [26], the targets are bed, bookshelf, monitor, sofa and toilet from left to right.