Phonon Induced Spin Dephasing Time of Nitrogen Vacancy Centers in Diamond from First Principles
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Spin qubits with long dephasing times are an essential requirement for the development of new quantum technologies and have many potential applications ranging from quantum information processing to quantum memories and quantum networking. Here we report a theoretical study and the calculation of the spin dephasing time of defect color centers for the negatively charged nitrogen vacancy center in diamond. We employ ab initio density functional theory to compute the electronic structure, and extract the dephasing time using a cumulant expansion approach. We find that phonon-induced dephasing is a limiting factor for $T_2$ at low temperatures, in agreement with recent experiments that use dynamical decoupling techniques. This approach can be generalized to other spin defects in semiconductors, molecular systems, and other band gapped materials.

**Teaser:** We present calculations of dephasing times in nitrogen vacancy centers.
1 Introduction

The coherent manipulation of quantum mechanical systems is of fundamental importance in science and engineering (1,2). Solid state quantum systems, in particular, constitute an interesting and very prominent realization of qubits for quantum information processing (3,4,5). The main issue that needs to be overcome is that in contrast to isolated quantum systems, solid state systems tend to have strong coupling with environmental degrees of freedom with consequent loss of coherence of the quantum mechanical state.

Color centers are fluorescent lattice defects made of one or several impurity atoms or vacant atomic sites embedded in the crystal lattice. A particularly prominent example is given by the Nitrogen-Vacancy (NV) defect center in diamond (6,7,8,9,10), that has attracted a lot of attention in the recent years thanks to its long coherence time, optical initialization, and read out (11,12).

The dephasing rate of NV center samples is often controlled by nuclear spin impurities, resulting in coherence times in the range of ms - $\mu$s (13,14,15). However, dynamical decoupling techniques extend coherence time to the order of seconds, where the limiting factor to coherence has been suggested to be spin-phonon interactions instead of nuclear spin impurities (16). While the theory of dephasing from nuclear spin impurities has been recently developed (17), a complete first-principles theory for spin-phonon dephasing is lacking for color centers. With improvements in dynamical decoupling techniques, sample fabrication and purification, and the possibility of room temperature operation, it is desirable to develop a predictive understanding of phonon-induced dephasing. Additionally, indications that phonon-induced dephasing introduce non-Markovianity into the system (18) necessitate further study of phonon-induced processes in these systems.

In this work we demonstrate via first-principles calculations, that phonon-induced dephasing
is a limiting factor for $T_2$ measured by Hahn echo with dynamical decoupling at low temperatures. This additional contribution arises from phonon-induced fluctuations of color center energy levels. In general, the total decoherence rate $\Gamma = 1/T_2$ can be written as a sum of four main contributions

$$\Gamma = \frac{1}{T_2} = \frac{1}{2T_1} + \Gamma[\text{pure}] + \Gamma[\text{disorder}] + \Gamma[\text{QQ}], \quad (1)$$

where $T_1$ indicates the population relaxation time and defines the limiting decoherence time due to energy relaxation \((19, 20, 21, 22)\) that results from the mixing of the energy levels. The decoherence rate $\Gamma$ refers to the total coherence of the superposition state \((|0\rangle + |1\rangle)/\sqrt{2}\) and depends on the specific experimental setup used, as some of the remaining contributions can be removed with an appropriate measurement sequence \((23)\). The terms aside from $T_1$ in Eq. (1) represent all other contributions to the decoherence without net energy exchange between the qubit and the environment. As such, $T_2$ in general demands for a harder theoretical treatment compared to $T_1$.

Whereas the $T_1$ time for NV centers at cryogenic temperatures can be as long as 8 hr \((24)\), $T_2$ was found to be limited, at higher temperatures, to approximately $0.5T_1$ \((16)\) and the reported longest measured $T_2$ at low temperature is of the order of 1 second \((25)\). These results indicate that a better understanding of decoherence in solid state qubits requires theoretical methods to directly access the other contributions beyond $T_1$ given the importance of accounting for all the different sources of dephasing. The knowledge of $T_1$ alone is not sufficient to estimate $T_2$.

Several dephasing mechanisms are known to contribute beyond population relaxation \((13)\), here, in order to simplify the problem we distinguish three main groups of dephasing processes and assume that they contribute additively to the total dephasing (Eq. (1)). $\Gamma[\text{pure}]$ is the pure dephasing rate coming exclusively from unavoidable interactions of a single color center with the environment under the assumption of complete homogeneity. This is the case of a single qubit
defect in a perfect crystal lattice with no imperfections and dephasing due only to interactions with atomic vibrations and the radiation field. $\Gamma[\text{QQ}]$ is instead the dephasing of the quantum system due to the interaction with other qubits in its environment \(^{(26)}\). This second term can be reduced greatly by isolating the $\text{NV}^-$ center from other nitrogen defects in diamond. Finally, each $\text{NV}^-$ in the ensemble will have a slightly different spin excitation frequency due to local spatial magnetic inhomogeneities causing the qubit to lose coherence during the evolution, a typical example is given by spatial inhomogeneities of the local magnetic field caused by nuclear spin impurities. This term is represented by the $\Gamma[\text{disorder}]$ contribution.

NV centers are often employed for high precision magnetometry and sensing \(^{(27,28,29)}\), which is usually achieved through the excitation of the spin state evolved under the application of an external magnetic field. Here we consider two quite common methodologies, the Ramsey sequence \(^{(30,31)}\) and the Hahn-echo measurements \(^{(32,33,34)}\). In the Ramsey sequence of pulses, the qubit is initialized to the superposition state $\left( |0\rangle + |1\rangle \right)/\sqrt{2}$ and then rotated through the application of an external magnetic field $B$ for a time interval $\tau$. The quantum superposition state at time $\tau$ is then written as $\left( |0\rangle + e^{i\phi} |1\rangle \right)/\sqrt{2}$ and $\phi$ is the phase acquired by the spin qubit. Finally a $\pi/2$ microwave pulse is applied, projecting the state back to the quantization axis. The Hahn echo sequence instead applies a microwave $\pi$ pulse during the magnetic field evolution phase, flipping the spins and causing a refocusing of the signal. Other decoupling schemes apply several $\pi$ pulses with sensible improvement of the coherence $T_2$ time \(^{(35,36,37)}\).

Previous calculations of dephasing times were mostly applied to semiconducting systems \(^{(38)}\), quantum dots \(^{(39,40)}\), and even biological systems \(^{(41)}\). In these works molecular dynamics (MD) simulations are run at different temperatures and the energy gap fluctuations are obtained using density functional theory at specific configurations along the MD trajectories. These results are used to compute the energy fluctuation auto-correlation function that is related to the dephasing function $D(t)$ through the cumulant expansion approximation \(^{(42)}\), and used to ex-
tract the dephasing time.

In the rest of the paper we will focus on the evaluation of spin dephasing times in the nitrogen vacancy center using constrained Density Functional Theory (cDFT) based calculations. These methods are routinely employed now to study the electronic structure of defects embedded in solids. We use the cumulant expansion approximation to obtain the dephasing function. However, we do not use MD simulations to extract the energy fluctuations and the phonon modes are directly computed from the DFT data. The calculations are performed by means of the VASP package, which is used to compute the Zero Field Splitting (ZFS) and Hyperfine Interaction (HFI) coefficients. The paper is organized as follows: in section (2.1) we outline the theoretical formalism. The calculation procedure and the results for NV centers are given in section (2.2), and in section (3) we conclude.

2 Results

2.1 Theory and formalism

2.1.1 Dephasing function calculation

The dephasing function $D(t)$ describes the decay of off-diagonal density matrix components as a function of time after the qubit is initialized in a pure state. Within a second order cumulant approximation, $D(t)$ is obtained from the autocorrelation function of the fluctuations in energy level differences

$$ C(t) = \langle \delta E(t) \cdot \delta E(0) \rangle_T, $$

where $< \ldots >_T$ indicates a thermal average at the temperature $T$, $\delta E(t)$ is the fluctuation in the energy level differences. The dephasing function $D(t)$ is then obtained from the knowledge of the auto-correlation function decay time $\tau_c$ and from the parameter $\Delta^2 = C(t = 0)$. The
The following expression is valid in the case of an exponentially decaying autocorrelation function

\[ g(t) = \Delta^2 \tau_c^2 \left[ e^{-t/\tau_c} + \frac{t}{\tau_c} - 1 \right], \quad (3) \]

\[ D(t) = e^{-g(t)}. \quad (4) \]

The cumulant expansion approximation works well under the assumption of harmonic approximation for the phonons. In the limit of fast modulation (\( \Delta \tau_c << 1 \)) the dephasing function becomes \( D(t) \approx e^{-t/T} \) with \( T^{-1} = \Delta^2 \tau_c \). In the limit of slow modulation, we instead have \( g(t) \approx \Delta^2 t^2/2 \) and the inhomogeneous linewidth is simply \( \Delta \). In order to proceed, we need an expression for the energy fluctuation \( \delta E(t) \). This can be derived from the knowledge of the spin Hamiltonian of the system.

### 2.1.2 The spin Hamiltonian

The spin Hamiltonian has the following general form

\[ \hat{H}_{ss} = \hat{S} \cdot \hat{\mathbf{D}} \cdot \hat{S} + \sum_i \mathbf{I}(R_i; t) \cdot \hat{\mathbf{A}}_{hf} (R_i) \cdot \hat{S} + \gamma_e B \cdot \hat{S}, \quad (5) \]

The first term on the right hand side is the zero field splitting contribution to the spin Hamiltonian. \( \hat{S} \) is the spin operator of the system. \( \hat{\mathbf{D}} \) is a symmetric and traceless \( 3 \times 3 \) tensor that in the case of negligible spin orbit interaction, as in our case, is entirely due to dipolar magnetic interactions

\[ D_{ij} = \frac{\mu_0 g_e^2 \mu_B^2}{4\pi} \sum_{a<b} \chi_{ab} \langle \Psi_{ab} | \frac{r^2 \delta_{ij} - 3r_i r_j}{r^5} | \Psi_{ab} \rangle, \quad (6) \]

where \( g_e \) is the Landé factor and \( \mu_B \) is the Bohr magneton. \( | \Psi_{ab} \rangle \) is the Slater determinant of the two-electrons system, that in our case corresponds to the Kohn-Sham Slater determinant obtained from the solution of the DFT set of coupled equations. \( r \) is the distance between the two interacting spins. The second term on the right hand side of Eq. (5) is the hyperfine coupling with nuclear spins \( \mathbf{I}(R_i) \). It defines an effective time dependent magnetic field given that the
nuclear spins will also evolve in time under an externally applied magnetic field \( B \).

The hyperfine coupling term \( \mathbf{A}_{\text{hfi}} \) is given by the sum of the Fermi contact contribution and a dipolar term \( \mathbf{D} \)

\[
\mathbf{A}_{\text{hfi}}(\mathbf{R}_1) = \frac{\mu_0 g_e g_I \mu_B \mu_I}{\langle S_z \rangle} \left[ \frac{2}{3} \delta_{ij} \rho_S(\mathbf{R}_1) + \frac{1}{4\pi} \int d\mathbf{r} \frac{\rho_S(\mathbf{r} + \mathbf{R}_1) 3r_i r_j - \delta_{ij} r^2}{r^3} \right],
\]

(7)

\( \rho_S(\mathbf{R}_1) \) is the spin electron density located around the atom \( I \). \( g_I \) and \( \mu_J \) are the nuclear Landé factor and the nuclear magneton. The last term in Eq. (5) is the Zeeman coupling term with \( \gamma_e \) electron gyromagnetic ratio.

### 2.1.3 Hyperfine and zero field splitting energy fluctuations

Our formalism requires the evaluation of fluctuations in the spin levels \( \delta E(t) \) at time \( t \) from the different sources of dephasing. We assume that the qubit is evolved from some linear combination of states \( |0\rangle \) and \( |1\rangle \) of the spin triplet, implying that

\[
\delta E(t) = \langle 1|\delta \hat{H}_{ss}(t)|1 \rangle - \langle 0|\delta \hat{H}_{ss}(t)|0 \rangle
\]

is the fluctuation in the energy difference between the two eigenstates of the spin Hamiltonian.

The fluctuation can then be expressed as

\[
\delta \hat{H}_{ss} = \delta \hat{H}_{ss}^{sp-ph} + \delta \hat{H}_{ss}^{sp-nu-ph} + \delta \hat{H}_{ss}^{sp-nu},
\]

(8)

\[
\delta \hat{H}_{ss}^{sp-ph} = \sum_{\lambda,q} \sum_{j:a} u_{\lambda,q}(ja; t) \hat{S} \cdot \nabla_{ja} \mathbf{D} \cdot \hat{S},
\]

\[
\delta \hat{H}_{ss}^{sp-nu-ph} = \sum_{\lambda,q} \sum_{j:a} u_{\lambda,q}(ja; t) \sum_{I} I_0(\mathbf{R}_1) \cdot \nabla_{ja} \mathbf{A}_{\text{hfi}}(\mathbf{R}_1) \cdot \hat{S},
\]

\[
\delta \hat{H}_{ss}^{sp-nu} = \sum_{I} \delta I(\mathbf{R}_1; t) \cdot \mathbf{A}_{\text{hfi}}(\mathbf{R}_1) \cdot \hat{S},
\]

where \( u_{\lambda,q}(ja; t) \) is the atomic vibration associated with the mode \( (\lambda, q) \) along atom \( a \) and direction \( j \). \( \delta I(\mathbf{R}_1; t) \) is the temporal variation of the nuclear spin as a result of the precessional motion with respect to \( I_0(\mathbf{R}_1) \) due to the external magnetic field. In Eq. (8) we have defined three main contributions to the fluctuations in the energy levels. The first term describes the phonon-induced fluctuations of the spin-spin coupling tensor \( \mathbf{D} \), and is the most important contribution.
to $\Gamma_{\text{pure}}$. The second term involves the phonon-induced fluctuations of the hyperfine coupling while the last term accounts for the precession of nuclear spins. Due to their dependence on nuclear spin impurities, the second and last terms ($\delta \hat{H}_{\text{sp-nu-ph}}$ and $\delta \hat{H}_{\text{sp-nu}}$) constitute the main contributions to $\Gamma_{\text{disorder}}$. From now on we will assume that our system forms a matrix of single $NV^-$ defects located far enough apart that they do not interact with each other. This assumption is valid in the case of low nitrogen concentration. This means that we can neglect $\Gamma_{\text{QQ}}$ and consider how the three terms in Eq. (8) contribute to $\Gamma_{\text{pure}}$ and $\Gamma_{\text{disorder}}$. Their relative importance changes with the particular experimental setup used, and necessitates individual examination in order to predict the experimentally observed $T_2$ values. In Tab. (1), we summarize the results of our calculations, which will be discussed in the following sections.

### 2.2 Nitrogen vacancy center calculations

The negatively charged NV center is a paramagnetic ground state defect with quantization axis directed along the nitrogen-vacancy axis. The $NV^-$ center is characterized by a spin triplet ground state, $^3A_2$, and a spin triplet excited state $^3E$, with zero field splittings given respectively by $D = 2.87\,\text{GHz}$ and $D = 1.42\,\text{GHz}$, as well as two singlet states, $^1A_1$ and $^1E$ \cite{7, 8, 9}. Upon optical excitation, the NV center shows strong fluorescence, the intensity of which is spin dependent due to spin dependent relaxation via singlet states \cite{12}. All the details of the calculations are given in section (4) while in the next sections we discuss our results in case of a dynamical decoupling sequence and of a Ramsey sequence. From now on we will assume that the system is initialized in its spin triplet ground state configuration.

#### 2.2.1 Hahn echo dephasing and dynamical decoupling

A fundamental property of the Hahn echo sequence is the removal of inhomogeneous broadening from static or slowly varying magnetic fields. In general, different points in the $NV^-$ matrix
will be characterized by different local values of the magnetic field, due to different nuclear spin distributions. This causes strong spatial dephasing that can be inhibited by means of the Hahn echo sequence. The result can be systematically improved by means of more complex decoupling techniques, making the coherence time still longer (16). However, for AC magnetic fields, these methods are ineffective for improving the dephasing time. In (Fig. 2) we show the inverse of the $\Gamma[\text{pure}]$ values computed for the NV$^-$ center in diamond over a range of temperatures between $T = 10 \, \text{K}$ and $T = 500 \, \text{K}$ with energy fluctuations caused only by $\delta \hat{H}_{\text{sp-ph}}^{\text{pure}}$ in Eq. (8). The so obtained dephasing time is close, at least at low temperature, to the $T_2$ values reported in Ref. (16) and (25). In both works, the combination of dynamical decoupling techniques and cryogenic cooling lead to a sensible increase in the observed value of $T_2$ up to almost 1 s. The blue error bars in (Fig. 2) are determined by the choice of the fitting function model for the energy auto-correlation function. In the case of a simple fit of $C(t)$ to an exponential $Ae^{-t/\tau_c} + B$ we obtain the upper limit of the interval, whereas if we use a sinusoidal modulated exponential, $A \sin(\omega t + \phi)e^{-t/\tau_c} + B$, we obtain the lower limit.

Although our computed $1/\Gamma[\text{pure}]$ compares remarkably well with the experimental $T_2$ from Ref. (16) and (25) at low temperatures (3 K and 70 K), at higher temperatures theory and experiments diverge. This can be in part explained by the fact that our temperature dependence is underestimated, as most of the computed $\Gamma[\text{pure}]$ is a result of quantum zero-point fluctuations of the phonon bath. We are, in fact, only considering the second order term of the cumulant expansion (Eq. 2), and first order variations in the phonon displacement (Eq. 8), leaving out the higher order contributions that account for multi-phonon processes, which are only relevant at high temperatures.

In our calculations, in fact, the temperature dependence enters the expression for the energy fluctuations only through the phonon amplitude with a dependence of the form $\sqrt{1 + 2n_{\text{ph}}}$. Most importantly, the measured coherence time $T_2$ is not equivalent to $1/\Gamma[\text{pure}]$. Our cal-
Calculations suggest that at low temperatures, thanks to very long spin relaxation times \( T_2 \) should be dominated by the pure dephasing term. On the other hand, at higher temperatures, \( T_1 \) dominates over \( 1/\Gamma[\text{pure}] \) due to its stronger temperature dependence. (Fig. 3) evaluates the contribution of the different atoms in the super cell and of the different phonon modes to \( 1/\Gamma[\text{pure}] \). The upper panel in the figure shows each atom’s resolved dephasing time as a function of each atoms distance from the vacancy. This quantity is obtained from Eq. (8) eliminating the sum over the atom’s indices \((j; a)\). We observe a clear trend in the figure with the carbon atoms closer to the vacancy having a greater effect on the \( \Gamma[\text{pure}] \) linewidth compared to the atoms farther away. This phenomenon can be understood qualitatively by considering that the atom-resolved zero field splitting gradient \( \nabla_{a_j} \tilde{D} \) is much higher in magnitude for a few carbon atoms located around the vacancy. In (Fig. 1) we can clearly distinguish three carbon atoms corresponding to the three red points of (Fig. 3) with a much higher magnitude of the \( \nabla_a \tilde{D} \) vectors compared to other atoms (see also (Fig. SM1)). The three vectors are oriented toward the vacancy with the same trigonal symmetry possessed by the defect. This is in agreement with the observation that \( T_1 \) times in NV centers are mostly determined by the local vibrational properties around the defect center \( a \). We predict that the first shell (red points in (Fig. 3)) and a few carbons in the second shell around the vacancy have equally strong contribution to the overall dephasing, approximately an order of magnitude stronger than the other atoms. The nitrogen atom (blue point in figure), despite being a nearest-neighbor of the vacancy, does not contribute as much because of its comparatively minor electron spin density. The lower panel of the figure shows instead the contribution to \( \Gamma[\text{pure}] \) coming from the different phonon modes. Each point in the figure corresponds to a vibrational mode; orange colored points are more localized close to the vacancy compared to darker points. We distinguish two frequency bands which contribute strongly to \( \Gamma[\text{pure}] \). The broad band at 10 - 20 THz is the contribution of local-continuum resonances, while the sharp band at 40 THz comes from local
modes $^{53}$. In general, the contribution to $\Gamma_{\text{pure}}$ increases with the local character of the mode.

In (Fig. 4) we finally consider the effect of the hyperfine coupling. We separate the contribution of $\delta \hat{H}_{\text{sp}-\text{nu}}^{\text{nu-ph}}$ from that of $\delta \hat{H}_{\text{sp-ph}}^{\text{sp-ph}}$, as in Eq. (8). Due to the fast vibrational dynamics the effect of $\delta \hat{H}_{\text{sp}-\text{nu}}^{\text{nu-ph}}$ is not mitigated by dynamical decoupling techniques and it disappears only in the limit of very low $C^{13}$ concentrations. In our simulations we apply an external static magnetic field $B$ along the spin quantization axis, which defines a preferential alignment axis for the nuclear spins, and then average over 32 possible spin configurations, enough to converge on the final $1/\Gamma$ value. In each configuration the nuclear spins are associated to a random set of atoms in the simulation box. At finite temperatures the nuclear spin direction has finite probability of not being aligned with the applied magnetic field. The direction of the nuclear spins, in the different configurations, are selected randomly from a Gaussian distribution centered on the $B$ field direction and with a width proportional to the temperature of the system. This has the effect of making the $1/\Gamma$ time sightly longer compared to the zero temperature value. However, the most important contribution to $1/\Gamma$ comes from the concentration of $C^{13}$ isotopes. At low concentrations $1/\Gamma_{\text{disorder}} \simeq 10^8$ s, while at higher concentrations $1/\Gamma_{\text{disorder}}$ decreases by a few orders of magnitude, which is not sufficient to make this effect observable compared to the energy fluctuations due to the simple spin-phonon term $\delta \hat{H}_{\text{sp-ph}}^{\text{sp-ph}}$.

2.2.2 Ramsey sequence dephasing times

The Ramsey sequence coherence times (commonly referred to as $T_2^*$) are fundamentally determined by the strength of the hyperfine interaction close to the defect center. It depends on two extrinsic parameters, the applied magnetic field strength and the concentration of nuclear spin impurities. This is an overestimate of the experimental $T_2$ since other effects could be at play that are not considered here like the magnetic interaction between different defects $^{14}$ temper-
ature fluctuations and strains.

In (Fig. 5) we compute the $1/\Gamma[\text{disorder}]$ time as a function of the concentration of carbon magnetic impurities for different applied magnetic field amplitudes. The calculations are performed in all the different cases by randomly selecting 128 nuclear spin configurations; the nuclear spins in each configuration are evolved under the effect of the externally applied magnetic field and of the electronic spins coupled through the hyperfine tensor. The spin fluctuations are then computed according to Eq. (8) for each configuration by isolating the $\delta \hat{H}_{\text{sp-nu}}$ term. The $1/\Gamma[\text{disorder}]$ time of the ensemble is obtained by taking the average of the energy fluctuation functions $\delta E$ from the different configurations. To understand the distribution within the ensemble, we also compute $\Gamma[\text{disorder}]$ for each configuration alone and plot an error bar depicting the standard deviation of the distribution. The standard deviation is bigger at low concentrations due the low number of nuclear spins contributing to the dynamics. At low concentrations we find the longest dephasing times, approaching $0.1 \, ms$, while at high concentrations we converge to values of $1/\Gamma[\text{disorder}]$ below $1 \, \mu s$. The application of stronger magnetic fields to the same random configuration of nuclear spins lowers the Ramsey sequence dephasing times due to the higher spin precession frequencies, as seen in (Fig. 5). On the other hand, applied magnetic fields also tend to align nuclear spins, which would counteract this effect. This has been discussed elsewhere (54, 17) and it is not considered here since we assume that our starting spin configuration is randomly distributed and not aligned to the applied field.

3 Discussion

We have computed the pure dephasing time (at the second order cumulant approximation) and part of the ensemble dephasing coming from $^{13}$C isotopic impurities in diamond NV$^-$ centers. These results indicate the importance of accounting for various dephasing mechanisms in the calculation of the full decoherence time in solid state qubits. The application of dynamical
Decoupling techniques can improve the decoherence time but we find that at low temperatures the spin-phonon contribution to the pure dephasing time \(1/\Gamma[\text{pure}]\) sets an upper limit for the decoherence time in agreement with recent experiments. At higher temperatures spin-phonon relaxation becomes the dominant contribution to the decoherence due to the weak temperature dependence of the spin-phonon pure dephasing term. The disorder induced dephasing time is the dominant contribution at high impurity concentrations, while at low concentrations it sets a limit of the order of few milliseconds \(16\) that can be overcome by means of dynamical decoupling techniques. These results suggest that phonon-induced dephasing should be evaluated in the design of new color centers as a potential limiting factor to coherence in particular at low temperatures.

4 Materials and Methods

The electronic structure of the negatively charged \(\textit{NV}^-\) center is computed using VASP \((48, 49)\) and PBE functionals \((55)\). The simulations are performed at the \(\Gamma\) point using a \(3 \times 3 \times 3\) supercell with a total of \(215\) atoms (Figure 1). An increase of the number of \(k\) points does not produce any significant change in the zero field splitting or hyperfine tensor values. The ground state is a spin triplet with a zero field splitting \(D = 2.97\) GHz that is in good agreement with previous calculations and the experimentally reported value of \(2.87\) GHz \((10, 34, 37)\).

The vibrational modes of the system are then computed using the phonopy package \((56)\) and used into Eq. (8) to extract the energy fluctuations. A \(8 \times 8 \times 8\) \(\mathbf{q}\)-vectors grid with \(244\) irreducible \(\mathbf{q}\)-points was required to achieve convergence in the summation of the phonon wave vectors. In a supercell with \(215\) atoms the number of vibrational modes is \(645\). The hyperfine coupling is also computed using VASP. The ZFS and the HFI gradients, \(\nabla_{a_j} \mathbf{D}\) and \(\nabla_{a_j} \mathbf{A}_{\text{hfi}}\), are obtained by means of a finite difference real space approach where each atom in the simulation box is separately displaced to a new position \(R_{0,x} \pm dx\) along each of the three Cartesian directions.
The ground state DFT calculation is then repeated for each of these new atomic configurations. The typical displacements employed here are of the order of $dx = 10^{-3}$ Å. Once we computed the gradients we evaluate $\delta E(t)$ and its auto-correlation function. We can then extract the different $\Gamma$ contributions following the procedure outlined in section (2.1.1). The calculation of the energy fluctuations in the spin-nuclear term does not require the knowledge of the phonon modes and it is less computationally demanding.
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5 Figures and Tables

Fig. 1. Structure of the NV defect, with the gradients of the $zz$ zero field splitting component, $\nabla a_j D_{zz}$, represented by arrows. The vectors associated to the three carbons surrounding the vacancy have the same trigonal symmetry of the defect.
Fig. 2. Evaluation of the pure dephasing time $1/\Gamma_{\text{pure}}$ due to the first order spin-phonon coupling in absence of nuclear spin impurities. Our result (black line with blue bar indicating the confidence interval) is compared with experimental data from Ref. (A) (16) and Ref. (B) (25).
Fig. 3. Atoms and phonon resolved $1/\Gamma[\text{pure}]$ times. (Upper panel) atom-resolved $1/\Gamma[\text{pure}]$ is shown as a function of distance from the vacancy, expressed as a fraction of the length of the $3\times3\times3$ supercell. (Lower panel) phonon resolved dephasing time as a function of the phonon frequency.
Fig. 4. Comparison between $1/\Gamma$ due to the spin-phonon term and the HFI-spin-phonon term in seconds at different $C^{13}$ concentrations.
Fig. 5. Calculation of the inhomogeneous dephasing $1/\Gamma_{\text{disorder}}$ in seconds obtained at different magnetic field amplitudes 50 $G$ (circle points), 100 $G$ (squares), 500 $G$ (stars) and 1000 $G$ (triangles). The two additional data points are experimental data from Ref. (C) ([7]).
\[ \Gamma^{[\text{pure}]} = 4.8 \pm 3.5 \text{ s} \quad \text{homogeneous irreversible} \\
\Gamma_A^{[\text{disorder}]} = 10^8 \text{ s} \quad \text{inhomogeneous irreversible} \\
\Gamma_B^{[\text{disorder}]} = 10^{-4} \text{ s} \quad \text{inhomogeneous reversible} \]

**Tab. 1.** Summary of dephasing mechanisms considered in this work, together with computed dephasing times and associated properties. Homogeneous dephasing refers to the fast-modulation case where the decay rate of energy level fluctuations is fast compared to the amplitude of fluctuations. The reversible dephasing can be removed by dynamical decoupling. Label (A) indicates (sp-ph-nu) and (B) (sp-nu). We assume a concentration of nuclear spins of 0.5% and for the (sp-nu) term the applied magnetic field has a magnitude of 50 G.
6 Supplementary materials

**Fig. SM1.** Structure of the NV defect, with the gradients of the $zz$ zero field splitting component, $\nabla \mathcal{D}_{zz}$, represented by arrows. The gradient for the three carbons close to the vacancy is much larger in magnitude compared to the other atoms.