Eukaryotic protein-coding genes are transcribed by RNA polymerase II (RNAPII) through a cycle composed of three main phases: initiation, elongation, and termination. Recent studies using chromatin immunoprecipitation coupled to high-throughput sequencing suggest that the density of RNAPII molecules is higher at the 3′-end relative to the gene body. Here we show that this view is biased due to averaging density profiles for “metagene” analysis. Indeed, the majority of genes exhibit little, if any, detectable accumulation of polymerases during transcription termination. Compared with genes with no enrichment, genes that accumulate RNAPII at the 3′-end are shorter, more frequently contain the canonical polyadenylation [poly(A)] signal AAUAAA and G-rich motifs in the downstream sequence element, and have higher levels of expression. In 1% to 4% of actively transcribing genes, the RNAPII enriched at the 3′-end is phosphorylated on Ser5, and we provide evidence suggesting that these genes have their promoter and terminator regions juxtaposed. We also found a striking correlation between RNAPII accumulation and nucleosome organization, suggesting that the presence of nucleosomes after the poly(A) site induces pausing of polymerases, leading to their accumulation. Yet we further observe that nucleosome occupancy at the 3′-end of genes is dynamic and correlates with RNAPII density. Taken together, our results provide novel insight into transcription termination, a fundamental process that remains one of the least understood stages of the transcription cycle.

[Supplemental material is available for this article.]

Eukaryotic protein-coding genes are transcribed by a molecular engine powered by RNA polymerase II (RNAPII). Transcription is a repetitive, cyclic process composed of three main phases: initiation, elongation, and termination (Fuda et al. 2009). The transcription cycle starts with RNAPII gaining access to the promoter, unwinding DNA and initiating RNA synthesis. RNAPII must then get a stable grip on both the template DNA and the growing RNA chain and proceed elongating through the entire body of the gene. Finally, the RNA is released and RNAPII can reinitiate to start a new round of transcription. In mammals, termination by RNAPII can occur anywhere from a few base pairs to several kilobases downstream from the annotated 3′-end of the gene, which corresponds to the polyadenylation [poly(A)] site (Richard and Manley 2009). Termination is tightly coupled to cleavage and polyadenylation of the nascent transcript by the 3′-end processing machinery that recognizes specific sequence elements on the pre-mRNA termed poly(A) signals (Proudfoot 2011). Mammalian poly(A) signals include a conserved hexanucleotide, AAUAAA, located −10−30 nt upstream of the poly(A) site, and a less-conserved GU-rich region (or downstream sequence element [DSE]) located −30 nt downstream from the poly(A) site (Proudfoot 2011). According to the current model, at least two distinct mechanisms contribute to transcription termination (Richard and Manley 2009). One involves conformational changes of the RNAPII complex caused by dissociation of elongation factors and/or association of termination factors as the polymerase transcribes through the poly(A) site; the other results from a “torpedo” effect on RNAPII induced by rapid exonuclease degradation of the 5′-uncapped RNA produced after cleavage at the poly(A) site.

Transcription termination plays a vital role in cells because it controls gene expression and ensures genomic partitioning (Kuehner et al. 2011). However, termination remains one of the least understood stages of the transcription cycle. Recent studies using chromatin immunoprecipitation coupled to high-throughput sequencing (ChIP-seq) revealed higher average polymerase density downstream from the polyadenylation [poly(A)] site compared with the transcribed region (Rahl et al. 2010). A 3′ enrichment of nascent transcripts was also observed using global run-on sequencing (GRO-seq) (Core et al. 2008). Here we show that this view is biased due to averaging density profiles for “metagene” analysis. Using genome-wide occupancy data from mouse and human cells, we found that most active genes have RNAPII evenly distributed before and after the poly(A) site, and only 7% to 14% contain a 3′ enrichment. Unexpectedly, we found that 1% to 4% of actively transcribing genes contain an enrichment of RNAPII phosphorylated on Ser5 at the 3′-end, and we provide evidence suggesting that these genes are in a looped conformation, bringing together their promoter and terminator regions. Looped genes identified by accumulation of Ser5 RNAPII at the 3′ end, or through chromatin interaction analysis by paired-end-tags sequencing (ChIA-PET) (Li et al. 2012), are characterized by having the highest expression levels. We further identified features that distinguish genes with and without enrichment of RNAPII at the 3′-end, and we developed a kinetic model that explains our observations. In summary, we show that accumulation of RNAPII at the 3′-end of genes is a dynamic process that depends on the transcription rate and correlates with nucleosome organization.
Results

Not all genes accumulate RNAPII at the 3'-end

To determine whether accumulation of polymerases after the poly(A) site is a general feature of transcription termination, we systematically interrogated RNAPII ChIP-seq data for the presence of 3' peaks. We analyzed data from mouse embryonic stem cells (Rahl et al. 2010), mouse CD4+/CD8+ T cells (Koch et al. 2011), human CD4+ T cells (Barski et al. 2007), and human MCF7 cells (Wellbroen et al. 2009) obtained with antibodies that recognize the largest subunit of RNAPII independently of the phosphorylation status of its C-terminal domain (CTD). Based on previous reports indicating that transcription can proceed significantly further past the poly(A) site (Gromak et al. 2006; Glover-Cutter et al. 2008), we searched for peaks in a region from the annotated gene 3'-end to 2.3 Kb downstream. Our analysis was restricted to actively transcribed genes identified by having either H3K4me3 and H3K79me2-modified chromatin at the 5' region (Supplemental Fig. 1A,B) or medium to high expression levels according to RNA-seq or microarray data (Supplemental Table 1). To exclude the possibility that an enrichment of RNAPII at the 3'-end of a gene results from transcription of a neighboring gene, we discarded all genes for which there is another annotated gene in either strand within a region of 2.3 Kb flanking the poly(A) site (Supplemental Fig. 1C). We used three distinct peak calling tools (MACS (Zhang et al. 2008), QuEST (Valouev et al. 2008), and SISsRs (Jothi et al. 2008), and we only considered peaks that were consistently detected by at least two of these methods (Supplemental Fig. 1D). A gene was considered devoid of a 3' peak when no peak was detected by any of the three methods. The results show that the proportion of genes with 3' peaks is higher in embryonic stem cells than in differentiated cells. We further detect that in differentiated cells, the majority of genes is devoid of 3' peaks (Fig. 1A). Comparison of total RNAPII ChIP-seq data (Rahl et al. 2010) and GRO-seq data (Min et al. 2011) for mouse embryonic stem cells confirms that in genes with a 3' peak of RNAPII occupancy, the density of nascent transcripts increases after the poly(A) site, whereas in genes devoid of peak the density of nascent transcripts is similar along the gene body and downstream from the poly(A) site (Fig. 1B). We conclude that accumulation of polymerases at the 3'-end of genes is not a global characteristic of transcription termination, but rather occurs in only a subset of all actively transcribed genes.

A subset of genes accumulate Ser5P RNAPII at the 3'-end

The CTD of the large subunit of RNAPII is differentially phosphorylated on serine residues throughout the transcription cycle (Buratowski 2009; Fuda et al. 2009). To determine the phosphorylation status of polymerases stalled at the 3'-end of genes, we analyzed ChIP-seq data obtained with antibodies specific for the CTD phosphorylated on either serine 5 (Ser5) or serine 2 (Ser2) residues (Schones et al. 2008; Rahl et al. 2010; Koch et al. 2011; Supplemental Table 2). As expected, the Ser5 signal was high in the promoter-proximal region of actively transcribed genes and dropped in the gene body, whereas the Ser2 peak was detected throughout the gene downstream from the promoter region (Fig. 1C,D). We further observed that genes containing a 3' peak of total RNAPII are enriched for Ser2P in the region downstream from the poly(A) site, contrasting to genes with no 3' peak (Fig. 1C), in agreement with the view that phosphorylation of Ser2 residues persists during termination (Buratowski 2009). Unexpectedly, we also found that some genes are enriched in RNAPII phosphorylated on Ser5P at the 3'-end (Fig. 1D; Supplemental Table 3). Increased levels of Ser5P RNAPII in the termination region were previously reported in two long yeast genes that exist in a looped conformation, bringing together their promoter and terminator regions (O’Sullivan et al. 2004). Gene looping, defined as the juxtaposition of both ends of a gene in a transcription-dependent manner has now been shown to occur in several yeast, viral, and mammalian genes (Hampsey et al. 2011). If gene loops form by physical interaction between components of the transcription initiation complex and the 3'-end processing/termination complexes (Hampsey et al. 2011), proteins associated with transcription initiation should occupy the 3'-end of looped genes. To address this view, we systematically analyzed ChIP-seq data obtained with antibodies to the TATA-box binding protein (TBP) and negative elongation factor subunit (WHSC2, also known as NELFA) (Rahl et al. 2010). TBP is a general transcription factor that binds to the promoter (Juven-Gershon et al. 2008), and WHSC2 is recruited to RNAPII concomitantly with initiation just downstream from the transcription start site (Lee et al. 2008). Consistent with our interpretation, the average signal for TBP and WHSC2 at the 3' region is significantly higher in genes that contain a 3' peak of Ser5P RNAPII compared with genes with a 3' peak of total RNAPII, but devoid of Ser5P (Supplemental Fig. 2A,B). Another characteristic of gene loops is that their formation is transcription dependent (O’Sullivan et al. 2004). We therefore selected the genes that contain a 3' peak of Ser5P RNAPII and compared the average profiles of polymerases phosphorylated on Ser5P in control mouse ES cells and cells treated with flavopiridol, an inhibitor of P-TEFb activity (Chao and Price 2001). P-TEFb is the main kinase responsible for Ser2 phosphorylation of the CTD and its activity is required for transition of RNAPII from transcription initiation to productive elongation (Fuda et al. 2009). Consistent with previous reports (Rahl et al. 2010), the levels of Ser5P at the 5' end were largely unaffected within 60 min of flavopiridol treatment (Supplemental Fig. 2C). In contrast, the 3' peak of Ser5P RNAPII was no longer detected in treated cells (Supplemental Fig. 2C). Taken together these results suggest that genes containing a 3' peak of Ser5P RNAPII have their promoter and terminator regions juxtaposed. To determine the genome-wide incidence of gene looping, we searched for 3' peaks in Ser5P RNAPII profiles from mouse ES cells (Rahl et al. 2010), mouse CD4+/CD8+ T cells (Koch et al. 2011), and human CD4+ T cells (Schones et al. 2008). The results show that 4%, 1%, and 3% of genes are enriched in Ser5P at the 3' end, respectively (Supplemental Table 3). We then sought to validate these estimates with an independent approach to detect gene looping. For this, we analyzed recently reported maps of promoter-centered long-range chromatin interactions (Li et al. 2012). Li and colleagues used ChIA-PET (Fullwood et al. 2009) to identify genome-wide chromatin interactions associated with RNA polymerase II in human cell lines (Li et al. 2012). In the reported ChIA-PET data sets for K562 and MCF7 cells, we searched for intragenic interactions between promoter (from TSS to 2.3 Kb upstream) and termination region [from poly(A) site to 2.3 Kb downstream]. After removing all genes for which there is another annotated gene in either strand within the termination region, we found evidence for gene looping in 6% and 4% of active genes in K562 and MCF7 cells, respectively (Supplemental Table 4). Thus, both methods detect a similar proportion of active genes in a looped configuration. However, this may be an underestimate, because a significant number of genes are removed from our analysis due to the presence of another gene downstream from the poly(A) site. Furthermore, we cannot discard the possibility that many more genes form loops transiently...
and asynchronously in a cell population, but only the highly expressed genes are detected because these are actively transcribed by most cells in the population. Our results further show that, similarly to genes enriched in Ser5P at the 3'9-end (Fig. 2A), the majority (>80%) of genes detected in a looped conformation by ChIA-PET are cell-type dependent (Fig. 2B), arguing against gene looping being an intrinsic property of a specific subset of genes.

Genes with 3' peaks of RNAPII are highly expressed
Having established that active genes can be classified into distinct groups based on RNAPII profiles at the 3'-end, we next sought to identify features characteristic of each class that could be used to predict the transcription termination pattern of any particular gene. For each gene class, we analyzed expression level, gene length, number and length of introns, and number and length of exons. We found that genes with 3' peaks of RNAPII are significantly more expressed than genes with no peak, and genes with 3' peaks of Ser5P RNAPII are the most highly expressed group (Fig. 3A). Similarly, genes that show chromatin interaction between the promoter and the termination region by ChIA-PET are more highly expressed than genes without such interaction (Fig. 3B). This is in agreement with the view that gene looping might be required specifically for high levels of gene expression (Ansari and Hampsey 2005). According to a proposed model, a loop forms following a pioneer round of transcription and promotes subsequent reinitiation events by "hand-off" of RNAPII from terminator to promoter (Hampsey et al. 2011).
We further observed that genes with 3′ peaks of RNAPII are significantly shorter than genes with no peak (Fig. 3C). Genes with 3′ peaks of RNAPII tend to have shorter introns, as well as shorter and fewer exons than genes with no peak (Supplemental Fig. 3A). Although a correlation between expression levels and gene length has been previously reported (Castillo-Davis et al. 2002), we detected significant differences between gene groups when considering only genes with equal expression levels or gene length (Supplemental Fig. 4). Indeed, the presence or absence of 3′ peaks correlates with both level of gene expression and gene length (Supplemental Fig. 5). We also found that the canonical poly(A) signal hexamer AATAAA (Hu et al. 2005) is more frequently present within 40 nt upstream of the poly(A) site in genes with 3′ peaks of RNAPII than in genes with no peak (Fig. 3D). Notably, the majority of the “no peak” genes that did contain a canonical poly(A) signal showed lower expression when compared with the genes with RNAPII peak. Inversely, genes with no 3′ peak contain more frequently variant forms of poly(A) signal hexamers that are presumably weaker than the canonical AATAAA (Supplemental Fig. 3B; Hu et al. 2005). In addition to the poly(A) signal hexamer, a downstream sequence element (DSE) present just past the poly(A) site plays an important role in 3′-end processing of pre-mRNA and transcription termination (Proudfoot 2011). We therefore interrogated a region of 60 nt past the poly(A) site for the presence of DSE-associated tetramers as previously described (Salisbury et al. 2006). The results show that G/TG-rich motifs (including GGGG, GGGA, GGAG, GAGG, TCTG, CTGT, TGTC, and GTCT) are more frequently present in genes with 3′ peaks of RNAPII than in genes with no peak (Supplemental Fig. 6).

Functional analyses based on the association of Gene Ontology (GO) terms revealed that genes with and without 3′ peaks of RNAPII tend to be enriched for different functions (Supplemental Fig. 7A; Supplemental Table 5). We further detect a similar pattern of GO-term enrichment for genes with 3′ peaks and highly expressed genes (Supplemental Fig. 7B), in agreement with the observation that genes with 3′ peaks are highly expressed.

**Formation of 3′ peaks depends on the transcription rate**

Taken together, the results described so far suggest that accumulation of RNAPII at the 3′-end of genes may be determined by the combinatorial contribution of expression level, gene length, and strength of the poly(A) signal. To rigorously test this hypothesis we developed a stochastic computational model that allows the observed profiles of RNAPII to be derived. We reasoned that the distribution of RNAPII along any gene can be modeled assuming that polymerases bind to random positions of the promoter region. In our model, an initiating polymerase is cleared from the promoter-proximal region at variable rate ($k_1$) to start elongation, which proceeds at constant rate ($k_2$). Because we systematically detect discrete intragenic accumulations of RNAPII, particularly in genes with a 3′ peak (Supplemental Fig. 8), we consider that polymerases slow down or pause at certain positions within the gene body. Therefore, we introduced in the model pause sites at a regular distance of 500 nt along the gene body, where polymerases are randomly selected to stop with a certain probability ($k_3$). To model transcription termination, we considered two possible scenarios. One assumes a pause site downstream from the poly(A) site (Fig. 4); the other assumes that the speed of the polymerase becomes variable after the poly(A) site (Supplemental Fig. 9). The model further considers a processivity rate ($k_4$) that reflects the number of nucleotides transcribed by an elongating polymerase before it falls off the DNA template. With the exception of elongation rate, for which we used a value estimated experimentally (Darzacq et al. 2007), all other values were arbitrarily chosen based on the sole criterion that the simulated average distribution of polymerases was similar to the experimental data. Although a peak forms at the 3′-end when the elongation rate of the polymerase is reduced after the poly(A) site ($k_5$; Supplemental Fig. 9), the peak has an asymmetric shape that is not observed in experimental profiles (Supplemental Fig. 8). A more symmetric peak is detected when transcription termination is modeled as a pause with mean duration $\tau_1$ (Fig. 4), suggesting that the mechanism for 3′ enrichment is more likely a pause than a slowing down of the polymerase. However, the modeled 3′ peak in Figure 4 does not entirely reproduce the qualitative features observed in experimental profiles (which tend to have broader and less-defined peaks), and therefore we cannot conclude on the exact mechanism leading to RNAPII accumulation at the 3′-end of genes.

To explore the specific contribution of each rate constant in 3′ peak formation, we changed one rate at a time, keeping the rest unaltered. The results show that decreasing the rate at which a polymerase starts to elongate is sufficient to abolish formation of peaks, both after the poly(A) site and along the gene body (Fig. 4A; Supplemental Fig. 9A). This is consistent with our observation that genes with a 3′ peak of RNAPII have higher expression levels than genes devoid of peak (Fig. 3A), and that genes with a 3′ peak also have more intragenic peaks of RNAPII (Supplemental Fig. 8). The model further shows that reducing the pausing time after the poly(A) site ($\tau_2$; Fig. 4B) or increasing the speed of the polymerase after the poly(A) site ($k_5$; Supplemental Fig. 9B) reduces the 3′ peak. This could explain why the canonical poly(A) signal hexamer, which is presumably more effective in pausing or slowing down the polymerase, is more frequently present in genes with a 3′ peak of RNAPII (Fig. 3D). The model also shows that increasing gene length alone is not sufficient to change the 3′ peak (Supplemental Fig. 9C). An additional factor was introduced in order to fit the observation that genes with 3′ peaks of RNAPII are shorter than genes with no peak (Fig. 3B). We changed $k_5$ assuming that not all polymerases that start to elongate reach the end of the gene. Increasing $k_5$ from zero to 0.005 does not alter the profile of polymerase density along a 2-kb gene, but is sufficient to abrogate the 3′ peak in a 30-kb gene (Fig. 4C; Supplemental Fig. 9D).
Genes with and without 3' peaks of RNAPII differ in nucleosome organization

In vitro, nucleosomes induce pausing of RNAPII (Kireeva et al. 2005; Hodges et al. 2009) and in vivo RNAPII density peaks before nucleosomes (Churchman and Weissman 2011). To determine whether nucleosomes interfere with RNAPII accumulation at the 3' end, we compared nucleosome organization in genes with and without 3' peaks using genome-wide data from resting and activated human CD4+ T cells (Schones et al. 2008). The results show that nucleosome occupancy in the region downstream from the poly(A) site is significantly higher in genes with 3' peaks of RNAPII than in genes devoid of peak (Fig. 6A). Furthermore, we found that in genes with 3' peaks of RNAPII nucleosomes align at regular intervals from the poly(A) site, whereas nucleosome alignment is much less obvious in genes devoid of RNAPII 3' peaks (Fig. 6A). In contrast, in the region surrounding the TSS, an array of highly positioned nucleosomes is equally observed in genes with and without a 3' RNAPII peak (Fig. 6A). We then plotted the average profiles of RNAPII density relative to nucleosome position (Fig. 6B).

At the 5' end, the promoter-proximal peak of RNAPII correlates with the position of the first (TSS + 120), but not the second (TSS + 300) nucleosome. In contrast, in the 3' region the two well-positioned nucleosomes [poly(A)+120 bp and poly(A)+480 bp] associate with a high density of RNAPII (Fig. 6B). We next compared RNAPII and nucleosome occupancy downstream from the poly(A) site of individual genes that are either down- (Fig. 6C) or up-regulated (Fig. 6D) upon activation of CD4+ T cells. We observe a positive correlation between nucleosome occupancy and accumulation of RNAPII at the 3' end. Compared with resting cells, the STMN3 gene is less expressed in activated cells; at the 3'-end of this gene, nucleosome occupancy decreases and enrichment of RNAPII density is no longer detected (Fig. 6C). Conversely, expression of the NUP93 gene is higher in activated cells; at the 3'-end of this gene we detect higher nucleosome occupancy and accumulation of RNAPII (Fig. 6D). Thus, the dynamic transcription-dependent transitions in RNAPII density profiles at the 3'-end of genes correlate with dynamic nucleosome reorganization downstream from the poly(A) site.

Discussion

Our genome-wide analysis of RNAPII distribution in mouse and human cells reveals that the majority of genes exhibit little, if any,
detectable accumulation of polymerases during transcription termination. The proportion of genes with a relative enrichment of RNAPII density in the region downstream from the poly(A) site ranges between 14% in embryonic stem cells to 7%–8% in differentiated cells. To quantify the accumulation of polymerases at the 3' end we determined the 3' pausing index defined as the ratio of RNAPII density in the region after the poly(A) site to the average density over gene bodies, and we show that it is influenced by transcriptional activity. The 3' pausing index differs in the same set of genes, depending on their expression level, arguing against DNA sequence being the major determinant of polymerase accumulation. However, for genes with similar expression levels, the presence of the canonical poly(A) signal appears to promote polymerase accumulation, whereas the presence of variant hexamers is more frequently associated with the lack of accumulation. This suggests that the DNA sequence can also contribute to the process of RNAPII enrichment at the 3' end. Our mathematical simulations indicate that polymerases must either pause or reduce their speed after the poly(A) site in order to accumulate; it is therefore conceivable that DNA elements such as the poly(A) signal may act as intrinsic modulators of speed as the enzyme moves toward the end of gene bodies. Another feature that distinguishes genes with and without RNAPII accumulation at the 3' end is gene length: Genes with a 3' peak of RNAPII are shorter than genes with no peak. The observed differences between long and short genes could be explained by RNAPII processivity (Mason and Struhl 2005). Indeed, our modeling results suggest that if all elongating polymerases reach the end of a gene, then accumulation of RNAPII past the poly(A) site occurs; however, if a few polymerases dissociate from the template before reaching the end, this is sufficient to abrogate accumulation past the poly(A) site.

We also find a striking correlation between RNAPII accumulation and nucleosome organization at the region after the poly(A) site. Most likely, the presence of nucleosomes after the poly(A) site induces pausing of polymerases, leading to their accumulation. While multiple chromatin remodeling factors and histone

**Figure 4.** Prediction of RNAPII distribution by stochastic computational modeling. The values of predicted RNAPII density along a hypothetical gene were estimated using the following parameters: promoter-proximal clearance rate ($k_1$), elongation rate throughout the gene body ($k_2$), pausing rate at intragenic sites positioned at a regular distance of 500 nt along the gene body ($k_3$), pausing time downstream from the poly(A) site ($t_1$), and premature termination rate ($k_5$). (Dashed lines) The positions of TSS and poly(A) site. (A–C) depict a parameter sensitivity analysis: the changes of predicted RNAPII average density profile with variation of either rate of productive transcription (A, reflective of $k_1$); pausing time past the poly(A) site (B, reflective of $t_1$); and gene length with premature termination (C, reflective of $k_5$).
chaperones help the polymerase to resume elongation each time it encounters a nucleosome along the gene body (Li et al. 2007), there is evidence suggesting that these factors dissociate from the transcription complex near the poly(A) site (Mayer et al. 2010). This may increase the time a polymerase is paused behind nucleosomes located at the 3′-end of genes, leading to the observed enrichment of RNAPII density. However, our results further show that nucleosome occupancy at the 3′-end of genes is dynamic and correlates with RNAPII density. These observations should be useful for future investigations aimed at determining whether RNAPII stalled in the termination region of highly expressed genes drives a local pattern of nucleosome spacing and thereby contributes to gene regulation.

Methods

ChIP-seq, RNA-seq, GRO-seq, and ChIA-PET data sets and preprocessing

High-throughput sequencing data was obtained from previously published studies for mouse embryonic stem cells (GSE8024, GSE20485, GSE22303, GSE20851, and GSE27037); mouse CD4+/CD8+ T cells (GSE29362); human CD4+ T cells (GSE10437, SRA000206, SRA000287, and SRA000234); human MCF7 cells (GSE14664, GSE27463, GSE33664, and GSE18912) and human K562 cells (GSE33664 and GSE14083) (detailed information in Supplemental Tables 1, 2). High-throughput sequencing reads were aligned to the reference human (hg19) or mouse (mm9) genomes using BWA (Li and Durbin 2009). This may increase the time a polymerase is paused behind nucleosomes located at the 3′-end of genes, leading to the observed enrichment of RNAPII density. However, our results further show that nucleosome occupancy at the 3′-end of genes is dynamic and correlates with RNAPII density. These observations should be useful for future investigations aimed at determining whether RNAPII stalled in the termination region of highly expressed genes drives a local pattern of nucleosome spacing and thereby contributes to gene regulation.

Microarray data analysis

Microarray data was obtained from previously published studies for human CD4+ T, MCF7, and K562 cells (detailed information in Supplemental Table 1). Data analysis was done using R and several packages available from CRAN (The R Development Core Team 2011) and Bioconductor (Gentleman et al. 2004). The raw data (CEL files) were normalized and summarized with the Robust MultiArray Average method from the affy package (Gautier et al. 2004). Absence or presence of expression was statistically determined by using the mas5calls function from affy package. Differentially expressed genes for human CD4+ T cell activation were selected using linear models and empirical Bayes methods (Smyth 2004) as implemented in the limma package (Smyth 2005) verifying the P-values corresponding to moderated t-statistics and selecting as differentially expressed genes those that had adjusted P-values adjusted using the Benjamini and Hochberg (1995) method lower than 0.05.

Gene classification

Actively transcribed genes in mouse embryonic stem cells and human CD4+ T cells were identified using ChIP-seq data of chromatin
modifications characteristic of transcription initiation and elongation (H3K4me3 and H3K79me2). For mouse CD4+CD8+ T cells and human MCF7 cells, we selected genes with high and medium levels (5664 and 7895, respectively) of expression based on RNA-seq (Koch et al. 2011) and microarray data (Heintzman et al. 2009; Hou et al. 2011), respectively. We filtered out all genes for which there was another annotated gene in either strand within a region of 2.3 Kb flanking the poly(A) site according to the UCSC KnownGene genes annotations for hg19 and mm9 genome versions (Rhead et al. 2010). All transcribed regions that are annotated (including ncRNA genes) were considered. Our analysis assessed a total of 5980 genes for mouse ES cells; 3195 genes for mouse CD4+CD8+ T cells; 3695 genes for human CD4+ T cells; 3870 genes for human MCF7 cells, and 5109 for human K562 cells. Three different peak calling tools were used to detect enrichment of RNAPII density at the 3'-end of genes: MACS (Zhang et al. 2008), QuEST (Valouev et al. 2008), and SISSRs (Jothi et al. 2008). The analyses were performed using the default tools parameters for all samples, with the exception of human CD4+ T cells data, where no input sample could be used as control; thus, FDR was not estimated (MACS, QuEST) or was estimated from a random background model based on Poisson probabilities (SISSRs). Intragenic interactions between promoter (from TSS to 2.3 Kb upstream) and termination region [poly(A) site to 500 bp downstream] were identified from ChIA-PET data (Li et al. 2012). Only interactions identified in both saturated replicates for K562 and MCF7 cells were selected.

Metagene profiles
To show the average profiles across genes with and without a 3' peak, a “metagene” profile was plotted for each group. Genes were aligned at the first and last nucleotides of the annotated transcripts and sequencing tags were scaled as follows. The 5' end (1 kp upstream of the transcription start site [TSS] to 1 kb downstream) and the 3' end [500 bp upstream of the poly(A) site to 4 kb downstream] were unscaled and averaged in a 10-bp window. The remainder

Figure 6. Nucleosome organization correlates with RNAPII density at the 3'-end. (A) Average nucleosome occupancy across genes with (orange) and without (green) a peak of total RNAPII at the 3'-end. The y-axis shows the normalized number of sequence tags of DNA at each position. The 5'- and 3'-ends are unscaled. The remainder of the gene is rescaled to 2 kb. The boxplot represents the average nucleosome occupancy for each gene in the termination region [poly(A) site to 500 bp downstream]. (**) P-value < 0.00005 by two-sided Mann-Whitney test. (B) Average nucleosome distribution (black) and total RNAPII density (red) around the position of maximum nucleosome occupancy (0) at the indicated regions. Error bars (gray), SEM. (C,D) Nucleosome (purple) and RNAPII (gray) occupancy along two genes, the expression of which is either down- (STMN3, C) or up-regulated (NUP93, D) in human CD4+ T cells activated by TCR signaling. (RPM) Reads per million.
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of the gene was scaled to 200 equally sized bins so that all genes appear to have the same length (2 kb). Individual profiles were produced using a 100-bp window. All profiles were plotted on a normalized read per million (RPM) basis. Statistical significance of difference between gene groups was assessed using a two-sided Mann-Whitney test (n indicated in the figure legends).

Gene feature analysis
Gene features (gene length, exon number, intron and exon length) and DNA sequences were obtained from UCSC for hg19 and mm9 genome versions (Rhead et al. 2010). Statistical significance of differences between groups was assessed using two-sided Mann-Whitney test for an α of 0.05 (mouse ES cells); 3195 (mouse CD4+/CD8+ T cells); 2333 (human CD4+ T cells); and 3511 (human MCF7 cells). Poly(A) signal frequency was evaluated for the canonical AATAAA hexamer and its variants and for tetramers characteristic of DSE (Salisbury et al. 2006). Statistical significance of differences between poly(A) signal frequencies was assessed using x2 test. Boxplots were produced using the boxplot() R function with the default arguments. The outliers were determined as the most extreme data points that are more than 1.5 times the interquartile range from the box.

Functional analysis
We used DAVID (Huang da et al. 2009) to test enrichment of biological processes in each gene group using all genes as the background. Analysis was restricted to GO fat subset (which filters broadest terms so that they do not overshadow the more specific terms). GO terms with Benjamini corrected P value <0.05 for Fisher's exact test were selected. Networks of GO terms were produced using Enrichment Map (Merico et al. 2010) Cytoscape (Smoot et al. 2011) plugin using default values.

Simulation of RNAPII density profiles
We simulated the average distribution of polymerases along a hypothetical gene, assuming that all events in the transcription cycle are Poisson processes. The model assumes that an initiating polymerase is cleared from the promoter-proximal region to start elongation at a variable rate (k1), and that polymerases elongate at a constant speed of 4 kb/min (Darzacq et al. 2007). Intragenic pause sites were positioned at a regular distance of 500 nt along the gene body. At a pause site a decision is made as to whether a polymerase continues elongating or stops for a certain amount of time. Polymerases are randomly selected to stop with a specific rate (k3), a parameter that controls the probability of pausing. The duration of the pause is a random variable with an exponential distribution with mean τ2. After this time the polymerase resumes the elongation process. Polymerases that elongate past the poly(A) site are eventually released within a region of 1000 nt. The polymerase pauses inside this region at a random selected position with uniform distribution. The duration of the pause is a random variable with an exponential distribution with mean τ1. After this time, the polymerase is removed from the simulation. As an alternative to the pause at the 3' end, we considered that the elongation speed of the polymerase becomes variable as it transcribes past the poly(A) site (k4). Polymerases are released from the DNA after a constant time period once they reach the poly(A) site. However, some elongating polymerases may not reach the poly(A) site, depending on their processivity rate (k5), which is defined as the number of nucleotides transcribed by an elongating polymerase before it falls off the DNA template. Due to the nature of the transcription process, a polymerase can never outpace a leading polymerase. Also, taking into account spatial constraints imposed by the size of polymerases, we divided the gene into segments and set a limit on the number of polymerases that can simultaneously occupy the same segment.

The values for k1, k2, k4, and k5 were arbitrarily chosen based on the sole criterion that the simulated average distribution of polymerases was similar to the experimental data. Supplemental Table 6 shows the parameters chosen for the simulations. Simulations run for a period of time sufficient for a polymerase to start and reach the end of the gene 10 times (i.e., 10 × GeneLength/Elon- gation rate), allowing the system to reach a stationary state. The actual position of all the polymerases in the gene at that moment is recorded. The process was repeated 100 times, and the average occupancy of polymerases along the gene was computed.

Calculation of the 3'-end pause index
To quantify accumulation of RNAPII at the 3' end, we have defined the 3' pause index (3'PI) that compares the average GRO-seq signal at the 3'-end (1 kb downstream from the poly(A) site) to the average signal over gene bodies. For calculation of gene body signal, the first and last 1 kb of each gene was excluded to eliminate the effect of proximity to the 5' and 3' peaks. The remainder of the coding region was further divided into 5' and 3' segments (25% and 75%, respectively), as previously described (Larschan et al. 2011).
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