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Abstract. $t$-way interaction testing is a systematic approach for exhaustive test set generation. It is a vital test planning method in software testing, which generates test sets based on interaction between parameters to cover every possible test sets combinations. $t$-way strategy clarifies the interaction strength between the number of parameters. However, there are some test sets combinations that should be excluded when generating the final test set as a result of invalid outputs, impossible or unwanted test sets combinations (e.g. system requirements set). These types of set combinations are known as constraint's combinations or forbidden combinations. From existing studies, several $t$-way strategies have been proposed to address the test set combination problem, however, generating the optimal test set is still open research being an NP-hard problem. Therefore, this study proposed a novel hybrid artificial bee colony (HABC) $t$-way test set generation strategy with constraints support. The proposed approach is based on a hybrid artificial bee colony (ABC) algorithm with a particle swarm optimization (PSO) algorithm. PSO was integrated as the exploratory agent for the ABC hence the hybrid nature. The information sharing ability of PSO via the Weight Factor is used to enhance the performance of ABC. The output of the hybrid ABC is a set of promising optimal test set combinations. The results of the experiments showed that HABC outperformed and yielded better test sets than existing methods (HSS, LAHC, SA_SAT, PICT, TestCover, mATEG_SAT).

1. Introduction
Practically, testing any particular software exhaustively is infeasible due to several factors such as cost, resource's constraints, and the large input parameters. Therefore, many researchers have proposed several techniques such as equivalent partitioning and boundary value analysis [1], base-choice and each-choice [2], random testing [3] and anti-random [4] to minimize the exhaustive test cases to a small optimal number of test cases (called test set) that be able to fault's detection. Regardless of their utility, these techniques are not intended to handle the faults because of the interaction between many input's parameters. For this reason, exhaustive testing is infeasible by using these techniques for a system under test (SUT). One of the proposed techniques in literature that have been found to be effective is $t$-way testing [5, 6].
Existing $t$-way strategies generate the test set to cover every single combination generated due to the interaction between parameters. In this case, where $(t)$ clarify the interaction strength between the number of parameters. However, there are some test sets combinations that should be excluded when generating the final test set as a result of invalid outputs, impossible or unwanted test sets combinations (e.g. system requirements set). These types of set combinations are known as constraint's combinations or forbidden combinations.

In the quest to develop an optimal $t$-way strategy, several variants of $t$-way strategies have been proposed in the literature. These variants are based on meta-heuristics such as the bat algorithm [7-12], artificial bee colony [13-16], Particle Swarm [17], Cuckoo Search [18], Ant Colony Algorithm [19], Genetic Algorithm [20], kidney algorithm [5] and so on. However, relatively few of the existing $t$-way variant strategies such as Pairwise Independent Combinatorial Testing (PICT) [21], Simulated Annealing [22, 23], Modified Automatic Efficient Test Generator (mAE TG) [24], TestCover [25] and Late Acceptance Hill Climbing (LAHC) [26] have addressed the constraint's combination problem sufficiently during the test set generation.

Supplementing to earlier research works, one of the algorithms proposed by Karaboge in 2005 is Artificial Bee Colony (ABC). ABC is a meta-heuristics algorithm that mimics the foraging behavior of a honeybee within the hive [27]. The ABC executes some certain tasks by the bees, where these bees are divided into three types of bee; everyone has a certain job inside the hive in order to increase the amount of nectar. Nonetheless, the ABC algorithm is similar to other artificial intelligence (AI) algorithms with respect to achieving the global optimum for optimization problems due to its randomization characteristics. For this reason, this research proposed a new optimization algorithm called hybrid artificial bee colony (HABC) algorithm. The proposed approach is based on a hybrid artificial bee colony (ABC) algorithm with a particle swarm optimization (PSO) algorithm. PSO was integrated as an exploratory agent for the ABC. The goal of HABC is to generate optimal test set combinations.

The paper is ordered as follows: Section 2 explains the covering array notations. Section 3 describes the related work. Section 4 describes the proposed test case generation algorithm. Section 5 evaluates the HABC through different benchmarking experiments. Section 6 concludes the research and suggests possible future work improvements.

2. Covering array notation

The interaction test set generation can be represented mathematically utilizing the covering array notation (CA). Generally, CA has four components $N$, parameters ($P$), value ($V$) and $(t)$ that indicate to the interaction strength between parameters for CA. For example, CA ($25; 2, 5^5$) indicates the number of the test case (i.e. test set size) that consist of 25 test case (i.e. rows) and six parameters (i.e. column). In this system, the test set size covers 2-way interaction strength with six parameters each one associated with five values. The CA case requires all the parameters to have similar value numbers [8, 28].

Mixed covering array (MCA) is similar to CA with its three components which can be represented mathematically utilizing MCA ($N; t, V_1^{P1} V_2^{P2} V_3^{P3} \ldots V_n^{Pn}$). MCA carries the same meaning of CA parameters but with supporting the parameters to carry different values. For example, MCA ($36, 2, 5^3 6^1 2^3$) indicates that the number of the test case (i.e. test set size) consists of 36 test case that covers 2-way interaction strength. This system is composed of 14 parameters (three parameters with each one associated with five values, four parameters with each one associated with six values, and seven parameters with each one associated with two values respectively) [29].

In addition to CA and MCA, there is a need for constraints covering array (CCA) and mixed constraints covering array (MCCA) for a forbidden combination (i.e. disallowed combination in the final test cases). The forbidden combination are represented by (i.e., CCA ($N; t, V^C, C$) and MCCA ($K; t, N; t, V_1^{P1} V_2^{P2} V_3^{P3} \ldots V_n^{Pn}, C$) respectively. In this case, a new symbol has been introduced called (C) which indicate the set of forbidden combination. For example, CCA ($N; 2, 2^2, C$), where $C= \{(1, -1, 0, -1), (-1, 1, 0, -1)\}$. Where "-1" indicates trivial value. This configuration system denotes the test set
size of 16 for 2-way interaction. Therefore, the interaction combinations of (1, -1, 0, -1) and (-1, 1, 0, 1) are forbidden in the final test cases [30, 31].

3. Related work
Over the past years, researchers have proposed several $t$-way strategies for test set generation. Most of the proposed earlier strategies have been focusing on uniform interaction (i.e. these strategies required the values of each parameter are equal to each other). The interaction strength of the earliest strategies focusing on pairwise interaction (e.g. $t=2$). Therefore, most of the pairwise strategies relied on the orthogonal array (OA) [32, 33], and Mutual orthogonal array (MOA) [3]). However, the strategies are still restricted to a small configurations system in spite of their respective fast execution time.

In view of the limitations aforementioned, researchers shifted focus to support the interaction strength for more than $t=2$ (where called by uniform $t$-way strategies) such as TConfig [34], TCG [35], AETG [36], MIPOG [37], Jenny [38], GTWay [39], KA [5], GA [6], BSA [40], ZZD [41] and ABC [13-16]. Although these strategies proved useful, the above-mentioned strategies still do not support the constraint's interaction. Therefore, this section provides a brief overview of existing strategies that support the constraints in view of the scope of this study.

Czerwonka proposes PICT [42] as a test set generation strategy. This strategy is utilized in a wide manner for software testing purposes in Microsoft. At first, PICT begins by generating all potential combinations based on the SUT configuration system. Then PICT distinguishes every combination as an uncovered combination. At this stage, PICT will check for any constraint's combinations as declared by a test engineer. Therefore, the constraint's combinations will be distinguished as eliminated combinations (or called excluded combinations). Thereafter, one of the marked uncovered combinations will be selected, and extended to cover as much as a possible uncovered combination by using the greedy heuristic method until completion without excluding any combination. The accomplished test case will be listed as its final test set, and the covered combinations by this test case will be marked as covered. This procedure will be repeated until all combinations are covered.

Cohen proposes Automatic Efficient Test Generator (AETG) [36, 43] based on a greedy search algorithm which generates the final test set that supports the interaction strength up to $t=2$. The generated test cases are extremely non-deterministic. Over the years, AETG has been extended to a number of variations such as mAETG_SAT and AETGm [44]. mAETG_SAT was the only variants that support constraints, unlike AETG and AETGm.

TestCover is a commercial $t$-way strategy that has proposed by Sherwood for test set generation [25]. There are no reported details in the literature regarding implementation. There is only a website provide benchmark configurations of the constraints.

SA_SAT strategy was proposed by Cohen [45] based on the Simulated Annealing (SA) as defined by Stardom [46, 47]. SA provides the support for constraints out of its SA_SAT variant. SA_SAT depends on the random search space to generate a test set. Based on the binary search algorithm; SA_SAT tries to find the best test case per iteration to list it in the final test set. However, SA addresses the interaction strength up to 3 (i.e., $t \leq 3$) in the reported literature. CASA another variant of SA was proposed by Garvin [48] to support the constraints. The empirical studies proved that SA has successfully been deployed in software product lines (SPL) testing.

Alsewari [31] proposed Harmony Search Strategy (HSS) for test set generation. HSS is one of the existing strategies that addressed the support for constraints by mimicking musician behavior to create good music. Iteratively, HSS executes the global search by inserting randomizing values to the Harmony memory whereby the local best value can select a given considering rate probability. The best value at each iteration will be added to the final test set until all required interactions are covered.

BA and LAHC probably are the most-recent $t$-way strategies that support the constraints for pairwise and $t$-way test set generation respectively. Bat algorithm (BA) uses echolocation behavior of bats [8, 11]. BA has been used to address an optimization problem with software engineering as no exception [11]. BA yielded promising results for test case generation. As for the Late Acceptance Hill Climbing (LAHC) strategy, LAHC adopts a greedy approach for searching for the best combination;
that is, only the best candidate’s test case is considered for the next cycle [26]. Unlike standard hill climbing algorithm, LAHC adopts buffer for storing previous best test cases and makes the comparison late in order to achieve optimum results. The effect of the buffer also ensures that LAHC avoids the local minima problem.

4. A hybrid artificial bee colony algorithm

Artificial Bee Colony (ABC) algorithm is one of the artificial intelligence (AI) algorithms proposed by Karoboge in 2005 [27]. It mimics the foraging behavior of the honeybee colony. ABC algorithm has widely used to solve optimization problems due to its effectiveness and performance. ABC has several mechanisms such as bee foraging, queen bee, nest site selection, task selection, collective decision making, navigation systems, floral/pheromone laying, mating and bee dance (communication) which helps it to implement intelligent search [39]. However, the ABC algorithm also has similar issues as other AI algorithms. This is due to its randomization, which leads to a fast convergence speed but with a weak performance for information sharing activity [49]. To overcome these limitations, several changes have been done by researchers on original ABC such as exploration and exploitation, convergence speed, ability to avoid being trapped at the local optimum [49, 50]. The changes include modifying the original ABC or hybridizing ABC with other optimization algorithms. The main focus is on the solution improvement and information conveying activity, which is the dual most vital parameter of exploitation and exploration ability of the algorithm.

For this reason, this research proposed new optimization algorithm will adopt called hybrid artificial bee colony (HABC) algorithm based on hybridize of an artificial bee colony (ABC) algorithm with a particle swarm optimization (PSO) algorithm. From this research, we believe there is an opportunity for ABC algorithm improvement deriving from particles in the PSO algorithm operation. The mechanism of PSO are one of a kind in terms of information sharing and solution improvement processes from the existing ABC. PSO it requires a crucial and unique parameter termed as Weight Factor (w). Referring to previous solution, the velocity parameter is vital for required improvement degree control. Besides velocity, there are dual factors (C1 and C2) which are required for relative influence of cognitive (self-confidence) and social (swarm-confidence) component's determination, respectively. The particles in PSO depends on three categories for the movement operation or the local search. The PSO movement depends on variation of velocity will affect every subsequent particle's movement. It can be assumed that particle's movement is not random or arbitrary. The local best solution variable generates best local information, which later links with the chosen particle's next move value. The particle’s next move best dependent on global best solution variable. Thus, this study hybridizes ABC and PSO to resolve the optimization problem.

The HABC behavior is designed depend on the simulating the foraging behavior of bee colony inside the hive and the PSO mechanism in terms of information sharing and solution improvement processe. The HABC is divided into three types of bee Employed bees, Onlooker bees, and Scout bees. These bees executes a specific task to find the best food source inside the hive. Employed bees are given the task of exploring the higher nectar potential food source and convey the information to standby onlooker bees at the hive. The information includes the navigation, location and potential of the food source. Selection processes of food source made by onlooker bees are in reference to the information disseminated by the employed bees. Scout bees are derived from employed bees and assigned to search the environment randomly for new or better food source discovery. The HABC algorithm behavior can be depicted as follows:

1. Initial phase: - using equation (1), the algorithm initiates the food source discovery by randomly searching the environment (i.e. HABC algorithm initial process is same the original in ABC), provided it is within algorithm's parameters border; producing the initial food sources.

\[ x_{ij} = x_{\text{min},j} + \text{rand}(0, 1)(x_{\text{max},j} - x_{\text{min},j}) \]

2. Employed bee phase: -Upon identified, the food source information will be detected by the employed bees. The employed bee numbers equates to number of food source, as the ratio is 1:1. The
employed bees will gather the nectar and return to hive with all the standby bees to convey the information by dancing in the dance area. The employed bee then transformed into a scout bee if the nectar of source is running out so it can begin to search for better food source. The discovery for new food source is expressed by using the PSO local search as below equation (2).

\[ V^{t+1}_{ld} = W^t * V^t_{ld} + C^1_i * r_1 * (pbest^t_{ld} - X^t_{ld}) + C^2_i * r_2 * (gbest^t_{ld} - X^t_{ld}) \]  

(2)

After detecting the food source, the probability of selecting a food source is defined by using (3):

\[ fitness_i = \begin{cases} 
\frac{1}{1 + f_i}, & \text{if } f_i \geq 0 \\
1 + |f_i|, & \text{if } f_i < 0 
\end{cases} \]  

(3)

3. Onlooker bee phase: The amount of nectar is the main criterion for onlooker bee food source selection activity. The information on profitability of the food nectar was transmitted by employed bee on the dance area. The food source selection probability is expressed using equation (4):

\[ P_i = \frac{fit_i}{\sum_{n=1}^{m} fit_n} \]  

(4)

4. Scout bee and Limit phase: Upon completion of their tasks, both employed and onlooker bees, the search continue for any remaining source that are not explored yet. The credibility of the food source is calculated using limit equation (5). Limit is a control parameter where the counter value of the food source is compared to algorithm, if it is superior to the limit, the food source will be disregard. A better food source discovered by scout bee will replace the disregard food source. The main steps of the HABC algorithm are shown as follows in Fig 1.

\[ limit = c . n e . D \]  

(5)

Where Ne indicate to the number on onlooker and scout bee (i.e. unemployed bees), while c is constant coefficient. The recommended value for constant coefficient is 0.5 or 1 [27].

---

1: Initialization step: The same process as the original ABC and PSO algorithm.
2: REPEAT
3: Move the employed bees onto their food sources and determine their nectar amounts.
4: Calculate the probability value of the source with which they are preferred be the onlooker’s bee.
5: Move the onlooker onto the food sources and determine their nectar amounts.
6: Move the scouts to search for new food sources replacing the abandoned ones.
7: Memorize the best food source found so far.
8: UNTIL (requirements are met).

**Figure 1.** HABC algorithm Pseudocode.

5. Results

Continuation to previous work [29, 51-54], this section evaluates the proposed HABC strategy compared to the existing tools and strategies such as mAETG_SAT, Test Cover, HSS, PICT, SA_SAT, and LAHC. The benchmarking data of the tools and strategies were adopted from the published results in [8, 26, 31, 55]. The HABC strategy parameters were set at Nbees = 5, maxCycle = 1000, limit = 100, C1 & C2 = 2.0 and W = 0.9. The experiments were implemented on a Windows 7
(OS) desktop computer with 3.40 GHz Xeon (R) CPU E3 and 8GB RAM. The Java language JDK 1.8. it was used to code and implement the HABC.

Due to the randomization characteristic of the proposed HABC strategy, the experiment runs twenty independent times for each configuration system to get the best result. Tables 1 and 2 present the experimental result, and each table presented the optimal test set size for each configuration. The dark cell with (*) represents the optimal test set size. The following constraint's configurations system is the used CCA in the conducted experiments:

1. Case 6, Configuration system CCA (N, 3,5,4,2, F{ })
   Where C = {(3, -1, 2, -1), (-1, 1, -1, 4), (2, 3, -1, -1), (1, -1, 3, -1)}.

2. Case 7, Configuration system CCA (N, 3,6,4,2, F{ })
   Where C = {(4, -1, -1,2), (-1, -1, 3, 1),( -1, 2, -1, 2), ( -1, 1, 2, -1)}. 

3. Case 8, Configuration system CCA (N, 3,7,4,2, F{ })
   Where C = {(-1, 2, 6, -1), (-1, 5, 6, -1), (-1, 4, 2, -1), (-1, 0, 1, 5), (-1, -1, 2, 4), (2, -1, 6, -1)}. 

4. Case 9, Configuration system CCA (N, 4,3,5,2, F{ })
   Where C = {( 1, 1, 1, 1, -1), (-1, 0, 0, 0, 0)}. 

As shown in Table 1, SA_SAT strategy has produced the most optimal test set size for the first three configuration systems compared with other strategies. HABC has produced the optimal test set size for CCA (N, 4, 3, 5) as well as the closest results to the optimal compared with other strategies. In Table 2, it is the same conducted experiments but with the constraints. HABC strategy produced the most optimal test set size for CCA (N, 3, 5, 4, C {}), CCA (N, 3, 6, 4, C {}) and CCA (N, 4, 3, 5, C {}) respectively compared with other strategies. While HSS outperforms all other strategies by produced 377 test cases for CCA (N, 3, 7, 4, C {}).

**Table 1. Results for configurations system without constraints.**

| No. | HSS | LAHC | SA_SAT | mATEG_SAT | PICT | TestCover | HABC |
|-----|-----|------|--------|-----------|------|-----------|------|
| 1   | 138 | 145  | **127** | 143       | 151  | NS        | 137  |
| 2   | 240 | 253  | **222** | 247       | 260  | NS        | 236  |
| 3   | 377 | 409  | **351** | 395       | 413  | NS        | 385  |
| 4   | 89  | 94   | NS     | NS        | NS   | NS        | **81** |


Table 2. Results for configurations system with constraints.

| No. | HSS  | LAHC | SAT | mATEG | PICT | TestCover | HABC |
|-----|------|------|-----|-------|------|-----------|------|
| 1   | 139  | 141  | 140 | 138   | 143  | NS        | 136* |
| 2   | 238  | 245  | 251 | 241   | 250  | NS        | 237* |
| 3   | 377* | 395  | 438 | 383   | 401  | NS        | 381  |
| 4   | 97   | 93   | NS  | NS    | NS   | NS        | 91*  |

6. Conclusion and future work
This paper proposed a HABC strategy inspired by the hybridization between the artificial bee colony (ABC) algorithm and particle swarm optimization (PSO) algorithm for constraints support. The outcome result was encouraging. Where HABC strategy outperformed other strategies by producing the best test set. As part of our future work, we are looking forward to supporting a higher interaction strength for more than \( t=6 \). In addition, we are planning to improve the HABC strategy to cover all interaction testing methods such as input-output \( t \)-way interaction and mixed-covering array.
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