Weibull Survival Model and Its Posterior Analysis
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Abstract: In this paper, the two parameter Weibull distribution is considered for estimating the Bayes risk of survival function assuming non-informative and informative priors such as Jeffrey’s, Extension of Jeffrey’s, Lognormal-Inverted Gamma and Gamma-Gamma using various type of loss functions with Squared error loss, Linex loss, General entropy loss, Quadratic loss, Weighted loss, Precautionary loss and Squared logarithmic loss. Posterior analysis done through estimating Bayes risk of survival function for combination of priors with loss functions. To illustrate the methodology, simulation study is carried out and done the parametric analysis.
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I. INTRODUCTION

In real life situation, Weibull distribution is commonly used as a lifetime distribution in reliability and survival applications. The primary advantage of Weibull analysis is the ability to provide precise failure measures and forecasts with small samples. A sample with small size is also allowed in cost effective component testing. Sinha, S.K. (1986) obtained the Bayes estimate of reliability function and the hazard rate of the Weibull distribution by assigning squared error loss function. Al Omari Mohammed Ahmed and et al., (2010) compared the Bayesian and maximum likelihood estimation for Weibull distribution using Jeffrey’s and Extension of Jeffrey’s priors. Al Omari Mohammed Ahmed and et al., (2011) studied the Bayesian survival estimator with censored data using Jeffrey’s prior and Extension of Jeffrey’s prior information. Pandey, B.N and et al., (2011) compared the Bayesian and ML estimate of scale parameter of the Weibull distribution under Linex loss function. Chris Bambay Guure and et al., (2014) have studied the performance of Bayes and frequentist estimators for the two parameter Weibull failure time distribution by using non-informative prior and also the reliability and hazard functions were derived under Squared error loss, General entropy loss and Linex loss functions. Lavanya, A. and T. Leo Alexander (2016) have studied the Bayesian estimation of survival function under the Constant Shape Bi-Weibull distribution by using Extension of Jeffrey’s prior under the losses such as Squared error loss, General entropy loss and Linex loss functions. Venkatesan,G and P.Saranya (2018a) have studied the performance of maximum likelihood estimation and Bayesian estimation of survival function of two parameter Weibull distribution assuming informative prior under Squared error loss, General entropy loss and Linex loss functions. Venkatesan, G and P.Saranya (2018b) carried out the Bayes risk of survival analysis through Weibull distribution using non-informative and informative priors as Jeffrey’s, Extension of Jeffrey’s, Lognormal-Inverted Gamma priors under Squared error loss, General entropy loss, Quadratic loss, Weighted loss and Squared logarithmic loss functions. Venkatesan,G and P.Saranya (2018c) studied the posterior risk of survival analysis for Weibull distribution using non-informative and informative priors as Extension of Jeffrey’s, Lognormal-Inverted Gamma and Exponential-Gamma priors under Quadratic loss, Weighted loss, Squared logarithmic loss and Precautionary loss functions.

In this paper, we proposed to obtain Bayes risk of survival function for two parameter Weibull distribution using non-informative and informative priors such as Jeffrey’s, Extension of Jeffrey’s, Lognormal-Inverted Gamma and Gamma-Gamma priors under Squared error loss function (SELF), Linex loss function (LLF), General entropy loss function (GELF), Quadratic loss function (QLF), Weighted loss function (WLF), Precautionary loss function (PLF) and Squared logarithmic loss function (SLLF). Bayes risk analysis is done to find which combination of prior and loss function contribute the minimum risk among the all considered cases in this analysis.
The layout of the paper follows as in section II. Maximum likelihood estimate of the parameters are obtained. In section III, Bayesian estimator is obtained with non-informative and informative priors. Further, in section IV, obtained the Bayes risk of survival function using with different loss functions. The simulation study is carried out in section V and conclusion with future study is reported in section VI.

II. MAXIMUM LIKELIHOOD ESTIMATION

Let \( t_1, t_2, \ldots, t_n \) be a random sample of size \( n \) from Weibull distribution with scale parameter \((\beta)\) and shape parameter \((\alpha)\). The probability density function is

\[
f(t; \alpha, \beta) = \frac{\alpha}{\beta} t^{\alpha-1} \exp \left(-\frac{t}{\beta}\right), \quad t > 0, \alpha > 0, \beta > 0
\]

The cumulative distribution function is

\[
F(t; \alpha, \beta) = 1 - \exp \left(-\frac{t}{\beta}\right), \quad t > 0, \alpha > 0, \beta > 0
\]

The survival function of \( t \) is

\[
S(t; \alpha, \beta) = \exp \left(-\frac{t}{\beta}\right)
\]

The likelihood function of \( t \) is

\[
L(t; \alpha, \beta) = \prod_{i=1}^{n} \left(\frac{\alpha}{\beta} t_i^{\alpha-1} \exp \left(-\frac{t_i}{\beta}\right)\right)
\]

Using the principle of MLE, we get

\[
\hat{\beta} = \frac{\sum_{i=1}^{n} t_i}{n}
\]

where \( \hat{\alpha} \) can be determined by using Newton-Raphson method and taking the initial value of \( \alpha \) as per our convenience and iterating the process till it converges.

\[
a_{i+1} = \alpha_i - \frac{n \sum_{i=1}^{n} \log t_i - \sum_{i=1}^{n} t_i \log \left(\frac{t_i}{\beta}\right)}{\sum_{i=1}^{n} t_i^{\alpha-1} \log \left(\frac{t_i}{\beta}\right)}
\]

The estimate of survival function of Weibull distribution under the MLE is

\[
\hat{S}(t_i) = \exp \left[-\left(\frac{t_i}{\beta}\right)^{\alpha}\right]
\]

III. BAYESIAN ESTIMATION

The posterior distribution of the parameter can be obtained by multiplying likelihood function and prior of the parameters. Bayesian estimation of the parameter can be obtained by using posterior distribution instead of likelihood function. Bayesian estimation approach has received a lot of attention for analyzing failure time data. When prior knowledge about the parameter is not available, it is possible to make use of the non-informative prior. When we have knowledge on the parameter, the informative prior is preferred to use for the analysis.

A. Jeffrey’s prior

The Jeffrey’s prior for the Weibull distribution is

\[
v_1(\alpha, \beta) \propto \left(\frac{1}{\alpha \beta}\right)
\]

The posterior distribution of the parameters \( \alpha \) and \( \beta \) is obtained by multiplying the equations (4) and (8) as

\[
\pi_1(\alpha, \beta) \propto \left(\frac{1}{\alpha \beta}\right) \prod_{i=1}^{n} \left(\frac{\alpha}{\beta} t_i^{\alpha-1} \exp \left(-\frac{t_i}{\beta}\right)\right)
\]

B. Extension of Jeffrey’s prior

The Extension of Jeffrey’s prior for the Weibull distribution is

\[
v_2(\alpha, \beta) \propto \left(\frac{1}{\alpha \beta}\right)^p, \quad p \in R^+
\]

The posterior distribution of the parameters \( \alpha \) and \( \beta \) is obtained by multiplying the equations (4) and (10) as

\[
\pi_2(\alpha, \beta) \propto \left(\frac{1}{\alpha \beta}\right)^{2p} \prod_{i=1}^{n} \left(\frac{\alpha}{\beta} t_i^{\alpha-1} \exp \left(-\frac{t_i}{\beta}\right)\right)
\]

where \( \alpha, \beta \) and \( p \) are described in equations (4) and (10). Equations
C. Lognormal-Inverted Gamma prior

The shape parameter $\alpha$ follows Lognormal distribution with hyperparameter $c$ and scale parameter $\beta$ follows Inverted Gamma distribution with hyperparameters $a$ and $b$. The joint prior distribution of $\alpha$ and $\beta$ is

$$v_3(\alpha, \beta) \propto \frac{1}{\alpha} \exp \left( -\frac{(\log \alpha)^2}{2c^2} \right) \left( \frac{1}{\beta} \right)^{a+1} \exp \left( -\frac{b}{\beta} \right), \quad \alpha, \beta > 0; \ a, b, c > 0$$

(12)

The posterior distribution of the parameters $\alpha$ and $\beta$ is obtained by multiplying the equations (4) and (12) as

$$\pi_3(\alpha, \beta) \propto \left( \frac{1}{\alpha} \right) \exp \left( -\frac{(\log \alpha)^2}{2c^2} \right) \left( \frac{1}{\beta} \right)^{a+1} \exp \left( -\frac{b}{\beta} \right) \prod_{i=1}^{n} \frac{\alpha}{\beta} t^{a-1} \exp \left( -\frac{t^{a}}{\beta} \right)$$

(13)

where $\alpha, \beta, a, b$ and $c$ are described in equations (4) and (12).

D. Gamma-Gamma prior

The shape parameter $\alpha$ follows Gamma distribution with hyperparameters $a_1$ and $b_1$ and scale parameter $\beta$ follows Gamma distribution with hyperparameters $a_2$ and $b_2$. The joint prior distribution of $\alpha$ and $\beta$ is

$$v_4(\alpha, \beta) \propto \alpha^{a_1-1} \exp(-b_1 \alpha) \beta^{a_2-1} \exp(-c_1 \beta), \quad \alpha > 0; \ a_1, b_1, c_1, d_1 > 0$$

(14)

The posterior distribution of the parameters $\alpha$ and $\beta$ is obtained by multiplying the equation (4) and (14) as

$$\pi_4(\alpha, \beta) \propto \alpha^{a_1-1} \exp(-b_1 \alpha) \beta^{a_2-1} \exp(-c_1 \beta) \prod_{i=1}^{n} \frac{\alpha}{\beta} t^{a-1} \exp \left( -\frac{t^{a}}{\beta} \right)$$

(15)

where $\alpha, \beta, a_1, b_1, c_1$ and $d_1$ are described in equations (4) and (14).

Table: Loss Function

| Loss Function | Expression | Bayes estimator | Bayes Risk |
|---------------|------------|----------------|------------|
| SELF          | $L(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2$ | $E(\theta)$ | $E(\theta^2) - [E(\theta)]^2$ |
| LLF           | $L(\hat{\theta}, \theta) = e^{m(\theta-\theta)} - m(\hat{\theta} - \theta) - 1$ | $-\frac{1}{m} \log[E(e^{m(\theta-\theta)})] + m E(\theta)$ |
| GELF          | $L(\theta, \hat{\theta}) = \left( \frac{\hat{\theta}}{\theta} \right)^{b} - k \log \left( \frac{\hat{\theta}}{\theta} \right) - 1$ | $E(\theta^{-k})^{n-1} - k E(\log(\theta) + \log(E(\theta^{-k})))$ |
| QLF           | $L(\theta, \hat{\theta}) = \left( \frac{1}{\theta} - \frac{\hat{\theta}}{\theta} \right)^2$ | $E(\theta^{-1}) - \frac{1}{E(\theta^{-2})}$ |
| WLF           | $L(\theta, \hat{\theta}) = \left( \frac{\theta - \hat{\theta}}{\theta} \right)^2$ | $E(\theta^{-1})^{n-1} - E(\theta) - E(\theta^{-1})^{-1}$ |
| PLF           | $L(\theta, \hat{\theta}) = \left( \frac{\theta - \hat{\theta}}{\theta} \right)^2$ | $\sqrt{E(\theta^2)} - 2 [\sqrt{E(\theta^2)} - E(\theta)]$ |
| SLLF          | $L(\theta, \hat{\theta}) = (\log \theta - \log \theta) - n$ | $\exp[E(\log \theta)]$ | $E[(\log \theta)^2] - [E(\log \theta)]^2$ |

IV. Bayes Risk of Survival Function under Different Loss Function

We consider the Squared Error loss, Linex loss, General entropy loss, Quadratic loss, Weighted loss, Precautionary loss and Squared Logarithmic loss functions. The following table shows the expression of Bayesian estimator and Bayes risk with different loss functions for the parameter.

A. Jeffrey’s prior under Linex loss function

The Bayes risk of survival function using Jeffrey’s prior under Linex loss function is

$$R[S(t_0)] = \log \left\{ E \left[ e^{-m} \exp \left( -\frac{(\theta)}{\beta} \right) \right] \right\} + m E \left[ \exp \left( -\frac{(\theta)}{\beta} \right) \right] = \log \left\{ \int \frac{e^{-m} \left[ \exp \left( \frac{(\theta)}{\beta} \right) \right] \sigma_1(\alpha, \beta) d\alpha d\beta} {\int \sigma_1(\alpha, \beta) d\alpha d\beta} \right\} + m \left\{ \frac{\int \exp \left( \frac{(\theta)}{\beta} \right) \sigma_1(\alpha, \beta) d\alpha d\beta} {\int \sigma_1(\alpha, \beta) d\alpha d\beta} \right\}$$

(16)

The above equation contains a ratio of two integrals which cannot be solved analytically, so we use Lindley’s approximation procedure to estimate the survival function.

Using Lindley’s approximation, the expansion of

$$\frac{1}{\int v(\theta) \exp[L(\theta)] d\theta} \int v(\theta) \exp[L(\theta)] d\theta$$

which cannot be solved analytically, so we use Lindley’s approximation procedure to estimate the survival function.

$$\hat{\theta} = u + \frac{1}{2} [u_{11} \sigma_{11} + u_{22} \sigma_{22}] + u_{1} \rho_{1} \sigma_{11} + u_{2} \rho_{2} \sigma_{22} + \frac{1}{2} [L_{33} u_{1} \sigma_{21} + L_{03} u_{2} \sigma_{22}]$$

(17)

where $L$ is the log likelihood function and $\rho$ is the logarithmic of prior distribution.

Let $u = e^{-m \left[ \exp \left( -\frac{(\theta)}{\beta} \right) \right]}$ and $q = \exp \left[ -\frac{(\theta)}{\beta} \right]$, where $\alpha$ and $\beta$ is given in equation (6) and (5) respectively.

$$u_1 = \frac{du}{d\beta} = -m q \left( \frac{t^{a}}{\beta} \right)^2; \quad u_{11} = \frac{d^2u}{d\beta^2} = mq \left( \frac{t^{a}}{\beta} \right)^2 (mqt^{a} - t^{a} + 2\beta);$$

$$u_2 = \frac{du}{da} = mq \left( \frac{t_1(\log t_1)}{\beta} \right); \quad u_{22} = \frac{d^2u}{da^2} = mq \left( \frac{t_1(\log t_1)}{\beta} \right)^2 \left( 1 + m \frac{t^{a}}{\beta} - \frac{t^{a}}{\beta} \right)$$
\[ \rho(\alpha, \beta) = -\log \alpha - \log \beta; \quad \rho_1 = \frac{du}{d\beta} = -\frac{1}{\beta} \quad \rho_2 = \frac{du}{da} = -\frac{1}{a} \]

\[ \sigma_1 = (-L_{20})^{-1}; \quad \sigma_2 = (-L_{02})^{-1}; \quad L_{02} = \frac{d^2 L}{d\alpha^2} = -\frac{n}{a} - \frac{1}{\beta} \sum_{i=1}^{n} t_i a (\log t_i)^2; \quad L_{03} = \frac{d^2 L}{d\alpha^2} = \frac{2n}{a} - \frac{1}{\beta} \sum_{i=1}^{n} t_i a (\log t_i)^3 \]

\[ L_{20} = \frac{d^2 L}{d\beta^2} = \frac{n}{\beta^2} + \frac{2n}{\beta^3} \sum_{i=1}^{n} t_i \]

Let \( u = \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \) and \( e = -\left(\frac{L_{02}}{\beta}\right); \quad u_1 = \frac{du}{d\beta} = -\frac{ue}{\beta}; \quad u_1 = \frac{d^2 u}{d\beta^2} = \frac{ue}{\beta^2} (e + 2) \]

\[ u_2 = \frac{du}{da} = u e (\log t_i); \quad u_{22} = \frac{d^2 u}{da^2} = 2 u e (\log t_i)^2 (1 + e) \]

The Bayes risk of survival function using Jeffery’s prior under Linex loss function is

\[ R\left[\hat{S}(t_i)\right]_{BL} = 2 \left\{ \left[ E\left\{ \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right]\right]\right] - E\left\{ \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right]\right]\right\} = 2 \left\{ \left[ \int \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \frac{\pi_1(a, b)da db}{\pi_1(a, b)da db} \right] - \left[ \frac{\int \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \frac{\pi_1(a, b)da db}{\pi_1(a, b)da db} \right] \right\} \]

(19)

Let \( u = \left\{ \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \right\}^2 \) and \( e = -\left(\frac{L_{02}}{\beta}\right) \]

\[ u_1 = \frac{du}{d\beta} = -\frac{2ue}{\beta}; \quad u_1 = \frac{du}{da} = \frac{4ue}{\beta^2} (e + 1); \quad u_2 = \frac{du}{da^2} = 2 u e (\log t_i); \quad u_{22} = \frac{du}{da^2} = 2 u e (\log t_i)^2 (1 + 2e) \]

The procedure of Lindley’s approximation used in IV (A) is also used to obtain the Bayes risk of survival function using Jeffery’s prior under Linex loss function \( R\left[\hat{S}(t_i)\right]_{BL} \) is

\[ 2 \left\{ \left[ \frac{\int \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \frac{\pi_1(a, b)da db}{\pi_1(a, b)da db} \right] - \left[ \frac{\int \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \frac{\pi_1(a, b)da db}{\pi_1(a, b)da db} \right] \right\} \right\} \]

(20)

C. Extension of Jeffery’s prior under Linex loss function

The Bayes risk of survival function using extended Jeffery’s prior under Linex loss function is

\[ R\left[\hat{S}(t_i)\right]_{BL} = \log \left\{ E \left\{ \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \right\} \right\} + \log \left\{ E \left\{ \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \right\} \right\} = \log \left\{ \frac{\int \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \frac{\pi_2(a, b)da db}{\pi_2(a, b)da db} \right\} + \log \left\{ \frac{\int \exp \left[-\left(\frac{L_{02}}{\beta}\right)\right] \frac{\pi_2(a, b)da db}{\pi_2(a, b)da db} \right\} \]

(21)

\[ \rho(\alpha, \beta) = -\log(\alpha^p) - \log(\beta^p); \quad \rho_1 = \frac{du}{d\beta} = -\frac{1}{\beta^p} \quad \rho_2 = \frac{du}{da} = -\frac{1}{a^p} \]

The procedure of Lindley’s approximation used in IV (A) is also used to obtain the Bayes risk of survival function using extended Jeffery’s prior under Linex loss function \( R\left[\hat{S}(t_i)\right]_{BL} \) is
D. Lognormal-Inverted Gamma prior under Linex loss function

The Bayes risk of survival function using Lognormal-Inverted Gamma prior under Linex loss function is

\[
R[\hat{S}(t_i)]_{BL} = \log \left( E \left[ e^{-m \{\exp[-(t_i)^\beta]\}] \right] \right) + m \left( \log \left( \int e^{-m \{\exp[-(t_i)^\beta]\}] \, d\tau \right) \right) \tag{23}
\]

\[
\rho(\alpha, \beta) = -\log \frac{\frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta}}{a}; \quad \rho_1 = \frac{du}{d\beta} - (a + 1) \frac{b}{\beta^2} ; \quad \rho_2 = \frac{du}{d\alpha} = -\frac{1}{a} \frac{\partial \log a}{\partial \alpha}
\]

The procedure of Lindley’s approximation used in IV (A) is also used to obtain the Bayes risk of survival function using Lognormal-Inverted Gamma prior under Linex loss function \(R[\hat{S}(t_i)]_{BL}\) is

\[
\log \left( E \left[ e^{-m \{\exp[-(t_i)^\beta]\}] \right] \right) + m \left( \log \left( \int e^{-m \{\exp[-(t_i)^\beta]\}] \, d\tau \right) \right) + \frac{1}{2} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right)
\]

\[
\log \left( E \left[ e^{-m \{\exp[-(t_i)^\beta]\}] \right] \right) + m \left( \log \left( \int e^{-m \{\exp[-(t_i)^\beta]\}] \, d\tau \right) \right) + \frac{1}{2} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right)
\]

E. Gamma-Gamma prior under Squared Error loss function

The Bayes risk of survival function using Gamma-Gamma prior under Squared error loss function is

\[
R[\hat{S}(t_i)]_{BS} = E \left[ \{\exp[-(t_i)^\beta]\} \right] + E \left[ \{\exp[-(t_i)^\beta]\} \right] + \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right)
\]

\[
\log \left( E \left[ e^{-m \{\exp[-(t_i)^\beta]\}] \right] \right) + m \left( \log \left( \int e^{-m \{\exp[-(t_i)^\beta]\}] \, d\tau \right) \right) + \frac{1}{2} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right)
\]

F. Gamma-Gamma prior under Linex loss function

The Bayes risk of survival function using Gamma-Gamma prior under Linex loss function is

\[
R[\hat{S}(t_i)]_{BL} = \log \left( E \left[ e^{-m \{\exp[-(t_i)^\beta]\}] \right] \right) + m \left( \log \left( \int e^{-m \{\exp[-(t_i)^\beta]\}] \, d\tau \right) \right) + \frac{1}{2} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right) + \frac{1}{\beta} \left( \frac{\partial \log \beta}{\partial \beta} - (a + 1) \log \beta - \frac{b}{\beta} \right)
\]
\[ \log\left\{ e^{-m\left[\exp\left(-\frac{t^a}{\beta}\right)\right]} \right\} + \frac{1}{2} \left\{ m_{\text{gu}} \left( \exp\left(-\frac{t^a}{\beta}\right) \right) \left( 1 + m_{\text{gu}} \left( \exp\left(-\frac{t^a}{\beta}\right) \right) \right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]

\[ \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\} + \frac{1}{2} \left\{ \exp\left(-\frac{t^a}{\beta}\right) \right\}
\]
\[ R(\hat{S}(t))_{\text{pw}} = E \left[ \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) t \right) \right] - E \left[ \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) t \right) \right]^{-1} = \frac{\int \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) x \right) \mu_{\hat{\lambda}}(x)dx}{\int \mu_{\hat{\lambda}}(x)dx} - \frac{\int \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) x \right) \mu_{\hat{\lambda}}(x)dx}{\int \mu_{\hat{\lambda}}(x)dx}^{-1} \quad (33) \]

The procedure of Lindley’ approximation used in IV (A) is also used to obtain the Bayes risk of survival function using Gamma-Gamma prior under Weighted loss function \[ R(\hat{S}(t))_{\text{BP}} \]

\[ \left\{ \begin{aligned} \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) t \right) &+ \frac{1}{2} \left( \frac{\mu_{\lambda}(e+1)}{\hat{\lambda}^2} + (2ue(\log t)^2)(1+e) \right) + \frac{2ue(\log t)^2}{\hat{\lambda}^2} \hat{\lambda}_{\lambda} + \frac{2ue(\log t)^2}{\hat{\lambda}^2} \hat{\lambda}_{\lambda} + \frac{2ue(\log t)^2}{\hat{\lambda}^2} \hat{\lambda}_{\lambda} \cdot \hat{\lambda}_{\lambda} + \frac{2ue(\log t)^2}{\hat{\lambda}^2} \hat{\lambda}_{\lambda} \cdot \hat{\lambda}_{\lambda} \\ &+ \frac{1}{2} \left( \frac{\mu_{\lambda}(e+1)}{\hat{\lambda}^2} + \frac{ue(\log t)^2}{\hat{\lambda}^2} \hat{\lambda}_{\lambda} \cdot \hat{\lambda}_{\lambda} + \frac{ue(\log t)^2}{\hat{\lambda}^2} \hat{\lambda}_{\lambda} \cdot \hat{\lambda}_{\lambda} \right) \right\} \quad (36) \]

\[ R(\hat{S}(t))_{\text{BL}} = E \left[ \log \left( \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) t \right) \right) \right] - E \left[ \log \left( \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) t \right) \right) \right]^{-1} = \frac{\int \log \left( \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) x \right) \right) \mu_{\hat{\lambda}}(x)dx}{\int \mu_{\hat{\lambda}}(x)dx} - \frac{\int \log \left( \exp \left( -\left( \frac{u}{\hat{\lambda}} \right) x \right) \right) \mu_{\hat{\lambda}}(x)dx}{\int \mu_{\hat{\lambda}}(x)dx}^{-1} \quad (37) \]

Let \( u = -\left( \frac{\alpha}{\hat{\lambda}} \right) \); \( u_1 = \frac{du}{dp} = \frac{-\alpha}{\hat{\lambda}} \); \( u_1 = \frac{du}{dp} = \frac{2u}{\hat{\lambda}} \); \( u_2 = \frac{du}{dp} = u(\log t) \); \( u_{22} = \frac{du}{dp} = 2u(\log t)^2 \). Let \( u = -\left( \frac{\alpha}{\hat{\lambda}} \right)^2 \); \( u_1 = \frac{du}{dp} = \frac{-2u}{\hat{\lambda}} \); \( u_1 = \frac{du}{dp} = \frac{6u}{\hat{\lambda}} \); \( u_2 = \frac{du}{dp} = 2u(\log t)^2 \); \( u_{22} = \frac{du}{dp} = 4u(\log t)^2 \).

The procedure of Lindley’ approximation used in IV(A) is also used to obtain the Bayes risk of survival function using Gamma-Gamma prior under Squared logarithmic loss function \[ R(\hat{S}(t))_{\text{BLS}} \]
In this study, we chose a sample size of $n=25, 50$ and $100$ to represent small, medium and large dataset. The posterior risk of survival function is estimated for Weibull distribution with two parameter using non-informative and informative priors such as Jeffrey’s, Extension of Jeffrey’s, Lognormal-Inverted Gamma, Exponential-Gamma and Gamma-Gamma using with Squared error loss function (SELF), Linex loss function (LLF), General entropy loss function (GELF), Quadratic loss function (QLF), Weighted loss function (WLF), Squared logarithmic loss function (SLLF) and Precautionary loss function (PLF). The values of the parameters chosen as $\alpha=0.8, 1.2, 3$ and $\beta=0.5, 1.5, 5$. The hyperparameter values of Extension of Jeffrey’s prior is $p=0.4, 1.4$ and for the informative priors are chosen as $a=0.4, 1.4; b=0.6, 1.6$ and $c=0.9, 1.9; a_2=2, 4; b_2=0.2, 0.5; c_2=0.8, 1.5$ and $d_1=4, 3$. The results of the simulation study are obtained, discussed and reported as follows:

The Bayes risk of survival function for the two parameter Weibull distribution using non-informative prior (Jeffrey’s prior) under various loss functions is obtained and presented in Table-I.

Table 1: Estimated Value of Bayes Risk of Survival Function Under Jeffrey’s Prior

| $n$ | $\beta$ | $\alpha$ | $R(\hat{S}(t))_{AS}$ | $R(\hat{S}(t))_{BL}$ | $R(\hat{S}(t))_{BC}$ | $R(\hat{S}(t))_{BL}$ | $R(\hat{S}(t))_{BC}$ | $R(\hat{S}(t))_{BL}$ | $R(\hat{S}(t))_{BC}$ |
|---|---|---|---|---|---|---|---|---|---|
| 25 | 0.5 | 0.8 | 4.148557e-05 | 4.148475e-05 | 4.149240e-05 | 4.152274e-05 | 4.157835e-05 | 4.163999e-05 | 4.175705e-05 |
| 1.2 | 4.148557e-05 | 4.148475e-05 | 4.149240e-05 | 4.152274e-05 | 4.157835e-05 | 4.163999e-05 | 4.175705e-05 |
| 1.5 | 2.000143e-05 | 3.711134e-06 | 2.003792e-06 | 3.706417e-06 | 2.005566e-06 | 3.649797e-06 | 3.487006e-06 |
| 5 | 0.8 | 2.534997e-05 | 4.570896e-05 | 2.537240e-05 | 4.560427e-05 | 2.539595e-05 | 4.569595e-05 |
| 1.2 | 2.534997e-05 | 4.570896e-05 | 2.537240e-05 | 4.560427e-05 | 2.539595e-05 | 4.569595e-05 |

From Table-I, the Bayes risk of survival function minimum under the SELF, LLF, WLF and PLF when $\beta<1$ and $\alpha>1$ than $\beta>1$ and $\alpha<1$ and also minimum when $\beta>1$ and $\alpha<1$ than $\beta>1$ and $\alpha>1$ for $n=25$. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when $n=50$ and $n=100$. The Bayes risk of survival function is maximum under the GELF, QLF and SLLF when $\beta<1$ and $\alpha<1$ and also maximum when $\beta>1$ and $\alpha<1$ than $\beta>1$ and $\alpha<1$ for $n=100$. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when $n=50$ and $n=100$. The Bayes risk of survival function for the Weibull distribution using non-informative prior (Jeffrey’s) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.

Table 1 (Continued)

| $n$ | $\beta$ | $\alpha$ | $R(\hat{S}(t))_{BQ}$ | $R(\hat{S}(t))_{BW}$ | $R(\hat{S}(t))_{BSL}$ | $R(\hat{S}(t))_{BP}$ |
|---|---|---|---|---|---|---|
| 25 | 0.5 | 0.8 | 5.430582e-04 | 5.446959e-04 | 6.431935e-04 | 9.998820e-05 |
| 1.2 | 5.430582e-04 | 5.446959e-04 | 6.431935e-04 | 9.998820e-05 |
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The Bayes risk of survival function for the two parameter Weibull distribution using non-informative prior (Extension of Jeffrey’s prior $p=0.4$) under various loss functions is obtained and presented in Table-II.

### Table-II: Estimated Value of Bayes Risk of Survival Function Under Extension of Jeffrey’s Prior With $p=0.4$

| $n$ | $\beta$ | $\alpha$ | $R(S(t_i))_{BS}$ | $R(S(t_i))_{BL}$ | $R(S(t_i))_{BL}$ |
|-----|---------|---------|------------------|------------------|------------------|
| 25  | 0.8     | 1.2     | 3                | 0.8              | 1.2              |
| 0.0  | 4.418246e-05 | 4.413772e-05 | 7.962717e-06 | 7.87536e-06  | 1.14378e-04  |
| 0.0  | 4.404345e-05 | 4.400931e-05 | 7.923219e-06 | 7.845222e-06 | 1.15451e-04 |
| 0.0  | 2.061220e-05 | 2.057949e-05 | 3.712772e-06 | 3.678168e-06 | 2.070656e-06 |
| 0.0  | 2.035465e-05 | 2.032080e-05 | 3.666206e-06 | 3.660458e-06 | 2.071133e-06 |
| 0.5  | 2.532446e-05 | 2.530998e-05 | 4.585068e-06 | 4.587597e-06 | 1.996604e-06 |
| 0.5  | 2.522195e-05 | 2.520829e-05 | 4.543536e-06 | 4.543379e-06 | 2.006297e-06 |
| 0.5  | 2.194330e-05 | 2.191939e-05 | 3.994939e-06 | 3.950371e-06 | 5.006749e-06 |
| 0.5  | 2.195833e-05 | 2.195082e-05 | 3.945297e-06 | 3.945815e-06 | 5.004116e-06 |
| 0.8  | 1.021490e-05 | 1.015071e-05 | 1.823436e-06 | 1.822726e-06 | 1.021063e-06 |
| 0.8  | 1.012834e-05 | 1.012834e-05 | 1.823436e-06 | 1.822726e-06 | 1.021063e-06 |
| 0.8  | 1.024886e-05 | 1.024886e-05 | 2.259786e-06 | 2.257156e-06 | 1.020324e-06 |
| 0.8  | 1.243976e-05 | 1.244208e-05 | 2.241408e-06 | 2.237819e-06 | 1.020324e-06 |
| 0.8  | 1.087266e-05 | 1.086559e-05 | 1.951748e-06 | 1.950741e-06 | 1.020324e-06 |
| 1.0  | 1.084968e-05 | 1.084968e-05 | 1.951748e-06 | 1.950741e-06 | 1.020324e-06 |
| 0.5  | 0.972178e-05 | 0.968835e-05 | 8.951433e-07 | 8.945977e-07 | 5.10568e-07 |
| 0.5  | 0.493743e-05 | 0.489899e-05 | 8.880987e-07 | 8.866173e-07 | 5.129320e-07 |
| 0.5  | 0.102473e-05 | 0.102067e-05 | 1.098843e-06 | 1.097756e-06 | 5.10568e-07 |
| 0.5  | 0.609844e-06 | 0.609844e-06 | 1.098843e-06 | 1.097756e-06 | 5.10568e-07 |

From Table-II, the Bayes risk of survival function is minimum under the SELF, LLF, WLF and PLF when $\beta<1$ and $\alpha<1$ and also minimum when $\beta>1$ and $\alpha>1$ than $\beta=1$ and $\alpha=1$ for n=25. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function
is maximum under the GELF, QLF and SLLF when β<1 and α>1 than β=1 and α=1 and also maximum when β=1 and α<1 for n=25. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function for the Weibull distribution using non-informative prior (Extension of Jeffrey’s prior p=0.4) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.

The Bayes risk of survival function for the two parameter Weibull distribution using non-informative prior (Extension of Jeffrey’s prior p=1.4) under various loss functions is obtained and presented in Table-II.

Table-II: Estimated Values of Bayesian Risk of Survival Function Under Extension of Jeffrey’s Prior With p=1.4

| n  | β  | α  | \( R(\hat{S}(t_i))_{\beta} \) | \( R(\hat{S}(t_i))_{\beta} \) | \( R(\hat{S}(t_i))_{\beta} \) | \( R(\hat{S}(t_i))_{\beta} \) |
|----|----|----|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 25 | 0.5| 0.8| 5.4596100e-04                 | 5.968585e-04                 | 6.433418e-04                 | 6.97061e-04                  |
|    |    | 1.2| 5.479817e-04                 | 5.986445e-04                 | 6.497061e-04                 | 5.960089e-05                 |
|    |    | 3  | 5.496685e-04                 | 5.993274e-05                 | 6.503732e-05                 | 9.948781e-05                 |
| 0.8| 1.2| 8.995498e-04                 | 8.65274e-05                  | 9.174953e-05                 | 8.337316e-05                 |
|    | 3  | 9.106624e-04                 | 8.62550e-05                  | 9.193271e-05                 | 8.219517e-05                 |
| 0.8| 1.2| 8.680712e-04                 | 8.042696e-04                 | 1.128951e-03                 | 1.004257e-04                 |
|    | 3  | 8.752621e-04                 | 8.035854e-04                 | 1.14516e-03                  | 9.35577e-05                  |

The Bayes risk of survival function for the two parameter Weibull distribution using non-informative prior (Extension of Jeffrey’s prior p=1.4) under various loss functions is obtained and presented in Table-III.

Table-III: Estimated Value of Bayes Risk of Survival Function Under Extension of Jeffrey’s Prior With p=1.4

| n  | β  | α  | \( R(\hat{S}(t_i))_{\beta} \) | \( R(\hat{S}(t_i))_{\beta} \) | \( R(\hat{S}(t_i))_{\beta} \) | \( R(\hat{S}(t_i))_{\beta} \) |
|----|----|----|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 25 | 0.5| 0.8| 4.0194979e-05                 | 7.195666e-06                 | 9.254668e-05                 | 7.27449e-06                  |
|    |    | 1.2| 4.081042e-05                 | 7.309812e-06                 | 9.150665e-05                 | 7.381765e-06                 |
|    |    | 3  | 4.124825e-05                 | 7.391420e-06                 | 9.193405e-05                 | 7.457997e-06                 |
| 1.2| 0.8| 2.084686e-05                 | 3.692286e-05                 | 2.080346e-04                 | 2.03071e-04                  |
|    |    | 1.2| 2.040530e-05                 | 3.677989e-05                 | 2.08015e-05                  | 2.06221e-04                  |
|    |    | 3  | 2.037141e-05                 | 3.671594e-06                 | 2.07879e-06                  | 2.097931e-06                 |
| 0.8| 1.2| 2.556297e-04                 | 2.132688e-05                 | 2.552004e-06                 | 2.781617e-05                 |
|    | 1.2| 2.556006e-04                 | 2.552004e-06                 | 2.781617e-05                 | 2.518405e-04                 |
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From table-III, the Bayes risk of survival function is minimum under the SELF, LLF, WLF and PLF when \( \beta<1 \) and \( \alpha>1 \) and also minimum when \( \beta<1 \) and \( \alpha<1 \) than \( \beta>1 \) and \( \alpha>1 \) for \( n=25 \). The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when \( n=50 \) and \( n=100 \). The Bayes risk of survival function is maximum under the GELF, QLF and SLLF when \( \beta<1 \) and \( \alpha<1 \) than \( \beta>1 \) and \( \alpha>1 \) and also maximum when \( \beta>1 \) and \( \alpha<1 \) than \( \beta>1 \) and \( \alpha>1 \) for \( n=25 \). The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when \( n=50 \) and \( n=100 \). The Bayes risk of survival function for the Weibull distribution using non-informative prior (Extension of Jeffrey’s prior \( p=1.4 \)) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.

Table-III (Continued)

| \( n \) | \( \beta \) | \( \alpha \) | \( R(\hat{F}(t_i))_{BL} \) | \( R(\hat{F}(t_i))_{BW} \) | \( R(\hat{F}(t_i))_{BSL} \) | \( R(\hat{F}(t_i))_{BP} \) |
|---|---|---|---|---|---|---|
| 50 | 0.5 | 0.8 | 1.239457e-04 | 1.786396e-04 | 1.045762e-04 | 4.012693e-05 |
| | | 1.2 | 1.2 | 1.768395e-04 | 1.889475e-04 | 1.045762e-04 | 4.012693e-05 |
| | | 3 | 1.2 | 1.768395e-04 | 1.889475e-04 | 1.045762e-04 | 4.012693e-05 |
| 5 | 0.5 | 0.5 | 1.239457e-04 | 1.786396e-04 | 1.045762e-04 | 4.012693e-05 |
| | | 1.2 | 1.2 | 1.768395e-04 | 1.889475e-04 | 1.045762e-04 | 4.012693e-05 |
| | | 3 | 1.2 | 1.768395e-04 | 1.889475e-04 | 1.045762e-04 | 4.012693e-05 |

The Bayes risk of survival function for the two parameter Weibull distribution using informative prior (Lognormal-Inverted Gamma prior) under various loss functions is obtained and presented in Table-IV.

Table-IV: Estimated Value of Bayes Risk of Survival Function Under Lognormal-Inverted Gamma Prior With Hyperparameters \( a=0.4, b=0.6 \) and \( \gamma=0.9 \)

| \( n \) | \( \beta \) | \( \alpha \) | \( R(\hat{F}(t_i))_{BL} \) | \( m_k=0.6 \) | \( \hat{R}(\hat{F}(t_i))_{BL} \) | \( m_k=-0.6 \) | \( \hat{R}(\hat{F}(t_i))_{BL} \) | \( m_k=1.6 \) | \( \hat{R}(\hat{F}(t_i))_{BL} \) | \( m_k=-1.6 \) |
|---|---|---|---|---|---|---|---|---|---|---|
| 25 | 0.5 | 0.8 | 1.2 | 3 | 0.639284e-05 | 9.719373e-06 | 1.152353e-04 | 7.894742e-06 | 1.230906e-04 | 5.639152e-05 |
| | | 4.394993e-05 | 7.916009e-06 | 1.165096e-04 | 7.907319e-06 | 1.128129e-04 | 5.631801e-05 | 7.894993e-06 | 5.950600e-05 | 7.557525e-04 |
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From table-IV, the Bayes risk of survival function is minimum under the SELF, LLF, WLF and PLF when β<1 and α<1 than β<1 and α<1 and also minimum when β<1 and α>1 than β>1 and α<1 for n=25. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function is maximum under the GELF, QLF and SLLF when β<1 and α<1 than β<1 and α<1 and also maximum when β>1 and α<1 than β>1 and α<1 for n=25. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function for the Weibull distribution using non-informative prior (Lognormal-Inverted Gamma prior) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.

| n | β | α | $R(S(t_i))_{BB}$ | $R(S(t_i))_{BW}$ | $R(S(t_i))_{BSL}$ |
|---|---|---|------------------|------------------|------------------|
| 5 | 0.8 | 0.8 | 5.611738-04 | 1.011590-04 | 6.380828-04 |
| 10 | 1.5 | 0.8 | 8.976792-04 | 8.696211-05 | 1.174960-03 |
| 25 | 0.8 | 0.8 | 8.751758-04 | 1.042348-04 | 1.128910-03 |
| | 0.8 | 0.8 | 8.947433-04 | 1.042348-04 | 1.128910-03 |
| | 0.8 | 0.8 | 8.670335-04 | 1.042348-04 | 1.128910-03 |
| 50 | 0.8 | 0.8 | 4.879646-04 | 4.146562-05 | 3.124875-04 |
| | 0.8 | 0.8 | 4.765257-04 | 5.280723-05 | 5.527361-05 |
| | 0.8 | 0.8 | 4.836878-04 | 5.256112-05 | 5.560523-05 |
| 100 | 0.8 | 0.8 | 1.465937-04 | 2.473902-04 | 5.161720-05 |
| | 0.8 | 0.8 | 1.472660-04 | 2.470494-04 | 5.161720-05 |
| | 0.8 | 0.8 | 1.484581-04 | 2.461561-04 | 5.164794-05 |
| | 0.8 | 0.8 | 2.552897-04 | 2.132421-05 | 2.858466-05 |
| | 0.8 | 0.8 | 2.569689-04 | 2.132421-05 | 2.858466-05 |
| | 0.8 | 0.8 | 2.606383-04 | 2.126742-05 | 2.871319-05 |
| | 0.8 | 0.8 | 2.491198-04 | 2.551923-05 | 2.781605-05 |
| | 0.8 | 0.8 | 2.500905-04 | 2.554171-05 | 2.781725-05 |
| | 0.8 | 0.8 | 2.522876-04 | 2.557297-05 | 2.783801-05 |
The Bayes risk of survival function for the two parameter Weibull distribution using informative prior (Lognormal-Inverted Gamma prior) under various loss function is obtained and presented in Table-V.

Table-V: Estimated Value of Bayes Risk of Survival Function Under Lognormal-Inverted Gamma Prior With Hyperparameters $a=1.4$, $b=1.6$ and $c=1.9$.

| $n$ | $\beta$ | $\alpha$ | $R(\hat{S}(t_i))_{BS}$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ | $R(\hat{S}(t_i))_{BS}$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ | $R(\hat{S}(t_i))_{BS}$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ |
|-----|---------|---------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 25  | 0.5     | 0.8     | 4.294867e-05 | 0.832772e-04 | 0.732895e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 |
|     | 1.2     | 2.062408e-05 | 0.832772e-04 | 0.732895e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 |
|     | 3       | 2.036163e-05 | 0.832772e-04 | 0.732895e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 |
| 5   | 0.8     | 0.8     | 0.832772e-04 | 0.732895e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 |
|     | 1.2     | 0.8     | 0.832772e-04 | 0.732895e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 |
|     | 3       | 0.8     | 0.832772e-04 | 0.732895e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 | 5.326929e-04 | 0.832039e-04 | 0.732149e-04 |

From table-V, the Bayes risk of survival function is minimum under the SELF, LLF, WLF and PLF when $\beta<1$ and $\alpha<1$ and also minimum when $\beta>1$ and $\alpha>1$ than $\beta<1$ and $\alpha<1$ for $n=25$. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function of report when $n=50$ and $n=100$. The Bayes risk of survival function is minimum under the GELF, QLF and SLLF when $\beta<1$ and $\alpha<1$ than $\beta<1$ and $\alpha<1$ and also maximum when $\beta<1$ and $\alpha<1$ than $\beta>1$ and $\alpha>1$ for $n=25$. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when $n=50$ and $n=100$. The Bayes risk of survival function for the Weibull distribution using non-informative prior (Lognormal-Inverted Gamma prior) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.
The Bayes risk of survival function for the two parameter Weibull distribution using informative prior (Gamma-Gamma prior) under various loss functions is obtained and presented in Table-VI.

| n  | β   | a | R(S(t))_BG | R(S(t))_BL | R(S(t))_BG | R(S(t))_BL | R(S(t))_BG | R(S(t))_BL | R(S(t))_BG | R(S(t))_BL | R(S(t))_BG | R(S(t))_BL |
|----|-----|---|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1.5| 0.8 | 1.2 | 1.5       | 0.8       | 1.2       | 1.5       | 0.8       | 1.2       | 1.5       | 0.8       | 1.2       | 1.5       |
| 0.5 | 0.8 | 1.2 | 3        | 0.8       | 1.2       | 3        | 0.8       | 1.2       | 3        | 0.8       | 1.2       | 3        |
| 1   | 0.8 | 1.2 | 3        | 0.8       | 1.2       | 3        | 0.8       | 1.2       | 3        | 0.8       | 1.2       | 3        |

From table-VI, the Bayes risk of survival function is minimum under the SELF, LLF, WLF and PLF when β<1 and α<1 than β>1 and α>1 and maximum when β>1 and α<1 than β>1 and α>1 for n=25. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function is maximum under the GELF, QLF and SLLF when β<1 and α<1 than β>1 and α>1 and also maximum when β>1 and α<1 than β<1 and α>1 for n=25. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when n=50 and n=100. The Bayes risk of survival function for the Weibull distribution using non-informative prior (Gamma-Gamma prior) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.

| n  | β   | a | R(S(t))_BG | R(S(t))_BW | R(S(t))_BL | R(S(t))_BW | R(S(t))_BL | R(S(t))_BW | R(S(t))_BL |
|----|-----|---|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 25 | 0.8 | 1.2 | 5.808840e-04 | 9.561650e-05 | 5.975193e-05 | 8.750687e-05 | 5.793177e-03 | 8.767782e-05 |
The Bayes risk of survival function for the two parameter Weibull distribution using informative prior (Gamma-Gamma prior) under various loss functions is obtained and presented in Table-VII.

Table-VII: Estimated Value of Bayes Risk of Survival Function Under Gamma-Gamma Prior With Hyperparameters $a_1=4$, $b_1=0.5$, $c_1=1.5$ and $d_1=3$.

| $n$ | $\beta$ | $\alpha$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ | $R(\hat{S}(t_i))_{BL}$ | $R(\hat{S}(t_i))_{BG}$ |
|-----|---------|---------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| 50  | 0.5     | 0.8     | 2.950553e-04             | 4.921000e-04             | 2.983177e-04             | 4.930518e-04             | 7.602686e-04             | 5.729040e-04             | 7.487450e-04             | 5.951174e-04             |
|     | 1.5     | 0.8     | 4.939128e-04             | 4.995404e-04             | 4.569333e-04             | 4.373615e-04             | 5.251786e-04             | 5.239339e-04             | 5.185984e-04             | 5.145911e-04             |
|     | 5       | 0.8     | 4.675141e-04             | 2.528429e-05             | 2.515323e-05             | 5.561414e-05             | 5.190112e-05             | 5.185584e-05             | 5.148591e-05             | 2.308341e-05             |
| 100 | 0.5     | 0.8     | 1.486604e-04             | 2.444132e-05             | 1.497191e-04             | 2.442372e-05             | 1.384074e-05             | 2.377361e-05             | 2.389512e-05             | 2.378936e-05             |
|     | 1.5     | 0.8     | 2.577355e-04             | 2.128010e-05             | 2.579169e-04             | 2.119361e-05             | 2.158972e-05             | 2.379256e-05             | 2.359070e-05             | 2.338404e-05             |
|     | 5       | 0.8     | 2.469723e-04             | 2.546341e-05             | 2.547811e-04             | 2.548710e-05             | 2.548710e-04             | 2.548710e-05             | 2.548710e-04             | 2.548710e-05             |

From Table-VII, the Bayes risk of survival function under the SELF, LLF, WLF and PLF when $\beta<1$ and $\alpha<1$ than $\beta>1$ and $\alpha>1$ when $\beta>1$ and $\alpha<1$ than $\beta<1$ and $\alpha>1$ for $n=25$. The same behavior of the values of scale and shape parameter $m$ is observed.
parameters of the Bayes risk of survival function is reported when $n=50$ and $n=100$. The Bayes risk of survival function is maximum under the GELF, QLF and SLLF when $\beta<1$ and $\alpha>1$ than $\beta<1$ and $\alpha<1$ and also maximum when $\beta>1$ and $\alpha>1$ than $\beta>1$ and $\alpha<1$ for $n=25$. The same behavior of the values of scale and shape parameters of the Bayes risk of survival function is reported when $n=50$ and $n=100$. The Bayes risk of survival function for the Weibull distribution using non-informative prior (Gamma-Gamma prior) under LLF is better than other loss functions (SELF, GELF, PLF, QLF, WLF and SLLF) proposed in this study.

| $n$ | $\beta$ | $\alpha$ | $R(\hat{S}(t_i))_{RL}$ | $R(\hat{S}(t_i))_{RLS}$ | $R(\hat{S}(t_i))_{RLP}$ |
|-----|------|------|-----------------|------------------|------------------|
| 25  | 0.5  | 0.8  | 5.530563e-04    | 9.593021e-05     | 6.137846e-04     |
|     | 1.2  | 5.573800e-04 | 9.629998e-05   | 6.263462e-04     | 8.853925e-05     |
|     | 3    | 5.675515e-04 | 9.810567e-05   | 6.263462e-04     | 9.032422e-05     |
| 5   | 0.8  | 0.8  | 8.299760e-04    | 8.473943e-05     | 8.478955e-05     |
|     | 1.2  | 8.353207e-04 | 8.446886e-05   | 1.167757e-03     | 8.413815e-05     |
|     | 3    | 8.648485e-04 | 8.509397e-05   | 1.168384e-03     | 8.316797e-05     |
| 100 | 0.5  | 0.8  | 7.080041e-04    | 8.948700e-04     | 1.000457e-03     |
|     | 1.2  | 7.113813e-04 | 8.988431e-04   | 1.006159e-03     | 1.013964e-04     |
|     | 3    | 7.170251e-04 | 8.918621e-04   | 1.027785e-03     | 1.015885e-04     |
| 50  | 0.5  | 0.8  | 2.860074e-04    | 4.926818e-05     | 3.065444e-04     |
|     | 1.2  | 2.879307e-04 | 4.933573e-05   | 3.091166e-04     | 4.719303e-05     |
|     | 3    | 2.914727e-04 | 4.972582e-05   | 3.109291e-04     | 4.781903e-05     |
| 5   | 0.8  | 0.8  | 4.635220e-04    | 4.351234e-05     | 5.682706e-04     |
|     | 1.2  | 4.657524e-04 | 4.338072e-05   | 5.719239e-04     | 4.372475e-04     |
|     | 3    | 4.754730e-04 | 4.360425e-05   | 5.762578e-04     | 4.347877e-05     |
| 100 | 0.5  | 0.8  | 4.138197e-04    | 4.765965e-05     | 5.175874e-04     |
|     | 1.2  | 4.365747e-04 | 4.558756e-05   | 5.187798e-04     | 5.179828e-05     |
|     | 3    | 4.204167e-04 | 4.767710e-05   | 5.243954e-04     | 5.140400e-05     |
| 5   | 0.8  | 0.8  | 1.453952e-04    | 2.446539e-05     | 1.454195e-03     |
|     | 1.2  | 1.459016e-04 | 2.446996e-05   | 1.454566e-03     | 2.392335e-05     |
|     | 3    | 1.473132e-04 | 2.456369e-05   | 1.701284e-03     | 2.394646e-05     |
| 100 | 0.8  | 0.8  | 2.472333e-04    | 2.115723e-03     | 1.583545e-03     |
|     | 1.2  | 2.481676e-04 | 2.116173e-03   | 1.584029e-03     | 2.120193e-05     |
|     | 3    | 2.516608e-04 | 2.113903e-03   | 1.586183e-03     | 2.117674e-05     |

VI. CONCLUSION

In this study, we obtained the Bayes risk of survival function for the two parameter Weibull distribution using non-informative and informative priors such as Jeffrey’s, Extension of Jeffrey’s, Lognormal-Inverted Gamma and Gamma-Gamma with different loss functions by applying Lindley’s approximation and illustrated the methodology through simulation technique. It is observed that the informative prior performed quite well than the non-informative prior. Regarding the Bayesian parametric analysis, it is observed that, from tables I to VII for the loss functions, Squared error loss, Linex loss, Precautionary loss and Weighted loss, whatever may be the $\beta$ values, the Bayes risk is less when $\alpha<1$ than $\alpha<1$ and also for the loss functions, General entropy loss, Quadratic loss and Squared logarithmic loss, the Bayes risk is minimum when $\alpha<1$ than $\alpha<1$ and it is also true for whatever may be the hyperparameter values ($<1$ or $>1$). In general analysis, it is observed that whatever may be the hyperparameters and parameter values the Bayes risk of survival function assuming Lognormal-Inverted Gamma under Linex loss function is minimum compare with assuming all other loss functions which are considered in this study. In addition to that, for all the cases in this study, it is observed that when the sample size and iteration process is increased the Bayes risk of survival function is decreased. Finally, in overall analysis, it is observed that the Bayes risk of the survival function is minimum when assuming Gamma-Gamma prior under Linex loss function compare with all other combination of priors and loss functions and it is performed well in the posterior analysis.
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