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Abstract The goal of the paper is to find means for the unification of human-machine duality in collective behavior of people and machines, by conciliating approaches that proceed in opposite directions. The first approach proceeds top-down from non-formalizable, cognitive, uncaused, and chaotic human consciousness towards purposeful and sustainable human-machine interaction. The second approach proceeds bottom-up from intelligent machines towards high-end computing and is based on formalizable models leveraging multi-agent architectures. The resulting work reviews the extent, the merging points, and the potential of hybrid artificial intelligence frameworks that accept idea of strong artificial intelligence. These models concern the pairing of connectionist and cognitive architectures, conscious and unconscious actions, symbolic and conceptual realizations, emergent and brain-based computing, automata and subjects. The special authors’ convergent methodology is considered, which is based on the integration of inverse problem-solving on topological spaces, cognitive modelling, quantum field theory, category theory methods, and holonic approaches. It aims to a more purposeful and sustainable human-machine interaction in form of algorithms or requirements, rules of strategic conversations or network brainstorming, and cognitive semantics. The paper addresses reducing the impact of AI development on breaking ethics. The findings are used to provide perspectives on the shaping of societal, ethical, and normative aspects in the symbiosis between humans and machines. Implementations in real practice are represented.

Index Terms cognitive semantics, category theory, human-machine duality, hybrid artificial intelligence, holonic systems, stability in dynamical systems.

I. INTRODUCTION

The introduction of digital economy tools and AI (artificial intelligence) have increasingly discussed issues of replacing people with machines, distorting ethics, degradation of natural intelligence, malicious use of AI and even a drop in the level of spirituality [1], [2]. The main ways in which AI can negatively distort ethics do not come from futurological uncontrollable super-intelligence or “killer drones” [3], but from the risks associated with people’s trust in the work results of AI [4]. The introduction of AI generates decision risks and errors in data, the degradation of human analytical abilities, the possibility of misperception and misunderstanding.

In this context, the problem of human-machine duality and the ultimate role of artificial intelligence (AI) in human and machines interactions are explored through a technological challenge that confronts two separate lines of research. Accordingly, this paper examines the twilight zone that is generated in trying to conciliate two technological approaches that respectively proceed in opposite directions.

The first, is a non-formalizable cognitive and organizational approach aiming at ensuring the acceleration of decision-making processes. An example of these processes are strategic conversations [5], [6]. This approach proceeds top-down from non-formalizable human consciousness and unconsciousness towards purposeful and sustainable human-machine system.

The second line of research is based on formalizable methods aiming to the hybridization of symbolic and sub-symbolic approaches, as the well-known neural networks,
machine learning, ontologies, extended description logic, and fuzzy information. The presented approach in many respects abides by the well-developed theories near to the situated cognition framework of [7], [8], ecological psychology [9], and new visions that consider some relational nature at the grounding of abstract cognitive capable representations with recursive nature [10]. A prominent role for the convergence between humans and the artificial is played in a constructivist ground, in particular in the context of research on Artificial General Intelligence (AGI) [11], [12]. These visions are here technologically and practically materialized by the RMAS (relational-model multi-agent system) architecture that proceeds bottom-up from tiny intelligent machines towards high-end means. The RMAS architecture that has been especially conceived for autonomic industrial distributed systems [13], and is currently proposed as a new sustainable computation test framework [14], which rigorous formalization and full-fledged realization is under development [15].

The collision of two different worlds, the non-formalizable and the formalizable, is constantly met but goes mostly unnoticed in human being’s reality. Studying one helps to understand the other, and vice versa. If the study is simultaneous, the phenomena under interest are taken as a whole bringing to emergent levels of explanation that may lead to a new hybrid kind of reality. For example, there are two different mechanisms by which infant, who cannot communicate, and adult, who has knowledge and intuition, might be related. Researching these two possible mechanisms together is an intriguing direction for future research on cognition [16].

In recent years, the volume of researches in the field of AI has grown rapidly, and a lot of literature and surveys have appeared. On one side, this has been largely due to the increase in computer power, to the acceleration of communications, and to the growth of Big Data. On the other side, this development is connected with high expectations that envisioned the possible realization of Strong AI and of General AI (AGI) and their specific numerous dimensions [17].

In order to head for practical and consistent applications, it is important to distinguish Weak (AWI), Narrow AI (ANI), General AI (AGI), Hybrid AI (HAI), Strong AI, and Artificial Super Intelligence. Current state of AWI, as well as speculations on the future of Strong AI and Artificial Super Intelligence, have been drawn from science, culture, and philosophy [18]. HAI is an AI which is immersed into the Hybrid Reality where human ceases to be an observer and becomes a cognitive part of the system [19]. Wrongly AGI, Artificial Super Intelligence, and Strong AI are considered as synonyms [20].

It is also worth mentioning the results of recent standardization efforts [21]. These efforts clarify that on the one hand AWI, ANI systems can only process symbols or sub-symbols without any autonomous understanding of what is going on, in terms of human-attributable meaning. This goes along the well-known problem about the uncertain epistemology of AI algorithms, and the substantial difference between artificial communications and current acceptance of AI [22]. On the other hand, Strong AI systems still are able to process symbols but, at the same time, should also vaunt authentic understanding of what they do, namely their semantics [23]. ANI systems are able to solve specific tasks, possibly much better than humans would do. AGI systems are able to address multiple tasks of different nature, with acceptable level of performance. ANI can solve single but very important tasks, such as pattern recognition, playing chess and Go, helping purchasing, weather forecasting, transport control, making medicine diagnoses, computer vision, language processing, combing through digital footprints, predicting when a crime will be likely to take place, and so on [17]. Currently, ANI uses artificial neural networks to bind together artificial intelligence algorithms with logical knowledge bases to model and optimize vehicle navigation. It may be used to perform optimization of RFID systems that consists of Redundant Antenna Elimination algorithm, Ring Probabilistic Logic Neural Networks, and evolutionary optimization technique, namely Genetic Algorithms [24]. Recent astonishing developments have been reached with the generalized few-shot learners [25], which among many can boast the impressive Generative Pre-trained Transformer (GPT-3) application [26], or successful growing capabilities in self-learning of neural networks application of the new generation [17].

At the same time, many new problems are connected with collective behavior of people and machines and their sustainable symbiosis. This symbiosis is being discussed with increasing intensity due to its implication on Strong AI and Hybrid AI developments. In this context, the solution to the questions faced by scientists encounters the problem of the impossibility of representing non-formalized procedures. This problem concerns the collective unconscious, spirituality, emotions, thoughts, feelings, free will, etc. Nevertheless, it is still evident that current research cannot embrace these aspects of human cognition. This is the mission of Strong AI and Hybrid AI, in particular for the parts that derive from logic and artificial neuron-inspired paradigms of AI [1].

Comprehensive models of cognitive processes are shifting towards spaces of non-logical (non-formalized, cognitive) semantics, much deeper and beyond the reach of logic descriptions and formulas.

In particular, non-formalizable aspects of Strong AI have to be taken into deep consideration in order to solve human-machine duality and symbiosis. It is increasingly more important to hoist a bridge between the banks of the formalizable and the non-formalizable, over the abyss of meaning. This requires exploring new ways in which transdisciplinary means of mathematics can help materializing and studying this encounter, for example the exploration of methods inspired by quantum mathematics for the generation of new insights and results in AI [27]. In this paper, an overview of cognitive architectures and of current trends in AI developments are briefly surveyed. In this sense, section II will be used to focus on the statement...
of central problems in AI. In section III, a position will be made about a new methodology that has the ambition to expose a convergent nature and a mechanism for the harmonization of human-machine duality and the removal of contradictions and distances between bottom-up and top-down technological directions. Some examples of the application of convergent methodologies and implementations are proposed and shown in section IV, along with a summary discussion. Conclusions are provided in section V.

II. OVERVIEW, RELATED WORK, AND PROBLEM STATEMENT

A business that needs to thrive in the market sometimes gives up to strictly complying with ethics codes, which distorts companies’ ethics and social responsibility. An obstacle to such a distortion of ethics can only be the threat of loss of reputation in business [4]. However, existing mechanisms for manipulating public opinion using AI mitigate these threats. In addition to business reputation, the opinion of civil society becomes an obstacle to the distortion of market ethics, which makes it possible to balance negative ethical trends. This state of affairs requires an appropriate coherence of self-organization of the subjects of society that can consistently form the public opinion. Methods and approaches of network democracy can support self-organization by taking into account the capabilities of AI [28].

Many researchers all over the world are expecting or forecasting that the accelerating pace in the development of smart machines will soon — till the middle or the end of this century — outrun all the human capabilities. The singularity, awesome bifurcation and historical change point, will eventually arrive, and it is impossible to predict exactly now how the human future might be following after this point [3]. Nobody knows how the Strong AI will affect the life and destiny of human beings; someday humans might not be able to keep up with AI(s) anymore, and cognitive intelligence could not be the most important human trait in the end [29].

Description logic and symbolic frameworks, with their many variants, can provide mathematical methods and tools for representation and reasoning, even in the case of fuzzy information [30], explicit, implicit, or speculative knowledge [31], or probabilistic and abductive reasoning [32]. For example, [33] addresses an example of complex decision-making using ontology and knowledge-based approach for creating safe building evacuation design. Although there is a clear lack of automation in the modelling of knowledge, the system still can include several developed ontologies and rules for representing design knowledge from the evacuation field. Nonetheless, in such playgrounds, there is a growing need of new research methods towards technologies that can automatically and dynamically exploit real-time information in order to detect unconventional ways outs from emergencies, and to arrange effective rescue operations [34]. Constructing plans “on-the-fly” for the unexpected, in presence of irrational agents, is increasingly under focus, and symbolic methods might not be always a solution [35].

A major problem in current AI is a misleading overlapping between causality and correlation concepts. According to well-known work [37], a mark of causality is a 100% correlation between cause and effect. But such correlations are not always due to causality. For example, a good correlation between the number of storks arriving in the spring every year and the number of human babies born does not bring causal evidence that storks bring babies. Traditional ANI cannot transform a correlation into causation, and cannot ensure high-level of transparency or trust. This problem has been well described by [38], who is the father of the powerful and widespread Bayesian networks in AI. Recent research is investigating the potentialities of quantum probability for causal reasoning, shows that a quantum probability model has the unifying power of encompassing many heuristic strategies and associative thinking that, in the usual case of classical Bayesian and hierarchical models, constitute a violation [39]. This reinforces and confirms the role of quantum semantics methods focused in the methodology here proposed, yet considered valuable by some recent literature [27].

An open problem for decision-making, is the understand-ability of learned opaque models. [40] propose an effective symbolic framework for black-box explainability. Their future work aims to consider non-logic explanations, and propose a future research direction that considers causal explanations based on data observed by appropriately querying a black box. This direction is considered also in this work, being causality and black-box querying an essential part in the bottom-up approach presented below.

Beyond these promising practical applications, still some fancy speculations endure about future symbiosis between digital technologies and humans brought about by full-fledged Strong AI. Creating such a technology requires a complete understanding of the foundations of human cognition and thinking mechanisms. It is likely that such kind of singularity point will emerge from some uncontrolled and self-amplifying emerging capability, starting from a basic seed of knowledge [41]–[43].

About three hundreds cognitive architectures have been created and studied [44]. The core human cognitive abilities, such as perception, attention, learning, reasoning, and so on are found treated. But there are still only a small number of cognitive architectures devoted to AGI. Among them, well-known are the Soar and the Act-r systems, NARS [45], LIDA [46], SiMA [47], [48], and so on. Many works are devoted to the study of separate aspects of cognition. For example, the ARCADIA [49] takes into account human attention, and CELTS [50] emotions. The majority of the mentioned systems are formalized and have logic methods in their foundation. The logic frames, production rules, and logical inference are based on symbolic means but are often hybridized with sub-symbolic and neural networks structures.
Nonetheless, the most complex and unsolvable problem for current AI are uncaused effects in human consciousness. A human can make appropriate but uncaused decisions [51]. A lot of phenomena such as cosmic vacuum, chaotic dynamics of thoughts, collective unconscious, natural neural interactions, particle-wave duality, cosmic strings, quantum non-locality, dark matter and energy, escape causal explanations. Examples of non-classical approaches try to represent uncaused phenomena by topologically-related mechanisms of projections and mappings. These approaches can describe different phenomena, in which classical (deductive and inductive) logic and non-classical (non-monotonic, intuitive, and abductive) logics do not hold anymore [52]. Considering such approaches, authors as [53] suggested that the mappings of objects or events between different n-spaces, representing different levels in hierarchy of ordering of the objects or events, change traditional understanding of cause-effect relationships. The fruitfulness of this suggestion was demonstrated clearly on some dynamical systems, which must necessarily exhibit at least a critical point of singularity — for example topological cellular duplication, and brain fluctuations’ properties.

One of the well-known instances that demonstrate the possibility of uncaused events is the well-known entanglement effect [54] and the Bell’s test against the local realism [55]. They required spatially distributed entanglement, fast detection and unpredictable measurement settings. Recently, the advances in information technology has made possible an experimental proof of quantum phenomena. For example, the unpredictability of human “free will” has been confirmed [56], creating ground for constructivist approaches that take into account the role of the agencies of subjects in scientific observations of hybrid reality phenomena.

The article of [41] substantiates that current AI systems differ from human intelligence in crucial ways. The authors show that modern AI can help recognizing the connection between events or objects, but cannot be used to effectively build causal models yet, which only humans can easily do. The difference between recognition through prediction and causal model building by means of explanation is the central issue for human intelligence understanding.

Some researchers have criticized the scientific effort of creating systems of AI that try to be identical to human (natural) intelligence. One of the most prominent work in this sense was due to [57]. This author argued decades ago that computers, which do not have a human body and no cultural history, never will be able to acquire natural intelligence. Author’s main argument is that computer cannot articulate human knowledge because it is partly tacit and latent.

Currently, the most common idea of creating Strong AI and AGI lies in neuromorphic paradigms. [58] proposed the use of the method of “reverse engineering” — to literally copy the neural structure of the brain, with the hope that this copy will reproduce its functions through emergence. It can be noticed that this approach continues an evolutionary chain of developments in AI — symbolism, connectionism, behaviorism and statisticalism — by creating on the same logical-formalized basis a new version of ANI: intuitionalism.

This is reinforced by authors like [20], for whom Strong AI and AGI have not come so much closer to their goal, neither they will in the future. Strong AI and AGI cannot be realized as human-like intelligence because computers do not belong to a culture, and do not act in the world. Studies like the one conducted by [59], confirm that abstract concepts are grounded in interoceptive experience, which is a pivotal requirement in reasoning and acting for a living entity. This line of research was also characterizing the cognitive models of [60], alternative to the ever-dominating interpretation of cognition as information representation and processing system. This worldview among scientists and philosophers has been growing into some nowadays prominent derivations like the concept of 4E cognition – embodied, embedded, enacted, and extended cognition [61].

In the human case, every individual structure has been created during long time and has been exposed by long-distant environmental factors (phylogeny). Thus, the difficulty of building human-level AI has to explore deep problems, far beyond a mere computational modelling and imitation of the behavior of neurons and their connections. Such problems have also to be considered in light of some of the frameworks of interpretation of computational models that go beyond current digital technology [62]. In this view, the focus is not in identifying how representations are constructed in brains, but how a physics-driven intention-building system works. This kind of vision derives, for example, from the work of [63], which maintained that there are no representations in brains, only meanings. Representations in brains are traded for a self-organizing mechanism of intentionality, which consists of a nonlinear dynamical model of brain’s function centered in the construction of meaning rather than in some kind of representation. In this vision, consciousness is the dynamical process in which meanings are continually under construction in a chaotic trajectory through brain state space, and awareness is understood as the subjective experience of the momentary focus of the activity that constitutes meanings. Nevertheless, the paper of [63] still does not designedly address the “hard problem” of consciousness, as posed by [64] who classifies the construction of meanings still among the “easy problems”.

Major outlooks about AI future seem quite far-fetched, because they are based on the assumption that human brain is a finite construction, and thus that its basic behavior can ultimately be known and predicted. Nonetheless, human intelligence cannot be represented in finite or clear logical ways; the human thinking is not only performed locally by the brain or even the body. Every neuron of the brain consists of a huge number of particles, and all the particles randomly communicate with particles of distant surroundings [54], [55]. Perhaps, such communications underlie the phenomena of unconscious and insights. Now it is completely evident that the human intellectual mechanisms is many orders of magnitude more complex than that of the best computer.
available. New frontiers are currently realistically opening in quantum and neuromorphic computing. Some approaches are considering using quantum technologies that possibly will provide penetration into a simulated object, for example, using the quantum entanglement effect [65, 66]. This will allow coming closer to solving the problem of creating an atomic twin of an object, brain, and person.

Unconscious and insights — as well as the inner speech — capacity of humans are the subject of numerous studies [67, 68]. For example, the Eureka effect manifests itself and proceeds usually like this (the Klondike case): a long search, where breakthrough thinking may require dedicating years to find a small cue on the decision (a wilderness trap); a little apparent progress, where the researcher has to waste a lot of time, and cue on the decision after little or no progress (plateau traps); a precipitating event, when some circumstances’ cues give the chance of decision (creating a canyon trap); a cognitive snap happens in the moment when a breakthrough idea rapidly appears, and not much time separates this precipitating event from solution (an oasis trap); eventually, a transformation of the mental or physical world proceeds in a generative way, whilst creating details of decisions and making. The diagram of this accelerating process is illustrated in Figure 1.

According to this phenomenology, the objective of current research is the study of means for accelerating the aforementioned breakthroughs, by using jointly two initially separated methodologies that respectively deal with convergent [28] and holonic approaches [69].

The path towards Strong AI is mostly, and pragmatically, associated with the idea of hybrid AI, ensuring the immersion of man and machine into a single common space. The search for such a man-machine symbiosis is ongoing. Scientists are trying to remove the limitation of the discreteness of the presentation of data, information, and knowledge. Many problem areas in the future of AI are likely to be characterized by the following features and requirements:

- Retrospective knowledge (in symbolic forms) is insufficient as model of cognition, as well as connectionist approaches as neural networks.
- It is necessary to take into account the uncaused and chaotic cognitive semantics of AI model.
- The states of the AI model can be changed in an unpredictable jump-like (quantized) way.
- The behavior of the model is affected by objects which location and function are unknown (quantum non-locality).
- The AI model has to completely replace the managed object, and become its twin at the subatomic level.

The special convergent approach, which ensures purposefulness and sustainability of collective decision-making in hybrid society of humans and artificial agents, was designed to meet these requirements [6], [28], [70]. This approach is the ground for the convergent hybrid AI resonator developed hereafter. It goes towards the introduction of higher-order cybernetics lenses over the AI problem. This vision is supported by [71], where authors highlight that today’s AI systems require a new lens that can see beyond technical practices, identifying points of overlap between design decisions and major sociotechnical challenges, in particular with the need to become critical about certain formal assumptions behind intelligence. In addition, [71] claim that there is a need for the specification of requisite feedback modalities, in second-order cybernetics context, in order for the system to achieve appropriate stability. In the present work, the category theory will be one key in order to create such kind of self-stabilizing circularity of the hybrid AI process. A Hybrid AI can help to find good decisions in the process of achieving an unclear goal, or speeding up the multi-group self-developing networked democracy decision-making processes [28]. In particular, the structuring of information in a special convergent way helps in reaching a collective strategic consensus between members of citizens’ meetings, faster than usual.

Cybernetics, as here proposed, comes in aid when explainability is at stakes, in particular in the contact layer between human and the artificial. [72] provide a bottom-up constructivist model for explaining AI agent behaviour, in which low-level “narrow” explanations of how individual decisions are extended reflectively to the context, trying to provide insights into an agent’s beliefs and motivations in relation to other (human, animal or AI) agents’ intentions, interpretation of external cultural expectations, or processes used to generate its own explanation.

In section III-B, it will be envisioned how the cybernetics of second and third order admit meanings to be constructed through eigenforms, comprising the observer’s active role. This gives a new research perspective beyond state of the art in explanation and interpretation for symbolic and sub-symbolic systems in AI.

III. CONVERGENT COGNITIVE AI RESONATOR

The convergent decision-making approach can be useful for speeding up decision-making in a hybrid society of hu-
mans and artificial agents. The structuring of information is performed in a special way during interactions between humans and artificial agents. It can help human agents, in multi-level membership of groups, reach a collective strategic consensus and generate ideas. The convergent technology is based on assembling methods of inverse problem solving on topological spaces, cognitive modelling, Big Data analysis, genetic algorithms, and holonic and self-adaptive holarchies approaches [6], [70], [73].

At the core of the convergent decision-making resides a deeper understanding of methods that model, and then implement, the power of Strong AI. In the following subsections, authors propose a methodology that is based on the convergence of two human-machine approaches proceeding in opposite directions. This methodology is expected to provide more insights and strengths at the meeting point of the two sub-methodologies. Metaphorically, the intent is to obtain new information by colliding, or reacting two complementary elements and get a resonance of the two sub-methodologies in the convergent cognitive AI resonator. Furthermore, it must not be forgotten that convergence is indeed a fundamental normative principle that in the narrow sense is necessary to guarantee the successful functioning of cognitive technology, and in the broad-sense it is necessary to empower individuals and provide ultimate control and protection against malevolent applications of cognitive technology [74].

This occurs at the limit between AWI/ANI/AGI and Strong AI. Strong AI is expected to emerge from this resonance in a way that should be explainable for human beings. The emergence phenomenon should be kept under control. Lack of explainability will impact negatively on responsible use of AI in society and definitely hinder the reproducibility and the scientific acceptance aspects of its phenomena [75].

The directions of the two above-mentioned human-machine approaches are attributed conventionally. As human is considered the top of natural intelligence in the common world of affairs, the first approach is deemed as top-down, as the intelligence is processed starting from organized and purposeful (but non-formalizable and uncaused) structures of discourse pertaining to the intelligent human beings. On the other side, the bottom-up direction processes the formalizable intelligence phenomenon, starting from structures of discourses arising from evidently less purposeful agents, like the artificial ones. In recent experiments, the cybernetics of the bottom-up and top-down in hierarchical goal-driven states have revealed an important role in human psychology. For example, in [76], bottom-up processing is the cognitive processing of sensory information, and cognitive processing capacity is automatically allocated to salient stimuli, while top-down processing is a more deliberate allocation of higher-order cognitive processing.

In the present research this paradigm is extended to consider the current state of the artificial technology as the primary level of the cognition phenomena, but with the aim to understand the mechanisms that will let it grow potentially up to higher orders of cognitive processing. Moreover, the encounter of top-down and bottom-up approaches in a hybrid land is under keen exploration when morality and ethics of AI are at stakes, although still at a conceptual and normative level [77]. As observed by [78], “the top-down approaches emphasize the importance of explicit ethical concerns that arise from outside of the entity, while the bottom-up approaches are directed more at the cultivation of implicit values that arise from within the entity”. The exploration of the hybrid dimension of the problem is thus promising to provide insights and some satisfaction to the need and urgency to regulate AI, as its complexity and impacts on social standards are far to be completely defined and then controlled [79].

A. THE TOP-DOWN APPROACH
The discussion of problems happens at the top level and in a conceptual realm. There participants operate with concepts and their connections; processes are non-formalizable and uncaused. These concepts do not fit into the rigid framework of metric spaces. The participants are heads of government bodies, top management of companies, and so on. They may constitute collectives or groups in form of crowds, in which collective consciousness and unconsciousness affect decision-making [28]. Often participants do not express plainly what they think or feel. They have their own interests that they want to promote. Representing these thought processes requires more abstract spaces than logical, fuzzy logical, or metric ones. These processes create a downward flow of conceptual non-formalizable information that must be understood and perceived at the lower levels of management.

Upper and lower levels of management use different languages and concepts. There is no well-established way to build a formalized chain of signal conversion between these control layers. The AI models have to help making a bridge between the upper and the lower levels of management. The models that are used in the decision-making discussions have two kinds of semantics, one of which obstructs the acceleration in getting agreement.

The semantics of any AI model can have a denotative and cognitive meaning [6]. The former means the mapping of the logical model to real things, objects, relations, terms, Big Data, and others, which constitute the volumes of the model’s components. The latter is the subject matter of thoughts feelings, and emotions.

It can be noted that Big Data consists of signs. Thus, the AI model on this basis is denotative. The mental (thoughts, unconsciousness, etc.) aspects of AI semantics remain uncovered by Big Data although the numerical traces of them are captured in some way. The denotative semantics has a deficit of completeness, since mental processes are carried out beyond the bounds of reasoning. The replenishment of this deficit could be accomplished with cognitive semantics interpretations of AI models. However, the whole phenomenon cannot be recorded using signs and symbols. It can only be coped with in an indirect way, for example, with using
the convergent approach that creates necessary and sufficient conditions for purposeful and sustainable decision-making [6], [70].

The dynamics of the decision-making groups combine the analytically divergent and the convergent synthesis processes of getting participants’ consensus. The divergent tendencies and non-metric (non-quantity) descriptions of the situational problems restrict any attempt from participants to speed up the process of decision-making. Such a process implies the coordination of interests, goals, tasks, actions, resources. These reflect free will, emotions, desires, thoughts, and intentions of participants.

In order to accelerate the collective decision-making process, the problem has to be split into many parts (divergent analysis), and then all the results have to be collected in a holistic solution (convergent synthesis). Non-formalizable and uncaused cognitive semantics must be taken into account in this collective decision-making process.

Current researches concerning mentality rely on various approaches in order to study the brain and thinking by using formalizable tools. Nonetheless, not many of these researches take into consideration atomic mechanisms of individual or collective brain behaviour. The number of neurons in human’s brain is in the order of $10^{11}$ and the number of atoms about $10^{20}$. Atoms are under the influence of fields: electromagnetic, gravitational, strong, and weak. Electromagnetic waves are subject to distortion, diffraction, and interference. The behaviour of particles is fluctuating. The behaviour of atoms is influenced by the effect of an observer, which can be another system or a set of sensors [80]. The states of atoms can be entangled with atoms from the outside [65].

The atomic elements that provide a thought process seem to form clusters, which are holistic but at the same time informal objects. With this assumption, it is possible to identify a phenomenon of thought in a space of physical and mathematical interpretation [81].

Typically, the well-known low-frequency signals that human brain sends outwards look like communication signals. These signals closely resemble to speech by which a person transmits her/his thoughts in words to another person. These signals are not thoughts; feelings, and unconsciousness manifest themselves with thoughts that can be represented in the form of a physical field described using the methods of classical electrodynamics, quantum field theory, quantum optics, and even the theory of relativity. The wave aspect of thinking can be considered as an acoustic, electromagnetic, and quantum-relativistic resonator. To describe such a phenomenon, one can turn to the fundamental principles of field theory, concerning the wave nature of signal propagation. Such a basis is constituted by the D’Alembert and Helmholtz equations, the Green’s function, the formalisms of electrodynamics and optics, both in classical and in quantum form. These means can be seen as a possibility of expanding the space of cognitive semantics interpretation. The heterogeneity of the medium is allowed, that means in practice some dependence of the signal propagation speed on various factors, including the coordinates and influence of the observer (participants). The behavior of the field can be quantized, it can have an analog (continuous) and discrete character.

In the quantum field context of the representation of the cognitive semantics, particular interest is in the effect of the collapse of quantum states, as well as the effect of the entanglement, which reflects the instantaneous relationship of the states of quantum particles over large distances [54].

The collapse of the quantum state of quantum particles is reminiscent of the “Eureka” effect [67] when a person finds a solution to a problem instantly, after long reflection and due to an unexpected external shock. Actually, in the case of quantum physics, it is believed that information from one participant in the events is not transmitted to another; just both participants at the same moment in time will see the same quantum state of the system from some set of their superposition.

In this view, the central element of the collective thought’s (cognitive) space is based on the concept of an “event”. It is the physical phenomenon distributed in some mentally limited space and time. The thought or event is limited. It has certain conditional boundaries. This event with its coordinates and time aspects depends on an observer, who wants to describe the event, but cannot represent it in a direct and logical way.

In this view, the central element of the collective thought’s (cognitive) space is based on the concept of an “event”. It is the physical phenomenon distributed in some mentally limited space and time. The thought or event is limited. It has certain conditional boundaries. This event with its coordinates and time aspects depends on an observer, who wants to describe the event, but cannot represent it in a direct and logical way. This view allows placing a symbolic AI model with its denotative and cognitive semantics in a single space, using unified operators to implement transformations of events of various natures. In this case, events can be attributed to phenomena, both described by logic, the laws of quantum electrodynamics, and the special theory of relativity. The category theory and topology theory are applied to ensure the purposefulness of decision-making with taking into account both the cognitive and denotative semantics of AI models [82], [83]. The category and topology theories help to study the properties of the relations of objects without their detailed logical structures. In this case, cognitive semantics corresponds to a certain mathematics category, for which following axioms hold:

- the number of elements in the system is infinite, and the maps of the objects are the maps with the closed graph;
- there is a non-empty finite sub-covering of the set of elements (bicompactness);
- any point can be associated with some neighbourhood (every open set contains this point) such that for each two points there are always disjoint neighbourhoods (Hausdorffness).
In addition, the following axioms show some requirements of the convergent approach:

- In order to get testable and verifiable AI models the axioms need to be anchored in the context of solving problem, for which the fuzzy approach, for example, can be used.
- In hybrid AI system the cognitive semantics should be built by humans in a convergent structural way [28], [70]; in this case it can be verified and validated in the decision-making processes.
- There is the need to establish ontological links between the non-formalizable space of cognitive semantics and formalizable space of denotative semantics; the former is a mental process organized taking into account the listed axioms, and the latter proceeds bottom-up through multi-agent systems.

These axioms and requirements help to make the decision-making processes with using hybrid AI in a more purposeful and sustainable way and provide a smoother consistency of the information flows encountered when combining the top-down and bottom-up approaches in the control.

B. BOTTOM-UP APPROACH

This section indicates a path that should enable simple-enough machines to cause and, at the same time, to capture the phenomenon of emergence of AGI. Starting with a core set of seminal constituents, the bottom-up approach aims at harnessing the emergence of intelligence phenomena from simple machines up to increasingly complex cyber-physical systems of systems, and searches for invariant mechanisms that would bring convergence into natural-like intelligence, spanning through the whole range of living beings, from the bottom up.

[84] proved that recursive and hierarchical self-organisation of Markov blankets can explain the self-evidencing, autopoietic behaviour of biological systems. They explain that this common hierarchical self-organisation is a recursive process that can repeat itself at higher levels of description, with the absence of a privileged point of view — the dynamics at every level play the role of macroscopic states at the level below, and the role of microscopic states at the level above. Moreover, it is plausible that control relationships within autopoietic mechanisms give rise to dimensions of organization that are missed by existing accounts of mechanistic and causal explanation: organisms must control (also build and maintain) themselves and procure their own energy throughout their hierarchical structures the biological autonomy problem [85].

Similar kind of natural recursive structuring of stable organized systems is well-known (Simon, 1969). This vision inspired another widespread concept, that of the holon.

As we will see in the following, the holon can be one of the names of the previously mentioned recursive connection entities between hierarchy levels of an organized system of systems [84]. Other example of holon, in our own view and interpretation, is an olfactory quale resulting (emerging) from information cycled through a hierarchy of networks in a resonant state, as treated by [86]. In this case, the holon is the interpreter or mediator between the physical and the informational realms (intended as abstractions).

The holon hereafter will have also the the role of the entity that tries to solve the gap in the creation of the representation function in abstractions in the modelling process, as foreseen by the Abstraction/representation theory of [87]. In the extensions provided by [88] such representational entities can be called agents, and result in the Agential AR (AAR) theory: we are prone to see these very agents as holons.

Although representations are not in principle linked to a human capability, [89] holds that the qualia that are at the basis of representational capacities and cannot be realized with whatsoever computational means. This would doom holons to remain a human (or at least higher animal) entity. In essence, [89] tries to avoid the infinite regress that would require to achieve the representing map that models a mind process. As we will put forth soon after, it is right this infinite regress that is of interest in the methodology here exposed, by noting that what is fundamental is the search of an automation of the explanant that would in principle allow that infinite regress, but pragmatically allowing it to stop, finitely, at an approximate satisficing state of equilibrium between the computational representational agent and its environment.

1) What is a holon? The amphibian across cognitive worlds

To authors’ knowledge, the holon concept first appeared in [90], [91], where author defended that life must be hierarchically organised, with certain principles or laws which define the meanings of ‘hierarchic order’. This hierarchic structuring was in turn inspired by [92].

Any two levels of the hierarchy can be interpreted as wholes and parts. Any entity (abstract or natural) that simultaneously strands two adjacent levels of a hierarchy must be featuring the so called Janus effect: each element of the hierarchy has a face downwards the sub-level that sees a self-contained whole of sub-assemblies, and a face upward the apex acting the role of the part. Thus, holon (from the Greek holos=whole, on=part) is the term coined by Koesler to account for such Janus-faced entities that feature at once (“according to the way you look at them”) the whole and the part role.

These kind of entities have inherent disposition for the occurrence of emergence phenomena. The holon is an “active” interpreter between two realities, between macro and micro level, between two formal systems, or even between two not representable but “live” objects in the state of affairs. The meaning of “active” and “live” will be more clearly stated in a while.

The use of holon concept is quite common in MAS (multi-agent system) context where a holon is implemented as an agent that is an “autonomous” running program (a piece of software) [93], [94].
A most notable and practically used concept enabled by the holon is that of the holarchy. The holarchy is a temporary purposeful grouping of holons into a hierarchical relationship (or in general a directed acyclic graph relationship). The holarchy concept is particularly useful when used as a functional structure for the expression of autopoiesis and emergent self-organization in systems. In particular, the holarchy can be associated to a teleological behaviour that some system or part of it has to perform in order to reach organization towards a goal.

Holarchy can be defined and visualized, informally, as a temporary purposeful cohort of holons. Holarchies acquire meaning through the specification of their purpose. Holarchies are inherently endowed with a teleological mechanism. The whole holarchy is a purposeful holon, which in turn can be a part of even bigger wholes, recursively.

The holon in a holarchy strands three formal systems: the language of the parent, his own model of reality, and the turn can be a part of even bigger wholes, recursively.

Holarchy can be defined and visualized, informally, as a temporary purposeful cohort of holons. Holarchies acquire meaning through the specification of their purpose. Holarchies are inherently endowed with a teleological mechanism. The whole holarchy is a purposeful holon, which in turn can be a part of even bigger wholes, recursively.

The holon in a holarchy strands three formal systems: the language of the parent, his own model of reality, and the model of the children or of the controlled subsystem with its own behavioural rules. If this property is used at the limit (in mathematical sense) for recursive and fractal holarchies, special forms of multi-strata modular holarchies, composed of sibling elements, can be arranged to control an infinity of reality levels [69], [95].

Each holarchy level, and its knowledge model, addresses a level of the reality (state of affairs) with a minimum viable approximation (the stable formal system of knowing-and-being), once suitable granularity of the epistemic mechanisms of the holonic agent are set.

The openness in the granularity and in the number of the levels of the holarchy constitutes its major strength. Indeed, the major weakness of all the formalizable languages, is to undergo incompleteness and inconsistency to which enough strong formal systems are ineluctably doomed.

Some state-of-the-art examples are found in the field of description logic framework [32], [96], [97]. Nonetheless, in cognitive approaches, such as the ones in which description logic is used, the main problem is the operational closure of every symbolic system.

This suggests that a suitable technological epistemic invariant should be searched that allowed the dynamic switch across all the needed symbolic levels of holarchies. [10] provides a clear example of such kind of invariants and their capability to move across different semantic contexts. What is desirable, in order to render the switching between semantic contexts, is a mechanism for the swift passage across them. Such switching must be triggered and occur as soon as unavoidable difficulties (formal paradoxes) are detected in local symbolic systems.

Thus, the idea here put forth is to weaken symbolic domains strangled by holons, but let their holarchy be able to traverse quickly symbolic systems up and down in the corresponding holarchy levels, switching nimbly across meta-language levels.

In order to support this feature, it is important to focus on generative and constructivist aspects of knowledge in the view of some purposeful version of AGI. According to [41], the actual open problem is that “It is crucial that learning-to-learn occurs at multiple levels of the hierarchical generative process”. In addition, while the symbolic approaches remain explainable in some sense, the connectivism inherent in most of the recent ANI (machine and deep learning, neuromorphic computing) loses this property.

Cognition is an active process, both in the case of implicit or symbolic versions of it. This has been acknowledged recently in neuroscience, as active inference is a constructive approach to understanding behavior [98]. The process of knowledge acquisition occurs with recursive computations, along with the active role of the observer for the creation of a stable reality from the observer-agent’s point of view. Cognition can be theorized as the product of recursive computations of computations [99], [100].

The observer’s problem is at the basis of the second-order cybernetics phenomenon [101]. In third-order cybernetics, the model of social recursive interaction among agents can be modeled as a self-developing poly-subject reflexive-active environment [1], [102].

The core of the artificial cognition problem is to establish a framework for an artificial Self [11]. With pragmatically avoiding here the philosophical hard problem of consciousness, we limit ourselves to a functional definition of intelligence that induces cognition, following [103]: AI can be functionally defined as the automation of cognition (machine cognition) to develop skills and competencies to perform (complex) tasks.

The artificial Self for AI should be provided by crossing the limit between physical and artificial mental realities. The entity that crosses the boundary continuously is the so-called eigenform [104], [105]. In a world of eigenforms, the observer and the observed are one inseparable entity, in a process that recursively gives rise to objects. An object is a symbolic (or also sub-symbolic here) entity, participating in a network of interactions, taking on its apparent solidity and stability from these interactions.

[104] defines the eigenform as the amphibian that crosses the boundary of mental to the physical, but also as the entity that crosses any two levels of semantic realities. In this scenario, it is straightforward to identify a similar role for the holon as such of an amphibian, and let its implementation encompass that of an eigenform.

An entity (the eigenform) makes queries to the environment with senses and actuators, and receives replies as information and associated change of internal state: this is the act of knowing.

When the queries are repeated and the answers do not change, the entity is in a stable state of being. Received information has organized the entity itself with respect to its interaction with the environment. This organizing force is usually measured as a reduction of entropy.

If some answers do not steadily arrive or are not as expected, the entity experience an “irritation” — as the irritation state is defined for cognitive agents by [106]. In
response to the irritation the entity has to autonomously start a new knowing procedure in order to reach soon a different, new, stable state of being.

In the AI practice this kind of entity can be implemented as an agent that realizes this “living” process of attainment of stability between knowing actions and being state. This stabilizing process will need the switching across different levels of realities belonging to the holarchy in which the holon is defined.

The process of knowing and being for such an agent is constructive and generative: “we change the world and the world change us” [104]. This vision is growingly supported today also in physics, for example [80], [107] and the [56].

The action that generates agent’s reality can be expressed mathematically: if $X$ is the being and $f$ is the act of knowing then $X = f(X)$. If $f$ is applied indefinitely (though at established sampling events) then $X$ is said the fixed point for the invariant operator $f$ when $X = f(f(f(f(\ldots))))$. $X$ is a fixed point of $f$ as a value that is mapped to itself by the function $f$: “An eigenform is a fixed point for a transformation”. Moreover, $f$ is “at a level where the level and the metalevel are one”. The operator $f$ is both object and subject of the discourse [104]. The set of eigenforms that remain stable with respect to $f$ constitute the reality for the agent.

The agent is immersed in a reflexive domain, which is an environment that is influenced by the presence of the agent. The reflexive domain is an abstract description of a conversational domain in which cybernetics can occur; in full reflexivity, each participant is entirely determined by how he or she acts in the domain, and the domain is entirely determined by its participants. Moreover, a reflexive domain is a particular situation where lambda calculus applies; a reflexive domain is itself an eigenform and can be transcended to a new and larger domain with endless process — this property is guaranteed by the fixed point theorem of Church and Curry [108].

In the linear context (e.g. observables in quantum mechanics), the eigenform becomes an eigenstate associated to a linear combination of eigenvectors of finite or infinite dimensions. For an autonomous agent to be in control of the state of affairs, it (she/he/it) has to experience equilibrium between the being (i.e. acting effectively in the environment) and knowing (i.e. having a suitable model of the environment in order to use it for the control, or for self-organization, or autopoesis). So agent’s organization – consciousness in some sense [60] – can be a transformation (in eigenspace) of the function of querying (knowing) about being, like $K(b) = \lambda \cdot b$, where $K$ is the act of knowing, by querying the reality (sensing, learning-by-doing, trying, etc.), and $b$ is the formal vector of representation of being, having a contextualized local meaning. In the relational quantum interpretation [80], [107], the $K$ operator would be the measurement of a quantum phenomenon influenced by the inquiring observer. When eigenvalue ceases to exist or does not guarantee stability, this determines the triggering of systems’ switch.

An interpreter, namely the holon, that could continuously move in and out of a certain symbolic domain can be materialized conveniently as a holarchy. Holons make possible the controlled transitions between the hierarchical levels associated to language and meaning domains, along with the emergence or reduction from one into another.

Up to this point the focus has been on description logic or symbolic realms. The rest of AI, world has been kept out, for example, by above-mentioned AI methodologies like connectionism, behaviorism, statisticism, and imitationalism [58], but also the more challenging and not formalizable ones pertaining to natural intelligence and expressed in section III-A.

Then there is the need to introduce some further tools as the category theory, the Relational Model, and lambda calculus, in order to set such an appropriate framework, as discussed in the next section.

2) Tools and methods in the bottom-up approach

General systems theory, category theory, its monads, and the lambda calculus allow to operate with objects that are not completely specified, unknown, implicit, or dynamically “alive”, as intended for the eigenforms previously treated. Under this perspective, the proposed toolbox for AI (i.e. for autonomic computation) should comprehend:

- **general systems theory** (GST), in order to describe (holonic) systems defined in general reflexive domains of eigenforms;
- **category theory**, in order to map symbolic systems, monads, and eigenforms into dynamic systems;
- **stability theory**, in order to end the recursions and assure the state of being for an entity (e.g. Lyapunov-based methods);
- a “universal” control technique, in order to pass from “irritation” states into stable states of being with an invariant mechanism across the holarchy;
- a multi-agent implementation of holons, in order to manage and couple symbolic processing, sub-symbolic or non-algorithmic processing, and lambda calculus, with a scalable and flexible granularity implementation, ranging from tiny embedded systems to high performance computing.

The last item is treated in the next subsection, but a brief position can be made here for the first four items of the list.

By following [109], a first important position is that different systems can have very different methods of specification. Nevertheless, the bottom line in [109] is that in general a system $S$ can be expressed in form of relations, as $S \subset X \times Y$, with $X$ and $Y$ being the input and the output objects respectively. This expression holds also in the case of incomplete information or when the system can only be described in terms of a set of verbal statements. Still, these verbal statements, by their linguistic function as statements, define the system as a relation.

The concept of dynamical system is brought about in order to take into account system’s behaviour developments and
evolution in time; this is necessary, in order to establish relations between the values of system’s objects at different times. With defining a general system as a relation on abstract sets, then on sets of abstract time functions we define the general system’s time. In this way, an association with a suitable dynamical system is possible in almost any case. In order to enable more specific definitions of various types of systems, certain kinds of so-called auxiliary functions are introduced, for example state transitions. This can bring to a structured model in state space (hopefully affine nonlinear, or linear), namely \( \dot{x}(t) = f(x(t), t) + B(x(t), t)u(t) \). With category theory, a set of symbols constitutes the alphabet of the system’s states and variables – e.g. the temporal axis for ordinary differential equation representations in typical control and systems engineering problems. Category theory gives clearer insights into why apparently similar systems sometimes behave differently, and why some apparently very different systems share common structures [27].

There are a number of important discrete-time processes, such as computation, theorem proving, symbol-manipulation processes, and the like, which can be represented by dynamical systems as well. By means of the Fundamental Diagonalization (Gödel) Theorem some classes of symbolic systems can be mapped into dynamical systems.

As a representative of a formal system, author shall use a representation defined as an ordered sextuple \([109]\), and let \( K = \langle E, S, T, R, P, \phi \rangle \), where:

- \( E \) is a denumerable set and represents expressions;
- \( S \subset E \) represents sentences;
- \( T \subset S \) represents theorems of \( S \);
- \( R \subset S \) represents refutable sentences;
- \( P \subset E \) are (unary) predicates;
- \( N \) denotes the set of integers.

\( g \) is the Gödel (restricted) function \( g : E \rightarrow N \); and \( \phi : E \times N \rightarrow E \) such that \( \phi(e, n) \in S \) whenever \( e \) is a predicate, \( e \in P \).

According to [109], it is easy in principle to construct a general system for \( K \) by establishing the following correspondences:

- predicates \( P \) are inputs of the system;
- expressions \( E \) are the states;
- sentences \( S \) are outputs;
- the Gödel (restricted) function \( g \) is such that the state representation \( p : E \times P \rightarrow S \) is \( p(e, p) = \phi(p, g(e)) \);
- the theorem set \( T \subset S \) corresponds to an equilibrium set \( Y_0 \).

Having obtained a suitable and practically usable expression of symbolic system in form of dynamical system, category theory can now be used to handle functorial homomorphisms (back and forth) between the starting domain (descriptive state of affairs) and its dynamical (continuous or discrete) state-space representation. This is expressed in Figure 2. The objects in each category (i.e., the element of systems of a given type) are related by morphisms in respective categories. The categories of systems are then related by functors, the constructive functor and the forgetful functor, respectively. The constructive functor maps the systems with less structure into the systems with more structure. A parallel can be easily made to the Encoding and Decoding mappings of AR theory of [87] that correspond to the forgetful and constructive functor respectively. An explicit link between AR theory and category theory has been envisioned in [110].

In this specific case, a constructive functor maps general formalizable systems into dynamical systems. The forgetful functor maps the systems into opposed direction [109].

A simple example can now be made in order to describe how the use of category theory and GST can be associated to the holonic concept and to the control and stability theory.

We consider an “intelligent” machine endowed with the capability of producing a stable eigenbehavior. This can be, for example, a thermostat with its automation implemented through a digital program. The semantics of this program is the agent that makes its inquires on the world through its actuators on thermal devices. Temperature sensor gives timely the answer to this cyber-physical query to the world. To a stable thermostat, let us associate a dynamic system that expresses its purposeful and stable behaviour; this operation is expressed in Figure 3a. Thermostat’s “hands” are on-off actions on heater systems; its “eyes” are the temperature sensor; its “mind” are the regulation rules it applies. Note also that the functors between symbolic and dynamic representations can include as particular cases processes like defuzzification and fuzzification.

What happens if “unknown” arrives as input? This unknown token might be the representation of many issues in the physical world that the thermostat does not know how to handle. This implies that the systems has been designed with unexpected inside, leaving open and unspecified parts for the “unknown” case [93]. It might be a problem in the protocol of sensor acquisition, a fault, or breakage of some components. The original program is not able to describe this unexpected situation. It needs asking help to a meta-system that knows how to, identify, solve, and restore a new but stable condition. The act of knowing is the query the thermostat poses to the world. When the query does not provide consistent answer – for example something unexpected or unexplainable happens to agent’s worldview (its autospace) – then it’s time for the agent to react in order to survive the situation and reorganize itself, searching for something else, learning etc.

The capability of asking help and so of switching to a higher representation of reality is provided by endowing the the agent with holonic behavior. In Figure 3b, the new stable condition is obtained by a change in the program that lets the thermostat wait for maintenance. The change in the program is obtained automatically if there is a control mechanism that brings the unstable dynamical system at time 22 ( \( \dot{x}(t) = f_{22}(x(t), t) + B_{22}(x(t), t)u_{22}(t) \) ) to start a process of stabilization. This process can start an automatic procedure that uses a quasi-sliding mode control (which is a rather general control technique) that forces the system to explore the state space (enlarge its worldview) towards a new
FIGURE 2: The role of category theory in mapping dynamic systems representations of general systems.

stable condition described by a new dynamical system at time 26 ( \( \dot{x}(t) = f_{26}(x(t), t) + B_{26}(x(t), t)u_{26}(t) \)). The new stable dynamical representation is then brought back into initial semantic realm, by forgetful functor. The holonic agent implementing the forgetful functor issues a new program that keeps the thermostat in a maintenance request state; with a new functionality initially neither foreseen, neither specified, nor built-in.

The dynamical system transformation of this example shows paradigmatically that in principle any kind of symbolic or general system can be treated with well-established engineering tools that bring about some coherent and unified methodology for the realization of AI as solutions in complex reflexive scenario for agents.

The iterated application of robust control techniques, like sliding-mode techniques, allows navigating the multidimensional state space towards stable realities (sliding manifolds) as soon as an “autonomous” agent experiences “irritation” for an external unexpected perturbation of reality, as shown in Figure 4a.

When the system is endowed with a cybernetic property (by definition, a circular-causal and feedback mechanism in systems), then the relationship between knowing and being can constitute a transformation: the eigenfunction. The eigenvalues of the eigenfunction determine the centre of the dynamic system’s region of stability.

Note also that, in this example, the notion of optimal control or optimal Operational search has not been specified. This has been a deliberate decision as the scenario of interest here is complexity. In the context of complexity, the first deal for the intelligent agent is to maintain organization and a state of viability. After this accomplishment, a continuous improvement teleology (in cybernetics sense) of the holarchy can be desirable, though not strictly necessary. Monotonic improvement of performance can be superimposed on the holarchy in form of a management goal as treated, for example, in the holonic management tree methodology [73], [111]. Optimality is a next step, but it cannot be thought of as always available and viable in complex scenarios.

In Figure 4b, the path to the solution of a problem can be draft with a suitable covering of formal partially overlapped systems (\( S_k \), with \( k = 1, \ldots, 8 \)). If we attributed some topological property to \( S_k \) (e.g. Hausdorff separability), the more is the distance from the centre, where the system is stable, the more the agent starts to feel uncomfortable, and less aware on how to control things. Indeed, if we use a Lyapunov criteria to determine the stability point of a closed loop control of a being-and-knowing system for the agent, the locus of stability will be assigned naturally as the center of the system.

During problem solution, it might be necessary to switch from one reality to another. When the edge of a formal system is reached, the formal system cannot avoid paradoxes (inconsistency) and so undecidability in computational terms. It happens in particular in ill-defined and complex problems where no formal system can guarantee alone a solution, as treated in section III-A. The overlaying of holarchy and sliding-mode control is a possible step towards the harnessing of problems in complex environment.

3) RMAS, a multi-agent technology for a realization of the approach

In order to get an implementation suitable for the requirements of the bottom-up approach to AGI, the RMAS (relational-model multi-agent system) architecture in [13] and [15] is proposed. RMAS is able to integrate algorithmic computation, holonic eigenforms, lambda calculus, and other computational means, in particular any object that monads in
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FIGURE 3: (a) An intelligent thermostat is an agent which stable regulating behavior can be expressed through a dynamical system. (b) Control law (quasi-sliding mode) obtains new stable program.

FIGURE 4: (a) The switch of context into stable realities for the agent through sliding manifolds. (b) Purposeful crossing of formal systems by self-organizing holarchy towards a goal.
category theory can handle. A solid formalism of the model of computation of RMAS has been recently established in order to harness and fully express its possibilities, in particular in bridging the disciplines of control and systems engineering and computer science, whilst concerning artificial intelligence [14]. With this feature, RMAS represents a practicable link and convergence between the bottom-up and the top-down approaches towards AGI discussed in this work.

The core of the RMAS architecture rests on the use of the Relational Model (RM). The RM (Relational Model) intended in RMAS is the evolution of Codd’s relational model [112], which later developments have been obtained by [113]. The essence of RM and its favorable feature, to our purposes, is that all the queries and manipulative operators rely upon relations, and all of them generate relations as results [112]. In essence, only one recursive universal type is needed in RM. This is a key feature when we have to handle hierarchies spanning indefinite objects: RM is invariant with respect to the content of its relations. RM is relational algebra with an associated choice of relational language (RL), which fundamental set of features are the following.

- Any operand in the relational algebra is a relation variable (relvar).
- A relvar is any relational object with no specific type a-priori defined, e.g. a whole database, a table, a catalog, a schema etc. In standard database management systems those objects are managed by vendor-specific language extensions (e.g. command to query the list of tables in a database).
- The type of any operand in the relational algebra is defined recursively, and possibly only when needed, in a typical lazy or low-and-late approach – designed for the unexpected.

The RMAS is based on the integration of two main guiding paradigms: the Relational Model (RM) and oracular computation (OC) [114]. Oracular computation is expressed pictorially in Figure 5. An oracle is a black-box object (with a well-defined set of input–output relations) that is queried from the algorithmic part of the program (the act of knowing). These black-boxes can be any other model of computation, being it any Turing machine, a huge distributed database, a neural network, an analog circuit, or any other of the computations today relevant for AI.

Nowadays, AI is using a plethora of computation models ranging from neat formal digital methods to scruffy methods, like Bayesian or deep neural networks [115]. Other promising methods can rely for example on morphological computation and reservoir computing [116], morphic computing [117], and quantum computing for machine learning [114]. Other researchers developed recently a prototype of another kind of computation that uses inverse problem solving method, genetic algorithm, and cognitive and quantum semantics as tools for collective intelligence with networked expertise support or convergent decision making with cognitive modelling and cognitive models of verification by mapping relevant Big Data [28].

RMAS is an experimental framework for RM that aims first at achieving a suitable coupling between computational languages and cyber-physical means in order to explore the lands of autonomic computing for multi-agent systems, towards real autonomy in artificial machines [13]. RMAS wants to constitute viable experimental means for software capable of improving itself, which has been a dream of computer scientists since the inception of the AI field. Following [42], Recursive Self-Improvement (RSI) is the only type of improvement which has the potential to completely replace the original algorithm with a completely different one. This mechanism can be enabled by the dynamical type construction and the inherently endofunctorial structure of the RM.

The RMAS has been used to express the capabilities of autonomic systems, in compliance with industrial standards (like IEC 61499) [118], with the favorable added feature of scalability from the Cloud computing down to very tiny (swarms of) embedded systems [95].

IV. REAL APPLICATIONS AND DISCUSSION

The real practice of using components of the convergent AI resonator has a 30-years long history, but with separated action between bottom-up and top-down directions. Only recently a convergence has started [83], [119], [120]. At the basis of cognition in humans and machines, it is expected that the collision or resonance of two approaches, coming from the bottom and the top of the intelligence phenomenon, will reveal new unexplored but decisive features.

For the bottom-up part, experiments on the RMAS architecture are currently facing the complexity of self-programming and autonomic capabilities of computing machines [13]. The main experimental limit currently existing is represented by the unavailability of a suitable implementation of the Relational Model. This difficulty is nevertheless partially attenuated by the RMAS architecture itself. It allows the coupling of relational database management systems (as best available technologies) with any other form of computation. Looking at Figure 5, the algorithmic part can be considered as constituted, in practical terms, from a combination of computing languages. An example of effective combination is the SQLite (database manipulation language) plus Haskell, a language that can conveniently handle monads, and functors of category theory. Haskell has a functional and lazy execution model. It means that the type of one object is actually defined only when strictly needed. This feature allows operations across several levels of abstractions whilst keeping invariant the relational structure of the calculus at many different levels of reality (i.e. domains of semantic interpretation); it is the relation between the objects that dominate with respect to their details. The focus is on patterns rather than data and their domain-dependent types. In addition, the oracular part in RMAS admits the use of some non-algorithmic means like neuromorphic computing, deep learning, analog computing, quantum computing, and
holography. This permits homogeneous relational structures to emerge from heterogeneous computations and so objects from completely different semantic realities. In practical applications, RMAS yearns for becoming a suitable probe, in order to monitor the cognitivist and connectivist approach encounters in a mostly explainable ground.

On the other side, for the top-down part, a most important experimentation should explore hybrid organizations of human and machines that can interact at the relational level. With appropriate interfaces that basically exchange information through queries, it is possible to pin down the information and the operations in understandable form for the actors involved, and at the suitable level of knowledge required from the discourse.

An example of top-down process that ensures the convergence of humans and multi-agent interaction is the application in real practice of the authors’ method of manufacturer’s strategic risk temperature assessment with cognitive modelling and Blockchain technology [121]. Strategic planning in manufacturing management is a multi-level and ill-defined decision-making process that is characterized by high strategic risks. Many implements, participants, and factors influence the definition of manufactory’s goals and paths to its achievement. All data from implements have to be taken into account; the participants must take into account their non-formalised interests and desires; the numbers of factors may arrive to more than one hundred. The convergent approach, including cognitive modelling, genetic algorithm and trust space, created with Blockchain, can accelerate assessing and reduce strategic risks. The three blocks each of which contains 8 parameters have to be evaluated.

The approach has been tested in real practice in the field of city building. It was also applied in the case of the strategic risk temperature assessment for the plants which admission is strictly limited. The strategic risk assessment can be enforced by top management of the enterprise; when tested it took 1–2 hours. The first proposals of steps for improving the strategic manufacturers’ management took less than 1 week.

Convergent approach with a special structuring of information during meetings allowed to significantly accelerating their implementation [119], [121]. Cognitive semantics was taken into account in an indirect way. To enhance the inclusion of cognitive semantics in a weakly structured AI modelling, the convergent approach have been used with cognitive modelling [119] and concepts of category theory [83].

For example, the creation of the Megapolis (Moscow, Russia) tourism strategic planning required a baseline of 35 brainstorming sessions [6]. The strategic analysis was made and cognitive model was built. The new process took 4 hours. The strategic planning is a poorly formalized process with a typical top-down approach. It is realized by top management of the company or government’s department. The process is unique and is represented by many conceptual characteristics (factors). The information is unreliable. In the strategic decision-making process it is necessary to take into account such not easily formalizable factors as institutional constructions, human resource, socio-cultural environment, emotions, feelings, latent interests of the participants. During convergent brainstorming more than 65 factors were generated, then the substantial 15 factors were selected and the importance of the factors and their interaction were evaluated. The cognitive model was created with its verification by mapping in the relevant sets of Big Data.

The next example of top-down applications is in the field of accelerating the processes of networked democracy [28] or increasing corporate responsibility. These processes embrace the participants’ activity of different levels of control — from folk or employers to top-management or government. The top-down and bottom-up activity have to be reconciled. The business and social acting have to be convergent with taking into account heterogeneous factors in an ethical and transparent way. Author’s convergent methodology ensures the integrity, purposefulness and sustainability of developments of collectives in the external environment.

The most difficult part in creating AI systems is taking into account the cognitive dimension of the interaction of the various components of control systems. Such components are: the upper and lower levels of control, formalizable and non-formalizable semantics of AI models, the uncased decision making, the interface of a machine and a person, the ethical and unconscious aspects of decision-making, and so on. These components “speak” different languages, and have different cognitive semantic interpretations. Often, from the description of the problem of a certain subject area, the need and the possibility of using AI to support decision-making is not obvious. This is largely due to the complete non-formalizability and causeless of the cognitive components.
of the collective decision-making process: thoughts, feelings, and cognitive processes of participants.

It can be hypothesized that such problems can be solved using Strong AI and AGI approaches. At the same time, actual AI achievements tell us that only bespoke solutions are available, still far from AGI or Strong AI targets.

The proposed encounter of top-down and bottom-up approaches could be the next steps in the developing of cognitive aspects of AI that will be transforming it in a new hybrid AI technology.

In the context of Hybrid AI development, ethics is a rather dangerous area for discussion: it is being broken and curtailed. The following aspects and questions characterize ethics:

- the results of the long evolution of humankind, ancient heritage and postmodernism,
- types of ontologies,
- posing such questions as “The value of human life? What is justice?”
- ethical diversity.

As a result of the impact of the digital environment and AI, the following occurs:

- hacking of the psyche and consciousness,
- the risks of hybridization of cybernetic and natural spheres are growing,
- the evolution of morality leads to the fall of its universal principles.

V. CONCLUSION

The novelty of this research work comes from the leveraging of two complementary and state-of-the-art research paths from the authors that are fronted and tentatively synergized for the first time. It aims to making the behaviour of the manifold human-machine systems much more convergent, controlled, purposeful and sustainable. The developments implied by this research should constitute a new contribution to the field of collective human-machine decision-making with AI in different segments of the digital economy and stimulate transdisciplinary debate and knowledge for socio-humanitarian and managerial aspects.

This work determines the extent of dualities of different models in AI that confront cognitivist and connectionist architectures, conscious and unconscious action, symbolic and conceptual realizations, emergent and brain-based computing, automata and humans, quantity and quality factors, formalized and non-formalized semantics. Some frameworks may come in form of algorithms or requirements, rules of strategic conversations or network brainstorming, and quantum or relativistic semantics.

With the moral diversity of different fragments of society, equally diverse ethics are embedded in AI systems. However, due to the digital degradation of thinking and the digital distortion of ethics itself, they are still poorly perceived and powerless against the business incentives of the market. The discussion here proposed can be used to provide perspectives on the shaping of the societal, ethical, and normative impacts of the symbiosis of humans and machines. It is shown that there is a huge research concerning the study of human-machine duality in their symbiosis, together with models that try to norm the frameworks in AI. These studies have deep implications in the public administration, production development, network democracy processes, elaboration socio-rules and human ethics, and are prone to define with ultimate clarity the norms for purposeful and sustainable use of humans and machines.
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