PHASE TRANSITION AND HEXAGONAL PATTERNS IN RICH STIMULANT DIFFUSION-CHEMOTAXIS MODEL
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Abstract. An important component in studying mathematical models in many biochemical systems, such as those found in developmental biology, is phase transition. The purpose of this work is to analyze the phase transition property of a diffusion-chemotaxis model with proliferation source, as a macroscopic model of behavior of mobile species. Along the way, we will discuss that the system exhibits very rich pattern-forming behavior. In particular, a portion of the present work is devoted to the proof of existence of hexagonal patterns as a result of instability of two Fourier modes. It is also shown that they are either saddle points or attracting nodes. Moreover, they belong to an attractor which consists of finite number of steady-state solutions and their connecting heteroclinic orbits. The structure of this attractor will be precisely determined as well.

December 19, 2013

1. Introduction

Macroscopic study of pattern-forming and clustering properties of mobile species starts with examining their collective behavior and applying the physical laws to drive mathematical models. From this perspective, the dynamics of any mobile species in space is characterized by elements such as concentration, proliferation, degradation, and random and directional movement, following physical rules such as the conservation principle.

In the study of mobile biological species, directional movement based on chemical signals, known as chemotaxis, plays an important role. A pioneer mathematical model of chemotaxis is due to Keller and Segal in 1970 [5, 6]. They proposed a system of four strongly coupled parabolic differential equations to describe aggregation of cellular slim molds. Since then their model and its variants have been the subject of many studies, see [11, 3] and references therein.

The focus of this work will be on a main variant of the classic Keller-Segal model. Based on previous studies of the semi-solid medium experiments [14, 1], this work will focus on the diffusion-chemotaxis models with proliferation source

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= d_1 \Delta u_1 - \chi \nabla(u_1 \nabla u_2) + f(u_1), \\
\frac{\partial u_2}{\partial t} &= d_2 \Delta u_2 - au_2 + bu_1;
\end{align*}
\]

(1.1)
where $u_1$ is the population density of biological individuals, and $u_2$ is the chemoattractant concentration; system parameters $d_i$ and $\chi$ are positive constants representing the diffusion and chemotactic coefficients respectively; and $a$ and $b$ are positive constants. Here $f$ is a nonlinear proliferation source term. The equation is defined on a rectangular domain $\Omega = (0, \ell_1) \times (0, \ell_2)$ and is supplemented with no-flux boundary conditions.

An essential component in pattern-forming behavior of the modified KS system is phase transition. The presence of the chemotaxis source term, $f$, will allow finite amplitude patterns to continue to exist in a longer time-scale [13]. However, persistence of patterns is not rigorously known. In this work we follow the general framework proposed by T. Ma and S. Wang in their studies of phase transitions of dissipative systems [9]. Strongly motivated by phase transition problems in nonlinear sciences, their dynamic transition theory aims at finding a full set of transition states. The set of transition states is represented by a local attractor near or away from the basic state.

In fact, the fundamental element of their theory is the introduction of a dynamic classification scheme for phase transitions. Dynamic transitions are classified into three types: continuous (Type-I), jump (Type-II) and mix (Type-III). The greatest advantage of this classification scheme and the related dynamic transition theory is that it provides a complete set of the transition states and their dynamic properties. Once the type of the dynamic transition is determined for a given equilibrium system, the order of transitions in the classical sense immediately becomes transparent, leading to precise understanding of the underlying physical system.

Another important feature of the present work concerns the existence and persistence of hexagonal patterns. In fact we will derive the necessary conditions for formation of hexagonal patterns when two modes become unstable. In this work we will derive transition equations which give a larger picture of the dynamics; this study will underline the transient states and include the final steady state bifurcated solutions from the trivial solution; thus we will be able to understand the connection between these components since the transition equations will provide a comprehensive picture of the main qualitative dynamics.

It should be mentioned that the bifurcation analysis of the diffusion-chemotaxis models with proliferation source has been conducted in several works, see [7] (and references therein) where the bifurcation problem of the stationary system has been studied; also see [15, 10] and references therein. It is also known that hexagonal patterns can emerge from three unstable modes with no restriction on the geometry of the spatial domain; and, in fact, the existence of hexagonal patterns with three unstable modes has been recently studied in [12].

2. The rich stimulant Keller-Segel model

Consider a bacterial species which moves in a medium where two main components lead its macroscopic behavior, namely a chemoattractant and a stimulant. Assume
that \( u_1 \) is the population density of biological individuals, \( u_2 \) is the chemoattractant concentration, and \( u_3 \) is the stimulant concentration. It is discussed that the physical laws will lead us to the following model which is a modification of the original Keller-Segel system:

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= d_1 \Delta u_1 - \chi \nabla (u_1 \nabla u_2) + f(u_1, u_2, u_3), \\
\frac{\partial u_2}{\partial t} &= d_2 \Delta u_2 + r_1 u_1 - r_2 u_2, \\
\frac{\partial u_3}{\partial t} &= d_3 \Delta u_3 - r_3 u_1 u_3 + q(x),
\end{align*}
\]

where \( f(u_1, u_2, u_3) = \alpha_1 u_1 \left( \frac{\alpha_2 u_3}{u_0 + u_3} - u_1^2 \right) \), and \( \chi, \alpha_i \)'s, \( d_i \)'s, and \( r_i \)'s are all positive constants, and \( q(x) \) is the nutrient source.

When the stimulant \( u_3 \) is ample, that is \( u_3 = \infty \), the last equation in the above system can be ignored. We also have

\[ f = \alpha_1 \alpha_2 u_1 - \alpha_1 u_1^3 = \alpha_1 u_1 (\alpha_2 - u_1^2). \]

The following change of variables

\[ t = \frac{t'}{r_2}, \quad x = \sqrt{\frac{d_2}{r_2}} x', \quad u_1 = \sqrt{\alpha_2} u_1', \quad u_2 = \frac{d_2}{\chi} u_2', \quad \lambda = \frac{r_1 \sqrt{\alpha_2} \chi}{r_2 d_2}, \quad \alpha = \frac{\alpha_1 \alpha_2}{r_2}, \quad \mu = \frac{d_1}{d_2}, \]

result in a non-dimensionalized system (after dropping the primes):

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= \mu \Delta u_1 - \nabla (u_1 \nabla u_2) + \alpha f(u_1), \\
\frac{\partial u_2}{\partial t} &= \Delta u_2 - u_2 + \gamma u_1,
\end{align*}
\]

where \( f(u_1) = u_1 (1 - u_1^2) \). We will consider the above equation on a rectangular domain \( \Omega = (0, \ell_1) \times (0, \ell_2) \) with the Neumann boundary condition and typical initial conditions:

\[ \frac{\partial (u_1, u_2)}{\partial n} \bigg|_{\partial \Omega} = 0, \quad (u_1, u_2)(x, 0) = (u_{01}, u_{02})(x). \]

Here we note that \( (\bar{u}_1, \bar{u}_2) = (1, \gamma) \) is a nontrivial uniform solution of (2.3). Therefore by a change of variable we ‘center’ the equation around \( (\bar{u}_1, \bar{u}_2) \) to obtain

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \mu \Delta u - \nabla (u \nabla v) - \gamma \Delta v + \alpha u (1 - u^2), \\
\frac{\partial v}{\partial t} &= \Delta v - v + \gamma u, \\
\frac{\partial (u, v)}{\partial n} \bigg|_{\partial \Omega} &= 0, \quad (u, v)(x, 0) = (u_0, v_0)(x);
\end{align*}
\]

where \( u = u_1 - \bar{u}_1, \quad v = u_2 - \bar{u}_2. \)

Throughout this work, we will focus on an important case where the diffusion and degradation of the chemoattractant by the bacteria themselves are almost balanced.
by their production. This renders the second equation in (2.4) to the following stationary equation

\[(2.5) \quad 0 = \Delta v - v + \gamma u,\]

which gives us

\[v = \left[-\Delta + 1\right]^{-1} u.

Therefore, we drive the following equation

\[(2.6) \quad u_t = \mathcal{L}(u) + \mathcal{H}(u),\]

where

\[\mathcal{L}(u) = \mu \Delta u - 2\alpha u - \gamma \Delta \left[-\Delta + I\right]^{-1} u,

(2.7)

\[\mathcal{H} = \mathcal{H}_2 + \mathcal{H}_3,

with

\[\mathcal{H}_2(u) = -\gamma \nabla u \nabla \left(\left[-\Delta + I\right]^{-1} u\right) - \gamma u \Delta \left(\left[-\Delta + I\right]^{-1} u\right) - 3\alpha u^2,

\[\mathcal{H}_3(u) = -\alpha u^3.

It is easy to see that the eigenvalue problem

\[\mathcal{L}e = \sigma e,

with no-flux boundary condition yields these eigenvalues and eigenvectors:

\[(2.8) \quad e_k = \cos \left(\frac{k_1 \pi x_1}{\ell_1}\right) \cos \left(\frac{k_2 \pi x_2}{\ell_2}\right),

\[\sigma_k = \sigma(\rho_k) = -\mu \rho_k - 2\alpha + \gamma \frac{\rho_k}{1 + \rho_k};

where \(k = (k_1, k_2) \in \mathbb{Z}^+ \times \mathbb{Z}^+\) and \(\rho_k = \pi^2 \left(\frac{k_1^2}{\ell_1^2} + \frac{k_2^2}{\ell_2^2}\right).

2.1. Existence and Transitions of Hexagonal Patterns. One of the main concerns of this work is the study of the formation and persistence of hexagonal patterns in a rectangular spatial domain. It is known that in rectangular domains, hexagonal patterns can be obtained from two critical modes only if the aspect ratio
of the spatial domain is irrational; precisely, for this to happen we need to assume that
\begin{equation}
\sqrt{3} n\ell_1 = m\ell_2,
\end{equation}
for some \(m, n \in \mathbb{N}\) such that \(m\) and \(n\) are relatively prime.

Now we can state our first main theorem:

**Theorem 2.1.** Suppose
\begin{equation}
\ell_2 = 2\sqrt{2} n\pi, \quad \mu = 8\alpha
\end{equation}
Then solutions of problem 2.6 bifurcate at \(4\lambda = 9\mu\). The transition of Problem (2.6) at \(4\lambda = 9\mu\) is continuous, that is, Type-I. Moreover, there exist \(\varepsilon > 0\) such that
- When \(9/4 - \varepsilon < \lambda < 9/4\), the trivial solution of problem 2.6 is an asymptotically stable equilibrium point (Fig.2(a)).
- When \(9/4 < \lambda < 9/4 + \varepsilon\), problem 2.6 has eight equilibrium points which are regular. There exist two strip, two rectangular, and four regular hexagonal patterns (Figure 1). The patterns are given by \(u = y_1 e_{m,n} + y_2 e_{0,2n} + o(2)\) where \(y = (y_1, y_2)\) is one of the following values
  \begin{align}
  \pm Y_s & \sim (0, \pm 1) \sqrt{\frac{\sigma}{\mu}}, \\
  \pm Y_r & \sim (\pm 1, 0) \sqrt{\frac{\sigma}{\mu}}, \\
  \pm Y_h^\pm & \sim (\pm 2, 1) \sqrt{\frac{\sigma}{\mu}}.
  \end{align}
with \(\sigma = \sigma_{m,n}\).
- All eight equilibrium points together with their connecting orbits form an attractor which is homeomorphic to \(S^1\) (Fig.2(b)).
- Hexagonal patterns are stable nodes; strip and rectangular points are saddle points (Fig.2(b)).

The proof of this theorem will be provided later in this paper.

Hexagonal patterns can exist in other parametric domains as well, however the transition type often is a mixture of jump and continuous transitions, i.e., it is Type-III transition. In order to achieve hexagonal patterns, we choose the spatial geometry in a way that
\begin{equation}
\rho = \sqrt{\frac{3\alpha}{\mu}},
\end{equation}
where \(\rho = \rho_{m,n}\). We also assume that the physical parameters of the system satisfy the following relationship
\begin{equation}
\lambda = (\sqrt{\mu} + \sqrt{2\alpha})^2.
\end{equation}

Next we define a critical parameter
\begin{equation}
\lambda_c = \min_{\rho_k} \frac{(\rho_k + 1) (\mu \rho_k + 2\alpha)}{\rho_k},
\end{equation}
Figure 2. Type I transition (structure of attractors): (a) Phase portrait when $\lambda < \lambda_c$; (b) The $S^1$-attractor including saddle hexagonal patterns when $\lambda > \lambda_c$.

Figure 3. Type I transition: the structure of the attractor $\mathcal{A}$ and the phase portrait (a) when $2b_2 - b_1 < 0$; and (b) when $2b_2 - b_1 > 0$.

and we let

\[ (2.15) \quad \mathcal{C} = \{ k = (k_1, k_2) \in \mathbb{Z}^+ \text{ such that } \rho_k \text{ minimizes (2.14)} \} . \]

In the next theorem we will see that a small perturbation of $\ell_2$ around $2\sqrt{2}n\pi$ will not change the structure of the attractor. In other words, the attractor is going to be structurally stable at $\ell_2$, but the equilibrium points and patterns can change.

**Theorem 2.2.** Let $\ell_c = 2\sqrt{2}n\pi$ and $\lambda_c$ as defined in (2.14); then system 2.6 undergoes a Type-I transition. Moreover, there exist $\varepsilon > 0$ such that

- when $\ell_2 \neq \ell_c$ and $\lambda_c - \varepsilon < \lambda < \lambda_c$, the trivial solution is an asymptotically stable equilibrium point.
• when \(\ell_c < \ell_2 < \ell_c + \varepsilon\) and \(\lambda_c < \lambda < \lambda_c + \varepsilon\), the trivial solution loses its stability and the solutions bifurcate to exactly eight regular equilibrium points.

• The equilibrium points and their transient states form an attractor, homeomorphic to \(S^1\); and only one of the following cases can happen
  – There are four stable node hexagonal patterns, two saddle roll patterns, and two saddle mixed patterns (Fig.3(a)).
  – There are four saddle hexagonal patterns and two stable node roll patterns, and two stable node mixed patterns (Fig.3(b)).

Remark 2.1. Here we introduce a new critical value for the spatial length, \(\ell_c\). The first theorem shows that the critical behavior of the system will result in formation of hexagonal, roll, and rectangular patterns as soon as \(\lambda\) is perturbed. But as soon as both values of \(\lambda\) and the spatial length, \(\ell\), are disturbed then we still have hexagonal and roll patterns. But there will not be any rectangular patterns; instead, we will have a mixture of hexagonal and rectangular patterns.

3. Phase Transition Equations

We start with provide an appropriate functional setting for our problem (2.6). We consider \(L\) and \(H\), defined in (2.7), to be operators \(L : H \to H_1\) and \(H : H \to H_1\) with two Hilbert spaces \(H\) and \(H_1\) where

\[
H = L^2(\Omega), \quad H_1 = \{u \in H^2(\Omega) | \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega\}.
\]

In this functional settings, the eigenvalues and eigenvectors of the operator \(L\) are as in (2.8).

Obviously \(\{e_k\}_k\) provides an orthogonal basis for the Hilbert space \(H_1\); therefore, we can write the general solution of the full system (2.6) as an infinite series \(u = \sum y_k e_k\).

3.1. Principle of Exchange of Stability (PES). Interesting pattern formation behavior can happen as system (2.6) goes through a bifurcation process. As like all bifurcation problems, we need to look for parametric domains where instabilities can occur. In fact conditions (2.9), (2.12), and (2.13) provide the necessary relation between the parameters. The following lemma formulates what we will witness if these conditions hold.

Lemma 3.1. Suppose (2.9), (2.12), (2.13) holds true, and the set \(C\) and \(\lambda_c\) are as defined in (2.15) and (2.14); then we have

\[
\sigma(\rho_k) \begin{cases} 
< 0 & \text{if } \lambda < \lambda_c, \\
= 0 & \text{if } \lambda = \lambda_c, \\
> 0 & \text{if } \lambda > \lambda_c,
\end{cases}
\]

when \(k \in C\); and \(\sigma(\rho_k) < 0\) if \(k \notin C\)

The proof of the above lemma is straightforward.
3.2. Extracting Transition Equations. At the critical parameter $\mu = \mu_c$, the solution of (2.6) can be described as

$$u = u_c + u_s,$$

where $u_c$ is the critical leading pattern, and $u_s$ is the ensemble of the slow growing modes. By the center manifold theorem [2], we know that $u_s$ is subordinate of $u_c$. Being the critical leading pattern, $u_s$ is in fact the combination of fast growing modes $e_I$ where $I \in \mathcal{C}$, that is

$$u_c = \sum_{I \in \mathcal{C}} y_I e_I.$$

Based on our assumption, we have

$$\mathcal{C} = \{ I_1 = (m, n), I_2 = (0, 2n) \}.$$

In fact what we wish to do is to look closely into the dynamics of $u_c$ and how it will be effected by the other slow growing modes. The next lemma provide crucial information about the dynamics of $u_c$. For the sake of simplicity, we let $y_1 = y_{I_1}$ and $y_2 = y_{I_2}$, where $I_1$ and $I_2$ are members of $\mathcal{C}$ as above. We also let $\sigma_1 = \sigma_{I_1}$ and $\sigma_2 = \sigma_{I_2}$. We will prove the following lemma first.

**Lemma 3.2.** When $\lambda$ lies near $\lambda_c$, the qualitative behavior of system (2.6) can be approximated by the following ODE system

$$\dot{y}_1 = \sigma_1 y_1 + 4a y_1^2 + \frac{1}{4}(b_1 + 2b_2)y_1^3 + 2b_2 y_1 y_2^2 + o(|y|^3),$$

$$\dot{y}_2 = \sigma_2 y_2 + ay_1 y_2 + b_1 y_2^3 + b_2 y_2 y_1^2 + o(|y|^3).$$

for certain transition numbers $a, b_1$, and $b_2$, where $y = (y_1, y_2)$.

**Proof.** We will divide the proof to several steps:

**Step I.** We first project the (2.6) to the eigenspace of a critical mode $e_K$, $K \in \mathcal{C}$, as follows

$$\langle u_t, e_K \rangle = \langle L(u) + H(u), e_K \rangle = \langle L(u), e_K \rangle + \langle H(u), e_K \rangle.$$

Therefore, we get

$$\dot{y}_K = y_K \sigma_K + \frac{\langle H(u), e_K \rangle}{\langle e_K, e_K \rangle}.$$

However, the extract a feasible expression from the nonlinear interactions is not easy, specifically, because the strong resonance terms will be degenerate. We have to proceed to a higher order approximation. A straightforward calculation shows that there exist only a finite set of indices, $\mathcal{C}'$, such that on the center manifold we have

$$\langle H(u), e_K \rangle = \langle H(\sum_I y_I e_I), e_K \rangle = \langle H(u_c + u' c), e_K \rangle + o(|y|^3),$$

with

$$u_c = \sum_{I \in \mathcal{C}} y_I e_I \text{ and } u'_c = \sum_{I \in \mathcal{C}'} y_I e_I.$$

where $y = (y_I)_{I \in \mathcal{C}}$. 
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In fact, we can see that

\[ C' = \{ (0,0), (2m,2n), (2m,0), (0,4n), (m,3n) \} \]

Following a long, but straightforward, calculation, we will drive the following relations

\[ \langle \mathcal{H}_2(u), e_{i_1} \rangle_{\langle e_{i_1}, e_{i_2} \rangle} = 4ay_i^2 + \sum_{I \in \mathcal{C}, I' \in \mathcal{C}'} y_{I,I'} B(I, I', I_1) + o(|y|^3), \]

\[ \langle \mathcal{H}_2(u), e_{i_2} \rangle_{\langle e_{i_2}, e_{i_2} \rangle} = ay_i y_{I_2} + \sum_{I \in \mathcal{C}, I' \in \mathcal{C}'} y_{I,I'} B(I, I', I_2) + o(|y|^3); \]

where \( y = (y_1, y_2) \).

\[ (3.2) \quad a = \frac{1}{5} (-6\alpha + \lambda \frac{\rho}{1 + \rho}) \quad \text{with} \quad \rho = \rho_{(m,n)} = \rho_{(0,2n)}, \]

and

\[ (3.3) \quad B(I, I', K) = P(\rho_I, \rho_{I'}) \frac{\langle e_{I'} e_K \rangle_{\langle e_I, e_K \rangle}}{\langle e_K, e_K \rangle} - Q(\rho_I, \rho_{I'}) \frac{\langle \nabla e_I \nabla e_{I'}, e_K \rangle_{\langle e_K, e_K \rangle}}{\langle e_K, e_K \rangle}, \]

with

\[ P(\rho_I, \rho_{I'}) = -6\alpha + \lambda \left( \frac{\rho_I}{1 + \rho_I} + \frac{\rho_{I'}}{1 + \rho_{I'}} \right) , \]

\[ Q(\rho_I, \rho_{I'}) = \lambda \left( \frac{1}{1 + \rho_I} + \frac{1}{1 + \rho_{I'}} \right) . \]

We then have

\[ \sum_{I \in \mathcal{C}, I' \in \mathcal{C}'} y_{I,I'} B(I, I', I_j) = \]

\[ (3.4) \quad = y_{I_1} \sum_{I' \in \mathcal{C}'} y_{I', I_j} + y_{I_2} \sum_{I' \in \mathcal{C}'} y_{I', I_j} = y_{I_1} B_{1j} + y_{I_2} B_{2j}, \]

for \( j = 1, 2 \). We note that the following relations hold true:

\[ \langle e_{m,n} e_{2m,0}, e_{m,n} \rangle = \langle e_{m,n} e_{m,3n}, e_{0,2n} \rangle = \langle e_{0,2n} e_{m,3n}, e_{m,n} \rangle , \]

\[ \langle \nabla e_{m,n} \nabla e_{2m,0}, e_{m,n} \rangle = \langle \nabla e_{m,n} \nabla e_{m,3n}, e_{0,2n} \rangle = \langle \nabla e_{0,2n} \nabla e_{m,3n}, e_{m,n} \rangle , \]

\[ (3.5) \quad \langle e_{0,2n} e_{0,4n}, e_{0,2n} \rangle = 4 \langle e_{m,n} e_{2m,2n}, e_{m,n} \rangle , \]

\[ \langle \nabla e_{0,2n} \nabla e_{0,4n}, e_{0,2n} \rangle = 4 \langle \nabla e_{m,n} \nabla e_{2m,2n}, e_{m,n} \rangle , \]

\[ \langle e_{0,2n} e_{0,4n}, e_{0,2n} \rangle = 2 \langle e_{m,n} e_{0,0}, e_{m,n} \rangle . \]

Therefore, we can easily see that

\[ (3.6) \quad B_{11} = ay_{00} + 2b_2 y_{2m,0} + cy_{2m,2n}, \quad B_{21} = 2b_2 y_{m,3n} , \]

\[ B_{12} = b_2 y_{m,3n}, \quad B_{22} = ay_{00} + 2b_1 y_{0,4n} ; \]
where

\[
\begin{align*}
    a &= P(\rho_{m,n}, \rho_{0,0}) , \\
    b_1 &= \frac{1}{4} P(\rho_{m,n}, \rho_{2,m,2,n}) - \frac{\kappa_2}{2} Q(\rho_{m,n}, \rho_{2,m,2,n}) , \\
    b_2 &= \frac{1}{4} P(\rho_{m,n}, \rho_{2,m,0}) - \frac{3\kappa_2}{2} Q(\rho_{m,n}, \rho_{2,m,0}) .
\end{align*}
\] (3.7)

It is routine to show that

\[
\begin{align*}
    a &= -6\alpha + \frac{\lambda \rho}{1 + \rho} , \\
    b_1 &= \frac{1}{4} \left( -6\alpha + \lambda \rho \left( \frac{2}{1 + 4\rho} - \frac{1}{1 + \rho} \right) \right) = \frac{1}{4} \left( a - \frac{6\lambda \rho^2}{(1 + \rho)(1 + 4\rho)} \right) , \\
    b_2 &= \frac{1}{4} \left( -6\alpha + \frac{1}{2} \lambda \rho \left( \frac{3}{1 + 3\rho} - \frac{1}{1 + \rho} \right) \right) = \frac{1}{4} \left( a - \frac{3\lambda \rho^2}{(1 + \rho)(1 + 3\rho)} \right) .
\end{align*}
\] (3.8)

**Step II.** We know that the solution of equation (2.6) can be written as

\[ u = u_c + u_s , \]

where \( u_c \) and \( u_s \) present the fast growing and slow growing modes respectively. Assume that \( E_1 \subset H_1 \) represents the subspace of all fast growing modes. By the classical center-manifold theorem (see [2]), for all \( \lambda \) sufficiently close to \( \lambda_c \), there exist a neighborhood \( U_\lambda \subset E_1 \) of \( u = 0 \) and a \( C^1 \) center-manifold function \( \Phi_\lambda : U_\lambda \to E_1 \), which depends continuously on \( \lambda \), such that \( u_s = \Phi_\lambda(y) \). Ma and Wang [8] have developed a very strong method for asymptotic approximation of \( \Phi_\lambda \). Here we state their approximation, but refer the reader to [8] for a proof.

**Lemma 3.3** (Approximation of the center manifold function). Assume that the control parameter, \( \lambda \), of system (2.6) is close enough to the critical bifurcation parameter \( \lambda_c \). Define

\[
E_1 = \text{span}\{u_I | I \in C\}, \quad E_2 = E_1^\perp, \quad \mathcal{L}_1 = \mathcal{L}|_{E_1} ;
\]

and let \( \mathcal{P}_2 : H \to E_2 \) be the Leray projection. Then

\[
-\mathcal{L}_1^{-1} (\Phi(y)) = \mathcal{P}_2 (\mathcal{H}_2 \left( \sum_{I \in C} y_I u_I \right)) + o(|y|^2) + O(|\sigma_I||y|^2)
\]

Now by using the center manifold function approximation (Lemma 3.3) and similar identities as in (3.5), we can obtain

\[
\begin{align*}
    y_{0,0} &= -\frac{3}{8} y_{m,n}^2 - \frac{3}{16} y_{0,2n}^2 + o(|y|^2) , & y_{2m,0} &= \kappa_2 y_{m,n}^2 + o(|y|^2) , \\
    y_{m,3n} &= 4 \kappa_2 y_{m,n} y_{0,2n} + o(|y|^2) , & y_{0,4n} &= 2 \kappa_1 y_{0,2n}^2 + o(|y|^2) , \\
    y_{2m,2n} &= \kappa_1 y_{m,n}^2 + o(|y|^2) ,
\end{align*}
\] (3.9)
for some constant $\kappa_2$ and $\kappa_1$ which can be calculated easily; they are given by

\begin{align}
\kappa_1 &= -\frac{1}{8\sigma(2m,2n)} \left( -6\alpha + \frac{4\lambda \rho}{\rho + 1} \right), \\
\kappa_2 &= -\frac{1}{8\sigma(2m,0)} \left( -6\alpha + \frac{3\lambda \rho}{\rho + 1} \right).
\end{align}

Therefore, we have

\begin{align}
(3.10) \\
y_1B_{11} + y_2B_{21} &= y_1^3[-\frac{3\alpha}{8} + 2b_2 \kappa_2 + b_1 \kappa_1] + y_1y_2^2[8b_2 \kappa_2 - \frac{3a}{8}] + o(|y|^3), \\
y_1B_{12} + y_2B_{22} &= y_2^3[-\frac{3\alpha}{8} + 4b_1 \kappa_1] + y_2y_1^2[4b_2 \kappa_2 - \frac{3a}{8}] + o(|y|^3).
\end{align}

Step III. Now we add to the above calculations the effect of cubic interactions. For the cubic interactions we have

\begin{align}
\langle H_3(u_c + u_c^\prime), e_k \rangle &= \langle H_3(u_c), e_k \rangle + o(|y|^3) \\
&= -\alpha \langle (y_1e_1 + y_2e_2)^3, e_k \rangle + o(|y|^3).
\end{align}

We easily see that

\begin{align}
(3.12) \\
\langle (y_1e_1 + y_2e_2)^3, e_1 \rangle &= y_1^3(e_1^3, e_1) + 3y_1y_2^2(e_1, e_1, e_1), \\
&= \ell_1\ell_2(\frac{3}{8}y_1^3 + \frac{3}{8}y_1y_2^2), \\
\langle (y_1e_1 + y_2e_2)^3, e_2 \rangle &= y_2^3(e_2^3, e_2) + 3y_2y_1^2(e_2, e_1, e_1), \\
&= \frac{3}{8}\ell_1\ell_2(y_2^3 + y_2y_1^2).
\end{align}

Finally, we arrive at the following

\begin{align}
(3.13) \\
\dot{y}_1 &= 4ay_1^2 + y_1^3[-\frac{3}{8}a + 2b_2 \kappa_2 + b_1 \kappa_1 - \frac{9}{16}\alpha] + y_1y_2^2[8b_2 \kappa_2 - \frac{3}{8}a - \frac{3}{2}\alpha] + o(|y|^3), \\
\dot{y}_2 &= ay_1y_2 + y_2^3[4b_1 \kappa_1 - \frac{3}{2}a - \frac{3}{4}\alpha] + y_2y_1^2[4b_2 \kappa_2 - \frac{3}{8}a - \frac{3}{4}\alpha] + o(|y|^3);
\end{align}

where $a$ is given in (3.2). Now by defining

\begin{align}
(3.14) \\
b_1 &= 4b_1 \kappa_1 - \frac{3}{2}a - \frac{3}{4}\alpha, \\
b_2 &= 4b_2 \kappa_2 - \frac{3}{8}a - \frac{3}{4}\alpha,
\end{align}

we will have (3.1).

\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ {\square}

4. PROOF OF THE MAIN THEOREMS

The reduction system of 3.1 constitutes the major step for the proof of our main theorems. Here we provide a sketch of the proof; for more details we refer the reader to [8, 4].

Proof of 2.1. Given the assumptions of Theorem 2.1, we see that the system undergoes an exchange of stability at $\lambda = \lambda_c = \frac{9}{4}\mu$ and the solutions bifurcate if $\lambda$
crosses \( \lambda_c \). Now, based on Lemma 3.2, system 2.6 can be reduced to 3.1 near \( \lambda_c \).

On the other hand, 2.10 implies

\[
a = 0, \quad b_1 = -\frac{21}{80} \mu, \quad b_2 = -\frac{57}{128} \mu.
\]

Properties of this type of equations are discussed in [8, 4]. It is straightforward to show that the trivial solution is an asymptotically stable equilibrium point when \( \lambda < \lambda_c \). If \( \lambda > \lambda_c \), it is shown in [8] that there is a basin of attraction, and an attractor which consists of finite number of steady-state solutions and their connecting heteroclinic orbits. Nontrivial steady-state solutions are solutions of the truncated stationary equation 3.1. They are given by

\[
\pm Y_s = \pm (0, \sqrt{-\frac{\sigma}{b_1}}),
\]

\[
\pm Y_r = \pm \left( \sqrt{-\frac{8\sigma}{b_1 + 2b_2}}, 0 \right),
\]

\[
\pm Y_h^\pm = \pm (\pm 2, 1) \sqrt{-\frac{\sigma}{b_1 + 4b_2}}.
\]

with \( \sigma = \sigma_{m,n} \).

A straightforward calculation shows that when \( \lambda > \lambda_c \), the trace of the Jacobian matrix, \( J \), for any of the equilibrium points is negative, but \( \text{sgn}(\det(J)) = \text{sgn}(b_1 - 2b_2) \) for strips and rectangular patterns, and \( \text{sgn}(\det(J)) = -\text{sgn}(b_1 - 2b_2) \) for hexagonal patterns. Obviously we have \( b_1 - 2b_2 > 0 \), therefore hexagonal patterns are stable nodes and all other equilibrium points are saddle points. This completes the proof of the theorem.

**Proof of 2.2.** Assuming the conditions of Theorem (2.2) results in having an exchange of stability at \((\ell_c, \lambda_c)\), Lemma(3.1). Therefore the system undergoes a phase transition at \((\ell_c, \lambda_c)\). To determine the type of transition, we reduce the system to its center manifold near \((\ell_c, \lambda_c)\) to extract equations 3.1. From the proof of Theorem 2.1, we know that \( b_1(\lambda, \ell), b_2(\lambda, \ell) < 0 \) near critical parameter values. Therefore, again we will have an \( S^1 \) bifurcation from the asymptotically stable trivial solution as \((\ell, \lambda)\) crosses \((\ell_c, \lambda_c)\). Therefore, the transition is a Type I transition. Now steady-state solutions of (3.1) are solutions of the following stationary truncated equation

\[
\begin{align*}
\sigma_1 y_1 + 4ay_1^2 + \frac{1}{4}(b_1 + 2b_2)y_1^3 + 2b_2y_1y_2^2 &= 0, \\
\sigma_2 y_2 + a y_1 y_2 + b_1 y_2^3 + b_2 y_2 y_1^2 &= 0.
\end{align*}
\]

(4.2)

It is easy to see that when one pair of solutions is given by

\[
\pm Y_s = \pm (0, \sqrt{-\frac{\sigma}{b_1}}).
\]

Since \( a \neq 0 \), we have no rectangular pattern. It is straightforward to see that we can have \( y_1 = \pm 2y_2 \); therefore, there exist four hexagonal patterns. Also we have two solution with \( y_2 = \sqrt[4]{\frac{4a}{b_1 - 2b_2}} \). These solutions correspond to mixed patterns as shown in Fig.3.
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