Symmetry broken and restored coupled-cluster theory
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We extend coupled-cluster theory performed on top of a Slater determinant breaking rotational symmetry to allow for the exact restoration of the angular momentum at any truncation order. The main objective relates to the description of near-degenerate finite quantum systems with an open-shell character. As such, the newly developed many-body formalism offers a wealth of potential applications and further extensions dedicated to the ab initio description of, e.g., doubly open-shell atomic nuclei and molecule dissociation. The formalism, which encompasses both single-reference coupled cluster theory and projected Hartree-Fock theory as particular cases, permits the computation of usual sets of connected diagrams while consistently incorporating static correlations through the highly non-perturbative restoration of rotational symmetry. Interestingly, the yrast spectroscopy of the system, i.e. the lowest energy associated with each angular momentum, is accessed within a single calculation. A key difficulty presently overcome relates to the necessity to handle generalized energy and norm kernels for which naturally terminating coupled-cluster expansions could be eventually obtained. The present work focuses on SU(2) but can be extended to any (locally) compact Lie group and to discrete groups, such as most point groups. In particular, the formalism will be soon generalized to U(1) symmetry associated with particle number conservation. This is relevant to Bogoliubov coupled cluster theory that was recently formulated and applied to singly open-shell nuclei.

I. INTRODUCTION

High-quality ab-initio many-body methods have been revived or developed in the last ten years to address nuclei up to mass $A \sim 130$, recently achieving converged calculations with realistic two- and three-nucleon interactions \cite{Duguet2014}. A decisive step was the re-introduction of coupled cluster (CC) techniques to nuclear theory \cite{Chabanat97,Chabanat98,Murphy98,Chen98,Chen99,Booth00,Booth01,Booth02,Booth03} after a long period of intense development in quantum chemistry \cite{Schwenke88}. Alongside, self-consistent Dyson-Green’s function (SCDyGF) theory \cite{Luu96,Luu97,Luu98} and in-medium similarity renormalization group (IMSRG) techniques \cite{Ring00,CAVAGGIO10} have provided quantitatively analogous results, opening new paths to mid-mass nuclei. Although impressive, these developments were limited until recently to doubly closed-shell nuclei plus those accessed via the addition and the removal of 1 or 2 nucleons. These systems eventually represent a very limited fraction of the nuclei relevant to problems of current interest and planned to be studied at the upcoming generation of nuclear radioactive ion beam facilities.

The extension to near-degenerate or genuinely open-shell systems constitutes a major difficulty as it requires to expand the many-body solution around a near-degenerate reference state. Doing so necessarily complicates the formalism and increases the computational cost. A first route appropriate to a set of particular cases consists of employing high-order non-perturbative, e.g. CC, methods \cite{Chen98,Chen99} based on a single symmetry-restricted reference state appropriate to closed- or open-shell systems and a wave operator that is possibly spin restricted \cite{Semenoff93,Chabanat97} or even spin adapted \cite{Chabanat99}. A second way to overcome the near degeneracy of the reference state relies on the development of multi-reference (MR) methods based on, e.g., many-body perturbation theory (MBPT) and CC theory \cite{Duguet13,Duguet13b}. This option has been heavily pursued in quantum chemistry over the last thirty years. In the nuclear context, a multi-reference IMSRG technique has been developed recently to address (singly) open-shell nuclei \cite{Duguet12} whereas CC-based \cite{Duguet13} and IMSRG-based \cite{Duguet13c} configuration interaction methods have been proposed even more recently.

There exists an alternative route based on the concept of spontaneous symmetry breaking. In the nuclear context, this relates essentially to the breaking of $U(1)$ gauge symmetry associated with particle-number conservation as a way to account for superfluidity in singly open-shell nuclei. One must add the breaking of SU(2) rotational symmetry associated with angular momentum conservation to capture quadrupole correlations in doubly open-shell nuclei. The key benefit of breaking a symmetry relates to commuting the degeneracy of the reference state with respect to particle-hole excitations into a degeneracy with respect to transformations of the associated symmetry group, i.e. it produces a Goldstone mode in the manifold of ”deformed” closed-shell product states connected via symmetry transformations. This trade-off allows one to take a good first shot at near-degenerate systems on the basis of a single-reference (SR) method, while postponing the handling of the Goldstone mode to a later stage. This idea has been recently exploited in
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the nuclear context to address singly open-shell nuclei by allowing for the breaking of $U(1)$ gauge symmetry associated with particle-number conservation. As for Green’s function techniques, this was achieved via the first realistic application of self-consistent Gorkov-Green’s function (SCGF) theory to finite nuclei \cite{Go03,FF05,GL09,Go10}. As for CC techniques, this relates to the even more recent development and implementation of the so-called Bogoliubov coupled-cluster theory \cite{BB09,Bo10}. Doubly-open shell systems can already be addressed by performing standard SCGF and CC calculations on the basis of a deformed Slater determinant, i.e. using a reference state that breaks $SU(2)$ symmetry associated with angular momentum conservation. An even better approach to doubly open shell nuclei to be developed in the future consists of breaking both $U(1)$ and $SU(2)$ symmetries at the same time in CC and SCGF calculations.

However, the description of open-shell systems is achieved in this way at the price of losing good symmetry quantum numbers. This corresponds to describing the system via a wave packet that spans several irreducible representations of the symmetry group rather than via the proper eigenstate. Correspondingly, the degeneracy associated with the Goldstone mode must be resolved as the symmetry breaking is in fact fictitious in finite systems. Indeed, quantum fluctuations eventually lift the near degeneracy because of the finiteness of the associated inertia. It is thus mandatory to restore good symmetry quantum numbers, which does not only revise the energy (dramatically in certain situations) but also allows the proper handling of transition operators characterized by symmetry selection rules.

In principle, symmetry-unrestricted methods automatically restore good symmetries in the limit of exact calculations. In practice, however, it is not clear to what extent this is the case with presently tractable many-body truncations. While one may monitor the restoration (residual breaking) of the symmetry by computing the expectation value and the variance of the members of the Lie algebra \cite{Ro07}, one cannot however evaluate the remaining contamination of the energy. It is a compelling question that can only be answered by developing proper symmetry-restoration tools within which a full account of static correlations can be achieved. Projection techniques are convenient instruments to restore symmetries exactly at the mean-field, e.g. Hartree-Fock (HF), level and they are used extensively in both nuclear physics \cite{Co10,Ro07} and quantum chemistry \cite{Fr07}. However, such techniques cannot be straightforwardly merged with ab-initio methods performed on top of a symmetry-breaking reference state to go beyond symmetry-projected Hartree-Fock. Still, the insertion of (spin) projectors into Moller-Plesset perturbative expansion was investigated at some point in quantum chemistry \cite{Jo07,Co08}. The main goal was to improve on the obvious defects left in potential energy surfaces of bond breaking computed from symmetry-unrestricted Hartree-Fock and symmetry-projected Hartree-Fock theory. Those methods relied on Löwdin’s representation of the spin projector \cite{Lo50}, often approximating it to only remove the next highest spin. Thus, those methods were often only approximately restoring broken spin symmetry, did not offer any transparent understanding of the connected/disconnected nature of the expansion and were eventually limited to low-order perturbative expansions. In the end, one is still missing today satisfying extensions of symmetry-unrestricted SCGF or CC methods within which symmetries are exactly restored without spoiling the most wanted features of those approaches, e.g. non-perturbative resummation of dynamical correlations, size extensivity and a gentle computation cost.

It is the objective of the present paper to formulate a generalization of symmetry-unrestricted CC theory that properly incorporates the exact restoration of the broken symmetry at any truncation order. While grasping dynamical correlations through a CC diagrammatic based on a symmetry-breaking reference state, one wishes to incorporate static correlations via the explicit restoration of the symmetry. The proposed method provides not only access to the ground state but also to the yrast spectroscopy, i.e. to the lowest of each irreducible representation of the symmetry group. The approach is meant to be valid for any symmetry that can be broken (spontaneously or enforcing it) by the reference state and to be applicable to any system independently of its closed-shell, near-degenerate or open-shell character. While the present paper entirely focuses on $SU(2)$ rotational symmetry, extensions to other (locally) compact Lie group and to discrete groups, such as most point groups are possible. As a matter of fact, the method will be generalized in a forthcoming publication to the restoration of (good) particle number in connection with the recently proposed Bogoliubov coupled cluster theory \cite{Bo09,Bo10}.

The many-body method designed to accomplish this task is naturally of multi-reference character. However, its MR nature is different from any of those at play in MR-CC methods developed in quantum chemistry \cite{Ro07}.

---

1 The typical situation is that (i) symmetry-restricted Hartree Fock calculations do not give the correct dissociation limit, (ii) symmetry-unrestricted Hartree-Fock calculations do provide the right dissociation limit but are highly incorrect at intermediate distances, (iii) symmetry-projected Hartree-Fock displays a discontinuity at the point where the symmetry breaks spontaneously. Going to higher orders, the situation is that (i) symmetry-restricted MBPT breaks down as the bond is stretched, (ii) low order symmetry-unrestricted MBPT calculations converge to the right dissociation limit but are still incorrect at intermediate distances with a very slow convergence of the expansion, (iii) low order symmetry-projected MBPT calculations do improve on projected Hartree Fock but do not recover the full configuration interaction (CI) results. As for non-perturbative symmetry restricted or unrestricted CC calculations, they systematically improve over perturbative calculations but they do not correct for their failures entirely. Eventually, one is lacking today a consistent symmetry-restored CC theory that would approach full CI results over the whole dissociation path.
Indeed, reference states are not obtained from one another via particle-hole excitations but via highly non-perturbative (collective) symmetry transformations. Additionally, the method leads in practice to solving a finite number of single-reference-like CC calculations. This work builds on a first step taken in Ref. [33] that was however not entirely satisfactory as it was limited to perturbation theory and did not clarify the handling of disconnected diagrams.

The paper is organized as follows. Section II provides the ingredients necessary to set up the formalism while Sec. III elaborates on the general principles of the approach, independently of the approximation method eventually employed. In Sec. IV a many-body perturbation theory is developed and acts as the foundation of the coupled-cluster approach. Section V introduces the coupled-cluster scheme itself. It is shown how generalized energy and norm kernels can be computed from naturally terminating coupled-cluster expansions. The way to recover standard SR-CC theory on the one hand and projected Hartree-Fock theory on the other hand is eventually employed. In Sec. IV, a many-body perturbative (collective) symmetry transformations. Additionally, the method leads in practice to solving a finite number of single-reference-like CC calculations. This work builds on a first step taken in Ref. [33] that was however not entirely satisfactory as it was limited to perturbation theory and did not clarify the handling of disconnected diagrams.

The paper is organized as follows. Section II provides the ingredients necessary to set up the formalism while Sec. III elaborates on the general principles of the approach, independently of the approximation method eventually employed. In Sec. IV a many-body perturbation theory is developed and acts as the foundation of the coupled-cluster approach. Section V introduces the coupled-cluster scheme itself. It is shown how generalized energy and norm kernels can be computed from naturally terminating coupled-cluster expansions. The way to recover standard SR-CC theory on the one hand and projected Hartree-Fock theory on the other hand is eventually employed. In Sec. IV, a many-body perturbative (collective) symmetry transformations. Additionally, the method leads in practice to solving a finite number of single-reference-like CC calculations. This work builds on a first step taken in Ref. [33] that was however not entirely satisfactory as it was limited to perturbation theory and did not clarify the handling of disconnected diagrams.

II. BASIC INGREDIENTS

We now introduce necessary ingredients to make the paper self-contained. Although pedestrian, this section displays definitions and identities that are crucial to the building of the formalism later on.

A. Hamiltonian

Let the Hamiltonian $H = T + V$ of the system be of the form

$$H = \sum_{\alpha\beta} t_{\alpha\beta} c_{\alpha}^\dagger c_{\beta} + \frac{1}{2} \sum_{\alpha\beta\gamma\delta} v_{\alpha\beta\gamma\delta} c_{\alpha}^\dagger c_{\beta}^\dagger c_{\delta} c_{\gamma},$$

(1)

where (direct-product) matrix elements of the kinetic energy and of the two-body interaction are defined, respectively, through

$$t_{\alpha\beta} \equiv \langle 1 : \alpha | T | 1 : \beta \rangle,$$

$$v_{\alpha\beta\gamma\delta} \equiv \langle 1 : \alpha \gamma | V | 1 : \beta \delta \rangle,$$

(2a)

(2b)

such that antisymmetrized matrix elements of the latter are given by $\tilde{v}_{\alpha\beta\gamma\delta} \equiv v_{\alpha\beta\gamma\delta} - v_{\alpha\beta\delta\gamma}$.

B. $SU(2)$ symmetry group

We consider the non-abelian compact Lie group $SU(2) \equiv \{ R(\Omega) | \Omega \in D_{SU(2)} \}$ associated with the rotation of a $A$-body fermion system with integer or half-integer angular momentum. The group is parametrized by three Euler angles $\Omega \equiv (\alpha, \beta, \gamma)$ whose domain of definition is

$$D_{SU(2)} \equiv D_{\alpha} \times D_{\beta} \times D_{\gamma} = [0, 4\pi] \times [0, \pi] \times [0, 2\pi].$$

(3)

As $SU(2)$ is considered to be a symmetry group of $H$, the commutation relations

$$[H, R(\Omega)] = [T, R(\Omega)] = [V, R(\Omega)] = 0,$$

(4)

hold for all $\Omega \in D_{SU(2)}$.

We utilize the unitary representation of $SU(2)$ on the Fock space given by

$$R(\Omega) = e^{-\frac{i}{\hbar} J_x \alpha_\Omega} e^{-\frac{i}{\hbar} J_y \beta_\Omega} e^{-\frac{i}{\hbar} J_z \gamma_\Omega},$$

(5)

where the three components of the angular momentum vector $\vec{J} = \sum_{n=1}^A \vec{j}(n)$ take the second-quantized form

$$J_i = \sum_{\alpha\beta} (j_i)_{\alpha\beta} c_{\alpha}^\dagger c_{\beta},$$

(6)

with $i = x, y, z$ and $(j_i)_{\alpha\beta} \equiv \langle 1 : \alpha | j_i | 1 : \beta \rangle$. Those one-body operators make up the Lie algebra

$$[J_i, J_j] = \epsilon_{ijk} \hbar J_k,$$

(7)

where $\epsilon_{ijk}$ denotes the Levi-Civita tensor. The Casimir operator of the group built from the infinitesimal generators through a non-degenerate invariant bilinear form is the total angular momentum

$$J^2 \equiv \sum_{i=x,y,z} J_i^2,$$

(8)

which is the sum of a one-body and a two-body term, respectively defined as

$$J^2_{(1)} = \sum_{n=1}^A j^2(n)$$

$$J^2_{(2)} = \sum_{n \neq n' = 1}^A \vec{j}(n) \cdot \vec{j}(n')$$

(9a)

(9b)

with (direct-product) matrix elements given by

$$J^2_{\alpha\beta} \equiv \langle 1 : \alpha | j^2 | 1 : \beta \rangle$$

$$= \sum_{i=x,y,z} \langle 1 : \alpha | j_i^2 | 1 : \beta \rangle,$$

(10a)
\[
\dot{\gamma}_{\alpha\beta\gamma\delta} \equiv (1: \alpha; 2: \beta| jj| 1: \gamma; 2: \delta) \\
= 2 \sum_{i=x,y,z} (1: \alpha| ji| 1: \gamma) \langle 2: \beta| ji| 2: \delta \rangle , \quad (10b)
\]

from which antisymmetrized matrix elements are obtained through \( \sum_{\alpha\beta\gamma\delta} \equiv \dot{\gamma}_{\alpha\beta\gamma\delta} - \dot{\gamma}_{\beta\alpha\delta\gamma} \).

Matrix elements of the irreducible representations (IR-REPs) of \( SU(2) \) are given by the so-called Wigner \( D \)-functions \[58\]

\[
\langle \Psi_{\mu}^{JM}| R(\Omega)| \Psi_{\mu'}^{J'K'} \rangle \equiv \delta_{\mu\mu'}\delta_{JJ'}D_{MK}^{J}(\Omega) , \quad (11)
\]

where \( |\Psi_{\mu}^{JM}\rangle \) is an eigenstate of \( J^2 \) and \( J_z \)

\[
J^2|\Psi_{\mu}^{JM}\rangle = J(J+1)\hbar^2|\Psi_{\mu}^{JM}\rangle , \quad (12a)
\]

\[
J_z|\Psi_{\mu}^{JM}\rangle = M\hbar|\Psi_{\mu}^{JM}\rangle . \quad (12b)
\]

with \( 2J \in \mathbb{N}, 2M \in \mathbb{Z}, J - M \in \mathbb{N} \) and \( -J \leq M \leq +J \). The \((2J+1)\)-dimensional IRREPs are labeled by \( J \) and are spanned by the \(|\Psi_{\mu}^{JM}\rangle \) for fixed \( J \) and \( \mu \). By virtue of Eq. \(\|\mu = 0, 1, 2 \ldots \) orders the eigenenergies for fixed \((J, M)\) according to

\[
H|\Psi_{\mu}^{JM}\rangle = E_{\mu}^{J}|\Psi_{\mu}^{JM}\rangle , \quad (13)
\]

knowing that \( E_{\mu}^{J} \) is independent of \( M \). The Wigner \( D \)-functions can be expressed as \( D_{MK}^{J}(\Omega) \equiv e^{-iM\alpha}d_{MK}^{J}(\beta)e^{-iK\gamma} \), where the so-called reduced Wigner \( d \)-functions are real and defined as \( d_{MK}^{J}(\beta) = \langle \Psi_{\mu}^{JM}| R(0, 0, 0)|\Psi_{\mu'}^{JK} \rangle \).

\[
-\frac{\partial}{\partial \alpha} D_{MK}^{J}(\Omega) = -M D_{MK}^{J}(\Omega) , \quad (17a)
\]

\[
-\frac{\partial}{\partial \alpha} D_{MK}^{J}(\Omega) = -K D_{MK}^{J}(\Omega) , \quad (17b)
\]

\[
\left[ -\frac{\partial}{\partial \beta} \left( \sin \beta \frac{\partial}{\partial \beta} \right) + \frac{M^2 - 2MK \cos \beta + K^2}{\sin^2 \beta} \right] D_{MK}^{J}(\Omega) = J(J+1) D_{MK}^{J}(\Omega) . \quad (17c)
\]

C. Time-dependent state

The volume of the group is

\[
v_{SU(2)} \equiv \int_{D_{SU(2)}} d\Omega = \int_{0}^{4\pi} d\alpha \int_{0}^{\pi} d\beta \int_{0}^{2\pi} d\gamma = 16\pi^2 ,
\]

such that the orthogonality of Wigner \( D \)-functions reads

\[
\int_{D_{SU(2)}} d\Omega D_{MK}^{J}(\Omega) D_{M'K'}^{J'}(\Omega) = \frac{16\pi^2}{2J+1}\delta_{JJ'}\delta_{MM'}\delta_{KK'} . \quad (14)
\]

An irreducible tensor operator \( T_{\alpha}^{\lambda} \) of rank \( \lambda \) and a state \(|\Psi_{\mu}^{JK}\rangle \) transform under rotation according to

\[
R(\Omega) T_{\alpha}^{\lambda} R(\Omega)^{-1} = \sum_{M} T_{M}^{\lambda} D_{MK}^{J}(\Omega) , \quad (15a)
\]

\[
R(\Omega)|\Psi_{\mu}^{JK}\rangle = \sum_{M} |\Psi_{\mu}^{JM}\rangle D_{MK}^{J}(\Omega) . \quad (15b)
\]

A key feature for the following is that, any function \( f(\Omega) \) defined on \( D_{SU(2)} \) can be expanded over the IR-REPs of the group. Such a decomposition reads

\[
f(\Omega) \equiv \sum_{JM} f_{MK}^{JM} D_{MK}^{J}(\Omega) , \quad (16)
\]

and defines the set of expansion coefficients \( \{ f_{MK}^{JM} \} \).

Of importance later on is the fact that the Wigner \( D \)-functions fulfill three coupled ordinary differential equation (ODE) \[58\]

\[
-\frac{\partial}{\partial \alpha} D_{MK}^{J}(\Omega) = -M D_{MK}^{J}(\Omega) , \quad (17a)
\]

\[
-\frac{\partial}{\partial \alpha} D_{MK}^{J}(\Omega) = -K D_{MK}^{J}(\Omega) , \quad (17b)
\]

\[
\left[ -\frac{\partial}{\partial \beta} \left( \sin \beta \frac{\partial}{\partial \beta} \right) + \frac{M^2 - 2MK \cos \beta + K^2}{\sin^2 \beta} \right] D_{MK}^{J}(\Omega) = J(J+1) D_{MK}^{J}(\Omega) . \quad (17c)
\]

as

\[
U(\tau) \equiv e^{-\tau H} , \quad (18)
\]

with \( \tau \) real. A key quantity throughout the present study is the time-evolved many-body state

\[
|\Psi(\tau)\rangle \equiv U(\tau)|\Phi\rangle \equiv \sum_{\mu JM} e^{-\tau E_{\mu}^{J}}|\Psi_{\mu}^{JM}\rangle \langle \Psi_{\mu}^{JM}|\Phi\rangle , \quad (19b)
\]

\[3\] The time is given in units of \( \text{MeV}^{-1} \).
where we have inserted a completeness relationship on the A-fermion Hilbert space under the form

$$\mathbb{1} = \sum_{\mu, J\mu M} |\Psi^{JM}_\mu\rangle \langle \Psi^{JM}_\mu|.$$  

(20)

In Eq. (20) $|\Phi\rangle$ is an arbitrary reference state belonging to the A-fermion Hilbert space. It is straightforward to demonstrate that $|\Psi(\tau)\rangle$ satisfies the time-dependent Schrödinger equation

$$H |\Psi(\tau)\rangle = -\partial_\tau |\Psi(\tau)\rangle.$$  

(21)

### D. Ground state

Taking the large $\tau$ limit provides the A-body ground state of $H$ under the form

$$|\Psi_0^{(A)}\rangle = \lim_{\tau \to -\infty} |\Psi(\tau)\rangle = e^{-\tau E_0^{(A)}} \sum_M |\Psi_0^{(A)M}\rangle \langle \Psi_0^{(A)M}|\Phi\rangle,$$  

(22a)

where one supposes that the IRREP $J_0$ of the ground state is not necessarily the trivial one, i.e. one allows the possibility of a degenerate ground state. As will become clear below, the many-body scheme developed in this work relies on choosing $|\Phi\rangle$ as the ground state of an unperturbed Hamiltonian $H_0$ that breaks $SU(2)$ symmetry. As such, $|\Phi\rangle$ mixes several IRREPS and is thus likely to contain a component belonging to the one of the actual ground state. This is necessary for $|\Psi_0^{(A)}\rangle$ to actually correspond to the ground state of $H$. If $|\Phi\rangle$ were to be orthogonal to the true ground state, $|\Psi_0^{(A)}\rangle$ would provide access to the lowest eigenstate not orthogonal to $|\Phi\rangle$. Eventually, one obtains that

$$H |\Psi_0^{(A)}\rangle = E_0^{(A)} |\Psi_0^{(A)}\rangle.$$  

(23)

### E. Off-diagonal kernels

Based on the above definitions, we now introduce a set of off-diagonal, i.e. $\Omega$-dependent, time-dependent kernels

$$N(\tau, \Omega) \equiv \langle \Psi(\tau) | \mathbb{1} | \Phi(\Omega)\rangle,$$  

(24a)

$$H(\tau, \Omega) \equiv \langle \Psi(\tau) | H | \Phi(\Omega)\rangle,$$  

(24b)

$$J_0(\tau, \Omega) \equiv \langle \Psi(\tau) | J_0 | \Phi(\Omega)\rangle,$$  

(24c)

$$J^2(\tau, \Omega) \equiv \langle \Psi(\tau) | J^2 | \Phi(\Omega)\rangle,$$  

(24d)

where $|\Phi(\Omega)\rangle \equiv R(\Omega)|\Phi\rangle$ denotes the rotated reference state. Equation (24) defines the norm, energy, angular momentum projections and total angular momentum kernels, respectively. The energy and total angular momentum kernels can be further split into their one- and two-body components according to

$$H(\tau, \Omega) = T(\tau, \Omega) + V(\tau, \Omega),$$  

(25a)

$$J^2(\tau, \Omega) = J^2(\tau, \Omega) + J^2(2\tau, \Omega).$$  

(25b)

In the following, we refer to a generic operator as $O$ and to its off-diagonal kernel as

$$O(\tau, \Omega) \equiv \langle \Psi(|\tau) | O | \Phi(\Omega)\rangle.$$  

(26)

Additionally, use will often be made of the reduced kernel defined through

$$O(\tau, \Omega) \equiv \frac{O(\tau, \Omega)}{N(\tau, 0)},$$  

(27)

which corresponds, for $O = \mathbb{1}$, to working with intermediate normalization at $\Omega = 0$, i.e. $N(\tau, 0) \equiv 1$ for all $\tau$.

## III. MASTER EQUATIONS

This section introduces a set of master equations providing the basis for the newly proposed many-body method, i.e. they constitute exact equations of reference on top of which the actual expansion scheme will be designed in the remaining of the paper.

### A. Expanded kernels over the IRREPs

Inserting twice Eq. (20) into Eqs. (24) while making use of Eqs. (12), (13) and (15b) one obtains

$$N(\tau, \Omega) = \sum_{\mu, J} e^{-\tau E_0^{(A)} J\mu MK} N^{J\mu}_{MK}(\Omega),$$  

(28a)

$$H(\tau, \Omega) = \sum_{\mu, J} e^{-\tau E_0^{(A)} J\mu MK} \sum_{\mu, J} N^{J\mu}_{MK} D^{J}_{MK}(\Omega),$$  

(28b)

$$J_0(\tau, \Omega) = \sum_{\mu, J} e^{-\tau E_0^{(A)} J\mu MK} \sum_{\mu, J} M\hbar N^{J\mu}_{MK} D^{J}_{MK}(\Omega),$$  

(28c)

$$J^2(\tau, \Omega) = \sum_{\mu, J} e^{-\tau E_0^{(A)} J\mu MK} \sum_{\mu, J} M\hbar^2 N^{J\mu}_{MK} D^{J}_{MK}(\Omega),$$  

(28d)

with $N^{J\mu}_{MK} \equiv \langle \Phi | \Psi^{JM}_\mu | \Psi^{JK}_\mu \rangle$.

### B. Ground-state energy

Defining the large $\tau$ limit of a kernel via

$$O(\Omega) \equiv \lim_{\tau \to -\infty} O(\tau, \Omega),$$  

(29)
we obtain
\begin{align}
N(\Omega) &= e^{-\tau E_0}^J \sum_{MK} N_{MK}^J D_{MK}(\Omega), \\
H(\Omega) &= e^{-\tau E_0}^J \sum_{MK} N_{MK}^J D_{MK}(\Omega), \\
J_\perp(\Omega) &= e^{-\tau E_0}^J \sum_{MK} Mh N_{MK}^J D_{MK}(\Omega), \\
J^2(\Omega) &= e^{-\tau E_0}^J J_0(J_0 + 1)\hbar^2 \sum_{MK} N_{MK}^J D_{MK}(\Omega),
\end{align}
leading in particular, in agreement with Eq. 28 to
\[ H(\Omega) = E_0^J N(\Omega), \]
or equivalently with intermediate normalization to
\[ \mathcal{H}(\Omega) = E_0^J N(\Omega). \]
In Eq. 33, the \( \Omega \) dependence originally built into the time-dependent kernels reduces to that of the single IRREP \( J_0 \) of the ground state. This specific feature, trivially valid for the exact kernels, testifies that the selected eigenstate \( |\Psi(0)\rangle \) of \( H \) carries good angular momentum \( J_0 \). Let us now consider the case of interest where the kernels are approximated in a way that breaks \( SU(2) \) symmetry. In this situation, Eqs. 30a and 30b must be replaced by
\begin{align}
N_{\text{approx}}(\Omega) &= \sum_{J} \sum_{MK} N_{MK}^J D_{MK}(\Omega), \\
H_{\text{approx}}(\Omega) &= \sum_{J} \sum_{MK} E_{MK}^J N_{MK}^J D_{MK}(\Omega),
\end{align}
where the remaining sum over \( J \) and the dependence of the expansion coefficient of the energy kernel on \( M \) and \( K \) signal the breaking of the symmetry induced by the approximation. Note that Eq. 33 always exists as the expansion over the IRREPs of \( SU(2) \) of a function \( f(\Omega) \) defined on \( D_{SU(2)} \); i.e. by virtue of Eq. 14.
Except for going back to an exact computation of the kernels such that all the expansion coefficients but the physical one become zero in Eq. 33 taking the straight ratio \( H_{\text{approx}}(\Omega)/N_{\text{approx}}(\Omega) \) does not provide an approximate energy that is in one-to-one correspondence with the physical IRREP \( J_0 \). However, one can take advantage of the \( \Omega \) dependence built into \( N_{\text{approx}}(\Omega) \) and \( H_{\text{approx}}(\Omega) \) to extract the one component associated with that physical IRREP. Indeed, by virtue of the orthogonality of the IRREPs (Eq. 14), the approximation to \( E_0^J \) can be extracted as
\[ E_0^J = \frac{\sum_{MK} f_{MK}^J \sum_{MK} f_{MK}^J \int_{D_{SU(2)}} d\Omega D_{MK}(\Omega) \mathcal{H}(\Omega)}{\sum_{MK} f_{MK}^J \int_{D_{SU(2)}} d\Omega D_{MK}(\Omega) N(\Omega)}. \]

\[ C. \text{ Comparison with standard approaches} \]

Applying standard symmetry-unrestricted MBPT or CC theory amounts to expanding \textit{diagonal} (\( \Omega = 0 \)) kernels around a symmetry-breaking reference state \( |\Phi\rangle \). This is sufficient in the limit of exact calculations given that summing all diagrams does restore the symmetry by definition. As discussed above, approximate kernels however mix components associated with \textit{different} IRREPs of \( SU(2) \) and thus contain spurious contaminations from the symmetry viewpoint. The difficulty resides in the fact that the \( \Omega \) dependence is absent in standard approaches, i.e. given that \( D_{MK}(0) = \delta_{MK} \) for all \( J \), Eq. 33 must be replaced with
\begin{align}
N_{\text{approx}}(0) &= \sum_{J} \sum_{M} N_{MM}^J, \\
H_{\text{approx}}(0) &= \sum_{J} \sum_{M} E_{MM}^J N_{MM}^J,
\end{align}
from which the coefficient associated with the physical IRREP cannot be extracted. Accordingly, the key feature of the proposed approach is to utilize \textit{off-diagonal} kernels incorporating, from the outset, the effect of the rotation \( R(\Omega) \). The associated \( \Omega \) dependence leaves a
fingerprint of the artificial symmetry breaking built into approximated kernels. Eventually, this fingerprint can be exploited to extract the physical component of interest through Eq. \ref{eq:34} i.e. to remove symmetry contaminants.

D. Yrast spectroscopy

Now that the benefit of performing the integral over the domain of $SU(2)$ has been highlighted for the ground-state energy, let us step back to Eq. \ref{eq:28} and slightly modify the procedure to access the lowest eigenenergy $E_0^\tau$ associated with each IRREP, i.e. to access the yrast spectroscopy\cite{footnote:yrast}. To do so, we invert the order in which the limit $\tau \to \infty$ and the integral over the domain of the group are performed. We first extract the expansion coefficient associated with an arbitrary IRREP $J$ of interest

\begin{equation}
\begin{aligned}
n^J_{MK}(\tau) &= \frac{2J+1}{16\pi^2} \int_{D_{SU(2)}} d\Omega D_{MK}^J(\Omega) \mathcal{N}(\tau, \Omega) \\
&= \sum_{\mu} e^{-\tau E_\mu^J} N_{MK}^J(\mu)/N(\tau, 0) ,
\end{aligned}
\tag{36a}
\end{equation}

\begin{equation}
\begin{aligned}
h^J_{MK}(\tau)n^J_{MK}(\tau) &= \frac{2J+1}{16\pi^2} \int_{D_{SU(2)}} d\Omega D_{MK}^J(\Omega) \mathcal{H}(\tau, \Omega) \\
&= \sum_{\mu} e^{-\tau E_\mu^J} E_\mu^J N_{MK}^J(\mu)/N(\tau, 0) .
\end{aligned}
\tag{36b}
\end{equation}

before taking the limit $\tau \to \infty$ to access (an approximation to) the lowest eigenenergy $E_0^J$ through

\begin{equation}
E_0^J = \lim_{\tau \to \infty} \frac{\sum_{MK} f_{MK}^J f_{MK}^J n^J_{MK}(\tau)}{\sum_{MK} f_{MK}^J f_{MK}^J n^J_{MK}(\tau)} .
\tag{37}
\end{equation}

Everything exposed so far is valid independently of the many-body method employed to approximate the off-diagonal energy and norm kernels. The remainder of the paper is devoted to the computation of $\mathcal{N}(\tau, \Omega)$ and $\mathcal{H}(\tau, \Omega)$ on the basis of MBPT and CC techniques. Once this is achieved, the yrast spectroscopy of near-degenerate systems can be extracted through Eqs. \ref{eq:36a} \& \ref{eq:36b}.

IV. PERTURBATION THEORY

For reasons that will only become clear later on, one cannot follow standard CC steps based on a wavefunction ansatz, which makes necessary to first develop the perturbation theory of off-diagonal energy and norm kernels. With this perturbation theory at hand, we will be in position to elaborate the coupled cluster scheme in Sec. V.

\begin{itemize}
\item \footnote{More exactly, one can access the energy of the lowest eigenstate of each IRREP not orthogonal to $|\Phi\rangle$.}
\end{itemize}

A. Unperturbed system

The Hamiltonian is split into a one-body part $H_0$ and a residual two-body part $H_1$

\begin{equation}
H = H_0 + H_1 ,
\tag{38}
\end{equation}

such that $H_0 \equiv T + U$ and $H_1 \equiv V - U$, where $U$ is a one-body operator that remains to be specified. Having introduced $U$, Fig. \ref{fig:1} displays for later use the diagrammatic representation of the various operators of interest in the Schroedinger representation.

While $H$, $T$ and $V$ commute with the transformations of $SU(2)$, we are interested in the case where $H_0$, and thus $H_1$, do not commute with $R(\Omega)$, i.e.

\begin{equation}
[H_0, R(\Omega)] \neq 0 ,
\tag{39a}
\end{equation}

\begin{equation}
[H_1, R(\Omega)] \neq 0 .
\tag{39b}
\end{equation}

For a given number of interacting Fermions, the key is to choose $H_0$ with a low-enough symmetry for its ground state $|\Phi\rangle$ to be non-degenerate with respect to particle-hole excitations\footnote{For example, $H_0$ can be taken as the the sum of the zero and one-body part obtained by normal-ordering $H$ with respect to the Slater determinant $|\Phi\rangle$ minimizing the expectation value of $H$ under the possible breaking of $SU(2)$ symmetry, i.e. solving deformed Hartree-Fock equations. Correspondingly, $H_1$ is the (symmetry-breaking) normal-ordered two-body part of $V$. In this context, one can let the reference state break $SU(2)$ symmetry spontaneously or force it to do so via the addition of an appropriate Lagrange constraint.}

The product state $|\Phi\rangle$ is \emph{deformed} and is thus not an eigenstate of $J^2$, i.e. it spans several IRREPs of $SU(2)$\footnote{Although we do not consider it at this point, we will later specify the set of equations to the particular case where $[H_0, J_z] = 0$ and $J_z|\Phi\rangle = 0$, i.e. to the case where the reference state remains axially symmetric.}

The operator $H_0$ can be written in diagonal form in terms of its deformed one-body eigenstates

\begin{equation}
H_0 \equiv \sum_\alpha (e_\alpha - \mu)a_\alpha a_\alpha^\dagger ,
\tag{40}
\end{equation}

where the chemical potential $\mu$ is introduced for convenience. Associated creation and annihilation operators read in the interaction representation

\begin{equation}
a_\alpha^\dagger (\tau) \equiv e^{+\tau H_0} a_\alpha e^{-\tau H_0} = e^{+\tau (e_\alpha - \mu)} a_\alpha^\dagger ,
\tag{41a}
\end{equation}

\begin{equation}
a_\alpha (\tau) \equiv e^{+\tau H_0} a_\alpha e^{-\tau H_0} = e^{-\tau (e_\alpha - \mu)} a_\alpha .
\tag{41b}
\end{equation}

As mentioned above, the deformed Slater determinant $|\Phi\rangle$ necessarily possesses a \emph{closed-shell} character, i.e. there exists a finite energy gap between the fully occupied shells below the Fermi energy (chemical potential) and the unoccupied levels above. Thus, $|\Phi\rangle$ is defined by $A$ occupied (hole) orbitals labeled by $(i, j, k, l \ldots )$

\begin{equation}
|\Phi\rangle \equiv \prod_{i=1}^A a_i^\dagger |0\rangle ,
\tag{42a}
\end{equation}
Excited eigenstates of $H_0$ are obtained as particle-hole excitations of $|\Phi\rangle$
\[ |\Phi^{ab\ldots}\rangle = A^{ab\ldots} |\Phi\rangle, \]
where
\[ A^{ab\ldots} = a^\dagger_a a^\dagger_b a_j \ldots, \]
with the eigenenergy
\[ H_0 |\Phi^{ab\ldots}\rangle = (\varepsilon_0 + \varepsilon^{ab\ldots}) |\Phi^{ab\ldots}\rangle, \]
\[ \varepsilon^{ab\ldots} = e_a + e_b + \ldots - e_i - e_j - \ldots \]

**B. Rotated reference state**

Given the Slater determinant $|\Phi\rangle$, we define its rotated partner
\[ |\Phi(\Omega)\rangle \equiv R(\Omega) |\Phi\rangle = \prod_{i=1}^{A} a^\dagger_i |\emptyset\rangle. \]
where rotated orbitals are defined through
\[ |\bar{\alpha}\rangle \equiv R(\Omega) |\alpha\rangle = \sum_{\beta} R_{\alpha\beta}(\Omega) |\beta\rangle, \]
\[ a^\dagger_{\bar{\alpha}} \equiv R(\Omega) a^\dagger_\alpha R^\dagger(\Omega) = \sum_{\beta} R_{\alpha\beta}(\Omega) a^\dagger_\beta, \]
with $R_{\alpha\beta}(\Omega) \equiv \langle \alpha | R(\Omega) |\beta\rangle$ the unitary transformation matrix connecting the rotated basis to the unrotated one. The Slater determinant $|\Phi(\Omega)\rangle$ is the ground-state of the rotated Hamiltonian $H_0(\Omega) = R(\Omega) H_0 R^\dagger(\Omega)$ with the $\Omega$-independent eigenvalue $\varepsilon_0$. This feature characterizes the fact that, while the deformed unperturbed groundstate is non-degenerate with respect to particle-hole excitations, there exists a degeneracy, i.e. a Goldstone mode, in the manifold of its rotated partners.

As proven in, e.g., Ref. [60], the overlap between $|\Phi\rangle$ and $|\Phi(\Omega)\rangle$ can be expressed as
\[ \langle \Phi | \Phi(\Omega) \rangle = \det M(\Omega), \]
where $M_{ij}(\Omega)$ is the $A \times A$ reduction of $R_{\alpha\beta}(\Omega)$ to the subspace of hole states of $|\Phi\rangle$.

**C. Unperturbed off-diagonal density matrix**

We now introduce the unperturbed one-body off-diagonal density matrix $\rho(\Omega)$ defined through its matrix elements in the eigenbasis of $H_0$
\[ \rho_{\alpha\beta}(\Omega) \equiv \langle \alpha | \rho(\Omega) |\beta\rangle = \langle \Phi | a^\dagger_{\bar{\beta}} a_\alpha |\Phi(\Omega)\rangle |\Phi(\Omega)\rangle. \]
It is possible to write it as

$$\rho(\Omega) = \sum_{ij=1}^{A} |i\rangle M_{ij}^{-1}(\Omega) \langle j|,$$

(51)

such that it acquires the form

$$\rho(\Omega) \equiv \left( \begin{array}{cc} \rho_{hh}(\Omega) & \rho_{hp}(\Omega) \\ \rho_{ph}(\Omega) & \rho_{pp}(\Omega) \end{array} \right) = \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right) + \left( \begin{array}{cc} 0 & 0 \\ R(\Omega)M^{-1}(\Omega) & 0 \end{array} \right) \equiv \rho + \rho_{ph}(\Omega),$$

(52)

where $\mathbb{I}_{hh}$ is the identity operator on the hole subspace of the one-body Hilbert space. In Eq. (52) $\rho \equiv \rho(0)$ is nothing but the diagonal one-body density matrix associated with the unrotated reference state $|\Phi>$.

The $\Omega$-dependent part $\rho_{ph}(\Omega)$, which only connects particle kets to hole bras, vanishes for $\Omega = 0$, i.e. $\rho_{ph}(0) = 0$. The above partitioning of the off-diagonal density matrix can be summarized by writing its matrix elements under the form

$$\rho_{\alpha\beta}(\Omega) \equiv n_{\alpha} \delta_{\alpha\beta} + (1 - n_{\alpha}) n_{\beta} \rho_{\alpha\beta}(\Omega),$$

(53)

where $n_{i} = 1$ for hole states and $n_{a} = 0$ for particle states. Making particle and hole indices explicit, one obtains equivalently

$$\rho_{ab}(\Omega) = 0,$$

(54a)

$$\rho_{ij}(\Omega) = \delta_{ij},$$

(54b)

$$\rho_{aj}(\Omega) = \rho_{aj}^{ph}(\Omega).$$

(54c)

Similarly, one introduces

$$\langle 1 - \rho(\Omega) \rangle_{\alpha\beta} \equiv \frac{\langle \Phi | a_{\alpha} a_{\beta}^{\dagger} | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle},$$

(55)

whose properties can be summarized through

$$\langle 1 - \rho(\Omega) \rangle_{ab} = \delta_{ab},$$

(56a)

$$\langle 1 - \rho(\Omega) \rangle_{ab} = 0,$$

(56b)

$$\langle 1 - \rho(\Omega) \rangle_{ij} = 0,$$

(56c)

$$\langle 1 - \rho(\Omega) \rangle_{aj} = -\rho_{aj}^{ph}(\Omega).$$

(56d)

D. Unperturbed off-diagonal propagator

The unperturbed off-diagonal one-body propagator $G_{0}^{\beta}(\Omega)$ is defined through its matrix elements in the eigen-basis of $H_{0}$

$$\langle \alpha_{1}\tau_{1}|G_{0}^{\beta}(\Omega)|\beta\tau_{2}\rangle \equiv \frac{\langle \Phi | T[a_{\alpha}(\tau_{1})a_{\beta}^{\dagger}(\tau_{2})]|\Phi(\Omega)\rangle}{\langle \Phi | \Phi(\Omega) \rangle},$$

(57)

where $T$ denotes the time ordering operator. Combining Eqs. (41) and (53) together with the anti-commutation of creation and annihilation operators, one rewrites the propagator as

$$G_{0}^{\alpha\beta}(\tau_{1}, \tau_{2}; \Omega) = e^{-\tau_{1}(e_{a}-\mu)} e^{\tau_{2}(e_{\beta}-\mu)} \{ \theta (\tau_{1} - \tau_{2}) (1 - \rho(\Omega))_{\alpha\beta} - \theta (\tau_{2} - \tau_{1}) \rho_{\alpha\beta}(\Omega) \}$$

$$\equiv G_{0}^{\alpha\beta}(\tau_{1}, \tau_{2}) + G_{0}^{\alpha\beta, ph}(\tau_{1}, \tau_{2}; \Omega),$$

(58)

where $\theta (\tau)$ is the Heaviside function and where

$$G_{0}^{\alpha\beta}(\tau_{1}, \tau_{2}) \equiv -e^{-\tau_{1}(e_{a}-\mu)} \{ \theta (\tau_{1} - \tau_{2}) (1 - n_{\alpha}) - \theta (\tau_{2} - \tau_{1}) n_{\alpha} \} \delta_{\alpha\beta},$$

(59a)

$$G_{0}^{\alpha\beta, ph}(\tau_{1}, \tau_{2}; \Omega) \equiv -e^{-\tau_{1}(e_{a}-\mu)} e^{\tau_{2}(e_{\beta}-\mu)} (1 - n_{\alpha}) n_{\beta} \rho_{\alpha\beta}^{ph}(\Omega).$$

(59b)

The propagator $G_{0}^{\alpha\beta}(\tau_{1}, \tau_{2}; \Omega)$ is displayed diagrammatically in Fig. 2, where its $\Omega$ dependence is left implicit. The $\Omega$-independent part $G_{0} = G_{0}(0)$ is nothing but the standard unperturbed propagator associated with $|\Phi>$. Correspondingly, the $\Omega$-dependent (purely off-diagonal) part $G_{0, ph}(\Omega)$, which connects particle bras to hole kets, vanishes for $\Omega = 0$, i.e. $G_{0, ph}(0) = 0$. Whereas $G_{0}$ depends only on the difference of its time arguments, it is not the case of $G_{0, ph}(\Omega)$. In both contributions, one further notices that the factors appearing in front of the (positive) time variables are all strictly negative. The equal time propagator must be treated separately. Because it only arises from the contraction of two operators belonging to the same vertex, it must be related to the part of $G_{0}^{\alpha\beta}(\tau_{1}, \tau_{2}; \Omega)$ that displays the creation and annihilation operators in the order $a_{\beta}^{\dagger}(\tau_{2}) a_{\alpha}(\tau_{1})$. Given the definition of $G_{0}^{\alpha\beta}(\tau_{1}, \tau_{2}; \Omega)$, this corresponds to defining the equal-time propagator according to

$$G_{0}^{\alpha\beta}(\tau, \tau; \Omega) \equiv \frac{\langle \Phi | a_{\beta}^{\dagger}(\tau_{1}) a_{\alpha}(\tau) | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle}$$

$$= -e^{-\tau(e_{a}-e_{\beta})} \rho_{\alpha\beta}(\Omega)$$

$$\equiv G_{0}^{\alpha\beta}(\tau, \tau) + G_{0}^{\alpha\beta, ph}(\tau, \tau; \Omega),$$

(60)
FIG. 2. Diagrammatic representation of the unperturbed off-diagonal one-body propagator $G^0_{\alpha\beta}(\tau_1, \tau_2; \Omega)$.

where

$$G^0_{\alpha\beta}(\tau, \tau) \equiv -n_{\alpha} \delta_{\alpha\beta}, \quad (61a)$$

$$G^{0, ph}_{\alpha\beta}(\tau, \tau; \Omega) \equiv -e^{-\tau(e_{\alpha} - e_{\beta})}(1 - n_{\alpha} n_{\beta}) \rho^{ph}_{\alpha\beta}(\Omega) \quad (61b)$$

The diagonal equal-time propagator $G^0_{\alpha\beta}(\tau, \tau)$ is independent of $\tau$ whereas $G^{0, ph}_{\alpha\beta}(\tau, \tau; \Omega)$ does depend on time.

$$N(\tau, \Omega) = \langle \Phi | e^{-\tau H_0} T e^{-\int_0^\tau dt H_1(t)} | \Phi(\Omega) \rangle$$

$$= e^{-\tau e_0} \langle \Phi \left\{ 1 - \int_0^\tau d\tau_1 H_1(\tau_1) + \frac{1}{2!} \int_0^\tau d\tau_1 d\tau_2 T [H_1(\tau_1) H_1(\tau_2)] + \ldots \right\} | \Phi(\Omega) \rangle$$

$$= e^{-\tau e_0} \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} \int_0^\tau d\tau_1 \ldots d\tau_k \sum_{\alpha_1} \sum_{\beta_1} \sum_{\gamma_1} \frac{1}{2} \sum_{\alpha_2} \sum_{\beta_2} \sum_{\gamma_2} \sum_{\delta_2} v_{\alpha_1 \beta_1 \gamma_1 \delta_1} \ldots \frac{1}{2} v_{\alpha_2 \beta_2 \gamma_2 \delta_2} \ldots$$

$$\times \langle \Phi | T \left[ a^{\dagger}_{\alpha_1} (\tau_1) a^{\dagger}_{\beta_1} (\tau_1) a_{\delta_1} (\tau_1) a_{\gamma_1} (\tau_1) \ldots a^{\dagger}_{\alpha_k} (\tau_k) a^{\dagger}_{\beta_k} (\tau_k) a_{\delta_k} (\tau_k) a_{\gamma_k} (\tau_k) \right] | \Phi(\Omega) \rangle$$

$$+ \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} \int_0^\tau d\tau_1 \ldots d\tau_k \sum_{\alpha_3} \sum_{\beta_3} \sum_{\gamma_3} \sum_{\delta_3} (-u_{\alpha_3 \beta_3}) \ldots (-u_{\alpha_k \beta_k}) \langle \Phi | T \left[ a^{\dagger}_{\alpha_3} (\tau_1) a_{\beta_3} (\tau_1) \ldots a^{\dagger}_{\alpha_k} (\tau_k) a_{\beta_k} (\tau_k) \right] | \Phi(\Omega) \rangle$$

$$+ \text{all cross terms involving both } V \text{ and } -U \right\}.$$  

(64)

The off-diagonal matrix elements of products of time-dependent field operators appearing in Eq. (64) can be expressed [61] as the sum of all possible systems of products of elementary contractions $G^0_{\alpha\beta}(\tau_1, \tau_2; \Omega)$ (Eq. (57)), eventually multiplied by the unperturbed norm kernel $N(\tau, 0)$. Details of the diagrammatic approach are given in App. 18.

The above considerations rely on a generalized Wick theorem for matrix elements of products of field operators between different (non-orthogonal) left and right vacua, i.e. presently $\langle \Phi |$ and $| \Phi(\Omega) \rangle$. This constitutes an efficient way to deal exactly with the presence of the rotation operator $R(\Omega)$. The off-diagonal Wick theorem [61] only holds for matrix elements of products of operators, i.e. no extension of the standard Wick theorem holds for the operators themselves and no analogue of normal ordering can be used in the present context.

2. Exponentiation of connected diagrams

Diagrams representing the off-diagonal norm kernel are vacuum-to-vacuum diagrams, i.e. diagrams with no incoming or outgoing external lines. In general, a diagram consists of disconnected parts which are joined neither by vertices nor by propagators. Consider a diagram contributing to Eq. (64) and consisting of $n_1$ identical unlabeled connected parts $\Gamma_1(\tau, \Omega)$, of $n_2$ identical unlabeled connected parts $\Gamma_2(\tau, \Omega)$, and so on. Using for simplicity the same symbol to designate both the diagram and its contribution, the latter is

$$[\Gamma_1(\tau, \Omega)]^{n_1} [\Gamma_2(\tau, \Omega)]^{n_2} \ldots \quad (65)$$

E. Expansion of the evolution operator

As recalled in App. [A], the "evolution operator" can be expanded in powers of $H_1$ under the form

$$U(\tau) = e^{-\tau H_0} T e^{-\int_0^\tau dt H_1(t)}, \quad (62)$$

where

$$H_1(\tau) \equiv e^{\tau H_0} H_1 e^{-\tau H_0}, \quad (63)$$

defines the perturbation in the interaction representation.

F. Norm kernel

1. Expansion

Expressing $V$ and $-U$ (and thus $H_1$) in the eigenbasis of $H_0$, one obtains from Eq. (62)}
More specifically, taking by splitting each propagator \( G \) alona, MBPT [62]. For a given diagram where \( \Omega \) can always be split according to vacuum-to-vacuum diagrams of order \( n \).

3. Computing diagrams

First- and second-order diagrams contributing to \( n(\tau, \Omega) \) are displayed in Figs. 3 and 4 respectively, where a propagator line denotes \( G_0(\Omega) \). The actual calculation of the diagrams is performed in detail in App. B. For illustration, the starting expression of the first diagram appearing in Fig. 3 reads as

\[
N(\tau, \Omega) = e^{-\tau \epsilon_0 + n(\tau, \Omega)} \langle \Phi|\Phi(\Omega) \rangle ,
\]

(67)

where \( n(\tau, \Omega) \equiv \sum_{n=1}^{\infty} n^{(n)}(\tau, \Omega) \), with \( n^{(n)}(\tau, \Omega) \) the sum of all \( \Omega \)-dependent connected vacuum-to-vacuum diagrams of order \( n \).

4. Dependence on \( \tau \) and \( \Omega \)

Diagrams \( n^{(n)}(\tau, \Omega) \) can always be split according to

\[
n^{(n)}(\tau, \Omega) \equiv n^{(n)}(\tau) + \mathcal{N}^{(n)}(\tau, \Omega) ,
\]

(70)

where \( n^{(n)}(\tau) \equiv n^{(n)}(\tau, 0) \) is the sum of vacuum-to-vacuum connected diagrams arising in standard, i.e. diagonal, MBPT [62]. For a given diagram \( n^{(n)}(\tau, \Omega) \) the two terms on the right hand-side of Eq. (70) are obtained by splitting each propagator \( G_0(\Omega) \) according to Eqs. 65 - 69. More specifically, \( n^{(n)}(\tau) \) is obtained by replacing all propagators \( G_0(\Omega) \) by diagonal ones \( G^0 \). Correspondingly, \( \mathcal{N}^{(n)}(\tau, \Omega) \) sums the contributions generated by taking at least one propagator to be \( G^{0,\rho}(\Omega) \). As a consequence of Eq. 70, Eq. 67 becomes

\[
N(\tau, \Omega) \equiv N(\tau, 0) e^{\mathcal{N}(\tau, \Omega)} \langle \Phi|\Phi(\Omega) \rangle ,
\]

(71)

where

\[
N(\tau, 0) = e^{-\tau \epsilon_0 + n(\tau)} ,
\]

(72)

\[
e^{\Gamma_1 + \Gamma_2 + \ldots} .
\]

(66)

Consequently, the norm can be written as

\[
N(\tau, \Omega) = e^{-\tau \epsilon_0 + n(\tau, \Omega)} \langle \Phi|\Phi(\Omega) \rangle ,
\]

where \( n(\tau, \Omega) \equiv \sum_{n=1}^{\infty} n^{(n)}(\tau, \Omega) \), with \( n^{(n)}(\tau, \Omega) \) the sum of all \( \Omega \)-dependent connected vacuum-to-vacuum diagrams of order \( n \).
\[ H(\tau, \Omega) = \langle \Phi | e^{-\tau H_0} T e^{-\int_0^\tau dt H_1(t)} (T + V) | \Phi(\Omega) \rangle \]

\[ = e^{-\tau \varepsilon_0} \langle \Phi | T(0) - \int_0^\tau d\tau_1 T [H_1(\tau_1) T(0)] + \frac{1}{2!} \int_0^\tau d\tau_1 d\tau_2 T [H_1(\tau_1) H_1(\tau_2) T(0)] + \ldots | \Phi(\Omega) \rangle \]

\[ = e^{-\tau \varepsilon_0} \left\{ \sum_{p=0}^{\infty} \frac{(-\eta p)^p}{p!} \int_0^\tau d\tau_1 \ldots d\tau_p \sum_{\alpha_1 \beta_1 \gamma_1 \delta_1} \frac{1}{2} \sum_{\alpha_p \beta_p \gamma_p \delta_p} \sum_{\epsilon_\zeta} v_{\alpha_1 \beta_1 \gamma_1 \delta_1} \ldots v_{\alpha_p \beta_p \gamma_p \delta_p} \sum_{\epsilon_\zeta} t_{\epsilon_\zeta} \right. \]

\[ \times \langle \Phi | T \left[ a_{\alpha_1}^\dagger (\tau_1) a_{\beta_1}^\dagger (\tau_1) a_{\delta_1} (\tau_1) a_{\gamma_1} (\tau_1) \ldots a_{\alpha_p}^\dagger (\tau_p) a_{\beta_p}^\dagger (\tau_p) a_{\delta_p} (\tau_p) a_{\gamma_p} (\tau_p) a_{\epsilon_\zeta} (0) a_{\zeta} (0) \right] | \Phi(\Omega) \rangle \]

\[ + \sum_{p=0}^{\infty} \frac{(-\eta p)^p}{p!} \int_0^\tau d\tau_1 \ldots d\tau_p \sum_{\alpha_1 \beta_1} \ldots \sum_{\alpha_p \beta_p} (-u_{\alpha_1 \beta_1}) \ldots (-u_{\alpha_p \beta_p}) \sum_{\epsilon_\zeta} t_{\epsilon_\zeta} \]

\[ \times \langle \Phi | T \left[ a_{\alpha_1}^\dagger (\tau_1) a_{\beta_1} (\tau_1) \ldots a_{\alpha_p}^\dagger (\tau_p) a_{\beta_p} (\tau_p) a_{\epsilon_\zeta} (0) a_{\zeta} (0) \right] | \Phi(\Omega) \rangle \]

\[ + \text{all cross terms involving both } V \text{ and } -U \]

\[ + \text{the same set of terms obtained when replacing } T(0) \text{ by } V(0) \}. \]

(75)
vacuum-to-vacuum diagrams of order $n$.

We have assigned a fictitious time $t = 0$ to the time-independent operators $T$ and $V$ stemming from $H$ in the definition of $H(\tau, \Omega)$. This allows us to insert them inside the product of time-ordered operators. Expansion $75$ differs from the one of $N(\tau, \Omega)$ by the presence of the operator $T$ or $V$ at a fixed time ($t = 0$). Consequences are discussed at length in App. C. Just as for $N(\tau, \Omega)$, it is possible to express $H(\tau, \Omega)$ diagrammatically

$$H(\tau, \Omega) = e^{-\tau c_0} \sum_{n=0}^{\infty} \left[ T^{(n)}(\tau, \Omega) + V^{(n)}(\tau, \Omega) \right] \langle \Phi | \Phi(\Omega) \rangle ,$$

where $T^{(n)}(\tau, \Omega)$ ($V^{(n)}(\tau, \Omega)$) denotes the sum of all vacuum-to-vacuum diagrams of order $n$ that include the operator $T$ ($V$) at fixed time $t = 0$. The convention is that the zero-order diagram $T^{(0)}(\tau, \Omega)$ ($V^{(0)}(\tau, \Omega)$) solely contains the fixed-time operator $T$ ($V$).

2. Exponentiation of disconnected diagrams

Any diagram $T^{(n)}(\tau, \Omega)$ ($V^{(n)}(\tau, \Omega)$) consists of a part that is linked to the operator $T(0)$ ($V(0)$), i.e. that results from contractions involving the creation and annihilation operators of $T(0)$ ($V(0)$), and parts that are unlinked. Effectively, each vacuum-to-vacuum diagram linked to $T(0)$ ($V(0)$) multiplies the complete set of vacuum-to-vacuum diagrams making up $N(\tau, \Omega)$. As a result, one obtains the factorization

$$H(\tau, \Omega) \equiv h(\tau, \Omega) N(\tau, \Omega),$$

with

$$h(\tau, \Omega) \equiv t(\tau, \Omega) + v(\tau, \Omega) \equiv \sum_{n=0}^{\infty} \left[ t^{(n)}(\tau, \Omega) + v^{(n)}(\tau, \Omega) \right],$$

where $t(\tau, \Omega)$ ($v(\tau, \Omega)$) denotes the sum of all connected vacuum-to-vacuum diagrams of order $n$ linked to $T(0)$ ($V(0)$).

The fact that the (reduced) kernel of an operator $O$ ($Q$) factorizes into its linked/connected part $o(\tau, \Omega)$ times the (reduced) norm kernel $N(\tau, \Omega)$ ($N(\tau, \Omega)$) is a fundamental result that will be exploited extensively in the remainder of the paper.

3. Large $\tau$ limit

According to Eq. 28, $N(\tau, \Omega)$ and $H(\tau, \Omega)$ carry the same dependence on $\Omega$ in the large $\tau$ limit, which leads to the remarkable result that the sum of all vacuum-to-vacuum diagrams linked to the fixed-time operator $H(0)$ is independent of $\Omega$ in this limit, i.e.

$$\frac{\partial}{\partial \Omega} h(\Omega) = \frac{\partial}{\partial \Omega} \sum_{n=0}^{\infty} h^{(n)}(\Omega) = 0.$$ (79)

Of course, each individual contribution $h^{(n)}(\Omega)$ or any partial sum of diagrams carries a dependence on $\Omega$ that results from performing the expansion around the symmetry-breaking state $|\Phi\rangle$. Equation 29 underlines the fact that, while the dependence of $R(\Omega)$ on $\Omega$ is genuine, it is not the case for $h(\Omega)$.

4. Computing diagrams

Zero- and first-order diagrams contributing to $t(\tau, \Omega)$ and $v(\tau, \Omega)$ are displayed in Figs. 5 and 6, respectively. The actual calculation of those diagrams is performed in detail in App. C. For illustration, the starting expressions of the zero order contribution to $v(\tau, \Omega)$, along with the first first-order diagram appearing in Fig. 6 are given by

$$v^{(0)}(\tau, \Omega) = \frac{1}{2} \sum_{\alpha\beta\gamma\delta} \bar{v}_{\alpha\beta\gamma\delta} v_{\gamma\alpha\delta} G^0_{\gamma\alpha}(0, 0; \Omega) G^0_{\delta\beta}(0, 0; \Omega),$$

and

$$v^{(1)}(\tau, \Omega) = \frac{1}{4} \sum_{\alpha\beta\gamma\delta} \sum_{\epsilon\zeta\eta\theta} \int_0^\tau d\tau_1 \bar{v}_{\alpha\beta\gamma\delta} \bar{v}_{\epsilon\zeta\eta\theta} G^0_{\gamma\epsilon}(0, \tau_1; \Omega) G^0_{\zeta\alpha}(\tau_1, 0; \Omega) G^0_{\delta\epsilon}(0, \tau_1; \Omega) G^0_{\delta\beta}(\tau_1, 0; \Omega).$$ (81)
FIG. 6. Zero- and first-order Feynman diagrams contributing to \( v(\tau, \Omega) \).

respectively.

V. COUPLED CLUSTER EXPANSION

Having their MBPT expansions at hand, we now design the coupled cluster expansions of \( H(\tau, \Omega) \) and \( N(\tau, \Omega) \).

A. Energy kernel

We first show that the perturbative expansion of the linked/connected kernel \( h(\tau, \Omega) \) can be recast in terms of an exponentiated cluster operator whose expansion naturally terminates.

FIG. 7. Feynman diagrams representing one- (first line) and two-body (second line) cluster amplitudes.
We introduce the $\tau$- and $\Omega$-dependent $n$-body cluster operator through

$$T_n^\dagger(\tau, \Omega) \equiv \left(\frac{1}{n!}\right)^2 \sum_{\alpha, \beta, \gamma, \delta} \int_0^\tau \prod_{k=1}^{2n} d\tau_k T_{\alpha, \beta, \gamma, \delta}^\dagger(\tau_1, \ldots, \tau_n, \tau_{n+1}, \ldots, \tau_{2n}; \Omega) T[a_\alpha(\tau_1) \ldots a_\beta(\tau_n) a_\delta(\tau_{2n}) \ldots a_\gamma(\tau_{n+1})](82)$$

where the Feynman amplitude $T_{\alpha_1 \ldots \alpha_n, \alpha_{n+1} \ldots \alpha_{2n}}(\tau_1, \ldots, \tau_n, \tau_{n+1}, \ldots, \tau_{2n}; \Omega)$ is antisymmetric under the exchange of $(a_k, \tau_k)$ and $(a_l, \tau_l)$ whenever $(k, l) \in \{1, \ldots, n\}^2$ or $(n+1, \ldots, 2n)^2$. One- and two-body cluster amplitudes are represented diagrammatically in Fig. 8. For historical reasons, the operators introduced in Eq. 82 reduce to the Hermitian conjugate of the usual cluster operators when considering the diagonal energy kernel, i.e. $\Omega = 0$.

As discussed in Sec. IV G, $t(\tau, \Omega)$ and $v(\tau, \Omega)$ represent the infinite set of connected diagrams linked at time zero to the one-body operator $T$ and to the two-body operator $V$, respectively. By virtue of their linked character, diagrams entering $t(\tau, \Omega)$ necessarily possess the topology of one of the two diagrams represented in Fig. 8. Similarly, those entering $v(\tau, \Omega)$ necessarily possess the topology of one of the four diagrams represented in Fig. 9. In both cases, the first diagram simply isolates the contribution with no propagating legs, i.e. the zero-order contribution associated with the matrix elements of $T$ and $V$ between the reference state and its rotated partner.

All diagrams entering $t(\tau, \Omega)$ beyond zero order are thus captured by the second topology in Fig. 8. This leads to defining the one-body cluster amplitude $T_{\alpha, \beta}^\dagger(\tau_1, \tau_2; \Omega)$ as the complete sum of connected diagrams generated through perturbation theory with one line entering at an arbitrary time $\tau_2$ and one line exiting at an arbitrary time $\tau_1$. In Fig. 8, these two lines propagate downwards to contract with $T$ at time zero. Similarly, all diagrams beyond zero order entering $v(\tau, \Omega)$ are captured by the last three topologies in Fig. 9. This leads to defining the two-body cluster amplitude $T_{\alpha, \beta, \gamma, \delta}^\dagger(\tau_1, \tau_2, \tau_3, \tau_4; \Omega)$ as the complete sum of connected diagrams with two lines entering at arbitrary times $\tau_3$ and $\tau_4$, and two lines exiting at arbitrary times $\tau_1$ and $\tau_2$. In the third diagram of Fig. 9, these four lines propagate downwards to contract with $V$ at time zero. This definition trivially extends to higher-body cluster operators. First-order expressions of $T_{\alpha, \beta, \gamma, \delta}^\dagger(\tau_1, \tau_2, \tau_3, \tau_4; \Omega)$ and $T_1^\dagger(\tau, \Omega) \equiv T_{\alpha, \beta}^\dagger(\tau_1, \tau_2; \Omega)$ are provided in Sec. IV A.

Thus, the introduction of cluster operators allows one to group the complete set of linked/connected vacuum-to-vacuum diagrams making up $t(\tau, \Omega)$ and $v(\tau, \Omega)$ under the form

$$t(\tau, \Omega) = \langle \Phi | T + T_1^\dagger(\tau, \Omega) T | \Phi(\Omega) \rangle_c \langle \Phi | \Phi(\Omega) \rangle^{-1}, \quad (83a)$$

$$v(\tau, \Omega) = \langle \Phi | V + T_1^\dagger(\tau, \Omega) V + T_2^\dagger(\tau, \Omega) V + \frac{1}{2} T_1^2(\tau, \Omega) V | \Phi(\Omega) \rangle_c \langle \Phi | \Phi(\Omega) \rangle^{-1}, \quad (83b)$$

where the subscript $c$ means that cluster operators are all linked to $T$ or $V$ through strings of contractions but are not connected together. Contractions between creation and annihilation operators within a given cluster operator are also excluded in Eq. 83. As off-diagonal contractions within a given cluster operator are not zero a priori, the rule that those contractions are to be excluded when computing contributions to Eq. 83 must be stated explicitly here. The Hamiltonian being of two-body character, the sum of terms in Eq. 83 does exhaust exactly the complete set of diagrams generated through perturbation theory. The $1/2$ factor entering the last term of Eq. 83 can
be justified order by order by considering a contribution $\mathcal{T}_1^{(n)}(\tau, \Omega)$ extracted from an arbitrary diagram of order $n$ having the topology of the second term of Eq. 83a (or of Eq. 83b). The corresponding contribution to $v(\tau, \Omega)$ of order $2n$ associated with the last term of Eq. 83b acquires a factor 1/2 because exchanging at once all time labels entering the two identical $\mathcal{T}_1^{(n)}(\tau, \Omega)$ pieces provides an equivalent diagram. This is nothing but the counting associated with so-called equivalent cluster operators in standard CC theory [18].

Eventually, one can rewrite Eq. 83 under the characteristic form

$$h(\tau, \Omega) = \frac{\langle \Phi | e^{\mathcal{T}^\dagger(\tau, \Omega)} H | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle_c},$$

$$\mathcal{T}^\dagger(\tau, \Omega) \equiv \sum_{A=1}^A \mathcal{T}^\dagger_A(\tau, \Omega),$$

given that no cluster operator beyond $\mathcal{T}^\dagger_1$ and $\mathcal{T}^\dagger_2$ can actually contribute to the linked/connected kernels $t(\tau, \Omega)$ and $v(\tau, \Omega)$. Again, it is understood that (i) cluster operators must all be linked to $H$ and that (ii) no contraction can occur among cluster operators or within a given cluster operator when expanding back the exponential. Contracting creation and annihilation operators originating from different cluster operators (e.g. from $\mathcal{T}^\dagger_1$ and $\mathcal{T}^\dagger_2$) or within the same cluster operator generate diagrams that are already contained in a connected cluster of lower rank $\mathcal{T}^\dagger_n$ and would thus lead to double counting. The fact that Eq. 84 does indeed reduce to Eq. 83 generalizes to off-diagonal energy kernels the natural termination of the CC expansion of the standard, i.e. diagonal, energy kernel. This termination and the connected nature of the resulting terms are usually obtained from the similarity transformed Hamilton operator $\tilde{H} \equiv e^{-\mathcal{T} H} e^{\mathcal{T}}$ on the basis of the Baker-Campbell-Hausdorff identity and the standard Wick theorem [18]. In the present case, such a property cannot be obtained directly given that the off-diagonal Wick theorem does not apply to operators but only to their fully contracted part, i.e. to the matrix element $\langle \Phi | O \Phi(\Omega) \rangle$ [61]. This is the reason why obtaining such a crucial result has required a long detour through perturbation theory applied to off-diagonal kernels.

2. Computation of CC diagrams

The two contributions in Eq. 83a corresponding to the diagrams displayed in Fig. 8 read explicitly as

$$\frac{\langle \Phi | T | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle_c} = - \sum_{\alpha \beta} t_{\alpha \beta} G^0_{\beta \alpha}(0, 0; \Omega),$$

$$\frac{\langle \Phi | T^\dagger(\tau, \Omega) T | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle_c} = - \sum_{\alpha \beta} t_{\alpha \beta} \int_0^\tau d\tau_1 \int_0^\tau d\tau_2 T^\dagger_{\alpha \beta}(\tau_1, \tau_2; \Omega) G^0_{\beta \alpha}(\tau_2, 0; \Omega) G^0_{\gamma \delta}(0, \tau_1; \Omega).$$
while those appearing in Eq. 83b, corresponding to the diagrams displayed in Fig. 9 are

\[
\frac{\langle \Phi | V | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle} = \frac{1}{2} \sum_{\alpha_\beta \gamma \delta} \bar{v}_{\alpha_\beta \gamma \delta} G^0_{\gamma \alpha}(0, 0; \Omega) G^0_{\delta \beta}(0, 0; \Omega), \tag{86a}
\]

\[
\frac{\langle \Phi | T_1^\dagger(\tau, \Omega) V | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle} = \sum_{\alpha_\beta \gamma \delta} \bar{v}_{\alpha_\beta \gamma \delta} G^0_{\gamma \alpha}(0, 0; \Omega) \sum_{\zeta \epsilon \theta} \int_0^\tau \int_0^\tau d\tau_1 d\tau_2 T^\dagger_{c \zeta \epsilon \theta}(\tau_1, \tau_2; \Omega) G^0_{\zeta \beta}(\tau_2, 0; \Omega) G^0_{\epsilon \delta}(0, \tau_1; \Omega), \tag{86b}
\]

\[
\frac{\langle \Phi | T_2^\dagger(\tau, \Omega) V | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle} = \frac{1}{4} \sum_{\alpha_\beta \gamma \delta} \bar{v}_{\alpha_\beta \gamma \delta} \sum_{\zeta \epsilon \theta \eta} \int_0^\tau \int_0^\tau \int_0^\tau d\tau_1 d\tau_2 d\tau_3 d\tau_4 T^\dagger_{c \zeta \epsilon \theta \eta}(\tau_1, \tau_2, \tau_3, \tau_4; \Omega) G^0_{\zeta \alpha}(\tau_2, 0; \Omega) G^0_{\epsilon \delta}(0, \tau_1; \Omega) \times G^0_{\eta \gamma}(0, \tau_3; \Omega). \tag{86d}
\]

One- and two-body cluster operators can be rewritten in terms of Goldstone amplitudes as

\[
T_1^\dagger(\tau, \Omega) = \frac{1}{(1!)^2} \sum_{\alpha \beta} T_{1 \alpha \beta}(\tau, \Omega) a^\dagger_{\alpha} a_{\beta}, \tag{87a}
\]

\[
T_2^\dagger(\tau, \Omega) = \frac{1}{(2!)^2} \sum_{\alpha_\beta \gamma \delta} T_{2 \alpha_\beta \gamma \delta}(\tau, \Omega) a^\dagger_{\alpha} a^\dagger_{\beta} a_{\delta} a_{\gamma}. \tag{87b}
\]

where

\[
T_{\alpha \beta}(\tau, \Omega) = \int_0^\tau \int_0^\tau d\tau_1 d\tau_2 T_{\alpha \beta}(\tau_1, \tau_2; \Omega) e^{\tau_1 (\epsilon_a - \mu)} e^{\tau_2 (\mu - \epsilon_a)}; \tag{88a}
\]

\[
T_{\alpha_\beta \gamma \delta}(\tau, \Omega) = \int_0^\tau \int_0^\tau \int_0^\tau \int_0^\tau d\tau_1 d\tau_2 d\tau_3 d\tau_4 T_{\alpha_\beta \gamma \delta}(\tau_1, \tau_2, \tau_3, \tau_4; \Omega) e^{\tau_1 (\epsilon_a - \mu)} e^{\tau_2 (\epsilon_s - \mu)} e^{\tau_3 (\mu - \epsilon_s)} e^{\tau_4 (\mu - \epsilon_s)}; \tag{88b}
\]

Matrix elements of $T_2^\dagger(\tau, \Omega)$ are anti-symmetric under the exchange of pairs of in-going or out-going indices. Expanding the propagators according to Eq. 88 and making use of Eq. 88, Eqs. 85 and 86 become

\[
\frac{\langle \Phi | T_1^\dagger(\tau, \Omega) | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle} = \sum_i t_{ii} + \sum_{ia} t_{ia} \rho^{ph}_{ai}(\Omega), \tag{89a}
\]

\[
\frac{\langle \Phi | T_1^\dagger(\tau, \Omega) T_2^\dagger(\tau, \Omega) | \Phi(\Omega) \rangle_c}{\langle \Phi | \Phi(\Omega) \rangle} = \sum_{ia} T^\dagger_{ia}(\tau, \Omega) t_{ai} + \sum_{ia} T^\dagger_{ia}(\tau, \Omega) t_{ab} \rho^{ph}_{ab}(\Omega) - \sum_{ija} T^\dagger_{ia}(\tau, \Omega) \rho^{ph}_{aj}(\Omega) t_{ji}. \tag{89b}
\]

8 Up to the factor 1/2 that must multiply Eq. 86d to match the corresponding diagram.

9 The same operation trivially follows for any $n$-tuple cluster operator $T_n^\dagger(\tau, \Omega)$.
\begin{align}
\langle \Phi | V | \Phi (\Omega) \rangle & = \frac{1}{2} \sum_{ij} \tilde{v}_{ijij} \\
& + \frac{1}{2} \sum_{ijc} \tilde{v}_{ijcj} \rho_{cij}^{ph} (\Omega) + \frac{1}{2} \sum_{ijd} \tilde{v}_{ijid} \rho_{dij}^{ph} (\Omega) \\
& + \frac{1}{2} \sum_{ijab} \tilde{v}_{ijab} \rho_{aib}^{ph} (\Omega) \rho_{baj}^{ph} (\Omega),
\end{align}

(89c)
3. Compact algebraic expressions

Algebraic expressions \(|\psi\rangle\rangle\) lead to two observations. First, they solely invoke hole-particle matrix elements of \(T^+_1(\tau, \Omega)\) and \(T^+_2(\tau, \Omega)\). This is a consequence of the connected character of the matrix elements in Eqs. \(89\) and \(84\), which itself derives from the necessity to forbid any double counting of perturbation theory diagrams through introduction of connected cluster operators. Second, they are lengthy and seem hardly amenable to an efficient implementation in a CC code. However, they can be compacted efficiently by working with convenient left and right bi-orthogonal single-particle bases that we now introduce.

The right basis \(\{|\tilde{\alpha}\rangle\}\) is obtained by applying the non-unitary transformation

\[
D(\Omega) \equiv \mathbb{1} + \rho^{ph}(\Omega),
\]

onto the original basis \(\{|\alpha\rangle\}\). Omitting for notational simplicity the explicit \(\Omega\) dependence of the basis states thus obtained and separating original particle and hole states provides

\[
|i\rangle = |i\rangle + \sum_{kc} |c\rangle R_{ck}(\Omega)M^{-1}_{ki}(\Omega), \quad (91a)
\]

\[
|\tilde{a}\rangle = |a\rangle. \quad (91b)
\]

Particle kets are thus left unchanged. The left basis \(\{|\tilde{\alpha}\rangle\}\) is similarly obtained by applying the transformation

\[
D^{-1}(\Omega) \equiv \mathbb{1} - \rho^{ph}(\Omega), \quad (92)
\]

onto the original basis \(\{|\alpha\rangle\}\) such that

\[
|\tilde{j}\rangle = |j\rangle, \quad (93a)
\]

\[
|\tilde{b}\rangle = |b\rangle - \sum_{kl} R_{bk}(\Omega)M^{-1}_{kl}(\Omega) \langle l|. \quad (93b)
\]

Hole bras are thus left unchanged. Although we use for simplicity the same notation to characterize left- and right-basis states, the tilde is meant to underline their bi-orthogonal character. The latter, indicated by \(\langle \tilde{\alpha}|\tilde{\beta}\rangle = \delta_{\alpha\beta}\), derives from \(D^{-1}(\Omega)D(\Omega) = \mathbb{1}\), which can be easily verified.

With these bi-orthogonal bases at hand, it is tedious but straightforward to demonstrate that the contributions to \(t(\tau, \Omega)\) and \(v(\tau, \Omega)\) in Eq. \(89\) can be rewritten as
matrix elements refer to the associated bi-orthogonal system
diagonal matrix elements expressed in terms of Wick theorem, are equal to the corresponding
diagonal off-diagonal angle through the bi-orthogonal basis states. Consequently, the routines used to compute those expressions in a standard CC code can be utilized directly at the price of computing and storing matrix elements of $T$ and $V$ in the bi-orthogonal system, which can be achieved by matrix-matrix multiplication. Noticeably, the contributions to the energy at play in standard CC theory are recovered from Eq. (94) for $\Omega = 0$ given that the bi-orthogonal bases reduce to the original one in this case, i.e. $\tilde{T}(0) = T$ and $\tilde{V}(0) = V$.

4. First-order perturbation theory

Feynman diagrams contributing to one- and two-body cluster amplitudes at first order in perturbation theory are displayed in Fig. 10 and give

\[ h(\tau, \Omega) = \frac{\langle \Phi|e^{T(\tau, \Omega)} H|\Phi(\Omega)\rangle_c}{\langle \Phi|\Phi(\Omega)\rangle_c} \]  

Correspondingly, the algebraic expressions obtained in Eq. (11) are formally identical to standard CC equations [18], with the sole difference that one must insert matrix elements expressed in the bi-orthogonal system rather than in the original eigenbasis of $H_0$. Consequently, the off-diagonal linked/connected kinetic- and potential-energy kernels, originally expanded on the basis of the off-diagonal Wick theorem, are equal to the corresponding diagonal matrix elements expressed in terms of transformed kinetic- and potential-energy operators and expanded on the basis of the standard, i.e. diagonal, Wick theorem [64]. This key result can be summarized as

\[
\begin{align*}
\langle \Phi|T(\tau, \Omega) T(\Omega)|\Phi\rangle_c &= \sum_i t_{ii}(\Omega) \equiv \langle \Phi|\tilde{T}(\Omega)|\Phi\rangle, \\
\langle \Phi|T_1^+(\tau, \Omega) T(\Omega)|\Phi\rangle_c &= \sum_{ia} T_{ia}(\tau, \Omega) t_{ai}(\Omega) \\
\langle \Phi|T_1^+(\tau, \Omega) V(\Omega)|\Phi\rangle_c &= \frac{1}{2} \sum_{ij} \tilde{V}_{ij}(\Omega) \\
\langle \Phi|T_2^+(\tau, \Omega) V(\Omega)|\Phi\rangle_c &= \frac{1}{4} \sum_{ijab} T_{ijab}(\tau, \Omega) \tilde{V}_{abij}(\Omega) \\
\langle \Phi|T_1^{+2}(\tau, \Omega) V(\Omega)|\Phi\rangle_c &= \sum_{ijab} T_{ija}(\tau, \Omega) T_{jib}^+(\tau, \Omega) \tilde{V}_{abij}(\Omega)
\end{align*}
\]

where an argument $\Omega$ has been added to the matrix elements at play to underline their dependence on the rotational angle through the bi-orthogonal basis states. Correspondingly, we have introduced the transformed operator $\tilde{X}(\Omega)$ of a $n$-body operator $X(\Omega)$ through

\[
\tilde{X}(\Omega) = \left( \frac{1}{n!} \right)^2 \sum_{\alpha\beta\gamma\delta} X_{\tilde{\alpha}\tilde{\beta}\tilde{\gamma}\tilde{\delta}}(\Omega) a_{\alpha}^\dagger \cdots a_{\beta}^\dagger a_{\gamma} \cdots a_{\delta}
\]

where creation and annihilation operators refer to the original eigenbasis $\{|\alpha\rangle\}$ of $H_0$ while the indices of the matrix elements refer to the associated bi-orthogonal system introduced above.

The result obtained in Eq. (11) is remarkable. The off-diagonal linked/connected kinetic- and potential-energy kernels, originally expanded on the basis of the off-diagonal Wick theorem, are equal to the corresponding diagonal matrix elements expressed in terms of transformed kinetic- and potential-energy operators and expanded on the basis of the standard, i.e. diagonal, Wick theorem [64]. This key result can be summarized as

\[
\begin{align*}
\langle \Phi|T(\tau, \Omega) T(\Omega)|\Phi\rangle_c &= \sum_i t_{ii}(\Omega) \equiv \langle \Phi|\tilde{T}(\Omega)|\Phi\rangle, \\
\langle \Phi|T_1^+(\tau, \Omega) T(\Omega)|\Phi\rangle_c &= \sum_{ia} T_{ia}(\tau, \Omega) t_{ai}(\Omega) \\
\langle \Phi|T_1^+(\tau, \Omega) V(\Omega)|\Phi\rangle_c &= \frac{1}{2} \sum_{ij} \tilde{V}_{ij}(\Omega) \\
\langle \Phi|T_2^+(\tau, \Omega) V(\Omega)|\Phi\rangle_c &= \frac{1}{4} \sum_{ijab} T_{ijab}(\tau, \Omega) \tilde{V}_{abij}(\Omega) \\
\langle \Phi|T_1^{+2}(\tau, \Omega) V(\Omega)|\Phi\rangle_c &= \sum_{ijab} T_{ija}(\tau, \Omega) T_{jib}^+(\tau, \Omega) \tilde{V}_{abij}(\Omega)
\end{align*}
\]
such that \( T_2^{(1)}(\tau, \Omega) \) does not depend on \( \Omega \). One can check that \( T_2^{(1)}(0, \Omega) = T_2^{(1)}(0, 0) = 0 \) as it should be. We observe in Eq. (98) that hole-particle cluster amplitudes, the only ones to effectively appear in the theory, are well defined and display a finite limit when \( \tau \) goes to infinity.

With those expressions at hand, perturbative contributions to \( h(\tau, \Omega) \) can be given in a compact form following Eq. (99) i.e. lengthy zero and first-order expressions provided in App. C reduce to

\[
\begin{align*}
    t^{(0)}(\tau, \Omega) & = \sum_i t_{ii}(\Omega), \\
    v^{(0)}(\tau, \Omega) & = \frac{1}{2} \sum_{ij} v_{ijij}(\Omega), \\
    t^{(1)}(\tau, \Omega) & = \sum_{ia} T_{ia}^{(1)}(\tau, \Omega) t_{ii}(\Omega), \\
    v^{(1)}(\tau, \Omega) & = \sum_{ia} T_{ia}^{(1)}(\tau, \Omega) v_{ijij}(\Omega) \\
    & + \frac{1}{4} \sum_{ijab} T_{ijab}^{(1)}(\tau, \Omega) v_{aibj}(\Omega),
\end{align*}
\]

with the expressions of the first-order one- and two-body cluster amplitudes provided by Eq. (98).

5. Diagrammatic

Matrix elements of \( T_1^{(1)}(\tau, \Omega) \) and \( T_2^{(1)}(\tau, \Omega) \) are represented diagrammatically in Fig. 11. Algebraic expressions in Eq. (98) correspond to the diagrammatic representation given in Figs. 12 and 13 where the rules are now the same as in standard CC theory [18], except that transformed interaction vertices are to be used. Of course, due to the formal similarity of the algebraic expressions, the diagrammatic representation given in Figs. 12 and 13 mirrors exactly the one at play in standard CC theory.

6. Amplitude equations

In order to effectively compute the various contributions to \( h(\tau, \Omega) \) in Eq. (99) one must have at hand hole-particle matrix elements of the cluster operators. Thus, and as for any CC-based approach, we must identify the equations of motion that determine those cluster amplitudes.

To make the expressions more compact, we now introduce n-tuply excited off-diagonal energy and norm kernels through

\[
\begin{align*}
    N_{ij...}^{ab...}(\tau, \Omega) & \equiv \langle \Psi(\tau) | A_{ij...}^{ab...}(\Omega) \rangle, \\
    H_{ij...}^{ab...}(\tau, \Omega) & \equiv \langle \Psi(\tau) | H | A_{ij...}^{ab...}(\Omega) \rangle,
\end{align*}
\]

where \( A_{ij...}^{ab...}(\Omega) = A_{ij...}^{ab...}(\Phi(\Omega)) \), with the operator \( A_{ij...}^{ab...} \) defined in Eq. (98). From Eq. (101) one obtains for any operator \( A_{ij...}^{ab...} \) that

\[
H_{ij...}^{ab...}(\tau, \Omega) = -\partial_\tau N_{ij...}^{ab...}(\tau, \Omega).
\]

In App. D, we demonstrate in detail how Eq. (101) eventually provides the equations of motion satisfied by the n-tuply excited (\( \tau \)- and \( \Omega \)-dependent) hole-particle cluster amplitudes under the form

\[
h_{ij...}^{ab...}(\tau, \Omega) = -\partial_\tau T_{ij...}^{ab...}(\tau, \Omega),
\]
shown, similarly to Eq. 94, that the expanded expression for any n-tuply excited energy kernel. It can be demonstrated, similarly to Eq. [18], that the connected character denotes that (i) cluster operators are all connected to $H$ and that (ii) no contraction is to be considered among cluster operators or within any given cluster operator, such that the expansion naturally terminates. It is superfluous to state explicitly that no contraction occurs within the operator $A_{ij...}^{ab...}$ given that any such contraction is, as in standard CC, zero by virtue of Eq. [54b].

Equations [102] and [103] generalize in a transparent way time-dependent CC equations [65, 66] to off-diagonal, i.e. $\Omega$-dependent, cluster amplitudes. Due to the termination of the exponential, singly- and doubly-excited off-diagonal linked/connected energy kernels read as

\[
\begin{align}
\langle H^{\dagger} & \Phi(\Omega) \rangle \\
\| & = \langle \Phi | e^{T^\dagger (\tau, \Omega)} H | \Phi(\Omega) \rangle \frac{\langle \Phi | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle} \\
& \equiv \langle \Phi | e^{T^\dagger (\tau, \Omega)} H | \Phi(\Omega) \rangle \frac{\langle \Phi | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle},
\end{align}
\]

whose connected character denotes that (i) cluster operators are all connected to $H$ and that (ii) no contraction is to be considered among cluster operators or within any given cluster operator, such that the expansion naturally terminates. It is superfluous to state explicitly that no contraction occurs within the operator $A_{ij...}^{ab...}$ given that any such contraction is, as in standard CC, zero by virtue of Eq. [54b].

respectively, and are thus formally identical to the usual, i.e. diagonal ($\Omega = 0$), CC expressions [18]. This is true for any n-tuply excited energy kernel. It can be demonstrated, similarly to Eq. [18], that the expanded expressions of $h_i^a(\tau, \Omega)$ and $h_{ij}^{ab}(\tau, \Omega)$ obtained through the application of the off-diagonal Wick theorem are formally identical to the usual, i.e. diagonal ($\Omega = 0$), CC formulae [18] as long as one uses transformed kinetic- and potential-energy operators in place of the original ones, i.e.

\[
\begin{align}
\langle H^{\dagger} & \Phi(\Omega) \rangle \\
\| & = \langle \Phi | e^{T^\dagger (\tau, \Omega)} H | \Phi(\Omega) \rangle \frac{\langle \Phi | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle},
\end{align}
\]

It is unnecessary to reproduce here these well-known expressions and the associated diagrams [18].

At a given $\tau$, one can initialize the amplitude equations with the cluster amplitudes obtained at first order.
in MBPT, as provided in Eq. \[108\] for \(T^\dagger_1\) and \(T^\dagger_2\). Once \(\Omega\)- and \(\tau\)-dependent cluster amplitudes have been obtained by solving the set of coupled time-dependent equations \[102\], the connected part of the energy kernel \(h(\tau, \Omega)\) can be computed through Eq. \[34\].

If only interested in the ground state (Eq. \[34\]), it is sufficient to solve the amplitude equations in the limit \(\tau \to +\infty\) where they reduce to static equations obtained by setting the right-hand side of Eq. \[102\] to zero and which naturally extend standard CC amplitude equations according to

\[
h_{ab\ldots}(\Omega) = 0. \tag{106}\]

### B. Norm kernel

#### 1. Position of the problem

Standard many-body theories typically compute the ground-state energy from diagonal kernels according to

\[
E^D_0 = \lim_{\tau \to \infty} \mathcal{H}(\tau, 0) = h(0), \tag{107}\]

rather than from Eq. \[34\]. In this situation, one must solely compute the linked/connected energy kernel at \(\Omega = 0\) without worrying about the norm kernel. For practical purposes, one can indeed choose to work with intermediate normalization from the outset, i.e. with \(\mathcal{N}(\tau, 0) = 1\) for all \(\tau\).

A key difficulty encountered presently relates to the necessity to capture the change of the reduced norm kernel \(\mathcal{N}(\tau, \Omega)\) with \(\Omega\) as it constitutes a key ingredient entering Eq. \[34\] and Eqs. \[28a,b\] \[28d\]. The necessity to access \(\mathcal{N}(\tau, \Omega)\) as a function of \(\Omega\) is a significant formal and technical complication compared to standard CC theory. Indeed, finding an expansion of a norm kernel based on a coupled cluster ansatz that naturally terminates is known to be a challenging problem. In that respect, starting from the perturbative expansion \(\mathcal{N}(\tau, \Omega) = e^{-\tau\epsilon_0 + n(\tau, \Omega)} \langle \Phi | \Phi(\Omega) \rangle\)

developed in Sec. \[IV F\] is not immediately helpful as the diagrams making up \(n(\tau, \Omega)\) are not linked to an operator at a fixed time. As a result, one cannot trivially rewrite \(n(\tau, \Omega)\) as a naturally terminating cluster expansion. We now explain how this apparent difficulty, typical of any norm kernel, can be overcome.

#### 2. Key property

In the case of an exact many-body calculation, Eqs. \[28a\] and \[28c\] lead, for any \(\tau\), to

\[
\mathcal{I}_{D_{SU(2)}}^D(\Omega) J^*_{\mathcal{M}K}(\Omega) J_{\mathcal{M}K}(\tau, \Omega) = M h, \tag{108a}\]

and

\[
\mathcal{I}_{D_{SU(2)}}^D(\Omega) J^*_{\mathcal{M}K}(\Omega) J^2_{\mathcal{M}K}(\tau, \Omega) = J(J + 1) h^2 \tag{108b}\]

independently of \(K\) and \((M, K)\), respectively. Equation \[108\] stresses the fact that \(J_z\) and \(J^2\), as a generator and the Casimir of \(SU(2)\), are operators for which we know the results that must be obtained (contrarily to the energy) from the integral over the domain of the group. Consequently, the key question is: what happens to Eq. \[108\] when the kernels \(\mathcal{J}_z(\tau, \Omega), J^2(\tau, \Omega)\) and \(\mathcal{N}(\tau, \Omega)\) are approximated? Or to rephrase the question more appropriately: what constraint(s) does restoring the symmetry exactly, i.e. fulfilling Eq. \[108\] impose on the truncation scheme used to approximate the kernels? Addressing this question will eventually deliver the proper approach to the reduced norm kernel.

#### 3. Coupled differential equations

Combining Eqs. \[17\] and \[28\] one derives three \[10\] coupled ODEs fulfilled, at each imaginary time \(\tau\), by the norm kernel

\[
\frac{\partial}{\partial \alpha} \mathcal{N}(\tau, \Omega) + i \hbar j_z(\tau, \Omega) \mathcal{N}(\tau, \Omega) = 0, \tag{109a}\]

\[
\frac{\partial}{\partial \tau} \mathcal{N}(\tau, \Omega) + \frac{i}{\hbar} \left[ \sin \beta \cos \alpha j_z(\tau, \Omega) + \sin \beta \sin \alpha j_z(\tau, \Omega) + \cos \beta j_z(\tau, \Omega) \right] \mathcal{N}(\tau, \Omega) = 0, \tag{109b}\]

\[
- \frac{\partial^2}{\partial \beta^2} \mathcal{N}(\tau, \Omega) - \cot \beta \frac{\partial}{\partial \beta} \mathcal{N}(\tau, \Omega) + \left[ \frac{M^2 - 2MK \cos \beta + K^2}{\sin^2 \beta} - \frac{j^2(\tau, \Omega)}{\hbar^2} \right] \mathcal{N}(\tau, \Omega) = 0, \tag{109c}\]

\[10\] While Eqs. \[109a\] and \[109c\] can indeed be straightforwardly derived by combining Eqs. \[17a\] and \[17c\] with Eqs. \[28a\] \[28c\] and \[28d\], it is not the case of Eq. \[109b\]. For the latter one must explicitly perform the derivative of the rotation operator \(R(\Omega)\) with respect to \(\gamma\) in the Wigner \(D\)-function appearing in \(\mathcal{N}(\tau, \Omega)\) and...
where we have exploited the fact that any operator kernel factorizes, as demonstrated for the Hamiltonian in Sec. IV.G according to \( O(\tau,\Omega) = o(\tau,\Omega)N(\tau,\Omega) \) where \( o(\tau,\Omega) \) denotes the corresponding linked/connected kernel that possesses a naturally terminating CC expansion. Depending on the one- or two-body nature of the operator at play, the terminating CC expansion is obtained by substituting respectively the kinetic or potential energy operator with the operator of interest in Eqs. 83a or 83b. Illustrating this for \( J^2 \), which is the sum of the one-body operator \( J^2_{(1)} \) and the two-body operator \( J^2_{(2)} \) (see Eq. 9), we obtain \( j^2(\tau,\Omega) = j^2_{(1)}(\tau,\Omega) + j^2_{(2)}(\tau,\Omega) \) with

\[
\begin{align*}
   j^2_{(1)}(\tau,\Omega) &= \langle \Phi | [1 + T^i_1(\tau,\Omega)] J^2_{(1)} | \Phi(\Omega) \rangle c \langle \Phi | \Phi(\Omega) \rangle^{-1}, \\
   j^2_{(2)}(\tau,\Omega) &= \langle \Phi | [1 + T^i_1(\tau,\Omega) + T^a_2(\tau,\Omega) + \frac{1}{2} T_1^{i2}(\tau,\Omega)] J^2_{(2)} | \Phi(\Omega) \rangle c \langle \Phi | \Phi(\Omega) \rangle^{-1},
\end{align*}
\]

**FIG. 14.** Goldstone coupled-cluster diagrams contributing to \( j^2_{(1)}(\tau,\Omega) \).

the corresponding diagrams being displayed in Fig. 14 and 15 for illustration purposes. Those diagrams obviously mirror those displayed in Fig. 12 and 13 for the kinetic and potential energy kernels, respectively.

For the one-body operator \( J_i \), an expression similar to Eq. (110a) holds. As for the kinetic (potential) energy kernel, the expression for the one-body (two-body) operator is already formally exact at the single (double) level. To obtain the corresponding algebraic expressions one must proceed to the appropriate substitution of matrix elements in the bi-orthogonal bases in Eqs. 94. This includes the necessity to compute matrix elements of \( J^2_{(1)} \) and \( J^2_{(2)} \) in the bi-orthogonal basis.

Equation (109) demonstrates that, while the norm kernel itself does not possess a naturally terminating CC expansion (like any norm kernel), it can be related to naturally terminating expansions of the linked/connected kernels of the operators making up the Lie algebra. Eventually, \( N(\tau,\Omega) \) can be accessed by integrating the corresponding ODEs numerically. To integrate the first-order ODEs (109a and 109b) it is sufficient to specify the initial condition \( N(\tau,0) = 1 \). To integrate the second-order

**FIG. 15.** Goldstone coupled-cluster diagrams contributing to \( j^2_{(2)}(\tau,\Omega) \).
ODE that drives the dependence on $\beta$, it is necessary to further specify a boundary condition for the first derivative. Proceeding as for Eq. one obtains this initial condition by setting $\Omega = 0$ in the additional first order ODE

\[
\frac{\partial}{\partial \beta} N(\tau, \Omega) - \frac{i}{\hbar} \left[ \sin \alpha j_x(\tau, \Omega) - \cos \alpha j_y(\tau, \Omega) \right] N(\tau, \Omega) = 0.
\]

(111)

4. Exact symmetry restoration

The scheme developed above provides a solution to the demand to compute the norm kernel from (several) naturally terminating CC expansions. Let us now go back to Eq. and explain the reason why the scheme is also the appropriate one from a physical standpoint.

Assuming that $J_z(\tau, \Omega)$ and $N(\tau, \Omega)$ are related through Eq. we have that

\[
\int_{D_{SU(2)}} d\Omega D_{MK}^{1*}(\Omega) J_z(\tau, \Omega) = + i \hbar \int_{D_{SU(2)}} d\Omega D_{MK}^{1}(\Omega) \frac{\partial}{\partial \alpha} N(\tau, \Omega)
\]

\[
= - i \hbar \int_{D_{SU(2)}} d\Omega \frac{\partial}{\partial \alpha} D_{MK}^{1*}(\Omega) N(\tau, \Omega)
\]

\[
= M \hbar \int_{D_{SU(2)}} d\Omega D_{MK}^{1*}(\Omega) N(\tau, \Omega),
\]

(112)

5. Lowest order

When reducing the CC calculation to lowest order, i.e. taking $T_1(\tau, \Omega) = T_2^1(\tau, \Omega) = 0$ such that

\[
j_1(0, \Omega) = j_1(0, \Omega) = \langle \Phi | J_1 | \Phi(\Omega) \rangle, \quad (113a)
\]

\[
j_2(0, \Omega) = j_2(0, \Omega) = \langle \Phi | J_2 | \Phi(\Omega) \rangle, \quad (113b)
\]

Eqs. and reduce to the ODEs satisfied by the norm kernel $N^{(0)}(\tau, \Omega) = \langle \Phi | \Phi(\Omega) \rangle$ (Eq. at play in angular-momentum projected HF theory, e.g. see Refs. In other words, the present scheme consistently extends the computation of the norm kernel at play in projected HF theory to any order in the angular-momentum restored CC theory.

6. Time dependence

As pointed out in Sec. and demonstrated in App. the perturbative expansion of the (reduced) norm kernel provides the characteristic time dependence of the connected kernel $K(\tau, \Omega) = \ln N(\tau, \Omega) - \ln \langle \Phi | \Phi(\Omega) \rangle$, in particular in the large $\tau$ limit (Eq. where it goes to a constant value. In the context of the
present section, it is possible to extract this characteristic time dependence on the basis of, e.g., the first order ODE\textsuperscript{[109a]} that can be rewritten as
\[
\frac{\partial}{\partial \alpha} \ln \mathcal{N}(\tau, \Omega) = \frac{\partial}{\partial \alpha} \mathcal{N}(\tau, \Omega) + \frac{\partial}{\partial \alpha} \ln \langle \Phi | \Phi(\Omega) \rangle \\
= - \frac{i}{\hbar} j_z(\tau, \Omega), \tag{114}
\]
such that one is left analyzing the characteristic time dependence of the linked/connected kernel associated with the one-body operator $J_z$. Such an analysis is proposed in App. C\textsubscript{6} for the kinetic energy kernel $\ell(\tau, \Omega)$ and is equally valid for $j_z(\tau, \Omega)$, which permits to recover Eq.\textsuperscript{[109]} Indeed, the generic time structure of $j_z(\tau, \Omega)$ remains untouched by the integral over $\alpha$ that must be performed to access $\mathcal{N}(\tau, \Omega)$ through Eq. 114.

\section{Angular-momentum-restored energy}

\subsection{Yrast spectroscopy}

The symmetry-restored energy associated with the lowest state carrying a given angular momentum is computed through Eqs. 36\textsuperscript{[1]}\textsuperscript{[2]} which now read as

\[
E_0^J = \lim_{\tau \to \infty} \frac{\sum_{MK} f_M^J f_K^J \int_{D_{SU(2)}} d\Omega \; D_{MK}^J(\Omega) \; h(\tau, \Omega) \; \mathcal{N}(\tau, \Omega)}{\sum_{MK} f_M^J f_K^J \int_{D_{SU(2)}} d\Omega \; D_{MK}^{J*}(\Omega) \; \mathcal{N}(\tau, \Omega)}. \tag{115}
\]

where $h(\tau, \Omega)$ is evaluated from Eq. \textsuperscript{[36]} at the same order in cluster operators, i.e. including singles, doubles, triples... as $j_z(\tau, \Omega)$ and $j_z^2(\tau, \Omega)$ entering the computation of $\mathcal{N}(\tau, \Omega)$ through the integration of Eq. \textsuperscript{[109]}.

Expressing the energy in terms of the reduced norm kernel in Eq. \textsuperscript{[115]} is essential. Indeed, the fact that $\mathcal{N}(\tau, \Omega)$ goes to a finite number in the large $\tau$ limit, contrarily to $\mathcal{N}(\tau, \Omega)$ that goes exponentially to zero, is mandatory to make the ratio in Eq. \textsuperscript{[115]} well defined and numerically controllable. Eventually, the consistency of the approach relies on the fact that all linked/connected kernels at play are truncated at the same order in the cluster operators.

For a system that spontaneously breaks rotational symmetry at the mean-field level, i.e. whose reference state $| \Phi \rangle$ is spontaneously deformed, the set of yrast states typically provides the rotational band built on top of the ground state. As members of the rotational band are accessed beyond the lowest order in the CC expansion (see Sec. V C\textsubscript{2} below), their energy include dynamical correlations, i.e. the consistent mixing of collective and individual dynamics.

A few words about the practical aspects of extracting excited energies through Eq. \textsuperscript{[115]} are now in order. At a given imaginary-time $\tau$, the integral over the domain of the group provides the angular-momentum-restored kernels $h_{MK}^J(\tau)$ and $n_{MK}^J(\tau)$ (Eq. \textsuperscript{[36]}) that are linear combinations of several eigenenergies belonging to the IRREP $J$. Doing this for increasing $\tau$ eventually isolates the lowest of those eigenenergies, i.e. $E_0^J$. In principle, the "excited" angular-momentum-restored kernels $h_{MK}^J(\tau)$ and $n_{MK}^J(\tau)$ can be extracted at any large but finite $\tau$ such that $\partial \tau$ for doing so increases $\tau$ provides a curve converging towards $E_0^J$. In practice, the weight of the "excited" kernels $h_{MK}^J(\tau)$ and $n_{MK}^J(\tau)$ in $\mathcal{H}(\tau, \Omega)$ and $\mathcal{N}(\tau, \Omega)$ becomes eventually small compared to those of the ground-state when $\tau$ becomes large. Consequently, one possibly runs into numerical noise for large $\tau$ values. The question in practice is to see whether one can extract a clean enough curve as a function of $\tau$ to safely extrapolate it to $E_0^J$. How much this is possible will depend on the system. More specifically, it will depend on how the energies of the first excited state with angular momentum $J_0$ and of the lowest state with the targeted $J$ compare. Whenever the latter is lower than the former, its extraction can be expected to be numerically safe. This remains to be investigated in practice.

\subsection{Angular-momentum projected HF theory}

Applying the proposed scheme at lowest order in cluster operators, i.e. taking $T_{\alpha}^n(\tau, \Omega) = 0$ for all $n$, one recovers the angular-momentum projected Hartree-Fock (PHF) theory \textsuperscript{[50, 60]} (assuming that the reference state $| \Phi \rangle$ is obtained from a deformed HF calculation). The associated kernels read as

\[
h^{(0)}(\tau, \Omega) = h(0, \Omega) = \frac{\langle \Phi | H | \Phi(\Omega) \rangle}{\langle \Phi | \Phi(\Omega) \rangle}, \tag{116a}
\]

\[
\mathcal{N}^{(0)}(\tau, \Omega) = \mathcal{N}(0, \Omega) = \langle \Phi | \Phi(\Omega) \rangle, \tag{116b}
\]

for all $\tau$, such that the symmetry-restored energy becomes

\[
E_0^{J(0)} = \sum_{MK} f_M^{J(0)} f_K^{J(0)} \int_{D_{SU(2)}} d\Omega \; D_{MK}^{J(0)}(\Omega) \; \langle \Phi | H | \Phi(\Omega) \rangle \\
= \langle \Phi | H | \Phi^{J(0)}_0 \rangle \frac{\langle \Phi^{J(0)}_0 | \Phi^{J(0)}_0 \rangle}{\langle \Phi^{J(0)}_0 | \Phi^{J(0)}_0 \rangle},
\]

where the (un-normalized) angular-momentum projected HF wave-function $| \Phi^{J(0)}_0 \rangle = \sum_K f_K^J \Phi^{J(0)}_K$ is defined

\[
| \Phi^{J(0)}_K \rangle = \sum_{K} f_K^J \Phi_{MK}^{J(0)}(\Omega).
\]
from the transfer operator

\[ P^J_{MK} = \frac{2J + 1}{16\pi^2} \int_{D_{SU(2)}} d\Omega D^J_{MK}(\Omega) R(\Omega), \]  

satisfying

\[ P^J_{MK} P^J_{MK'} = \delta_{JJ'} \delta_{KM} P^J_{MK'}, \]  

(119a)

\[ P^0_{MK} = P^J_{KM}, \]  

(119b)

\[ [H, P^J_{MK}] = 0. \]  

(119c)

3. Ground-state energy

We now focus on the ground state. Its energy can be obtained either as the lowest value generated through Eq. (115) or directly through Eq. (5) where the limit \( \tau \to \infty \) is taken prior to performing the integration over the domain of the group, i.e.

\[ E^{J_\Omega}_0 = \frac{\sum_{MK} f^J_M f^J_K \int_{D_{SU(2)}} d\Omega D^J_{MK}(\Omega) h(\Omega) N(\Omega)}{\sum_{MK} f^J_M f^J_K \int_{D_{SU(2)}} d\Omega D^J_{MK}(\Omega) \Xi(\Omega)}. \]

\[ E^{J_\Omega}_0 = h(0) + \frac{\sum_{MK} f^J_M f^J_K \int_{D_{SU(2)}} d\Omega D^J_{MK}(\Omega) [h(\Omega) - h(0)] N(\Omega)}{\sum_{MK} f^J_M f^J_K \int_{D_{SU(2)}} d\Omega D^J_{MK}(\Omega) \Xi(\Omega)}, \]

(121)

such that the effect of the angular-momentum restoration itself can be viewed, at any truncation order, as a correction to standard symmetry-unrestricted CC results provided by the approximation to \( h(0) \). Of course, the second term in the right-hand side of Eq. (121) is zero if (i) the unperturbed state \( \langle \Phi \rangle \) does not break the symmetry and/or (ii) one sums all diagrams.

It will be of interest to investigate schemes that reduce the computational effort significantly, e.g., one could compute \( h(0) \) through symmetry-unrestricted CC theory while evaluating the kernels in the symmetry restoration term perturbatively.

D. Discussion

Let us now make one last set of comments

- The whole symmetry-restored CC theory is solely expressed in terms of hole-particle cluster amplitudes \( T^+_{î...ab...}(\tau, \Omega) \). Although the complete set of matrix elements was a priori considered in the definition of the cluster operators in Eq. (82), particle-hole, particle-particle and hole-hole matrix elements remain inactive and can be set to zero as in standard CC theory. This is due to (i) the linked/connected character of the operator kernels at play, (ii) the ability to invoke the reduced norm kernel that provides intermediate normalization at \( \Omega = 0 \) and (iii) the fact that this reduced norm kernel is entirely determined from linked/connected connected kernels. Thus, one eventually can rewrite, e.g., single and double cluster operators under the useful form

\[ T_1(\tau, \Omega) \equiv \frac{1}{(1!)^2} \sum_{ia} T_{ai}(\tau, \Omega) a_i^\dagger a_i, \]  

(122a)

\[ T_2(\tau, \Omega) \equiv \frac{1}{(2!)^2} \sum_{ijab} T_{abij}(\tau, \Omega) a_i^\dagger a_b^\dagger a_j a_i. \]  

(122b)

- For each value of \( \Omega \), matrix elements of \( T \), \( J_x \), \( J_y \), \( J_z \), \( J^2 \) and \( J^0 \) must be computed and stored in the bi-orthogonal bases. With those of \( T \), \( V \) at hand, the imaginary-time amplitude equations to be solved read as standard SR-CC equations. With the cluster amplitudes at hand, all the linked/connected kernels of interest can be evaluated and the ODEs fulfilled by the reduced norm kernel can eventually be solved.

- If solely interested in the ground-state, the CC scheme only needs to be solved at \( \tau = +\infty \), i.e. the imaginary-time formulation becomes superfluous and one is left with the static version of the many-body formalism.
The present scheme is of multi-reference character but reduces in practice to a set of $$N_{\text{sym}}$$ single-reference-like CC calculations. Typically, $$N_{\text{sym}} \sim 10$$ per rotation angle. The factor of 10 is an estimation based on the discretization of the integrals over the Euler angles in Eq. (115) typically needed to achieve convergence in the computation of low angular-momentum states of even-even nuclei at the PHF level [69]. The full-fledged approach involving a three-dimensional integral thus leads to a significant numerical cost, i.e. of the order of $$10^5$$ deformed SR-CC calculations. Fortunately, the very large majority of doubly open shell even-even nuclei are likely to be well described on the basis of an axially-symmetric reference state $$|\Phi\rangle$$, i.e. a Slater determinant fulfilling $$\mathcal{J}_z|\Phi\rangle = 0$$. In such a case, the formalism is simplified and the integration over the domain of SU(2) reduces to a single integral over the Euler angle $$\beta$$. It is thus recommended to first implement this version of the theory. The corresponding set of simplified equations is provided for reference in App. E.

It could be of interest to design an approximation of the presently proposed many-body formalism based on a Kramers expansion [70] in the future.

VI. CONCLUSIONS

The present work addresses a long-term challenge of ab-initio many-body theory, i.e. it extends symmetry-unrestricted Rayleigh-Schroedinger many-body perturbation theory and coupled-cluster theory in such a way that the broken symmetry is exactly restored at any truncation order. The newly proposed symmetry-restored CC formalism authorizes the computation of connected diagrams while consistently incorporating static correlations through the non-perturbative restoration of the broken symmetry. The approach is meant to be valid for any symmetry that can be (spontaneously) broken by the reference state and to be applicable to any system independently of its closed-shell, near degenerate or open-shell character. In the present work we focus on the breaking and the restoration of SU(2) rotational symmetry associated with angular momentum conservation. The scheme accesses the complete yrast spectroscopy, i.e. the lowest energy for each angular momentum. Standard symmetry-restricted and symmetry-unrestricted MBPT and CC theories, along with angular momentum projected Hartree-Fock theory, are recovered as particular cases of the many-body formalism developed in the present work.

The goal being to resolve the near-degenerate nature of the ground state, the proposed extension is necessarily of multi-reference character. However, the multi-reference nature is different from any of the multi-reference coupled-cluster methods developed in quantum chemistry [38], i.e. reference states are not obtained from one another via particle-hole excitations but via highly non-perturbative symmetry transformations. Most importantly, the presently proposed method leads to solving a set of $$N_{\text{sym}}$$ single-reference-like coupled-cluster calculations, where $$N_{\text{sym}}$$ is typically of the order of $$10^3$$ per Euler angle parametrizing SU(2). When considering an axially-symmetric reference state, i.e. a Slater determinant that is an eigenstate of $$J_z$$ with the eigenvalue $$M = 0$$, the scheme reduces to a single integration over the $$\beta$$ Euler angle.

The symmetry-restored CC formalism offers a wealth of potential applications and further extensions appropriate to the ab initio description of open-shell atomic nuclei. Indeed, mid-mass open-shell nuclei are currently being addressed through symmetry-unrestricted CC methods. First, the recently proposed Bogoliubov CC theory that breaks global gauge symmetry associated with particle-number conservation permits the natural treatment of singly open-shell nuclei [43]. Doubly open-shell nuclei can already be tackled by breaking rotational symmetry associated with angular-momentum conservation. Eventually, an even better description of doubly open-shell nuclei can be achieved by breaking both U(1) and SU(2) symmetries at the same time. Although such symmetry-unrestricted CC calculations efficiently access open-shell systems, the results are contaminated by the breaking of the symmetry. The presently proposed extension overcomes this limitation by restoring, in a consistent fashion, good angular momentum ($$J, M$$). The next step is to implement the formalism in view of those applications. It will be of interest to see if such a route constitutes an efficient alternative to multi-reference or symmetry-adapted single-reference CC theories employed in quantum chemistry to address open-shell molecules and bond breaking. In the near future, the present work will be further extended to the U(1) Lie group associated with particle number conservation. Following the same steps as for SU(2), the necessity to use Bogoliubov algebra [44] simply complicates the computation of the algebraic expressions; i.e. of the diagrams. Eventually, both symmetry restorations can be combined.

Mid-mass singly open-shell nuclei have also been recently addressed through symmetry-unrestricted Green’s function calculations under the form of self-consistent Gorkov Green’s function theory [6, 41–43]. It is thus of interest to develop the equivalent to the presently-proposed symmetry-restored CC formalism within the frame of self-consistent Green’s function techniques.

Last but not least, symmetry-restored MBPT and CC theories provide well-founded, formally exact, references for the so-far empirical multi-reference nuclear energy density functional (EDF) method. Multi-reference EDF calculations are known to be compromised with serious pathologies when the off-diagonal EDF kernel is not strictly computed as the matrix element of an effective Hamilton operator between a product state and its ro-
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1. Labeled diagrams
In the faithful representation, there is a one to one correspondence between a diagram and a system of con-
tractions. Direct-product matrix elements of V in the
interaction representation are symbolized by the vertices
while those of −U are represented by
Off-diagonal contractions are represented by oriented
lines denoting off-diagonal one-body propagators
where the dependence on Ω is left implicit. Equation B3
associates the same graphical element independently of
the actual time ordering, i.e. to two contractions that
differ by a sign. Such a sign ambiguity can be lifted by
adding an overall sign rule [60]. A one to one correspon-
dence between a diagram and a system of contractions
is achieved by multiplying the contribution of a diagram by
(−1)c, where nc is the number of closed loops formed
by the fermion propagators in that diagram.
A mere displacement, i.e. a translation, of labeled
vertices yields a topologically identical diagram that cor-
responds to the same system of contractions. Two ap-
parently different labeled diagrams that are topologically
identical are just one diagram.

2. Rules for labeled diagrams
A diagram of order n consists of closed loops formed by
2n oriented fermion propagators and n interaction ver-
tices attached to the fermion propagators. Given a dia-
gram, assign a time label τ to each vertex as in Eqs. B1
and B2 and assign single-particle indices to each propa-
gator as in Eq. B3, along with time labels corresponding
to the vertices its end points are attached to. Discard all
topologically identical diagrams. The contribution of the
diagram is obtained as follows

1. Each vertex contributes a factor given by Eq. B3
or B2
2. Each propagator contributes a factor $B_2$ whose actual expression is given by Eq. 58 or Eq. 60.

3. Sum over all single-particle labels and integrate all time variables from 0 to $\tau$.

4. Multiply the result by $(-1)^{n_e+n_u}/n!$, where $n = n_v + n_u$ denotes the number of $v$ and $u$ vertices, and where $n_e$ is the number of closed loops formed by the fermion propagators.

5. Multiply the result by $2^{-n_e}$.

3. Unlabeled diagrams and symmetry factors

In a labeled diagram, each vertex bears a time variable $\tau$. However all the time variables are integrated over the same time interval, namely from 0 to $\tau$. Therefore the time labels of a diagram can be exchanged without modifying the contribution of the diagram and $n!$ diagrams are generated by the exchange of time labels. They may all be represented by a single unlabeled diagram, that is, by a diagram in which the vertices bear no time label. However, not all permutations of the time labels give in fact rise to topologically distinct labeled diagrams such that multiplying the result obtained for the one representative unlabeled diagram (which is eventually computed by re-assigning it some time labels) by $n!$ actually counts the number of original topologically distinct labeled diagrams. Consequently, if $S$ is the number of permutations of the time labels that lead to a topologically identical diagram, the contribution of the representative unlabeled diagram calculated according to the rules stated in Sec. B2 should eventually be multiplied by a factor $n!/S$. Furthermore, matrix elements $B_1$ display the left-right symmetry $v_{\alpha\beta\gamma}\delta = v_{\beta\alpha\delta\gamma}$ due to the invariance of the two-body interaction under the exchange of the two identical fermions. Diagrammatically, such a left-right transformation corresponds to permuting the extremities of the vertex. Consequently, diagrams that correspond to one another by a given number of such permutations actually give the same results such that one shall only compute one representative diagram of this kind. Given a diagram containing $n_v$ vertices, one naively obtains $2^{n_v}$ different diagrams by permuting their extremities. However, it may happen that some of those permutations actually transform a diagram into a (topologically) identical diagram. This leads us to extend the definition of $S$ so as to include the number of permutations of both the time labels and the extremities of vertices $B_1$ that transform a diagram into a topologically identical diagram. Then the contribution of an unlabeled representative diagram, calculated according to the rules stated in Sec. B2 should be multiplied by $2^{n_e} n!/S$. This effectively modifies rules 4 and 5 of Sec. B2. The factor $S$ is called the symmetry factor of the diagram.

4. Rules for unlabeled diagrams

A diagram of order $n$ consists of closed loops formed by $2n$ oriented fermion propagators and $n$ interaction vertices attached to the fermion propagators. Choose a representative unlabeled diagram as defined above and assign a time label $\tau$ to each vertex as in Eqs. B1 and B2. Assign then single-particle indices to each propagator as in Eq. B3 together with time labels corresponding to the vertices its end points are attached to. The contribution of the diagram is obtained as follows

1. Each vertex contributes a factor given either by Eq. B1 or B2.

2. Each propagator contributes a factor $B_2$ whose actual expression is given by Eq. 58 or 60.

3. Sum over all single-particle labels and integrate all time variables from 0 to $\tau$.

4. Multiply the result by $(-1)^{n_e+n_u}/S$, where $n = n_v + n_u$ is the number of vertices $v$ and $u$, where $n_e$ is the number of closed loops formed by the fermion propagators, and where $S$ is the symmetry factor of the diagram. The symmetry factor is obtained by considering the group of both permutations of the time labels and of the extremities of the vertices $B_1$ which do not change the contribution of a diagram. The symmetry factor is then equal to the number of elements of the subgroup which transform the diagram into an (topologically) identical diagram.

5. Hugenholtz diagrams

We eventually use antisymmetrized matrix elements such that a single ”expanded” diagram has to be considered for each Hugenholtz diagram to determine its appropriate sign. Furthermore, we eventually rephrase the content of the symmetry factor by stating that it is obtained by considering the group of both permutations of the time labels and the factor $2^{n_v}$, where $n_v$ denotes the number of pairs of equivalent lines, i.e. pairs of lines which both leave from an initial vertex and end in the same final vertex.

6. Diagrams contributing to $n(\tau, \Omega)$

Three comments are in order prior to computing diagrams explicitly

1. Any connected vacuum-to-vacuum diagram $n^{(n)}(\tau, \Omega)$ of order $n$ contains $2n$ propagator lines $G^0(\Omega)$. Splitting each propagator line into its two contributions $G^0$ and $G^{\mu\nu}(\Omega)$ (Eqs. 58 and 60) generates $C^0_{2n}$ terms with $p \leq 2n$ propagator lines equal
to $G^0,\rho_{ph}(\Omega)$. Overall, there are $\sum_{p=0}^{2n} C_p^{2n} = 2^{2n}$ contributions to the diagram. The $\Omega$-independent part $n^{(n)}(\tau)$ is equal to the contribution ($p = 0$) in which all propagator lines are equal to $G^0$. The $2^{2n} - 1$ other terms make up $N^{(n)}(\tau, \Omega)$.

2. One is eventually interested in the expressions of the diagrams in the limit $\tau \rightarrow \infty$. Those expressions are easily obtained from the formulae provided below that are valid for any finite value of $\tau \in [0, \infty]$.

3. It may seem at first that various contributions to $\mathcal{N}(\tau, \Omega)$ contain dangerous denominators that can be zero for certain combinations of particle and hole indices. One can however check that each such contribution is in fact well behaved in the limit where the denominator in question goes to zero.

a. First order

The first order diagram involving $V$ is the off-diagonal Hartree-Fock diagram. The corresponding diagram reads

\[
\begin{array}{c}
\alpha
\end{array}
\begin{array}{c}
\tau_1
\end{array}
\begin{array}{c}
\bar{v}_{\alpha\beta\gamma\delta}
\end{array}
\begin{array}{c}
\beta
\end{array}
\begin{array}{c}
\gamma
\end{array}
\begin{array}{c}
\delta
\end{array}
\]

(B4)

Expressing each equal-time propagator according to Eqs. 60-61, one eventually obtains

\[
n^{(1)}_V(\tau, \Omega) = -\frac{1}{2} \sum_{ij} \bar{v}_{ijij} (1 - e^{-\frac{\tau}{\tau}}(e_{\alpha} - e_{\beta}))
\]

(B5a)

\[
N^{(1)}_V(\tau, \Omega) = -\sum_{i} \left[ e_{\alpha} - e_{\beta} \right] \rho_{ph}^{\rho_{ph}}(\Omega) \left( 1 - e^{-\frac{\tau}{\tau}}(e_{\alpha} - e_{\beta}) \right) \rho_{ph}^{\rho_{ph}}(\Omega).
\]

(B5b)

The first-order contribution deriving from the one-body potential $U$ is

\[
\begin{array}{c}
-u_{\alpha\beta}
\end{array}
\begin{array}{c}
\tau_1
\end{array}
\begin{array}{c}
\alpha
\end{array}
\begin{array}{c}
\beta
\end{array}
\]

(B6)

It has a symmetry factor $S = 1$ and contains one loop along with one interaction vertex. Its contribution reads

\[
n^{(1)}_U(\tau, \Omega) = \sum_{\alpha\beta} \int_0^\tau d\tau_1 \left( -u_{\alpha\beta} \right) G^0_{\beta\alpha}(\tau_1, \tau_1; \Omega).
\]

(B7)

One obtains

\[
n^{(1)}_U(\tau) = \tau \sum_i u_{ii},
\]

(B8a)

b. Second order

The first second-order connected vacuum-to-vacuum diagram involving twice the two-body interaction is

\[
\begin{array}{c}
\tau_2
\end{array}
\begin{array}{c}
\bar{v}_{\alpha\beta\gamma\delta}
\end{array}
\begin{array}{c}
\theta
\end{array}
\begin{array}{c}
\zeta
\end{array}
\begin{array}{c}
\alpha
\end{array}
\begin{array}{c}
\gamma
\end{array}
\begin{array}{c}
\tau_1
\end{array}
\begin{array}{c}
\beta
\end{array}
\begin{array}{c}
\delta
\end{array}
\]

(B9)

It contains two loops and two interaction vertices. Its symmetry factor is $S = 8$ and its contribution reads

\[
n^{(1)}_U(\tau, \Omega) = -\frac{1}{2} \sum_{\alpha\beta\gamma\delta} \int_0^\tau d\tau_1 \bar{v}_{\alpha\beta\gamma\delta} G^0_{\gamma\alpha}(\tau_1, \tau_1; \Omega) G^0_{\beta\delta}(\tau_1, \tau_1; \Omega).
\]
One obtains

\[
\begin{align*}
\bar{n}_{V1}^{(2)}(\tau, \Omega) &= \frac{1}{8} \sum_{a} \int_{0}^{\tau} \tau_{1} \tau_{2} \bar{v}_{\alpha \beta \gamma \delta} \bar{v}_{\epsilon \zeta \eta \theta} \mathbb{G}_{\epsilon \zeta \eta \theta}^{0}(\tau_{1}, \tau_{2}; \Omega) \mathbb{G}_{\gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega) \mathbb{G}_{\alpha \beta \gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega). \\
&= \frac{1}{8} \sum_{a} \int_{0}^{\tau} \tau_{1} \tau_{2} \bar{v}_{\alpha \beta \gamma \delta} \bar{v}_{\epsilon \zeta \eta \theta} \mathbb{G}_{\epsilon \zeta \eta \theta}^{0}(\tau_{1}, \tau_{2}; \Omega) \mathbb{G}_{\gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega) \mathbb{G}_{\alpha \beta \gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega). \tag{B10}
\end{align*}
\]

The other second-order connected vacuum-to-vacuum diagram involving twice the two-body interaction is

\[
\begin{align*}
\bar{n}_{V1}^{(2)}(\tau, \Omega) &= \frac{1}{4} \sum_{i j k a b c} \bar{v}_{i j a b c} \left\{ \tau + \frac{e^{-\tau(i_{a}+e_{b}+e_{c}-e_{j})}}{i_{a}+e_{b}-e_{i}-e_{j}} - 1 \right\} \rho_{i j a b c}^{ph}(\Omega) \\
&= \frac{1}{4} \sum_{i j k a b c} \bar{v}_{i j a b c} \left\{ \tau + \frac{e^{-\tau(i_{a}+e_{b}+e_{c}-e_{j})}}{i_{a}+e_{b}-e_{i}-e_{j}} - 1 \right\} \rho_{i j a b c}^{ph}(\Omega) \tag{B11a}
\end{align*}
\]

\[
\begin{align*}
\bar{n}_{V1}^{(2)}(\tau, \Omega) &= \frac{1}{4} \sum_{i j k a b c} \bar{v}_{i j a b c} \left\{ \tau + \frac{e^{-\tau(i_{a}+e_{b}+e_{c}-e_{j})}}{i_{a}+e_{b}-e_{i}-e_{j}} - 1 \right\} \rho_{i j a b c}^{ph}(\Omega) \tag{B11b}
\end{align*}
\]

\[
\begin{align*}
\bar{n}_{V2}^{(2)}(\tau, \Omega) &= \frac{1}{2} \sum_{i j k a b c} \bar{v}_{i j a b c} \left\{ \tau + \frac{e^{-\tau(i_{a}+e_{b}+e_{c}-e_{j})}}{i_{a}+e_{b}-e_{i}-e_{j}} - 1 \right\} \rho_{i j a b c}^{ph}(\Omega) \tag{B11c}
\end{align*}
\]

It contains three loops and two interaction vertices. Its symmetry factor is \( S = 2 \) and its contribution reads

\[
\begin{align*}
\bar{n}_{V2}^{(2)}(\tau, \Omega) &= \frac{1}{2} \sum_{\alpha \beta \gamma \delta} \sum_{\epsilon \zeta \eta \theta} \frac{\tau_{1} \tau_{2} \bar{v}_{\alpha \beta \gamma \delta} \bar{v}_{\epsilon \zeta \eta \theta} \mathbb{G}_{\epsilon \zeta \eta \theta}^{0}(\tau_{1}, \tau_{2}; \Omega) \mathbb{G}_{\gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega) \mathbb{G}_{\alpha \beta \gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega)}{\mathbb{G}_{\alpha \beta \gamma \delta}^{0}(\tau_{1}, \tau_{2}; \Omega) \mathbb{G}_{\gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega) \mathbb{G}_{\alpha \beta \gamma \delta \epsilon \zeta \eta \theta}^{0}(\tau_{2}, \tau_{1}; \Omega)}. \tag{B13}
\end{align*}
\]
which eventually gives

\[ \mathcal{H}_{V}^{(2)}(\tau, \Omega) = + \sum_{ijka} \tau \left( \frac{e^{-\tau(e_a - e_k) - 1}}{e_a - e_k} \right) \rho_{a}^{\Omega} \]  

\[ \mathcal{H}_{V}^{(2)}(\tau, \Omega) = + \sum_{ijka} \frac{\bar{v}_{iak} \bar{v}_{jka}}{e_a - e_k} \left( \frac{e^{-\tau(e_a - e_k) - 1}}{e_a - e_k} - \frac{e^{-\tau(e_a - e_l) - 1}}{e_a - e_l} \right) \rho_{a}^{\Omega} \]  

\[ \mathcal{H}_{V}^{(2)}(\tau, \Omega) = + \sum_{ijka} \frac{v_{ikab}}{e_a - e_k} \left( \frac{e^{-\tau(e_a - e_k) - 1}}{e_a - e_k} - \frac{e^{-\tau(e_a - e_l) - 1}}{e_a - e_l} \right) \rho_{a}^{\Omega} \]

The second-order connected vacuum-to-vacuum diagram involving the two-body interaction and the one-body potential is
which eventually gives

\[ n^{(2)}_{UV}(\tau, \Omega) = - \sum_{ij} \sum_{\alpha \gamma \delta} \sum_{e \xi} \int_{0}^{\infty} d\tau_{1} d\tau_{2} \tilde{\nu}_{\alpha \beta \gamma \delta} \left( -u_{e \xi} \right) G_{4}^{0}(\tau_{1}, \tau_{1}; \Omega) G_{4}^{0}(\tau_{2}, \tau_{1}; \Omega) \]

where \( \tilde{\nu}_{\alpha \beta \gamma \delta} = \frac{1}{(\nu_{\alpha \beta \gamma \delta})^{2}} \) is the symmetry factor.

It contains two loops and two interaction vertices. Its contribution reads

\[ n^{(2)}_{UV}(\tau, \Omega) = - \sum_{ija} \left\{ \tau + \frac{e^{-\tau(e_{a} - e_{j})}}{e_{a} - e_{j}} - 1 \right\} \frac{\rho^{ph}_{ij}}{\rho^{ph}_{ik}}(\Omega) \]

\[ n^{(2)}_{UV}(\tau, \Omega) = - \sum_{ijab} \left\{ \frac{e^{-\tau(e_{a} - e_{b})}}{e_{a} - e_{b}} - \frac{e^{-\tau(e_{b} - e_{i})}}{e_{b} - e_{i}} - 1 \right\} \frac{\rho^{ph}_{ij}}{\rho^{ph}_{ib}}(\Omega) \]

\[ n^{(2)}_{UV}(\tau, \Omega) = - \sum_{ijab} \left\{ \frac{e^{-\tau(e_{a} + e_{b} - e_{i} - e_{j})}}{e_{a} + e_{b} - e_{i} - e_{j}} - 1 \right\} \frac{\rho^{ph}_{ij}}{\rho^{ph}_{ie}}(\Omega) \]

\[ n^{(2)}_{UV}(\tau, \Omega) = - \sum_{ijabc} \left\{ \frac{e^{-\tau(e_{a} + e_{b} - e_{i} - e_{j})}}{e_{a} + e_{b} - e_{i} - e_{j}} - 1 \right\} \frac{\rho^{ph}_{ija}}{\rho^{ph}_{ia}}(\Omega) \]

The second-order connected vacuum-to-vacuum diagram involving twice the one-body potential is

\[
\begin{array}{c}
\text{It contains one loop and two interaction vertices. Its} \\
\text{symmetry factor is } S = 2 \text{ and its contribution reads}
\end{array}
\]

\[
\begin{array}{c}
\includegraphics[scale=0.5]{diagram}\quad \text{It contains one loop and two interaction vertices. Its}
\end{array}
\]

\[
\begin{array}{c}
\text{symmetry factor is } S = 2 \text{ and its contribution reads}
\end{array}
\]

\[
\begin{array}{c}
\includegraphics[scale=0.5]{diagram2}\quad \text{It contains one loop and two interaction vertices. Its}
\end{array}
\]

\[
\begin{array}{c}
\text{symmetry factor is } S = 2 \text{ and its contribution reads}
\end{array}
\]

\[
\begin{array}{c}
\includegraphics[scale=0.5]{diagram3}\quad \text{It contains one loop and two interaction vertices. Its}
\end{array}
\]

\[
\begin{array}{c}
\text{symmetry factor is } S = 2 \text{ and its contribution reads}
\end{array}
\]

\[
\begin{array}{c}
\includegraphics[scale=0.5]{diagram4}\quad \text{It contains one loop and two interaction vertices. Its}
\end{array}
\]

\[
\begin{array}{c}
\text{symmetry factor is } S = 2 \text{ and its contribution reads}
\end{array}
\]
\[ n^{(2)}_{UU}(\tau, \Omega) = -\frac{1}{2} \sum_{\alpha \beta} \sum_{\gamma \delta} \int_0^\tau d\tau_1 d\tau_2 \left( -u_{\alpha \beta} \right) \left( -u_{\gamma \delta} \right) G_{\delta \alpha}^0(\tau_2, \tau_1; \Omega) G_{\beta \gamma}^0(\tau_1, \tau_2; \Omega), \]  

which eventually gives

\[ n^{(2)}_{UU}(\tau) = \sum_{ia} u_{ia} u_{ai} \left\{ \tau + \frac{e^{-\tau(e_{i\alpha} - e_{i})} - 1}{e_{i\alpha} - e_{i}} \right\}, \] 

\[ \mathfrak{n}^{(2)}_{UU}(\tau, \Omega) = -\sum_{iab} u_{ia} u_{ab} \left\{ \frac{e^{-\tau(e_{a\beta} - e_{i})} - 1}{e_{a\beta} - e_{i}} - \frac{e^{-\tau(e_{i\alpha} - e_{a})} - 1}{e_{i\alpha} - e_{a}} \right\} \rho_{bi}^{ph}(\Omega) + \sum_{ija} u_{ja} u_{ij} \left\{ \frac{e^{-\tau(e_{j\alpha} - e_{i})} - 1}{e_{j\alpha} - e_{i}} - \frac{e^{-\tau(e_{i\beta} - e_{j})} - 1}{e_{i\beta} - e_{j}} \right\} \rho_{ai}^{ph}(\Omega) \rho_{bj}^{ph}(\Omega). \]  

### 7. Structure of \( n(\tau, \Omega) \) in \( \tau \) and \( \Omega \)

We now provide a proof of the characteristic dependence of \( n(\tau, \Omega) \) on \( \tau \) and \( \Omega \) (eventually in the limit of large \( \tau \)). As such, we demonstrate that the Omega-independent part \( n(\tau) = n(\tau, 0) \) and the Omega-dependent part \( \mathfrak{n}(\tau, \Omega) = n(\tau, \Omega) - n(\tau, 0) \) display different dependencies on \( \tau \).

As the proof relies on an analysis of the generic topology of the diagrams contributing to \( n(\tau, \Omega) \), let us start from the perturbative expansion

\[ n(\tau, \Omega) = \langle \Phi | e^{-\int_0^\tau dt H_1(t)} | \Phi(\Omega) \rangle_c \]

\[ = \langle \Phi | 1 - \int_0^\tau d\tau_1 H_1(\tau_1) + \frac{1}{2!} \int_0^\tau d\tau_2 d\tau_1 T \left( H_1(\tau_2) H_1(\tau_1) \right) + \ldots | \Phi(\Omega) \rangle_c \]

\[ = \left\{ \sum_{n=0}^{\infty} \frac{(-)^n}{n!} \int_0^\tau d\tau_n \cdots \int_0^\tau d\tau_1 \frac{1}{2} \sum_{\alpha_n \beta_n \gamma_n \delta_n} \sum_{\alpha_1 \beta_1 \gamma_1 \delta_1} v_{\alpha_n \beta_n \gamma_n \delta_n} \cdots v_{\alpha_1 \beta_1 \gamma_1 \delta_1} \right. \]

\[ \times \langle \Phi | T \left[ a_{n\alpha}^\dagger(\tau_n) a_{\beta n}^\dagger(\tau_n) a_{\delta \gamma}(\tau_n) a_{\epsilon \delta_n}(\tau_n) \ldots a_{1\alpha_1}^\dagger(\tau_1) a_{\beta_1 \gamma_1}(\tau_1) a_{\delta_1 \gamma_1}(\tau_1) \right] | \Phi(\Omega) \rangle_c \]

\[ + \sum_{n=0}^{\infty} \frac{(-)^n}{n!} \int_0^\tau d\tau_n \cdots \int_0^\tau d\tau_1 \sum_{\alpha_n \beta_n} \sum_{\alpha_1 \beta_1} \left( -u_{\alpha_n \beta_n} \right) \times \langle \Phi | T \left[ a_{n\alpha}^\dagger(\tau_n) a_{\beta_n}(\tau_n) \ldots a_{1\alpha_1}^\dagger(\tau_1) a_{\beta_1}(\tau_1) \right] | \Phi(\Omega) \rangle_c \]

\[ + \text{all cross terms involving both } V(\tau_p) \text{ and } -U(\tau_p) \right\}, \tag{B21} \]

where one notices the connected character of the considered strings of contractions.

A term of order \( n \) in Eq. (B21) contains \( k \) operators \( -U(\tau_p) \) and \( n-k \) operators \( V(\tau_p) \) whose time labels are integrated over. For simplicity, and without any lack of generality, we focus on the case with \( k = n \). The proof can be extended to \( k = 0, \ldots, n-1 \) without any difficulty. This contribution to \( n(n)(\tau, \Omega) \) is a sum (over single-particle indices and all possible time orderings) of terms proportional to

\[ \int_0^\tau d\tau_n \int_0^{\tau_n} d\tau_{n-1} \cdots \int_0^{\tau_2} d\tau_1 e^{\tau_n(e_{\alpha_n} - e_{\beta_n})} \cdots e^{\tau_1(e_{\alpha_1} - e_{\beta_1})} \langle \Phi | a_{n\alpha_n}^\dagger a_{\beta_n} \cdots a_{1\alpha_1}^\dagger a_{\beta_1} | \Phi(\Omega) \rangle_c, \tag{B22} \]

where the time dependencies have been extracted from the creation and annihilation operators (see Eq. (1)). The
particular time ordering considered in Eq. \[ B22 \] does not limit the generality of the analysis given that any contribution to \( n^{(n)}(\tau, \Omega) \) can be written in this form. For compactness, Eq. \[ B22 \] can be rewritten as

\[
\int_0^\infty d\tau_n \, A_n(\tau_n; b_1, \ldots, b_n) \langle \Phi | a_{\alpha_1} a_{\beta_n} \ldots a_{\alpha_1} a_{\beta_1} | \Phi^D(\Omega) \rangle_c , \tag{B23}
\]

where \( b_p \equiv e_{\alpha_p} - e_{\beta_p} \) captures the coefficient in front of \( \tau_p \) in the original time integral. At first order, we have

\[
A_n(\tau_1; b_1) = e^{\tau_1 b_1} . \tag{B22}
\]

for \( n \geq 2 \), one finds the recurrence relation

\[
A_n(\tau_1; b_1, \ldots, b_n) = e^{\tau_1 b_n} \int_0^{\tau_n} d\tau_{n-1} A_{n-1}(\tau_{n-1}; b_1, \ldots, b_{n-1}) , \tag{B24}
\]

which can be solved using identities provided in App. F. Except for the first-order case, the connected character of the diagram implies that \( b_p \neq 0 \) as the creation and annihilation operators stemming from an operator \( U(\tau_p) \) cannot be contracted together in the matrix element appearing in Eq. \[ B22 \]. This eventually leads to the general structure

\[
A_n(\tau_n; b_1, \ldots, b_n) \equiv c_n^{(n)} e^{\tau_n b_n} + c_{n-1}^{(n)} e^{\tau_n (b_n + b_{n-1})} + \ldots + c_1^{(n)} e^{\tau_n (b_n + b_{n-1} + \ldots + b_2 + b_1)} , \tag{B25}
\]

where each \( c_p^{(n)} (p = 1, \ldots, n) \) is a function of the \( b_p (p = 1, \ldots, n - 1) \). Eventually, the dependence of \( c_p^{(n)} \) and \( d_p \equiv \sum_{k=p}^n b_k (p = 1, \ldots, n) \) on single-particle energies \( \{ e_\alpha \} \) depend on the particular (i.e. differ for each) set of contractions arising from the matrix element in Eq. \[ B22 \]. To attain the desired result, we must thus consider two separate cases.

We first focus on the \( \Omega \)-independent contribution, i.e. on the result obtained by setting \( \Omega = 0 \) in Eq. \[ B22 \]. In this case, all the propagators (i.e. contractions emerging from the matrix element in Eq. \[ B22 \]) are diagonal according to Eq. \[ 53 \]. As a result, the index of each creation operator is equated with the index of one annihilation operator, which leads to the remarkable result

\[
b_n + b_{n-1} + \ldots + b_2 + b_1 = 0 , \tag{B26}
\]

whereas all the other incomplete combinations of the \( b_p \) appearing in Eq. \[ B22 \] differ from 0. After integrating over \( \tau_n \) in Eq. \[ B22 \] one finally obtains the characteristic structure

\[
\tau c_1 + \sum_{p=2}^n \frac{c_p^{(n)}}{d_p} (e^{\tau d_p} - 1) , \tag{B25}
\]

where the \( d_p (p = 2, \ldots, n) \) are all strictly negative. This leads to the conclusion that \( n(\tau, 0) \) is made of a term proportional to \( \tau \) and a series of terms that are either independent of \( \tau \) or decreasing exponentially with it. Taking the large \( \tau \) limit, one eventually recovers property \[ 3.3 \] (first proven in Refs. 62, 70), that characterizes the dependence of \( n(\tau) \) in the large \( \tau \) limit.

We are now in position to study off-diagonal matrix elements obtained for \( \Omega \neq 0 \). Contributions to \( \mathcal{N}(\tau, \Omega) \) are obtained as soon as (at least) one contraction originating from the matrix element in Eq. \[ B22 \] is proportional to \( \rho^{ph}(\Omega) \) (second term of Eq. \[ 53 \]). This means that at least one propagator is not diagonal and connects one particle index with one hole index. In turn, property \[ B26 \] is not fulfilled any more and no exponent in Eq. \[ B25 \] is equal to 0. One thus obtains the characteristic structure of the term making up \( \mathcal{N}(\tau, \Omega) \) under the form

\[
\sum_{p=1}^n \frac{c_p^{(n)}}{d_p} (e^{	au d_p} - 1) G_p^{(n)} [\rho^{ph}(\Omega)] , \tag{B27}
\]

where all the \( d_p (p = 1, \ldots, n) \) including \( d_1 \) are strictly negative and where \( c_p^{(n)} [\rho^{ph}(\Omega)] \) is a polynomial in \( \rho^{ph}(\Omega) \) whose constant term is zero and that may contain terms with up to power \( n \). This leads to the conclusion that \( \mathcal{N}(\tau, \Omega) \) is made of a sum of terms that are either independent of \( \tau \) or decreasing exponentially with it. Contrarily to \( n(\tau) \) that grows linearly when \( \tau \) becomes infinitely large, \( \mathcal{N}(\tau, \Omega) \) goes exponentially to a finite limit \( \mathcal{N}(\Omega) \). This demonstrates the original result stated in Eq. \[ 3.5 \].

**Appendix C: Perturbative expansion of \( h(\tau, \Omega) \)**

We compute zero- and first-order diagrams contributing to the off-diagonal connected energy kernel \( h(\tau, \Omega) \). After mentioning the slight change of diagrammatic rules due to the presence of the fixed-time operator at time \( \tau = 0 \), we provide the expressions of all diagrams without reporting on the details of their computation.

### 1. Diagrammatic rules

One needs to slightly adapt the diagrammatic rules stated in Sec. 3.4 due to the presence of the fixed-time operator at time \( \tau = 0 \). The order \( n \) of a diagram is defined such that the fixed-time operator at time \( \tau = 0 \) is not taken into account. Since one does not integrate
over the time label associated with the fixed-time operator at time \( \tau = 0 \), one should not consider it in the determination of topologically identical diagrams under the exchange of time labels when identifying the symmetry factor of the diagram.

2. Zero-order kinetic energy

The zero-order labeled diagram is

\[
\begin{align*}
0 &\quad \alpha \\
\beta &\quad \text{(C1)}
\end{align*}
\]

It contains one loop and one interaction vertex. It has a symmetry factor \( S = 1 \) and reads

\[
t^{(0)}(\tau, \Omega) = - \sum_{\alpha \beta} t_{\alpha \beta} G_{\beta \alpha}^0(0, 0; \Omega) \tag{C2a}
\]

\[
+ \sum_{\alpha \beta} t_{\alpha \beta} \rho_{\alpha \beta}(\Omega)
\]

\[
+ \sum_i t_{ii}
\]

\[
+ \sum_{ia} t_{ia} \rho_{ai}(\Omega),
\]

i.e. it is independent of \( \tau \).

3. Zero-order potential energy

The zero-order diagram reads

\[
\begin{align*}
\alpha &\quad 0 \\
\beta &\quad \text{(C3)}
\end{align*}
\]

The diagram contains two loops and one interaction vertex. It has a symmetry factor \( S = 2 \) and reads

\[
\begin{align*}
v^{(0)}(\tau, \Omega) &= \frac{1}{2} \sum_{\alpha \beta \gamma \delta} v_{\alpha \beta \gamma \delta} G_{\gamma \alpha}^0(0, 0; \Omega) G_{\delta \beta}^0(0, 0; \Omega) \tag{C4a}
\]

\[
= \frac{1}{2} \sum_{\alpha \beta \gamma \delta} v_{\alpha \beta \gamma \delta} \rho_{\gamma \alpha}(\Omega) \rho_{\delta \beta}(\Omega)
\]

\[
= + \frac{1}{2} \sum_{ij} v_{ijij}
\]

\[
+ \frac{1}{2} \sum_{ijc} v_{ijc} \rho_{ci}(\Omega) + \frac{1}{2} \sum_{ijd} v_{ijd} \rho_{dj}(\Omega)
\]

\[
+ \frac{1}{2} \sum_{ijab} v_{ijab} \rho_{ai}(\Omega) \rho_{bj}(\Omega),
\]

i.e. it is independent of \( \tau \).

4. First-order kinetic energy

The first-order diagram deriving from \( V \) contains two loops and two interaction vertices. Its symmetry factor is \( S = 1 \). The diagram is

\[
\begin{align*}
\alpha &\quad 0 \\
\beta &\quad \text{(C5)}
\end{align*}
\]

and its contribution reads

\[
t^{(1)}_V(\tau, \Omega) = - \sum_{\alpha \beta} \sum_{\epsilon \zeta \eta \theta} \int_0^\tau dt_1 t_{\alpha \beta} \bar{v}_{\epsilon \zeta \eta \theta} G_{\eta \alpha}^0(\tau_1, 0; \Omega) G_{\theta \alpha}^0(0, 0; \Omega) G_{\beta \theta}^0(0, \tau_1; \Omega) \tag{C6a}
\]

\[
= - \sum_{ija} t_{ai} \bar{v}_{ija} \left[ 1 - e^{-\tau(e_a - e_i)} \right]
\]

\[
- \sum_{ijab} t_{ai} \bar{v}_{ijab} \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right]
\]

\[
+ \sum_{ijka} t_{ij} \bar{v}_{ijkak} \rho_{ai}(\Omega) \left[ 1 - e^{-\tau(e_a - e_j)} \right]
\]

\[
- \sum_{ijab} t_{ab} \bar{v}_{ijab} \rho_{bj}(\Omega) \left[ 1 - e^{-\tau(e_a - e_j)} \right]
\]

\[
- \sum_{ijab} t_{ab} \bar{v}_{ijab} \rho_{bj}(\Omega) \left[ 1 - e^{-\tau(e_a - e_j)} \right]
\]

\[
- \sum_{ijab} t_{ab} \bar{v}_{ijab} \rho_{bj}(\Omega) \left[ 1 - e^{-\tau(e_a - e_j)} \right]
\]

\[
- \sum_{ijab} t_{ab} \bar{v}_{ijab} \rho_{bj}(\Omega) \left[ 1 - e^{-\tau(e_a - e_j)} \right]
\]
The first-order diagram deriving from $U$ contains one loop and two interaction vertices. Its symmetry factor is $S = 1$. The diagram is

$$t^{(1)}_{U}(\tau, \Omega) = \sum_{\alpha\beta} \sum_{\epsilon_\xi} \int_{0}^{\tau} d\tau_{1} \ t_{\alpha\beta} \ (-u_{\epsilon\xi}) \ G_{0}^{\alpha}(\tau_{1}, 0; \Omega) \ G_{0}^{\beta}(0, \tau_{1}; \Omega)$$

and its contribution reads

$$t^{(1)}_{U}(\tau, \Omega) = \sum_{\alpha\beta} \sum_{\epsilon_\xi} \int_{0}^{\tau} d\tau_{1} \ t_{\alpha\beta} \ (-u_{\epsilon\xi}) \ G_{0}^{\alpha}(\tau_{1}, 0; \Omega) \ G_{0}^{\beta}(0, \tau_{1}; \Omega)$$

and its contribution reads

5. First-order potential energy

The first diagram deriving from $V$ contains two loops and two interaction vertices. Its symmetry factor is $S = 4$. The diagram is

$$t^{(1)}_{V}(\tau, \Omega) = \sum_{\alpha\beta} \sum_{\epsilon_\xi} \int_{0}^{\tau} d\tau_{1} \ t_{\alpha\beta} \ (-u_{\epsilon\xi}) \ G_{0}^{\alpha}(\tau_{1}, 0; \Omega) \ G_{0}^{\beta}(0, \tau_{1}; \Omega)$$

and its contribution reads
\[ v^{(1)}_{V_1}(\tau, \Omega) = -\frac{1}{4} \sum_{\alpha \beta \gamma \delta} \sum_{\epsilon \zeta \eta \theta} \int_0^\tau d\tau_1 \tilde{v}_{\alpha \beta \gamma \delta} \tilde{v}_{\epsilon \zeta \eta \theta} G^{0}_{\epsilon \zeta \eta \theta}(0, \tau_1; \Omega) G^{0}_{\alpha \beta \gamma \delta}(0, \tau_1; \Omega) G^{0}_{\epsilon \zeta \eta \theta}(\tau_1, 0; \Omega) G^{0}_{\alpha \beta \gamma \delta}(\tau_1, 0; \Omega) \]

\[ = -\frac{1}{4} \sum_{ijab} \frac{[\tilde{v}_{ijab}]^2}{e_a + e_b - e_i - e_j} \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right] \]

\[ = -\frac{1}{2} \sum_{ijabc} \frac{\tilde{v}_{ijab} \tilde{v}_{abc j}}{e_a + e_b - e_i - e_j} \rho^{ph}_{ci}(\Omega) \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right] \]

\[ + \frac{1}{2} \sum_{ijkab} \frac{\tilde{v}_{ijab} \tilde{v}_{kbij}}{e_a + e_b - e_i - e_j} \rho^{ph}_{ak}(\Omega) \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right] \]

\[ - \frac{1}{4} \sum_{ijklab} \frac{\tilde{v}_{ijab} \tilde{v}_{abcd}}{e_a + e_b - e_i - e_j} \rho^{ph}_{ci}(\Omega) \rho^{ph}_{bl}(\Omega) \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right] \]

\[ + \sum_{ijklab} \frac{\tilde{v}_{ijab} \tilde{v}_{abcd}}{e_a + e_b - e_i - e_j} \rho^{ph}_{ci}(\Omega) \rho^{ph}_{c_i}(\Omega) \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right] \]

\[ - \frac{1}{4} \sum_{ijklab} \frac{\tilde{v}_{ijab} \tilde{v}_{abcd}}{e_a + e_b - e_i - e_j} \rho^{ph}_{ak}(\Omega) \rho^{ph}_{bl}(\Omega) \rho^{ph}_{c_i}(\Omega) \left[ 1 - e^{-\tau(e_a + e_b - e_i - e_j)} \right] \]

The second diagram deriving from \( V \) contains three loops and two interaction vertices. Its symmetry factor is \( S = 1 \). The diagram is

\[ v^{(1)}_{V_2}(\tau, \Omega) = \sum_{\alpha \beta \gamma \delta} \sum_{\epsilon \zeta \eta \theta} \int_0^\tau d\tau_1 \tilde{v}_{\alpha \beta \gamma \delta} \tilde{v}_{\epsilon \zeta \eta \theta} G^{0}_{\gamma \alpha}(0, \tau_1; \Omega) G^{0}_{\zeta \eta \theta}(\tau_1, 0; \Omega) G^{0}_{\alpha \beta \gamma \delta}(\tau_1, 0; \Omega) G^{0}_{\epsilon \zeta \eta \theta}(0, \tau_1; \Omega) \]

\[ = -\sum_{ijka} \frac{\tilde{v}_{ijak} \tilde{v}_{ijka}}{e_a - e_k} \left[ 1 - e^{-\tau(e_a - e_k)} \right] \]

\[ - \sum_{ijkb} \frac{\tilde{v}_{ijkb} \tilde{v}_{ijkb}}{e_b - e_k} \rho^{ph}_{ai}(\Omega) \left[ 1 - e^{-\tau(e_a - e_k)} \right] \]

\[ - \sum_{ijkb} \frac{\tilde{v}_{ijkb} \tilde{v}_{ijkb}}{e_a + e_b - e_j - e_k} \rho^{ph}_{aj}(\Omega) \left[ 1 - e^{-\tau(e_a + e_b - e_j - e_k)} \right] \]

\[ - \sum_{ijkb} \frac{\tilde{v}_{ijkb} \tilde{v}_{ijkb}}{e_b - e_k} \rho^{ph}_{ak}(\Omega) \left[ 1 - e^{-\tau(e_b - e_k)} \right] \]
The diagram deriving from $U$ contains two loops and two interaction vertices. Its symmetry factor is $S = 1$. The diagram is

\[ \begin{align*}
\mathcal{U}^{(1)}(\tau, \Omega) &= - \sum_{a \beta \gamma \delta} \int_0^\tau \! d\tau' \, \bar{\psi}_{a \beta \gamma \delta} (-u_{\alpha \zeta}) \, G^{0}_{\gamma \alpha}(0, 0; \Omega) \, G^{0}_{\beta \omega}(0; \Omega) \, \bar{G}^{0}_{\delta \omega}(0, \tau_1; \Omega) \, G^{0}_{a \omega}(0; \Omega) \\
&= + \sum_{ij} \bar{\psi}_{i j k} \, u_{j a} \left( 1 - e^{-\tau(e_a - e_j)} \right) \\
&+ \sum_{i j k} \bar{\psi}_{i j k} \, u_{j a} \rho^{ph}_{a j} \left( \Omega \right) \left( 1 - e^{-\tau(e_a - e_j)} \right) \\
&- \sum_{i j k} \bar{\psi}_{i j k} \, u_{j a} \left( 1 - e^{-\tau(e_a - e_k)} \right)
\end{align*} \]

and its contribution reads

\[ \begin{align*}
\mathcal{U}^{(1)}(\tau, \Omega) &= - \sum_{a \beta \gamma \delta} \int_0^\tau \! d\tau' \, \bar{\psi}_{a \beta \gamma \delta} (-u_{\alpha \zeta}) \, G^{0}_{\gamma \alpha}(0, 0; \Omega) \, G^{0}_{\beta \omega}(0; \Omega) \, \bar{G}^{0}_{\delta \omega}(0, \tau_1; \Omega) \, G^{0}_{a \omega}(0; \Omega) \\
&= + \sum_{ij} \bar{\psi}_{i j k} \, u_{j a} \left( 1 - e^{-\tau(e_a - e_j)} \right) \\
&+ \sum_{i j k} \bar{\psi}_{i j k} \, u_{j a} \rho^{ph}_{a j} \left( \Omega \right) \left( 1 - e^{-\tau(e_a - e_j)} \right) \\
&- \sum_{i j k} \bar{\psi}_{i j k} \, u_{j a} \left( 1 - e^{-\tau(e_a - e_k)} \right)
\end{align*} \]
ally, the actual dependence of $c_{\nu}$ potential energy part been extracted from the creation and annihilation operator $h$ and $\Omega$. For simplicity, the derivation is provided for its kinetic energy part $v(\tau, \Omega)$ or to the linked/connected kernel $a(\tau, \Omega)$ of any operator $O$.

Starting from the linked/connected part of the perturbative expansion\footnote{We reason on a particular, though generic, diagram of arbitrary order $n$. A term of order $n$ in Eq. (73) contains $k$ operators $-U(\tau_p)$ and $-k$ operators $V(\tau_p)$ whose time labels are integrated over, plus the operator $T$ at time 0. For simplicity, and without any lack of generality, we focus on the term with $k = n$. Such a contribution is a sum (over single-particle indices and all possible time orderings) of terms proportional to} we have

\[
\frac{1}{\beta} \int_0^\tau d\tau_n \int_0^{\tau_n} d\tau_{n-1} \ldots \int_0^{\tau_2} d\tau_1 e^{\tau_n(e_{\alpha_n} - e_{\beta_n})} \ldots e^{\tau_1(e_{\alpha_1} - e_{\beta_1})} \langle \Phi | a_{\alpha_n}^{\dagger} a_{\beta_n} \ldots a_{\alpha_1}^{\dagger} a_{\beta_1} a_{\zeta} | \Phi(\Omega) \rangle_c , \tag{C15}
\]

where the operators $a_{\alpha}^{\dagger}$ and $a_{\zeta}$ comes from the kinetic energy operator $T$ and where the time dependence has been extracted from the creation and annihilation operators (see Eq. (11)). As $T$ is at time 0, no time factor appears in connection with $a_{\alpha}^{\dagger}$ and $a_{\zeta}$. The particular time ordering considered in Eq. (C15) does not limit the generality of the analysis given that any contribution to $t(\tau, \Omega)$ can be written under this form. In particular, it is clear that operators stemming from $T(0)$ always carry the smallest time and thus occupy the rightmost position.

Equation (B22) can be written in the compact form

\[
B_n(\tau; b_1, \ldots b_n) \langle \Phi | a_{\alpha_n}^{\dagger} a_{\beta_n} \ldots a_{\alpha_1}^{\dagger} a_{\beta_1} a_{\zeta} | \Phi(\Omega) \rangle_c , \tag{C16}
\]

where $b_p \equiv e_{\alpha_p} - e_{\beta_p}$ amounts to capturing the coefficient in front of $\tau_p$ in the original time integral and with the convention that $B_0(\tau) \equiv 1$. The explicit expressions of $B_1(\tau; b_1)$ and $B_2(\tau; b_1, b_2)$ can be easily extracted from Eqs. (F13) and (F16) respectively. Further considering that

\[
B_p(\tau; b_1, \ldots b_p) = \int_0^\tau d\tau_p e^{\tau_p b_p} B_n(\tau_{p-1}; b_1, \ldots b_{p-1}) , \tag{C17}
\]

it is straightforward to prove by recurrence that the function $B_n(\tau; b_1, \ldots b_n)$ possesses the general structure

\[
B_n(\tau; b_1, \ldots b_n) \equiv c_0^{(n)} + c_1^{(n)} e^{\tau d_1} + c_2^{(n)} e^{\tau d_2} + \ldots + c_n^{(n)} e^{\tau d_n} , \tag{C18}
\]

where $c_p^{(n)} (p = 0, \ldots, n)$ and $d_p \equiv \sum_{k=n-p+1}^{n} b_k (p = 1, \ldots, n)$ are functions of the $b_p (p = 1, \ldots, n)$. Eventually, the actual dependence of $c_p^{(n)}$ and $d_p$ on the single-particle energies $\{e_\alpha\}$ depend on the particular (i.e. differ for each) set of contractions arising from the matrix element in Eq. (C15) and on whether $\Omega$ is zero or not. In all
cases, the key feature is that there exists one term with no dependence on \( \tau \) while all the others depend exponentially on it with a strictly negative coefficient. Focusing on a particular contraction, Eq. \((C15)\) can be generically written as

\[
c_0^{(n)} F_0^{(n)}[\rho^p(\Omega)] + \sum_{p=1}^{n} c_p^{(n)} e^{\tau d_p} F_p^{(n)}[\rho^p(\Omega)], \quad (C19)
\]

where \( F_p^{(n)}[\rho^p(\Omega)] \) is a polynomial in \( \rho^p(\Omega) \) whose constant term is always non zero and that may contain terms with up to power \( n \). One can verify that zero- and first-order diagrams computed above do display such typical \( \tau \) and \( \Omega \) dependencies. This result demonstrates that \( t(\tau, \Omega) \) goes in the large \( \tau \) limit to a finite value \( t(\Omega) \) that sums all the contributions embodied by the coefficient \( c_0^{(n)} \).

**Appendix D: Cluster amplitude equations**

Starting from Eq. \((101)\) we derive the equations of motion (Eqs. \((102)\) and \((103)\)) satisfied by hole-particle matrix elements of \( T^+_i(\tau, \Omega) \). The derivations below are obtained by adapting to \( n \)-tuply excited energy and norm kernels the steps taken in Secs. IV G and V A for the energy kernel when expanding the exponential. Off-diagonal contractions within the operator \( A_i^{ab...} \) are zero anyway (Eq. \((51c)\)). Expression \((D5c)\) could be equated at no cost to Eq. \((D5a)\) by virtue of the linked/connected character of the kernel.

Let us now come to \( H_i^a(\tau, \Omega) \). Because of the presence of two fixed-time operators \( A_i^a \) and \( H \) in the matrix elements, perturbation theory leads to the typical structure

\[
H_i^a(\tau, \Omega) = h_i^a(\tau, \Omega) N(\tau, \Omega) + n_i^a(\tau, \Omega) H(\tau, \Omega). \quad (D6)
\]

In Eq. \((D6)\) was introduced the kernel

\[
h_i^a(\tau, \Omega) = \frac{\langle \Phi|U(\tau)H A_i^a|\Phi(\Omega)\rangle_c}{\langle \Phi|\Phi(\Omega)\rangle}, \quad (D7a)
\]

\[
h_i^a(\tau, \Omega) = \frac{\langle \Phi|e^{T_i(\tau, \Omega)}H A_i^a|\Phi(\Omega)\rangle_c}{\langle \Phi|\Phi(\Omega)\rangle}, \quad (D7b)
\]

where operators in the matrix element are all connected together by strings of contractions. A crucial remark is here in order. In Eq. \((D7b)\) the only cluster operator that could contract exclusively with the operators entering \( A_i^a \) is \( T_i(\tau, \Omega) \). However, if it were to happen, the product \( T_i(\tau, \Omega)A_i^a \) would be disconnected from \( H \) and the other allowed \( T_i(\tau, \Omega) \), which would contradict the fact that the matrix elements are connected, i.e. such contractions actually contribute to the second term in the right-hand side of Eq. \((D6)\). Consequently, all allowed cluster operators are only partially contracted with \( A_i^a \) and are thus necessarily contracted with \( H \). Eventually, this is the actual meaning carried by the label \( c \) in Eq. \((D7b)\). This result allows us to recover the crucial termination of the expanded exponential at play in standard CC theory. As already discussed for the non-excited energy kernel, this termination and the connected nature of the resulting terms are usually obtained on the basis of the Baker-Campbell-Hausdorff identity and the standard Wick theorem. In the present case, such a property cannot be obtained directly and requires a long detour through perturbation theory applied to off-diagonal kernels. The actual expression of \( h_i^a(\tau, \Omega) \) is given in Eq. \((104a)\).

Inserting Eqs. \((D3)\) and \((D4)\) into Eq. \((D2)\) utilizing Eq. \((D5a)\) and combining the result with Eq. \((D1)\) eventually leads to the single amplitude equation under the practical form of Eq. \((102)\). i.e.

\[
h_i^a(\tau, \Omega) = -\partial_\tau T_i(\tau, \Omega). \quad (D8)
\]
3. Double amplitude equation

Considering the operator \( A^{ab}_{ij} = a_i^a a_j^b \) that creates a double excitation, Eq. \( \text{[10]} \) provides

\[
H_{ij}^{ab}(\tau, \Omega) = -\partial_\tau N_{ij}^{ab}(\tau, \Omega).
\] (D9)

Following the same steps as before, one first obtains

\[
N_{ij}^{ab}(\tau, \Omega) = n_{ij}^{ab}(\tau, \Omega) N(\tau, \Omega),
\] (D10)

along with

\[
\langle \Phi| e^{T(\tau, \Omega)} A^{ab}_{ij} |\Phi(\Omega)\rangle = h_{ij}^{ab}(\tau, \Omega)
\] (D14)

which leaves \( T_{1}^{p-1}(\tau, \Omega)/(p-1)! \) for further contractions. Summing over all terms stemming from the exponential, one can eventually re-factorize each time the full contribution of \( T_{1}^{1}(\tau, \Omega) \) to the exponential. Performing the algebraic manipulations in details, one eventually arrives at

\[
\frac{\langle \Phi| e^{T(\tau, \Omega)} A^{ab}_{ij} |\Phi(\Omega)\rangle}{\langle \Phi| \Phi(\Omega)\rangle} = h_{ij}^{ab}(\tau, \Omega)
\] (D13)

Again, it is essential to detail the connected structure of this kernel. At this point, it can only be stated that the operators at play in Eq. \( \text{D7} \) are all connected together through strings of contractions by virtue of the connected character of the associated diagrams. A priori, this leaves the possibility that a cluster operator is solely, and thus entirely, connected to \( A^{ab}_{ij} \), i.e. that it is not connected to \( H \). In the doubly-excited case, it can at most happen for \( T_{1}^{1}(\tau, \Omega) \) or \( T_{2}^{1}(\tau, \Omega) \). Contracting fully \( T_{2}^{1}(\tau, \Omega) \) with \( A^{ab}_{ij} \) leaves no possibility for the latter to further connect to \( H \) and contradicts the fact that all the operators are connected together through strings of contractions, i.e. such a contribution is already included in the second term on the right-hand side of Eq. \( \text{D12} \). As for \( T_{1}^{1}(\tau, \Omega) \), the situation is more delicate. Let us thus consider contributions to Eq. \( \text{D13} \) where \( T_{1}^{1}(\tau, \Omega) \) is fully contracted with \( A^{ab}_{ij} \). This leaves one particle creation operator and one hole annihilation operator from \( A^{ab}_{ij} \) to operate further contractions, i.e. a single-excitation operator \( A^{k}_{i} \) with \( c(k) \) equal to \( a(i) \) or \( b(j) \). For each term with \( p \geq 1 \) powers of \( T_{1}^{1}(\tau, \Omega) \) in the exponential, i.e. terms proportional to \( T_{1}^{p}(\tau, \Omega)/p! \), there are \( p \) possibilities to fully contract a \( T_{1}^{1}(\tau, \Omega) \) operator with \( A^{ab}_{ij} \).
Appendix E: Axial symmetry

We consider the angular-momentum restored CC formalism in the particular case where the reference state fulfills $J_z|\Psi\rangle = 0$. In this case, the kernels depend on the sole Euler angle $\beta$. Given that $N_{j\mu K} N_{00} \delta_{\mu 0} \delta_{K 0}$, their expanded form (Eq. 28) reduces to

\[ N(\tau, \beta) = \sum_{\mu, l} e^{-\tau E_{\mu}^l} N_{j\mu}^l \phi_{00}^l(\beta), \quad (E1a) \]
\[ H(\tau, \beta) = \sum_{\mu, l} e^{-\tau E_{\mu}^l} E_{\mu} N_{j\mu}^l \phi_{00}^l(\beta), \quad (E1b) \]
\[ J_1(\tau, \beta) = 0, \quad (E1c) \]
\[ J^2(\tau, \beta) = \sum_{\mu, l} e^{-\tau E_{\mu}^l} J_{\mu}(J + 1) \phi_{00}^l(\beta), \quad (E1d) \]

where $\phi_{00}^l(\beta) = \langle \Psi_{j0}^l | R(0, \beta, 0) | \Psi_{j0}^l \rangle$ and

\[ R(0, \beta, 0) = e^{-\beta J_1}, \quad (E2) \]

Consistently, the rotated reference state is obtained from a one-dimensional rotation $|\Phi(\beta)\rangle \equiv R(0, \beta, 0)|\Phi\rangle$.

The connected/linked kernels $h_{ij}^{\alpha\beta}(\tau, \beta)$, $j^2(\tau, \beta)$ and $j_1(\tau, \beta)$ at play in the theory display the same functional dependence on the cluster operators $T^l_n(\tau, \beta)$ as in the three dimensional case. They invoke matrix elements of the corresponding operators expressed in the bi-orthogonal system whoseiable (left) basis is obtained via the transformation $D(\beta) = \mathbb{1} + \rho^{\beta}(\beta)$ ($D^{-1}(\beta) = \mathbb{1} - \rho^{\beta}(\beta)$). Because of the axial symmetry, one notes that $j_1(\tau, \beta) = 0$ and $j^2(\tau, \beta) = j_0(\tau, \beta)$. The amplitude equations naturally read

\[ h_{ij}^{\alpha\beta}(\tau, \beta) = -\partial_\tau T^l_{ij, \alpha\beta}(\tau, \beta), \quad (E3) \]

The reduced norm kernel now fulfills one ODE of the form

\[ -\frac{d^2}{d\beta^2} N(\tau, \beta) - \cot \beta \frac{d}{d\beta} N(\tau, \beta) = \frac{j^2(\tau, \beta)}{\hbar^2} N(\tau, \beta), \]

which must be integrated under the initial conditions

\[ N(\tau, 0) = 1, \quad (E4a) \]
\[ \frac{d}{d\beta} N(\tau, \beta) \bigg|_{\beta=0} = -\frac{i}{\hbar} j_0(\tau, 0). \quad (E4b) \]

The angular-momentum restored energy of the yrast states is obtained from a single integral over the $\beta$ angle according to

\[ E_0^J = \lim_{\tau \to \infty} \frac{\int_0^\tau d\beta \sin \beta d_{00}^{l*}(\beta) h(\tau, \beta) N(\tau, \beta)}{\int_0^\pi d\beta \sin \beta d_{00}^{l*}(\beta) N(\tau, \beta)}, \quad (E5) \]

with the ground state energy being given by

\[ E_0^{J_0} = \frac{\int_0^\tau d\beta \sin \beta d_{00}^{l*}(\beta) h(\beta) N(\beta)}{\int_0^\pi d\beta \sin \beta d_{00}^{l*}(\beta) N(\beta)}. \quad (E6) \]

Appendix F: Useful identities

\[ \int_0^\tau d\tau_1 e^{a \tau_1} = \frac{1}{a} (e^{a \tau} - 1), \quad (F1a) \]
\[ \int_0^\tau d\tau_1 d\tau_2 \theta(\tau_1 - \tau_2) e^{a(\tau_1 - \tau_2)} = \int_0^\tau d\tau_1 e^{a \tau_1} \int_0^{\tau_1} d\tau_2 e^{-a \tau_2} = -\frac{\tau}{a} + \frac{1}{a^2} (e^{a \tau} - 1), \quad (F1b) \]
\[ \int_0^\tau d\tau_1 d\tau_2 \theta(\tau_1 - \tau_2) e^{a \tau_1 + b \tau_2} = \int_0^\tau d\tau_1 e^{a \tau_1} \int_0^{\tau_1} d\tau_2 e^{b \tau_2} = \frac{1}{b (a + b)} (e^{a (a + b)} - 1) - \frac{1}{ab} (e^{a \tau} - 1). \quad (F1c) \]

Given that such integrals only appear in the theory with $a < 0$ and $a + b < 0$, one obtains

\[ \lim_{\tau \to \infty} \int_0^\tau d\tau e^{a \tau} = -\frac{1}{a}, \quad (F2a) \]
\[ \lim_{\tau \to \infty} \int_0^\tau d\tau_1 d\tau_2 \theta(\tau_1 - \tau_2) e^{a \tau_1 + b \tau_2} = \frac{1}{a (a + b)} \quad (F2b) \]

where the first and third result are necessarily positive.
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