REFLECTIONLESS CANONICAL SYSTEMS, II. ALMOST PERIODICITY AND CHARACTER-AUTOMORPHIC FOURIER TRANSFORMS
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ABSTRACT. We develop a comprehensive theory of reflectionless canonical systems with an arbitrary Dirichlet-regular Widom spectrum with the Direct Cauchy Theorem property. This generalizes, to an infinite gap setting, the constructions of finite gap quasiperiodic (algebro-geometric) solutions of stationary integrable hierarchies. Instead of theta functions on a compact Riemann surface, the construction is based on reproducing kernels of character-automorphic Hardy spaces in Widom domains with respect to Martin measure. We also construct unitary character-automorphic Fourier transforms which generalize the Paley–Wiener theorem. Finally, we find the correct notion of almost periodicity which holds for canonical system parameters in Arov gauge, and we prove generically optimal results for almost periodicity for Potapov–de Branges gauge, and Dirac operators.
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1. Introduction

For one-dimensional Schrödinger operators with spectrum \( E \), and for other well-studied classes of self-adjoint and unitary operators including Dirac, Jacobi, and CMV operators, the reflectionless property is a certain pseudocontinuation relation between two Weyl functions which encode the two half-line restrictions of the operator. This was originally observed as a property of periodic operators and finite gap quasiperiodic operators, and has since become ubiquitous in spectral theory; by Kotani theory \[31\], the reflectionless property is a general feature of ergodic operators with zero Lyapunov exponent on the spectrum. By Remling \[51\], it is a general property of right limits of operators with absolutely continuous spectrum.

The inverse spectral theory of reflectionless operators was originally considered for finite gap spectra, in the algebraic language associated with compact Riemann surfaces (double covers of \( \mathbb{C} \setminus E \)) \[18, 25\]. This theory was applied by finite gap approximation to the periodic case \[41, 42, 39, 40\] and some almost periodic cases \[13, 46, 47, 15, 21, 26, 29, 35, 37\].

The finite gap construction was generalized by Sodin–Yuditskii \[55\] to the more general setting of bounded Dirichlet-regular Widom sets \( E \) with the DCT property (the definitions of these properties will be given below). The core of the approach are intrinsic Fourier series representations of the character-automorphic Hardy spaces on the domain \( \hat{\mathbb{C}} \setminus E \). The corresponding basis is formed using the Complex Green function and the reproducing kernels with respect to infinity, which is an internal point of the domain. The corresponding Fourier representations transform the multiplication operator by independent variable into Jacobi matrices. The triumph of the theory is the almost periodicity of coefficients of Jacobi matrices, which follows from continuity of explicit representations involving trace formulas and a representation of translation as a linear flow with respect to character. The theory was also applied to Schrödinger operators with semibounded spectra of finite gap length, by the standard finite gap approximation approach \[56\].

In this paper, we construct almost periodic parameters for spectral data on arbitrary Dirichlet-regular Widom set \( E \subset \mathbb{R} \) with DCT, without any gap moment conditions or semiboundedness. In contrast to the construction in \[55\], we have to build Fourier integrals instead of Fourier series representations. Infinity still plays the role of the distinguished point, but \( E \) is an unbounded set, so \( \infty \) is a boundary point of the domain \( \Omega = \mathbb{C} \setminus E \). In particular, the Complex Martin function must substitute the Complex Green function in this new construction. A passage from discrete systems to continuous ones always presents essential obstacles related to differentiability, but in the current setting it was not originally clear what is this “almost periodic object” which corresponds to the chosen spectral data, and especially in which sense it is “almost periodic”.

We will show that the correct setting is provided by canonical systems in Arov gauge, which uses normalizations at a point \( z_0 \) in the upper half plane (we fix \( z_0 = i \) in our presentation), which is always an interior point of the domain \( \Omega = \mathbb{C} \setminus E \). We also apply this theory to other well known gauges, namely, canonical systems in Potapov–de Branges gauge (see \[16\] and recent works \[52, 10, 53\]), and Dirac operators \[56\]: we will explain that these other gauges don’t always give almost periodic data, and give sufficient conditions for almost periodicity which are generically optimal. Note also that our approach doesn’t use finite gap approximation: everything is constructed directly for the domain \( \Omega \).

Our results can further be motivated through Paley–Wiener theory, the multiplicative theory of \( j \)-contractive matrix functions \[50, 20, 27\], and through a general perspective on nesting Weyl disks for one-dimensional operators. The first motivation doesn’t even require spectral theory. Recall that the standard Hardy space \( \mathcal{H}^2(\mathbb{C}_+) \) can be viewed as a closed subspace of \( L^2(\mathbb{R}) \) by passing to boundary values, and recall the following Paley–Wiener theorem: \( \mathcal{H}^2(\mathbb{C}_+) \) is the image of \( L^2((0, \infty)) \) in the Fourier transform. According to de Branges, this theorem was the origin of his theory, see \[16\] Preface].
We generalize the Paley–Wiener theorem to a character-automorphic setting with the domain \( \Omega = \mathbb{C} \setminus \mathbb{E} \). This requires several constructions.

Let \( \mathbb{E} \) be an unbounded proper closed subset of \( \mathbb{R} \) such that \( \Omega \) is Dirichlet regular. The symmetric Martin function at \( \infty \) is a positive harmonic function \( M \) on \( \Omega \) with the symmetry \( M(\bar{z}) = M(z) \) which vanishes continuously on \( \mathbb{E} \); it is determined uniquely up to normalization \([2, 8]\). The limit \( \lim_{y \to \infty} M(iy)/y \) is convergent, and it can be zero or strictly positive. This gives an important dichotomy: \( \Omega \) is said to be of Akhiezer-Levin (A-L) type \([1]\) if
\[
\lim_{y \to \infty} \frac{M(iy)}{y} > 0. \tag{1.1}
\]
In the A-L case, \( M(z) \) is also called the Phragmén–Lindelöf function by Koosis \([32]\). Among finite gap sets \( \mathbb{E} \) (an algebraic setting is possible), it holds precisely for those which are unbounded both above and below, i.e., those where \( \infty \) corresponds to two different accessible boundary points/prime ends \([21]\) Section VI.3, \([39]\) Section 2.4. In the general case, the A-L condition measures that distinction for the minimal Martin boundary of the domain: \( \infty \) corresponds to two minimal Martin boundary points if \((1.1) \) holds and a single point if \((1.1) \) fails, see Section 4.4.

The symmetric Martin function \( M \) extends to a subharmonic function on \( \mathbb{C} \), so its distributional Laplacian is a positive measure, called the Martin measure, \( \vartheta = \frac{1}{2\pi} \Delta M \). If \( \mathbb{E} \) is a Widom set, \( \vartheta \) is mutually absolutely continuous with Lebesgue measure on \( \mathbb{E} \).

Locally on \( \Omega \), \( M = \text{Im} \Theta \) for some analytic function \( \Theta \). Since \( \Omega \) is multiply connected, \( \Theta \) is multivalued: its analytic continuation \( \Theta \circ \gamma \) along a closed loop \( \gamma \in \pi_1(\Omega) \) obeys
\[
\Theta \circ \gamma = \Theta + \eta(\gamma), \quad \forall \gamma \in \pi_1(\Omega) \tag{1.2}
\]
where \( \eta : \pi_1(\Omega) \to \mathbb{R} \) is an additive character, i.e., \( \eta(\gamma_1 \gamma_2) = \eta(\gamma_1) + \eta(\gamma_2) \). Note that \( \Theta(z) \) is defined up to an affine transform \( \Theta(z) \to a\Theta(z) + b, a > 0, b \in \mathbb{R} \). Since different normalizations can be natural in different settings, we prefer to not fix a normalization and write \( \Theta(i) = \theta_r + i\theta_i \). Of course, an affine change of \( \Theta \) also affects \( M \) and \( \eta \).

We also work with multi-valued meromorphic functions \( f \) on \( \Omega = \mathbb{C} \setminus \mathbb{E} \) such that \( |f| \) is single-valued. Such functions \( f \) are character-automorphic, i.e., there exists a character (additive map) \( \alpha : \pi_1(\Omega) \to \mathbb{R}/\mathbb{Z} \) such that
\[
f \circ \gamma = e^{2\pi i \alpha(\gamma)} f, \quad \forall \gamma \in \pi_1(\Omega). \tag{1.3}
\]
All statements about multi-valued functions on \( \Omega \) can also be expressed in terms of lifts to the universal cover \( \mathbb{D} \) via the uniformization \( \Omega \simeq \mathbb{D}/\Gamma, \Gamma \cong \pi_1(\Omega) \); in particular, we say that \( f \) has bounded characteristic if its lift \( F \) to \( \mathbb{D} \) has bounded characteristic, i.e., \( F = F_1/F_2 \) for some \( F_1, F_2 \in H^\infty(\mathbb{D}) \).

If, in addition, \( F_2 \) is outer, we say that \( f \) is of Smirnov class.

Since \( \Omega \) is a Denjoy domain, functions on \( \Omega \) accept an antilinear involution \( (\ldots)_\sharp \) defined by
\[
f_\sharp(z) = \overline{f(\bar{z})}. \tag{1.4}
\]
This involution doesn’t change the character. We will also use another involution, related to the notion of pseudocontinuation: if \( f \) has bounded characteristic, we denote by \( f_\flat \) a function of bounded characteristic such that the nontangential boundary values from above and below obey
\[
f_\flat(\xi \pm i0) = f(\xi \mp i0), \quad \text{a.e. } \xi \in \mathbb{E}. \tag{1.5}
\]
The pseudocontinuation is very far from being a general property of functions of bounded characteristic, and we will discuss this later.

We denote the character group by \( \pi_1(\Omega)^* \). For any character \( \alpha \in \pi_1(\Omega)^* \), we define a character-automorphic Hardy space with respect to Martin measure, denoted \( \mathcal{H}^2_\Omega(\alpha) \) or simply \( \mathcal{H}^2(\alpha) \), as the set of Smirnov class functions \( f \) with character \( \alpha \) with the norm
\[
\|f\|^2_{\mathcal{H}^2_\Omega(\alpha)} = \int_\mathbb{E} (|f(\xi + i0)|^2 + |f(\xi - i0)|^2) d\vartheta(\xi) < \infty. \tag{1.6}
\]
Passing from \( f \) to its boundary values gives an isometric embedding \( \mathcal{H}^2_\Omega(\alpha) \subset L^2(\mathbb{E}, d\vartheta)^2 \).
If \( E \) is a Weyl set, \( H^2(\alpha) \) is a nontrivial reproducing kernel Hilbert space for any \( \alpha \) (see Section 2). In particular, we will use the \( L^2 \)-normalized reproducing kernel at \( i \), denoted \( K^\alpha \), which obeys:

\[
\langle f, K^\alpha \rangle = \frac{f(i)}{K^\alpha(i)}, \quad \forall f \in H^2_\Omega(\alpha).
\] (1.7)

With two sampling functions \( \tau(\alpha) := -\log K^\alpha(i) \) and \( s(\alpha) := K^\alpha(i)/K^\alpha(i) \), for a fixed \( \alpha \in \pi_1(\Omega)^* \) we associate two measures on \( \mathbb{R} \):

\[
\mu^\alpha((\ell_1, \ell_2]) = (\ell_2 - \ell_1)\Im \Theta(i) + \tau(\alpha - \eta\ell_2) - \tau(\alpha - \eta\ell_1),
\] (1.8)

\[
\mu^\alpha_1((\ell_1, \ell_2]) = \frac{s(\alpha - \eta\ell_1) - s(\alpha - \eta\ell_2)}{2} + \int_{\ell_1}^{\ell_2} s(\alpha - \eta)d\mu^\alpha(l).
\] (1.9)

These are the almost periodic parameters solving our inverse spectral problem:

**Theorem 1.1.** For any unbounded closed proper subset \( E \subset \mathbb{R} \) which is Dirichlet-regular, obeys the Widom condition and DCT, for any \( \alpha \in \pi_1(\Omega)^* \):

(a) \( \mu^\alpha \) is a positive measure on \( \mathbb{R} \);

(b) The complex measure \( \mu^\alpha_1 \) is absolutely continuous with respect to \( \mu^\alpha \) and its Radon–Nikodym derivative \( a^\alpha \), defined by

\[
d\mu_1^\alpha = a^\alpha d\mu^\alpha,
\] (1.10)

obeys \( |a^\alpha(\ell)| \leq 1 \) for \( \mu^\alpha \)-a.e. \( \ell \in \mathbb{R} \);

(c) the measures \( \mu^\alpha, \mu^\alpha_1 \) are almost periodic in the sense that for every piecewise continuous compactly supported test function \( h \), the functions \( g(\ell) = \int h(l + \ell)d\mu^\alpha(l), g_1(\ell) = \int h(l + \ell)d\mu^\alpha_1(l) \) are almost periodic with frequency vector \( \eta \) for any sequence \( \eta_n \to 0 \) in \( \pi_1(\Omega)^* \), \( g(\cdot + \ell_n) \to g \) and \( g_1(\cdot + \ell_n) \to g_1 \) uniformly on \( \mathbb{R} \).

Most of the earlier results establish uniform almost periodicity of Schrödinger and Dirac operator data, with \( L^\infty \) bounds for associated potentials. On the other hand the theory of one-dimensional Schrödinger periodic operators with \( L^2 \) potentials [39, 40] looks very similar, as a certain branch of the same general inverse spectral theory. Moreover the mentioned recent growth of interest in a unified approach to all such operators via Potapov–de Branges canonical systems motivates an extension of the concept of almost periodicity to this general setting. One approach could possibly be in terms of resolvent almost periodicity, in which one would use a concept of compactness of shifts of resolvents in the operator norm. But as we will see, say when A-L fails, the measures of two canonical systems of the same isospectral class are possibly mutually singular. This looks like a very strong obstacle on the way to developing this approach: the corresponding isospectral operators can not be treated as operators acting in the same space. Our approach, which seems to be a certain breakthrough in the area, is based on the concept of almost periodic measures.

Almost periodicity of measures is commonly described by convolution with some class of test functions [3, 4]: in particular, strong almost periodicity of measures uses \( h \in C_c(\mathbb{R}) \). Note that our conclusion is strictly stronger than strong almost periodicity and also includes, e.g., characteristic functions of intervals, \( h = \chi_{(0,\ell)} \), for any \( \ell > 0 \).

Since \( |a^\alpha(\ell)| \leq 1 \), we can define the nonnegative matrices

\[
A^\alpha(\ell) = \begin{pmatrix} 1 & -a^\alpha(\ell) \\ -a^\alpha(\ell) & 1 \end{pmatrix}
\]

and introduce the Hilbert space \( \sqrt{A^\alpha L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha)} \), with closure taken in \( L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \). We also use a Complex Green function \( \Phi \) with a zero at \( i \) and denote by \( \beta_\alpha \) its character. This is the promised generalization of the Paley–Wiener theorem:

**Theorem 1.2.** For any unbounded closed proper subset \( E \subset \mathbb{R} \) which is Dirichlet-regular, obeys the Widom condition and DCT, for any \( \alpha \in \pi_1(\Omega)^* \), the map \( F^\alpha \) defined by

\[
(F^\alpha \hat{f})(z) = \frac{z + i}{\sqrt{2}\Phi_\alpha(z)} \int e^{i\Theta(z)\ell} \begin{pmatrix} K^\alpha_{\ell - \eta}(z) & K^\alpha_{\ell - \eta}(z) \end{pmatrix} \sqrt{A^\alpha(\ell)} \hat{f}(\ell)d\mu^\alpha(\ell)
\] (1.11)
for compactly supported \( \tilde{f} \) extends by continuity to a unitary operator

\[
\mathcal{F}^\alpha : \sqrt{A^\alpha} L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \to L^2(\mathbb{E}, d\theta)^2.
\] (1.12)

For any \( \ell \in \mathbb{R} \), \( \mathcal{F}^\alpha \) maps \( \sqrt{A^\alpha} L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \) bijectively to \( e^{i\ell \theta} \mathcal{H}^2_{1\alpha}(\alpha - \beta \phi - \eta \ell) \).

The case \( \ell = 0 \) pertains directly to the space \( \mathcal{H}^2(\alpha - \beta \phi) \), but the \( \ell \)-dependence shows that \( \mathcal{F}^\alpha \) conjugates translation to a linear flow in \( \ell \). The spaces \( \mathcal{H}^2(\alpha - \beta \phi) \oplus e^{i\ell \theta} \mathcal{H}^2_{1\alpha}(\alpha - \beta \phi - \eta \ell) \) will play an important role in the proofs.

Note that \( |a^\alpha| = 1 \) if and only if \( \text{rank} A^\alpha = 1 \). Although \( \sqrt{A^\alpha} L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \) is, by construction, a subset of \( L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \) and consists of vector-valued functions, if \( \text{rank} A^\alpha = 1 \), this effectively flattens the vector values to scalars. Thus, the rank determines whether our almost periodic Hilbert space model contains vector-valued functions (like it does for Dirac operators) or scalar-valued functions (like it does for Schrödinger operators). We study this dichotomy and prove that the rank 1 case happens uniformly exactly for sets \( \mathbb{E} \) which do not obey the A-L condition (1.1). In particular, the rank 2 case does not occur for semibounded sets.

The most common sufficient criterion for the A-L condition is the finite logarithmic gap length condition,

\[
\int_{\mathbb{R} \times \mathbb{E}} \frac{|x|}{1 + x^2} < \infty.
\] (1.13)

When (1.13) holds, the Fourier transform can be redefined with the domain \( L^2(\mathbb{R}, \mathbb{C}^2) \) by using the Complex Martin function and renormalized boundary limits of reproducing kernels.

**Lemma 1.3.** If (1.13) holds, then the following limits exist for all \( \ell \),

\[
L^\alpha_\pm(z, \ell) = \lim_{y \to +\infty} \frac{\mp k^{\alpha - \beta \phi - \eta \ell}(z, \pm iy)}{k^{\alpha - \eta \ell}(\pm i, \pm iy)}.
\] (1.14)

These functions have pseudocontinuations, i.e., the functions \( L^\alpha_\pm(z, \ell) \) exist. For the matrix

\[
\mathcal{L}^\alpha(z, \ell) = \begin{pmatrix}
L^\alpha_-(-z, \ell) & L^\alpha_+(z, \ell) \\
L^\alpha_+(-z, \ell) & L^\alpha_-(z, \ell)
\end{pmatrix},
\] (1.15)

the following limit exists,

\[
\mathcal{O}^\alpha(\ell) = \lim_{y \to +\infty} \det \mathcal{L}^\alpha(iy, \ell).
\] (1.16)

Moreover, all the limits are almost periodic in \( \ell \).

In this special case, our Fourier integral reduces to a much more familiar form, which could be interpreted as a limit case from a discrete or a finite gap version.

**Theorem 1.4.** If (1.13) holds, the map

\[
(\tilde{\mathcal{F}}^\alpha \tilde{g})(z) = \int_0^\infty \frac{e^{i\theta(z)\ell}}{\sqrt{\theta(z)\ell}} \begin{pmatrix}
L^\alpha_-(-z, \ell) & L^\alpha_+(z, \ell)
\end{pmatrix} \hat{g}(\ell) d\ell, \quad \hat{g} \in L^2([0, \infty), \mathbb{C}^2).
\]

defines a unitary Fourier transform acting from \( L^2([0, \infty), \mathbb{C}^2) \) to \( \mathcal{H}^2(\alpha - \beta \phi) \).

The operator \( \mathcal{F}^\alpha \) is precisely an “eigenfunction expansion” for a reflectionless canonical system in Arov gauge. To explain this, we use \( j \)-contractive matrix functions.

**Definition 1.5.** Let \( j \) be a \( 2 \times 2 \) matrix such that \( j = j^* = j^{-1} \). An entire \( 2 \times 2 \) matrix valued function \( \mathcal{A}(z) \) is called \( j \)-inner if it obeys \( j - \mathcal{A}(z) j^* \mathcal{A}(z) \geq 0 \) for \( z \in \mathbb{C}_+ \) and \( j - \mathcal{A}(z) j^* \mathcal{A}(z) = 0 \) for \( z \in \mathbb{R} \).

**Definition 1.6.** A family of matrix functions \( \mathcal{A}(z, \ell) \) parametrized by a real parameter \( \ell \) is called \( j \)-monotonic if \( \mathcal{A}(z, \ell_1)^{-1} \mathcal{A}(z, \ell_2) \) is \( j \)-inner whenever \( \ell_1 < \ell_2 \).
To a spectral theorist, these notions are of interest because they describe common properties of transfer matrices; in particular, $j$-monotonicity describes the nesting property of Weyl disks

$$D(z, \ell) = \{w \mid (w - 1) A(z, \ell) j A(z, \ell)^* (w - 1)^* \geq 0\},$$  

(1.17)

namely, $D(z, \ell_2) \subset D(z, \ell_1)$ if $\ell_1 < \ell_2$ and $z \in \mathbb{C}$. This was first observed in the setting of Schrödinger operators by Weyl [38].

We will always use this choice of $j$; note in particular that for $A(z, 0) = I$, (1.17) gives $D(z, 0) = \mathbb{D}$, so our Weyl disks will be subsets of $\mathbb{D}$.

We will always work with matrix functions which are continuous in $\ell$ and obey $\det A(z, \ell) = 1$ for all $z, \ell$. In particular, the values $A(z, \ell)$ for $z \in \mathbb{R}$ will belong to the group of $2 \times 2$ matrices

$$\text{SU}(1,1) = \{U \mid U j U^* = j \text{ and } \det U = 1\}.$$ 

It follows directly from the definition (1.17) that Weyl disks are not affected by right multiplication of the transfer matrix by $U(\ell) \in \text{SU}(1,1)$. Borrowing terminology from Yang–Mills theory, we say that the chain of transfer matrices possesses a gauge freedom with the gauge group $\text{SU}(1,1)$, while the corresponding Weyl disks are observables, i.e. gauge independent. In particular, any $j$-monotonic family can be uniquely brought into the following gauge:

**Definition 1.7.** A $j$-monotonic family $A(z, \ell)$ is in *Arov gauge* ($A$-gauge) if $A(i, \ell)$ is lower triangular with positive diagonal entries.

The Arov gauge arose naturally in the description of the set of the unitary extensions of isometric operators [6] and was used by the author regularly, see e.g. [7, Theorem 7.57].

For a $j$-monotonic family of transfer matrices in Arov gauge we use a special notation $A(z, \ell)$. If it obeys the initial condition $A(z, 0) = I$ for all $z$, it is the solution of a canonical system in Arov gauge,

$$A(z, \ell) j = j + \int_0^\ell A(z, l) \left(iz \begin{pmatrix} 1 & -\overline{a(l)} \\ a(l) & 1 \end{pmatrix} - \begin{pmatrix} 0 & \overline{a(l)} \\ -a(l) & 0 \end{pmatrix} \right) \, d\mu(l),$$  

(1.19)

where $\mu$ is a positive continuous measure and $a \in L^\infty(d\mu)$ with $||a||_\infty \leq 1$. The equation (1.19) is an initial value problem written in integral form: the solution $A(z, \ell)$ is entire in $z$ for each $\ell$ and absolutely continuous with respect to $\mu$ as a function of $\ell$. We find the integral form more natural because $\mu$ is allowed to contain a singular continuous component.

The pair $(\mu, a)$ is the set of parameters of the canonical system in Arov gauge. In particular, $a$ can be treated as “continuous Verblunsky coefficients”, and represented via boundary value of the spectral Schur function at infinity. We will also review key properties of canonical systems in Arov gauge in Remark L1.11 in a companion paper [11], we give a thorough presentation.

Due to the nesting property of Weyl disks, as $\ell \to \infty$ they shrink to a disk or a point; this is the famous limit circle/limit point dichotomy. Moreover, if the intersection is a point for one $z \in \mathbb{C}_+$, it is a point for all $z \in \mathbb{C}_+$. In the limit point case, the intersection of Weyl disks generates the spectral function $s_+(z)$ of the canonical system by

$$\{s_+(z)\} = \bigcap_{\ell \in (0, \infty)} D(z, \ell),$$

which is a Schur function in the sense that it is an analytic map $s_+ : \mathbb{C}_+ \to \mathbb{D}$.

As an analog of de Branges’ uniqueness theorem [16], any Schur function $s_+ : \mathbb{C}_+ \to \mathbb{D}$ is the spectral function of a canonical system in Arov gauge, which is unique up to a monotone reparametrization of the parameter $\ell$.

In the formulation for Schur functions, the reflectionless property with spectrum $\mathcal{E}$ is:

**Definition 1.8.** The pair of Schur functions $(s_+, s_-)$ is a reflectionless pair with spectrum $\mathcal{E}$ if $s_\pm$ extend to meromorphic single-valued functions on $\Omega$ with the properties:
(i) the symmetry property $\overline{s_+(\xi)} = 1/s_+(z)$ for $z \in \Omega$;
(ii) the reflectionless property
$$s_+(\xi + i0) = s_-(\xi + i0) \quad \text{a.e.} \; \xi \in \mathbb{E};$$
(iii) $1 - s_+(z)s_-(z)$ does not vanish in $\mathbb{R} \setminus \mathbb{E}$.

We denote by $\mathcal{S}(\mathbb{E})$ the set of functions $s_+$ which are part of such a pair.

The set $\mathcal{S}(\mathbb{E})$ is not compact; when reflectionless theory is applied to some family of operators, there is at least one normalization condition natural to that family, which also compactifies the set. In Arov gauge, the natural normalization condition is:

**Definition 1.9.** We denote by $\mathcal{S}_A(\mathbb{E})$ the set of $s_+ \in \mathcal{S}(\mathbb{E})$ for which the corresponding $s_-$ obeys $s_-(i) = 0$.

In [11], we prove a version of Remling’s theorem in A-gauge and use it to conclude:

**Theorem 1.10.** Assume that for all $L > 0$, the functions $\mu((\ell, \ell + L))$, $\int_0^{\ell + L} a(l)dl$ are uniformly almost periodic functions of $\ell$. Then the canonical system in A-gauge is reflectionless on its a.c. spectrum $\{\xi | |s_+(\xi + i0)| < 1\} \cup \{\xi | |s_-(\xi + i0)| < 1\}$, i.e., it obeys $s_+(\xi + i0) = s_-(\xi + i0)$ a.e. on this set.

In the current paper, we are working in the inverse direction. We prove that our construction provides all reflectionless canonical systems in Arov gauge, with a natural parametrization of the line corresponding to $M$-type (exponential type with respect to the Martin function):

**Theorem 1.11.** Let $\mathbb{E} \subset \mathbb{R}$ be a Dirichlet-regular Widom set with DCT. Parametrized by $(\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}$, the parameters $\mu = \mu^\alpha$ and $a = \tau a^\alpha$ describe all reflectionless canonical systems in Arov gauge with spectrum $\mathbb{E}$, with the parametrization of the line such that for all $\ell > 0$,
$$\lim_{y \to \infty} \frac{\log||A(iy, \ell)||}{M(iy)} = \ell. \tag{1.21}$$

In particular, $\tau \in \mathbb{T}$ is an integral of motion (it is constant along the translation flow), and the class $\mathcal{S}_A(\mathbb{E})$ is parametrized by the compact torus $\pi_1(\Omega)^* \times \mathbb{T}$.

A lot of research on canonical systems has been written in what we call Potapov–de Branges gauge (PdB-gauge) [50] [16] [52], which is normalized at $z = 0$ by the condition that $\mathcal{B}(0, \ell) = I$ for all $\ell$. Since $\mathcal{A}(0, \ell) \in SU(1, 1)$, any $j$-monotonic family $\mathcal{A}(z, \ell)$ can be transformed into PdB gauge by defining $\mathcal{B}(z, \ell) = \mathcal{A}(z, \ell)\mathcal{A}(0, \ell)^{-1}$, and canonical systems in PdB gauge can be written in the form of integral equations as
$$\mathcal{B}(z, \ell)j = j + iz \int_0^{\ell} \mathcal{B}(z, l)H(l)dl, \quad H(l) \geq 0, \; \text{tr}(Hj) = 0. \tag{1.22}$$

We show that this doesn’t always give almost periodic data, and give sufficient conditions for almost periodicity:

**Theorem 1.12.** Let $0 \in \mathbb{E} = \mathbb{R} \setminus \bigcup_{j \in \mathbb{Z}} (a_j, b_j)$ be a Dirichlet-regular Widom set with DCT, such that
$$\int_{[-1.1] \setminus \mathbb{E}} \frac{dx}{|x|} < \infty. \tag{1.23}$$
Without loss of generality, we fix a gap $(a_0, b_0)$ such that $b_0 < 0$ and denote $\mathbb{E}_* = \mathbb{E} \cap [b_0, 0]$. Let $\omega(z, \mathbb{E}_*)$ be the harmonic measure of $\mathbb{E}_*$ at $z \in \Omega$ and let $(c_j)_{j \in \mathbb{Z}} \in (a_j, b_j)$, $j \geq 1$ be its critical points. Assume that
$$\sum_{j \geq 1} |\omega((c_j), \mathbb{E}_*) - \omega(a_j, \mathbb{E}_*)| < \infty. \tag{1.24}$$

Then the matrix measure $H(\ell)d\mu(\ell)$ corresponding to the canonical system with spectral function $s_+ \in \mathcal{S}(\mathbb{E})$ is almost periodic.
Remark 1.13. The simplest way to violate (1.23) and (1.24) is to consider a set generated by geometric progressions: choose $\rho > 1$ and $\rho b_0^- < a_0^- < b_0^- < 0 < a_0^+ < b_0^+ < \rho a_0^+$. Let

$$E = \mathbb{R} \setminus \bigcup_{j \in \mathbb{Z}} ((\rho^j a_0^+, \rho^j b_0^+) \cup (\rho^j a_0^-, \rho^j b_0^-)).$$

At least in the generic case (non-algebraic numbers in a certain sense), the measure $H(t)du(\ell)$ is not almost periodic. Of course, in this case, by shifting the spectral parameter $z \mapsto z - x_*$, a PdB-type gauge with respect to some $x_* \in E \setminus \{0\} \cup \{\rho^j a_0^+, \rho^j b_0^+\}$, would give an almost periodic representation by Theorem 1.12. In the generic case the conditions (1.23), (1.24) are necessary and sufficient for almost periodicity.

We also consider Dirac operators. Transfer matrices for Dirac operators obey the Dirac equation

$$\partial_t \mathcal{D}(z, t)j = \mathcal{D}(z, t)(izI - Q(t)), \quad Q(t)^* = -Q(t), \quad \text{tr}(Q_j) = 0 \tag{1.25}$$

with the initial data $\mathcal{D}(z, 0) = I$. Note that one of canonical forms is fixed by an extra condition $\text{tr}Q(t) = 0$ [36]. The solution $\mathcal{D}(z, t)$ is once again a $j$-monotonic family, and the corresponding Schur function obeys $\lim_{y \to \infty} s_+(iy) = 0$ [14], which we view as a normalization at infinity.

Theorem 1.14. Let $E \subset \mathbb{R}$ be a Dirichlet-regular Widom set with DCT such that

$$\int_{\mathbb{R}\setminus E} dx = \sum_j (b_j - a_j) < \infty. \tag{1.26}$$

Then for any $s_+ \in S(E)$, the limit $\lim_{y \to \infty} s_+(iy)$ exists in $\mathcal{D}$; moreover, if $\lim_{y \to \infty} s_+(iy) = 0$, then $s_+$ is the spectral function of a classical Dirac differential equation (1.25) with a uniformly almost periodic potential $Q(t)$.

Remark 1.15. Like in the case of PdB gauge, the condition (1.23) is exact for generic sets.

Our work relies extensively on the function theory on Riemann surfaces. H. Widom, starting from [59], found a natural bound [60] for domains which allow complete family of multivalued Hardy spaces. Such domains are now called Widom domains. Hayashi and Hasumi [28] found the DCT condition which makes true the counterpart of the Beurling theorem on invariant subspaces in the Hardy spaces on Widom domains and, equivalently, continuity of reproducing kernels with respect to the characters. In Section 2, we will give a systematic presentation of this theory, from the perspective needed in this paper.

In Section 3, we consider bijections between reflectionless pairs of Schur functions, their corresponding divisors, and elements of the enlarged character group $\pi_1(\Omega)^* \times T$ related to them by a generalized Abel map.

In Section 4 we use the notion of unitary node to construct the $j$-contractive families $\mathfrak{A}(z, \ell)$ starting from the Hardy space with a given character.

In Section 5 we construct the Fourier integrals and prove their unitarity.

In Section 6 we consider almost periodicity of the constructed parameters in different gauges.

Acknowledgment. We would like to thank Misha Sodin and Benjamin Eichinger for useful discussions. The work of R.B. in Sections 2.3, 3.1, 4.1, 5.3, 6.3 is supported by grant RScF 19–11–00058 of the Russian Science Foundation. In the rest of the paper, M.L. was supported in part by NSF grant DMS–1700179 and P.Y. was supported by the Austrian Science Fund FWF, project no: P32885-N.

2. Preliminary: Hardy spaces and reproducing kernels

2.1. Elements of potential theory in Widom Denjoy domains. Let $E \subset \mathbb{R}$ be a closed, unbounded set. Let $\Omega = \mathbb{C} \setminus E$ denote the corresponding Denjoy domain, and note that $\infty \in \partial\Omega$. Let us denote by $[a_j, b_j]$ the maximal intervals in $\mathbb{R} \setminus \Omega$. If $E$ has a finite number of gaps, the subject we are going to discuss is related to the famous finite gap almost periodic differential operators of the second...
order. So, our main interest is in the case when $E$ has infinitely many gaps which we index by $j \in \mathbb{Z}$ and write the set $E$ in the form

$$E = \mathbb{R} \setminus \bigcup_{j \in \mathbb{Z}} (a_j, b_j).$$

We will fix a gap $(a_0, b_0)$ and a point $\xi_* \in (a_0, b_0)$. This will be used to fix some normalizations.

We assume that $E$ has positive capacity and that $\Omega$ is a Dirichlet regular domain, i.e., every boundary point is a regular endpoint in the sense of potential theory. For any $z_0 \in \Omega$, we denote by $G(z, z_0) = G_{\Omega}(z, z_0)$ the Green function in the domain $\Omega$ with the logarithmic pole at $z_0$, and Dirichlet regularity means that $G(z, z_0)$ is continuous in $\Omega$ and vanishes on the boundary (including infinity). The complex Green function $\Phi_{z_0}$ is defined by

$$|\Phi_{z_0}(z)| = e^{-G_\Omega(z, z_0)}, \quad \Phi_{z_0}(\xi_*) > 0.$$

The function $\Phi_{z_0}$ is character automorphic; it can also be characterized by the fact that its lift is a Blaschke product on $D$ with zeros at the points $\zeta \in \Lambda^{-1}\setminus\{z_0\}$.

We will deviate from the above phase normalization in one important special case: we will consider the complex Green function $\Phi = \Phi_1$ with the normalization

$$\Phi(-i) > 0 \quad (2.1)$$

and the function $\Phi_2$ defined by $\Phi_1$, which is a complex Green function with zero at $-i$. The functions $\Phi$ and $\Phi_j$ have the same character $\beta_0$. We will also consider the ratio

$$v(z) = \frac{\Phi(z)}{\Phi_1(z)} = e^{i\pi} \frac{z-i}{z+i}. \quad (2.2)$$

Let $\hat{c}_j$ be the collection of critical points of the Green function, $\nabla G(\hat{c}_j, \xi_*) = 0$. We assume throughout this text that $\Omega$ is of Widom type, that is,

$$\sum_{j \in \mathbb{Z}} G(\hat{c}_j, \xi_*) < \infty. \quad (2.3)$$

The Möbius transformations corresponding to $U \in SU(1, 1)$ are precisely the automorphisms of the unit disk $D$. We denote by $\Lambda : D/\Gamma \to \Omega$ a uniformization of $\Omega$, where $\Gamma$ is a discrete subgroup of $SU(1, 1)$ acting on $D$ in the sense of Möbius transformations. In particular $\Lambda$ is surjective and $\Lambda(\zeta_1) = \Lambda(\zeta_2)$ if and only if $\zeta_2 = \gamma(\zeta_1)$ for some $\gamma \in \Gamma$. Note that the homotopy group of $\Omega$ is $\pi_1(\Omega) \cong \Gamma$.

Statements about multi-valued functions $f$ on $\Omega$ such that $|f|$ is single-valued can be written as statements about their single-valued lifts $F = f \circ \Lambda$. In particular, (2.3) can be restated as

$$F \circ \gamma = e^{2\pi i \pi(\gamma)} F, \quad \forall \gamma \in \Gamma, \quad (2.4)$$

where $F \circ \gamma$ simply denotes composition of functions.

By symmetry, we can fix the uniformization $\Lambda$ so that the diameter $(-1, 1) \subset D$ is mapped to the gap $(a_0, b_0)$ and 0 is mapped to $\xi_*$. This normalization obeys the symmetry $\Lambda(\zeta) = \overline{\Lambda(\xi)}$. This choice affects the involution $\ldots \gamma$ defined in (2.3): it is more precise to define this involution by saying that the lifts of $f$, $f_1$ are related by

$$F_1(\zeta) = \overline{F(\zeta)}, \quad \forall \zeta \in D.$$

We will often use an important criterion of Sodin–Yuditskii [55]:

**Theorem 2.1** [55 Theorem D]. Let $E$ be a Dirichlet regular Widom set, and let $f$ be a meromorphic Herglotz function on $\Omega$ with $f(\overline{z}) = f(z)$. If poles of $f$ satisfy the condition

$$\sum_{\lambda \in \Lambda, f(\lambda) = \infty \atop \lambda \neq \xi_*} G(\lambda, \xi_*) < \infty, \quad (2.5)$$

then $f$ is of bounded characteristic with no singular inner factor (i.e. its inner factor is a quotient of Blaschke products).
Note that (2.3) holds automatically if \( f \) has at most one pole in each gap of \( \mathcal{E} \).

The Martin function \( M \) has one critical point in each gap, which we denote by \( c_j \in (a_j, b_j) \). For Widom domains, the Widom function

\[
\mathcal{W}(z) = \prod_{j} \Phi_{c_j}(z)
\]

is well defined and nontrivial. Denote its character by \( \beta_{\mathcal{W}} \). Note that with our normalization, \( \mathcal{W}_I = \mathcal{W} \), and \( \Theta' \) is a function of bounded characteristic with inner part \( \mathcal{W} \), see Theorem 2.1.

The Dirichlet problem on \( \Omega \) can be solved by using the uniformization and pushing the Lebesgue measure on \( \mathbb{T} \) to the harmonic measure \( \omega(z, F) \) on the Martin boundary \( \partial \Omega \), which consists (up to a zero measure set) of two copies of \( \mathcal{E} \). For a Widom set \( \mathcal{E} \), harmonic measure is mutually a.e. with Lebesgue measure on each copy of \( \mathcal{E} \). For instance, this solves the following problem: for a set \( F \subset \mathcal{E} \), \( \omega(z, F_+) \) is the harmonic function in \( \Omega \) whose boundary values are given a.e. by

\[
\omega(x, \mathcal{E}) = \chi_{F_+}(x), \quad \omega(x, \mathcal{E}^*) = 0.
\]

Similarly, Martin measure is naturally defined on this double cover of \( \mathcal{E} \): the boundary values \( \Theta(\xi \pm i0) \) obey \( \frac{1}{2\pi}d\Theta(\xi + i0) = -\frac{1}{2\pi}d\Theta(\xi - i0) = d\theta \) [22]. By combining these measures we obtain the Martin measure on \( \partial \Omega \), denoted \( \frac{1}{2\pi}d\Theta \).

With respect to these measures, we have the standard Lebesgue spaces \( L^p_{\partial \Omega}(d\omega) \) and

\[
L^p_{\partial \Omega} = L^p_{\partial \Omega} \left( \frac{1}{2\pi}d\Theta \right) \equiv L^p(\mathcal{E}, d\theta)^2;
\]

compare [10]. Functions \( f \in \mathcal{N}(\Omega) \) have nontangential boundary values from above and below, denoted \( f(\xi \pm i0) \) for \( \xi \in \mathcal{E} \), and we will use \( L^p \) conditions on the boundary to \( f \).

2.2. Hardy spaces with respect to harmonic measure and Martin measure and reproducing kernels. Character-automorphic Hardy spaces \( H^p(\alpha) = H^p_{\alpha}(\mathcal{E}) \) can be defined in several equivalent ways [23]: one of the definitions uses the universal covering and the standard Hardy spaces \( H^p(\mathbb{D}) \):

**Definition 2.2.** \( H^p(\alpha) \) is the set of character-automorphic functions \( f \) with character \( \alpha \) whose lift \( F = f \circ \Lambda \) is an element of \( H^p(\mathbb{D}) \), with the inherited norm.

By passing to a universal covering and using the Smirnov maximum principle [45], an equivalent (alternative) definition is:

**Definition 2.3.** \( H^p(\alpha) \) is the space of character automorphic functions on \( \Omega \) with character \( \alpha \) which are in Smirnov class \( \mathcal{N}_+(\Omega) \) and whose boundary values are in \( L^p_{\partial \Omega}(d\omega) \).

Definition 2.3 makes clear that these character-automorphic Hardy spaces are with respect to harmonic measure for the internal point \( \xi_* \) of the domain. In our setting, it is more natural to work with respect to Martin measure, since that measure plays a crucial role in the spectral theory of ergodic and almost periodic differential equations, as the so-called integrated density of states. In particular, Definition 2.3 motivates the definition of Hardy spaces with respect to Martin measure, made in the introduction; we will now show their relations to the spaces \( H^2(\alpha) \) defined with respect to harmonic measure.

**Lemma 2.4.** There is a character automorphic outer function \( \psi \) with character \( \beta_\psi \) such that \( L^2_{\partial \Omega}(d\Theta) = \psi L^2_{\partial \Omega}(d\omega) \) and \( H^2(\alpha + \beta_\psi) = \psi H^2(\alpha) \) for any character \( \alpha \).

**Proof.** To simplify notation, without loss of generality, in this proof we assume that \( \xi_* = 0 \). In a Widom domain, \( \omega(dx) \) is absolutely continuous w.r.t. the Lebesgue measure \( dx \) [22],

\[
2\pi i d\omega(x) = f_\omega(x) dx, \quad f_\omega(z) = \frac{1}{z\sqrt{(1 - z/a_0)(1 - z/b_0)} \prod_{j \neq 0} \frac{1 - z/c_j}{\sqrt{(1 - z/a_j)(1 - z/b_j)}}}.
\]
Due to Theorem \[\text{[24]}\] the product \(f_s\) is of bounded characteristic with no singular inner part. Its inner part is the convergent Blaschke product determined by reading off its zeros, so we obtain its outer part as
\[
\Psi_\omega(z)^2 = \frac{\Phi_0(z)}{\sqrt{(1-z/a_0)(1-z/b_0)}} \prod_{j \neq 0} \frac{1 - z/c_j}{\Phi_{c_j}(z)\sqrt{(1-z/a_j)(1-z/b_j)}}
\]
and on \(\mathbb{E}\) we have \(\omega(dx) = \frac{1}{\pi} |\Psi_\omega(x)|^2 dx\). Likewise, assuming that \(c_0 \neq 0\), we have
\[
2\pi i \theta(x) = f_{\theta}(x)dx = i |\Psi_{\theta}(x)|^2 dx, \quad \Psi_{\theta}(z)^2 = C \prod_{j \neq 0} \frac{1 - z/c_j}{\Phi_{c_j}(z)\sqrt{(1-z/a_j)(1-z/b_j)}}.
\]
Thus, \(d\omega = |\psi|^2 d\theta\) with the outer function \(\psi = \Psi_\omega/\Psi_{\theta}\). Since \(\psi \mathcal{N}_+(\Omega) = \mathcal{N}_+(\Omega)\), the claim follows.

In a Widom domain, \(H^2(\alpha)\) is nontrivial for any \(\alpha\), and it has a reproducing kernel inherited from the universal covering and \(H^2(\mathbb{D})\). By Lemma \[\text{[24]}\] \(H^2(\alpha)\) inherits these properties:

**Proposition 2.5.** For a Widom Denjoy domain \(\Omega\) the Hardy space \(H^2(\alpha)\) is nontrivial for every \(\alpha \in \pi_1(\Omega)^+\). This is a reproducing kernel Hilbert space, i.e., for each \(z_0 \in \Omega\) there exists \(k_{z_0}^\alpha \in H^2(\alpha)\) such that for all \(f \in H^2(\alpha)\),
\[
f(z_0) = (f, k_{z_0}^\alpha).
\]
In particular, \(k_{z_0}^\alpha, k_{z_0}^\beta \) are dense in \(H^2(\alpha)\). The defect spaces are one dimensional, \(H^2(\alpha) = \{K^\alpha\} \oplus \Delta_0 = \{K^\alpha\} \oplus \Delta_0\).

**Remark 2.6.** It seems natural to give an alternative definition for \(H^2(\alpha)\) in the spirit of Definition \[\text{[24]}\] by considering subspaces of \(H^2(\mathbb{C}_+)\) which are character automorphic w.r.t. a discrete subgroup of the group of \(SL(2, \mathbb{R})\). However, this is possible only in A-L domains \[\text{[30]}\].

2.3. Extensions of symmetric operators and their Cayley transforms. **Resolvent representation for the reproducing kernel.** Consider the multiplication operator by the independent variable \(z\) in \(H^2(\alpha)\), as an unbounded operator with the domain
\[
\mathcal{D}_z = \left\{ \frac{\Phi}{z - i} f : f \in H^2(\alpha - \beta_{\Phi}) \right\}.
\]
Since the Direct Cauchy Theorem holds in \(\Omega\), see subsection \[\text{[24]}\] criterion (b), \(\mathcal{D}_z\) is dense in \(H^2(\alpha)\), since \(\frac{\Phi}{z - i}\) is an outer function.

By \[\text{[22]}\], we can consider multiplication by \(v(z)\) its Cayley transform. Let
\[
\mathcal{D}_v = \text{clos} \{ (z - i)f : f \in \mathcal{D}_z \} = \Phi H^2(\alpha - \beta_{\Phi})
\]
\[
\Delta_v = \text{clos} \{ (z + i)f : f \in \mathcal{D}_z \} = \Phi H^2(\alpha - \beta_{\Phi})
\]
Since \(v(z)\) is unimodular for \(z \in \partial \Omega\), multiplication by \(v(z)\) acts isometrically from \(\mathcal{D}_v\) to \(\Delta_v\). The defect spaces are one dimensional,
\[
H^2(\alpha) = \{K^\alpha\} \oplus \mathcal{D}_v = \{K^\alpha\} \oplus \Delta_v.
\]
Thus, this isometry has a one-parameter family of unitary extensions \(\hat{U}_\tau : H^2(\alpha) \to H^2(\alpha)\), which are of the form
\[
\hat{U}_\tau = \tau K^\alpha_\tau, \quad \tau \in \mathbb{T}.
\]

**Proposition 2.7.** The resolvent (Titchmarsh–Weyl) function of the unitary extension \(\hat{U}_\tau : H^2(\alpha) \to H^2(\alpha)\) is of the form
\[
m(z) = i \left( \frac{I + v(z)\hat{U}_\tau}{I - v(z)\hat{U}_\tau} K^\alpha, K^\alpha \right) = i \frac{1 + \tau v(z)s^\alpha_+(z)}{1 - \tau v(z)s^\alpha_+(z)}, \quad z \in \mathbb{C}_+,
\]
where
\[
s^\alpha_+(z) = \frac{K^\alpha_+(z)}{K^\alpha(z)}.
\]
Proof. For any \( z_0 \in \mathbb{C}^+ \), the definition of \( m(z_0) \) implies
\[
-\frac{im(z_0) + 1}{2} = \langle (I - v(z_0)\hat{U}_r)^{-1}K^\alpha, K^\alpha \rangle,
\]
so by (2.6) there exists \( f \in \Phi H^2(\alpha - \beta_\Phi) \) such that
\[
(I - v(z_0)\hat{U}_r)^{-1}K^\alpha = f + \frac{-im(z_0) + 1}{2}K^\alpha.
\]
Applying \( I - v(z_0)\hat{U}_r \) and using (2.7) gives
\[
K^\alpha = f - iv(z_0)f + \frac{-im(z_0) + 1}{2}(K^\alpha - v(z_0)\tau K^\alpha_z).
\]
Multiplying by \( v \) gives
\[
vK^\alpha = (v - v(z_0))f + v - \frac{im(z_0) + 1}{2}(K^\alpha - v(z_0)\tau K^\alpha_z).
\]
Both sides of the equality are functions in \( \frac{1}{\Phi^z}H^2(\alpha + \beta_\Phi) \), so we can evaluate them at \( z = z_0 \) and obtain
\[
2K^\alpha(z_0) = (-im(z_0) + 1)(K^\alpha(z_0) - v(z_0)\tau K^\alpha_z(z_0)).
\]
Now solving for \( m(z_0) \) gives (2.8), since \( z_0 \in \mathbb{C}^+ \) is arbitrary.

In the context of the multiplication operator by \( z \) in \( H^2(\alpha) \), we obtain a kind of resolvent representation for the reproducing kernel.

**Lemma 2.8.** Reproducing kernels obey the identity
\[
k^\alpha(z, z_0) = \frac{(z + i)(z_0 + i)K^\alpha(z)\overline{K^\alpha(z_0)} - (z - i)(\overline{z_0} - i)K^\alpha_z(z)\overline{K^\alpha_z(z_0)}}{2(z - \overline{z_0})} = \frac{K^\alpha(z)\overline{K^\alpha(z_0)} - v(z)v(z_0)K^\alpha_z(z)\overline{K^\alpha_z(z_0)}}{1 - v(z)v(z_0)}. \tag{2.10}
\]

Proof. For all \( g \in \mathcal{D}_z \), \( \langle k^\alpha_{z_0}, (z - z_0)g \rangle = 0 \), so writing \( g = \sqrt{\frac{\Phi}{z - i}} \frac{\Phi^z}{\Phi^z + 1} f \), we have
\[
\left\langle \frac{z - \overline{z_0}}{\sqrt{\Phi\Phi^z(z^2 + 1)}} k^\alpha_{z_0}, f \right\rangle = 0 \quad \forall f \in H^2(\alpha - \beta_\Phi).
\]
On the other hand, for suitable \( C_1, C_2 \),
\[
\frac{z - \overline{z_0}}{\sqrt{\Phi\Phi^z(z^2 + 1)}} k^\alpha_{z_0} - C_1 \frac{K^\alpha}{\Phi} - C_2 \frac{K^\alpha_z}{\Phi^z} \in H^2(\alpha - \beta_\Phi)
\]
so
\[
(z - \overline{z_0})k^\alpha_{z_0} = C_1 \sqrt{(z^2 + 1)\Phi \overline{K^\alpha}} + C_2 \sqrt{(z^2 + 1)\Phi \overline{K^\alpha_z}}.
\]
Due to (2.10) we get
\[
(z - \overline{z_0})k^\alpha_{z_0} = C_1 e^{-ic_+/2}(z + i)K^\alpha + C_2 e^{ic_+/2}(z - i)K^\alpha_z.
\]
By setting \( z = \pm i \), we compute these constants
\[
C_1 e^{-ic_+/2}K^\alpha(i) = \frac{i - \overline{z_0}}{2i}k^\alpha(i, z_0), \quad C_2 e^{ic_+/2}K^\alpha_z(-i) = \frac{-i - \overline{z_0}}{-2i}k^\alpha(-i, z_0).
\]
Since \( K^\alpha(\pm i) = \sqrt{K^\alpha(\pm i, \pm i)} \), with a trivial algebraic manipulation
\[
1 - v(z)\overline{v(z_0)} = 1 - \frac{z - i\bar{z}_0 + i}{z + i\bar{z}_0 - i} = -\frac{2i(z - \bar{z}_0)}{(z + i)(\bar{z}_0 + i)},
\] we get (2.11).

**Remark 2.9.** As is well known, the Titchmarsh–Weyl function \( m(z) \) has positive imaginary part on \( \mathbb{C}_+ \), so by (2.8), \( \tau^\alpha_n(z) \) is a Schur function (analytic map from \( \mathbb{C}_+ \) to \( \mathbb{D} \)). This is also evident from (2.10) and positivity of reproducing kernels.

2.4. **Reflectionless property, pseudocontinuation, and DCT.** Reproducing kernels and Wronskian identity. From the point of view of function theory, the reflectionless property is closely related to the notion of pseudocontinuation. For a function \( F \) of bounded characteristic in \( \mathbb{D} \), we say that a function of bounded characteristic \( G \) in \( \mathbb{C}_+ \) is the pseudocountinuation of \( F \) if
\[
\lim_{r \uparrow 1} F(r\zeta) = \lim_{r \uparrow 1} F_r(r\zeta), \quad \text{a.e. } \zeta \in \mathbb{T}.
\]
By the substitution \( G(\zeta) = F_s(1/\zeta) \), existence of a pseudocontinuation can be expressed entirely in terms of functions on \( \mathbb{D} \): \( F \in \mathcal{N}(\mathbb{D}) \) has a pseudocontinuation if and only if there exists \( F_s \in \mathcal{N}(\mathbb{D}) \) such that
\[
\lim_{r \uparrow 1} F(r\zeta) = \lim_{r \uparrow 1} F_s(r\zeta), \quad \text{a.e. } \zeta \in \mathbb{T}.
\]
Applying these notions to lifts of character-automorphic functions on \( \Omega \) leads to a notion of pseudocontinuation on \( \Omega \) and an important involution:

**Definition 2.10.** We say that \( f \in \mathcal{N}(\Omega) \) has a pseudocontinuation if there exists \( f_s \in \mathcal{N}(\Omega) \) such that
\[
f_s(z) = \overline{f(z)} \quad \text{for a.e. } z \in \partial \Omega.
\]
We point out that if \( \alpha_f \) is the character of \( f \) then the character of \( f_s \) is \( \alpha_{f_s} = -\alpha_f \).

For Denjoy domains, combining this involution with the involution \((\ldots)_\Omega\), we obtain the linear involution \( f \mapsto f_s \) from the introduction,
\[
f_s(z) = (f_s)_\Omega(z) = \overline{f_s(z)}, \quad z \in \Omega.
\] This is well defined for an arbitrary \( f \) which has a pseudocontinuation, and \( \alpha_{f_s} = -\alpha_f \). Note that on the boundary of the domain we have (1.5).

**Example 2.11.** If \( \Delta \in \mathcal{N}(\Omega) \) is an inner function, \( \Delta_s = 1/\Delta \) so
\[
\Delta_s(z) = \frac{1}{\Delta(z)}.
\]
In particular, \((\Phi)_s = \frac{1}{\Phi^*_s}, (\Phi_s)_s = \frac{1}{\Phi} \), and \( v_s = v \).

Let \( f \in \mathcal{H}^1_\Omega(\beta \mathcal{W}) \). Then \( \frac{f(z)}{W(z)}d\Theta(z) \) is a single-valued differential in \( \Omega \), moreover \( f \frac{W}{\mathcal{W}} \in \mathcal{N}_+(\Omega) \).

**Definition 2.12.** A Widom domain \( \Omega \) obeys DCT if for all \( f \in \mathcal{H}^1_\Omega(\beta \mathcal{W}) \),
\[
\oint_{\partial \Omega} \frac{f(z)}{W(z)}d\Theta(z) = \oint_{\partial \Omega} \frac{f(z)\Theta'(z)}{W(z)}dz = 0.
\]
DCT is an abbreviation for “Direct Cauchy Theorem”. However, it is actually a property discovered by Hayashi and Hasumi [28], which holds for some Widom sets and fails for others. In this paper, we will work with sets for which DCT holds.

A statement equivalent to DCT is given in the following theorem.

**Theorem 2.13.** For a regular Widom domain \( \Omega \), the DCT property holds if and only if
\[
L^2_{\partial \Omega} = \mathcal{H}^2(\alpha) \oplus \mathcal{W}\mathcal{H}(\beta \mathcal{W} - \alpha)
\]
for every \( \alpha \in \pi_1(\Omega)^* \), where \( \mathcal{W}(\beta \mathcal{W} - \alpha) \) denotes the set of functions conjugated to \( \mathcal{H}(\beta \mathcal{W} - \alpha) \).
Proof. We point out that for a.e. $z \in \partial \Omega$
\[
\frac{\Phi_0(z)}{W_\omega(z)} \Psi_\omega(z) = \Psi_\omega(z), \quad W_\omega = \prod_{j \neq 0} \Phi_{r_j}(z)
\]
and
\[
\frac{1}{W_{\Theta}(z)} \Psi_{\Theta}(z) = \Psi_{\Theta}(z), \quad W_{\Theta} = \prod_{j \in \mathbb{Z}} \Phi_{r_j}(z).
\]
By \[55\] for $g \in L^2_{\partial \Omega}(d\omega) \ominus H^2(\alpha)$ we have
\[
\frac{W_{\omega}}{\Phi_0} \bar{g} \in H^2_{\Omega}(\alpha + \beta_{W_\omega} - \beta_{\Phi_0}).
\] (2.14)
Combining all these, we obtain
\[
W_{\Theta} \bar{f} \in H^2(-\alpha - \beta_{\psi} + \beta_{\Phi_0})
\]
for $f = \psi g \in L^2_{\partial \Omega}(d\partial) \ominus H^2(\alpha + \beta_{\psi})$. Indeed, see \[2.14\],
\[
W_{\Theta} \bar{g} = \psi W_{\Theta} \frac{\bar{g}}{\Phi_0} = \psi \left( \frac{W_\omega}{\Phi_0} \right) \bar{g} \in H^2(-\alpha - \beta_{\psi} + \beta_{\Phi_0}).
\]
It remains to show that the decomposition \[2.13\] implies DCT. Let $f \in H^1(\beta_W)$. Consider its inner-outter factorization $f = f_1 f_o$ and define $g_1 = \sqrt{f_o}$, $g_2 = f_1 \sqrt{f_o}$. If $\alpha$ is the character of $g_1$, then $g_1 \in H^2(\alpha)$, respectively, $g_2 \in H^2(\beta_W - \alpha)$. Therefore, $W_\Theta g \in W\tilde{H}^2(\beta_W - \alpha) = L^2_{\partial \Omega}(d\theta) \ominus H^2(\alpha)$. We get
\[
\frac{1}{2\pi} \int_{\partial \Omega} f \frac{d\Theta}{W} = \frac{1}{2\pi} \int_{\partial \Omega} g_1 g_2 \frac{d\Theta}{W} = \langle g_1, W g \rangle = 0.
\]
There are two more important characteristic properties for DCT.
(a) DCT holds if and only if $k^\alpha(z, z)$ is continuous on $\pi_1(\Omega)^*$.
(b) Let $M \subset H^2(\alpha)$ and $w M \subset M$ for an arbitrary $w \in H^\infty_{\Omega_1}$. DCT holds if and only if for an arbitrary such $M$ there exists an inner function $\Delta$ such that
\[
\mathcal{M} = \Delta H^2(\alpha - \beta_\Delta), \quad \Delta o \gamma = e^{2\pi i \beta_\Delta(\gamma)} \Delta.
\]
The following property is closely related to \[2.13\], and, in fact, is also characteristic for DCT.
Corollary 2.14. Denote
\[
\tau_* = e^{i\varphi_*}, \quad \varphi_* = -\arg \left( \frac{\Theta'(i)}{W(i) \Phi'(i)} \right),
\]
noting that this phase is independent of $\alpha$. Denote
\[
\bar{\alpha} = \beta_W + \beta_\Phi - \alpha.
\] (2.15)
Then
\[
(K^\alpha)_* = \tau_* \frac{K^\alpha}{\Phi W}, \quad (K^\alpha_\sharp)_* = \bar{\tau}_* \frac{K^\alpha_\sharp}{\Phi_\sharp W}.
\] (2.16)
Moreover, for any $\alpha$,
\[
K^{\alpha}(i) K^{\bar{\alpha}}(i) = \left| \frac{W(i) \Phi'(i)}{\Theta'(i)} \right|.
\] (2.17)
Proof. Since for any $f \in H^2_{\Omega_1}(\alpha - \beta_\Phi)$,
\[
\langle f, \frac{K^{\alpha}}{\Phi} \rangle = \langle \Phi f, K^{\alpha} \rangle = 0,
\]
it follows that $\frac{K^{\alpha}}{\Phi} \perp H^2_{\Omega_1}(\alpha - \beta_\Phi)$, so by Theorem \[2.13\] for some $g \in H^2_{\Omega_1}(\bar{\alpha})$, $\frac{K^{\alpha}}{\Phi} = \bar{W} \bar{g}$ in the sense of equality in $L^2_{\partial \Omega}$. For any $f \in H^2_{\Omega_1}$,\[
\langle f, g \rangle = \frac{1}{2\pi} \int_{\partial \Omega} f \bar{g} d\Theta = \frac{1}{2\pi} \int_{\partial \Omega} f \bar{W} \frac{K^{\alpha}}{\Phi} d\Theta.
\]
Since \( \Phi \) has a simple zero at \( i \) and no other zeros, by the direct Cauchy theorem,
\[
\langle f, g \rangle = \frac{i f(i)}{W(i)} \frac{K^\alpha(i)}{\Phi(i)} \Theta'(i).
\]
This implies that \( g = \bar{C} K^\alpha(i) \bar{K}^\alpha(i) K^\alpha \) where \( C = \frac{\Theta'(i)}{W(i)} - \frac{i}{\Phi(i)} \). Note that \( C \) is independent of character. Thus, in the sense of equality in \( L^2_{\partial \Omega} \),
\[
\frac{K^\alpha}{\Phi} = C K^\alpha(i) \bar{K}^\alpha(i) W K^\alpha.
\] (2.18)
By the normalization \( \|K^\alpha\| = \|K^\alpha\| = 1 \), comparing \( L^2_{\partial \Omega} \)-norms of both sides of (2.18) implies \( |C| K^\alpha(i) \bar{K}^\alpha(i) = 1 \). This implies (2.17), and since \( \arg C = -\varphi \), allows to rewrite (2.18) as the first relation in (2.16). The second relation follows by the involution \( (\ldots) \).

Corollary 2.15. By Corollary 2.14,
\[
(K^\alpha)_\alpha = \tilde{\tau} \frac{K^\alpha}{\Phi}, \quad (K^\alpha)_\alpha = \tau \frac{K^\alpha}{\Phi}.
\] (2.19)
We now define the matrix function
\[
\mathcal{T}_\alpha = \begin{pmatrix} \tau \Phi_i K^\alpha & \tilde{\tau} \Phi \bar{K}^\alpha \\ K^\alpha & \bar{K}^\alpha \end{pmatrix}
\] (2.20)
which will play an essential role in what follows. First, using the involutions and the resolvent representation for the reproducing kernels, we derive the following "Wronskian identity".

Lemma 2.16. \( \det \mathcal{T}_\alpha \) is an outer function independent of \( \alpha \) and given by
\[
\det \mathcal{T}_\alpha = -i f' W v \frac{\Phi_i}{\Theta} \Phi_i = 2\frac{\|W\|}{\|\Theta\|} \frac{\Phi_i}{z - i z + i}.
\] (2.21)
Proof. Using Lemma 2.8 for any \( f \in \mathcal{H}^2(\alpha) \),
\[
f(z_0) = \frac{1}{2\pi} \int_{\partial \Omega} f K^\alpha \frac{K^\alpha}{\Phi} \Phi_i d\Theta
\]
\[
= \frac{1}{2\pi} \int_{\partial \Omega} f \frac{v \tau \frac{K^\alpha}{\Phi} K^\alpha(z_0) - v(z_0) \tilde{\tau} \frac{K^\alpha}{\Phi} \bar{K}^\alpha(z_0)}{v - v(z_0)} \Theta' d\zeta.
\]
Since this has a simple pole at \( z_0 \) and no other singularities, computing the residue at \( z_0 \) and using DCT gives
\[
f(z_0) = i f(z_0) \frac{v(z_0) \tau \frac{K^\alpha}{\Phi} K^\alpha(z_0) - v(z_0) \tilde{\tau} \frac{K^\alpha}{\Phi} \bar{K}^\alpha(z_0)}{v'(z_0)} \Theta'(z_0).
\]
In this formula, \( z_0 \) was arbitrary, so we can regard this as equality of functions,
\[
\frac{\tau \frac{K^\alpha}{\Phi}}{v} = \frac{-\tilde{\tau}}{v} \frac{\bar{K}^\alpha}{\Phi},
\]
and (2.21) follows by elementary manipulations. By the second equality in (2.21), \( \det \mathcal{T}_\alpha \) is an outer function. We add a few related matrix identities. For \( a \in \mathbb{D} \) define
\[
\mathcal{V}(a) = \frac{1}{\rho} \begin{pmatrix} 1 & -\bar{a} \\ -a & 1 \end{pmatrix} \in \text{SU}(1, 1), \quad \rho := \sqrt{1 - |a|^2}.
\]
The following lemma is essentially one step in the classical Schur algorithm [48].
Lemma 2.17. For any $\alpha$,
\[
(K_x^\alpha \ K_\alpha) \mathcal{V}(s_x^\alpha(i)) = \begin{pmatrix} \Phi K_x^\alpha - \beta_k & \Phi_x K_\alpha - \beta_k \end{pmatrix}.
\] (2.22)

Consequently the Schur functions are related by
\[
v(z) s_x^\alpha - \beta_k(z) = \frac{s_x^\alpha(z) - s_x^\alpha(i)}{1 - s_x^\alpha(z)s_x^\alpha(i)}.
\] (2.23)

Proof. The 2-dimensional space $\mathcal{H}^2(\alpha) \oplus \Phi \mathcal{H}(\alpha - 2\beta_k)$ has an orthonormal basis $K_x^\alpha, \Phi K_x^\alpha - \beta_k$ and contains the normalized vector $K_x^\alpha$, so that vector can be expressed in the form
\[
K_x^\alpha = a K_\alpha + \rho \Phi K_x^\alpha - \beta_k.
\] (2.24)

By normalization, $|a|^2 + |\rho|^2 = 1$, and by taking the inner product with $\Phi K_x^\alpha - \beta_k$,
\[
\rho = \frac{\langle \Phi K_x^\alpha - \beta_k, K_x^\alpha \rangle}{K_x^\alpha(-i)} > 0
\]
so $\rho = \sqrt{1 - |a|^2}$. Evaluating (2.24) at $i$ gives $a = K_x^\alpha(i)/K_\alpha(i)$, so
\[
(K_x^\alpha K_\alpha) \begin{pmatrix} 1 \\ -a \end{pmatrix} = \frac{1}{\sqrt{1 - aa}} = \Phi K_x^\alpha - \beta_k.
\]

Applying the antilinear involution $(\ldots)^{\flat}$ gives
\[
(K_x^\alpha K_\alpha) \begin{pmatrix} -a \\ 1 \end{pmatrix} \frac{1}{\sqrt{1 - aa}} = \Phi^{\flat} K_x^\alpha - \beta_k.
\]

Combining the two equalities in matrix form gives (2.22), whereas taking their ratio gives (2.23). $\square$

The following corollary is a matrix form of the relation (2.22).

Corollary 2.18. For any $\alpha$,
\[
\begin{pmatrix} \tau_{\alpha} K_x^{\beta_{W} - \alpha} & \tau_{\zeta} K_x^{\beta_{W} - \alpha} \\ \Phi K_x^{\alpha - \beta_k} & \Phi_x K_\alpha - \beta_k \end{pmatrix} = \mathcal{T}_\alpha \mathcal{V}(s_x^\alpha(i)).
\]

Proof. The second row of this statement is precisely (2.22). The first row follows from (2.22) after applying the involution $(\ldots)^{\flat}$, and multiplying by $\mathcal{W}\Phi_\zeta$. $\square$

Also, using (2.22), we get a complementary to (2.10) representation for the reproducing kernel.

Lemma 2.19.
\[
\Phi(z) \Phi(x) = \frac{K_x(z) - K_\alpha(z)}{1 - \nu(z)\nu(x)}.
\] (2.25)

Proof. By writing
\[
(K_x^\alpha (z) \ K_\alpha(z)) \mathcal{V}(s_x^\alpha(i)) = \Phi(z) \begin{pmatrix} \nu(z) K_x^\alpha(z) & K_\alpha(z) \end{pmatrix},
\]
using this for $z$ and $z_0$ implies, since $\mathcal{V}(s_x^\alpha(i))$ is $j$-unitary, that
\[
(K_x^\alpha(z) \ K_\alpha(z)) j \begin{pmatrix} K_x^\alpha(z_0) \ K_\alpha(z_0) \end{pmatrix}^{*}
\]
\[
= \Phi(z) \Phi(z_0) \begin{pmatrix} \nu(z) K_x^\alpha(z) & K_\alpha(z) \end{pmatrix} j \begin{pmatrix} \nu(z_0) K_x^\alpha(z_0) \ K_\alpha(z_0) \end{pmatrix}^{*}.
\]

Applying (2.10) with $\alpha - \beta_k$ instead of $\alpha$ concludes the proof. $\square$

The previous lemma is closely related to one entry of the matrix product $\mathcal{T}_\alpha(z) j(\mathcal{T}_\alpha(z_0))$; in fact, we can compute all entries of this product.
Lemma 2.20.  
\[ i \frac{\mathcal{T}_\alpha(z)^* \mathcal{T}_\alpha(z_0)}{z-z_0} = 2 \frac{\Phi(z)}{\Phi(z_0)} \begin{pmatrix} -k(\alpha, z_0) & \mathcal{W}(k(\alpha, z_0)) \\ -\mathcal{W}(k(\alpha, z_0)) & k(\alpha, z_0) \end{pmatrix} \]  
(2.26)  

Proof. We prove the equality of matrices entry by entry. Equality of the (2,2)-entry in (2.26) follows from (2.25) and the algebraic manipulations (2.11). Equality of the (1,2)-entry in (2.20) follows from the equality of the (2,2)-entry by applying the involution \((\ldots)^*\) and multiplying by \(\mathcal{W}\Phi\Phi\), since \((1\ 0) \mathcal{T}_\alpha = \mathcal{W}\Phi\Phi(0\ 1) \mathcal{T}_\alpha\). Similarly, equality of the (1,1)-entry follows from (2.11) and (2.10) with \(\beta\) instead of \(\alpha\), and equality of the (2,1)-entry follows by applying the involution \((\ldots)^*\) and multiplying by \(\mathcal{W}\Phi\Phi\). \(\square\)

3. Reflectionless pairs of Schur functions: classes \(\mathcal{S}(E)\) and \(\mathcal{S}_A(E)\) and their parametrization

The reflectionless property is defined in terms of half-line Schur functions, but is a property of a whole line system/operator, and many consequences of the reflectionless property are best seen from the perspective of whole line resolvents. We define the resolvent function

\[ R(z) = i \frac{(1-s_+(z))(1-s_-(z))}{1-s_+(z)s_-(z)} \]  
(3.1)

For instance, the spectral interpretation of Definition 1.8(iii) is that a corresponding whole-line operator does not have spectrum outside of \(E\).

Lemma 3.1. If \(s_+ \in \mathcal{S}(E)\), then \(R\) is a Herglotz function, analytic in \(\mathbb{C} \setminus E\), with the symmetry \(R_\# = R\). Moreover, \(\lim_{\Omega} \arg R(\xi + i\epsilon) = \frac{\pi}{2}\) for Lebesgue-a.e. \(\xi \in E\).

Proof. By Cayley transforms we obtain the Herglotz functions

\[ m_\pm(z) = i \frac{1 + s_\pm(z)}{1 - s_\pm(z)} \]  
(3.2)

which obey \((m_\pm)\sharp = m_\pm\). A direct calculation gives \(R = -2/(m_+ + m_-)\), so \(R\) is Herglotz, meromorphic on \(\mathbb{C} \setminus E\), and \(R_\# = R\). Since \(1 - s_+s_-\) is nonzero on \(\mathbb{R} \setminus E\), \(R\) has no poles there. Since \(s_- = (s_+)_\#\), a calculation gives \(\lim_{\Omega} R(\xi + i\epsilon) = i\Re\) for Lebesgue-a.e. \(\xi \in E\). Since that limit is a.e. nonzero and \(R\) is Herglotz, the normal limit of the argument is \(\pi/2\). \(\square\)

Corollary 3.2. If \(s_+, s_-\) are a reflectionless pair of Schur functions with a Widom spectrum \(E\), then \(s_\pm \in \mathcal{N}(\Omega)\).

Proof. Since \(R\) has no poles on \(\mathbb{R} \setminus E\), \(m_\pm\) have at most one pole in each gap, so applying Theorem 2.4 shows that \(m_\pm \in \mathcal{N}(\Omega)\) and therefore \(s_\pm \in \mathcal{N}(\Omega)\). \(\square\)

Remark 3.3. The reflectionless property often appears in the literature in the form for Titchmarsh–Weyl \(m\)-functions; Definition 1.8 converts to that form with the substitutions \(3.2\). In particular, by calculations like those above, the nonvanishing of \(1 - s_+(z)s_-(z)\) implies analyticity in \(\Omega\) of both the symmetric combinations

\[ \frac{1}{m_+(z) + m_-(z)}, \quad \frac{m_+(z)m_-(z)}{m_+(z) + m_-(z)} \]

which appear in whole-line Titchmarsh–Weyl \(M\)-matrix functions.

3.1. Schur spectral functions and unitary nodes. The map \(\pi_1(\Omega)^* \times \mathbb{T} \rightarrow \mathcal{S}_A(E)\). In the sense of spectral theory, the Schur class of functions, and its generalization to matrix (operator)-valued functions, is associated to the concept of unitary nodes. Let \(E_1, E_2\) be complex Euclidean spaces. We say that \(E(z)\) belongs to the Schur class \(\mathcal{S}(E_1, E_2)\) if it is a linear operator-valued function, \(E(z) : E_1 \rightarrow E_2\) for a fixed \(z \in \mathbb{C}^+,\) analytic in \(z\), and \(\|E(z)\| \leq 1\) for all \(z \in \mathbb{C}^+\).

By passing to a matrix representation with respect to orthonormal bases of \(E_1, E_2\), the operator-valued function \(E\) gives a matrix-valued function. Of course, a change of basis would correspond to a
change of matrix-valued function, as we will see in examples below. Respectively, this or that way of basis fixing leads to this or that gauge normalization condition for transfer matrices.

**Definition 3.4.** Let \( H \) be a Hilbert space. By a unitary node we mean a unitary operator \( U \) acting from \( E_1 \oplus H \) to \( E_2 \oplus H \). \( H \) is called the state space and \( E_1, E_2 \) are called coefficient spaces. The operator function

\[
S(z, U) = P_{E_2}(I_{H \oplus E_2} - v(z)U P_H)^{-1} U|_{E_1} = P_{E_2} U (I_{H \oplus E_1} - v(z) P_H U)^{-1} |_{E_1}
\]

is called the characteristic function of the unitary node. Here \( P_K \) and \( P_{E_2} \) are the orthogonal projections onto the corresponding subspaces.

**Theorem 3.5.** The characteristic function \( S(z, U) \) of a unitary node \( U : H \oplus E_1 \to H \oplus E_2 \) belongs to the class \( S(E_1, E_2) \). Vice versa, if \( S \in S(E_1, E_2) \), then there exists a unitary node such that \( S(z) = S(z, U) \).

Essentially, this theorem is a certain point of view on the Nagy-Foias theory [43]; for a “bird’s eye view” on the subject see [44]. For the reader’s convenience in the preprint form we prove this theorem in the appendix.

Recall that the function \( v(z) \) was defined in (2.2).

**Proposition 3.6.** Multiplication by \( \bar{v} \) in the decomposition

\[
\bar{v} : \{ \frac{K^\alpha}{\Phi_2} \} \oplus \mathcal{H}^2(\alpha - \beta_F) \to \{ \frac{K^\alpha}{\Phi} \} \oplus \mathcal{H}^2(\alpha - \beta_F)
\]

forms a unitary node with the state space \( H = \mathcal{H}^2(\alpha - \beta_F) \). Its characteristic function is

\[
s^\alpha_+(z) = \frac{K^\alpha_+(z)}{K^\alpha(z)}.
\]

**Proof of Proposition 3.6** Multiplication by \( \bar{v} = 1/v \) is a unitary operator from \( \frac{1}{v} \mathcal{H}^2(\alpha) = \{ \frac{K^\alpha}{\Phi_2} \} \oplus \mathcal{H}^2(\alpha - \beta_F) \) to \( \frac{1}{v} \mathcal{H}^2(\alpha) = \{ \frac{K^\alpha}{\Phi} \} \oplus \mathcal{H}^2(\alpha - \beta_F) \).

Fix \( z_0 \in \mathbb{C}_+ \). To compute the value of the characteristic function \( S(z_0) \), we write

\[
P_{E_2}(I - v(z_0)U P_H)^{-1} U|_{E_1} \frac{K^\alpha_+}{\Phi_2} = \frac{K^\alpha}{\Phi} S(z_0)
\]

so for some \( g \in \mathcal{H}^2_0(\alpha - \beta_F) \),

\[
(I - v(z_0)U P_H)^{-1} U|_{E_1} \frac{K^\alpha_+}{\Phi_2} = g + \frac{K^\alpha}{\Phi} S(z_0)
\]

and therefore

\[
U \frac{K^\alpha_+}{\Phi_2} = g - v(z_0)Ug + \frac{K^\alpha}{\Phi} S(z_0).
\]

Multiplying by \( v \) gives

\[
\frac{K^\alpha}{\Phi_2} = (v - v(z_0))g + v f \frac{K^\alpha}{\Phi} S(z_0).
\]

Evaluating at \( z = z_0 \) gives

\[
\frac{K^\alpha(z_0)}{\Phi_2(z_0)} = v(z_0) \frac{K^\alpha(z_0)}{\Phi(z_0)} S(z_0).
\]

Since \( z_0 \in \mathbb{C}_+ \) was arbitrary, solving for \( S \) completes the proof. □
Remark 3.7. In Prop. [3.6] we implicitly took the basis vector $\frac{K^\alpha_a}{\Phi^\alpha}$ for the coefficient space $E_1$ and $\frac{K^\alpha}{\Phi}$ for $E_2$. If we had multiplied those basis vectors by some unimodular constants, we would have obtained characteristic functions of the form

$$s^\alpha_{+\tau}(z) = \tau s^\alpha_{+}(z) = \tau \frac{K^\alpha_a(z)}{K^\alpha(z)}, \quad (\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}.$$  

The functions obtained here are closely related to Prop. [2.7]. However, the reader should notice the difference between the Cayley transforms, which are operators on a single Hilbert space, and unitary nodes, which have the same state space. The unitary operator $\hat{U}$ and the unitary node [3.3] are related by the following commutative diagram

$$\begin{array}{ccc}
\{ \frac{K^\alpha_a}{\Phi^\alpha} \} \oplus \mathcal{H}^2(\alpha - \beta_\Phi) & \xrightarrow{\phi_\tau} & \{ \frac{K^\alpha_a}{\Phi^\alpha} \} \oplus \mathcal{H}^2(\alpha - \beta_\Phi) \\
\downarrow \phi & & \downarrow \phi \\
\mathcal{H}^2(\alpha) = \{ K^\alpha \} \oplus \mathcal{D}_\tau & \overset{\hat{U}_\tau}{\longrightarrow} & \mathcal{H}^2(\alpha) = \{ K^\alpha_a \} \oplus \Delta_v
\end{array}$$

where

$$\hat{\Phi}_\tau|_{\mathcal{H}^2(\alpha - \beta_\Phi)} = \Phi \quad \text{and} \quad \hat{\Phi}_\tau : \tau \frac{K^\alpha_a}{\Phi^\alpha} \mapsto K^\alpha.$$  

It follows from earlier observations that the functions $s^\alpha_{+\tau}$ are in this class. Let us denote

$$s^\alpha_{-\tau}(z) = \bar{s}^\alpha_{\tau}(z), \quad s^\alpha_{\tau}(z) = \tau \frac{\Phi(z)K^\alpha_a(z)}{\Phi^\alpha(z)}.$$  

**Corollary 3.8.** For any $(\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}$, the pair $(s^\alpha_{+\tau}, s^\alpha_{-\tau})$ is a reflectionless pair of Schur functions and $s^\alpha_{+\tau} \in \mathcal{S}_A(\mathcal{E})$.

**Proof.** The property $(s^\alpha_{+\tau})_\tau = 1/s^\alpha_{-\tau}$ follows from the definition and $(s^\alpha_{+\tau})_\tau = s^\alpha_{-\tau}$ from (2.16). Moreover, $1 - s_+s_-$ has no zeros in $\mathbb{R} \setminus \mathcal{E}$ by the Wronskian identity, Lemma [2.16].

3.2. Divisors $D(\mathcal{E})$. The map $\mathcal{S}_A(\mathcal{E}) \to D(\mathcal{E})$. We begin with the resolvent function $R(z)$ defined as in (3.1) from $s_+ \in \mathcal{S}_A(\mathcal{E})$.

**Lemma 3.9.** For each gap $(a_j, b_j)$, there exist $x_j \in [a_j, b_j]$ such that

$$R(z) = i|1 - s_+(i)|e^{\int_0^\infty \frac{\chi(\xi)}{1 + \xi^2} \mathrm{d}\xi},$$  

where

$$\chi(\xi) = \begin{cases} 1/2, & \xi \in (a_j, x_j) \\ 0, & \xi \in \mathcal{E} \\ -1/2, & \xi \in (x_j, b_j) \end{cases}.$$  

**Proof.** From the Herglotz representation of $R$, it follows that it is strictly increasing on each gap $(a_j, b_j)$, so there exist $x_j \in [a_j, b_j]$ such that $R$ is negative on $(a_j, x_j)$ and positive on $(x_j, b_j)$. It follows that the boundary values $\frac{1}{\pi} \arg R(\xi + 0)$ for $\xi \in \mathcal{E}$ are given by (3.6). Since $s_+ \in \mathcal{S}_A(\mathcal{E})$, (3.1) implies that $|R(i)| = |1 - s_+(i)|$, the exponential Herglotz representation of $R$ gives (3.6). 

Assume that $x_j \in (a_j, b_j)$ for some $j$. Then $x_j$ is a zero of $R$, so by [3.2], at least one of the functions $s_{\pm}$ is equal to 1 at $x_j$. They cannot both be equal to 1, since $s_+s_- \neq 1$ on $\Omega$. Define the sign $\epsilon_j \in \{\pm\}$ so that $s_{\epsilon_j}(x_j) = 1$. Of course, if $x_j = a_j$ or $x_j = b_j$, it does not correspond to a zero on $\Omega$, nevertheless by continuity of $s_\pm(z)$ at the ends of the gap we have $1 = s_+(x_j) = s_-(x_j)$ in the sense of nontangential limit at the gap endpoint $x_j \in \{a_j, b_j\}$. 
**Definition 3.10.** We define $D(E)$ as the product, with the product topology,

$$D(E) = \prod_{j \in \mathbb{Z}} I_j,$$

(3.7)

where each $I_j$ is a double cover of the corresponding gap with edges identified and endowed with a topology of a circle,

$$I_j = \{(x_j, \epsilon_j) \mid x_j \in [a_j, b_j] \times \{+1, -1\}\}/(a_j, +) \sim (a_j, -), (b_j, +) \sim (b_j, -).$$

The above construction describes the map $S_A(E) \to D(E)$ given by

$$s_+ \mapsto D = \{(x_j, \epsilon_j)\}_{j \in \mathbb{Z}}.$$

(3.8)

For a better understanding of our further steps assume that indeed $s_+ = s_+^{\alpha, \tau}$. Using the Wronskian identity (2.21), we obtain

$$R^{\alpha, \tau}(z) = i\frac{(1 - \tau s_+^{\alpha}(z))(1 - \bar{\tau}s_+^{\alpha}(z))}{1 - s_+^{\alpha}(z)s_+^{\alpha}(z)} = \mathcal{K}^{\alpha, \tau}(z)\mathcal{K}^{\alpha, \tau}(\bar{z})\frac{i(z - i)(z + i)\Theta'}{2\Phi_2},$$

(3.9)

where

$$\mathcal{K}^{\alpha, \tau}(z) = K^{\alpha}(z)(1 - s_+^{\alpha}(z)) = K^{\alpha}(z) - \tau K_1^{\alpha}(z), \quad (\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T},$$

and respectively

$$\Phi_2\mathcal{W}(z)(\mathcal{K}^{\alpha, \tau})_+(z) = \tau_1\Phi_2 K^{\tilde{\alpha}} - \bar{\tau}\Phi K^{\tilde{\alpha}}.$$

Thus, the resulting factorization (3.11) of $R^{\alpha, \tau}$ leads to the symmetric combinations of reproducing kernels $\mathcal{K}^{\alpha, \tau}$. The following theorem shows that this symmetric reproducing kernel $\mathcal{K}^{\alpha, \tau}$ can be expressed in terms of the divisor $D$ assigned to $s_+^{\alpha, \tau}$.

**Theorem 3.11.** The symmetric reproducing kernel $\mathcal{K}^{\alpha, \tau}$ in terms of the divisor $D \in D(E)$ possesses the following multiplicative representation

$$\mathcal{K}^{\alpha, \tau}(z) = C \left\{ \frac{\Phi(z)\Phi_2(z)}{z - i} \prod_{j} \frac{z - x_j}{\sqrt{1 + \epsilon_j^2\Phi_2(x_j)(z)}} \right\}^{\frac{1}{2}} \prod_{j} \Phi_2(x_j(z))^{1 + i\epsilon_j}$$

(3.10)

Respectively, the ratio

$$\Delta^{\alpha, \tau} = \frac{\tau_1\Phi_2 K^{\tilde{\alpha}} - \bar{\tau}\Phi K^{\tilde{\alpha}}}{K^{\alpha} - \tau K_1^{\alpha}}$$

(3.11)

is a Blaschke product, given explicitly in terms of the divisor (3.8) by

$$\Delta^{\alpha, \tau} = \prod_{j} \Phi_2(x_j(z))^{-i\epsilon_j}.$$

(3.12)

**Proof.** We already demonstrated similar arguments in proving Lemma 2.4. By Theorem 2.1, the function $R^{\alpha, \tau}$ doesn’t have a singular inner factor. Therefore we can separate the inner part of $\mathcal{K}^{\alpha, \tau}$ as the Blaschke product, which is the second factor in (3.10). Note now that both factors $\mathcal{K}^{\alpha, \tau}$ and $\Phi_2\mathcal{W}(\mathcal{K}^{\alpha, \tau})$ have the same absolute value on $\partial \Omega$. So the outer part of each of them is the square root of the outer part of their product, which (up to a multiplicative constant) is given as the product in brackets. Since the outer parts coincide and the zeros of numerator are exactly complementary to the denominator, we have (3.12).
3.3. The Abel map $\mathcal{D}(E) \to \pi_1(\Omega)^* \times \mathbb{T}$. We now generalize the above correspondence, i.e., starting from an arbitrary divisor $D = \{(x_j, \epsilon_j)\}_{j \in \mathbb{Z}} \in \mathcal{D}(E)$, we consider the product

$$\kappa_D(z) = C \left\{ \Phi(z) \Phi_D(z) \prod_{j} \frac{z - x_j}{z - i \, z + i} \frac{1 + \epsilon_j^2 \Phi(z)}{1 + x_j^2 \Phi_D(z)} \right\} \prod_{j} \Phi_{x_j}(z)^{1 + \epsilon_j}. \tag{3.13}$$

Note that if $x_j \in \{a_j, b_j\}$ then $\Phi_{x_j} \equiv 1$ and the value of $\epsilon_j$ is irrelevant. We denote the character of the product $\kappa = \kappa_D$ by $\alpha = \alpha(D)$.

**Lemma 3.12.** $\kappa$ is a linear combination of $K^\alpha$ and $K^\tau$. With the right choice of $C$ in \[3.13\], $\kappa$ is of the form $\kappa = K^\alpha - \tau K^\omega$ with $\tau \in \mathbb{T}$.

**Proof.** Assume $f \in \mathcal{H}^2(\alpha)$ is such that $f(i) = 0$ and $f(-i) = 0$. Decompose $f = \Phi \Phi_g$ where $g \in \mathcal{H}^2(\alpha - 2\beta_k)$, and denote by $\kappa = C \kappa_0 \kappa_\tau$ the inner-outer decomposition \[3.13\]. By comparing $\kappa$ and $\Phi$ on $\partial \Omega$, we obtain

$$\kappa = \overline{C} \kappa_0 \frac{1}{\Phi} \prod_j \Phi_{x_j}^{-\epsilon_j} = \overline{C} \kappa_0 \frac{1}{\Phi} \prod_j \Phi_{x_j}^{-\epsilon_j} \quad \text{a.e. on } \partial \Omega. \tag{3.14}$$

In additional to relating the boundary values, since the character of $\Phi$ is $-\alpha$, this implies that the character of $\kappa_0 \prod_j \Phi_{x_j}^{-\epsilon_j}$ is $2\beta_k + \beta_W - \alpha$. Thus, $g \in \mathcal{H}^2(\alpha - 2\beta_k)$ and $\kappa_0 \prod_j \Phi_{x_j}^{-\epsilon_j} \in \mathcal{H}^2(2\beta_k + \beta_W - \alpha)$, so by DCT, we compute

$$\langle f, \kappa \rangle = \int f \overline{\Phi} d\Theta = \int_{\partial \Omega} g \kappa_0 \prod_j \Phi_{x_j}^{-\epsilon_j} \frac{d\Theta}{\mathcal{W}} = 0.$$ 

Thus, $\kappa$ is orthogonal to $\Phi \Phi_g \mathcal{H}^2(\alpha - 2\beta_k)$, so $\kappa = C_1 K^\alpha + C_2 K^\omega$ for some $C_1, C_2$. Moreover, the representation $\kappa$ implies that $\kappa_\tau$ is a multiple of $\kappa_0$, so $|C_1| = |C_2|$. Thus, $\kappa$ can be normalized so that $\kappa = K^\alpha - \tau K^\omega$ with $\tau \in \mathbb{T}$. \hfill \square

**This procedure gives us an Abel map** $\pi : D \mapsto (\alpha, \tau), \pi : \mathcal{D}(E) \to \pi_1(\Omega)^* \times \mathbb{T}$. To provide explicit formulas for this map, we denote by $\gamma_k$ for $k \neq 0$ the generators of $\pi_1(\Omega)$ so that $\gamma_k$ intersects $\mathbb{R} \setminus E$ "upward" through $\xi$, and "downward" through the gap $(a_k, b_k)$. In other words, the contour $\gamma_k$ has winding number 1 if $b_k < a_0$ and winding number $-1$ if $a_k < b_k$. Denote by $E_k$ the part of $E$ between the $0$-th and $k$-th gaps. Finally, we denote

$$A_{\gamma_k}(D) = \sum_j \frac{\xi_j}{2} (\omega(x_j, E_k) - \omega(a_j, E_k)) \mod \mathbb{Z} \tag{3.15}$$

**Lemma 3.13.** The Abel map $\pi : \mathcal{D}(E) \to \pi_1(\Omega)^* \times \mathbb{T}$ is continuous and given by the following explicit formulas:

$$\alpha(\gamma_k) = \beta_k(\gamma_k) + A_{\gamma_k}(D) - A_{\gamma_k}(D_c), \quad \text{with } D_c = \{(c_j, -1)\} \tag{3.16}$$

for any $k$, and

$$\tau = -\frac{\kappa_D(i)}{\kappa_D(-i)}. \tag{3.17}$$

**Proof.** For fixed $k$, fix domains $\Pi_k^\pm$ in $\hat{\Omega}$ bounded by simple Jordan curves $\gamma_k^\pm$ in $\Omega \setminus \{\xi_k\}$ such that $\Pi_k^+ \cap E = E_k, \Pi_k^- \cap E = E \setminus E_k$, and $\xi_k \notin \Pi_k^\pm$. Note that $\omega(z, E_k)$ is zero on $\Pi_k^- \cap E$ and $1 - \omega(z, E_k)$ is zero on $\Pi_k^+ \cap E$. By comparing the harmonic functions $\omega(z, E_k)$ and $1 - \omega(z, E_k)$ with $G(z, \xi_k)$ on the compact images $\gamma_k^\pm$ and applying the maximum principle on the domains $\Pi_k^\pm \setminus E$, we conclude the existence of $C_k$ such that

$$\omega(z, E_k) \leq C_k G(z, \xi_k) \quad \forall z \in \Pi_k^-, \quad 1 - \omega(z, E_k) \leq C_k G(z, \xi_k) \quad \forall z \in \Pi_k^+, \tag{3.18}$$

Combined with the Widom condition \[3.12\], this implies that the series \[3.13\] is absolutely summable uniformly in $D$, so $A_{\gamma_k}(D)$ is a continuous function of $D$. \hfill \square
For fixed $z_0 \in \Omega$, consider the outer function $\frac{z - z_0}{\Phi_{z_0}}$; its boundary values have absolute value $|z - z_0|$ a.e., so we obtain the representation
\[
\log \left| \frac{z - z_0}{\Phi_{z_0}(z)} \right| = \int \log |x - z_0| \omega(dx, z).
\]
Using $G(z, z_0) = G(z_0, z)$ we can switch the roles of $z, z_0$ and then pass to harmonic conjugates to obtain
\[
\arg \frac{z - z_0}{\Phi_{z_0}(z)} = \int \arg(x - z_0) \omega(dx, z_0) + C
\tag{3.18}
\]
as an equality of multi-valued harmonic functions up to an additive constant $C$ independent of $z$. In particular, they have the same additive characters, and their additive jumps along the closed loop $\gamma_k$ are equal to $2\pi \omega(z_0, \mathcal{E}_k)$. It follows that the character of a product $\prod_j \Phi_{x_j}(z)^{\frac{1}{2}}$ is $\mathcal{A}_{\gamma_k}(D)$.

The product (3.13) can be regrouped as
\[
\kappa_D(z) = C \left\{ \frac{\Phi(z)}{z - i} \right\} \frac{1}{2} \left\{ \prod_j \left( \frac{z - x_j}{1 + x_j^2} \right)^{\frac{1}{2}} \right\} \prod_j \left( \frac{\Phi_{x_j}(z)}{x_j^2} \right)^{\frac{1}{2}}
\tag{3.19}
\]
Note that the second bracket is a meromorphic, single-valued function on $\Omega$ and we can assume without loss of generality that $\gamma_k$ does not contain any points in the intervals $[c_j, x_j]$. Thus, combining the characters of all the factors in (3.19) gives (3.10).

To compute $\tau$, we use $\kappa_*$. Since (3.10) gives
\[
\Phi \Phi_1 \mathcal{W} \kappa_* = \tau_\epsilon \Phi \Phi_2 \mathcal{K} - \tau_\epsilon \Phi \mathcal{K}^\epsilon,
\]
we see that $\tau_\epsilon(\Phi \Phi_1 \mathcal{W} \kappa_*)(i) = \Phi(i) \mathcal{K}(i) > 0$ and similarly $\tau_\epsilon(\Phi \Phi_2 \mathcal{W} \kappa_*)(-i) < 0$. By (3.14), $\Phi \Phi_1 \mathcal{W} \kappa_* = C_1 \kappa(D_\epsilon)$, where $D_\epsilon = \{(x_j, -c_j)\}$. Thus, $\tau_\epsilon^2 \tau \kappa(D_\epsilon)(-i) / \kappa(D_\epsilon)(i) < 0$. Since $|\kappa(D_\epsilon)|$ is symmetric, this implies (3.17).

In particular, all other components of the Abel map correspond to closed curves, but $\tau$ corresponds to a jump in argument from $-i$ to $i$ through the gap $(a_0, b_0)$. Changing the normalization to a different gap would correspond to a change of $\tau$ by another component of the Abel map.

3.4. Parametrization of the class $\mathcal{S}_A(E)$: proof of the uniqueness theorem. We have described the construction of three maps
\[
\pi_1(\Omega)^* \times \mathbb{T} \to \mathcal{S}_A(E) \to \mathcal{D}(E) \overset{\pi_1(\Omega)^*}{\to} \pi_1(\Omega)^* \times \mathbb{T}.
\tag{3.20}
\]

**Theorem 3.14.** For a Dirichlet regular Widom set which obeys DCT, the three maps in (3.20) are homeomorphisms.

**Proof.** We already know that the maps are continuous and that their composition in the order $\pi_1(\Omega)^* \times \mathbb{T} \to \mathcal{S}_A(E) \to \mathcal{D}(E)$ is the identity map. It remains to prove some injectivity statements.

For $s_+ \in \mathcal{S}_A(E)$, let
\[
s_+ \mapsto D \mapsto (\alpha, \tau), \quad -s_+ \mapsto D_1 \mapsto (\alpha, \tau_1).
\]
Then, combining definitions of all these maps we get
\[
\frac{1 + s_+ + s_-}{1 - s_+ - s_-} = \frac{(1 + s_+)(1 + s_-)}{(1 - s_+)(1 - s_-)} = \frac{x^{\alpha, \tau_1} x^{\alpha, \tau_1}}{x^{\alpha, \tau} x^{\alpha, \tau}}.
\]
Since $i(1 + s_+)/(1 - s_-)$ is a Herglotz function, we can use once again Theorem 2.11. Thus, having in mind that $s_-(i) = 0$, we obtain
\[
\frac{1 + s_+}{1 - s_+} = \frac{x^{\alpha, \tau_1}}{x^{\alpha, \tau}}.
\]
Since this function is single-valued in $\Omega$, $\alpha_1 = \alpha$. Using Lemma 3.12 for $\tau_2 = \tau_1/\tau$ we get
\[
\frac{1 + s_+}{1 - s_+} = \frac{1 - \tau_2 s^{\alpha, \tau}_+}{1 - s^{\alpha, \tau}_+} = \frac{1 + \tau_2}{2} + \frac{1 - \tau_2}{2} \frac{1 + s^{\alpha, \tau}_+}{1 - s^{\alpha, \tau}_+}.
\]

\[\text{End of proof.}\]
Since \( s_+(z) \in T \) for \( z \) in an arbitrary gap \((a_j, b_j)\), we get that the LHS is pure imaginary valued. We have that in the RHS the real part vanishes, i.e.,

\[
\frac{1 + \Re \tau_2}{2} - i \frac{\Im \tau_2 (1 + s_+^{\alpha, \tau}(z))}{2 - 1 - s_+^{\alpha, \tau}(z)} = 0, \quad z \in (a_j, b_j).
\]

Since \( s_+^{\alpha, \tau} \) is not a constant, we get \( \Im \tau_2 = 0 \) and \( \Re \tau_2 = -1 \). Finally, we obtain \( s_+(z) = s_+^{\alpha, \tau}(z) \).

Finally, the Abel map is injective: if \( \pi(D_1) = \pi(D_2) = (\alpha, \tau) \), then \( D_1, D_2 \) give the same product \( \kappa = \kappa^{\alpha, \tau} \). However, \( \kappa, \kappa_a \) determine \( R \) by \((3.3)\) which uniquely determines the \( x_j \) as zeros of \( R \) and the \( \epsilon_j \) according to whether \( x_j \) is a zero of \( \kappa \) or \( \kappa_a \).

In particular, the Abel map is a homeomorphism. This allows us in what follows to repeatedly use the same trick: having a continuous \( X(D) \) function on \( D(\mathbb{E}) \) by a superposition with the inverse \( \pi^{-1} \) we get a continuous function \( Y(\alpha, \tau) = X(\pi^{-1}(\alpha, \tau)) \) on a compact abelian group \( \pi_1(\Omega)^* \times T \). In this way we obtain a so called sampling function, so that \( y(t) = Y(\alpha - \eta t, e^{2i\eta t}) \), proving almost periodicity of \( y(t) \).

For any \( s_+ \in S(\mathbb{E}) \), we can reduce to the case \( s_-(-i) = 0 \) by acting on \( s_\pm \) with some automorphism of \( D \), uniquely up to the stabilizer subgroup of 0. This observation implies that:

**Corollary 3.15.** The class \( S(\mathbb{E}) \) is parametrized by the noncompact space \( \pi_1(\Omega)^* \times \text{PSU}(1, 1) \).

4. **Reflectionless canonical systems via the chain of invariant subspaces** \( e^{it\theta}H^2(\alpha - \eta \ell) \)

4.1. **Unitary nodes with the co-invariant** \( K_\Delta(\alpha) \) **as the state space.** Just as Prop. 3.6 reflects the spectral theory of a differential operator on a half axis, the next construction is related to a restriction of a differential operator on an interval. We will start from a quite general construction. Let \( \Delta \) be an inner character automorphic function and denote its character by \( \kappa \).

A general description of the functions in \( H^2(\alpha) \) which have a pseudocontinuation is given by the following lemma.

**Lemma 4.1.** Let \( \Delta \) be an inner character automorphic function with the character \( \beta_\Delta \). Denote

\[
K_{\Delta}(\alpha) = H^2(\alpha) \cap \Delta H^2(\alpha - \beta_\Delta).
\]

Then \( f \in K_{\Delta}(\alpha) \) implies that \( f \) has a pseudocontinuation, and moreover

\[
f_+(z) = \frac{g(z)}{\Delta(z)W(z)} \quad (4.1)
\]

for some \( g \in K_{\Delta}(\beta_\Delta + \beta_W - \alpha) \).

**Proof.** Since \( \Delta f \) is orthogonal to \( H^2(\alpha - \beta_\Delta) \), it follows by Theorem 2.13 that \( g := W\Delta \overline{f} \in H^2(-\alpha + \beta_\Delta + \beta_W) \). Moreover, \( f \in H^2(\alpha) \) implies \( W\overline{f} \perp H^2(\beta_W - \alpha) \), so \( g = W\Delta \overline{f} \perp \Delta H^2(\beta_W - \alpha) \). We finally conclude that \( g \in K_{\Delta}(\beta_\Delta + \beta_W - \alpha) \).

**Lemma 4.2.** Multiplication by \( \tilde{v} \) is a unitary node with the state space \( K_{\Delta}(\alpha - \beta_\Phi) \) and two dimensional coefficient spaces:

\[
U_\alpha : \left\{ \begin{array}{c}
K_\alpha^2 \\
\Phi_2
\end{array} \right\} \oplus K_{\Delta}(\alpha - \beta_\Phi) \oplus \{ \Delta K^{\alpha - \beta_\Phi, -\beta_\Delta} \} \to \left\{ \begin{array}{c}
K_\alpha^2 \\
\Phi_2
\end{array} \right\} \oplus K_{\Delta}(\alpha - \beta_\Phi) \oplus \{ \Delta K^{\alpha - \beta_\Phi, -\beta_\Delta} \} \quad (4.2)
\]

Moreover, if we denote

\[
e_1 = \frac{K_\alpha^2}{\Phi_2}, \quad e_2 = \Delta K^{\alpha - \beta_\Phi, -\beta_\Delta},
\]

\[
f_1 = \Delta K^{\alpha - \beta_\Phi, -\beta_\Delta}, \quad f_2 = \frac{K_\alpha}{\Phi_2}
\]
Since all functions in (4.4) have pseudocontinuations, applying the linear involution \((z \bar{\alpha} \bar{\beta} - v)\), we use the fact that for any \(c_1, c_2 \in \mathbb{C}\),
\[
P_{E_2} I - v(z_0) U_\alpha P_{K_\Delta(\alpha - \beta_\Phi)}^{-1} U_\alpha |_{E_1} (e_1 \ e_2) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = (f_1 \ f_2) S(z_0) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}
\]
so for some \(g \in K_\Delta(\alpha - \beta_\Phi)\),
\[
(I - v(z_0) U_\alpha P_{K_\Delta(\alpha - \beta_\Phi)}^{-1} U_\alpha |_{E_1} (e_1 \ e_2) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = g + (f_1 \ f_2) S(z_0) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}.
\]
Applying \(I - v(z_0) U_\alpha P_{K_\Delta(\alpha - \beta_\Phi)}\) and then multiplying by \(v\) gives
\[
(e_1 \ e_2) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = (v - v(z_0)) g + v (f_1 \ f_2) S(z_0) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}.
\]
Since all functions in (4.4) have pseudocontinuations, applying the linear involution \((\ldots \bar{\alpha} \bar{\beta} - v)\), and using \(v_s = v\) gives
\[
((e_1)_s \ (e_2)_s) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = (v - v(z_0)) g_s + v ((f_1)_s \ (f_2)_s) S(z_0) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}.
\]
Evaluating (4.4) and (4.5) at \(z = z_0\), the unknown functions \(g\), \(g_s\) vanish from the equations and we obtain
\[
(e_1(z_0) \ e_2(z_0)) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = v(z_0) (f_1(z_0) \ f_2(z_0)) S(z_0) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}
\]
\[
((e_1)_s(z_0) \ (e_2)_s(z_0)) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = v(z_0) ((f_1)_s(z_0) \ (f_2)_s(z_0)) S(z_0) \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}.
\]
Since \(c_1, c_2\) are arbitrary, (4.3) holds at \(z_0 \in \mathbb{C}_+\). Since \(z_0 \in \mathbb{C}_+\) is arbitrary, this concludes the proof. \(\square\)

At this point let us compute
\[
(e_1)_s = \frac{\tau_s K^{\beta_\Phi + \beta_\Phi - \alpha}}{W}, \quad (e_2)_s = \frac{\tau_s \Delta_s K^{\beta_\Delta + 2\beta_\Phi + \beta_\Phi - \alpha}}{W\Phi},
\]
\[
(f_1)_s = \frac{\tau_s \Delta_s K^{\beta_\Delta + 2\beta_\Phi + \beta_\Phi - \alpha}}{W\Phi}, \quad (f_2)_s = \frac{\tau_s K^{\beta_\Phi + \beta_\Phi - \alpha}}{W}.
\]
4.2. Potapov–Ginzburg transform and transfer matrices corresponding to $\Delta$. We will now study the transfer matrix $\mathfrak{A}_\Delta$ defined by

$$T_\alpha \mathfrak{A}_\Delta = \begin{pmatrix} \Delta_\alpha & 0 \\ 0 & \Delta \end{pmatrix} T_{\alpha-\beta}$$

(4.6)

with the matrix $T_\alpha$ defined in (2.20). We will see that $\mathfrak{A}_\Delta$ is closely related to the unitary node $\mathfrak{A}$. 

**Lemma 4.3.** $\mathfrak{A}_\Delta$ is a well-defined meromorphic function on $\Omega$ and can only have poles at zeros of $\Delta$. If $\Delta = \Delta_2$, then $\det \mathfrak{A}_\Delta = 1$. Moreover, if $\Delta(i) > 0$, $\mathfrak{A}_\Delta(i)$ is lower triangular with strictly positive diagonal entries.

**Proof.** Since $\det T_\alpha$ is outer and independent of $\alpha$, $\mathfrak{A}_\Delta$ is well-defined meromorphic by (4.6), poles can only come from $\Delta_\alpha = 1/\Delta_2$, and $\det \mathfrak{A}_\Delta = \Delta_\Delta$. In particular, if $\Delta = \Delta_2$, then $\det \mathfrak{A}_\Delta = 1$. From (2.20), the matrix $T_\alpha(i)$ is lower triangular and $(T_\alpha(i))_{22} > 0$. If $\Delta(i) > 0$, a calculation shows that $\mathfrak{A}_\Delta(i)$ is lower triangular and $(\mathfrak{A}_\Delta(i))_{22} > 0$. By $\det \mathfrak{A}_\Delta = 1$, $(\mathfrak{A}_\Delta(i))_{11} > 0$. □

Straightforward calculations show that

$$\begin{pmatrix} (e_1)_b & v(f_2)_b \\ e_1 & v f_2 \end{pmatrix} = \begin{pmatrix} \frac{1}{\Delta_2} & 0 \\ 0 & \frac{1}{\Delta}\end{pmatrix} T_\alpha$$

(4.7)

$$\begin{pmatrix} v(f_1)_b & (e_2)_b \\ v f_1 & e_2 \end{pmatrix} = \begin{pmatrix} \frac{1}{\Delta_2} & 0 \\ 0 & \frac{1}{\Delta}\end{pmatrix} T_{\alpha-\beta} V(s^\alpha_{\gamma-\Delta}(i))$$

(4.8)

Comparing (4.3) with (4.9), we see that $\mathfrak{A}_\Delta$ and $S$ are related precisely by the Potapov-Ginzburg transform. In general, the Potapov-Ginzburg transform compactifies the class of $j$-contractive matrix functions by relating a $j$-contractive matrix function $\mathcal{A}$ to a contractive matrix function $S$ so that

$$P + AQ = (Q + AP) S, \quad P = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad j = -P + Q$$

(4.9)

In our case, applying the Potapov–Ginzburg transform to (4.3) separates the terms containing $\Delta$ from those that don’t contain $\Delta$.

Explicitly,

$$S(z) = \begin{pmatrix} s_{11}(z) & s_{12}(z) \\ s_{21}(z) & s_{22}(z) \end{pmatrix} = \begin{pmatrix} a_{11}(z) & 0 \\ a_{21}(z) & 1 \end{pmatrix}^{-1} \begin{pmatrix} 1 & a_{12}(z) \\ 0 & a_{22}(z) \end{pmatrix}$$

(4.10)

**Lemma 4.4.** $\mathfrak{A}_\Delta$ is $j$-contractive for $z \in \mathbb{C}_+$. 

**Proof.** On $\mathbb{C}_+$, away from the discrete set of poles of functions in (4.8),

$$j - A j A^* = Q + AP A^* - P - AQ A^* = (Q + AP)(I - SS^*)(Q + AP)^* \geq 0$$

(4.11)

so $\mathfrak{A}_\Delta$ is $j$-contractive. Since $\mathcal{V}(s^\alpha_{\gamma-\Delta}(i))$ is $j$-unitary, by (4.7), $\mathfrak{A}_\Delta$ is also $j$-contractive on $\mathbb{C}_+$. □

**Lemma 4.5.** The boundary values on $\mathcal{E}$ from above and below coincide,

$$\mathfrak{A}_\Delta(\xi + i0) = \mathfrak{A}_\Delta(\xi - i0), \quad a.e. \ \xi \in \mathcal{E}.$$  

(4.12)

**Proof.** $A_\Delta(z)$ has nontangential boundary values a.e., moreover

$$\begin{pmatrix} (e_1)_b & v(f_2)_b \end{pmatrix} (\xi \pm i0) A_\Delta(\xi \pm i0) = \begin{pmatrix} v(f_1)_b & (e_2)_b \end{pmatrix} (\xi \pm i0).$$
By the definition of the $\hat{\iota}$-involution we have
\[
\begin{pmatrix} e_1 & v_f_2 \\
(e_1)_b & v(f_2)_b \end{pmatrix} (\xi + i0) A \Delta (\xi - i0) = \begin{pmatrix} v_f_1 & e_2 \\
v(f_1)_b & (e_2)_b \end{pmatrix} (\xi + i0).
\]
Multiplying both parts by \(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\) and using (4.17) gives (4.12). \(\square\)

4.3. From transfer matrices to reflectionless canonical systems in Arov gauge. We now specialize to the case \(\Delta(z) = e^{i\ell \Theta(z)}\), with \(\ell\) as a parameter. Let
\[
\Theta(i) = \theta_r + i \theta_i, \quad \theta_r, \theta_i \in \mathbb{R}, \quad \theta_i > 0.
\]
We generalize the definition (2.20) and define for \((\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}\),
\[
T_{\alpha, \tau} = \begin{pmatrix} \tau_s \Phi_2 K^{\tilde{\alpha}}/K^{\alpha} & \tau_s \Phi K^{\tilde{\alpha}}/K^{\alpha} \\
\tau_i \Phi_2 K^{\tilde{\alpha}}/K^{\alpha} & \tau_i \Phi K^{\tilde{\alpha}}/K^{\alpha} \end{pmatrix} = U^{-1}_\tau T_{\alpha, \tau} U_T
\]
This reduces to (2.20) by conjugation with a diagonal unitary and \(j\)-unitary matrix \(U_T\),
\[
T_{\alpha, \tau} = U^{-1}_T T_{\alpha, \tau} U_T, \quad U_T = \begin{pmatrix} 1/2 & 0 \\
0 & 1/2 \end{pmatrix}.
\]
Sometimes it is convenient to pass to the SL(2, \(\mathbb{C}\)) normalization of this matrix, i.e. to \(\Pi_{\alpha, \tau}(z) = (\det T_{\alpha, \tau}(z))^{-1/2} T_{\alpha, \tau}(z)\). Due to (2.21), \(\det T_{\alpha, \tau}(z)\) does not depend of \((\alpha, \tau)\). Since
\[
T_{\alpha, \tau} = \begin{pmatrix} \tau_s \Phi_2 K^{\tilde{\alpha}}/K^{\alpha} & 0 \\
0 & K^{\alpha} \end{pmatrix} \begin{pmatrix} 1 & \tau s^{\alpha}_s \tau / \xi^{\alpha}_s \tau \\
\tau s^{\alpha}_s \tau / \xi^{\alpha}_s \tau & 1 \end{pmatrix},
\]
\(\Pi_{\alpha, \tau}\) can also be written in the form
\[
\Pi_{\alpha, \tau}(z) = \begin{pmatrix} \sqrt{v^{\alpha}(z)} & 0 \\
0 & (\sqrt{v^{\alpha}(z)})^{-1} \end{pmatrix} \begin{pmatrix} 1 & \tau s^{\alpha}_s \tau / \xi^{\alpha}_s \tau \\
\tau s^{\alpha}_s \tau / \xi^{\alpha}_s \tau & 1 \end{pmatrix}.
\]
where
\[
\bar{\xi} = \tau_s \Phi_2 K^{\tilde{\alpha}}/K^{\alpha}.
\]
We point out that \(|K^{\tilde{\alpha}}(z)| = |K^{\alpha}(z)|\) on \(\partial \Omega\). Therefore \(\bar{\xi}\) is a meromorphic inner function.

With these notations we define the following family of matrices.

Definition 4.6. Let \((\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}\). We define the transfer matrix \(\mathfrak{A}^{\alpha, \tau}(z, \ell)\) by the identity
\[
\mathfrak{A}^{\alpha, \tau}(z, \ell) = T_{\alpha, \tau}(z)\Lambda_{\Theta(z) - \theta_\ell}(\ell) T_{\alpha, \tau}(z) = \Pi_{\alpha, \tau}(z)\Lambda_{\Theta(z) - \theta_\ell}(\ell) \Pi_{\alpha, \tau}(z),
\]
where
\[
\Lambda_{\Theta}(\ell) = \begin{pmatrix} e^{-i\ell \Theta} & 0 \\
0 & e^{i\ell \Theta} \end{pmatrix}.
\]
Note that the additive correction of \(\Theta(z)\) by \(\theta_\ell\) is required to obey \(e^{-i\ell(\Theta(z) - \theta_\ell)} > 0\) and therefore for \(\mathfrak{A}^{\alpha, \tau}(z, \ell)\) to obey the Arov gauge condition.

Immediately from the definition we obtain the chain rule
\[
\mathfrak{A}^{\alpha, \tau}(z, \ell_1 + \ell_2) = \mathfrak{A}^{\alpha, \tau}(z, \ell_1) \mathfrak{A}^{\alpha, \tau}(z, \ell_2),
\]
so Lemmas 4.3, 4.4, 4.5 imply:

Theorem 4.7. (a) \(\mathfrak{A}^{\alpha, \tau}(z, \ell)\) is holomorphic in \(\Omega\).
(b) For \(\ell \geq 0\), \(\mathfrak{A}^{\alpha, \tau}\) is \(j\)-contractive in \(\mathbb{C}_+\) and \(\det \mathfrak{A}^{\alpha, \tau}(z, \ell) = 1\).
(c) The boundary values on \(\mathbb{E}\) coincide,
\[
\mathfrak{A}^{\alpha, \tau}(\xi + i0, \ell) = \mathfrak{A}^{\alpha, \tau}(\xi - i0, \ell), \quad a.e. \xi \in \mathbb{E}.
\]
(d) $\mathcal{A}^{\alpha,\tau}(z,\ell)$ is jointly continuous with respect to $\alpha,\tau,\ell$, for an arbitrary $z \in \Omega$.
(e) The family is $j$-monotonic with respect to $\ell$, i.e.,

$$j - \mathcal{A}^{\alpha,\tau}(z,\ell_2)j\mathcal{A}^{\alpha,\tau}(z,\ell_2)^* \geq j - \mathcal{A}^{\alpha,\tau}(z,\ell_1)j\mathcal{A}^{\alpha,\tau}(z,\ell_1)^* \geq 0$$

for $\ell_1 < \ell_2$.

Now, we prove one of the most important properties. We show that all possible singularities of $\mathcal{A}^{\alpha,\tau}(z,\ell)$ on $\mathbb{E}$ are removable.

**Lemma 4.8.** For fixed $(\alpha,\tau) \in \pi_1(\Omega)^* \times \mathbb{T}$ and $\ell \in \mathbb{R}$, the matrix $\mathcal{A}^{\alpha,\tau}(z,\ell)$ is entire.

**Proof.** Let $E_n$ be a subset of $E$, $E_n = E \cap [b_n_-,a_n_+]$, $b_n_- < a_n_+$. Consider an arbitrary rectangle $Q$ whose vertical edges pass throw the gaps $(a_n_-, b_n_-)$ and $(a_n_+, b_n_+)$ respectively, $E_n \subset Q$.

It is easy to see that $\Omega_Q = \Omega \cap Q$ is of Widom type and DCT holds in it. Indeed, if $\tilde{\alpha}$ is a character on $\pi_1(\Omega_Q)$ we can find a character $\alpha \in \pi_1(\Omega)^*$, so that $\alpha|_{\pi_1(\Omega_Q)} = \tilde{\alpha}$. Since $H^\infty_Q(\alpha)$ contains a non-trivial function, this function in its restriction on $\Omega_Q$ provides a non-trivial function in $H^\infty_{\Omega_Q}(\alpha)$. That is, $\Omega_Q$ is of Widom type. Let $\tilde{\alpha}_n$ be a sequence of characters which converge to the trivial character in $\pi_1(\Omega_Q)^*$. Again, we can find a sequence $\alpha_n$ such that $\alpha_n|_{\pi_1(\Omega_Q)} = \tilde{\alpha}_n$ and $\alpha_n \to 0_{\pi_1(\Omega)^*}$.

Fix $z_0 \in \Omega_Q$. By the DCT in $\Omega$ we have

$$\lim_{n \to \infty} \sup \|w(z_0)\| : w \in H^\infty(\alpha_n) = 1.$$ 

Moreover

$$\lim_{n \to \infty} \sup \|w(z_0)\| : w \in H^\infty_{\Omega_Q}(\tilde{\alpha}_n) = 1,$$

and this is one of characteristic properties of DCT [28, Theorem, p. 206].

We can explicitly write

$$\mathcal{A}^{\alpha,\tau}(z,\ell) = \frac{1}{\det T_\alpha} \left( K_\alpha^\tau - \tau K_\alpha^\tau \Phi_\alpha K_\alpha^\tau \right) \Lambda_\alpha(z - \theta_\alpha,\ell) T_{\alpha - \eta_\theta,\tau}(z).$$

(4.23)

Since $e^{\pm i\theta} \in H^\infty(\pm \eta_\theta)$ and $\frac{1}{\Phi_\alpha} - \frac{1}{\Phi_\alpha} \in H^\infty(-\beta_\Phi)$, (4.23) implies $\mathcal{A}^{\alpha,\tau} = \frac{\Phi_\alpha^*}{\Phi_\alpha^*} S$ where entries of the matrix $S$ are in the set $H^\infty(\beta_\Phi)$. By DCT in $\Omega_Q$, for any $z_0 \in \Omega_Q$,

$$\mathcal{A}^{\alpha,\tau}(z_0,\ell) = \frac{1}{2\pi i} \oint_{\partial\Omega_Q} \frac{\mathcal{A}^{\alpha,\tau}(z,\ell)}{z - z_0} \, dz.$$ 

(4.22)

Due to (4.22),

$$\frac{1}{2\pi i} \oint_{E_n \cap \partial\Omega_Q} \frac{\mathcal{A}^{\alpha,\tau}(z,\ell)}{z - z_0} \, dz = 0,$$

so for all $z_0 \in \Omega_Q$,

$$\mathcal{A}^{\alpha,\tau}(z_0,\ell) = \frac{1}{2\pi i} \oint_{\partial\Omega} \frac{\mathcal{A}^{\alpha,\tau}(z,\ell)}{z - z_0} \, dz$$

with $\mathcal{A}^{\alpha,\tau}(z,\ell)$ integrable on $\partial\Omega$. The right-hand side defines an analytic function in $Q$. Thus, all possible singularities of $\mathcal{A}^{\alpha,\tau}(z,\ell)$, given by (4.23), on the subset $E_n$ are removable. Since $E_n$ is an arbitrary piece of $E$ in the finite part of the plane $\mathbb{C}$, $\mathcal{A}^{\alpha,\tau}(z,\ell)$ is entire. \qed

**Remark 4.9.** Let $1 \leq p \leq \infty$ and $z_0 \in \Omega$. Let $h^\alpha_p$ be the extremal function of the problem: find

$$h^\alpha_p(z_0) = \sup \{ |g(z_0)| : g \in H^p(\alpha), \|g\| \leq 1 \}.$$ 

In fact, the theorem on page 206 in [28] claims an equivalence of DCT and the condition $h^\alpha_p(z_0)$ is continuous on $\pi_1(\Omega)^*$ for every $p$ with $1 \leq p \leq \infty$. (4.24)
Theorem 4.10. The function $s^\alpha,\tau_+^+$ is the Schur function corresponding to the family of transfer matrices $\{A^{\alpha,\tau}(z,\ell)\}_{\ell \in \mathbb{R}_+}$.

Proof. For $z \in \mathbb{C}_+$,

$$
(s^\alpha,\tau_+^+(z) \ 1) A^{\alpha,\tau}(z,\ell) \simeq (0 \ 1) \Lambda_{\theta-\theta_+}(\ell) T_{a-\eta,\tau}(z)
$$

$$
\simeq (0 \ 1) T_{a-\eta,\tau}(z) \simeq (s^\alpha,\eta,\tau_+^+(z) \ 1).
$$

Since $s^\alpha,\eta,\tau_+^+(z) \in \mathbb{D}$, it follows that $s^\alpha,\tau_+^+(z)$ is in the Weyl disk for every $\ell > 0$.

Simultaneously, we can observe that $\tau$ is an “integral of motion” for the translation flow in Arov gauge generated by this family, i.e., the flow $s^\alpha,\eta,\tau_+^+(z) \rightarrow s^\alpha,\eta,\tau_+^+(z)$.

Now that we have constructed the $j$-monotonic family $\mathfrak{A}^{\alpha,\tau}$, we have to invoke general facts about canonical systems in A-gauge (general proofs in A-gauge are available in [11]). We will need the following:

Remark 4.11 (11). Let $\mathfrak{A}(z,\ell)$ be a $j$-monotonic family in A-gauge with $\mathfrak{A}(z,0) = I$ for all $z$. Then:

1. $\mathfrak{A}$ is the solution of a canonical system in A-gauge (1.19), which we also write in the form

$$
\mathfrak{A}(z,\ell)j = j + \int_0^\ell \mathfrak{A}(z,\ell') (izA(\ell') - B(\ell')) \, d\mu(\ell), \quad A = \begin{pmatrix} 1 & -\bar{a} \\ -a & 1 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & \bar{a} \\ -a & 0 \end{pmatrix}.
$$

2. $\mathfrak{A}_{22}(i,\ell)$ is a decreasing function of $\ell$ and the positive measure $\mu$ is determined by $\mu(\ell) = -\log \mathfrak{A}_{22}(i,\ell)$. The family is in the Weyl limit point case if and only if $\mu(\ell) \rightarrow \infty$ as $\ell \rightarrow \infty$.

The parameters $a$ are determined by

$$
A(\ell) + B(\ell) = \begin{pmatrix} 1 & 0 \\ -2a(\ell) & 1 \end{pmatrix} = -(\mathfrak{A}(i,\ell))^{-1} \partial_\mu \mathfrak{A}(i,\ell)j, \quad \mu\text{-a.e. } \ell.
$$

Here, like elsewhere, $\partial_\mu$ denotes Radon–Nikodym derivative: in particular, $\mathfrak{A}(i,\ell)$ is a.e. with respect to $\mu$ and $|a(\ell)| \leq 1$ for $\mu$-a.e. $\ell$.

3. (Ricatti equation) The translation flow on canonical systems can be obtained by a familiar coefficient stripping process or, at the level of the transfer matrices, by considering for $\ell > 0$ the family $\{A(z,\ell)^{-1}A(z,\ell + \ell)\}_{\ell \geq 0}$. Denoting the corresponding Schur functions by $s_+(z,\ell)$, their behavior is described by the Ricatti equation

$$
\partial_\mu s_+(z,\ell) = (s_+(z,\ell) \ 1) (-izA(\ell) + B(\ell)) \begin{pmatrix} 1 \\ s_+(z,\ell) \end{pmatrix}.
$$

4. (continuous Verblunsky parameters as boundary values of Schur functions) For $\mu$-a.e. $\ell \geq 0$,

$$
\lim_{z \in \mathbb{D}_{[\delta,\pi-\delta]}} s_+(z,\ell) = \frac{a(\ell)}{1 + \sqrt{1 - |a(\ell)|^2}}.
$$

5. Denoting by $c(\ell) \in \mathbb{D}$ the right-hand side of (4.27), we have the mutually inverse formulas

$$
a(\ell) = \frac{2c(\ell)}{1 + |c(\ell)|^2} \quad \text{and} \quad c(\ell) = \frac{a(\ell)}{1 + \sqrt{1 - |a(\ell)|^2}}.
$$
In particular, 
\[ \sqrt{A(\ell)} = \frac{1}{\sqrt{1 + |\tau(\ell)|^2}} \begin{pmatrix} 1 & -\tau(\ell) \\ -\tau(\ell)^* & 1 \end{pmatrix}. \] (4.29)

(6) (Krein–de Branges formula [16 33 11]) The exponential type of the transfer matrix is 
\[ \lim_{y \to \infty} \frac{\log \|A(iy, \ell)\|}{y} = \int_0^\ell \sqrt{\det A(t)} \, d\mu(l) = \int_0^\ell \sqrt{1 - |a(l)|^2} \, d\mu(l). \] (4.30)

(7) (de Branges uniqueness theorem) For any Schur function \( s_+ : \mathbb{C}_+ \to \mathbb{D} \), there is a half-line canonical system in A-gauge (1.19) with Schur function \( s_+ \), determined uniquely up to reparametrizations \( \hat{\mu}(\ell) = \mu(g(\ell)) \), \( \hat{a}(\ell) = a(g(\ell)) \) with an increasing bijection \( g : [0, \infty) \to [0, \infty) \).

(8) A reflection of the \( \ell \)-axis gives the \( j \)-monotonic family 
\[ \tilde{\mathfrak{A}}(z, \ell) = j_1 \mathfrak{A}(z, -\ell) j_1^{-1}, \quad j_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]
which is not in A-gauge; it is upper triangular at \( z = i \) instead of lower triangular. Its spectral function \( s_- \) necessarily obeys \( s_-(i) = 0 \). In fact, that is the only restriction: \( s_-(z) = \frac{\pm i}{z^2 + 1} \tilde{\mathfrak{A}}_+(z) \) where \( \tilde{\mathfrak{A}}_+ \) is the Schur function corresponding to the canonical system in A-gauge with reflected parameters \( \hat{\mu}(\ell) = -\mu(-\ell) \), \( \hat{a}(\ell) = a(-\ell) \).

**Theorem 4.12.** \( \mathfrak{A}_{\alpha,\tau}(z, \ell) \) solves the canonical system equation (1.10) with \( \mu = \mu^\alpha \) given by (1.8) and \( a = a^{\alpha,\tau} = \tau a^\alpha \) where \( a^\alpha \) is the Radon–Nikodym derivative given by (1.10).

**Proof.** We already established that \( \mathfrak{A}_{\alpha,\tau} \) is a \( j \)-monotonic family in A-gauge. By a direct calculation,
\[ \mathfrak{A}_{\alpha,\tau}(i, \ell) = \frac{K^{\alpha,-\eta}(i)}{K^{\alpha}(i)} e^{\ell(\theta(i) - \theta_\tau)}. \] (4.31)
The reproducing kernel depends continuously on the character due to DCT, so \( \mathfrak{A}_{\alpha,\tau}(i, \ell) \) is continuous in \( \ell \). Thus, \( \mathfrak{A}_{\alpha,\tau} \) is the solution of a canonical system in A-gauge. The measure has the distribution function
\[ \mu(\ell) = -\log \mathfrak{A}_{\alpha,\tau}(i, \ell) = \ell \theta_\tau - \log \frac{K^{\alpha,-\eta}(i)}{K^{\alpha}(i)} \]
which gives precisely the measure \( \mu = \mu^\alpha \) independent of \( \tau \) and given by (1.8).

By construction, coefficient stripping corresponds to a linear shift in character, so \( s^{\alpha,\tau}_+(z, \ell) = s^{\alpha,-\eta,\tau}_+(z) \). Thus, applying the Riccati equation at \( z = i \) and integrating gives
\[ s^{\alpha,-\eta,\tau}_+(i) - s^{\alpha,\tau}_+(i) = 2 \int_0^\ell s^{\alpha,-\eta,\tau}_+(i) \, d\mu^\alpha(l) - 2 \int_0^\ell a(l) \, d\mu^\alpha(l) \]
Algebraic manipulations bring this to the form \( \int_0^\ell a(l) \, d\mu^\alpha(l) = \tau \mu^\alpha_0([0, \ell]) \) with \( \mu^\alpha_0 \) defined by (1.9). Therefore \( \mu^\alpha_\tau \) is absolutely continuous w.r.t. \( \mu^\alpha, a = \tau a^\alpha \) with \( a^\alpha \) given by (1.10), and \( |a^\alpha| \leq 1 \) a.e.. \( \square \)

In particular, this proves Theorem (1.11)(a),(b).

**Remark 4.13.** We have already seen that \( \mu^{\alpha,\tau} = \mu^\alpha \) is \( \tau \)-independent, and by (1.8), we have that in average
\[ \int_{\pi_1(\Omega)} \int_0^\ell d\mu^\alpha(l) \, d\alpha = \theta_\ell \ell. \] (4.32)
The additional parameter \( \tau \in \mathbb{T} \) is needed to describe all reflectionless systems, but in many formulas its influence is simple and can be factored out. We will denote the canonical system parameters by
\[ \mathfrak{A}^{\alpha,\tau}(z, \ell) j = j + \int_0^\ell \mathfrak{A}^{\alpha,\tau}(z, l) (iz A^{\alpha,\tau}(l) - B^{\alpha,\tau}(l)) \, d\mu^{\alpha,\tau}(l). \] (4.33)
Since the coefficient $a^{\alpha, \tau}$ depends of $\tau$ in a trivial way $a^{\alpha, \tau} = \tau a^{\alpha}$, we write
\[ A^{\alpha, \tau} = U^{-1}_\tau A^{\alpha} U_\tau, \quad B^{\alpha, \tau} = U^{-1}_\tau B^{\alpha} U_\tau, \] (4.34)
with $A^\alpha = A^{\alpha, 1}$, $B^\alpha = B^{\alpha, 1}$, with the diagonal unitary and $j$-unitary $U_\tau$ from (4.15).

4.4. $M$-type: growth of transfer matrices with respect to the Martin function.

4.4.1. Growth at $\infty$ of positive harmonic functions on $\Omega$. Borichev and Sodin [12] proved the following lemma:

**Lemma 4.14** (Borichev–Sodin). Let $h$ be a positive harmonic function on $\mathbb{C} \setminus \mathbb{E}$ such that $h(\bar{z}) = h(z)$. The function can be decomposed as $h(z) = CM(z) + \hat{h}(z)$ where $C \geq 0$, $\hat{h}$ is a positive harmonic function on $\mathbb{C} \setminus \mathbb{E}$, and
\[ \lim_{y \to \infty} \frac{\hat{h}(iy)}{M(iy)} = 0. \] (4.35)

It has the following corollary:

**Corollary 4.15.** If $f$ is an outer function on $\Omega$, $|f| \geq 1$ and $|f(\bar{z})| = |f(z)|$, then
\[ \lim_{y \to \infty} \frac{\log |f(iy)|}{M(iy)} = 0. \]

**Proof.** By Lemma 4.14 there exists $C \geq 0$ such that
\[ C = \lim_{y \to \infty} \frac{\log |f(iy)|}{M(iy)} \]
and $\log |f| \geq CM$. This implies that
\[ \frac{1}{|f(z)|} \leq |e^{iC\Theta(z)}|. \] (4.36)
If $C > 0$, $e^{iC\Theta(z)}$ is a singular inner function and $1/f$ an outer function, so (4.36) would give a contradiction. \qed

We will apply this corollary in order to compute the $M$-exponential type of the transfer matrix $A^{\alpha}(z,x)$ of a reflectionless canonical system, see Lemma 4.21. In this section we provide a systematic approach to the Borichev-Sodin kind propositions, see Theorem 4.19 below.

We recall briefly the construction of the Martin boundary [38]. Consider for $w \in \Omega$ the Green function with a pole at $w$ normalized at some $z_* \in \Omega$,
\[ M(z, w) = \frac{G(z, w)}{G(z_*, w)}. \] (4.37)

The Martin boundary $\partial M \Omega$ is the collection of limits of sequences $M(z, w_n)$ for sequences of $w_n \in \Omega$ which eventually leave every compact subset of $\Omega$. The limits are considered in the sense of uniform convergence on compact subsets of $\Omega$; in particular, they are positive harmonic functions on $\Omega$. The construction of the Martin compactification extends the definition of $M(z, w)$ to $w \in \hat{\Omega} = \Omega \cup \partial M \Omega$.

Let $\partial_1 M \Omega$ denote the subset of the Martin boundary consisting of minimal harmonic functions. Since $\Omega$ is a Denjoy domain, $\partial_1 M \Omega$ contains 1 or 2 points for each point of $\mathbb{E} \cup \{\infty\}$ [8]. We denote that correspondence by $P : \partial_1 M \Omega \to \mathbb{E} \cup \{\infty\}$. Every positive harmonic function on $\Omega$ has a unique representation
\[ h(z) = \int_{\partial_1 M \Omega} M(z, w) d\sigma_h(w) \] (4.38)
with a unique finite measure $\sigma_h$ on $\partial_1 M \Omega$.

**Lemma 4.16.** For any $\delta > 0$,
\[ \sup_{|z| \geq 1} \sup_{w \in \partial_1 M \Omega} \frac{M(z, w)}{M(z)} < \infty. \] (4.39)
Proof. Recall that all Martin functions are normalized at the same internal point \( z_\ast \in \Omega \); however, by the Harnack principle, the desired conclusion (4.39) is independent of the choice of \( z_\ast \). For the proof, let us fix \( z_\ast = 10i \), so that
\[
M(z, w) = \frac{G(z, w)}{G(10i, w)}, \quad w \in \Omega.
\]
The key is the use of the boundary Harnack principle for Denjoy domains \([2, 23]\). Let us use the notation \( f \lesssim g \) if \( f \leq Cg \) for some universal constant \( C \) and \( f \simeq g \) if \( f \lesssim g \) and \( g \lesssim f \). For instance, for any \( \delta > 0 \), by a Harnack chain with constant complex modulus of size depending only on \( \delta \),
\[
\frac{M(z, w)}{M(z)} \simeq \frac{M(i \text{Im} z, w)}{M(i \text{Im} z)}
\]
so to prove the nontangential bound (4.39), it suffices to prove the normal bound for \( z = iy, y \geq 1 \). It will also be more convenient to apply an inversion and prove
\[
\sup_{y \in (0,1]} \sup_{w \in \partial \Omega^M} \frac{M(iy, w)}{M(iy, 0)} < \infty,
\]
where \( 0 \in \partial \Omega^M \).

By \([23, \text{Thm. 3}]\), Denjoy domains obey the following boundary Harnack principle: if \( r > 0 \), for all \( x, y \in \mathbb{C}_+ \) such that \( |x| < r, |y| < r \), and \( t \geq 10r \),
\[
\frac{G(x, it)}{G(x, 2r, i)} \simeq \frac{G(y, it)}{G(y, 2r, i)}.
\]
We apply this to \( r \in (0, 1] \) and \( t = 10 \) to conclude
\[
\frac{G(10i, x)}{G(2r, x)} \simeq \frac{G(10i, y)}{G(2r, y)}, \quad \forall x, y \in \mathbb{C}_+ : |x| < r, |y| < r.
\]
Letting \( x \to ri \) and letting \( y \to 0 \) gives
\[
M(2ri, ri) \simeq M(2ri, 0), \quad r \in (0, 1].
\]
For \( x \in \partial \Omega^M \), by the Harnack principle applied in the domain \( \Omega \setminus \{ri\} \),
\[
\frac{M(z, ri)}{M(z, x)} \simeq \frac{M(2ri, ri)}{M(2ri, x)}, \quad |z - ri| = \frac{r}{2}.
\]
By the maximum principle,
\[
M(z, ri) \lesssim M(z, x) \frac{M(2ri, ri)}{M(2ri, x)}, \quad |z - ri| \geq \frac{r}{2}
\]
since on the domain \( \{z \in \Omega : |z - ri| \geq r/2\} \), the left-hand side achieves its maximum on the circle \( |z - ri| \geq r/2 \) and the right-hand side achieves its minimum there. In particular, using \( z = 10i \), we conclude \( M(2ri, x) \lesssim M(2ri, ri) \) for \( r \in (0, 1] \). Combining this with (4.41) gives \( M(2ri, x) \lesssim M(2ri, 0) \) for \( r \in (0, 1], x \in \partial \Omega \), which implies (4.40).

\[\square\]

Lemma 4.17. For any \( w \in \partial \Omega^M \) with \( \pi(w) \neq \infty \) and any \( \delta > 0 \),
\[
\lim_{z \to \partial \Omega^M} M(z, \omega) = M(z) = 0.
\]

Proof. Since \( \pi(w) \neq \infty \), the Martin function \( M(z, w) \) is subharmonic in some neighborhood of \( \infty \) and therefore bounded there. Meanwhile, the symmetric Martin function has a Riesz representation
\[
M(z) = M(z_\ast) + \int_{[\delta, \pi - \delta]} \log \left| \frac{x - z}{x - z_\ast} \right| d\theta(x)
\]
with \( z_\ast \in \mathbb{R} \setminus E \) and \( \supp \theta = E \). From this representation, by monotone convergence, \( M(iy) \to \infty \) as \( y \to \infty \). By the Harnack principle applied with Harnack chains of fixed size along an arc with fixed \( |z| \), this implies that \( M(z) \to \infty \) as \( z \to \infty \) with \( \arg z \in [\delta, \pi - \delta] \). \(\square\)
It is a general fact about Denjoy domains that all elements of $\mathcal{D}^{-1}(\{\infty\})$ can be obtained as limits of $M(z, w_n)$ for sequences $w_n = iy_n \to \pm i\infty$. Thus, let us denote the corresponding elements of the Martin boundary as $\pm i\infty$. In this notation, the Akhiezer–Levin case is precisely the case $+i\infty \neq -i\infty$.

From now on, let us assume that the normalization point $z_*$ from (4.37) is in $\mathbb{R} \setminus \mathbb{E}$. Then the symmetric Martin function is

$$M(z) = \frac{M(z, +i\infty) + M(z, -i\infty)}{2}.$$  

Moreover, in the Akhiezer–Levin case, $M(z, -i\infty) = o(M(z, +i\infty))$ as $|z| \to \infty$ with $\arg z \in [\delta, \pi - \delta]$, so Lemma 4.18 implies that (in both cases):

**Lemma 4.18.** For any $w \in \partial^1 M \Omega$ with $w \neq +i\infty$ and any $\delta > 0$,

$$\lim_{\arg(\pm z) \in [\delta, \pi - \delta]} \frac{M(z, w)}{M(z, \pm i\infty)} = 0.$$

**Theorem 4.19.** For any positive harmonic function $h$ on $\Omega$ and any $\delta > 0$,

$$\lim_{|z| \to \infty} \frac{h(z)}{M(z, \pm i\infty)} = \sigma_h(\{\pm i\infty\}) = \inf_{z \in \Omega} \frac{h(z)}{M(z, \pm i\infty)}.$$

**Proof.** The second equality is general Martin theory [5, Chapter 9]. For the first, use (4.38) to write

$$\lim_{|z| \to \infty} h(z) = \lim_{|z| \to \infty} \int_{\partial^1 M \Omega} \frac{M(z, w)}{M(z)} d\sigma_h(w).$$

By (4.39) and since $\sigma_h$ is a finite measure, the dominated convergence theorem can be applied with a constant majorant. Thus, by Lemma 4.18 this gives

$$\lim_{\arg(\pm z) \in [\delta, \pi - \delta]} \frac{h(z)}{M(z)} = \int_{\partial^1 M \Omega} \chi(\pm i\infty)(w) d\sigma_h(w) = \sigma_h(\{\pm i\infty\}). \quad \Box$$

This has a corollary for symmetric functions $h$ and the symmetric Martin function. The proof is immediate, by considering separately the A–L case and the non-A–L case:

**Corollary 4.20.** For any positive harmonic function $h$ on $\Omega$ which obeys $h(\bar{z}) = h(z)$,

$$\lim_{\arg(\pm z) \in [\delta, \pi - \delta]} \frac{h(z)}{M(z)} = \inf_{z \in \Omega} \frac{h(z)}{M(z)}, \quad \forall \delta > 0.$$

4.4.2. **Growth at $\infty$ of the transfer matrices.**

**Theorem 4.21.** For all $(\alpha, \tau)$, all $\ell > 0$, and all $\delta > 0$,

$$\lim_{\arg z \in [\delta, \pi - \delta]} \frac{\log\|\Pi^{\alpha, \tau}(z, \ell)\|}{M(z)} = \ell. \quad (4.42)$$

**Proof.** We use the representation (4.20). Since $\det \Pi^{\alpha, \tau} = 1$ for all $(\alpha, \tau)$, it follows that $\|\Pi^{\alpha, \tau}\| \geq 1$. Each entry $(\Pi^{\alpha, \tau})_{ij}$ can be majorized by an outer function $a_{ij}$ with $|a_{ij}| \geq 1$: it suffices to define $a_{ij}$ by its boundary values on $\partial \Omega$, $\log |a_{ij}| = \log_+ (\Pi^{\alpha, \tau})_{ij}$. Then consider the outer function $f$ defined by its boundary values $\log |f| = \max \{\log |a_{ij}| \mid i, j \in \{1, 2\}\}$. Theorem 4.21 well defined because the pointwise maximum of integrable functions is integrable). Then $|a_{ij}(z)| \leq |f(z)|$ for all $z \in \Omega$ so

$$0 \leq \log \|\Pi^{\alpha}\| \leq \log \sum_{i,j=1}^2 |a_{ij}| \leq \log (4|f|)$$

No further data exists on this page.
Lemma 5.1. \( \text{If} \ |f(z)| = |f(z)|, \)
\[
\lim_{z \to \infty \atop \arg z \in [\delta, \pi - \delta]} \log |f(z)| = 0.
\]
Thus
\[
\lim_{z \to \pi \atop \arg z \in [\delta, \pi - \delta]} \frac{\log \|\Pi_{\alpha, \tau}(z)\|}{M(z)} = 0.
\]
for all \( (\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}. \)

Since \( \Pi_{\alpha, \tau} \) is a \( 2 \times 2 \) matrix and \( \det \Pi_{\alpha, \tau} = 1, \|\Pi_{\alpha, \tau}^{-1}\| = \|\Pi_{\alpha, \tau}\|. \) By submultiplicativity of operator norm,
\[
\|\mathfrak{K}^{\alpha, \tau}\| \leq \|\Pi_{\alpha, \tau}^{-1}\| \|\Lambda_{\Theta(z) - \theta, \ell}(\ell)\| \|\Pi_{\alpha - \eta, \tau}\|
\]
and
\[
\|\Lambda_{\Theta(z) - \theta, \ell}(\ell)\| \leq \|\Pi_{\alpha, \tau}\| \|\mathfrak{K}^{\alpha, \tau}\| \|\Pi_{\alpha - \eta, \tau}\|
\]
so (4.42) follows from
\[
\lim_{z \to \pi \atop \arg z \in [\delta, \pi - \delta]} \frac{\log \|\Lambda_{\Theta(z) - \theta, \ell}(\ell)\|}{M(z)} = \ell.
\]

Proof of Theorem 1.11 By Theorem 3.14 all reflectionless canonical systems with spectrum \( E \) correspond to Schur functions \( s_z^{\alpha, \tau}, \) and by Theorem 2.10 and de Branges’ uniqueness theorem, they all correspond to \( j \)-monotonic families of the form \( \mathfrak{K}^{\alpha, \tau}(z, \ell), \) up to reparametrization. By (1.21) our construction obeys (4.12), so \( \mu = \mu^\alpha \) and \( a = \tau a^\alpha. \)

5. Fourier transform

In this section, we construct unitary Fourier transforms. The basic strategy is standard: we construct norm-preserving maps on dense sets and show that their continuous extensions are unitary (compare the construction in Appendix). We start by working on the spaces \( K_{c, \text{iso}}(\alpha) \) and compute inner products in order to obtain the norm-preserving properties. Eventually, the space \( K_{c, \text{iso}}(\alpha) \) will correspond to the interval \( [0, \ell] \) on the target Hilbert space, so working on this space is related to working on compactly supported functions.

5.1. Reproducing kernels on \( K_{c, \text{iso}}(\alpha) \) and involutions.

Lemma 5.2. If \( \Delta \) is inner, \( \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \) is the reproducing kernel for \( \mathcal{H}^2(\alpha - \beta \Delta). \)

Proof. For any \( f \in \mathcal{H}^2(\alpha - \beta \Delta), \)
\[
\langle f, \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \rangle = \left( \frac{f}{\Delta} \right) (z_0) = f(z_0).
\]

Lemma 5.3. If \( \Delta \) is inner, the function \( k_{z_0}^{\alpha} \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \) is the reproducing kernel for \( K_{\Delta}(\alpha). \)

Proof. The function \( k_{z_0}^{\alpha} \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \) is obviously in \( \mathcal{H}^2(\alpha). \) Moreover, for any \( g \in \mathcal{H}^2(\alpha - \beta \Delta), \)
\[
\langle g, k_{z_0}^{\alpha} \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \rangle = g(z_0) - \left( \frac{\theta}{\Delta} \right) (z_0) = 0,
\]
so \( k_{z_0}^{\alpha} \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \) is the reproducing kernel for \( K_{\Delta}(\alpha). \) Finally, for any \( f \in K_{\Delta}(\alpha), \)
\[
\langle f, k_{z_0}^{\alpha} \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} \rangle = \langle f, k_{z_0}^{\alpha} \rangle - \Delta \mathfrak{K}(z_0) k_{z_0}^{\alpha - \beta \Delta} = f(z_0) - 0.
\]

Note, in particular, that evaluating this reproducing kernel at \( z_0 \) gives:

Corollary 5.3. If \( \Delta \) is inner then \( k_{z_0}^{\alpha}(z_0) > |\Delta(z_0)|^2 k_{z_0}^{\alpha - \beta \Delta}(z_0). \)
Lemma 5.4. If \( f \in \mathcal{K}_\Delta(\alpha) \), then
\[
f_\beta = \frac{h}{\Delta_2}W
\]
for some \( h \in \mathcal{K}_{\Delta_1}(\beta_\Delta + \beta_W - \alpha) \).

Proof. By Lemma 4.1, \( f_\beta = \frac{h}{\Delta_2}W \) for some \( g \in \mathcal{K}_{\Delta_1}(\beta_\Delta + \beta_W - \alpha) \). Applying the involution \((\ldots)^*\) and using \( W_2 = W \) gives \( f_\beta = \frac{g_\beta}{\Delta_2}W \). Note that \( g \in \mathcal{K}_{\Delta_1}(\beta_\Delta + \beta_W - \alpha) \) implies \( h = g_\beta \in \mathcal{K}_{\Delta_1}(\beta_\Delta + \beta_W - \alpha) \). \( \square \)

In particular, we will apply this to \( \Delta = e^{i\ell_\Theta} \). By Lemma 5.2, the function
\[
V_{\alpha,\ell}^\alpha = k_\alpha^\ell - e^{i\ell(\Theta - \Theta(z_0))}k_\alpha^\ell - \eta^\ell
\]
is the reproducing kernel in \( \mathcal{K}_{c_{\ell,\Theta}}(\alpha) \). We also define
\[
\tilde{V}_{\alpha,\ell}^\alpha = e^{i\ell(\Theta + \Theta(z_0))}W(V_{\alpha,\ell}^\alpha + \beta_W - \alpha) = W\left(e^{i\ell(\Theta + \Theta(z_0))}k_\alpha^\ell - \beta_W - \alpha\right)_\beta.
\]
This is a kind of dual reproducing kernel in \( \mathcal{K}_{c_{\ell,\Theta}}(\alpha) \):

Lemma 5.5. The vector \( \tilde{V}_{\alpha,\ell}^\alpha \) is an element of \( \mathcal{K}_{c_{\ell,\Theta}}(\alpha) \) and
\[
W(z_0)f_\beta(z_0) = \langle f, \tilde{V}_{\alpha,\ell}^\alpha \rangle, \quad \forall f \in \mathcal{K}_{c_{\ell,\Theta}}(\alpha).
\]

Proof. By Lemma 4.4 with \( \Delta = \Delta_1 \), \( \tilde{V}_{\alpha,\ell}^\alpha \in \mathcal{K}_{c_{\ell,\Theta}}(\alpha) \). Moreover, for any \( f \in \mathcal{K}_{c_{\ell,\Theta}}(\alpha) \),
\[
\langle f, e^{i\ell_\Theta}W(V_{\alpha,\ell}^\alpha + \beta_W - \alpha) \rangle = \langle e^{i\ell_\Theta}Wf_\beta, V_{\alpha,\ell}^\alpha + \beta_W - \alpha \rangle = e^{i\ell(\Theta(z_0))}W(z_0)f_\beta(z_0)
\]
by the reproducing kernel property of \( V_{\alpha,\ell}^\alpha + \beta_W - \alpha \). Dividing by \( e^{i\ell(\Theta(z_0))} \) gives (5.3). \( \square \)

We now compute inner products of reproducing kernels and dual reproducing kernels.

Lemma 5.6. For any \( z_1, z_2 \in \Omega \) and \( \ell_1, \ell_2 > 0 \) and with \( \ell := \min(\ell_1, \ell_2) \),
\[
\langle V_{z_1,\ell_1}^\alpha, V_{z_2,\ell_2}^\alpha \rangle = k_\alpha(z_2, z_1) - e^{i\ell(\Theta(z_2) - \Theta(z_1))}k_\alpha - \eta^\ell(z_2, z_1)
\]
\[
\langle \tilde{V}_{z_1,\ell_1}^\alpha, \tilde{V}_{z_2,\ell_2}^\alpha \rangle = W(z_2)\left(e^{i\ell(\Theta(z_2) + \Theta(z_1))}k_\alpha - \eta^\ell(z_2) - k_\alpha - \eta^\ell(z_2)\right)
\]
\[
\langle V_{z_1,\ell_1}^\alpha, \tilde{V}_{z_2,\ell_2}^\alpha \rangle = e^{-i\ell(\Theta(z_2) - \Theta(z_1))}k_\alpha + \beta_W - \alpha(z_2) - k_\alpha - \beta_W - \alpha(z_2)
\]

Proof. To prove (5.4), assume without loss of generality that \( \ell_1 \leq \ell_2 \); the other case reduces to this by complex conjugation. If \( \ell_1 \leq \ell_2 \), both functions are elements of \( \mathcal{K}_{c_{\ell_1,\Theta}}(\alpha) \) and \( V_{\ell_2,\ell_2}^\alpha \) is a reproducing kernel so
\[
\langle V_{z_1,\ell_1}^\alpha, V_{z_2,\ell_2}^\alpha \rangle = V_{z_1,\ell_1}^\alpha(z_2).
\]
Evaluating this by definition gives (5.4).

To prove (5.5) if \( \ell_1 \leq \ell_2 \), use \( V_{z_1,\ell_1}^\alpha \in \mathcal{K}_{c_{\ell_1,\Theta}}(\alpha) \subset \mathcal{K}_{c_{\ell_2,\Theta}}(\alpha) \) to compute
\[
\langle \tilde{V}_{z_1,\ell_1}^\alpha, V_{z_2,\ell_2}^\alpha \rangle = \tilde{V}_{z_1,\ell_1}^\alpha(z_2).
\]
Evaluating this by (5.2) gives (5.5) for the case \( \ell_1 \leq \ell_2 \). If \( \ell_1 \geq \ell_2 \), by a direct calculation using (5.2),
\[
\tilde{V}_{z_1,\ell_1}^\alpha - \tilde{V}_{z_1,\ell_2}^\alpha = e^{i\ell(\Theta(z_1))}\tilde{V}_{z_1,\ell_1}^\alpha - \eta^\ell(z_2) \in e^{i\ell_\Theta H^2(\alpha - \eta^\ell)},
\]
so this vector is orthogonal to \( V_{\ell_2,\ell_2}^\alpha \). Thus,
\[
\langle \tilde{V}_{z_1,\ell_1}^\alpha, V_{z_2,\ell_2}^\alpha \rangle = \langle \tilde{V}_{z_1,\ell_2}^\alpha, V_{z_2,\ell_2}^\alpha \rangle,
\]
so the calculation for \( \ell_1 \geq \ell_2 \) reduces to the case \( \ell_1 = \ell_2 \) computed above.

To prove (5.6), assume without loss of generality that \( \ell_1 \leq \ell_2 \); the other case reduces to this by complex conjugation. Using Lemma 5.5
\[
\langle \tilde{V}_{z_1,\ell_1}^\alpha, \tilde{V}_{z_2,\ell_2}^\alpha \rangle = W(z_2)(\tilde{V}_{z_1,\ell_1}^\alpha)_\beta(z_2)
\]
and evaluating by (5.2) completes the proof. \( \square \)
5.2. Fourier transform (general case). Our goal is to prove Theorem 1.2. We will begin constructing the Fourier transform $F^\alpha$ by assigning how it maps certain functions and extending by linearity and continuity. We assume that $\theta_r = 0$ (this is only for notational convenience, see Remark 5.11).

We denote vector functions
\[ f_\alpha(z) = \begin{pmatrix} 0 & 1 \end{pmatrix} T_\alpha(z) = (K^n_\wedge(z) \quad K^\alpha(z)) \]  
\[ g_\alpha(z) = \begin{pmatrix} 1 & 0 \end{pmatrix} T_\alpha(z) = (r_\ast \Phi_1 K^n_\wedge \quad r_\ast \Phi K^\wedge) \]  
(5.7) (5.8)

Let us point out that
\[ f_\alpha(z) \Psi^\alpha(z, \ell) = f_{\alpha - \eta \ell}(z)e^{it\Theta(z)}, \]  
\[ g_\alpha(z) \Psi^\alpha(z, \ell) = g_{\alpha - \eta \ell}(z)e^{-it\Theta(z)}, \]  
(5.9) (5.10)

so $f_{\alpha - \eta \ell}(z)e^{it\Theta(z)}$ and $g_{\alpha - \eta \ell}(z)e^{-it\Theta(z)}$ are Weyl solutions at $+\infty$ and $-\infty$ for the canonical system.

We begin constructing the Fourier transform $F^\alpha$ by prescribing that it maps, for $z_0 \in \Omega$ and $\ell > 0$,
\[ F^\alpha : \sqrt{A^\alpha(l)}(f_{\alpha - \eta \ell}(z_0))e^{-it\Theta(z_0)}\chi_{[0,\ell]}(l) \mapsto \sqrt{2} \Phi_2(z_0) \frac{e^{it\Theta(z_0)}}{z_0 + i} \]  
\[ \frac{\chi_{[0,\ell]}(l)}{\sqrt{2}} \]  
(5.11)

\[ F^\alpha : \sqrt{A^\alpha(l)}(g_{\alpha - \eta \ell}(z_0))e^{it\Theta(z_0)}\chi_{[0,\ell]}(l) \mapsto \sqrt{2} \Phi_1(z_0) \frac{e^{it\Theta(z_0)}}{z_0 + i} \]  
\[ \frac{\chi_{[0,\ell]}(l)}{\sqrt{2}} \]  
(5.12)

The next lemma ensures that this preserves inner products:

**Lemma 5.7.** For all $z, z_0 \in \Omega$ and $\ell > 0$,
\[ \int_0^\ell \Lambda_{\Theta(z)}(l) T_{\alpha - \eta \ell}(z) A^\alpha(l) T_{\alpha - \eta \ell}(z_0) A^\alpha(l)^* d\mu^\alpha(l) = 2 \Phi_2(z) \frac{\Phi_2(z_0)}{z + i} \left( \frac{V_{\alpha - \beta_\ell}}{V_{\alpha - \beta_\ell}} \frac{V_{\alpha - \beta_\ell}}{V_{\alpha - \beta_\ell}} \right) \]  
\[ \left( V_{\alpha - \beta_\ell} V_{\alpha - \beta_\ell} \right) \]  
(5.13)

**Proof.** By the canonical system equation,
\[ \partial_y \Psi^\alpha(z, \alpha) j = \Psi^\alpha(z, \alpha)(i z A^\alpha - B^\alpha). \]

Since $A^\alpha$ is self-adjoint and $B^\alpha$ anti-self-adjoint, this implies
\[ j \partial_y \Psi^\alpha(z_0, \alpha)^* = (i \overline{z}_0 A^\alpha + B^\alpha) \Psi^\alpha(z_0, \alpha)^*. \]

Computing $\partial_y(\Psi^\alpha(z, \ell) j \Psi^\alpha(z_0, \ell)^*)$ by the product rule and integrating gives
\[ \int_0^\ell \Psi^\alpha(z, \ell) A^\alpha(l) \Psi^\alpha(z_0, l)^* d\mu^\alpha(l) = i \frac{\Psi^\alpha(z, \ell) j \Psi^\alpha(z_0, \ell)^*}{z - \overline{z}_0} \]  
\[ \frac{z - \overline{z}_0}{z - \overline{z}_0} \]  
(5.14)

Multiplying by $T_\alpha(z)$ on the left and $T_\alpha(z_0)^*$ on the right and using (5.13) gives
\[ \int_0^\ell \Lambda_{\Theta(z)}(l) T_{\alpha - \eta \ell}(z) A^\alpha(l) T_{\alpha - \eta \ell}(z_0) A^\alpha(l)^* d\mu^\alpha(l) = \frac{\Lambda_{\Theta(z)}(l) T_{\alpha - \eta \ell}(z)^* - \Lambda_{\Theta(z)}(l) T_{\alpha - \eta \ell}(z_0) A^\alpha(l)^*}{z - \overline{z}_0} \]  
(5.14)

Using Lemma 2.20 twice for the right-hand side, and comparing entries with the inner products computed in Lemma 5.6 completes the proof. \[ \square \]

**Lemma 5.8.** For any $L > 0$, $F^\alpha$ extends by linearity and continuity to a unitary operator
\[ \sqrt{A^\alpha L^2([0, L], C^2, d\mu^\alpha)} \to K_{z \mapsto z}(\alpha - \beta_\ell). \]  
(5.15)
Remark 5.10. By continuity, taking \( f = e^{-i\theta l} \dot{F} \alpha - \eta \), \( \epsilon > 0 \) with \( \ell \in [0, L] \) have a dense span in \( \sqrt{A} L^2([0, L], C^2, d\mu^\alpha) \). Namely, let \( \dot{F} \) be in the orthogonal complement of the span. Then for all \( z \in \Omega \) and \( \ell \in [0, L] \),

\[
\int_0^\ell e^{i\theta l} f \alpha - \eta \alpha \sqrt{A^\alpha(l)} \dot{f}(l)^* d\mu^\alpha(l) = 0,
\]

\[
\int_0^\ell e^{-i\theta l} g \alpha - \eta \alpha \sqrt{A^\alpha(l)} \dot{f}(l)^* d\mu^\alpha(l) = 0.
\]

Combining these equations in matrix form gives

\[
\int_0^\ell \Lambda_{\theta l}(z) T_{\alpha - \eta} g \alpha - \eta \alpha \sqrt{A^\alpha(l)} \dot{f}(l)^* d\mu^\alpha(l) = 0.
\]

Since \( \ell \in [0, L] \) is arbitrary, this implies that for \( \mu^\alpha \)-a.e. \( l \in [0, L] \),

\[
\Lambda_{\theta l}(z) T_{\alpha - \eta} = 0
\]

and therefore \( \sqrt{A} \dot{f}^\ast = 0 \) \( \mu^\alpha \)-a.e.. Multiplying by arbitrary \( \hat{g} \in L^2(\mathbb{R}, C^2, d\mu^\alpha) \),

\[
\int \hat{g} \sqrt{A} \dot{f}^\ast d\mu = 0
\]

so \( \dot{f} \) corresponds to the trivial functional on the Hilbert space \( \sqrt{A} L^2([0, L], C^2, d\mu^\alpha) \). Therefore, \( \dot{f} = 0 \) in \( \sqrt{A} L^2([0, L], C^2, d\mu^\alpha) \).

Right sides of (5.11), (5.12) are elements of \( K_{c_{\ell>0}}(\alpha - \beta_\Phi) \). Moreover, since \( V_{z_\eta}^{\alpha - \beta_\Phi} \) are reproducing kernels of \( K_{c_{\ell>0}}(\alpha - \beta_\Phi) \), orthogonality to all reproducing kernels implies that the function is trivial. Thus, the right sides of (5.11), (5.12) have a dense span in \( K_{c_{\ell>0}}(\alpha - \beta_\Phi) \).

By Lemma 5.7 the map \( F^\alpha \) preserves inner products between vectors in (5.11), (5.12). By linearity and continuity, it extends uniquely to a unitary operator (5.16). \( \square \)

Lemma 5.9. \( F^\alpha \) extends by linearity and continuity to a unitary operator

\[
F^\alpha : \sqrt{A} L^2([0, \infty), C^2, d\mu^\alpha) \to H^2(\alpha - \beta_\Phi).
\]

This operator can be represented in the form (1.11) with \( \ell = 0 \).

Proof. The union \( \cup_{\ell>0} K_{c_{\ell>0}}(\alpha - \beta_\Phi) \) is a dense subset of \( H^2(\alpha - \beta_\Phi) \), since

\[
\int_{\ell>0} \mathcal{H}^2(\alpha - \beta_\Phi) = \mathcal{K}_{c_{\ell>0}}(\alpha - \beta_\Phi) = \int_{\ell>0} e^{i\ell \theta} \mathcal{H}^2(\alpha - \beta_\Phi - \ell \eta) = \{0\}.
\]

Thus, \( F^\alpha \) extends by continuity to a unitary operator (5.16). \( \square \)

Remark 5.10. By continuity, taking \( \ell \rightarrow \infty \) on both sides of (5.11), (5.12) shows that

\[
F^\alpha : \sqrt{A} L^2(\mathbb{R}, C^2, d\mu^\alpha) \to \mathcal{H}^2(\alpha - \beta_\Phi).
\]

Denote for \( z_0 \in \Omega \) the functions

\[
\hat{k}^\alpha_{z_0}(\ell) = \frac{z_0 + i}{\sqrt{2} \Phi^\alpha}(z_0) e^{i\theta(z_0)\ell} \sqrt{A^\alpha}(l)(f \alpha - \eta \alpha \beta_\Phi)^*, \quad \ell > 0.
\]

Since \( F^\alpha \hat{k}^\alpha_{z_0} = k^\alpha_{z_0} - \beta_\Phi \) and the reproducing kernels are dense in \( H^2(\alpha - \beta_\Phi) \), the span of the set of vectors \( \{ \hat{k}^\alpha_{z_0} \mid z_0 \in \Omega \} \) is dense in \( \sqrt{A} L^2([0, \infty), C^2, d\mu^\alpha) \). Therefore, (1.11) reflects the identity

\[
f(z) = \langle f, k^\alpha_{z_0} - \beta_\Phi \rangle, \quad \forall f \in H^2(\alpha - \beta_\Phi).
\]
Proof of Theorem 1.2. Passing from zero in Lemma 5.9 to an arbitrary \( L \) in Theorem 1.2 is a matter of change of the variable \( \ell \mapsto \ell + L \). It remains to show that
\[
\text{clos}\{\cup_{L \in \mathbb{R}_-} e^{iL\theta} \mathcal{H}^2(\alpha - \beta \eta - \eta L)\} = L^2_{\Omega_0}.
\]
By Theorem 2.13 we pass to orthogonal complements and use (5.17).

Remark 5.11. Let us show that the assumption \( \text{Re } \Theta(i) = 0 \) is not essential. Define \( \Theta_1 = \Theta + i\theta_r \), \( \theta_r \in \mathbb{R} \). Define now \( (\hat{k}_1)_z \in \sqrt{\alpha} L^2(0, \infty), \mathbb{C}^2, d\mu^\alpha \) by (5.18) with respect to \( \Theta_1 \). We get
\[
\| (\hat{k}_1)_\alpha \| = \| \hat{k}_\alpha \| = k^{\alpha - \beta \eta}(z_0, z_0)
\]
and therefore a Fourier transform with respect to a new \( \Theta_1 \).

5.3. Specialization: A-L condition fails. By definition
\[
\lim_{y \to \infty} \text{Im } \Theta(iy) = 0. \tag{5.19}
\]
By Theorem 4.21 and the Krein-de Branges formula (4.30),
\[
\int_0^L \sqrt{1 - |a(\ell)|^2} d\mu^\alpha(\ell) = 0,
\]
that is, \( |a(\ell)| = 1 \) \( \mu^\alpha \)-a.e. Therefore \( \hat{f} \in \sqrt{\alpha} L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \) can be represented as
\[
\hat{f}(\ell) = \frac{1}{\sqrt{2}} \left( -\frac{1}{a(\ell)} \right) \hat{g}(\ell), \quad \hat{g} \in L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha).
\]
This is an isometry; since \( L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \) is closed, so is \( \sqrt{\alpha} L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \), and (1.11) is reduced to
\[
(\mathcal{F}^\alpha \hat{g})(z) = \frac{z + i}{\sqrt{2\Phi_2(z)}} \int_0^\infty e^{\alpha - \eta(1-s\ell)}(z) e^{i\Theta(z)} e^{i\ell}(\ell) d\mu^\alpha(\ell),
\]
where, recall, for a fixed \( \alpha \) the following limit is well defined for \( \mu^\alpha \)-a.e. \( \ell \),
\[
c^\alpha(\ell) = \lim_{y \to \infty} s_{\mu^\alpha}(iy).
\]
We point out that in the case under consideration two measures \( \mu^\alpha \) and \( \mu^\beta \) for the same spectrum \( E \) are possibly mutually singular for certain \( \alpha, \beta \in \pi_1(\Omega)^* \) (see Theorem 6.23), even though in the average all isospectral measures form \( dl \), see (4.32).

5.4. Specialization: A-L condition holds. When A-L holds, it is common to normalize the complex Martin function so that
\[
\lim_{y \to \infty} \frac{\text{Im } \Theta(iy)}{y} = 1.
\]
By Theorem 4.21 and the Krein–de Branges formula (4.30), for all \( L \),
\[
\int_0^L \frac{1 - |c^\alpha(\ell)|^2}{1 + |c^\alpha(\ell)|^2} d\mu^\alpha(\ell) = \int_0^L \sqrt{1 - |a(\ell)|^2} d\mu^\alpha(\ell) = L.
\]
It immediately follows that:

Lemma 5.12. If A-L holds, Lebesgue measure is absolutely continuous with respect to \( \mu^\alpha \); in particular, \( |c^\alpha(\ell)| < 1 \) for Lebesgue-a.e. \( \ell \).

However, we conjecture that the converse is not automatic:

Conjecture 5.13. There exists a Dirichlet-regular Widom set \( E \) with DCT such that A-L holds and \( \mu^\alpha \) has a nontrivial singular component with respect to Lebesgue measure for some \( \alpha \).

We begin by working in the general A-L case, with results that hold regardless of whether \( \mu^\alpha \) has a nontrivial singular part. The results in this section imply, in particular, Lemma 1.3 and Theorem 1.4.
Lemma 5.14. For \( \mu^\alpha \text{-a.e. } \ell \) the limits \((1.14)\) exist. Moreover

\[
\begin{pmatrix} L_{\alpha}^\alpha(z, \ell) & L_{\alpha}^\theta(z, \ell) \end{pmatrix} = \frac{1 + |c^\alpha(\ell)|^2}{2K^\beta(i)} \frac{z + i}{\Phi(z)} f_\beta(z) \sqrt{A^\alpha(\ell)} \begin{pmatrix} t_1 & 0 \\ 0 & t_2 \end{pmatrix},
\]

where \( t_1 = \Phi(i\infty) \in \mathbb{T} \) and \( t_2 = v(i\infty)\Phi(i\infty) \in \mathbb{T} \).

Proof. Recall that

\[
c^\alpha(\ell) = \lim_{y \to +\infty} \frac{K^\alpha - \eta^\ell(iy)}{K^\alpha - \eta^\ell(iy)}, \quad f_\alpha = \begin{pmatrix} K^\alpha & -K^\alpha \end{pmatrix}.
\]

Also

\[
k^{\alpha - \beta^\ell}(z, iy) = \frac{z + iy}{\sqrt{2\Phi(z)}} \frac{i(1 + y)K^\alpha(z)K^\alpha(iy) - K^\alpha(z)K^\alpha(iy)}{z + iy}
\]

Thus for \( \beta = \alpha - \eta^\ell \) we have

\[
L_{\alpha}^\alpha(z, \ell) = \lim_{y \to -\infty} \frac{k^{\alpha - \beta^\ell}(z, iy)}{K^\beta(i)K^\beta(iy)} = \frac{z + i}{2K^\beta(i)\Phi(z)\Phi(i\infty)}(K^\beta(z) - c^\ell(\ell)K^\beta(z))
\]

For \( k^{\alpha - \beta^\ell}(z, -iy) \) we have

\[
k^{\alpha - \beta^\ell}(z, -iy) = \frac{z + iy}{\sqrt{2\Phi(z)}} \frac{i(1 - y)K^\alpha(z)K^\alpha(iy) - K^\alpha(z)K^\alpha(iy)}{z - iy}
\]

Therefore, since \( K^\beta(z) = K^\beta(z) \) and \( \Phi(z) = \Phi(z) \), we get

\[
L_{\alpha}^\alpha(z, \ell) = \lim_{y \to -\infty} \frac{k^{\alpha - \beta^\ell}(z, -iy)}{K^\beta(-i)K^\beta(-iy)} = \frac{z + i}{2K^\beta(i)\Phi(z)\Phi(i\infty)}(-K^\alpha(z)c^\ell(\ell) + K^\alpha(z))
\]

Combining this computations we obtain

\[
\begin{pmatrix} L_{\alpha}^\alpha(z, \ell) & L_{\alpha}^\theta(z, \ell) \end{pmatrix} = \frac{z + i}{2K^\beta(i)\Phi(z)} f_\beta(z) \begin{pmatrix} 1 & -c^\ell(\ell) \\ -c^\ell(\ell) & 1 \end{pmatrix} \begin{pmatrix} \Phi(i\infty) & 0 \\ 0 & \Phi(z) \end{pmatrix}
\]

that is, \((5.20)\). \( \square \)

Lemma 5.15. For the matrix \((1.15)\), the following limit exists

\[
\vartheta^\alpha(\ell) = \lim_{y \to +\infty} \det L^\alpha(iy, \ell) = \frac{1 - |c^\alpha(\ell)|^2}{2K^\alpha - \eta^\ell(i, i)}.
\]

Proof. As before \( \beta = \alpha - \eta^\ell \). By \((5.20)\) and \((2.19)\) we have

\[
L^\alpha(z, \ell) = \frac{\sqrt{1 + |c_\alpha(\ell)|^2}}{2K^\beta(i)} \frac{z + i}{\Phi(z)} f_\beta(z) \begin{pmatrix} \vartheta(z) & 0 \\ 0 & 1 \end{pmatrix} T_\beta(z) \sqrt{A^\alpha(\ell)} \begin{pmatrix} \frac{1}{\Phi(i\infty)} & 0 \\ 0 & \frac{\vartheta(i\infty)}{v(i\infty)} \end{pmatrix}
\]

Using \((2.21)\), we get

\[
\det L^\alpha(z, \ell) = \frac{1 - |c^\alpha(\ell)|^2}{2K^\beta(i, i)} \frac{z + i}{\Phi(z)} T_\beta(z) \frac{2}{v(i\infty)} \frac{\Phi(z)}{z - i} \frac{\Phi(z)}{z + i} V(i\infty) = \frac{1 - |c^\alpha(\ell)|^2}{2K^\beta(i, i)} \frac{z + i}{z - i} \frac{v(i\infty)}{v(i\infty)} \frac{1}{\Theta'(z)} = \frac{1 - |c^\alpha(\ell)|^2}{2K^\beta(i, i)} \frac{z + i}{z - i} \frac{v(i\infty)}{v(i\infty)} \frac{1}{\Theta'(z)} = \frac{1 - |c^\alpha(\ell)|^2}{2K^\beta(i, i)} \frac{z + i}{z - i} \frac{v(i\infty)}{v(i\infty)} \frac{1}{\Theta'(z)}.
\]

In the normalization \( \lim_{y \to -\infty} \Theta'(iy) = 1 \) we have \((5.21)\). \( \square \)

The measure \((d\mu^\alpha)_{ac} = \frac{1 + |c^\alpha(\ell)|^2}{2K^\beta(i, i)} d\ell\) generates a closed subspace \( L^2(\mathbb{R}, \mathbb{C}^2, (d\mu^\alpha)_{ac}) \) of \( L^2(\mathbb{R}, \mathbb{C}^2, d\mu^\alpha) \). The Fourier transform restricted to this subspace can be rewritten as:
Theorem 5.16. The a.c. part of the Fourier transform is unitarily equivalent to the norm-preserving map $F_{ac}^\alpha : L^2([0, \infty), \mathbb{C}^2) \to L^2_{0\Omega}$ given by

$$(F_{ac}^\alpha \hat{g})(z) = \int_0^\infty \frac{e^{i\Theta(z)\ell}}{\sqrt{\Phi_\ell(z)}} \left(L_1^\infty(z, \ell) L_2^\infty(z, \ell)\right) \hat{g}(\ell) d\ell,$$

with $\hat{g}(\ell) \in L^2([0, \infty), \mathbb{C}^2)$. 

Proof. According to (5.20) and (5.21)

$$\frac{1}{\sqrt{\Phi_\ell(z)}} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} L^\infty(z, \ell) = \sqrt{1 + |\alpha(\ell)|^2} \frac{z + i}{1 - |\alpha(\ell)|^2} \sqrt{2\Phi_\ell(z)} f_{\alpha - \eta \ell}(z) \sqrt{A^\infty(\ell)} \begin{bmatrix} t_1 & 0 \\ 0 & t_2 \end{bmatrix},$$

with constants $t_j \in \mathbb{T}$. On the other hand due to (1.11)

$$(F_{ac}^\alpha \hat{f})(z) = \int_0^\infty \frac{e^{i\Theta(z)\ell}}{\sqrt{2\Phi_\ell(z)}} \left(\int_0^\infty e^{i\Theta(z)\ell} f_{\alpha - \eta \ell}(z) \sqrt{A^\infty(\ell)} \hat{f}(\ell) \frac{1 + |\alpha(\ell)|^2}{1 - |\alpha(\ell)|^2} d\ell\right) \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} L^\infty(z, \ell) \hat{g}(\ell) d\ell$$

with

$$\hat{g}(\ell) = \sqrt{1 + |\alpha(\ell)|^2} \frac{z + i}{1 - |\alpha(\ell)|^2} \begin{bmatrix} t_1 & 0 \\ 0 & t_2 \end{bmatrix} \hat{f}(\ell).$$

Note that

$$\|\hat{g}\|_{L^2([0, \infty), \mathbb{C}^2)} = \|\hat{f}\|_{L^2([0, \infty), \mathbb{C}^2, d\mu^\alpha)} = \|F_{ac}^\alpha \hat{f}\|_{H^2(\mathbb{C}^2)}.$$ 

The best known sufficient A-L condition is the finite logarithmic gap length condition (1.13). In the end of this section we show that (1.13) implies that $\mu^\alpha$ is absolutely continuous for an arbitrary $\alpha$, moreover with a uniformly bounded derivative. Before that, we would like to comment on its relation to the concept of Ahlfors’ analytic capacity, see e.g. [54].

Recall that for an arbitrary domain $\Omega$ we say that the boundary of this domain has positive analytic capacity if there exists nontrivial single-valued $w(z) \in H^\infty_{\Omega}$ such that $w(z_0) = 0$ for a fixed $z_0 \in \Omega$. The analytic capacity w.r.t. $z_0$ is given by

$$C^A_{z_0}(\Omega) = \sup\{\|w'\|_H^\infty_{\Omega} : \|w\|_{H^\infty_{\Omega}} \leq 1, \ w(z_0) = 0\}.$$ 

Strict positivity of the analytic capacity, $C^A_{z_0}(\Omega) > 0$, implies strict positivity of (potential-theoretic) capacity, but not vice versa. It is evident that a non trivial $w \in H^\infty_{\Omega}$ such that $w(z_0) = 0$ allows a factorization

$$w(z) = \Phi_{z_0}(z) w_1(z)$$

where $\Phi_{z_0}(z)$ is the complex Green function in the domain. Respectively $w_1 \in H^\infty_{\Omega}(-\beta_{\Phi_{z_0}})$ and the extremal problem (5.22) can be reduced to the extremal problem for bounded functions with a given character: find

$$\sup\{\|w_1(z_0)\| : w_1 \in H^\infty_{\Omega}(-\beta_{\Phi_{z_0}}), \ |w_1| \leq 1\}. $$

We restrict the further discussion again only to the case of Denjoy domains. Note that the analytic capacity in this case is closely related to the Lebesgue length of its boundary $E$, see e.g. [54] §8.8. It is natural to raise the question: how to restate the problem (5.22) for a boundary point of the domain, say $\infty \in E$? Having in mind (5.23), this problem has the following setting.

Problem 5.17. Let $\Omega$ be a Denjoy domain, $\Omega = \mathbb{C} \setminus E$, and $\infty \in E$. Let $\Theta(z)$ be the symmetric complex Martin function w.r.t. $\infty$ and $\eta$ be its additive character. Does there exist a non trivial additive character automorphic function $N_1(z)$, $N_1(\gamma(z)) = N_1(z) - \eta(\gamma)$, with a positive imaginary part $\text{Im} N_1(z) \geq 0$ in the domain? In other words, does there exist a single valued function $N(z)$ such that $\text{Im} N(z) \geq 0$, $z \in \Omega$, and

$$\lim_{y \to \infty} \frac{\text{Im} N(iy)}{\text{Im} \Theta(iy)} > 0.$$ 

(5.24)
Proposition 5.18. If the condition \((1.13)\) holds, there exists a single valued function \(N(z)\) with positive imaginary part in the domain such that \((5.24)\) is satisfied.

Proof. We define \(N(z)\) in the upper half plane by its argument on the real axis
\[
\chi_N(x) = \begin{cases} 
0, & x \in \mathbb{E}, \ x > 0 \\
1/2, & x \in \mathbb{R} \setminus \mathbb{E} \\
1, & x \in \mathbb{E}, \ x < 0
\end{cases}
\]
The function (up to a positive constant multiplier) is of the form
\[
N(z) = e^{\int_{-\infty}^{x} \chi_N(x) \, dx} = z e^{\frac{i}{2} \int_{\mathbb{E} \setminus \mathbb{E}} \frac{|\xi| \, dx}{1 + \xi^2} \text{sgn} \, dx}.
\]
By definition \(\text{Im } N(x + i0) = 0\) for a.e. \(x \in \mathbb{E}\). Assuming logarithmic finite gap length condition we obtain a finite limit
\[
\sigma_N := \lim_{y \to \infty} \frac{\text{Im } N(iy)}{y} = e^{-\frac{1}{2} \int_{\mathbb{E} \setminus \mathbb{E}} \frac{|\xi| \, dx}{1 + \xi^2}} > 0.
\] (5.25)
Since \(N(z)\) assumes pure imaginary values in gaps we get an extension of this function in \(\Omega\) due to the symmetry principle \(N(z) = -N(z)\). Thus \(\text{Im } N(z) \geq 0\) for all \(z \in \Omega\).

In other words we get an affirmative answer to the question, which was posed in Problem \([5.17]\). Due to \((5.25)\) we get a function \(N_1(z) = \frac{1}{\sigma_N} N(z) - \Theta(z)\) such that \(\text{Im } N_1(z) \geq 0\) for \(z \in \Omega\) whose additive character is \(-\eta\).

Corollary 5.19. If the log-finite-length condition \((1.13)\) holds then \(\mu^\alpha\) is absolutely continuous with uniformly bounded \((in \ell \ and \ \alpha)\) derivative.

Proof. Now in addition to the fact that \(e^{-\text{Im } \Theta(i \ell) \, K^{\alpha - \eta \ell}(i)}\) is monotonically decreasing we have that the function \(e^{-\text{Im } N_1(i \ell) \, K^{\alpha + \eta \ell}(i)}\) is also decreasing, by Corollary \(5.3\) applied to \(\Delta(z) = e^{i \ell N_1(z)}\). Thus the directional derivative \(\partial_\ell \log K^{\alpha}(i) = \frac{d}{dt} \log K^{\alpha + \eta \ell}(i)|_{\ell = 0}\) obeys
\[
-\text{Im } \Theta(i) \leq \partial_\ell \log K^{\alpha}(i) \leq \text{Im } N_1(i).
\]
In other words}
\[
0 \leq \frac{d \mu^\alpha(\ell)}{d \ell} \leq \frac{\text{Im } N_1(i)}{\sigma_N} = e^{\frac{i}{2} \int_{\mathbb{E} \setminus \mathbb{E}} \frac{|\xi| \, dx}{1 + \xi^2}} \cos \left( \frac{1}{2} \int_{\mathbb{R} \setminus \mathbb{E}} \frac{\text{sgn} \, dx}{1 + x^2} \right). \quad \Box
\]

6. Almost periodicity of coefficients

6.1. Almost periodic measures. A complex measure \(\nu\) on \(\mathbb{R}\) is said to be translation bounded if for any compact \(S \subset \mathbb{R}\),
\[
\|\nu\|_S := \sup_{x \in \mathbb{R}} |\nu|(x + S) < \infty. \quad \text{(6.1)}
\]
In this notation, the measure \(|\nu|\) is said to be uniformly continuous if \(\lim_{L \to 0} \|\nu\|_{[0, L]} = 0\).

Almost periodicity of translation bounded measures is usually defined by convolution with some family of test functions.

Definition 6.1. Let \(\nu\) be a translation bounded measure on \(\mathbb{R}\) and \(X\) a set of test functions on \(\mathbb{R}\). We say \(\nu\) is an \(X\)-almost periodic measure if for all \(h \in X\), the convolution
\[
(h \ast \nu)(\ell) := \int h(\ell - l) \, d\nu(l)
\]
is a (uniformly) almost periodic function.

In particular, \(C_c(\mathbb{R})\)-almost periodicity is commonly called strong almost periodicity \([3, 4]\), and we will consider the stronger notion of \(PC_c(\mathbb{R})\)-almost periodicity, where \(PC_c(\mathbb{R})\) denotes the set of piecewise continuous compactly supported functions. With uniform continuity, these properties are equivalent.
Lemma 6.2. If $\nu$ is a complex measure on $\mathbb{R}$ such that $|\nu|$ is uniformly continuous, the following are equivalent:

(i) $\nu$ is strongly almost periodic;

(ii) for every $L > 0$, $\nu((\ell, \ell + L))$ is an almost periodic function of $\ell$.

Proof. (i) $\implies$ (ii): Fix $L > 0$ and define the sequence of functions $h_n(x) = \max(0, 1 - n \text{dist}(x, [0, L]))$. Then
\[
|h_n \ast \nu(x) - (\chi_{[0,L]} \ast \nu)(x)| \leq |\nu([1/n, 0])| + |\nu([L, L + 1/n])|
\]
Thus, by uniform continuity of $|\nu|$, $h_n \ast \nu$ converges uniformly to $\chi_{[0,L]} \ast \nu$ as $n \to \infty$. Since the functions $h_n \ast \nu$ are almost periodic, their uniform limit $\chi_{[0,L]} \ast \nu$ is almost periodic.

Conversely, assume that (ii) holds and fix $h \in C_c(\mathbb{R})$. Take a sequence $h_n$ of piecewise constant functions with $\text{supp} h_n \subset \text{supp} h$ which uniformly approximate $h$. Then $h_n \ast \nu$ are almost periodic, as linear combinations of almost periodic functions. Moreover, for all $x$,
\[
|h_n \ast \nu(x) - (h \ast \nu)(x)| \leq \|h_n - h\|_\infty |\nu|(\text{supp} h),
\]
so $h_n \ast \nu$ converges to $h \ast \nu$ uniformly as $n \to \infty$. It follows that $h \ast \nu$ is almost periodic, as a uniform limit of almost periodic functions. Thus, $\nu$ is strongly almost periodic. \qed

Our proofs will require another perspective on almost periodicity in terms of linear sampling along a compact torus. We will use the following terminology:

Definition 6.3. For a set of test functions $X$, the measure $\nu$ is an $X$-almost periodic measure with frequency vector $\eta \in \mathbb{R}^\infty$ if it is a member of a collection $\{\nu^\alpha\}_{\alpha \in \mathbb{T}^\infty}$ of complex measures on $\mathbb{R}$ indexed by $\alpha \in \mathbb{T}^\infty$, a torus of countable dimension with the product topology, with the following properties:

(i) (uniform local boundedness) For every compact $S \subset \mathbb{R}$, $\sup_{\alpha \in \mathbb{T}^\infty} |\nu^\alpha|(S) < \infty$.

(ii) (translation is a linear action on the torus) The vector $\eta$ encodes translation in the sense that
\[
\nu^\alpha((0, L)) = \nu^{\alpha - \eta \ell}((\ell, \ell + L)), \quad \forall \alpha \in \Gamma \forall \ell \in \mathbb{R} \forall L > 0. \tag{6.2}
\]

(iii) For any $h \in X$, $\int h \, d\nu^\alpha$ is a continuous function of $\alpha$.

Clearly, Definition 6.3 implies Definition 6.1. The properties in Definition 6.3 can also be reconstructed by integrating measures on intervals:

Lemma 6.4. Let $\{\nu^\alpha\}_{\alpha \in \mathbb{T}^\infty}$ be a collection of complex measures which is uniformly locally bounded, obeys (6.2), has no point masses, and for any $L > 0$, $\nu^\alpha((0, L))$ is a continuous function of $\alpha$. Then $\{\nu^\alpha\}$ is a collection of $PC_c(\mathbb{R})$-almost periodic measures with frequency vector $\eta$.

Proof. We prove that $\alpha \mapsto \int h \, d\nu^\alpha$ is continuous for successively larger classes of test functions $h$. By assumption, this holds for $h = \chi_{[0,L]}$. By translation, it holds for $h = \chi_{(L_1, L_2]}$ for any $L_1 < L_2$. Since $\nu^\alpha$ are continuous measures, it holds for the characteristic function of any bounded interval. By using linear combinations, it holds for piecewise constant compactly supported functions.

If $h$ is a piecewise continuous compactly supported function, it is uniformly approximated by piecewise constant compactly supported $h_n$ with $\text{supp} h_n \subset \text{supp} h$. Then $\int h_n \, d\nu^\alpha$ are continuous in $\alpha$. Moreover, for all $\alpha$,
\[
\left| \int h_n \, d\nu^\alpha - \int h \, d\nu^\alpha \right| \leq \|h_n - h\|_\infty |\nu^\alpha|(\text{supp} h),
\]
so $\int h_n \, d\nu^\alpha$ converges to $\int h \, d\nu^\alpha$ uniformly as $n \to \infty$. It follows that $\int h \, d\nu^\alpha$ is continuous in $\alpha$. \qed

We will also need an abstract lemma:

Lemma 6.5. Let $\{\nu^\alpha\}$ be a collection of $PC_c(\mathbb{R})$-almost periodic measures with frequency vector $\eta$. For any $L > 0$, if $g : \mathbb{T}^\infty \to \mathbb{C}$ is continuous, then the function
\[
y(\alpha) = \int_0^L g(\alpha - \eta \ell) \, d\nu^\alpha(\ell)
\]
is continuous in $\alpha$. 

Proof. Assume that $\alpha_n \to \alpha$. Since $g(\alpha_n - \eta \ell) \to g(\alpha - \eta \ell)$ uniformly in $\ell \in [0, L]$ and by uniform local boundedness, it follows that
\[
\int_0^L g(\alpha_n - \eta \ell) d\nu^{\alpha_n}(\ell) - \int_0^L g(\alpha - \eta \ell) d\nu^{\alpha_n}(\ell) \to 0, \quad n \to \infty.
\]
Meanwhile, by applying Lemma [6.4] to the function $h(\ell) = \chi_{[0, L]}(\ell) g(\alpha - \eta \ell)$, we conclude that
\[
\int_0^L g(\alpha - \eta \ell) d\nu^{\alpha_n}(\ell) - \int_0^L g(\alpha - \eta \ell) d\nu^{\alpha}(\ell) \to 0, \quad n \to \infty.
\]
Together, these conclusions imply $\mathcal{Y}(\alpha_n) \to \mathcal{Y}(\alpha)$ as $n \to \infty$. \hfill \Box

6.2. Almost periodicity in A-gauge. Our next goal is to show that the coefficients of the constructed canonical systems in A-gauge are almost periodic.

Lemma 6.6. The family $\{\mu^\alpha\}_{\alpha \in \pi_1(\Omega)^\ast}$ is a family of $PC_c(\mathbb{R})$-almost periodic positive measures with frequency vector $\eta$.

Proof. It has already been proved that the measures $\mu^\alpha$ are positive, continuous measures and (1.8) can be written as
\[
\mu^\alpha((0, L)) = \mu^{\alpha - \eta \ell}((\ell, \ell + L]) = \mathcal{X}_L(\alpha) \tag{6.3}
\]
where
\[
\mathcal{X}_L(\alpha) := L \theta_i - \log \frac{K^{\alpha - \eta L}(i)}{K^\alpha(i)}. \tag{6.4}
\]
By DCT, $K^\alpha(i)$ is continuous and positive in $\alpha$, so $\mathcal{X}_L$ is a continuous function of $\alpha$.

After translation, we can assume that the compact $S$ is in $(0, L]$ for some $L$. Since $\mu^\alpha$ are positive measures, by continuity and compactness,
\[
\sup_{\alpha \in \pi_1(\Omega)^\ast} \mu^\alpha(S) \leq \sup_{\alpha \in \pi_1(\Omega)^\ast} \mathcal{X}_L(\alpha) < \infty. \hfill \Box
\]

Remark 6.7. Similarly to almost periodic functions, almost periodic measures have an average $E(\mu)$ with the property that $E(h \ast \mu) = E(\mu) \int h(l) dl$ for suitable test functions $h$. In our case, (6.4) implies that the measures $\mu^\alpha$ have average $\theta_i$; compare [4.32].

Lemma 6.8. The family $\{a^\alpha d\mu^\alpha\}_{\alpha \in \pi_1(\Omega)^\ast}$ is a family of $PC_c(\mathbb{R})$-almost periodic complex measures with frequency vector $\eta$.

Proof. The measures $d\mu^\alpha$ are uniformly locally bounded and continuous, and since $|a^\alpha| \leq 1$, so are the measures $a^\alpha d\mu^\alpha$. The representation of translation follows from (1.10). From (1.10), we obtain
\[
\int_0^L a^\alpha(l) d\mu^\alpha(l) = \int_0^L s^\alpha_{-\eta l}(i) d\mu^\alpha(l) - \frac{1}{2} \left( s^\alpha_{-\eta l}(i) - s^\alpha_l(i) \right) \tag{6.5}
\]
Since $s^\alpha_l(i)$ depends continuously on the character, so does $s^\alpha_{-\eta l}(i)$, by Lemma 6.5 \hfill \Box

In particular, this proves Theorem 1.1(c).

6.3. Passing to the Dirac gauge.

6.3.1. The gauge transform. Not every canonical system can be transformed to Dirac gauge (1.25). We will describe a transformation and note the requirements along the way. Applying the Krein–de Branges formula (4.30) to Dirac gauge shows that the variable $t$ for a canonical system in the Dirac gauge is equal to the exponential type of the transfer matrix $\mathfrak{D}(z, t)$. That is $t = \ell$ in our notation.

Thus, to pass from A-gauge to Dirac gauge, we first pass to derivative w.r.t. $\ell$, which we denote by $(\cdot)_\ell$, and obtain the system in the form
\[
\mathfrak{A}(z, \ell) j = \partial_\ell \mathfrak{A}(z, \ell) j = \mathfrak{A}(z, \ell)(izA(\ell) - B(\ell)) \mu(\ell).
\]
Note that now $\det(\mu(\ell)A(\ell)) = 1$. We use a transformation
\[
\mathfrak{D}(z, \ell) = U(0)^{-1} \mathfrak{A}(z, \ell) U(\ell), \quad U(\ell) \in SU(1, 1).
Right-multiplication is a gauge transformation; left-multiplication ensures $\mathcal{D}(z,0) = I$ and affects the Schur function. We have
\[
\mathcal{D}(z,\ell) j = U(0)^{-1} \mathcal{A}(z,\ell) U(\ell) j + U(0)^{-1} \mathcal{A}(z,\ell) \dot{U}(\ell) j
\]
\[
= U(0)^{-1} \mathcal{A}(z,\ell)(izA(\ell) - B(\ell)) \dot{\mu}(\ell) j U(\ell) j + \mathcal{D}(z,\ell) U(\ell)^{-1} \dot{U}(\ell) j
\]
\[
= \mathcal{D}(z,\ell) U(\ell)^{-1}(izA(\ell) - B(\ell)) \dot{\mu}(\ell) (U(\ell)^*)^{-1} + \mathcal{D}(z,\ell) U(\ell)^{-1} \dot{U}(\ell) j.
\]
By choosing
\[
U(\ell) = \sqrt{A(\ell) \dot{\mu}(\ell)} = \mathcal{V}(c(\ell)) = \frac{1}{\sqrt{1 - |c(\ell)|^2}} \left( \begin{array}{cc} 1 & -\overline{c(\ell)} \\ -c(\ell) & 1 \end{array} \right)
\]
we get a canonical system in a Dirac (D) gauge
\[
\mathcal{D}(z,\ell) j = \mathcal{D}(z,\ell)(izI - Q(\ell)), \quad Q(\ell) = \dot{\mu}(\ell) U(\ell)^{-1} B(\ell) (U(\ell)^*)^{-1} - U(\ell)^{-1} \dot{U}(\ell) j.
\]
We point out that $c(\ell)$ should be differentiable to this end. We automatically have the normalization $\text{tr} Q(\ell) j = 0$. In addition one of standard normalizations requires $\text{tr} Q(\ell) = 0$. To this end, generally speaking, we need an extra diagonal gauge transform
\[
\mathcal{D}_1(z,\ell) = \mathcal{D}(z,\ell) \mathcal{U}_\psi(\ell), \quad \mathcal{U}_\psi(\ell) = \left( \begin{array}{cc} e^{-i\psi(\ell)} & 0 \\ 0 & e^{i\psi(\ell)} \end{array} \right), \quad \psi(0) = 0.
\]
We get a canonical system
\[
\mathcal{D}_1(z,\ell) j = \mathcal{D}(z,\ell)(izI - Q_1(\ell)), \quad Q_1(\ell) = \mathcal{U}_\psi(\ell)^{-1} Q(\ell) (\mathcal{U}_\psi(\ell)^*)^{-1} - i\dot{\psi}(\ell) I.
\]
Thus $\psi(\ell)$ should be chosen as the integral
\[
\int_0^\ell \text{tr} Q(\ell) d\ell.
\]
Note that almost periodicity of $c(\ell)$ and $\dot{c}(\ell)$ does not necessarily imply almost periodicity of the quantity $e^{2i\psi(\ell)}$ related to the integral.

We arrive to the following proposition.

**Theorem 6.9.** Let $\mathcal{A}(z,\ell)$ be the transfer matrix of a canonical system in $A$-gauge with parameters $\{\mu(\ell), a(\ell)\}$, where $\ell$ is its exponential type. If $\mu$ is absolutely continuous and $a(\ell)$ is differentiable, then it can be transformed to a $D$-gauge,
\[
\mathcal{D}(z,\ell) j = \mathcal{D}(z,\ell)(izI - Q(\ell)),
\]
where
\[
Q(\ell) = \frac{1}{1 - |c(\ell)|^2} \left( \begin{array}{cc} 0 & 2c(\ell) + \dot{c}(\ell) \\ -(2c(\ell) + \dot{c}(\ell)) & 0 \end{array} \right) + \frac{i}{1 - |c(\ell)|^2} \text{Im}(\dot{c}(\ell) \bar{c}(\ell)) I. \tag{6.6}
\]
With an extra (canonical form) normalization condition
\[
\mathcal{D}_1(z,\ell) j = \mathcal{D}_1(z,\ell)(izI - Q_1(\ell)), \quad \text{tr} Q_1(\ell) = 0,
\]
the matrix coefficient $Q_1(\ell)$ is given by
\[
Q_1(\ell) = \frac{1}{1 - |c(\ell)|^2} \left( \begin{array}{cc} 0 & e^{2i\psi(\ell)} (2c(\ell) + \dot{c}(\ell)) \\ -e^{-2i\psi(\ell)} (2c(\ell) + \dot{c}(\ell)) & 0 \end{array} \right) \tag{6.7}
\]
with
\[
\psi(\ell) = \int_0^\ell \frac{\text{Im}(\bar{c}(\ell) \dot{c}(\ell)) d\ell}{1 - |c(\ell)|^2}.
\]

**Proof.** It remains to compute $Q(\ell)$, $Q_1(\ell)$ and $\psi(\ell)$. Recall
\[
\dot{\mu}(\ell) B(\ell) = \frac{1 + |c(\ell)|^2}{1 - |c(\ell)|^2} \frac{1}{1 + |c(\ell)|^2} \left( \begin{array}{cc} 0 & 2\overline{c}(\ell) \\ -2c(\ell) & 0 \end{array} \right).
\]
We have
\[
\frac{1 - |\ell|^2}{2} \mu \mathcal{U}^{-1} B(\mathcal{U}^*)^{-1} = \begin{pmatrix} 1 & \tfrac{\ell}{|\ell|} \\ \frac{\ell}{|\ell|} & 1 \end{pmatrix} \begin{pmatrix} 0 & \tfrac{\ell}{|\ell|} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \tfrac{\ell}{|\ell|} \\ \frac{\ell}{|\ell|} & 1 \end{pmatrix} = (1 - |\ell|^2) \begin{pmatrix} 0 & \tfrac{\ell}{|\ell|} \\ -\frac{\ell}{|\ell|} & 0 \end{pmatrix}.
\]
That is,
\[
\mu \mathcal{U}^{-1} B(\mathcal{U}^*)^{-1} = \frac{1}{1 - |\ell|^2} \begin{pmatrix} 0 & 2\ell \bar{\ell} \\ -2\ell \bar{\ell} & 0 \end{pmatrix}.
\]
Further,
\[
\mathcal{U} = \frac{1}{\sqrt{1 - |\ell|^2}} \begin{pmatrix} 0 & -\frac{\ell}{|\ell|} \\ -\frac{\ell}{|\ell|} & 0 \end{pmatrix} + \frac{\text{Re} (\ell \bar{\ell})}{1 - |\ell|^2} \mathcal{U}
\]
and we obtain
\[
\mathcal{U}^{-1} \mathcal{U} = \frac{1}{1 - |\ell|^2} \begin{pmatrix} 0 & 2\ell + \frac{\ell}{|\ell|} \\ -(2\ell + \frac{\ell}{|\ell|}) & 0 \end{pmatrix} + i \frac{\text{Im} (\ell \bar{\ell})}{1 - |\ell|^2} \mathcal{U}.
\]
Finally,
\[
Q = \frac{1}{1 - |\ell|^2} \begin{pmatrix} 0 & 2\ell + \frac{\ell}{|\ell|} \\ -(2\ell + \frac{\ell}{|\ell|}) & 0 \end{pmatrix} + i \frac{\text{Im} (\ell \bar{\ell})}{1 - |\ell|^2} \mathcal{U}.
\]

6.3.2. Logarithmic gap length condition and the first term in the asymptotics. We consider the logarithmic gap length condition (1.13).

**Theorem 6.10.** The limit values
\[
\lim_{y \to \infty} \mathcal{R}^{\alpha, \tau}(iy)
\]
exist for all \((\alpha, \tau) \in \pi_1(\Omega)^* \times \mathbb{T}\) if and only if (1.13) holds. Moreover, in this case
\[
\mathcal{R}(\alpha, \tau) := -i \lim_{y \to \infty} \mathcal{R}^{\alpha, \tau}(iy) = |1 - \tau s_+^0(i)| e^{-\int_{|\xi| < 1} \chi^{\alpha, \tau}(\xi) d\xi}.
\]
represents a continuous strictly positive function on \(\pi_1(\Omega)^* \times \mathbb{T}\).

**Proof.** We have
\[
\mathcal{R}^{\alpha, \tau}(iy) = i|1 - \tau s_+^0(i)| e^{\int_{|\xi| < 1} \left(\frac{|\xi|^2 - 1}{(\xi + iy)^2 + 1} - s_+^0(i) \frac{1}{\xi + iy} \right) d\xi}.
\]
We choose \((\alpha_0, \tau_0)\) such that \(x_j^0 = a_j\) for \(b_j < 0\) and \(x_j^0 = b_j\) for \(a_j > 0\). In this choice we get
\[
\mathcal{R}^{\alpha_0, \tau_0}(iy) = i|1 - \tau_0 s_+^0(i)| e^{\int_{|\xi| < 1} \left(\frac{|\xi|^2 - 1}{(\xi + iy)^2 + 1} - s_+^0(i) \frac{1}{\xi + iy} \right) d\xi}.
\]
Due to the Beppo Levi Theorem
\[
\lim_{y \to \infty} \int_{|\xi| < 1} \frac{|\xi|^2 d\xi}{x^2 + y^2 + 1} = \int_{|\xi| < 1} \frac{|\xi|^2 d\xi}{\xi^2 + 1}.
\]
Thus existence of the limit implies (1.13).

On the other hand if (1.13) holds we get an integrable majorant for both summands in the integral (6.3). In particular, for the second one we use
\[
\frac{2y}{x^2 + y^2} \leq \begin{cases} 1, & |x| \leq 1 \\ \frac{1}{|x|}, & |x| \geq 1 \end{cases} \text{ for } y \geq 2.
\]
Therefore we can pass to the limit and we get (6.8). Since the resulting value is continuous in \(D \in \mathcal{D}(\mathbb{E})\), \(\mathcal{R}(\alpha, \tau)\) is continuous. \(\square\)
Corollary 6.11. Let
\[ \Xi(\alpha) = \frac{\mathcal{R}(\alpha, 1) - \mathcal{R}(\alpha, -1) + i(-\mathcal{R}(\alpha, i) + \mathcal{R}(\alpha, -i))}{2 + \mathcal{R}(\alpha, 1) + \mathcal{R}(\alpha, -1)}. \]  \hspace{1cm} (6.10)

If (1.13) holds, then the following limits exist and represent continuous functions in \( \alpha \)
\[ \lim_{y \to \infty} s^\alpha_+(iy) = \Xi(\alpha), \quad \lim_{y \to \infty} s^\alpha_-(iy) = \overline{\Xi(\alpha)}. \] \hspace{1cm} (6.11)

Moreover
\[ \sup_{\alpha \in \pi_1(\Omega)^*} \frac{1}{1 - |\Xi(\alpha)|^2} < \infty. \] \hspace{1cm} (6.12)

Proof. We have
\[ \mathcal{R}(\alpha, 1) + \mathcal{R}(\alpha, -1) = 2 \lim_{y \to \infty} \frac{1 + s^\alpha_+(iy)s^\alpha_-(iy)}{1 - s^\alpha_+(iy)s^\alpha_-(iy)} \]
Thus the limit
\[ \lim_{y \to \infty} 2 \frac{1}{1 - s^\alpha_+(iy)s^\alpha_-(iy)} = 1 + \frac{\mathcal{R}(\alpha, 1) + \mathcal{R}(\alpha, -1)}{2} \] \hspace{1cm} (6.13)
exists. Also
\[ \frac{\mathcal{R}(\alpha, 1) - \mathcal{R}(\alpha, -1)}{2} = \lim_{y \to \infty} \frac{s^\alpha_+(iy) + s^\alpha_-(iy)}{1 - s^\alpha_+(iy)s^\alpha_-(iy)} \]
Therefore
\[ \lim_{y \to \infty} (s^\alpha_+(iy) + s^\alpha_-(iy)) = \frac{2(\mathcal{R}(\alpha, 1) - \mathcal{R}(\alpha, -1))}{2 + \mathcal{R}(\alpha, 1) + \mathcal{R}(\alpha, -1)} \] \hspace{1cm} (6.14)
Similarly,
\[ \frac{\mathcal{R}(\alpha, i) - \mathcal{R}(\alpha, -i)}{2} = i \lim_{y \to \infty} \frac{s^\alpha_+(iy) - s^\alpha_-(iy)}{1 - s^\alpha_+(iy)s^\alpha_-(iy)} \]
Therefore
\[ \lim_{y \to \infty} (s^\alpha_+(iy) - s^\alpha_-(iy)) = \frac{2i(-\mathcal{R}(\alpha, i) + \mathcal{R}(\alpha, -i))}{2 + \mathcal{R}(\alpha, i) + \mathcal{R}(\alpha, -i)} \] \hspace{1cm} (6.15)
Note that by definition (6.8) \( \mathcal{R}(\alpha, \tau) \) is positive. From (6.14) and (6.15) we get (6.11) with (6.10). By (6.13) we have (6.12). \( \square \)

In connection with Dirac operators the following normalization condition is natural.

Definition 6.12. We denote by \( \mathcal{S}_D(\mathcal{E}) \) the set of \( s_+ \in \mathcal{S}(\mathcal{E}) \) for which the following limit exists \( \lim_{y \to \infty} s_+(iy) = 0 \).

Proposition 6.13. If (1.13) holds, then \( \mathcal{S}_D(\mathcal{E}) \) is a compact, which allows the following parametric description
\[ \mathcal{S}_D(\mathcal{E}) = \left\{ (s_D)^{a,\tau}_+ = \frac{\tau s^\alpha_+ - \Xi(\alpha)}{1 - s^\alpha_+ \Xi(\alpha)}, \quad (a, \tau) \in \pi_1(\Omega)^* \times \mathbb{T} \right\} \] \hspace{1cm} (6.16)

Proof. By Cor. 3.15 any \( s_+ \in \mathcal{S}(\mathcal{E}) \) is of the form \( (s_+) \simeq (s^\alpha_+ 1) \mathcal{U} \) for some \( \mathcal{U} \in \text{SU}(1,1) \). If \( s_+ \in \mathcal{S}_D(\mathcal{E}) \), by Cor. 6.11 we have
\[ (0 1) \simeq (\Xi(\alpha) 1) \mathcal{U}. \]
Therefore \( \mathcal{U} = \mathcal{V}(\Xi(\alpha)) \mathcal{U}_\tau \) for some \( \tau \in \mathbb{T} \). The inverse statement is evident. \( \square \)
6.3.3. Finite gap length condition and the second term in the asymptotics. The finite sum length gap condition with respect to infinity is (1.26). When (1.26) holds, we can define

\[ \Upsilon(\alpha, \tau) = \sum_j \left( x_j - \frac{a_j + b_j}{2} \right), \quad (\alpha, \tau) = \pi(D), \ D \in D(E). \]  

(6.17)

Since the RHS is continuous in \( D(E) \), \( \Upsilon(\alpha, \tau) \) is continuous on \( \pi_1(\Omega)^* \times \mathbb{T} \).

**Lemma 6.14.** If (1.26) holds, then

\[ R^{\alpha, \tau}(iy) = iR(\alpha, \tau) \left( 1 + \frac{i}{y} \Upsilon(\alpha, \tau) + o \left( \frac{1}{y} \right) \right), \]  

(6.18)

uniformly in \( \pi_1(\Omega)^* \times \mathbb{T} \).

**Proof.** (1.26) evidently implies (1.13), therefore the integral related to the second term in

\[ \int \left( \frac{1}{\xi - z} - \frac{\xi}{1 + \xi^2} \right) \chi^{\alpha, \tau}(\xi) d\xi \]

converges. For the first one we have

\[ \int \left( \frac{1}{\xi - z} + \frac{1}{z} \right) \chi^{\alpha, \tau}(\xi) d\xi - \frac{1}{z} \int \chi^{\alpha, \tau}(\xi) d\xi. \]

Since

\[ \left| \int \left( \frac{\xi^2 + iy\xi}{\xi^2 + y^2} \chi^{\alpha, \tau}(\xi) d\xi \right) \right| \leq \frac{1}{2} \int \frac{\xi^2 + |\xi|y}{\xi^2 + y^2} d\xi \]

and the last integrand has an integrable majorant it tends to zero as \( y \to \infty \). We get

\[ \int \frac{1}{\xi - iy} \chi^{\alpha, \tau}(\xi) d\xi = \frac{i}{y} \int \chi^{\alpha, \tau}(\xi) d\xi + o \left( \frac{1}{y} \right) \]

uniformly in \( (\alpha, \tau) \). Respectively, we obtain

\[ R^{\alpha, \tau}(iy) = iR(\alpha, \tau)e^{\frac{i}{y} \int \chi^{\alpha, \tau}(\xi) d\xi + o \left( \frac{1}{y} \right)} \]

which gives (6.18). \qed

Together with Corollary 6.11 we have the main conclusion on two term asymptotics for \( s_\pm(\alpha, \tau) \) at infinity.

**Proposition 6.15.** If (1.26) holds, then

\[ s_+^{\alpha}(iy) = \Xi(\alpha) + \frac{\Xi_1(\alpha)}{y} + o \left( \frac{1}{y} \right), \quad y \to \infty \]  

(6.19)

uniformly in \( \alpha \). Moreover, \( \Xi(\alpha) \) and \( \Xi_1(\alpha) \) are continuous and can be given explicitly in terms of \( R(\alpha, \tau) \) and \( \Upsilon(\alpha, \tau) \). Respectively the Schur functions \( (s_D)_+^{\alpha, \tau} \) defined by (6.16) obey

\[ (s_D)_+^{\alpha, \tau}(iy) = \frac{\tau \Xi_1(\alpha)}{1 - |\Xi(\alpha)|^2} \frac{1}{y} + o \left( \frac{1}{y} \right), \quad y \to \infty. \]

6.3.4. Almost periodicity in D-gauge. We now prove a more precise version of Theorem 1.14.

**Theorem 6.16.** Let \( \Omega = \mathbb{C} \setminus E \) be of Widom type and DCT hold. If \( E \) obeys the gap length condition (1.26), then for an arbitrary \( (\alpha, \tau) \), \( (s_D)_+^{\alpha, \tau} \in S_D(E) \) is the Schur spectral function of a canonical system (6.6) with almost periodic \( Q^{\alpha, \tau}(\ell) \). Moreover, the coefficients are of the form

\[ c^{\alpha, \tau}(\ell) = \tau \Xi(\alpha - \eta\ell), \quad \dot{c}^{\alpha, \tau}(\ell) = 2\tau(\Xi_1(\alpha - \eta\ell) - \Xi(\alpha - \eta\ell)). \]

(6.20)
Proof. According to Proposition 6.13 the limit exists \( \lim_{y \to \infty} s^\alpha_+ (iy) = \Xi(\alpha) \). Therefore, the first relation (6.20) holds. By (6.12) and
\[
\ell = \int_0^\ell \frac{1 - |\Xi(\alpha - \eta l)|^2}{1 + |\Xi(\alpha - \eta l)|^2} d\mu^{\alpha,\tau}(l)
\]
we get that \( \mu^{\alpha,\tau} \) is absolutely continuous w.r.t. \( \ell \), moreover
\[
\dot{\mu}^{\alpha,\tau}(\ell) = \frac{1 + |\Xi(\alpha - \eta \ell)|^2}{1 - |\Xi(\alpha - \eta \ell)|^2}. \tag{6.21}
\]
Using the Ricatti equation (4.26) in the integral form we have
\[
s^{\alpha - \eta l}_+(z) - s^\alpha_+(0) =
\]
\[
-iz \int_0^\ell (s^{\alpha - \eta l}_+(z) 1) \frac{1}{1 - \Xi(\alpha - \eta l) 1} \frac{1}{1 - |\Xi(\alpha - \eta l)|^2} \left( s^{\alpha - \eta l}_+(z) \right) dl
\]
\[
+ \int_0^\ell (s^{\alpha - \eta l}_+(z) 1) \frac{1}{1 - \Xi(\alpha - \eta l) 1} \frac{1}{1 - |\Xi(\alpha - \eta l)|^2} \left( s^{\alpha - \eta l}_+(z) \right) dl
\]
\[
= -2iz \int_0^\ell (s^{\alpha - \eta l}_+(z) - \Xi(\alpha - \eta l)) \frac{1 - s^{\alpha - \eta l}_+(z) \Xi(\alpha - \eta l)}{1 - |\Xi(\alpha - \eta l)|^2} dl
\]
\[
-2 \int_0^\ell \frac{\Xi(\alpha - \eta l) - (s^{\alpha - \eta l}_+(z))^2 \Xi(\alpha - \eta l)}{1 - |\Xi(\alpha - \eta l)|^2} dl
\]
According to (6.19) we can pass to the limit as \( z = iy, y \to \infty \). We obtain
\[
\Xi(\alpha - \eta \ell) - \Xi(\alpha) = 2 \int_0^\ell \Xi(\alpha - \eta l) dl - 2 \int_0^\ell \Xi(\alpha - \eta l) dl.
\]
That is, \( \epsilon^\alpha(\ell) = \Xi(\alpha - \eta \ell) \) is differentiable and moreover the derivative is almost periodic, since we get the representation (6.20).

Remark 6.17. As it was already mentioned almost periodicity of \( Q^{\alpha,\tau}(\ell) \) does not guarantee almost periodicity of the phase function \( e^{2i\psi(\ell)} \) in the representation (6.7) for \( Q^{\alpha,\tau}(\ell) \) in the Dirac gauge. It requires additional restrictions on the set \( E \). A similar phenomenon we will discuss precisely in the next section, where we will see that the logarithmic gap length condition w.r.t. the origin (1.23) has to be accompanied by a potential theory constraint (1.24). Note also that the translations
\[
\left( (s_D^{\alpha(\ell),\tau(\ell)}(z) 1) \right) \simeq \left( (s_D^{\alpha,\tau}(z) 1) \right) \mathcal{D}(z, \ell) \quad \text{and} \quad \left( (s_D^{\alpha_1(\ell),\tau_1(\ell)}(z) 1) \right) \simeq \left( (s_D^{\alpha,\tau}(z) 1) \right) \mathcal{D}_1(z, \ell)
\]
are respectively of the form
\[
(\alpha(\ell), \tau(\ell)) = (\alpha - \eta \ell, \tau) \quad \text{and} \quad (\alpha_1(\ell), \tau_1(\ell)) = (\alpha - \eta \ell, \tau e^{-2i\psi(\ell)}).
\]
That is, our choice of \( Q^{\alpha,\tau} \) provides a conservation law \( \tau = \text{const} \).

Remark 6.18. From another point of view absolute continuity of \( \mu^\alpha \) was discussed and proved in the end of Section 5.4, cf. (6.21).

6.4. Passing to the Potapov-de Branges gauge.
6.4.1. Criterion for almost periodicity. To pass from A-gauge to PdB-gauge we make the substitution
\[ \mathcal{B}^\alpha(z, \ell) = \mathcal{A}^\alpha(z, \ell)\mathcal{A}^\alpha(0, \ell)^{-1}. \]
As a result we get the canonical system in PdB gauge,
\[ \mathcal{B}^\alpha(z, \ell)j = j + iz \int_0^\ell \mathcal{B}^\alpha(z, l)H^\alpha(l)d\mu^\alpha(l). \] (6.22)
This canonical system is determined by the positive matrix measure \( H^\alpha d\mu^\alpha \). We denote by \((\ldots)’\) the derivative in \( z \); in particular, (6.22) implies
\[ \mathcal{B}^\alpha(0, \ell)’j = i \int_0^\ell H^\alpha(l)d\mu^\alpha(l). \] (6.23)

We will use Lemma 6.2 to study almost periodicity of the matrix measure \( H^\alpha d\mu^\alpha \). Thus, we need a relation for its integrals over intervals.

**Lemma 6.19.** The Hamiltonian \( H^\alpha(\ell) \) obeys the following identity
\[ \int_{\ell}^{L+\ell} H^\alpha(l)d\mu^\alpha(l) = \mathcal{A}^\alpha(0, \ell) \left\{ \int_0^\ell H^{\alpha-\eta}(l)d\mu^{\alpha-\eta}(l) \right\} \mathcal{A}^\alpha(0, \ell)^*. \] (6.24)

**Proof.** As a consequence of the chain rule (4.21) for \( \mathcal{A}^\alpha(z, \ell) \), the transfer matrix \( \mathcal{B}^\alpha(z, \ell) \) obeys
\[ \mathcal{B}^\alpha(z, \ell + L) = \mathcal{B}^\alpha(z, \ell)\mathcal{A}^\alpha(0, \ell)\mathcal{A}^{\alpha-\eta}(z, L)\mathcal{A}^\alpha(0, \ell)^{-1}. \] (6.25)
Differentiating (6.26) in \( z \) and evaluating at \( z = 0 \) gives
\[ (\mathcal{B}^\alpha)^’(0, \ell + L) = (\mathcal{B}^\alpha)^’(0, \ell) + \mathcal{A}^\alpha(0, \ell)(\mathcal{B}^{\alpha-\eta})’(0, L)\mathcal{A}^\alpha(0, \ell)^{-1}. \]
Multiplying from the right by \( j \), using (6.23) for each term, and using \( \mathcal{A}^\alpha(0, \ell)^{-1}j = j\mathcal{A}^\alpha(0, \ell)^* \) (since \( \mathcal{A}^\alpha(0, \ell) \in \text{SU}(1,1) \)) gives (6.24). \( \square \)

Since
\[ \int_0^\ell H^\alpha(l)d\mu^\alpha(l) = -i\mathcal{B}^\alpha(0, L)^’j = -i(\mathcal{A}^\alpha(0, L))^*\mathcal{A}^\alpha(0, L)^{-1}j \]
is a continuous function of \( \alpha \) on the compact abelian group \( \pi_1(\Omega)^* \), the internal term in (6.24) is almost periodic in \( \ell \). Thus the almost periodicity of the whole expression is guaranteed by almost periodicity of \( \mathcal{A}^\alpha(0, \ell) \) with respect to the variable \( \ell \).

The main result of this section is the following proposition.

**Theorem 6.20.** Under the assumptions of Theorem 1.12 \( \mathcal{A}^\alpha(0, \ell) \) is almost periodic in \( \ell \). For a generic \( \eta \), conditions (1.23), (1.24) are also necessary.

**Remark 6.21.** Note that if \( 0 \notin \mathcal{E} \), then \( \mathcal{A}^\alpha(0, \ell) \) is even unbounded. Moreover, (1.23) means that 0 is not an end of a gap \( a_j \neq 0, b_j \neq 0 \) for all \( j \). Respectively, in this case each gap contains a critical point, \((c_\alpha)j \in (a_j, b_j)\) for all \( j \).

**Proof of Theorem 6.20** We start with the following remark. Condition (1.24) means exactly that the function
\[ \mathcal{Z}(D) = \sum_j (\omega(x_j, E_+) - \omega(a_j, E_+))\epsilon_j \mod 1 \]
on the set \( \mathcal{D}(\mathcal{E}) \) is continuous. Therefore \( \mathcal{Z}(\alpha, \tau) := \mathcal{Z}(D) \) for \( (\alpha, \tau) = \pi(D) \) is continuous on \( \pi_1(\Omega)^* \times \mathbb{T} \).

We will use the representation (1.23) for \( \mathcal{A}^\alpha(z, \ell) \). Without loss of generality, we can assume that \( \Theta(0) = 0 \), see remark above, that is, \( \Lambda_{\Theta(0)} = I \). Condition (1.23) implies that \( R^{\alpha-\tau}(0) \) is continuous in \( \alpha \), respectively \( s^\alpha_{\pm}(0) \) are well defined, \( \sup_\alpha |s^\alpha_{\pm}(0)|^2 < 1 \).
On the other hand we do not have any control on the inner function \( e^\alpha \), see (4.38) (actually, we do not know whether it is a Blaschke product or not). To overcome this problem we use the identity

\[
\nu^\alpha(z) = e^{i\varphi \cdot \Phi_2 K_\alpha} \frac{e^{i\varphi \cdot \Phi_2 K_\alpha - \tau e^{-i\varphi \cdot \Phi_2 K_\alpha} \frac{1 - \tau s^\alpha_+}{1 - \tau s^\alpha_-}}}{K^\alpha - \tau K^\alpha_2} = \Delta^{\alpha,\tau} (\nu^{\alpha,\tau})^2,
\]

where

\[
\nu^{\alpha,\tau}(z) := \sqrt{\frac{1 - \tau s^\alpha_+(z)}{1 - \tau s^\alpha_-(z)}}, \quad \nu^\alpha := \nu^{\alpha,1}.
\]

Recall that \( \Delta^{\alpha,\tau} \) here is the Blaschke product (3.12).

Thus, \( \Pi_\alpha(z) \) is now a product \( \Pi_\alpha(z) = \Pi^{\alpha}_{\alpha}(z)\Pi_{\lambda}(z) \), in which

\[
\Pi^{\alpha}_{\alpha}(z) = \begin{pmatrix}
\nu^\alpha(z) & 0 \\
0 & \nu^{\alpha}(z)^{-1}
\end{pmatrix}
\begin{pmatrix}
1 & s^\alpha_+(z) \\
\sqrt{1 - s^\alpha_+(z)s^\alpha_-(z)} & 1
\end{pmatrix},
\]

and \( \Pi^{\alpha}_{\alpha}(0) \) is well defined and represents continuous matrix function with values in \( SU(1,1) \). The first factor

\[
\Pi^{\alpha}_{\lambda}(z) = \begin{pmatrix}
\sqrt{\Delta^\alpha(z)} & 0 \\
0 & \sqrt{\Delta^\alpha(z)}^{-1}
\end{pmatrix}
\]

is given terms of the Blaschke product \( \Delta^\alpha(z) \) with well localized zeros and poles (one zero or pole in one gap depending on the divisor \( D \) defined by the inverse Abel map \( D = \pi^{-1}(\alpha,1) \).

Since \( \mathfrak{A}^\alpha(z,\ell) \) is entire, by (4.20) we have that

\[
(\Pi^{\alpha}_{\lambda}(z))^{-1} \Pi^{\alpha}_{\alpha-\eta}(z) = \Pi^{\alpha}_{\alpha}(z)\mathfrak{A}^\alpha(z,\ell)(\Pi^{\alpha}_{\alpha-\eta}(z))^{-1}
\]

has limit value at \( z = 0 \), and moreover \( |\Delta^\alpha(z)/\Delta_\alpha(z)| \to 1 \). The limit of the argument of \( \Delta^\alpha(z)/\Delta_\alpha(z) \) can be represented in terms of harmonic measures, see Section 3.3 particularly (3.18),

\[
\sum_j \left( (\omega(x_j^{\alpha-\eta}(E),E_s) - \omega(a_j,E_s))e^{\alpha-\eta} - (\omega(x_j^{\alpha}(E),E_s) - \omega(a_j,E_s))e^\alpha \right) \mod 1
\]

what is \( \mathfrak{Z}(\alpha - \eta,1) - \mathfrak{Z}(\alpha,1) \). Thus finally

\[
\mathfrak{A}^\alpha(0,\ell) = (\Pi^{\alpha}_{\alpha}(0))^{-1}
\begin{pmatrix}
e^{\pi i(\mathfrak{Z}(\alpha-\eta,1) - \mathfrak{Z}(\alpha,1))} & 0 \\
0 & e^{-\pi i(\mathfrak{Z}(\alpha-\eta,1) - \mathfrak{Z}(\alpha,1))}
\end{pmatrix}
\Pi^{\alpha}_{\alpha-\eta}(0)
\]

is almost periodic in \( \ell \).

Conversely, from the representation (4.20) in the generic position we can conclude that almost periodicity of \( \mathfrak{A}^\alpha(0,\ell) \) should imply continuity of \( s^\alpha_+(0) \) and of the limit argument of the ratio \( \Delta^\alpha(z)/\Delta_\alpha(z) \) as \( z \to 0 \). These both functions, being expressed in terms of \( D(E) \) are continuous if and only if (4.24) and (4.26) hold. \( \square \)

**Proof of Theorem 6.20** Theorem 6.20 proves the case \( s_+ = s^\alpha_+ \), \( \alpha \in \pi_1(\Omega)^* \). By Cor. 3.15 any \( s_+ \in \mathcal{S}(E) \) is of the form \( (s_+ 1) \approx (s^\alpha_+ 1)U \) for some \( U \in SU(1,1) \). The corresponding transfer matrices in PdB-gauge are obtained by the conjugation \( \mathfrak{B}(z,\ell) = U^{-1}\mathfrak{B}^\alpha(z,\ell)U \) which preserves PdB-gauge, acts on the Hamiltonian by \( H(\ell) = U^{-1}H^\alpha(\ell)(U^{-1})^* \), and preserves almost periodicity. \( \square \)

**6.4.2. Symmetric canonical system in PdB gauge and counterexample (geometric progression).** In this section we demonstrate an example of a canonical system associated to a homogeneous spectrum \( E \) such that the corresponding Hamiltonian in PdB gauge is not almost periodic. The easiest way to violate conditions (1.28) and simultaneously (1.24) is to consider a set, so that the ends of gaps form geometric progressions. Such set is homogeneous. We will show that at least generically the associated Hamiltonian is not almost periodic.

Let \( E_s \) be symmetric, i.e., \( x \in E_s \Rightarrow -(x) \in E_s \) and \( 0 \in E_s \). Using the substitution \( \lambda = z^2 \) we can pass to a semi-bounded set \( F = \mathbb{R}_+ \cup \bigcup_{j(a_j, b_j)} \). We say that a character \( \alpha \) is symmetric in \( \mathbb{C} \setminus E_s \) if it is generated by a character \( \alpha \in \pi_1(\mathbb{C} \setminus F)^* \). First we describe certain specific properties of Hamiltonians
with a symmetric spectral set \([62]\). They are diagonal in the standard form for de Branges canonical systems, see \((6.27)\).

As soon as the domain \(\Omega = \mathbb{C} \setminus E_s\) is of Widom type and DCT holds the coefficients of a canonical system in PdB gauge corresponding to a symmetric character \(\alpha_s\) are of the form

\[
\mathbf{A}(z, \ell) \mathcal{J} = \mathcal{J} - z \int_{0}^{\ell} \mathbf{A}(z, l) \begin{bmatrix} d\nu_1(l) & 0 \\ 0 & d\nu_2(l) \end{bmatrix}, \quad \mathcal{J} = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.
\]

Moreover, the measures \(d\nu_j\) can be given explicitly in terms of special functions (reproducing kernels and their limits), see Theorem \(6.23\) below.

Note that the normalization point \(z_s = i\) corresponds to \(\lambda_s = -1\). In this subsection we assume that the complex Martin function in \(\Omega\) is normalized by \(\Theta(\lambda_s) = i\) and its additive character is denoted by \(\eta\).

**Lemma 6.22.** \([62]\) Let \(k^\alpha(\lambda, \lambda_0)\) denote the reproducing kernel in \(\mathcal{H}^2(\alpha, \mathbb{C} \setminus \mathbb{F})\). Then the limit

\[
v_\alpha(\lambda) = \lim_{\lambda_0 \to -\infty} \frac{k^\alpha(\lambda, \lambda_0)}{k^\alpha(\lambda_s, \lambda_0)}
\]

exists and represents a continuous function in \(\alpha\). Moreover, the limit

\[
v_\alpha(\alpha - \eta \ell) = \lim_{\lambda \to 0} \frac{v_\alpha(\lambda)}{v_\alpha(\alpha - \eta \ell)}
\]

exists for \(\ell \in \mathbb{R}_+\) and represent a continuous function in \(\ell\).

**Theorem 6.23.** \([62]\) Let \(\jmath\) be the character generated by \(\sqrt{\lambda}\) in \(\mathbb{C} \setminus \mathbb{F}\). Then the coefficients of the canonical system \((6.24)\) are of the form

\[
d\nu_1(\ell) = d\nu^{\alpha + \jmath}(\ell), \quad d\nu_2(\ell) = d\nu^{\alpha}(\ell)
\]

and

\[
d\nu^{\alpha}(\ell) = \frac{-v_\alpha(\alpha - \eta \ell)^2}{\kappa(\alpha)} e^{2l} d\nu^{\alpha - \eta \ell}(\lambda_s, \lambda_s), \quad (6.28)
\]

where \(\kappa(\alpha) = k^\alpha(\lambda_s, \lambda_s) + k^{\alpha + \jmath}(\lambda_s, \lambda_s)\). Moreover, if A-L condition is violated in the symmetric domain \(\Omega = \mathbb{C} \setminus E_s\), then the measures \(\nu^{\alpha}\) and \(\nu^{\alpha + \jmath}\) are mutually singular.

Based on this we get the following proposition

**Proposition 6.24.** Let

\[
v_\ell^\alpha(\ell) = \int_{\ell}^{\ell + \ell} d\nu^{\alpha}(l) \quad \text{and} \quad v_\ell(\alpha) = v_\ell^\alpha(0).
\]

Then

\[
v_\ell^\alpha(\ell) = \frac{\kappa(\alpha - \eta \ell)}{\kappa(\alpha)} v_\alpha(\alpha - \eta \ell)^2 \nu_L(\alpha - \eta \ell). \quad (6.29)
\]

**Proof.** By definition

\[
v_\alpha(\alpha - \eta (\ell + l)) = \lim_{\lambda \to 0} \frac{v_\alpha(\lambda)}{v_\alpha(\alpha - \eta \ell)} \frac{v_\alpha(\alpha - \eta \ell)}{v_\alpha(\lambda - \eta \ell)} = v_\beta(\beta - \eta l)
\]

with \(\beta = \alpha - \eta \ell\). Therefore the same change of variable \((\ell \text{ is fixed})\) in \((6.28)\) provides

\[
d\nu^{\alpha}(\ell + l) = \frac{-v_\alpha(\alpha - \eta \ell - \eta \ell)^2 e^{2l} d\nu^{\alpha - \eta \ell}(\lambda_s, \lambda_s)}{\kappa(\alpha)} = \frac{\kappa(\beta)}{\kappa(\alpha)} v_\alpha(\beta)^2 d\nu^{\beta}(l).
\]

Respectively, we have

\[
\int_{\ell}^{\ell + \ell} d\nu^{\alpha}(l) = \int_{0}^{\ell} d\nu^{\alpha}(l + \ell) = \frac{\kappa(\beta)}{\kappa(\alpha)} v_\alpha(\beta)^2 \int_{0}^{\ell} d\nu^{\beta}(l),
\]

that is, \((6.29)\) with \(\beta = \alpha - \eta \ell\). \(\square\)
Remark 6.25. The functions $\kappa(\alpha)$ and $\nu_l(\alpha)$ are continuous in $\pi_1(\mathbb{C} \setminus \mathbb{F})^\ast$. The almost periodicity for the diagonal entries of the Hamiltonian in (6.27) are reduced to the question: is it possible to extend $\nu_\alpha(\beta)$ by continuity on the hull $\text{clos}\{\beta = \alpha - \eta \ell : \ell \in \mathbb{R}\}$?

Now we will demonstrate that for a geometric progressions set, at least generically (non algebraic numbers) the answer is no. Let $F = \mathbb{R}_+ \cup \bigcup_{n \in \mathbb{Z}} (a_n, b_n)$ be formed by a geometric progression, i.e.

$$a_n = \rho^n a_0, \quad b_n = \rho^n b_0, \quad 0 < a_0 < b_0 < \rho a_0.$$  

We have an automorphism in $\mathbb{C} \setminus F$: $\lambda \mapsto \rho \lambda$. We identify a character $\alpha$ with the sequence $\{\alpha_k\}_{k \in \mathbb{Z}}$ of its values on the standard generators $\alpha_k = \alpha(\gamma_k)$. If $f(\lambda)$ has a character $\alpha$, then $f(\rho \lambda)$ has the character $S\alpha \simeq \{S\alpha\}_{k \in \mathbb{Z}}$, where

$$(S\alpha)_k = \alpha_{k+1}.$$  

For the Martin function we have

$$\Theta(\rho \lambda) = r \Theta(\lambda), \quad \text{where } r = \frac{\eta_1}{\eta_0}.$$  

Lemma 6.26. For a set $F$ forming by a geometric progression

$$rk^\alpha(\rho \lambda, \rho \lambda_0) = k^S\alpha(\lambda, \lambda_0), \quad v^\alpha(\rho \lambda) = v^\alpha(\rho \lambda) v^{S\alpha}(\lambda). \quad (6.30)$$  

Respectively, if $\nu_\alpha(\beta)$ is well defined, then

$$\nu_\alpha(\beta) = \frac{v_\alpha(\lambda_0/\rho)}{v_\beta(\lambda_0/\rho)} \nu_{S^{-1}\alpha}(S^{-1}\beta). \quad (6.31)$$  

Proof. For $f \in H^2(\alpha)$ we have

$$f(\rho \lambda_0) = \int k^\alpha(\lambda, \rho \lambda_0) f(\lambda) d\Theta(\lambda) = \int k^\alpha(\rho \lambda, \rho \lambda_0) f(\rho \lambda) d\Theta(\rho \lambda)$$  

$$= r \int k^\alpha(\rho \lambda, \rho \lambda_0) f(\rho \lambda) d\Theta(\lambda) = \int k^{S\alpha}(\lambda, \lambda_0) f(\rho \lambda) d\Theta(\lambda).$$

Hence we get (6.30). In its turn

$$\nu_\alpha(\beta) = \lim_{\lambda \to -0} \frac{v_\alpha(\lambda_0/\rho)}{v_\beta(\lambda_0/\rho)} = \frac{v_\alpha(\lambda_0/\rho)}{v_\beta(\lambda_0/\rho)} \lim_{\lambda \to -0} \frac{v_{S^{-1}\alpha}(\lambda)}{v_{S^{-1}\beta}(\lambda)}$$  

and we have (6.31). \qed

Proposition 6.27. Let $r$ be a non-algebraic number and $S\alpha = \alpha$. Then the function $\nu_\alpha(\alpha - \eta \ell)$ is not almost periodic, i.e., the associated canonical system in the PdB gauge is not almost periodic.

Proof. Since frequencies $\{r^k\}$ are rationally independent $\text{clos}\{\alpha - \eta \ell : \ell \in \mathbb{R}\} = \pi_1(\mathbb{C} \setminus \mathbb{F})^\ast$. If $S\alpha = \alpha$, $S\beta_\ast = \beta_\ast$ and $v_\alpha(\lambda_\ast/\rho) > v_\beta(\lambda_\ast/\rho)$, assuming continuity $\nu_\alpha(\beta)$, we get a contradiction

$$\lim_{\alpha - \eta \ell \to \beta_\ast} \nu_\alpha(\alpha - \eta \ell) = \infty.$$  

In particular, we can choose $\beta_\ast = \alpha + j$. \qed

Appendix A. Nagy-Foias functional model and unitary nodes

Let $E_1, E_2$ be complex Euclidean spaces. By $L^2(E_2)$ we denote the space of square integrable vector functions from $T$ to $E_2$ with respect to Lebesgue measure on the unit circle $T$. By $H^2(E_2)$ we denote the Hardy space spanned by $E_2$-vector valued linear combinations of $\{\zeta^n\}_{n \geq 0}$. Respectively, $H^2(E_2)$ is spanned by $\{\zeta^n\}_{n \leq -1}$. Note that $\zeta = \zeta^{-1}$ on $T$.

Let $S(\zeta)$ be an operator valued Schur class function in $D = \{\zeta : |\zeta| < 1\}$,

$$S(\zeta) : E_1 \to E_2 \quad \text{for } \zeta \in D, \quad I_{E_1} - S(\zeta)^* S(\zeta) \geq 0.$$  

It has boundary values a.e. on $T$. First, we assume that

$$I_{E_1} - S(\zeta)^* S(\zeta) = 0, \quad \zeta \in T. \quad (A.1)$$
We decompose $L^2(E_2)$ into three components

$$L^2(E_2) = H^2(E_2) \oplus K_S \oplus SH^2(E_1), \quad K_S := H^2(E_2) \oplus SH^2(E_1).$$

We consider the multiplication operator by $\overline{\zeta}$ in $L^2(E_2)$. In the given decomposition it acts trivially as a shift on two components, to be precise,

$$\overline{\zeta}: \zeta H^2(E_1) \to H^2(E_1), \quad \overline{\zeta}: H^2(E_2) \to \zeta H^2(E_2).$$

The nontrivial part of the operator deals with

$$\zeta: K_S \oplus SE_1 \to \zeta E_2 \oplus K_S.$$

**Definition A.1.** Let $K$ be a Hilbert space. By a *unitary node* we mean a unitary operator $U$ acting from $K \oplus E_1$ to $K \oplus E_2$. $K$ is called *state space* and $E_1, E_2$ are called coefficient spaces. The operator function

$$\mathcal{E}(\zeta) = \mathcal{E}(\zeta, U) = \begin{cases} P_{E_1}(I_{K \oplus E_2} - \zeta U P_K)^{-1} U |_{E_1} \\ P_{E_2} U (I_{K \oplus E_1} - \zeta P_K)^{-1} |_{E_1} \end{cases}$$

is called the *characteristic function* of the unitary node. Here $P_K$ and $P_{E_2}$ are the orthogonal projections onto the corresponding subspaces.

**Proposition A.2.** Let the unitary node $U : K \oplus E_1 \to K \oplus E_2$ be given by (A.2) with $K = K_S$. Then $S(\zeta)$ is its characteristic function.

**Proof.** For $\zeta_0 \in \mathbb{D}$, we have

$$(I_{K \oplus E_2} - \zeta_0 U P_K)^{-1} \zeta S(\zeta) u = f(\zeta) + \overline{\zeta} \mathcal{E}(z_0) u, \quad \zeta \in \mathbb{T},$$

where $f \in K = K_S$ and $u \in E_1$. Therefore

$$\overline{\zeta} S(\zeta) u = (I_{K \oplus E_2} - \zeta_0 U P_K)(f(\zeta) + \overline{\zeta} \mathcal{E}(z_0) u) = (1 - \zeta_0 \overline{\zeta}) f(\zeta) + \overline{\zeta} \mathcal{E}(z_0) u.$$  

Multiplying by $\zeta$ we can extend this identity inside the disk, since $f \in H^2(E_2)$. We obtain

$$S(\zeta) u = (\zeta - \zeta_0) f(\zeta) + \mathcal{E}(z_0) u.$$  

Thus, $S(z_0) u = \mathcal{E}(z_0) u$ for arbitrary $\zeta_0 \in \mathbb{D}$ and $u \in E_1$. \hfill $\square$

Let us show that the characteristic function of an arbitrary node belongs to the Schur class. In fact, we prove the so-called (generalized) Christoffel–Darboux identity.

**Theorem A.3.** For a unitary node $U : K \oplus E_1 \to K \oplus E_2$ define

$$G(z) = P_K U (I_{K \oplus E_1} - \zeta P_K)^{-1} |_{E_1}.$$  

Then

$$\frac{I_{E_1} - \mathcal{E}(\zeta_0)^* \mathcal{E}(\zeta)}{1 - \zeta_0 \overline{\zeta}} = G(\zeta_0)^* G(\zeta).$$

**Proof.** We start with an evident identity

$$U^* (P_K \oplus P_{E_2}) U = P_K \oplus P_{E_1},$$

which we rewrite into the form

$$P_{E_1} - U^* P_{E_2} U = U^* P_K U - P_K.$$  

Now we multiply both parts by $(I_{K \oplus E_1} - \zeta P_K)^{-1}$ from the right and the conjugated to $(I_{K \oplus E_1} - \zeta_0 P_K U)^{-1}$ from the left. After that we restrict and project the identity to $E_1$. Note that $P_{E_1} (I_{K \oplus E_1} - \zeta P_K)^{-1} = P_{E_1}$. Therefore in the LHS we get

$$P_{E_1} - \mathcal{E}(\zeta_0)^* \mathcal{E}(z).$$

To compute RHS we note that

$$P_K (I_{K \oplus E_1} - \zeta P_K U)^{-1} P_{E_1} = (P_K + \zeta P_K U (I_{K \oplus E_1} - \zeta P_K U)^{-1}) P_{E_1} = \zeta G(z).$$
Therefore, we have
\[ \mathcal{G}(\zeta_0)^* \mathcal{G}(\zeta) - \overline{\mathcal{G}(\zeta_0)^* \mathcal{G}(\zeta)}. \]

In a combination with (A.4) we get (A.3).

Finally we extend the concept of Nagy–Foias functional model to the general case of Schur functions, that is we remove the condition (A.1). Let \( \Sigma(\zeta) = \sqrt{I - S(\zeta)^* S(\zeta)}, \zeta \in \mathbb{T}. \) We introduce
\[ \Sigma \mathcal{L}^2(E_1) = \overline{\mathcal{L}^2(E_2)} \{ g(\zeta) = \Sigma(\zeta) f(\zeta) : f \in \mathcal{L}^2(E_1) \}. \]

We define the three term decomposition
\[ L^2(E_2) \oplus \Sigma \mathcal{L}^2(E_1) = (H^2(E_2) \oplus 0) \oplus K_S \oplus (S \oplus \Sigma) H^2(E_1), \tag{A.5} \]
where \( K_S = H^2(E_2) \oplus \Sigma \mathcal{L}^2(E_1) \oplus (S \oplus \Sigma) H^2(E_1). \)

For operator multiplication by \( \zeta \) we have again incoming and outgoing subspaces on which this operator acts as shift. The remaining part defines the unitary node
\[ \tilde{\zeta} : K_S \oplus (S \oplus \Sigma) E_1 \rightarrow (\zeta E_2 \oplus 0) \oplus K_S. \tag{A.6} \]

As a simple exercise we get \( \mathcal{E}(\zeta, U) = S(\zeta) \) for the unitary node (A.6).

Let \( f = f_1 \oplus f_2 \in K_S. \) Since the first component belongs to \( H^2(E_2) \) we can define a bounded functional
\[ f = f_1 \oplus f_2 \mapsto \langle f_1(\zeta_0), v \rangle, \quad \zeta_0 \in \mathbb{D}, \quad v \in E_2. \]

We denote the corresponding functional \( k_{\zeta_0, v}(\zeta) \in K_S. \)

**Lemma A.4.**
\[ k_{\zeta_0, v}(\zeta) = \frac{(I_{E_2} - S(\zeta) S(\zeta_0)^*) v}{1 - \zeta \zeta_0} \oplus \frac{-\Sigma(\zeta) S(\zeta_0)^* v}{1 - \zeta \zeta_0} \tag{A.7} \]

In particular,
\[ (k_{\zeta_1, v_1}, k_{\zeta_2, v_2}) = \left\langle \frac{I_{E_2} - S(\zeta_2) S(\zeta_1)^*}{1 - \zeta_2 \zeta_1} v_1, v_2 \right\rangle. \tag{A.8} \]

**Proof.** In fact we need to project the vector
\[ \frac{v}{1 - \zeta \zeta_0} \oplus 0 \in H^2(E_2) \oplus \Sigma \mathcal{L}^2(E_1) \]
on \( K_S. \) The formula for this projection is given in the next lemma. \( \square \)

**Lemma A.5.** Let \( P_{K_S} \) be the orthogonal projection from the space \( H^2(E_2) \oplus \Sigma \mathcal{L}^2(E_1) \), and \( P_+ \) from \( \mathcal{L}^2(E_1) \) to \( H^2(E_1) \). Then
\[ P_{K_S} = I - (S \oplus \Sigma) P_+ (S \oplus \Sigma)^*. \]

In particular \( f = f_1 \oplus f_2 \in H^2(E_2) \oplus \Sigma \mathcal{L}^2(E_1) \) belongs to \( K_S \) if and only if
\[ S^* f_1 + \Sigma f_2 \in H^2(E_1). \tag{A.9} \]

**Proof.** We have
\[ P_{K_S} f = f - (S \oplus \Sigma) g, \quad g \in H^2(E_1), \]
such that for an arbitrary \( h \in H^2(E_1) \)
\[ 0 = \langle f - (S \oplus \Sigma) g, (S \oplus \Sigma) h \rangle = \langle (S \oplus \Sigma)^* f - g, h \rangle \]
Therefore \( (S \oplus \Sigma)^* f - g \in H^2(E_1) \) and \( g = P_+ (S \oplus \Sigma)^* f. \) \( \square \)
Note that
\[ S(\zeta)^* \frac{v}{1 - \zeta_0} = \zeta (S(\zeta)^* - S(\zeta_0)^*) \frac{v}{\zeta - \zeta_0} + S(\zeta_0)^* \frac{v}{1 - \zeta_0} \]
and the first term in RHS belongs to $H^2(E_1)$. Therefore
\[ P_+(S \oplus \Sigma)^* \left( \frac{v}{1 - \zeta_0} \oplus 0 \right) = \frac{S(\zeta_0)^*v}{1 - \zeta_0} \]
This finalize the proof of Lemma A.4.

Using (A.9) to a vector $f \in K_S$ we associate $f_* \in H^2(E_1)$ by
\[ \zeta f_*(\zeta) = S(\zeta)^* f_1(\zeta) + \Sigma(\zeta) f_2(\zeta), \quad \zeta \in \mathbb{T}. \]
For $u \in E_1$, by $\overline{\nu}$ we mean certain anti-linear involution in $E_1$,
\[ \langle \overline{\nu_1}, \overline{\nu_2} \rangle = \langle u_2, u_1 \rangle, \quad u_1, u_2 \in E_1. \]
Therefore the following bounded functional also has sense
\[ f \mapsto \langle u, f_*(\zeta_0) \rangle, \quad f \in K_S, \quad \zeta_0 \in \mathbb{D}, \quad u \in E_1. \quad (A.10) \]

**Lemma A.6.** The functional $(k_*\zeta_0,u)$ defined by $(A.10)$, i.e.,
\[ \langle f, (k_*\zeta_0,u) \rangle = \langle u, f_*(\zeta_0) \rangle, \quad f \in K_S, \]
is given by
\[ (k_*\zeta_0,u)(\zeta) = \frac{S(\zeta) - S(\zeta_0)}{\zeta - \zeta_0} \overline{\nu} \oplus \frac{\Sigma(\zeta)}{\zeta - \zeta_0} \overline{\nu}. \]

**Proof.** We have
\[ \langle f, (k_*\zeta_0,u) \rangle = \left\langle \zeta f_*(\zeta), \frac{\overline{\nu}}{\zeta - \zeta_0} \right\rangle = \left\langle f_*(\zeta), \frac{u}{1 - \zeta_0} \right\rangle = \langle u, f_*(\zeta_0) \rangle. \]

\[ \square \]

**Proposition A.7.** The following set
\[ \text{span}\{k_{\zeta_1,v}(k_*\zeta_2,u) : \zeta_j \in \mathbb{D}, \quad u \in E_1, v \in E_2\} \]
is dense in $K_S$.

**Proof.** If $f \in K_S$ is orthogonal to all such vectors, then $f_1 = 0$ (by Lemma A.4) and $f_* = 0$ (due to Lemma A.3). Therefore
\[ \Sigma(\zeta) f_2(\zeta) = 0, \quad \text{for a.e. } \zeta \in \mathbb{T}. \]

Since $f_2 \in \Sigma L^2(E_1)$, we get $f_2 = 0$. \[ \square \]

We note that for the dual unitary node
\[ U^* : K \oplus E_2 \rightarrow K \oplus E_1 \]
we have
\[ \mathcal{E}(\zeta, U^*) = P_{E_1} U^* (I_{K \oplus E_2} - \zeta P_K U^*)^{-1}|_{E_2} = \mathcal{E}(\zeta), \quad \mathcal{E}(\zeta) = \mathcal{E}(\zeta, U^*). \]
Therefore the corresponding Christoffel–Darboux identity, see (A.3), is of the form
\[ \mathcal{G}_e(\zeta_0)^* \mathcal{G}_e(\zeta) = \frac{I_{E_2} - \mathcal{E}(\zeta_0) \mathcal{E}(\zeta)}{1 - \zeta_0 \zeta}, \quad (A.11) \]
where
\[ \mathcal{G}_e(\zeta) = P_K U^* (I_{K \oplus E_2} - \zeta P_K U^*)^{-1}|_{E_2}. \]

**Theorem A.8.** Let $U : K \oplus E_1 \rightarrow K \oplus E_2$ be a unitary node with the characteristic function $S(\zeta) = \mathcal{E}(\zeta, U)$. Then the densely defined operator
\[ \mathcal{F} : K_S \rightarrow K \quad \text{s.t.} \quad \mathcal{F} k_{\zeta_0,v} = \mathcal{G}_e(\zeta_0) v, \quad \mathcal{F}(k_*\zeta_0,u) = \mathcal{G}(\zeta_0) \overline{u} \quad (A.12) \]
is an isometry.
Proof. By (A.8) and (A.11) we have
\[
(k_{\zeta_1, v_1}, k_{\zeta_2, v_2})_{K_S} = (\mathcal{G}_*(\overline{\zeta_1})v_1, \mathcal{G}_*(\overline{\zeta_2})v_2)_{K}.
\]
Since
\[
((k_*)_{\zeta_1, u_1}, (k_*)_{\zeta_2, u_2})_{K_S} = (u_2, ((k_*)_{\zeta_1, u_1})^*_{\zeta_2})
\]
and
\[
((k_*)_{\zeta_1, u_1})^*_{\zeta_2}(\zeta) = \frac{I_{E_1} - S(\zeta)^* S(\zeta)}{1 - \zeta \zeta_1}
\]
we have
\[
((k_*)_{\zeta_1, u_1}, (k_*)_{\zeta_2, u_2})_{K_S} = \left( \frac{I_{E_1} - S(\zeta)^* S(\zeta)}{1 - \zeta \zeta_1}, u_2 \right).
\]
By (A.3) we get
\[
((k_*)_{\zeta_1, u_1}, (k_*)_{\zeta_2, u_2})_{K_S} = (\mathcal{G}(\zeta) \pi_1, \mathcal{G}(\zeta) \pi_2).
\]
Finally
\[
((k_*)_{\zeta_1, u}, k_{\zeta_2, v})_{K_S} = \left( \frac{S(\zeta_2) - S(\zeta_1) \pi_1}{\zeta_2 - \zeta_1}, v \right).
\]
At the same time
\[
(\zeta_2 - \zeta_1)\mathcal{G}(\zeta_2)^* \mathcal{G}(\zeta_1) = P_{E_2}(I_{K \oplus E_2} - \zeta_2 U P_K)^{-1} \zeta_2 U P_K U (I_{K \oplus E_1} - \zeta_1 P_K)^{-1} P_{E_1}
\]
\[
- P_{E_2}(I_{K \oplus E_2} - \zeta_2 U P_K)^{-1} U \zeta_1 P_K U (I_{K \oplus E_1} - \zeta_1 P_K)^{-1} P_{E_1}
\]
\[
= -P_{E_2} U (I_{K \oplus E_2} - \zeta_1 P_K)^{-1} P_{E_1} + P_{E_2} (I_{K \oplus E_1} - \zeta_2 U P_K)^{-1} U P_{E_1}.
\]
Therefore
\[
(\mathcal{G}(\zeta_1) \pi_1, \mathcal{G}(\zeta_2) \pi_2)_{K} = \left( \frac{S(\zeta_2) - S(\zeta_1) \pi_1}{\zeta_2 - \zeta_1}, v \right)
\]
and the theorem is completely proved. \[\square\]

**Corollary A.9.** Let \(U : K \oplus E_1 \to K \oplus E_2\) be a unitary node with the characteristic function \(S(\zeta)\). Let \(F : K_S \to K\) be given by (A.12). Then \(U\) acts unitary in \(K \ominus F K_S\).

Proof. Note that \(U\) acts unitary from \(F K_S \oplus E_1\) to \(F K_S \oplus E_2\). Therefore it acts unitary in the orthogonal complements
\[
(K \oplus E_1) \ominus (F K_S \oplus E_1) = K \ominus F K_S \quad \text{and} \quad (K \oplus E_2) \ominus (F K_S \oplus E_2) = K \ominus F K_S.
\]
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