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Abstract

We have evaluated the optimal secrecy rate for Amplify-and-Forward (AF) relay networks with multiple eavesdroppers. Assuming i.i.d. Gaussian noise at the destination and the eavesdroppers, we have devised technique to calculate optimal scaling factor for relay nodes to obtain optimal secrecy rate under both sum power constraint and individual power constraint. Initially, we have considered special channel conditions for both destination and eavesdroppers, which led us to analytical solution of the problem. Contrarily, the general scenario being a non-convex optimization problem, not only lacks an analytical solution, but also is hard to solve. Therefore, we have proposed an efficiently solvable quadratic program (QP) which provides a sub-optimal solution to the original problem. Then, we have devised an iterative scheme for calculating optimal scaling factor efficiently for both the sum power and individual power constraint scenario. Necessary figures are provided in result section to affirm the validity of our proposed solution.

I. INTRODUCTION

Recently a significant amount of research is going on to ensure secure communication in wireless networks. Due to broadcast nature of wireless transmission, the transmitted messages can be intercepted by eavesdroppers. Though cryptographic security can be used to counteract eavesdropping, but secrecy measure of such scheme relies on the computational complexity of cryptographic functions rather than information theoretic principles. Also, distributing secret key across the network has its own overhead. On contrary, physical layer security schemes exploit the inherent randomness present in the wireless channel and provide information theoretically provable secure communication irrespective of the computational capability of the eavesdropper(s).

Physical layer security came to existence when Wyner in a seminal paper [1] showed that a non-zero secrecy rate is possible for a discrete memoryless channel if the eavesdropper’s channel is degraded. Following his work researchers have evaluated secrecy capacity and equivocation region of Single antenna and Multi-antenna systems. However, resource constrained multi-hop networks have not got enough attention though they are practically significant.
In a multihop wireless network, intermediate relay nodes have to follow certain relaying strategy for forwarding packets to the next relay or destination. Amplify and forward relaying scheme is simplest among them where each node transmits the message it has received after amplification (scaling). Though simplest in nature but the significance of this scheme lies in its low cost implementation and effectiveness against fading. Nevertheless, from theoretical point of view study of such a relaying scheme can help us to estimate lower bounds of the channel capacity of other communication scenarios (e.g. Analog Network Coding). Very recently, researchers have started investigating the significance of amplify and forward relaying for attaining physical layer security [15, 16].

In our paper we consider a scenario where relay nodes uses amplify and forward relaying to convey the source message to the destination. However, due to the presence of one or more eavesdropper secrecy of communication is in jeopardy. For such a scenario secrecy rate of the network provide a good measure of performance of the system. Unlike some previous works where only total relay power constraints is assumed, we consider the individual relay power constraint also. In practice the relay nodes are generally powered by their individual power source without any means to share their power sources (e.g. battery). Therefore, individual relay constraint is more relevant in practical situations and general. Assuming the availability of global channel state information (CSI), we consider a two hop network consists of a single source, a single destination and multiple relay nodes. As each of the relay node connects the source and destination separately, they form a diamond like structure and hence named accordingly. We begin our analysis with a symmetric diamond network and provide the analytical solution for optimal scaling factor of relay nodes. We then relax the symmetric network assumption and analyze the scenario where eavesdropper’s channel vector is scaled version of receiver’s channel. For general case where multiple eavesdroppers are involved we have multiple secrecy rate corresponding to each eavesdropper and the objective would be to maximize the minimum of them over the same constraint set. In our paper, we provide a sub-optimal solution for individual relay constraints, whereas we propose an iterative algorithm for secrecy rate in case of sum constraint and individual constraint.

We summarize our contribution as follows:

- For symmetric diamond network we provide analytical solution for secrecy rate.
- We discuss and analyze a step-by-step procedure for calculating optimal secrecy rate when eavesdropper’s channel vector is scaled version of receiver’s channel.
- For general case we discuss the sub-optimal “zero-forcing” solution for individual relay constraint. There we reformulate the optimization problem as a quadratic program which can be solved efficiently.
- We propose an iterative algorithm for obtaining optimal secrecy rate for sum relay and individual constraint scenarios.

Organization

Our paper is organized as follows: In Section II we survey the related work. The system model and notations are introduced in Section III. In Section IV we analyze the secrecy rate for several channel conditions of receiver and
eavesdropper. We illustrate numerical results of the formulations in Section V. We conclude our paper in Section VI with a brief summary and possible future work.

II. RELATED WORKS

Amplify and forward scheme was introduced by Schein and Gallager [2] and was considered as a mean of cooperative communication by [3], [4], [5]. Later several researchers have reported that cooperative scheme like amplify and forward not only provides robustness against channel variations but also ensures non-zero secrecy rate in certain scenarios where otherwise it is zero. For example, if the source to destination channel is poor as compared to source to eavesdropper channel, then by using appropriate scaling factor in relay nodes we can cancel out the received signal at eavesdropper and thereby improve the secrecy rate. As we have assumed gaussian channel model it is worth mentioning that the secrecy capacity for Gaussian Wiretap channel was evaluated by Cheong and Hellman [6]. Later the effect of fading on gaussian wiretap channel model was analysed by [7] and [8]. The wire-tap model in context of multi-antenna system was considered and analysed by [9], [10], [11] and [12]. But both the single and multi-antenna system were limited to single-hop network. As the multi-hop wireless networks are equally significant, so recently research in this area has got a good pace. Lai and Gamal [13] evaluated the secrecy capacity of relay-eavesdropper channel for different cooperative schemes and also evaluated corresponding equivocation region. Authors in [14] reported the improvement in physical layer security with the help of cooperating relays. Same authors later elaborated the significance of amplify and forward scheme for attaining physical layer security in [15]. But in their work they considered total relay constraint criteria and provided bounding results for secrecy capacity. For multiple eavesdroppers scenario they suggested the “zero-forcing solution” where by beam-forming the transmitted signal is nullified at each eavesdropper. The more practical individual relay constraint criteria was considered in [16], [17]. The authors of the both the papers provided an iterative algorithm for calculating the optimal amplification vector for relay nodes for maximizing secrecy rate using semi-definite relaxation. Our work discusses the special cases of the model considered in [17] and investigate the nature of the solution for those special cases. Our approach significantly differs from the techniques used in [16] and [17] as we have converted our problem into a convex optimization problem by using a noble transformation of variables. Further we discuss the convergence of the solution to the global optimum. Infact we identify that for certain special cases we can evaluate the optimal scaling factor analytically. Those analytical results are motivated from [18] and [19], where authors have devised schemes to find the optimal amplification vector for attaining the capacity of amplify and forward network under individual relay constraints in absence of secrecy criteria.

III. SYSTEM MODEL

The system model consists of a single source, a single destination, $M$ relay nodes and eavesdroppers as shown in figure 1. The channel gain from source node to the $i^{th}$ relay node is denoted by a real constant $h_{s,i}$. Similarly channel gain from the $i^{th}$ relay node to destination or to eavesdropper is denoted by $h_{i,d}$ and $h_{i,e}$, respectively. Now, if we consider discrete time instants and neglect the transmission delays, then signal received at each relay
node due to the source can be expressed as:

\[ y_i[n] = h_{s,i}x_s[n] + z_i[n] \]  \hspace{1cm} (1)

where \( x_s[n] \) is the channel input at time instant \( n \) and \( z_i[n] \) is the noise at relay \( i^{th} \) node. We assume that \( \{z_i[n]\}, -\infty < n < \infty \) forms an i.i.d. sequence of Gaussian random variables with zero mean and variance \( \sigma^2 \), i.e. \( z_i[n] \sim \mathcal{N}(0, \sigma^2) \) which is independent of the input signal at that receiver. In case of AF scheme each relay node scales its received signal before transmitting. The maximum scaling factor is determined by the individual power constraint of relay node and the received signal power at that relay node. We assume a power constraint over transmitted signal from each node which can be expressed as:

\[ E[x_i^2[n]] \leq P_i, \quad -\infty < n < \infty, \quad i \in \{s, 1, 2, \ldots, M\} \]

So, transmitted signal from each relay node can be written as:

\[ x_i[n+1] = \beta_i y_i[n], \quad -\beta_{i,\text{max}} \leq \beta_i \leq \beta_{i,\text{max}} \quad \text{where} \quad \beta_{i,\text{max}}^2 = \frac{P_i}{h_{s,i}^2P_s + \sigma^2} \]  \hspace{1cm} (2)

Now, we can express the received signal at destination and eavesdroppers in following manner:

\[ y_d[n] = \sum_{i=1}^{M} h_{i,d}x_i[n] + z_d[n] \]  \hspace{1cm} (3)

\[ y_k[n] = \sum_{i=1}^{M} h_{i,k}x_i[n] + z_k[n] \]  \hspace{1cm} (4)

Here \( z_d[n] \) and \( z_k[n] \) are mutually independent i.i.d. random variables distributed according to \( \mathcal{N}(0, \sigma^2) \) and also independent of \( z_i[n] \). For the layered network shown in figure 1 both source signal \( x_s[.] \) and noise signals \( z(.,[.]) \) arrive at destination or eavesdropper traversing different but same respective delayed path. Therefore, the received signal at destination and eavesdroppers are free of intersymbol interference. So, we can omit the time indexing and use equation (1), (2) and (3) to write the following expression.

\[ y_d = \sum_{i=1}^{M} h_{s,i}\beta_i h_{i,d}x_s + \sum_{i=1}^{M} \beta_i h_{i,d}z_i + z_d \]  \hspace{1cm} (5)
In similar manner the received signal at eavesdropper can be written using equation (1), (2) and (4).

\[ y_k = \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,k} x_s + \sum_{i=1}^{M} \beta_i h_{i,k} z_i + z_k, \quad k \in \{1, 2, \cdots K\} \]  

(6)

The secrecy rate at destination for such a network model can be written as \([1]\):

\[ R_s(P_s) = \min_k \left[ I(x_s; y_d) - I(x_s; y_k) \right], \quad k \in \{1, 2, \cdots K\} \]  

(7)

where \(I(x_s; y)\) represents the mutual information between random variable \(x_s\) and \(y\). Secrecy capacity is defined as the maximum achievable secrecy rate over all the distribution of source symbol and scaling vector \(\beta\). Now, due to \([6]\) we know that secrecy capacity is attained for Gaussian channels when the inputs are distributed according to \(N(0, P_s)\) where \(E[x_s^2] = P_s\). Therefore, optimal secrecy rate can be written as following optimization problem.

\[
R^*_s(P_s) = \max_{\beta} \min_{k \in \{1, 2, \cdots K\}} \left[ R_d(P_s, \beta) - R_k(P_s, \beta) \right] \\
= \max_{\beta} \min_{k \in \{1, 2, \cdots K\}} \left[ \frac{1}{2} \log \left( 1 + SNR_d \right) - \frac{1}{2} \log \left( 1 + SNR_k \right) \right]
\]  

(8a)

where \(SNR_l = \frac{\left( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,l} \right)^2}{1 + \sum_{i=1}^{M} (\beta_i h_{i,l})^2} \frac{P_s}{\sigma^2}\).

If we use the following vector and matrix notations then SNR at destination or eavesdropper can be represented as:

\[
SNR_l = \frac{\left( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,l} \right)^2}{1 + \sum_{i=1}^{M} (\beta_i h_{i,l})^2} \frac{P_s}{\sigma^2} = \frac{(h_{s,l}^t \beta)^2}{1 + \beta^t diag(h_{l}) \beta} \frac{P_s}{\sigma^2}
\]  

(9)

where \(h_{s,l} = [h_{s,1}, h_{s,2}, \cdots, h_{s,M}]^t\)

\[
diag(h_l) = \begin{bmatrix} h_{1,l}^2 & 0 & \cdots & 0 \\ 0 & h_{2,l}^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & h_{M,l}^2 \end{bmatrix}
\]  

and \(l \in \{d, 1, 2, \cdots, K\}\)

IV. Secrecy rate analysis

A. Special Cases

1) Symmetric Network: We consider a \(M\) relay node symmetric network with single eavesdropper. By symmetric network we mean that the channel gain from source to all the relays are equal, i.e. \(h_{s,i} = h_{s,j} = h_s, \quad \forall i, j \in \{1, 2, \ldots, M\}\). Same is true for the respective channel gains from any relay node to destination and relay node to eavesdropper; we denote them by \(h_d\) and \(h_e\), respectively. This kind of scenario can occur in real world if the relay nodes are co-located i.e. relay nodes are quite close to each other or if there is a single relay with multiple
Optimal solution of equation (11) we get

\[ \sum_{j=1}^{M} \gamma_i \left( 2 \sum_{i=1}^{M} \beta_i^2 + \nu + \mu \right) - \sum_{i=1}^{M} \gamma_i \beta_i \left( \sum_{j=1}^{M} \beta_j \right)^3 + \nu \mu = 0 \quad (11) \]

Similar equation can be obtained if we take derivative with respect to \( \beta_j \), \( j \neq i \) and \( j \in \{1, 2, \ldots, M\} \). Subtracting this equation from equation (11) we get

\[ (\beta_i - \beta_j) \left( \sum_{j=1}^{M} \beta_j \right) \left\{ \left( 2 \sum_{i=1}^{M} \beta_i^2 + \nu + \mu \right) + \gamma_i \left( \sum_{j=1}^{M} \beta_j \right)^3 \right\} = 0 \quad (12) \]

Hence, \( \beta_i = \beta_j \), \( i, j \in \{1, 2, \ldots, M\} \)

**Corollary 1.** Optimal solution of equation (10) can be attained by solving the following optimization problem

\[
\beta_{AF}^* = \begin{cases} 
\frac{1}{\beta_{\text{max}}} \left( \frac{\sigma^2}{P_{h} M^2 h_d^2 h_e^2} \right)^{1/2} & \text{if } \beta_{\text{max}} \left( \frac{\sigma^2}{P_{h} M^2 h_d^2 h_e^2} \right) < M^2 h_d^2 h_e^2 \\
\beta_{\text{max}}, & \text{otherwise}
\end{cases}
\]

**Proof:** As the optimal solution corresponds to equal values of \( \beta_i \)'s, so replacing them by \( \beta \) in equation (10) we get the above expression. Now it is easy to see that if we introduce the following parameters: \( h_{sr} = \sqrt{M} h_s \), \( h_{r,d} = \sqrt{M} h_d \) and \( h_{r,e} = \sqrt{M} h_e \) then the above problem become single relay secrecy rate maximization problem. So, we can use the solution of that problem which can be calculated easily.
B. Asymmetric Network with $h_e = \alpha h_d$

For sake of analysis we consider a new variable $\omega_i = h_{i,d}^\alpha$, its upper bound $\omega_{i,max} = h_{i,d}^\alpha \beta_{i,max}$ and a new parameter $g_{s,i} = \sqrt{\frac{P_s}{\sigma^2}} h_{s,i}, \forall i \in \{1, 2, \cdots, M\}$. Therefore, secrecy rate expression can be written as:

$$ R_s = \frac{1}{2} \log \left( 1 + \frac{(\sum_{i=1}^{M} g_{s,i} \omega_i)^2}{1 + \sum_{i=1}^{M} \omega_i^2} \right) $$

It is easy to see that non-zero secrecy rate can be obtained only if $\alpha < 1$. If we denote $\sum_{i=1}^{2} \omega_i^2 = r^2$ then the above expression can be written as: $1 + \frac{\Psi(\omega)}{1 + \frac{\Psi(\omega)}{1 + \frac{\Psi(\omega)}{1 + \frac{\Psi(\omega)}}}}$, where $\Psi(\omega) = (\sum_{i=1}^{M} g_{s,i} \omega_i)^2$, $\varrho_1 = \frac{1}{1 + r^2}$ and $\varrho_2 = \frac{\alpha^2}{1 + \varrho_1 r^2}$. It is easy to see that as $\alpha < 1$, so $\varrho_1 > \varrho_2$ and therefore the expression will be maximized when $\Psi(\omega)$ is maximum.

**Individual Constraint:** To maximize $\Psi(\omega)$ we formulate following optimization problem.

$$ \max \left( \sum_{i=1}^{M} g_{s,i} \omega_i \right)^2 $$

s.t. $\sum_{i=1}^{M} \omega_i^2 = r^2$

One can easily calculate the optimal $\omega$ vector which is equal to $\frac{g_{s,i}}{||g_s||} r$. By replacing this in the secrecy rate equation along with the sum constraint we can formulate following optimization problem in $r$:

$$ \max \frac{1 + \frac{||g_s||^2 r^2}{1 + \frac{||g_s||^2 r^2}}}{1 + \frac{\alpha^2 ||g_s||^2 r^2}{1 + \alpha^2 r^2}} $$

The solution to this problem is $r^* = \frac{1}{\sqrt{\alpha \sqrt{1 + ||g_s||^2}}}$. Now, if $\frac{R_s}{||g_s||}$ $r^*$ satisfy individual constraints of $\omega_i$ then this is the optimal solution, else we move to next step. This case considers the scenario when the solution obtained using above method violates any of the $\omega_i$’s constraints.

We arrange $\omega_i$’s according to $\frac{g_{s,i}}{\omega_i,max}$ and denote them as $\omega(1) \geq \omega(2) \geq \cdots \omega(M)$. We follow the same ordering for $g_{s,i}$’s also and denote the ordered values as $g_{s,(i)}$. Let us assume that the individual constraint is violated up to $m^{th}$ ordered variable. As the $m$ variables have violated their constraints we can replace them by their individual upper bound, whereas, for the rest of the variables we still need to find their optimum values. Now we introduce some notations for the analysis in the next section.

$$ p_m = \sum_{i=1}^{m} g_{s,(i)} \omega(1),max $$

$$ q_m = \sum_{i=1}^{m} \omega^2(1),max $$

$$ s_m = \sum_{i=m+1}^{M} g_{s,(i)}^2 $$

Following the argument presented in [13], we can easily upper bound those variables.
The solution to the above problem can be calculated by solving the following optimization problem in terms of \( \omega \) for this scenario. In the subsequent paragraph we formulate an optimization problem with total sum constraint on the transmitted signal get canceled at eavesdropper. We formulate a quadratic program with individual constraint on variables by their respective upper bounds and rest of them by a scaled vector of \( g \) variables. The objective function will be maximized when the vector composed of those variables lies in the direction of \([g_s,(m+1),\cdots,g_s,(M)]^t\) vector. Therefore, we have to find the optimal scaling factor \( (\lambda_m) \) for those variables. Now by replacing the first \( m \) ordered variables by their respective upper bounds and rest of them by a scaled vector of \( g_s,(m+1),\cdots,\) we obtain following optimization problem in terms of \( \lambda_m \).

\[
\max_{\lambda_m} \frac{1 + \frac{(p_m + s_m \lambda_m)^2}{1 + q_m + s_m \lambda_m^2}}{1 + \frac{\alpha^2 (p_m + s_m \lambda_m)^2}{1 + \alpha^2 q_m + \alpha^2 s_m \lambda_m^2}}
\]

The solution to the above problem can be calculated by solving the following 4th degree polynomial \( P(\lambda_m) \).

\[
\lambda^4 + \frac{p_m (2 + 3 \gamma_s s_m)}{s_m (1 + \gamma_s s_m)} \lambda^3 + \frac{3 p_m^2 \gamma_s}{s_m (1 + \gamma_s s_m)} \lambda^2 + \frac{p_m (\gamma_s p_m \alpha^2 + 2 q_m \alpha^2 + \alpha^2 + 1)}{s^2 \alpha^2 (1 + \gamma_s s_m)} \lambda_m - \frac{(1 + q_m) (1 + \alpha^2 q_m)}{s^2 \alpha^2 (1 + \gamma_s s_m)} = 0
\]

**Characterization of the roots:** As we can see that the co-efficients of the polynomial \( P(\lambda_m) \) are all positive except the last one and therefore there is only one variation in sign of co-efficients. Using the Descartes’ rule of sign the number of positive root has to be one.

**Discussion:** Based on the number of variables violating their individual constraints we can divide the feasible set in several non-overlapping subsets. For example, let us assume that the solution obtained using first approach has only the first variable (after ordering) at its boundary. This is a feasible point for individual constraints also. We denote the corresponding \( r \) as \( r_1 \). We can write the optimal solution in terms of \( r_1 \) in following way: \( \omega^* = \frac{g_s}{|g_s|} r_1 = \frac{h_s}{|h_s|} r_1 \) and for the first variable \( \omega(1), \max = \frac{h_s}{|h_s|} r_1 \) \( r_1 = \frac{|h_s|}{|h_s|} \omega(1), \max = \sqrt{\frac{h_s}{h_s} \omega(1), \max + q_1} \). Similarly, we can write \( r_m = \sqrt{\frac{s_m}{h_s} \omega(1), \max + q_m} \) for \( m \in \{1, 2, \ldots, (M-1)\} \) and \( r_M = q_M \). Now, if we consider \( r \in [r_m, r_{m+1}] \) region then the start point, i.e. \( r_m \) indicates that \( m \) ordered variables have reached their corresponding boundary and scaling factor \( \lambda = \frac{\omega(m+1), \max}{h_s, (m+1)} \). On the otherhand at \( r_{m+1}, \) \( (m+1)th \) variable has just reached its boundary, i.e. \( \lambda = \frac{\omega(m+1), \max}{h_s, (m+1)} \).

**Remark:** If \( 0 \leq r \leq \sqrt{\frac{h_s}{h_s} \omega(1), \max + q_1} \), then we can obtain the optimal scaling vector using first approach.

**C. General Case with degraded eavesdroppers channels**

In this subsection we evaluate the optimal \( \beta \) vector for two different kind of constraints without imposing any assumption on channel gains. At first we consider the zero forcing solution where \( \beta \) values are chosen such that the transmitted signal get canceled at eavesdropper. We formulate a quadratic program with individual constraint for this scenario. In the subsequent paragraph we formulate an optimization problem with total sum constraint on
\( \beta \) vector and discuss an iterative approach for calculating the optimal value. It is easy to see that the zero forcing solution will lower bound the optimum secrecy rate for individual constraint whereas total sum constraint will upper bound the same.

**Zero Forcing for individual constraints:** In this approach we equate the SNR to zero. As a result the equivalent optimization problem can be written as:

\[
\max_{\beta} \frac{\left( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,d} \right)^2}{1 + \sum_{i=1}^{M} (\beta_i h_{i,d})^2} \tag{13a}
\]

such that \( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,k} = 0, \ k \in \{1, 2, \ldots, K\} \) \( \tag{13b} \)

\(- \beta_{max,i} \leq \beta_i \leq \beta_{max,i}, \ i \in \{1, 2, \ldots M\} \) \( \tag{13c} \)

We can also formulate following quadratic program which can be solved efficiently.

**Proposition 2.** The optimization problem (12) is equivalent to following quadratic program

\[
\max_{w} \ w^t w \\
\text{s.t.} \quad \tilde{H}_\rho w = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \\
H_\beta w \leq 0
\]

**Proof:** It can be shown that the optimal solution does not change if we rewrite the objective function as \( \min \frac{1 + \sum_{i=1}^{M} (\beta_i h_{i,d})^2}{\left( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,d} \right)^2} \), because \( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,d} \neq 0 \). If we consider a new variable \( v \) such that \( \sum_{i=1}^{M} h_{s,i} \beta_i h_{i,d} = v \), then in terms of variable vector \( z = [\omega^t, 1] \), we can easily write a quadratic optimization problem, where \( \omega_i = h_{s,i} \beta_i, \forall i \in \{1, 2, \ldots, M\} \). The denominator of the objective function (13a) can be written as a constraint in terms of this variable vector as, \([h_s^t, 0]w = 1\). We consider two new parameters \( \rho_{i,k} = \frac{h_{i,k}}{h_{i,d}}, \forall i \) and \( h_{sik} = h_{s,i} \rho_{i,k}, \forall i \).

We then define matrix \( H_\rho \) such that \( (H_\rho)_{k,i} = h_{sik}, i \in \{1, 2, \cdots, M\} \) and \( \forall k \) and \( (H_\rho)_{k,M+1} = 0, \forall k \). \( \tilde{H}_\rho \) is generated by concatenating the constraint due to denominator and eavesdroppers. \( H_\beta \) can be obtained by rearranging the following constraint: \(-h_{d,i} \beta_{i,max} w_{M+1} \leq w_i \leq h_{d,i} \beta_{i,max} w_{M+1}, \forall i \) QED

**Optimal Secrecy rate for total Sum Constraint:** From equation (8) we can rewrite the equivalent optimization problem in following manner:

\[
\max_{\eta} \max_{\beta} \frac{1 + SNR_d(\beta)}{1 + \eta} \\
\text{s.t.} \quad SNR_k(\beta) \leq \eta, \ k \in \{1, 2, \ldots, K\} \\
\beta^t \beta \leq \beta_{tot}
\]
Our Approach: This problem becomes a single dimensional optimization problem if we know the solution of inner optimization problem for a fixed $\eta$. Then we can search over the range of $\eta$ for the optimum $\eta$ at which the maximum objective function value is attained. We can use bi-section algorithm to find the optimal $\eta$ and the corresponding optimum decision variable $\beta$.

Range of $\eta$: As $\eta = 0$ will result in sub-optimal zero-forcing solution, so we can start with small values of $\eta$, typically in the range of $10^{-6}$. The upper bound on $\eta$ can be calculated by solving the following optimization problem:

$$\max_{\beta} \frac{(h^t_{s,k}\beta)^2}{1+\beta^tD_k\beta}$$ \hspace{1cm} (14a)

s.t. $\beta^t\beta \leq \beta_{tot}$ \hspace{1cm} (14b)

$h_{s,k} = [h_{s,1}h_{1,k}, h_{s,2}h_{2,k}, \cdots, h_{s,M}h_{M,k}]^t$, $D_k = diag(h^2_{1,k}, h^2_{2,k}, \cdots, h^2_{M,k}) \forall k \in \{1, 2, \cdots, K\}$. The solution of this problem is $\eta_{k,max} = h_{s,k}^t\tilde{D}_k^{-1}h_{s,k}$, where $\tilde{D}_k = \frac{1}{\beta_{tot}}I + D_k$ and $\eta_{max} = \max_k \eta_{k,max}$.

We consider the following transformation for converting the non-convex problem into a convex one.

$$\omega_i = \beta_i h_{i,d}, \text{ and } v_i = \frac{\omega_i}{\sqrt{1+\sum_{i=1}^{M} \omega_i^2}}$$ \hspace{1cm} (15a)

or compactly $v = \frac{\omega}{\sqrt{1+\omega^t\omega}} \iff \omega = \frac{v}{\sqrt{1-\omega^tv}}$ \hspace{1cm} (15b)

- **Objective function**: For a fixed $\eta$ our objective is to maximize $(\sum_{i=1}^{M} h_{s,i}v_i)^2$ or equivalently $v^t h_s h_s^tv$.

- **Eavesdroppers constraint**: From equation (*) eavesdroppers’ SNR constraints can be written as:

$$SNR_k = \frac{(h^t_{s,k}\beta)^2}{1+\beta^t diag(h_{k})\beta \sigma^2} \leq \eta, \forall k \in \{1, 2, \cdots, K\}$$

Using the same transformation on the SNR constraint due to eavesdropper we get:

$$\frac{\omega^t(h_{s,p,k}h_{p,k}^t)\omega}{1+\omega^tD_{pk}\omega} \sigma^2 \leq \eta$$

where $h_{s,p,k} = [h_{s,1}\rho_{1,k}, h_{s,2}\rho_{2,k}, \cdots, h_{s,M}\rho_{M,k}]^t$, $D_{pk} = diag([\rho_{1,k}^2, \rho_{2,k}^2, \cdots, \rho_{M,k}^2])$ and $\rho_{i,k} = \frac{h_{i,k}}{h_{i,d}}, \forall i$.

We transform the above expression in terms of $v$ and rearrange it to obtain:

$$v^t C_k(\eta)v \leq 1$$

where $C_k(\eta) = h_{s,p,k}h_{p,k}^t P_s \eta^{-1} \sigma^2 + I - D_{pk}$.

If $\rho_{i,k} = \frac{h_{i,k}}{h_{i,d}}, \forall i,k$ then $I - D_{pk}$ is a diagonal matrix with positive entries, therefore, $C_k$ is a positive definite matrix.
• **Total Constraint:** Total constraint can be written in the following vector notations:

\[
\sum_{i=1}^{M} \beta_i^2 \leq \beta_{tot}
\]

\[
\implies \sum_{i=1}^{M} \frac{\omega_i^2}{h_{i,d}^2} \leq \beta_{tot}
\]

\[
\implies \sum_{i=1}^{M} \frac{v_i^2}{h_{i,d}^2(1 - \sum_{i=1}^{M} v_i^2)} \leq \beta_{tot}
\]

\[
\implies \sum_{i=1}^{M} (1 + \frac{1}{h_{i,d}^2 \beta_{tot}})v_i^2 \leq 1
\]

or \( v^T D_T v \leq 1 \) where \( D_T = \text{diag}([\frac{1}{h_{i,d}^2 \beta_{tot}}], \forall i) \)

As \( h_{s,i} > 0, \forall i \) and the constraints are quadratic in nature, so we claim that we can replace the quadratic objective function by a linear one i.e., \( h_s^T v \). Though maximum value of \( (h_s^T v)^2 \) for the given constraints can be obtained by finding the maximum and minimum value of linear objective \( h_s^T v \) for those same constraints, but those values will be indeed same. We can argue that using contradiction. Let us assume that the solutions of maximization and minimization problem are \( \hat{v}^* \) and \( \tilde{v}^* \), respectively. Now, if \( h_s^T \hat{v}^* < |h_s^T \tilde{v}^*| \), then we can find a vector \( -\tilde{v}^* \) which will not only satisfy the constraints but also has higher objective function value than \( \hat{v}^* \). Hence, \( \hat{v}^* \) cannot be optimum. Similar argument can be presented for minimization problem also and thus it proves our claim.

For a fixed \( \eta \) the reformulated optimization problem becomes:

\[
\max_x \ h_s^T v \quad \text{(16a)}
\]

\[
s.t. \quad v^T C_k(\eta) v \leq 1, \ k \in \{1, 2, \ldots K\} \quad \text{(16b)}
\]

\[
v^T D_T v \leq 1 \quad \text{(16c)}
\]

Now, it is easy to see that \( v^T D_T v \leq 1 \) is a M dimensional ellipsoid, also, \( C_k(\eta), k \in \{1, 2, \ldots, K\} \) are positive semidefinite symmetric matrix. Hence, this is a convex optimization problem and therefore global solution can be obtained using numerical routines. Once the optimal solution for a particular \( \eta \) is obtained, then we can calculate corresponding secrecy rate by evaluating \( \frac{1+(h_s^T v^*(\eta))^2}{1+\eta} \). Now, we use any line search method to calculate optimal \( \eta^* \) due to following proposition. We have used golden-section search for generating the results.

**Proposition 3.** \( \frac{1+(h_s^T v^*(\eta))^2}{1+\eta} \) is an unimodal function of \( \eta \) in the range \([0, \infty)\)

**Proof:** For lower values of \( \eta \), eavesdroppers’ constraints of optimization problem (16) are dominating and as \( \eta \) increases, so the volume of ellipsoids corresponding to those constraints. This results in enlargement of the feasible region, which causes increment in the objective function value of problem (16). Therefore, for values around \( \eta = 0 \), \( \frac{1+(h_s^T v^*(\eta))^2}{1+\eta} \) increases with \( \eta \). For higher values of \( \eta \), \( v^T D_T v \leq 1 \) is dominating constraint and objective function value become constant for those values of \( \eta \). So, as \( \eta \) increases objective function starts decreasing. Hence, there
is an intermediate point where \( \frac{1+(h_s^t v^*(\eta))^2}{1+\eta} \) reaches maximum value.

In the following subsection we discuss the single eavesdropper scenario with sum relay constraint and characterize the solution of secrecy rate maximization problem.

**Characterization of Solution for single eavesdropper scenario**

- **Case 1**: If \( \lambda_{\text{min}}(C) \) is the minimum eigen value of matrix \( C \) or \( D \) then as long the maximum eigen value of \( \lambda_{\text{max}}(D^T) < \lambda_{\text{min}}(C) \), the constraint \( x^T D^T x \leq 1 \) will be inactive and hence we are left with maximization of quadratic objective with a quadratic equality constraint. This is indeed generalized Rayleigh-quotient \(^{23}\) p. 176] and the solution of this problem can be easily obtained by calculating the eigen vector corresponding to maximum eigen value of the matrix \( C(\eta)^{-1} h_s^t h_s^t \). To calculate the eigen value of the matrix we can solve the following equation:

\[
C(\eta)^{-1} h_s^t h_s^t \mathbf{v} = \lambda \mathbf{v}
\]

As \( h_s^t \mathbf{v} \) is a scalar, then \( C(\eta)^{-1} h_s^t \) indeed lies in the direction of \( \mathbf{v} \) and in fact by neglecting scale factor we can write \( \mathbf{v} = C(\eta)^{-1} h_s^t \). Therefore, for this fixed \( \eta \) the secrecy objective function becomes:

\[
R_s(\eta) = \frac{1 + h_s^t C(\eta)^{-1} h_s}{1 + \eta}
\]

- **Case 2**: When the criteria mentioned above is not satisfied then both the constraints might be active, so we use following two step approach:
  - We solve the problem considering the first constraint only. If the solution obtained (\( x^* \)) satisfy the second constraint then this is the solution else we discard it and follow the next step.
  - In this case both the constraints are active and we have to solve the following problem.

\[
\begin{align*}
\max_{x} & \quad x^t h_s^t h_s^t x \\
\text{s.t.} & \quad x^T C(\eta) x = 1 \quad (17a) \\
& \quad x^T D^T x = 1 \quad (17b)
\end{align*}
\]

Now for this problem we can use any suitable numerical routine to find the global optimum which should satisfy the criteria mentioned in \(^{21}\).

**Optimal Secrecy rate for individual relay constraints**

The objective function and eavesdroppers’ constraints remain same as it was for total relay constraint scenario. But, unlike the previous case, instead of single relay constraint we have \( M \) relay constraints corresponding to each
of the relay nodes. The individual relay constraint and the transformed one is presented below:

\[ \beta_i^2 = \frac{\omega_i^2}{h_{i,d}^2} = \frac{v_i^2}{h_{i,d}^2(1 - v_i^2)} \leq \beta_{i,\text{max}}^2, \forall i \in \{1, 2, \cdots, M\} \]

\[ \implies v_i^2 \frac{v_i^2}{h_{i,d}^2\beta_{i,\text{max}}^2} \leq 1 \text{ or } v_i^2D_i v \leq 1 \]

where \((D_i)_{jk} = \begin{cases} 1 + \frac{v_i^2}{h_{i,d}^2\beta_{j,\text{max}}^2}, & \text{if } j = i \\ 1, & \text{if } k = j \neq i \\ 0, & \text{otherwise} \end{cases}\)

We can upper bound the \(\eta_{k,\text{max}}, \forall k\) in this scenario by using the solution of optimization problem \(\text{(14)}\). We use \(\beta_{\text{tot}} = \sum_{i=1}^{M} \beta_{i,\text{max}}^2\) in this case to evaluate the upper bound of \(\eta_{k,\text{max}},\) thereafter to be denoted as \(\hat{\eta}_{k,\text{max}}, \forall k\).

Similarly, \(\hat{\eta}_{\text{max}} = \max_k \hat{\eta}_{k,\text{max}}\). The inner optimization problem for a fixed \(\eta\) can be written as:

\[ \max_{\nu} h_i^T \nu \]

\[ \text{such that } v_i^T C_k(\eta) v \leq 1, k \in \{1, 2, \ldots K\} \quad (18a) \]

\[ v_i^T D_i v \leq 1, i \in \{1, 2, \ldots M\} \quad (18b) \]

Similar argument for unimodularity of \(\frac{1 + (h_i^T \nu^*(\eta))^2}{1 + \eta}\) as function of \(\eta\) within the range \([0, \hat{\eta}_{\text{max}}]\) can be presented in this case also. Hence, by using golden-section search we can obtain optimal \(\eta^*\) and thereby optimal \(\beta^*\) for individual relay constraint scenario with multiple eavesdroppers.

**Convergence and Iterations:** The \(f(\eta) = \frac{1 + (h_i^T \nu^*(\eta))^2}{1 + \eta}\) is a continuous function of \(\eta\) within the interval \([0, \eta_{\text{max}}]\), where \(x^*\) is the optimal solution of problem \(\text{(16)}\). Also, it is well known that for golden-section search method [13, chap. 2.1] after \(n\) iterations the updated interval can be written as:

\[ \eta_u^{(n)} - \eta_l^{(n)} = \tau^n \eta_{\text{max}} \text{ and } \eta^* \in [\eta_l^{(n)}, \eta_u^{(n)}] \]

where \(\tau = 0.618\). In other words \((\eta_u^{(n)} - \eta^*) \leq \tau^n \eta_{\text{max}}\) and \((\eta^* - \eta_l^{(n)}) \leq \tau^n \eta_{\text{max}}\) and therefore the sequence \(\{\eta_l^{(n)}\}_{n=1}^\infty\) and \(\{\eta_u^{(n)}\}_{n=1}^\infty\) linearly converges to \(\eta^*\) \([24]\).

If we consider a tolerance parameter \(\delta\), we can easily estimate the number of the iterations required.

\[ \tau^N \eta_{\text{max}} \leq \delta \implies N \geq 2.08 \ln \frac{\eta_{\text{max}}}{\delta} \]

**V. Results**

For evaluation of secrecy rate we consider a network whose main channel gains are sampled from a Rayleigh distribution with parameter 0.5. To obtain the degraded channels for eavesdroppers, we multiply the relay to destination channel gains with the samples from Uniform distribution\([0, 1]\). We average the results of 100 such networks while plotting the graphs. In Figure 2 we plot the variation of optimal \(\beta\) value and secrecy rate \(R_s\) with respect to source power \(P_s\) for symmetric network case. As the source power increases the bounds on \(\beta\) value keep contracting and therefore the optimal \(\beta\) value starts declining. This results in saturation of the secrecy rate. In
Fig. 2. Plot of optimal $\beta$ and secrecy rate ($R_s$) with respect to $P_s$ for symmetric network case.

Figure 3 we compare the secrecy rate obtained using proposed iterative approach with the optimal solution (solving (8a) directly using numerical routines) for randomly generated channel values. It is apparent that the outputs of the proposed iterative are equal to the corresponding optimal values. In Figure 4 we plot the secrecy rate with respect to source power ($P_s$) for direct solutions and the solutions obtained using iterative algorithm and zero forcing approach. The reason behind the shape of these curves is already discussed in context of Figure 2. Figure 5 depicts variation of secrecy with respect to number of relay nodes deployed. As the number of relay node increases new paths from source to destinations are available and therefore, by choosing proper scaling factor we can achieve
Fig. 4. Plot of optimal secrecy rate ($R_s^*$) vs. source power ($P_s$) for five (5) relay node diamond network with three (3) eavesdroppers using iterative approach, direct and zero-forcing formulation. Here we considered $P_r = 5$ and $\sigma^2 = 1$

Fig. 5. Plot of Secrecy rate ($R_s^*$) vs. No. of relay nodes ($M$) for diamond network with three (3) eavesdroppers for iterative approach, direct and zero-forcing formulation. The parameters used are $P_r = 5$, $P_s = 1$, $\sigma^2 = 1$.

better secrecy rate. This applies for all three schemes (zero forcing, individual constraint and sum constraint) and is also evident from the plot.

VI. CONCLUSION

We have calculated the optimal scaling vector for two-hop amplify and forward (AF) to obtain the optimum secrecy rate in the presence of multiple eavesdroppers. We begin with considering the special channel conditions for the diamond network and gradually moved to general scenario. Analytical solution for special channel conditions
and numerical solution for general scenario is proposed. In future we would like to investigate optimum secrecy rate of a general AF network. Also, as friendly jamming improves the secrecy rate in several scenarios, we would like to investigate the impact of jamming on secrecy rate in AF networks.
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