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Abstract. This paper describes the intrinsic qualities of a simple double pendulum (DP), with a visual representation, a rigorous deduction of the Lagrangian equation, and a concrete factor analysis. LSTM model was utilized to simulate the double pendulum’s periodic and chaotic behaviors and evaluates the effectiveness of the model. The auto-correlation coefficients was calculated. Meanwhile, Box-Pierce test and Ljung-Box tests for various state-dependent time series were conducted to give various initial conditions to explore the DP system’s random characteristics. The research results are as follows: 1) Chaos did not lead to direct randomness; 2) seasonality could coexist with chaos; 3) the highly auto-regressive nature of DP’s time series data are found. Therefore, it can be concluded that the chaos in a double pendulum has particular patterns (such as the positive relationship with the likelihood of being a random white noise series) that could be further explored.

1. Introduction

1.1. Background

The sensitive dependence on initial conditions is the hallmark of chaos. The chaos theory and its phenomena exist in many places: a cantilever beam, fluid-conveying viscoelastic nanotubes, ecological successions, and so forth [15] [18]. It is essential to note that, in particular, a double pendulum exhibits characteristics typical to the chaos when its pendulums are released from relatively large initial angles [16]. Chaotic motion is often unpredictable and chaotic, which stands true in the double pendulum case as well.

A simple dynamic model in physics, the double pendulum (DP) manifests some of the most intriguing characteristics due to its special double differential equation [5]. DP system demonstrates a dramatic growth of separations that are intrinsic to chaotic motion [16]. In physics, the chaotic nature of double pendulums could be examined numerically through Poincare sections and bifurcation diagrams [17]. In 2020, Chokri Nouar and Zine El Abidine Guennoun utilized the cryptographic propriety of double pendulum proposed a new mechanism for generating pseudo-random numbers [12]. Despite the useful and successful application, they did not dive into the theoretical connection between chaos and randomness, which this paper aims to accomplish.

Building on the theories proposed and analyses conducted above, this paper proposes the theoretical connections between randomness and chaos by evaluating the intrinsic random nature of the chaotic motion of double pendulums. Given that machine learning predicts the states of the bobs in a way different from the ODE solution, data from both methods will be evaluated and compared.

In this paper, the following questions will be investigated in different sections: Firstly, what are the fundamental qualities of a simple double pendulum? Secondly, how to deduce a rigorous motion
equation for the double pendulum? Thirdly, how to effectively model the DP system and further analyze its data? Fourthly, will the time series data of the double pendulum would be pure white noise? Fifthly, what is the correlation between chaos and randomness on quantified parameters? As these questions are answered in the rest of the paper, the directions for further explorations will be pointed out and the relationship between chaos and randomness will be discussed.

1.2. Methodology
After presenting a point-mass double pendulum model and illustrating its internal characteristics, the paper will approach the kinematics by running an OED solution through python. The experiment approaches include simulations and statistical tests.

By setting parameters such as time and initial angle, the researcher will gather 5000 initial time series data labeled with their state-related data. Once the data set is constructed, the author tests different architectures for the LSTM network and builds a simulated double-pendulum model. The author conducts extensive corresponding tests for zero auto-correlation of the angular velocity and Cartesian positions with various initial conditions to explore the system’s randomness characteristics.

1.3. Aim of the paper
The paper illustrates the fundamental quantifiable characteristics of the point-mass double pendulum, designs a potent model to simulate the double pendulum, and applies statistical tests to evaluate the randomness of the data generated from OED sets and the model. It explores the connections between chaos and randomness from the angle of double pendulum and aims to provide another image on the theoretical foundation for cryptographic and other applications that may follow.

2. Literature Review
The difficulty of deciding whether a given (pseudo) random number sequence is “sufficiently random” makes it hard to formulate a rigorous operation definition of randomness in terms of classical mathematical primitives [8]. The existence of chaos in the double pendulum seems to open another door for that.

To evaluate randomness, checking white noise in time series forecasting is a feasible and appealing way [4]. One of the double pendulum’s primary characteristics is temporal dependence, as the states of the pendulums are measured sequentially over time. In analyzing the data, inference on the serial condition $\rho_k = \text{corr}(x_t, x_{t-k})$ is a common first step in studying the time series data \{xt\}. For a sample $x_1, x_2, \ldots, x_n$, estimation of $\rho_k$ for various lags $k = 1, 2, \ldots$ traces its roots back primarily to Yule (1926), who coined the term serial correlation [19]. Bartlett (1946) provided a major step forward in a more general analysis by deriving the Bartlett formula which shows that the asymptotic variance depends only on the auto-correlations themselves [2].

Table 1: Comparison between Box-Pierce Test and Ljung-Box Test

|                  | Simplicity     | Performance in Simulation |
|------------------|----------------|--------------------------|
| Box-Pierce Test  | Relatively High| Relatively Low            |
| Ljung-Box Test   | Relatively Low | Relatively High           |

For a given set of data, auto-correlation refers to the correlation between values of the same variable [11]. Its formal definition is built with respect to a set of related instance pairs $(z_i, z_j) \in Z$ and a variable $X$ that is defined on these instances, where the auto-correlation is the correlation between the values of $X$ on these instance pairs.

Apart from testing for significant serial correlation at only one lag $k$, testing the cumulative hypothesis using the portmanteau statistics of Box and Pierce (1970) and Ljung and Box (1978) gives new insights [3][10][6]. In finite samples, the Ljung-Box statistic entails a slightly better performance than the Box-Pierce statistic, which is based on the observation that the matrix $W$ in the asymptotic distribution of $\rho_{\text{hat}}$ reduces to identity matrix under the i.i.d. assumption on $x_t$.
Time series that show no auto-correlation is called white noise [7]. If the series is white noise, then it is a sequence of random numbers and thus cannot be predicted. White noise contributes to model diagnostics in that the correspondence of forecast errors and white noises represents that all of the signal information is harnessed. By conducting the tests mentioned above and plotting the auto-correlations, the paper would examine whether the average and correlation are zero and whether the variance has changed.

3. Model Illustration

3.1. Definition

That the differential equations dictating the dynamics should contain non-linear terms is a prerequisite for chaotic systems. As Troy Shinbrot et. al (1992) defined, a system is said to be chaotic if the eigenvalue lambda — called the Lyapunov exponent— is positive for typical initial conditions [16].

3.2. Description

As the graph illustrates, the point-mass double pendulum is consisting of two point masses, m1 and m2, suspended by massless wires of length l1 and l2. O is the pivoting point.

![Schematic Sketch of point-mass double pendulum under free oscillation.](image)

Figure 1. Schematic Sketch of point-mass double pendulum under free oscillation.

3.3. Demonstration and deduction

With the origin at the pivotal point of the top pendulum, we could establish a set of equations to shortly investigate the kinematics of double pendulum.

For the positions of the pendulums, we could build on a X-Y coordinate system that would simplify our deduction process, as shown in Equation 1-4.

\[
\begin{align*}
x_1 &= L_1 \sin \theta_1 \\
y_1 &= -L_1 \cos \theta_1 \\
x_2 &= x_1 + L_2 \sin \theta_2 \\
y_2 &= y_1 - L_2 \cos \theta_2
\end{align*}
\]  

Equation 1-4

When the pendulums are moving, whether periodically or chaotically, they follow these sets of velocity equations, as shown in Equation 5-8.

\[
\begin{align*}
\dot{x}_1 &= \dot{\theta}_1 L_1 \cos \theta_1 \\
\dot{y}_1 &= \dot{\theta}_1 L_1 \sin \theta_1 \\
\dot{x}_2 &= \dot{x}_1 + \dot{\theta}_2 L_2 \cos \theta_2 \\
\dot{y}_2 &= \dot{y}_1 + \dot{\theta}_2 L_2 \sin \theta_2
\end{align*}
\]  

Equation 5-8

Then there are Equation 9-12 for the accelerations:
For energies, let $v^2 = x^2 + y^2$ and $v'^2 = x'^2 + y'^2$, then the kinetic energies would be:

\begin{align}
T_1 &= \frac{1}{2}m_1v_1^2 = \frac{1}{2}m_1L_1^2\dot{\theta}_1^2 \\
T_2 &= \frac{1}{2}m_2v_2^2 = \frac{1}{2}m_2\left(L_2^2\dot{\theta}_1^2 + L_2^2\dot{\theta}_2^2 + 2L_1L_2\cos(\theta_1 - \theta_2)\dot{\theta}_1\dot{\theta}_2\right)
\end{align}

Equation 15-16 are for the potential energies of the two pendulum.

\begin{align}
V_1 &= m_1gy_1 = -m_1gL_1\cos\theta_1 \\
V_2 &= m_2gy_2 = -m_2gL_1\cos\theta_1 + L_2\cos\theta_2
\end{align}

Now we form the Lagrangian $L = T - V = T_1 + T_2 - V_1 - V_2$.

\begin{align}
\frac{\partial L}{\partial \dot{\theta}_1} &= \frac{d}{dt}\frac{\partial L}{\partial \dot{\theta}_1} \\
\frac{\partial L}{\partial \dot{\theta}_2} &= \frac{d}{dt}\frac{\partial L}{\partial \dot{\theta}_2}
\end{align}

Applying the Euler Lagrangian Equations (Equation 17 and Equation 18) leads to the Lagrangian form of equations for the motion that is essential in the paper (Equation 19 and 20).

\begin{align}
-(m_1 + m_2)gL_1\sin\theta_1 &= (m_1 + m_2)L_1^2\dot{\theta}_1 + m_2L_1L_2\sin(\theta_1 - \theta_2)\dot{\theta}_2^2 + m_2L_1L_2\cos(\theta_1 - \theta_2)\dot{\theta}_2 \\
-m_2gL_2\sin\theta_2 &= m_2L_2\dot{\theta}_2^2 + m_2L_1L_2\cos(\theta_1 - \theta_2)\dot{\theta}_1 + m_2L_1L_2\sin(\theta_1 - \theta_2)\dot{\theta}_1^2
\end{align}

The non-linear terms in the equations make the system chaotic.

### 3.4. Factor analysis

A double pendulum is stable and predictable with a small initial angle yet becomes unstable and chaotic with a large angle initial angle. Given that the time duration for predictable behavior is positively correlated with accuracy, the inability to reach infinite accuracy dictates the presence of chaotic motion [16]. Linear stability analysis of double pendulum indicates that its two natural frequencies depend on the mass and length of each pendulum in that system [13].

To further examine the characteristics of the double pendulum and determine how the factors are involved, the author created functions that returned the right-hand side of the ordinary differential equations that describe the system and transformed theta and omega to Cartesian coordinates. A time series of $x_1, y_1, x_2, y_2, x_1', y_1', x_2', y_2'$ was created, consisted of 30,000 pieces of data from $t=0s$ to $t=50s$ with an interval of 0.01s to capture the precise movement of the system.

For the sake of simplicity and convenience, the initial condition was set as the following: $L_1 = L_2 = 1.0m$. $m_1=3kg$ and $m_2=1.0kg$. $(m_1$ was set as 3kg to make the observations more obvious) The gravitational acceleration was set as $9.8km/s^2$ as is the standard to similar problems. Both initial angles $\theta_1$ and $\theta_2$ were $0.25\pi$. 
As shown in figure 2, the trajectory of the position of the second bob shows a complex path. Yet if the system is separated by x-axis and y-axis, it would show quasi-periodic behaviors.

4. Long Short-Term Memory Modeling

4.1. Input Gathering

Although linear regression with a polynomial feature map could only model a double pendulum with small initial angles, a Long Short-Term Memory Network can accurately give predictions on the kinematics of the system [9].

In this section, the author gathered input data from the ODE solution that it acquired and built upon Keras to design a Recurrent Neural Network (LSTM in particular) to model the position of the two pendulums in x-y axes. With the future defined as $t = t_0 + 20\Delta t$, the array of inputs is split into overlapping windows. Arrays from $a_i$ to $a_i+50$ are input and $a_i+50$ to $a_i+50+20$ are labels. ($a$ is an element from the time series of the parameters).

Our dataset contains multiple time series of the states of the double pendulum as described by 4 parameters: the position in x and y coordinates of the two bob $[x_1, y_1, x_2, y_2]$. These are obtained by the ODE solution from the previous section. Each time series ranges from 0ms to 5000ms, containing 5001 sequences. To assess the performance of the trained LSTM network, the author partitioned the training and validation datasets into different segments and kept the last 500 sequences for validation.

4.2. Model Design

The design used the Long-term-short-memory network consisting of 4 hidden layers and an output layer with 4 nodes, namely $[x_1, y_1, x_2, y_2]$. The researcher used a batch size of 8 and ran the model for 25 epochs while experimenting with different activation functions before deciding upon using a ReLU activation function: $f(x) = \max(ax+b, 0)$ for the hidden layers and a linear activation function for the output layer for the structure of our network.

4.3. Results

Using the Cartesian coordinates of the bobs, the LSTM model on time series data across various initial conditions was trained. The model worked well on predicting the trajectory of the pendulum (from $t=0$ms to $t=5000$ms). The average MSE was $2.35\times10^{-3}$ in the training set and $1.9\times10^{-3}$ in the validation set.
*The chaotic case had initial conditions of $\theta_1=\pi/2, \theta_2=\pi/2$; the periodic case had initial conditions of $\theta_1=\pi/4, \theta_2=0$.

As presented in figure 5 and figure 6, the validation loss as described by MSE keeps an overall decreasing trend and becomes stable since epoch 15.

4.4. The Effect of Changing Offset

Setting the initial conditions as stationary pendulums with $\theta_1=\pi/4$ and $\theta_2=\pi/4$, the researcher measured the effect of different offsets on the validation losses of the model. Subsequently, the author gathered 1000 sequences for each time series from 0.0s to 100.0s with a window size of 50.

As figure 7 shows, the MSE is at minimum when the offset is 70 and at maximum when the offset
is 40, 60, and 80. There is no general trend for the effectiveness of offset size. It oscillates around a certain value, so is the MSNE.

Until now, the author has successfully modeled the double pendulum system, analyzed the effect of offsets, and would use the model for further tests.

5. Randomness Evaluation

The author would generate time series with 64 pairs of initial angles and evaluate their randomness by checking white noise series, respectively. The initial conditions consist of the permutation of both angles that have 8 values equally divided by the range $\pi / 8$ to $\pi$.

The dataset of the angular velocities of each pair in the initial conditions in time series from $t=0$ms to $t=5000$ms would be gathered using the ODE method. Their auto-correlation coefficient on lag $k = 1, 2, ...$ would then be evaluated and the Box-Pierce Test and Ljung-Box Test would be conducted to find out if the time series that reflect the states of the double pendulums are merely white noises.

In addition, the author would use the LSTM model to do Box-Pierce Tests and Ljung-Box Test on $[x_1, y_1, x_2, y_2]$ for all the 64 pairs of initial angles. The chaos factor, $\alpha$, or how chaotic would the system be, is measured in an intuitive sum of the initial angles. Q-\(\alpha\) graphs were used to visualize the results.

5.1. Test for zero auto-correlation

5.1.1. Method

In theory, if the time series is white noise, then its current value $T_i$ should not be correlated at all with the past values $T_{i-1}, T_{i-2},$ and etc. Thus, the corresponding auto-correlation coefficients $\rho_1, \rho_2,$ and ... etc will be zero or close to zero. The first step to define a white noise is to calculate its auto-correlation coefficient: $\rho_k$ at any lag $k$.

For a series $\{x_t\}$ of uncorrelated random variables the condition of the auto-correlation function (ACF) $\rho_k = \text{corr}(x_t, x_{t+k}) = 0$ at lag $k = 1, 2, ..., n$ is well defined for all $t$ with or without the assumption of stationarity. The formula for empirical use, based on observed data $x_1,...,x_n$, for the sample auto-correlation $\rho_k$ at lag $k \neq 0$ is

$$\hat{\rho}_k = \frac{\sum_{t=k+1}^{n} (x_t - \bar{x})(x_{t-k} - \bar{x})}{\sum_{t=1}^{n} (x_t - \bar{x})^2}, \quad \bar{x} = \frac{1}{n} \sum_{t=1}^{n} x_t$$

(21)

At $k=0$, the autocorrelation coefficient would simply be zero as the value is always perfectly correlated with itself.

As $\rho_k$ is normally distributed, for a white noise time series, it should have a mean close to zero and some variance $\sigma^2$. For $\sigma_k$, Anderson (1964), Quenouille (1949), and Bartlett (1946) have developed the standard deviation to be as $\sigma_k = 1/\sqrt{n}$, where $n$ is the sample size, in this case, 5000 $[1][2][14]$.

For all 64 time series, the author would calculate and plot the auto-correlation coefficients for 100 lags by the statsmodels library. The paper set the confidence level to be 95% ($\alpha = 0.05$) and concentrated on the time series for angular velocity and for Cartesian positions.

The lag number, step, method, and type of time series were then altered to reshape and reform these data to gain new insights.
5.1.2. Results

After scrutinizing all 64 plots of auto-correlation, the author found that DP’s Cartesian positions and angular velocities, in their current forms, have a rather high degree of auto-correlation and are not white noise. One could make the conclusion that the data come from an underlying auto-regressive model with strong positive auto-correlation. Starting with a high auto-correlation of slightly less than one, they continue decreasing, until the auto-correlation becomes negative and starts showing an increasing negative auto-correlation. The decreasing auto-correlation is generally linear with little noise, indicating strong auto-correlation and high predictability.

*In figure 8, (a) is the auto-correlation coefficient plot for $\theta_1=\frac{\pi}{2}$ and $\theta_2=\frac{\pi}{2}$ & (b) is the auto-correlation coefficient plot for $\theta_1=\frac{\pi}{4}$ and $\theta_2=\frac{\pi}{4}$ generated through the ODE solution. The plots are for angular velocity $w_1$ but the same pattern is true for $w_2$. The blue region shows a 95% confidence interval.

*In figure 9, the initial condition was set as $\frac{\pi}{4}, \frac{\pi}{4}$. It was generated through the LSTM model and the time series was $[w_1]$, and similar results were shown in $[w_2]$ as well.

In figure 9(a), the author increased the lag k to 1000 to grasp the overview of the data pattern. Strong seasonality was shown in the plots, as the plot exhibited an alternating sequence of positive and negative spikes that are not decaying to zero. Apart from the obvious strong auto-correlation, the plot was actually also quite periodic.

In figure 9(b), the step was increased to 50 to gain a greater representation of the data. Each sequence of 20 now represented 1000 $[x_1]$ values. The resulting graph showed an alternating sequence of positive and negative spikes decaying to zero after about 68 lags. The confidence interval included auto-correlation coefficients for lags is more than 20.
In figure 10, the initial condition was set as $\pi/4$, $\pi/4$. It was generated through the LSTM model and the time series was [x1]. Similar results were shown with the OED method.

In figure 10(a), one could see strong seasonality indicated by wave-like patterns that resemble figure 9(a). The only difference is that the x1 time series has less noise than the angular velocity time series does.

In figure 10(b), the paper found a pattern similar to figure 9(b). The pattern is symmetric and reasonably sketches the landscape of figure 10(a). The absolute value of the auto-correlation coefficient winds down to zero almost linearly.

In the 64 plots that the researcher scanned, it becomes obvious that the noise increases with $\alpha$. In addition, the result indicated that the more chaotic the system is, the less lag k it needs to keep auto-correlation coefficient 0 or stay within the confidence interval, making it easier to be white noise. When the lags are low, DP’s parameters that describe its states hardly show strong auto-correlation. Seasonality is shown through k=0 to k=1000, but the noise correlated with the chaotic behaviors of DP obscures the pattern. In addition, the similar patterns and statistical conclusions revealed by the OED solution and the LSTM model indicated that the dataset was not white noise either and confirmed the effectiveness of the model in this new perspective.
5.2. Box-Pierce Test

5.2.1. Method

\[ Q = n^* \sum_{i=1}^{k} r_i^2 \]  \hspace{1cm} (22)

For the Box-Pierce Test, if the underlying data set is merely white noise, the expected value of \( Q \) statistic is zero. For any given time series, looking up the p-value of the test statistic in the Chi-square distribution according to \( k \) degree of freedom would enable us to check if the \( Q \) statistics deviates from zero in a statistically significant manner.

In the paper, it is assumed that a p-value of less than 0.05 indicates a significant auto-correlation that cannot be attributed to chance and is not considered random.

5.2.2. Results

After calculating the Box-Pierce Q-statistics for various initial conditions as described above, the paper came up with the following statistics: the mean for \( X_1 \) is 126665.29125594, for \( X_2 \) is 108893.17834141, for \( Y_1 \) is 93139.7486203, for \( Y_2 \) is 83181.82788792.

In general, higher \( \alpha \) negatively correlates with \( Q \)-statistics. Because \( \alpha \) is assumed to be positively correlated with the degree of chaos in a double pendulum, the more chaotic a DP system is, the fewer its \( Q \)-statistics would be.

Although one could still see the trend of decreasing Box-Pierce statistics, the p-value remains statistically small for all cases studied, indicating that the test-statistics are significantly greater than the Chi-square table value with corresponding degrees of freedom. A sound conclusion should incorporate such limitations.

5.3. Ljung-Box Test

5.3.1. Method

The Ljung-Box test improves upon the Box-Pierce test and makes the distribution look closer to the Chi-square distribution. It is a diagnostic tool to test the lack of fit of a time series model.

\[ Q = n(n+2)^* \sum_{i=1}^{k} \frac{r_i^2}{n-k} \]  \hspace{1cm} (23)

The paper conducted the test through the Statsmodel library and attained the test statistics and the p-value. Just with steps described in Section 5.3, the \( Q \)-statistics for the Ljung-Box Test was calculated under the same set of initial conditions.

5.3.2. Results
Figure 12. Ljung-Box Statistics Overview.

*Figure 12 is the scatter plot of various Q-statistics according to different $\alpha$. 13(a) is based on the time series of $x_1$, 13(b) is based on the time series of $x_2$, 13(c) is based on the time series of $y_1$, 13(d) is based on the time series of $y_2$.

After calculating the Ljung-Box Q-statistics for various initial conditions as described above, the research came up with the following statistics: the mean Q-stats for $X_1$ is 127130.95881355, for $X_2$ is 109263.12955357, for $Y_1$ is 93421.88835164, for $Y_2$ is 83424.46384691. Provided that the p-value of 0.00 is less than 0.05, the paper could reject the null hypothesis that the residuals were independently distributed.

For each time series, the percentage difference between the two tests generally stays within $3.7\times10^{-3}$, which explains the similarity in the patterns of the two test plots and confirms the analysis in Section 5.2.

6. Discussion

The research has been mostly successful and conclusive analysis has been given, yet several improvements could still be made. First, normalizing the data on a MIN-MAX scale may help LSTM model to converge faster. Second, comparing the effect of LSTM and OED on same parameters and initial conditions could better quantify the effectiveness of the LSTM model designed in the paper. Third, the findings were limited to the fact that the p-value remained 0.0 throughout the experiment.

There are several steps to further the research as well. The first is to estimate the parameters for the autoregressive model to better capture the characteristics of double pendulum system in a statistical approach apart from its physical laws, which is the standard approach for models with significant auto-correlation. The second is to use powerful tools like the Poincare Map to better understand the chaotic nature of DP system. Third, although randomness is not shown in the time series of DP, it is possible and recommended that one could reshape and alter the raw data to come up with new random series. The fourth is to isolate the seasonality in the DP data by decomposing the time series into the trend, seasonality, and noise components. If one seeks to analyze the problem beyond the initial angle, exploring the effect of the initial velocity, which has been set as 0 throughout the paper, will suffice.

7. Conclusion

Contradictory to what many may believe, chaos does not directly lead to randomness. The paper designed an effective LSTM model to generate data for statistical analysis of the random nature in the time series of the Double Pendulum. With rigorous approaches of analyzing the input, this paper provided different cases, simulated extensive scenarios, conducted valid tests, and discovered important and general trends, and concluded the results as follows: 1) (the higher the $\alpha$) the more chaotic the system is, the greater noise it has. 2) Periodic traits do not contradict chaotic traits, because the chaotic behaviors still show characteristic seasonality. 3) The time-series data that describe the state of a typical double pendulum are strongly auto-correlated. 4) The more chaotic a DP system is, the more likely it is to be converted to a white noise series. These are important first-hand discoveries that shed light on the nature of double pendulum from both the computer science and statistics perspectives.
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