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Abstract. We establish an abstract, effective, exponential large deviations type estimate for Markov systems satisfying a weaker form of mixing. We employ this result to derive such estimates, as well as a central limit theorem, for the skew product encoding a random torus translation, a model we call a mixed random-quasiperiodic dynamical system. This abstract scheme is applicable to many other types of skew product dynamics, including systems for which the spectral gap property for the transition or the transfer operator does not hold.

1. Introduction and statements

Let $M$ be a Polish metric space. A (deterministic) dynamical system on $M$ is a continuous function $f: M \to M$ that encodes a law of transitioning from a state $x \in M$ to the next state $f(x) \in M$. A Borel probability measure $\nu$ on $M$ is called $f$-invariant if for any Borel set $E \subset M$,

\[ \nu(E) = \nu(f^{-1}(E)) = \int_M \delta_{f(x)}(E) \, d\nu(x). \]

In this case, the triplet $(M, f, \nu)$ is called a measure preserving dynamical system (MPDS). We also assume that this system is ergodic, that is, if a Borel set $E \subset M$ is $f$-invariant (meaning that $f^{-1}(E) = E$) then $\nu(E)$ is equal to 0 or 1.

Let $\mathcal{E}$ be a set of observables $\varphi: M \to \mathbb{R}$ which we generally assume to be a Banach subspace of $L^\infty(M)$, the space of bounded, measurable functions on $M$. Given $\varphi \in \mathcal{E}$ and $n \in \mathbb{N}$, let

\[ S_n\varphi := \varphi + \varphi \circ f + \cdots + \varphi \circ f^{n-1}. \]
denote the corresponding $n$-th Birkhoff sum. By the pointwise ergodic theorem, the Birkhoff time averages converge a.e. to the space average:

$$\frac{1}{n} S_n \varphi \to \int_M \varphi \, d\nu \quad \text{as} \quad n \to \infty, \quad \nu - \text{a.e.} \quad (1.1)$$

This is the analogue of the law of large numbers in probabilities. We are interested in other types of statistical properties such as large deviations type (LDT) estimates or a central limit theorem (CLT) for certain types of dynamical systems.

The $\nu$-almost everywhere convergence (1.1) implies the convergence in measure, that is, for all $\epsilon > 0$,

$$\nu\left\{ x \in M : \left| \frac{1}{n} S_n \varphi(x) - \int_M \varphi \, d\nu \right| > \epsilon \right\} \to 0 \quad \text{as} \quad n \to \infty.$$  

When the rate of convergence to zero of the exceptional set of states is explicit, for instance exponential, we say that the MPDS $(M, f, \nu)$ satisfies an LDT estimate on $\mathcal{E}$. There are different kinds of LDT estimates: asymptotic, i.e. in the spirit of the classical large deviations principle of Cramér, or finitary, in the spirit of Hoeffding’s inequality. We are more interested in the latter, as it is more effective and it has applications to other topics in dynamics, see [11].

Let $X_1, \ldots, X_n$ be independent random variables and denote by $S_n := X_1 + \cdots + X_n$ their sum. Hoeffding’s inequality states that if $|X_i| \leq C$ a.s. for all $1 \leq i \leq n$, then for all $\epsilon > 0$ we have

$$\mathbb{P}\left\{ \left| \frac{1}{n} S_n - \mathbb{E}\left( \frac{1}{n} S_n \right) \right| > \epsilon \right\} \leq 2 e^{-c(\epsilon)n},$$

where $c(\epsilon) = (2C)^{-2} \epsilon^2$.

Hoeffding-type inequalities are available for a wide class of non-uniformly hyperbolic dynamical systems and for a large space of observables, see for instance I. Melbourne, M. Nicol [19], I. Melbourne [18] and J. F. Alves, J. M. Freitas, S. Luzzatto, S. Vaienti [1]. Moreover, these works provide general criteria for the existence of LDT estimates with various decaying rates depending on the availability of an appropriate decay of correlations, see [1, Theorem D and Theorem E].

Furthermore, J.-R. Chazottes and S. Gouëzel [6] strengthened these types of result by establishing concentration inequalities for dynamical systems modeled by (various types of) Young towers. Decay of correlations and a central limit theorem in these settings were previously obtained by L.S. Young [24, 25]. There is a vast body of work on these topics, which we will not attempt to review, but we recommend to the interested reader the monographs [3] and [9].
In another important and relevant monograph \cite{16} by H. Hennion and L. Hervé, the authors developed a general functional analytic method for establishing limit theorems (including an asymptotic large deviations principle and a central limit theorem) for strongly mixing (in an appropriate sense) Markov chains. This strong mixing property implies the quasi-compactness (on an appropriate space of observables) of the Markov operator determined by the transition kernel of the Markov chain. The quasi-compactness is then inherited, using the perturbation theory of linear operators, by nearby elements of a one-parameter family of Laplace-Markov operators, which is then used to prove the limit theorems for the chain. This abstract scheme is employed to establish limit laws for products of invertible random matrices satisfying some generic conditions (as well as for other systems such as uniformly expanding maps). We would like to note that this monograph greatly influenced some of our previous works and motivated the present one.

The first result of this paper is an abstract, effective, exponential LDT estimate for Markov chains satisfying a rather weak form of strong mixing. In particular, the quasi-compactness of the corresponding Markov operator may fail to hold (which will indeed be the case in certain interesting applications). Besides being more general, compared to \cite{16}, our method is much more straightforward and does not use the perturbation theory of linear operators. We will subsequently apply this general result to some skew-product dynamical systems.

Let us briefly describe this abstract setting (see Section 2 for more details). A stochastic dynamical system (SDS) on $M$ (also referred to as a Markov kernel) is a continuous function $K : M \rightarrow \text{Prob}(M)$, where the set $\text{Prob}(M)$ of probability measures is equipped with the weak topology (see \cite{5} Section 2.1 for precise definitions). For a point $x \in M$ and a Borel set $E \subset M$, $K_x(E)$ can be interpreted as the probability that the state $x$ transitions to some state in $E$. A measure $\nu \in \text{Prob}(M)$ is called $K$-stationary if for any Borel set $E \subset M$,

$$\nu(E) = \int_M K_x(E) \, d\nu(x).$$

In this case, the triplet $(M, K, \nu)$ is called a Markov system.

The Markov (or transition) operator $Q = Q_K$ associated to a Markov system $(M, K, \nu)$ is a priori defined on $L^\infty(M)$ by

$$Q \varphi(x) := \int_M \varphi(y) \, dK_x(y) \quad \forall x \in M.$$
Let $\mathcal{E}$ be a $\mathcal{Q}$-invariant Banach space of observables containing the constant function $1$ and such that $\mathcal{E} \hookrightarrow L^\infty(M)$ is a continuous embedding.

Finally, let $\{Z_n\}_{n \geq 0}$ be a $K$-Markov chain, that is, a Markov chain with values in $M$ and transition kernel $K$. Given an observable $\varphi: M \to \mathbb{R}$ and an integer $n \in \mathbb{N}$, denote by

$$S_n \varphi := \varphi \circ Z_0 + \cdots + \varphi \circ Z_{n-1}$$

the corresponding “stochastic” Birkhoff sums.\footnote{The notation $S_n \varphi$ will be used for both deterministic and stochastic Birkhoff sums. It will be clear from the context if we mean one or the other.}

Evidently, any deterministic dynamical system $(M, f)$ is also stochastic, where the Markov kernel $K$ is just $K_x = \delta_{f(x)}$ for all $x \in M$, any $f$-invariant measure $\nu$ is $K$-stationary and the Koopman operator is the corresponding Markov operator. However, the Koopman operator is in general not strongly mixing, a key property usually needed to establish statistical properties of the system. We will then associate to a non invertible dynamical system $(M, f)$ a different SDS (consider for instance the transition kernel that assigns to any $x \in M$ its weighted pre-images via $f$) which will be strongly mixing in an appropriate sense.

Mixing in general refers to the convergence

$$K^n_x \to \nu \quad \text{as } n \to \infty \quad (1.2)$$

of the $n$-th convolution power of the Markov kernel $K$ to the stationary measure $\nu$.

This is equivalent to the convergence of the powers of the Markov operator to the linear functional determined by the stationary measure:

$$Q^n \varphi \to \int_M \varphi \, d\nu \quad \text{as } n \to \infty \quad (1.3)$$

for all $\varphi$ in an appropriate space of observables.

The convergence above can be understood in different ways, whence the different types of mixing.

The strongest form of mixing, in general referred to as uniform ergodicity (see \cite[Chapter 16]{20}) assumes in (1.2) the uniform convergence in $x$ with respect to the total variation norm. The rate of uniform convergence is then necessarily exponential. Moreover, it is equivalent to the exponential rate of convergence in (1.3) for any observable in $L^\infty(M)$. The Hoeffding inequality is already available in this context, see \cite{13}.
A weaker type of mixing, which we refer to as spectral strong mixing on \((E, \| \cdot \|_E)\) is defined as follows: for all \(\varphi \in E\) and \(n \in \mathbb{N}\)

\[
\|Q^n \varphi - \int_M \varphi d\nu\|_E \leq C \sigma^n \|\varphi\|_E
\]

for some constants \(C < \infty\) and \(\sigma \in (0, 1)\). This is equivalent to a spectral gap for the Markov operator \(Q: E \to E\), between the simple eigenvalue 1 and the rest of the spectrum of \(Q\), which is contained in the unit disk (thus \(Q\) is quasi-compact and simple on \(E\)). The spectral gap property is widely used to establish statistical properties for dynamical systems (see [11, Chapter 5] for its use in conjunction with the Markov operator and [3, 9] for the transfer operator).

We introduce the following weaker version of strong mixing.

**Definition 1.1.** Let \(\{r_n\}_{n \in \mathbb{N}}\) be a decreasing sequence with \(r_n \to 0\) as \(n \to \infty\). A Markov system \((M, K, \nu)\) is called strongly mixing on \((E, \| \cdot \|_E)\) with mixing rate \(\{r_n\}_{n \in \mathbb{N}}\) if for all \(\varphi \in E\) and \(n \in \mathbb{N}\),

\[
\|Q^n \varphi - \int_M \varphi d\nu\|_\infty \leq r_n \|\varphi\|_E.
\]

(1.4)

In this case we also refer to the restriction of the Markov operator \(Q\) to the space of observables \(E\) as being strongly mixing.

Notice the distinct roles played by the norms \(\| \cdot \|_\infty\) and \(\| \cdot \|_E\) in this definition compared to the spectral form of strong mixing introduced earlier: as the inclusion \(E \hookrightarrow L^\infty(M)\) is assumed bounded, the \(\| \cdot \|_E\)-norm is stronger than the \(\| \cdot \|_\infty\)-norm. Another way in which this concept is more general is the arbitrary (hence potentially much weaker than exponential) rate of convergence to the stationary measure. For related concepts and sets of results see J. Dedecker, S. Gouëzel, F. Merlevède [7], M. Peligrad, S. Utev, W. B. Wu [22], J. Dedecker, C. Prieur [8].

We are ready to state the first result of this paper, an abstract, effective, exponential LDT estimate for strongly mixing Markov chains.

**Theorem 1.1.** Let \((M, K, \nu)\) be a strongly mixing Markov system on \((E, \| \cdot \|_E)\) with mixing rate \(r_n \to 0\) and let \(\{Z_n\}_{n \geq 0}\) be a \(K\)-Markov chain. Then for all \(\varphi \in E\) and \(\epsilon > 0\) there are \(c(\epsilon) > 0\) and \(n(\epsilon) \in \mathbb{N}\) such that for all \(n \geq n(\epsilon)\) and \(x_0 \in M\) we have

\[
P_{x_0}\left\{ \frac{1}{n} S_n \varphi - \int_M \varphi d\nu > \epsilon \right\} \leq 8 e^{-c(\epsilon)n}
\]

where the parameters \(c(\epsilon)\) and \(n(\epsilon)\) depend explicitly and uniformly on the input data, namely on \(\epsilon, \|\varphi\|_E\) and the mixing rate. More precisely,
the threshold $n(\epsilon)$ is the first integer $n_0$ such that $r_{n_0} \leq \frac{\epsilon}{4\|\varphi\|_E}$, while the exponential rate is $c(\epsilon) = \frac{1}{8\|\varphi\|_E^2} \frac{\epsilon^2}{n(\epsilon)}$.

**Remark 1.1.** If the mixing rate is a power, that is, $r_n \leq C \frac{1}{n^p}$ for some $p > 0$ and $C < \infty$ then a simple calculation shows that $n(\epsilon) = \frac{\bar{n} \epsilon^{-\frac{1}{p}}}{\bar{c}}$ and $c(\epsilon) = \frac{\bar{c}}{\bar{n}} \frac{\epsilon^{2+\frac{1}{p}}}{\bar{c}} \frac{\epsilon^{\frac{1}{p}}}{\bar{n}} (4C\|\varphi\|_E)^{\frac{1}{p}}$. If, on the other hand, the mixing rate is exponential, that is, $r_n = \exp(-cn)$, for some $c > 0$, then $n(\epsilon) \sim \log \frac{1}{\epsilon}$ while $c(\epsilon) \sim \epsilon^2 \left(\log \frac{1}{\epsilon}\right)^{-1}$. The exponential rate of decay in large deviations estimates is usually of order $\epsilon^2$. The (harmless) extra factor $(\log \frac{1}{\epsilon})^{-1}$ (or $\epsilon^{\frac{1}{p}}$ for power mixing rates) is the price we must pay for this more straightforward approach to large deviations and its higher level of generality.

**Remark 1.2.** The mixing assumption in Definition [1.1] is phrased in this functional analytic language for esthetic reasons and because this is what we actually obtain in concrete applications. However, what is actually needed for an observable $\varphi \in L^\infty(M)$ to satisfy the LDT estimate in Theorem [1.1] is that the bound (1.4) holds just for $\varphi$ (and not necessarily for all elements of the space $E$).

Furthermore, if in Definition [1.1] we only require the uniform convergence of $Q^\ast \varphi$ to $\int \varphi d\nu$ (without an explicit rate of convergence), then an LDT estimate for $\varphi$ still holds; however, this will not be an effective estimate, in the sense that the threshold $n(\epsilon)$ for its validity and the exponential rate $c(\epsilon)$ are not explicitly determined by the input data. It is thus important to distinguish between effective and non effective LDT estimates. We note that because of its relation to Hoeffding’s inequality and its applications to other topics in dynamical systems or mathematical physics, it is precisely the effectiveness of the LDT estimates that we are seeking in this work.

**Remark 1.3.** The notation $P_{x_0}$ refers to the conditional probability of the Markov chain $\{Z_n\}_{n \geq 0}$ starting from the point $Z_0 = x_0$. Since $x_0 \in M$ is arbitrary, it follows that the LDT estimate above holds for $K$-Markov chains with any initial distribution, including of course the stationary measure $\nu$.

We apply Theorem [1.1] to the skew product encoding a random torus translation. The ergodicity of this model, which we call a mixed random-quasiperiodic dynamical system, was studied in [5]. Let us recall its definition.

Let $\Sigma := \mathbb{T}^d$ which we regard as a space of symbols and let $\mu \in \text{Prob}(\Sigma)$ be a probability measure. Consider the space of sequences
$X := \Sigma^\mathbb{Z}$ which we endow with the product measure $\mu^\mathbb{Z} \in \text{Prob}(X)$ and let $\sigma: X \to X$ be the bilateral shift on $X$, where

$$\sigma \omega = \{\omega_{n+1}\}_{n \in \mathbb{Z}} \quad \text{for} \quad \omega = \{\omega_n\}_{n \in \mathbb{Z}} \in X.$$ 

Define the (invertible) skew-product dynamics $f: X \times \mathbb{T}^d \to X \times \mathbb{T}^d$, $f(\omega, \theta) = (\sigma \omega, \theta + \omega_0)$.

Let $m$ be the Haar measure on the torus $\mathbb{T}^d$. Then the measure $\mu^\mathbb{Z} \times m$ is $f$-invariant and we call the measure preserving dynamical system $(X \times \mathbb{T}^d, f, \mu^\mathbb{Z} \times m)$ mixed random-quasiperiodic. This system is ergodic if and only if $\hat{\mu}(k) \neq 1$ for all $k \in \mathbb{Z}^d \setminus \{0\}$, where

$$\hat{\mu}(k) := \int_{\Sigma} e^{2\pi i \langle k, \theta \rangle} d\mu(\theta)$$

are the Fourier coefficients of the measure $\mu$.

Let $\mathcal{H}_\alpha(X \times \mathbb{T}^d)$ be the space of (uniformly) in each variable $\alpha$-Hölder continuous observables (see Definition 4.1 for its formal meaning). The goal is then to establish LDT estimates and a CLT for the corresponding observed mixed random-quasiperiodic system under some appropriate, general condition on the measure $\mu$. We will associate to this deterministic dynamical system various stochastic dynamical systems, which will be shown to be strongly mixing on appropriate subspaces of $\mathcal{H}_\alpha(X \times \mathbb{T}^d)$.

For the first and simplest SDS, consider the Markov chain on $\mathbb{T}^d$

$$\theta \to \theta + \omega_0 \to \theta + \omega_0 + \omega_1 \to \cdots$$

where the frequencies $\omega_0, \omega_1, \ldots$ are i.i.d. according to the probability measure $\mu$. The corresponding Markov kernel $K: \mathbb{T}^d \to \text{Prob}(\mathbb{T}^d)$ is

$$K_\theta = \int_{\mathbb{T}^d} \delta_{\theta + \omega_0} d\mu(\omega_0)$$

and the corresponding Markov operator is given by

$$Q = Q_\mu: L^\infty(\mathbb{T}^d) \to L^\infty(\mathbb{T}^d), \quad Q \varphi(\theta) = \int_{\mathbb{T}^d} \varphi(\theta + \omega_0) d\mu(\omega_0).$$

We introduce a general condition on the measure $\mu$ that guarantees the strong mixing property of the Markov operator $Q_\mu$ on the Banach algebra $C^\alpha(\mathbb{T}^d)$ of $\alpha$-Hölder continuous functions on the torus.

**Definition 1.2.** A measure $\mu \in \text{Prob}(\mathbb{T}^d)$ is said to satisfy a mixing Diophantine condition (mixing DC) if

$$|\hat{\mu}(k)| \leq 1 - \frac{\gamma}{|k|^\tau}, \quad \forall \ k \in \mathbb{Z}^d \setminus \{0\},$$

for some parameters $\gamma, \tau > 0$. 
If \( \mu \ll m \), it is not hard to see that there is \( \sigma \in (0, 1) \) such that \( |\hat{\mu}(k)| \leq \sigma < 1 \) for all \( k \neq 0 \), so evidently \( \mu \) satisfies a mixing DC. If, on the other hand, \( \mu \) is a Dirac measure (so that the corresponding SDS is just a deterministic torus translation) then the Fourier coefficients of \( \mu \) have modulus 1 and evidently a mixing DC is not satisfied. Moreover, the corresponding Markov/Koopman operator cannot be strongly mixing, but only weakly mixing (in the sense of Cesàro averages) with power rate, provided that the translation frequency satisfies a Diophantine condition (see [17]). Beyond these two extreme examples, it turns out that most measures \( \mu \) satisfy a mixing DC, that is, the condition is prevalent (see Section 3). The following result states that the Markov operator is then strongly mixing on \( C^\alpha(T^d) \), so an LDT estimate holds for such observables by Theorem 1.1.

**Theorem 1.2.** If \( \mu \) is mixing DC with parameters \( \gamma, \tau > 0 \), then \( Q \) is strongly mixing with power rate on any space of Hölder continuous functions \( C^\alpha(T^d) \). More precisely, there are \( C < \infty \) and \( p > 0 \) such that

\[
\|Q^n \varphi - \int \varphi dm\|_\infty \leq C \frac{1}{n^p} \|\varphi\|_\alpha, \quad \forall \varphi \in C^\alpha(T^d), \forall n \geq 1.
\]

In fact, \( p \) can be chosen to be \( \frac{\alpha}{\tau} - \iota \), for any \( \iota > 0 \), in which case \( C \) will depend on \( \iota \).

Moreover, an effective LDT estimate holds for the Markov chain on the torus \( \theta \rightarrow \theta + \omega_0 \rightarrow \theta + \omega_0 + \omega_1 \rightarrow \cdots \) starting from any point \( \theta \in T^d \) and with any observable \( \varphi \in C^\alpha(T^d) \). More precisely, \( \forall \epsilon > 0 \) there is \( n(\epsilon) \in \mathbb{N} \) such that \( \forall n \geq n(\epsilon) \) and \( \forall \theta \in T^d \) we have

\[
\mu^N \left\{ \left| \frac{1}{n} \left[ \varphi(\theta) + \cdots + \varphi(\theta + \omega_0 + \cdots + \omega_{n-1}) \right] - \int \varphi dm \right| > \epsilon \right\} < e^{-c(\epsilon)n}
\]

where \( c(\epsilon) \) and \( n(\epsilon) \) depend explicitly and uniformly on the data, namely on \( \epsilon, \|\varphi\|_\alpha, \gamma, \tau \).

We note that if the measure \( \mu \) is only mixing (see Theorem 3.1 for the definition and characterizations of this concept), then \( Q^n \varphi \rightarrow \int \varphi dm \) uniformly for any \( \varphi \in C^0(T^d) \). Thus a non effective LDT estimate holds for the Markov chain \( \theta \rightarrow \theta + \omega_0 \rightarrow \theta + \omega_0 + \omega_1 \rightarrow \cdots \) starting from any point \( \theta \in T^d \) and for any continuous observable. The same would hold (modulo the necessary adaptations) if instead of the torus \( T^d \) we considered any compact, Hausdorff, abelian group. This is a particular version of the main result in a recent work by G. Monakov [21] on large deviations type estimates for non-stationary random walks on compact, metrizable, abelian groups.
If \( \alpha > \tau \) so that the mixing rate of the Markov operator is \( r_n = C \frac{1}{n^p} \) with \( p > 1 \), using an abstract CLT for Markov chains by Gordin and Livšic (see [14]) we obtain the following.

**Theorem 1.3.** Assume that \( \mu \in \text{Prob}(\mathbb{T}^d) \) satisfies a mixing DC with parameters \( \gamma, \tau > 0 \) and let \( \alpha > \tau \). Then for every \( \varphi \in C^\alpha(\mathbb{T}^d) \) nonzero with zero mean, there exists \( \sigma = \sigma(\varphi) > 0 \) such that 

\[
\frac{S_n \varphi}{\sigma \sqrt{n}} \xrightarrow{d} \mathcal{N}(0, 1).
\]

More precisely, for Lebesgue a.e. \( \theta \in \mathbb{T}^d \) and for all \( \lambda \in \mathbb{R} \) we have that

\[
\lim_{n \to \infty} \mu^N \left\{ \frac{\varphi(\theta) + \cdots + \varphi(\theta + \omega_0 + \cdots + \omega_{n-1})}{\sigma \sqrt{n}} \leq \lambda \right\} = \int_{-\infty}^\lambda e^{-\frac{x^2}{2}} \frac{dx}{\sqrt{2\pi}}.
\]

If the measure \( \mu \) is discrete, then this CLT was already obtained, via completely different methods, by B. Borda, see [4, Theorem 4]. His formulation of the assumption on the measure \( \mu \) is different from ours, but they can be easily shown to be equivalent in the discrete measure setting. We note, moreover, that there is a vast literature concerning various types of limit theorems for toral translations, see [10] and references therein.

Observables depending only on one variable are of course quite particular. In Section 4 we consider an extension of the Markov kernel introduced above, which we prove to be strongly mixing. This leads to LDT estimates (and a CLT) for observables in \( \mathcal{H}_\alpha(X \times \mathbb{T}^d) \) depending only on the past (i.e. on the negatively indexed coordinates). Finally, through a holonomy reduction (that requires slightly more regularity), we relate observables that depend on both past and future to ones that depend only on the past, and transfer the statistical properties satisfied by the latter to the former. Our results are thus as follows.

**Theorem 1.4.** Assume that \( \mu \in \text{Prob}(\mathbb{T}^d) \) satisfies a mixing DC with parameters \( \gamma, \tau > 0 \) and that \( \varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d) \) with \( \alpha > 0 \). Then for all \( \epsilon > 0 \) there are \( c(\epsilon) > 0 \) and \( n(\epsilon) \in \mathbb{N} \) such that for all \( n \geq n(\epsilon) \) we have

\[
\mu^\mathbb{Z} \times m \left\{ \left| \frac{1}{n} S_n \varphi - \int \varphi \, d\mu^\mathbb{Z} \times m \right| > \epsilon \right\} < e^{-c(\epsilon)n}
\]

where \( c(\epsilon) = \bar{c} \epsilon^{2+\frac{1}{p}} \) and \( n(\epsilon) = \bar{n} \epsilon^{-\frac{1}{p}} \) for constants \( \bar{c} > 0, \bar{n} \in \mathbb{N} \) which depend explicitly and uniformly on the data (namely on \( \|\varphi\|_\alpha, \gamma, \tau \)) and a power \( p > 0 \) which can be chosen arbitrarily close to \( \frac{\alpha}{2\tau} \).

In order to state the CLT we need the following concept.
Definition 1.3. We say that a continuous observable $\varphi: X \times \mathbb{T}^d \to \mathbb{R}$ is a **coboundary** relative to the dynamical system $(X \times \mathbb{T}^d, f, \mu \times m)$ if there exists a continuous function $\eta: X \times \mathbb{T}^d \to \mathbb{R}$ satisfying the cohomological equation

$$
\varphi = \eta - \eta \circ f \quad \mu \times m - \text{a.e.}
$$

If $\varphi$ is a coboundary, then obviously it has zero mean, that is, $\int \varphi d(\mu \times m) = 0$; moreover, $\frac{S_n \varphi}{\sqrt{n}} = \frac{\eta - \eta \circ f^n}{\sqrt{n}} \to 0$ uniformly, so a standard CLT cannot hold. Excluding this case, we obtain the following.

**Theorem 1.5.** Assume that $\mu \in \text{Prob}(\mathbb{T}^d)$ satisfies a mixing DC with parameters $\gamma, \tau > 0$ and let $\alpha > 2\tau$. Given any observable $\varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d)$ with zero mean, if $\varphi$ is not a coboundary then there exists $\sigma = \sigma(\varphi) > 0$ such that

$$
\frac{S_n \varphi}{\sigma \sqrt{n}} \xrightarrow{d} \mathcal{N}(0, 1).
$$

The abstract LDT estimate in Theorem 1.1 is applicable to many other types of dynamical systems. More precisely, one can recover such previously established results for: uniformly expanding maps on a compact, connected Riemannian manifold or for piecewise expanding maps of an interval (see [23]); certain types of linear cocycles, namely irreducible, locally constant linear cocycles over Bernoulli and Markov shifts (see [11, Chapter 5]) and for fiber-bunched cocycles (or partially hyperbolic projective cocycles over uniformly hyperbolic maps, see [12]). Moreover, we will apply this result in future works to linear cocycles over mixed random-quasiperiodic base dynamics (or random compositions of linear cocycles over a toral translation), which was the initial motivation for the current work. Furthermore, we believe that this abstract result may be adapted and used to derive effective LDT estimates for many other types of skew-product dynamical systems.

The rest of the paper is organized as follows. In Section 2 we describe the relevant concepts regarding stochastic dynamical systems, we state and prove the abstract LDT estimate in Theorem 1.1 we recall the abstract CLT of Gordin and Livšic and derive a version thereof to be used in the sequel. In Section 3 we introduce mixing measures and establish the strong mixing of the Markov operator corresponding to such measures. In Section 4 we study the statistical properties of mixed random-quasiperiodic dynamical systems via extensions and holonomy reduction, thus establishing the other results formulated above.
2. Statistical properties for Markov processes

We begin by recalling some basic concepts.

**Definition 2.1.** A stochastic dynamical system (SDS) is any continuous map $K: M \rightarrow \text{Prob}(M)$ on a Polish metric space $M$ where $\text{Prob}(M)$ denotes the space of Borel probability measures on $M$ endowed with the weak topology (see [3, Section 2.1] for more details).

Let $\nu \in \text{Prob}(M)$ be a $K$-stationary measure, that is, a measure such that $\nu = K \ast \nu := \int K_x d\nu(x)$. An SDS $K$ induces the Markov operator $Q = Q_K: L^\infty(M) \rightarrow L^\infty(M)$ defined by

$$(Q\varphi)(x) := \int_M \varphi(y) dK_x(y).$$

Note that $Q$ is a positive operator with $Q1 = 1$, hence it is bounded with norm one on $L^\infty(M)$.

**Definition 2.2.** A Markov system is a tuple $(M, K, \nu, \mathcal{E})$ where

1. $M$ is a Polish metric space,
2. $K: M \rightarrow \text{Prob}(M)$ is an SDS,
3. $\nu \in \text{Prob}(M)$ is a $K$-stationary measure,
4. $\mathcal{E} = (\mathcal{E}, ||\cdot||_\mathcal{E})$ is a Banach subspace of $L^\infty(M)$ such that the inclusion $\mathcal{E} \hookrightarrow L^\infty(M)$ and the action of $Q$ on $\mathcal{E}$ are both continuous. In other words there is $M < \infty$ such that $||\varphi||_\infty \leq ||\varphi||_\mathcal{E}$ and $||Q\varphi||_\mathcal{E} \leq M ||\varphi||_\mathcal{E}$, for all $\varphi \in \mathcal{E}$.

**Remark 2.1.** When $\mathcal{E} = C_b(M)$ (the space of bounded, continuous functions on $M$), condition (4) follows from (1)-(3).

**Definition 2.3.** We call decaying rate any decreasing sequence $r = \{r_n\}_{n \in \mathbb{N}}$ of positive real numbers such that $r_n \rightarrow 0$ as $n \rightarrow \infty$.

Examples of decaying rates are: $r_n = \exp(-cn)$ with $c > 0$ (exponential); $r_n = \exp(-n^b)$ with $0 < b < 1$ (sub-exponential); and $r_n = Cn^{-p}$ with $C < \infty$ and $p > 0$ (power or polynomial).

**Definition 2.4.** Let $r$ be any decaying rate. We say that $(M, K, \nu, \mathcal{E})$ is strongly mixing with mixing rate $r$ if for all $\varphi \in \mathcal{E}$ and $n \in \mathbb{N}$,

$$||Q^n\varphi - \int_M \varphi d\nu||_\infty \leq r_n ||\varphi||_\mathcal{E}. \quad (2.1)$$

On the product space $X^+ = M^\mathbb{N}$ consider the sequence of random variables $\{Z_n: X^+ \rightarrow M\}_{n \in \mathbb{N}}$, $Z_n(x) := x_n$ where $x = \{x_n\}_{n \in \mathbb{N}} \in X^+$. By Kolmogorov’s extension theorem, given $\pi \in \text{Prob}(M)$ there exists a unique probability measure $\mathbb{P}_\pi$ on $X^+$ for which $\{Z_n\}_{n \in \mathbb{N}}$ is a Markov
process with transition probability kernel $K$ and initial probability distribution $\pi$, i.e., such that for every Borel set $A \subset M$ and any $n \geq 1$,

(a) $\mathbb{P}_\pi[Z_n \in A | Z_0, Z_1, \ldots, Z_{n-1}] = K_{Z_{n-1}}(A)$,

(b) $\mathbb{P}_\pi[Z_0 \in A] = \pi(A)$.

When $\pi = \delta_x$ is a Dirac measure we write $\mathbb{P}_x$ instead of $\mathbb{P}_{\delta_x}$. When $\pi = \nu$ the probability measure $\mathbb{P} = \mathbb{P}_\nu$ makes $\{Z_n\}_n$ a stationary process. This measure is preserved by the one sided shift $\sigma : X^+ \to X^+$. We have

$$\mathbb{P}_\nu(B) = \int_M \mathbb{P}_x(B) \, d\nu(x)$$

and

$$\mathbb{E}_\nu[\varphi] = \int_M \mathbb{E}_x[\varphi] \, d\nu(x)$$

for any Borel set $B \subset X^+$ and any bounded measurable function $\varphi : X^+ \to \mathbb{R}$, where $\mathbb{E}_x$ stands for the expected value w.r.t. $\mathbb{P}_x$ while $\mathbb{E}_\nu$ denotes the expected value w.r.t. $\mathbb{P}_\nu$.

We are ready to state and prove an abstract large deviations type theorem for strongly mixing Markov processes.

Let $\{Z_n\}_{n \geq 0}$ be the $K$-Markov chain $Z_n : X^+ \to M$, $Z_n(x) = x_n$. For an observable $\varphi : M \to \mathbb{R}$ and an index $j \geq 0$ let $\varphi_j := \varphi \circ Z_j : X^+ \to \mathbb{R}$ and denote by

$$S_n \varphi := \varphi_0 + \cdots + \varphi_{n-1} = \varphi(Z_0) + \cdots + \varphi(Z_{n-1})$$

the corresponding “stochastic” Birkhoff sums. Note that for $x = \{x_n\}_{n \geq 0} \in X^+$ and $n \in \mathbb{N}$,

$$S_n \varphi(x) = \varphi(x_0) + \cdots + \varphi(x_{n-1}) .$$

**Theorem 2.1.** Let $(M, K, \nu, \mathcal{E})$ be a strongly mixing Markov system with mixing rate $r = \{r_n\}_{n \in \mathbb{N}}$. Then for all $\varphi \in \mathcal{E}$ and $\epsilon > 0$ there are $c(\epsilon) > 0$ and $n(\epsilon) \in \mathbb{N}$ such that for all $n \geq n(\epsilon)$ and $x_0 \in M$ we have

$$\mathbb{P}_{x_0} \left\{ \left| \frac{1}{n} S_n \varphi - \int_M \varphi \, d\nu \right| > \epsilon \right\} \leq 8e^{-c(\epsilon)n} .$$

The parameters $c(\epsilon)$ and $n(\epsilon)$ depend explicitly and uniformly on the input data, namely on $\epsilon, \|\varphi\|_\mathcal{E}$ and $r$. More precisely, $n(\epsilon)$ is the first integer $n_0$ such that $r_{n_0} \leq \frac{\epsilon^2}{8\|\varphi\|_\mathcal{E}^2}$, while $c(\epsilon) = \frac{1}{8\|\varphi\|_\mathcal{E}^2} \frac{\epsilon^2}{n(\epsilon)}$.

**Proof.** Fix $x_0 \in M$ and $\varphi \in \mathcal{E}$ and let $L := \|\varphi\|_\mathcal{E}$. Without loss of generality, we may assume that $\int_M \varphi \, d\nu = 0$, otherwise we consider $\varphi - \int_M \varphi \, d\nu$. Moreover, replacing $\varphi$ by $-\varphi$, it is enough to estimate $\mathbb{P}_{x_0} \{ S_n \varphi \geq n\epsilon \}$. Using Bernstein’s trick, for any $t > 0$ we have

$$\mathbb{P}_{x_0} \{ S_n \varphi \geq n\epsilon \} = \mathbb{P}_{x_0} \{ e^{tS_n \varphi} \geq e^{t n\epsilon} \} \leq e^{-t n\epsilon} \mathbb{E}_{x_0}(e^{tS_n \varphi}) ,$$
thus we need to estimate the exponential moments \( \mathbb{E}_{x_0}(e^{tS_n\varphi}) \). This will be achieved by relating them to powers of the Markov operator \( \mathcal{Q} \) evaluated at a suitably chosen observable, as shown in the next lemma.

**Lemma 2.1.** Let \( \varphi \in \mathcal{E}, \|\varphi\|_{\mathcal{E}} =: L < \infty \). Let \( n \geq n_0 \) be two integers and denote by \( m := \lfloor \frac{n}{n_0} \rfloor \). Then for all \( x_0 \in M \) and for all \( t > 0 \),
\[
\mathbb{E}_{x_0}(e^{tS_n\varphi}) \leq e^{2tn_0L}\|Q^m_0(e^{tn_0\varphi})\|_\infty^{-1}.
\]

**Proof of the lemma.** Write \( n = mn_0 + r \), with \( 0 \leq r < n_0 \). Fix \( t > 0 \) and let \( f := e^{t\varphi} : M \to \mathbb{R} \), so \( 0 < f \leq e^{tL} \). Then \( \forall x = \{x_n\}_{n \geq 0} \in X^+ \) we have
\[
e^{tS_n\varphi}(x) = \prod_{j=0}^{n-1} e^{t\varphi(x_j)} = \prod_{j=0}^{n-1} f(x_j)
\]
\[
= f(x_0) \cdot f(x_{n_0}) \cdots f(x_{(m-1)n_0}) \cdot f(x_1) \cdot f(x_{n_0+1}) \cdots f(x_{(m-1)n_0+1}) \cdot \cdots \cdot f(x_{n_0-1}) \cdot f(x_{2n_0-1}) \cdots f(x_{mn_0-1}) \cdot f(x_{mn_0}) \cdot f(x_{mn_0+1}) \cdots f(x_{mn_0+r-1})
\]
\[
=: F_0(x) \cdot F_1(x) \cdots F_{n_0-1}(x) \cdot F_{n_0}(x)
\]

where \( F_k : X^+ \to \mathbb{R}, \; F_k(x) := f(x_k) \cdot f(x_{n_0+k}) \cdots f(x_{(m-1)n_0+k}) \) for \( 0 \leq k \leq n_0 - 1 \) and \( F_{n_0}(x) := f(x_{mn_0}) \cdot f(x_{mn_0+1}) \cdots f(x_{mn_0+r-1}) \).

By Hölder’s inequality,
\[
\mathbb{E}_{x_0}(e^{tS_n\varphi}) = \mathbb{E}_{x_0}(F_0 \cdots F_{n_0-1} \cdot F_{n_0}) \leq \prod_{k=0}^{n_0-1} \left[ \mathbb{E}_{x_0}(F_k^{n_0}) \right]^{\frac{1}{n_0}} \cdot \|F_{n_0}\|_\infty.
\]

Note that \( \|F_{n_0}\|_\infty \leq e^{trL} \leq e^{tn_0L} \). We will show that
\[
\mathbb{E}_{x_0}(F_k^{n_0}) \leq e^{tn_0L}\|Q^m_0(e^{tn_0\varphi})\|_\infty^{-1} \; \forall \; k = 0, \ldots, n_0 - 1
\]
which will conclude the proof.

Fix \( k \in \{0, \ldots, n_0 - 1\} \) and note that
\[
F_k^{n_0}(x) = e^{tn_0\varphi(x_k)}e^{tn_0\varphi(x_{n_0+k})} \cdots e^{tn_0\varphi(x_{(m-1)n_0+k})}.
\]

To simplify notations, let \( G : X^+ \to \mathbb{R}, \; G(x) := F_k^{n_0}(x) \) and \( g : M \to \mathbb{R}, \; g(a) := e^{tn_0\varphi(a)} \). Then \( 0 < g \leq e^{tn_0L} \) and
\[
G(x) = g(x_k) \cdot g(x_{n_0+k}) \cdots g(x_{(m-1)n_0+k}),
\]

which is a function that depends on a finite and *sparse* set of coordinates, arranged in an arithmetic progression of length \( m \) with distance
between consecutive terms. We will show that
\[ \mathbb{E}_{x_0}(G) \leq e^{t_n L} \|Q^{n_0} g\|_{\infty}^{m-1} \]
where
\[ \mathbb{E}_{x_0}(G) = \int_{X^+} G(x) d\mathbb{P}_{x_0}(x) = \int_{X^+} G(x) \prod_{i=n}^1 dK_{x_{i-1}}(x_i). \]

We split the set \( I = \{1, 2, \ldots, (m-1)n_0 + k\} \) of \((m-1)n_0 + k\) many indices into
\[ I = \{1, \ldots, k\} \cup I_1 \cup \cdots \cup I_{m-1} \]
where for \( j = 1, \ldots, m-1 \)
\[ I_j := \{(j-1)n_0 + k + 1, \ldots, jn_0 + k\} \]
is a block of length \( n_0 \).

Since \( G(x) \) does not depend on the variables \( x_j \) with \( j \notin I \), we have
\[ \mathbb{E}_{x_0}(G) = \int_{X^+} G(x) \prod_{i=n}^1 dK_{x_{i-1}}(x_i) \]
\[ = \int g(x_k) \cdots g(x_{(m-2)n_0 + k}) \left( \int g(x_{(m-1)n_0 + k}) \prod_{i \in I_{m-1}} dK_{x_{i-1}}(x_i) \right) \]
\[ \prod_{i \in I \setminus I_{m-1}} dK_{x_{i-1}}(x_i) \]
\[ = \int g(x_k) \cdots g(x_{(m-2)n_0 + k}) \left( Q^{n_0} g(x_{(m-2)n_0 + k}) \right) \prod_{i \in I \setminus I_{m-1}} dK_{x_{i-1}}(x_i) \]
\[ \leq \|Q^{n_0} g\|_{\infty} \int g(x_k) \cdots g(x_{(m-2)n_0 + k}) \prod_{i \in I \setminus I_{m-1}} dK_{x_{i-1}}(x_i). \] (2.2)

Applying the same argument \( m - 1 \) times, we obtain
\[ \mathbb{E}_{x_0}(G) \leq \|Q^{n_0} g\|_{\infty}^{m-1} \int g(x_k) dK_{x_{k-1}}(x_k) \cdots dK_{x_0}(x_1) \]
\[ \leq \|Q^{n_0} g\|_{\infty}^{m-1} e^{t_n L}, \]
which completes the proof of the lemma. \qed

We return to the proof of the theorem. Using the strong mixing assumption, for all \( n_0 \in \mathbb{N} \) and \( \varphi \in \mathcal{E} \) we have that
\[ \|Q^{n_0} \varphi\|_{\infty} \leq r_{n_0} \|\varphi\|_{\mathcal{E}}. \]
By Lemma 2.1, for all \( n \geq n_0 \),
\[
\mathbb{E}_{x_0}(e^{tS_n \varphi}) \leq e^{2tn_0L} \| Q^{n_0}(e^{tn_0\varphi}) \|_\infty^{n_0-1}.
\]

However, \( \varphi \in \mathcal{E} \) does not necessarily imply that \( e^{tn_0\varphi} \in \mathcal{E} \); even if this were the case, its mean would not be zero, so the strong mixing condition cannot be directly applied to the observable \( e^{tn_0\varphi} \).

The following inequality holds for all \( y \in \mathbb{R} \):
\[
e^y \leq 1 + y + \frac{y^2}{2} e^{|y|}.
\]

Hence we can write
\[
e^y = 1 + y + \frac{y^2}{2} \psi(y)
\]
where the function \( \psi \) satisfies the bound \( |\psi(y)| \leq e^{|y|} \). Then
\[
e^{tn_0\varphi} = 1 + tn_0\varphi + \frac{1}{2} t^2 n_0^2 \varphi^2 \psi(tn_0\varphi)
\]
where \( \| \psi(tn_0\varphi) \|_\infty \leq e^{tn_0\|\varphi\|_\infty} \leq e^{tn_0L} \leq 2 \) if \( tn_0L \leq \log 2 \).

Applying the Markov operator we then have:
\[
Q^{n_0}(e^{tn_0\varphi}) = 1 + tn_0 Q^{n_0}(\varphi) + \frac{1}{2} t^2 n_0^2 Q^{n_0}(\varphi^2 \psi(tn_0\varphi)).
\]

Therefore,
\[
\| Q^{n_0}(e^{tn_0\varphi}) \|_\infty \leq 1 + tn_0r_{n_0}L + t^2 n_0^2 L^2 \leq 1 + 2t^2 n_0^2 L^2
\]
provided that \( r_{n_0} \leq tn_0L \leq \log 2 \).

Using the inequality \((1 + y) \frac{y}{2} \leq e^y\) for \( y > 0 \) we get
\[
\| Q^{n_0}(e^{tn_0\varphi}) \|_\infty^{n_0} \leq (1 + 2t^2 n_0^2 L^2)^{\frac{1}{2n_0}} \leq e^{2t^2 n_0^2 L^2 n_0} \leq e^{2t^2 n_0^2 L^2 n}.
\]

Combining this with the estimate given by Lemma 2.1 and recalling that \( e^{tn_0L} \leq 2 \), we get
\[
\mathbb{E}_{x_0}(e^{tS_n \varphi}) \leq e^{2tn_0L} e^{2t^2 n_0^2 L^2 n} \leq 4e^{2t^2 n_0^2 L^2 n}.
\]

Fix \( \epsilon > 0 \). Using Bernstein’s trick, for all \( t > 0 \) we have
\[
\mathbb{P}_{x_0} \{ S_n \varphi \geq n\epsilon \} \leq e^{-t\epsilon^2} \mathbb{E}_{x_0}(e^{tS_n \varphi}) \leq 4e^{-t\epsilon^2} e^{2t^2 n_0^2 L^2 n} = 4e^{-n(\epsilon^2 - 2t^2 n_0^2 L^2)}.
\]

Then
\[
\mathbb{P}_{x_0} \{ S_n \varphi \geq n\epsilon \} \leq 4e^{-c(\epsilon) n}
\]
where \( c(\epsilon) = \max_{t > 0} \{ t \epsilon - 2t^2 n_0^2 L^2 \} = \frac{1}{8L^2 n_0^2} \epsilon^2 \) is attained when \( t = \frac{\epsilon}{4n_0 L^2} \).

This choice of the parameter \( t \) is compatible with the constraint \( tn_0L \leq \log 2 \), since this is equivalent to \( tn_0L = \frac{\epsilon}{4L} \leq \log 2 \), which of course must hold (the size \( \epsilon \) of the deviation cannot exceed \( 2\| \varphi \|_\infty \leq 2L \)). The other constraint, \( r_{n_0} \leq tn_0L \), is equivalent to \( r_{n_0} \leq \frac{\epsilon}{4L} \).
Therefore we choose $n_0 = n(\epsilon)$ to be the first integer such that $r_{n_0} \leq \frac{\epsilon}{4L}$, which completes the proof of the theorem.

**Remark 2.2.** Theorem 2.1 has an equivalent but more abstract probabilistic version. Let $(\Omega, \mathcal{P})$ be any probability space and let $(M, K, \nu, \mathcal{E})$ be a Markov system. Given a $K$-Markov chain $\{\xi_n : \Omega \to M\}_{n \geq 0}$ with $\xi_0 = x_0$, where $x_0 \in M$, define $\xi : \Omega \to M^\mathbb{N}$ by $\xi(\omega) := \{\xi_n(\omega)\}_{n \geq 0}$. A direct computation shows that $\xi_*\mathcal{P} = \mathbb{P}_{x_0}$, the Markov measure on $M^\mathbb{N}$ with initial distribution $\delta_{x_0}$. Thus under the same assumptions in Theorem 2.1, we have

$$\mathbb{P} \left[ \omega \in \Omega : \frac{1}{n} \sum_{j=0}^{n-1} \varphi(\xi_j(\omega)) - \mathbb{E}_\nu(\varphi) > \epsilon \right] \leq e^{-c(\epsilon)n}.$$ 

**Remark 2.3.** In the mixing condition (2.1), $\|\cdot\|_\infty$ refers to the uniform norm inherited from the space $L^\infty(M)$ of bounded, measurable functions, that is, $\|\varphi\|_\infty := \sup_{x \in M} |\varphi(x)|$.

If we use instead the essential supremum norm relative to the stationary measure $\nu$, then an LDT estimate still holds, but only with the Markov measure with initial distribution $\nu$ (the stationary measure), that is,

$$\mathbb{P}_\nu \left\{ \left| \frac{1}{n} S_n \varphi - \int_M \varphi d\nu \right| > \epsilon \right\} \leq 8e^{-c(\epsilon)n}.$$ 

Besides having to replace $\mathbb{P}_{x_0}, \mathbb{E}_{x_0}$ by $\mathbb{P}_\nu, \mathbb{E}_\nu$, the argument is essentially the same, with one exception. Estimate (2.2) is a consequence of the bound $Q^{n_0}g(x_{(m-2)n_0+k}) \leq \|Q^{n_0}g\|_\infty$, which in this setting does not always hold. However, since the bound

$$Q^{n_0}g(a) \leq \|Q^{n_0}g\|_\infty$$

holds for all points $a \in M$ except for a set $\mathcal{B}_n$ of $\nu$-measure zero, and since $\nu$ is $K$-stationary, hence the measure $\mathbb{P}_\nu$ on $X^+$ is $\sigma$-invariant, it follows that

$$\mathbb{P}_\nu \{ x \in X^+ : \exists j \in \mathbb{N}, x_j \in \mathcal{B}_n \} = \mathbb{P}_\nu \left\{ x \in X^+ : \exists j \in \mathbb{N}, \sigma^j x \in C[\mathcal{B}_n] \right\} \leq \mathbb{P}_\nu \left( \bigcup_{j \geq 0} \sigma^{-j} C[\mathcal{B}_n] \right) \leq \sum_{j=0}^{\infty} \mathbb{P}_\nu (\sigma^{-j} C[\mathcal{B}_n]) = \sum_{j=0}^{\infty} \mathbb{P}_\nu (C[\mathcal{B}_n]) = \sum_{j=0}^{\infty} \nu(\mathcal{B}_n) = 0.$$
Therefore $Q^ng(x,j) \leq \|Q^ng\|_\infty$ for all indices $j \in \mathbb{N}$ holds for a $P_\nu$-full measure set of $x \in X^+$, which implies the claim.

An interesting question is whether a slightly weaker version of the LDT estimate could be obtained if we replaced the $L^\infty$-norm in the mixing condition (2.1) by an $L^p$-norm. This will be considered in a separate project.

**Remark 2.4.** If we weaken the mixing condition (2.1) by requiring only that for an observable $\varphi \in L^\infty(M)$, $Q^n\varphi \to \int_M \varphi \, d\nu$ uniformly, then we obtain the following non effective LDT estimate. For any $\epsilon > 0$ there are $n(\epsilon) \in \mathbb{N}$ and $c(\epsilon) > 0$ such that for all $x_0 \in M$ we have

$$P_{x_0} \left\{ \frac{1}{n} S_n \varphi - \int_M \varphi \, d\nu > \epsilon \right\} \leq 8e^{-c(\epsilon)n}.$$ 

The argument is the same. Assuming again that $\int \varphi \, d\nu = 0$, so $\|Q^n(\varphi)\|_\infty \to 0$, the threshold $n(\epsilon)$ will be the first integer $n_0$ such that $\|Q^{n_0}(\varphi)\|_\infty \leq \frac{\epsilon}{4L}$, where $L := \|\varphi\|_\infty$, while $c(\epsilon)$ has the same expression.

Note that the parameters $n(\epsilon)$ and $c(\epsilon)$ depend in a uniform but not explicit way on the observable $\varphi$ (in other words, they do not change much as we vary $\varphi \in L^\infty(M)$, but the threshold for the limiting behavior cannot be determined from the input data).

We now recall an abstract central limit theorem of Gordin and Livšic (see [14] and [15]).

**Theorem 2.2 (Gordin-Livšic).** Let $(M, K, \nu)$ be an ergodic Markov system, let $\varphi \in L^2(\nu)$ with $\int \varphi \, d\nu = 0$ and assume that

$$\sum_{n=0}^\infty \|Q^n\varphi\|_2 < \infty.$$ 

Denoting $\psi := \sum_{n=0}^\infty Q^n\varphi$, we have that $\psi \in L^2(\nu)$ and $\varphi = \psi - Q\psi$. If $\sigma^2(\varphi) := \|\psi\|_2^2 - \|Q\psi\|_2^2 > 0$ then the following CLT holds:

$$\frac{S_n \varphi}{\sigma(\varphi) \sqrt{n}} \overset{d}{\to} \mathcal{N}(0,1).$$

Recall that a Markov system $(M, K, \nu)$ is ergodic if the measure $\nu$ is an extremal point in the convex space of $K$-stationary probability measures on $M$. This is equivalent to the ergodicity of the shift map on the product space $X^+$ relative to the Markov measure $P = P_\nu$. Evidently, if $K$ admits a unique stationary measure, then the corresponding Markov system is ergodic.

As a consequence of the above result we obtain the following.
Proposition 2.2. Let \((M, K, \nu, z)\) be a strongly mixing Markov system (relative to the uniform norm) with mixing rate \(r_n = C \frac{1}{n^p}\) with \(p > 1\), where \(z\) is a dense subset of \(C_0(M)\).

Assume that for any open set \(U \subset M\) with \(\nu(U) > 0\) there exists \(\phi \in z\) such that \(0 \leq \phi \leq 1_u\) and \(\int_M \phi d\nu > 0\). For any observable \(\varphi \in z\), if \(\varphi\) is not \(\nu\)-a.e. constant then Theorem 2.2 is applicable with \(\sigma^2(\varphi) > 0\) and the CLT holds.

Proof. The strong mixing condition and the density of \(z\) in \(C_0(M)\) imply the uniqueness of the \(K\)-stationary measure, which in turn imply the ergodicity of the Markov system. Indeed, if \(\tilde{\nu}\) is a \(K\)-stationary measure, then for any \(\varphi \in C_0(M)\) we have \(\int \varphi^n d\tilde{\nu} = \int \varphi d\tilde{\nu}\) for all \(n \in \mathbb{N}\). By strong mixing, for any \(\varphi \in z\) we have that \(\varphi \rightarrow \int \varphi d\nu\) uniformly. Integrating with respect to \(\tilde{\nu}\) we conclude that \(\int \varphi d\tilde{\nu} = \int \varphi d\nu\) for all \(\varphi \in z\), so for all \(\varphi \in C_0(M)\), which shows that \(\tilde{\nu} = \nu\).

Let \(\varphi \in z\) be a non \(\nu\)-a.e. constant observable. We may of course assume that \(\int \varphi d\nu = 0\), otherwise we consider \(\varphi - \int \varphi d\nu\).

Let \(\psi := \sum_{n=0}^{\infty} Q^n \varphi\). Since \(\varphi \in C_0(M)\), the strong mixing assumption on \(Q\) implies (via the Weierstrass M-test) that \(\psi \in C_0(M)\) as well. It remains to show that \(\sigma^2(\varphi) > 0\) which ensures the applicability of Theorem 2.2.

Assume by contradiction that \(\sigma^2(\varphi) = \|\psi\|^2 - \|Q\psi\|^2 = 0\). Then

\[
0 \leq \int \{(Q \psi)(x) - \psi(y)\}^2 dK_x(y) d\nu(x)
= \int \{\|Q \psi\|^2 + \psi(y)^2 - 2 \psi(y) (Q \psi)(x)\} dK_x(y) d\nu(x)
= \int \{\psi(y)^2 - \|Q \psi\|^2\} dK_x(y) d\nu(x)
= \int \psi(y)^2 dK_x(y) d\nu(x) - \int \|Q \psi(x)\|^2 d\nu(x)
= \|\psi\|^2 - \|Q\psi\|^2 = 0 \quad \text{(since \(\nu\) is \(K\)-stationary)}.
\]

Therefore, \(\psi(y) = Q \psi(x)\) for \(\nu\)-a.e. \(x \in M\) and \(K_x\)-a.e. \(y \in M\). By induction we obtain that for all \(n \geq 1\),

\[
\psi(y) = (Q^n \psi)(x) \quad \text{for \(\nu\)-a.e. \(x \in M\) and for \(K_x^n\)-a.e. \(y \in M\)},
\]

which implies that for all \(n \geq 1\) and for \(\nu\)-a.e. \(x \in M\), the function \(\psi\) is \(K_x^n\)-a.e. constant. Let us show that in fact \(\psi\) is \(\nu\)-a.e. constant.

If \(\psi\) is not \(\nu\)-a.e constant, then there exist two disjoint open subsets \(U_1\) and \(U_2\) of \(M\) such that \(\nu(U_1), \nu(U_2) > 0\) and \(\psi|_{U_1} < \psi|_{U_2}\). By the
assumption, there are two observables $\phi_1, \phi_2 \in \mathcal{E}$ such that $0 \leq \phi_i \leq 1_{U_i}$ and $\int \phi_i \, d\nu > 0$ for $i = 1, 2$. Moreover, for all $x \in M$ and $n \geq 1$,

$$K^n_x(U_i) = (Q^n 1_{U_i})(x) \geq (Q^n \phi_i)(x) \to \int \phi_i \, d\nu > 0,$$

where the above convergence as $n \to \infty$ is uniform in $x \in M$.

Thus for a large enough integer $n$ and for all $x \in M$, both sets $U_1$ and $U_2$ have positive $K^n_x$ measure. However, $\psi|_{U_1} < \psi|_{U_2}$, which contradicts the fact that $\psi$ is $K^n_x$-a.e. constant for $\nu$-a.e. $x \in M$.

We conclude that $\psi$ is $\nu$-a.e constant. Since $\nu$ is $K$-stationary it follows that $\varphi = \psi - Q\psi = 0$ $\nu$-a.e, which is a contradiction. \qed

We note that Theorem 2.2 holds not only for the probability $P = P_\nu$, but also for the probability $P_{x_0}$ corresponding to the Markov chain starting from $\nu$-a.e. point $x_0 \in M$ (see the comments after Definition 1.1 in [15]). Then Proposition 2.2 and all of its consequences, e.g. Theorem 1.3 and Theorem 1.5 also hold w.r.t. these measures.

3. Mixing measures

Let $\mu \in \text{Prob}(\mathbb{T}^d)$. We consider the Markov chain on $\mathbb{T}^d$:

$$\theta \to \theta + \omega_0 \to \theta + \omega_0 + \omega_1 \to \cdots$$

The corresponding Markov kernel $K$ is

$$K_\theta = \int_{\mathbb{T}^d} \delta_{\theta+\omega_0} \, d\mu(\omega_0)$$

which is obviously continuous with respect to the weak* topology. The corresponding Markov operator is

$$Q = Q_\mu : L^\infty(\mathbb{T}^d) \to L^\infty(\mathbb{T}^d), \quad Q\varphi(\theta) = \int_{\mathbb{T}^d} \varphi(\theta + \omega_0) \, d\mu(\omega_0).$$

Note that $Q$ is bounded on $L^\infty(\mathbb{T}^d, m)$ because the Lebesgue measure $m$ is translation invariant, which also ensures that $m$ is $K$-stationary. Hence $(\mathbb{T}^d, K, m)$ is a Markov system.

The goal of this section is to show that the Markov operator $Q$ of the Markov system $(\mathbb{T}^d, K, m)$ is strongly mixing under certain assumptions on $\mu$ and for an appropriate space of observables, which will then allow us to derive an LDT and a CLT in this setting, via the abstract results of the previous section. These statistical properties will be lifted to other Markov systems in Section 4.
Recall that the Fourier coefficients of a measure $\mu \in \text{Prob}(\mathbb{T}^d)$ are defined as
\[
\hat{\mu}(k) := \int_{\mathbb{T}^d} e_k(x) \, d\mu(x),
\]
where $e_k : \mathbb{T}^d \to \mathbb{C}$, $e_k(x) := e^{2\pi i \langle k, x \rangle}$ for $k \in \mathbb{Z}^d$ are the characters of the multiplicative group $\mathbb{T}^d$.

**Lemma 3.1.** The characters $\{e_k : k \in \mathbb{Z}^d\}$ form a complete basis of eigenvectors for the Markov operator $Q : L^2(\mathbb{T}^d) \to L^2(\mathbb{T}^d)$. That is, $Qe_k = \hat{\mu}(k)e_k$, $\forall k \in \mathbb{Z}^d$ and if $\varphi = \sum_{k \in \mathbb{Z}^d} \hat{\varphi}(k)e_k$ in $L^2(\mathbb{T}^d, m)$, then
\[
Q\varphi = \sum_{k \in \mathbb{Z}^d} \hat{\mu}(k)\hat{\varphi}(k)e_k \quad \text{in} \quad L^2(\mathbb{T}^d, m).
\]

**Proof.** By the linearity and boundedness of $Q$, it is enough to prove the first equality. For any $\theta \in \mathbb{T}^d$ and any $k \in \mathbb{Z}^d$, we have
\[
Qe_k(\theta) = \int_{\mathbb{T}^d} e_k(\theta + \omega_0) \, d\mu(\omega_0) = \int_{\mathbb{T}^d} e_k(\theta) e_k(\omega_0) \, d\mu(\omega_0) = e_k(\theta) \int e_k \, d\mu = e_k(\theta) \hat{\mu}(k).
\]
Thus the result follows. \qed

**Remark 3.1.** It turns out (see [5, Theorem 2.3]) that the mixed random-quasiperiodic system $(\Sigma_{\mathbb{Z} \times \mathbb{T}^d}, f, \mu_{\mathbb{Z} \times m})$ is ergodic if and only if $\hat{\mu}(k) \neq 1$, $\forall k \in \mathbb{Z}^d \setminus \{0\}$. Furthermore, this is equivalent to the convergence
\[
\frac{1}{n} \sum_{j=0}^{n-1} Q^j\varphi(\theta) \to \int \varphi \, dm \quad \text{as} \quad n \to \infty
\]
for all $\theta \in \mathbb{T}^d$ and $\varphi \in C^0(\mathbb{T}^d)$.

Our goal is to provide a criterion for the strong mixing of the Markov operator $Q$ (determined by the measure $\mu$), a property which is strictly stronger than ergodicity.

We begin with the intermediate property of mixing.

**Definition 3.1.** The system $(Q, m)$ is called mixing if $\forall \varphi \in C^0(\mathbb{T}^d)$,
\[
Q^n\varphi(\theta) \to \int \varphi \, dm \quad \text{as} \quad n \to \infty, \quad \forall \theta \in \mathbb{T}^d.
\]
It is clear that the mixing of \((Q, m)\) implies the ergodicity of the measure preserving dynamical system \((f, \mu \times m)\). Moreover, as it will be seen below, if it holds, the convergence in Definition 3.1 must be uniform in \(\theta\). Furthermore, the mixing property can be characterized as follows (see [5, Theorem 2.3] for the analogue characterization of ergodicity).

**Theorem 3.1.** The following statements are equivalent.

1. \((Q_\mu, m)\) is mixing.
2. \(|\hat{\mu}(k)| < 1, \forall k \in \mathbb{Z}^d \setminus \{0\}\).
3. \(\forall k \in \mathbb{Z}^d \setminus \{0\}, \forall E \subset \mathbb{T}^d\) with \(\mu(E) = 1, \exists \alpha \neq \beta \in E\) so that \(\langle k, \alpha - \beta \rangle \notin \mathbb{Z}\).
4. The semigroup generated by the set \(S := \{\alpha - \beta : \alpha, \beta \in \text{supp}(\mu)\}\) is dense in \(\mathbb{T}^d\).

If any of these statements holds, we may also call the measure \(\mu\) mixing.

**Proof.** (1) \(\Rightarrow\) (2). If there is \(k \in \mathbb{Z}^d \setminus \{0\}\) such that \(|\hat{\mu}(k)| = 1\), then since \(Q^ne_k = \hat{\mu}(k)^ne_k\) for all \(n \in \mathbb{N}\), we have

\[
|Q^ne_k| = |\hat{\mu}(k)^ne_k| = 1 \to 0 = \left|\int e_k \, dm\right| \text{ as } n \to \infty.
\]

This contradicts the mixing condition.

(2) \(\Rightarrow\) (1). We first establish the convergence in Definition 3.1 for trigonometric polynomials, then proceed by approximation.

Let \(p = \sum_{|k| \leq N} c_k e_k\) be a trigonometric polynomial. Note that \(\int pdm = c_0\) and \(\hat{\mu}(0) = 1\), so we have

\[
Q^np - \int pdm = \sum_{0<|k| \leq N} c_k \hat{\mu}(k)^n e_k.
\]

Hence

\[
\|Q^np - \int pdm\|_\infty \leq \sum_{0<|k| \leq N} |c_k| |\hat{\mu}(k)|^n.
\]

Let \(\sigma := \max\{|\hat{\mu}(k)| : 0 < |k| \leq N\} < 1\). Then

\[
\|Q^np - \int pdm\|_\infty \leq \left(\sum_{0<|k| \leq N} |c_k|\right) \sigma^n \to 0 \text{ as } n \to 0.
\]

Given any observable \(\varphi \in C^0(\mathbb{T}^d)\) and given \(\epsilon > 0\), by the Weierstrass approximation theorem there exists a trigonometric polynomial \(p\) such that \(\|\varphi - p\|_\infty < \epsilon\). Moreover, by the previous argument, there is \(n(\epsilon) \in \mathbb{N}\) such that \(\|Q^n p - \int pdm\|_\infty < \epsilon\) for all \(n \geq n(\epsilon)\).
Writing \( \varphi = p + \varphi - p \), we have
\[
Q^n \varphi = Q^n p + Q^n (\varphi - p)
\]
and
\[
\int \varphi dm = \int p dm + \int (\varphi - p) dm.
\]
Then for all \( n \geq n(\epsilon) \),
\[
\|Q^n \varphi - \int \varphi dm\|_{\infty} \leq \|Q^n p - \int p dm\|_{\infty} + \|\varphi - p\|_{\infty} + \|Q^n (\varphi - p)\|_{\infty} \leq \epsilon + \epsilon + \epsilon = 3\epsilon,
\]
which proves the mixing of \((Q, m)\) and it also shows that the convergence in Definition 3.1 must be uniform.

(2) \(\iff\) (3). Let \( k \in \mathbb{Z}^d \setminus \{0\} \). Then \( |\hat{\mu}(k)| = 1 \) if and only if \( \int e^{2\pi i \langle k, \alpha \rangle} \, d\mu(\alpha) = 1 \) which, by the lemma below, is equivalent to \( e^{2\pi i \langle k, \alpha \rangle} \) being constant for \( \mu\)-a.e. \( \alpha \in \Sigma \). This holds if and only if there is \( E \subset \Sigma \) with \( \mu(E) = 1 \) such that \( \forall \alpha, \beta \in E, \ e^{2\pi i \langle k, \alpha \rangle} = e^{2\pi i \langle k, \beta \rangle} \). This is equivalent to \( e^{2\pi i \langle k, \alpha - \beta \rangle} = 1 \) for all \( \alpha, \beta \in E \), which holds if and only if \( \langle k, \alpha - \beta \rangle \in \mathbb{Z} \) for all \( \alpha, \beta \in E \), thus establishing the claim.

(3) \(\implies\) (4). The closed semigroup \( H \) generated by \( S \) can be written as \( H = \bigcup_{n \geq 1} S^n \), where \( S^n := S + S^{n-1} \). By the Poincaré recurrence theorem \( H \) is also a group. Assuming by contradiction that \( H \neq \mathbb{T}^d \), by Pontryagin’s duality for locally compact abelian groups, there exists a non trivial character \( e_k: \mathbb{T}^d \to \mathbb{C} \) containing \( H \) in its kernel. In particular this implies that there exists \( k \in \mathbb{Z}^d \setminus \{0\} \) such that \( \langle k, \theta \rangle \in \mathbb{Z} \) for all \( \theta \in S \), which is a contradiction.

(4) \(\implies\) (3). Assume by contradiction that for some \( k \in \mathbb{Z}^d \setminus \{0\} \) and \( E \subset \mathbb{T}^d \), with full \( \mu \)-measure, we have \( \langle k, \beta - \alpha \rangle \in \mathbb{Z} \) or equivalently \( e^{2\pi i \langle k, \beta - \alpha \rangle} = 1 \), for all \( \alpha, \beta \in E \). Because \( E \) is dense in \( \text{supp}(\mu) \), this implies by continuity that \( e^{2\pi i \langle k, \theta \rangle} = 1 \) for all \( \theta \in S \). Then \( e_k \) is a nontrivial character of \( \mathbb{T}^d \) and \( H := \{ \theta \in \mathbb{T}^d: e_k(\theta) = 1 \} \) is a proper compact subgroup of \( \mathbb{T}^d \). The assumption implies that \( S \subset H \), hence the closed semigroup generated by \( S \) is contained in \( H \), a contradiction with (4).

**Lemma 3.2.** Let \((\Omega, \rho)\) be a probability space. Assume that \( f: \Omega \to \mathbb{C} \) is Lebesgue integrable. If \( |\int_{\Omega} f \, d\rho| = \int_{\Omega} |f| \, d\rho \), then \( \arg f \) is constant \( \rho\)-a.e. That is, \( \exists \theta_0 \in \mathbb{R} \) such that \( f(x) = e^{i\theta_0} |f(x)| \) for \( \rho\)-a.e. \( x \in \Omega \).

**Proof.** Let \( \theta_0 := \arg(\int_{\Omega} f \, d\rho) \), so we can write
\[
\int_{\Omega} f \, d\rho = e^{i\theta_0} \left| \int_{\Omega} f \, d\rho \right|.
\]
Then
\[ 0 = \left| \int_{\Omega} f \, d\rho \right| - \int_{\Omega} |f| \, d\rho = e^{-i\theta_0} \int_{\Omega} f \, d\rho - \int_{\Omega} |f| \, d\rho = \int_{\Omega} (e^{-i\theta_0} f - |e^{-i\theta_0} f|) \, d\rho = \mathcal{R} \int_{\Omega} (e^{-i\theta_0} f - |e^{-i\theta_0} f|) \, d\rho = \int_{\Omega} \left( \mathcal{R}(e^{-i\theta_0} f) - |e^{-i\theta_0} f| \right) \, d\rho. \]

Since \( \mathcal{R}(e^{-i\theta_0} f) \leq |e^{-i\theta_0} f| \), it follows that \( \mathcal{R}(e^{-i\theta_0} f) = |e^{-i\theta_0} f| \geq 0, \rho\text{-a.e.} \). In particular, \( \Im(e^{-i\theta_0} f) = 0 \) \( \rho\text{-a.e.} \). Therefore,
\[ e^{-i\theta_0} f = \mathcal{R}(e^{-i\theta_0} f) = |e^{-i\theta_0} f| = |f| \quad \rho\text{-a.e.} \]
which implies \( f = e^{i\theta_0} |f| \) \( \rho\text{-a.e.} \).

As shown above, the system \((Q, m)\) is mixing if and only if \( |\hat{\mu}(k)| < 1 \) for all \( k \in \mathbb{Z}^d \setminus \{0\} \). It is not difficult to see that if \( \mu \ll m \) then there is \( \sigma \in (0, 1) \) such that \( |\hat{\mu}(k)| \leq \sigma < 1 \) for all \( k \in \mathbb{Z}^d \setminus \{0\} \). This ensures the mixing and in fact the strong mixing with exponential rate of the system \((Q, m)\), but it is, of course, a very restrictive assumption.

We introduce a general, in fact generic condition on the measure \( \mu \) that allows its Fourier coefficients to approach 1 but with a controlled speed, and which will imply the strong mixing of \((Q, m)\).

**Definition 3.2.** We say that \( \mu \in \text{Prob}(\mathbb{T}^d) \) satisfies a mixing Diophantine condition (mixing DC) if
\[ |\hat{\mu}(k)| \leq 1 - \frac{\gamma}{|k|\tau}, \quad \forall \, k \in \mathbb{Z}^d \setminus \{0\}, \]
for some \( \gamma, \tau > 0 \). In this case we write \( \mu \in \text{DC}(\gamma, \tau) \).

This is inspired by the concept of Diophantine condition (DC) for points on the torus. We say that \( \alpha \in \mathbb{T}^d \) satisfies the Diophantine condition DC(\( \gamma, \tau \)) if
\[ \inf_{j \in \mathbb{Z}} |\langle k, \alpha \rangle - j| \geq \frac{\gamma}{|k|^\tau}, \quad \forall \, k \in \mathbb{Z}^d \setminus \{0\}. \]
It is usually assumed when talking about a DC for points on the torus that \( \gamma > 0 \) and \( \tau > d \). This is because when \( \tau < d \), the set of points satisfying DC(\( \gamma, \tau \)) is empty, when \( \tau = d \) it has Lebesgue measure zero on \( \mathbb{T}^d \), while when \( \tau > d \), the set \( \bigcup_{\gamma > 0}\text{DC}(\gamma, \tau) \) has Lebesgue measure one.

However, the set of measures on the torus satisfying a mixing Diophantine condition is always non-empty, for any parameters \( \gamma, \tau > 0 \).

We give some examples of mixing and non mixing DC measures.
(1) If $\mu \ll m$, then $\mu$ is mixing DC with any $\tau \geq 0$.
(2) If $\mu = \delta_\alpha$ then $\hat{\mu}(k) = \int e^{2\pi i (k,x)} d\delta_\alpha(x) = e^{2\pi i (k,\alpha)}$. Thus $|\hat{\mu}(k)| = 1 \forall k \in \mathbb{Z}$ which implies that $\delta_\alpha$ is not mixing DC.
(3) If $\mu = t\delta_\alpha + (1-t)\delta_\beta$ with $t \in (0,1)$ and $\beta - \alpha \in DC$, then $\mu$ is mixing DC.
(4) If $\mu \in \text{Prob}(\mathbb{T}^d)$ is finitely supported and $\exists \alpha, \beta \in \text{supp}(\mu)$ such that $\beta - \alpha \in DC$, then $\mu$ is mixing DC.
(5) If $\mu_1 \in \text{Prob}(\mathbb{T}^d)$ is mixing DC then for any $t \in (0,1]$ and $\mu_2 \in \text{Prob}(\mathbb{T}^d)$, $\mu := t\mu_1 + (1-t)\mu_2$ is mixing DC.

Note that (5) implies that the set of mixing DC measures is prevalent.

The following result shows that the mixing DC of a measure $\mu$ ensures the strong mixing of the corresponding Markov system $(Q, m)$.

**Proposition 3.3.** If $\mu \in \text{DC}(\gamma, \tau)$ then $Q$ is strongly mixing with power rate on any space of $\alpha$-Hölder continuous functions $C^\alpha(\mathbb{T}^d)$. More precisely, there are $C < \infty$ and $p > 0$ such that

$$\left\| Q^n \varphi - \int \varphi dm \right\|_\infty \leq C \| \varphi \|_{C^\alpha} \frac{1}{n^p} \quad \forall \varphi \in C^\alpha(\mathbb{T}^d), n \geq 1.$$\n
In fact, $p$ can be chosen as $\frac{\alpha}{\tau} - \iota$, for any $\iota > 0$, in which case $C$ will depend on $\iota$.

**Proof.** Fix an observable $\varphi \in C^\alpha(\mathbb{T}^d)$. The trick for obtaining a sharp rate of convergence is to approximate $\varphi$ by trigonometric polynomials, with an error bound (and algebraic complexity) correlated to the number of iterates of the Markov operator.

Fix $n$ to be this number of iterates. Let $N$ be the degree of approximation which will be chosen later. Since $\varphi \in C^\alpha(\mathbb{T}^d)$, by Jackson’s approximation theorem (see [17, Section 2.2 and Section 3] and references therein for more details) there exists a trigonometric polynomial $p_N$, with $\deg p_N \leq N$, such that for some universal constant $C_0 < \infty$,

$$\| \varphi - p_N \|_\infty \leq C_0 \| \varphi \|_{C^\alpha} \frac{1}{N^\alpha}.$$\n
In fact $p_N$ is the convolution of $\varphi$ with the Jackson kernel, so

$$p_N = \sum_{|k| \leq N} c_k e_k$$
where the coefficients $c_k$ satisfy

$$|c_k| \leq |\hat{\varphi}(k)| \leq \| \varphi \|_{C^\alpha}.$$\n
We can then write

$$\varphi = p_N + (\varphi - p_N) =: p_N + r_N$$
and by linearity we have
\[ Q^n \varphi = Q^n p_N + Q^n r_N \]
and
\[ \int \varphi dm = \int p_N dm + \int r_N dm. \]
Thus
\[ Q^n \varphi - \int \varphi dm = Q^n p_N - \int p_N dm + Q^n r_N - \int r_N dm, \]
which shows that
\[ Q^n \varphi - \int \varphi dm \leq Q^n p_N - \int p_N dm + Q^n r_N - \int r_N dm, \]
and
\[ Z \varphi dm = Z p_N dm + Z r_N dm. \]
Due to the bound on \[ r_N = \varphi - p_N \] and the fact that \[ Q \] is a bounded operator with norm 1 on \( C^0(T^d) \), the second and third term on the right-hand side above are smaller than \( C_0 \| \varphi \|_\alpha \frac{1}{N^\alpha} \). It remains to estimate the first term. Since \( p_N = \sum_{|k| \leq N} c_k e_k \),
\[ Q^n p_N = \sum_{|k| \leq N} c_k Q^n e_k = \sum_{|k| \leq N} c_k \hat{\mu}(k)^n e_k. \]
This implies
\[ \| Q^n p_N - \int p_N dm \|_\infty \leq \sum_{0<|k| \leq N} |c_k| \| \hat{\mu}(k) \|^n \leq \| \varphi \|_\alpha \sum_{0<|k| \leq N} (1 - \frac{\gamma}{|k|^\tau})^n \]
\[ \leq \| \varphi \|_\alpha (2N)^d (1 - \frac{\gamma}{N^\tau})^n. \]
Using the inequality \( (1 - x)^{\frac{1}{2}} \leq e^{-1} \) for \( x \in (0, 1) \), we have (for \( N \) large enough)
\[ (1 - \frac{\gamma}{N^\tau})^n \leq e^{-\frac{n\gamma}{N^\tau}}. \]
Combining the above estimates we obtain
\[ \| Q^n \varphi - \int \varphi dm \|_\infty \leq 2^d \| \varphi \|_\alpha N^d e^{-\frac{n\gamma}{N^\tau}} + 2C_0 \| \varphi \|_\alpha \frac{1}{N^\alpha}. \]
Fix any \( \epsilon > 0 \) and choose \( N := (n\gamma)^{\frac{1+\epsilon}{\epsilon}} \). Then
\[ \frac{1}{N^\alpha} = \frac{1}{\gamma^{(\alpha/\tau)(1-\epsilon)}} \frac{1}{n^{(\alpha/\tau)(1-\epsilon)}} =: C_1 \frac{1}{n^p}, \]
where \( p := \frac{\alpha}{\tau} (1-\epsilon) = \frac{\alpha}{\tau} - o(1) \), while
\[ N^d e^{-\frac{n\gamma}{N^\tau}} = (n\gamma)^{(1-\epsilon)d} e^{-(n\gamma)^{\epsilon}} \ll \frac{1}{n^p} \]
for \( n \) large enough. This completes the proof provided the constant \( C \) is chosen large enough depending on \( \alpha, \gamma, \tau, d \) and \( \epsilon \). \( \square \)
4. Mixed random-quasiperiodic dynamical systems

In this section we introduce a type of partially hyperbolic dynamical system for which the abstract statistical properties from Section 2 are (eventually) applicable and which moreover does not belong to the classes of non uniformly hyperbolic systems considered in [6, 19, 18, 1].

Let $\Sigma := \mathbb{T}^d$ where $\mu \in \text{Prob}(\mathbb{T}^d)$ and regard $(\Sigma, \mu)$ as a probability space of symbols. Consider $X := \Sigma \times \mathbb{Z}, \mu \in \text{Prob}(X)$ the product space with the product measure and let $\sigma : X \to X$ be the bilateral Bernoulli shift. Define the skew-product map $f : X \times \mathbb{T}^d \to X \times \mathbb{T}^d$, $f(\omega, \theta) = (\sigma \omega, \theta + \omega_0)$.

We call the MPDS $(X \times \mathbb{T}^d, f, \mu \times m)$ a mixed random-quasiperiodic dynamical system (see [5] for more details). Next we define a general space of observables.

**Definition 4.1.** Given $\alpha \in (0, 1]$, $\mathcal{H}_\alpha(X \times \mathbb{T}^d)$ is the set of observables $\varphi : X \times \mathbb{T}^d \to \mathbb{R}$ such that $v_\alpha(\varphi) = v_\alpha^X(\varphi) + v_\alpha^T(\varphi) < \infty$, where

$$v_\alpha^X(\varphi) := \sup_{\theta \in \mathbb{T}^d} \sup_{\omega \neq \omega'} |\varphi(\omega, \theta) - \varphi(\omega', \theta)| \left(\frac{d(\omega, \omega')}{\alpha}\right)^\alpha$$

and

$$v_\alpha^T(\varphi) := \sup_{\omega \in X} \sup_{\theta \neq \theta'} \frac{|\varphi(\omega, \theta) - \varphi(\omega, \theta')|}{|\theta - \theta'|^\alpha}.$$

Note that $v_\alpha$ is a semi-norm. Endowed with the norm

$$\|\varphi\|_\alpha := v_\alpha(\varphi) + \|\varphi\|_{\infty},$$

the set $\mathcal{H}_\alpha(X \times \mathbb{T}^d)$ of observables is then a Banach space.

**Remark 4.1.** As usual, the metric $d$ on $X$ is given by $d(\omega, \omega') := 2^{-\min\{|j| : \omega_j \neq \omega'_j\}}$ for $\omega, \omega' \in X$. Note that in general this metric does not make $(X, d)$ a compact metric space unless $\mu$ is finitely supported. This is essentially due to the fact that this metric only accounts for where two points in $X$ differ, without telling by how much they differ, thus it does not (in general) metrize the product topology. However, the space of observables $\mathcal{H}_\alpha(X \times \mathbb{T}^d)$ defined above relative to this metric contains the space of $\alpha$-Hölder continuous observables on $X \times \mathbb{T}^d$ with respect to the standard (compact) metric.

The Markov chain on $X \times \mathbb{T}^d$

$$(\omega, \theta) \to (\sigma \omega, \theta + \omega_0) \to (\sigma^2 \omega, \theta + \omega_0 + \omega_1) \to \cdots$$

is evidently not strongly mixing because it is deterministic, hence we cannot derive LDT estimates and a CLT directly, via the two abstract
We will proceed through three different levels of generality regarding the observables considered.

4.1. **First level: locally constant observables.** Let $\mu \in \text{Prob}(\mathbb{T}^d)$. Let $K: \mathbb{T}^d \to \text{Prob}(\mathbb{T}^d)$, $K_\theta = \int \delta_{\theta + \omega_0} d\mu(\omega_0)$ be a Markov kernel and let $Q: C^0(\mathbb{T}^d) \to C^0(\mathbb{T}^d)$, $Q\varphi(\theta) = \int \varphi(\theta + \omega_0) d\mu(\omega_0)$ be the corresponding Markov operator. Finally, let $Z_0 = \theta$, $Z_j = \theta + \omega_0 + \cdots + \omega_{j-1}$, $j \geq 1$ be the corresponding $K$-Markov chain on $\mathbb{T}^d$.

We proved that if $\mu$ satisfies a mixing DC then $(\mathbb{T}^d, K, m, C^\alpha(\mathbb{T}^d))$ is a strongly mixing Markov system with decaying rate $r_n = \frac{1}{n^p}$, $n \geq 1$ and $p = \frac{\tau}{\alpha}$. By the abstract LDT Theorem 2.1 and Remark 2.3, we obtain the following effective LDT estimate in this setting.

**Theorem 4.1.** Assume that $\mu \in \text{DC}(\gamma, \tau)$. Then $\forall \varphi \in C^\alpha(\mathbb{T}^d)$, $\forall \theta \in \mathbb{T}^d$ and $\forall \epsilon > 0$, there is $n(\epsilon) \in \mathbb{N}$ such that $\forall n \geq n(\epsilon)$ we have

$$
\mu^N \left\{ \frac{1}{n} S_n \varphi - \int \varphi dm > \epsilon \right\} < e^{-c(\epsilon)n}
$$

where $c(\epsilon) = \tilde{c} \epsilon^{2 + \frac{1}{p}}$, $n(\epsilon) = \bar{n} \epsilon^{1 - \frac{1}{p}}$ for constants $\tilde{c} > 0$ and $\bar{n} \in \mathbb{N}$ which depend explicitly and uniformly on the data and $p = \frac{\alpha}{\gamma}$.

It is straightforward to check that for $(\mathbb{T}^d, K, m, C^\alpha(\mathbb{T}^d))$, the assumptions of Proposition 2.2 are satisfied via Lemma 2.2 of [5] and thus we obtain the following.

**Theorem 4.2.** Assume that $\mu \in \text{DC}(\gamma, \tau)$ and let $\alpha > \tau$. Then for every $\varphi \in C^\alpha(\mathbb{T}^d)$ nonzero with zero mean, there exists $\sigma = \sigma(\varphi) > 0$ such that

$$
\frac{S_n \varphi}{\sigma \sqrt{n}} \overset{d}{\to} \mathcal{N}(0, 1).
$$

Next we extend to a slightly more general setup. On $\Sigma \times \mathbb{T}^d$ consider the Markov kernel $\tilde{K}: \Sigma \times \mathbb{T}^d \to \text{Prob}(\Sigma \times \mathbb{T}^d)$,

$$
\tilde{K}_{(\omega_0, \theta)} := \int \delta_{(\omega_1, \theta + \omega_0)} d\mu(\omega_1)
$$

and the corresponding Markov operator $\tilde{Q}: C^0(\Sigma \times \mathbb{T}^d) \to C^0(\Sigma \times \mathbb{T}^d)$

$$
\tilde{Q}\varphi(\omega_0, \theta) = \int \varphi(\omega_1, \theta + \omega_0) d\mu(\omega_1).
$$

The corresponding $\tilde{K}$-Markov chain is

$$
Z_0 = (\omega_0, \theta) \to Z_1 = (\omega_1, \theta + \omega_0) \to Z_2 = (\omega_2, \theta + \omega_0 + \omega_1) \to \cdots
$$
Define \( \Pi : C^0(\Sigma \times \mathbb{T}^d) \to C^0(\mathbb{T}^d) \), \( \Pi \varphi(\theta) = \int \varphi(\omega_0, \theta) d\mu(\omega_0) \). It is clear that \( \bar{Q} \varphi(\omega_0, \theta) = \Pi \varphi(\theta + \omega_0) \). By induction,

\[
\bar{Q}^n \varphi(\omega_0, \theta) = Q^{n-1}(\Pi \varphi)(\theta + \omega_0).
\]

Define the space \( \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d) \) as follows:

\[
\mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d) := \left\{ \varphi \in C^0(\Sigma \times \mathbb{T}^d) : v_{\alpha}^{\mathbb{T}^d}(\varphi) < \infty \right\}
\]

where

\[
v_{\alpha}^{\mathbb{T}^d}(\varphi) := \sup_{\omega_0 \in \Sigma} \sup_{\theta \neq \theta'} |\varphi(\omega_0, \theta) - \varphi(\omega_0, \theta')| / |\theta - \theta'|^\alpha.
\]

The corresponding \( \alpha \)-norm is defined by \( ||\varphi||_\alpha = ||\varphi||_\infty + v_{\alpha}^{\mathbb{T}^d}(\varphi) \). Then it is straightforward to check that \( (\Sigma \times \mathbb{T}^d, \mathcal{Q}, \mu \times m, \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d)) \) is a Markov system. Since \( \bar{Q} \) is strongly mixing on \( C^0(\mathbb{T}^d) \), then \( \bar{Q} \) is strongly mixing on \( \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d) \) with the same decaying rate \( r_n = \frac{1}{n^p} \) because \( \Pi \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d) \subset C^0(\mathbb{T}^d) \). We then get the following LDT estimate and, if \( \alpha > \tau \), CLT.

**Theorem 4.3.** Assume that \( \mu \in DC(\gamma, \tau) \). Then \( \forall \varphi \in \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d), \forall (\omega_0, \theta) \in \Sigma \times \mathbb{T}^d \) and \( \forall \epsilon > 0 \) there is \( n(\epsilon) \in \mathbb{N} \) such that \( \forall n \geq n(\epsilon) \) we have

\[
P_{(\omega_0, \theta)} \left\{ \left| \frac{1}{n} S_n \varphi - \int \varphi d\mu \times m \right| > \epsilon \right\} < e^{-c(\epsilon)n}
\]

where \( c(\epsilon) = \bar{c} \epsilon^{2 + \frac{1}{p}}, \ n(\epsilon) = \bar{n} \epsilon^{-\frac{1}{p}} \) and \( p = \frac{\alpha}{\tau} - \).

Again, for \( (\Sigma \times \mathbb{T}^d, \mathcal{Q}, \mu \times m, \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d)) \) the conditions of Proposition 2.2 are fulfilled by using Lemma 2.2 in [3], and we obtain the following CLT.

**Theorem 4.4.** Assume that \( \mu \in DC(\gamma, \tau) \) with \( \alpha > \tau \). Then \( \forall \varphi \in \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d) \) with zero mean and nonzero \( L^1(\mu \times m) \)-norm, there exists \( \sigma = \sigma(\varphi) > 0 \) such that

\[
\frac{S_n \varphi}{\sigma \sqrt{n}} \overset{d}{\to} \mathcal{N}(0,1).
\]

4.2. Second level: future independent observables. Let \( X^- := \Sigma^{-N} = \{ \omega^- = \{ \omega_j \}_{j \leq 0} : \omega_j \in \Sigma \} \) endowed with the distance \( d \) defined above and denote by \( \mu^{-N} \) the product measure on \( X^- \). The Markov kernel \( K^- \) on \( X^- \times \mathbb{T}^d \) is defined by

\[
K^-_{(\omega^-, \theta)} = \int_\omega \delta_{(\omega^-, \theta + \omega_0)} d\mu(\omega_1)
\]
and the corresponding Markov operator $Q^{-}$ on $C^0(X^− \times \mathbb{T}^d)$ is

$$Q^{-} \varphi(\omega^−, \theta) = \int \varphi(\omega^−_1, \theta + \omega_0) d\mu(\omega_1).$$

The associated Markov chain is

$$(\omega^−, \theta) \rightarrow (\omega^−_1, \theta + \omega_0) \rightarrow (\omega^−_1\omega_2, \theta + \omega_0 + \omega_1) \rightarrow \cdots$$

The corresponding space of $\alpha$-Hölder observables, denoted by $\mathcal{H}_\alpha(X^− \times \mathbb{T}^d)$, is defined as

$$\mathcal{H}_\alpha(X^− \times \mathbb{T}^d) := \left\{ \varphi \in C^0(X^− \times \mathbb{T}^d) : v_\alpha(\varphi) := v_\alpha^{X^−}(\varphi) + v_\alpha^{\mathbb{T}^d}(\varphi) < \infty \right\}$$

where

$$v_\alpha^{X^−}(\varphi) := \sup_{\theta \in \mathbb{T}^d} \sup_{\omega^− \neq \omega'^−} \frac{|\varphi(\omega, \theta) - \varphi(\omega'^−, \theta)|}{d(\omega, \omega'^−)^\alpha}$$

and

$$v_\alpha^{\mathbb{T}^d}(\varphi) := \sup_{\omega \in X^−} \sup_{\theta \neq \theta'} \frac{|\varphi(\omega, \theta) - \varphi(\omega, \theta')|}{|\theta - \theta'|^\alpha}. $$

Endowed with the norm $\|\varphi\|_\alpha := \|\varphi\|_\infty + v_\alpha(\varphi)$, $\mathcal{H}_\alpha(X^− \times \mathbb{T}^d)$ is a Banach space.

It is not difficult to verify that $(X^− \times \mathbb{T}^d, K^−, \mu^−N \times m, \mathcal{H}_\alpha(X^− \times \mathbb{T}^d))$ is a Markov system.

**Contracting factors.** Our goal is now to show that the observed SDS $(X^− \times \mathbb{T}^d, K^−, \mu^−N \times m, \mathcal{H}_\alpha(X^− \times \mathbb{T}^d))$ is strongly mixing with rate $r_n = \frac{1}{np}, p = \frac{a}{T} -$. We have already shown that $(\Sigma \times \mathbb{T}^d, \tilde{K}, \mu \times m, \mathcal{H}_{0,\alpha}(\Sigma \times \mathbb{T}^d))$ is strongly mixing with rate $r_n = \frac{1}{np}, p = \frac{a}{T} -$. To this end we will prove that $(\Sigma \times \mathbb{T}^d, \tilde{K}, \mu \times m, \mathcal{H}_{0,\alpha}(\Sigma \times \mathbb{T}^d))$ is a contracting factor (see Definition 4.3) of $(X^− \times \mathbb{T}^d, K^−, \mu^−N \times m, \mathcal{H}_\alpha(X^− \times \mathbb{T}^d))$, which will allow us to lift the strong mixing property from $K$ to $K^−$ (see Theorem 4.5).

We first introduce the definition of a factor.

**Definition 4.2.** Given two Markov systems $(M, K, \mu, \mathcal{E})$, $(\tilde{M}, \tilde{K}, \tilde{\mu}, \tilde{\mathcal{E}})$, the first is called a factor of the second if there exists a continuous projection $\pi : \tilde{M} \rightarrow M$ such that denoting by $\pi_* : \text{Prob}(\tilde{M}) \rightarrow \text{Prob}(M)$ the push-forward operator $\pi_* \tilde{\nu} := \nu \circ \pi^{-1}$ and by $\pi^* : C^0(M) \rightarrow C^0(\tilde{M})$ the pull-back operator $\pi^*(\varphi) := \varphi \circ \pi$, the following hold:

1. $\pi_* \tilde{\mu} = \mu$,
2. $K_{\pi(x)} = \pi_* \tilde{K}_x$ for all $x \in \tilde{M}$,
3. there exists $\eta : M \rightarrow \tilde{M}$ continuous with $\pi \circ \eta = \text{id}_M$ such that $\eta^*(\tilde{\mathcal{E}}) \subseteq \mathcal{E}$ and $\|\varphi \circ \eta\|_\mathcal{E} \leq M_1 \|\varphi\|_\tilde{\mathcal{E}}$ for some constant $M_1 < \infty$ and all $\varphi \in \tilde{\mathcal{E}}$, respectively.
(4) \( \pi^*(\mathcal{E}) \subseteq \tilde{\mathcal{E}} \) and \( \|\varphi \circ \pi\|_{\tilde{\mathcal{E}}} \leq M_2 \|\varphi\|_{\mathcal{E}} \) for some constant \( M_2 < \infty \) and all \( \varphi \in \mathcal{E} \).

Factors have the following properties.

**Proposition 4.1.** Let \((M, K, \mu, \mathcal{E})\) be a factor of \((\tilde{M}, \tilde{K}, \tilde{\mu}, \tilde{\mathcal{E}})\). Then

1. \( \pi^* \circ Q_K = Q_{\tilde{K}} \circ \pi^* \), i.e. the following commutative diagram holds

\[
\begin{array}{ccc}
C^0(\tilde{M}) & \xrightarrow{Q_{\tilde{K}}} & C^0(\tilde{M}) \\
\pi^* & & \pi^* \\
C^0(M) & \xrightarrow{Q_K} & C^0(M)
\end{array}
\]

2. The bounded linear map \( \pi^* : \mathcal{E} \to \pi^*(\mathcal{E}) \) is an isomorphism onto the closed linear subspace \( \pi^*(\mathcal{E}) \subseteq \tilde{\mathcal{E}} \).

**Proof.** Since \( K_\pi(\tilde{x}) = \pi_* \tilde{K}_{\tilde{x}} \),

\[
(Q_{\tilde{K}} \circ \pi^* \varphi)(\tilde{x}) = \int \varphi \circ \pi d\tilde{K}_{\tilde{x}} = \int \varphi dK_\pi(\tilde{x}) = (\pi^* \circ Q_K \varphi)(\tilde{x})
\]

which proves item (1).

Let us prove item (2). By definition, \( \pi^* \varphi = \varphi \circ \pi \) is a bounded linear operator. Since \( \pi \) is surjective, \( \pi^* \) is one to one. Thus \( \pi^* : \mathcal{E} \to \pi^*(\mathcal{E}) \) is a linear bijection. Define the closed linear subspace of \( \tilde{\mathcal{E}} \)

\[
\mathcal{V} := \{ \varphi \in \tilde{\mathcal{E}} : \forall x, y \in \tilde{M}, \pi(x) = \pi(y) \Rightarrow \varphi(x) = \varphi(y) \}.
\]

The linearity of \( \mathcal{V} \) is clear. For the closedness, assume that \( \tilde{\varphi}_n \in \mathcal{V} \) and \( \tilde{\varphi}_n \to \tilde{\varphi} \) pointwise in \( \tilde{\mathcal{E}} \). If \( \pi(x) = \pi(y) \), then \( \tilde{\varphi}_n(\tilde{x}) = \tilde{\varphi}_n(\tilde{y}) \). Letting \( n \to \infty \) we get \( \tilde{\varphi}(\tilde{x}) = \tilde{\varphi}(\tilde{y}) \) with \( \tilde{\varphi} \in \mathcal{E} \), which shows that \( \tilde{\varphi} \in \mathcal{V} \).

Clearly \( \pi^*(\mathcal{E}) \subseteq \mathcal{V} \). Conversely, given \( \varphi \in \mathcal{V} \) consider the function \( \psi := \varphi \circ \eta \in \mathcal{E} \) where \( \eta : M \to \tilde{M} \) is given by Definition 4.2. Since \( \pi(x) = \pi(\eta(x)) \), by the definition of \( \mathcal{V} \) we have \( \varphi(x) = \varphi(\eta(\pi(x))) \) for all \( x \in M \), which proves that \( \varphi = \psi \circ \pi \in \pi^*(\mathcal{E}) \). Therefore, \( \mathcal{V} = \pi^*(\mathcal{E}) \) is a closed linear subspace of \( \tilde{\mathcal{E}} \), thus also a Banach (sub)space with the induced norm from \( \tilde{\mathcal{E}} \). Finally, by the Banach open mapping theorem, \( \pi^* \) is an open map. Thus the inverse map \( (\pi^*)^{-1} : \pi^*(\mathcal{E}) \to \mathcal{E} \) is continuous, so it is also a bounded linear map. This proves that \( \pi^* \) is an isomorphism.

We introduce the notion of contracting factors.

**Definition 4.3.** We call \((M, K, \mu, \mathcal{E})\) a contracting factor of \((\tilde{M}, \tilde{K}, \tilde{\mu}, \tilde{\mathcal{E}})\) with contracting rate \( \tau = \{\tau_n\}_{n \geq 1} \) if additionally we have the following:
\[ \exists C < \infty \text{ such that } \forall \tilde{\phi} \in \tilde{E}, \forall n \in \mathbb{N}, \exists \psi_n \in E, \text{ satisfying, for all } n \in \mathbb{N}, \]
\[ \| \psi_n \|_{\infty} \leq \| \tilde{\phi} \|_{\infty}, \| \psi_n \|_{\ell} \leq C \| \tilde{\phi} \|_{\tilde{E}} \]
and
\[ \| \tilde{Q}^n \tilde{\phi} - \pi^* \psi_n \|_{\infty} \leq C \| \tilde{\phi} \|_{\tilde{E}} \tau_n. \]

We have the following abstract result.

**Theorem 4.5.** Assume that \((M, K, \mu, E)\) is strongly mixing with rate \(r\) and that \((M, K, \mu, E)\) is a contracting factor of \((\tilde{M}, \tilde{K}, \tilde{\mu}, \tilde{E})\) with contracting rate \(\tau\). Then \((\tilde{M}, \tilde{K}, \tilde{\mu}, \tilde{E})\) is strongly mixing with rate \(r^*_n = \max \{ r^n_2, \tau^n_2 \} \).

**Proof.** Fix \(\tilde{\phi} \in \tilde{E}\) and \(n \in \mathbb{N}\). We may assume that \(n\) is even. Otherwise, since \(\tilde{Q}^n \tilde{\phi} = \tilde{Q}^{n-1} (\tilde{Q} \tilde{\phi})\), we can work with \(\tilde{Q} \tilde{\phi}\) instead of \(\tilde{\phi}\). For this \(\tilde{\phi}\) and \(\frac{n}{2}\), consider \(\psi_n =: \psi \in E\) such that
\[ \| \psi \|_{\infty} \leq \| \tilde{\phi} \|_{\infty}, \| \psi \|_{\ell} \lesssim \| \tilde{\phi} \|_{\tilde{E}} \]
and
\[ \| \tilde{Q}^{n/2} \tilde{\phi} - \pi^* \psi \|_{\infty} \lesssim \| \tilde{\phi} \|_{\tilde{E}} \tau_{n/2}, \]
where we write \(a \lesssim b\) if there is a context universal constant \(C < \infty\) such that \(a \leq C b\).

Since \(\tilde{\mu}\) is \(\tilde{K}\)-stationary we have
\[ \int \tilde{Q}^j \tilde{\phi} d\tilde{\mu} = \int \tilde{\phi} d\tilde{\mu}, \quad \forall j \in \mathbb{N}, \]
and since \(\pi_* \tilde{\mu} = \mu\), we have
\[ \int \pi^* \psi d\tilde{\mu} = \int \psi d\mu. \]
Thus integrating both sides of the last inequality we obtain
\[ \left| \int \tilde{\phi} d\tilde{\mu} - \int \psi d\mu \right| \lesssim \| \tilde{\phi} \|_{\tilde{E}} \tau_{n/2}. \]
Using that \((M, K, \mu, E)\) is strongly mixing with rate \(r\), we have
\[ \left\| \tilde{Q}^j \psi - \int \psi d\mu \right\|_{\infty} \lesssim \| \psi \|_{\ell} r^n_2 \lesssim \| \tilde{\phi} \|_{\tilde{E}} r^n_2. \]
On the other hand, by the commutativity of the diagram,
\[ \tilde{Q}^{n/2} \pi^* \psi = \pi^* \tilde{Q}^{n/2} \psi. \]
Treating \(\int \psi d\mu\) as a constant function, we have \(\pi^*(\int \psi d\mu) = \int \psi d\mu\), so
\[ \| \tilde{Q}^{n/2} \pi^* \psi - \int \psi d\mu \|_{\infty} = \| \pi^* \tilde{Q}^{n/2} \psi - \pi^* (\int \psi d\mu) \|_{\infty} \lesssim \| \tilde{\phi} \|_{\tilde{E}} r^n_2. \]
Finally, note that
\[ \tilde{Q}^n \tilde{\varphi} - \int \tilde{\varphi} d\tilde{\mu} = \tilde{Q}^n \tilde{\varphi} - \tilde{Q}^\bar{\omega} (\pi^* \psi) + \tilde{Q}^\bar{\omega} (\pi^* \psi) - \int \psi d\mu + \int \psi d\mu - \int \tilde{\varphi} d\tilde{\mu}. \]

Thus by the triangle inequality,
\[ \left\| \tilde{Q}^n \tilde{\varphi} - \int \tilde{\varphi} d\tilde{\mu} \right\|_\infty \lesssim \| \tilde{\varphi} \|_\infty (\tau_2 + r_2 + \tau_2) \]
and the result follows. \( \square \)

We apply this abstract result with \((M, K, \mu, \mathcal{E})\) being the Markov system \((\Sigma \times \mathbb{T}^d, K, \mu \times m, \mathcal{H}_0, \mathcal{H}_0, (\Sigma \times \mathbb{T}^d))\), which was shown to be strongly mixing with rate \(r_n = \frac{1}{n^p}\), where \(p = \frac{3}{2} - \gamma\), provided that the measure \(\mu\) is mixing DC(\(\gamma, \tau\)). Moreover, \((\tilde{M}, \tilde{K}, \tilde{\mu}, \tilde{\mathcal{E}})\) is the Markov system \((X^- \times \mathbb{T}^d, K^-, \mu^{-N} \times m, \mathcal{H}_{\alpha}(X^- \times \mathbb{T}^d))\).

**Theorem 4.6.** \((\Sigma \times \mathbb{T}^d, K, \mu \times m, \mathcal{H}_0, (\Sigma \times \mathbb{T}^d))\) is a contracting factor of \((X^- \times \mathbb{T}^d, K^-, \mu^{-N} \times m, \mathcal{H}_{\alpha}(X^- \times \mathbb{T}^d))\) with exponential rate. Therefore, the latter is strongly mixing with rate \(r_n = \frac{1}{n^p}\).

**Proof.** Define \(\pi: X^- \times \mathbb{T}^d \to \Sigma \times \mathbb{T}^d\), \(\pi(\omega^-, \theta) = (\omega_0, \theta)\). Fix \(a \in \Sigma\), define \(\eta: \Sigma \times \mathbb{T}^d \to X^- \times \mathbb{T}^d\), \(\eta(\omega_0, \theta) = (\cdots aa\omega_0, \theta)\). It is straightforward to check items (1)-(4) in Definition 4.2 thus the first system is a factor of the second. It remains to show that it is a contracting factor.

Fix \(n \in \mathbb{N}\) and denote by \(\mathcal{H}_{\alpha, n}(X^- \times \mathbb{T}^d)\) the observables in the space \(\mathcal{H}_{\alpha}(X^- \times \mathbb{T}^d)\) that only depend on the last \(n\) random coordinates \(\omega_{-n+1}, \cdots, \omega_{-1}, \omega_0\) and on \(\theta\). If \(\varphi \in \mathcal{H}_{\alpha, n}(X^- \times \mathbb{T}^d)\), then
\[ (Q^-)^n \varphi(\omega^-, \theta) \]
\[ = \int \cdots \int \varphi(\omega^- \omega_1 \cdots \omega_n, \theta + \omega_0 + \cdots + \omega_{n-1}) d\mu(\omega_n) \cdots d\mu(\omega_1) \]
only depends on \((\omega_0, \theta)\), so \((Q^-)^n \varphi(\omega^-, \theta) \in \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d)\).

Fix any \(\varphi \in \mathcal{H}_{\alpha}(X^- \times \mathbb{T}^d)\) and \(n \in \mathbb{N}\). We construct \(\psi_n \in \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d)\) as follows. Let \(\varphi_n := \varphi \circ i_n\), where \(i_n(\omega^-, \theta) := (\cdots aa\omega_{-n+1} \cdots \omega_0, \theta)\). Note that \(\varphi_n \in \mathcal{H}_{\alpha, n}(X^- \times \mathbb{T}^d)\). We proved that the bounded linear map \(\pi^*: \mathcal{E} \to \pi^*(\mathcal{E})\) is an isomorphism onto the closed linear subspace \(\pi^*(\mathcal{E}) \subseteq \tilde{\mathcal{E}}\). So let \(\psi_n \in \mathcal{H}_{0, \alpha}(\Sigma \times \mathbb{T}^d)\) be such that
\[ \pi^* \psi_n = \psi_n \circ \pi = (Q^-)^n \varphi_n. \]
Then
\[ \| (Q^-)^n(\varphi) - \psi_n \circ \pi \|_\infty = \| (Q^-)^n(\varphi) - (Q^-)^n \varphi_n \|_\infty \leq \| \varphi - \varphi_n \|_\infty \]
\[ = \sup_{(\omega^-, \theta) \in X^- \times \mathbb{T}^d} \| \varphi(\omega^-, \theta) - \varphi(i_n(\omega^-, \theta)) \| \]
\[
\leq n^X \alpha^c (\varphi) d (\omega^-, (\cdots aaw_{-n+1} \cdots \omega_0))^\alpha \\
\leq 2^{-n\alpha} \|\varphi\|_\alpha.
\]

Let \( \sigma = 2^{-\alpha} < 1 \) and conclude the proof by applying Theorem 4.5. \( \square \)

Fix any \( \varphi \in \mathcal{H}_\alpha(X^- \times \mathbb{T}^d) \) and \((\omega^-, \theta) \in X^- \times \mathbb{T}^d\) and consider the \( K^- \)-Markov chain \( \{Z_n\}_{n \geq 0} \) such that
\[
Z_0 = (\omega^-, \theta), \quad Z_n = (\omega^- \omega_1 \cdots \omega_n, \theta + \omega_0 + \cdots + \omega_{n-1}) \forall n \geq 1.
\]

Let \( S_n \varphi = \varphi(Z_0) + \cdots + \varphi(Z_{n-1}) \). From the abstract LDT Theorem 2.1 and Corollary 2.3, we obtain the following.

**Theorem 4.7.** Assume that \( \mu \in \text{DC}(\gamma, \tau) \). Then \( \forall \varphi \in \mathcal{H}_\alpha(X^- \times \mathbb{T}^d) \), \( \forall (\omega^-, \theta) \in X^- \times \mathbb{T}^d \) and \( \forall \epsilon > 0 \) there is \( n(\epsilon) \in \mathbb{N} \) such that \( \forall n \geq n(\epsilon) \) we have
\[
\mathbb{P}_{(\omega^- \theta)} \left\{ \left| \frac{1}{n} S_n \varphi - \int_{X^- \times \mathbb{T}^d} \varphi \, d\mu^{-N} \times m \right| > \epsilon \right\} < e^{-c(\epsilon)n}
\]
where \( c(\epsilon) = \bar{c} \epsilon^{2 + \frac{1}{p}}, n(\epsilon) = \bar{n} \epsilon^{-\frac{1}{p}} \) and \( p = \frac{\alpha}{\tau} \).

Let us slightly reformulate the LDT estimate above in more dynamical terms. Consider the probability space \((X \times \mathbb{T}^d, \mu^Z \times m)\) and the transformation \( f: X \times \mathbb{T}^d \to X \times \mathbb{T}^d, f(\omega, \theta) = (\sigma \omega, \theta + \omega_0) \). Define the projection \( \pi: X \times \mathbb{T}^d \to X^- \times \mathbb{T}^d, \pi(\omega, \theta) = (\omega^-, \theta) \) and note that \( \pi_*(\mu^Z \times m) = \mu^{-N} \times m \). Hence if \( Z_0 = (\omega, \theta) \in X \times \mathbb{T}^d \) is chosen according to the probability \( \mu^Z \times m \), then \( Z_0 = \pi(Z_0) = (\omega^-, \theta) \in X^- \times \mathbb{T}^d \) is chosen according to the probability \( \mu^{-N} \times m \). Moreover, the random process \( Z_j = \pi(f^j(\bar{Z}_0)) \) for \( j \geq 0 \) is a \( K^- \)-Markov chain, so by the previous theorem, \( \forall \varphi \in \mathcal{H}_\alpha(X^- \times \mathbb{T}^d) \) we have:
\[
\mu^Z \times m \left\{ (\omega, \theta): \left| \frac{1}{n} \sum_{j=0}^{n-1} \varphi \circ \pi (f^j(\omega, \theta)) - \int \varphi \, d\mu^{-N} \times m \right| > \epsilon \right\} < e^{-c(\epsilon)n}.
\]

If \( \alpha > \tau \) we can choose \( p \in (1, \frac{\alpha}{\tau}) \). It is again easy to see that the conditions of Proposition 2.2 are satisfied for \((X^- \times \mathbb{T}^d, K^-, \mu^{-N} \times m, \mathcal{H}_\alpha(X^- \times \mathbb{T}^d))\) (using Lemma 2.2 of [3]), thus implying the following.

**Theorem 4.8.** Assume that \( \mu \in \text{DC}(\gamma, \tau) \) and let \( \alpha > \tau \). Then \( \forall \varphi \in \mathcal{H}_\alpha(X^- \times \mathbb{T}^d) \) with zero mean and nonzero \( L^1(\mu^{-N} \times m) \)-norm, there exists \( \sigma = \sigma(\varphi) > 0 \) such that
\[
\frac{S_n \varphi}{\sigma \sqrt{n}} \xrightarrow{d} \mathcal{N}(0, 1).
\]
4.3. Third level: past and future dependent observables. We extend the above statistical properties to observables in the space \( \mathcal{H}_\alpha(X \times \mathbb{T}^d) \) that also depend on the future. The idea is to “reduce” an observable \( \varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d) \) to an observable \( \varphi^- \in \mathcal{H}_\beta(X^- \times \mathbb{T}^d) \) for some \( \beta > 0 \) (the precise statement is given in the proposition below).

We identify the space \( \mathcal{H}_\alpha(X^- \times \mathbb{T}^d) \) with the subspace of observables in \( \mathcal{H}_\alpha(X \times \mathbb{T}^d) \) that are future independent, where \( \varphi \) is called future independent if \( \varphi(x, \theta) = \varphi(y, \theta) \) whenever \( x^- = y^- \). More precisely, an observable \( \varphi \in \mathcal{H}_\alpha(X^- \times \mathbb{T}^d) \) is identified with the future independent observable \( \varphi \circ \pi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d) \), where \( \pi: X \times \mathbb{T}^d \to X^- \times \mathbb{T}^d \) is the projection \( \pi(\omega, \theta) = (\omega^-, \theta) \).

**Proposition 4.2.** Given \( \varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d) \), there are \( \varphi^- \in \mathcal{H}_\beta(X^- \times \mathbb{T}^d) \) and \( \eta \in \mathcal{H}_\beta(X \times \mathbb{T}^d) \) with \( \beta = \alpha^2 \) such that
\[
\varphi - \varphi^- \circ f = \eta - \eta \circ f. \tag{4.2}
\]
Moreover, the map \( \mathcal{H}_\alpha(X \times \mathbb{T}^d) \ni \varphi \mapsto \varphi^- \in \mathcal{H}_\beta(X^- \times \mathbb{T}^d) \) is a bounded linear operator, that is, \( \|\varphi^-\|_\beta \lesssim \|\varphi\|_\alpha \).

We postpone for now the proof of this proposition in order to explain how it can be used to derive the LDT and CLT for the mixed dynamical system \((X \times \mathbb{T}^d, f)\).

Integrating both sides of the equation (4.2) w.r.t. \( \mu^Z \times m \) we have
\[
\int \varphi \, d\mu^Z \times m - \int \varphi^- \circ f \, d\mu^Z \times m = \int \eta \, d\mu^Z \times m - \int \eta \circ f \, d\mu^Z \times m.
\]

Since \( \mu^Z \times m \) is \( f \)-invariant, the right hand side equals zero, so
\[
\int \varphi \, d\mu^Z \times m = \int \varphi^- \circ f \, d\mu^Z \times m = \int \varphi^- \, d\mu^-N \times m = \int \varphi^- \, d\mu^-N \times m.
\]

We write (4.2) as
\[
\varphi = \varphi^- \circ f + \eta - \eta \circ f
\]
and consider the Birkhoff sums of both sides:
\[
S_n \varphi = S_n (\varphi^- \circ f) + \eta - \eta \circ f^n.
\]

Then
\[
\frac{1}{n} S_n \varphi - \frac{1}{n} S_n (\varphi^- \circ f) = \frac{1}{n} S_n (\varphi^- \circ f) - \frac{\eta - \eta \circ f^n}{n}.
\]
The last term on the right-hand side converges uniformly to zero, while the Birkhoff sums of \( \varphi^- \circ f \) are essentially the same as those of \( \varphi^- \). Thus the LDT estimates on the observable \( \varphi^- \in \mathcal{H}_\beta(X^- \times \mathbb{T}^d) \) given by (4.1) transfer over to the original observable \( \varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d) \), establishing the following.
Theorem 4.9. Assume that $\mu \in \text{DC}(\gamma, \tau)$. Then for every observable $\varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d)$ and $\epsilon > 0$ there is $n(\epsilon) \in \mathbb{N}$ such that for all $n \geq n(\epsilon)$ we have

$$
\mu^{Z \times m} \left\{ \frac{1}{n} S_n \varphi - \int \varphi d\mu^{Z \times m} \right\} > \epsilon < e^{-c(\epsilon)n}
$$

where $c(\epsilon) = \tilde{c} \epsilon^{2+\frac{1}{p}}$, $n(\epsilon) = \tilde{n} \epsilon^{-\frac{1}{p}}$ and $p = \frac{\alpha}{2\tau} - \frac{1}{2}$.  

In order to obtain a CLT we have to assume that $\alpha > 2\tau$ so that $p = \frac{\beta}{\tau} - o(1) = \frac{\alpha}{2\tau} - o(1) > 1$. Moreover, if $\varphi$ has mean zero, then $\varphi^-$ also has mean zero. Furthermore, if $\varphi$ is not a coboundary (see Definition 1.3), the relation (4.2) clearly shows that $\varphi^-$ is not $\mu^{-N} \times m$-a.e. zero, so Theorem 4.8 is applicable.

Using the cohomological relation (4.2) we have

$$
S_n \varphi = S_n(\varphi^- \circ f) + \eta - \eta \circ f^n,
$$

so dividing both sides by $\sigma \sqrt{n}$ with $\sigma = \sigma(\varphi^-) > 0$ (which further depends on $\varphi$) obtained from Theorem 4.8 we get

$$
\frac{S_n \varphi}{\sigma \sqrt{n}} = \frac{S_n(\varphi^- \circ f)}{\sigma \sqrt{n}} + \frac{\eta - \eta \circ f^n}{\sigma \sqrt{n}}.
$$

Because

$$
\frac{\eta - \eta \circ f^n}{\sigma \sqrt{n}} \to 0 \quad \text{uniformly},
$$

we conclude the equivalence of the CLT between $(X \times \mathbb{T}^d, f, \mu^{Z \times m}, \mathcal{H}_\alpha(X \times \mathbb{T}^d))$ and $(X^- \times \mathbb{T}^d, K^-, \mu^{-N} \times m, \mathcal{H}(X^- \times \mathbb{T}^d))$. Namely,

$$
\frac{S_n(\varphi^- \circ f)}{\sigma \sqrt{n}} \xrightarrow{d} \mathcal{N}(0, 1),
$$

if and only if

$$
\frac{S_n \varphi}{\sigma \sqrt{n}} \xrightarrow{d} \mathcal{N}(0, 1).
$$

Theorem 4.10. Assume that $\mu \in \text{DC}(\gamma, \tau)$ and let $\alpha > 2\tau$. If $\varphi \in \mathcal{H}_\alpha(X \times \mathbb{T}^d)$ has zero mean and it is not a coboundary then there exists $\sigma = \sigma(\varphi) > 0$ such that

$$
\frac{S_n \varphi}{\sigma \sqrt{n}} \xrightarrow{d} \mathcal{N}(0, 1).
$$

Therefore it remains to prove Proposition 4.2. Before that, let us make some preparations regarding the concepts of continuous disintegration and unstable holonomy.
Definition 4.4. Let \((\tilde{M}, \tilde{\mu})\) and \((M, \mu)\) be measurable spaces. Assume that \(\tilde{M}\) and \(M\) are compact metric spaces and \(\pi: \tilde{M} \to M\) is continuous with \(\pi_* \tilde{\mu} = \mu\). A continuous disintegration of \(\tilde{\mu}\) over \(\pi\) is a family of probability measures \(\{\tilde{\mu}_a\}_{a \in M}\) such that

1. \(\tilde{\mu}_a \in \text{Prob}(\tilde{M})\) and \(\tilde{\mu}_a(\pi^{-1}\{a\}) = 1\),
2. \(M \ni a \mapsto \tilde{\mu}_a \in \text{Prob}(\tilde{M})\) is continuous,
3. \(\forall \varphi \in C^0(\tilde{M})\),

\[
\int_{\tilde{M}} \varphi \, d\tilde{\mu} = \int_M \left( \int_{\pi^{-1}\{a\}} \varphi \, d\tilde{\mu}_a \right) \, d\mu(a).
\]

Let \(\pi: X \times \mathbb{T}^d \to X^- \times \mathbb{T}^d, \pi(\omega, \theta) := (\omega^-, \theta)\) be the standard projection. For \(\omega \in X\), we will write \(\omega = (\omega^-, \omega^+)\) where \(\omega^- \in X^-\) and \(\omega^+ \in X^+ := \Sigma^N\). We then have \(\pi_* (\mu^Z \times m) = \mu^N \times m\).

For any \((\omega^-, \theta) \in X^- \times \mathbb{T}^d\), let

\[
\mathbb{P}(\omega^-, \theta) := \delta_{\omega^-} \times \mu^N \times \delta_{\theta} \in \text{Prob}(X \times \mathbb{T}^d).
\]

Then clearly we have that \(\{\mathbb{P}(\omega^-, \theta)\}_{(\omega^-, \theta) \in X^- \times \mathbb{T}^d}\) is a continuous disintegration of \(\mathbb{P} = \mu^Z \times m\) over \(\pi\). Moreover, for \((\omega^-, \theta) \in X^- \times \mathbb{T}^d\),

\[
\pi^{-1}\{\omega^-, \theta\} = \{(\omega^-, \omega^+, \theta) : \omega^+ \in X^+\}
\]

are the local unstable sets of the partially hyperbolic dynamical system \(f: X \times \mathbb{T}^d \to X \times \mathbb{T}^d\). We clarify this in the following.

Let \(x, y \in X\) with \(x^- = y^-\). Namely,

\[
x = (\cdots, x_{-1}, x_0; x_1, \cdots), \quad y = (\cdots, x_{-1}, x_0; y_1, \cdots).
\]

Then

\[
\sigma^{-1}x = (\cdots, x_{-1}; x_0, x_1, \cdots), \quad \sigma^{-1}y = (\cdots, x_{-1}; x_0, y_1, \cdots)
\]

which gives \(d(\sigma^{-1}x, \sigma^{-1}y) \leq 2^{-1}\). If \((x, \theta), (y, \theta)\) belong to the same fiber \(W^u_{\text{loc}}(x^-, \theta)\), then \(x^- = y^-\) and

\[
f^{-1}(x, \theta) = (\sigma^{-1}x, \theta - x_{-1}), \quad f^{-1}(y, \theta) = (\sigma^{-1}y, \theta - x_{-1})
\]

are still in the same fiber \(W^u_{\text{loc}}(x^-, \theta - x_{-1})\) with

\[
d(f^{-1}(x, \theta), f^{-1}(y, \theta)) \leq 2^{-1}.
\]

So \(f^{-1}\) contracts the fibers. By induction,

\[
d(f^{-n}(x, \theta), f^{-n}(y, \theta)) \leq 2^{-n}.
\]

The backward contracting means that they are unstable sets.

Likewise we define the local stable sets of \(f\) by

\[
W^s_{\text{loc}}(\omega, \theta) := \{(x, \theta) \in X \times \mathbb{T}^d : x^+ = \omega^+\}.
\]
These sets are mapped to each other and contracted by $f$.

Given $\varphi \in \mathcal{H}_v(X \times \mathbb{T}^d)$, we may define a 1-dimensional additive cocycle $F: X \times \mathbb{T}^d \times \mathbb{R} \to X \times \mathbb{T}^d \times \mathbb{R}$ by

$$F((x, \theta), t) := (f(x, \theta), \Phi_{(x, \theta)}(t)) := (f(x, \theta), t + \varphi(x, \theta)),$$

whose iterates are given by

$$F^n((x, \theta), t) = (f^n(x, \theta), \Phi^n_{(x, \theta)}(t)) = (f^n(x, \theta), t + S_n \varphi(x, \theta)).$$

Because $f$ is partially hyperbolic, we can define fiber holonomies along unstable sets. These are families of maps $\{H^u_{(x, \theta), (y, \theta)}: \mathbb{R} \to \mathbb{R}\}$ indexed by the pairs of points $(x, \theta), (y, \theta)$ from the same local unstable sets $W^u_{loc}$. As usual these holonomies are defined by

$$H^u_{(x, \theta), (y, \theta)}(t) := \lim_{n \to \infty} \Phi^n_{f^{-n}(y, \theta)} \left( \Phi^n_{f^{-n}(x, \theta)} \right)^{-1}.$$

It is easy to see that these limits exist and take the form

$$H^u_{(x, \theta), (y, \theta)}(t) = t + h^u_{\varphi}((x, \theta), (y, \theta), (y, \theta)),$$

where

$$h^u_{\varphi}((x, \theta), (y, \theta)) := \sum_{n=1}^{\infty} [\varphi(f^{-n}(y, \theta)) - \varphi(f^{-n}(x, \theta))] \tag{4.3}$$

and the series converges by Weierstrass $M$-test, because

$$|\varphi(f^{-n}(y, \theta)) - \varphi(f^{-n}(x, \theta))| \leq v_\alpha(\varphi) 2^{-n \alpha}.$$

We summarize below the usual properties of the holonomies expressed in terms of the functions $h^u_{\varphi}$, see for instance [2, Section 1.3].

**Proposition 4.3.** Given $(x, \theta), (y, \theta), (z, \theta)$ on the same $W^u_{loc}$, the following properties hold (the last one holds if $f(y, \theta)$ and $f(x, \theta)$ belong to the same $W^u_{loc}$):

(a) $h^u_{\varphi}((x, \theta), (x, \theta)) = 0$,

(b) $h^u_{\varphi}((x, \theta), (y, \theta)) = -h^u_{\varphi}((y, \theta), (x, \theta))$,

(c) $h^u_{\varphi}((x, \theta), (z, \theta)) = h^u_{\varphi}((x, \theta), (y, \theta)) + h^u_{\varphi}((y, \theta), (z, \theta))$,

(d) $h^u_{\varphi}((x, \theta), (y, \theta)) + \varphi(y, \theta) = \varphi(x, \theta) + h^u_{\varphi}(f(x, \theta), f(y, \theta))$.

Fix a future $p^+ \in X^+$ and define a projection

$$P: X \times \mathbb{T}^d \to X \times \mathbb{T}^d, \quad P(\omega^-, \omega^+, \theta) = (\omega^-, p^+; \theta).$$

Notice that fixing $\theta \in \mathbb{T}^d$, any two points $x, y \in X$ are such that $P(x, \theta)$ and $P(y, \theta)$ belong to the same local stable set $W^s_{loc}(p^+, \theta)$.

We define $\varphi^- : X \times \mathbb{T}^d \to \mathbb{R}$ for $a \in X \times \mathbb{T}^d$ by

$$\varphi^-(a) := h^u_{\varphi}(a, P(a)) + \varphi(f^{-1}(a)) + h^u_{\varphi}(P(f^{-1}(a)), f^{-1}(a)). \tag{4.4}$$
We can also define a 1-dimensional additive cocycle (see Figure 1) putting for every \( a \in X \times \mathbb{T}^d \),

\[
\Phi_a^- := H_{a,P(a)}^u \Phi_{f^{-1}(a)} H_{P(f^{-1}(a)),f^{-1}(a)}^u.
\]

The function \( \phi^- \) and the cocycle \( \Phi^- \) are related by \( \Phi_a^-(t) = t + \phi^-(a) \).

\[
\phi^-(a) = \frac{1}{t} \left( \int_0^t f^s(a) \, ds \right) - \frac{1}{t} \left( \int_0^t f^s(P(a)) \, ds \right).
\]

\[
\Phi_{f^{-1}(a)}^{-1} \left( \int_0^t f^s(a) \, ds \right) - \frac{1}{t} \left( \int_0^t f^s(P(a)) \, ds \right) = \frac{1}{t} \left( \int_0^t f^s(P(a)) \, ds \right).
\]

\[
\phi^-(a) = \frac{1}{t} \left( \int_0^t f^s(a) \, ds \right) - \frac{1}{t} \left( \int_0^t f^s(P(a)) \, ds \right).
\]

Since \( P \) fixes the future and \( P \) appears in every term (and \( P \circ f^{-1}(a) \) does not depend on non-negative coordinates), we conclude that \( \phi^- \) is future independent.

On the other hand by the definition in (4.4) we have

\[
\phi(f^{-1}(a)) - \phi^-(a) = h_{\phi}^u(P(f^{-1}(a)), f^{-1}(a)) - h_{\phi}^u(a, P(a)).
\]
Thus the cohomological relation (4.2) has the solution

\[ \eta(a) = \eta_\varphi(a) := h_\varphi^a(a, P(a)). \]

We are now ready to prove Proposition 4.2.

**Proof of Proposition 4.2.** By definition (4.3), \( h_\varphi^a \) depends linearly on \( \varphi \) and hence the same is true about \( \eta_\varphi \).

It remains to show that for some \( \beta > 0 \), \( \varphi^- \in \mathcal{H}_\beta \) and \( \mathcal{H}_\alpha(X \times T^d) \ni \varphi \mapsto \varphi^- \in \mathcal{H}_\beta(X \times T^d) \) is bounded. Recall that

\[ \varphi^- = \eta_\varphi - \eta_\varphi \circ f^{-1} + \varphi \circ f^{-1}. \]

Since \( f^{-1} \) is Lipschitz w.r.t. the distance \( d \) on \( X \times T^d \), it is enough to show that \( \varphi \mapsto \eta_\varphi \) is bounded, that is, for some \( \beta > 0 \), \( \| \eta_\varphi \|_\beta \lesssim \| \varphi \|_\alpha \).

By definition,

\[ \| \eta_\varphi \|_\beta = \| \eta_\varphi \|_\infty + v_\beta^X(\eta_\varphi) + v_\beta^T(\eta_\varphi). \]

We have already shown that \( \| \eta_\varphi \|_\infty \lesssim v_\alpha^X(\varphi) \leq \| \varphi \|_\alpha \). Rewrite

\[ \eta_\varphi(\omega, \theta) = \sum_{n=1}^{\infty} [\varphi \circ f^{-n} \circ P(\omega, \theta) - \varphi \circ f^{-n}(\omega, \theta)] =: \sum_{n=1}^{\infty} g_n(\omega, \theta). \]

We want to show that for some \( \beta > 0 \) and for any \( \theta \in T^d \) and any \( k \in \mathbb{N} \), if \( x, y \in X \) are such that \( x_j = y_j \) for all indices \( j \) with \( |j| \leq k \) (meaning that \( d(x, y) \leq 2^{-(k+1)} \)), then

\[ |\eta_\varphi(x, \theta) - \eta_\varphi(y, \theta)| \lesssim v_\alpha^X(\varphi) 2^{-k\beta}. \]

This would imply that \( v_\beta^X(\eta_\varphi) \lesssim v_\alpha^X(\varphi) \leq \| \varphi \|_\alpha \).

Indeed, by the triangle inequality we have

\[ |\eta_\varphi(x, \theta) - \eta_\varphi(y, \theta)| \leq \sum_{1 \leq n \leq \frac{k}{2}} |g_n(x, \theta) - g_n(y, \theta)| + \sum_{n > \frac{k}{2}} |g_n(x, \theta) - g_n(y, \theta)|. \]

We analyze the two sums on the right-hand side separately.

\[ \sum_{n > \frac{k}{2}} |g_n(x, \theta) - g_n(y, \theta)| \leq \sum_{n > \frac{k}{2}} |g_n(x, \theta)| + \sum_{n > \frac{k}{2}} |g_n(y, \theta)| \]

\[ \lesssim \sum_{n > \frac{k}{2}} v_\alpha^X(\varphi) 2^{-n\alpha} \lesssim v_\alpha^X(\varphi) 2^{-k\alpha} \cdot \]

In order to estimate the sum \( \sum_{1 \leq n \leq \frac{k}{2}} |g_n(x, \theta) - g_n(y, \theta)| \), note that since \( k \geq 2n \), we have

\[ d(\sigma^{-n}x, \sigma^{-n}y) \leq 2^{-(k-n)} \quad \text{and so} \quad d(f^{-n}(x, \theta), f^{-n}(y, \theta)) \leq 2^{-(k-n)}. \]

Then for \( \varphi \in \mathcal{H}_\alpha(X \times T^d) \),

\[ |\varphi \circ f^{-n}(x, \theta) - \varphi \circ f^{-n}(y, \theta)| \leq v_\alpha^X(\varphi) 2^{-(k-n)\alpha}. \]
The same estimate clearly also holds with $P(x, \theta), P(y, \theta)$ instead of $(x, \theta), (y, \theta)$, and we conclude that

$$|g_n(x, \theta) - g_n(y, \theta)| \lesssim v_\alpha^X(\varphi)2^{-(k-n)\alpha}.$$ 

Then

$$\sum_{1 \leq n \leq \frac{k}{2}} |g_n(x, \theta) - g_n(y, \theta)| \lesssim v_\alpha^X(\varphi) \sum_{1 \leq n \leq \frac{k}{2}} 2^{-(k-n)\alpha}$$

$$\lesssim v_\alpha^X(\varphi) \sum_{j \geq \frac{k}{2}} 2^{-j\alpha} \lesssim v_\alpha^X(\varphi)2^{-\frac{k}{2}\alpha}.$$ 

Combining the two estimates, we have

$$|\eta_\varphi(x, \theta) - \eta_\varphi(y, \theta)| \lesssim v_\alpha^X(\varphi)2^{-k\frac{\beta}{2}}$$

for every $\theta \in \mathbb{T}^d$ and every $k \in \mathbb{N}$, which further implies, with $\beta = \frac{\alpha}{2}$,

$$v_\alpha^X(\eta_\varphi) \lesssim v_\alpha^X(\varphi) \leq \|\varphi\|_\alpha.$$ 

Following the same strategy, we also get that $v_\beta^T(\eta_\varphi) \lesssim \|\varphi\|_\alpha$ (with any $\beta < \alpha$). More precisely, fix any $x \in X$ and for any given $\theta, \theta' \in \mathbb{T}^d$, let $N \in \mathbb{N}$ be such that $|\theta - \theta'| \approx 2^{-N}$, so $N \asymp \log \frac{1}{|\theta - \theta'|}$. Like before,

$$\sum_{n \geq N} |g_n(x, \theta)| \leq \sum_{n \geq N} v_\alpha^X(\varphi)2^{-n\alpha} \lesssim v_\alpha^X(\varphi)2^{-N\alpha} \lesssim v_\alpha^X(\varphi)|\theta - \theta'|^\alpha.$$ 

The same estimate holds for $(x, \theta')$. Therefore,

$$\sum_{n \geq N} |g_n(x, \theta) - g_n(x, \theta')| \lesssim v_\alpha^X(\varphi)|\theta - \theta'|^\alpha \leq \|\varphi\|_\alpha|\theta - \theta'|^\alpha.$$ 

On the other hand,

$$|\varphi \circ f^{-n}(x, \theta) - \varphi \circ f^{-n}(x, \theta')| \leq v_\alpha^T(\varphi)|\theta - \theta'|^\alpha$$

and the same estimate also holds for $P(x, \theta), P(x, \theta')$. Then $\forall n \in \mathbb{N}$,

$$|g_n(x, \theta) - g_n(x, \theta')| \lesssim v_\alpha^T(\varphi)|\theta - \theta'|^\alpha,$$

which implies

$$\sum_{0 \leq n < N} |g_n(x, \theta) - g_n(x, \theta')| \lesssim v_\alpha^T(\varphi)|\theta - \theta'|^\alpha N$$

$$\lesssim v_\alpha^T(\varphi)|\theta - \theta'|^\alpha \log \frac{1}{|\theta - \theta'|} \leq \|\varphi\|_\alpha|\theta - \theta'|^\beta.$$ 

Then

$$|\eta_\varphi(x, \theta) - \eta_\varphi(x, \theta')| \lesssim \|\varphi\|_\alpha|\theta - \theta'|^\beta,$$

showing that $v_\beta^T(\eta_\varphi) \lesssim \|\varphi\|_\alpha$ and completing the proof of Proposition 4.2.\qed
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