Equivalence between the in-in perturbation theories for quantum fields in Minkowski spacetime and in the Rindler wedge
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We investigate the relation between the time-ordered vacuum correlation functions for interacting real scalar fields in Minkowski spacetime and in the Rindler wedge. The correlation functions are constructed perturbatively within the in-in formalism, often employed in calculations in more general spacetimes. We prove to all orders in perturbation theory that the time-ordered vacuum correlation functions can be calculated in the in-in formalism with internal vertices restricted to any Rindler wedge containing the external points. This implies that the Minkowski in-in (or in-out) perturbative expansion of the vacuum correlation functions is reproduced by the Rindler in-in perturbative expansion of these correlators in a thermal state at the Unruh temperature.
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I. INTRODUCTION

It is well known that uniformly accelerated observers in Minkowski spacetime with proper acceleration $a$ perceive the vacuum of a quantum field as a thermal equilibrium state at the temperature $T_U \equiv a/2\pi$ (the Unruh effect [1]). The accelerated observers follow the integral curves of the timelike Killing vector field that generates Lorentz boosts, and thus are restricted to the regions L or R in Fig. 1, the left or right Rindler wedge. Clearly, inertial and accelerated observers will have quite different descriptions for the same physical phenomenon, e.g., in the case of the decay of accelerated particles [2, 3]. Although these two descriptions are clearly different, they are completely equivalent when it comes to the prediction of observables, as the consistency of the theory demands [4].

Indeed, Bisognano and Wichmann [5] proved a theorem showing that the vacuum expectation value of any observable supported inside the Rindler wedge corresponds to a statistical average in a KMS state [6–8] at the Unruh temperature with respect to the generator of the relevant Lorentz boosts. Their result was obtained in the axiomatic approach [9] and is valid for all interacting quantum field theories satisfying the Wightman axioms. The importance of the Bisognano-Wichmann theorem to the Unruh effect was only recognized later by Sewell [10], who obtained a similar result for more general spacetimes. The equivalence between the inertial and accelerated pictures can also be verified via the Euclidean theory, with the Cartesian and cylindrical coordinates for Euclidean space corresponding to the Minkowski and Rindler spacetimes respectively (see below), as the analytic continuation of the $N$-point correlation functions from imaginary to real times is known to define a unique state [11, 12].

Indeed, Bisognano and Wichmann [5] proved a theorem showing that the vacuum expectation value of any observable supported inside the Rindler wedge corresponds to a statistical average in a KMS state [6–8] at the Unruh temperature with respect to the generator of the relevant Lorentz boosts. Their result was obtained in the axiomatic approach [9] and is valid for all interacting quantum field theories satisfying the Wightman axioms. The importance of the Bisognano-Wichmann theorem to the Unruh effect was only recognized later by Sewell [10], who obtained a similar result for more general spacetimes. The equivalence between the inertial and accelerated pictures can also be verified via the Euclidean theory, with the Cartesian and cylindrical coordinates for Euclidean space corresponding to the Minkowski and Rindler spacetimes respectively (see below), as the analytic continuation of the $N$-point correlation functions from imaginary to real times is known to define a unique state [11, 12].
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\includegraphics[width=0.5\textwidth]{minkowski_diagram.png}
\caption{A conformal diagram of Minkowski spacetime. The L and R regions are the left and right Rindler wedges, respectively. The gray region depicts the portion of the past light cones emanating from the spacetime points $x_1$ and $x_2$ inside the right wedge, while the null surfaces $H^\pm$ are the future and past Rindler horizons, respectively.}
\end{figure}

Notwithstanding the importance of the general results described above, in the application of quantum field theory to realistic problems one often relies on perturbative methods to treat interacting models. Therefore, it is important to analyze how the equivalence between the inertial and accelerated descriptions emerge from a perturbative computation. In the Euclidean formulation, one...
constructs the $N$-point correlation functions by first performing the vertex integrations on the entire Euclidean space and then the analytic continuation of the result to real (inertial or Rindler) time. The inertial coordinates correspond to Cartesian coordinates of Euclidean space while the Rindler coordinates correspond to cylindrical coordinates, with the imaginary part of the Rindler time as the angular coordinate. Hence, the Euclidean correlators define both the vacuum state in Minkowski spacetime and a KMS state in the Rindler wedge, for both free [13, 14] and interacting [15, 16] theories. This can readily be seen from the path-integral formulation of the problem, as discussed by Unruh and Weiss [17].

Although the perturbative Euclidean formalism is largely employed in practical computations in thermal field theory, there is a Lorentzian version of it known as the Schwinger-Keldysh formalism [18, 19], often used in more general spacetimes. This formalism agrees with the so-called in-in (also known as closed-time path or real-time) formalism of quantum field theory if the condition called factorization is satisfied [20]. In the in-in formalism, one computes expectation values and correlation functions rather than transition matrix elements [21]. It is well known that the in-in formalism is causal: all the vertex integrals in the diagrammatic expansion can be restricted to the union of the past light cones emanating from the external points.

Since the Euclidean formalism agrees with both the in-in formalism in Minkowski spacetime and Schwinger-Keldysh formalism (which is equivalent to the in-in formalism if the factorization property holds) in the Rindler wedge, the verification of the factorization property in the Rindler wedge would imply the equivalence between the in-in perturbation theories in Minkowski spacetime and the Rindler wedge. The physical content of the factorization property is that one can take the free-theory thermal state as the initial state of the interacting system in the limit where the initial time lies far in the past. In Minkowski thermal field theory, the factorization is due to the decay of the free-field propagator at large timelike distances. This property has also been verified for self-interacting massive scalar fields in the static patch of de Sitter spacetime at all orders in perturbation theory [22]. This was a key step in establishing the equivalence of the Euclidean and interacting Bunch-Davies vacua for massive scalar fields in the Poincaré patch of de Sitter spacetime. In the de Sitter case, the proof of the factorization property is facilitated by the fact that in the static patch the spatial section has finite volume [22]. In the Rindler wedge the volume of the Rindler spatial section is not finite, posing some difficulties in verifying the factorization property unlike in the de Sitter case.

Rather than attempting to prove factorization directly, we adopt the following strategy for showing the equivalence between the in-in perturbation theories in the whole of Minkowski spacetime and in the Rindler wedge for a self-interacting massive real scalar field (with non-derivative interactions) in the Minkowski vacuum state. We start from the perturbative expansion of the time-ordered $N$-point correlation functions as defined by the in-in formalism in $n$-dimensional Minkowski spacetime, noting that the in-in formalism is equivalent to the usual in-out formalism in this spacetime. We then prove that if all the $N$ external points of a diagram are inside the Rindler wedge, then the contribution coming from the integration of any of its internal vertices outside the Rindler wedge cancel out, under the assumption that the one-point function of the scalar field vanishes. This result will imply that the vacuum correlation functions in Minkowski spacetime are equivalent to the thermal correlation functions in the Rindler wedge at temperature $T_U$ to all orders in the in-in formalism, as stated in Ref. [22] without proof. It is interesting to note that, due to the symmetries of the Minkowski vacuum, our result holds irrespective of where we place the Rindler horizons, as long as all the external points fall within the wedge.

The rest of the paper is organized as follows. We first review the Schwinger-Keldysh formalism in a general static spacetime background, which includes the Rindler wedge, (with possible external static fields) in Sec. II. We then move on to the analysis of the perturbative expansion of the time-ordered $N$-point functions of a massive, self-interacting real scalar field theory in the Minkowski vacuum. In Sec. III we prove that these $N$-point functions can be computed in the Rindler wedge containing the external points in the in-in formalism, under the assumption that the one-point function of the scalar field vanishes. In other words, we show that the integral for the vertices can be restricted to this Rindler wedge. (This calculation is known to correspond to the in-in formalism as defined by accelerated observers in a KMS state at the Unruh temperature with respect to their proper time.) To establish this fact, we first prove that time-ordered $N$-point functions can be computed in the region between two parallel null planes containing the external points using either the in-in or in-out formalism. This result is illustrated by an explicit computation of a particular diagram in Sec. IV. We conclude in Sec. V with a discussion of our results. A brief account of the light-cone quantization of a free scalar field can be found in Appendix A. Throughout this paper we employ units such that $k_B = \hbar = c = 1$ and adopt the signature $(- + + \cdots +)$ for the metric.

II. PRELIMINARIES

A. The Schwinger-Keldysh formalism

We consider a static spacetime and let $H$ denote the Hamiltonian operator of the quantum system under consideration. We assume that it has the form

$$H = H_0 + V,$$

(1)
where $H_0$ is the Hamiltonian operator of the free system and $V$ is the interaction term. Both $H_0$ and $V$ are assumed to be Hermitian. We let $U_0(t, t_1) = e^{-iH(t-t_1)}$ be the evolution operator from the initial time $t_1$ in the Heisenberg picture and define the evolution operator in the interaction picture as

$$U_1(t, t_1) \equiv e^{iH_0(t-t_1)}U_H(t, t_1).$$  

(2)

The operator $U_1(t, t_1)$ satisfies the equation of motion

$$i \frac{d}{dt} U_1(t, t_1) = H_1(t)U_1(t, t_1),$$

(3)

with the initial condition $U_1(t_1, t_1) = I$, where $I$ is the identity operator. The interaction Hamiltonian operator $H_1(t)$ is defined by

$$H_1(t) \equiv e^{iH_0(t-t_1)}V e^{-iH_0(t-t_1)}.$$  

(4)

The operator $U_1(t, t_1)$ is unitary as can be seen from Eq. (2). We define the operators $U_1(t, t')$ for arbitrary values of $t$ and $t'$ by letting

$$U_1(t, t') = U_1(t_3, t_1)U_1(t', t_3).$$

(5)

The operators $U_1(t, t')$ can be written in terms of Dyson’s series [25]:

$$U_1(t, t') = T \exp \left\{ -i \int_{t'}^{t} dt'' H_1(t'') \right\}, \quad t \geq t',$$

(6)

where $T$ indicates the time-ordering. The evolution operator $U_1(t, t')$ has the following useful property:

$$U_1(t_3, t_2)U_1(t_2, t_1) = U_1(t_3, t_1).$$

(7)

Here we are interested in computing the correlation functions of the observables in a certain state. In the Heisenberg picture, the time evolution of an observable $A$ is given by

$$A_H(t) \equiv U_H(t, t_1)A U_H(t, t_1),$$

(8)

with the initial condition $A_H(t_1) = A$. In general, the state of the system is described by a (normalized) density matrix $\rho$. The time-ordered correlation function in the state $\rho$ of, e.g., two observables $A$ and $B$ at different times is then defined by the following trace over the Hilbert space of states:

$$\langle T[A(t_1)B(t_2)] \rangle \equiv \text{tr} \{ \rho T[A(t_1)B(t_2)] \}. $$

(9)

The time evolution of the observables in the interaction picture is determined by the free Hamiltonian operator as

$$A_I(t) \equiv e^{iH_0(t-t_1)}A e^{-iH_0(t-t_1)}.$$  

(10)

This operator is related to the Heisenberg operator $A_H(t)$ through Eq. (8) as

$$A_H(t) = U_1(t_1, t)A_I(t)U_1(t, t_1).$$

(11)

Using Eq. (11), we can express the right-hand side of Eq. (9) entirely in terms of interaction-picture operators as

$$\langle T[A(t_1)B(t_2)] \rangle = \text{tr} \{ \rho U_1(t_1, t_1)A_I(t_1)U_1(t_1, t_2) \times B_I(t_2)U_1(t_2, t_1) \}, \quad t_1 > t_2 > t_1.$$  

(12)

If $t_2 > t_1 > t_1$, then $\langle T[A(t_1)B(t_2)] \rangle$ is obtained from Eq. (12) by letting $t_1 \leftrightarrow t_2$ and $A_I \leftrightarrow B_I$.

We now consider a system in thermal equilibrium at inverse temperature $\beta$, i.e.

$$\rho = \frac{e^{-\beta H}}{Z(\beta)},$$

(13)

where $Z(\beta) \equiv \text{tr} e^{-\beta H}$ is the partition function. The operator on the right-hand side of Eq. (13) can be seen as an evolution operator in the imaginary time $-i\beta$ and conveniently expressed as [24]

$$e^{-\beta H} = e^{-\beta H_0}U_1(t_1 - i\beta, t_1).$$  

(14)

We use Eqs. (13) and (14) to write the correlator (12) as

$$\langle T[A(t_1)B(t_2)] \rangle = \frac{1}{Z(\beta)} \text{tr} \{ e^{-\beta H_0}U_1(t_1 - i\beta, t_1)A_I(t_1)U_1(t_1, t_2) \times B_I(t_2)U_1(t_2, t_1) \},$$

(15)

if $t_1 > t_2 > t_1$. In order to express Eq. (15) in terms of the free thermal state $\rho_0 = e^{-\beta H_0}/Z_0(\beta)$, we again employ Eq. (14) to obtain the following form for the interacting partition function:

$$Z(\beta) = Z_0(\beta) \text{tr} \{ \rho_0 U_1(t_1 - i\beta, t_1) \}. $$

(16)

From Eqs. (15) and (16) we find

$$\langle T[A(t_1)B(t_2)] \rangle = \frac{\text{tr} \{ \rho_0 U_1(t_1 - i\beta, t_1)U_1(t_1, t_2)T[U_1(t_1, t_1)A_I(t_1)B_I(t_2)] \}}{\text{tr} \{ \rho_0 U(t_1 - i\beta, t_1)U_1(t_1, t_1) \}}.$$  

(17)

In obtaining this equality we have introduced $t_1 > t_1, t_2$ and made use of property (17). We note that

$$T[U_1(t_1, t_1)A_I(t_1)B_I(t_2)]$$

$$= \begin{cases} U_1(t_1, t_2)A_I(t_1)U_1(t_1, t_2)B_I(t_2)U_1(t_2, t_1) & \text{if } t_1 > t_2, \\ U_1(t_1, t_2)B_I(t_2)U_1(t_2, t_1)A_I(t_1)U_1(t_1, t_1) & \text{if } t_2 > t_1. \end{cases}$$  

(18)

The right-hand side of Eq. (17) is independent of $t_1$ as long as it is larger than both $t_1$ and $t_2$. Thus, the Schwinger-Keldysh formalism is causal.

Equation (17) can be expressed more concisely by considering the time as a complex variable defined along the Schwinger-Keldysh contour $C$ of Fig. 2. This contour goes from $t_i$ to $t_i$ on the real axis along $C_1$, then from $t_i$
to $t_{f} - i\epsilon$ along $C_{\epsilon}$, then back from $t_{f} - i\epsilon$ to $t_{i} - i\epsilon$ along $C_{2}$, and then finally goes from $t_{i} - i\epsilon$ to $t_{i} - i\beta$ parallel to the imaginary axis along $C_{3}$. Since we take the limit $\epsilon \to 0^+$ at the end of the computation, the contribution from $C_{\epsilon}$ vanishes. It is convenient to define the contour-ordering $T_{C}$ as

$$T_{C}[A(z_1)B(z_2)] \equiv \begin{cases} A(z_1)B(z_2), & \text{if } z_1 \text{ is ahead of } z_2, \\ B(z_2)A(z_1), & \text{if } z_2 \text{ is ahead of } z_1, \end{cases}$$

for $z_1, z_2 \in C$. It is clear that the contour-ordering $T_{C}$ corresponds to the time-ordering $T$ if $z_1, z_2 \in C_{1}$ and to the anti-time-ordering $T$ if $z_1, z_2 \in C_{2}$. By using the definition (19), we can express Eq. (17) concisely as

$$\langle T[A(t_1)B(t_2)] \rangle = \frac{\text{tr}\{\rho_{0} T_{C}[U_1(C)A(t_1)B(t_2)]\}}{\text{tr}\{\rho_{0} U_1(C)\}},$$

where we have defined

$$U_1(C) = T_{C} \exp\left\{-i \int_{C} dz H_1(z)\right\}. \quad (21)$$

Figure 2. The Schwinger-Keldysh contour $C$ in the complex-time plane. The part $C_{1}$ is on the real axis and runs forwards in time, while the part $C_{2}$ has a small imaginary part $-i\epsilon$ and runs parallel to the real axis but backwards in time. The part $C_{3}$ runs parallel to the imaginary axis, from $t_{i} - i\epsilon$ down to $t_{i} - i\beta$. The time $t_{1}$ is the initial time and the final time $t_{f}$ is assumed to be larger than the time of any external point on $C$ but is otherwise arbitrary. In our computations we will always let $\epsilon \to 0^+$, so the path $C_{\epsilon}$ gives a vanishing contribution.

In the case of $N$ observables, Eq. (20) is easily seen to generalize to

$$\langle T[A_1(t_1) \ldots A_N(t_N)] \rangle = \frac{\text{tr}\{\rho_{0} T_{C}[U_1(C)A_1(t_1) \ldots A_N(t_N)]\}}{\text{tr}\{\rho_{0} U_1(C)\}}. \quad (22)$$

We note that the vertical path $C_{3}$ in Fig. 2 is necessary so Eq. (22) corresponds to a thermal average with respect to the interacting thermal state.

Let us now consider an interacting massive real quantum scalar field theory in a static spacetime with non-derivative interactions. The perturbative expansion of the time-ordered $N$-point functions in a finite temperature state, Eq. (22), can be expressed in terms of functional derivatives of the generating functional $Z$ of the interacting theory. Thus, we define

$$Z(\beta, J) = \text{tr}\{e^{-\beta H} T_{C} \left[ \exp\left(-i \int_{C \times \Sigma} d^n x \phi(x) J(x)\right) \right]\}. \quad (23)$$

Here, the function $J(x)$ is a classical source on $C \times \Sigma$, where $C$ is the complex-time contour of Fig. 2 and $\Sigma$ is the spatial section of our static spacetime. We note $Z(\beta, 0) = Z(\beta)$. Let us introduce the notation $J_{t} \equiv J_{|C_{t}}$. Then, for $x_1, \ldots, x_N \in C_{1} \times \Sigma$, the time-ordered $N$-point function is given by

$$\langle T[\phi(x_1) \ldots \phi(x_N)] \rangle = \frac{i^N}{Z(\beta, 0)} \frac{\delta^N}{\delta J_{1}(x_1) \ldots \delta J_{N}(x_N)} Z(\beta, J) \bigg|_{J=0},$$

where $\delta$ denotes the Heisenberg field operator. The functional $Z$ is related to $Z_{0}$, the generating functional for the free theory, through

$$Z(\beta, J) = \sum_{k=0}^{\infty} \frac{(-i)^k}{k!} \left[ \int_{C \times \Sigma} dvol_{y} V\left(i \frac{\delta}{\delta J(y)}\right)\right]^{k} Z_{0}(\beta, J), \quad (25)$$

where $dvol_{y}$ is the spacetime volume element. The generating functional of the free theory is given by

$$Z_{0}(\beta, J) = Z_{0}(\beta) e^{-\frac{i}{2} \int_{C \times \Sigma} dvol_{y} dvol_{x} J(x) G(x, x') J(x')}, \quad (26)$$

where we have defined

$$G(x, x') \equiv \text{tr}\{\rho_{0} T_{C}[\phi(x') \phi(x')]\},$$

with the contour-ordering $T_{C}$ given in Eq. (19). Here the field $\phi(x)$ is the free field.

**B. The in-in perturbation theories in Minkowski spacetime and in the Rindler wedge**

In this subsection we describe the in-in perturbation theories in Minkowski spacetime and in the Rindler wedge. The main aim of this paper is to establish the equivalence of these two perturbation theories.

Recall that the generating functional for time-ordered products of the standard in-out formalism in the vacuum state $|\Omega\rangle$ in Minkowski spacetime is

$$Z_{M, \text{in-out}}^{\text{in-out}}(\text{vac}, J) = \sum_{k=0}^{\infty} \frac{(-i)^k}{k!} \left[ \int_{C_{1} \times \Sigma} dvol_{y} V\left(i \frac{\delta}{\delta J(y)}\right)\right]^{k} \times Z_{M, 0}^{\text{in-out}}(\text{vac}, J), \quad (28)$$

where $Z_{M, 0}^{\text{in-out}}(\text{vac}, J)$ is the generating functional of the free theory. The generating functional for the interacting theory can be obtained by

$$Z_{M, \text{in}}(\text{vac}, J) = \text{tr}\{e^{-\beta H} T_{C} \left[ \exp\left(-i \int_{C \times \Sigma} d^n x \phi(x) J(x)\right) \right]\}. \quad (29)$$

Here, $\phi(x)$ denotes the Heisenberg field operator. The functional $Z_{M, \text{in}}$ is related to $Z_{M, \text{out}}$, the generating functional for the in-in perturbation theory, through

$$Z_{M, \text{in}}(\text{vac}, J) = Z_{M, \text{out}}(\text{vac}, J) e^{-\frac{i}{2} \int_{C \times \Sigma} dvol_{y} dvol_{x} J(x) G(x, x') J(x')}, \quad (30)$$

where we have defined

$$G(x, x') \equiv \text{tr}\{\rho_{0} T_{C}[\phi(x') \phi(x')]\},$$

with the contour-ordering $T_{C}$ given in Eq. (19). Here the field $\phi(x)$ is the free field.
where $C_1$ is defined in Fig. 2 with $t_i = -\infty$ and $t_f = \infty$. Thus, the integrals in Eq. (25) is over the whole of Minkowski spacetime. The generating functional for the free theory is given by

$$Z_{M,0}^{\text{in-out}}(\text{vac}, J) = e^{-\frac{i}{\hbar} \int_{C_1 \times \mathbb{R}^{n-1}} d\text{vol}_y d\text{vol}_x J(x) G^F(x,x') J(x')},$$

(29)

where $G^F(x,x')$ is the Feynman propagator for the scalar field. The time-ordered $N$-point function is given by Eq. (24) with $Z(\beta, J)$ and $Z(\beta, 0)$ replaced by $Z_{M,0}^{\text{in-out}}(\text{vac}, J)$ and $Z_{M,0}^{\text{in-out}}(\text{vac}, 0)$, respectively.

The in-in perturbation theory in Minkowski spacetime may be defined by changing the integration range for the internal vertices in Eqs. (24) and (25) from $C_1 \times \mathbb{R}^{n-1}$ to $(C_1 \cup C_2) \times \mathbb{R}^{n-1}$, where, again, the paths $C_1$ and $C_2$ are shown in Fig. 2 with $t_i = -\infty$ and $t_f = \infty$. Thus, the generating functionals in the in-in formalism in Minkowski spacetime is

$$Z_{M,0}^{\text{in-in}}(\text{vac}, J) = \sum_{k=0}^{\infty} \frac{(-i)^k}{k!} \left[ \int_{(C_1 \cup C_2) \times \mathbb{R}^{n-1}} d\text{vol}_y V \left( \frac{i}{\delta J(y)} \right)^k \right] Z_{M,0}^{\text{in-out}}(\text{vac}, J),$$

(30)

where

$$Z_{M,0}^{\text{in-in}}(\text{vac}, J) = e^{-\frac{i}{\hbar} \int_{(C_1 \cup C_2) \times \mathbb{R}^{n-1}} d\text{vol}_y d\text{vol}_x J(x) G(x,x') J(x')}.$$  

(31)

Here, the correlator $G(x,x')$ is defined by Eq. (27). Depending on whether the time coordinates $t$ and $t'$ of the points $x$ and $x'$ are on $C_1$ or $C_2$ in Eq. (24) the correlation function is one of the Wightman functions $G^\pm$, the Feynman propagator $G^F$, or the Dyson (or anti-Feynman) propagator $G^D$. We find from Eqs. (24) and (27) that

$$G(x,x') = \begin{cases} G^+(x,x'), & \text{if } t \in C_1 \text{ and } t' \in C_1, \\ G^-(x,x'), & \text{if } t \in C_1 \text{ and } t' \in C_2, \\ G^F(x,x'), & \text{if } t, t' \in C_1, \\ G^D(x,x'), & \text{if } t' \in C_2. \end{cases}$$

(32)

As is well known, the in-in formalism gives the correct $N$-point time-ordered product because $Z_{M,0}^{\text{in-in}}(\text{vac}, J)^c = Z_{M,0}^{\text{out-in}}(\text{vac}, J)^c$, where the superscript $c$ indicates that only the connected diagrams are included. We present a proof of this fact under the assumption that the one-point function for the Heisenberg field $\phi(x)$ vanishes, i.e. $\langle \Omega | \phi(x) | \Omega \rangle = 0$. We consider the Fourier transform $F(p_1, p_2, \ldots, p_N)$ of the time-ordered $N$-point function:

$$F(p_1, p_2, \ldots, p_N)(2\pi)^n \delta^{(n)}(p_1 + p_2 + \cdots + p_N) = \int d\text{vol}_y d\text{vol}_x \cdots d\text{vol}_x \langle \Omega | T[\phi(x_1) \phi(x_2) \cdots \phi(x_N)] \Omega \rangle,$$

where $\delta^{(n)}(p)$ denotes the $n$-dimensional $\delta$-distribution. Note that the correlator connecting a point $x$ with time coordinate $t \in C_1$ to a point $x'$ with time coordinate $t' \in C_2$ is the Wightman two-point function given by

$$G^+(x', x) = \int \frac{d^n k}{(2\pi)^{n-1}} \Theta(k^0) \delta(k^2 + m^2) e^{ik\cdot(x'-x)}.$$  

(34)

where $k^0$ is the 0th component of the relativistic momentum $k$ and $\Theta(x)$ is the Heaviside step function. (From now on, we say, “the spacetime point $x$ is on $C_i$” to mean “the time coordinate $t$ of the spacetime point $x$ is on $C_i$ for brevity.) Any diagram contributing to $F(p_1, p_2, \ldots, p_N)$ with $L$ correlators between $C_1$ and $C_2$ takes the form

$$I = \int \left\{ \prod_{j=1}^L \frac{d^n k_j}{(2\pi)^{n-1}} \Theta(k_j^0) \delta(k_j^2 + m^2) \right\} \times \mathcal{A}_1(p_1, p_2, \ldots, p_N; k_1, k_2, \ldots, k_L) \mathcal{A}_2(k_1, k_2, \ldots, k_L) \times (2\pi)^n \delta^{(n)}(k_1 + k_2 + \cdots + k_L),$$

(35)

where we may let $L \geq 2$ because the assumption $\langle \Omega | \phi(x) | \Omega \rangle = 0$ implies that the vacuum bubble connected to only one correlator vanishes. The integral $I$ must vanish because for non-zero contribution the $0$th components of the momenta, $k_1^0, k_2^0, \ldots, k_L^0$, must be positive and satisfy $k_1^0 + k_2^0 + \cdots + k_L^0 = 0$ at the same time, which is impossible. Thus, we have $Z_{M,0}^{\text{in-in}}(\text{vac}, J)^c = Z_{M,0}^{\text{out-in}}(\text{vac}, J)^c$ if we let $t_i = \infty$ (and $t_f = -\infty$) in the in-in formalism.

Now, the time-ordered $N$-point function in the in-in formalism is independent of $t_i$ as long as it is in the future of the time coordinates of all external $N$ points. This well-known fact was shown indirectly in Sec. [1A] but can also be proved diagrammatically as follows. A diagram contributing to a time-ordered $N$-point function in the configuration space with $L$ internal vertices takes the form

$$\Delta(x_1, x_2, \ldots, x_N) = \sum_{i_1=1}^2 \sum_{i_2=1}^2 \cdots \sum_{i_L=1}^2 \int d\text{vol}_y d\text{vol}_y d\text{vol}_y \cdots d\text{vol}_y \times \mathcal{C}(x_1, x_2, \ldots, x_N; y_1^{(i_1)}, y_2^{(i_2)}, \ldots, y_L^{(i_L)}),$$

(36)

where $y_j^{(i)}$ ($y_j^{(2)}$) indicates that the internal vertex point $y_j$ in Minkowski spacetime is on $C_1$ ($C_2$). Now, suppose that at least one internal vertex is in the future of all external points $x_1, x_2, \ldots, x_N$. Let the internal vertex furthest into the future be $y_1$ without loss of generality. Recall that the correlator connecting two points $z$ and $z'$ is $G^+(z, z')$ if $z$ is ahead of $z'$ in the contour-ordering. Since the point $y_1^{(1)}$ is ahead of all other points on $C_1$ and the point $y_1^{(2)}$ is behind all other points on $C_2$ by assumption, the correlators in $\mathcal{C}(x_1, x_2, \ldots, x_N; y_1^{(1)}, y_2^{(2)}, \ldots, y_L^{(L)})$ and in $\mathcal{C}(x_1, x_2, \ldots, x_N; y_1^{(2)}, y_2^{(2)}, \ldots, y_L^{(L)})$ connecting any two given points are the same. The only difference between these two functions is that the vertex factors at $y_1$ have opposite signs. This sign difference comes from
the fact that the path $C_2$ runs backward in time whereas the path $C_1$ runs forward. Hence,
\[
\mathcal{C}(x_1, x_2, \ldots, x_N; y_1^{(1)}, y_1^{(2)}, \ldots, y_L^{(1)}, y_L^{(2)})
\]
and the functions $\mathcal{C}(x_1, x_2, \ldots, x_N; y_1^{(1)}, y_1^{(2)}, \ldots, y_L^{(1)}, y_L^{(2)})$ cancel pairwise in Eq. (36). Thus, there is no contribution from the configuration-space integral if there are internal vertices in the future of all external points. This in turn shows that the upper limit $t_f$ of the time-integration is arbitrary as long as it is larger than the time coordinates of all external points $x_1, x_2, \ldots, x_N$. Thus, the in-in perturbation theory correctly gives the time-ordered $N$-point functions for any $t_f$ as long as it is in the future of all external points. (Note that diagrams with internal vertices on $C_2$ do contribute if $t_f$ is finite in the in-in formalism.)

Now, the region of Minkowski spacetime with $|x^0| < x^{n-1}$ is called the Rindler wedge. By introducing the coordinates $\tau$ and $\xi$ according to [23]
\[
x^0 = \frac{e^{\alpha \xi}}{a} \sinh a \tau, \quad (38a)
\]
the metric of the spacetime in the Rindler wedge is given by
\[
\mathrm{d}s^2 = e^{2\alpha \xi}(-\mathrm{d}\tau^2 + \mathrm{d}\xi^2) + (\mathrm{d}x^1)^2 + \cdots + (\mathrm{d}x^{n-2})^2. \quad (39)
\]
This spacetime is static with $\tau$ as time, and a conserved energy can be defined with respect to the symmetry $\tau \rightarrow \tau + \text{constant}$, which is a boost symmetry of Minkowski spacetime. This energy is called the Rindler energy. The results of Bisognano and Wichmann [3] and Unruh and Weiss [17] imply that, if the points $x_1, x_2, \ldots, x_n$ of the $N$-point function $\mathcal{O} (T [\phi(x_1) \phi(x_2) \cdots \phi(x_N)] [\mathcal{O}$ is in the Rindler wedge, then this $N$-point function can be obtained using the Schwinger-Keldysh formalism outlined in Sec. 11A with inverse temperature $\beta = 2\pi/a$ with respect to the Rindler energy. In particular, the free thermal correlator [24] in the Rindler wedge is identical to the Minkowski counterpart [32] in the vacuum state [1] (see also Ref. 20).

For the Schwinger-Keldysh perturbation theory in the Rindler wedge with $\beta = 2\pi/a$, the time coordinate is $\tau$ and the Cauchy surface $\Sigma$ is the surface of constant $\tau$ with coordinates $\xi, x^1, \ldots, x^{n-2}$. Now, suppose that the contribution to the $N$-point function coming from the diagrams with some correlators connecting points on $C_1$ or $C_2$ to points on $C_3$ in Fig. 2 vanishes in the limit $\tau_i \rightarrow -\infty$. This condition is called factorization [20] because it will imply that, if the source $J(x_1), \ldots, J(x_N)$ are either on $C_1$ or $C_2$, then $Z(\beta, J) = Z^{(3)}(\beta) Z^{(1,2)}(\beta, J)$ in this limit, where $Z^{(3)}(\beta)$ consists of diagrams with all internal vertices on $C_3$ and where for $Z^{(1,2)}(\beta, J)$ the internal vertices are on $C_1 \cup C_2$. Thus, if the factorization property holds, then the $N$-point function is obtained through Eq. (24) with
\[
Z_{\mu \nu}^{\text{in-in}}(\beta, J) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int_{(C_1 \cup C_2) \times \Sigma} \mathrm{dvol}_y V \left( i \frac{\delta}{\delta J(y)} \right)^k \times Z_{\mu \nu}^{\text{in-in}}(\beta, J),
\]
where $Z_{\mu \nu}^{\text{in-in}}(\beta, J) = Z_{\mu \nu}^{\text{in-in}}(\text{vac}, J)$, assuming that $J$ has support in the Rindler wedge. We call the perturbation theory with this generating functional the in-in formalism in Rindler wedge. Note that the equality of the $N$-point functions computed in these two in-in perturbation theories is equivalent to
\[
Z_{\mu \nu}^{\text{in-in}}(\beta, J)^c = Z_{\mu \nu}^{\text{in-in}}(\text{vac}, J)^c. \quad (41)
\]

An obvious strategy to prove this equality is to demonstrate the factorization property in the Rindler Schwinger-Keldysh perturbation theory. The factorization property is known to hold in similar situations, e.g. for the Schwinger-Keldysh perturbation theory in the static patch of de Sitter spacetime [22]. However, the infinite volume of $\Sigma$ poses some difficulties in the Rindler case. Fortunately it is possible to show Eq. (11) or, equivalently, the equality of the $N$-point functions in these two perturbation theories directly by using the light-cone coordinates.

Notice that $(C_1 \cup C_2) \times \Sigma$ in Eq. (40), with $C_1 \cup C_2$ being with respect to the Rindler time $\tau$, is simply the restriction of $(C_1 \cup C_2) \times \mathbb{R}^{n-1}$, with $C_1 \cup C_2$ being with respect to the Minkowski time $t$, to the Rindler wedge. In the next section we analyze the in-in perturbative expansion of the vacuum time-ordered $N$-point functions of the quantum field $\phi$ in Minkowski spacetime, diagram-by-diagram. We prove that the integration range for the internal vertices can be restricted to any Rindler wedge containing all their external points. This will establish the equality (41) directly.

III. THE EQUIVALENCE BETWEEN THE MINKOWSKI AND RINDLER IN-IN PERTURBATION THEORIES

Recall that the in-in and in-out perturbative approaches coincide for the vacuum state in Minkowski spacetime. What we will show is that the usual in-out perturbation theory in Minkowski spacetime is equivalent to the in-in perturbation theory in the Rindler wedge.

\[ \text{footnote 1: It is not difficult to see that the in-in formalism is independent of the choice of the time variable to define the paths $C_1$ and $C_2$ as long as it increases monotonically toward the future.} \]
We first demonstrate that the integration range over the internal vertices in the in-out formalism can be restricted to the region bounded by two parallel null planes. For this purpose it is convenient to employ the retarded and advanced light-cone coordinates

\[ u \equiv \frac{x^0 - x^1}{\sqrt{2}}, \quad v \equiv \frac{x^0 + x^1}{\sqrt{2}} \]

respectively. We also let \( \mathbf{v}_\perp \) denote the part of a spatial vector \( \mathbf{v} \) transverse to the \( x^2 \)-direction. In terms of these coordinates, the free Feynman propagator reads

\[
G^F(x, x') = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} d\mathbf{k}_\perp \tilde{G}^F(v - v', \kappa, \mathbf{k}_\perp) \exp \left\{-i\mathbf{k}_\perp \cdot (x_\perp - x'_\perp) \right\},
\]

where

\[
\tilde{G}^F(v, \kappa, \mathbf{k}_\perp) \equiv \frac{1}{2|\kappa|} (\Theta(v)\Theta(\kappa) + \Theta(-v)\Theta(-\kappa)) \times \exp \left\{-i\frac{k^2 + m^2}{2\kappa} v \right\}.
\]

Here, \( \kappa \) is the momentum conjugate to the light-cone coordinate \( u \), which we call \( u \)-energy in this paper, and \( \mathbf{k}_\perp \) is the transverse momentum. The form of \( \tilde{G}^F \) can be obtained either as the Fourier transform of \( G^F \) with respect to \( u \) and \( x_\perp \), written in terms of the usual momentum space expression, or by quantizing the free theory in the light-cone coordinates \( u, v \). We briefly discuss the second approach in Appendix A.

We start with discussing some general features of the perturbative expansion of the \( N \)-point function \( \langle \Omega | T[\phi(x_1)\phi(x_2)\cdots\phi(x_N)] | \Omega \rangle \) in light-cone coordinates. Let \( x_i = (v_i^0, u_i, x_i^\perp) \) be the external point coordinates. We consider the Fourier transform of the \( N \)-point function with respect to the \( u \) and \( x_\perp \)-coordinates as

\[
A(v_1^0, \ldots, v_N^0; \kappa_1^0, \ldots, \kappa_N^0; \mathbf{p}_1^\perp, \ldots, \mathbf{p}_N^\perp) \times (2\pi)^{n-1} \delta \left( \sum_{i=1}^N \kappa_i^0 \right) \delta^{(n-2)} \left( \sum_{i=1}^N \mathbf{p}_i^\perp \right)
\]

\[
= \int \prod_{i=1}^N du_i^0 d^{n-2}x_i^\perp \exp \left\{ i \sum_{i=1}^N (\kappa_i^0 u_i^0 - \mathbf{p}_i^\perp \cdot x_i^\perp) \right\} \times \langle \Omega | T[\phi(x_1)\cdots\phi(x_N)] | \Omega \rangle.
\]

The diagrammatic expansion of the amplitude \( A \equiv A(v_1^0, \ldots, v_N^0; \kappa_1^0, \ldots, \kappa_N^0; \mathbf{p}_1^\perp, \ldots, \mathbf{p}_N^\perp) \) is analogous to that in the conventional approach. We note that the small-\( \kappa \) behavior of the internal propagators is milder than one might expect from the factor \( 1/|\kappa| \) in Eq. (44) if the \( v \)-coordinates of the internal points are distinct because of the oscillatory factor. This can be seen by changing the variable as \( y = 1/\kappa \), which results in a decreasing and oscillatory integrand for large \( y \) (i.e. for small \( \kappa \)). We also note that one may let all \( v \)-coordinates of the vertices be distinct before integrating over these coordinates because there is no delta-function-like contribution at \( v = 0 \) in Eq. (44).

Each vertex, internal or external, in a diagram contributing to the amplitude \( A \) in Eq. (45) carries a \( v \)-coordinate and is multiplied by a suitable factor representing the interaction there. (The integral over the \( v \)-coordinates of the internal vertices will be carried out in the end.) The vertices are connected by the propagator \( \tilde{G}^F(v, \kappa, \mathbf{k}_\perp) \), where \( v \) is the difference between the \( v \)-coordinates connected by this propagator. Equation (44) shows that it does not matter whether \( v \) is chosen to be positive or negative. We choose \( v > 0 \). Then the \( u \)-energy \( \kappa \) must be positive for \( \tilde{G}^F(v, \kappa, \mathbf{k}_\perp) \) to be non-zero. Thus, \( u \)-energy can be regarded to flow toward the vertex with the higher value of \( v \). Like the usual energy, the \( u \)-energy is conserved at each internal vertex.

Now, suppose all external points \( x_1, x_2, \ldots, x_N \) are in the spacetime region between the two null planes \( v = V_1 \) and \( v = V_2 \) with \( V_1 < V_2 \), which is denoted by \( O(V_1, V_2) \). We will show that the integration over the internal vertices can be restricted to the region \( O(V_1, V_2) \), assuming that the vacuum expectation value \( \langle \Omega | \phi(x) | \Omega \rangle \) vanishes. Suppose that one or more internal vertices of a diagram contributing to \( A \) have the \( v \)-coordinates larger than or equal to \( V_2 \). Since \( \langle \Omega | \phi(x) | \Omega \rangle = 0 \), the sum of all tadpole subdiagrams vanishes. Hence we may assume that two or more propagators connect points in the future of or on the null plane \( v = V_2 \) to points in its past. Let these propagators be \( \tilde{G}^F(v_i - \tilde{v}_i, \kappa_i, \mathbf{k}_{i\perp}) \), \( i = 1, 2, \ldots, L \), where \( \tilde{v}_i \geq V_2 > \tilde{v}_i \). Then, from Eq. (44) we have

\[
\tilde{G}^F(v_i - \tilde{v}_i, \kappa_i, \mathbf{k}_{i\perp}) = \frac{\Theta(\kappa_i)}{2\kappa_i} \exp \left\{-i\frac{k_{i\perp}^2 + m^2}{2\kappa_i} (v_i - \tilde{v}_i) \right\}.
\]

Thus, the contribution of this diagram to the amplitude \( A \) before the integration over the \( v \)-coordinates of the internal vertices and over the transverse momenta takes the form

\[
\tilde{A} = \prod_{i=1}^L \int_0^\infty \frac{d\kappa_i}{2\kappa_i} \exp \left\{-i\frac{k_{i\perp}^2 + m^2}{2\kappa_i} (\tilde{v}_i - \tilde{v}_i) \right\} \times F_1(v_1, \ldots, v_L; \kappa_1, \ldots, \kappa_L; \mathbf{k}_{1\perp}, \ldots, \mathbf{k}_{L\perp}) \times F_2(\tilde{v}_1, \ldots, \tilde{v}_L; \kappa_1, \ldots, \kappa_L; \mathbf{k}_{1\perp}, \ldots, \mathbf{k}_{L\perp}) \times \delta(\kappa_1 + \kappa_2 + \cdots + \kappa_L),
\]

where \( F_2(v_1, \ldots, \tilde{v}_L; \kappa_1, \ldots, \kappa_L; \mathbf{k}_{1\perp}, \ldots, \mathbf{k}_{L\perp}) \) depends also on \( v_i^0, \kappa_i^0 \) and \( \mathbf{p}_i^\perp \), \( i = 1, 2, \ldots, N \). The quantity \( \tilde{A} \) must vanish because \( \kappa_1, \kappa_2, \ldots, \kappa_L \), which are positive, must add up to zero for a non-zero contribution to \( \tilde{A} \).

One can show similarly that the contribution to the amplitude \( A \) from any diagram with one or more points in the past of or on the null plane \( v = V_1 \) vanishes, thus,
the amplitude $A$ can be calculated with the integration region for the internal vertices restricted to $O(V_1, V_2)$. So far we have shown that the vertex integration can be restricted to the region $O(V_1, V_2)$ for the in-out Feynman diagrams, i.e., for the diagrams such that all internal vertices (as well as the external points) are on $C_1$ of the contour $C$ in Fig. 2. We now use this result to show that the integration for the internal vertices can be restricted to any Rindler wedge containing all external points in the in-in perturbation theory.

First we note that the internal vertices for the in-in perturbation theory can also be restricted to the region $O(V_1, V_2)$ because the contribution to $A$ of any diagram in the in-in perturbation theory with one or more points on $C_2$ in Fig. 2 where $C_1$ and $C_2$ are complex paths in the variable $u$ in light-cone coordinates, vanishes. This can be proved by the same argument as that for proving the equivalence of the in-in and in-out perturbation theories in the full Minkowski spacetime with the energy conservation replaced by the $u$-energy conservation. Thus, the time-ordered $N$-point function can be calculated with the internal vertices restricted to the region between two null planes which contains all external points in the in-in formalism as well.

Now, by spacetime translation invariance of Minkowski spacetime we may assume that all external points are contained in the Rindler wedge $|x^0| < x^{n-1}$ without loss of generality. Then, the time-ordered $N$-point function can be calculated using the in-in perturbation theory with the internal vertices restricted to the region between the two null planes $v = V_2 > 0$ and $v = 0$ that contains all external points. Since $V_2$ is arbitrary as long as it is larger than the $v$-coordinate of any external point, we can let the integration region for the internal vertices be the half space $v > 0$. Then, by the same argument as for the proof that the $t$-integral can be restricted by $t < t_f$ for any $t_f$ in the future of all external points in the in-in perturbation theory in Minkowski spacetime, it can be shown that one can restrict the $u$-integration to the region $u < u_t$, where $u_t$ is larger than the $u$-coordinate of any external point but otherwise arbitrary. In particular we can require $u < 0$. Thus, the time-ordered $N$-point function can be calculated with the internal vertices restricted to the region satisfying $v = (x^0 + x^{n-1})/\sqrt{2} > 0$ and $(x^0 - x^{n-1})/\sqrt{2} < 0$, i.e., the Rindler wedge satisfying $|x^0| < x^{n-1}$. In other words, the in-in perturbation theory in Minkowski spacetime for the vacuum state is equivalent to that in the Rindler wedge in the thermal state with Unruh temperature $a/2\pi$.

IV. EXAMPLE FOR THE RESTRICTION OF INTEGRATION OVER THE INTERNAL VERTICES

Our proof of the equivalence between the two in-in perturbation theories relied on the result that the integration region for the internal vertices can be restricted to the region between two null planes that contains all external points in the in-out perturbation theory. In this section we demonstrate this result for the diagram shown in Fig. 3 in the $\phi^3$-theory. (We omit the factor $i\lambda$, if the interaction term in the Lagrangian density is $i\lambda\phi^3$, at the vertices.)
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Figure 3. One-loop correction to the propagator in a $\phi^3$ theory. The momentum $q$ circulates in the loop, while $p$ denotes the external momentum. The points $\bar{x}_1$ and $\bar{x}_2$ denote the internal vertices and $x_1$ and $x_2$ the external points.

We first consider this diagram in the whole of Minkowski spacetime. If the external momentum is $(p^0, p_\perp, p^{n-1})$, then the truncated two-point function at one-loop reads

$$A(p, p_\perp) = \int \frac{d^{n-2}q_\perp}{(2\pi)^{n-2}} \Pi(p),$$

(48)

where

$$\Pi(p) = -\int_{\mathbb{R}^2} \frac{d^2q}{(2\pi)^2} \frac{1}{[q^2 + m_1^2 - i\epsilon][|p - q|^2 + m_2^2 + i\epsilon]}.$$  

(49)

(The truncated two-point function $\Pi(p)$ includes the factor $i\phi$ from the propagators.) Here, we have defined $p = (p^0, p^{n-1}), q = (q^0, q^{n-1}), m_1^2 = m^2 + q_\perp^2$, $m_2^2 = m^2 + (p_\perp - q_\perp)^2$. We also have defined $q^2 = -(q^0)^2 + (q^{n-1})^2$ and $(p - q)^2 = -((p^0 - q^0)^2 + (p^{n-1} - q^{n-1})^2).$ After the standard Feynman parametrization, one can readily perform the $q$-integral after the Wick rotation $q^0 \to iq^0$. The result is

$$\Pi(p) = \frac{i}{4\pi} \int_0^1 \frac{d\alpha}{\alpha(1 - \alpha)} \frac{1}{2p^+p^- - m^2(\alpha) + i\epsilon}.$$  

(50)

where we have defined $p^\pm \equiv (p^0 \pm p^{n-1})/\sqrt{2}$ and

$$m^2(\alpha) \equiv \frac{(1 - \alpha)m_1^2 + \alpha m_2^2}{\alpha(1 - \alpha)}.$$  

(51)

Now, we attach the propagators to the truncated two-point function and then perform the inverse Fourier transform to convert the variables $p^\pm$ to the configuration variables $(u,v)$. (We do not perform the inverse Fourier transform for the transverse momentum $p_\perp$.) More precisely, we multiply $\Pi(p)$ in Eq. (50) by
Thus, we have

$$D_M(u_1 - u_2, v_1 - v_2) \equiv \int_{-\infty}^{\infty} \frac{dp^+}{2\pi} F_M(v_1 - v_2, p^+) e^{-ip^+(u_1 - u_2)}$$

where

$$F_M(v, p^+) \equiv -\frac{i}{4\pi} \int_0^1 \frac{d\alpha}{\alpha(1 - \alpha)} \int_{-\infty}^{\infty} \frac{dp^-}{2\pi} e^{-ip^- v} \frac{1}{2p^+p^- - M_1^2 + i\epsilon} \frac{1}{2p^+p^- - M_2^2 + i\epsilon}.$$

Here, we have defined $M_1^2 = M_2^2 = m^2 + p_0^2$. [The minus sign in Eq. \(53\) comes from the factor of $i^2$ from the two propagators attached.] We find it convenient to let $M_1 \neq M_2$. The equality of the two perturbation theories we are comparing turns out to hold even if $M_1 \neq M_2$ and remain to hold in the limit $M_2 \to M_1$. What we will show is that the function $F_M(v_1 - v_2, p^+)$ is reproduced with the internal vertices restricted to the region $O(V_1, V_2)$ between the two null planes $v = V_1$ and $v = V_2$ if $v_1, v_2 \in (V_1, V_2)$. The two-point function to be computed is $D_M(u_1 - u_2, v_1 - v_2)$ defined by

$$D_M(u_1 - u_2, v_1 - v_2) = \int_{V_1 < \bar{v}_1, \bar{v}_2 < V_2} d\bar{v}_1 d\bar{v}_2 G^{M_1}_F(x_1, \bar{v}_1) G^{M_1}_F(\bar{v}_1, x_2) \times G^{M_2}_F(\bar{v}_2, x_2),$$

where $G^{M}_F(x, y)$ is the time-ordered two-point function for a scalar field with mass $m$ in two dimensions. Here, $x_i = (u_i, v_i)$ and $\bar{x}_i = (\bar{u}_i, \bar{v}_i), i = 1, 2$. We substitute the expression \(53\) for the Feynman propagator with $n = 2$ and find

$$D_R = \frac{1}{(2\pi)^2} \int_{V_1}^{V_2} d\bar{v}_1 d\bar{v}_2 \int_{-\infty}^{\infty} d\bar{u}_1 d\bar{u}_2 d\kappa_1 d\kappa_2 d\bar{\kappa}_1 d\bar{\kappa}_2 \frac{1}{16|\kappa_1 \bar{\kappa}_1 \kappa_2 \bar{\kappa}_2|} \{\Theta(v_1 - \bar{v}_1) \Theta(\kappa_1) + \Theta(\bar{v}_1 - v_1) \Theta(-\kappa_1)\}$$

$$\times \{\Theta(\bar{v}_2 - \bar{v}_1) \Theta(\bar{\kappa}_2) + \Theta(\bar{v}_1 - \bar{v}_2) \Theta(-\kappa_2)\}$$

$$\times \exp\left\{-i\frac{M_1}{2\kappa_1}(v_1 - \bar{v}_1) - i\left(\frac{m_1}{2\bar{\kappa}_1} + \frac{m_2}{2\bar{\kappa}_2}\right)(\bar{v}_1 - \bar{v}_2) - i\frac{M_2}{2\kappa_2}(\bar{v}_2 - v_2)\right\} e^{-i[(\kappa_1, \bar{v}_1) + (\bar{\kappa}_1, v_1)] + \delta(0)} e^{-i[(\kappa_2, \bar{v}_2) + (\bar{\kappa}_2, v_2)] + \delta(0)}.$$
where

\[ F_R(v_1 - v_2, \kappa_1) \equiv \int_{v_1}^{v_2} \! d\bar{v}_1 \int_{v_2}^{\infty} \! d\bar{v}_2 \int_{-\infty}^{0} \! \frac{d\kappa_1}{2\pi} \frac{1}{16\kappa_1^4(\kappa_1 - \kappa_1)} \left[ \Theta(v_1 - \bar{v}_1)\Theta(\bar{v}_1 - \bar{v}_2)\Theta(\bar{v}_2 - v_2)\Theta(\kappa_1)\Theta(\bar{\kappa}_1)\Theta(\kappa_1 - \bar{\kappa}_1) \right. \\
+ \Theta(\bar{v}_1 - v_1)\Theta(\bar{v}_2 - \bar{v}_1)\Theta(v_2 - \bar{v}_2)\Theta(-\kappa_1)\Theta(-\bar{\kappa}_1)\Theta(-\kappa_1 - \bar{\kappa}_1) \\
\times \exp \left\{ -i\frac{M^2}{2\kappa_1}v_1 - i\frac{M^2}{2\kappa_1}v_2 - i\left(\frac{m_1^2}{2\kappa_1} + \frac{m_2^2}{2(\kappa_1 - \bar{\kappa}_1)} - \frac{M^2}{2\kappa_1} + \frac{M^2}{2(\kappa_1 - \bar{\kappa}_1)}\right)\bar{v}_1 - i\left(\frac{M^2}{2\kappa_1} - \frac{m_1^2}{2\kappa_1} - \frac{m_2^2}{2(\kappa_1 - \bar{\kappa}_1)}\right)\bar{v}_2 \right\} \right]. \tag{58} \]

Comparing Eqs. (52) and (57), we see that our task is to show that \( F_M(v_1 - v_2; p^+) = F_R(v_1 - v_2, p^+) \).

The first term within the brackets in Eq. (58) is non-zero only if \( v_1 > \bar{v}_1 > \bar{v}_2 > v_2 \), while the second term gives a non-vanishing contribution only if \( v_2 > \bar{v}_2 > \bar{v}_1 > v_1 \). Hence, Eq. (58) can be written as

\[ F_R(v_1 - v_2, \kappa_1) = \Theta(v_1 - v_2)\Theta(\kappa_1)K_1(v_1, v_2, \kappa_1) \]
\[ + \Theta(v_2 - v_1)\Theta(-\kappa_1)K_2(v_1, v_2, \kappa_1), \tag{59} \]

where the functions \( K_1(v_1, v_2, \kappa_1) \) and \( K_2(v_1, v_2, \kappa_1) \) are defined by

\[ K_1(v_1, v_2, \kappa_1) \equiv \frac{1}{32\pi^3} \int_{v_2}^{v_1} \! d\bar{v}_1 \int_{v_2}^{\infty} \! d\bar{v}_2 \int_{0}^{1} \! \frac{d\alpha}{\alpha(1 - \alpha)} \]
\[ \times \exp \left\{ -i\frac{M^2}{2\kappa_1}v_1 - i\frac{M^2}{2\kappa_1}v_2 - i\frac{m^2(\alpha) - M^2}{2\kappa_1}v_1 - i\frac{M^2 - m^2(\alpha)}{2\kappa_1}v_2 \right\}, \tag{60} \]

and

\[ K_2(v_1, v_2, \kappa_1) \equiv \frac{1}{32\pi^3} \int_{v_1}^{v_2} \! d\bar{v}_1 \int_{v_1}^{\infty} \! d\bar{v}_2 \int_{0}^{1} \! \frac{d\alpha}{\alpha(1 - \alpha)} \]
\[ \times \exp \left\{ -i\frac{M^2}{2\kappa_1}v_1 - i\frac{M^2}{2\kappa_1}v_2 - i\frac{m^2(\alpha) - M^2}{2\kappa_1}v_1 - i\frac{M^2 - m^2(\alpha)}{2\kappa_1}v_2 \right\}. \tag{61} \]

Here, we have changed the integration variable \( \bar{\kappa}_1 \) to \( \alpha \) by letting \( \bar{\kappa}_1 = \alpha\kappa_1 \). The function \( m^2(\alpha) \) was defined by Eq. (51).

The integrals over \( \bar{v}_1 \) and \( \bar{v}_2 \) can readily be evaluated using

\[ \int_{v_2}^{v_1} \! d\bar{v}_1 \int_{v_2}^{\infty} \! d\bar{v}_2 e^{-i(B_1 + B_2)v_1 - iB_2v_2} \]
\[ = -\frac{e^{-i(B_1 + B_2)\bar{v}_1}}{B_2(B_1 + B_2)} + \frac{e^{-i(B_1 + B_2)v_1}}{B_1B_2} - \frac{e^{-i(B_1 + B_2)v_2}}{B_1(B_1 + B_2)}, \tag{62} \]

and we indeed find that \( F_R(v_1 - v_2, p^+) = F_M(v_1 - v_2, p^+) \) where \( F_M(v_1 - v_2, p^+) \) is given by Eq. (54).

V. DISCUSSION

In this paper we showed that the time-ordered \( N \)-point function for self-interacting massive scalar field in the Minkowski vacuum state can be computed in the in-in formalism with the internal vertices restricted to a Rindler wedge containing all \( N \) external points to all orders in perturbation theory. This means that this \( N \)-point function can be computed as that in the thermal state (with respect to the Rindler time) at the Urruh temperature in the Rindler wedge using the in-in formalism, which is defined as the Schwinger-Keldysh formalism with factorization property, i.e. with no contribution from the path \( C_3 \) in Fig. 2. It is well known that this Schwinger-Keldysh perturbation theory (without the assumption of factorization) reproduces this \( N \)-point function. Thus, our result is an indirect proof of the factorization property of the Schwinger-Keldysh perturbation theory in the thermal state in the Rindler wedge.

Of course, the amplitude we studied will be plagued with ultraviolet divergences after the vertex integrations are performed in general, and requires some regularization scheme followed by the renormalization of the bare action defining the model. Since our results do not depend on the dimension of Minkowski spacetime, they remain valid if the dimensional regularization is employed. Alternatively, we could make use of the Pauli-Villars regularization method, in which case some regulator fields with large masses are introduced. Clearly, this regularization method will not alter the conclusions of Sec. III Hence, our results there will also hold for the fully renormalized theory.

Our proof of the equivalence between the Minkowski and Rindler in-in perturbation theories for the Minkowski vacuum was presented only for (interacting) scalar field theory. Nevertheless, the proof did not use properties specific to scalar field theory, and we expect that our result will hold for other interacting models involving higher-spin fields. If this is the case, the computation of rates of the same particle physics process in the inertial and accelerated frames, for example, cannot differ (if the in-in formalism is used), contrary to recent claims [27] in the context of mixing neutrinos (see Ref. [28] for a discussion on this particular issue).
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Appendix A: Quantization of the Klein-Gordon field in the light-cone coordinates

In this appendix we present the quantization of the Klein-Gordon field in terms of the light-cone coordinates $u$ and $v$. This quantization method dates back to Dirac [24] and goes under different names in the literature, such as light-cone quantization or light-front quantization, and is sometimes employed in the analysis of bound states in nuclear physics [30, 31].

In the inertial coordinates, the free Klein-Gordon field equation
\[
(-\partial_\mu \partial^\mu + m^2)\phi = 0,
\]
admits the normalized positive-frequency modes
\[
f_k(x) \equiv \frac{1}{(2\pi)^{n/2}} \frac{e^{i(k\cdot x - \omega_k t)}}{\sqrt{2\omega_k}},
\]
with $\omega_k \equiv \sqrt{k^2 + m^2}$. In term of the light-cone coordinates [12], the modes (A2) read
\[
f_k(x) \equiv \frac{1}{(2\pi)^{n/2}} \frac{e^{i(k_\perp \cdot x_\perp)}}{\sqrt{2k_\perp}} e^{-i(k^+ u - k^- v)},
\]
where we have defined $k^\pm \equiv (\omega_k \pm k^{(n-1)})/\sqrt{2}$. Since $\omega_k > |k^{(n-1)}|$, the modes (A2) are of positive frequency with respect to both $u$ and $v$.

The Klein-Gordon inner product for the solutions to Eq. (A1) is
\[
(f, g)_{KG} \equiv -i \int_{\mathbb{R}^{n-1}} d^{n-1}x [g(x) \partial_0 f^*(x) - \partial_0 g(x) f^*(x)].
\]
The solutions $f_k(x)$ are normalized in the sense that
\[
(f_k, f_{k'})_{KG} = \delta^{(n-1)}(k - k').
\]
If we write $k^+ = \kappa$, then since $2k^+k^- - k_\perp^2 = m^2$, we have $k^- = (k_\perp^2 + m^2)/(2\kappa)$. Noting that
\[
\delta(k^- - \kappa') = \frac{\omega_k}{\kappa} \delta(k^{(n-1)} - \kappa^{(n-1)}),
\]
the modes proportional to $f_k(x)$,
\[
g_{\kappa, k_\perp}(x) = \frac{1}{(2\pi)^{n/2}} \frac{e^{i(k_\perp \cdot x_\perp - \kappa t)}}{\sqrt{2k_\perp}} \exp\left\{-i\frac{k_\perp^2 + m^2}{2\kappa} v\right\},
\]
where $\kappa > 0$, are normalized as
\[
(g_{\kappa', k_\perp'}, g_{\kappa, k_\perp})_{KG} = \delta(\kappa - \kappa')\delta^{(n-2)}(k_\perp - k_\perp').
\]

We expand the Klein-Gordon field operator in terms of the modes $g_{\kappa, k_\perp}(x)$ in Eq. (A7) as
\[
\phi(x) = \int_0^\infty dk \int_{\mathbb{R}^{n-2}} d^{n-2}k_\perp \frac{1}{\sqrt{2k_\perp}} \left[a_{\kappa, k_\perp} g_{\kappa, k_\perp}(x) + a^\dagger_{\kappa, k_\perp} g^\dagger_{\kappa, k_\perp}(x)\right].
\]
By imposing the commutation relations
\[
[a_{\kappa, k_\perp}, a^\dagger_{\kappa', k_\perp'}] = 0,
\]
and
\[
[a_{\kappa, k_\perp}, a^\dagger_{\kappa', k_\perp'}] = \delta(\kappa - \kappa')\delta^{(n-2)}(k_\perp - k_\perp').
\]
We find the equal-time commutator
\[
[\phi(x), \partial_{u'} \phi(x')]|_{v=v'} = \frac{i}{2} \delta(u - u')\delta^{(n-2)}(x_\perp - x_\perp'),
\]
which is the standard equal-time commutator written differently. The factor 1/2 on the right-hand side of Eq. (A12) can be interpreted as coming from the fact that, in the light-cone coordinates, the field $\phi$ and its canonical conjugate momentum are not independent [32, 33].

In the vacuum state $|0\rangle$ defined by $a_{\kappa, k_\perp}|0\rangle = 0$ for all $\kappa \in \mathbb{R}^+$ and $k_\perp \in \mathbb{R}^{n-2}$, the associated Wightman two-point functions are given by
\[
G^\pm(x, x') = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{R}^{n-1}} dk d^{n-2}k_\perp \hat{G}^\pm(v - v', \kappa, k_\perp) \times e^{i(k_\perp \cdot (x_\perp - x'_\perp) - \kappa(v - v'))},
\]
with
\[
\hat{G}^\pm(v, \kappa, k_\perp) \equiv \frac{\Theta(\pm \kappa)}{2|\kappa|} \exp\left\{-i\frac{k_\perp^2 + m^2}{2\kappa} v\right\}.
\]
Since the $v$-coordinate increases monotonically toward the future, the Feynman and Dyson propagators are given by
\[
G^F(x, x') = \Theta(v - v')G^+(x, x') + \Theta(v' - v)G^-(x, x'),
\]
and
\[
G^D(x, x') = \Theta(v - v')G^-(x, x') + \Theta(v' - v)G^+(x, x'),
\]
respectively. Note that Eq. (A15) corresponds to the form of the Feynman propagator given by Eq. (43).
[1] W. G. Unruh, “Notes on black hole evaporation,” Phys. Rev. D 14, 870 (1976).
[2] G. E. A. Matsas and D. A. T. Vanzella, “Decay of protons and neutrons induced by acceleration,” Phys. Rev. D 59, 094004 (1999) arXiv:gr-qc/9901008 [gr-qc]
[3] D. A. T. Vanzella and G. E. A. Matsas, “Decay of accelerated protons and the existence of the Fulling-Davies-Unruh effect,” Phys. Rev. Lett. 87, 151301 (2001) arXiv:gr-qc/0104030 [gr-qc]
[4] L. C. B. Crispino, A. Higuchi, and G. E. A. Matsas, “The Unruh effect and its applications,” Rev. Mod. Phys. 80, 787 (2008) arXiv:0710.5373 [gr-qc]
[5] J. J. Bisognano and E. H. Wichmann, “On the duality Condition for a Hermitian Scalar Field,” J. Math. Phys. (N.Y.) 16, 985 (1975)
[6] R. Kubo, “Statistical mechanical theory of irreversible processes. I. General theory and simple applications in magnetic and conduction problems,” J. Phys. Soc. Jpn. 12, 570 (1957)
[7] P. C. Martin and J. S. Schwinger, “Theory of many particle systems. I,” Phys. Rev. 115, 1342 (1959)
[8] R. Haag, N. M. Hugenholtz, and M. Winnink, “On the Equilibrium states in quantum statistical mechanics,” Commun. Math. Phys. 5, 215 (1967)
[9] R. F. Streater and A. S. Wightman, PCT, Spin and Statistics, and All That, Princeton Landmarks in Physics (Princeton University Press, Princeton, New Jersey, USA, 2000).
[10] T. Matsubara, “A new approach to quantum statistical mechanics,” Prog. Theor. Phys. 14, 351 (1955)
[11] W. Rindler, “Kruskal space and the uniformly accelerated frame,” Am. J. Phys. 34, 1174 (1966)
[12] S. A. Fulling, “Nonuniqueness of canonical field quantization in Riemannian space-time,” Phys. Rev. D 7, 2850 (1973)
[13] D. V. Ahluwalia, L. Labun, and G. Torrieri, “Neutrino mixing in accelerated proton decays,” Eur. Phys. J. A 52, 189 (2016) arXiv:1508.03091 [hep-ph]
[14] G. Cozzella, S. A. Fulling, A. G. S. Landulfo, G. E. A. Matsas, and D. A. T. Vanzella, “Unruh effect for mixing neutrinos,” Phys. Rev. D 97, 105022 (2018) arXiv:1803.06400 [gr-qc]
[15] P. A. M. Dirac, “Forms of Relativistic Dynamics,” Rev. Mod. Phys. 21, 392 (1949)
[16] S. J. Brodsky, H.-C. Pauli, and S. S. Pinsky, “Quantum chromodynamics and other field theories on the light cone,” Phys. Rep. 301, 299 (1998) arXiv:hep-ph/9705477 [hep-ph]
[17] W. G. Unruh and N. Weiss, “Acceleration radiation in interacting field theories,” Phys. Rev. D 29, 1656 (1984)
[18] J. S. Schwinger, “Brownian motion of a quantum oscillator,” J. Math. Phys. (N.Y.) 2, 407 (1961)
[19] L. V. Keldysh, “Diagram technique for nonequilibrium processes,” Zh. Eksp. Teor. Fiz. 47, 1515 (1964) [Sov. Phys. JETP 20, 1018 (1965)].
[20] N. P. Landsman and C. G. van Weert, “Real- and imaginary-time field theory at finite temperature and density,” Phys. Rep. 145, 141 (1987)
[21] K. Chou, Z. Su, B. Hao, and L. Yu, “Equilibrium and nonequilibrium formalisms made unified,” Phys. Rep. 118, 1 (1985)
[22] A. Higuchi, D. Marolf, and I. A. Morrison, “On the Equivalence between Euclidean and in-in formalisms in de Sitter QFT,” Phys. Rev. D 83, 084029 (2011) arXiv:1012.3415 [gr-qc]
[23] P. J. Dyson, “The radiation theories of Tomonaga, Schwinger, and Feynman,” Phys. Rev. 75, 486 (1949)
[24] T. Matsubara, “A new approach to quantum statistical mechanics,” Prog. Theor. Phys. 14, 351 (1955)
[25] K. Osterwalder and R. Schrader, “Equivalence between Euclidean and in-in formalisms made unified,” Phys. Rep. 118, 1 (1985)