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Abstract. This work investigates the electrical impedance tomography (EIT) problem when only limited boundary measurements are available, which is known to be challenging due to the extreme ill-posedness. Based on the direct sampling method (DSM) introduced in [13], we propose deep direct sampling methods (DDSMSs) to locate inhomogeneous inclusions in which two types of deep neural networks (DNNs) are constructed to approximate the index function(functional): fully connected neural network(FNN) and convolutional neural network (CNN). The proposed DDSMs are easy to be implemented, capable of incorporating multiple Cauchy data pairs to achieve high-quality reconstruction and highly robust with respect to large noise. Additionally, the implementation of DDSMs adopts offline-online decomposition, which helps to reduce a lot of computational costs and makes DDSMs as efficient as the conventional DSM [13]. The numerical experiments are presented to demonstrate the efficacy and show the potential benefits of combining DNN with DSM.

Key words. Deep Learning, inverse problems, direct sampling methods, electrical impedance tomography, reconstruction algorithm, limited boundary data

1. Introduction. Electrical impedance tomography (EIT) is a very promising technique for non-invasive, radiation-free type of medical imaging. In short, by alternating electrical current at a set of electrodes and measuring the corresponding voltages on the boundary of an unknown medium(e.g. on the skin), it is possible to reconstruct the internal electrical conductivity distribution image of the medium [26, 7]. EIT has wide applications, such as biomedical [54, 26] including monitoring of ventilation distribution [51], geophysics [53], industrial detection [36]. The particular application considered in this work is to detect the inclusions buried in a known homogeneous background, for example, measuring the resistivity of tissue associated with malignancy, ischemia, and lung water [6, 19].

In order to describe the isotropic mathematical model for EIT, we consider a bounded domain Ω ⊆ ℝ^n, n = 2, 3 with C^1 boundary ∂Ω occupied by some conducting materials with the electrical conductivity described by a positive function σ(x) ∈ L^{∞}(Ω). Let the background homogeneous material have the conductivity σ₀, and then the support of σ - σ₀ indicates the inhomogeneous inclusions denoted by D. Suppose that N different electrical currents are injected to the boundary ∂Ω, then the resulted electrical potential should satisfy the following N governing equations with the same coefficient but different boundary conditions:

\begin{align}
(1.1a) & \quad \nabla \cdot (\sigma \nabla u_\omega) = 0 \quad \text{in} \quad \Omega, \\
(1.1b) & \quad \sigma \frac{\partial u_\omega}{\partial n} = g_\omega \quad \text{on} \quad \partial \Omega, \quad \omega = 1, 2, ..., N
\end{align}

\begin{equation}
\int_{\partial \Omega} g_\omega(s) ds = 0.
\end{equation}

For the simplicity of notation, we write the surface potential over ∂Ω as f_ω := u_\omega|_{\partial \Omega}. Mathematically, our inverse problem associated with EIT is to recover σ(x) in Ω, specifically the shape and the position of the inclusions, based on the Neumann boundary value (current data) and the observed Dirichlet boundary value (voltage data). These data typically refer to a collection of the Cauchy data pairs \{(g_\omega, f_\omega)\}_\omega=1^N.

Let’s temporarily write u = u_ω and g = g_ω for general discussion. Then the Neumann-to-Dirichlet (NtD) map associated to (1.1) is defined by

\begin{equation}
\Lambda_\sigma : H^{-1/2}(\partial \Omega) \to H^{1/2}(\partial \Omega), \quad \Lambda_\sigma g = u|_{\partial \Omega}.
\end{equation}

Theoretically, the conductivity distribution σ as a positive L^∞ function can be recovered from a full knowledge of the NtD map \Lambda_\sigma [4]. However, in practice, the full knowledge of the NtD map needs a matrix approximation requiring a large number of Cauchy data pairs for example N = 64 in (1.1) [13] but may be unfeasible in real-world problems. Nevertheless the stability and accuracy of the approximation also need to be resolved. In addition, in many practical situations, the conductivity coefficient σ is not as rough as L^∞. In fact the piecewise constant conductivity widely appears, and some researches [3, 29, 2, 8] have shown how one or few boundary measurement(s), i.e., the Cauchy data
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pairs, can reconstruct the inclusions. So from both the practical and theoretical point of view, the full knowledge of the NtD map not be very necessary, which justifies the limited Cauchy data assumption aforementioned.

It is known that a high-quality reconstruction for the EIT problem is challenging due to its severe ill-posedness. Various numerical algorithms have been developed which can be categorized into two family. The first one is based on optimization algorithm which typically constructs a sequences of coefficient distributions converging to the true one. Methods in this family include the finite-element-based methods [45, 50, 34] and finite-difference-based methods [48], shape optimization methods [22, 9, 15, 32] and so on. For these methods, in general a good initial condition and a significant number of iterations are needed to ensure convergence which also rely on suitable regularization techniques such as Tikhonov regularization [50, 34], total variation regularization [15] and $L^1$ regularization [33]. Alternatively, the second family of methods, i.e., the direct methods, have been developed including the sampling and factorization methods [37, 13], the multiple signal classification algorithms [3, 2], and the topological sensitivity approaches [2, 5]. These methods are non-iterative in nature and thus tend to be much more efficient than optimization-type methods. Besides the classical approaches, recently, deep neural networks (DNNs) also have shown great potential for solving the EIT problem [1, 18, 24], for example, combining fast direct reconstruction procedures with CNN [40, 24, 49], the radial basis function neural network [46, 52], the multi-layer neural network [38], the bayesian neural network [39] and improving the neural network training with particle swarm optimization [42, 43].

Recently, the authors in [13, 12, 14, 11, 30, 31] develop a so-called direct sampling method (DSM) to solve not only EIT but also a large group of inclusion identification problems which are shown to be easy to implement, computationally economical, highly robust and very effective. The principal ingredient of DSMs is to construct an index function that attains extreme values for the sampling points belonging to the inclusions and thus provides the estimation of the shape. In particular, the index function for EIT is derived exquisitely in [13] showing reasonably nice indication for the inclusions. However, we also note the DSM in [13] has the potential to be further improved in several aspects. First, it is mainly focused on the case of single Cauchy data pair which may hinder its application to the more complicated case due to the limited accuracy. In engineering practice [26], the number of experimental measurement data is indeed limited but mostly more than one. Second, the index function in [13] highly relies on the domain geometry and is only obtained for some basic shapes such as circle, square and open ball. Indeed, the derivation of suitable index functions may become extremely complicated or even unobtainable for multiple Cauchy data pairs and more complex domain shapes. Furthermore, even with single Cauchy data pair, the optimality may not be guaranteed for the index functions derived in [13]. We believe it may not be easy to overcome these obstacles by conventional mathematical approaches.

Alternatively, to address these hurdles numerically, in this work we propose using DNNs to replace the classical intricate derivation to construct index functions, and call the resulted methods deep direct sampling methods (DDSMs) which have a few remarkable features. First, the DDSMs are capable of naturally both incorporating multiple Cauchy data pairs and fitting for any shaped $\Omega$, and thus the proposed methods can break the accuracy limits and result in high-quality reconstruction for both location and shape. Second, the DDSMs also inherit the robustness feature of the conventional DSM with respect to large noise. More specifically, these algorithms can smooth the noise appearing in the Cauchy data and handle noise as large as 20%. Furthermore, although the training process costs more computational budget than the conventional DSM since it requires solving an optimization problem, it only needs to be operated once in offline phase. The online computation involved in reconstruction/prediction is only the fast evaluation of the DNN-based index function which is as efficient as the DSM. The offline-online decomposition structure makes the proposed DSM has more optimal index function without degrading the efficiency, where the optimality is benefited from DNN and the efficiency is kept from DSM. Therefore, we think the DDSMs combine the advantages of both optimization methods and direct methods.

In particular, we develop two types of DDSMs: fully connected neural network based DDSM (FNN-DDSM) and convolutional neural network based DDSM (CNN-DDSM). Suggested by the conventional DSM, both the networks take the mathematical format of input data which are the solutions of an elliptic equation with the known background coefficient and the boundary condition give by a certain difference of the Cauchy data pairs. It is noted that the choice of input and output for DNNs are in general crucial for their performance. For FNN-DDSM, we consider the index function as a pointwise indicator that classifies the points in the domain into two categories, inside the inclusions and outside the inclusions, which can be naturally treated as a classification problem. A softmax layer is then used to normalize the output of the network to a probability distribution over predicted output classes. We highlight that the probabilistic meaning of the output of FNN-DDSM computationally hinted the connection within the EIT problem, DSM and the probability problem. For CNN-DDSM, we recast the index function into a functional mapping data images to EIT images, so it can be viewed as a semantic image segmentation problem that aims to extract the contour(detect the edge of inclusions) from the image. It can be also considered as a further generalization of the structure of the DSM in [13] since it uses more neighbor information of each point to predict their location.
The remainder of this paper is organized as follows. The mathematical background of the DSM [13] is prepared in Section 2. Section 3 is devoted to the development of our novel DDSMs consisting of FNN-DDSM and CNN-DDSM. Our numerical results are presented in Section 4. Some concluding remarks are given in Section 5.

2. Review of Direct Sampling Methods (DSM). This section summarizes some necessary theoretical background of the DSM [13] for solving the aforementioned EIT problem which also serves as the mathematical foundation of the proposed neural networks. The key idea is to derive a certain index function indicating the inclusion shape and locations, which should ideally satisfy

\[
\mathcal{I}(x) = \begin{cases} 
1 & x \in D \\
0 & x \in \Omega \setminus D.
\end{cases}
\]

Since the work in [13] mainly focuses on the case of only single Cauchy data available, we here just let \((g, f)\) be the pair of Cauchy data measured over the surface \(\partial \Omega\) with \(f = \Lambda_\sigma g\) and the NtD map \(\Lambda_\sigma\) defined in (1.3). Without loss of generality, we assume the background medium has \(\sigma_0 = 1\). A fundamental ingredient in the derivation of DSM is the duality product \(\langle \cdot, \cdot \rangle_{\gamma, \partial \Omega}\) defined as

\[
\langle X, \phi \rangle_{\gamma, \partial \Omega} = \int_{\partial \Omega} (-\Delta_{\partial \Omega})^{\gamma} X \phi \, ds = \langle (-\Delta_{\partial \Omega})^{\gamma} X, \phi \rangle_{L^2(\partial \Omega)} \quad \forall X \in H^{2\gamma} (\partial \Omega), \forall \phi \in L^2(\partial \Omega)
\]

where \(\gamma \geq 0\) and \(\Delta_{\partial \Omega}\) is the surface Laplacian operator. Let \(| \cdot |_{\gamma}\) denote certain semi-norm in \(H^{2\gamma}(\partial \Omega)\). An essential component to derive the index function is a family of probing functions \(\eta_{x,d} \in \Omega, d_x, d_y \in \mathbb{R}^n\), the function

\[
K_{d_x, d_y}(x, y) := \frac{\langle \eta_{x,d_x}, \eta_{y,d_y} \rangle_{\gamma, \partial \Omega}}{|\eta_{x,d_x}|_{\gamma}}
\]

achieves maximum when \(x = y\) behaving like a sharply-peaked Gaussian-like distribution, i.e., it is close to a kernel function \(e^{-|x-y|^2} / \pi^d\) with small \(a\).

We emphasize that the condition (C) is particularly helpful for us to choose suitable activation functions in the design of networks. The construction of suitable probing functions can be challenging in general. The probing functions introduced in [13] are based on the dipole potential \([17, 20]\), and they satisfy

\[
\eta_{x,d}(\xi) := w_{x,d}(\xi), \quad \xi \in \partial \Omega,
\]

where \(w_{x,d}\) is the solution of the following problem

\[
-\Delta w_{x,d} = -d \cdot \nabla \delta_x \quad \text{in} \quad \Omega, \quad \frac{\partial w_{x,d}}{\partial n} = 0 \quad \text{on} \quad \partial \Omega, \quad \int_{\partial \Omega} w_{x,d} \, ds = 0
\]

with given \(x \in \Omega, d \in \mathbb{R}^n\) and \(\delta_x(\xi)\) being the delta function for each \(x\). Empirically the authors have chosen \(| \cdot |_{\gamma} = | \cdot |_{H^{3/2}(\partial \Omega)}\) in (2.2). With the probing functions, the index function can be then defined as

\[
\mathcal{I}(x, d_x) := \frac{\langle \eta_{x,d_x}, f - \Lambda_{\sigma_0} g \rangle_{\gamma, \partial \Omega}}{|f - \Lambda_{\sigma_0} g|_{L^2(\partial \Omega)} |\eta_{x,d_x}|_{H^{3/2}(\partial \Omega)}}, \quad x \in \Omega, d_x \in \mathbb{R}^n.
\]

With the definition of duality product \(\langle \cdot, \cdot \rangle_{\gamma, \partial \Omega}\) in (2.2), the surface Laplacian operator only performs on the probing function \(\eta_{x,d}\) that is itself infinitely smooth over the measurement surface. So the index function in (2.5) is well defined even for very irregular data \(f - \Lambda_{\sigma_0} g\) containing very rough noise, for example those data only in \(L^2(\partial \Omega)\). As mentioned in [13], due to this feature the noise appearing in data can be directly smoothed by the duality product over the measurement surface, and it is the reason of the high robustness of the DSM against noise. We also believe it is also one of the reasons that our DDSMs are highly stable with respect to noise as observed in Section 4.

Note that (2.5) is not computable yet since the probing direction \(d_x \in \mathbb{R}^n\) remains unknown. In order to find an appropriate direction \(d_x\), an alternative characterization of the index function is considered in [13]. Define \(\phi\) as the solution to the standard elliptic equation with the boundary condition \((-\Delta_{\partial \Omega})^{\gamma}(f - \Lambda_{\sigma_0} g)\):

\[
-\Delta \phi = 0 \quad \text{in} \quad \Omega, \quad \frac{\partial \phi}{\partial n} = (-\Delta_{\partial \Omega})^{\gamma}(f - \Lambda_{\sigma_0} g) \quad \text{on} \quad \partial \Omega, \quad \int_{\partial \Omega} \phi \, ds = 0.
\]
We highlight that the function $\phi$ in (2.6) is particularly important for designing our DNNs and processing given boundary data to the input(images) of the DNNs. Through (2.6), the index function in (2.5) can be equivalently rewritten as

\begin{equation}
I(x, d_x) := \frac{d_x \cdot \nabla \phi(x)}{||f - \Lambda_{\sigma_0} g||_{L^2(\partial \Omega)} |\eta_{x,d_x}|_{H^{3/2}(\partial \Omega)}}, \quad x \in \Omega, d_x \in \mathbb{R}^n.
\end{equation}

It is easy to see that the above index function reaches its maximum value at $d_x = \frac{\nabla \phi(x)}{||\nabla \phi(x)||}$ for each $x \in \Omega$ which is the appropriate choice of the probing direction $d_x$. As observed in the experiments in [13], such choice of $d_x$ is crucial since for example, the existing inclusions might be accidentally removed if $d_x$ is wrongly chosen orthogonal to $\nabla \phi(x)$ at a point $x \in \Omega$. Thus $I(x, d_x) = I(x, \nabla \phi(x))$ which is the guideline for us to construct DNNs.

Notice that computing the index function (2.7) with $d_x = \nabla \phi(x)$ is only up to solving the probing functions from (2.3) and (2.5), and this is challenging since the probing functions vary with respect to $x \in \Omega$. Instead of directly solving (2.3) and (2.5) that may slow down the DSM, the authors in [13] derive the explicit forms of the probing functions with very delicate mathematical skills for some special domain:

- $\Omega$ is a circular domain:

\begin{equation}
\eta_{x,d}(\xi) = \frac{1}{\pi} \frac{(\xi - x) \cdot d}{|x - \xi|^2}, \quad \xi \in \partial \Omega.
\end{equation}

- $\Omega$ is an open ball:

\begin{equation}
\eta_{x,d}(\xi) = \frac{d \cdot \xi - \frac{(x-\xi) \cdot d}{|x-\xi|}}{\sqrt{4\pi(|x - \xi| - x \cdot \xi + 1)}}, \quad \xi \in \partial \Omega.
\end{equation}

The simple and explicit probing functions $\eta_{x,d}(\xi)$ in (2.8)-(2.9) are then put into (2.7), and thus the index function $I(x, \nabla \phi(x))$ can be computed efficiently without solving any PDEs. So it is essentially different from optimization-based iterative methods which require repeatedly solving forward problems and adjoint problems for many times.

3. Deep Direct Sampling Methods (DDSMs). The whole design procedure of the index function of the DSM is delicate and intellectual. Despite these features and the successful application, the accuracy and further application of the DSM are limited mainly by the following two aspects. First, the derivation above is only focused on single Cauchy data pair. But when multiple pairs of Cauchy data are applied on $\Omega$ with any geometry, it is very difficult (at least currently unclear to mathematicians) to obtain such index function by canonical mathematical derivation. Second, the design of $I(x, d_x)$ is not necessarily optimal. For example, the tuning parameter $\gamma$ and norm $|\cdot|_Y$ need to be chosen empirically, and the format itself may not be the best approximation to the true index function. So it motivates us to use deep neural network (DNN) models to learn the index functions through a large number of data since DNNs are able to mimic the human’s learning process based on physical data.

Therefore, to make DSMs applicable to more general situations of EIT problems and ameliorate the quality of reconstruction, in this section we propose Deep Direct Sampling Methods (DDSMs). The major difficulty is on suitable design of DNN architectures. We build up the architectures based on two different perspectives to understand the mathematical form of the index function (2.7), which are the topics of the next two subsections. The first algorithm, fully connect neural network(FNN based DSM (FNN-DDSM), is from the perspective of function approximation, while the second one, convolutional neural networks(CNN) based DSM (CNN-DDSM), is from the angle of functional approximation. FNN-DDSM and CNN-DDSM are intrinsically different both in their network architectures and their mathematical foundations, yet our numerical experiments show that they both work very well, enhancing the accuracy and stability without sacrificing the efficiency.

For simplicity we mainly discuss our methods for the two-dimensional $\Omega$ and they can be naturally extended to the three-dimensional case. To avoid repetition, we first prepare some notations which will be frequently used in the following discussion.

- $\mathcal{N}_h$: the discretization of domain $\Omega$ that consists of a group of discrete points, i.e., $\mathcal{N}_h = \{x^k = (x^k_1, x^k_2)\}_{k=1}^K$ where $K$ is the total number of points.
- $\phi^\omega$ with $1 \leq \omega \leq N$: the solutions of (2.6) with the boundary value from the $\omega$-th pair of Cauchy data, i.e., $f_\omega - \Lambda_{\sigma_0} g_\omega$. Since these functions are so critical in both the DSM and the proposed DSMs, we shall call them Cauchy difference functions.

If the training data samples are involved in the context, we further define the following notations:

- $S$: the number of inclusion samples (coefficient distribution samples) in the training sets.
- $I^s$ with $1 \leq s \leq S$: the true index function associated with the $s$-th inclusion sample.
\[ \phi^{(s, \omega)} \] with \( 1 \leq s \leq S \) and \( 1 \leq \omega \leq N \): the Cauchy difference functions associated with the \( \omega \)-th pair of Cauchy data generated by the \( s \)-th inclusion sample. Here \( \gamma \) is chosen to be 0 to generate \( \phi^\omega \) or \( \phi^{(s, \omega)} \) when solving the problems (2.6). Indeed \( \gamma \) can be non-zero, but numerically the boundary values with \( \gamma \neq 0 \) can be all mapped from those with \( \gamma = 0 \), and this mapping can be handled by DNNs automatically. So we simply pick \( \gamma = 0 \) which also makes solving (2.6) easier.

### 3.1. FNN-DDSM

We first discuss the construction of FNN-DDSM. The derivation of \( I(x, d_x) \) in (2.7) suggests the existence of a non-linear mapping from \( x, d_x \) to the location of \( x \), i.e., whether it inside or outside of the inclusions. Furthermore, inspired by the choice of \( d_x \), we assume that the direction \( d_x \) is a function of \( \nabla \phi^\omega(x) \) for all the Cauchy pairs. Therefore, we assume that the new index function takes the form

\[
I(x) = F_{\text{FNN}}(x, \nabla \phi^1(x), \ldots, \nabla \phi^N(x)), \quad x \in \Omega,
\]

where \( F_{\text{FNN}} \) is trained by a FNN described in details below. Mathematically speaking, \( F_{\text{FNN}} \) is a nonlinear high-dimensional mapping a data point in \( \mathbb{R}^{2N+2} \) to the index of the associated point in \( \Omega \). Notice that the design of (3.1) is directly motivated by the form of (2.7) with multiple Cauchy data pairs. But at this moment we do not assume \( F_{\text{FNN}} \) takes any a-priori format such as (2.7) and only make the assumptions on its input. So we believe the proposed new index function is more general than the index function (2.7) even with \( N = 1 \). Since there are no special assumptions and prior knowledge about the nonlinear mapping in (3.1), we believe it is appropriate to train the index function by a FNN due to its structural agnostic which are universal approximators capable of learning many functions. Notice that the input purely depends on \( x \in \Omega \) and values of \( \nabla \phi^\omega(1 \leq \omega \leq N) \) at \( x \). So using (3.1) to approximate (2.1) can be also treated as a binary classification problem for high-dimensional data points which are associated with each point in \( \Omega \).

Now we proceed to describe the structure of the proposed FNN. Given an inclusion sample and the associated Cauchy difference functions \( \phi^\omega \), let the input of the FNN, denoted by \( z_{in} \in \mathbb{R}^{2(N+1)} \) (depicted in Figure 1(a)), contain the coordinates of \( x \) in the first two components, and the value of \( \nabla \phi^\omega(x) \) in the next \( 2N \) components, i.e.,

\[
\begin{align*}
[z_{in}]_1 &= x_1, \\
[z_{in}]_2 &= x_2, \\
[z_{in}]_{3,...,N+2} &= \left[ \partial_x \phi^1(x_1, x_2) \ldots \partial_x \phi^N(x_1, x_2) \right]^\top, \\
[z_{in}]_{N+3,...,2N+2} &= \left[ \partial_y \phi^1(x_1, x_2) \ldots \partial_y \phi^N(x_1, x_2) \right]^\top.
\end{align*}
\]

If the length of the input \( z_{in} \) is smaller than the width of the input layer, to handle this discrepancy we can pad \( z_{in} \) by a zero vector. The corresponding input linear layer is defined as

\[
\psi_{\text{in}}(z_{in}) = W_{\text{in}}z_{in} + b_{\text{in}},
\]

where \( W_{\text{in}} \) is the weight matrix associated with the synapses connecting the input layer neurons to the neurons in the current layer and \( b_{\text{in}} \) is the bias. In the architecture that we use, except input layer and output layer, each layer is associated a block, and each block is constructed by stacking several layers including two linear transformations, two activation functions and a residual connection. In particular, suppose \( z_i \) is the input of the \( i \)-th block, then the \( i \)-th block can be expressed as

\[
\tau_i(z_i) = \varphi(W_{i,2} \varphi(W_{i,1}z_k + b_{i,1}) + b_{i,2}) + z_i,
\]

where \( W_{i,1}, W_{i,2}, b_{i,1}, b_{i,2} \) are weight matrices and bias vectors. The output linear layer is

\[
\psi_{\text{out}}(z_{out}) = W_{\text{out}}z_{out} + b_{\text{out}},
\]

where \( W_{\text{out}}, b_{\text{out}} \) also denote weight matrices and bias vectors for this layer. Let \( \Theta \) denote the collection of the unknown parameters in these matrices and vectors to be learned in training. The complete FNN with \( M \) blocks can now be represented as

\[
y_{\text{out}}(z_{in}) = \kappa \circ \psi_{\text{out}} \circ \tau_M \circ \cdots \circ \tau_1 \circ \psi_{\text{in}}(z_{in}),
\]

where \( \kappa \) is the softmax layer. The entire structure including blocks and residual connections is shown in Figure 1.

Moreover, according to the assumption (C), the inner product \( < \cdot, \cdot >_{\gamma, \Omega} \) in (2.2) of probing functions is very close to a sharply-peaked Gaussian function (small variance), which gives more sensitivity of the index function with respect
to the data. Thus, inspired by this mathematical intuition, we employ a Gaussian activation function $\varphi(z) = e^{-\frac{|z|^2}{2\sigma^2}}$ (where $\sigma^2$ is variance chosen to be small in computation) for the first several blocks. For the rest blocks, we instead use the clipped rectified-linear (ReLU) activation function $\varphi(z) = \min\{\max\{0, z\}, 0.1\}$ to mimic the distribution of coefficients. Indeed, our experience has suggested that such a Gaussian activation function makes the network much easier to train and also improves its performance.

In addition, because the softmax layer normalizes the output of a network to a probability distribution over predicted output classes, the output $y_{\text{out}}(z_{\text{in}}) \in \mathbb{R}^{1 \times 2}$ consists of two components within $[0, 1]$ with the unit sum, i.e.,

$$
\begin{align*}
[y_{\text{out}}(z_{\text{in}})]_1, \ [y_{\text{out}}(z_{\text{in}})]_2 & \in [0, 1], \\
[y_{\text{out}}(z_{\text{in}})]_1 + [y_{\text{out}}(z_{\text{in}})]_2 &= 1,
\end{align*}
$$

where $[y_{\text{out}}(z_{\text{in}})]_1$ indicates the probability of the point $x = (x_1, x_2)$ locating inside the inclusion. Namely, the larger $[y_{\text{out}}(z_{\text{in}})]_1$ (more close to 1), more possible the point is inside the inclusion, and vice versa. Otherwise, it means that $(x_1, x_2)$ is more likely to be outside of the inclusions.

![Diagram](image)

Fig. 1: The structure of FNN. $P_{\text{inside}}$ indicates the probability of a point $x = (x_1, x_2)$ being inside the inclusions. $P_{\text{outside}}$ indicates the probability of a point $x = (x_1, x_2)$ being outside the inclusions.

It is remarked that the value of the index function (2.7) of the conventional DSM is not exactly 0 or 1 either. It naturally motivates some researchers to think that the DSM is more like evaluating the chance of each mesh point situated within the inclusions, i.e., the possibility of the input point inside the inclusions. This feature is essentially different from some conventional optimization methods such as the shape optimization from [15, 9] that gives the sharp interface of inclusions. But notice that there is no rigorous theoretical analysis on the relationship between the DSM and probability. From this point of view, we think the proposed FNN in certain sense serves as a bridge between the DSM for EIT problems and probability since its output $y_{\text{out}}(z_{\text{in}})$ has very clear probabilistic meaning for every single input point in $\Omega$. In addition, due to the offline optimization stage of the DDSMs, the estimate to the probabilistic distribution is also much more accurate. We believe this feature makes the proposed algorithm particularly suitable for solving the EIT problems.

It is well-known that the cross-entropy is a suitable loss function for classification problems, since it minimizes the distance between two probability distributions – predicted and actual. In order to employ it to evaluate the proposed
FNN, based on the notations introduced at the beginning of this section, we first consider the following loss function

\[ L_{\text{loss}}(\Theta) = \frac{1}{S} \sum_{s=1}^{S} \left( \frac{1}{K} \right) \sum_{k=1}^{K} \mathcal{I}^s(x^k) \log\left( [y_{\text{out}}(z_{\text{in}}^{(s,k)})]_1 \right) + (1 - \mathcal{I}^s(x^k)) \log\left( [y_{\text{out}}(z_{\text{in}}^{(s,k)})]_2 \right), \]

where \( \mathcal{I}^s(x^k) \) denotes the \( s \)-th true index function evaluated at the \( k \)-th point \( x^k \), \( z_{\text{in}}^{(s,k)} \) denotes the input formed by the \( k \)-th point \( x^k \) and the \( s \)-th Cauchy difference function, i.e., the \( \phi^{\omega} \) in (3.2) being \( \phi^{(s,\omega)} \). However we note that there are in general a large amount of inclusion samples and the discrete points to capture the geometrical details of inclusions. To reduce the computational burden and achieve faster iterations, we only use a random subset of inclusion samples and discrete points at each iteration. Namely, we employ Stochastic Gradient Descent (SGD) [16] to update the weight matrices and bias vectors according to the following formulae

\[ \Theta^{(j+1)} = \Theta^{(j)} - \alpha \nabla_\Theta \mathcal{L}_{\text{loss}}(\Theta^{(j)}) \]

where \( \alpha \) indicates the learning rate and \( j \) is the number of iteration. \( \mathcal{L}_{\text{loss}}(\Theta) \) is defined as

\[ \mathcal{L}_{\text{loss}}(\Theta) = \frac{1}{|S_r|} \sum_{s \in S_r} \left( \frac{1}{|K_r|} \right) \sum_{k \in K_r} \mathcal{I}^s(x^k) \log\left( [y_{\text{out}}(z_{\text{in}}^{(s,k)})]_1 \right) + (1 - \mathcal{I}^s(x^k)) \log\left( [y_{\text{out}}(z_{\text{in}}^{(s,k)})]_2 \right), \]

where \( S_r, K_r \) are random subsets of the integer sets \( \{1, 2, \cdots, S\} \) and \( \{1, 2, \cdots, K\} \) respectively. More precisely, for each iteration, we randomly choose \( |S_r| \) samples in all \( S \) inclusion samples, and \( |K_r| \) points from all \( K \) discrete points. The gradient of \( \mathcal{L}_{\text{loss}} \) is computed by backpropagation [47].

**Implementation Issues.** We emphasize the proposed DDSMs are very easy to implement based on the current sophisticated DNN packages. One only needs to prepare the data including the true index functions and Cauchy difference functions for the inclusion samples, and these data are only needed at some discrete points \( N_h \) of \( \Omega \). In principle these points do not need to be determined or fixed a-priori, and instead they can be completely randomly chosen during each iteration. But this approach gives extra computation burden to evaluate \( \nabla \phi^{\omega}(x) \) since the functions \( \phi^{\omega} \) are in general numerically solved without an analytical formula. Therefore, for simplicity’s sake, we propose directly using the discretization points involved in the computation of \( \phi \) as the discretization points \( N_h \) for the FNN computation since the values of \( \nabla \phi^{\omega}(x) \) at these points can be pre-determined and thus do not need be computed during training. For example, if the popular finite element method is used to compute \( \phi^{\omega} \) then the underlying mesh points can be used as the discretization points for the FNN computation. Furthermore, we mention that the number of these points is related to the resolution of the inclusion geometry. In general, the more complicated geometry requires more points to resolve, but it also makes the training more difficult.

**3.2. CNN-DDSM.** In this subsection, we present the CNN-DDSM which is essentially different from the FNN-DDSM in both the computation and mathematical foundation. Our motivation consists of multiple levels. First, while being structure agnostic makes FNN broadly applicable, such networks do tend to require a larger number of parameters exacerbated by the fully connected structure. Second, the gradient operator used in (3.1) can be considered as a special convolutional operator utilizing the neighboring pixels for the operation in the context of image process. More specifically, if we define \( A \) as the source image, the finite difference approximation for horizontal derivative and the vertical derivative are given by

\[ G_{x_1} = \frac{1}{h} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \ast A \quad \text{and} \quad G_{x_2} = \frac{1}{h} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \ast A, \]

where \( \ast \) denotes the convolution operation. If we consider \( (\phi^1(x), \ldots, \phi^N(x)) \) as an image with \( N \) features(channels) and treat \( x \) as pixels, then (3.1) can be understood as the convolution in (3.11) operating on these images. Moreover, from the discretization perspective, gradient or (3.11) only involves the information of the direct neighbor points of a point \( x \) to predict the index value at this point. We note that the true situation may be much more complicated than this, i.e., it may involve more neighbor terms and the operation may be more complicated than gradients (weights are not necessary those in (3.11)). Thus, it is reasonable to increase the matrix size in (3.11) and treat their special weights as unknown parameters to be learned. All these considerations motivate us to hybridize CNN and DSM, and our CNN-DDSM naturally arises.

Mathematically speaking, different from FNN-DDSM, in CNN-DDSM the key is to understand the conventional DSM (2.7) from a novel perspective that the desired mapping can be viewed as a functional from Cauchy difference functions \( \{\phi^{\omega}\}_{\omega=1}^N \) to the inclusion distribution instead of a function from spatial variables to the indexes 0 or 1, i.e.,

\[ I = \mathcal{F}_{\text{CNN}}(x, \phi^1, \ldots, \phi^N) : [H^1(\Omega)]^{2N+2} \rightarrow L^2(\Omega). \]
By (3.12), we only assume the index functionals rely on the entire set of Cauchy difference functions rather than their values at a specific point, which is certainly more relaxed than the assumption of FNN-DDSM. Due to the more abstract structure, it is even more difficult to obtain such a functional explicitly. But based on the previous discussion, we can use CNN to approximate (3.12). Additionally, from image processing perspectives, if we consider $\mathcal{I}$ as the dense prediction of a $(N+2)$-channel image $(x, \phi^1, \ldots, \phi^N)$, then the nonlinear functional $F_{\text{CNN}}$ can be also treated as semantic image segmentation process [10, 27] that is partitioning a digital image into multiple segments (set of pixels) based on two characteristics: inside or outside the inclusions. It suggests a relationship between DSM for EIT problems and semantic image segmentation problems which is illustrated in Table 1 for readers from different background.

| $x$       | DSM for EIT | Image Segmentation |
|-----------|-------------|--------------------|
| mesh point in $\Omega$ | pixel       |                     |
| $\phi^p(x)$ | Cauchy difference functions | image features (channels) |
| $\mathcal{I}$ | index of inclusion distribution | dense prediction |

Table 1: Relationship between DSM for EIT problems and image segmentation problems

In order to describe the structure of the CNN-DDSM, for simplicity we first assume $\Omega$ has a rectangular shape and leave the general situation to the later discussion about the implementation details. Then we suppose $\Omega$ is discretized by a $n_1 \times n_2$ Cartesian grid where $n_1$ and $n_2$ are for the $x_1$ and $x_2$ direction respectively. Based on the previous explanation, the input to the CNN is not a vector but a 3D matrix. In particular, let’s focus an inclusion sample with $N$ Cauchy difference functions $\{\phi^\omega\}_{\omega=1}^N$ solved with $\{(g_\omega, f_\omega)\}_{\omega=1}^N$. Then the input denoted by $z_{\text{in}} \in \mathbb{R}^{n_2 \times n_2 \times (N+2)}$ is a stack of $N + 2$ matrices in $\mathbb{R}^{n_1 \times n_2}$, where the first two slices are formed by spatial coordinates $x_1$ and $x_2$ respectively, and the rest $N$ slices correspond to the numerical solutions $\phi^1(x), \phi^2(x), \ldots, \phi^N(x)$ evaluated at the Cartesian grid points and its pictorial elucidation is provided in Figure 2.

![Fig. 2: The structure of CNN. The input is a 3D matrix in $\mathbb{R}^{n_1 \times n_2 \times (N+2)}$ and the output is a matrix in $\mathbb{R}^{n_1 \times n_2}$.](image)

The proposed CNN architecture is composed of convolution networks and transposed convolution networks, where the detailed configuration is illustrated in Figure 2. The convolution part consists of several blocks and each block includes convolution layers, activation layers and max-pooling layers. In particular, the max-pooling layers mainly help in extracting the sharpest features of the input image and reducing the input image size by computing the maximum over each non-overlapping rectangular region. The $i$-th block in the convolution part is expressed as

$$\tau_i^c(z_{\text{conv}}) = \mathcal{M}(\zeta(\varrho(W_{\text{conv}} \ast z_i + b_{\text{conv}}))),$$

where $\ast$ denotes the convolution operation, $W_{\text{conv}}$ refers to the convolution filter for the 2D convolutional layer, $b_{\text{conv}}$ denotes the bias, $z_i$ is the input image, $\mathcal{M}$ is the max-pooling layer, $\zeta$ denotes the activation and $\varrho$ is batch normalization [28] layer that aims to accelerate the training and reduce the sensitivity of the network initialization. The transposed convolution part also contains several blocks each of which includes a transposed convolution to extrapolate the output of the convolution part to an image with large size (higher resolution). A typical example of the $i$-th block is

$$\tau_i^t(z_{\text{trans}}) = \mathcal{C}(\zeta(T(z_i, W_{\text{trans}}, b_{\text{trans}}))),$$

where $T$ refers to the transposed convolution operator, $W_{\text{trans}}$ and $b_{\text{trans}}$ are the corresponding transposed convolutional filter and the bias, $\mathcal{C}$ is a concatenation layer, and other notations are as the same as (3.13). Again $\Theta$ denotes the
set of all the unknown parameters including the convolutional and transposed convolutional filters and the biases to be learned in training. Notice that convolution and batch normalization layers are also inserted into (3.14) at some blocks. Our experience has suggested choosing sigmoid function as the activation function,

\begin{equation}
\zeta(z) = \frac{1}{1 + e^{-z}}.
\end{equation}

We note that this choice is different from the one used in FNN but it is also motivated by the condition (C) that the non-linearity should involve exponential functions. Then, the full CNN model can be represented as

\begin{equation}
y_{out}(z_{in}) = \tau_{M_r}^{1} \circ \cdots \circ \tau_{M_r}^{1} \circ \tau_{M_r}^{1} \circ \cdots \circ \tau_{M_r}^{1}(z_{in}),
\end{equation}

where the output $y_{out}(z_{in})$ is a $n_1 \times n_2$ matrix which is supposed to approximate an inclusion distribution.

To measure the accuracy of the CNN model (3.16), we employ the mean squared error (MSE) as the loss function

\begin{equation}
\mathcal{L}_{\text{loss}}(\Theta) = \frac{1}{SR} \sum_{s=1}^{S} \left( (y_{out}(z_{in}^s) - \mathcal{I}^s)^\top (y_{out}(z_{in}^s) - \mathcal{I}^s) \right),
\end{equation}

where $\mathcal{I}^s$ is the true distribution (index function) corresponding to the $s$-th inclusion sample, $z_{in}^s$ is the input image (3D matrix) also corresponding to the $s$-th inclusion sample, namely the Cauchy difference functions $\phi^s = \phi^{(s, \omega)}$. Similarly, to overcome the infeasibility of gradient descent algorithm when training data size is huge, we apply SGD to find the minimization of the loss function (3.17)

\begin{equation}
\Theta^{(j+1)} = \Theta^{(j)} - \alpha \nabla_{\Theta} \mathcal{G}_{\text{loss}}(\Theta^{(j)})
\end{equation}

where $\alpha$ indicates the learning rate and $j$ is the number of iteration. $\mathcal{G}_{\text{loss}}(\Theta)$ is defined as

\begin{equation}
\mathcal{G}_{\text{loss}}(\Theta) = \frac{1}{|S_r|} \sum_{s \in S_r} \left( (y_{out}(z_{in}^s) - \mathcal{I}^s)^\top (y_{out}(z_{in}^s) - \mathcal{I}^s) \right),
\end{equation}

where $S_r$ is a subset of $\{1, 2, ..., S\}$ randomly chosen for each iteration.

**Implementation Issues.** Different from FNN-DDSM, the discretization points of $\Omega$ have to be chosen and fixed a-priori. In order to perform convolution, they have to be Cartesian grid points which are natural for rectangular domain. For domain with general shape, we only need to immerse it into a rectangle such that the Cartesian grid can be generated on the whole rectangle. If Cauchy difference functions $\phi^\omega$ are computed by finite element methods on a general triangulation of $\Omega$, then the values $\phi^\omega$ at the mesh points can not be directly used for CNN computation though they are already available. Instead we need to recompute their values at the newly generated Cartesian grid points and fill the outside region by zeros.

4. **Numerical Experiments.** In this section, we present numerical experiments to demonstrate that our newly proposed DDSMs are effective and robust for the reconstruction of inhomogeneous inclusions in the EIT problem.

4.1. **Problem Setting and Data Generation.** Let the modeling domain be $\Omega = (-1, 1) \times (-1, 1)$ which contains two medium with the different conductivity 10(inclusion) and 1(background). Let $\mathcal{U}(a, b)$ be uniform distribution in $[a, b]$. To verify the efficacy of DDSMs for general inclusion distribution, we explore the following three typical scenarios:

**Scenario 1:** the inclusions are generated by three random circles with the radius sampled from $\mathcal{U}(0.2, 0.4)$;

**Scenario 2:** the inclusions are generated by five random circles with the radius sampled from $\mathcal{U}(0.2, 0.3)$;

**Scenario 3:** the inclusions are generated by four random ellipses with the length of the semi-major axis and semi-minor axis sampled from $\mathcal{U}(0.1, 0.2)$ and $\mathcal{U}(0.2, 0.4)$, respectively, and the rotation angle sampled from $\mathcal{U}(0, 2\pi)$.

It is reasonable to require that the inclusions do not touch the boundary [18], so we assume the circles/ellipses have at least distance 0.1 to the boundary. More precisely, they are uniformly sampled in the square $(-0.9, 0.9) \times (-0.9, 0.9)$. This sampling strategy has been widely used in solving EIT with deep learning [18, 25]. However, as the major difference from these literatures, to make the shape of the inclusions more general and various, we do not require that these circles and ellipses are disjoint from each other, that is, they are free to touch each other. This mechanism will generate much more complicated shapes than basic geometric components, which makes the reconstruction more arduous. Let the circles or ellipses be represented by $c_i(x_1, x_2) = 0$, $i = 1, 2, ..., N_c$ where $c_i(x_1, x_2)$ are the related level-set functions and $N_c$ denotes the number of circles/ellipses in each configuration. Then the level-set function of their union can be defined as

\begin{equation}
c(x_1, x_2) = \min_{i=1, \ldots, N_c} \{c_i(x_1, x_2)\}.
\end{equation}
The homogenous background with the conductivity 1 fills the subdomain $\Omega \cap \{(x_1, x_2) : c(x_1, x_2) > 0\}$ and the inhomogeneous inclusions with the conductivity 10 fills the subdomain $\Omega \cap \{(x_1, x_2) : c(x_1, x_2) < 0\}$. For training set, Scenario 1 and 2 both have 11200 samples, and Scenario 3 has 14400 samples. For testing set, we use 2000 samples for all the three scenarios. For the inserted current data $g_\omega$ on the boundary, we follow the idea in [13], but here we use multiple terms,

$$g_\omega(x) = \cos(\omega \theta(x)), \quad x \in \partial \Omega, \quad \omega = 1, 2, \ldots, N,$$

where $\theta(x)$ is the polar angle of $x$, and $N$ is choosen to be 1, 10 or 20 to get three different training sets for each scenario. In order to generate the synthetic data, i.e., $u_\omega|\partial \Omega$, we need to repeatedly solve the modeling equations (1.1)-(1.2) with different distribution of discontinuous conductivity coefficients. Here we employ the immersed finite element method (IFEM) [21, 23] which does not require the mesh to resolve the conductivity discontinuity, to efficiently solve all the equations on the same 200 \times 200 Cartesian mesh. Standard finite element methods can also be used on the mesh generated by (4.1). Then we collect all the values of $u_\omega$ at the mesh points on boundary, and use them to generate $\phi^\omega$, $\omega = 1, 2, \ldots, N$, on mesh points by solving (2.6) for each inclusion sample.

According to the practical experience [41], only very limited number of real data samples can be obtained in the experimental environments. [41] suggests training the DNNs with simulation data rather than experimental data since the simulation model is not subject to the objective factors. However, as far as we know there are no general rules or empirical suggestions about whether or what types of noise should be added into the training data. On one hand, as mentioned in [44], the noise used in training must be similar to the physiological noise presented in human data varying across patients and hardware systems and usually unknown in practice. On the other hand, the conventional DSM [13] is developed in a manner that the noise on the boundary is smoothed out in the duality product (2.2), and thus it can handle relatively large noise in reconstruction. Therefore, due to the insufficient knowledge about the noise and inspired by the robustness feature of the DSM, we here do not include noise in the training set and instead add very large noise in the test set which is similar to the strategy in [41]. This is intentionally to test the robustness of the proposed DNNs with respect to noise if it is not presented in the training set. Then we shall see below that our DNNs can actually handle very large noise in the test set even without any denoising procedure. The noising Cauchy data in the test set are generated by

$$u_\omega^d = (1 + \delta G_\omega)u_\omega, \quad \omega = 1, 2, \ldots, N$$

for each inclusion sample, where $G_\omega$ are Gaussian random variables with zero mean and unity variation, and $\delta = 0, 10\%, 20\%$ controls the signal-to-noise ratio. These noising data will be used to compute the noising image features $\phi^\delta_\omega$ used for both FNN-DDSM and CNN-DDSM.

### 4.2. Numerical Results

In this subsection, we present and discuss the training and test results of both the FNN-DDSM and CNN-DDSM for all three scenario mentioned above. We first show the evolution of loss function values versus training iterations in Figures 3 and 4 of which the x-axis is in log-scale to capture the very quick convergence at the beginning. For both DNNs, the training errors of the single Cauchy data pair are larger than those of 10 and 20 pairs, while the errors of 20 pairs are almost comparable with those of 10 pairs. For FNN-DDSM, the error of the single pair stagnate after the first thousand of iterations. The gap of CNN-DDSM between the error of single pair and the errors of multiple pairs is clearly much smaller than the one of FNN-DDSM. This also reflects that with single pair of Cauchy data, the CNN-DDSM performs better than the FNN-DDSM, which can be noticed in the second column of Figures 7 - 12 and Figures 15 - 18. Although a single pair of Cauchy data is sufficient for CNN-DDSM to generate a satisfying reconstruction for some simple shaped inclusions, including multiple measurements are needed for more complicated cases.

Figures 5 and 6 show the reconstruction at certain iterations during the training progress in Scenario 1. It is very clear that both FNN-DDSM and CNN-DDSM will reconstruct the inclusions starting from the boundary to the center, which matches the nature of the EIT problem that only boundary data are available, and in general the closer to the boundary the easier the reconstruction. From the perspective of learning manner, the inclusions near the boundary can dominate the behavior of the boundary data which are relatively easier to be recognized and learned by DNNs during training, while the center inclusions have very minor effect on the boundary data which are more difficulty to be recognized. Similar behavior can be also found in prediction performance we will discuss later. Many conventional approaches for EIT such as [35] have shown that inclusions near the center and far away from the boundary is indeed very difficult to be detected since the boundary data are very unsensitive to its shape and location. But our DDSMs have some promising results for addressing this issue, which will be discussed in Section 4.3.

Now we present and discuss the reconstruction obtained by DDSMs for all three scenarios. For each one, we choose three inclusion samples in the test set and show the reconstruction in Figures 7-12. We plot the reconstruction
generated by $N = 1, 10, 20$ pairs of Cauchy data, and for $N = 20$ we include the noise $\delta = 10\%$ and $20\%$ to test the numerical stability. Based on these figures, we can clearly see that both FNN-DDSM and CNN-DDSM with multiple but limited boundary Cauchy data can yield quite accurate reconstruction for all these inclusions having different geometry and topology. In particular, for some complicated geometry with concavity changes such as the Case 3 of Scenario 1 (Figures 7-8), the Cases 2,3 of Scenario 2 (Figures 9-10) and Cases 2,3 of Scenario 3 (Figures 11-12), both CNN-DDSM and FNN-DDSM can accurately capture the shape and the position of the inclusions. We highlight that our DDSMs show great potential to handle the case that the inclusions are not star-shape such as the Case 3 of Scenario 1 (Figures 7-8) and the Cases 2,3 of the Scenario 2 (Figures 9-10), which is very hard to achieve in general. Furthermore, we observe that the DDSMs are highly reliable with respect to the noise (up to 20\%) with 20 pairs. In some cases, even the 20\% noise has no obvious effect on the reconstruction. For other more challenging cases such as Case 2 of Scenario 2 (Figures 9-10), the reconstruction with the 20\% noise can be still used as reasonable predictions to the true inclusions. We emphasize that such a large noise can totally destroy the reconstruction for many conventional approaches. So we believe the proposed DDSMs inherit and enhance the robustness feature of the DSM [13], which is a considerable merit for solving the EIT problem that is extremely ill-posed and sensitive to noise.

Moreover, comparing the reconstruction from the FNN-DDSM and CNN-DDSM, we notice that the CNN-DDSM is a bit better than the FNN-DDSM which can be seen from the following two points. First, with the single Cauchy data, the reconstructions of the FNN-DDSM are too rough, which barely convey any information, while the reconstructions of the CNN-DDSM are able to contain the main features of the true coefficients. In particular, for the relatively simple case that the basic circular and elliptic components are disjoint, the CNN-DDSM can yield quite good reconstruction such as the Case 1 in each scenario, but the FNN-DDSM fails. Second, the comparison between the Cases 2,3 of Scenario 2 (Figures 9-10) and the Case 3 of Scenario 3 (Figures 11-12) shows that the CNN-DDSM can yield slightly better reconstruction at those portion near the domain center away from the boundary. All these gains of the CNN-DDSM are within our expectation since, as mentioned before, to predict the location of a point, it incorporates the information of the more neighbor points near this point which may better reflect or approximate the format of the true high-dimensional index function. However we feel that the FNN-DDSM seems more stable with respect to noise which can be seen from the Case 3 of each Scenario, since, we think, it only uses the information at the single point to predict its location and thus involves relatively less noise. Another attractive feature of the FNN-DDSM is that its
output value has clear probabilistic interpretation. So we can directly read from the plots to conclude which portion is almost certainly inside (red) or outside (blue) the inclusion and which portion can be hardly determined due to lack of information.

4.3. Further Investigation. The results in the previous subsection have shown the effectiveness and robustness of the proposed DDSMs. In this subsection, we investigate the sensitivity of the DDSMs with respect to the Cauchy data on the boundary and study their prediction performance on some inclusions that their geometry and topology are out of the scope of training sample set-up, i.e., those inclusions can not be the union of circles or ellipses.

We modify the true coefficients in Case 1 of Scenario 2 and Scenario 3 (first subplot in the first row in Figure 9-12) by artificially moving one of the circles and ellipses to somewhere near the domain center away from the boundary and blocked by the surrounding circles or ellipses to get the first subplot in the first row in Figures 15-18. For the purpose of comparison, we also consider another situation that this center circle/ellipse is completely removed as shown in the first subplot in the second rows in Figures 15-18. We denote these two different coefficient distribution by $\sigma_1^s$ and $\sigma_2^s$ and compute the corresponding Dirichlet data $u_1^{s,\omega}|_{\partial\Omega}$ and $u_2^{s,\omega}|_{\partial\Omega}$ according to the Neumann data in (4.2). Let $s = c$ indicate the case of circles and $s = e$ indicate the case of ellipses. We plot $u_1^{c,\omega}|_{\partial\Omega}$, $u_2^{c,\omega}|_{\partial\Omega}$ and $u_1^{e,\omega}|_{\partial\Omega} - u_2^{e,\omega}|_{\partial\Omega}$ versus the polar angle $\theta \in [0,2\pi]$ in Figures 13 and 14. We observe that with the same Neumann data $g_\omega$, the two Dirichlet data $u_1^{c,\omega}|_{\partial\Omega}$, $u_2^{c,\omega}|_{\partial\Omega}$ are very close with each other, although their coefficient distribution $\sigma_1^c$, $\sigma_2^c$ are very
Fig. 7: FNN-DDSM reconstruction for 3 cases in **Scenario 1** (3 circles) with different Cauchy data number and noise level: Case 1(top), Case 2(middle) and Case 3(bottom)

Fig. 8: CNN-DDSM reconstruction for 3 cases in **Scenario 1** (3 circles) with different Cauchy data number and noise level: Case 1(top), Case 2(middle) and Case 3(bottom)
Fig. 9: FNN-DDSM reconstruction for 3 cases in Scenario 2 (5 circles) with different Cauchy data number and noise level: Case 1(top), Case 2(middle) and Case 3(bottom)

Fig. 10: CNN-DDSM reconstruction for 3 cases in Scenario 2 (5 circles) with different Cauchy data number and noise level: Case 1(top), Case 2(middle) and Case 3(bottom)
Fig. 11: FNN-DDSM reconstruction for 3 cases in Scenario 3 (4 ellipses) with different Cauchy data number and noise level: Case 1(top), Case 2(middle) and Case 3(bottom)

Fig. 12: CNN-DDSM reconstruction for 3 cases in Scenario 3 (4 ellipses) with different Cauchy data number and noise level: Case 1(top), Case 2(middle) and Case 3(bottom)
different. We can see that the relative difference between \( u_{1,\omega}^s |_{\partial \Omega} \) and \( u_{2,\omega}^s |_{\partial \Omega} \)

\[
\frac{\| u_{1,\omega}^s - u_{2,\omega}^s \|_{L^2(\partial \Omega)} }{\| u_{1,\omega}^s \|_{L^2(\partial \Omega)} } \leq 6\%, \quad \text{for } \omega = 1, 2, \ldots, 5, \quad \text{and} \quad \frac{\| u_{1,\omega}^s - u_{2,\omega}^s \|_{L^2(\partial \Omega)} }{\| u_{1,\omega}^s \|_{L^2(\partial \Omega)} } \leq 2\%, \quad \text{for } \omega \geq 5.
\]

is in the same magnitude of regular noise level. It means that the small inclusions near the domain center have very subtle effect on the boundary Cauchy data, which makes them easily hidden in the domain and very difficult to be detected. In fact, such difference are small enough to be considered as just noise in the data for many conventional approaches. Fortunately, Figures 15 and 16 show that both the FNN-DDSM and CNN-DDSM are able to sense such small change in the data and reflect it in a correct manner in the prediction. In Figures 17 and 18, the CNN-DDSM still captures the center inclusion quite well but FNN-DDSM barely gives this information. These phenomena agree with our observation from the previous results that the CNN-DDSM is more sensitive to the center inclusions. Although the reconstruction of the center inclusions is not as accurate as the surrounding inclusions near the boundary, we think it is still satisfactory to certain extent given that the difference between the Cauchy data of the two different coefficient distributions is very small. Furthermore, we note that this kind of sensitivity to data is also stable with respect to the noise, namely we can observe the reconstructed center inclusions even with 20% noise for circles and 10% noise for ellipses. More interestingly, it seems sometimes that the noise actually enhance the reconstruction of the center inclusions instead of undermining it, for example, in Figures 15, 16, 18, the center inclusion reconstructed with 10% or 20% noise is certainly more clear than no noise.

Due to the severe instability of the EIT problem, a small perturbation of the data may yield completely wrong reconstruction. In our opinion, a good algorithm should be, on one hand sensitive to the true(correct) data perturbation, i.e., recognize the inclusion information hidden in the Cauchy data as much as possibly, on the other hand, insensitive to the noise interruption, i.e., the reconstruction is not affected too much by noise. According to the numerical experiments, we believe the proposed DDSMs have this kind of feature.

We remark that the inclusion shapes are never known exactly in practice and the a-priori knowledge of the shapes may not be always correct. It is important for a DNN based algorithm to have stable performance on a large variety of inclusion shapes no matter whether they are within the training set-up/library. Therefore, we study the performance of the DDSMs on some typical inclusion shapes which are out of the scope of the training sample set-up. It is more
challenging than predicting the inclusions just in the test set since it requires that the DNNs truly learn and fit the non-linear mapping from the Cauchy data set to the coefficient distribution instead of just a certain projection of the mapping on some low dimensional subspaces of data.

For this purpose, we focus on the FNN-DDSM and CNN-DDSM trained by the data of 4 ellipses and show the reconstruction on some typical inclusion shapes: a triangle, two rectangular bar and a rectangular annulus in Figures 19 and 20 which are indeed far away from union of ellipses and circles. Some similar ones were also used in [13, 12] for the conventional DSM. For the triangle shown in the first row in Figures 19 and 20, we can clearly see that the CNN-DDSM reconstructs the triangular shape while the FNN-DDSM only captures the three angles. The reconstructions by CNN-DDSM with zero noise are all quite satisfactory. Even with 10% noise the reconstruction still gives us some rough information about the triangular shape. The case of two rectangular bars is provided in the second row in Figures 19 and 20. For the CNN-DDSM, except the reconstruction by the only single Cauchy data pair, all the other reconstructions recover the shape and position very well. The FNN-DDSN with 10 pairs of Cauchy data and no noise also results in a good performance, but the reconstructions with other settings are relatively worse. As mentioned in [13], the most challenging case is the rectangular annulus since there is a hole in the inclusion which is hardly detected.

Fig. 15: FNN-DDSM reconstruction for random circles: one circle is located closed to the center of domain and blocked from the boundary by other 4 circles (top) and this center circle is removed (bottom)

Fig. 16: CNN-DDSM reconstruction for random circles: one circle is located closed to the center of domain and blocked from the boundary by other 4 circles (top) and this center circle is removed (bottom)
by the boundary data shown in the last row in Figures 19 and 20. For the CNN-DDSM, the reconstruction becomes much more accurate as the number of Cauchy data pairs increases. Even with 20% noise, we can still obtain an annulus at the right location although its shape deteriorates. Contrary to the CNN-DDSM, the FNN-DDSM captures the feature of the annulus accurately with single pair of Cauchy data but loses two edges for other settings.

To summarize our findings for predicting inclusions different from the training samples, the CNN-DDSM performs quite satisfactorily and much better than the FNN-DDSM, which might be due to the more general structure of its index function trained by the CNN. We believe that the behavior of DDSMs can be improved if the inclusions with more kinds of shapes such as the triangles and rectangles are added to the training set (users’ library) to train DNNs.

5. Concluding remarks. In this work, based on the DSM invented in [13] we propose two approaches to construct DNNs for solving EIT problems and the DNN based DSM is called DDSMs. Our basic idea is to use a large amount of inclusion samples together with boundary measurements to learn the index function in DSM of which the construction is unknown by classical mathematical derivation for multiple Cauchy data pairs and general-shaped domain. The first DNN we have proposed is a FNN directly approximating the index function pointwisely by taking the spatial variable $x$
Fig. 19: FNN-DDSM reconstruction for 3 special inclusion shapes: one triangle (top), two long rectangular bars (middle) and a rectangular annulus (top)

Fig. 20: CNN-DDSM reconstruction for 3 special inclusion shapes: one triangle (top), two long rectangular bars (middle) and a rectangular annulus (top)
and the gradient of Cauchy difference functions $\nabla \phi^q(x)$ as the input, which is called FNN-DDSM. A remarkable feature is that its output has very clear probabilistic meaning, i.e., the chance of $x$ inside or outside the inclusions, and we hope it can motivate the research between probability and DSM. The second one is a CNN approximating a so-called index functional from a stack of Cauchy difference functions to the inclusion distribution, which is called CNN-DDSM. It is worth mentioning that the CNN-DDSM is a further generalization of the conventional DSM [13] since it relaxes the assumption that the location of each point $x$ only lies on the data at this point. Additionally, it has strong connection to the image segmentation problems. The proposed two DDSMs inherit the features of both classical optimization-type methods (accuracy) and the DSM [13] (efficiency) based on their offline-online decomposition structure, that is, the costly optimization procedure only needs to be done once and in offline phase, and the prediction is done by fast direct evaluation and in online phase.

We have also carried out extensive numerical experiments to show that the proposed DDSMs are effective, accurate and robust even for very complicated geometry. In particular, the DDSMs are highly stable with respect to large noise which, we believe, is due to noise smoothing procedure in the generation of the Cauchy difference functions (2.7). Comparing these two methods on the testing set within the scope of geometry set-up of the training set, we conclude that the prediction of these two DDSMs are almost comparable. But the CNN-DDSM is slightly more sensitive to the center inclusion than FNN-DDSM while the FNN-DDSM seems more stable with respect to noise. When applying them to the inclusions of which is out of the scope of the training set, the performance of the CNN-DDSM is much better than the FNN-DDSM, which may be due to the fact that the CNN-DDSM uses more neighborhood information to predict the location of each point. The observations from the numerical experiments suggest that our DDSMs have great potential to improve if more types of inclusions are included in the training set.
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