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An Improved Machine Learning Model for Diagnostic Cancer Recognition Using Artificial Intelligence

N. Arivazhagan 1, J. Venkatesh 2, K. Somasundaram 3, K. Vijayalakshmi 4, S. Sathiya Priya 5, M. Suresh Thangakrishnan 6, K. SenthamilSelvan 7, B. Lakshmi Dhevi 8, D. Vijendra Babu 9, S. Chandragandhi 10 and Fekadu Ashine Chamato 11

1Department of Computational Intelligence, SRM Institute of Science and Technology, SRM Nagar, Kattankulathur 603203, India
2Department of Computer Science and Engineering, Chennai Institute of Technology, Kondrathur, Chennai 600069, Tamilnadu, India
3Institute of Information of Technology, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, Chennai 602105, Tamilnadu, India
4Department of CSE, Ramco Institute of Technology, Rajapalayam, Tamilnadu, India
5Department of Electronics and Communication Engineering, Panimalar Institute of Technology, Chennai, Tamilnadu, India
6Department of Computer Science and Engineering, Einstein College of Engineering, Tirunelveli 627012, Tamilnadu, India
7Department of Electronics and Communication Engineering, Prince Shri Venkateshwara Padmanabha Engineering College, Ponmar, Chennai, Tamilnadu, India
8Institute of Artificial Intelligence and Machine Learning, Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, Chennai 602105, Tamilnadu, India
9Department of Electronics and Communication Engineering, Aarupadai Veedu Institute of Technology, Vinayaka Mission’s Research Foundation, Chennai, Tamilnadu, India
10AP/CSE, JCT College of Engineering and Technology, Pichanur, Tamilnadu, India
11Department of Chemical Engineering, College of Biological and Chemical Engineering, Addis Ababa Science and Technology University, Addis Ababa, Ethiopia

Correspondence should be addressed to S. Chandragandhi; chandragandhi09@gmail.com and Fekadu Ashine Chamato; fekadu.ashine@aastu.edu.et

Received 18 March 2022; Accepted 10 May 2022; Published 7 July 2022

Academic Editor: Arpita Roy

Copyright © 2022 N. Arivazhagan et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In the medical field, some specialized applications are currently being used to treat various ailments. These activities are being carried out with extra care, especially for cancer patients. Physicians are seeking the help of technology to help diagnose cancer, its dosage, its current status, cancer classification, and appropriate treatment. The machine learning method developed by an artificial intelligence is proposed here in order to effectively assist the doctors in that regard. Its design methods obtain highly complex cancerous inputs and clearly describe its type and dosage. It is also recommending the effects of cancer and appropriate medical procedures to the doctors. This method ensures that a lot of doctors’ time is saved. In a saturation point, the proposed model achieved 93.31% of image recognition, 6.69% of image rejection, 94.22% accuracy, 92.42% of precision, 93.94% of recall rate, 92.6% of F1-score, and 2178 ms of computational speed. This shows that the proposed model performs well while compared with the existing methods.

1. Introduction

There are a lot of very complex and unsolvable problems in the medical world today and delays in the treatment of certain diseases and their treatment due to low accuracy from diagnosis to calculation. Cancerous tumors are currently the most important of these diseases. Statistics warn that 8 lakh people are newly diagnosed with cancer every year in India alone [1]. If a small tumor appears on the body, the suspicion that it is a cancer will haunt the mind. Many
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factors such as changing lifestyle, western diet, smoking, alcohol consumption, obesity, use of pesticides, and descent cause high blood pressure, diabetes, heart attack, and cancer; of which, cancer is important. Cancer is a condition in which cells in the body grow out of control. It initially develops invisibly and can grow abnormally over time, endangering life [2]. It is common for all cancers other than leukemia to develop into tumors. Cancerous tumors grow in the mouth, nose, throat, stomach, esophagus, intestines, liver, lungs, cervix, testicles, brain, and blood. Skin cancer is no exception. A cancerous tumor not only affects the affected organ but also other organs and affects the overall function of the body throughout the day. Cancer does not kill in the first few days. It grows over the years and manifests itself in many symptoms that alert us and only then causes danger. By then, we can escape the grip of cancer if we stay awake. The main cause of cancer is smoking [3]. Toxic substances such as the polycyclic aromatic hydrocarbons in tobacco, tar, nicotine, carbon monoxide, ammonia, and phenol continue to bind to body cells, causing genetic modification [4]. Then, the cells undergo excessive growth and cause cancer. If any foreign substance persists in the body for years, it will affect the part of the body on which it resides [5]. Toxins in tobacco can cause cancer of the mouth, tongue, chin, throat, and esophagus, and alcohol can cause cancer of the liver, stomach, intestines, and rectum. People who eat low-fiber foods are more likely to get colon cancer [2]. Synthetic dyes, fragrances, and sweeteners are added to hotel dishes to attract the eye and enhance the taste [6–8]. The chemicals aniline, oxime, and amide in them affect the properties of our genes and promote the formation of cancer [9]. Excessive exposure to ultraviolet rays from sunlight can cause skin cancer. X-rays and radiation can cause leukemia and skin cancer [10]. Chemicals used in agriculture can lead to cancer. Workers in the manufacture of metals such as nickel, lead, brass, iron, aluminum, acid, paint, dye, rubber workers, and chemicals such as benzene, arsenic, cadmium, chromium, can also get cancer of the skin, lungs, and larynx [11].

Different types of cancer exhibit different types of behavior. For example, lung cancer and skin cancer are two very different diseases [12]. They develop at different rates and respond to different treatments. This is why people with cancer need treatment that targets their type of cancer. A tumor is an abnormal accumulation or volume of cells [13]. However, not all tumors are cancerous. Noncancerous tumors are called benign. Benign tumors can cause infections—they can grow very large and compress healthy organs and tissues [14]. But they cannot grow (attack) into other tissues. As well as they are unable to penetrate into other parts of the body. As well as these cannot spread to other parts of the body. These tumors are rarely life-threatening [15].

Sascan’s multispectral camera helps to screen and detect cancer cells in the mouth. This is a real-time solution that does not require drilling. This camera captures the inside of the mouth with different wavelengths of light. It then uses a mechanical learning algorithm to study the abnormal condition to predict the stage of the cancer [16]. The device also guides specialists to find the right tissue for the biopsy. The presence of cancer reduces the risk of misdiagnosis and ensures early detection. Thus, the onset of the disease can be predicted [17]. This battery-powered portable device can be used by primary health care centers or nonprofit organizations that run screening camps. Sascan conducts clinical studies in various areas to gather the vast amount of data needed to further modernize its algorithm. This technology can also be used to screen for other types of cancer. The biggest challenge in diagnosing cancer is that the results of the study are not always final and conclusive [18]. Phase II and III counseling are therefore also required before an accurate diagnosis can be made and treatment initiated. For a cancer that spreads rapidly, treatment can be expensive even if it is delayed for two weeks. ExoCan’s technology-based testing can help diagnose the disease by examining a patient’s blood, saliva, or urine. The cost of this method of analysis is less than that of conventional methods. Results will be available in a couple of days. This evaluation, which is currently being updated, will soon be implemented on a large scale. Its efficiency is better than conventional tests in terms of diagnostic ability and speed. ExoCan currently collects and analyzes samples of 500 patients a day. The use of exosomes in fluid-based biopsies is growing, albeit new, where no punctures are required to diagnose cancer [19]. Fewer than five companies worldwide operate on it. But this technology has become more and more popular. Exosome Diagnostics, which operates in this segment, was acquired by Bio-Techne Corporation for $ 250 million. ExoCan relies on government subsidies and revenue from the sale of a portion of its technology to R & D customers. It is engaged in the task of introducing its research large-scale and raising investment to grow to the next level. ExoCan’s study does not require a large-scale setup. No complicated instrumentation or medical expert is required. So it can be easily used in small laboratories in remote areas. This simplifies the process of diagnosing cancer and makes it cheaper. Theranos depends on the type of liquid biopsy that detects live cancer cells in the bloodstream. Its innovative technology captures tumor cells in the bloodstream. This chip is innovatively designed. Its structure is similar to that of real blood flow.

Abnormal cells that are different from normal blood cells can be easily differentiated and examined. The data captured by the ultrasonic microscope camera will then be analyzed with an artificial intelligence-based algorithm. This allows physicians to identify patients who are appropriate for specific treatment and immunotherapy. Immunotherapy is new in the treatment of cancer. The drug has recently been approved by the US FDA. It is also available in India. Theranos has completed experimental studies with its prototype within the company. This will encourage the plans for large-scale clinical validation. The next step is to bring its solutions to major cancer hospitals within a year. Researchers were also provided with information on how to retrieve data on the health sector over performing several diagnostic approaches [20–22], as well as how to ensure total retrievability. The visual image frames are segmented with the different modules in a visual element. These elements are
analyzed based on the edge-based boundary detection. These boundary modules are helpful to identify the tumor location and size of the tumor [23]. The upcoming sections properly organized with the earlier study, proposed method, results and discussion, and conclusion.

2. Related Works

Khan et al. [1] discussed the various machine learning techniques to identify the cancer tumors. Over the past few years, the various techniques reported through artificial intelligence have led to various advances in the medical field. The mechanical learning methods have many applications in the medical field and have a wide range of applications ranging from diagnosis to classification, helping to deal with more complex problems such as cancer today.

Prabukumar et al. [2] proposed a parallel, improved algorithm designed in a modern way. Its basis was the accuracy of the images in its entry-level sequence and define the boundaries of the lung tumor. Thus, their algorithm was able to achieve 96.5% accuracy.

He et al. [3] introduced computer-assisted diagnostics (CADe) algorithm and computer-assisted detection (CADx) algorithms to find cancer tumors. In order to diagnose cancerous tumors through medical methods, it is necessary to explain the methods of imaging well. For this, they used computer-aided detection methods. The various result steps generated due to these types of applications make it easier for clinicians to make the right decisions.

Ayadi et al. [4] has introduced a computer-aided design method based on the convolution neural network that measures brain function. The model proposed in this method used the 18-layer CNN. The classification based on its checks has reached an accuracy of 83.06%.

Yaqub et al. [5] discussed about the state-of-the-art CNN optimizer for brain tumor image. Now, most people have improved the machine learning system and discovered the functions of the brain. By improving, this could lead to clearer conclusions about brain tumor classification. The ongoing technological advances were constantly explored by them.

Prabukumar et al. [2] developed a method of classifying lung tumors based on a neatly developed hybrid algorithm. In this method, different types of blocks of complex tumor were analyzed and its types were separated. For this, they used the fuzzy C-means (FCM) method of measurement. Thus, the geometric structure of the tumor and the complex properties of its location were accurately calculated. Its accuracy was 98.5%.

Mzoughi et al. [6] together checked samples of brain tumors using a deeply designed artificial intelligence system. This method utilized 3D MRI images based on volumetric operations. The size and type of brain tumor were determined from the images thus obtained. This type of determination method has achieved 85.48% accuracy in rating.

Kong et al. [7] further simplified the computation of tumors. Evolving technologies are increasingly making it easier to calculate and classify tumors. And the rise of IoT-based achievements has created a major industrial revolution in this modern age and has made the series of health structures even more special.

Narmatha et al. [8] developed a hybrid fuzzy brain-storm optimization algorithm. This algorithm was designed, and the MRI scan images were classified based on the brain tumor. the improved various methods accurately calculated the location and shape of tumors based on brain function and its measurements. The tumor accuracy is 94.21%.

3. Proposed Methodology

The proposed machine learning-based cancer detection (MLCD) method provides better results. Its characteristics have been further enhanced to make the accuracy of the currently proposed efficient image analysis method much higher. The first one to sound like this is the basic classification of data for its convolution modules. Image capture, which is basically a large volume in this classification, is divided into square groups rather than its enhancement processes. Its convolution functions are clearly illustrated in Figure 1. The convolution image module is designed to enhance its character based on the inputs given first. The development of categorical analysis methods is integrated with the kernel image module. That means convolution and kernel modules are ready to receive the new image module that comes with the input. The convolution kernel module image here works to fix some of the pixel errors in the resulting image blocks. The classification analysis results of this process are clearly illustrated in Figure 2, and also the proposed model is shown in Figure 3.

The proposed algorithm designed for automation consists of the following three modules. Its primary description and its design modules are shown in Figure 3.

\[
I = \sum_{a=1}^{n} \sum_{b=1}^{y} c_{b}^{(a)} - d_{b}^{2},
\]

where in equation (1), \( I \) is the point utility, \( x \) is the quantity of image clusters, \( y \) is the quantity of image blocks, \( c_{b}^{(a)} \) is the \( b^{th} \) case of \( a^{th} \) image cluster, and \( d_{b} \) is the centric of \( a^{th} \) image cluster.

The various cluster head connections are connected to various image. The calculation of K-means clustering calculation is expressed in the following equation (2):

\[
\cos(\mu) = \frac{x \cdot y}{xy},
\]

where \( x \) and \( y \) are the Euclidean constants of the vector values \( x \) and \( y \). Then, based on that, the proposed algorithm performs as below equation (3). The training module and its flow graph are presented in Figure 4, and also its validation and testing phase is shown in Figure 5.

\[
f(a|p) = \frac{f(p|a)f(a)}{f(p)},
\]

where \( f(a) \) and \( f(p) \) are the earlier probabilities group and forecaster, respectively.

Its primary design is to obtain modules and forms based on a variety of formats with more modules. Prior to this, it was designed to perform computational methods such as
preparation and input image-based design methods. In this method, the input modules are first separated into separate rectangular groups as clearly shown in Figures 4 and 5. Each format has its own pixel blocks that contain data as separate classifications for creation and upgrade operations.

4. Results and Discussion

The proposed machine learning-based cancer detection (MLCD) was compared with the existing computer-assisted diagnostics (CADe) algorithm, computer-assisted detection (CADx) algorithm, computer-aided image (CAIS) algorithm, and CNN optimizer algorithm (CNNOA).

The following parameters are used to evaluate cancer image detection: image accuracy, input image recognition, input image rejection, image precision, image recall, and image F1-score. Before understanding the quality rate of the parameters, it is necessary to know about the following:

Positive-T (TP): perfectly predicted values equal to or above the calibration level

Negative-T (TN): negative predicted values below the calibration level

Positives-F (FP): the exact values are in the calibration level, and the predicted samples are in the same level

Negative-F (FN): the exact values are in the calibration level, but the predicted samples are in a different level

4.1. Measurement of Input Image Recognition. In general, input recognition is the process of effectively managing the excess information in a database. Due to its efficient use, only the segmented data present in the image database are used. Unnecessary segmented data will not be allowed to enter [16]. Thus, the blocking storage of the unsegmented data was restricted. Most storage space is handled efficiently if unwanted data are not stored.

Then, the unsegmented data blocking of a system is

\[
\text{Input Image Recognition} = \sum_{a=1}^{h} \text{I}_j,
\]

where Ij is the total number of input commands entered in the system.
Table 1 presents the comparison of measurement of image recognition between existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

### 4.2. Measurement of Input Image Rejection

The input image rejection management is the efficient handling of excess data provided. That is, how to quickly take action on information through artificial intelligence and implement it immediately. To the extent that it has its potential, the results will be correct [17]. The data that was too much of the data given at the specified time may not even be processed. Thus, artificial intelligence management calculates how much data are left. The efficiency measurement of this method refers to the fact that less data are not executed at that particular time.

The input image rejection can be defined as

\[
\text{Input image rejection } x(t) = \frac{\text{dropped instructions under the active production } (x, t)}{\text{nonblock instructions arrivals under production time } (x, t)}
\]

### Table 1: Measurement of input image recognition.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD |
|----------------|------|------|------|-------|------|
| 100            | 74.99| 78.77| 75.58| 81.72 | 95.44|
| 200            | 74.66| 77.27| 74.99| 79.85 | 94.43|
| 300            | 73.32| 76.16| 74.01| 79.02 | 94.27|
| 400            | 72.18| 75.78| 72.8 | 78.11 | 93.31|
| 500            | 71.13| 74.77| 71.66| 77.19 | 93.74|
| 600            | 70.42| 73.84| 70.55| 75.86 | 92.54|
| 700            | 69.12| 72.84| 69.85| 74.78 | 92.38|

### Table 2: Measurement of input image rejection.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD |
|----------------|------|------|------|-------|------|
| 100            | 25.01| 21.23| 24.42| 18.28 | 4.56 |
| 200            | 25.34| 22.73| 25.01| 20.15 | 5.57 |
| 300            | 26.68| 23.84| 25.99| 20.98 | 5.73 |
| 400            | 27.82| 24.22| 27.2 | 21.89 | 6.69 |
| 500            | 28.87| 25.23| 28.34| 22.81 | 6.26 |
| 600            | 29.58| 26.16| 29.45| 24.14 | 7.46 |
| 700            | 30.88| 27.16| 30.15| 25.22 | 7.62 |

---

**Figure 3:** Building the proposed model.

**Figure 4:** Machine learning-based training module.

**Figure 5:** Image validation and reconstruction.
Table 2 presents the comparison of measurement of image rejection between existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

4.3. Measurement of Image Accuracy. Image accuracy is the parameter that describes the ratio of perfectly predicted input images from the given samples to the total number of collected image samples. When the rate of image accuracy is high, then the given output image sample has a high quality rate [18].

\[
\text{Accuracy Measurement} = \frac{TP + TN}{\text{All collected samples}} \tag{6}
\]

Table 3 demonstrates the various measurement comparisons of image accuracy values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD  |
|---------------|------|------|------|-------|-------|
| 100           | 77.29| 81.07| 72.18| 78.98 | 96.35 |
| 200           | 76.96| 79.57| 71.59| 77.11 | 95.31 |
| 300           | 75.62| 78.46| 70.61| 76.28 | 95.18 |
| 400           | 74.48| 78.08| 69.4 | 75.37 | 94.22 |
| 500           | 73.43| 77.07| 68.26| 74.45 | 94.65 |
| 600           | 72.72| 76.14| 67.15| 73.12 | 93.41 |
| 700           | 71.42| 75.14| 66.45| 72.25 | 93.3  |

Table 4 demonstrates the various measurement comparisons of image precision values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD  |
|---------------|------|------|------|-------|-------|
| 100           | 76.03| 88.81| 79.74| 87.42 | 95.61 |
| 200           | 74.4 | 87.07| 78.16| 86    | 94.32 |
| 300           | 73.92| 84.73| 75.96| 84.74 | 93.31 |
| 400           | 72.63| 83.92| 74.33| 82.75 | 92.42 |
| 500           | 70.52| 81.63| 73.19| 80.28 | 92.05 |
| 600           | 69.03| 79.7 | 70.99| 78.84 | 91.01 |
| 700           | 67.22| 77.97| 69.84| 77.12 | 90.24 |

Table 5 demonstrates the various measurement comparisons of image recall values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD  |
|---------------|------|------|------|-------|-------|
| 100           | 85.92| 84.71| 79.58| 86.41 | 95.61 |
| 200           | 84.43| 82.74| 77.16| 84.21 | 95.62 |
| 300           | 83.63| 81.61| 76.75| 83.41 | 94.42 |
| 400           | 81.3 | 80.42| 75.15| 82.74 | 93.94 |
| 500           | 80.29| 80.03| 72.83| 81.31 | 92.51 |
| 600           | 79.65| 78.51| 71.58| 80.22 | 91.35 |
| 700           | 78.99| 78.27| 68.85| 79.74 | 90.58 |

Table 6 demonstrates the various measurement comparisons of F1-score values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD  |
|---------------|------|------|------|-------|-------|
| 100           | 77.41| 88.34| 82.09| 90.61 | 95.45 |
| 200           | 77.52| 88.32| 82.26| 90.88 | 95.95 |
| 300           | 77.54| 87.44| 81.53| 90.58 | 95.83 |
| 400           | 74.44| 84.61| 78.19| 87.07 | 92.6  |
| 500           | 73.24| 83.29| 77.46| 85.75 | 92.22 |
| 600           | 72.63| 82.46| 76.57| 85.21 | 91.65 |
| 700           | 72.22| 82.06| 76.49| 84.91 | 91.95 |

Table 7 demonstrates the various measurement comparisons of recognition duration values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

| No. of samples | CADe | CADx | CAIS | CNNOA | MLCD  |
|---------------|------|------|------|-------|-------|
| 100           | 13360| 8277 | 13260| 14449 | 2676  |
| 200           | 12583| 7720 | 12855| 14065 | 2510  |
| 300           | 11806| 7163 | 12450| 13681 | 2344  |
| 400           | 11029| 6606 | 12045| 13297 | 2178  |
| 500           | 10252| 6049 | 11640| 12913 | 2012  |
| 600           | 9475 | 5492 | 11235| 12529 | 1846  |
| 700           | 8698 | 4935 | 10830| 12145 | 1680  |

4.4. Measurement of Image Precision. Image precision measurement is the ratio of the positive true samples to the total true samples. The total true samples are calculated by the sum of positive true samples and false positive samples.

\[
\text{Precision Measurement} = \frac{\text{True Positive Predictions}}{\text{True Positive Prediction} + \text{False Positive Prediction}} \tag{7}
\]

Table 4 demonstrates the various measurement comparisons of image precision values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

4.5. Measurement of Image Recall. Image recall measurement is the ratio of the positive true samples to the sum of positive true samples and false negative true samples.

\[
\text{Recall Measurement} = \frac{\text{True Positive Predictions}}{\text{True Positive Predictions} + \text{False Negative Predictions}} \tag{8}
\]

Table 5 demonstrates the various measurement comparisons of image recall values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

4.6. Measurement of Image F1-Score. F1-score is measured by the average sample values of image precision and image recall of the samples [19].

Table 6 demonstrates the various measurement comparisons of F1-score values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.
\[ F1 - Score \text{ Measurement} = \frac{2 \times (\text{Recall} \times \text{Precision})}{(\text{Recall} + \text{Precision})} \quad (9) \]

Table 6 demonstrates the various measurement comparisons of image F1-score values between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

4.7. Measurement of Recognition Duration. Measurement duration is nothing but the time taken to calculate the prediction of two different images.

\[
\text{Recognition duration} = \frac{\text{No. of input samples}}{\text{Computaion Speed}}. \quad (10)
\]

Table 7 demonstrates the various measurement comparisons of image recognition duration between the existing CADe, CADx, CAIS, CNNOA, and proposed MLCD.

In a saturation point, the proposed model achieved 93.31% image recognition, 6.69% image rejection, 94.22% accuracy, 92.42% precision, 93.94% recall rate, 92.6% F1-score, and 2178ms of computational speed. The segmentation process performed well. This shows that the proposed model clearly identified the tumor location and the size of the tumor. Hence, the proposed model performs better than the existing models.

5. Conclusion

In the above are the results of defining and analyzing image blocks based on the given prototype images. The various image blocks given based on these classifications are further subdivided into pixel enhancement and enhancement functions. Based on this work, the blocks of different types of groups are selected at the right turn and its results are selected for improvement. The correct analytical methods for these exams are the general illustrated calculations of its comparison as categorized above. The categories of classification show that the proposed algorithm has the best accuracy. The proposed machine learning-based cancer detection (MLCD) was compared with the existing computer-assisted diagnostics (CADe) algorithm, computer-assisted detection (CADx) algorithms, computer-aided image (CAIS) algorithm, and CNN optimizer algorithm (CNNOA). The data for input classification and rejection of input images are also given above. It is thus clear that the performance of the proposed algorithm is superior to the performance of other algorithms. It is clear that the various improvements on which it is based are designed to be advanced in the way it performs various jobs in the medical field.
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