MAIN ARTICLE

Metacognition in action as a possible explanation for stock-flow failure
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Abstract

This study aims at examining the role of metacognition, which refers to one’s ability to control and regulate their own thinking process through various activities in assessing dynamics of stocks and flows. The first research question focuses on the metacognitive activities used by individuals who solved such tasks correctly and who did not. The second question focuses on how successfully participants organized their thinking processes to arrive at a correct answer when prompted and permitted to retry. Forty undergraduate students were involved in the study, and concurrent think-aloud protocol was used to examine their thinking when performing two stock-flow tasks. The findings revealed that participants tend to have difficulties in reading, planning, monitoring, and checking activities. The effectiveness of metacognitive activities employed by the participants is likely to decrease from reading to checking, respectively. The study contributes to our understanding of metacognitive deficiencies in stock-flow failure and provides further research suggestions.
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Introduction

We are living in an ever-changing world surrounded by a pool of problems that are nested, mostly complex, and highly dynamic. As such, it is difficult to identify variables and their nested relations to make decisions in such dynamic systems. The challenge of interpreting the complexity of dynamic systems lies behind their stock-flow (SF) structures. Understanding stocks (accumulations) and their flows (rates of change) is a fundamental process at many levels of human life. For instance, balancing dietary habits and exercise regimes (Abdel-Hamid et al., 2014), adjusting water levels to account for the differences in flow rates when water flows into and from a bathtub (Sweeney and Sterman, 2000), and deciding on CO2 emission levels to control atmospheric CO2 deposit (Moxnes and Saysel, 2009) are all related to identifying stocks and managing their flows in dynamic systems. The concepts of stocks and flows are foundational to systems thinking, and the...
The development of systems thinking is essential for solving problems that require effective decision-making strategies.

Considering the nature of problems in dynamic systems, the systems thinking literature introduces various failures and oversimplified strategies while solving perceived problems of a system and possible reasons for failures. In this article, there is an attempt to systematically observe problem-solving processes and compare strategies of individuals who could solve tasks assigned to them in an experimental setting with the ones who could not. This study aims to contribute to the systems thinking literature by identifying differentiated metacognitive strategies and to explain possible reasons of failures in solving system tasks.

Cronin et al. (2009) define “stock-flow (SF) failure” as the misunderstanding of the relationships between stocks and flows in a system. They identify “correlation heuristics,” that is the tendency of associating behaviors of stocks and inflows, as one form of SF failure. For instance, in their study of people’s decisions for managing the problem of climate change, Dutt and Gonzalez (2012) strongly oppose the general assumption that people’s decisions stemmed from their insufficient knowledge about climatology and climate processes. Rather than this general assumption, they argue that people tended to oversimplify the relationship between CO₂ emissions and CO₂ deposit as if there was a linear relationship between the inflow and the stock, respectively.

Gonzalez and Wong (2012, p. 4) use the term “linear illusion” to describe a primitive problem-solving strategy that people are often taught in mathematics classes in the early grades, where a problem is solved through a linear, simplistic process. The limits of this approach, they argue, is that it has led to people simply preferring linear reasoning at the expense of attending to the complexity of certain situations. As an illustration of this, Sterman and Sweeney (2002) pointed to common misconceptions around the relation between mean global temperature change and atmospheric CO₂ concentration change. Despite popular assumptions, these are not related in a linear fashion, even though similar trends exist between them. In parallel with the example about temperature and CO₂ stock in the atmosphere, there is another problem about understanding the behavior of a system in linear terms although stocks have inertia. In other words, stocks often accumulate over a relatively long time (delay) and their values do not change suddenly (Barlas, 2002) as the case for the atmospheric CO₂ stock demonstrates.

The interconnectedness of system structures (e.g. understanding various nested variables to solve traffic jams) and the existence of both visible and invisible system parts and processes (e.g. identifying groundwater as the invisible component of the water cycle as explained in Assaraf and Orion’s (2005) study) are other characteristic features of complex systems (Hmelo-Silver et al., 2007) that might lead to SF failures. Hmelo-Silver et al. (2007) conducted a study on possible differences between novices and
experts in their understanding of complex systems and conclude that most of the differences are associated with the identification of invisible and indirect processes that take place within a complex system. In other words, novices generally tend to focus on direct causal relationships within a system and end up with an incomplete understanding of the system itself.

Previous studies conducted with undergraduate and graduate students reveal that less than half of the participants responded correctly to stock-flow problems (Cronin and Gonzalez, 2007; Gonzalez and Wong, 2012; Ossimitz, 2002; Sweeney and Sterman, 2000). Lakeh and Ghaffarzadegan (2015) asked the well-known “department store task” (Sterman, 2002) to 400 individuals with different background through an online platform; as expected, the percentage of the individuals who could solve the task was lower than the previous studies with undergraduate and graduate students. In their intervention, they changed the way the task was presented to the sample by devising a prior task for the sample to engage with. This was done with the view to supporting the sample to think analytically for the coming SF task. As a result of the intervention, Lakeh and Ghaffarzadegan (2015) observed an increase in the frequency of correct responses to the SF task. Similarly, Fischer and Gonzalez (2016) used some priming activities to focus on a system (at a global level) in its entirety, rather than through an attention to local details alone. To reflect this, they then modified the department store task by changing its subquestions to relate to the behavior of the system as a whole. Their intervention resulted in a decrease in SF failure for the experimental group (for whom the priming activities and the department-store task were both presented in a global rather than local format).

In their study, Cronin et al. (2009) revealed that poor understanding of stocks and flows was due to the problems people have in their decision-making processes rather than their inability to interpret graphs and lack of contextual knowledge about the tasks, motivation, and cognitive load. In the literature, there are a number of studies that make use of a variety of cognitive strategy tasks for understanding the nature of SF failures. For instance, Cronin and their colleagues (2009) conducted several experiments that involved changing the representation of data, the amount of data points on the tasks, and the context of the tasks. Ossimitz (2002) designed and applied six different systems tasks with different contexts and difficulty levels. Gonzalez and Wong (2012) developed authentic interventions by presenting tasks with different structures in varying sequences. In relation to the department-store task, they concluded that introducing a comparison task with two problems exhibiting the same system behavior (behavioral similarity) was more effective in lessening SF failures than introducing a comparison of problems using graphs with similar appearance (surface similarity). The majority of these studies mainly focused on contextual structures of the problem and cognitive strategies people use when solving SF problems. However, to understand the differences in individuals’ abilities in solving SF problems, it is important to examine their problem-solving behaviors and
thinking strategies during the problem-solving process. In particular, rather than just focusing on cognitive and contextual factors, individuals’ use of metacognitive thinking processes was identified as a crucial variable for gaining insight into SF failure (Doyle, 1997; Gonzalez and Wong, 2012). Indeed, Cronin and their colleagues (2009) conclude that SF failure is related to the use of inappropriate heuristics, which is closely related to metacognitive functioning.

Flavell (1976), the leading voice in the area of metacognition, defines metacognition as “one’s knowledge concerning one’s own cognitive processes and products or anything related to them” (1976, p. 262). The definition is conceptualized around the active monitoring and regulation of one’s cognitive processes (Garofalo and Lester Jr, 1985; Nelson, 1996). The monitoring function refers to the knowledge that one has of one’s cognition, whereas the regulatory function refers to the use of this knowledge to orchestrate ongoing cognitive processes (Flavell, 1979). Individuals’ metacognitive skills are shaped by the procedural knowledge needed to regulate and monitor cognition (Van Der Stel et al., 2010). These metacognitive skills emerge throughout the orientation, planning, monitoring, evaluation, and elaboration phases of an individual’s cognitive functioning (Veenman and Van Cleef, 2019).

Mandinach and Cline (1994) refer to systems thinking as a problem-solving strategy that accounts for changing components of a dynamic system with the help of models and simulations. While the focus of systems thinking is on problem solving, metacognition is utilized to monitor solution processes and to regulate problem-solving episodes related to exploring, understanding, and analyzing a task, making and implementing a solution plan, and verifying the answer (Schoenfeld, 1992). Schaffernicht and Groesser’s (2016) System Dynamics Competence Framework also concentrates on particular skills related to the aforementioned metacognitive processes to learn and teach system dynamics. In light of the relationship between metacognition and systems thinking, it can be concluded that systems thinking requires effective use of metacognitive skills.

In order to make effective decisions in dynamic systems, individuals need to have a clear understanding of the relationship between stocks and flows (Sweeney and Sterman, 2000; Sterman and Sweeney, 2002; Cronin and Gonzalez, 2007; Cronin et al., 2009). In addition to evaluating their decision-making, individuals should engage inner dialogs with themselves, during which they experience metacognition (Costa, 1984). Individuals should create a continuous flow of information about the relevant task by monitoring and controlling the mechanisms through this inner speech (Nelson and Narens, 1990). At this point, the reason for making poor decisions in system dynamics may be due to the lack of information, as well as the fact that metacognition cannot easily process information and bring those activities to the status of automatic skills in challenging new situations. Thus, it is
worthwhile focusing on individuals’ use of metacognitive skills while solving stock-flow problems.

This study aims to examine the role of metacognitive skills in solving stock-flow tasks. Metacognition in this context refers to the effective use of strategies for understanding the problem and designing, monitoring, and executing an effective plan and also evaluating the possible solution during stock-flow tasks. Individuals who perform these steps effectively are expected to be successful in interpreting the stock-flow tasks and constructing a solution. The study attempts to address two questions in this manner. The first focus of the study is based on the proposition that individuals who solved stock-flow tasks correctly would differ in their use of metacognitive activities compared to those who engaged with the tasks incorrectly. It is expected that successful problem solvers exhibit a higher level of metacognitive skillfulness relative to unsuccessful problem solvers. In accordance with this purpose, we aim to reveal the differences between successful and unsuccessful individuals’ metacognitive activities while working on SF tasks. Secondly, the study examines the prospective problem-solving processes of the individuals who were not able to give the right answer in their first attempts. After their first attempts to solve the problem, the participants, who offered an incorrect solution, were made aware of this by the facilitator. Immediately afterwards, extra time was given to the participants to rethink and resolve the problem and then participants’ metacognitive processes while working on the given problem were examined. This intervention is similar to the approach taken by Lakeh and Ghaffarzadegan (2015) to understand the cognitive processes of participants after an initial change in response. We aim to determine which metacognitive activities have important roles in the solution-correction process and to show how metacognition leads participants to identify and correct mistakes after an external regulatory support (such as the facilitators’ prompt) is provided. In summary, the research expects to gain detailed information on individuals’ use of metacognitive skills while solving SF problems.

Method

Study group

The data was collected at Boğaziçi University, through its Undergraduate Program in Mathematics Education. It is the program that requires the highest score in the OSS examination (University Entrance Examination) among education-focused departments in Turkey. Eighty-two junior and senior students who were enrolled in this program were invited to participate. Participation was voluntary and no incentive was given. Forty
participants took part in the study with a 2.86 ($SD = 0.36$) grade-point average over 4.0. Gender distribution was formed as 22 women (55%) and 18 men (45%). The participants’ ages ranged from 22 to 28 years old.

Data collection

Think-aloud protocols

In the study, a single-subject concurrent thinking-aloud technique was used to generate verbal protocol data (Fonteyn et al., 1993). Concurrent protocol analysis is considered to be a valid source of data on thinking (Ericsson, 2006) to elicit verbal reports of thought sequences reflecting participants’ short-term memory without altering their cognitive process (Gero and Tang, 2001). In concurrent think-aloud techniques, the subjects are required to verbalize their thoughts simultaneously while performing a specified task.

The verbalization of thoughts while working on a task is acknowledged as one of the most effective methods for gaining insight into individuals’ metacognition (Schraw, 2010). In addition to this, think-aloud protocols are recognized as one of the most promising techniques for collecting and analyzing data on dynamic decision-making (Doyle, 1997). Hence, the think-aloud technique was chosen to gather data about participants’ metacognitive skills in this study. A systematic observation checklist (Veenman et al., 2000) was utilized on the scoring of this data. The participants’ behaviors and discourse while solving stock-flow tasks were assessed through systematic observations inspired by the systematical-observation checklist (Veenman et al., 2000) and scored in relation to the occurrence of metacognitive activities.

For this study, the metacognitive skillfulness systematical-observation checklist (Veenman et al., 2000) was modified based on the structure of the tasks. In its original version, 12 metacognitive activities under three phases were identified in the checklist. The activities in the checklist are characteristics of metacognitive skillfulness particularly for math exercises (Schoenfeld, 1985; Van der Stel et al., 2010). In this study, based on the observations made in the pilot study, four activities for the first task and two activities for the second task could not be observed due to the nature of the tasks. The metacognitive activities on the systematical observation checklist are presented in Table 1.

On the systematical-observation checklist, Veenman et al. (2000) identified three phases and the corresponding metacognitive activities as represented on Table 1. Activities 1 through 5 represent participants’ preparation and orientation to the problem before acting, activities 6 through 10 express systematical orderliness presented during task performance, and lastly, activities 11 and 12 emphasize the evaluation activity during and after problem
solving (Veenman et al., 2000). The scoring range for each metacognitive activity was 0 to 2. A score of 0 was given if the activity was absent. One point was given if the activity was initiated, but not completed. Two points were given if the activity was clearly presented. Further scoring examples can be seen in the findings section.

Before data collection, a pilot study with two university students took place. During the pilot study, we practiced this systematic observation procedure on given tasks with the randomly selected two university students. The metacognitive activities and predicted overt behaviors for each phase were defined during the pilot study based on the literature. By aiming to fairly evaluate each session, the detailed rubric of the systematic-observation checklist was formed. Considering the importance of capturing individuals’ actions along with verbal expressions, a video-analysis technique instead of verbatim transcription was used in the analysis. Video-analysis techniques extend the depth and richness of analysts’ work by enabling them to virtually revisit the studied scene repeatedly and in this way gain greater insight of events that took place (Markle et al., 2011). All recorded videos were watched together by both analysts and judged collaboratively with the help of low-inference notes taken. When writing up the findings of the study, we intended to capture participants’ actions and

Table 1. The metacognitive activities in systematical-observation checklist for stock-flow tasks

| Activities | Criteria | Department-store task | Bathtub task |
|------------|----------|------------------------|--------------|
| Phase 1: Orientation | | ✓ | ✓ |
| 1 Entirely reading the problem statement | ✓ | ✓ |
| 2 Selection of relevant information needed to solve the problem | ✓ | ✓ |
| 3 Paraphrasing of what was asked for | ✓ | ✓ |
| 4 Making a drawing related to the problem | X | X |
| 5 Estimating the possible outcome | X | ✓ |
| Phase 2: Task performance | | ✓ | ✓ |
| 6 Designing an action plan before actually calculating | ✓ | ✓ |
| Phase 3: Evaluation | | ✓ | ✓ |
| 7 Adhering to that plan | ✓ | ✓ |
| 8 Calculation outcomes | ✓ | ✓ |
| 9 Avoiding negligent mistakes (such as switching number) | ✓ | ✓ |
| 10 Orderly note taking of problem-solving steps | X | X |
| Phase 3: Evaluation | | ✓ | ✓ |
| 11 Monitoring the ongoing problem-solving process | ✓ | ✓ |
| 12 Checking the answer | ✓ | ✓ |

The cells with a sign “X” represent the metacognitive activity eliminated for the task.
voices through thick descriptions. Thick description refers to analysts’ task of describing and interpreting observed behavior within its particular context (Ponterotto, 2006).

**Procedure**

The two common stock-flow tasks were administered in individual sessions throughout a three-week period. There was no particular time restriction for each session, though participants were expected to complete the tasks both within 30 minutes. Although we took notes about each participant’s problem-solving process, the sessions were videotaped with participants’ written permission for us to revisit the study in order to strengthen the validity of the analyses. During the problem-solving sessions, all interactions between the facilitators and the participants were kept to a minimum in order to avoid interfering with participants’ flow of thoughts. In cases where participants paused for longer than 3 seconds, we would remind them to keep thinking aloud.

At the beginning of the data collection, the participants were informed by reading the instructions about the procedure. As a first problem, the department-store task was presented (Figure 1). Whenever a participant
indicated that they completed the task, the facilitators then provided feedback on whether their solution was correct or not. The feedback was limited to “correct” or “incorrect” only, with no other information being provided. In the case of an incorrect response, the participants were allowed to think about the task again. Their ongoing metacognitive activities in the correction processes were reassessed. After the first problem was completed, the bathtub task (Figure 2) was presented as a second problem, and the same steps as the first were followed.

Stock-flow tasks

Two stock-flow tasks were presented to the participants. The questions were kept as their original versions. The first task, which is called the “department-store task” (Sterman, 2002), includes a graph showing the number of people entering and leaving a department store each minute over a 30-minute interval (Figure 1). The system involves a single stock (the number of people at the store) with one inflow (people entering) and one outflow (people leaving).

The second task, which is called the “bathtub task” (Sweeney and Sterman, 2000), aims to infer behavior of the stock from information on the flows. The task is among the simplest possible examples of stock-and-flow...
thinking. The outflow is constant, and the inflow follows a simple pattern. The task is shown on Figure 2.

Performance on the stock-flow tasks

The performance of this particular study group is summarized in Table 2. The given descriptive statistics are useful to identify successful and unsuccessful problem solvers on the tasks. The table also indicates at which attempt the participants reached the correct solution.

In the department-store task, six people (15%) gave a correct response to the four subquestions correctly at their first attempt, while eight (20%) were able to answer the question correctly at their second attempt. In addition to this, 26 participants (65%) did not offer correct answers to all subquestions in this task. The majority of the participants were able to give correct answers to the first two subquestions (subquestions a and b) which focus on flow by asking participants to determine the times where most people would enter and leave the store (88% and 78%, respectively). On the other hand, few were able to give correct answers to the stock questions (subquestions c and d) which asked participants to determine the times where the fewest and most people would stay in the store (28% and 25%, respectively).

In the bathtub task, there were more correct responses compared to the department-store task. Half of the participants (n = 20) solved the task at their first attempt, and seven more participants (18%) correctly determined the quantity of water in the bathtub at their second attempt. The remaining 13 participants (32%) were not able to find the correct answer on the given task.

Findings

In this section, a comprehensive analysis of the participants’ metacognitive skills while solving the two stock-flow tasks is presented. First, findings on the use of metacognitive skills in each particular task are reported descriptively. Then, a detailed qualitative analysis is presented for each stage of problem solving classified by Veenman et al. (2006). To present a
quantitative picture for each metacognitive skill, three levels were determined: 0 indicates no performance of the skill; 1 indicates partial performance of the skill; and 2 indicates complete performance of the skill. Table 3 presents different levels and relative ratios of each metacognitive skill at these levels. As mentioned in Table 1, some skills could be observed across both assigned tasks, and they are indicated with check marks, while other skills could not be observed due to the nature of the tasks given, and they are indicated with “X”’s. Examples include “estimating” and “calculation outcomes,” which were not relevant to the department-store task.

In the following sections, the observed metacognitive activities are critically examined based on the individual responses of the participants. Additionally, some common and unique responses addressing the particular metacognitive activities during the problem-solving sessions are exhibited with variations identified among successful and unsuccessful problem solvers in understanding, interpreting, constructing strategies, and monitoring their own processes.

Successful and unsuccessful problem solvers are denoted as SPS and UnSPS throughout the text, respectively.

Table 3. Relative ratios of each metacognitive skill on the assigned tasks

| Scores | Department-store task | Bathtub task |
|--------|------------------------|--------------|
|        | 0          | 1          | 2          | 0          | 1          | 2          |
| Orientation | Reading | 2.5% | 7.5% | 90% | 2.5% | 20% | 77.5% |
|          | Selection | 12.5% | 30% | 57.5% | 17.5% | 25% | 57.5% |
|          | Paraphrasing | 22.5% | 17.5% | 60% | 40% | 10% | 50% |
|          | Estimating | Not Observed | 85% | 2.5% | 12.5% |
| Task performance | Designing a plan | 20% | 52.5% | 27.5% | 22.5% | 20% | 57.5% |
|          | Adhering to plan | 32.5% | 40% | 27.5% | 22.5% | 25% | 52.5% |
|          | Calculation outcomes | Not observed | 5% | 5% | 90% |
|          | Avoiding mistakes | 2.5% | 22.5% | 75% | 20% | 25% | 45% |
| Evaluation | Monitoring | 40% | 40% | 20% | 32.5% | 20% | 47.5% |
|          | Checking | 90% | 5% | 5% | 60% | 22.5% | 17.5% |

Analysis of the department-store task

Orientation

The department-store task can be considered as a difficult task with continuously changing flow patterns. For the orientation part, the first two subproblems focusing on flows by asking the participants to determine the time at which most people entered and left the store were taken into account.
(Figure 1). Reading the text fully and carefully, the first metacognitive step in problem solving, was accomplished by 36 participants (90%). Only four participants (10%) skipped reading the text in detail and moved on to the subquestions. Among these four participants, one UnSPS did not spend any time in reading the question but started to translate the question into Turkish and attempted to explain the graph. In their second attempt, this participant did not read the first sentence again and asked whether the subquestions (a) and (c) were the same. This was not the only participant who was confused about the two subquestions. By contrast, one participant read the question fully and loudly and then said that:

Excerpt 1: Entirely reading the problem

“I did not understand the question completely. I would like to read it again.”

This was one of the SPSs who could solve the department-store task in their first trial. As is exemplified in the given quote above, this participant was willing to comprehend the problem at first and tried to figure out the problem by repeating the distinctive phrases of the text several times.

The activity of selecting relevant information was closely related to reading the graph precisely. Five participants were unable to select the relevant information to solve the department-store task. For instance, one of the participants explained that:

Excerpt 2: Deficiency in selection of the relevant information

“The highest number of people in the store is at the 4th minute, because it is the minute that the highest number of entering takes place.”

This UnSPS assumed that only entering affects the total number of people gathered in the store and selected the irrelevant information initially. Although the graph on the task is clear and exact, six participants (15%) included the phrases “nearly” or “approximately” in their answers for the first two subproblems. In fact, these participants could not achieve an exact answer by using those approximations. Only one of these six participants emphasized the exactness of the answer at their second attempt. The remaining 29 participants (73%) were successful in selecting the relevant information and responded to the two related subproblems correctly. Among these participants, only one of them emphasized the focus as “it asks to find out exactly at which minute it took place.”

Another UnSPS spent some time figuring out a piece of irrelevant information to solve the task. The excerpt below is from their second trial:
Excerpt 3: Deficiency in selection of the relevant information

“The [number of] people entering and leaving are given. But the number of people in the store is not given… (This participant still insisted that) We do not know exactly how many entered and left.”

Another UnSPS spent a few minutes clarifying whether the intersection points of the entering and leaving graphs were exact, deciding that there was no need to mention “approximately” in their response.

A distinctive phrase in the problem (“over a 30-minute period”) offered participants a potential clue to the solution, as it implied that the department-store task would take place over an accumulated period of time. Only three participants demonstrated awareness of this phrase while solving the task. Two participants repeated the phrase “over a 30-minute period” a few times during reading the task while the other participant paraphrased “the difference throughout the minutes.” These three participants were among the six SPSs who could solve this task at their first trials.

Task performance

Task performance, which is the phase where an individual takes actual steps to solve a problem by using their own knowledge and skills, starts with a planning activity. The subproblems (c) and (d) in the department-store task reflected a sense of planning. During problem-solving sessions, three different levels of planning were identified. Level 0 plans included unorganized, incoherent, and false chunks of information. In this task, eight participants (20%) misinterpreted the graphs and constructed their plans on just one flow (either leaving or entering). Level 1 plans were the most frequent; 21 participants (52.5%) grounded their answers in the differences between the two flows at their first trial. Level 2 plans included strategies like summing up the differences of the flows at each minute or comparing the areas covered by the flow curves (namely, accumulation of the people in the store over 30 minutes). Eleven participants (27.5%) were able to design their plans at Level 2. Among these 11 participants, nine participants succeeded in solving the problem. While a SPS spent a considerable amount of time adding the inflows and subtracting the outflows at each minute, the remaining eight were able to identify the breakpoint. A few selected responses for subproblems (c) and (d) addressing each level of planning are placed in Table 4.

With respect to planning, although more than half of the participants’ plans were at Level 1, only one participant adhered to their Level 1 plan and made calculations at each minute. During their calculations, this participant also questioned whether there should have been a simpler solution.

An UnSPS changed their plan while explaining it as follows.
Excerpt 4: Changing the plan

“Maybe we need to consider the number of people entering and leaving at the store.
(The participant said so, however, did not stick the Level 1 plan and decided to convert the plan into a one-flow oriented Level 0 plan.)

…I have to think the other way around (for the subquestion d) .... Because the number of people who left the store is the highest (pointing to the 4th minute).”

There are some instances where changing the plan resulted in correct solutions for the task. Eight of the SPSs started with a Level 1 plan but then successfully identified the breakpoint on the graph. After that, they focused on the two areas separated by the breakpoint on the graph. Although time recording was not a focus of this study, the participants who successfully identified the breakpoint seemed to spend relatively less time in completing the task as soon as they identified the breakpoint.

The instant when the problem solvers realized the breakpoint was also crucial in terms of metacognitive questioning and self-talk. For instance, one SPS figured out the breakpoint while responding to the third subproblem. This participant mentioned the breakpoint as “the point where entries and departures change” and continuously emphasized the breakpoint and articulated self-assurance when they said “Yes, this is the point.”

Another SPS explained that their strategy was based on the breakpoint.

Table 4. Levels of planning skills with related quotations for the department-store task

| Levels of planning | Level 0: unorganized plans or one-flow oriented plans | Level 1: plans focused on two flows | Level 2: plans focused on accumulation over time |
|--------------------|-----------------------------------------------------|------------------------------------|-------------------------------------------------|
| Selected responses | d) The moment when the highest number of people left the store. | c) The moment when the difference is the highest. | c) I have to shade the area below the graph (shading). Up to here it is increasing, then decreasing. This is the breakpoint [showing the point]. |
|                    | d) The moment when the difference is the lowest. |                                      | c) We should add up the differences as cumulative. |
|                    |                                                      | c) After this point [the breakpoint], the number of people leaving is higher. | |

(c) and (d) stand for the third and fourth subproblems of the department-store task.
Excerpt 5: Adhering to the plan

“People start to enter and it is equal at this point (showing the breakpoint). Number of people entering is higher up to this point. And, after this point, number of people entering will decline.”

It should be noted that the explanation also implies a sense of accumulation rather than mentioning discrete time intervals. The interesting point was that some participants explained their strategies in a metacognitive manner, while some completed the task soon after they realized the breakpoint.

Another critical instant was when the participants realized that people were accumulating in the store. Among the participants, nine of them (22.5%) mentioned accumulation explicitly, while five out of the nine failed to solve the task due to time-consuming additions over minutes. Only three participants calculated the difference between the number of people leaving and entering at each minute and added them up one by one patiently. During their calculations, these participants realized the increasing trend of the stock of people at the store and the declining trend after the 13th minute (breakpoint). At that instant, they were able to complete the task successfully.

For instance, one SPS, who successfully solved the task at their first trial, felt dissatisfaction with the on-going plan and also displayed monitoring skills:

Excerpt 6: Changing the plan

“It (the graph) can be misleading. I am just focusing on the extremes (in the graph) .... (Then, noticing the accumulation) ...We will add the differences... cumulatively.”

It is important for problem solving to be aware of possible errors made and to progress in a controlled manner to avoid these. For instance, a few UnSPS insisted on mentioning intervals rather than exact minutes for subquestions (a) and (b) after developing their plans. These participants were scored 0 on Table 3. Some minor mistakes, such as responding “23” to the subquestion (b) due to misreading the graph, were scored as 1 in Table 3.

Evaluation

The skill of monitoring is expressed in how one validates one’s comprehension of a task and checking the solution steps. For the department-store task, eight participants clearly demonstrated high-level monitoring activities. Among them, five were SPSs. There was one SPS who solved the task very quickly, and unfortunately, we could not observe any monitoring steps in their session (Table 3). Although three participants were considered as
having high-level monitoring skills, they could not solve the task due to minor mistakes. The problem-solving strategies of 16 participants were evaluated as low-level monitoring while the remaining 16 people did not show appropriate monitoring activities at all.

An example of the high-level monitoring activity could be seen when a SPS commented on the task as follows.

Excerpt 7: High-level monitoring

“As long as the number of people entering to the store is much more than the number of leaving people, that means the entering line stays over the leaving line on the graph (showing the graph and the trends) and the number of people inside the store should increase.... On the contrary, the number of people should decrease. Therefore, the last minute on the graph (pointing the 30th minute) should indicate the time fewest number of people in the store.”

In this excerpt, the SPS gave an adequate and consistent explanation to their plan at the task performance stage. We can also identify high-level monitoring in the excerpt below which includes clear evidences of self-talks of a SPS:

Excerpt 8: High-level monitoring

“The highest number (of people) is at 13th minute (responding to subquestion c). Because after 13th minute, number of people leaving is higher and the number of people in the store is decreasing.... I consider whether there are any people before this minute (pointing first minute).... The first area indicates an increase while the second area indicates a decrease. The second area is bigger so it means there are already some people inside. Then, it is 30th minute for question d.”

As exemplified in the two excerpts above, two SPSs demonstrated a validation process by monitoring the correctness of their cognitive operation. As emphasized before, most of the participants started to search for a solution by trying to find the minute when the difference between the number of people entering and leaving the store on the chart was the highest. A few of them realized that the solution to the task was linked to accumulation. The ones who reevaluated their solution process and figured out where the real solution lies were also considered as having high-level monitoring skills.

Some of the participants who gave incorrect answers emphasized their doubts about the accuracy of results with statements such as “The answer is..., but I am not sure,” “probably I have a mistake,” and after spending some extra time on the task, “I know the answer is not correct, but this is my answer.” They were aware of the fact that they made mistakes during problem solving, but they could not take a step to come up with a new solution.
This implied that they have metacognitive monitoring skills even if it was low-level monitoring.

The third and final phase of metacognitive skillfulness is considered as evaluation, and it includes the monitoring and checking the correctness of the given result. Although we had the opportunity to make clearer observations about participants’ monitoring strategies, it was difficult to observe participants making clear statements in checking the correctness of their solutions. One of the clear excerpts we identified for checking activity was as follows.

Excerpt 9: Checking the solution

“There is no need to evaluate deeply; the total number of people is the highest when the number of people leave the store is the least.”

This UnSPS was aware of the fact that they had a dissatisfying response but failed to identify the potential error in the solution and, in a sense, justified the lack of checking by the statement. Most of the participants did not include checking in their thinking process during cognitive activity, and this was considered as a deficiency in the thinking processes of most of the participants. The same is also valid for the second task.

Analysis of the bathtub task

The bathtub task is rather simple compared with the department-store task with one constant outflow and one inflow with a graph having a square wave pattern. Twenty participants (50%) were able to solve the task at their first trials, and seven more participants were able to solve the task at their second trials as given in Table 2. In contrast to the department-store task, we were able to observe some estimation processes while solving the bathtub task. Estimating possible outcomes is one of the metacognitive skills in the orientation subscale of the observation checklist (Veenman, 2006). Although participants did not make any estimates while solving the department-store task, six participants (15%) made estimations for the bathtub task. Among these six participants, only one participant took partial credit for one’s estimation since it was estimation about a limited time interval in the task.

Excerpt 10: Partially estimating the possible outcome

“It (the level of water) will rise since the graph is constant (indicating the first four-minute time interval).”

One important finding is that, five participants, who took full credit for the skill of estimation, were able to solve the task at the end of the problem session. Most of the estimations were found to be related to the behavior of the
graph given in the task. Three of the estimations were listed as the excerpts below.

Excerpts 11–13: Estimating the possible outcome

“It will be a linear graph, because it is a first order function.”
“Since the flows are constant, there is no need to draw something parabolic.”
“Since the behaviors (of inflow and outflow rates) are symmetric, it (the amount of water) will stay the same (at the end).”

In the Excerpt 13, the SPS meant that the trend of the inflow rate is symmetric with respect to the trend of the outflow rate at each four-minute interval; hence the areas in between inflow and outflow are eliminated.

There was only one participant who made two estimations on the single task.

Excerpt 14: Estimating the possible outcome

“There should be an incline because the water entered is much more than the water left.” (This was the estimation about the interval referring to 0–4 minutes on the graph.)

“Since the water inflow is more than water outflow, there will be a rise (in water level).” (The second estimation relied on the shape of the whole graph and was about the amount of water at the end of the 20-minute time period.)

Paraphrasing is a key metacognitive skill which could be used to exhibit participants’ understandings of problems. Thirteen participants could not solve the bathtub task even at their second trials. Among these UnSPSSs, two of them made clear explanations about the first graph given. These explanations actually revealed the underlying reasons about why they could not solve the task.

Excerpts 15-16: Deficiencies in paraphrasing

“75 liters of water flowed at the end of four minutes.”

“50 liters of water came inside (the bathtub) along 16 minutes.”

As indicated in the Excerpt 16, this UnSPS seemed to calculate the net flow as 50 L but did not concentrate on the amount of water being accumulated across all of those minutes. These statements implied misinterpretation of the graphs on the part of the participants.

By contrast, the SPSs mentioned the amount of water per minute. Both of the excerpts below can be considered as indicators of comprehending.
Excerpts 17-18: Paraphrasing

“We should talk for each minute.”

“25 liters of water is added at each minute. At the fourth minute, it makes 100 liters of water.”

The same levels of planning in the department-store task were also designated for the bathtub task. The corresponding oral responses and the drawings are placed in Figure 3 for each level of planning. It was easier for us to observe the planning phase of this task due to existing symmetric patterns given on the graph. Although one participant was able to solve the task with basic understanding of calculus, nine participants (22.5%) were not able to draw the graph at their first trial. Among these nine participants, eight of them did not include the outflow (amount of water exiting through the drain)
on the given graph in their unorganized and erroneous Level 0 plans. In addition to this, these participants ignored the starting point of the target graph, even though this was explicitly specified as 100 L in the question. Their common problem was that they spent too much time trying to solve this task even more than 10 minutes for some of the participants. Another interesting finding was that eight participants who ignored the outflow could not solve the task, even at their second trials.

Eight participants (20%) were able to draw their graphs with the correct starting point taking into account the two flows. Their Level 1 plans failed in calculating the change in the amount of water minute by minute. For instance, the plans assigned to Level 1 in Figure 3 seemed to be acceptable, but the participants simply calculated the net flow in relation to every four-minute interval (imitating the first graph given) without taking each individual minute into account.

Level 2 plans (57.5% of the plans) were identified and privileged because of their organization by accumulation over minutes. Units on the given graph were helpful for the participants to base their plans on area computation. Some participants spent some time figuring out the change at each minute before converting their plans based on area computation, while others focused on area from the outset. Examples of the two variations of Level 2 plans were placed in Figure 3. Although the participants with relatively more organized plans (Levels 1 and 2) were expected to adhere to their plans, five participants (12.5%) drew the target graph carelessly. For example, they did not care to match the corresponding points on the axes and as a result the values on the graph became incorrect.

We identified “over 30-minute time” as a potential clue for the department-store task. “Per minute” was identified as the key phrase for this task while observing the skill of monitoring. For instance, an UnSPS had some struggles to figure out the task and asked a metacognitive question after getting feedback:

Excerpt 19: Low-level of monitoring

(During the first trial, after reading the task)
“75 liters (of water) flowed in by the end of 4th minute and 25 liters (of water)
flowed out in between the minutes 4 to 8.” (Paraphrasing)
(In the first plan, there was only inflow but outflow was ignored.)
(After getting feedback, the participant read the task all over again.)
“I am confused: Is the inflow of 75 liters for every minute or is it for 4 minutes?”

This UnSPS showed low level of monitoring since they were able to identify the problem in one’s plan. However, they did not take any steps to correct the plan.
Conversely, a SPS identified the units in the graph and rephrased “per minute” a few times while explaining one’s plan. The SPS was confident about the plan by stating the following.

Excerpt 20: High-level of monitoring

“I verified inside myself and I think I solved the question correctly.”

**Discussion**

This study was conducted to clarify how individuals’ metacognitive processes work in solving stock-flow tasks. The study emerged from the statement “we know little about the mental procedures people use in solving these problems and why” by Gonzalez and Wong (2012, p. 4) and contributes to our knowledge by demonstrating how individuals utilize metacognitive strategies to monitor and facilitate problem solving in stock-flow tasks. Within the existing systems-thinking literature, various studies have been conducted to understand why people are unable to solve system tasks by focusing on different variables (Cronin et al., 2009; Gonzalez and Wong, 2012; Lakeh and Ghaffarzadegan, 2015; Qi and Gonzalez, 2015; Fischer and Gonzalez, 2016). In this particular study, implementing the concurrent think-aloud protocol to examine the statements of how participants solved the tasks can be considered an authentic way of exploring such metacognitive activities. The think-aloud protocol sheds light on the difficulties participants experienced while solving stock-flow tasks (e.g. “a and c are too similar,” approximations even though the graphs are rigid.).

The system literature includes several studies on individuals’ failure to solve stock-flow tasks, including those conducted in more prestigious universities (Sweeney and Sterman, 2000; Ossimitz, 2002; Cronin and Gonzalez, 2007; Gonzalez and Wong, 2012). Of the 40 participants, 15% were able to successfully solve the department-store task and 50% the bathtub task in this study. Although it was not the main purpose of the study, the results reveal that the percentages of the participants who solved the given tasks correctly are low, which is consistent with the literature. Considering the relative ratios of using metacognitive strategies on the tasks shown in Table 3, it was seen that the participants mostly read the given task and do the calculations correctly, but they performed most poorly in the monitoring and checking. This result suggests that the participants have difficulties in using strategies to control the accuracy and correctness of cognitive operations and results, while they easily use metacognitive strategies such as reading and calculation based on readers’ previous knowledge or background information.
In the orientation phase, while most of the participants read the given task entirely, they were less involved in selecting relevant information and paraphrasing the problem. These two strategies are critical steps in which an individual increases the level of comprehension of the information given in effortful problem-solving tasks. The deficiencies or inconsistencies in the use of these two metacognitive strategies would negatively affect an individual’s ability of in-depth thinking by interrupting the skills such as self-questioning (Joseph et al., 2016), finding key words for the solution (Van De Pol et al., 2019; Lippmann et al., 2021), noticing possible errors (Yeung and Summerfield, 2012) and monitoring the solution process more actively (Garofalo and Lester Jr, 1985; Fiedler et al., 2019). Considering that stock-flow tasks are novel and nonroutine problems for most of the participants, this result suggests that the deficiencies while comprehending the problem are likely to lower the ability to solve stock-flow tasks. This finding needs to be examined in future research to unearth that increasing the task’s reading comprehension with guided questioning or interventions would improve one’s performance in solving stock-flow tasks.

In the study of Fischer and Gonzalez (2016), we see that the success rate increases when the structure of the SF task is changed from local to global manner, shifting focus from system structure to system elements. This is because, in order to think about the SF tasks, the simple building blocks and elements that make up the system must be understood and regulated. The ability to analyze the given task by dividing it into smaller elements is a metacognitive strategy that the individual should utilize (Aşık, 2015). To optimize problem-solving ability, individuals should have metacognitive regulation and apply metacognitive strategies to manipulate cognitive processes (Schoenfeld, 1992). It is important not to reduce the cognitive demand but to guide individuals to think metacognitively about complex tasks using relevant information. At this point, it may be worthwhile to examine the effect of providing a set of generic question stems to the participants and asking them to use these question stems to create their own questions (Joseph et al., 2016) while solving stock-flow tasks. In this way, participants can work individually to create their own questions and can reflect more deeply on the stock-flow tasks.

One important finding related to the reading comprehension of the tasks is the critical role of the key words given within the text. It was observed that the participants who read and/or paraphrased all the instructions clearly during the tasks focused on the phrases “over a 30-minute period” for the first task and “per minute” for the second, and they tended to give more correct responses on each task. It should be noted that “over a 30-minute period” implies continuity, and it was expected that people should add or subtract differences of inflow and outflow on each minute. In the second task, “per minute” implied the rate of change in the water stock. Drafting the structure of the problem in one’s mind requires a deeper orientation
than simply reading the problem situation (Schoenfeld, 1992; Whimbey et al., 2013). In line with the literature (Thiede et al., 2003; Lippmann et al., 2021), this result of the study revealed that individuals who noticed key words were able to monitor their problem-solving process more accurately. Although phrases such as “over a 30-minute period” might be generally considered insignificant for any test taker, as adjunct parts of a problem to be read quickly or skipped, these statements are important details to bear in mind if one is to devise a plan for solving the problem during the orientation phase. Key words foster problem-solving performance by means of decreasing the ease of processing (Kintsch et al., 1990; Lippmann et al., 2021). Not paying enough attention to key words in the problem-solving process may result in people’s tendency to underestimate accumulations and make their decisions based on flows but not on accumulations over time (i.e. correlation heuristics; Cronin et al., 2009).

The findings related to the task-performance phase revealed that, in line with our expectations, the participants designed an action plan and adhered to that plan at a lower rate in the department-store task which had higher cognitive demands, compared to the bathtub task. In the department-store task, more than 50% of the participants could not put forward a clear action plan and could not perform actions consistent with their plans. High cognitive-demand tasks require individuals to think abstractly, analyze information, and make connections (Stein and Smith, 1998; Van de Walle et al., 2016). In line with the requirements, it was observed that participants in the study struggled to visualize the problem, to select priority information needed for solution, and to switch to a secondary plan when faced with a challenge. As Cronin and their colleagues (2009) emphasize that the use of inappropriate strategies can lead to stock-flow failures; similar overt behaviors such as designing incorrect action plans and adhering and insisting on those plans emerged as significant results of this study. The findings also revealed that those who do not start the problem-solving process with a clear action plan have a low rate of adherence with the plan they have developed. To this end, an important finding is that five out of nine participants (56%) who clearly emphasized the term “accumulation” in their planning process obtained the correct response. The literature highlights that extracted key words after a certain progression while working on a task is more effective in performance and thinking accuracy (Lippmann et al., 2021; Waldeyer and Roelle, 2021). The findings of the study support the literature and calls for further investigations into the phenomena.

For both tasks, the weakest performance was observed in the metacognitive strategies of monitoring and checking the outcome compared to others. It was observed that many participants did not check their answers (more than 80%) and performed poorly in monitoring (more than 50%). The reason why many participants did not perform well in the monitoring activity may be related to their confidence judgments (Schraw, 2009; Lingel
et al., 2019). They may have an absolute confidence in their actual performance and thus overestimate their ability in the task (Schraw, 2009). This finding is intriguing but because we were not able to collect data on the participants’ confidence accuracy about their actual performance, further research is needed to clarify the role of metacognitive judgments in solving stock-flow tasks. On the other hand, checking the results is one of the most important metacognitive activities, but most of the participants did not exhibit accurate performance in this issue. However, the answers to the questions in the given two tasks could be checked easily. In the department-store task, checking the answers the participants provided within a minute or more than a minute could easily reveal that the answer was not correct. In the bathtub task, reconstructing the graph backwards could be an easy way to check the correctness of the given answer. At this point, focusing on checking the answer as a metacognitive activity with retrospective explicit questioning soon after the answer is given might be a further research suggestion for stock-flow tasks.

The second research question was related to how metacognitive strategies worked on the participant’s decision-making after receiving feedback prompting them to go over their wrong answers. The purpose of giving feedback was to support the monitoring and checking process of individuals’ problem-solving activity. It was expected that participants would check and reconstruct their plans after getting the incorrect prompt. This expectation was fulfilled by the problem solvers who were successful at their second attempts. For both of the stock-flow tasks, the individuals who answered correctly after getting the incorrect prompt were able to identify the incorrect part of their previous solution. Therefore, these participants were regarded as having high monitoring skills. For this group, some participants tried to change their present plans after getting the prompt. “I had already given the correct response to this part” [showing the correct part of one’s response]; “Should I solve it by calculating the differences that occur each minute as different number of people walk into and leave the store?”; “Should I solve it by paying attention to the area given below the graph?”; “My response might be incorrect due to the fact that I overly focused on the peak and trough points in the graph” were example utterances and self-questions that they formed. Those statements reveal that the successful participants were more aware of their own solution plans.

On the other hand, when unsuccessful attempts were evaluated, two cases came to the foreground. First, many of the UnSPSs gave unsaturated answers without understanding stock-flow relations. They validated their responses after providing it, rather than before. At the end of the evaluation, many of them confirmed their answers without any changes. In other words, these participants ignored the monitoring process and only made a solution check. Second, when these participants were given the incorrect prompt as feedback, it was observed that they went on working on the task without any
strategy changes. Other than that, some participants insisted on the correctness of their results by repeating the solution process irrespective of the prompt. Our expectation about the UnSPSs’ second problem-solving trial was that they would repeat the metacognitive processes cyclically, starting with the step of whether they understood the problem correctly. Our expectation was partially supported through our observations. Most of the participants preferred to detect their faults only in more cognitive processes such as mathematical operations or drawing. This situation can be evaluated as an indicator that although the participants were told that their answer was wrong, they did not initiate the process of rethinking/examining what was really asked in the given question. In other words, the participants get stuck in lower-level cognitive processes, but they should foster higher-level cognitive functions to come up with a solution that makes sense. We believe that this is an interesting finding and should be considered for further research.

This study presents some implications for the fields of education and system dynamics. Although the two SF tasks are structurally simple, these non-routine or insight problems (as Cronin and Gonzalez, 2007, call them) offer challenges even for college students. These tasks could be useful for identifying and supporting metacognitive skills when teaching various subject matters. On the other hand, the effect of explicit and systematic metacognitive training on participants’ achievement in SF tasks can also be considered as a separate topic to be studied. This study also has implications for the system dynamics field, by demonstrating the potential for future studies aiming at identifying important phrases for the wording of systems tasks and modifying feedback.

**Conclusion**

Metacognition has been recognized as one of the most relevant predictors of accomplishing complex learning and solving effortful problem tasks (Schoenfeld, 1992; Davidson and Sternberg, 1998; Dignath and Büttner, 2008; Van Der Stel et al., 2010). Stock-flow tasks being cognitively demanding domain-specific questions constitute an important area where metacognitive activities can be investigated. The purpose of this research was to examine the metacognitive activities of the participants in solving stock-flow tasks and to make inferences on the possible reasons for stock-flow failure. As these metacognitive deficiencies are understood, training programs can be designed to help people overcome stock-flow failures.

Our results point out that people have difficulty in using their existing metacognitive skills effectively in domain-specific stock-flow tasks. The metacognition literature reveals that opportunities for engaging in metacognitive tasks are, at times, unavailable to students, or are at least deficient in certain ways (Winne, 1996; Veenman et al., 2000). The results highlight...
that the reason for such failure might be participants’ inability of using metacognitive skills due to task unfamiliarity or following inappropriate metacognitive steps in particular situations (Veenman et al., 2006), such as stock-flow tasks. Although there are many real-world examples where individuals can reflect on systems thinking, curriculum-based study environments where people can systematically study on and experience the stock-flow tasks are limited. This makes stock-flow tasks much more novel and effortful. Thus, individuals have difficulties in using metacognitive activities effectively (Van Der Stel and Veenman, 2014), and their systems thinking skills remain weak.

Our current findings suggest that, among the metacognitive activities investigated in this study, participants have difficulties in reading comprehension, planning, monitoring, and checking activities. The effectiveness of metacognitive activities employed by the participants is likely to decrease from reading to checking respectively. For the reading-comprehension phase, although participants read the problem entirely, they were less involved in selecting relevant information and paraphrasing the problem. The results show that the participants who made estimations about the solution and recognized the important phrases within the text were more consistent in problem solving by comprehending the text and identifying the given task. However, it should be noted that estimating the answer is one of the domain-specific metacognitive activities pertaining to mathematics (Van Der Stel and Veenman, 2014). For the planning phase, it was observed that participants struggled to select priority information needed for solution and to switch to a secondary plan. They could not come up with a clear plan, and thus difficulties arose in complying with their existing plans. These are also among the reasons why the participants are not able to monitor effectively. For monitoring and checking, those who failed in the given stock-flow tasks had difficulty in determining a proper task strategy and error detection, and they also put little effort into and spend less time checking the correctness of their answers even if they were told that their answer was wrong. In a similar vein, it was noted that those who received feedback on their wrong answers preferred reviewing their own responses to find the error rather than reading the overall problem again and constructing a new strategy. Some of these participants even insisted on their responses even though they received feedback. Investigating the possibility of an individual’s confidence accuracy in their actual performance has the potential to hone our understanding of the failure in stock-flow tasks.

An interesting finding about checking the solution correctness was that although they were preservice mathematics teachers, they lacked the metacognitive activity of “checking the answer.” One of the most important responsibilities of being a teacher is to facilitate metacognition by modeling their own thinking and prompting reflective thinking in students (Pintrich, 2002; Jacobse and Harskamp, 2012). The fact that even teacher...
candidates who are responsible for teaching metacognition do not spare time for checking the solution correctness may be a new research focus that needs to be studied in the future. Secondly, emphasizing the evoking of key words for stock-flow thinking such as “over a 30-minute period,” “per minute,” and “throughout” by underlining them in the text or using guided questions to trigger their metacognitive questioning is a further research suggestion. Lastly, studies that will investigate the accuracy of learners’ perceptions of their own performance, which is defined as metacognitive calibration, and their use of metacognitive activities in solving stock-flow tasks could yield comparative findings and provide further suggestions for understanding stock-flow failure.
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