Potential Post-Fire Impacts on a Water Supply Reservoir: An Integrated Watershed-Reservoir Approach
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Wildfires are an increasing threat in the Mediterranean region, causing frequent losses of goods and human lives. Not only are wildfires a concern due to their immediate effects on vegetation and soil, but they can also have substantial impacts on surface water quality. Approximately one-third of the world’s largest cities obtain their drinking water from forest catchments. The removal of vegetation and consequent runoff increase with a high concentration of ash and sediment often leads to increased nutrient and contaminant loads to downstream reservoirs, damaging the aquatic ecosystem and threatening human health. This study focused on the post-fire degradation of surface water in Castelo de Bode reservoir, a strategic freshwater supply for Lisbon’s metropolitan area (2,000,000 inhabitants), Portugal. Output data from the catchment model Soil and Water Assessment Tool were used as inputs to the CE-QUAL-W2 reservoir model. CE-QUAL-W2 was then calibrated for water level, temperature, nutrients, total suspended solids, chlorophyll-a, and dissolved oxygen. The post-fire impacts were assessed by adjusting land use features (curve number, crop vegetation management factor), and soil properties (soil erodibility) in the catchment model, considering the different impacts of fire (low, medium, and high severity). The reservoir model was able to perform temperature seasonality and stratification while a weak performance was found for chlorophyll-a probably for having considered only a group of algae. Simulations showed a deterioration of water quality at the dam wall during the first year after the forest fire. Nevertheless, contamination did not appear worrisome with regards to water quality standards likely due to the capability of the reservoir to attenuate inflow concentrations.
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INTRODUCTION

Forested watersheds are world’s primary source of freshwater supply (Reid et al., 2005). The particularity of the Mediterranean climate, land cover uniformity, and new socio-economic drivers make those areas especially prone to wildfires (Moreira et al., 2001, 2011; Chuvieco, 2012; Turco et al., 2014; Viedma et al., 2015; Nunes J. P. et al., 2018a, Nunes et al., 2018b). Wildfire disturbance can affect the water quality and quantity of water resources by enhancing overland flow, increasing the availability of ash and debris, and disrupting the soil nutrient cycle (Shakesby and Doerr, 2006; Sheridan et al., 2007; Nyman et al., 2010; Emelko et al., 2011; Smith et al., 2011; Bladon et al., 2014). The burning of tree canopies, understory, and the dead mantle layer leave the soil unprotected and
susceptible to erosion (Ferreira et al., 2005; Vieira et al., 2014; Shakesby et al., 2016). Degradation of soil properties after forest fires further leads to a decrease of soil infiltration capacity, promoting runoff, and a faster flow of water into streams (Robichaud, 2000; Moody and Martin, 2001; Keizer et al., 2008; Nyman et al., 2010; Shakesby, 2011).

Runoff and atmospheric transportation of ash, together with soil erosion, are the main causes of nutrient enrichment in waterbodies (Smith et al., 2011; Bladon et al., 2014). The increase of nutrient concentrations, especially phosphorus and nitrogen, in streams after a wildfire is largely documented in the literature (Spencer and Hauer, 1991; Sheridan et al., 2007; Bladon et al., 2008; Emelko et al., 2011; Smith et al., 2011; Rhoades et al., 2019). Consequently, fires can affect downstream reservoirs, with the magnitude of impact depending on the interplay of several variables such as ground cover, climate, geology, and topography.

The size of reservoirs also influences the dissolution capacity of contaminants, with different consequences among studies encountered in the literature. If on one hand, increased amounts of inorganic sediment were reported to be deposited in a reservoir in the aftermath of a wildfire, jeopardizing the correct functioning of water supply treatment processes (White et al., 2006); on the other, studies showed that sediment concentrations remained within the same limits of pre-fire conditions after those disturbances (Lathrop, 1994). Enhanced nutrient concentrations in reservoir/lake waters have also been reported in several other studies (Carignan et al., 2000; Pinel-Alloul et al., 2002; Alexander et al., 2004; Evans et al., 2017), ranging from negligible to 7-fold increases when compared to the pre-fire conditions.

Emmerton et al. (2019) and Alexander et al. (2004) disclosed a greater variation in nutrient concentration in input streams than in lake-waters, presumably reflecting the capacity of large waterbodies to absorb the impacts from contaminated inflows. Still, the impact of wildfires on the quality of downstream water bodies is difficult to assess, mostly due to the lack of adequate tools to address the complex interrelationships between wildfires’ magnitude and water, sediment, and nutrient dynamics at the catchment scale. In such context, the combined use of hydrological and water quality models is a good candidate for creating an integrated study of water quality changes in a reservoir in the aftermath of a wildfire.

The Soil and Water Assessment Tool (SWAT) is a watershed-based model widely used to simulate the impact of land use, land management practices, and climate changes on river flow and constituent transport (Arnold and Fohrer, 2005; Neitsch et al., 2011). The model was previously used to estimate hydrological and water quality changes in the upstream basin of the Castelo de Bode reservoir (Basso et al., 2020). Although SWAT can simulate water quality processes in lakes and reservoirs, the limitation of its steady-state 1-D empirical equations does not make it suitable to adequately describe those processes in large waterbodies. The CE-QUAL-W2 hydrodynamic and water quality model can perform 2-D analysis in large waterbodies, simulating the transformations and interactions of several constituents within the studied volume (Cole and Wells, 2006). In this modeling exercise, the output data from the SWAT model implemented by Basso et al. (2020) was used as input values for the CE-QUAL-W2 model (Cole and Wells, 2006) applied to the Castelo de Bode reservoir. The benefit of the combined use of these two models has been already established by few researchers (Flowers et al., 2000; White et al., 2004; Debele et al., 2008; White et al., 2010), confirming the competence of the integrated approach to develop land management and climate changes scenarios.

The present study aims to implement an integrated model and assess the potential post-fire impacts in a large waterbody used to supply drinking water to a great part of the Portuguese population. To do so, this work evaluates the response of a large reservoir to upstream disturbance, assessing the degree of contamination at the water supply tower. The specific objectives of this study are: i) to calibrate and validate the reservoir model to predict water level, nutrients, dissolved oxygen, chlorophyll-a, and sediment concentrations; ii) to model post-fire contaminated inflows impact on reservoir water quality and quantity; and iii) to assess whether the high concentrations observed at the reservoir inlets (Basso et al., 2020) are also maintained at the water intake tower, jeopardizing the proper operation of the treatment processes.

**MATERIALS AND METHODS**

**Study Area**

The reservoir considered in our study was Castelo de Bode (39°54′33″ N, 8°31′88″ W), in central Portugal (Figure 1A). It started to operate as one of the main reservoirs in the country in 1951, fulfilling several functions which included the production of energy, recreational activities, and the supply of water to Lisbon’s metropolitan area (approximately 2,000,000 inhabitants). The reservoir is located in the Zêzere River watershed, one of the main tributaries of the Tagus River. The dam is in the Santarém municipality, approximately 7 km upstream of the confluence with the Tagus river. The Castelo de Bode reservoir has a total capacity of 1,095 hm³ and a useful capacity of 902 hm³. The flooded area covers 3,291 ha when at the maximum storage level (121.5 m). The drainage area of the main body is equal to 2,376 km², while the two secondary branches have a drainage area of 330 and 290 km². Following national legislation (Ambiente, 1988), the Castelo de Bode reservoir is classified as protected since the water is used for human consumption. It further plays an important role for ecological defense reasons.

The climate in the region is Mediterranean, with dry summers and wet winters. The average annual rainfall is less than 1,100 mm, with 75% occurring in the winter season (Ferreira do Zêzere meteorological station 1986-2000; 39°69′20″ N, 8°29′00″ W). The mean air temperature is approximately 14.5°C, with temperatures ranging from a minimum of 6°C in winter and a maximum of 25°C in summer. The average potential annual evapotranspiration is 654 mm (Cernache de Bonjardim meteorological station 1986-2000; 39°81′40″ N, 8°19′00″ W).

Portugal is ranked as having one of the highest burned areas in Europe (San-Miguel-Ayanz et al., 2016), placing wildfires as the main forest disturbance in the country. The national fire hazard map produced by the Institute for the conservation of nature and...
forests (ICNF), included this region in the high and very high danger classes (ICNF, 2017). The Zêzere River watershed was the scene of several wildfires in the 2017 season, with almost 90,000 ha of the watershed burned that year which lead to several interruptions of the water supply systems due to the elevated concentration of sediments in the streams (Dnoticias., 2017; Leiria, 2017; RTPnotícias, 2017).

**Wildfire Scenario**

The wildfire scenario considered had the same characteristics of the 2017 season when almost 30% of the area that flows into the reservoir was hit by wildfires. The extension of the burned area, with 88% classified in the high fire severity class, 9% in the moderate, and 3% in the low, are presented in Figure 1B (Basso et al., 2020).

The wildfire scenario was simulated by modifying soil and land use management parameters in the SWAT model. The curve number (CN) of the soil conservation service equation was increased to simulate the enhanced watershed hydrologic response (Nunes et al., 2018a; Nunes et al., 2018b; Havel et al., 2018). To account for fire-induced impacts on soil erosion, the soil erodibility and crop vegetation factors of the USLE equation (Wischmeier and Smith, 1978) were also increased. The magnitude of such model adjustments was monotonically increased according to the fire severity classification, which measures the direct effects on vegetation and soil (Keeley, 2009).

A two-fold increase in the annual runoff was simulated at the subbasin scale, enhancing the discharge peaks that reached the reservoir inlets. Increased CN values limiting the infiltration and the reduced extension of the burned area could explain the small change in the total annual flow characterizing the post-fire scenario. Post-fire scenario simulations showed a high concentration of nutrients and sediment reaching the reservoir, with the phosphate overstepping the national water quality threshold. A decrease in component concentrations was observed between the subbasin and the catchment scale, indicating the variability of processes with spatial scale (Ferreira et al., 2008).

**The Hydrodynamic and Water Quality Model CE-QUAL-W2**

CE-QUAL-W2 is a two-dimensional, longitudinal and vertical, hydrodynamic, and water quality model (Cole and Wells, 2006). The model assumes negligible lateral variations, making it adequate for studying long and narrow waterbodies. When used in large waterbodies simulations, two-dimensional (2D) models allow the user to obtain results with the same precision as three-dimensional (3D) models (Lima et al., 2009; Hussein and Wells, 2020). The short computational time required by the former makes possible the use of finer meshes, enhancing the quality of the results. The possibility to vary the thickness of layers allows a higher resolution of the simulated processes,
improving model performance. Any combination of water quality constituents can be included in the simulations, with over 21 state variables computed by the model. The hydraulic governing equations of the model consist of six laterally averaged equations of the fluid motions to simulate as many unknown variables, that is, free water, pressure, lateral direction velocity, longitudinal velocity, concentration, and density (Cole and Wells, 2006). Water quality parameters are calculated from diffusion, advection, and reactions through constituents as a function of water depth, temperature, and velocity obtained in the hydraulic model.

**Model Setup**

**Reservoir Bathymetry**

The capability to simulate multiple branches of a system, as well as the consideration of multiple inlets, made CE-QUAL-W2 appropriate for modeling the Castelo de Bode reservoir. With two narrow branches converging into the main body, the reservoir was dominated by longitudinal gradients throughout the waterbody. The conceptual framework of the study included the base characteristics of the reservoir as the bathymetry, input data as flow and water quality properties, outlet structures, and the weather conditions. The reservoir was represented by 77 longitudinal sections (Figure 1D), all with different widths, lengths, and segment orientations (Figure 1C). Dimensions of the segments were defined by studying the maps of the area before the dam construction (1942), which were obtained from the University of Texas Libraries (US service, 1942). The maps were used to obtain the topography of the valley to find the water depths along the length of the reservoir to build the bathymetry. The segments were established considering the vertical and longitudinal changes of the topography. Therefore, shorter segments were implemented with a rapid change of topography, while longer and wider segments feature a constant terrain. The length of the segments ranged from 100 to 3,000 m, with a width between 50 and 5,000 m. The thickness of the layers was considered variable through depth. Thus, a 1 m thickness layer was chosen for the first 30 m depth, a 2 m thickness layer for the next 34 m depth, and a 3 m thickness for the deepest layers. The Castelo de Bode reservoir was then divided into three branches, one corresponding to the main body and the other two to the tributaries. The bathymetry was validated using the elevation-volume curve provided by the Sistema Nacional de Informação de Recursos Hídricos (SNIRH, 2011), calculating the volumes corresponding to each quota and delineating a cumulative volume curve (Figure 2). An output structure was considered at 70 m below the average water surface level, and an emergency spillway was designed to work when the water level reached the height of full reservoir, equal to 122 m.

**Boundary Conditions and Water Quality Inputs**

The average daily surface air temperature, dew point temperature, and wind speed were extracted from the meteorological model provided by the National Centers for Environmental Protection (NCEP) (NOAA, 2019) for a 20 years period (1980–2000). These weather data were provided for grid points, equidistant from each other with a global horizontal resolution of 38 km (Fuka et al., 2014). In this study, two points were used. Wind direction (rad) was extracted from Vila de Rei meteorological station (39°67’38” N, 8°14’99” W) and was considered homogeneous in the reservoir area. Cloud coverage was provided by the Global Forecast System (GFS 27 km) archive (NOAA, 2019). Solar radiation was computed directly by the model using cloud cover ratios. Outlet flows were obtained from Albufeira de Castelo de Bode hydrological station (39°54’30” N, 8°31’80” W), included in the SNIRH network. CE-QUAL-W2 does not consider precipitation as a meteorological variable, but as an inflow value to the reservoir, together with its temperature and constituent concentrations. The hydrological input variables supplied to the system were an underestimation of the total inflow into the reservoir, since potential inputs from runoff, groundwater, and precipitation were not considered due to lack of measurement data. These limitations were adjusted throughout the calibration process by modifying the outlet flow, also to account for potential errors in the outlet discharge.

Input data for the three branches were produced from the output data from three of the fourteen sub-basins characterizing the catchment. Ammonia, nitrate, nitrite, dissolved oxygen, and total suspended solids were directly obtained from the watershed model. The output value of mineral phosphorus was considered as phosphate since it usually occurs in nature as part of the latter (Bhattacharya, 2019). SWAT simulates algae biomass as chlorophyll-a, which is a specific form of chlorophyll that absorbs violet-blue and orange-red light and reflects green-yellow lights. Chlorophyll-a can be used to characterize different algae groups. Johnson et al. (1985) reported percentage of chlorophyll-a compared to dry weight algae biomass ranging from 0.25 to 3, corresponding to a range in algae to chlorophyll-a ratio (mg dry weight organic matter/ug chlorophyll-a) between 0.01 and 0.4. Not subsisting global ratios to differentiate the groups, researchers opted to consider one predominant algae group of the area under study (Debele et al., 2008; Ernst and Owens, 2009). Following this choice, albeit representing a gross approximation, only one group was considered in this study. Following the data collected by Caramujo et al. (2007) in the Zêzere River watershed, diatoms were considered as the main algae group characterizing the Castelo de Bode reservoir.
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Organic matter transport in streams was obtained using the stoichiometric ratio between organic-N and organic matter (OM) or organic-P and OM. Assuming a constant ratio of 0.08 between organic-N and OM (Cole and Wells, 2006; Debele et al., 2008), the fraction of organic-P in OM was estimated using the following equation:

\[
\frac{\text{ORGN}}{\text{ORGP}} = \frac{\sum \text{organic} - N}{\sum \text{organic} - P}
\]  

where ORGN and ORGP are the stoichiometric fractions between OM and the organic-N and -P, respectively. The second member of the equation represents the cumulative organic-N and organic-P loads estimated by the SWAT model over the simulation period (1986-2000), equal to 5.86 × 10^7 and 1.19 × 10^7 kg, respectively. Solving Eq. 1, the stoichiometric ratio for organic-P was equal to 0.0162. OM was then calculated using the following equation:

\[
\text{OM} = \frac{\text{organic} - P}{0.0162}
\]  

Organic matter transport in CE-QUAL-W2 was modeled by considering four different pools such as labile dissolved organic matter (LDOM), refractory dissolved organic matter (RDOM), labile particulate organic matter (LPOM), and refractory particulate organic matter (RPOM). When sediment concentration was smaller than 100 mg L⁻¹, under low and base flow conditions, 40% of the OM was considered as in particulate form. Whereas, under storm flow conditions, with sediment concentration greater or equal to 100 mg L⁻¹, 75% of the OM was assumed.

### Table 1: Control file parameters literature ranges and final calibrated value.

| Name   | Description                                      | Reference values                  | Literature                              | Calibrated |
|--------|--------------------------------------------------|-----------------------------------|-----------------------------------------|------------|
| WINDH | Wind speed measurement height (m)                 | –                                 | Cole and Wells (2006)                   | 6.8        |
| BETA  | Fraction of incident solar radiation absorbed at the water surface | 0.24–0.69                         | Cole and Wells (2006)                   | 0.65       |
| EXA   | Algal light extinction (m⁻² (gm⁻³))              | 0.15–0.25                         | Debele et al. (2008)                    | 0.14       |
| SSS   | Suspended solids settling rate (m day⁻¹)          | 0.01–1.1                          | Sadeghian et al. (2018)                 | 1.6        |
| AG    | Maximum algal growth rate (day⁻¹)                | 0.34–3.4                          | Hoogenhout and Aimesz (1965) Sadeghian et al. (2018) | 1.45       |
| AR    | Maximum algal respiration rate (day⁻¹)           | 0.02–0.11                         | Sadeghian et al. (2018)                 | 0.025      |
| AE    | Maximum algal excretion rate (day⁻¹)             | 0.02–0.1                          | Sadeghian et al. (2018)                 | 0.03       |
| AM    | Maximum algal mortality rate (day⁻¹)             | 0.04–10% ALGA                      | Sadeghian et al. (2018)                 | 0.05       |
| AHSP  | Algal half-saturation for P limited growth (g m⁻³) | 0.001–0.105                       | Finenko and Krupatkinska-Akinina (1974), Smith et al. (2014) | 0.02       |
| AHSN  | Algal half-saturation for N limited growth (g m⁻³) | 0.009–0.923                       | Eppeley et al. (1999)                   | 0.015      |
| AT1   | Lower temperature for algal growth (°C)          | 5–6.9                             | Sadeghian et al. (2018)                 | 7          |
| AT2   | Lower temperature for max algal growth (°C)      | 10–22.3                           | Sadeghian et al. (2018)                 | 15         |
| AT3   | Upper temperature for max algal growth (°C)      | 13–35                             | Sadeghian et al. (2018)                 | 24         |
| AT4   | Upper temperature for algal growth (°C)          | 25–40                             | Sadeghian et al. (2018)                 | 27         |
| ALGP  | Stoichiometric equivalent between algal biomass and P | 0.0015–0.005³                      | Sadeghian et al. (2018)                 | 0.015      |
| ALGN  | Stoichiometric equivalent between algal biomass and N | 0.07–0.083                      | Sadeghian et al. (2018)                 | 0.35       |
| ALGC  | Stoichiometric equivalent between algal biomass and C | 0.45³                             | Sadeghian et al. (2018)                 | 0.03       |
| PARTP | Phosphorus partitioning coefficient for suspended solids | 0³                                 | Smith et al. (2014)                    | 0.05       |
| NH4R  | Sediment release rate of ammonium, fraction of SOD | 0.001–0.05                        | Debele et al. (2006)                    | 0.05       |
| NH4DK | Ammonium decay rate (day⁻¹)                      | 0.001–0.95                        | Sadeghian et al. (2018)                 | 0.1        |
| NO3S  | Denitrification rate from sediments (m day⁻¹)     | 0.011–0.5                         | Sadeghian et al. (2018)                 | 0.045      |
| SEDK  | Sediment decay rate (day⁻¹)                      | 0.1³                             | Sadeghian et al. (2018)                 | 0.01       |
| SODT1 | Lower temperature for zero-order SOD (°C)        | 4³                               | Sadeghian et al. (2018)                 | 20         |
| SODT2 | Upper temperature for zero-order SOD (°C)        | 25³                              | Sadeghian et al. (2018)                 | 30         |
| SOD   | Zero-order sediment oxygen demand for each segment (g O₂ m⁻² day⁻¹) | 0.1–3                      | Sadeghian et al. (2018)                 | 0.08       |

*Default value of CE-QUAL-W2 (Cole and Wells, 2006).*

*Brito et al. (2018), Sadeghian et al. (2018), Smith et al. (2014).*
to be in particulate form. The correct assignment between labile and refractory form is not unique, based almost always on an educated guess (Debele et al., 2008). To divide the OM into the two categories, it was assumed that the majority reaching the reservoir (75%) was in the refractory form (Debele et al., 2008).

**Calibration and Validation**

Flow and water quality data at the reservoir inlet were provided by the SWAT model. Input data were previously calibrated for a 12-year period (1984–1996) and then validated for a 4-year period (1996–2000) (Basso et al., 2020). Inlet data from the upstream basins flowing to each branch were inserted into the model. CE-QUAL-W2 was then calibrated (1988–1996) and validated (1996–2000) using water level data measured at the Albufeira de Castelo de Bode hydrological station (39°45′50″ N, 8°32′30″ W), and the superficial water temperature data measured at Albufeira de Castelo de Bode surface water quality station (39°54′46″ N, 8°31′71″ W). Calibration followed an “iterative trial and error” procedure, which consisted of adjusting model parameters one at a time until deviations between measured and simulated properties were minimized. Model calibration was performed by changing different parameters related to both physical and ecological processes in the reservoir (Table 1). Several parameters controlling the algal life cycle, like growth or nutrients and temperature preference, were user-defined. Control file parameters related to algae were chosen from the range of values for freshwater diatoms given in the literature. Other coefficients were shaped around existing values from studies in analog systems. A warm-up period of four years was considered to ensure model stability. Data on water surface level were available daily for the first 4 years (1988–1991) and monthly for the following 8 years. Besides a graphical analysis, model performance for water level was evaluated using statistical parameters as the coefficient of determination (R²), the Nash-Sutcliffe model efficiency coefficient (NSE), and the percentage bias (PBIAS).

Water quality parameters were calibrated using measured data at the Albufeira de Castelo de Bode surface water quality station (39°54′46″ N, 8°31′71″ W). The study was calibrated for nutrient, nitrate and phosphate, total suspended sediment, chlorophyll-a, and dissolved oxygen. Due to the insufficient data for meaningful statistical analyses, model performance relied mostly on the comparison between simulated and measured average, standard deviation, median, the root-mean-square error (RMSE), and PBIAS for the period 1989–2000. PBIAS limits for water quality parameters differed from the streamflow ones. For flow data, values from 0 to 5% were considered excellent and until 15% were considered satisfactory (Moriasi et al., 2015). For water quality, values smaller than 20% for sediment and 30% for nutrients were considered satisfactory. The minimum value detected for phosphate concentration was 0.0087 mgPO₄-P L⁻¹, imposed by the sensor measurement limits. This threshold was thus also considered for model calibration while in the fire scenario all simulated values were taken into consideration.

The effects of fires were studied in the surface layer closer to the dam wall, where the water supply tower was located. The year 1998 was assumed to be representative of precipitation long term average in the region (1980–2000) (PORDATA, 2019) and was thus considered for the comparison between the two scenarios. Scenario analysis was performed for the first year after wildfires by simulating only the parameters that best fitted the measurements during model calibration and validation. Thus, water level, TSS concentration, nitrate, and phosphate were considered.

**RESULTS**

**Model Calibration and Validation**

A good agreement was achieved between simulated water level and field data (Figure 3) suggesting that the model was able to
reproduce observed water level variation. The model statistics parameters supported these findings, with statistical performance measures scoring good for both calibration and validation periods (Table 2).

Simulated surface temperature presented the same seasonal pattern as observed field measurements (Figure 4) but was generally underestimated during the spring periods. When considering the RMSE and PBIAS indicators, the model showed the capacity to correctly simulate temperature (Table 3). The water temperatures simulated the typical summer thermal stratification, with higher temperatures in the epilimnion and a gradual decrease with depth (metalimnion), leading to the lowest temperatures at the bottom layers (hypolimnion). The year-round pattern of reservoir temperature stratification cycle was adequately simulated, as seen by the comparison with the observed data at four depths (surface, 5, 15, and 30 m) in winter (Figure 5A), spring (Figure 5B), and summer (Figure 5C).

Average estimations of TSS concentration showed a correspondence between modeled and observed data, the RMSE-value revealed an acceptable reproduction of measured data. Standard deviation indicated that simulated concentrations deviated more from the average compared to measurements, as seen by the maximum in Figure 6A. Chlorophyll-a simulated values presented an average, standard deviation of the same order of magnitude of the observed data (Figure 6B) while high RMSE-value showed a weak correlation between the data. The model presented an agreement with dissolved oxygen values (Figure 6C), low values of RMSE showed a good correlation between data (Table 3).

Model performance improved for nutrient concentrations, attaining small RMSE values for the nitrate/nitrite and phosphate, respectively. Simulated concentrations of nutrients (Figures 6D,E) showed consistency when considering the average and the median values the same median as field observations (Table 3). Considering the PBIAS value, all water quality parameters presented a “very good” or “good” model performance (Table 3).

**Wildfire Scenario**

The wildfire scenario showed a small decrease in the water level from 118 m in the reference scenario (without wildfire) to 117 m after the impacts of fire. The changes induced by the wildfire also led to the decrease of the minimum water level from 114 to 113.2 m, and the maximum water level from 121 m in the reference conditions to 120 (Figure 7).

---

**TABLE 3 | Statistical analysis for water quality parameters.**

| Parameter          | N  | Average | Standard deviation | Median | RMSE   | PBIAS (%) |
|--------------------|----|---------|--------------------|--------|--------|-----------|
|                    |    | Observed| Modeled            | Observed| Modeled|          |
| TSS (mg L⁻¹)       | 74 | 1.86    | 2.31               | 1.39   | 6.75   | 0.23      | 8.9       |
| Chlorophyll-a (μg L⁻¹) | 34 | 2.14    | 2.17               | 2.22   | 3.00   | 0.50      | 1.5       |
| Oxygen (mg L⁻¹)    | 17 | 7.52    | 7.95               | 1.32   | 1.19   | 0.09      | 5         |
| Phosphate (mg P L⁻¹) | 77 | 0.011   | 0.010              | 0.097  | 0.045  | 0.009     | 2         |
| Nitrate/Nitrite (mg N L⁻¹) | 81 | 0.56    | 0.45               | 0.35   | 0.19   | 0.46      | 20        |
| Temperature (degree) | 87 | 18.30   | 17.23              | 4.35   | 4.02   | 18.00     | 0.08      | 5.8       |

*aAbsolute values.*

**FIGURE 5 | Water temperature comparison through depth for different seasons (A) autumn, (B) spring, and (C) summer. Y axis represent the elevation from the bottom of the dam.**
The wildfire scenario presented a considerable increase in the TSS median, 4.7 times the reference value, and minimum value which increase from 0.011 to 0.16 mg L\(^{-1}\). The maximum value also endured an increase, but of lesser significance. The total annual yield per liter was 1.5 times the reference scenario, moving from 1,192 to 1791 mg L\(^{-1}\). The increase in the TSS along the simulated period followed the peaks in inlet flow rates.

Nitrate concentration also presented a considerable increase when compared with the reference scenario. A total yield of 390 mg N-NO\(_3\) L\(^{-1}\) was simulated in the fire scenario and the maximum concentration increased 4 times from 0.30 mg N- NO\(_3\) L\(^{-1}\) to 1.49 N- NO\(_3\) L\(^{-1}\). Unlike what was observed for the TSS, a continuous increase during the simulated period interested the nitrate.

The changes in the maximum phosphate concentration matched those in nitrate, increasing four times (from 0.014 to 0.06 mg P-PO\(_4\) L\(^{-1}\) in the fire scenario). The total yield in the fire scenario resulted almost 4-fold greater in comparison to the reference scenario (Figure 8). The increase in phosphate concentration followed the TSS trend being soil erosion a major source of phosphorus in the waters.

**DISCUSSION**

**Model Performance**

Model simulations produced a satisfactory estimation of the two most relevant physical properties controlling the dynamic of the reservoir, namely, the water level and temperature. Only slight deviations were observed for water level (Figure 4), most probably generated by the model domain geometry having small differences from the real bathymetry. Simulated water levels correctly followed the observed data trend as seen in the performed statistical analysis (Table 2). A more detailed determination of the error between observed and modeled data was possible when daily observed data were available. A difference of 15 cm between the observed and the simulated data was considered acceptable and all statistical parameters confirmed a “very good” model efficiency (Moriasi et al., 2015).

It is important to stress that a complete statistical analysis in water quality calibration was not possible, due to data limitation and non-homogeneity. Differences between observed and measured data were expected since instantaneous measures (observed data) were compared to daily simulated values. Model results denoted a correct depiction of the seasonal temperature fluctuations and thermal amplitude, suggesting that the forcing prescribed for air temperature, solar radiations, and wind action was adequate (Figure 4). Figure 5 showed that the model was able to simulate the vertical thermal structure of the reservoir, characterized by the summer stratification and the winter homogeneous profile. Still, a better agreement with the observed data corresponded to the availability of daily water level data. CE-QUAL-W2 includes the water temperature in the hydrodynamic subroutine of the model. The transport of heat in the river is described by an advection-diffusion equation, function of the heat flux penetrating through the depth, the density, and the volume of the fluid. The minor detail caused by the lower resolution of the flow data may have caused a greater fluctuation of the hydrograph with a lower resolution of the vertical discretization of the model (Cole and...
This may have had repercussions in the simulation of the surface temperature, causing the peaks to be underestimated in the validation period, where only monthly water level data were available.

Total suspended sediment concentration simulated by the model presented two peaks coincident with greater rainfall events, which transported deposited material that had accumulated in the watershed (Figure 6A). These two peaks were also present for the dissolved oxygen (Figure 6E) and the phosphate trends (Figure 6F). Phosphorus is inherently bound to sediment particles, thus the increase of suspended sediment concentration led to an increase of phosphorus related compounds. The loss of oxygen leads to the release to the water column of phosphorus previously trapped in the sediments, enhancing its availability in the dissolved form. These peaks were not detected by observed data, and the absence of such observations contributed to reduce the predictability of the model. The phosphate measurement sensor did not detect values lower than 0.0087 mgPO4-P L−1 raising difficulties during the calibration process. Average concentrations lower than 0.017 mgPO4-P L−1 were detected in Castelo de Bode reservoir (INAG, 2011) and lower than 0.02 mgPO4-P L−1 for Enxó reservoir in Portugal (Brito et al., 2018), confirming that the CE-QUAL-W2 model correctly simulates surface phosphate concentration. In what concerned nitrate/nitrite concentrations, the model seemed to underestimate this parameter. Debele et al. (2008) attributed the underestimation of nitrate/nitrite concentration in the reservoir to the low loads from the watershed estimated by SWAT. CE-QUAL-W2 underestimation of nitrate/nitrite was already discussed for another Portuguese reservoir (Brito et al., 2018). From Figure 6D it can be observed that measured data presented three outlier values, which could have a significant weight in the final validation.

The simulated surface dissolved oxygen was well represented, including the sudden decrease during algae blooms measured in the field and modeled (Figure 6B). The average values correctly depicted the usual trend of dissolved oxygen throughout the year (INAG, 2011). However, the scarcity of observed data prevented the use of this parameter to evaluate the effects of the fires. Even if the statistical analysis showed good results for chlorophyll-a (Table 3), poor graphical replication of the parameter is depicted in Figure 6B. The temporal series of observed data had a considerable year-round variation, unlike model results that showed significant seasonal variation. Water residence time in the dam might be influenced by the discharges to produce electric energy, conditioning the normal growth of algae. Moreover, representing the algae community as one group may also have contributed to the poor performance of CE-QUAL-W2 (Debele et al., 2008). Nevertheless, the model was able to simulate the oligotrophic behavior of Castelo de Bode (INAG, 2011). Finally, given the complexity of both models used in this study, particularly regarding their number of parameters, there is a high degree of uncertainty in the results. For instance, the use of limited observed data for the model calibration could lead to uncertainty in parameters estimates (McIntyre et al., 2002). Besides the models themselves, additional sources of uncertainty are found on the measuring methodologies and the input data (Pechlivanidis et al., 2011). Consequently, the uncertainty in model inputs can have a very large impact on the modeling results, and although most of the water quality variables have been satisfactorily simulated by the models, the equifinality is inevitable.

**Wildfire Scenario**

The increase of peak flows due to the post-fire enhanced runoff has already been acknowledged (Shakesby and Doerr, 2006). When an event with relatively large precipitation occurs, the mass of surface water displaced to water bodies substantially increases (Campbell et al., 1977; Stoof et al., 2011; Lourenço et al., 2012; Bladon et al., 2014). However, the post-fire water yield is also dependent on the size of the burned area and the meteorological conditions following the wildfire (DeBano et al., 1998; Lane et al., 2006; Bart, 2016; Wine and Cadol, 2016). The decrease of soil infiltration capacity increases the overland flow rates as well as decreases the subsurface flow (Taufik et al., 2017; Rodrigues et al., 2019). Reduced subsurface flows could then cause water shortage during dry periods. Basso et al. (2020) observed a considerable increase in the runoff and peak flows in the post-fire scenario. This increase, however, was not noticeable on the total water yield in the inlet of Castelo de Bode reservoir, where only a slight increase was observed when compared to the reference scenario. As observed in Rodrigues et al. (2019), the reduction of flow during the dry period
led to a minimal change in the total water yield. The decrease of the average water level of one meter, albeit small, could be explained by the sensitivity that the model seemed to have to small variations in input flow.

The scarce number of studies addressing water quality deterioration in reservoirs after wildfires limited the comparison of the results in the present study. There were, however, some major outcomes that agree with published data on the topic so far. The elevated concentration of nutrients at Castelo de Bode inlet suggested a possible threat to aquatic life and human health (Basso et al., 2020). A considerable dilution of 50 and 90% for nitrate and phosphate, respectively, was observed at the dam wall when compared to the reservoir inlet. These figures were in agreement with Emmerton et al. (2019) measures, which detected strong and constant retention of nutrients in a lake after a wildfire, suggesting little potential for downstream transport. A study conducted in the large reservoir of Dartmouth, Australia, did not notice evident changes in nutrients concentrations although high nutrient waters were delivered after a wildfire (Alexander et al., 2004). An increase from 2 to 7 fold was instead detected in shallow lakes after a wildfire disturbance (Carignan et al., 2006; Pinel-Alloul et al., 2002). The results of the simulation of CE-QUAL-W2 indicated an increase in nitrate until a maximum value of 1.49 mg N-NO3 L−1, below the 11.3 mg N-NO3 L−1 threshold for surface water intended for human consumption in Portugal (Ambiente, 1998). With an increase of concentration in the post-fire scenario, phosphate also did not overstep either the limit for drinking water, being 0.17 mg P-PO4 L−1 (Ambiente, 1998) or the environmental quality limit of 0.1 mg P-PO4 L−1 (USEPA, 1986). The additional input of nutrients into lakes and reservoirs could have important implications for increased occurrence of harmful algal blooms, being a serious issue in both the aquatic ecosystem and drinking water treatment. Total suspended solids overcame the maximum recommended value (VMR) of 25 mg L−1, considered as the quality standard to be respected or not exceeded (Ambiente, 1998).

A high concentration of TSS might reduce the efficiency of water treatment processes as well as making drinking water unpalatable (Emelko et al., 2011). The findings of White et al. (2006); Bladon et al. (2014) revealed an elevated concentration of sediments, which made the water unfit for reticulation. Nevertheless, in this model exercise, the average concentration of TSS slightly increased in the fire scenario, abiding within the range of the reference scenario. The same behavior was observed during a measurement campaign in Yellowstone Lake, where turbidity levels did not change after a wildfire (Lathrop, 1994). Studies conducted in lakes with smaller capacities, however, measured high levels of sediments/turbidity following an event (Pinel-Alloul et al., 2002; Tecle and Neary, 2014). The ability of large water bodies to dilute high concentrations of contaminants might explain the contradictory results found in the literature (Smith et al., 2011). The contrast with the high concentration recorded at the reservoir inlet (Basso et al., 2020) could reflect the capacity of the reservoir to dilute contaminated inflows.

Notwithstanding, several interruptions of the treatment plant located in the Ribeira de Alge, a tributary of Castelo de Bode, were recorded in the period after the forest fires. According to local and national news media, the impact of a flood in recently burned areas on water quality led to an interruption of water supply systems (Leiria, 2017; Dnoticias, 2017; RTPnoticias, 2017). However, and contrary to what was recorded upstream, there were no interruptions of the water supply in Castelo de Bode, confirming the system capacity to reduce the high concentrations recorded at its inlets. In this particular study, it was predicted an increase of phosphate and sediment concentrations during wet periods in the region. These increases presented a slow but continuous trend and then returned to pre-fire values over a 20-days interval. Conversely, the increase in nitrate concentration in the post-fire scenario never reverted to pre-fire values. Future studies could assess the time and the distance from the inlet after which the reservoir is able to dilute the polluted inflow, thus making a comprehensive assessment of the waterbody’s ability to mitigate the impacts of wildfires. The capability of a reservoir to attenuate water quality contaminations from streams is of great relevance in post-fire scenario management (Lathrop, 1994; Alexander et al., 2004). The findings of this work support the conclusion of Smith et al. (2011) and Evans et al. (2017) that post-fire contaminations increase of most constituents is improbable to violate drinking water guidelines.

To strengthen the use of reservoir models to simulate post-fire scenarios, the study would benefit from observed data for model performance validation. A calibration of those conditions could help the stakeholders in the decision-making adapting to climate change scenarios, and to prioritize fuel reduction for water supply protection. The simple analysis of the extension of the burned area contributing area, or to test if such wildfire scenario under more demanding climate conditions could compromise water quality at the reservoir, would by itself provide valuable information to land and water managers. Output for simulations in extreme climate conditions could differ greatly from one conducted in an average rainfall year. Such conditions can be droughts (Hoegh-Guldberg et al., 2019) that could attenuate the dilution effect from the reservoir or extreme rainfall events (Hoegh-Guldberg et al., 2019) in which greater hydrological and erosive response should be expected. This is particularly relevant when considering the expected increase in burn area worldwide (Seidl et al., 2017), and changes in rainfall regimes (Hoegh-Guldberg et al., 2019). This combination of factors has already revealed a significant increase in sedimentation in 388 of the 471 analyzed watersheds in the western United States, compromising water quality and quantity until 2050 (Sankey et al., 2017).

The literature on the impacts of wildfires on water quality focuses heavily on watercourses and only limited studies have been conducted at the reservoir level, mostly focused on the inlet of the latter. As such, more precise monitoring of in-lake and reservoir outlet post-fire impacts for several years after the event would improve the knowledge of water quality variation in a large waterbody.

**CONCLUSION**

The results of this modeling study highlight the relevance of combining watershed models with reservoir models to assess the impact of wildfires on water quality. Despite the limited amount of field data available for the modeling exercise, most
of the water quality variables have been satisfactorily simulated by the combined use of the two models. The use of only one group of algae may have reduced the ability of the model to correctly reproduced the water quality variables that have a relation with chlorophyll-a concentrations.

An overall degradation of the water quality at the dam wall was observed in the fire scenario simulation. Nevertheless, the modeling exercise concluded that 2017 forest fires did not pose any danger to human health or aquatic life. This outcome can be attributed to the size of Castelo de Bode reservoir, storing a volume of water capable of diluting the high concentration of nutrients detected at the inlet of the reservoir. However, the high concentration of TSS detected on the water surface may require an adjustment in the water treatment processes.

Future works could take benefits from observed pre- and post-fire data to endorse the reliability of the model for both scenarios. Moreover, climate change scenarios should be considered to examine the dependence of water contaminant concentrations to extreme meteorological conditions after a wildfire. Increases in extreme precipitation events or dry periods are just some of the effects of climate changes that may enhance water quality deterioration.
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