Abstract. In this work we find the first examples of (0,2) mirror symmetry on compact non-Kähler complex manifolds. For this we follow Borisov’s approach to mirror symmetry using vertex algebras and the chiral de Rham complex. Our examples of (0,2) mirrors are given by pairs of Hopf surfaces endowed with a Bismut-flat pluriclosed metric. Requiring that the geometry is homogeneous, we reduce the problem to the study of Killing spinors on a quadratic Lie algebra and the construction of embeddings of the $N = 2$ superconformal vertex algebra in the superaffine vertex algebra, combined with topological T-duality.

1. Introduction

Shortly after the discovery of mirror symmetry in string theory, physicists realized that this duality extends to a class of superconformal field theories dubbed $\mathbf{(0,2)}$-models \cite{60}. Unlike the more familiar story for algebraic Calabi–Yau manifolds, the geometric content of these models is given by a pair $(X, E)$, where $X$ is a Calabi–Yau threefold and $E$ is a stable holomorphic vector bundle over $X$ satisfying

$$c_1(E) = 0, \quad ch_2(E) = ch_2(X).$$

Such pairs are supposed to be exchanged under $\mathbf{(0,2)}$-mirror symmetry, in a way that some of the features of the standard picture are recovered when $E = TX$ \cite{46, 49}. For a general $E$, however, $(0,2)$ mirror symmetry should be very different \cite{18, 47} to the exchange of the A-model with the B-model in the homological or SYZ versions of mirror symmetry \cite{41, 56}.

At this point a natural question is forced upon us: what is $(0,2)$ mirror symmetry? An important motivation for this question came with the observation that $(0,2)$ models have associated chiral rings \cite{1} which generalize the quantum cohomology ring of a symplectic manifold. There has been some direct attempts to understand this picture in the mathematics literature with the aid of toric geometry \cite{8, 16}, but the story is far from over. These mathematical advances provide underpinnings for the half-twisted model associated to a $(0,2)$-theory \cite{59} – a closely-related but simpler theory which plays a similar role to that of the A and B models in mirror symmetry. According to Witten \cite{59}, $(0,2)$ mirror symmetry exchanges the half-twisted model of $(X, E)$ with the half-twisted model of its mirror and therefore it has the potential to provide an indirect method to understand the chiral rings \cite{48}. This alternative should run parallel to the classical prediction on the
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number of fixed-degree rational curves on the quintic Calabi–Yau threefold, by Candelas, De la Ossa, Green and Parkes [12].

The construction of the chiral ring in [8] is based on a general approach to mirror symmetry using vertex algebras by Borisov [7], which is well-suited for understanding certain aspects of \((0, 2)\) mirror symmetry. The idea is that, even though the notion of superconformal field theory which underlies mirror symmetry is not yet properly axiomatized, part of the structure of such a theory is a vertex algebra with an \(N = 2\) superconformal structure, which does have a rigorous mathematical meaning [39] (see Section 3.1). The most basic features of this algebraic object are a vector superspace \(V\) and four quantum fields

\[
L, J, G^+, G^- \in \text{End} \, V[[z^{\pm 1}]],
\]

whose Fourier modes satisfy suitable commutation relations (see Example 3.2). In this algebraic set-up, \((0, 2)\) mirror symmetry is expected to be an isomorphism of the vertex algebras corresponding to the \((0, 2)\) models of \((X, E)\) and its mirror \((\hat{X}, \hat{E})\), which flips the \(N = 2\) superconformal structures via the mirror involution

\[
L \leftrightarrow \hat{L}, \quad J \leftrightarrow -\hat{J}, \quad G_{\pm} \leftrightarrow \hat{G}_{\mp}.
\] (1.1)

The mathematical definition of the \(N = 2\) superconformal structure associated to a pair \((X, E)\) is expected to involve certain global sections of the (twisted) chiral de Rham complex [45, 28], a sheaf of vertex algebras on a smooth manifold introduced by Malikov, Schechtman and Vaintrob. Despite the accumulated physical knowledge on \((0, 2)\) models, a construction of these global sections is not known at present. In relation to the half-twisted model, it was proved by Witten that the cohomology of the holomorphic chiral de Rham complex is related in perturbation theory to the chiral algebra of the half-twisted theory [61] (see also [40]).

There has been some progress in Borisov’s Programme in recent years, mainly due to the work of Heluani, Kac, and their collaborators [33], but this proposal is far from being complete: even for the case of algebraic Calabi–Yau manifolds, the construction of \(N = 2\) structures on the chiral de Rham complex often involves the \(\text{SU}(n)\)-holonomy metric provided by Yau’s theorem, which we do not know explicitly. For the case of pairs \((X, E)\) the replacement of the metric is expected to be a solution of the Hull–Strominger system [38, 55], a fully non-linear system of partial differential equations about which we know very little at present. A novel feature of the solutions of the Hull–Strominger system is that they involve non-Kähler metrics which often admit continuous isometry groups, due to the presence of torsion. Over the years, this has led to the construction of large classes of examples on non-Kähler Calabi–Yau manifolds with an explicit description of the metric (see, e.g., [17, 50]). Thus non-Kähler geometry provides a promising scenario for understanding the vertex algebra approach to \((0, 2)\) mirror symmetry. Using the methods from [19], first candidates of \((0, 2)\) mirrors on compact non-Kähler manifolds have been recently constructed by the third author in [20] via T-duality.

Even though the bundle \(E\) allows for symmetries, it also carries all sorts of additional difficulties compared to the standard Calabi–Yau case [24, 51]. According to physicists, one way to have non-vanishing torsion in the absence of \(E\) is to add singularities to the solutions caused by the back-reaction of the geometry when a brane is in place. A famous example is the heterotic string soliton constructed by Callan, Harvey, and Strominger [11] on the non-compact manifold

\[
\tilde{X} = \mathbb{C}^2 \setminus \{0\},
\]
corresponding to a NS5-brane located at the origin. Near an asymptotic $S^3$ with flux $\ell \in \mathbb{N}$ surrounding the fivebrane (the throat of a semi-wormhole) we find a familiar non-Kähler metric: a Bismut-flat pluriclosed hermitian metric. Taking the quotient by a radial $\mathbb{Z}$-action we obtain a compact Hopf surface $X$ with a preferred geometry (see Remark 4.9).

Inspired by this, in the present work we find the first examples of $(0,2)$ mirror symmetry on compact non-Kähler complex manifolds using vertex algebras. Our examples of $(0,2)$ mirrors in Theorem 4.18 are given by pairs of Hopf surfaces endowed with a Bismut-flat pluriclosed metric, with fixed topology $S^3 \times S^1$. The quantity $\ell$ is realized as the cohomology class of the torsion of the hermitian metric on the underlying smooth manifold, which remains fixed:

$$[H_\ell] = \ell \in H^3(S^3 \times S^1, \mathbb{R}) \cong \mathbb{R}. \quad (1.2)$$

We will show that, in our examples, $(0,2)$-mirror symmetry exchanges the complex structure on $X$ with the Aeppli class of the pluriclosed metric of the mirror $\hat{X}$, and vice versa (see Proposition 4.14). This phenomenon is strongly reminiscent of the rotation of the Hodge diamond on mirror symmetry for algebraic Calabi–Yau manifolds. More importantly, in Theorem 4.21 we consider an $S^1$-equivariant version of the half-twisted model $\Omega^\text{ch}_{\hat{X}}(\hat{\mathcal{Q}}_\ell)^{T_1}$ following [36, 44], and prove that $(0,2)$ mirror symmetry yields an isomorphism

$$\Omega^\text{ch}_{\hat{X}}(\hat{\mathcal{Q}}_\ell)^{T_1} \cong \Omega^\text{ch}_X(\mathcal{Q}_\ell)^{T_1} \quad (1.3)$$

in our examples. The identity is remarkable, as it gives an isomorphism of holomorphic sheaves of SUSY vertex algebras over different complex manifolds. It shall be compared with a fundamental result of Borisov and Libgober [9], which matches the elliptic genera of a Calabi–Yau hypersurface on a Fano toric manifold with the one of its mirror.

The study of $(0,2)$ models on Hopf surfaces goes back to Witten [61]. Our result confirms physical expectations about mirror symmetry for these models [57]. For the latest developments on $(0,2)$ mirror symmetry in relation to Landau-Ginzburg models, we refer to [29] and references therein. Alternative proposals to extend mirror symmetry to non-Kähler complex manifolds are due to Lau, Tseng, and Yau [42], Aldi and Heluani [2], Popovici [52] and Ward [58].

**Outline of the paper.** Our construction is a round trip, from geometry to algebra and back, and has independent interest in the field of vertex algebras. We start by regarding a Bismut-flat pluriclosed hermitian metric as a solution of the Killing spinor equations

$$D^S \eta = 0, \quad D^\mathcal{Q} \eta = 0, \quad (1.4)$$

on an exact Courant algebroid over $S^3 \times S^1$ with Ševera class $\overline{\omega}$ (see Proposition 4.6). These are universal equations for a generalized metric, a divergence operator, and a spinor on a Courant algebroid, introduced in [19, 22]. Their solutions encompass special holonomy metrics with solutions of the Hull–Strominger system, and are motivated by similar equations in supergravity [11, 14]. Identifying $S^3 \times S^1$ with the compact Lie group

$$K = SU(2) \times U(1), \quad (1.5)$$

and requiring that the solutions are left-invariant, we identify the Killing spinor equations with analogue equations on a Courant algebroid over a point, that is, a quadratic Lie algebra $\mathfrak{g}$ (see Proposition 4.5).

Basic features of the Killing spinor equations (1.3) on a quadratic Lie algebra $\mathfrak{g}$ are studied in Section 2. In Section 3 we prove two main results concerning the construction of $N = 2$
superconformal structures from Killing spinors in the universal superaffine vertex algebra associated to a quadratic Lie algebra (see Example 3.5). For this, we assume that the rank of the generalized metric on \( \mathfrak{g} \) is even (\( \dim V_+ = 2n \)), and characterize the Killing spinor equations in terms of natural conditions for a decomposition

\[
\mathfrak{g} = V_+ \oplus V_- = l \oplus \overline{l} \oplus V_-
\]

and a divergence \( \varepsilon \in l \oplus \overline{l} \) (see Proposition 2.19). Here, \( l, \overline{l} \) are isotropic and \( (l \oplus \overline{l})^\perp = V_- \). The resulting \( F \)-term and \( D \)-term equations

\[
[l, l] \subset l, \quad [\overline{l}, \overline{l}] \subset \overline{l}, \quad \frac{1}{2}[\varepsilon_j, \overline{\varepsilon}_j] = \varepsilon \overline{\varepsilon} - \varepsilon_l
\]

make sense over an arbitrary closed field, and are reminiscent of similar conditions which appear in supersymmetric field theories in theoretical physics [15]. Here, \( \varepsilon_j, \overline{\varepsilon}_j \) form an isotropic basis of \( l \oplus \overline{l} \). In this generality, in Theorem 3.13 we prove that a solution of (1.6) satisfying a technical condition (2.41) induces an embedding of the \( N = 2 \) superconformal vertex algebra with central charge \( c = 3 \dim l \) into the superaffine vertex algebra associated to \( \mathfrak{g} \) with level \( 0 \neq k \in \mathbb{C} \). This result generalizes a construction by Getzler for Manin triples [27] (see Remark 3.14). In our second main result (Theorem 3.16), we construct an analogue embedding with central charge

\[
c = 3 \dim l + \frac{12}{k}(\varepsilon | \varepsilon)
\]

for solutions of (1.6) such that \( \varepsilon \) is holomorphic (Definition 2.25). We expect similar results for the cases \( \dim V_+ \in \{4k, 7, 8\} \), in relation to other interesting vertex algebras in the literature [33] (see Remark 2.15 and Section 5.1).

Back to the geometry, in Section 4.2 we construct a family of left-invariant solutions of the Killing spinor equations on the group manifold \( K \) (see Lemma 4.8). Applying Theorem 3.16 in Proposition 4.17 we show that any element in the family induces an embedding of the \( N = 2 \) superconformal vertex algebra with central charge \( c = 6 + 6/\ell \) on the global sections of the (twisted) chiral de Rham complex. The construction of (0, 2) mirrors in Theorem 4.18 requires the application of topological T-duality [10], combined with Linshaw–Mathai’s chiral version of the Cavalcanti–Gualtieri isomorphism [13, 44], which realizes the mirror involution (1.1). The identification of the equivariant half-twisted models for (0, 2) mirrors is established in Theorem 4.21 following closely [36]. Finally, in Section 5 we discuss two applications of Theorem 3.13. In Section 5.1 we construct an explicit two-parameter family of \( N = 4 \) superconformal vertex algebras with central charge \( c = 6 \). Our construction seems to be related to a \( N = 4 \) superconformal algebra originally discovered by Sevrin, Troost and Van Proeyen [54] (see also [11]), but we have not been able to find a precise match. In Section 5.2 we construct an infinite family of solutions of the Killing spinor equations for which Theorem 3.13 applies, and such that \( l \oplus \overline{l} \) is not a Manin triple (see Remark 3.14). Interestingly, this arise from invariant solutions of the Hull-Strominger system on a Lie group recently studied in [21].
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2. Killing spinors on quadratic Lie algebras

2.1. Generalized metrics, torsion, and divergence. Let \( g \) be a Lie algebra over the real numbers \( \mathbb{R} \), endowed with an invariant inner product \( (\cdot|\cdot) \) of arbitrary signature. The aim of this section is to introduce a notion of metric with parallel spinor on the quadratic Lie algebra \((g, (\cdot|\cdot))\), which we will use for our applications to vertex algebras in Section 3.

To define this notion, we will view the quadratic Lie algebra as a Courant algebroid over a point, and then follow closely [19].

We start by considering the relevant notions of metric and connection in our setup.

**Definition 2.1.** A generalized metric on \( g \) is an orthogonal decomposition
\[
g = V_+ \oplus V_-,
\]
so that the restriction of \((\cdot|\cdot)\) to \( V_\pm \) is non-degenerate. We say that a generalized metric is Riemannian if \((\cdot|\cdot)|_{V_+}\) is positive definite and \((\cdot|\cdot)|_{V_-}\) is negative definite.

In the sequel we will only consider Riemannian metrics, but a similar analysis can be carried out in other signatures. Observe that a generalized metric is uniquely determined by a choice of positive-definite subspace \( V_+ \subset g \). Given such a generalized metric, the associated orthogonal projections will be denoted
\[
\pi_+: g \longrightarrow V_+, \quad \pi_-: g \longrightarrow V_-.
\]
When there is no possibility of confusion, we will use the shorter notation
\[
a_\pm = \pi_\pm a, \quad \text{for } a \in g.
\]

**Definition 2.2.** A generalized connection on \( g \) is a linear map
\[
D: g \to g^* \otimes g,
\]
satisfying the following compatibility condition for any \( a, b, c \in g \):
\[
(D_ab|c) + (b|D_ac) = 0.
\]

In Definition 2.2, the notation \( D_ab \) stands for the element in \( g \) obtained from \( a \) and \( Db \) via the natural duality pairing \( g \otimes g^* \to \mathbb{R} \).

The space of generalized connections on \( g \) can be canonically identified with
\[
g^* \otimes \Lambda^2 g,
\]
via the pairing \((\cdot|\cdot)\) on \( g \). As in the case of differential geometry, given a generalized metric \( V_+ \subset g \), we can define a natural space of \( V_+\)-compatible generalized connections.

**Definition 2.3.** Let \( V_+ \subset g \) be a generalized metric. A generalized connection \( D \) is \( V_+\)-compatible if
\[
D(V_\pm) \subset g^* \otimes V_\pm.
\]
The space of \( V_+\)-compatible connections will be denoted by \( D(V_+) \).

As with generalized connections, there is a canonical identification
\[
D(V_+) = g^* \otimes (\Lambda^2 V_+ \oplus \Lambda^2 V_-),
\]
so any $D \in \mathcal{D}(V_+)$ splits into four operators
\begin{equation}
D^+ \in V^*_+ \otimes \Lambda^2 V_+, \quad D^- \in V^*_+ \otimes \Lambda^2 V_-, \\
D^+ \in V^*_+ \otimes \Lambda^2 V_+, \quad D^- \in V^*_+ \otimes \Lambda^2 V_-.
\tag{2.1}
\end{equation}

In order to construct operators canonically associated to a generalized metric, we recall next the definition of torsion for generalized connections \[3, 30\].

**Definition 2.4.** Given a generalized connection $D$, its torsion $T_D \in \Lambda^3 g^*$ is defined by
\begin{equation}
T_D(a,b,c) = (D_a b - D_b a - [a,b]c) + (D_c a)b, 
\tag{2.2}
\end{equation}
for any $a, b, c \in g$.

The fact that $T_D$ is totally skew-symmetric follows from the axioms of a quadratic Lie algebra and the compatibility between $D$ and $(\cdot|\cdot)$ (Definition 2.2).

Given a generalized metric $V_+ \subset g$, we will denote by $D^0_0(V_+) = \{D \in \mathcal{D}(V_+) \mid T_D = 0\}$ the space of torsion-free compatible connections. This is an affine space modelled on
$$
\Sigma_+ \oplus \Sigma_-
$$
where
\begin{equation}
\Sigma_\pm = \left\{ \phi \in (V^*_\pm)^{\otimes 3} : \phi(a,b,c) = -\phi(a,c,b), \quad \sum_{\sigma(a,b,c)} \phi(a,b,c) = 0, \quad \text{for } a, b, c \in V_\pm \right\}. 
\tag{2.3}
\end{equation}

The next result shows that the mixed-type operators $D^\pm_\mp$ in (2.1) are uniquely determined by the generalized metric $V_+$ for any element $D \in \mathcal{D}^0(V_+)$. \hfill □

**Lemma 2.5.** Let $V_+ \subset g$ be a generalized metric. Then, for any $D \in \mathcal{D}^0(V_+)$, we have
\begin{equation}
D_+ a_+ b_+ = [a_-, b_+]_+, \quad D_- a_+ b_- = [a_+, b_-]_-.
\tag{2.4}
\end{equation}

**Proof.** This result follows because given $a, b, c \in g$ and $D \in \mathcal{D}(V_+)$, we have
$$
T_D(a_-, b_+, c_+) = (D_a_+ b_+ - [a_-, b_+]_+)c_+.
\hfill \square
$$

**Remark 2.6.** The previous lemma can be regarded as a weak analogue of the Koszul formula in Riemannian geometry. In the context of generalized geometry, as introduced by Hitchin \[37\], the canonical mixed-type operators (2.4) relate to classical connections with skew-symmetric torsion (see Section 4.1).

As we will see shortly, $\mathcal{D}^0(V_+)$ is positive-dimensional provided that $\dim V_+ \neq 1$, that is, in general, a generalized metric does not determine a torsion-free compatible connection uniquely \[19\]. This situation can be compared with the construction of the Levi-Civita connection in Riemannian geometry. To proceed, we introduce ‘divergences’ as a device to further constrain the degrees of freedom in $\mathcal{D}^0(V_+)$. \hfill □

**Definition 2.7.** A **divergence** on $g$ is an element $\alpha \in g^*$.

Observe that any connection $D \in \mathcal{D}(g)$ determines a divergence by the formula
\begin{equation}
\alpha_D(a) = -\text{tr} \, Da. 
\tag{2.5}
\end{equation}
In the sequel, we will identify divergences with elements $\varepsilon \in \mathfrak{g}$ via the isomorphism $\mathfrak{g} \cong \mathfrak{g}^*$ provided by $(\cdot | \cdot)$. Given $\varepsilon \in \mathfrak{g}$, we define elements $\phi^{\varepsilon_+} \in V_+^* \otimes \Lambda^2 V_+$, $\phi^{\varepsilon_-} \in V_-^* \otimes \Lambda^2 V_-$, by the formula

$$\phi^{\varepsilon_\pm} b_\pm := (a_\pm | b_\pm)\varepsilon_\pm - (\varepsilon_\pm | b_\pm)a_\pm.$$  

(2.6)

Then we obtain a canonical splitting

$$\Sigma_\pm = \Sigma_0^\pm \oplus V_\pm$$  

(2.7)

via the direct sum decomposition

$$\phi^{\varepsilon_\pm} = \phi^{\varepsilon_\pm}_0 + \phi^{\varepsilon_\pm} \in \Sigma_\pm,$$  

(2.8)

where

$$\phi^{\varepsilon_\pm}_0 \in \Sigma_0^\pm = \left\{ \phi \in \Sigma_\pm : \sum_{i=1}^{\text{dim} V_\pm} \phi(e^\pm_i, e^\pm_i, \cdot) = 0 \right\}. $$  

(2.9)

and

$$\varepsilon_\pm := \frac{1}{\text{dim} V_- - 1} \sum_{i=1}^{n} \phi e^\pm_i e^\pm_i.$$  

Here, $\{e^\pm_i\}$ is an orthogonal basis of $V_\pm$ with metric dual basis $\{e^\pm_i\}$, that is, $(e^\pm_i, e^\pm_j) = \delta_{ij}$. Given a generalized metric $V_+$ and a divergence $\varepsilon \in \mathfrak{g}$, we denote by $D^0(V_+, \varepsilon) = \{ D \in D^0(V_+) | \text{tr} D = -(\varepsilon | \cdot) \}$ the space of torsion-free $V_+$-compatible generalized connections with fixed divergence. This is an affine space modelled on $\Sigma_0^+ \oplus \Sigma_0^-$.  

**Lemma 2.8.** Given a generalized metric $V_+$ and a divergence $\varepsilon \in \mathfrak{g}$, the space $D^0(V_+, \varepsilon)$ is non-empty provided that $\text{dim} V_\pm \neq 1$. Furthermore, the following formula defines an element $D \in D^0(V_+, \varepsilon)$:

$$D_a b = [a_-, b_+]_+ + [a_+, b_-]_- + \frac{1}{3} [a_+, b_+]_+ + \frac{1}{3} [a_-, b_-]_- + \frac{\phi^{\varepsilon_+} b_+}{\text{dim} V_+ - 1} + \frac{\phi^{\varepsilon_-} b_-}{\text{dim} V_- - 1}. $$  

(2.10)

**Proof.** Consider $\hat{D} \in D(V_+)$ defined by

$$\hat{D}_a b = [a_-, b_+]_+ + [a_+, b_-]_-.$$  

(2.11)

This is a compatible connection with $T_D \in \Lambda^3 V_+ \oplus \Lambda^3 V_-$, and therefore

$$D^0 = \hat{D} - \frac{1}{3} T_D \in D^0(V_+).$$

Finally, it is not difficult to see that $D^0$ has zero divergence. The statement follows now from the identity

$$D_a b = D^0_a b + \frac{\phi^{\varepsilon_+} b_+}{\text{dim} V_+ - 1} + \frac{\phi^{\varepsilon_-} b_-}{\text{dim} V_- - 1}.$$  

□

**Remark 2.9.** The $V_+^*$-valued endomorphism $\phi^{\varepsilon_+}$ in (2.8) is reminiscent of the ‘1-form valued Weyl endomorphisms’ in conformal geometry, which appear in the variation of the Levi-Civita connection upon a conformal change of the metric. Thus geometrically, divergences keep track of the ‘conformal geometry’ on the quadratic Lie algebra $\mathfrak{g}$.  


To finish this section, we present a natural compatibility condition for pairs \((V_+, \varepsilon)\) which plays an important role in our applications in Section 3. This condition leads to desirable structural properties of the ‘generalized Ricci tensor’ on a quadratic Lie algebra [10, 53], but we will not need this more general piece of the theory for the present work.

**Definition 2.10.** Let \(V_+\) be a generalized metric on \(\mathfrak{g}\). We say that \(\varepsilon \in \mathfrak{g}\) is an *infinitesimal isometry* of \(V_+\) if

\[
[\varepsilon, V_+] \subset V_+.
\]

(2.12)

In this case, we will say that \((V_+, \varepsilon)\) is a *compatible pair*.

**2.2. The Killing spinor equations.** In order to introduce the Killing spinor equations on the quadratic Lie algebra \(\mathfrak{g}\), we define next a pair of Dirac-type operators canonically associated to a pair \((V_+, \varepsilon)\) as in Lemma 2.8.

Let \(V_+\) be a Riemannian generalized metric on \(\mathfrak{g}\). In the sequel, we fix an orthogonal basis \(\{e_\pm^i\}_{i=1}^n\) of \(V_+\) with dual basis \(\{e_\mp_i\}_{i=1}^n\), i.e., such that \((e_\pm^i | e_\pm_j) = \delta_{ij}\). It is not difficult to see that the following construction is independent of the choice of basis.

Let \(Cl(V_+)\) and \(Cl(V_-)\) denote the complex Clifford algebras of \(V_+\) and \(V_-\), respectively, defined by the relation

\[
\{v | v\} = (v|v)
\]

(2.13)

for \(v \in V_\pm\). We fix irreducible representations \(S_\pm\) of \(Cl(V_\pm)\) (see, e.g., [43], and note the different convention for the relation \((2.13)\) in the Clifford algebra).

For any choice of metric connection \(D \in \mathcal{D}(V_+)\), we have associated *spin connections*

\[
D^s_+ \in V_+^* \otimes \text{End}(S_+), \quad D^s_- \in V_-^* \otimes \text{End}(S_-).
\]

(2.14)

**Definition 2.11.** Let \((V_+, \varepsilon)\) be a pair given by a generalized metric and a divergence. Given \(D \in \mathcal{D}(V_+, \varepsilon)\), define a pair of Dirac-type operators

\[
\mathcal{D}^+ \in \text{End}(S_+), \quad \mathcal{D}^- \in \text{End}(S_-),
\]

given explicitly by the following formula, for \(\eta \in S_\pm\):

\[
\mathcal{D}^\pm \eta = \sum_{i=1}^n e_\pm^i \cdot D^s_\pm e_\pm^i \eta.
\]

**Lemma 2.12.** The Dirac operators \(\mathcal{D}^+\) and \(\mathcal{D}^-\) are independent of the choice of connection \(D \in \mathcal{D}(V_+, \varepsilon)\).

**Proof.** Let \(D \in \mathcal{D}(V_+, \varepsilon)\). Consider a torsion-free \(V_+\)-compatible connection \(D' = D + \phi \in \mathcal{D}(V_+)\), with

\[
\phi = \phi_+ + \phi_- \in \Sigma_+ \oplus \Sigma_-.
\]

Using the decomposition in \((2.8)\), there exists \(e_\pm \in V_\pm\) such that \(\phi_\pm = \phi_\pm^0 + \phi_\pm^\varepsilon\). Then the divergence of \(D'\), defined by \((2.15)\), is

\[
\alpha_{D'} = (\varepsilon | \cdot) - (\text{dim} \ V_+ - 1)(e_+ | \cdot) - (\text{dim} \ V_- - 1)(e_- | \cdot),
\]

and therefore \(\alpha_{D'} = (\varepsilon | \cdot)\) implies \(e_+ = e_- = 0\). Define \(\sigma \in \Lambda^3 \mathfrak{g}^*\) by

\[
\sigma(e_1, e_2, e_3) = (\phi_{e_1} e_2 | e_3),
\]
and note that the total skew-symmetrization \(c.p.(\sigma)\) vanishes, since \(D'\) and \(D\) are torsion-free. Decomposing \(\sigma = \sigma_+ + \sigma_-\) in pure types, the result follows from
\[
\mathcal{D}' \pm = \mathcal{D} \pm - \frac{1}{2} c.p.(\sigma_\pm) = \mathcal{D} \pm.
\]

We are ready to introduce the equations of our main interest. Observe that, from Lemma 2.8 and Lemma 2.12, the operator \(\mathcal{D}'\) (respectively \(\mathcal{D}\)) depends only on \(\varepsilon_+ = \pi_+ \varepsilon\) (respectively \(\varepsilon_- = \pi_- \varepsilon\)). Notice also that the canonical operators \(D_+\) associated to a generalized metric \(V_+ \subset \mathfrak{g}\) (see Lemma 2.5) induce spin connections
\[
D_+^{S_+} \in V_*^{\pm} \otimes \text{End}(S_+), \quad D_-^{S_-} \in V_*^{\pm} \otimes \text{End}(S_-).
\]

**Definition 2.13.** A triple \((V_+, \varepsilon_\pm, \eta)\), given by a generalized metric \(V_+\), \(\varepsilon_\pm \in V_\pm\), and a non-vanishing spinor \(\eta \in S_\pm\), is a solution of the Killing spinor equations, if
\[
D_+^{S_\pm} \eta = 0,
\]
\[
\mathcal{D}'^{\pm} \eta = 0,
\]
(2.16)
where \(D_+^{S_\pm}\) and \(\mathcal{D}'^{\pm}\) are defined via Lemma 2.5 and Lemma 2.12.

Motivated by the analogy with supergravity [14], we will call the first and the second equations in (2.16) the gravitino equation and the dilatino equation, respectively. Unlike the dilatino equation, the gravitino equation only depends on the pair \((V_+, \eta)\) (by Lemma 2.5). Our next goal is to give a more amenable characterization of these equations.

**Lemma 2.14.** A pair \((V_+, \eta)\), given by a generalized metric \(V_+\) and a non-vanishing spinor \(\eta \in S_\pm\), is a solution of the gravitino equation
\[
D_+^{S_\pm} \eta = 0,
\]
(2.17)
if and only if
\[
D_+^{\pm} \in V_+^{\pm} \otimes \text{Lie} G_\eta,
\]
(2.18)
where \(G_\eta \subset \text{Spin}(V_\pm)\) is the stabilizer of \(\eta\). More explicitly, (2.17) is equivalent to
\[
\sum_{i,j} ([\pi_\pm, e_i^\pm] | e_j^\pm) e_i^\pm e_j^\pm \cdot \eta = 0.
\]

**Proof.** The first part of the statement follows simply from the identity \[43\]
\[
\text{Lie} G_\eta = \{B \in \Lambda^2 V_\pm | B \cdot \eta = 0\}.
\]

As for the second part, an endomorphism \(A \in \text{End}(V_\pm)\) satisfies
\[
A = \sum_{i,j=1}^{\dim V_\pm} (A e_i^\pm | e_j^\pm) (e_i^\pm | \cdot) \otimes e_j^\pm.
\]

Since \((e_i^\pm | \cdot) \otimes e_j^\pm - (e_j^\pm | \cdot) \otimes e_i^\pm \in \mathfrak{so}(V_\pm)\) embeds as \(\frac{1}{2} e_i^\pm e_j^\pm\) in the Clifford algebra \(Cl(V_\pm)\), an endomorphism \(A \in \mathfrak{so}(V_\pm)\) corresponds to
\[
A = \frac{1}{4} \sum_{i,j=1}^{\dim V_\pm} (A e_i^\pm | e_j^\pm) e_i^\pm e_j^\pm \in Cl(V_\pm).
\]
(2.19)
Then, given a spinor \( \eta \in S_{\pm} \), we have
\[
D_{\pm} S_{\pm} \eta = \frac{1}{4} \sum_{i,j} \left( \left[ \pi_{\pm}, e_{\pm} \right] \right) |e_{\pm}^j| e_{\pm}^i \cdot \eta. \]
\[
\square
\]

**Remark 2.15.** The case \( \dim V_{\pm} = 2n_{\pm} \) and \( G_{\eta} = SU(n_{\pm}) \) is studied in detail in Section 2.3. When \( \dim V_{\pm} = 7 \), it is interesting to consider the equations (2.16) for a non-vanishing real spinor, as in this case \( G_{\eta} = G_2 \) in Lemma 2.14 (see [43, Prop. 10.2]). Similarly, when \( \dim V_{\pm} = 8 \) and we take \( S_{\pm} = \mathbb{R}^8 \), one has \( G_{\eta} = \text{Spin}(7) \) (see [43, Prop. 10.4]).

Next we obtain a similar characterization of the dilatino equation in (2.16).

**Lemma 2.16.** A triple \((V_+, \varepsilon_{\pm}, \eta)\) as in Definition 2.13 is a solution of the dilatino equation
\[
\mathcal{D}^\pm \eta = 0, \tag{2.20}
\]
if and only if
\[
\frac{1}{6} \sum_{i,j,k} \left( \left[ e_{\pm}^k, e_{\pm}^i \right] \right) |e_{\pm}^j| e_{\pm}^k e_{\pm}^j \cdot \eta = \varepsilon_{\pm} \cdot \eta.
\]

**Proof.** Consider the connection \( D \in \mathcal{D}(V_+, \varepsilon) \) in (2.10). Arguing as in the proof of Lemma 2.14 for any \( a_{\pm} \in V_{\pm} \) we obtain
\[
D_{a_{\pm}} S_{\pm} \eta = \frac{1}{12} \sum_{i,j} \left( [a_{\pm}, e_{\pm}^i] | e_{\pm}^j \right) e_{\pm}^i \cdot \eta
+
\frac{1}{4(\dim V_{\pm} - 1)} \sum_{i,j} \left( (a_{\pm} | e_{\pm}^i) (e_{\pm}^j - (e_{\pm} | e_{\pm}^i) (a_{\pm} | e_{\pm}^j)) \right) e_{\pm}^i \cdot \eta

= \frac{1}{12} \sum_{i,j} \left( [a_{\pm}, e_{\pm}^i] | e_{\pm}^j \right) e_{\pm}^i \cdot \eta + \frac{1}{4(\dim V_{\pm} - 1)} (\varepsilon_{\pm} a_{\pm} - a_{\pm} \varepsilon_{\pm}) \cdot \eta.
\]
Hence, setting
\[
\mathcal{D}^\pm \eta = C + \frac{1}{4(\dim V_{\pm} - 1)} \sum_{k} e_{\pm}^k (\varepsilon_{\pm} e_{\pm}^k - e_{\pm}^k \varepsilon_{\pm}) \cdot \eta

= C + \frac{1}{4(\dim V_{\pm} - 1)} \sum_{k} \left( 2(\varepsilon_{\pm} | e_{\pm}^k) e_{\pm}^k - 2 \varepsilon_{\pm} \right) \cdot \eta

= C - \frac{1}{2} \varepsilon_{\pm} \eta.
\]
\[
\square
\]

2.3. **Killing spinors in even dimensions.** In this section we analyse further the Killing spinor equations (2.16) under the assumption that \( \dim V_{\pm} \) is even. In the sequel, we fix a generalized metric \( g = V_+ \oplus V_- \) on \( g \) and orientations on \( V_{\pm} \). Assuming that \( \dim V_{\pm} = 2n_{\pm} \), for \( n_{\pm} \in \mathbb{N} \), \( S_{\pm} \) split as irreducible \( \text{Spin}(2n_{\pm}) \)-representations
\[
S_{\pm} = S_{\pm}^+ \oplus S_{\pm}^-,
\]
(2.21)
corresponding to the \( \pm 1 \)-eigenspaces for the action of the complex volume
\[
\nu_{\sqrt{2}} = i^{n_{\pm}} e_{1} \pm e_{2n_{\pm}}.
\]
for a choice of oriented basis \( \{ e_j^\pm \} \subset V_\pm \) such that \( (e_j^+ | e_k^+) = \pm \delta_{jk} \). A pure spinor \( \eta \in S_\pm \) must have definite chirality, that is, either \( \eta \in S_+ \) or \( \eta \in S_- \) (see \cite{[43]} Lemma 9.6, p. 337). For \( \eta \in S_+ \) pure, the isotropy group of \( \eta \) in Spin\((2n_\pm)\) is given by (see \cite{[43]} Lemma 9.15, p. 343)

\[
G_\eta = \text{SU}(n_\pm).
\]

In particular, \( \eta \) determines an almost complex structure \( I \) on \( V_\pm \) compatible with \( (\cdot | \cdot)|_{V_\pm} \) and the given orientation, such that the decomposition

\[
V^C_\pm := V_\pm \otimes_\mathbb{C} C = V^{1,0}_\pm \oplus V^{0,1}_\pm
\]

in \( \pm i \)-eigenspaces is determined by

\[
V^{1,0}_+ = \{ a_+ \in V_+ \otimes \mathbb{C} | a_+ \cdot \eta = 0 \}, \quad V^{0,1}_+ = \{ a_- \in V_- \otimes \mathbb{C} | a_- \cdot \eta = 0 \},
\]

where \( \mathbb{C} \) is the field of complex numbers. Our aim in this section is to characterize \( (2.16) \) in terms of this \( \text{SU}(n_\pm) \)-structure.

We fix a pure spinor \( \eta \in S_+ \) (the case \( \eta \in S_- \) is analogue). Using the almost complex structure \( I \) on \( V_+ \) determined by \( \eta \), we have a model

\[
S_+ = \Lambda^* V^{0,1}_+
\]

with Clifford action

\[
a_+ \cdot \sigma = \sqrt{2} i (a_+ | \sigma \rangle \langle \sigma | - \eta \rangle \langle \sigma | + \sqrt{2} a_+ \wedge \sigma.
\]

Here, \( (\cdot | \cdot) \) denotes the \( \mathbb{C} \)-linear extension of the pairing to \( V^C_+ \), which is a symmetric tensor of type \((1, 1)\). With this identification, the decomposition \( (2.21) \) corresponds to

\[
\Lambda^* V^{0,1}_+ = \Lambda^{even} V^{0,1}_+ \oplus \Lambda^{odd} V^{0,1}_+,
\]

and, by \cite{[43]} Proposition 9.7, p. 337, \( \eta = \lambda \in \mathbb{C}^* \) in this model. For the following calculations, it will be convenient to fix an oriented orthonormal basis for \( (\cdot | \cdot)|_{V_+} \) of the form

\[
\{ e_1^+, I e_1^+, \ldots, e_{n_+}^+, I e_{n_+}^+ \},
\]

with associated basis

\[
\{ e_j^+ \}_{j=1}^{n_+} \subset V^{1,0}_+, \quad \{ \overline{e}_j^+ \}_{j=1}^{n_+} \subset \overline{V}^{1,0}_+ = V^{0,1}_+,
\]

defined by

\[
e_j^+ = \frac{1}{\sqrt{2}} (e_j^+ - i I e_j^+), \quad \overline{e}_j^+ = \overline{e}_j^+ = \frac{1}{\sqrt{2}} (e_j^+ + i I e_j^+).
\]

Notice that the \( \mathbb{C} \)-linear extension of \( (\cdot | \cdot)|_{V_+} \) satisfies

\[
(e_j^+ | e_k^+) = 0, \quad (e_j^+ | \overline{e}_k^+) = \delta_{jk}, \quad (\overline{e}_j^+ | \overline{e}_k^+) = 0.
\]

With the previous notation, we have the following.

**Lemma 2.17.** A pair \( (V_+, \eta) \), with \( \dim V_\pm = 2n_\pm \) and \( \eta \in S_+ \) pure, is a solution of the gravitino equation \((2.17)\) if and only if the following conditions are satisfied

\[
1) [V^{0,1}_+, V^{0,1}_+] \subset V^C_+, \quad 2) \sum_{j=1}^{n_\pm} [e_j^+, \overline{e}_j^+] \in V^C_+.
\]
Proof. Assume first \( \eta \in S^+_1 \). Given \( a_- \in V_- \), define
\[
\tau \in \Lambda^2 V_+
\]
by the formula
\[
\tau(b_+, c_+) = ([a_-, b_+]|c_+),
\]
for \( b_+, c_+ \in V_+ \). Here we identify \( V_+ \cong V^*_+ \) with the isomorphism given by the induced metric on \( V_+ \). Then, by Lemma 2.14, there exists \( \lambda \in \mathbb{C}^* \) such that the gravitino equation is equivalent to
\[
\tau \cdot \eta = \tau \cdot \lambda = 0
\]
for all \( a_- \in V_- \). Decompose \( \tau \) as
\[
\tau = \tau^{2,0} + \tau^{1,1} + \tau^{0,2},
\]
where \( \tau^{0,2} = \overline{\tau^{2,0}} \). Using the identities
\[
\epsilon_j \cdot 1 = 0, \\
\overline{\epsilon}_j \cdot 1 = \sqrt{2} \epsilon_j, \\
\epsilon_j \overline{\epsilon}_k \cdot 1 = 2 \delta_{jk},
\]
we obtain
\[
\tau \cdot \eta = 2 \lambda \tau^{0,2} + 2 \lambda \sum_j \tau^{1,1}(\epsilon_j, \overline{\epsilon}_j).
\]
Thus \( \tau \cdot \eta = 0 \) holds if and only if
\[
0 = \tau(\epsilon^{0,1}_+, \epsilon^{0,1}_+) = ([a_-, b^{0,1}_+]|c^{0,1}_+) = (a_-|[b^{0,1}_+, c^{0,1}_+]),
\]
\[
0 = \sum_j (a_-|[\epsilon_j, \overline{\epsilon}_j]),
\]
for all \( b_+, c_+ \in V^C_+ \). The statement follows from the fact that \( a_- \) can be chosen arbitrarily. Similarly, \( \eta \in S^+_1 \) pure is a solution of the gravitino equation if and only if
\[
1) [V^{1,0}_-, V^{1,0}_+] \subset V^C_-, \\
2) \sum_{j=1}^{n_-} [\overline{\epsilon}_j, \epsilon_j] \in V^C_-,
\]
which is equivalent to (2.24) by conjugation on the two equations. \( \square \)

We state next our characterization of the dilatino equation (2.20) in the present setup.

**Lemma 2.18.** A triple \( (V_+, \epsilon_\pm, \eta) \), with \( \dim V_\pm = 2n_\pm \), \( \eta \in S^+_\pm \) pure, and \( \epsilon_\pm \in V_\pm \), is a solution of the dilatino equation (2.20) if and only if the following two conditions hold
\[
1) [V^{0,1}_+, V^{0,1}_+] \subset V^C_+, \\
2) \sum_{j=1}^{n_\pm} [\epsilon_j^+, \overline{\epsilon}_j^+] = \mp I \epsilon_\pm.
\]

**Proof.** Assume first \( \eta \in S^+_1 \). Define
\[
H \in \Lambda^3 V_+
\]
by the formula
\[
H(a_+, b_+, c_+) = ([a_+, b_+]|c_+)
\]
for $a_+, b_+, c_+ \in V_+$. Then, by Lemma 2.16, the dilatino equation is equivalent to
$$\frac{1}{6} H \cdot \lambda = \varepsilon_+ \cdot \lambda.$$

Decompose $H$ as
$$H = H^{3.0} + H^{2.1} + H^{1.2} + H^{0.3},$$
where $H^{3.0} = \overline{H^{0.3}}$ and $H^{2.1} = \overline{H^{1.2}}$. Using the identities
$$\tau_j^+ \epsilon_k^+ \tau_l^+ \cdot 1 = 2 \sqrt{2} \delta_{kl} \tau_j^+, \quad \epsilon_j^+ \epsilon_k^+ \tau_l^+ \cdot 1 = 2 \sqrt{2} (\delta_{jk} \tau_l^+ - \delta_{jl} \tau_k^+),$$
we obtain
$$(H - 6 \varepsilon_+) \cdot \eta = \lambda 2 \sqrt{2} \left( H^{0.3} + \frac{3}{2} \sum_j H^{1.2}(\epsilon_j^+, \tau_j^+) - 3 \varepsilon_+^{0.1} \right).$$
Thus $(H - 6 \varepsilon_+) \cdot \eta = 0$ holds if and only if
$$0 = H(a_+^{0.1}, b_+^{0.1}, c_+^{0.1}) = ([a_+^{0.1}, b_+^{0.1}], c_+^{0.1}),$$
$$0 = \sum_j (a_+^{0.1} [\varepsilon_j^+, \tau_j^+]) - 2(a_+^{0.1} \varepsilon_+^{0.1}),$$
for all $a_+, b_+, c_+ \in V_+^\mathbb{C}$. Using the orthogonal decomposition
$$g \otimes \mathbb{R} = V_+^\mathbb{C} \oplus V_-^\mathbb{C},$$
and the fact that $(\cdot, \cdot)_{V_+}$ is of type $(1, 1)$, we see that the dilatino equation is equivalent to
$$[V_+^{0.1}, V_+^{0.1}]_+ \subset V_+^{0.1}, \quad \frac{1}{2} \sum_{j=1}^{n_+} [\varepsilon_j^+, \tau_j^+]^{0.1} = \varepsilon_+^{0.1}.$$  
Using now
$$i[\varepsilon_j^+, \tau_j^+] = -i[\varepsilon_j^+, \tau_j^+] = i[\varepsilon_j^+, \tau_j^+],$$

it follows that
$$-I \varepsilon_+ = i \varepsilon_+^{0.1} + i \varepsilon_+^{0.1} = \frac{i}{2} \sum_{j=1}^{n_+} ([\varepsilon_j^+, \tau_j^+]^{0.1} + [\varepsilon_j^+, \tau_j^+])^{0.1} = \frac{i}{2} \sum_{j=1}^{n_+} [\varepsilon_j^+, \tau_j^+]_{+}.$$  
Similarly, a pure spinor $\eta \in S_+^+$ is a solution of the dilatino equation if and only if
$$[V_-^{1.0}, V_-^{1.0}]_- \subset V_-^{1.0}, \quad 2) \frac{1}{2} \sum_{j=1}^{n_-} [\tau_j^-, \varepsilon_j^-]^{1.0} = -\varepsilon_-^{1.0},$$
which is equivalent to (2.25) by conjugation on the two equations. \hfill \Box

With the previous results at hand, we give a characterization of the Killing spinor equations in the present setup.

**Proposition 2.19.** Let $(V_+, \varepsilon_+, \eta)$ be a triple, with $\dim V_+ = 2n_\pm$, $\eta \in S_+^+$ pure, and $\varepsilon_\pm \in V_\pm$. Then, $(V_+, \varepsilon_+, \eta)$ is a solution of the Killing spinor equations if and only if the following two conditions hold:

1) $[V_+^{0.1}, V_+^{0.1}] \subset V_+^{0.1},$  
2) $\frac{i}{2} \sum_{j=1}^{n_+} [\varepsilon_j^+, \tau_j^+] = \mp I \varepsilon_+.$  

(2.26)
Proof. The proof is straightforward from Lemma 2.17 and Lemma 2.18.

□

Remark 2.20. Let \((V_+, \varepsilon_\pm, \eta)\) be a solution of the Killing spinor equations as in Proposition 2.19, and denote by \(\eta' \in S_\pm\) a pure spinor in the line corresponding to \(-I\). Then, it follows from (2.26) that \((V_+, \varepsilon_\pm, \eta')\) is also a solution of the Killing spinor equations.

2.4. The F-term and D-term conditions. Proposition 2.19 suggests a weaker version of the equations (2.16), which forgets about the real structure on the complex quadratic Lie algebra \(g \otimes \mathbb{C}\), and takes as fundamental object the isotropic subspace \(V_+^{1,0} \subset g \otimes \mathbb{C}\).

This alternative point of view is more flexible, as it allows us to work over an arbitrary field of characteristic zero. This is the approach that we take for the applications to vertex algebras in Section 3.

Let \(g^c\) be a complex quadratic Lie algebra with pairing \((\cdot | \cdot)\). We consider the following space of non-degenerate isotropic subspaces:

\[
\mathcal{L} = \{ l \oplus \overline{l} \subset g^c \mid l, l \text{ are isotropic and } (\cdot | \cdot)_{|l \oplus \overline{l}} \text{ is non-degenerate} \}.
\]

By definition, given an element \(l \oplus \overline{l} \in \mathcal{L}\), we have a canonical identification \(l^* \cong \overline{l}\).

We denote the orthogonal complement of \(l \oplus \overline{l}\) by \(V^C_c = (l \oplus \overline{l})^\perp\). We will use the following notation for the orthogonal projections:

\[
\pi_+: g^c \to l \oplus \overline{l}, \quad \pi_l: g^c \to l, \quad \pi_{\overline{l}}: g^c \to \overline{l}, \quad \pi_-: g^c \to V^C_c,
\]

which exist by assumption. Given \(a \in g^c\), when there is no possible confusion we will use the simplified notation \(a_+ = \pi_+a, \quad a_l = \pi_l a, \quad a_{\overline{l}} = \pi_{\overline{l}} a, \quad a_- = \pi_- a\).

To formulate the following definition, given \(l \oplus \overline{l} \in \mathcal{L}\) as in (2.23). In other words, \(\{\epsilon_j\}_{j=1}^{\dim l}\) is a basis of \(l\), \(\{\overline{\epsilon}_j\}_{j=1}^{\dim \overline{l}}\) is a basis of \(\overline{l}\), and

\[
(\epsilon_j | \overline{\epsilon}_k) = 0, \quad (\epsilon_j | \epsilon_k) = \delta_{jk}, \quad (\overline{\epsilon}_j | \overline{\epsilon}_k) = 0. \tag{2.28}
\]

Definition 2.21. We will say that an element \(l \oplus \overline{l} \in \mathcal{L}\) satisfies

1. the F-term gravitino equation if \(\lbrack l, l \rbrack \subset l \oplus \overline{l}, \quad \lbrack \overline{l}, \overline{l} \rbrack \subset l \oplus \overline{l}\).

2. the F-term dilatino equation if \(\lbrack l, l \rbrack_+ \subset l, \quad \lbrack \overline{l}, \overline{l} \rbrack_+ \subset \overline{l}\).

3. the F-term equation if \(\lbrack l, l \rbrack_+ \subset l, \quad \lbrack \overline{l}, \overline{l} \rbrack_+ \subset \overline{l}\).

4. the D-term gravitino equation if, for any basis \(\epsilon_j, \overline{\epsilon}_j\) of \(l \oplus \overline{l}\) as in (2.28),

\[
\sum_{j=1}^{\dim l} [\epsilon_j, \overline{\epsilon}_j] \in l \oplus \overline{l}. \tag{2.32}
\]
(5) the D-term dilatino equation with divergence $\varepsilon \in l \oplus \overline{l}$ if, for any basis $\varepsilon_j, \overline{\varepsilon}_j$ of $l \oplus \overline{l}$ as in (2.28),

$$\frac{1}{2} \sum_{j=1}^{\dim l} [\varepsilon_j, \overline{\varepsilon}_j]_+ = \varepsilon_\ell - \varepsilon_l.$$  \hspace{1cm} (2.33)

(6) the D-term equation with divergence $\varepsilon \in l \oplus \overline{l}$ if, for any basis $\varepsilon_j, \overline{\varepsilon}_j$ of $l \oplus \overline{l}$ as in (2.28),

$$\frac{1}{2} \sum_{j=1}^{\dim l} [\varepsilon_j, \overline{\varepsilon}_j] = \varepsilon_\ell - \varepsilon_l.$$  \hspace{1cm} (2.34)

It is easy to see that (2.33), (2.34) and (2.35) are independent of the choice of basis. The names of the equations (2.31) and (2.34) are borrowed from similar conditions appearing in supersymmetric field theories in theoretical physics. In this setup, the structure of the effective potential typically distinguishes two types of conditions for a minimal energy configuration \cite{15}, and (2.31) and (2.34) are strongly reminiscent of those.

Remark 2.22. Note that the F-term gravitino equation (2.29) is equivalent to

$$[a_-, e_j]_{\overline{l}} = 0, \quad [a_-, e^j]_{l} = 0,$$

for all $j \in \{1, \ldots, n\}$, for any given $a_- \in V^C_- := (l \oplus \overline{l})^\perp$.

In the case that $g^c$ is the complexification of a real quadratic Lie algebra $g$, any solution of the gravitino equation (2.17) determines a solution of the F-term and D-term gravitino equations (2.29) and (2.32), given by

$$l \oplus \overline{l} = V^0_+ \oplus V^{0,1}_+ \subset g \otimes_R \mathbb{C}.$$  \hspace{1cm} (2.35)

This is a straightforward consequence of Proposition 2.19. The following provides a converse for this result.

Lemma 2.23. Let $g$ be a real quadratic Lie algebra and consider $g^c = g \otimes_R \mathbb{C}$. Denote by $\tau: g^c \to g^c$ the involution induced by conjugation. Then any solution $(V_+, \eta)$ of the gravitino equation (2.17), with $\dim V_+ = 2n_+$ and $\eta \in S^+_\perp$ pure, determines a solution of the F-term and D-term gravitino equations (2.29) and (2.32), given by (2.36), such that

1) $\tau(l) = \overline{l}$,  \hspace{1cm} 2) $(a|\tau(a)) > 0$ for any $0 \neq a \in l$.

Conversely, any solution of (2.29) and (2.32) satisfying (2.36) determines a solution $(V_+, \eta)$ of the gravitino equation, with $\dim V_+ = 2n_+$ and $\eta \in S^+_\perp$ pure, uniquely up to rescaling of the spinor.

Proof. Given a solution $l \oplus \overline{l} \in L$ of (2.29) and (2.32) that satisfies (2.36), define $V^C_+ := l \oplus \overline{l}$. Then condition 1) in (2.36) implies that $V^C_+$ is the complexification of a subspace $V_+ \subset g$, while condition 2) implies that $(-|\cdot)_{V_+} > 0$. Using (2.36) again, we see that $l$ induces an almost complex structure $I: V_+ \to V_+^\perp$ compatible with $(\cdot|\cdot)_{V_+}$. Therefore, by $\cite{43}$ Prop. 9.7, p. 337, $I$ determines a spinor line $\langle \eta \rangle \subset S^+_\perp$. Applying now Lemma 2.17, it follows that $(V_+, \lambda \eta)$ is a solution of the gravitino equation (2.17), for any $\lambda \in \mathbb{C}^*$, satisfying the hypotheses in the statement of the lemma. The converse follows from Proposition 2.19. \hfill $\square$
Under the above assumption $g_c = g \otimes_R \mathbb{C}$, we have an analogue relation between the dilatino equation (2.20), and the F-term and D-term dilatino equations (2.30) and (2.33). Similarly, any solution of the Killing spinor equations determines a solution of the F-term and D-term equations, (2.31) and (2.34), given by

$$l \oplus \overline{l} = V^1_+ \oplus V^0_+ \subseteq g \otimes_R \mathbb{C}, \quad \varepsilon = \varepsilon_+$$

(2.37)

This follows by direct application of Proposition 2.19. We give next the converse result.

**Proposition 2.24.** Any solution $(V_+, \varepsilon_+, \eta)$ of the Killing spinor equations (2.16) on $g$, with $\dim V_+ = 2n_+$ and $\eta \in S^+_+$ pure, determines a solution of the F-term and D-term equations on $g \otimes_R \mathbb{C}$, (2.31) and (2.34), given by (2.37), such that

1) $\tau(l) = \overline{l}$,  \hspace{1cm} 2) $(a|\tau(a)) > 0$ for any $0 \neq a \in l$,  \hspace{1cm} 3) $\tau(\varepsilon) = \varepsilon$.

(2.38)

Conversely, any solution of the F-term and D-term equations satisfying (2.38) determines a solution $(V_+, \varepsilon, \eta)$ of the Killing spinor equations, with $\dim V_+ = 2n_+$ and $\eta \in S^+_+$ pure, uniquely up to rescaling of the spinor.

**Proof.** Given a solution $l \oplus \overline{l} \in \mathcal{L}$ of (2.31) and (2.34) that satisfies (2.38), define $V^C_+ := l \oplus \overline{l}$. Arguing as in the proof of Lemma 2.23, $(V_+, \varepsilon, \eta)$ is a solution of the Killing spinor equations (2.16), for any $\lambda \in \mathbb{C}^*$, satisfying the hypothesis in the statement. Notice that condition 3) in (2.38) implies that $\varepsilon$ is real, that is, $\varepsilon \in V_+$. The converse follows directly from Proposition 2.19 and Lemma 2.23. \qed

Let $(l \oplus \overline{l}, \varepsilon)$ be a pair as in Definition 2.21. To finish this section we introduce a notion of compatibility for such a pair, which provides a ‘holomorphic counterpart’ to the notion of isometry in Definition 2.10 (cf. Lemma 4.10).

**Definition 2.25.** Let $g^c$ be a complex quadratic Lie algebra and $l \oplus \overline{l} \in \mathcal{L}$. We say that $\varepsilon \in g^c$ is

1) an *infinitesimal isometry* if

$$[\varepsilon, l \oplus \overline{l}] \subseteq l \oplus \overline{l}.$$  

(2.39)

2) *holomorphic* if

$$[\varepsilon, l] \subseteq l, \quad [\varepsilon, \overline{l}] \subseteq \overline{l}.$$  

(2.40)

Note that, trivially, condition (2.40) implies (2.39). Observe also that, in the situation considered in Proposition 2.24, equation (2.39) implies that $\varepsilon$ is an isometry in the sense of Definition 2.10. More abstractly, in the next result we study a salient feature of holomorphy for the derived Lie subalgebras

$$[l, l] \subseteq g^c, \quad [\overline{l}, \overline{l}] \subseteq g^c.$$  

The necessary condition (2.41) below will play a key role in our first main Theorem 3.13. The proof is a direct consequence of the invariance of the pairing $(\cdot | \cdot)$ and the isotropic condition on $l, \overline{l}$, and it is omitted.

**Lemma 2.26.** Let $l \oplus \overline{l} \in \mathcal{L}$ and $\varepsilon \in g^c$ holomorphic. Then $\varepsilon$ is orthogonal to the derived Lie subalgebras $[l, l], [\overline{l}, \overline{l}] \subseteq g^c$, that is,

$$\varepsilon \in [l, l]^\perp \cap [\overline{l}, \overline{l}]^\perp.$$  

(2.41)
3. Embeddings of Superconformal Vertex Algebras from Killing Spinors

3.1. Background on Supersymmetric Vertex Algebras. Here we review basic notions and examples of the theory of supersymmetric vertex algebras that will be needed in the rest of this article. We will use extensively the superfield formalism introduced by Heluani–Kac [34], where details can be found. As we will work only with $N_K = 1$ SUSY vertex algebras and $N_K = 1$ SUSY Lie conformal algebras within this formalism [34 §4], we will refer to these special cases simply as ‘SUSY vertex algebras’ and ‘SUSY Lie conformal algebras’. The case $N_K = 1$ was studied earlier by Barron [5]. As in the rest of Section 3, we work over an algebraically closed field $\mathbb{C}$ of characteristic 0. The adjective “super” applied to algebras, modules and vector spaces will mean $\mathbb{Z}/2\mathbb{Z}$-graded.

In the standard approach, a vertex algebra consists of a vector superspace $V$, endowed with an even non-vanishing vector $|0\rangle \in V$ (vacuum), an even endomorphism $T: V \to V$ (infinitesimal translation) and a parity preserving linear map $Y: V \to (\text{End} V)[[z^\pm]]$ (the state-field correspondence) mapping each vector $v \in V$ into a field. By a field, we mean a formal sum $a(z) := Y(a, z) = \sum_{n \in \mathbb{Z}} a(n) z^{-n-1}$ in an even variable $z$, with ‘Fourier modes’ $a(n) \in \text{End} V$, such that $Y(a, z)b$ is a formal Laurent series for all $b \in V$, so that the operator product expansions are finite sums $a(z)b(w) \sim \sum_{n \geq 0} \frac{(a(n)b)(w)}{(z-w)^{n+1}}.$

This data should satisfy several conditions called vacuum axioms, translation invariance and locality (see, e.g., [39 §4.1] for details).

One is often interested in a vertex algebra that is conformal [39 §4.10]. In particular, the $T$-action is enhanced to an action of the Virasoro algebra for some central charge $c \in \mathbb{C}$. When the Virasoro action admits a further enhancement to a superconformal symmetry, it is computationally more efficient to use the superfield formalism. In the case of the (Neveu–Schwarz) $N = 1$ superconformal algebra, this action includes an odd linear map $S: V \to V$ such that $S^2 = T$. Adding a formal odd variable $\theta$ commuting with $z$, we can assign a superfield $Y(a, Z) = Y(a, z) + \theta Y(Sa, z),$ to each $a \in V$, with $Z = (z, \theta)$, and then the enhanced translation-invariance property is $[S, Y(a, Z)] = (\partial_\theta - \theta \partial_z)Y(a, Z).$ (3.1)

This motivates the definition of a SUSY vertex algebra [34], which we recall next.

Since $S^2 = T$, $V$ is a supermodule over the translation algebra $\mathcal{H}$, defined as the associative superalgebra with an odd generator $S$, an even generator $T$, and the relation $S^2 = T$. This superalgebra can be identified with the parameter algebra, i.e., the associative superalgebra $\mathcal{L}$ with an odd generator $-\chi$, an even generator $-\lambda$, and the relation $\chi^2 = -\lambda$. The two pairs of generators are denoted $\nabla = (T, S)$ and $\Lambda = (\lambda, \chi)$. Expanding now the superfields

$$Y(a, Z) = \sum_{n \in \mathbb{Z}} \sum_{J=0,1} Z^{-1-n}a(n,J),$$

where $Z^{n|J} = z^n \theta^J$, the $\Lambda$-bracket and the normally ordered product are defined by

$$[a_\Lambda b] = \sum_{n \in \mathbb{N}} \frac{\Lambda^{n|J}}{n!} a_{(n|J)} b, \quad : ab := a_{(-1\mid 1)} b,$$

(3.2)

respectively, where $\Lambda^{n|J} = \lambda^n \chi^J$. The properties of the first operation motivate the definition [34, Def. 4.10] of a SUSY Lie conformal algebra as the data given by a supermodule $\mathcal{H}$ over $\mathbb{L}$ and a parity-reversing bilinear map

$$\mathcal{R} \times \mathcal{R} \rightarrow \mathbb{L} \otimes \mathcal{R}, \quad (a, b) \mapsto [a_\Lambda b],$$

(3.3)
called the $\Lambda$-bracket, that satisfies the following identities for all $a, b, c \in \mathcal{R}$, respectively called sesquilinearity, skew-symmetry or commutativity, and the Jacobi identity:

$$[S a_\Lambda b] = \chi [a_\Lambda b], \quad [a_\Lambda S b] = - (-1)^{|a|} (S + \chi) [a_\Lambda b],$$

$$[a_\Lambda b] = (-1)^{|a| |b|} [b_{-\nabla} a],$$

$$[a_\Lambda [b_\Gamma c]] = (-1)^{|a| + 1} [a_\Lambda b]_{\Lambda + \Gamma} c + (-1)^{|(a|+1)(|b|+1)} [b_\Gamma [a_\Lambda c]].$$

(3.4) (3.5) (3.6)
The identities (3.4) and (3.5) take place in $\mathbb{L} \otimes \mathcal{R}$, and the identity (3.6) takes place in $\mathbb{L} \otimes \mathcal{L}' \otimes \mathcal{R}$, where $\mathcal{L}'$ is a copy of $\mathcal{L}$ with the formal variables $\Lambda = (\lambda, \chi)$ replaced by $\Gamma = (\gamma, \eta)$. The degree of a homogeneous element $a$ is denoted $|a|$ (when we use this notation, we are implicitly assuming $a$ is homogeneous). The precise meaning of the expressions in (3.4), (3.5) and (3.6) is explained in Appendix A.

Adding the data given by the second operation in (3.2), one obtains the following definition [34, Def. 4.19]. A SUSY vertex algebra is a SUSY Lie conformal algebra $V$, whose underlying vector superspace is a differential superalgebra, with the (odd) differential $S: V \rightarrow V$ induced by the $\mathcal{H}$-module structure on $V$, that is unital (with identity element $|0 \rangle \in V$), quasicommutative and quasiassociative, and such that the $\Lambda$-bracket and the multiplication of this superalgebra, called normally ordered product

$$V \times V \rightarrow V, \quad (a, b) \mapsto : ab :,$$

(3.7)
are related by the non-commutative Wick formula. Quasicommutativity, quasiassociativity and the non-commutative Wick formula are respectively given by the following identities:

$$: ab : = (-1)^{|a||b|} : ba : \quad \int_{-\nabla}^0 d\Lambda [a_\Lambda b],$$

(3.8)

$$: ab : c = - : a : bc : = \left( \int_0^\nabla d\Lambda a \right) [b_\Lambda c] + (-1)^{|a||b|} \left( \int_0^\nabla d\Lambda b \right) [a_\Lambda c],$$

(3.9)

$$[a_\Lambda : bc :] = [a_\Lambda b] c + (-1)^{|(a|+1)(|b|+1)} : b [a_\Lambda c : + \int_{-\nabla}^\Lambda d\Gamma [[a_\Lambda b]_\Gamma c].$$

(3.10)
The meaning of the integrals in these identities is explained in Appendix A.

Any SUSY Lie conformal algebra $\mathcal{R}$ determines a SUSY vertex algebra $V(\mathcal{R})$ together with an embedding of SUSY Lie conformal algebras $\mathcal{R} \hookrightarrow V(\mathcal{R})$, that is universal for morphisms $\mathcal{R} \rightarrow V'$ into other SUSY vertex algebras $V'$. One says that $V(\mathcal{R})$ is the SUSY vertex algebra generated by $\mathcal{R}$ [34, §1.8], or more precisely, $V(\mathcal{R})$ is the universal enveloping SUSY vertex algebra of $\mathcal{R}$ [34, Theorem 3.4.2 and §4.21].

Next we describe several SUSY vertex algebras used in this paper.
**Example 3.1.** The $N = 1$ superconformal vertex algebra of central charge $c$, also called the Neveu–Schwarz vertex algebra (see, e.g., [39] pp. 178-179, [34] Example 2.4), is generated by the SUSY Lie conformal algebra $\mathcal{R}$ whose underlying $\mathcal{H}$-module is freely generated by an odd vector $H$ and a scalar $c$, with $\Lambda$-bracket
\[
[H_\Lambda H] = (2T + \chi S + 3\lambda)H + \frac{\chi \lambda^2}{3}c. \tag{3.11}
\]
Expanding in components the corresponding superfield $Y(H, Z) = G(z) + 2\theta L(z)$, and the field components in Fourier modes
\[
L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-2-n}, \quad G(z) = \sum_{n \in \frac{1}{2} + \mathbb{Z}} G_n z^{-\frac{3}{2}-n},
\]
one recovers from (3.11) the usual Virasoro and Neveu–Schwarz commutation relations with central charge $c$ (see [34] Example 5.5) for details), respectively given by
\[
[L_m, L_n] = (m - n) L_{m+n} + \delta_{m,-n} \frac{m^3 - m}{12} c, \tag{3.12a}
\]
\[
[G_m, L_n] = \left( m - \frac{n}{2} \right) G_{m+n}, \quad [G_m, G_n] = 2L_{m+n} + c \left( m^2 - \frac{1}{4} \right) \delta_{m,-n}. \tag{3.12b}
\]
**Example 3.2.** The $N = 2$ superconformal vertex algebra of central charge $c$ is generated by the SUSY Lie conformal algebra $\mathcal{R}$ whose underlying $\mathcal{H}$-module is freely generated by two superfields, namely an odd vector $H$ (a ‘Neveu-Schwarz vector’), an even vector $J$ (a ‘current’) and a scalar $c$, with $\Lambda$-brackets given by (3.11) and
\[
[J_\Lambda J] = - \left( H + \frac{\chi c}{3} \right), \quad [H_\Lambda J] = (2T + 2\lambda + \chi S)J. \tag{3.13}
\]
Expanding in components the corresponding superfields
\[
Y(J, Z) = -i \left( J(z) + \theta \left( G^-(z) - G^+(z) \right) \right), \quad Y(H, Z) = \left( G^+(z) + G^-(z) \right) + 2\theta L(z),
\]
and the field components in Fourier modes
\[
J(z) = \sum_{n \in \mathbb{Z}} J_n z^{-1-n}, \quad G^\pm(z) = \sum_{n \in \frac{1}{2} + \mathbb{Z}} G^\pm_n z^{-\frac{3}{2}-n},
\]
one obtains from the above $\Lambda$-brackets the Virasoro commutation relations (3.12a) and the following ones (see [39] Theorem 5.10) and [6] Example 3.13):
\[
[J_m, J_n] = \frac{m}{3} \delta_{m,-n} c, \quad [J_m, G^\pm_n] = \pm G^\pm_{m+n}, \quad [G^\pm_m, L_n] = \left( m - \frac{n}{2} \right) G^\pm_{m+n},
\]
\[
[L_m, J_n] = -nJ_{m+n}, \quad [G^\pm_m, G^\mp_n] = L_{m+n} + \frac{m-n}{2} J_{m+n} + \frac{c}{6} \left( m^2 - \frac{1}{4} \right) \delta_{m,-n}.
\]
**Remark 3.3.** The Neveu–Schwarz vector $H$ can be recovered from the current $J$. More precisely, given an even vector $J$ satisfying the identities (3.13) for some odd vector $H$ and an invariant central element $c$, the triple $(J, H, c)$ automatically satisfies (3.11), so it determines an $N = 2$ superconformal vertex algebra. This follows by a direct application of the Jacobi identity for SUSY Lie conformal algebras (see, e.g., [35] Lemma A.1) for details).
Example 3.4. The (‘small’) \( N = 4 \) superconformal vertex algebra of central charge \( c \) is generated by the SUSY Lie conformal algebra \( \mathcal{R} \) whose underlying \( \mathcal{H} \)-module is freely generated by an odd vector \( H \), three even vectors \( J^1, J^2, J^3 \), and a scalar \( c \), with \( \Lambda \)-brackets given by (3.11), (3.13) for \( J = J^i \) with \( i = 1, 2, 3 \) (i.e., \( H \) and \( J^i \) determine an \( N = 2 \) superconformal vertex algebra of central charge \( c \)), and \[
\left[ J^i_\Lambda J^j \right] = -\varepsilon_{ijk}(S + 2\chi)J^k, \quad i \neq j, \tag{3.14}
\]
where \( \varepsilon_{ijk} \) is the totally antisymmetric tensor. Superfield expansions similar to the ones in Examples 3.1 and 3.2 provide commutation relations for the corresponding Fourier-mode infinite-dimensional Lie superalgebra (see [6, Example 3.14]).

Example 3.5. Let \( (\mathfrak{g}, (\cdot|\cdot)) \) be a quadratic Lie algebra and \( k \in \mathbb{C} \) a scalar (one can start with a Lie superalgebra, but we will not consider this generality in this paper). Let \( \Pi \mathfrak{g} \) be the corresponding purely odd vector superspace. Abusing notation, \[
[\cdot,\cdot]: \Pi \mathfrak{g} \times \Pi \mathfrak{g} \to \Pi \mathfrak{g}, \quad (\cdot|\cdot): \Pi \mathfrak{g} \times \Pi \mathfrak{g} \to \mathbb{C},
\]
will denote the bilinear maps corresponding to the Lie bracket and the quadratic form on \( \mathfrak{g} \), identifying elements \( a \) of \( \mathfrak{g} \) with their corresponding odd copies \( \Pi a \) in \( \Pi \mathfrak{g} \). The universal superaffine vertex algebra with level \( k \) associated to \( \mathfrak{g} \) is the SUSY vertex algebra \( V^k(\mathfrak{g}_{\text{super}}) \) generated by the supercurrent algebra or superaffinization \( \mathfrak{SCur}_{\mathfrak{g}} \). This is the SUSY Lie conformal algebra with underlying \( \mathcal{H} \)-module freely generated by \( \Pi \mathfrak{g} \) and a scalar \( k \), with the \( \Lambda \)-bracket \[
[a_\Lambda b] = [a, b] + \chi(a|b)k \tag{3.15}
\]
for all \( a, b \in \Pi \mathfrak{g} \).

The above construction is often considered when the Lie algebra \( \mathfrak{g} \) is simple or abelian, taking the level \( k + h^\vee \), where \( 2h^\vee \) is the eigenvalue for the Casimir operator on \( \mathfrak{g} \) (see [34, Example 5.9] and [39, pp. 33, 115]). Since we do not want to restrict to semisimple or abelian Lie algebras in this paper, we will not use this convention.

3.2. Generators of supersymmetry. Let \( (\mathfrak{g}, (\cdot|\cdot)) \) be a finite-dimensional quadratic Lie algebra over an algebraically closed field \( \mathbb{C} \) of characteristic 0. Following Section 2.4 throughout this section we fix a direct sum decomposition \[
\mathfrak{g} = \mathfrak{l} \oplus \overline{\mathfrak{l}} \oplus V_-, \n\]
with \( \mathfrak{l}, \overline{\mathfrak{l}} \) isotropic, \( (\cdot|\cdot) \) non-degenerate, and \( V_- = (\mathfrak{l} \oplus \overline{\mathfrak{l}})^\perp \). We will use the notation (2.27) for the associated orthogonal projections. We fix a basis \( \{\epsilon_j, \overline{\epsilon}_j\}_{j=1}^n \) of \( \mathfrak{l} \oplus \overline{\mathfrak{l}} \) satisfying (2.28) and an orthogonal basis \( \{v_\alpha\}_{\alpha=1}^m \) of \( V_- \).

Let \( V^k(\mathfrak{g}_{\text{super}}) \) be the universal superaffine vertex algebra associated to \( (\mathfrak{g}, (\cdot|\cdot)) \) with level \( 0 \neq k \in \mathbb{C} \) (see Example 3.5). We fix \( \varepsilon \in \mathfrak{l} \oplus \overline{\mathfrak{l}} \) and consider the associated odd vectors \[
e := \Pi \varepsilon = \epsilon_l + \epsilon_\overline{l}, \quad u := \Pi(\varepsilon_l - \varepsilon_\overline{l}) = \epsilon_l - \epsilon_\overline{l}. \tag{3.16}\]

We define odd vectors associated to the basis elements \[
e_j = \Pi \epsilon_j, \quad \epsilon^i = \Pi \epsilon^i, \quad w_\alpha = \Pi v_\alpha, \n\]
and use them to define even vectors on \( V^k(\mathfrak{g}_{\text{super}}) \) by

\[
J_0 = \frac{i}{k} : e^j e_j : , \quad (3.17a)
\]

\[
J = J_0 - \frac{2}{k} Su. \quad (3.17b)
\]

Here and in the sequel we use the Einstein summation convention for repeated indices. It is easy to see that the previous expressions are independent of the choice of basis. We aim to prove that \( J_0 \) and \( J \) generate \( N = 2 \) superconformal vertex algebra structures (see Example 3.2) under natural assumptions studied in Section 2.4. Our construction extends a construction by E. Getzler for Manin triples [27] (see Remark 3.14).

Before we address this question in Section 3.3, in the present section we undertake the calculation of the \( \Lambda \)-brackets \([J_0 J_0] \) and \([J_\Lambda J] \) without making any assumptions. Define

\[
w = [e^j , e_j] - [e^j , e_j] = \Pi(\overline{r}_j , e_j) - [\overline{r}_j , e_j] \in \Pi \mathfrak{g}. \quad (3.18)
\]

Observe that \( w \) is independent of the choice of basis, and hence it provides an invariant of the subspace \( l \oplus \overline{I} \subset \mathfrak{g} \).

**Proposition 3.6.** Define \( c_0 := 3 \dim l \) and the vector

\[
H' = H_0 + \frac{1}{k} \nabla w \in V^k(\mathfrak{g}_{\text{super}}), \quad (3.19)
\]

where

\[
H_0 = \frac{1}{k} \left( : e_j (Se^j) : + : e^j (Se_j) : \right)
\]

\[
+ \frac{1}{k^2} \left( : e_j : e^k [e^j , e_k] :: + : e^j : e_k [e_j , e^k] :: \right.
\]

\[
- : e_j : e_k [e^j , e^k] :: - : e^j : e^k [e_j , e_k] :: \right).
\]

Then, one has

\[
[J_0 J_0] = - \left( H' + \frac{\lambda \chi}{3} c_0 \right). \quad (3.21)
\]

**Proof.** By the non-commutative Wick formula

\[
[J_0 \Lambda : e^j e_j : ] = [J_0 \Lambda e^j ] e_j + (-1)^{|J_0|+1} [e^j ] : e^j [J_0 \Lambda e_j ] : + \int_0^\Lambda d \Gamma \left[ [J_0 \Lambda e^j ] \Gamma e_j \right]. \quad (3.22)
\]

We calculate \([J_0 \Lambda e^j ]\) and \([J_0 \Lambda e_j ]\) using the commutativity of the \( \Lambda \)-bracket

\[
[J_0 \Lambda e^k ] = \frac{i}{k} (-1)^{|J_0|} |e^k | \left[ e^k , \Lambda : e^j e_j : \right].
\]

Applying the non-commutative Wick formula, it is easy to see that

\[
[e^k \Lambda : e^j e_j : ] = [e^k \Lambda e^j ] e_j + (-1)^{|e^k|+1} |e^j | : e^j [e^k \Lambda e_j ] : + \int_0^\Lambda d \Gamma \left[ [e^k \Lambda e^j ] \Gamma e_j \right]
\]

\[
= [e^k , e^j ] e_j : + : e^j [e^k , e_j ] : - \chi ke^k + \lambda k(e^k | [e^j , e_j ]);
\]

which implies

\[
[J_0 \Lambda e^k ] = \frac{i}{k} \left( : e^k , e^j ] e_j : + : e^j [e^k , e_j ] : \right) + i \left( \chi e^k + Se^k - \lambda (e^k [e^j , e_j ]) \right), \quad (3.23)
\]
\[ [J_0\Lambda e_k] = \frac{i}{k} \left( [e_k, e^j] e_j : + : e^j [e_k, e_j : ] \right) - i \left( \chi e_k + S e_k + \lambda (e_k [e^j, e_j : ]) \right). \] (3.24)

Applying now sesquilinearity in the \( \Lambda \)-bracket in the integrand of (3.22), we obtain that

\[ [J_0 \Lambda : e^j e_j :] = \frac{i}{k} \left( [:: [e^j, e^k] e_k : e_j : + : e^k [e^j, e_k : ] : e_j : \right. \]
\[ \left. - : e^j : [e_j, e^k] e_k : - : e^j : e^k [e_j, e_k : ] : \right) + i \left( (Se^j) e_j : + : e^j (Se_j) : + \lambda \left( [e^j, e_j : ] - [e^j, e_j : ] \right) \right) \]
\[ + \frac{i}{k} \int_0^\Lambda d\Gamma \left( [:: [e^j, e^k] e_k : + : e^k [e^j, e_k : ] : e_j : \right. \]
\[ \left. + i \int_0^\Lambda d\Gamma (\eta - \chi) \left( [e^j, e_j : ] + \eta k (e^j | e_j : ) \right) \right). \]

By non-commutative Wick formula and commutativity, it is easy to see that

\[ \partial_\eta \left( [:: [e^j, e^k] e_k : + : e^k [e^j, e_k : ] : e_j : \right) = -2k (e^j, e_j : ). \]

Hence, computing the previous two integrals, we obtain the identity

\[ [J_0 \Lambda J_0] = -\hat{H} - \lambda \chi \dim l = - \left( H' + \frac{\lambda \chi}{3} c_0 \right), \]

where

\[ \hat{H} = \frac{1}{k^2} \left( [:: [e^j, e^k] e_k : e_j : + : e^k [e^j, e_k : ] : e_j : \right. \]
\[ \left. + : e^j : [e_j, e^k] e_k : - : e^j : e^k [e_j, e_k : ] : \right) + \frac{1}{k} \left( (Se^j) e_j : + : e^j (Se_j) : \right). \]

To finish the proof, it suffices to check that \( \hat{H} = H' \) as in (3.19), for which we apply basic properties in Lemma A.3. Applying (A.5) and (A.7), we obtain, respectively,

\[ - : e^j : [e_j, e^k] e_k : = : e^j : e_k [e_j, e^k : ] : , \]
\[ [e^j, e^k] e_k : e_j : = : e_j : [e^j, e^k] e_k : - k\left( \left( e_j | e^k \right) \left( e^j, e_k : \right) \right). \]

By (A.8), we also have

\[ :: [e^j, e^k] e_k : e_j : = : e_j : e^k [e^j, e_k : ] : - kT \left( \left( e_j | e^k \right) \left( e^j, e_k : \right) \right) \]
\[ = : e_j : e^k [e^j, e_k : ] : - k \left( T \left[ e^j, e_j : \right] + T \left[ e^j, e_j : \right] \right). \]

Finally, (A.5) and (A.8) imply that

\[ :: [e^j, e^k] e_k : e_j : = - : e_j : e_k [e^j, e^k : ] : + kT \left( \left( e_j | e^k \right) \left( e^j, e^k : \right) - \left( e_j | e^j, e^k : \right) \right) \]
\[ = - : e_j : e_k [e^j, e^k : ] : + kT \left[ e^j, e_j : \right]. \]

and therefore \( \hat{H} = H' \) as claimed. \( \square \)

Remark 3.7. Our formula (3.20) for \( H_0 \) shall be compared with the formula for the vector \( H^+ \) in [36, Theorem 2].

We next calculate the \( \Lambda \)-bracket \( [J_\Lambda J] \), where \( J \) is defined in (3.17b).

Proposition 3.8. Define

\[ c = 3 \left( \dim l + \frac{4}{k} (e | w - e) \right). \] (3.25)
and the vector

\[ H = H' - \frac{2}{k} T e + \frac{2}{k^2} S \left( \left[ u, e^l \right] e_j : + : e^l [u, e_j] : \right) \in V^k (\mathfrak{g}_{\text{super}}). \] (3.26)

Then, one has

\[ [J_J] = - \left( H + \frac{\lambda \chi}{3} e \right). \] (3.27)

**Proof.** By sesquilinearity we have

\[ [J_J] = [J_{0J_J}] - i \frac{2}{k} [J_{0\Lambda S u}] - i \frac{2}{k} [J_{\Lambda u J_J}] - \frac{4}{k^2} [S u J_J] \]

\[ = [J_{0J_J}] + i \frac{2}{k} (\chi + S) [J_{0\Lambda u J_J}] - i \frac{2}{k} \chi [S u J_J] - \frac{4}{k^2} \chi (S + \chi) [u \Lambda u]. \]

We calculate the \( \Lambda \)-brackets in the different summands by steps. The term \( [J_{0J_J}] \) was calculated in (3.21). Combining (3.23) with (3.21) we have

\[ [J_{0J}] = (e|e^k) [J_{0\Lambda e_k}] - (e|e_k) [J_{0\Lambda e^k}] \]

\[ = (e|e^k) \left( \frac{i}{k} \left( [e_k, e^j] e_j : + : e^j [e_k, e_j] : \right) - i ((\chi + S) e_k + \lambda (e_k [e^j, e_j])) \right) \]

\[ - (e|e_k) \left( \frac{i}{k} \left( [e^k, e^j] e_j : + : e^j [e^k, e_j] : \right) + i ((\chi + S) e^k - \lambda (e^k [e^j, e_j])) \right) \]

\[ = - i ((\chi + S) e + \lambda (u [e^j, e_j])) + \frac{i}{k} \left( [u, e^j] e_j : + : e^j [u, e_j] : \right). \]

Applying commutativity of the \( \Lambda \)-bracket, we also obtain

\[ [u \Lambda J_J] = (-1)^{|u||J_J|} [J_{0\Lambda - \Delta u}] \]

\[ = i (\chi e + \lambda (u [e^j, e_j])) + \frac{i}{k} \left( [u, e^j] e_j : + : e^j [u, e_j] : \right), \]

while application of sesquilinearity shows that

\[ [u \Lambda u] = [u, u] + k \chi (u|u) = k \chi (u|u) = -k \chi (e|e). \]

Adding the different terms above, we conclude that

\[ [J_J] = [J_{0J_J}] + \frac{2}{k} (\chi + S) [J_{0u J_J}] - i \frac{2}{k} \chi [S u J_J] - \frac{4}{k^2} \chi (S + \chi) [u \Lambda u] \]

\[ = - \left( H' + \frac{\lambda \chi}{3} e \right) + i \frac{2}{k^2} S \left( [u, e^l] e_j : + : e^l [u, e_j] : \right) + \frac{4}{k^2} \chi (S + \chi) \chi (e|e) \]

\[ + i \frac{2}{k} (\chi + S) \left( - i ((\chi + S) e + \lambda (u [e^j, e_j])) \right) - i \frac{2}{k} \chi \left( i (\chi e + \lambda (u [e^j, e_j])) \right) \]

\[ = - \left( \left( H' - \frac{2}{k} T e + \frac{2}{k^2} S \left( [u, e^l] e_j : + : e^l [u, e_j] : \right) \right) + \frac{\lambda \chi}{3} \left( c_0 + \frac{12}{k} (e|w - e) \right) \right) \]

\[ = - \left( H + \frac{\lambda \chi}{3} e \right). \]

**□**

**Remark 3.9.** In the definition of \( J_0 \) and \( J \) in (3.17a) and (3.17b), we consider \( l \oplus \bar{l} \) as an ordered pair. Note that, if we denote by \( \overline{J_0} \) the vector associated to \( \bar{l} \oplus l \), by (3.3) we have

\[ \overline{J_0} = \frac{i}{k} : e_j e^j := - \frac{i}{k} : e^j e_j := - J_0. \]
Similarly, if we denote $u = e_l - e_l$, we have

$$J = J_0 - \frac{2}{k}Si\bar{u} = -J_0 + \frac{2}{k}Siu = -J.$$ 

Note that $J_0$ (respectively $J$) satisfies the relation (3.21) (resp. (3.27)) for the same vector $H'$ (resp. $H$).

3.3. $N = 2$ supersymmetry from the $F$-term and $D$-term equations. Our main goal in this section is to prove that, under natural conditions studied in Section 2.4, the vectors $J_0$ and $J$ (see (3.17a) and (3.17b)) induce embeddings of $N = 2$ superconformal algebras on the universal superaffine vertex algebra associated to $(g, (\cdot, \cdot))$. As a consequence of Proposition 3.6 and Proposition 3.8, this reduces to proving the identities (see Remark 3.3)

$$[H' \Lambda J_0] = (2\lambda + 2T + \chi S) J_0, \quad (3.28a)$$
$$[H_\Lambda J] = (2\lambda + 2T + \chi S) J. \quad (3.28b)$$

We start by proving the identity (3.28a). Firstly, we find a more convenient expression for the vector $H_0$ defined in (3.20).

**Lemma 3.10.** Assume that $l \oplus \bar{l}$ satisfies the $F$-term equation (2.31). Then the vector $H_0$ defined by (3.20) can be written as follows:

$$H_0 = \frac{1}{k} (\varepsilon_j (Se^j) : + e^j (Se_j) : ) + \frac{1}{k^2} \left( 2 : e_j : e^k [e^j, e_k]_l : + : e^j : e^k [e_j, e_k]_l : + : e_j : e_k [e^j, e^k]_l : \right). \quad (3.29)$$

**Proof.** Without any hypothesis, it follows from (A.11) that

$$: e_j : e^k [e^j, e_k] : = : e_j : e_k [e^j, e^k] : .$$

Using now (A.12), we conclude the identity (3.29) imposing the involutivity of $l$ and $\bar{l}$. □

We will also need the following technical identity.

**Lemma 3.11.** Assume that $l \oplus \bar{l}$ satisfies the $F$-term equation (2.31). Then, for all $i \in \{1, \ldots, n\}$, we have

$$2 : e_j : e_k [e_i, e^j]_l, e^k : = : e_i, e^j : + e_k [e_j, e_k]_l : + : e_i, e^j : e_k [e^j, e^k]_l : + : e^j : e_k [e_i, e^j]_l : + : e_j : e_k [e^j, e^k]_l : + : e_i : e^k [e_j, e^k]_l : + : e_j : e_k [e^j, e^k]_l : .$$
Proof. Applying the Jacobi identity for the Lie bracket of \( g \) and the involutivity of \( l, \overline{l} \), we obtain

\[
:e^j : e^k \left[ e_i, [e_j, e_k]_l \right]_l := e^j : e^k \left[ [e_i, e_j]_l, e_k \right]_l := + : e^j : e^k \left[ e_j, [e_i, e_k]_l \right]_l ; ; ;
\]

\[
:e^j : e_k \left[ e_i, [e^j, e^k]_l \right]_l := e^j : e_k \left[ e_i, e^j, e^k \right]_l := + : e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

\[
= : e_j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := + : e_j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

\[
= : e^j : e_k \left[ e^j, e^k \right]_l := + : e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

By (A.5) and (A.11) combined with the invariance of \( -[\cdot, \cdot]_l \) we also obtain

\[
:e^j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := \left[ [e_i, e^j]_l, e^k \right] l := + : e^j : e_k \left[ [e_i, e^j]_l, e^k \right]_l ; ; ;
\]

\[
:e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l := e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

\[
= : e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

\[
: e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l := e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

Substituting these expressions on the right hand side of (3.11), it suffices to prove that

\[
:e_j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := + : e_j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := 0
\]

and

\[
:e^j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := e^j : e_k \left[ e^j, [e_i, e^k]_l \right]_l ; ; ;
\]

By (A.11), the last identity is trivial using antisymmetry and invariance of the quadratic Lie algebra. Moreover, using the same properties, one can easily conclude that

\[
:e_j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := + : e_j : e_k \left[ [e_i, e^j]_l, e^k \right]_l := 2 : e_j : e_k \left[ [e_i, e^j]_l, e^k \right]_l :=
\]

Thus it suffices to see that \( a := : e_j : [e^k, e_i]_l [e^j, e_k]_l := 0 \). But using the Jacobi identity in the left hand side of the previous equality, we conclude \( 2a = -a \) by (A.3), as required. □

The next step is to calculate \( [H_{0A}a] \) for arbitrary \( a \in l \oplus \overline{l} \).
Lemma 3.12. Assume that \( l \oplus \bar{t} \) satisfies the F-term equation (2.31). Then for any \( a = a_i + a_T \in l \oplus \bar{t} \), we have

\[
[H_{0\hat{\Lambda}} a_i] = -\frac{2}{k^2} \left( \begin{array}{c} e_j : e_k \left[ [a_i, e^j]_-, e^k \right]_T \colon : \\
+ : e_j : e_k \left[ [a_i, e^j]_-, e^k \right]_T :: + \left[ a_i, e^j \right] _- : e_k \left[ e_j, e^k \right] _- :: \\
+ : e_j : e_k \left[ [a_T, e_j]_-, e^k \right]_T :: + : e^j \left[ e^k, a_T \right] _- , e_j :: \\
+ \frac{1}{k} \left( \chi : e_j \left[ a_T, e^j \right] _- : -2 : e_j \left( S \left[ a_T, e^j \right] _- \right) : + 2 T \left[ e_j, \left[ a_T, e^j \right] _- \right] T \\
+ \lambda \left( \left[ e_j, \left[ a_T, e^j \right] _- \right] _+ + \left[ a_T, e^j \right] _- , e^j \right) _- \right) \right) + (\lambda + 2 T + \chi S) a_i, \tag{3.30a}
\]

\[
[H_{0\hat{\Lambda}} a_T] = -\frac{2}{k^2} \left( \begin{array}{c} e^j : e^k \left[ [a_T, e_j]_-, e_k \right]_T :: \\
+ : e^j : e^k \left[ [a_T, e_j]_-, e_k \right]_T :: + : \left[ a_T, e_j \right] _- : e^k \left[ e_j, e^k \right] _- :: \\
+ : e^j : e^k \left[ [a_T, e_j]_-, e_k \right]_T :: + : e^j \left[ e^k, a_T \right] _- , e_j :: \\
+ \frac{1}{k} \left( \chi : e^j \left[ a_T, e_j \right] _- : -2 : e^j \left( S \left[ a_T, e_j \right] _- \right) : + 2 T \left[ e^j, \left[ a_T, e_j \right] _- \right] T \\
+ \lambda \left( \left[ e^j, \left[ a_T, e_j \right] _- \right] _+ + \left[ a_T, e_j \right] _- , e^j \right) _- \right) \right) + (\lambda + 2 T + \chi S) a_T, \tag{3.30b}
\]

\[
[H'_{\hat{\Lambda}} a_i] = [H_{0\hat{\Lambda}} a_i] + \frac{\lambda}{k} [a_i, w] - \chi (a_i | w). \tag{3.30c}
\]

\[
[H'_{\hat{\Lambda}} a_T] = [H_{0\hat{\Lambda}} a_T] + \frac{\lambda}{k} [a_T, w] - \chi (a_T | w). \tag{3.30d}
\]

Proof. Since we can exchange the roles played by \( l \) and \( \bar{t} \), it suffices to check (3.30a) and (3.30c) for \( a_i = e_i \), an element in the basis of \( l \). By commutativity of the \( \Lambda \)-bracket we have

\[
[H_{0\hat{\Lambda}} e_i] = (-1)^{|H_0||e_i|} \left[ e_{i_{\Lambda - \bar{\Lambda}}} H_0 \right].
\]

Hence we need to calculate

\[
[e_i \Lambda H_0] = \frac{1}{k} \Upsilon_i^1 + \frac{1}{k^2} \Upsilon_i^2,
\]

for which we use the expression for \( H_0 \) in Lemma 3.10. We compute first

\[
\Upsilon_i^1 = \left[ e_i \Lambda \left( : e_j \left( S e^j \right) : + : e^j \left( S e_j \right) : \right) \right] = \Upsilon_i^{1,1} + \Upsilon_i^{1,2}.
\]

Applying the non-commutative Wick formula once on each summand, we have:

\[
\Upsilon_i^{1,1} = \left[ e_i \Lambda : e_j \left( S e^j \right) : \right] = \left[ e_i, e_j \right] \left( S e^j \right) : + : e_j \left( S \left[ e_i, e^j \right] \right) : - \chi : e_j \left[ e_i, e^j \right] : + \lambda k e_i + \lambda \left[ e_i, e_j \right] e^j,
\]

\[
\Upsilon_i^{1,2} = \left[ e_i \Lambda : e^j \left( S e_j \right) \right] = \left[ e_i, e^j \right] \left( S e_j \right) : + : e^j \left( S \left[ e_i, e_j \right] \right) : - \chi : e^j \left[ e_i, e_j \right] : + \chi S k e_i + \lambda \left[ e_i, e^j \right] e_j.
\]
and by the involutivity of $l$,

$$\Upsilon^1_i = \Upsilon^{1,1}_i + \Upsilon^{1,2}_i$$

$$= e_j \left( S \left[ e_i, e^j \right]_+ \right) + + \left[ e_i, e^j \right]_+ \left( S e_j \right) + \left( \lambda + \chi S \right) k e_i$$

$$- \chi \left( e_j \left[ e_i, e^j \right]_+ + e^j \left[ e_i, e^j \right]_+ \right) - \lambda \left( \left[ e_j, e_i \right]_+ , e^j \right) + \left( \left[ e^j, e_i \right]_+ , e_j \right) .$$

Here we have used the identity (which follows from antisymmetry and invariance on $\mathfrak{g}$)

$$: \left[ e_i, e^j \right]_+ \left( S e^j \right) + + : e_j \left( S \left[ e_i, e^j \right]_+ \right) + : \left[ e_i, e^j \right]_+ \left( S e_j \right) + : e^j \left( S \left[ e_i, e^j \right]_+ \right) = 0 .$$

Next, we compute

$$\Upsilon^2_i = \left[ e_i \Lambda : e^j : e^k \left[ e^j, e_k \right]_+ \right] + : e_j : e_k \left[ e^j, e^k \right]_+ + 2 : e_j : e^k \left[ e^j, e_k \right]_+ .$$

First of all, applying twice the non-commutative Wick formula, we obtain

$$\Upsilon^{2,1}_i = \left[ e_i \Lambda : e^j : (e^k \left[ e^j, e_k \right]_+ ) \right]$$

$$= : \left[ e_i, e^j \right] : e^k \left[ e^j, e_k \right]_+ + : \left( \chi k \delta^j_i \right) : e^k \left[ e^j, e_k \right]_+$$

$$+ : e^j \left[ e_i \Lambda e^k \right] \left[ e^j, e_k \right]_+ : + e^k \left[ e_i \Lambda \left[ e_j, e_k \right] \right]_+ : + \int_0^\Lambda d \Gamma \left[ \left[ e_i \Lambda e^k \right]_+, \left[ e^j, e_k \right]_+ \right] :$$

$$+ \int_0^\Lambda d \Gamma \left[ \left[ e_i, e^j \right]_+, e^k \right] \left[ e^j, e_k \right]_+ : + e^k \left[ e_i, e^j \right] \left[ e^j, e_k \right]_+ :$$

$$= : \left[ e_i, e^j \right] : e^k \left[ e^j, e_k \right]_+ : + e^j : \left[ e^j, e^k \right] \left[ e^j, e^k \right]_+ :$$

$$+ 2 \chi k : e^j \left[ e^j, e^j \right]_+ : + \lambda k \left( 2 \left[ \left[ e^j, e^j \right]_+, e^j \right] + \left[ e^j, e^j \right] + \left[ e^j, e^j \right] \right) .$$

In the same way, we obtain

$$\Upsilon^{2,2}_i = \left[ e_i \Lambda : e_j : e^k \left[ e^j, e^k \right]_+ \right]$$

$$= : \left[ e_i, e_j \right] : e_k \left[ e^j, e^k \right] \left[ e^j, e^k \right]_+ : + e^j : e_k \left[ e_i, [e^j, e^k]_+ \right]$$

$$+ \chi k : e^j \left[ e^j, e^j \right]_+ : + \lambda k \left( 2 \left[ \left[ e^j, e^j \right]_+, e^j \right] + \left[ e^j, e^j \right] \right) ,$$

$$\Upsilon^{2,3}_i = \left[ e_i \Lambda : e_j : e^k \left[ e^j, e^k \right] \right]$$

$$= : \left[ e_i, e_j \right] : e^k \left[ e^j, e^k \right] \left[ e^j, e^k \right] \left[ e^j, e^k \right]_+ : + e^j : e^k \left[ e_i, [e^j, e^k]_+ \right]$$

$$+ \chi k : e^j \left[ e^j, e^j \right] \left[ e^j, e^j \right] \left[ e^j, e^j \right]_+ : + \lambda k \left( \left[ e^j, e^j \right] \left[ e^j, e^j \right] \left[ e^j, e^j \right] \right) .$$
Applying now the involutivity of \( l \) and \( \overline{l} \), we have that

\[
\Upsilon_i^2 = \Upsilon_i^{2,1} + \Upsilon_i^{2,2} + 2\Upsilon_i^{2,3}
\]

\[
= 2 \left( : e_j : e_k \left[ e^j, [e_i, e^k]_- \right]_- : + : e_j : e_k \left[ [e_i, e^j]_-, e^k \right]_\tau :: \right.
\]

\[
+ : e_j : [e_i, e^k]_- \left[ e^j, e_k \right]_- :: + : e_j : e^k \left[ e_k, [e^j, e_i]_- \right]_- :: + : e_j : e^k \left[ e_i, [e^j, e_k]_- \right]_l ::
\]

\[
+ \chi k \left( 2 : e^j [e_i, e_j]_l : + : e_j [e_i, e^j]_l : + 2 : e_j [e_i, e^j]_- :: \right.
\]

\[
+ \lambda k \left( 2 \left[ [e^j, e_i]_\tau , e_j \right]_\tau + \left[ [e^j, e_i]_l , e_j \right]_l + 2 \left[ [e_j, e_i]_- , e_j \right]_l + 2 \left[ [e^j, e_i]_- , e_j \right]_l + 2 \left[ [e^j, e_i]_\tau , e_j \right]_- \right),
\]

where we have used the identities \( (A.11) \) and \( (A.12) \), combined with invariance, antisymmetry and the Jacobi identity on \( \mathfrak{g} \), to add together all the double normally ordered products. Moreover, we have used the identity given in Lemma 3.11 to simplify all the terms that do not have any part in \( V_- \).

The terms of \([e_i \Lambda H_0] - (\lambda + \chi S) ke_i\) that are linear in \( \chi \) and \( \lambda \) can be simplified as follows. Using antisymmetry and invariance on \( \mathfrak{g} \), we have

\[
k \partial_\chi \left( [e_i \Lambda H_0] - (\lambda + \chi S) e_i \right) = - : e_j [e_i, e^j] : - : e^j [e_i, e_j]_l :
\]

\[
+ 2 : e^j [e_i, e_j]_l : + : e_j [e_i, e^j]_l : + 2 : e_j [e_i, e^j]_- ::
\]

\[
= : e_j [e_i, e^j]_- ::,
\]

\[
k \partial_\lambda \left( [e_i \Lambda H_0] - (\lambda + \chi S) e_i \right) = - \left[ [e_j, e_i]_l , e^j \right] - \left[ [e^j, e_i]_- , e_j \right] + 2 \left[ [e^j, e_i]_- , e_j \right]_l
\]

\[
+ 2 \left[ [e^j, e_i]_\tau , e_j \right]_\tau + 2 \left[ [e^j, e_i]_l , e_j \right]_l + 2 \left[ [e_j, e_i]_- , e_j \right]_l + 2 \left[ [e_j, e_i]_- , e_j \right]_l
\]

\[
= \left[ [e^j, e_i]_- , e_j \right]_l + \left[ [e_i, e^j]_- , e_j \right]_-,
\]

where in the last expression we have used the involutivity of \( l \) and \( \overline{l} \). From this, we obtain

\[
[e_i \Lambda H_0] = \frac{1}{k} \Upsilon_i^1 + \frac{1}{k^2} \Upsilon_i^2
\]

\[
= (\lambda + \chi S) e_i + \frac{1}{k} \left( : e_j \left( S [e_i, e^j]_- \right) : + : [e_i, e^j]_- (Se_j) : \right.
\]

\[
+ \chi : e_j [e_i, e^j]_- :: + \lambda \left( \left[ [e^j, e_i]_- , e_j \right]_l + \left[ [e_i, e^j]_- , e_j \right]_- \right) \right)
\]

\[
+ \frac{2}{k^2} \left( : e_j : e_k \left[ e^j, [e_i, e^k]_- \right]_- :: + : e_j : e_k \left[ [e_i, e^j]_- , e^k \right]_\tau :: \right.
\]

\[
+ \left[ e_i, e^k]_- \left[ e^j, e_k \right]_- :: + : e_j : e^k \left[ e_k, [e^j, e_i]_- \right]_- :: + : e_j : e^k \left[ e_i, [e^j, e_k]_- \right]_l :: \right).
\]
Finally, to prove (3.30a), we use that $S$ is an antiderivation of the product $::$ and $\Lambda$:

$$[H_0 \Lambda e_i] = -[e_i - \Lambda - \nabla H_0]
= -\frac{2}{k^2} \left( e_j : e_k \left[ [e_i, e']_-, e^k \right]_T :: e_i \right)
+ e_j : e_k \left[ [e_i, e']_-, e^k \right]_T :: + [e_i, e']_T : e_k [e_j, e^k]_T ::
+ e_j : e_k \left[ [e_i, e']_T :: + e_j : e_k \left[ [e^k, e_i]_T :: + e_j :: [e_i, e']_T :: \right. \right.

\right.
\left. + \lambda \left( \left[ e_j, [e_i, e']_T :: + [e_i, e']_T ::, e_j :: \right) \right) \right)

$$

To conclude, we compute $[H'_\Lambda e_i]$ calculating $([H' - H_0] \Lambda e_i]$ by sesquilinearity. Indeed,

$$[Tw_\Lambda e_i] = -\lambda [w_\Lambda e_i] = \lambda ([e_i, w] - \chi k(e_i | w)),
$$

which implies (3.30.b). □

We are ready to state the first main result of our paper.

**Theorem 3.13.** Assume that $l \oplus \overline{l}$ satisfies the F-term equation (2.31) and the D-term gravitino equation (2.32), and that

$$w \in [l, l] \perp \cap [\overline{l}, \overline{l}] \perp.
$$

Then the vectors

$$J_0 = \frac{i}{k} : e^j e_j ::,
$$

$$H' = \frac{1}{k} \left( e_j : (Se^j) : + e^j (Se_j) : \right)
+ \frac{1}{k^2} \left( e_j : e^k \left[ e^j, e_k \right] :: + e^j : e_k \left[ e_j, e^k \right] :: \right.

\right.
\left. - e_j : e_k \left[ e^j, e^k \right] :: - e_j : e_k \left[ e^j, e^k \right] :: \right) + \frac{1}{k} Tw,
$$

induce an embedding of the $N = 2$ superconformal vertex algebra with central charge $c = 3 \dim l$ into the universal superaffine vertex algebra $V^k(\mathfrak{g}_{\text{super}})$ with level $0 \neq k \in \mathbb{C}$.

**Proof.** By the non-commutative Wick formula, it suffices to calculate

$$[H'_\Lambda : e^i e_i ::] = [H'_\Lambda e^i] e_i : + (-1)^{(|H'|+1)|e^i|} : e^i [H'_\Lambda e_i :: + \int_0^\Lambda d\lambda [H'_\Lambda e^i e_i :: + I,

$$

where $I$ is the third summand of the right-hand side in the first line. Firstly, we compute

$$I = \int_0^\Lambda (I_1 + I_2 + I_3) d\lambda,$$
where

\[ I_1 = \partial_{\eta} [A^i \Gamma e_i], \]
\[ I_2 = \partial_{\eta} [B^i \Gamma e_i], \]
\[ I_2 = \partial_{\eta} [C^i \Gamma e_i], \]

are given by

\[ A^i = \frac{1}{k} \left( \chi : e^i \left[ e^i, e_j \right] : - 2 : e^j \left( S \left[ e^i, e_j \right] : \right) : \right) \frac{2}{k^2} \left( : e^j : e^k \left[ \left[ e^i, e_j \right] : , e_k \right] : \right) \]
\[ + : e^j : e^k \left[ \left[ e^i, e_j \right] : , e_k \right] : + : e^i : e^k \left[ \left[ e^i, e_j \right] : , e_k \right] : \]
\[ + : e^j : e_k \left[ \left[ e^i, e_j \right] : , e_k \right] : \right), \]
\[ B^i = \frac{1}{k} \left( \lambda \left( \left[ e^i, \left[ e^i, e_j \right] : \right] + \left[ \left[ e^i, e_j \right] : , e_j \right] \right) \right) \]
\[ + 2T \left[ \left[ e^i, \left[ e^i, e_j \right] : \right] \right) \right), \]
\[ C^i = \frac{\lambda}{k} \left[ e^i, w \right] + (\lambda + 2T + \chi S) e^i. \]

We proceed as follows. By commutativity of the \( \Lambda \)-bracket, we can write

\[ I_1 = (-1)^{|e_i|} \partial_{e_i} \left[ e_i \Gamma - \nabla A^i \right] = \partial_n \left[ e_i \Gamma - A^i \right] \]
\[ = \frac{1}{k} (I_1^1 - 2I_1^2) - \frac{2}{k^2} \left( I_1^3 + I_1^4 + I_1^5 + I_1^6 \right), \]

where

\[ I_1^1 = \partial_n \left[ e_i \Gamma \left( \chi : e^i \left[ e^i, e_j \right] : \right) \right] = \partial_n \left( \chi \left[ e_i \Gamma : e^i \left[ e^i, e_j \right] : \right) \right) = -\chi k \left[ e^i, e_j \right] : = 0, \]
\[ I_1^2 = \partial_n \left[ e_i \Gamma : e^j \left( S \left[ e^i, e_j \right] : \right) \right] = k S \left[ e^i, e_j \right] : = - e^j \left[ e_i \left[ e^i, e_j \right] : \right) \]
\[ I_1^3 = \partial_n \left[ e_i \Gamma : e^j \left[ e^i, \left[ e^i, e_k \right] : \right] \right] = k \left( e^j \left[ e_i \left[ e^i, e_k \right] : \right) - e^j \left[ e^i \left[ e^i, e_k \right] : \right) \right) \]
\[ = k : e^j \left[ e_i \left[ e^i, e_k \right] : \right) \]
\[ I_1^4 = \partial_n \left[ e_i \Gamma : e^j \left[ e^i, e_k \right] : \right] = k \left( e^j \left[ e^i \left[ e^i, e_k \right] : \right) - e^j \left[ e^i \left[ e^i, e_k \right] : \right) \right) \]
\[ = k : e^j \left[ e^i \left[ e^i, e_k \right] : \right) \]
\[ I_1^5 = \partial_n \left[ e_i \Gamma : e^i \left[ e^i, e_k \right] : \right] = - k : \left[ e^i \left[ e^i, e_k \right] : \right) \]
\[ = k : \left[ e^i \left[ e^i, e_k \right] : \right) \]
\[ I_1^6 = \partial_n \left[ e_i \Gamma : e^j \left[ e^i, e_k \right] : \right] = k \left( e^j \left[ e^i \left[ e^i, e_k \right] : \right) - e^j \left[ e^i \left[ e^i, e_k \right] : \right) \right) \]
\[ = k : e^j \left[ e^i \left[ e^i, e_k \right] : \right) \]
\[ I_1^7 = \partial_n \left[ e_i \Gamma : e^i \left[ e^i, e_i \right] : \right] = k : e^i \left[ e^i \left[ e^i, e_i \right] : \right) \]

These identities are derived combining the non-commutative Wick formula, the \( D \)-term gravitino equation (2.32), (A.5), and the antisymmetry of the Lie bracket \( g \). Combining
the previous expressions, we have proved that

\[ I_1 = \frac{-2}{k^2} : e_j \left[ e^i, [e^j, e^k]_+ \right]_T ::. \]

By sesquilinearity and the $D$-term gravitino equation (2.32), it is straightforward to show

\[ I_2 = (\lambda - 2\gamma) \left( \left[ e^j, [e^i, e_j]_- \right]_T e_i \right) = (\lambda - 2\gamma) \left( [e_j, e^k]_- [e^j, e_k]_- \right), \]

\[ I_3 = \frac{\lambda}{k} \left( \left( [e_j, e^i]_T [e^i, e_j]_l \right) - \left( [e_j, e^i]_l [e^i, e_j]_T \right) \right) + \partial_\eta \left( (\lambda - 2\gamma - \chi\eta) [e^i e_i] \right). \]

which lead us to the formula

\[ I = \lambda \chi \left[ e^i, e_i \right]_+ - \frac{2\lambda}{k} : e_j \left[ e^i, [e_i, e^j]_- \right]_T ::. \]

Next, we compute

\[ P = P_1 + P_2 + P_3 \]

in several steps, where

\[ P_1 = : \left( [H_0 \lambda e^j] - (\lambda + 2T + \chi S) e^j \right) e_j : + : e^j : ([H_0 \lambda e_j] - (\lambda + 2T + \chi S) e_j) ::, \]

\[ P_2 = : \left( [H' - H_0 \lambda e^j] e_j : + : e^j : ([H' - H_0 \lambda e_j] e_j ::, \right) \]

\[ P_3 = : (\lambda + 2T + \chi S) e^j e_j : + : e^j : (\lambda + 2T + \chi S) e_j ::. \]

First, we can compute directly

\[ P_1 = -\frac{2}{k^2} \left( : e^j \left( : e_j : e_k \left[ [e_i, e^j]_-, e^k \right]_T : + : e_j : e_k \left[ [e_i, e^j]_-, e^k \right]_- : \right) :: + : e^j : e_k \left[ [e_i, e^j]_-, e^k \right]_- :: \right) \]

\[ + : [e_i, e^j]_- : e_k \left[ e_j, e^k \right]_- :: + : e_j : e^k \left[ [e_i, e^j]_-, e^k \right]_l :: \]

\[ + : e^j : e_k \left[ [e^k, e_i]_-, e_j \right]_- :: + : \left( : e^j : e^k \left[ [e^i, e_j]_, e_k \right]_l :: \right) \]

\[ + : e^j : e_k \left[ [e^i, e_j]_-, e_k \right]_- :: + : [e^i, e_j]_- : e_k \left[ e^i, e_k \right]_- :: \]

\[ + : e^j : e_k \left[ [e^i, e_j]_-, e^k \right]_T :: + : e_j : e^k \left[ [e_k, e^i]_-, e^j \right]_- :: \right) e_i ::) \]

\[ + \frac{1}{k} \left( : e^j \left( \chi : e_j \left[ e_i, e^j \right]_- : -2 : e_j \left( S [e_i, e^j] \right) : \right) \right) \]

\[ + \lambda \left( \left[ e_j, [e_i, e^j]_- \right]_l + \left[ [e_i, e^j]_-, e_j \right]_l \right) + 2T \left( e_j, [e_i, e^j]_- \right)_l :: \]

\[ + \left( \chi : e^j \left[ e^i, e_j \right]_- : -2 : e^j \left( S [e^i, e_j] \right) :: \right) \]

\[ + \lambda \left( \left[ e^j, [e^i, e_j]_- \right]_T + \left[ [e^i, e_j]_-, e^j \right]_T \right) + 2T \left( e^j, [e^i, e_j]_- \right)_T \right) e_i :: \]

\[ = -\frac{2}{k^2} Q + \frac{1}{k} R, \]
where, after reordering the terms and changing indices, we have

\[
Q = e^i : e_j : e_k \left[ e^i, [e_j, e^k]^\cdot \right] + :: e^i : e_j : e_k \left[ e^i, e^j \right] 
\]

\[
+ e^i : \left[ [e^i, e_j]^\cdot : e_k \right] + :: e^i : e_j : e_k \left[ e^i, e^j, e^k \right] 
\]

\[
+ :: e^i : e_j : e_k \left[ [e^i, e^j]^\cdot, e_k \right] + :: e^i : e_j : e_k \left[ e^i, e^j \right] 
\]

\[
R = \left( \chi : e^i \left[ e^k, e_j \right]^\cdot : -2 : e^i \left( S [e^k, e_j]^\cdot \right) + \lambda \left( \left[ e^i, [e^j, e^k]^\cdot \right] + \left[ [e^k, e_j]^\cdot, e^i \right] 
\right) 
\]

\[
+ 2T \left[ e^i, [e^k, e_j]^\cdot \right] + :: e^i \left( \chi : e_j [e_k, e^j]^\cdot : -2 : e_j \left( S [e^k, e^j]^\cdot \right) 
\right) 
\]

\[
+ \lambda \left( \left[ e_j, [e_k, e^j]^\cdot \right] + \left[ [e_k, e^j]^\cdot, e_j \right] + 2T \left[ e_j, [e_k, e^j]^\cdot \right] 
\right) 
\]

Next, we expand \( Q \) using the special identities given in Lemma A.4 (matching the summands in pairs corresponding to the same line). Applying the antisymmetry and invariance on \( g \), combined with (A.5), (A.11), and (A.12), we obtain the following decomposition:

\[
Q = Q_1 + Q_2 + Q_3 + Q_4 + Q_5,
\]

where

\[
Q_1 = e^j : e_k \left[ e^i, [e_j, e_k]^\cdot \right] + :: e^j : \left[ e^i, [e^j, e_k]^\cdot \right] e_i :: e_j 
\]

\[
Q_2 = e^i : e_j : e_k \left[ e^i, [e^j, e_k]^\cdot \right] e_i :: e_j :: e_k 
\]

\[
Q_3 = e^i : e_j : e_k \left[ [e^i, e_j]^\cdot, e_k \right] e_i :: e_j : e_k 
\]

\[
Q_4 = e^i : e_j : e_k \left[ e^i, [e^j, e_k]^\cdot \right] e_i :: e_j : e_k \left[ e^i, e^j \right] e_i :: e_j :: e_k 
\]

\[
Q_5 = e^j : e_k \left[ e^i, [e^j, e_k]^\cdot \right] e_i :: e_j : e_k \left[ [e^i, e^j]^\cdot, e_k \right] e_i :: e_j :: e_k 
\]

Applying (A.14), (A.13), (A.10) and (A.6) to the first summand in this order, we obtain \( Q_1 = 0 \), while applying (A.11), (A.13), (A.11), (A.14), (A.10), (A.14), (A.10) and (A.5) to the first summand in this order, we obtain \( Q_2 = 0 \). By (A.14), (A.10) and (A.5) to the first summand in this order, we obtain

\[
Q_3 = -k T \left( e^i \left[ [e^j, e^k]^\cdot, e^k \right] e_i :: e_j :: e_k 
\right) 
\]

Similarly, applying (A.8), (A.10), (A.14), (A.10) and (A.5) to the first summand in this order, we obtain \( Q_4 = 0 \), while applying (A.14), (A.10), (A.12) and antisymmetry of the bracket to the first summand in this order, we obtain \( Q_5 = 0 \). Putting all together, we have that

\[
Q = Q_3 = -k T \left( e^i \left[ [e^j, e^k]^\cdot, e^k \right] e_i :: e_j :: e_k 
\right) 
\]
The next step is to decompose \( R \) as follows:

\[
R = \chi R_1 - 2R_2 + \lambda R_3 + 2R_4,
\]

where

\[
R_1 = : e^j [e^k, e_j] : e_k : - : e^k : e_j [e_k, e^j] : :,
\]

\[
R_2 = : e^j \left( S [e^k, e_j] \right) : e_k : + : e^k : e_j \left( S [e^k, e^j] \right) :,
\]

\[
R_3 = : e^j, [e^k, e_j] \tau e_k : + : e^k [e_j, e^j]_l : + : [e^k, e_j]_e j : + : e^k [e_k, e^j]_e j : :
\]

\[
R_4 = : e^j \left( T [e^k, e_j] \tau \right) e_j : + : e^k \left( T [e_j, e_k] \tau \right) :
\]

Applying (A.10) and (A.5) we have that \( R_1 = 0 \), while applying (A.9) and (A.7), we obtain

\[
R_2 = T \left( : e^j \left[ e^k, e_j \right] \tau, e_k \right).
\]

By antisymmetry and invariance, we trivially have that

\[
R_3 = 2 : e^j, [e^k, e_j] \tau e_k : + : [e^j, e_k]_e k : + : e^j \left[ e_j, e^j \right] \tau, e_k : :
\]

\[
R_4 = T \left( : e^j \left[ e^k, e_j \right] \tau \right) e_j :.
\]

Putting all together, by Remark 2.22, we have that

\[
R = \lambda \left( 2 : e^j, [e^k, e_j] \tau e_k : + : [e^j, e_k]_e k : + : e^j \left[ e_j, e^j \right] \tau, e_k : \right)
\]

\[
- 2T \left( : e^j \left[ e^k, e_j \right] \tau \right) ,
\]

and we conclude

\[
P_1 = \frac{\lambda}{k} \left( 2 : e^j, [e^k, e_j] \tau e_k : + : [e^j, e_k]_e k : + : e^j \left[ e_j, e^j \right] \tau, e_k : \right).
\]

Using now the hypothesis \( w \in [l, l]^+ \cap [7, 7]^+ \) combined with the properties of invariance and antisymmetry on \( g \), we see that

\[
P_2 = \frac{\lambda}{k} \left( : e^j \left[ e_j, [e^k, e_k]_l - [e^k, e_k]_l \right] e_j : + : [e_j, e^k]_l : \lambda \chi \left( e_j \left[ e^k, e_k \right] \right) e_j : \right)
\]

\[
+ \lambda \chi \left( e^j, e^j \right) e_j + \lambda \chi \left( : e_j, [e^k, e_k]_l e_j : + : e^j e_j, [e^k, e_k]_l \right),
\]

where, for the last two terms, we have used the \( F \)-term and \( D \)-term gravitino equations (2.29) and (2.32) in order to apply the Jacobi identity for the Lie bracket.

At last, using that \( T \) is a derivation and \( S \) is an antiderivation for the normally ordered product, it is easy to check that

\[
P_3 = (2\lambda + 2T + \chi S) : e^j e_j : .
\]
To conclude, by the Jacobi identity, we have that
\[
P = (2\lambda + 2T + \chi S) : e^j e_j : \lambda \chi [e^j, e_j]_+ + \frac{2\lambda}{k} : e^j, [e^k, e_j]_- \big]_I e_k :
\]
\[+ \frac{\lambda}{k} \bigg( : \big[e^j, e_k\big]_-, e^k \bigg)_- e_j : + \bigg( : [e_j, e^k]_-, e_k \bigg)_- e_j : + \bigg( : [e^j, e^k]_- e_j : - e^j [e_j, [e^k, e_k]]_- \bigg)_- e_k :. \]

which, combined with our formula for the integral \( I \), now implies
\[
\big[H' : e^j e_j \big]_+ = (2\lambda + 2T + \chi S) : e^j e_j :.
\]
This is equivalent to \( (3.28a) \), and hence the statement follows from Proposition 3.6 and Remark 3.3. \( \square \)

**Remark 3.14.** Under the hypothesis of Theorem 3.13 if we assume further that \( l \oplus \bar{l} = g \), then \( (g, l, \bar{l}) \) is a Manin triple and we recover a construction by E. Getzler \[27\]. Explicit examples where Theorem 3.13 applies and such that \( l \oplus \bar{l} \) is not a Manin triple will be provided in Section 5.2.

To prove our second main theorem, we need the following technical lemma.

**Lemma 3.15.** Assume that \( l \oplus \bar{l} \) satisfies the F-term equation \( (2.31) \) and the D-term dilatino equation \( (2.33) \) and that \( \varepsilon \in l \oplus \bar{l} \) is holomorphic (Definition 2.25). Then
\[
H = H_0,
\]
where the vectors \( H \) and \( H_0 \) are defined in \( (3.20) \) and \( (3.21) \), respectively. Furthermore, the constant \( c \) in \( (3.25) \) equals \( c = 3 \dim l + \frac{12}{k}(e|e) \).

**Proof.** The holomorphicity of \( \varepsilon \in l \oplus \bar{l} \) implies that
\[
H = H' - \frac{2}{k} T e = H_0 + \frac{1}{k}(w - 2e).
\]
This follows from the basic identity : \([a, e^j]|T e_j : + : \varepsilon^j [a, e_j]|T = 0 \) for all \( a \in \Pi g \) (by invariance of \((\cdot, \cdot)\) and antisymmetry of \([\cdot, \cdot]\)). Note also that the D-term dilatino equation \( (2.33) \) is equivalent to \([e^j, e_j]_+ = 2u \) and, equivalently, to
\[
w = 2e.
\]
The lemma follows from \( (3.31) \) and \( (3.32) \). \( \square \)

**Theorem 3.16.** Assume that \( l \oplus \bar{l} \) satisfies the F-term equation \( (2.31) \) and the D-term equation \( (2.34) \), and that \( \varepsilon \in l \oplus \bar{l} \) is holomorphic. Then the vectors
\[
J = \frac{i}{k} : e^j e_j : - \frac{2}{k} S i u,
\]
\[
H = \frac{1}{k} \bigg( : e_j (S e^j) : + : e^j (S e_j) : \bigg)
\]
\[+ \frac{1}{k^2} \bigg( : e_j : e^k [e^j, e_k] :: + : e^j : e_k [e_j, e^k] :: - : e_j : e_k [e^j, e_k] :: \bigg), \]
induce an embedding of the N = 2 superconformal vertex algebra with central charge
\[ c = 3 \left( \dim l + \frac{4}{k} (e|e) \right) \] (3.33)
into the universal superaffine vertex algebra \( V^k(\mathfrak{g}_{\text{super}}) \) with level \( 0 \neq k \in \mathbb{C} \).

**Proof.** The proof reduces to checking the identity (3.28b). By sesquilinearity, we have
\[
[H_A J] = [H'_A J_0] - \frac{2}{k} [H'_A S u] - \frac{2}{k} [T e_A J_0] + i \frac{4}{k^2} [T e_A S u]
\]
\[
= [H'_A J_0] - \frac{2}{k} (S + \chi) [H'_A u] + \frac{2}{k} \lambda [e_A J_0] - i \frac{4}{k^2} \lambda (\chi + S) [e_A u].
\]
The first summand corresponds to the identity (3.28a), which we proved in Theorem 3.13. We next compute the other summands in a series of steps.

By hypothesis \( \varepsilon \) is an infinitesimal isometry (Definition 2.25), and therefore
\[
[\varepsilon q, \overline{\varepsilon}] \subset l \oplus \overline{\mathbb{I}} \quad \text{and} \quad [\varepsilon q, l] \subset l \oplus \overline{\mathbb{I}}.
\] (3.34)

By sesquilinearity and Lemma 3.12 using the equations (3.34) above, we have
\[
[H'_A u] = (e|e^i) [H'_A e_i] - (e|e_i) [H'_A e^i] = (\lambda + 2 T + \chi S) u + \frac{\lambda}{k} [u, w]_+ + \lambda \chi (e|e^i, e_j).
\]

By (3.21) and (3.23), and using that \( \varepsilon \) is an infinitesimal isometry, we have the following:
\[
[e_A J_0] = (e|e^k) [e_k A J_0] + (e|e_k) [e^k A J_0]
\]
\[
= \frac{i}{k} \left( (e|e^k) \left( [e_k, e^j] e_j : + : e^j [e_k, e_j] : + k \chi e_k + k \lambda [e_k | [e^j, e_j]] \right) \right) + (e|e_k) \left( [e^k, e^j] e_j : + : e^j [e^k, e_j] : - k \chi e^k + k \lambda [e^k | [e^j, e_j]] \right)
\]
\[
= i \chi u + i \lambda (e|e^i, e_j).
\]

This follows from the basic identity : \([e, e^j] e_j : + : e^j [e, e_j] : = 0\) for all \( e \in \mathfrak{g} \) (see the proof of Lemma 3.15). Using again the infinitesimal isometry condition (2.12), a simple computation shows that
\[
[e_A u] = [e, u] + k \chi (e|u) = [e, u]_+.
\]

Applying now the \( D \)-term equation (3.32), we obtain the required identity (3.28b):
\[
[H_A J] = [H'_A J_0] - \frac{2}{k} (S + \chi) [H'_A u] + \frac{2}{k} \lambda [e_A J_0] - i \frac{4}{k^2} \lambda (\chi + S) [e_A u]
\]
\[
= - i \frac{4}{k^2} \lambda (S + \chi) ([u, w]_+ + [e, u]_+) + (2 \lambda + 2 T + \chi S) J
\]
\[
= (2 \lambda + 2 T + \chi S) J.
\]

The formulae for \( H \) and the central charge follow from Lemma 3.15. \( \square \)

**Remark 3.17.** The embeddings of Theorems 3.13 and 3.16 do not necessarily induce on \( V^k(\mathfrak{g}_{\text{super}}) \) an ‘\( N = 2 \) superconformal structure’, i.e., a structure of \( N = 2 \) superconformal vertex algebra in the sense of [34] Def. 5.6. In fact, defining the Fourier modes \( L_n \) associated to \( H' \) (for Theorem 3.13) or \( H \) (for Theorem 3.16) as in Example 3.11, \( L_{-1} \) may not be the translation operator \( T \) of \( V^k(\mathfrak{g}_{\text{super}}) \), while \( L_0 \) may not act semisimply on \( V^k(\mathfrak{g}_{\text{super}}) \).
Remark 3.18. Assume that \( l \oplus \overline{7} \) satisfies the \( F \)-term equation (2.31) and the \( D \)-term gravitino equation (2.32) and that \( \varepsilon \in l \oplus \overline{7} \) is holomorphic. Then, by the proof of the previous theorem, there is an embedding of the \( N = 2 \) superconformal vertex algebra generated by \((J,H)\) with central charge (3.25), where \( H \) is defined by (3.31), on the universal superaffine vertex algebra \( V^k(\mathfrak{g}_{\text{super}}) \) with level \( 0 \neq k \in \mathbb{C} \).

Remark 3.19. It should be noticed that the expressions for the elements \( J \) and \( H \) in Theorem 3.16 are formally very similar to the corresponding ones in [36, Theorem 2], but their interpretation is different. On the one hand, our expression for the fields uses a global frame for \( l \) and \( \overline{7} \), which is not required in [36]. On the other hand, the result here is much more general in that it does not need two Killing spinors for the construction of the \( N = 2 \) structure, neither a globally defined dilaton function (cf. Remark 4.9). We thank an anonymous referee for this comment.

4. (0, 2) Mirror Symmetry

4.1. Killing spinors on exact Courant algebroids. In this section we study the Killing spinor equations on an exact Courant algebroid [19, 22], for Riemannian generalized metrics and a special class of divergences called closed [26]. As we will see in Proposition 4.5 restricting to invariant solutions on a homogeneous manifold, we obtain Killing spinors on a quadratic Lie algebra in the sense of Definition 2.13. These are the basic ingredients of our construction of (0,2) mirrors in Section 4.4.

Let \( M \) be a smooth oriented spin manifold endowed with an exact Courant algebroid (see, e.g., [26])

\[
0 \rightarrow T^* \xrightarrow{\pi^*} E \xrightarrow{\pi} T \rightarrow 0. \tag{4.1}
\]

We will denote the indefinite pairing and the Dorfman bracket on sections of \( E \) by \( \langle \cdot, \cdot \rangle \) and \([\cdot, \cdot]\), respectively. Recall that a choice of isotropic splitting \( s: T \rightarrow E \) of (4.1) induces a vector bundle isomorphism \( E \cong T \oplus T^* \), such that

\[
\langle X + \xi, X + \xi \rangle = \xi(X), \quad [X + \xi, Y + \eta] = [X, Y] + L_X \eta - i_Y d\xi + i_Y i_X H, \tag{4.2}
\]

where \( H \in \Omega^3(M) \) is a closed three-form determined by \( s \). The Killing spinor equations on \( E \) are defined in terms of a pair \((V_+, \text{div})\), as given in the following definition.

**Definition 4.1.**

1. A (Riemannian) generalized metric on \( E \) is an orthogonal decomposition \( E = V_+ \oplus V_- \), so that the restriction of \( \langle \cdot, \cdot \rangle \) to \( V_+ \) is positive definite.
2. A divergence operator on \( E \) is a map \( \text{div}: \Gamma(E) \rightarrow C^\infty(M) \) satisfying

\[
\text{div}(fa) = f \text{ div}(a) + \pi(a)(f)
\]

for any \( f \in C^\infty(M) \).

A choice of generalized metric \( V_+ \subset E \) determines an isotropic splitting \( s: T \rightarrow E \), and hence a preferred presentation of the Courant algebroid structure as in (4.2). In particular, in this splitting one has

\[
V_\pm = \{X \pm g(X) \mid X \in T\}.
\]
for a uniquely determined Riemannian metric $g$ on $M$. Consequently, the generalized metric has an associated Riemannian divergence defined by

$$\text{div}_0(X + \xi) = \frac{L_X \mu_g}{\mu_g}$$

(4.3)

where $\mu_g$ is the volume element of $g$. Following [26], we introduce next a compatibility condition for pairs $(V_+, \text{div})$. Recall that the space of divergence operators on $E$ is affine, modelled on the space of sections of $E^* \cong E$.

**Definition 4.2.** A pair $(V_+, \text{div})$ is compatible if $\langle e, \cdot \rangle := \text{div}_0 - \text{div}$ is an infinitesimal isometry of $V_+$, that is,

$$[e, V_+] \subset V_+.$$

Furthermore, we say that $(V_+, \text{div})$ is closed if $\pi(e) = 0$.

Given a compatible pair $(V_+, \text{div})$, we have that $e = X + \varphi$ in the splitting determined by $V_+$ and the infinitesimal isometry condition reads (see [26, Lemma 2.50])

$$L_X g = 0, \quad d\varphi = i_X H.$$  

(4.4)

Thus the condition of being closed corresponds to $X = 0$ and $d\varphi = 0$.

To introduce the Killing spinor equations on $E$, let us fix a pair $(V_+, \text{div})$ as above. The fixed spin structure on $M$ combined with the isometries $\sigma^\pm : (T, \pm g) \rightarrow V^\pm : X \rightarrow X \pm g(X)$.

determine complex spinor bundles $S^\pm$ for $V^\pm$. Associated to the pair $(V_+, \text{div})$ there are canonical first order differential operators (see [19])

$$D^S_\pm : \Gamma(S^\pm) \rightarrow \Gamma(V^*_\pm \otimes S^\pm), \quad \partial^\pm : \Gamma(S^\pm) \rightarrow \Gamma(S^\pm),$$

(4.5)

The operators $D^S_\pm$ correspond to the unique lifts to $S^\pm$ of the metric-preserving operators $D_a b = [a, b]_+$, $D_a b = [a, b]_-$,

acting on sections $a_\pm, b_\pm \in \Gamma(V^\pm)$. The Dirac type operators $\partial^\pm$ are more difficult to construct, as they involve torsion-free generalized connections (much like in Section [2]). In the situation of our interest, they can be described in terms of the following affine metric connections with totally skew-symmetric torsion (where $\nabla$ is the Levi–Civita connection):

$$\nabla^\pm = \nabla \pm \frac{1}{2} H, \quad \nabla^\pm \frac{1}{3} = \nabla \pm \frac{1}{6} H.$$

**Lemma 4.3** ([19]). Let $(V_+, \text{div})$ be a pair given by a generalized metric and a divergence operator. Denote $\text{div}_0 - \text{div} = \langle e, \cdot \rangle$, and set $\varphi = g(\pi e, \cdot) \in T^*$. Then, for any spinor $\eta \in \Gamma(S^\pm)$ one has

$$D^S_{\sigma^\pm X} \eta = \nabla^\pm_ X \eta,$$

$$\partial^\pm \eta = \nabla^\pm \frac{1}{3} \eta - \frac{1}{2} \varphi \cdot \eta.$$

Observe that $D^S_{\sigma^\pm}$ are independent of the choice of divergence, while the dependence of $\partial^\pm$ on $\text{div}$ is only through the partial divergence operator

$$\text{div}^\pm := \text{div}_{V^\pm} : \Gamma(V^\pm) \rightarrow C^\infty(M).$$
We are ready to introduce the equations of our interest.

**Definition 4.4.** Let $M$ be a smooth oriented spin manifold endowed with an exact Courant algebroid $E$. A triple $(V_+^+, \text{div}_\pm, \eta)$, given by a generalized metric $V_+^+$, a partial divergence operator $\text{div}_\pm$, and a non-vanishing spinor $\eta \in S_\pm$, is a solution of the Killing spinor equations, if

\[
D_{\mp}^{S_\pm} \eta = 0, \\
\mathcal{D}_\pm \eta = 0.
\]

(4.6)

As we show in our next result, there is a perfect match between the geometric Definition 4.4 and the algebraic Definition 2.13, provided that we consider invariant solutions of (4.6) on a homogeneous manifold. Assume that $M$ is endowed with the action of a Lie group $K$. Then, we say that $E$ is equivariant if the $K$-action on $M$ lifts to $E$ preserving the Courant algebroid structure.

**Proposition 4.5.** Let $M$ be a smooth oriented spin manifold endowed with a left transitive action of a Lie group $K$. Let $E$ be an exact equivariant Courant algebroid over $M$. Then, the space of invariant sections

$$
g = \Gamma(E)^K$$

of $E$, endowed with the induced bracket and pairing, defines a quadratic Lie algebra. Furthermore, there is a one-to-one correspondence between invariant solutions of (4.6) and solutions to the Killing spinor equations (2.16) on $g$.

*Proof.* The first part of the statement is straightforward from the axioms of a Courant algebroid, transitivity of the action, and the equivariance of $E$. As for the second part, it follows from the natural construction of the operators $D_{\mp}^{S_\pm}$ and $\mathcal{D}_\pm$ using torsion-free generalized connections [19]. Observe here that an invariant generalized connection on $E$ corresponds to an element $D \in g^* \otimes \Lambda^2 g$ as in Definition 2.2. Similarly, for an invariant pair $(V_+^+, \text{div}_\pm)$ one has

$$\text{div}_0 V_\pm - \text{div}_\pm = \langle e_\pm, \cdot \rangle \in V_\pm^*.$$ 

\[ \square \]

We finish this section with a more explicit description of the solutions of the Killing spinor equations on an even-dimensional manifold for closed pairs (Definition 4.2). This will be useful for understanding the salient geometric implications of (0,2) mirror symmetry in the following sections. Recall that, in even dimensions, our spinor bundle decomposes as

$$S_+ = S_+^* \oplus S_+^-,$$

where the factors correspond to irreducible spin representations (cf. Section 2). The resulting system of equations (4.7) below was first considered in [24] in relation to holomorphic Courant algebroids. The next result is a particular case of [25, Proposition 3.1], but we include a sketch of the proof here for the convenience of the reader.

**Proposition 4.6.** Let $M$ be a smooth oriented spin manifold of dimension $2n$ endowed with an exact Courant algebroid $E$. Then, a solution $(V_+^+, \text{div}_+, \eta)$ of the Killing spinor equations (4.6), with $\text{div}_+ = \text{div}|_{V_+^+}$ for $(V_+^+, \text{div})$ closed and $\eta \in \Gamma(S_+^+)$ pure, is equivalent to a $SU(n)$-structure $(\Psi, \omega)$ with integrable almost complex structure $I$ and metric $g = \omega(\cdot, I \cdot)$,
such that
\[ d\Psi - \theta_\omega \wedge \Psi = 0, \]
\[ d\theta_\omega = 0, \]
\[ dd^c \omega = 0, \]
where \( H = -d^c \omega \) and \( \frac{1}{2} (\text{div} \circ - \text{div}) = \theta_\omega := \text{Id}^* \omega \) is the Lee form of \((\Psi, \omega)\).

**Proof.** Given a solution of (4.6), \( \eta \) determines a reduction of the orthonormal frame bundle of \((M, g)\) to \( SU(n) \). This reduction is equivalent to a pair \((\omega, \Psi)\), where \( \omega \) is a non-degenerate real two-form and \( \Psi \) is a locally decomposable complex \( n \)-form satisfying:
\[ \omega \wedge \Psi = 0, \]
\[ \frac{i^{n(n-1)/2}}{n!} (-1)^{n-1} \Psi \wedge \overline{\Psi} = \frac{\omega^n}{n!}. \]
(4.8)

In terms of the almost complex structure \( I \) determined by \( \eta \), \( \omega \) is of type \((1, 1)\), \( g = \omega(\cdot, I \cdot) \), and we have
\[ T^{0,1} M = \{ X \in T \otimes \mathbb{C} : \iota_X \Psi = 0 \}. \]
Using Lemma 4.3, the first equation in (4.6) implies that the triple \((\omega, I, \Psi)\) is parallel with respect to \( \nabla^+ \). The second equation in (4.6) implies, as it happens in [22, Theorem 5.1], that the almost complex structure is integrable and furthermore:
\[ H = -d^c \omega, \quad \theta_\omega = \varphi_+. \]
(4.9)
Using that \( \text{div} \circ - \text{div} = \varphi = 2\varphi_+ \in \Omega^1(M) \) and \( d\varphi = 0 \), we obtain \( d\theta_\omega = 0 \). The rest of the proof follows as in [22, Theorem 5.1], using Gauduchon’s formula for the Bismut connection \( \nabla^+ \) on the canonical bundle. \( \Box \)

**4.2. Killing spinors on homogeneous Hopf surfaces.** We present a family of solutions of the Killing spinor equations (4.6) on a four-dimensional compact Lie group, such that the triple \((V_+ \circ \text{div}^+, \eta)\) is left-invariant, and Proposition 4.5 and Proposition 4.6 apply.

Consider the compact four-dimensional manifold \( M = S^3 \times S^1 \) endowed with the canonical orientation. We use the Lie group structure given by identifying
\[ M \cong K = SU(2) \times U(1). \]
Consider generators for the Lie algebra of left-invariant vector fields
\[ \mathfrak{k} = \mathfrak{su}(2) \oplus \mathbb{R} = \langle v_1, v_2, v_3, v_4 \rangle, \]
with relations
\[ [v_2, v_3] = -v_1, \quad [v_3, v_1] = -v_2, \quad [v_1, v_2] = -v_3, \quad [v_4, \cdot] = 0. \]
(4.10)
Equivalently,
\[ dv^1 = v^{23}, \quad dv^2 = v^{31}, \quad dv^3 = v^{12}, \quad dv^4 = 0, \]
for \( \{ v^j \} \) the dual basis satisfying \( v^i(v_k) = \delta^i_{jk} \). Here, we use the notation \( v^{ij} = v^i \wedge v^j \). We take \( \ell \in \mathbb{R} \) and define a left-invariant three-form
\[ H_\ell = \ell v^{123}. \]
(4.11)
This corresponds to a constant multiple of the Cartan three-form on the \( SU(2) \) factor, and hence it is bi-invariant and closed. Thus it defines an equivariant Courant algebroid \( E_\ell = T \oplus T^* \), with pairing and Dorfman bracket as in (4.2) (with \( H = H_\ell \)).
Our next goal is to define a one-parameter family of left-invariant solutions of the Killing spinor equations on $E_\ell$. Given $x, a > 0$ positive real numbers, consider the bi-invariant metric on $K$ defined by
\[ g_{x,a} = \frac{\alpha}{x}(v^1 \otimes v^1 + v^2 \otimes v^2 + v^3 \otimes v^3 + x^2 v^4 \otimes v^4). \]
We define a bi-invariant generalized metric on $E_\ell$
\[ V^x_a = \{ v \pm g_{x,a}(v) \mid v \in \mathfrak{g} \} \]
and a bi-invariant divergence $\text{div}_{x,a} = \text{div}_0 - \langle \varepsilon^x, \rangle$, for $\text{div}_0$ the Riemannian divergence of $g_{x,a}$ (see (4.3)) and
\[ \varepsilon^x = -xv^4. \]

**Lemma 4.7.** For any $x, a > 0$ and $\ell \in \mathbb{R}$, the pair $(V^x_\pm, \varepsilon^x)$ is closed, that is,
\[ [\varepsilon^x, V^x_\pm] \subset V^x_\pm, \quad \pi(\varepsilon^x) = 0. \]

**Proof.** The statement follows trivially from (4.4). \hfill \square

It remains to specify a left-invariant spinor line $(\eta) \subset S^+_+ \ell$ corresponding to an almost complex structure on $V^x_+$. For this, note that the anchor map $\pi: E_\ell \to T$ induces an isomorphism
\[ V^x_+ \cong T, \]
and we set
\[ I_x v_1 = xv_1, \quad I_x v_2 = v_3. \] (4.12)
For $\text{div}^x_+ := \text{div}_{x,a}[V^x_+]$, we shall prove that $(V^x_+, \text{div}^x_+, I_x)$ defines a solution of the Killing spinor equations, provided that $\ell = a/x$. For this, we adopt an algebraic approach. By Proposition 4.3, the space of left-invariant section of $\Gamma(E_\ell)^K$ inherits a structure of quadratic Lie algebra
\[ \mathfrak{g}_\ell := \Gamma(E_\ell)^K \]
with underlying vector space $\mathfrak{g}_\ell \cong \mathfrak{g} \oplus \mathfrak{g}^*$, pairing
\[ (v + \alpha|v + \alpha) = \alpha(v) \]
and Lie bracket
\[ [v + \alpha, w + \beta] = [v, w] - \beta([v,]) + \alpha([w,]) + \ell i_w i_v v_{123}. \]
For fixed, $x, a > 0$, $(V^x_+, \text{div}_{x,a})$ can be regarded as the pair $(V^x_+, \varepsilon^x)$ of generalized metric and divergence on the quadratic Lie algebra $\mathfrak{g}_\ell$ (see Section 2.1). Observe that, being $g_{x,a}$ bi-invariant, the Riemannian divergence $\text{div}_0$ corresponds to the zero element in $\mathfrak{g}_\ell^*$. 

**Lemma 4.8.** Denote by $\eta_\ell \in S^+_+$ a non-vanishing pure spinor in the spinor line determined by $I_x$. Then, $(V^x_+, \varepsilon^x, \eta_\ell)$ is a solution of the Killing spinor equations (2.16) on $\mathfrak{g}_\ell$ if and only if $\ell = a/x$. Consequently, $(V^x_+, \text{div}^x_+, \eta_\ell)$ is a left-invariant solution of the Killing spinor equations (4.6) on $E_\ell$ if and only if $\ell = a/x$.

**Proof.** By Proposition 2.10 it suffices to prove that (2.23) holds if and only if $\ell = a/x$. We have that
\[ I_x (v + g_{x,a}(v)) := I_x v + g_{x,a}(I_x v). \]
Hence, an oriented orthonormal basis for $V^x_+$ is given by
\[ \left\{ \frac{\sqrt{x}}{a} v_2 + \sqrt{\frac{a}{x}} v_2^2, \frac{\sqrt{x}}{a} v_3 + \sqrt{\frac{a}{x}} v_3^3, \frac{1}{\sqrt{2a}} v_4 + \sqrt{ax} v^4, \frac{\sqrt{x}}{a} v_1 + \sqrt{\frac{a}{x}} v_1 \right\}. \] (4.13)
with associated basis of $V^{+}_{1} \otimes \mathbb{C}$ and $V^{0,1}_{+}$ satisfying (2.23) given by

$$
\epsilon^{+}_{1} = \frac{1}{\sqrt{2}} \left( (\sqrt{\frac{1}{a}} v_{2} + \sqrt{\frac{1}{a}} v') - i \left( \sqrt{\frac{1}{a}} v_{3} + \sqrt{\frac{1}{a}} v'' \right) \right), \quad \tau^{+}_{1} = \epsilon^{-}_{1},
$$

$$
\epsilon^{+}_{2} = \frac{1}{\sqrt{2}} \left( (\sqrt{\frac{1}{a}} v_{4} + \sqrt{\frac{1}{a}} xv') - i \left( \sqrt{\frac{1}{a}} v_{1} + \sqrt{\frac{1}{a}} v'' \right) \right), \quad \tau^{+}_{2} = \epsilon^{-}_{2}. \quad (4.14)
$$

Now, a direct calculation shows that

$$
[\epsilon^{+}_{1}, \epsilon^{+}_{2}] = \frac{1}{2} (\epsilon^{+}_{1} \omega_{2} + (2 - \xi \frac{a}{x}) v'') - i \left( \epsilon^{+}_{2} v_{1} + (2 - \xi \frac{a}{x}) v''' \right).
$$

Hence, $[\epsilon^{+}_{1}, \epsilon^{+}_{2}] \in V^{+}_{1} \otimes \mathbb{C}$ if and only if $\ell = a/x$ and, assuming this condition, it follows that $[V^{1,0}_{+}, V^{1,0}_{+}] \in V^{+}_{1}$, where $V^{1,0}_{+} \subset V^{x,a}_{+} \otimes \mathbb{C}$ is the $i$-eigenbundle of $I_{x}$. Similarly,

$$
v := \sum_{j=1}^{2} [\epsilon^{+}_{j}, \tau^{+}_{j}] = i \left( -\xi v_{1} - (2 - \xi \frac{a}{x}) v'' \right),
$$

and therefore $v \in V^{+}_{1} \otimes \mathbb{C}$ if and only if $\ell = a/x$. Finally, assuming this condition and using that

$$
I_{x}(\epsilon^{+}_{j}) = -\frac{1}{2} I_{x}(\frac{1}{a} v_{4}) = -\frac{1}{2} (\xi v_{1} + v'''),
$$

it follows that the second equation in (2.26) holds. The last part of the statement follows by direct application of Proposition 4.5.

**Remark 4.9.** Using Lemma 4.3 and Proposition 4.5, the solutions of the Killing spinor equations in the previous lemma can be identified, via pull-back to the universal cover $\tilde{M} = \mathbb{R}^{4} \setminus \{0\}$, with the heterotic string soliton constructed by Callan, Harvey, and Strominger [11]. As pointed out by a referee, the dilaton of this physical solution (given by the radius in $\mathbb{R}^{4}$) is not invariant under the radial $\mathbb{Z}$-action on $\tilde{M}$, and hence the physical meaning of the quotient geometry is unclear. Nonetheless, the Killing spinor equations only depend on the total derivative of the dilaton, which is $\mathbb{Z}$-invariant and coincides with the divergence $\epsilon^{x}_{+}$ via the natural isomorphism $V^{x,a}_{+} \cong T^{*}$.

Our solutions of the Killing spinor equations in the previous lemma are such that $\epsilon^{x}$ is an infinitesimal isometry for $V^{x,a}_{+}$ in the sense of Definition 2.10 (see Lemma 4.7). In the next result we prove that the dual vector field $\pi \epsilon^{x}_{+}$ is holomorphic with respect to $I_{x}$.

**Lemma 4.10.** The left-invariant vector field $\pi \epsilon^{x}_{+}$ is $I_{x}$-holomorphic, that is,

$$
[\epsilon^{x}_{+}, V^{1,0}_{+}] \subset V^{1,0}_{+},
$$

where $V^{1,0}_{+} \subset V^{x,a}_{+} \otimes \mathbb{C}$ is the $i$-eigenbundle of $I_{x}$.

**Proof.** The statement follows from the fact that $\epsilon^{x}_{+} = -\frac{1}{2} (\frac{1}{a} v_{4} + x v')$ is in the center of the Lie algebra $\mathfrak{g}_{e}$. \qed

We analyse next our family of Killing spinors in terms of complex geometry by means of Proposition 4.6. Assuming that $\ell = a/x$, the family of solutions of (4.17) induced by

$$
(V^{x}_{+}, \text{div}_{+}^{x}, \eta_{x}) := (V^{x,\ell}_{+}, \text{div}_{+}^{x,\ell}, \eta_{x}) \quad (4.15)
$$

is given by

$$
\omega_{x} = \ell x v^{41} + \ell v^{23},
$$

$$
\Psi_{x} = \frac{\ell}{2} (iv^{1} + xv^{4}) \wedge (v^{2} + iv^{3}), \quad (4.16)
$$
with Lee form $\theta_x = -x v^4$. A classification of solutions of (4.7) on compact four-manifolds was obtained in [24]: either $(M, g, I)$ is a flat torus or a K3 surface with a K"ahler Ricci-flat metric (and hence $\theta_\omega = 0$), or $(M, g, I)$ is a quaternionic Hopf surface and $\theta_\omega \neq 0$. To see this more explicitly, we note that the complex manifold $(K, I)$ is biholomorphic to the diagonal Hopf surface $X = (\mathbb{C}^2 \setminus \{0\}) / \langle \gamma \rangle$ where $\langle \gamma \rangle \cong \mathbb{Z}$ is generated by $\gamma(z_1, z_2) = (e^{x}z_1, e^{x}z_2)$.

We start recalling some background on topological T-duality following [10, 13]. Let $T^k$ be a $k$-dimensional torus acting freely and properly on a smooth compact manifold $M$, so that $M$ is a principal $T^k$-bundle over the smooth manifold $B := M / T^k$. We endow $M$ with a choice of $T^k$-invariant cohomology class $\tau \in H^3(M, \mathbb{R})^{T^k}$.

Fix another pair $(\hat{M}, \hat{\tau})$ consisting of a smooth compact manifold $\hat{M}$ with a proper and free $T^k$-action such that $B = \hat{M} / T^k$, and $\hat{\tau} \in H^3(\hat{M}, \mathbb{R})^{T^k}$. Consider the fibre product $\overline{M} = M \times_B \hat{M}$ and the diagram

$$
\begin{array}{ccc}
M & \xleftarrow{q} & \hat{M} \\
\downarrow{p} & & \downarrow{\hat{p}} \\
\overline{M} & \xleftarrow{\bar{q}} & \hat{M}
\end{array}
$$

**Definition 4.11.** We say that two pairs $(M, \tau)$ and $(\hat{M}, \hat{\tau})$ as above are T-dual if there exist representatives $H \in \Omega^3(M)^{T^k}$ and $\hat{H} \in \Omega^3(\hat{M})^{T^k}$ of $\tau$ and $\hat{\tau}$, respectively, such that

$$
q^*H - \hat{q}^*\hat{H} = dB,
$$

where $\overline{B} \in \Omega^2(\overline{M})^{T^k \times T^k}$ is such that

$$
\overline{B} : \ker dq \otimes \ker d\hat{q} \to \mathbb{R}
$$

is non-degenerate.
Given \( M \) as above, the natural exact sequence
\[
0 \rightarrow t \rightarrow \frac{TM}{T^k} \rightarrow TB \rightarrow 0,
\]
where \( t = B \times \text{Lie } T^k \), induces a filtration
\[
\Omega^*(B) \cong \mathcal{F}^0 \subset \mathcal{F}^1 \subset \cdots \subset \mathcal{F}^n = \Omega^*(M)^{T^k},
\]
where \( \mathcal{F}^i = \text{Ann}(\wedge^{i+1}t) \). Given now T-dual pairs \((M, \tau)\) and \((\hat{M}, \hat{\tau})\), there exist representatives \( H \in \tau \) and \( \hat{H} \in \hat{\tau} \) in \( \mathcal{F}^1 \) of \( M \) and \( \hat{M} \), respectively, which satisfy the conditions in Definition 4.11 (see [26, Lemma 10.5]).

Let \( E \) be an exact Courant algebroid over \( M \) which is equivariant with respect to the \( T^k \)-action. Recall that such an \( E \) has an associated Ševera class \([E] \in H^3(M, \mathbb{R})^{T^k}\).

Consider the vector bundle
\[
E/T^k \rightarrow B,
\]
whose sheaf of sections is given by the invariant section of \( E \), that is, \( \Gamma(E/T^k) = \Gamma(E)^{T^k} \). We can endow \( E/T^k \) with a natural structure of Courant algebroid, with pairing and Dorfman bracket given by the restriction of the neutral pairing and the Dorfman bracket on \( E \) to \( \Gamma(E)^{T^k} \). We will call \( E/T^k \) the simple reduction of \( E \) by \( T^k \).

**Theorem 4.12 ([13]).** Let \( E \rightarrow M \) and \( \hat{E} \rightarrow \hat{M} \) be equivariant exact Courant algebroids. Assume that \((M, [E])\) is T-dual to \((\hat{M}, [\hat{E}])\). Then there exists a canonical isomorphism of Courant algebroids between the simple reductions
\[
\psi: E/T^k \rightarrow \hat{E}/\hat{T}^k.
\]

We briefly describe the construction of the isomorphism \( \psi \), which we will need. We choose equivariant isotropic splittings of \( E \) and \( \hat{E} \) such that the corresponding three-forms \( H \) and \( \hat{H} \) are in \( \mathcal{F}^1 \) of their respective fibrations. Given \( X + \xi \in \Gamma(TM \oplus T^*M)^{T^k} \), choose the unique lift \( \overline{X} \) of \( X \) to \( \Gamma(T\overline{M})^{T^k \times \hat{T}^k} \) such that
\[
q^*\xi(Y) - \overline{B}(\overline{X}, Y) = 0, \quad \text{for all } Y \in t.
\]
Due to this condition the form \( q^*\xi - \overline{B}(\overline{X}, \cdot) \) is basic for the bundle determined by \( \hat{q} \), and can therefore be pushed forward to \( \hat{M} \). Then, \( \psi \) is defined by the explicit formula
\[
\psi(X + \xi) = \hat{q}_*(\overline{X} + q^*\xi - \overline{B}(\overline{X}, \cdot)).
\]

To apply T-duality to the situation of our interest, we regard \( K \) as in Section 4.2 as a \( T^1 \)-principal bundle over \( S^3 \cong SU(2) \), via the natural right action of the central subgroup \( T^1 = U(1) \subset SU(2) \times U(1) \) given by the second factor. Given \( \ell \in \mathbb{R} \) we consider the closed three-form \( H_\ell \) in (4.11).

**Lemma 4.13.** For any \( \ell \in \mathbb{R} \), the pair \((K, [H_\ell])\) is self-T-dual.

**Proof.** We regard the correspondence space \( \overline{K} \) in Definition 4.11 inside the Lie group \( \iota: \overline{K} \hookrightarrow K \times \hat{K} \),
where \( \hat{K} \) denotes another copy of \( K \). Then, define \( \mathcal{B} \) as the pull-back to \( \mathcal{K} \) of the bi-invariant two-form
\[
\mathcal{B} = -\ell^* (v^4 \wedge \hat{v}^4).
\]
(4.24)
Then we have
\[
d\mathcal{B} = 0 = p^* H_\ell - \hat{p}^* \hat{H}_\ell,
\]
where we used that \( H_\ell \) and \( \hat{H}_\ell \) are both pull-back of the same three-form on \( B = \text{SU}(2) \). The non-degeneracy condition on \( \mathcal{B} \) follows from the fact that this two-form is bi-invariant.

We are ready to construct our pairs of T-dual solutions of the Killing spinor equations on the compact Lie group \( K \).

**Proposition 4.14.** Given \( 0 < \ell \in \mathbb{R} \), consider the equivariant exact Courant algebroid \( E_\ell \) over \( K \). Then two solutions \( (V^x_+, \text{div}^x_+, \eta_x) \) and \( (V^+_\mathbf{F}, \text{div}^+_\mathbf{F}, \eta_\mathbf{F}) \) of the Killing spinor equations (4.6) on \( E_\ell \) in Lemma 4.8 are exchanged under T-duality, provided that
\[
\hat{x} = \frac{1}{\ell x}.
\]
(4.25)

**Proof.** We calculate first the isomorphism (4.22) in Theorem 4.12 corresponding to the two-form (4.24). Firstly, notice that, since \( T^1 \subset K \) is central, our global left-invariant frame \( v_j, v_j \in \Gamma(E_\ell)^K \) is also invariant by the right \( T^1 \)-action. Then, by (4.23) we have
\[
\psi(v_j) = \hat{v}_j, \quad \psi(v^j) = \hat{v}^j, \text{ for } j = 1, 2, 3.
\]
A direct calculation also shows that
\[
\psi(v_4) = \hat{v}^4, \quad \psi(v^4) = \hat{v}_4.
\]
By definition of \( V^x_+ \) (see (4.15)) we have
\[
V^x_+ = \langle v_2 + \ell v^2, v_3 + \ell v^3, v_1 + \ell v^1, v_4 + \ell x^2 v^4 \rangle \subset T \oplus T^*.
\]
and therefore
\[
\hat{V}^x_+ := \psi(V^x_+) = \langle \hat{v}_2 + \ell \hat{v}^2, \hat{v}_3 + \ell \hat{v}^3, \hat{v}_1 + \ell \hat{v}^1, \hat{v}^4 + \ell x^2 \hat{v}_4 \rangle \subset T \oplus T^*.
\]
From this, the T-dual metric is
\[
\hat{g}_x = \ell (\hat{v}^1 \otimes \hat{v}^1 + \hat{v}^2 \otimes \hat{v}^2 + \hat{v}^3 \otimes \hat{v}^3 + (\ell x)^{-2} \hat{v}^4 \otimes \hat{v}^4) = g_x,
\]
where \( \hat{x} \) is defined as in (4.25). Similarly, we have that
\[
\psi(x_\mathbf{F}) = -\frac{1}{2} \ell \psi \left( \frac{1}{\ell x} v_4 + xv^4 \right) = -\frac{1}{2} \left( \frac{1}{\ell x} \hat{v}^4 + x \hat{v}_4 \right) = \hat{\epsilon}_\mathbf{F}^x,
\]
where \( \hat{\epsilon}_\mathbf{F}^x \) denotes the orthogonal projection of \( \hat{\epsilon}^x \) onto \( \hat{V}^x_+ = V^x_+ \). Finally, the T-dual complex structure \( \hat{I}_x := \psi I_x \psi_{V^x_+}^{-1} \) is given by
\[
\hat{I}_x \hat{v}_2 = \hat{v}_3, \quad \hat{I}_x \hat{v}_4 = \frac{1}{\ell x} \hat{v}_1.
\]
\( \square \)

**Remark 4.15.** Observe that the volume element along the fibres of \( K \rightarrow \text{SU}(2) \) is constant on the base, and hence there is no dilaton shift (see [19, Proposition 6.8]). This implies
\[
\psi_\star \text{div}_x = \text{div}_x + \langle x \hat{v}_4 - (\ell x)^{-1} \hat{v}_4, \cdot \rangle \neq \text{div}_x,
\]
unless \( \ell x^2 = 1 \). Nonetheless, the Killing spinor equations (4.6) only depend on \( \text{div}^x_+ \), and this is precisely the quantity exchanged under T-duality in the previous result.
Geometrically, Proposition 4.14 implies that T-duality exchanges the complex structure parameter $x$ with the Aeppli class $\alpha = \ell x$ of the T-dual solution (see (4.17)), and vice versa:

$$\hat{x} = \frac{1}{\alpha}, \quad \hat{\alpha} = \frac{1}{x}. \tag{4.26}$$

This phenomenon is strongly reminiscent of the rotation of the Hodge diamond on mirror symmetry for algebraic Calabi-Yau manifolds. The goal of the next section is to turn this observation into a precise statement on (0,2) mirror symmetry, using vertex algebras.

4.4. An example of (0,2) mirror symmetry. We start recalling the coordinate independent description of the chiral de Rham complex using Courant algebroids [32, 35]. Let $E$ be a Courant algebroid over a smooth manifold $M$. Let $\Pi E$ be the corresponding purely odd super vector bundle. We will abuse notation and denote by $\langle , \rangle$ the corresponding super-skew-symmetric bilinear form, and by $[,]$ the Dorfman bracket on $\Pi E$. Similarly, we obtain an odd differential operator

$$\mathcal{D} : C^\infty(M) \to \Gamma(\Pi E)$$

defined by the composition of the exterior differential $d$, the map $\pi^* : T^* \to E^*$, and the isomorphism $E^* \cong E$ provided by $\langle , \rangle$, and the parity change operator $\Pi$.

As in Section 3.1 we denote by $\mathcal{H}$ the translation algebra. We denote by $\underline{\mathcal{C}}$ the sheaf of locally constant functions on $M$. The next result provides a coordinate-free description of the chiral de Rham complex on the smooth manifold $M$.

**Proposition 4.16** ([32, 35]). Let $E$ be a Courant algebroid over $M$. Then, there exists a unique sheaf of SUSY vertex algebras $\Omega_{\mathcal{H}}^\dR(M,E)$ over $M$ endowed with embeddings of sheaves of $\underline{\mathcal{C}}$-modules

$$\iota : C^\infty(M) \hookrightarrow \Omega_{\mathcal{H}}^\dR(M,E), \quad j : \Pi E \hookrightarrow \Omega_{\mathcal{H}}^\dR(M,E),$$

satisfying the following properties:

1. $\iota$ is an isomorphism of unital commutative algebras onto its image

$$\iota (fg) =: \iota(f)\iota(g) : ;$$

2. $\iota$ and $j$ are compatible with the $C^\infty(M)$-module structure of $\Pi E$ and the $\mathcal{H}$-module structure of $\Omega_{\mathcal{H}}^\dR(M,E)$

$$j(fA) =: \iota(f)j(A) : , \quad 2S\iota(f) = j(\mathcal{D}f),$$

3. $\iota$ and $j$ are compatible with the Dorfman bracket and pairing

$$[j(A),j(B)] = j([A,B]) + 2\chi \iota(\langle A,B \rangle),$$

4. $\iota$ and $j$ are compatible with the action of $\Gamma(\Pi E)$ on $C^\infty(M)$

$$[j(A),\iota(f)] = \iota(\pi(A)(f))$$

5. $\Omega_{\mathcal{H}}^\dR(M,E)$ is universal with these properties,

for all $f,g \in C^\infty(M)$, $A,B \in \Gamma(\Pi E)$. Furthermore, when $E$ is the standard Courant algebroid $TM \oplus T^*M$, $\Omega_{\mathcal{H}}^\dR(M,E)$ is the chiral de Rham complex of $M$. 
To relate this with our results from the previous section, assume now that our manifold $M$ is a compact Lie group $K$, and let $E$ be a left-equivariant Courant algebroid over $K$. By Proposition 4.15 we can associate to $E$ a quadratic Lie algebra given by the invariant sections of $E$

\[ \mathfrak{g} = \Gamma(E)^K. \]

Applying the universal construction in Proposition 4.16, we obtain an embedding of the universal superaffine vertex algebra $V^2(\mathfrak{g}_{\text{super}})$ of level $k = 2$.

**Proposition 4.17.** Let $K$ be a compact Lie group and $E$ a left-equivariant Courant algebroid over $K$. Then there is an embedding

\[ V^2(\mathfrak{g}_{\text{super}}) \hookrightarrow H^0(K, \Omega_{K}^{\text{ch}}(E)) \]

of the universal superaffine vertex algebra $V^2(\mathfrak{g}_{\text{super}})$ of level $k = 2$ on the space of global sections $H^0(K, \Omega_{K}^{\text{ch}}(E))$ of $\Omega_{K}^{\text{ch}}(E)$.

**Proof.** Observe that $H^0(K, \Omega_{K}^{\text{ch}}(E))$ inherits a natural structure of SUSY vertex algebra. We denote by $R$ the underlying SUSY Lie conformal algebra. By Example 3.5 and Proposition 4.16, we have an embedding of the Lie conformal algebra $\mathfrak{SC}_{\text{curg}}$ localized at $k = 2$ into $R$. Now, being $V^2(\mathfrak{g}_{\text{super}})$ the universal enveloping SUSY vertex algebra of $\mathfrak{SC}_{\text{curg}}$ of level $k = 2$, this induces an embedding as in the statement. Indeed, this follows because any morphism from a SUSY Lie conformal algebra $\tilde{R}$ into a SUSY vertex algebra can be extended to a unique SUSY vertex algebra morphism from the universal enveloping SUSY vertex algebra of $\tilde{R}$. \(\square\)

We are ready to prove our main result, which gives our examples of $(0,2)$ mirror pairs on compact non-Kähler manifolds. Our result is based on two basic observations combined with a theorem by Linshaw and Mathai which provides a stronger version of Theorem 4.12 in terms of the chiral de Rham complex [44].

We fix $0 < \ell \in \mathbb{R}$ and identify a left-invariant solution $(V_+, \text{div}_+, \eta)$ of the Killing spinor equations (4.6) on the equivariant Courant algebroid $E_\ell$ over $K = SU(2) \times U(1)$, as in Lemma 4.8 with a solution $(V_+, \varepsilon_+, I)$ of the F-term and D-term equations (2.26) on $\mathfrak{g}_\ell$ (see Proposition 2.19 and Proposition 4.5). Firstly, if $(V_+, \varepsilon_+, I)$ is a solution of (2.26) with $\varepsilon_+$ holomorphic, then so is $(V_+, \varepsilon_+, -I)$ (see Remark 2.20). Secondly, if we denote $J := J(V_+, \varepsilon_+, I)$, $H := H(V_+, \varepsilon_+, I) \in V^2(\mathfrak{g}_{\text{super}})$ the generators of the $N = 2$ superconformal vertex algebra constructed in Theorem 3.16 then (see Remark 3.9)

\[ J(V_+, \varepsilon_+, -I) = -J, \quad H(V_+, \varepsilon_+, -I) = H. \]  

(4.27)

Finally, by a theorem of Linshaw and Mathai [44], the T-duality isomorphism $\psi$ in Theorem 4.12 induces an isomorphism

\[ \psi^\text{ch}: p_* \Omega_{K}^{\text{ch}}(E_\ell)_{T^1} \rightarrow \tilde{p}_* \Omega_{K}^{\text{ch}}(E_\ell)_{T^1}. \]  

(4.28)

where $\Omega_{K}^{\text{ch}}(E_\ell)_{T^1}$ is the sheaf of SUSY vertex algebras on $K$ generated by $T^1$-invariant sections of $E_\ell$ and functions on $K/T^1 \cong SU(2)$ (see [44] Section 5.2 for a precise definition). Observe also that we have an embedding

\[ V^2(\mathfrak{g}_{\text{super}}) \hookrightarrow H^0(SU(2), p_* \Omega_{K}^{\text{ch}}(E_\ell)_{T^1}), \]
by Proposition 4.17. The existence of the induced isomorphism \( \psi^{ch} \) relies on the fact that \((M,[H])\) is self-T-dual (see Lemma 4.13 and [44, Remark 6.3]).

**Theorem 4.18.** Given \( 0 < \ell \in \mathbb{R} \), consider the one-parameter family of solutions of the Killing spinor equations \((V^x_+, \text{div}^x_+, I_x)\) on \( E_\ell \) in Lemma 4.13 parametrized by \( x > 0 \). Then \((V^x_+, \text{div}^x_+, I_x)\) and \((V^\hat{x}_+, \text{div}^\hat{x}_+, -I_\hat{x})\) are related by \((0,2)\) mirror symmetry provided that \( \hat{x} = 1/\ell x \). More precisely, if we denote

\[
J = J(V^x_+, \text{div}^x_+, I_x), \quad H = H(V^x_+, \text{div}^x_+, I_x)
\]

the generators of the \( N = 2 \) superconformal vertex algebras with central charge \( c = 6 + 6/\ell \) constructed in Theorem 3.16 then the Linshaw–Mathai isomorphism (4.28) realises the mirror involution

\[
\psi^{ch}(J) = -\hat{J}, \quad \psi^{ch}(H) = \hat{H}. \tag{4.29}
\]

**Proof.** The solutions of the Killing spinor equations \((V^x_+, \text{div}^x_+, I_x)\) constructed in Lemma 4.13 (see (4.13)) are such that the corresponding divergence \( \varepsilon_+ \in V^x_+ \) is holomorphic in the sense of Definition 2.25 (see Lemma 4.10), and hence Theorem 3.16 applies. The formula for the central charge follows from (3.33)

\[
c = 3 \left( 2 + 2 (\varepsilon_+ | \varepsilon_+^-) \right) = 6 + 6x^2 \frac{1}{x^2 \ell} = 6 + 6/\ell.
\]

Observe that the expansion in Fourier modes of (4.29) recovers (1.1) (see Example 3.2). By (4.27) it suffices to prove the identity

\[
\psi^{ch}(J) = \hat{J} := J(V^\hat{x}_+, \text{div}^\hat{x}_+, I_\hat{x}).
\]

To see this, we write \( w_j = \Pi v_j \) and \( w^j = \Pi v^j \) for all \( j \in \{1,2,3,4\} \), where the \( v_j, v^j \) are as in Section 4.1. Applying (A.5) and setting \( a = \ell x \), a simple calculation shows that

\[
J = \frac{1}{2} \left( \frac{1}{\ell} : w_3 w_3 : + : w_2 w^3 : + : w^2 w_3 : + \frac{a}{x} : w_3 w^3 : + \frac{1}{x} : w_3 w_4 : + x : w_4 w_1 : + a : w_4 w^1 : \right) - \frac{1}{2} S \left( \frac{1}{\ell} w_1 + w^1 \right),
\]

\[
\hat{J} = \frac{1}{2} \left( \frac{1}{\ell} : \hat{w}_3 \hat{w}_3 : + : \hat{w}_2 \hat{w}_3 : + : \hat{w}_2 \hat{w}_4 : + \frac{a}{x} : \hat{w}_3 \hat{w}_3 : + \frac{1}{x} : \hat{w}_3 \hat{w}_4 : + x : \hat{w}_4 \hat{w}_1 : + a : \hat{w}_4 \hat{w}^1 : \right) - \frac{1}{2} S \left( \frac{1}{\ell} \hat{w}_1 + \hat{w}^1 \right).
\]

Now, using that \( \psi^{ch} \) is an isomorphism of SUSY vertex algebras (that is, in particular, is an homomorphism for the normally ordered product and \( S\psi^{ch} = \psi^{ch} S \)), we obtain that

\[
\psi^{ch}(J) = \frac{1}{2} \left( \frac{1}{\ell} : \hat{w}_3 \hat{w}_3 : + : \hat{w}_2 \hat{w}_3 : + : \hat{w}_2 \hat{w}_4 : + \frac{a}{x} : \hat{w}_3 \hat{w}_3 : + \frac{1}{x} : \hat{w}_3 \hat{w}_4 : + x : \hat{w}_4 \hat{w}_1 : + a : \hat{w}_4 \hat{w}^1 : \right) - \frac{1}{2} S \left( \frac{1}{\ell} \hat{w}_1 + \hat{w}^1 \right) = \hat{J}. \tag{4.29}
\]

To finish this section, we show that the \((0,2)\) mirrors constructed in Theorem 4.18 have isomorphic \( T^1\)-equivariant half-twisted models. For the rigorous definition of the half-twisted model as a holomorphic sheaf of vertex algebras, we follow [36, Section 8]. Consider
the operators
\[ Q_0 = \frac{1}{2}(H_{(01)} + iJ_{(00)}), \quad G_0 = \frac{1}{2}(H_{(01)} - iJ_{(00)}), \quad (4.30) \]
on \( \Omega^h_K(E_\ell) \) defined by the Fourier modes of \( J \) and \( H \) in Theorem 4.18 (see Example 3.2).

**Definition 4.19.** Given \( 0 < \ell, x \in \mathbb{R} \), consider the solution of the Killing spinor equations \((V_+^x, \text{div}^x_+, I_x)\) on \( E_\ell \) in Lemma 4.13:

1. The **equivariant A-half twisted model** of \((V_+^x, \text{div}^x_+, I_x)\) is the sheaf of SUSY vertex algebras given by the cohomology
   \[ \Omega^A_{x,A} := H^*(\Omega^h_K(E_\ell)^{T^1}, Q_0). \]
2. The **equivariant B-half twisted model** of \((V_+^x, \text{div}^x_+, I_x)\) is the sheaf of SUSY vertex algebras given by the cohomology
   \[ \Omega^B_{x,B} := H^*(\Omega^h_K(E_\ell)^{T^1}, G_0). \]

The fact that the equivariant A-half and B-half twisted models are well-defined follows as in [30] once we notice that \((g_x, I_x)\) is part of a generalized Kähler structure, where the second complex structure is given by the right invariant extension of \( I_x \) to \( K \) (see [13, Example 4.8]). The conditions \( Q_0^2 = G_0^2 = 0 \) follow from the generalized Kähler identities.

To give a more explicit description of the twisted models, recall that our solution of the Killing spinor equations \((V_+^x, \text{div}^x_+, I_x)\) has associated holomorphic Courant algebroids
\[ Q_{x,\ell} \to X_x := (K, I_x), \quad \overline{Q}_{x,\ell} \to \overline{X}_x := (K, -I_x) \]
defined by reduction (see [31, Theorem 1.20])

\[ Q_{x,\ell} := ((V_+^x)^{0,1})^\perp / (V_+^x)^{0,1}, \quad \overline{Q}_{x,\ell} := ((V_+^x)^{1,0})^\perp / (V_+^x)^{1,0}. \]

Here, \(((V_+^x)^{0,1})^\perp\) is the orthogonal complement of the \(-i\)-eigenbundle \((V_+^x)^{0,1}\) of \( I_x \) on
\[ V_+^x \otimes \mathbb{C} \subset E_\ell \otimes \mathbb{C}. \]

As in Proposition 4.13, \( Q_{x,\ell} \) (resp. \( \overline{Q}_{x,\ell} \)) has an associated holomorphic sheaf of SUSY vertex algebras \( \Omega^h_{X_x}(Q_{x,\ell}) \) over \( X_x \) (resp. \( \Omega^h_{X_x}(\overline{Q}_{x,\ell}) \) over \( \overline{X}_x \)). As in [44, Section 4.2], we can define subalgebras
\[ \Omega^h_{X_x}(Q_{x,\ell})^{T^1} \subset \Omega^h_{X_x}(Q_{x,\ell}), \quad \Omega^h_{X_x}(\overline{Q}_{x,\ell})^{T^1} \subset \Omega^h_{X_x}(\overline{Q}_{x,\ell}) \]
as the commutants with the zero mode of \( \Pi v_4 \), where \( v_4 \) is the holomorphic vector field generating the \( T^1 \)-action. The next result is a direct consequence of [36, Proposition 13].

**Proposition 4.20** ([36]). There are canonical isomorphisms of sheaves of SUSY vertex algebras
\[ \Omega^A_{x,A} \cong \Omega^h_{X_x}(Q_{x,\ell})^{T^1}, \quad \Omega^B_{x,B} \cong \Omega^h_{X_x}(\overline{Q}_{x,\ell})^{T^1}. \]

Our next result provides the desired identification between the equivariant half-twisted models for the pairs of \((0, 2)\) mirrors in Theorem 4.18.

**Theorem 4.21.** Given \( 0 < \ell, x \in \mathbb{R} \), set \( \hat{x} = 1/\ell x \) and consider the pair of \((0, 2)\) mirrors \((V_+^x, \text{div}^x_+, I_x)\) and \((V_+^{\hat{x}}, \text{div}^{\hat{x}}_+, -I_{\hat{x}})\) in Theorem 4.18. Then, the Linshaw–Mathai isomorphism \([28]\) induces isomorphisms of sheaves of SUSY vertex algebras
\[ \Omega^A_{x,A} \cong \Omega^A_{\hat{x},A}, \quad \Omega^B_{x,B} \cong \Omega^B_{\hat{x},B}. \]

Consequently, there is an isomorphism of sheaves of SUSY vertex algebras
\[ \Omega^h_{X_x}(Q_{x,\ell})^{T^1} \cong \Omega^h_{X_{\hat{x}}}(Q_{\hat{x},\ell})^{T^1}. \quad (4.31) \]
**Proof.** The first part of the statement follows from Theorem 4.18. In particular, (4.29) implies
\[ \psi^{ch}(Q_0) = \hat{G}_0, \quad \psi^{ch}(G_0) = \hat{Q}_0. \]
The second part of the statement follows from Proposition 4.20. □

The identity (4.31) is remarkable, as it gives an isomorphism of holomorphic sheaves of SUSY vertex algebras over different complex manifolds. It shall be compared with a fundamental result of Borisov and Libgober [9], which matches the elliptic genera of a Calabi–Yau hypersurface on a Fano toric manifold with the one of its mirror. Here, the term holomorphic stands for the fact that \( \Omega^{ch}_{X}(Q_{x,\ell})_{T^1} \) is locally generated by the \( T^1 \)-invariant holomorphic sections of \( Q_{x,\ell} \)(after parity change) and \( T^1 \)-invariant holomorphic functions on \( X_x \). Observe that, in the present setup, there is a natural elliptic fibration structure
\[ X_x \to \mathbb{P}^1 \]
and any \( T^1 \)-invariant holomorphic function on \( X_x \) is necessarily pull-back from \( \mathbb{P}^1 \). Inspired by [11], one can speculate that there should be a homological version of (0,2)-mirror symmetry for pairs \((X, Q)\), given by a compact complex manifold \( X \) and a holomorphic string algebroid \( Q \) [23], which replaces (4.31) by an equivalence of suitable categories of vertex algebra modules. To start, it would be interesting to obtain an explicit calculation of \( \Omega^{ch}_{X}(Q_{x,\ell})_{T^1} \) in the present example.

**Remark 4.22.** The use of generalized Kähler geometry in Definition 4.19 suggests that Theorem 4.18 can possibly be regarded as an example of (2,2)-mirror symmetry. However, we would like to stress that neither our methods nor the ones from [36] apply directly in the present situation to achieve such result. On the one hand, the generalized Kähler structure underlying \((g_x, I_x)\) is not left-invariant, and hence it cannot be regarded as a pair Killing spinors on the quadratic Lie algebra \( g_\ell \). On the other hand, [36] Theorem 2] only applies to generalized Calabi–Yau metric structures, which are always Kähler on a compact manifold.

### 5. APPLICATIONS OF THEOREM 3.13

#### 5.1. A family of \( N = 4 \) algebras.

In this section, we discuss two applications of Theorem 3.13. In our first application we will show that each element of the family of \( N = 2 \) superconformal vertex-algebra embeddings induced by Lemma 4.8 and Theorem 3.13 embeds in a \( N = 4 \) superconformal vertex algebra with central charge \( c = 6 \). Our construction seems to be related to a \( N = 4 \) superconformal algebra originally discovered by Sevrin, Troost and Van Proeyen [54] (see also [11]), but we have not been able to find a precise match.

We fix \( \ell, x > 0 \) and consider the solution of the Killing spinor equations \((V_x^+, \text{div}_x^+, I_x)\) (see (4.15)) on the equivariant Courant algebroid \( E_\ell \) over \( K = SU(2) \times U(1) \) obtained in Lemma 4.8. We start with the observation that \( g_x \) is compatible with a left-invariant hyperholomorphic structure \((I_x, J_x, K_x)\) on \( K \), with \( I_x \) defined by (1.12), and \( J_x \) and \( K_x \) defined using (1.16) by
\[ 2\Psi_x = \omega_{J_x} + i\omega_{K_x}, \]
where \( g_x = \omega_{I_x}(J_x) = \omega_{K_x}(J_x) \). More explicitly, we have
\[ J_xv_4 = xv_2, \quad J_xv_3 = v_1, \quad K_xv_1 = v_2, \quad K_xv_4 = xv_3, \]
and it is straightforward to check that the standard Hamilton relations hold
\[ I_x^2 = J_x^2 = K_x^2 = I_x J_x K_x = -\text{Id}. \]
In the next result, we show that \((V^x_+, \text{div}^x_+, I_x), (V^x_+, \text{div}^x_+, J_x)\) and \((V^x_+, \text{div}^x_+, K_x)\) are left-invariant solutions of the Killing spinor equations \((4.6)\).

**Lemma 5.1.** For any \(\ell, x > 0\), \((V^x_+, \text{div}^x_+, I_x), (V^x_+, \text{div}^x_+, J_x)\) and \((V^x_+, \text{div}^x_+, K_x)\) are left-invariant solutions of the Killing spinor equations \((4.6)\) on \(E_\ell\). Consequently, \((I_x, J_x, K_x)\) is a hyperholomorphic structure compatible with \(g_x\) and fixed Lee form
\[ \theta_x = -x v^4. \]

**Proof.** The claim about the complex structure \(I_x\) has been checked in Lemma 4.8. We check that \((V^x_+, \text{div}^x_+, K_x)\) is a solution of \((4.6)\) on \(E_\ell\), and leave the other case for the reader. By Proposition 4.6, it suffices to prove that
\[ \omega_{K_x} = \ell v^{12} + \ell x v^{43}, \quad \Psi_{K_x} = (v^1 + iv^2) \wedge (iv^3 + xv^4) \]
satisfies \((4.7)\) with \(d^c_{K_x} \omega_{K_x} = -H_\ell\) and \(\theta_{\omega_{K_x}} = -x v^4\). We calculate
\begin{align*}
d\Psi_{K_x} & = ix v^{43} \wedge (v^1 + iv^2) = -x v^4 \wedge \Psi_{K_x}, \\
d\omega_{K_x} & = -\ell x v^{412} = -x v^4 \wedge \omega_{K_x}, \\
d^{c}_{K_x} \omega_{K_x} & = -d\omega_{K_x}(K_x, K_x, K_x) = \ell x v^{412} (K_x, K_x, K_x) = -\ell v^{123} = -H_\ell.
\end{align*}
The statement follows from the structure equation for the Lee form on a complex surface, given by \(d \omega_{K_x} = \theta_{\omega_{K_x}} \wedge \omega_{K_x}\).

In the next result, we construct the desired family of \(N = 4\) superconformal vertex algebras by application of Theorem 3.13. By Lemma 5.1 and Proposition 2.10, it follows that
\[ w := w^{J_x} = w^{I_x} = w^{K_x} = \varepsilon_x^+ \]
and hence condition \((2.11)\) holds by Lemma 4.10.

**Proposition 5.2.** The solutions of the Killing spinor equations in Lemma 5.1 induce an embedding of the \(N = 4\) superconformal vertex algebra of central charge \(c = 6\) into the universal superaffine vertex algebra associated to \(g_\ell\) with level \(k = 2\). More precisely, if we denote by
\begin{align*}
J_0^J & = J_0(V^x_+, \text{div}^x_+, I_x), \quad H^J = H'(V^x_+, \text{div}^x_+, I_x), \\
J_0^J & = J_0(V^x_+, \text{div}^x_+, J_x), \quad H^J = H'(V^x_+, \text{div}^x_+, J_x), \\
J_0^K & = J_0(V^x_+, \text{div}^x_+, K_x), \quad H^K = H'(V^x_+, \text{div}^x_+, K_x),
\end{align*}
the generators of each \(N = 2\) superconformal vertex algebra constructed in Theorem 3.13 then \(H_1' = H_1' = H_1^x\) and furthermore
\[ [J^J_0, J^J_0] = -(2 \chi + S) J^J_0, \quad [J^K_0, J^K_0] = -(2 \chi + S) J^K_0, \quad [J^K_0, J^J_0] = -(2 \chi + S) J^K_0. \]

**Proof.** As in the proof of Theorem 4.13, we obtain the explicit formulae
\begin{align*}
J_0^J & = \frac{1}{2\ell} \left( (w_3 + \ell w^3)(w_1 + \ell w^1) + \frac{1}{x} (w_4 + \ell x^2 w^4)(w_2 + \ell w^2) \right), \\
J_0^K & = \frac{1}{2\ell} \left( (w_1 + \ell w^1)(w_2 + \ell w^2) + \frac{1}{x} (w_4 + \ell x^2 w^4)(w_3 + \ell w^3) \right).
\end{align*}
We compute \([J^I_{0\Lambda} J^J_0]\) and leave the rest of \(\Lambda\)-brackets as an exercise for the reader. By the non-commutative Wick formula, we have

\[
[J^I_{0\Lambda} J^J_0] = \frac{1}{2} \left( \frac{1}{\ell} : [J^I_{0\Lambda} (w_3 + \ell w^3)] (w_1 + \ell w^1) : \\
- \frac{1}{\ell} : (w_3 + \ell w^3) [J^I_{0\Lambda} (w_1 + \ell w^1)] : \\
+ \frac{1}{\ell} \int_0^\Lambda d\Gamma \left[ [J^I_{0\Lambda} (w_3 + \ell w^3)]_\Gamma (w_1 + \ell w^1) \right] \\
+ \frac{1}{\ell x} : [J^I_{0\Lambda} (w_4 + \ell x^2 w^4)] (w_2 + \ell w^2) : \\
- \frac{1}{\ell x} : (w_4 + \ell x^2 w^4) [J^I_{0\Lambda} (w_2 + \ell w^2)] :ight).
\]

We compute the \(\Lambda\)-brackets:

\[
[(w_3 + \ell w^3)_\Lambda J^I_0] = -\lambda (w_2 + \ell w^2) + \frac{1}{2\ell} \left( (w_1 + \ell w^1) (w_3 + \ell w^3) : + : \left( \frac{1}{x} (w_4 + \ell x^2 w^4) \right) (w_2 + \ell w^2) : \right),
\]

\[
[(w_1 + \ell w^1)_\Lambda J^I_0] = -\lambda - \frac{1}{x} (w_4 + \ell x^2 w^4),
\]

\[
[(w_2 + \ell w^2)_\Lambda J^I_0] = \chi (w_3 + \ell w^3) - \frac{1}{2\ell} \left( (w_2 + \ell w^2) (w_1 + \ell w^1) : - : \left( \frac{1}{x} (w_4 + \ell x^2 w^4) \right) (w_3 + \ell w^3) : \right),
\]

\[
[(w_4 + \ell x^2 w^4)_\Lambda J^I_0] = x\chi (w_1 + \ell w^1).
\]

Combining the non-commutative Wick formula, the antisymmetry of \(\Lambda\)-bracket, (\ref{eq:antibracket}), and (\ref{eq:antibracket}), we conclude

\[
[J^I_{0\Lambda} J^J_0] = \frac{1}{2\ell} \left( \chi : (w_2 + \ell w^2) (w_1 + \ell w^1) : + : (S (w_2 + \ell w^2)) (w_1 + \ell w^1) : \\
+ \frac{1}{x} \left( (w_3 + \ell w^3) (w_4 + \ell x^2 w^4) : - : (w_3 + \ell w^3) (S (w_4 + \ell x^2 w^4)) : \right) \\
- (\lambda + T) (w_3 + \ell w^3) + \lambda (w_3 + \ell w^3) - \\
- \chi : (w_1 + \ell w^1) (w_2 + \ell w^2) : - : (S (w_1 + \ell w^1)) (w_2 + \ell w^2) : \\
- \frac{1}{x} \left( (w_4 + \ell x^2 w^4) (w_3 + \ell w^3) : - : (w_4 + \ell x^2 w^4) (S (w_3 + \ell w^3)) : \right) \\
= - (2\chi + S) J^K_0,
\]

because \(S\) is an antiderivation for the normally ordered product. Finally, the identity \(H'_I = H'_J = H'_K\) follows calculating a basis as in (\ref{eq:223}) in each case and substituting in the formula (\ref{eq:329}). \(\square\)

Remark 5.3. It is interesting to observe that the method of Proposition 5.2 does not apply to the family of \(N = 2\) superconformal structures with central charge \(c = 6 + 6/\ell\) in
Theorem 4.18. This seems to agree with the analysis of the Sevrin–Troost–Van Proeyen algebra made in [11, Section 8]. Note also that the value of the central charge $c = 6$ of our family of $N = 4$ algebras coincides with the expected value from superstring theory.

Proposition 5.2 suggests a generalization of Theorem 3.13 for $N = 4$ algebras, when $\dim V_+ = 4k$ and $G_\eta = \text{Sp}(k)$ in Lemma 2.14 (cf. Remark 2.15). Here $\text{Sp}(k)$ denotes the compact symplectic group. We hope to go back to this question in future work.

5.2. $N = 2$ algebras from the Hull-Strominger system. In this last section we discuss a different application of Theorem 3.13, related to invariant solutions of the Hull-Strominger system [38, 55] on a Lie group. More precisely, we will show that, starting with such a solution, one can construct a quadratic Lie algebra endowed with a solution of the Killing spinor equations (2.16), such that Theorem 3.13 applies. Furthermore, we will provide an infinite family of examples for which $l \oplus \bar{l}$ is not a Manin triple (see Remark 3.14).

For simplicity, we restrict to a family of solutions of the Hull-Strominger system recently studied in [21]. We will follow the abstract definition of the equations in [24]. The same arguments can be applied to other invariant solutions in the literature (see [17, 50] and references therein). Consider the complex Heisenberg Lie group

$$H_C = \left\{ \begin{pmatrix} 1 & z_2 & z_3 \\ 0 & 1 & z_1 \\ 0 & 0 & 1 \end{pmatrix} \mid z_i \in \mathbb{C} \right\}. $$

The following 1-forms define a global left-invariant holomorphic frame of $T^*_1,0$

$$\omega_1 = dz_1, \quad \omega_2 = dz_2, \quad \omega_3 = dz_3 - z_2dz_1$$

and satisfy the structure equations

$$d\omega_1 = d\omega_2 = 0, \quad d\omega_3 = \omega_{12},$$

from which all the exterior algebra relations can be derived. For any choice of

$$(m, n, p) \in \mathbb{R}^3 \setminus \{0\}$$

we consider the following purely imaginary $(1,1)$-form

$$F = \pi(m(\omega_1^T - \omega_2^\sigma) + n(\omega_1^\sigma + \omega_3^\sigma) + ip(\omega_1^T - \omega_3^\sigma)).$$

(5.1)

Consider the left-invariant SU(3) structure on $H_C$ defined by

$$\Omega = \omega_{123}, \quad \omega = \frac{i}{2}(\omega_1^T + \omega_2^\sigma + \omega_3^\sigma).$$

(5.2)

**Proposition 5.4** ([21]). Let $\alpha = (2\pi^2(m^2 + n^2 + p^2))^{-1} \in \mathbb{R}$. Then, with the notation above, the pair $(\omega, F)$ is a solution of the Hull-Strominger system, that is,

$$F^{0.2} = 0, \quad F \wedge \omega^2 = 0,$$

$$d(\|\Omega\|\omega^2) = 0,$$

$$dd^c\omega - \alpha F \wedge F = 0.$$  

(5.3)

Starting from a solution of (5.3), it was proved in [22] that one can construct a solution of the Killing spinor equations on a transitive Courant algebroid over $H_C$ (cf. Proposition 4.6). Taking left-invariant sections, one obtains a quadratic Lie algebra endowed with a solution of the Killing spinor equations (2.16), similarly as in Proposition 4.5. Using that
the solution in Proposition 5.4 is left-invariant, it follows that \(|\Omega|_\omega\) is constant and hence \(\omega\) is balanced, that is, \(\theta_\omega = 0\). From this, the induced solution of (2.16) has zero divergence and Theorem 3.13 applies. Rather than given the details of this general argument, we shall provide here an explicit direct proof.

Denote by \(\mathfrak{h}_C\) the Lie algebra of \(H_C\). For any choice of \((m, n, p) \in \mathbb{R}^3 \setminus \{0\}\) one can define a real quadratic Lie algebra with underlying vector space
\[ \mathfrak{g}_{m,n,p} = \mathfrak{h}_C \oplus i\mathbb{R} \oplus \mathfrak{h}_C^*, \]
pairing
\[ (v + r + \beta|v + r + \beta) = \beta(v) - \alpha r^2 \]
and Lie bracket
\[ [v + r + \beta, w + t + \eta] = [v, w] - \eta([v, |]) + \beta([w, |]) + i_w i_v (d^\omega) \]
\[ - F(v, w) + 2\alpha(r i_w F - t i_v F), \]
where \(F\) and \(\alpha\) are defined as in Proposition 5.4 One can readily check that the definition of \(\alpha\) is necessary for the Lie bracket to satisfy the Jacobi identity. More explicitly, taking a real basis of \(\mathfrak{h}_C^*\) defined by
\[ \omega_1 = v^1 + iv^2, \quad \omega_2 = v^3 + iv^4, \quad \omega_3 = v^4 + iv^6, \]
one has relations
\[ dv^j = 0, \quad j = 1, 2, 3, 4, \quad dv^5 = v^{13} - v^{24}, \quad dv^6 = v^{14} + v^{23} \]
and the complex structure on \(\mathfrak{h}_C\) reads (for \(v_j\) the dual basis)
\[ Iv_1 = v_2, \quad Iv_3 = v_4, \quad Iv_5 = v_6. \]
From this, it follows that
\[ d^\omega = v^{135} + v^{236} + v^{146} - v^{245} \]
and also that
\[ F = 2\pi i(m(v^{34} - v^{12}) + n(v^{23} - v^{14}) + p(v^{13} + v^{24})). \]
We prove next that the previous data determines a solution of the Killing spinor equations on \(\mathfrak{g}_{m,n,p}\) with zero divergence. Consider the generalized metric on \(\mathfrak{g}_{m,n,p}\) defined by
\[ V_+ = \{v + g(v) \mid v \in \mathfrak{h}_C\}, \quad V_- = \{v + r - g(v) \mid v + r \in \mathfrak{h}_C \oplus i\mathbb{R}\}, \]
where
\[ g := \omega(, I) = v^1 \otimes v^1 + v^2 \otimes v^2 + v^3 \otimes v^3 + v^4 \otimes v^4 + v^5 \otimes v^5 + v^6 \otimes v^6. \]
Consider the spinor line \(\langle \eta \rangle \subset S_1^+\) corresponding to the complex structure on \(V_+ \cong \mathfrak{h}_C\).

**Lemma 5.5.** The triple \((V_+, 0, \eta)\) is a solution of the Killing spinor equations (2.16) on \(\mathfrak{g}_{m,n,p}\). Furthermore, \(V_+^C \subset \mathfrak{g}_{m,n,p}^C := \mathfrak{g}_{m,n,p} \otimes \mathbb{C}\) is a Lie subalgebra if and only if \(m = 0\).

**Proof.** By Proposition 2.19 it suffices to prove that (2.26) holds. A basis of \(V_+^{1,0}\) and \(V_+^{0,1}\) satisfying (2.23) is given by
\[ e^+_1 = \frac{1}{\sqrt{2}}((v_1 + v^1) - i(v_2 + v^2)), \quad e^+_1 = e^+_1, \]
\[ e^+_2 = \frac{1}{\sqrt{2}}((v_3 + v^3) - i(v_3 + v^3)), \quad e^+_2 = e^+_2, \]
\[ e^+_3 = \frac{1}{\sqrt{2}}((v_5 + v^5) - i(v_6 + v^6)), \quad e^+_1 = e^+_1. \]
Now, a direct calculation shows that
\[ [\epsilon_1^+, \epsilon_2^+] = -\sqrt{2} \delta^+, \quad [\epsilon_1^+, \epsilon_3^+] = 0, \quad [\epsilon_2^+, \epsilon_3^+] = 0, \]
and therefore \([V_+^{1,0}, V_+^{1,0}] \subseteq V_+^{1,0}\). Similarly,
\[ [\epsilon_1^+, T^+] = -2\pi m, \quad [\epsilon_2^+, T^+] = 2\pi m, \quad [\epsilon_3^+, T^+] = 0, \]
and therefore the first part of the statement follows. From the previous formula we also
conclude that \(m \neq 0\) implies that \(V_+ \subseteq g_{m,n,p}^C\) is not a Lie subalgebra. The other implication
is left to the reader. \(\square\)

By direct application of Theorem 3.13, we obtain an embedding of the \(N = 2\) superconformal vertex algebra of central charge \(c = 9\) into the universal superaffine vertex algebra associated to \(g_{m,n,p}^C\), for any level \(0 \neq k \in \mathbb{C}\). When \(m \neq 0\), these embeddings are not associated to Manin triples, showing that Theorem 3.13 provides a strict generalization of Getzler’s result in [27] (see Remark 3.14).

Proposition 5.6. For any choice \((m, n, p) \in \mathbb{R}^3 \setminus \{0\}\), the solution of the Killing spinor equations in Lemma 3.3 induces an embedding of the \(N = 2\) superconformal vertex algebra of central charge \(c = 9\) into the universal superaffine vertex algebra \(V^k((g_{m,n,p}^C)_{\text{super}})\) with level \(0 \neq k \in \mathbb{C}\). The generators of each \(N = 2\) superconformal vertex algebra are as in Theorem 3.13.

Remark 5.7. As proved in [22], associated to a solution of the Hull-Strominger system there exists a transitive Courant algebroid \(E\). Denote by \(E_{m,n,p}\) the transitive Courant on \(H_C\) determined by the solution in Proposition 5.3. Then, similarly as in Proposition 4.17, when \(k = 2\) there is an embedding
\[ V^2((g_{m,n,p}^C)_{\text{super}}) \hookrightarrow H^0(H_C, \Omega^2_{H_C}(E_{m,n,p})) \]
on the space of global sections of the sheaf of vertex algebras associated to \(E_{m,n,p}\) (see Proposition 4.17). Applying now Proposition 5.6 one obtains an embedding of the \(N = 2\) superconformal vertex algebra of central charge \(c = 9\) into \(H^0(H_C, \Omega^2_{H_C}(E_{m,n,p}))\). We expect that a similar result holds for general solutions of the Hull-Strominger system. We hope to go back to this question in future work.

Appendix A. Rules and identities on supersymmetric vertex algebras

In this appendix, we collect relevant remarks and identities about SUSY vertex algebras, especially in the case of the universal superaffine vertex algebras.

A.1. SUSY Lie conformal algebras. Given a SUSY Lie conformal algebra \(\mathcal{R}\), the terms in (3.4), (3.5) and (3.6) are calculated as follows (see [34] Def. 4.10 for details):

- **Sesquilinearity.** To obtain \((S + \chi)[a, b]\) as an element of \(\mathcal{L} \otimes \mathcal{R}\), we first calculate the \(\Lambda\)-bracket and then commute \(S\) with \(\chi\) and \(\lambda\) to the right using the relations \([S, \lambda] = 0\) and \([S, \chi] = 2\lambda\).

- **Skew-symmetry.** To obtain \([b, \Lambda, \nabla a]\) as an element of \(\mathcal{L} \otimes \mathcal{R}\), we first expand
\[ [b, \Lambda, \nabla a] = \sum_{n,J} \Gamma^nJ_{m,J} c_{n,J} \in \mathcal{L} \otimes \mathcal{R} \]
using the relations \([\gamma, \eta] = 0\), \([\gamma, \eta] = -2\gamma\), for a copy \(\mathcal{L}'\) of \(\mathcal{L}\) with the formal variables \(\Lambda = (\lambda, \chi)\) replaced by \(\Gamma = (\gamma, \eta)\), and then replace \(\Gamma\) by \(-\Lambda - \nabla = (-\lambda - T, -\chi - S)\) and apply \(T\) and \(S\) to the coefficients \(c_{n,J} \in \mathcal{R}\).
changes will be used in our calculations of Sections 3 and 4. It is clear from the notation we are using.

In the notation of Heluani–Kac \[34, (3.3.3.2); \text{Theorem 3.3.14; (3.2.6.12)}\], the integrals (A.2)
\[
\sum_{\lambda, \eta} \int_{-\nabla}^{\nabla} d\lambda p = \sum_{\eta} \int_{-T}^{T} d\eta (\partial \chi p),
\]
taking first the partial derivative with respect to the odd variable $\chi$, performing the indefinite integral in the even variable $\lambda$, and taking the difference of the values at the limits. Here, the (left) partial derivative $\partial \chi p$ of $p = \Lambda^{n|J} c_{n|J} \in \mathcal{L} \otimes \mathcal{V}$ is zero if $J = 0$, and $\lambda^\nabla c_{n|J}$ if $J = 1$.

**Quasisissociativity.** The first integral in (3.9) is computed by expanding the $\Lambda$-bracket $[b_{\Lambda}c]$ as in (3.8), putting the powers of $\Lambda$ on the left under the integral sign and performing the definite integral
\[
\int_{0}^{T} d\Lambda q = \int_{-T}^{T} d\lambda (\partial \chi q)
\] to each term $q(\Lambda) = a \Lambda^{n|J}$ inside the parenthesis, where the right partial derivative $\partial \chi q$ of $q(\Lambda) = a \Lambda^{n|J}$ with respect to the odd variable $\chi$ is zero if $J = 0$ and $\lambda^\nabla a$ if $J = 1$. The second integral in (3.9) is calculated applying the same rules.

**The non-commutative Wick formula.** To compute the integral in (3.10), we expand
\[
[[a_{B}b_{\Lambda}, \Gamma]c] = \sum_{J, K = 0, 1} \Lambda^{J|K} \Gamma^{K|J} c_{J|K} c_{J|K}
\] as an element of $\mathcal{L} \otimes \mathcal{L'} \otimes \mathcal{V}$, using the relations $[\lambda, \gamma] = [\lambda, \eta] = [\chi, \gamma] = [\chi, \eta] = 0$ and (A.1), and take the definite integral of each term as in (A.2).

In the notation of Heluani–Kac \[31, (3.3.3.2); \text{Theorem 3.3.14; (3.2.6.12)}, \] the integrals (A.2) and (A.3) would be represented as $\int_{0}^{T} p d\Lambda$ and $\int_{0}^{T} d\Lambda q$, respectively. Our small notational changes will be used in our calculations of Sections 3 and 4.

**Remark A.1.** For simplicity, in the quasisissociativity identity (3.9) we have omitted the parenthesis that determine the order of computing the normally ordered products, which is clear from the notation we are using.

**Remark A.2.** In the identities (3.9) and (3.10), we must use that
\[
(p(\Lambda)a)b := p(\Lambda) : ab : \quad \text{and} \quad a(p(\Lambda)b) := (-1)^{|a||p|} p(\Lambda) : ab :, \quad \text{for } a, b \in \mathcal{R},
\]
for any homogeneous polynomial \( p(\Lambda) \) in \( \Lambda \) (this follows after applying the Koszul rule to the even normally ordered product).

A.3. **Superaffine vertex algebras.** Let \( V^k(\mathfrak{g}_{\text{super}}) \) be the universal superaffine vertex algebra with level \( k \) associated to a quadratic Lie algebra \( (\mathfrak{g}, [-,-]) \), for a scalar \( k \in \mathbb{C} \) (see Example 3.5).

**Lemma A.3.** For all \( a, b, c \in \Pi \mathfrak{g} \), the following identities hold:

\[
\begin{align*}
:ab: &= - : ba : \quad (A.5) \\
:a(Tb):: &= - : (Tb)a : \quad (A.6) \\
:a(Sb):: &= : (Sb)a : + T [a, b] \quad (A.7) \\
:a : bc :: &= : bc : a + kT ((a)b)c - (a)c) b) \quad (A.8) \\
:a(Sb):c:: &= : a : (Sb)c : + : (Ta)[b, c] : + kT(a)c)Sb \quad (A.9) \\
:ab : c:: &= : a : bc :: + kT ((c)b)a - (c)a) b) \quad (A.10) \\
:a : bc :: &= : b : ca :: \\
&= - : b : ac :: \quad (A.11) \\
:a : bc :: &= : c : ab :: \\
&= - : c : ba :: \quad (A.12)
\end{align*}
\]

**Proof.** The identities (A.5), (A.6), (A.7) and (A.8) are immediate consequences of quasi-commutativity, while (A.9) and (A.10) follow from quasiassociativity. The identities (A.11) and (A.12) are obtained applying the previous ones.

**Lemma A.4.** For all \( a, b, c, d \in \Pi \mathfrak{g} \), the following identities hold:

\[
\begin{align*}
:a : bc : d :: &= - : : bc : d : a : + k ((a)b)T (: cd :) - (a)c)T (: bd :) + (a)d)T (: bc :) \quad . \\
\end{align*}
\]

**Proof.** The first identity follows from quasicommutativity, and the second one follows from quasiaassociativity.

**Remark A.5.** Observe that the formula for the Weyl endomorphism (2.6) appears naturally in several of the previous identities.
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