Critical analysis of the re-entrant localization transition in a one-dimensional dimerized quasiperiodic lattice
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A re-entrant localization transition has been predicted recently in a one-dimensional quasiperiodic lattice with dimerized hopping between the nearest-neighbour sites (Phys. Rev. Lett. 126 106803 (2021)) [1]. It has been shown that the interplay between the hopping dimerization and a staggered quasi-periodic disorder manifests two localization transitions through two intermediate phases resulting in four critical points as a function of the quasiperiodic potential. In this paper, we study the phenomenon of the re-entrant localization transition by examining the spectral properties of the states. By performing a systematic finite-size scaling analysis for a fixed value of the hopping dimerization, we obtain accurate critical disorder strengths for different transitions and the associated critical exponents. Moreover, through a multifractal analysis, we study the critical nature of the states across the localization transitions by computing the mass exponents and the corresponding fractal dimensions of the states. Further, we complement the critical nature of the states by computing the Hausdorff dimensions.

I. INTRODUCTION

Anderson localization is a ubiquitous phenomenon in condensed matter that involves lattices with random on-site disorder [2]. The phenomenon which is marked by the transition of all the extended/delocalized single particle states to localized states at a critical disorder strength is absent in one and two dimensions [3]. However, an intermediate between a periodic and a fully disordered systems namely the quasiperiodic lattices exhibit delocalization-localization (DL) transitions in low dimensions [4]. This remarkable property of the quasiperiodic lattices have encouraged the study of DL transitions in various different models [5–9]. Due to the easier experimental access over the random lattices, the quasiperiodic lattices have been created and studied in different experimental setups such as in optical lattices, photonic lattices, optical cavities, superconducting circuits etc. [10–13]. These developments have facilitated the observations of interesting physical phenomena such as the Anderson localization [14–17], Bose glasses [18], emergence of long-ranged periodic order [19, 20], and many-body localization [21–23] etc.

Among the various quasiperiodic lattice models, the simplest, yet interesting model is the Aubry-André model (AA) [9] which exhibits a sharp DL transition. The transition occurs at an exact critical value of the quasiperiodic potential due to the self-dual nature of the AA model [24, 25]. The sharp DL transition dictates the absence of any energy-dependent mobility edge (ME) (the critical energy which separates the localized and delocalized states) at the transition. Hence, the system undergoes a transition from all states extended to all states localized through the critical point. However, the breaking of the self duality of the AA model or further generalizations of it have shown to exhibit the DL transition through intermediate/critical regions hosting the mobility edge e.g. zig-zag lattices [26], flat-band lattices [27], quasiperiodic mosaic lattices [28], shallow bichromatic potentials [29], in presence of longer-range hopping [30], and the generalized AA model [31, 32] etc. Furthermore, quasiperiodic lattices exhibit a plethora of unique characteristics, including critical spectra, multifractal wavefunctions at and away from the critical points corresponding to the DL transition, and the existence of mixed phases hosting the likes of both the localized and the delocalized states which have been studied in great detail in various systems [7, 29, 30, 38–45].

Recently, in the context of the quasiperiodic lattices, a re-entrant localization transition has been predicted by some of us in Ref. [1]. It was shown that a one dimensional quasiperiodic model of AA type with dimerized hopping and staggered quasi-periodic disorder can undergo two localization transitions at the single particle level. In other words, for some specific dimerization strengths and as a function of disorder, the system first undergoes a localization transition where all the single particle states get localized. Further increase in the disorder strength turns some of the localized states extended, and eventually the system undergoes another localization transition at a larger disorder strength where all the single particle states get localized for the second time. Both the localization transitions are found to occur through two intermediate regions hosting the MEs resulting in four critical points as a function of the quasiperiodic potential strength. While the detailed phase diagram depicting the re-entrant localization transition associated to this model has been discussed in Ref. [1], a thorough understanding of the phase transitions can be unveiled via a quantitative analysis of the critical properties which is relevant and of topical interest.

In this paper, we study the critical properties of the re-entrant localization transitions described above. By using appropriate scaling functions, we explore the critical points for different phase transitions. In our analysis, we are able to obtain the critical points, critical exponents and scaling behaviour associated to the first localization transition. However, near the second localization transition, the scaling behaviour is not well captured in our analysis. We further analyse the spectrum near the second localization transition and find the existence of multifractal states and identify the critical regimes.

The paper is organized as follows. First, we describe the model, approach and the associated phase diagram depicting the re-entrant localization transition briefly.
in Sec-II. In Sec-III we discuss the results in detail and finally in Sec-IV we provide a brief conclusion.

II. MODEL AND APPROACH

The Hamiltonian with hopping dimerization and staggered quasiperiodic disorder on a one-dimensional chain is written as \[ H = -t_1 \sum_{i=1}^{N} (c_{i,B}^\dagger c_{i,A} + \text{H.c.}) - t_2 \sum_{i=1}^{N-1} (c_{i+1,A}^\dagger c_{i,B} + \text{H.c.}) \]
\[ + \sum_{i=1}^{N} \lambda_A n_{i,A} \cos[2\pi \beta (2i - 1) + \phi] \]
\[ + \sum_{i=1}^{N} \lambda_B n_{i,B} \cos[2\pi \beta (2i) + \phi] \] (1)

where \( L = 2N \) with \( N \) being the number of unit cells that are denoted by the index \( i \) and \( L \) is the total system size. Here, a unit cell comprises of two sublattice sites, namely, \( A \) and \( B \) where the corresponding creation (annihilation) operators are denoted by \( c_{i,A}^\dagger \) and \( c_{i,B} \) respectively. The inter-cell hopping between the two sublattices is denoted by \( t_2 \), while \( t_1 \) refers to the intra-cell hopping. The hopping dimerization is introduced by defining \( \delta \) with \( \lambda = \lambda_A (\lambda_B) \). The quasiperiodicity is achieved by considering an irrational \( \beta \). In particular, we take it as the inverse of the golden mean, namely \( \beta = (\sqrt{5} - 1) / 2 \). \( \phi \) denotes the phase difference between the lattices that form the quasiperiodic lattice. In our studies, we consider very large system sizes \( L \) up to a maximum of 35422 sites for which \( \phi \) can be set to zero without any loss of generality.

The localization properties of the model shown in Eq. (1) has been discussed in detail in Ref. [1]. It has been shown that the system exhibits a re-entrant localization transition in the limit of staggered disorder i.e. \( \lambda_A = -\lambda_B = \lambda \), which has been depicted as a phase diagram in the \( \delta - \lambda \) plane in Fig. 1(a) (see Ref. [1] for details). It can be seen for Fig. 1(a) that in certain values of \( \delta \), the system undergoes two localization transitions through two intermediate phases as a function of \( \lambda \) (e.g. the vertical dashed line in Fig. 1(a)). This results in four critical points such as \( \lambda_1, \lambda_2, \lambda_3 \), and \( \lambda_4 \) as schematically depicted in Fig. 1(b). In this work, our focus is to explore the critical properties of such re-entrant phase transitions.

We study the critical state behaviour through systematic finite-size scaling analysis following Ref. [16]. In general, localization in a disordered system can be characterized by using the normalized participation ratio, (NPR) which for the \( m \)-th eigenstate is defined as,
\[ \text{NPR}^m = \left( \frac{\sum_{i=1}^{L} |\phi^m_{i}|^4}{\sum_{i=1}^{L} |\phi^m_{i}|^2} \right)^{-1} \]
\[ = \frac{\text{PR}^m}{L} \] (2)

where \( L \) is the system size and \( \text{PR} \) is the participation ratio. We can identify the order parameter for the DL transition as,
\[ \sigma^m = \sqrt{\frac{\text{PR}^m}{L}} = \sqrt{\text{NPR}^m} \] (3)

In the extended regime, \( \text{PR} \) grows linearly with system size \( L \), while it vanishes in the localized regime in the thermodynamic limit. In the vicinity of the phase transition, the observables show power law behaviour with their critical exponents behaving as,
\[ \sigma \sim (-\epsilon)^{\beta} \quad \text{PR} \sim \epsilon^{-\gamma} \quad \xi \sim |\epsilon|^{-\nu}. \] (4)

Here, \( \epsilon = (\lambda - \lambda_c) / \lambda_c \) is the reduced disorder potential strength with \( \lambda \), being the critical disorder strength for the DL transitions and \( \xi \) is the correlation (or localization) length. \( \beta, \gamma \) and \( \nu \) are the order parameter exponent, participation ratio exponent and the correlation length exponent respectively.

The critical point for the transitions \( \lambda_c \) and the critical exponent ratio \( \gamma / \nu \) are determined using the two system size-variable function \( R[L, L'] \) given by [16]
\[ R[L, L'] = \frac{\log(\sigma^2_{L'}/\sigma^2_{L})}{\log(L/L')} + 1 \] (5)

The variation of \( R[L, L'] \) with the strength of the potential in the vicinity of the critical point for several pairs of system of sizes \( L \) and \( L' \) intersect each other at a common fixed point. The critical potential strength \( \lambda_c \) and the exponent ratio \( \gamma / \nu \) are determined from the abscessa and the ordinate of the common crossing point respectively.

In the vicinity of the critical point, a finite-size scaling form of the order parameter \( \sigma \) for finite system is defined by,
\[ \sigma = L^{-\beta/\nu} F(\epsilon L^{1/\nu}) \] (6)

where \( F \) is a scaling function . Similarly, a finite-size scaling form of \( \text{PR} \) for a finite sized system is defined by,
\[ \text{PR} = L^{\gamma/\nu} G(\epsilon L^{1/\nu}) \] (7)

where \( G \) is another scaling function. Using Eq. (6), Eq. (7) can be re-written as,
\[ \sigma^2 L = L^{\gamma/\nu} G(\epsilon L^{1/\nu}) \]
which can be further expressed as,

$$\sigma^2 = L^{\gamma/\nu - 1}G(\epsilon L^{1/\nu})$$

(8)

Hence, a plot of $\sigma^2 L^{1-\gamma/\nu}$ versus $\epsilon L^{1/\nu}$ for different system sizes $L$ should fall onto a single curve denoted by $G(\epsilon L^{1/\nu})$ if the critical potential strength $\lambda_c$ and the critical exponents are correctly determined. Note that $\sigma$ and PR here are the average values taken over the states considered.

### III. RESULTS

#### A. Critical state analysis

In this subsection we examine the re-entrant localization transition as depicted in the phase diagram of Fig. 1(a). The red regions correspond to the extended or localized phases as denoted in the phase diagram and the central blue region bounded by the dark symbols is the intermediate phase. It can be seen from the phase diagram that for a range of $\delta$, the system undergoes two localization transitions as a function of $\lambda$ indicating the re-entrant localization transition. Although, the re-entrant localization is feasible in both the regimes of hopping dimerization corresponding to $\delta < 1$ and $\delta > 1$ [1], for our discussion we restrict ourselves in the regime of $\delta > 1$ for concreteness. For our analysis, we explore the critical properties for a cut through the phase diagram along the $y-$ axis at $\delta = 2.2$ (dashed yellow line in Fig. 1(a)). As $\lambda$ is increased, the system as a whole undergoes two localization transitions through two intermediate phases exhibiting a series of transitions from extended - intermediate - localized - intermediate - localized phases occurring at four critical points, $\lambda_1$, $\lambda_2$, $\lambda_3$ and $\lambda_4$ respectively. In the following our focus is to determine these critical points of transitions through finite-size scaling analysis.

It is to be noted that the phase diagram shown in Fig. 1(a) has been obtained by utilizing the behaviour of the average participation ratios, such as the inverse Participation ratios (IPR) and the Normalized Participation ratios (NPR) as a function of $\lambda$. Here, $\langle \cdot \rangle$ denotes the average taken over all the eigenstates corresponding to the Hamiltonian shown in Eq. 1 [2]. Before proceeding further, we first establish the transition points by analysing the behaviour of $\sigma$ which is directly related to the NPR of the states. From the definition, $\sigma$ for different lengths should approach zero at the localization transition. Therefore, it will be possible to estimate all the critical points by using the finite-size extrapolation of $\sigma$. For this purpose, we compute $\sigma$ by considering the eigenstates in a narrow band near the approximate transition boundaries. We plot $\sigma$ for different system sizes, namely, $L = 3194, 5168, 8362, 13530$ and $21892$ as a function of $\lambda$ in Fig. 2(a-d) across the transition points $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ respectively. A finite size extrapolation reveals that for all the cases, $\sigma$ in the limit of $L \to \infty$ falls to a minimum after a critical $\lambda$ corresponding to different transitions. This defines the relevant range of $\lambda$ for our exploration of the critical properties. Once the limits of $\lambda$ around the critical transition points are identified we use them to calculate the function $R[\lambda]$ (see Eq. (5)) as a function of $\lambda$.

We first focus on the first localization transition which involves two critical points, such as $\lambda_1$ and $\lambda_2$ corresponding to the extended-intermediate and intermediate - localized phase transitions. Similar to the case of $\sigma$, for our analysis, to compute the function $R[\lambda]$ we use the eigenstates corresponding to a narrow band of the spectrum. We plot $R[\lambda]$ as a function of $\lambda$ for both the transitions around $\lambda_1$ and $\lambda_2$ in Figs. 3(a) and (b) respectively. The crossing of all the curves at a single point in both the figures (Fig. 3(a) and (b)) allows to obtain the critical points as $\lambda_1 = 0.903$ and $\lambda_2 = 1.836$. As already mentioned in Sec. II, following Eq. 8 curves of $\sigma^2 L^{1-\gamma/\nu}$ versus $\epsilon L^{1/\nu}$ for different system sizes, $L = 8362, 13530, 21892$ and $35422$ collapse with the estimated critical strength $\lambda_1 = 0.903$. A perfect data collapse is obtained by considering $\gamma/\nu = 0.83$ and $\nu = 1.8$ for $\lambda_1 = 0.903$ as shown in the inset of Fig. 3(a). Similarly, for the second critical point ($\lambda_2 = 1.836$), a perfect data collapse is obtained by setting $\gamma/\nu = 0.77$ and $\nu = 1.7$ (inset of Fig. 3(b)). Note that the $\gamma/\nu$ considered for the data collapse matches fairly well with the ordinate corresponding to the points of intersection of $R[\lambda]$ as a function of $\lambda$ in Figs. 3(a) and (b).

We now turn our focus on to the second localization transition through the second critical region as depicted in Fig. 1. This involves two transitions, namely, localized-intermediate and intermediate - localized transitions at the critical points $\lambda_3$ and $\lambda_4$ respectively. Following a similar scaling hypothesis as above, for the localized - intermediate transition, we obtain the crossing of $R[\lambda]$ data at a single point as depicted in Fig. 4 resulting in an accurate value of $\lambda_3 = 2.127$. Further, by using the values of $\lambda_3$, a perfect data collapse is achieved in the $\sigma^2 L^{1-\gamma/\nu}$ ver-
FIG. 3. Figure shows the plot of $R[L,L']$ in the vicinity of the first critical quasiperiodic potential strength $\lambda_1$ in (a) and for the second critical quasiperiodic potential strength $\lambda_2$ in (b) corresponding to $\delta = 2.2$. The insets show the data collapse with the $\sigma^2$ data in the vicinity of the first and the second critical points. Good data collapse is observed for both the transition points. The existence of single universal scaling functions can easily be inferred from the data collapse. We have done the calculations by taking an average over the states in the band with indices $(0, 0.05)$ for the first critical point and the states in the band with indices $(0.45 - 0.5)$ for the second critical point of the energy spectrum for the study.

sus $\varepsilon L^{1/\nu}$ plot by setting $\gamma/\nu = 0.79$ and $\nu = 1.7$ as shown in the inset of Fig. 4. This suggests that the two transitions occurring at $\lambda_2$ and $\lambda_3$ corresponding to the transitions to and from the first localised phase that is intermediate - localized and localized - intermediate phase transitions respectively belongs to the same universality class.

It is now expected that the transition to the second localized phase i.e. the fourth transition at $\lambda_4$ falls under the same universality class as that of the second and third transitions at $\lambda_2$ and $\lambda_3$. However, in our scaling analysis we find an anomalous scaling behaviour of $R[L,L']$ which is why we failed to achieve an accurate critical point $\lambda_4$ and the associated exponents. The actual reason for this behaviour can be attributed to the anomalous distribution of extended state (NPR$\neq 0$) near the transition. Before moving on to the multifractal analysis, we reconfirm the critical exponents from the scaling relation of the PR$_L$ that denotes the participation ratio corresponding to different system sizes using Eq. 4 which can be written as $\text{PR}_L \sim L^{\gamma/\nu}$. From this relation, a plot between $\log(\text{PR}_L)$ and $\log(L)$ for different lengths $L$ at the critical point should result in a straightline with slope $\gamma/\nu$. We performed this analysis at all the three critical points, such as $\lambda_1$, $\lambda_2$ and $\lambda_3$ in Fig. 5 and obtain the values of $\gamma/\nu$ as 0.83, 0.77 and 0.79 respectively.

The exponents obtained in our analysis should satisfy a hyper-scaling law expressed as, 

$$2\beta/\nu + \gamma/\nu = 1$$

(9)

Using the hyper-scaling relation given in Eq. 9 it will be possible to extract another ratio of the exponents i.e. $\beta/\nu$ via

$$\frac{\beta}{\nu} = \frac{1}{2} \left(1 - \frac{\gamma}{\nu}\right)$$

(10)

Since at the critical point $\xi = L$, from Eq. 4 we have $\sigma \sim L^{-\beta/\nu}$. In order to establish the hyper-
scaling relation we plot $\log(\sigma_L)$ as a function of $\log(L)$ for different system sizes corresponding to the three critical points $\lambda_1$, $\lambda_2$, and $\lambda_3$ mentioned in Fig. 6. The slopes of the curves yield the exponent ratios $\beta/\nu = 0.086$, 0.116 and 0.1 for $\lambda_1 = 0.903$, $\lambda_2 = 1.836$ and $\lambda_3 = 2.127$ respectively. These values of the exponent ratios $\gamma/\nu$ (0.83, 0.77 and 0.79) and $\beta/\nu$ (0.086, 0.116 and 1.00) clearly satisfy the hyper-scaling relation (Eq. 9) at the critical points.

B. Multifractal analysis

As already discussed the two localization transitions in this case occur through two intermediate regions. In analogy with the DL transition in the simple AA model and other models where the DL transition occurs through an intermediate region, we expect the eigenstates in the intermediate phases to be multifractal in nature. Thus, to explore deeper into the nature of the phases we perform a multifractal analysis [30, 43] of the eigenstates and calculate the associated fractal dimensions to arrive at an intuitive picture for the critical regions. In addition to that, we also study the energy spectrum corresponding to the critical regime via the scaling approach, hence calculate the Hausdorff dimension $D\nu$ of the energy spectrum. Note that for the multifractal analysis we consider the periodic boundary condition to avoid the effects arising from the edge states.

A multifractal nature of the eigenstates can be identified via the generalized IPR and its scaling exponent $\tau_q$ [30, 13, 47] using the relation

$$\text{IPR}_q^n = \sum_{i=1}^L |\phi_{ni}|^{2q} \to L^{-\tau_q},$$

where $\tau_q$ is also known as the mass exponent and $q$ is a real number. The mass exponent vanishes for the localized states, whereas it varies linearly with the system dimension $d$ for the delocalized state as $\tau_q = d(q - 1)$. Furthermore, the scaling exponents of the multifractal states can be characterized by a non-linear relation

$\tau_q = D_q(q - 1)$, 

where $D_q$ denotes the fractal dimension of the eigenstates. Therefore, an extended and a localized state have respectively 1 and 0 as their fractal dimensions while an intermediate value of $D_q$ (between 1 and 0) denotes the fractal nature of the eigenstates. A spectrum possessing different fractal dimensions implies a multifractal behaviour of the eigenstates of the system.

In our analysis, we first obtain the correlation dimension, denoted by $D_2$ corresponding to $q = 2$ from the relation

$$\text{IPR}_2^n \sim L^{-D_2}.$$  

$D_2$ can be obtained as the slope of the $\log(\text{IPR}_2)$ versus $\log(L)$ plot corresponding to different states as shown in Fig. 7 (red circles). Furthermore, in order to gain insights about the variation of $D_2$ over the entire spectrum, we plot $D_2$ as a function of eigenstate index $\lambda$ and $\delta$ at $\delta = 2.2$ in Fig. 8 which clearly shows the existence of the extended, the localized and the multifractal states. Although, the expected re-entrant phase
The understanding of the details of the energy spectrum at the critical regime can be complemented by computing the Hausdorff dimension of the system. A direct box-counting method is applied for this analysis [29]. Considering the total number of boxes required is $N_l$ for a given box length $l$ such that $N_l$ spans over the entire energy spectrum, $N_l$ shows a power-law behaviour with $l$ as,

$$N_l \propto l^{-D_H},$$

(14)

where, $D_H$ denotes the Hausdorff dimension corresponding to the energy spectrum. In our case, we compute the $D_H$ by following Eq. (14) in two different critical regions corresponding to $\lambda = 1.2$ and 2.5 which respectively denote the first and the second intermediate regimes. In Fig. 10 we plot $N_l$ as a function of $l$ which exhibits power law behaviour with exponent $D_H = 0.61$ (blue squares) and 0.85 (green diamonds) for $\lambda = 1.2$ and 2.5 respectively. For comparison, we have plotted the corresponding AA limit ($\delta = 1$, $\lambda_A = \lambda_B = \lambda = 2$) (red circles) which yields $D_H = 0.5$ [18]. From the analysis it is realized that the Hausdorff dimension in this case is different from the standard AA model.

IV. CONCLUSION

A one-dimensional quasiperiodic lattice model in the presence of hopping dimerization and a staggered onsite quasiperiodic potential exhibits re-entrant localization transitions. The transitions occur for a range of dimerization strength through two intermediate phases resulting in four critical points. In this work, we characterize these transition points by using appropriate finite-size scaling laws for different order parameters. We also obtain the associate critical exponents which are found to obey the hyper-scaling laws. It is also observed that the second (intermediate - localized) and the third (localized - intermediate) phase transitions belong to the same universality class. Note that while we are able to accurately determine the first three critical points associated to the first localization transition, we fail to determine the last critical point of transition to the second localized phase. In addition to this, we have performed the multifractal analysis of the eigenstates and found that the states within the intermediate phases are multifractal in nature. Finally, we have calculated the Hausdorff dimension at the two critical regions which are found to be different from the standard AA model.
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