Top-Level Design and Simulated Performance of the First Portable CT-MR Scanner
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ABSTRACT Multi-modality imaging hardware can be integrated in a single gantry to collect diverse datasets for complementary information and spatiotemporal correlation, with excellent examples including PET-CT and PET-MRI. However, there is no CT-MRI prototype up to today due to technical challenges and associated cost-benefit considerations. Thanks to the rapid development of medical imaging, it becomes feasible now to integrate cost-effective CT and MRI imagers together for portability, popularity, and point of care. In this paper, we present the top-level design of the first portable CT-MRI system and evaluate its imaging performance via realistic numerical simulations. In this CT-MRI system, the magnet made of two neodymium (NdFeB) rings of about 40.0 cm radius forms a magnetic field of about 57 mT at the isocenter and has a gap of 11.3 cm to accommodate the rotating CT gantry. The targeted MR imaging field of view (FOV) is a sphere of ∼15 cm in diameter and that of CT is approximately 20 cm diameter in axial direction and 5 cm in longitudinal direction. Our results show a great potential of such a hybrid system. The proposed CT-MRI system will be valuable in applications such as imaging in underdeveloped countries, disaster scenes and battle fields.

INDEX TERMS Computed tomography (CT), magnetic resonance imaging (MRI), multi-modality imaging.

I. INTRODUCTION Multimodality medical imaging is well known to deliver tremendous utilities in a wide spectrum of clinical scenarios [1]. In fact, each imaging modality produces information in a well-defined scope, as characterized by spatial/temporal resolution, signal-to-noise ratio, structural, functional and molecular features, etc. Although these well-defined scopes may overlap, no single modality could derive all the information another modality offers for a major clinical task, as modern medicine often calls for comprehensive evaluation of the subject from a variety of aspects with different imaging modalities. While it is possible to acquire images of different modalities on separate scanners, thereby achieving multi-modal imaging via post-scan image fusion, this approach inevitably suffers from issues such as required image registration, associated uncertainty, not to mention challenges associated with logistics, burdens and complications of long scan time between scanners caused by moving patients and dynamic changes in them, especially in contrast-enhanced studies and critical care conditions where synchrony and efficiency of imaging procedures is vital.

Over the years, several types of hybrid scanners have been developed for simultaneous multi-modal imaging. PET-CT is now widely available, serving as an indispensable tool for cancer diagnosis, staging, and treatment response assessment [2]. Novel PET-MRI scanners allow characterization of metabolic activities empowered by MRI to delivery structural information in rich soft tissue contrast without ionizing radiation [3]. More importantly, in these situations, imaging data
from different modalities acquired at the same time of the patient permit joint image reconstruction and processing to synergistically take advantages of different images, enhancing image quality and performance in clinical tasks. In contrast to these multi-modality imaging progresses, CT-MRI is the only major remaining multi-modality imaging technology yet to be developed. In our previous Vision 2020 paper [4], we have suggested that such a CT-MRI combination could have profound impacts on several major clinical scenarios such as cardiac diagnosis and contrast-enhanced cancer imaging. Nonetheless, integrating CT and MRI scanners for simultaneous imaging is a rather challenging undertaking. Conventional MRI scanners are often designed with a high-strength (commonly, 1–3 T) homogeneous (of the order of a few parts per million) magnetic field for a high signal to noise ratio (SNR) and imaging performance within a clinically acceptable scan time. This means that the field is susceptible to perturbations from nearby ferromagnetic materials and the imaging performance is easily affected by the x-ray tube and detector assembly, when being integrated with a CT scanner. The weak MR signal is also prone to radio-frequency (RF) signals generated by nearby devices, which deteriorates SNR of MR images. Conversely, the fringe magnetic field over the x-ray tube and detector assembly affects their functions due to deflection of the electron beam and malperformance of electronics in the magnetic field. Last but not the least, bulky MR and CT components have to be integrated in a compact space, further enhancing the challenge of the CT-MRI system design.

Fortunately, over the past years there have been exciting developments towards addressing these challenges. To combine x-ray radiography with MRI scanner, researchers at Stanford group demonstrated the feasibility of operating an x-ray tube and a detector in the magnetic field [5], [6]. In the radiotherapy field, recent advances of MRI-guided radiotherapy achieved by a combination of MRI with medical linear accelerator demonstrated clinical MR imaging functions in close proximity to a powerful x-ray production device [7], [8].

In this study, we report our on-going effort towards prototyping the first portable CT-MRI system employing a non-conventional MR scanner design. Specifically, we propose an ultra-low-field (ULF) MR scanner operating at a 57 mT flux density range together with an inhomogeneous magnetic field design. The medical relevance of ultra-low-field MRI has recently been demonstrated in several examples [9], [10], [11], [12]. We prefer an inhomogeneous field design to reduce the technical challenges associated with building a highly homogeneous magnet. The feasibility of using an inhomogeneous magnetic field for MRI has been previously shown in several systems, such as single-sided MRI scanners. In our design, the low strength and inhomogeneous field make the MRI system more robust to perturbations from the CT components, and the low-fringe field facilitates the integration with the CT subsystem.

II. METHODS
A. TOP-LEVEL SYSTEM DESIGN
1) MRI SUBSYSTEM
The overall design of the CT-MRI scanner is shown in Figure 1. We consider an ULF MR design for the purpose of cost reduction and easy integration with CT subsystem. For this ULF MRI subsystem (Figure 1(a)), the magnet consists of two rings of neodymium (NdFeB) permanent magnets with a gap of 11.33 cm for the x-ray beam of the CT subsystem to pass through. Both rings are configured to orient the permanent magnets in a Halbach format to form the magnetic field uniformly in the y direction. The Halbach array has been widely used in MR-based devices to create highly uniform magnetic fields using magnet bars. Prior studies have also employed novel optimization techniques to design the magnet array [13], [14], [15]. In this study, we design the magnet in a trial-and-error fashion, e.g. by adjusting number of magnets per ring, radii of the rings, and the separation between rings, to yield the configuration meeting our needs. On one ring, 34 bar magnets in grade N52 of 5.08 × 5.08 × 15.24 cm³ are aligned along a circle of radius 40.6 cm, while the second ring consists of 32 bar magnets of 5.08 × 5.08 × 20.32 cm³ on a circle of 40.0 cm radius. These magnets, their sizes, and arrangement define a magnetic field of about 57 mT at the isocenter. The Halbach ring and magnetic flux density distribution on the z = 0 plane is shown in Figure 1(c). The magnetic field is slightly stronger towards the smaller ring, naturally inducing a field gradient which can be utilized for spacial encoding along this direction (z axis) to reduce the required number of gradient coils. The resulting gradient strength is about 25 mT/m. To hold the magnet bars in place, 3D printing technology can be used to create molds based on the designed positions and orientations of magnet bars. Aluminum plates will be used to secure the molds in place. The inner radii the magnet assembly are 36.8 cm and 36.1 cm for the large and small rings respectively.

Two sets of self-shielded gradient coils are designed for spacial encoding along patient lateral directions (x and y directions). The four layers of the two gradient coils are parallel to the inner surface of the magnet, occupying a 2.5 cm space (Figure 1(a)). The target field method is employed to determine the coil patterns [16] to generate a linearly varying field within the planned field of view (FOV) of 15 cm in diameter, while maximally minimizing magnetic field at nearby metal parts to avoid eddy current effect. Figure 1(d) presents the resulting coil pattern for the y-gradient coil. Note that there is a 11.5 cm gap at the center of each coil to avoid blocking the x-ray beam of the CT system.

We plan to use a solenoid transmit/receive RF coil. It follows a standard design for an MR scanner and is not shown here. As for the data acquisition pipeline, standard MRI techniques can be used with a spectrometer for sequence control, RF and gradient amplifiers for signal amplification. Care must be taken to accommodate relatively low SNR due to the low field strength and signal loss.
A cone-beam scanning geometry is adopted for the CT subsystem, as shown in Figure 1(b). The source-to-detector distance is 1,125 mm, and source-to-isocenter distance 500 mm. These values are close to those for a medical CT scanner and large enough to avoid geometrical interference with the MRI subsystem. The medical pulse x-ray source of interest has a focal spot of ~0.5 mm, a half-cone angle of 18°, a kVp range between 100 to 400 kVp, and a current range between 1 to 13 mA. To cover a major part of the field of view, we consider two PaxScan 2520DX flat panel detectors (VAREX Imaging, Salt Lake City, UT) combined to form a larger detector. The x-ray sensor material is amorphous silicon and equipped with a direct deposit CsI conversion screen. The detector has a pixel pitch of 127 µm and supports a resolution 1 lp/mm at >48%. The detector array is of 1536 × 1920 pixels. The energy detection range is 40 to 160 keV. The intrinsic frame rate is 12.5/s but can be increased when working in binning modes. The detector weighs 5.5 lbs. We consider that the detector working in the 4 × 4 binning mode. Due to the obstruction of the MRI assembly, the x-ray beam is confined to a half cone-beam angle 3° in the longitudinal direction to avoid scattering from the MRI components. In this setting, the effective detector array becomes 384 × 960 pixels with pixel pitch of 508 µm. With this setting, the CT FOV is approximately 20 cm diameter in axial direction and 5 cm in longitudinal direction.

The x-ray source and detector are mounted on a rotation gantry and a slip ring design is used for continuous data communication with the rotor, as well as power delivery to the tube and panel. This is a drum type slip ring with a inner diameter of 950 mm and supports a maximum rotation speed of 120 rpm.

B. SIMULATION OF MR DATA ACQUISITION AND IMAGE RECONSTRUCTION

We consider 2D spin-echo type sequences for MR data acquisition, because it helps to alleviate signal dephasing caused by the main magnetic field inhomogeneity. Without loss of generality, for each 2D acquisition, a RF wave of frequency $f$ only excites spins around a curved iso-magnetic field surface defined by the condition $f = \gamma B_0(x, y, z)$, where $B_0(x, y, z)$ is the magnetic flux density field, and $\gamma$ is the gyromagnetic ratio. For a given phantom defined by volumetric images of longitudinal relaxation time $T_1(x, y, z)$, transverse relaxation time $T_2(x, y, z)$, and spin density $\rho(x, y, z)$, let a spin-echo sequence be specified with repetition time $TR$ and echo time $TE$, the integrated signal for a pulse with a slice selection frequency $f$ is

$$S(k_x, k_y) = \sum_{x,y,z} I_w([-f - \gamma B_0(x, y, z)]\rho(x, y, z)B_0(x, y, z)^2$$

$$\times \left[1 - \exp\left(-\frac{TR}{T_1(x, y, z)}\right)\right] \exp\left[-\frac{TE}{T_2(x, y, z)}\right]$$

$$\times \exp[-TE(\delta y \Delta B_0)]\exp[-i(k_x x + k_y y)],$$

(1)

where $I_w[.]$ is an index function with $I_w[|x|] = 1$ if $|x| < w/2$ and 0 otherwise. $w$ is the bandwidth of the RF pulse. The term $\exp[-TE(\delta y \Delta B_0)]$ describes dephasing effect due to the magnetic field gradient, and $\delta$ is a constant obtained by calibrating this model using a MR scanner in our lab.

Noise cannot be neglected in an ULF MRI scan due to the low magnetic field yielding a weak signal and the field inhomogeneity induced dephasing effect, as well as the presence of free electrons in RF coil or hardware vibrations in practice. Hence, we add to $S(k_x, k_y)$ Gaussian white noise with standard deviation $\sigma = C_0 \sqrt{B_0 / \sqrt{T_{ACQ}}} [17]$, where $C_0$ is a calibration constant obtained empirically on an MRI scanner available in our lab, and $T_{ACQ}$ is the total acquisition time. The noise is signal independent.

After collecting $k$ space data, a 2D image $m(x, y)$ is reconstructed using Fourier-transform based reconstruction algorithm. To suppress image noise, we denoise the images using BM3D algorithm [18]. After collecting images for a series of RF frequency, we can obtain 2D images defined on a set of curved iso-surfaces of magnetic flux density, each characterized by $f = \gamma B_0(x, y, z)$, as illustrated in Figure 2. To generate a volumetric image, we resample these 2D images to a Cartesian grid according to the known positions of these iso-surfaces.
C. SIMULATION OF CT DATA ACQUISITION AND IMAGE RECONSTRUCTION

To simulate the CT imaging process, we consider a circular scan mode with 720 projection views per rotation. To simulate x-ray projections, a monochromatic radiation model is utilized for simplicity, and the detected signal is expressed as

\[ p = f_{\text{Poisson}} \left[ N_0 \exp(-P \mu(x, y, z)) \right], \]

where \( P \) stands for the CT projection system matrix, \( \mu(x, y, z) \) the volumetric image of the x-ray attenuation coefficient, \( f_{\text{Poisson}} [-] \) the Poisson process, \( p \) the recorded projections in a vector form, and \( N_0 \) the incoming number of photons, which is set to \( 3 \times 10^6 \) in this study.

With the simulated x-ray data, an image is reconstructed using the standard Fredkamp-Davis-Kress (FDK) algorithm [19]. Since the CT FOV is relatively small compared to the whole human body, even with the combination of two detectors, the CT system is subject to lateral truncation of projections. Hence, an iterative method for interior tomography [20] is used to improve reconstruction results. Specifically, a Simultaneous algebraic reconstruction technique with a total variation (SART-TV) regularization is coded to solve the optimization problem

\[ \arg\min_{\mu} \| P \mu(x, y, z) + \log(p/N_0) \|^2 + \lambda \| \nabla \mu(x, y, z) \|_1, \]

where \( \lambda \) is a parameter balancing the data fidelity term and the sparsity constraint. The ASTRA toolbox is used during the forward projection and volumetric reconstruction [21].

D. PERFORMANCE EVALUATION

We performed numerical simulations with two phantoms to demonstrate the performance of the proposed CT-MRI scanner. The first phantom is a 3D Shepp-Logan phantom. This phantom represents typical brain tissues including scalp, bone, cerebrospinal fluid (CSF), gray and white matters, and tumor. For CT simulation, the attenuation values are chosen in reference to the original specification of the 2D Shepp-Logan phantom [22]. As the Shepp-Logan phantom only defines relative density values to water in the interval \([1.0, 2.0]\), we assign x-ray attenuation based on the density values. For MR simulation, the parameters of proton density \( \rho \), relaxation times \( T_1 \) and \( T_2 \) are set in reference to [23].

To bear more clinical relevance, we employ another phantom generated from the publicly-available, anatomically detailed, 3D CT and MRI database from the Visible Human Project (VHP) of the National Library of Medicine [24]. The male patient images are chosen in this study. X-ray attenuation coefficients are derived from the CT images. In the MRI simulation, since only proton density weighted, \( T_1 \) weighted and \( T_2 \) weighted MR images are provided in the database, we derive the proton density image, longitudinal and transverse relaxation times by solving signal equations associated with the MR sequences.

III. RESULTS

A. MAGNETIC FIELD DISTRIBUTION

Figure 3 presents the magnetic flux density distribution generated by the main magnet. For a targeted spherical imaging field of view (FOV) of 15 cm in diameter, the flux density strength is \( 55 \sim 68 \) mT. As shown in Figure 3(c), the magnetic flux density generally decays monotonically along the \( z \) direction, creating a gradient about \( 25 \) mT/m in the FOV, which offers the opportunity for spatial encoding along this direction without a gradient coil. In Figure 3(a) and (b), the iso-surfaces of various magnetic fields are plotted. These surfaces are planned for data acquisition and image reconstruction by performing 2D scans on these surfaces. The separation between neighboring surfaces is \( \sim 0.4 \) cm. It is clearly shown that these surfaces are not planar, which hence requires image domain interpolation to generate a volumetric image defined on the Cartesian grid.

The magnetic flux density strength drops to \( \sim 20 \) mT outside the magnet at a radius of 50 cm from iso-center, for the positions of the x-ray tube, and \( \sim 3 \) mT at the CT detector position with a radium of 62.5 cm from the iso-center. These low magnetic field is expected to be not interfering the normal functions of these CT components [25].

B. IMAGING PERFORMANCE

We first present simulation results for the Shepp-Logan phantom in Figure 4. For the MR simulation, the relaxation time
FIGURE 4. Orthogonal views of (a) the proton density of the 3D Shepp-logan phantom, (b) simulated MR images (TR = 1,000 ms, TE = 80 ms, and NEX = 16), and (c) simulated CT images. The dashed red circles indicate the targeted MR FOV of 15 cm in diameter.

TR and TE are 1,000 ms and 80 ms, respectively. The slice thickness is chosen as 4 mm, and the voxel size on the axial planes is $1 \times 1$ mm$^2$. To reduce noise, we repeated data acquisition with the number of excitations (NEX) being set to 16. The images in Figure 4(a) display proton density of the phantom in three orthogonal views to show the structure of the phantom. Figure 4(b) shows the resulting MR image. The CT simulation results of the Shepp-Logan phantom are in Figure 4(c). The image voxel size is 0.5 mm$^3$.

Due to the narrow x-ray beam through the gap between the two magnet rings, the longitudinal coverage of the CT scan is $\sim 5$ cm.

Figure 5 presents the axial view of the phantom in CT and MR images with different reconstruction and processing methods. For CT, on the lateral direction, the limited FOV introduces truncation artifacts in the conventional FDK reconstruction result, including the bright distorted parts in the image and the cupping effect in the vertical profile. Also, the three small structures close to the FOV boundary can be hardly discerned from the background due to the low contrast between the tumor and the gray matter. Those issues are successfully addressed with the interior tomography technique as demonstrated in the SART-TV result ($\lambda = 0.0003$). The tumors with only 10 HU contrast from the background (pointed by the red arrow) are clearly revealed thanks to the noise suppression capability of the technique. The cupping and truncation artifacts are also successfully removed from the reconstruction, and the profiles align well with the ground truth counterparts.

As for the MR images, the image reconstructed by Fourier algorithm had a large amount of noise due to the low magnetic field strength and field inhomogeneity-induced signal dephasing. Using the BM3D algorithm effectively suppressed image noises.

Figure 6 presents the results to demonstrate image resolution performance of the imaging systems. As such, we embed in the phantom bar patterns along the three major directions, with the bar width ranging from 0.5 mm to 5 mm. It is observed that the smallest bar at width 0.5 mm can be still observed, although the contrast reduces for small bars. To illustrate the performance of the proposed system with more clinical relevance, we present in Figure 7-9 results for different body sites using the VHP data. In the brain...
case shown in Figure 7, we remark that the relatively low resolution along superior-inferior direction in the MR image is intrinsically caused by the phantom itself. In fact, in the VHP MR image dataset the slides spacing is 3 mm, which limited the image resolution in the simulation results.

We present in Figures 8 and 9 the results from the neck and chest sites. In each figure, in addition to presenting the simulation results of the CT and MR images, we also generated a blended view by displaying CT and MRI images in different squares. The capability of integrated CT-MRI imaging in the same spatial coordinate system is expected to offer advantages in a variety of clinical tasks, such as disease diagnosis and therapy planning.

IV. DISCUSSIONS

In this paper, we have proposed a top-level design for an integrated CT-MRI system. The design is featured by an unconventional MRI subsystem with an ultra-low inhomogeneous main magnetic field and a slim CT subsystem. The advantages of taking this approach are multiple folds. The first and most profound advantage is to ensure system integration and compatibility between CT and MR components. Reducing the strength of the main magnetic field makes the field at CT components, i.e. x-ray tube and flat panels, work without any significant electromagnetic interference. If additional shielding is needed to reduce the field strength further, it is straightforward to use shielding materials, such as mu metals, to isolate the CT and MRI subsystems bi-directionally.

Employing an inhomogeneous field design naturally increased tolerability to uncertainties in the system engineering, as compared to the traditional homogeneous field design. Realizing the homogeneous field usually requires complex approaches, such as active and passive shimming, to achieve the targeted homogeneity level of a few parts per million. In contrast, with the inhomogeneous field, our design does not require a specific level of homogeneity, and the imaging and reconstruction process is performed with the magnetic field distribution as prior information. This conceptual change is expected to substantially reduce the engineering challenge in the design of the magnetic field distribution. In the actual hardware system, even if the achieved field...
deviated from the design, as long as the deviation is small, e.g. still satisfying the condition of monotonicity along the z-axis, the field is still usable for MRI.

As demonstrated in our study, the magnetic main field varying along the z-axis can naturally serve as the spatial encoding field along this direction, hence eliminating the need for one of the three spatial gradient coils in classical MR scanners. This helps reduce the complexity of the system integration within a compact space, lowering the system cost and simplifying the system maintenance.

Our design is also featured by a relatively large bore size of 67 ~ 68 cm in diameter at the inferior and the superior sides. This is larger than commonly used MR scanners. This large bore allows flexible patient positioning to place the anatomical part of interest in the imaging FOV. In principle, a smaller bore size would help increase field strength, being beneficial from SNR perspective. For this ultra-low-field design, a slight increase in field strength due to reduced bore diameter would not significantly translate to a significant SNR improvement. Hence, we elected a large bore size design to give freedom of patient positioning. This design should be favorable for patients with claustrophobia.

The current design aims at a low-cost solution for a CT-MRI system. The magnet was uniquely designed for this system, which uses >200 NdFeB cubic magnets arranged in two rings with a gap to accommodate a CT subsystem. Together with aluminum plates and other supporting structures, the cost of the magnet is ~$20k. The MR gradient coils, RF coils, and spectrometer follow the standard design for conventional MRI, and price is expected to be ~$50k. Together with the CT subsystem with an expected hardware cost of ~$100k, the total cost of the proposed system is estimated to be under ~$250k including other accessories, which is very attractive in a good number of use cases. These numbers are bulk estimates and may subject to variation. If the system is for commercial production, additional factors have to be included, such as development costs. This low-cost nature makes the proposed CT-MRI system particularly attractive for underdeveloped countries. We also note that we chose a permanent magnet design for cost consideration in this on-going research project. Increasing field strength using superconducting magnet is certainly possible, although at an increased cost and complexity of the magnet design to ensure compatibility with CT. On the other hand, it is also possible to generate a suitable low-strength magnetic field using conducting coils.

The current study has several limitations. First and foremost, being a simulation study, it can only demonstrate the performance of the proposed system roughly, whereas the overall feasibility and performance will inevitably require actual construction of the system, which is taking our major effort now. Several aspects of the system have not been included in the current study, including CT-induced RF interference to MRI, mechanical stability of CT rotation and calibration, etc., which cannot be well simulated at this stage. However, to our best knowledge, this is the first design of a combined CT-MR scanner in the ULF setting. Simulation results have demonstrated its promising performance. We will first build the ULF MR scanner as a standalone system to evaluate the MRI performance. The prototype MRI subsystem will then serve as a basis for the evaluation of the compatibility with the CT subsystem. Down the road, we will proceed towards the complete portable CT-MRI system construction, demonstration and translation.

Regarding image evaluation tasks in this study, we simulated CT and MR images and assessed the image quality visually or based on standard metrics on image artefacts and resolution. While these approaches are of technical interest, there is a need for evaluating images from a clinically more relevant perspective. For instance, in [26], the authors proposed a radiomics-based methodology to assess images acquired after PET tracer injection and identify important features. Yet, different from the experimental study that can acquire real images over time, the simulation study in this manuscript does not allow to reliably simulate temporal evolution of CT-MR images with respect to disease progression or treatment response. Hence, the radiomics-based image evaluation method cannot be immediately performed in the current setting. Once we have a hardware platform constructed in the near future, these evaluation matrices of more clinical relevance would become feasible and will be generated for system performance characterization.

Second, the novel design in this study also means unique challenges. Historically, ultra-low-field MRI has been neglected due to low SNR. MR scans are often uncomfortable due to long scan time. Reducing field strength would in general further prolong scan time. In recent years, interest in this direction has been renewed to build MRI scanners for its favorable features such as low cost and high mobility. Recent advances in image processing, especially deep learning-based imaging [27], [28], have offered a potential solution to overcome the low SNR challenge in the ultra-low-field regime, ensuring their values in clinical applications. In our study, imaging performance was reported using the Fourier transform-based reconstruction method together with a denoising step. To increase SNR, we employed a simple protocol with a relatively large number of repetitions, hence causing the long data acquisition time. Applying advanced deep reconstruction and processing techniques to improve image quality is beyond the scope of this paper, and will be our future work. We expect that it will be highly rewarding to employ deep learning techniques to mitigate noise and together with super-resolution techniques to maintain image resolution.

Another major direction to improve the proposed system performance is joint CT-MRI reconstruction. With the proposed system, CT and MR images are naturally aligned in the same coordinate system, sharing many similar features, such as edges. Taking advantages of this explicit correlation, many implicit corrective relationships will synergize CT and MRI reconstructions. Previous studies demonstrated feasibility and potential advantages of this joint reconstruction.
approach over conventional image domain regularization [29]. With recent advances in deep learning, it should be possible and desirable training a unified model to learn a joint distributions of CT and MR images, which can serve as a strong prior-information to guide the reconstruction process and improve the resultant image quality.

Another limitation of the proposed system is related to the inhomogeneous magnetic field. Compared to conventional homogeneous field MRI systems, the inhomogeneous field causes intra-voxel dephasing and hence signal loss. We need to use spin-echo MR sequences for refocusing dephased spins during data acquisition. Nonetheless, this inevitably increases data acquisition time compared to rapid gradient based sequences. While some sequences, such as turbo spin echo, are expected to accelerate data acquisition, the inherent signal loss, coupled with the already low SNR in this low-field setup, calls for advanced imaging reconstruction and processing techniques to optimize the image quality.

Comparing to MRI, the CT subsystem basically follows a standard CT scanner design. Because of the relative maturity of the CT technology, we expect less hurdles in developing the CT subsystem. Again, simulation studies were used as a proof-of-principle study to establish the feasibility of our overall idea. More thorough investigation will be performed in the next step to analyze all factors that affect the imaging performance. For example, Monte Carlo radiation transport simulation may be used to evaluate the x-ray scatter effect.

V. CONCLUSION

In this paper, we presented the top-level design of the first portable CT-MRI system and evaluated its imaging performance via realistic numerical simulation studies. In this CT-MRI system, the magnet made of two NdFeB rings of about 40.0 cm radius forms a magnetic field of about 57 mT at the iso-center. It has a gap of 11.33 cm to accommodate the x-ray beam from the CT subsystem. The targeted MR imaging field of view is a sphere of ~15 cm in diameter and that of CT is approximately 20 cm diameter in axial direction and 5 cm in longitudinal direction. Our numerical simulations results demonstrated a great potential of such a hybrid system. We expect the proposed CT-MRI system will be valuable in applications such as imaging in underdeveloped countries, disaster scenes and battle fields.
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