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ABSTRACT In this paper, the design of reduced-order and full-order interval observers for discrete-time system is investigated. First, the original system is transformed into a descriptor system with the ability to estimate the unknown noise of sensors. Next, a reduced-order interval observer design method for descriptor system is presented. The state matrix of the system is obtained by linear transformation, and a Sylvester equation is constructed to find the appropriate observer gain matrix. Then, an existing design method of full-order interval observer is introduced in this paper. Finally, a simulation example is given to demonstrate that the reduced-order interval observer has more accurate interval estimation results than the full-order interval observer.

INDEX TERMS Reduced-order interval observer, interval estimation, descriptor system, sensor noise, discrete-time system.

I. INTRODUCTION

State feedback plays a significant role in practical system control and fault diagnosis, but some important system states can not be obtained directly due to the limitations of measurement means, so the study of state observers attracts many scholars. And due to the unavoidable noises and disturbances in the system, the researches of robust observers have become a hot topic [1]–[5], such as high order sliding mode observer [3], unknown input observer [4]. However, the design methods proposed in the above literature require noises or disturbances to meet many restrictive conditions, for example, the observer matching condition, which is very difficult to meet for practical systems. As a result, the applications of these methods are limited.

In literature [6], the validity of approximate interval estimation is proved by theoretical research, and the concept of interval observers is first proposed in [7], then interval observers become a new method to estimate states. Compared with the traditional asymptotic observers, which make point estimation of the system states, interval observers can provide the upper and lower boundaries ($x_k^+$ and $x_k^-$) of the estimation value, so that real states of the system are always in the estimation interval ($k \geq 0, x_k \in [x_k^-, x_k^+]$) [8]. Compared with the traditional asymptotic observers, the design procedures of interval observers are much more convenient [9]. In addition, the constraints of input and output disturbances is loose, only the upper and lower boundaries of the disturbances need to be known so that the interval observer can complete an accurate interval estimation. Moreover, interval estimation contains more information about system states than traditional point estimation. Therefore, as good supplements to asymptotic observers, interval observers have been widely studied by scholars [8]–[15], and have been applied in many practical systems [16]–[18].

Descriptor systems, also known as differential-algebraic systems, are represented by differential and algebraic equations. In comparison with the standard state space representation, descriptor systems can describe a wider range of practical system models. Therefore, the researches of descriptor systems have already achieved many important results. As we know, there are many researches on interval estimation of descriptor systems based on interval observers [19]–[25]. In [19], a method of interval observer design is proposed for a class of descriptor systems which have time delays. Considering uncertain nonlinear descriptor systems are of great significance in many practical applications, [20] assumes the uncertainties are bounded and manages to make interval
estimations for uncertain input and output. And [21] takes into account a special situation that \((\Gamma, A, C)\) may not always be detectable. On account of this, a new Luenberger-like interval observer is developed for descriptor systems and achieves good results.

However, all of the above methods are based on full-order interval observers, and there are few researches on the designs of reduced-order interval observers [26]–[28]. It is worth mentioning that the structure of reduced-order interval observers is simpler than that of full-order interval observers. Also, the amount of data to be processed is much less. Therefore, reduced-order interval observers do have certain advantages in the area of interval estimation. To be specific, [27] adopts a reduced-order interval observer method to estimate the states of an induction machine system which is time-variant and gets excellent interval estimation results.

Based on discussions above, a design method of reduced-order interval observer is presented, and the estimation results are compared with a full-order method. The main contributions of this paper are summarized as follows: (1) The reduced-order interval observer designed in this paper achieves accurate state interval estimations for a complex system, and the simulation results show it is better than the existing full-order interval observer design method. (2) By constructing a descriptor system, the reduced-order interval observer can estimate the unknown sensor noise effectively.

The rest of this paper is organized as follows: Some preliminaries and problem statements are formulated in Section II. Main results are given in Section III. The simulation example and a conclusion of the whole paper are presented in Section IV and Section V, respectively.

Here, we give the definitions of the symbols used in this paper. \(\mathbb{R}\) is the set of all real numbers, \(\mathbb{C}\) is the set of all complex numbers, and \(\mathbb{R}^n\) is a \(n\) dimensional set with positive elements. The \(A > B\) or \(A < B\) (\(A\) and \(B\) denote matrices or vectors) in the paper should be considered elementwise. If the spectral radius of a matrix \(A \in \mathbb{R}^{n \times n}\) is less than one, we call it a Schur matrix. And if all the elements in the matrix \(A \in \mathbb{R}^{n \times n}\) are less than zero, we call it a non-negative matrix. For a matrix \(A \in \mathbb{R}^{m \times n}\), we give a definition to \(A^+ = \text{max}\{0, A\}\) and \(A^- = \text{max}\{0, -A\}\), so the relation of them is \(A = A^+ - A^-\).

II. PRELIMINARIES AND PROBLEM FORMULATION

Consider a class of discrete-time systems as follows

\[
\begin{align*}
    x_{k+1} &= Ax_k + Bu_k + D\eta_k \\
    y_k &= Cx_k + Fw_k
\end{align*}
\]

(1)

where \(x_k \in \mathbb{R}^n\), \(u_k \in \mathbb{R}^m\) and \(y_k \in \mathbb{R}^p\) are the state vector, control input vector and output vector of the system, respectively. \(\eta_k \in \mathbb{R}^q\) and \(w_k \in \mathbb{R}^s\) denote input and sensor noises. \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times s}\) and \(F \in \mathbb{R}^{p \times s}\), which are all constant matrices. Moreover, \(D\) and \(F\) are matrices with full column rank. In addition, it is assumed that the initial state vector of the system satisfies the interval bounded condition \(x_0 \in [x_0^+, x_0^-]\). \(x_0^+\) and \(x_0^-\) represent the upper and lower boundaries of the state vector respectively. In addition, the system input noise \(\eta_k\) and initial sensor noise \(w_k\) are all bounded, that is to say, they meet \(\eta^- \leq \eta_k \leq \eta^+\) and \(w^- \leq w_k \leq w^+\). We assume that the system dimension satisfies \(p \geq q + s\).

In order to estimate the sensor noise, an augmented state vector of the system is constructed. We can get the following new system state vector

\[
\bar{x}_k = [x_k^T \ w_k^T]^T \in \mathbb{R}^{n+s}
\]

And the system state space representation after transforming is given as

\[
\begin{align*}
    E\bar{x}_{k+1} &= \bar{A}\bar{x}_k + \bar{B}u_k + \bar{D}\eta_k \\
    y_k &= \bar{C}\bar{x}_k
\end{align*}
\]

(2)

The original system (1) can be written as

\[
\begin{align*}
    E\tilde{x}_{k+1} &= \tilde{A}\tilde{x}_k + \tilde{B}u_k + \tilde{D}\eta_k \\
    y_k &= \tilde{C}\tilde{x}_k
\end{align*}
\]

(2)

In this descriptor system, \(E, \tilde{A} \in \mathbb{R}^{(n+s) \times (n+s)}, \tilde{B} \in \mathbb{R}^{(n+s) \times m}, \tilde{C} \in \mathbb{R}^{p \times (n+s)}\) and \(\tilde{D} \in \mathbb{R}^{p \times (n+s)}\). \(E\) is singular, i.e. \(\text{rank}(E) < n+s\). In addition, we do not need to know the upper and lower boundaries of the sensor noise in this case. It is easy to see (2) satisfies

\[
\text{rank}\begin{bmatrix}
    E & 0 \\
    C & F
\end{bmatrix} = \text{rank}\begin{bmatrix}
    I_n & 0 \\
    0 & 0_s
\end{bmatrix} = n+s
\]

(3)

Assuming that the original system (1) is observable, the following rank condition can be obtained

\[
\text{rank}\begin{bmatrix}
    zI - A & 0 \\
    C & F
\end{bmatrix} = n+s, \quad \forall z \in \mathbb{C}, \ |z| \geq 1
\]

(4)

According to (3), there exists a row full rank matrix which makes

\[
\begin{align*}
    [H_1 \ H_2] &\begin{bmatrix}
        E \\
        C
    \end{bmatrix} \\
    &\begin{bmatrix}
        I_n & 0 \\
        0 & 0_s
    \end{bmatrix} \\
    &\begin{bmatrix}
        C & F
    \end{bmatrix} \\
    &H_1 \begin{bmatrix}
        I_n & 0 \\
        0 & 0_s
    \end{bmatrix} + H_2 \begin{bmatrix}
        C & F
    \end{bmatrix}
\end{align*}
\]

(5)
In (5), \( H_1 \in \mathbb{R}^{(n+s)\times(n+s)} \) and \( H_2 \in \mathbb{R}^{(n+s)\times p} \) are the parameter matrices that need to be designed and they should satisfy the following constraint equation

\[
H_1E + H_2\bar{C} = I_{n+s} \tag{6}
\]

Remark 1: In the process of constructing the descriptor system from the original one, only the corresponding matrix transformation is used, without using any assumptions and inferences. Therefore, the constructed descriptor system is completely equivalent to the original. Because of this, system (2) is observable as we assume system (1) is. If there is an interval observer of the descriptor system (2), we can estimate the augmented state vector, and then the upper and lower boundaries \( (\bar{w}_k^x, \underline{w}_k^x) \) of the sensor noise in the original system can be obtained.

Lemma 1 [22]: For the following matrix equation

\[
MN = U
\]

where \( M \in \mathbb{R}^{a\times b}, N \in \mathbb{R}^{b\times c} \) and \( U \in \mathbb{R}^{a\times c} \), if \( \text{rank}(N) = c \), the general solution of \( M \) is

\[
M = N^\dagger + (I_b - NN^\dagger)
\]

\( S \in \mathbb{R}^{a\times b} \) is an arbitrary matrix, and \( N^\dagger \) denotes the pseudo-inverse of the matrix \( N \).

Lemma 2 [9]: Assume that the state vector \( x_k \in \mathbb{R}^n \) satisfies \( x_k^+ \leq x_k \leq x_k^- \) and \( x_k^+ \in \mathbb{R}^n \) are vectors which are already known, then we have \( \Theta^+x_k^- \leq \Theta x_k \leq \Theta^+x_k^- \Theta^-x_k^+ \), where \( \Theta \in \mathbb{R}^{m\times n} \) is an arbitrary constant matrix.

Lemma 3 [13]: In the discrete-time system \( x_{k+1} = Ax_k + d_k \), \( x_k \in \mathbb{R}^n \) and \( x_0 \in \mathbb{R}^n \) are the state vector and the initial state vector of the system, respectively. Assume that \( A \in \mathbb{R}^{n\times n} \) is a non-negative matrix, and \( d_k \in \mathbb{R}^n \) for \( \forall k \geq 0 \). If the condition \( x_0 \geq 0 \) is satisfied, then the discrete-time system \( x_{k+1} = Ax_k + d_k \) has a non-negative solution \( x_k \geq 0 \) for \( \forall k \geq 0 \).

III. MAIN RESULTS

A. REDUCED-ORDER INTERVAL OBSERVER DESIGN

On the basis of Lemma 1, the solution of the row full rank matrix in (5) is

\[
\begin{bmatrix} H_1 & H_2 \end{bmatrix} = \begin{bmatrix} E^\dagger & \Upsilon \end{bmatrix} \begin{bmatrix} I_{n+s+p} & -E \end{bmatrix} \begin{bmatrix} E^\dagger \end{bmatrix} \tag{7}
\]

where \( \Upsilon \in \mathbb{R}^{(n+s)\times(n+s+p)} \) is an arbitrary matrix. We can get the solutions of \( H_1, H_2 \), respectively

\[
\begin{align*}
H_1 &= \Lambda^\dagger\alpha_1 + \Upsilon \Xi \alpha_1 \\
H_2 &= \Lambda^\dagger\alpha_2 + \Upsilon \Xi \alpha_2
\end{align*}
\]

In (7), \( \Lambda = \begin{bmatrix} E^\dagger \end{bmatrix} \), \( \Xi = I_{n+s+p} - \begin{bmatrix} E \end{bmatrix} \begin{bmatrix} E^\dagger \end{bmatrix} \), \( \alpha_1 = \begin{bmatrix} I_{n+s} \noalign{\medskip} \sigma \end{bmatrix} \), \( \alpha_2 = \begin{bmatrix} 0_{(n+s)p} & I_p \end{bmatrix} \), \( \Lambda \in \mathbb{R}^{(n+s+p)\times(n+s)}, \Xi \in \mathbb{R}^{(n+s+p)\times(n+s+p)}, \sigma \in \mathbb{R}^{(n+s+p)\times(n+s)}, \) and \( \alpha_2 \in \mathbb{R}^{(n+s+p)p} \).

Using \( H_1, H_2 \) designed in (7), if \( H_1 \) is full column rank, then the descriptor system (2) can be transformed into the following form

\[
\begin{align*}
H_1E\tilde{x}_{k+1} &= H_1\tilde{A}\tilde{x}_k + H_1\tilde{B}u_k + H_1\tilde{D}\eta_k \\
H_2\tilde{C}\tilde{x}_{k+1} &= H_2y_{k+1}
\end{align*}
\]

According to (8) and constraint equation (6) we can get

\[
\begin{align*}
\tilde{x}_{k+1} &= (H_1E + H_2\tilde{C})^{-1}(H_1\tilde{A}\tilde{x}_k + H_1\tilde{B}u_k + H_1\tilde{D}\eta_k + H_2y_{k+1}) \\
y_k &= \tilde{C}\tilde{x}_k
\end{align*}
\]

The descriptor system (2) becomes

\[
\begin{align*}
\tilde{x}_{k+1} &= H_1\tilde{A}\tilde{x}_k + H_1\tilde{B}u_k + H_1\tilde{D}\eta_k + H_2y_{k+1} \\
y_k &= \tilde{C}\tilde{x}_k
\end{align*}
\]

Let \( z_k = \tilde{x}_k - H_2y_k \), a transformed state equation can be obtained

\[
\begin{align*}
z_{k+1} &= H_1\tilde{A}z_k + H_1\tilde{A}H_2y_k + H_1\tilde{B}u_k + H_1\tilde{D}\eta_k \\
\tilde{C}z_k &= (I - \tilde{C}H_2)z_k
\end{align*}
\]

Selecting a matrix \( T = [CT MT]^T \), where \( M \in \mathbb{R}^{(n+s-p)\times(n+s)} \) is an arbitrary matrix which make \( T \) is non-singular. We define \( T^{-1}z_k = \theta_k \), and substitute it into (10)

\[
\begin{align*}
T\theta_{k+1} &= H_1\tilde{A}T\theta_k + H_1\tilde{A}H_2y_k + H_1\tilde{B}u_k + H_1\tilde{D}\eta_k \\
(I - \tilde{C}H_2)y_k &= (\tilde{C}T)(T^{-1}z_k) = [I_p 0] \theta_k
\end{align*}
\]

Write \( \theta_k \) as the form of \( \theta_k = \begin{bmatrix} \theta_{1,k} \\ \theta_{2,k} \end{bmatrix} \), we can get

\[
\begin{bmatrix} I_p & 0 \end{bmatrix} \begin{bmatrix} \theta_{1,k} \\ \theta_{2,k} \end{bmatrix} = \theta_{1,k} \text{, so } (11) \text{ can be expressed by (12)}
\]

\[
\begin{align*}
\theta_{k+1} &= T^{-1}H_1\tilde{A}T\theta_k + T^{-1}H_1\tilde{A}H_2y_k + T^{-1}H_1\tilde{B}u_k + T^{-1}H_1\tilde{D}\eta_k \\
\theta_{1,k} &= (I - \tilde{C}H_2)y_k
\end{align*}
\]

We can regard the corresponding parameter matrices in (12) as a whole

\[
\begin{bmatrix} \theta_{k+1} = A\theta_k + \varphi y_k + Bu_k + \Delta\eta_k \\ \theta_{1,k} = My_k \end{bmatrix}
\]

Then, write the parameter matrices in (13) as the form of block matrices

\[
A = \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix}, \varphi = \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix}, B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \Delta = \begin{bmatrix} \Delta_1 \\ \Delta_2 \end{bmatrix}
\]

where \( A_1 \in \mathbb{R}^{p\times p}, A_2 \in \mathbb{R}^{p\times((n+s)-p)}, A_3 \in \mathbb{R}^{((n+s)-p)\times p}, A_4 \in \mathbb{R}^{((n+s)-p)\times((n+s)-p)}, \) \( \varphi_1 \in \mathbb{R}^{p\times p}, \varphi_2 \in \mathbb{R}^{((n+s)-p)\times p}, B_1 \in \mathbb{R}^{p\times p}, B_2 \in \mathbb{R}^{((n+s)-p)\times p}, \Delta_1 \in \mathbb{R}^{p\times p}, \) and \( \Delta_2 \in \mathbb{R}^{((n+s)-p)\times p} \).

The results are presented as follows

\[
\begin{align*}
\begin{bmatrix} \theta_{1,k+1} \\ \theta_{2,k+1} \end{bmatrix} &= \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix} \begin{bmatrix} \theta_{1,k} \\ \theta_{2,k} \end{bmatrix} + \begin{bmatrix} \varphi_1 \\ \varphi_2 \end{bmatrix} y_k + \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} u_k + \begin{bmatrix} \Delta_1 \\ \Delta_2 \end{bmatrix} \eta_k
\end{align*}
\]
Here, we define \( \theta \). In the light of (16), the relationships among \( L \), \( \xi_1, k \), \( \xi_2, k \), \( \theta_1, k \), and \( \theta_2, k \) can be shown as follows

\[
\begin{align*}
\xi_1, k &= \theta_1, k \nonumber \\
\xi_2, k &= \theta_2, k - L \theta_1, k
\end{align*}
\]

Substitute (17) into (15)

\[
\begin{align*}
\xi_1, k &= \theta_1, k + L \theta_1, k \nonumber \\
\xi_2, k &= \theta_2, k + L \theta_1, k - L \theta_1, k
\end{align*}
\]

Based on (13) and (16), \( \theta_2, k \) can be replaced by \( \theta_2, k = L \theta_1, k + \xi_2, k = LM \eta_1 + \xi_2, k \), then we bring it into (18)

\[
\begin{align*}
\xi_2, k+1 &= (A_4 - LA_2) (LM \eta_1 + \xi_2, k) \\
&+ [(A_3 - LA_1) M + (\theta_2 - L \theta_1)] y_k \\
&+ B_2 u_k - LB_1 u_k + \Delta_2 \eta_1 - L \Delta_1 \eta_1 \\
\xi_1, k &= \theta_1, k + L \theta_1, k
\end{align*}
\]

Remark 2: Based on (19), the reduced-order interval observer can be designed directly. What we need to do is to find out the appropriate observer gain matrix, so that the observer can meet the design conditions of asymptotic stability. In the designs of traditional asymptotic observers, for example, [24] takes an LMI method, making \( (A_4 - LA_2) \) a Schur matrix. But when designing interval observers, it is very difficult to find the appropriate matrix \( L \) directly because \( (A_4 - LA_2) \) is required to be Schur and non-negative at the same time. In literature [29], it uses a time-varying transformation. However, the calculation process is very complicated and the solution is usually hard to find. Here, a simpler linear transformation method is given as follows [13].

Define \( \tau_k = W \xi_2, k \), where \( W \in \mathbb{R}^{(n+s)-p \times (n+s)-p} \) is a nonsingular matrix, (19) becomes the following form

\[
\begin{align*}
\tau_{k+1} &= W (A_4 - LA_2) W^{-1} \tau_k + W (\theta_2 - L \theta_1) y_k \\
&+ W [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ W B_2 u_k - W L B_1 u_k + W \Delta_2 \eta_1 - W L \Delta_1 \eta_1 \\
&= P \tau_k + W (\theta_2 - L \theta_1) y_k \\
&+ W [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ W B_2 u_k - W L B_1 u_k + W \Delta_2 \eta_1 - W L \Delta_1 \eta_1 \quad \text{(20)}
\end{align*}
\]

In (20), \( P = W (A_4 - LA_2) W^{-1} \) is Schur and non-negative matrix. The reduced-order interval observer designed on the basis of (20) is presented in (21)

\[
\begin{align*}
\tau_{k+1} &= P \tau_k + (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \\
&= - (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \\
&+ W [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ W (\theta_2 - L \theta_1) y_k + W B_2 u_k - W L B_1 u_k \\
&= P \tau_k + (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \\
&+ W [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ W (\theta_2 - L \theta_1) y_k + W B_2 u_k - W L B_1 u_k \quad \text{(21)}
\end{align*}
\]

Theorem 1: If there exists a nonsingular matrix \( W \in \mathbb{R}^{(n+s)-p \times (n+s)-p} \) and an observer gain matrix \( L \in \mathbb{R}^{(n+s)-p \times p} \) which can guarantee \( P = W (A_4 - LA_2) W^{-1} \) is a Schur and non-negative matrix, and define \( \tau_0^+ = W^+ \xi^+_{2,0} - W^- \xi^-_{2,0} \), \( \tau_0^- = W^+ \xi^+_{2,0} - W^- \xi^-_{2,0} \), then (21) is a reduced-order interval observer of (20). That is to say, the states of (20) meet \( \tau_k^- \leq \tau_k \leq \tau_k^+ \) for \( V_k \geq 0 \).

Proof: The upper estimation error is defined as \( \tilde{\tau}_k^+ = \tau_k^+ - \tau_k \), so we have

\[
\begin{align*}
\tilde{\tau}_{k+1} &= \tilde{\tau}_{k+1}^- + \tau_{k+1} \\
&= P \tilde{\tau}_k + (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \\
&= - (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \\
&+ W [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ W (\theta_2 - L \theta_1) y_k + W B_2 u_k - W L B_1 u_k \\
&= P \tilde{\tau}_k + (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \\
&+ W [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ W (\theta_2 - L \theta_1) y_k + W B_2 u_k - W L B_1 u_k \quad \text{(21)}
\end{align*}
\]

The system after transformation is presented as below:

\[
\begin{align*}
\begin{cases}
\xi_2, k+1 &= (A_4 + LA_2) \xi_2, k + (\theta_2 - L \theta_1) y_k \\
&+ [(A_3 - LA_1) M + (A_4 - LA_2) L M] y_k \\
&+ B_2 u_k - LB_1 u_k + \Delta_2 \eta_1 - L \Delta_1 \eta_1 \\
\xi_1, k &= \theta_1, k + L \theta_1, k
\end{cases}
\end{align*}
\]

Based on Lemma 2, we know that \( (W \Delta_2 - W L \Delta_1)^{-1} \eta_k \leq (W \Delta_2 - W L \Delta_1)^{-1} \eta_k^- - (W \Delta_2 - W L \Delta_1)^{-1} \eta_k^+ \leq 0 \). So \( (W \Delta_2 - W L \Delta_1)^{-1} \eta_k^- \leq (W \Delta_2 - W L \Delta_1)^{-1} \eta_k^+ \geq 0 \). We also have \( \xi_{2,0}^+ = \tau_0^+ - \tau_0 = W^+ \xi_{2,0}^+ - W^- \xi_{2,0}^- - W^\xi_{2,0} \geq 0 \) and \( P \) is a Schur and non-negative matrix.
By using Lemma 3 we get $\bar{\tau}_k^+ = \tau_k^+ - \tau_k \geq 0$. That is $\tau_k \leq \tau_k^+$ for $\forall k \geq 0$.

Similarly, we define the lower estimation error as $\bar{\tau}_k^- = \tau_k - \tau_k^-$, then we have

$$\bar{\tau}_{k+1} = \tau_{k+1} - \tau_{k+1}^- = P\bar{x}_k - W(-L_1)u_k$$

and $$(W_2 - W_1)\bar{x}_k = (W_2 - W_1)\eta_k^- = \bar{\tau}_k^- = \tau_k - \tau_k^+ \geq 0.$$ According to the definition, $\bar{\tau}_0 = \tau_0 - \tau_0^- = W_2\xi_0 - (W_2^+\xi_2^+ - W_2^-\xi_2^-) \geq 0$, and $P$ is a Schur and non-negative matrix, using again Lemma 3, we have $\bar{\tau}_k = \tau_k - \tau_k^+ \geq 0$. Like the proof result we get above, for $\forall k \geq 0$, $\tau_k^+ \leq \bar{\tau}_k$.

In summary, the estimation results of the interval observer always satisfy $\tau_k^+ \leq \tau_k \leq \tau_k^+$ for $\forall k \geq 0$. Theorem 1 is proved.

In order to find the appropriate observer gain matrix $L$ and nonsingular matrix $W$, we construct a Sylvester equation from $P = W(A_4 - LA_2)W^{-1}$ to calculate.

First, we give the general form of Sylvester equation

$$AX + XB = -C$$

From $P = W(A_4 - LA_2)W^{-1}$, we can get an equation with the same form of (22)

$$(P)W + W(-A_4) = -(QA_2)$$

In (23), $Q \in \mathbb{R}^{(n+3)p \times p}$ is an arbitrary matrix, and we let $Q = WL$. When $(P \otimes I_{(n+3)p} + I_{3})$ is a nonsingular matrix, we can obtain a unique solution of $L$ and $W(\otimes)$ is Kronecker product.

### B. FULL-ORDER INTERVAL OBSERVER DESIGN

In this section, we choose the design method of a Luenberger-like interval observer in [21]. Although it considers the sensor noise, it does not estimate the noise value further. As a result, it is necessary for the sensor noise to meet the limit condition of a bounded interval $[W, \bar{W}]$, i.e. the noise belongs to an already known interval. In this paper, the method of constructing the augmented state vector does not need the above condition, so it is simpler in design procedures.

Next, we briefly describe the design method of a full-order observer.

On the basis of (9), we let $z_k = \bar{x}_k - H_2y_k$, then the new state equation is as follows

$$\begin{cases} z_{k+1} = H_1\bar{z}_k + H_1\bar{A}H_2y_k + H_1\tilde{B}u_k + H_1\tilde{D}\eta_k \\
y_k = \tilde{C}(z_k + H_2y_k) \end{cases}$$

There exists a matrix $V$ that is nonsingular, define $\phi_k = Vz_k$, (24) can be written as (25) by using linear transformation

$$\begin{cases} \phi_{k+1} = VH_1\tilde{A}V^{-1}\phi_k + VH_1\tilde{A}H_2y_k + VH_1\tilde{B}u_k + VH_1\tilde{D}\eta_k \\
y_k = \tilde{C}(V^{-1}\phi_k + H_2y_k) \end{cases}$$

(26) is the full-order interval observer of system (25)

$$\begin{cases} \phi_{k+1}^+ = S\phi_k^+ + V((H_1\tilde{A} - L\tilde{C})H_2 + L)z_k + VH_1\tilde{B}u_k \\
\phi_{k+1}^- = S\phi_k^- + V((H_1\tilde{A} - L\tilde{C})H_2 + L)z_k + VH_1\tilde{B}u_k \end{cases}$$

where $S = V(H_1\tilde{A} - L\tilde{C})V^{-1}$ is a Schur and non-negative matrix. One can refer to [21] for more information about the proof process.

### IV. SIMULATION STUDIES

In this section, we use a simulation example to demonstrate the proposed reduced-order interval observer has better performances than the full-order interval observer.

**Example:** Consider the descriptor system we discussed in (2) with parameter matrices as follows

$$\begin{bmatrix} 0.9841 & 0 & 0.0419 & 0 & 0 \\ 0 & 0.9888 & 0 & 0.0294 & 0 \\ 0 & 0 & 0.9581 & 0 & 0 \\ 0 & 0 & 0 & 0.9706 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \tilde{A}$$

$$\begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \tilde{B} = \begin{bmatrix} 0.0796 & 0 \\ 0 & 0.0593 \\ 0.0351 & 0 \\ 0 & 0 \end{bmatrix},$$

$$\tilde{D} = \begin{bmatrix} 0.3 & 0.5 \\ 0.5 & 0.5 \end{bmatrix}, \tilde{C} = \begin{bmatrix} 0.5 & 0 & 0 & 0 & 0.4 \\ 0 & 0.5 & 0 & 0 & 0.4 \\ 0.3 & 0.5 & 0.5 & 0 & -0.4 \end{bmatrix}.$$
It is easy to see $\eta_k$ is in an interval with the upper and lower boundaries $\eta_k^+ = 0.05$ and $\eta_k^- = -0.05$. The selected initial conditions of the system are presented next

$\begin{align*}
x_0 &= \begin{bmatrix} 0.1 & 0.1 & 0.1 & 0.1 & 0.1 \end{bmatrix}^T \\
x_0^+ &= \begin{bmatrix} 0.3 & 0.3 & 0.3 & 0.3 \end{bmatrix}^T \\
x_0^- &= -\begin{bmatrix} 0.1 & 0.1 & 0.1 & 0.1 & 0.1 \end{bmatrix}^T
\end{align*}$

From the results, it is extremely clear to see that the reduced-order interval observer designed in this paper has more accurate estimation results of system states than the full-order one in [21].

According to (7), we can compute the solutions of $H_1$ and $H_2$

$H_1 = \begin{bmatrix} 0.6923 & 0 & -0.1538 & 0 & 0 \\
0 & 0.8 & 0 & 0 & 0 \\
-0.1538 & 0 & 0.9231 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-0.0962 & 0 & 0.5769 & 0 & 0.5 \end{bmatrix}$

$H_2 = \begin{bmatrix} 0.3077 & 0 & 0.3077 \\
0 & 0.4 & 0 \\
0.1538 & 0 & 0.1538 \\
0 & 0 & 0 \\
1.3462 & 0 & -1.1538 \end{bmatrix}$
Results of the reduced-order interval observer we proposed are presented first.

\[ T = \begin{bmatrix} 2 & 0 & 0 & 0 & -0.8 \\ 0 & 2 & 0 & 0 & 0 \\ -2 & 0 & 2 & 0 & 1.6 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \]

And we select a Schur and non-negative matrix \( P \) and an arbitrary matrix \( Q \)

\[ P = \begin{bmatrix} 0.966 & 0 & 0.933 \end{bmatrix}, \quad Q = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix} \]

Using (23), a Sylvester equation is solved to get the linear transformation matrix \( W \) and the observer gain matrix \( L \)

\[ W = \begin{bmatrix} 2.5565 & -1.1524 \\ 0 & 1.3777 \end{bmatrix}, \quad L = \begin{bmatrix} 0.7183 & 0.3912 & 0.3272 \\ 0.7258 & 0 & 0.7258 \end{bmatrix} \]

In the following, results of the full-order interval observer are given. Similarly, a Schur and non-negative matrix \( S \) and an arbitrary matrix \( Q \) are chosen as

\[ S = \begin{bmatrix} 0.7 & 0 & 0 & 0 & 0 \\ 0 & 0.6 & 0 & 0 & 0 \\ 0 & 0 & 0.2 & 0 & 0 \\ 0 & 0 & 0 & 0.9638 & 0 \\ 0 & 0 & 0 & 0 & 0.9315 \end{bmatrix}, \quad Q = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix} \]

So, we can compute \( V \) and the observer gain matrix \( L \) by using the method in [21]. The equation can be derived, as shown at the top of this page.

The simulation results are shown in Fig.1-Fig.5.

V. CONCLUSION

In this paper, a design method of reduced-order interval observers is proposed for discrete-time systems. By treating sensor noise as an augmented state, the original system is transformed into an equivalent descriptor system which is not affected by the noise. An observer is designed based on the linear transformation, and the appropriate gain matrix can be easily obtained by solving Sylvester equation. Through the simulation example, the observer designed in this paper is compared with an existing full-order interval observer. The results show that the proposed method in this paper is more effective and accurate.
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