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Abstract
High-velocity and rarefied plasma flow has found great application in aerospace science and technology. However, it is difficult to characterize such a flow using traditional methods based on the continuous medium flow hypothesis. With principles similar to those of particle imaging velocimetry, a specific signal imaging velocimetry method is proposed to measure the fluid velocity. Instead of using tracing particles, a specific signal was used as a fingerprint, which facilitated better fluid followability and measurement accuracy. As a verification example, the axial velocity distribution of a plasma plume along the flow direction was experimentally measured. The results agreed well with intrusive electrostatic probe measured values, which shows that SSIV has a great potential for fast and two-dimensional velocity measurements in similar flows. Considering the abilities and requirements of the experimental equipment and the signal processing techniques, the applicability of the proposed specific signal imaging velocimetry method was discussed.
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Instead of using tracing particles, a specific signal, intrinsic or applied was used for imaging velocimetry with better followability and accuracy.

**Primary symbols**

- $A$: Amplitude
- $D$: Diameter
- $f$: Frequency
- $I$: Intensity
- $L$: Characteristic length
- $m$: Integer number
- $n$: Integer number
- $N$: Integer number
- $px$: Pixel
- $r$: Radial position
- $t$: Time
- $U$: Velocity of fluid flow
- $v$: Environmental velocity
- $w$: Width

**Abbreviations**

- CCD: Charge-coupled device
- DC: Direct current
- FFT: Fast Fourier transformation
- FOV: Field of view
- MTV: Molecular tagging velocimetry
- OSR: Object space resolution
- PIV: Particle imaging velocimetry

$x$: Axial position

$\epsilon$: Dissipation rate per unit mass

$\mu$: Viscosity

$\rho$: Density

$\tau$: Characteristic time

$\nu$: Kinematic viscosity

$\phi$: Phase of a signal


RF  Radio frequency  
SSIV  Specific signal imaging velocimetry  
WD  Working distance  

Notations  
$0$  Initial value  
$\infty$  Infinite value  
a  Camera  
i  Index number in axial direction  
j  Index number in radial direction  
max  Maximum value  
min  Minimum value  
p  Particle  
px  Pixel  
s  Specific signal  

1 Introduction  

The conversion and use of energy is closely related to human life. In a sense, it can even be said that most production and life processes are energy conversion and utilization processes. Industrial applications of thermal plasma are no exception. For more than a century, thermal plasma has played an important role in a wide variety of applications, such as material spraying and coating (Fauchais and Vardelle 1997; Kambara et al. 2014; Pfender 1999), surface modification, gas heating for wind tunnels (Chazot and Panerai 2015; Dubreus et al. 2013), plasma propulsion (Johnson et al. 2015; Pan et al. 2016; Wilson 2006), and so on. Although these applications are diverse, from the perspective of energy utilization, the main focus is on converting electrical energy into plasma internal energy and finally converting it into the preferred thermal, chemical, and kinetic energy and using it. Most thermal plasma applications use multiple forms of energy at the same time, although one form may dominate. For example, plasma cutting/welding primarily uses thermal energy, as does thermal plasma spraying. The high temperature and high enthalpy of thermal plasma make the cutting/welding of thick high melting point metal plates possible (Metcalf and Quigley 1975; Ramakrishnan et al. 1997) and enable refractory metals and high melting point ceramics to be sprayed to form the required coatings (Fauchais et al. 2014). There are also applications that use a single energy form. For example, in an arc-heated electrophysical space thruster, one of the most important efforts is to convert as much of the input energy as possible into the kinetic energy of the propellant to improve the thrust efficiency and the specific impulse (Ahedo 2011; Auweter-Kurtz et al. 1996; Mazouffre 2016). Another example is using a high enthalpy plasma flow as the source for a hypersonic rarefied wind tunnel to simulate vehicle flight conditions, where the incoming flow must fulfill the similarity criterion of binary scaling law (Shen 2005), namely, two flows are similar when they have the same absolute velocity ($v_\infty$) and the same product of the flow density and characteristic length ($\rho_\infty L$). In these applications, where kinetic energy is of more concern, accurate measurement of fluid velocity is of particular importance.

Based on different measurement principles, fluid velocity measurement methods can be divided into three categories. The first category is energy-based, including pressure-based velocity measurements (Brossa and Pfender 1988), thermal anemometry (Lekakis et al. 1989), etc., in which the corresponding fluid velocity is obtained through energy inversion; the second category is Doppler effect-based, among which the laser Doppler anemometer is a representative one, measuring the Doppler shift to determine the velocity of fluid markers (Farmer and Brayton 1971; Fauchais et al. 1989; Lyn et al. 1995); the third category is speed definition-based, in which the velocity of the target is obtained by measuring the displacement of the target within a certain time. Molecular tagging velocimetry (Gendrich et al. 1997; Lempert et al. 2002; Segall et al. 1996; Wehrmeyer et al. 1999), particle image velocimetry (Keane and Adrian 1990; Raffel et al. 2017; Westerweel et al. 2013) and so on belong to this category. For compressible flow characterizations, the Schlieren visualization method is also widely applied (Underwood et al. 2020), and velocity measurement can also be conducted by cinematic Schlieren diagnostics (Wang et al. 2019).

However, conventional velocity measurement methods and equipment are not suitable for certain occasions. Among them, the previously mentioned high-velocity rarefied plasma flow is an example. On one hand, such a flow usually deviates from thermodynamic equilibrium, which hinders the application of energy-based measurements, such as the Pitot tube (Brossa and Pfender 1988; Fauchais et al. 1989) and cross-wire anemometry (Acrivellis 1980; Kawaii et al. 2006; Lekakis et al. 1989); on the other hand, the applicability of particle-based methods is also limited because the accuracy of the measurement largely depends on the followability of the tracing particles, which can be very poor in rarefied flow conditions. For example, the response time of the particle tracking the fluid is (Raffel et al. 2017)

$$\tau_p = \frac{d_p^2 \rho_p}{3 \cdot 18 \mu}$$  

(1)

The fluid viscosity $\mu$ decreases to zero with pressure (Chapman and Cowling 1958). Hence, the response time of the tracing particles is quite large in a low-pressure flow. When dealing with a plasma plume under reduced pressure, the rarefied feature is much more significant because of the high temperature and low pressure of the plume. As studied
in a thermal plasma jet with a velocity of 2500 m/s under a pressure of 2 kPa, the seeded particles with a diameter of ~ 5 μm obtained a velocity of only 500 m/s (Fauchais 2004; V et al. 2003), which is comparable with the typically used tracing particles in PIV (Kohli 2012). Furthermore, oil droplets, which are normally used as PIV tracing particles, cannot survive long enough in thermal plasma because of the high temperature and high chemical reactivity.

Efforts have been made to properly measure the velocity of rarefied plasma flows. For instance, electrostatic probes were used to measure plasma-flow velocity based on several methods (Bufton and Burton 1997; Johnson and Murphree 1969; Kado et al. 2004; Maclatchy et al. 1992; Peterson et al. 1994). However, this method is intrusive. An effective way to avoid intrusion is to use the optical emissions of the plasma. For example, Coudert, etc. (Coudert et al. 1995; Planche et al. 1998) have measured the axial velocity of the plasma jet exiting a direct current (DC) plasma torch by recording the transmitting of the optical fluctuation, taking advantage of the restrike phenomenon of arc plasma that causes the fluctuation. However, these two methods could barely obtain the axial velocity distribution within a short time interval because a point-by-point measuring procedure is needed, while instantaneous measurement of the axial velocity distribution is useful, especially when evaluating the influence of the flow unsteadiness on the concerned parameters. Molecular tagging velocimetry (MTV) can instantaneously obtain the velocity distribution by continuously tracking the fluorescence of laser tagged molecules (Gendrich and Koochesfahani 1996; Gendrich et al. 1997; Lempert et al. 2002; Segall et al. 1996; Wehrmeyer et al. 1999) with a fast CCD camera. The laser beam must be chosen properly to excite or dissociate molecules, such as H2O and ozone. Recently, an MTV based on NH fluorescence was developed for velocity measurement of hypersonic rarefied gas flow (Zhang et al. 2017). However, the features of short-lived fluorescence (Lempert et al. 2002) and the dependence of fluorescence on molecular species remain issues.

To counter these difficulties, specific signal imaging velocimetry (SSIV) was proposed in this paper. Instead of using particles, a specific signal, either intrinsic or applied, was used as the tracer. To some extent, this method can be considered a type of optical flow method (Optical Flow and Trajectory Estimation Methods 2016). The detailed methodology is explained in the next section. To verify the SSIV principle, experimental measurements of the axial velocity distributions in a direct current argon plasma plume in a laminar flow state were first conducted using an intrinsic modulation of the plasma input energy and the corresponding optical emission signal of the plume as the tracing signal. Additional experiments for turbulent flow were also conducted where an externally applied specific signal was used.

2 Methodology

Comprehensive consideration of the tracers used in particle-based velocimetry has been discussed in a wealth of literature (Raffel et al. 2017). As a tracer, an ideal specific signal should also have a slight interference with the flow field to be measured and be easy to distinguish. In SSIV, the specific signal is based on a series of small volumes with different axial positions if the specific signal is in a sinusoidal form.
method, whether the pattern becomes fuzzy is not important. From this perspective, an intrinsic electromagnetic signal, such as the fluctuation of the plasma energy (Huang et al. 2010) at a specific frequency, can be a good tracer candidate for a high-speed rarefied plasma plume. Externally applied electromagnetic signals can also play the same role if the basic requirements for tracers are met.

Usually, the plasma is produced by direct current (DC) or radio frequency (RF) discharges (Boulos et al. 1997; Zhukov and Zasypkin 2007), or even by the hybrid type (Huang et al. 2003), where the electrical energy is applied to the feeding gas in an elaborately designed torch. Considering a small volume of plasma passing through the field where the electrical energy is applied, if its residence time inside such a field is smaller than the period of the input energy variation, a “stamp” of the plasma state, at either a high or low energy state, will not be averaged and will follow with the movement of the small volume of the plasma. The combination of a series of such small volumes with different states of the flow in the time domain makes the specific signal required for SSIV.

Therefore, when a periodic change of the plasma input energy occurs, a corresponding time-dependent variation of the plasma optical emission intensity $I(t)$ can be observed, as illustrated in Fig. 1. As mentioned above, although the absolute intensity of the optical emission might change in the flow field for possible decay of plasma density and temperature, the fluctuation behavior remains detectable, and the “stamp” is recognizable. By tracking the movement of the “stamp”, the velocity distribution is obtained.

A simple way to capture the “stamp” is to use a high-speed video camera to record the plasma optical emission intensity, resulting in a frame sequence of 2D spatial intensity with a temporal interval of $1/f_s$ and a total number of $N$, as shown in Fig. 1b. Each pixel of the image corresponds to a small area on the focal plane. The correspondence between the image and the physical geometry is obtained by prior calibrations. For each small area in the focal plane, a time-dependent variation of the intensity occurs as a result of the intrinsic or applied specific signal. The temporal fluctuations of all spatial positions were obtained by extracting the optical intensity at the same position in every frame of a sequence, for example, position $(x_i, r_j)$ and position $(x_i, r_j)$ shown in Fig. 1b. Figure 1c illustrates possible special and temporal variations of the specific signal at points with different axial positions if the specific signal is in a sinusoidal form. Because the distance between two points is already known, a simple and direct way to calculate the mean velocity between them is by extracting the propagating time difference of the respective curves by tagging the crests or the troughs of the fluctuations. However, there can be large errors in tagging the crests or the troughs, and the error increases if the spatial interval is too small. Using a phase shift in the frequency domain is beneficial for a more precise determination of the propagation time. It should be noted that static or quasistatic flow within the propagating time is assumed; otherwise, the calculated velocity will not show the transient value correctly. This assumption will be met if the propagating time considered is sufficiently small compared with the characteristic time of the flow state, which will be discussed later.

For simplicity, the axial velocity distribution in a laminar plasma flow with a specific sinusoidal signal having one dominant frequency $f_s$ is first considered.

The detected intensity of the signal for each position can be expressed as:

$$I(x_i, t) = A(x_i) \sin \left[ 2\pi f_s \left( t - \int_0^{x_i} \frac{dx}{U(x)} \right) \right],$$

where $A(x_i)$ is the specific signal amplitude at position $x_i$.

**Fig. 2** Schematic diagram of the phase shift analysis within a sampling domain

**Fig. 3** Considerations for optimizing SSIV experimental parameters. The light and dark stripes illustrate possible temporal and spatial distributions of the flow intensity, with solid lines indicating the periods of variation.
Because the high-speed camera images are shot from the side perpendicular to the flow direction, the frequency shift due to the Doppler effect is negligible. Therefore, $f_s$ can be considered a constant parameter. Thus, the phase increase is linear with time and has the same rate at every position, as demonstrated in Fig. 2, which means that although the absolute phase at each position varies with time, the phase shift between two positions remains unchanged at the same moment. An increase in $\varphi$ and $\Delta \varphi$ with axial position is also illustrated in Fig. 2, which indicates a decrease in velocity along the flow direction. In a sampling time of $\Delta t$, which is an integer multiple of the shortest temporal resolution of $1/f_s$, there might be several periods of the signal, and the initial phases at each position are used for calculation. The measured velocity is the mean value between two points with a spatial step of $\Delta x$, which is also an integer multiple of the highest spatial resolution determined by the specifications of the imaging system, including the CCD resolution, lens FOV and the distance between the target flow and the camera.

At an arbitrary moment $t_o$, the dependence of the phase shift between positions $x_i$ and $x_i + \Delta x$ on the velocity distribution can be calculated as:

$$\Delta \varphi_i = \varphi(t_o, x_i) - \varphi(t_o, x_i + \Delta x) = 2\pi f_s \int_{x_i}^{x_i + \Delta x} \frac{dx}{U(x)}.$$  (3)

Based on the mean value theorem, the mean velocity between two points can be calculated from the following equation:

$$U(x_i) = \frac{\Delta x}{\int_{x_i}^{x_i + \Delta x} \frac{dx}{U(x)}} = 2\pi f_s \frac{\Delta x}{\Delta \varphi_i}.$$  (4)

Because $\varphi$ at $x_i$ and $\varphi$ at $x_i + \Delta x$ can be obtained through experimental measurement and signal inversion, $U(x_i)$ can be calculated. By continuously repeating these processing procedures, SSIV can diagnose the dynamic flow field with a temporal resolution of $\Delta t$ and spatial resolution of $\Delta x$.

Experimental parameters should be carefully selected to obtain appropriate $\Delta t$ and $\Delta x$ ranges to balance the measurement accuracy and precision. For the ABCD domain used for velocity calculation with a time–space geometry of $\Delta t \times \Delta x$ shown in Fig. 3, some restrictions should be met:

1. According to the Nyquist–Shannon sampling theorem, the sampling rate should exceed the objective signal’s frequency by at least a factor of two. In SSIV, the sampling rate is the frame rate of the high-speed video camera ($f_a$), and the objective signal’s frequency is the specific frequency of $f_s$. These settings mean that $f_a > 2 f_s$ should be met.

2. $\Delta t$ should be larger than at least one period of the specific signal; otherwise, complete acquisition of the specific signal is not possible, which gives the restriction $\frac{f_a}{f_s} > 1$.

3. $\Delta t$ should be smaller than a certain time $t_{\text{quasi-static}}$, which means that during this time period, the flow state does not change substantially and can be considered quasistatic;

4. $\Delta x$ can be as small as the object space resolution of the imaging system, which is closely related to the characteristics of the video camera, including the image sensor size, the sensor resolution, the angular FOV of the lens and the working distance between the camera and the objective flow. For noise reduction, $\Delta x$ should be greater than the object space resolution, which gives $\Delta x > \tan \left( \frac{\text{Sensor Resolution}}{\text{WD}} \right)$. For example, when using a camera with a CCD resolution of 512 in the x direction, a lens with an angular FOV of 47°, and the object is at a distance of 300 mm, $\Delta x$ should be greater than $\tan \left( \frac{47}{300} \right) = 0.254$ mm.

5. $\Delta x$ should not be too large, because SSIV measures the mean velocity through $\Delta x$ within the sampling time $\Delta t$, and $\Delta x$ determines how close the measured value is to the local velocity.

Fast Fourier transformation (FFT) is effective in detecting a specific signal in the frequency domain. As a discrete method, the distinguishable range and accuracy of frequencies are largely dependent on the sampling rate and the total number of samples, which corresponds to $f_a$ and $N$ in SSIV, as shown in Fig. 4. The maximum frequency equals $\frac{f_a}{2 N}$, with intervals of $\frac{f_a}{N}$. To identify $f_s$, where $\frac{i f_a}{N} < f_s < (i + 1) \frac{f_a}{N}$, background signals ($f_b, f_{b1}, \text{etc.}$) should be sufficiently far from this range. Because the frequency $f_s$ might not be exactly distinguished at limited $f_s$ and $f_s(i)$ or $f_s(i+1)$ is actually used for a velocity calculation. From this perspective, a small deviation from $f_s$ owing to a frequency shift will not
affect the result of the velocity calculation. For the sake of digital processing in FFT, $N$ should have the form $N = 2^n$, where $n$ is a natural number.

### 3 Experimental verification

To verify the feasibility of SSIV, experiments have been conducted in a non-transferred direct current plasma torch where the plasma plume velocity was previously measured using a group of electrostatic probes. By setting Langmuir
probes at given space points, the traveling time of an applied perturbation of the plasma plume was detected, and then the average axial velocity of the plasma flow was calculated.

In the present experiments, a laminar argon plasma plume was produced with an arc current of 100 A, gas flow rate of 0.25 g/s and chamber pressure of 120 Pa. The arc voltage has an intrinsic fluctuation caused by a Helmholtz oscillation with a characteristic frequency of ~ 4000 Hz (Huang et al. 2010), leading to corresponding energy fluctuations on the plasma (Huang et al. 2012). The relative fluctuation-amplitude is only several percentages, which is sufficient for SSIV diagnosis, and this frequency is distinctively far from the frequencies caused by other mechanisms. A high-speed video camera (MotionBLITZ® Cube3) with a bright 50 mm lens having a maximum aperture of 0.95 was used to record the optical intensity of the plasma plume. The camera lens was focused on the center of the plasma jet with a small depth of focus. The maximum frame rate of $1.2 \times 10^5$ fps was used to facilitate higher temporal resolution at the expense of reduced CCD resolution to a relatively low value of $512 \times 10$ pixels. Experimental calibration shows that each pixel on the image corresponds to a spatial size of 0.188 mm on the focal plane. Therefore, a narrow strip with a size of $96 \times 1.9$ mm near the axis of the plasma plume can be photographed in the present study to demonstrate the measurement of axial velocity distributions using SSIV. A computer code was developed to perform FFT analysis of the signals at each pixel based on the intensity spectrum obtained by ImageJ software. The phase shift was also calculated automatically with the code.

Figure 5a shows 50 continuous frames obtained using the high-speed video camera, which corresponds to a sampling time of 0.4 ms. By setting intensity thresholds, Fig. 5a is transformed to binary form, as shown in Fig. 5b, which clearly indicates temporal and spatial plasma plume intensity variations. Not only does the intensity of the entire frame change with time, but the intensities of different positions also change. Because $f_s$ is ~ 4000 Hz, 1.6 periods of variation occur in a sampling time of 0.4 ms. A supplementary video metafile is attached in this paper, from which the variations following the flow are seen more clearly.

To quantitatively obtain the propagation process of the specific signal in the plasma plume, image analysis of the original images was conducted. Figure 6a shows the extracted results of the optical emission intensity fluctuations at seven axial positions from 0 to 60 mm with a separation of 10 mm in a sampling time of 1 ms. It is apparent that the fluctuations of each curve have the same main frequency but different amplitudes and phases. Figure 6b shows the FFT analysis results in the frequency domain. At different axial positions, the frequency spectrum is almost the same as the main peak at 4 kHz, indicating that the specific signal is well transmitted to various positions of the present laminar plasma flow. Because the selected sampling time is 1 ms and the sampling frequency equals $f_s$, other low-frequency signals < 1 kHz or high-frequency signals greater than $f_s$ are not easily observable. In the inset of Fig. 6b, the initial phases of the signals at 4 kHz are also shown, clearly giving the trend of the propagation of the signal. Although it is not necessary to rebuild the specific signal for each position to calculate the flow velocity, examples of the signal rebuilding are shown in Fig. 6c using the phase result in Fig. 6b, and the amplitudes are normalized, which agrees well with the detected signals in Fig. 6a.

Figure 7 shows the typical results for the axial velocity distribution with 320 data points. The measured results with a $\Delta x$ of 0.2 mm, 5 mm and 10 mm obtained via SSIV are compared with the velocity measured using an electric probe. When $\Delta x$ is 0.2 mm, which is almost the same as the 1 pixel size of 0.188 mm mentioned previously, significant noise exists because the propagation time between two adjacent pixels is too small, which leads to large errors when it is used as a dividend in the velocity calculation. When $\Delta x$ is 5 mm, the velocity obtained via SSIV agrees well with the result measured using the Langmuir probes. At the exit of the plasma torch, the axial velocity reaches ~ 1500 m/s, and it decreases to ~ 800 m/s at the axial position of 60 mm. The velocity oscillates near the torch exit. This is because, on one hand, noise might exist; on the other hand, the velocity of the plasma plume has reached the local speed of sound of the argon plasma for typical values of 930 m/s and 1200 m/s at 3000 and 5000 K, respectively, where the effect of fluid compressibility becomes significant. When compression and expansion waves are present, the velocity of the flow no longer changes monotonically. The result with a $\Delta x$ of 10 mm is quite consistent with that of 5 mm, while the oscillation is further evened.
4 Discussion

4.1 Applicability for a turbulent flow

4.1.1 Methodological amendment

Although the situation becomes more complicated for plasma flow with turbulence, SSIV remains usable once some criteria are met. As stated by Taylor (1938), if the velocity of the air stream that carries the eddies is much greater than the turbulent velocity, one may assume that the sequence of changes in \( u \) at the fixed point are simply due to the passage of an unchanging pattern of turbulent motion over the point. Therefore, as long as the specific signal is detectable, SSIV is applicable in turbulent flow. When the velocity is composed of the time averaged component \( U_0(x) \) and the stochastic component \( U_1(x, t) \), the phase evolving lines of the “stamp” will be superimposed with chirpings, which means that the observed specific frequency might fluctuate around \( f_s \).

\[
\Delta \phi = 2\pi f_s \left( \int_{x_i}^{x_i+\Delta x} \frac{dx}{U_0(x)} + \int_0^{x_i+\Delta x} \frac{U_1(x, t)}{U_0(x)} \frac{dx}{U_0(x)} - \int_0^{x_i} \frac{U_1(x, t)}{U_0(x)} \frac{dx}{U_0(x)} \right) \approx 2\pi f_s \frac{\Delta t}{U_0(x)} \left( 1 + \frac{U_1(x, t)}{U_0(x)} \right),
\]

(8)

However, it is possible to apply SSIV under several prerequisites for turbulence.

(i) \( |U_1(x, t)| < U_0(x) \);
(ii) the turbulence is statistically steady.

Under these conditions, the chirpings might be much smaller, and Eq. (2) should be rewritten with the first-order approximation as

\[
I(x, t) = A(x)t \sin \left[ 2\pi f_s \left( t - \int_0^{x_i} \frac{dx}{U_0(x)} + U_1(x, t) \right) \right] = A(x) \sin \left[ 2\pi f_s \left( t + \int_0^{x_i} \frac{dx}{U_0(x)} + \frac{U_1(x, t)}{U_0(x)} \right) \right],
\]

(5)

The observed specific frequency can be deduced by partially differentiating the phase with time,

\[
f_{ob}(x_i) = f_s \left( 1 + \int_0^{x_i} \frac{1}{U_0(x)} \frac{\partial U_1(x, t)}{\partial t} \frac{dx}{U_0(x)} \right).
\]

(6)

Then,

\[
|f_{ob}(x_i) - f_s| < f_s \int_0^{x_i} \left| \frac{U_1(x, t)}{U_0(x)} \frac{\partial U_1(x, t)}{\partial t} \right| \frac{dx}{U_0(x)} \approx f_s \frac{1}{\tau} \int_0^{x_i} \frac{[U_1(x)]_{RMS}}{U_0(x)} \frac{dx}{U_0(x)} < f_s,
\]

(7)

where \([U_1(x)]_{RMS} / U_0(x)\) is a small quantity according to the first prerequisite. Hence, the observed specific signal remains recognizable because \( f_{ob}(x_i) \) is nearly equal to \( f_s \) and far from the other frequency component, ensuring the applicability of SSIV.

Regarding the methodology of the turbulent case, if the total signal processing time length \( \Delta t = N f_s \) is smaller than the smallest time scale of turbulence, \( \tau \), the flow can be treated as quasistatic, similar to the laminar case, and the measuring process as well. This criterion might be fulfilled if a superfast camera, such as a high-speed ICCD, is used. The smallest time scale, which represents the energy dissipation rate for small-scale motion, can be expressed by the Kolmogorov microscale of time (Tennekes and Lumley 1972) \( \tau = \sqrt{v/\varepsilon} \).

If \( \tau \) is smaller than \( \Delta t \), the flow velocity shall be treated as a tempo variable. The capturing of the “stamp” and signal processing is the same as aforementioned, but the calculation process has a few amendments.

Similar to Eq. (3), the phase shift between two adjacent points is

\[
\frac{\Delta x}{f_s} \approx \int_0^{x_i} \frac{dx}{U_0(x)} + \frac{U_1(x, t)}{U_0(x)} \int_0^{x_i} \frac{dx}{U_0(x)}
\]

where the upper bar is averaged in \( x_i \sim x_i + \Delta x \), and the second order small quantity is omitted. The calculated velocity from the phase shift \( \Delta \phi \) and specific frequency \( f_s \) is

\[
U_{cal}(x, t) = \frac{2\pi f_s \Delta x}{\Delta \phi} \approx \frac{U_0(x) - U_1(x, t)}{U_0(x)},
\]

(9)

which embodies the stochastic component of the turbulent velocity. If combined with a repeating measuring procedure,

\[
\frac{2\pi f_s \left( t + \int_0^{x_i} \frac{U_1(x, t)}{U_0(x)} \frac{dx}{U_0(x)} - \int_0^{x_i} \frac{dx}{u_0(x)} \right)}{\int_0^{x_i} \frac{dx}{U_0(x)}},
\]

the statistic velocity and turbulent velocity can be determined by averaging:

\[
\begin{align*}
\bar{U}_0(x_i) &= \frac{U_{cal}(x, t)}{n} \\
\bar{U}(x, t) &= 2U_{cal}(x, t) - U_{cal}(x, t)
\end{align*}
\]

(10)
4.1.2 Experimental verification

To verify the applicability in turbulent flow, experiments are conducted in a turbulent plasma torch working in atmosphere. The working gas is argon with 20 slm, and the input power is ~ 2 kW. An external bypass circuit with a resistance tenfold the arc resistance is connected in parallel with the arc torch. The connection of the bypass circuit is switched at 1 kHz with a duty ratio of 0.5 to produce a specific signal externally. Therefore, the influence of the bypass circuit on the arc reduces the arc power by < 5%. The frequency is chosen to be sufficiently small to prevent the alternating signal from being averaged in the torch and should be sufficiently large to contain several periods in the image sequence. Under the experimental conditions, the plasma jet is in a typical turbulent state.

A faster video camera (IX Camera, i-speed 513) is used to capture the optical emission with a frame rate of $5.0 \times 10^5$ fps. The image resolution is reduced to $392 \times 18$ pixels and located near the center of the jet with a size of $20.60 \times 0.95$ mm. Figure 8a shows 50 continuous frames obtained by the high-speed video camera, which corresponds to a sampling time of 1.0 μs. The jet clearly fluctuates at the tail, while at the core region, the image is oversaturated. To demonstrate the feasibility of SSIV in such a flow, two positions with $x = 9.0$ mm and 9.5 mm are chosen for axial velocity evaluation.

The optical intensity variations and the frequency spectra are extracted from an image sequence of 62,500 frames, corresponding to a time interval of 0.125 s. The results are shown in Fig. 8b, c. The optical intensity varies significantly with time, revealing the turbulent nature of the flow. Although the intensity is in an arbitrary unit, the mean intensity of 39.67 at 9 mm is much larger than that of 20.19 at 9.5 mm, indicating a substantial temperature decrease of the plasma. Comparing Figs. 8b, 6a shows that it is almost impossible to evaluate $\Delta \tau$ in turbulent flow.

Fig. 8 Experimental results of a turbulent flow. a Fifty frames of a continuous image sequence of the turbulent plasma jet; b intensity variations at $x = 9.0$ and $x = 9.5$ mm in 0.125 s and (c) the corresponding frequency spectra.
using the intensity comparison method. However, as stated before, the phase shift of the specific signal can help. The applied specific signal of 1 kHz and its harmonics are easily distinguishable in the frequency spectra, and the phase shift between the two positions is approximately 0.79°, leading to a calculated velocity of 241 m/s using Eq. (9), which is quite reasonable in the present experimental conditions.

4.2 Discussion on the applied specific signal and its distortion

The externally applied specific signal is proposed as the “stamp” for SSIV if there is no proper specific signal in the flow. The externally applied signal, as mentioned, should not arouse substantial changes in the flow velocity, especially when it is applied in the input power. In Sect. 4.1.2, the perturbed input power is < 5%, and then the relative change in velocity is < 2.5% since

$$P = \frac{U^2(x)}{2} + c_p T > \frac{U^2(x)}{2} \Rightarrow \Delta U(x) \leq \frac{1}{2} \Delta P \cdot (11)$$

The tempo variable velocity perturbation might cause a distortion of the observed frequency of the specific signal. To quantitatively discuss the distortion, assuming that the applied specific signal arouses a small velocity oscillation with the same frequency, the velocity has the form:

$$U(x)(1 + \varepsilon \cdot \sin 2\pi f_s t), \quad (12)$$

where \(\varepsilon\) is the ratio of the velocity perturbation to the unperturbed velocity. Then, Eq. (2) changes to

$$f(x, t) = A(x) \sin \left[ 2\pi f_s \left( t - \frac{1}{1 + \varepsilon \cdot \sin 2\pi f_s t} \int_0^x \frac{dx}{U(x)} \right) \right]. \quad (13)$$

Then, the observed specific frequency is

$$f_{ob}(x_i) = f_s \left( 1 - \varepsilon \cdot \frac{\cos 2\pi f_s t}{(1 + \varepsilon \cdot \sin 2\pi f_s t)^2} \int_0^x \frac{2\pi f_s dx}{U(x)} \right). \quad (14)$$

If \(\varepsilon << 1\), then,

$$f_{ob}(x_i) \approx f_s \left( 1 - \varepsilon \cdot \int_0^x \frac{2\pi f_s dx}{U(x)} \cdot \cos 2\pi f_s t \right). \quad (15)$$

This demonstrates that the temporal perturbation of the velocity couples with the drift of the fluid, causing a modulation of the observed frequency. The modulus of the frequency modulation is a linear function of the relative perturbation of the velocity and the drifting time from the position where the specific signal is applied to the measuring position. In the previous Sect. 4.1.2, the modulus of the frequency modulation is approximately

$$\varepsilon \cdot \int_0^x \frac{2\pi f_s dx}{U(x)} \leq 0.025 \times \frac{2\pi \times 1000 \text{ Hz} \times 9.0 \text{ mm}}{241.41 \text{ m/s}} = 5.8 \times 10^{-3}. \quad (16)$$

Such a small-scale frequency shift, as previously illustrated in Fig. 4, does not affect the SSIV process and can be omitted.

4.3 Other possible specific signal sources and detection methods

Electromagnetic signals are not the only candidate source for SSIV; other signals can play the same role once they form distinguishable patterns either in spatial or temporal dimensions, and the most basic characteristic, e.g., the frequency, is not substantially interfered with by other sources in the process under consideration. In other words, if a signal has at least one certain characteristic which has only translation or shift without substantial changes in the amplitude, the signal might be used for SSIV. As shown in the previous examples, instead of the intensity, it is the frequency that is used to distinguish the specific signal, with the phase shift being used to evaluate the velocity. One possible example is using a high repetition frequency laser-induced fluorescence spectrum as the source.

At the same time, imaging is not the only detection method. To capture the pattern or the “stamp”, a conventional diagnostic method can be applied, including spectroscopy for line emissions and Schlieren visualization for density gradients.

5 Conclusion

Combining the image process technique and signal process method, SSIV is proposed as a novel velocity-measurement method using a series of small volumes with different states of the flow in the time domain as the tracer. SSIV can be applied in rarefied flow with high velocity. The algorithm and measurement feasibility are illustrated, and their possibility of being applied in turbulent flow is elucidated. SSIV is experimentally verified, and the results agree well with electrical probe measurements, which indicates that SSIV is a promising technique for quick and easy flow velocity distribution measurements.
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