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Abstract: A novel approach to aggregated payroll data analysis using the logarithmic mean Divisia index decomposition is applied to the US Aerospace manufacturing industry during the period of 1998 to 2012, both in nominal and real terms. The period covered improves the understanding of how the aerospace manufacturing industry deals with severe economic blows in the area of the most important factor of production, namely labour. The decomposition was based on three factors: the wage effect, the size and the number effect. The results show that the wages are less influential than the restructuring processes when considering the aggregated payroll. Unlike what simple wage indices suggest, the wage effect in real terms contributed only to a moderate increase in payrolls by a factor of 1.15, which is about the same contribution resulting from the increasing number of firms in the industry. The cumulative size effect in the investigated period was about 0.647. The results show that the relatively stable real labour costs of the US aerospace industry were a consequence of the shrinking size of firms which compensated the growth of average wages.

Keywords: LMDI, aerospace, payroll, wages.
Streszczenie: Nowatorskie podejście do zagregowanej analizy danych płacowych z wykorzystaniem średniej logarytmicznej rozkładu indeksu Divisia zostało zastosowane w przemyśle wytwórczym US Aerospace w latach 1998-2012, w ujęciu zarówno nominalnym, jak i realnym. Omawiany okres pozwala lepiej zrozumieć, jak przemysł lotniczy i kosmiczny radzi sobie z poważnymi ciosami gospodarczymi w obszarze najważniejszego czynnika produkcji, jakim jest praca. Dekompozycja opierała się na trzech czynnikach: efekcie płacowym, wielkości i efekcie liczbowym. Wyniki pokazują, że płace mają mniejszy wpływ niż procesy restrukturyzacyjne, jeśli wziąć pod uwagę zagregowane listy płac. W przeciwieństwie do tego, co sugerują proste indeksy płac, efekt płacowy w ujęciu realnym przyczynił się jedynie do umiarkowanego wzrostu wynagrodzeń o współczynnik 1,15, czyli mniej więcej o tyle samo, ile wynika z rosnącej liczby firm w branży. Łączny efekt wielkości w badanym okresie wyniósł około 0,647. Wyniki pokazują, że relatywnie stabilne realne koszty pracy w amerykańskim przemyśle lotniczym były konsekwencją zmniejszania się wielkości firm, co rekompensowało wzrost średnich płac.

Słowa kluczowe: lotnictwo, płace, wynagrodzenie.

1. Introduction

The airline industry underwent severe shocks even before the current epidemic (see e.g. Chin, Hooper, and Oum, 1999; Morrell, 2011; Franke and John, 2011; Pearce, 2012) and also transformations such as low-cost airlines. The crisis affected not only the airlines themselves but also the hubs (see e.g. Barros, 2004 and Coto-Millan et al., 2014). Although the literature is quite extensive and the crisis manifesting itself in the form of a reduced demand seemed to be over (Pearce, 2012), one aspect was missing. The industry is heavily capital-intensive (Bjelicic, 2012) and scant attention is paid by airline companies to the changes in the aerospace industry. The air transport industry is already a high-risk business that can destroy the expectations and businesses quickly as the current situation shows. The interconnections are tight and volatile (Bjelicic, 2012).

While considered as one of technological backbones of the US manufacturing base (Platzer, 2009), the airline manufacturing is also very sensitive to both air transport demand1 and international markets (see e.g. Platzer, 2009, who reported an annual figure of about 95 billion USD in vehicle export sales and 37 billion USD in aerospace product imports), very flexible with utilization of capital (airplanes to be more specific) (Chin, Hooper, and Oum, 1999) and it is also over-invested.2 This makes the industry very unstable and causes expectations to be rarely met. Obviously, this situation must be taken into account by the aircraft manufacturers,

---

1 Which in itself can be very sensitive to various factors, both economic and non-economic (such as political or regional conflicts, natural phenomena, disease outbreaks, terrorist attacks etc.).

2 The returns to capital are below expectations, which is a sign to withdraw the capital invested into the industry. An interesting discussion on this subject was offered by Pearce (2012). These problems are, however, not limited only to the airlines as examined by Ramey and Shapiro (2001).
and it makes their long-run planning very difficult. This further increases the risks that should be taken into consideration while estimating and preparing their price policies, in turn influencing the airlines. This dubious circle between the airlines and aircraft manufactures opens up the space for making wrong decisions at a bad time.

Nevertheless, the aerospace industry is volatile and requires highly skilled workers who are difficult to find (cf. Butler, 1967; Butler, Podrasky, and Allen, 1977; Goldstein, 2002; Cutcher-Gershenfeld, 2004; Rossetti and Choi, 2005; Sleigh, Calhoun, and Cutcher-Gershenfeld, 2006) and it has been transforming and consolidating, too (Anderson, 1995; Dussauge and Garrette, 1995), it was also partly affected by Obama’s reform of space transportation systems (Delgado, 2011; Chapman, 2015). The airlines should also consider the transformation of the aerospace industry in their strategies.

The aim of this paper was to decompose the development of the annual payroll in the American aerospace industry in order to evaluate the effects of structural changes within the industry up to the end of the last business cycle. This analysis can be viewed as labour cost analysis, in terms of a more complex look at the industry’s payrolls at the critical time of the last already finished business cycle. Such analysis might be useful in airline strategic planning, collective bargaining or for prospective investors. A conventional analysis would likely put forward a production function with the primary focus on the resource transformation and elasticity (in the context of labour unions and industry analysis, see e.g. Hirsch, 2004). The authors focused instead on the labour situation, wages and payrolls – highly relevant in collective bargaining. To do this, they employed the payroll decomposition approach. The decomposition methods have found a significant range of application in the energy and environmental economics, but to the best of the authors’ knowledge, they have not been applied regarding payrolls and wages.

A better understanding of the topic at hand can be of help to all interested parties in their current complex decision-making processes induced by the epidemic. The epidemic, as well as the continuation of outsourcing and/or privatization of US space activities which are closely linked, will undoubtedly have drastic consequences for the industry and especially its labour force.

2. US aerospace manufacturing industry payrolls

This section provides a brief background analysis of the US aerospace industry. The annual payroll figures represent a significant portion of manufacturers’ costs. Furthermore, the aerospace manufacturing workforce earns on average even 50% more than the aggregate manufacturing workforce, and the aerospace manufacturing workforce is also more highly unionized (a detailed overview of the US aerospace manufacturing industry, including the historical overview of structural changes, can be found in Chapter 9, in Kaps, Hamilton, and Bliss, 2012). However aerospace
manufacturing usually also requires much higher quality levels of human capital (often minimum of a Bachelor's degree in the respective specialized technical field), which may prove to be a pressing concern, as there are apparent difficulties with finding such workers (Platzer, 2009; Kaps et al., 2012), even more pronounced in aerospace manufacturing than in the other manufacturing sectors (see Woods, 2009). This is, however, only a partial explanation as to why a large part of their current revenues is still paid to labour in such a capital-intensive industry. Unsurprisingly, there has been a longer and deeper research interest in labour (rather than in the capital aspect) of the aerospace and/or airline industry (cf. Peoples, 1990; Erickson, 1992; Alamdari and Morrell, 1997; Hirsch and Macpherson, 2000 and Melo Filho, Salgado, and Sato, 2014). Nevertheless, the payrolls (as an aggregate variable) hardly draw similar attention as wages and productivity do – even though they can provide a deeper insight into the structural changes in the industry.

Mostly the research interest in payrolls is caused by the taxes-payrolls relationship (see e.g. Mitrusi and Poterba, 2001; Kugler and Kugler, 2009). Typically, the payrolls are not analysed as an aggregated variable. There are exceptions: Huntsinger et al. (2012) studied the relation between merit pay and payroll development, while Hundley (1993) used the payroll as a tool in his analysis of public/private relative wages. Otherwise, payrolls are used as an intermediary in the research (cf. Shearer, 1996; Ferrall and Shearer, 1999; Paarsch and Shearer, 2000). The research potential of payroll data, and in particular aggregated payroll data, has not been yet sufficiently exploited despite the substantial research regarding labour’s share of revenue (cf. discussion in Fichtenbaum, 2011).

In recent years an interesting disproportion was also indicated in the real data of US aerospace manufacturing. The real total payrolls did not change significantly, while the employment dropped and the real wage grew. Arguably, the industry has recently undergone a dramatic development. This restructuring process raises a question of whether the drop in employment was proportional to the rise of real average wages while the real total payrolls did not significantly change, or whether there were other factors influencing the real total payrolls. These reasons led to the research question: was the almost unchanged real total payroll the result of the aerospace industry’s restructuring rather than the combination of rising real wages and falling employment?

In order to decompose the development of annual payroll in the American aerospace industry to evaluate the effects of structural changes within the industry the authors applied the logarithmic mean Divisia I index method (LMDI) proposed by Ang and Liu (2001). This allowed to attribute the changes to three separate factors – the wage effect, the average firm size effect (the size effect in short) and the number of firms effect (the number effect in short).

3 It is also possible to apply the decomposition in spatial fashion, though it is done relatively scarcely – examples include Ang and Zhang (1999), de Nooij et al. (2003), Alcántara and Duarte (2004), Hasegawa (2006), Hajko (2012), and Xu and Ang (2014).
The remainder of the paper consists of two major sections. Firstly, the approach to the analysis and the methodology with data were presented. Secondly, the authors briefly discussed the results and highlight the consequences for the airline industry.

3. Methodology and data

3.1. Index decomposition methods

Users of any economic index (most often price or quantity indices) often want to know how much each item included in the overall figure contributes to a change in the index. The index decomposition methods provide exactly this kind of explanation.

The change in an aggregate, denoted by e.g. $V$, can be expressed either as $D = \frac{V_T}{V_0}$ in multiplicative form or $\Delta V = V_T - V^0$ in additive form. The decomposition means the total change is attributed to several factors, so that $D = \frac{V_T}{V_0} \approx \prod_{k=1}^{n} D_k$ or $\Delta V = V_T - V^0 \approx \sum_{k=1}^{n} \Delta V_k$.

Their use naturally gained large prominence in statistical offices. The traditionally applied methods based on the Laspeyres or Paasche index formulas allow for the straightforward calculation of the contributions of individual factors. Nevertheless, with more complex methods such as the geometric mean index, the Tornqvist index and the Fisher index, the quantification of the contribution of individual factors is not as straightforward and requires consideration of the index number properties. See Reinsdorf et al. (2002) for a more detailed discussion.

Furthermore, since approximately the 1970s, the index decomposition methods have been gaining strong ground in the research dealing with energy and environmental issues, and serve as an analytical tool for policy-making (Ang, 2004), employed by renowned international bodies such as the International Energy Agency (IEA, 2011) (though the authors are not aware of any research applying any form of index decomposition analysis to wages or payrolls). In particular, Ang and Zhang (1999) provided a review of the historical applications of index decomposition analysis.

There is a large variety of methods, but some can be viewed as better than others. Fisher (1967) proposed a series of tests (or properties) that the decomposition method should fulfill, among which the literature identifies as the most important: the factor-reversal test, the time-reversal test and the zero-value robustness (Ang and Zhang, 1999).

Probably the most important among these is the factor reversal test. This test requires that the product (for the multiplicative form) or the sum (for the additive form) of the individual factor contributions must equal the observed change in the aggregate – hence the decomposition must be perfect, leaving no unexplained residual. The test can be expressed as $D^{or} = \frac{E^T}{E^0} = \prod_{k=1}^{n} D_k$ for the multiplicative form or $V^T - V^0 = \sum_{k=1}^{n} \Delta V_k$ for the additive form.
The time reversal test, as the name suggests, requires that the index number for a change from period \( t = 0 \) to \( t = T \) must be a reciprocal value (for the multiplicative form) or the negative (for the additive form) of the calculated index number for the change from period \( t = T \) to period \( t = 0 \). This can be expressed as \( D^{0T} = \frac{1}{D^{T0}} \) or \( \Delta V^{0T} = -\Delta V^{T0} \).

Zero-value robustness simply means the method has to be able to deal with the presence of zero values in the dataset.

The LMDI method applied in this article passes Fisher’s test (with the exception of the circular test\(^4\)). LMDI is also zero-value robust with a very simple modification of the dataset, namely replacing the zero values by very small number (\( \delta = 10^{-20} \)), as described in Ang and Choi (1997). Further methodological discussion of zero-value robustness can be found in Ang and Liu (2007).

It should be noted that some refined additive Laspeyer’s index decomposition methods, for example Sun (1998), Diezenbacher and Los (1998), Albrecht, François, and Schoors (2002), also fulfill Fisher’s factor-reversal and time-reversal tests, but the complexity of the interaction terms in these methods grows very quickly and they also do not offer transformation to a multiplicative form. One can find an extensive comparison of the properties of the various decomposition methods in Ang and Zhang (1999). A detailed overview and evaluation of the suitability of the index decomposition methods can also be found in Ang (2004), who argued that the LMDI is the most suitable method for both additive and multiplicative variants linked to the Divisia index, Fisher’s ideal index method is the most suitable for the multiplicative method linked to the Laspeyres index, and that the Shapley/Sun or Marshall-Edgeworth method should be used for the additive decomposition linked to the Laspeyres index.

### 3.2. Methodology

The authors calculated the changes in the overall payrolls in the NAICS 3364 industry. The basic relationship for decomposition is:

\[
P = \sum_{i} P_i = \sum_{i} \frac{P_i}{L_i} \frac{L_i}{N_i} \frac{N_i}{S_i} = \sum_{i} W_i S_i N_i,
\]

where \( P_i \) represents payroll in sub-sector \( i \), \( L_i \) represents the number of people employed in sub-sector \( i \) and \( N_i \) represents the number of establishments in sub-sector \( i \), \( \frac{P_i}{L_i} = W_i \) represents average wage and \( \frac{L_i}{N_i} = S_i \) represents average size of the firm.

---

\(^4\) The circular test has the form \( 1 = D^{ST} + D^{TS} + D^{TS} \) where \( S \) is a point between time \( t = 0 \) and \( t = T \). As was shown by Fisher (1967), the circular test is not passed by any weighted aggregate with changing weights.
After differentiating and some manipulation, one obtains:

\[
P^T - P^0 = \int_0^T \left( \sum_i a_i(t) \frac{\partial}{\partial t} \ln(W_i(t)) + \sum_i a_i(t) \frac{\partial}{\partial t} \ln(S_i(t)) + \sum_i a_i(t) \frac{\partial}{\partial t} \ln(N_i(t)) \right) dt, \tag{2}
\]

where \( a_i = W_i(t)S_i(t)N_i(t) \). Since one only observes discrete data, discretization of the equation (2) results in:

\[
P^T - P^0 \approx \sum_i a_i(t^*) \ln \left( \frac{W_i^T}{W_i^0} \right) + \sum_i a_i(t^*) \ln \left( \frac{S_i^T}{S_i^0} \right) + \sum_i a_i(t^*) \ln \left( \frac{N_i^T}{N_i^0} \right). \tag{3}
\]

There are several options for \( t^* \in (0,T) \) in Equation (3). Since some weighting schemes exhibit a desirable behaviour, namely passing the factor reversal test (in other words, perfect decomposition without any residual), the study applied the LMDI weighting scheme given as logarithmic mean of payrolls in time \( t = T \) and time \( t = 0 \), i.e. \( \tilde{a}_i = L \left( P_i^T, P_i^0 \right) \). Thus the perfect decomposition is:

\[
P^T - P^0 = \sum_i \tilde{a}_i \ln \left( \frac{W_i^T}{W_i^0} \right) + \sum_i \tilde{a}_i \ln \left( \frac{S_i^T}{S_i^0} \right) + \sum_i \tilde{a}_i \ln \left( \frac{N_i^T}{N_i^0} \right). \tag{4}
\]

These effects describe how industry payroll would alter due to the change in one of the pre-defined factors, if the other factors remained the same.

The wage effect describes the impact of average wage increase (or decrease) in the given sub-sector, the size effect describes the impact on payrolls resulting from the increasing (or decreasing) size of the average firm, and number of firms effect indicates the impact of an additional firm in the sub-sector (or a firm leaving the sub-sector).

Note that the multiplicative decomposition can be derived in a similar fashion. Since with LMDI it holds that

\[
\frac{\Delta V_{total}}{\ln(D_{total})} = \frac{\Delta V_{effect_1}}{\ln(D_{effect_1})} = \frac{\Delta V_{effect_2}}{\ln(D_{effect_2})} = \cdots = \frac{\Delta V_{effect_i}}{\ln(D_{effect_i})},
\]

one can easily compute the results for the multiplicative decomposition from the results of the additive decomposition and vice versa.

### 3.3. Data

The data for the analysis were collected from the US Census Bureau County Business Patterns database for all the sub-sectors of the NAICS 3364 industry\(^5\). Annual payrolls are measured in 1000 USD. Employment and number of establishments are measured in cardinal values. In order to calculate real payroll, the study used

\(^5\) There are 6 sub-sectors; 336411, 336412 and 336413 are aircraft; aircraft engine and engine parts; and other aircraft parts and auxiliary equipment manufacturing sectors. The sectors 336414, 336415 and 336419 are separated accordingly for the guided missile and spacecraft manufacturing.
Consumer Price Index (World Bank indicator FP.CPI.TOTL, with base year 2010=100).

Even though the nominal payroll in the aerospace industry increased from 26.9 billion USD in 1998 to 32.3 billion USD in 2012, Figure 1 shows that in real terms it is only about 85% of what it was in 1998. One can see the aerospace industry and its payroll have never recovered from the slump continuing up to 2003 (with the lowest point of 74% of the payroll in 1998). The only sub-sector with an increased payroll is 336419 (i.e. Other guided missile and space vehicle parts and auxiliary equipment manufacturing) that managed about a 2.7% increase (in 15 years).

The study’s main interest lies in the structural changes in the aerospace industry. To approximate the structural changes the authors used the average nominal and real wage in the given sub-sector which reflects the unit labour costs (wage effect); the size of the firm which reflects the health or stability of the given sub-group – the larger the firms, the more stable the market environment – however also less competitive\(^6\) (size effect); and the number of firms in the given sub-industry which reflects the dynamics of the industry – newly established or divided firms or firms that left the market (firms effect). The descriptive statistics of variables is presented in Table 1.

---

\(^6\) Larger firms also tend to pay higher wages (see e.g. Dunn, 1986; Morissette, 1993; Fafchamps and Soderbom, 2006; Ferrer and Lluis, 2008). The transformation of the industry is supposed to affect the size of the average firm as the critical market environment makes the firms become more efficient. This in turn affects the payrolls.
Table 1. Means of variables (std. dev. in parentheses), by sub-sectors

|                | Avg. wage | Avg. wage – CPI adjusted | No. of firms | Firm size | Employment share |
|----------------|-----------|--------------------------|--------------|-----------|------------------|
| 336411         | 69.45 (12.5) | 76.79 (5.66) | 274.5 (27.87) | 618.0 (148.33) | 0.40 (0.01)     |
| 336412         | 62.56 (7.25)  | 69.66 (2.68) | 419.1 (29.95) | 179.8 (28.4)  | 0.18 (0.01)     |
| 336413         | 58.66 (8.1)   | 65.13 (2.23) | 913.9 (124)   | 118.1 (7.11)  | 0.11 (0.01)     |
| 336414         | 80.91 (11.14) | 89.96 (5.44) | 25.9 (7.16)   | 1869.6 (666.14) | 0.11 (0.01)     |
| 336415         | 73.43 (10.43) | 81.56 (4.23) | 27.5 (2.77)   | 544.2 (89.05) | 0.04 (0)        |
| 336419         | 64.64 (12.37) | 71.53 (8.17) | 52.9 (5.38)   | 131.9 (35.47) | 0.02 (0.01)     |

Source: own work.

Nominal average wages rose significantly over all the time period (as shown in standard deviations). It is no surprise that spacecraft manufacturing industry wages are higher than in the aircraft manufacturing, partly due to the greater human capital accumulated within the sector for the use in microgravity engineering. It is also a consequence of the smaller size of this sub-industry (approximately six times smaller) and hence the less intensive competition between employees.

Aircraft manufacturing is served by more firms which are on average smaller than those operating in spacecraft manufacturing. The number of firms and their size fluctuated significantly too. This is a sign of the changes and structural adjustments in the given time period.

Nominal wages were rising significantly in all the sub-groups as well as the nominal total payroll. The growth of real wages was less significant and there were some decreases in real wages. The consolidation hit the aerospace industry very hard. Total employment dropped from around 518 thousand employees in 1998 to approximately 387 thousand in 2012. This decrease could be attributed mostly to aircraft manufacturing. The average size of the companies also sharply decreased. The reason for this drop is not only attributed to the fall in employment but also to the growth of the number of firms. With one exception – the number of firms was reduced by around 250 companies in the aircraft parts and equipment manufacturing (336413). The next section presents the results of the analysis.

4. Results

Compared to 1998, the total nominal payroll has increased by 20%. This might seem like a substantial rise in the costs of the aircraft manufacturers (and hence motivating the rise in aircraft prices). The first look at the wage indices might lead to the usual suspect of increasing wages – wages rose nominally by 50% to 80% in all sub-sectors, and one can see a somewhat similar pattern in real wages as well, although on a substantially lower scale of about 10% to 20% over the examined period.

A CPI-adjusted number however reveals that the real total payrolls in the aerospace manufacturing were sharply decreasing from 1998 to 2002, and despite
some return to growth since 2003, they still would need to rise by about 15% to even match the values in 1998. The decomposition can show what the major driving factors of this development were.

The results of the decomposition can be viewed from multiple angles (detailed year-by-year figures are provided in the Annex). In the analysis the authors focused on two facets: the individual effects compared across sub-sectors, and the aggregated effects for the whole aerospace manufacturing. Figure 2 presents the former, i.e. the cumulative individual effects on payrolls in each sub-industry. In most of the sub-industries the cumulative wage effect influenced the real total payrolls in a moderate positive way, leading to the growth of real total payrolls. One can clearly see that, in real terms, wages were not the dominant factor in the development, even if accounting for the influence of the clearly dominant 336411 sub-sector.

![Cumulative effects on CPI-adjusted payrolls](source: own work.)

Figure 3 shows the effects aggregated by the sub-sectors: here the wage effect was seemingly dominating the payroll growth for the whole aerospace manufacturing, increasing the total payrolls by a factor of 1.6. Nevertheless, if one considers the measurement in real terms, it can be clearly seen that this effect was much lower,
only amounting to a moderate increase by a factor of 1.15 (note that this is the total cumulative increase for the whole period of 13 years). What is apparent from the figures is that, while the number of firms was rising, and hence increasing the pressure on the payroll figures, it was more than compensated by the decreasing size of the firms. The most significant drop can be attributed again to the largest sub-industry, aircraft manufacturing, followed by spacecraft manufacturing. The average firm size in these sub-sectors decreased from approximately 950 to 530, and from 2500 to 1000, respectively. This indicates a decline in the previous dominance of the aerospace manufacturing by Boeing and Lockheed-Martin. New and rather small firms have been entering the playing field, and this more competitive environment has, surprisingly, driven the (real) payroll figures down. These conclusions clearly do not follow the usual expectations that large, often dominant companies (in their respective markets) will exercise their market power towards the share of the labour’s income (though the results in Fichtenbaum, 2011, might suggest this could also have been caused by declining unionization in these new firms).

The results suggest that managers of aerospace and also of airline industry should not overstress the economic impact of changes in the real wages of their employees, because in most of the sub-industries the rise of the real wage has not been the major factor influencing the total payrolls and hence the costs.

Another factor considered in this analysis was the number of firms. In this case the study observed two tendencies in the data. First, the number of firms reported by statistical data slightly rose during the analysed time period. Second, in airplane parts and equipment manufacturing, the number of firms dropped significantly from 1100 plus firms in 1998 to 881 in 2012. While in other sub-industries the competition was increasing as the market allowed for more firms to survive or to outsource some firm’s activities to newly established firms, in the NAICS sector 336413 a quick and significant consolidation took place. Hence, the payrolls would ceteris paribus rise except in the case of the 336413 sub-industry.

After a discussion of the sub-industry payrolls development under the given effects, Figure 3 presents the cumulative multiplicative industry-wide effects. Based on the decomposition, the nominal industry-wide payroll rose mainly due to the fact that the nominal wages also rose, and that there were more firms operating in most of the sub-industries which outweighed the fall in the number of establishments in the 336413 sub-industry. Yet the size effect generated a tendency for the payroll to decrease.

Nevertheless, one should be more concerned with the real payroll than with the nominal payrolls. Wages are often an argument used in difficult times, but the decomposition shows that – considering only the contribution of the change in wages, with other things being unaffected – the real wage growth would result only

---

This is arguably the main cause of relatively low attractivity of the field, leading to insufficient numbers of qualified workers to meet the needs of the industry demanding relatively high human capital levels.
in an approximate 10% rise of the industry-wide real payrolls during the whole time period. It is noteworthy that in real terms, the effect of the number of firms operating in the given sub-industry was in terms of magnitude very similar to the real wages effect.

![Graph of cumulative multiplicative effects for 3364 industry](source: own work)

The major factor preventing the real payrolls from a rise was the size effect. Hence, the changes that were going on in the industry had a favourable cost impacts. The firms (and the whole aerospace manufacturing industry) were in fact shielded from the increasing total labour costs by the restructuring of the industry, resulting in smaller and more efficient firms.

5. Conclusion

The dubious circle of instability and high risks between the airline firms and the aerospace industry demonstrated the speed and seriousness of it, but the firms operating in this business have proved to be rather flexible. This paper analysed one area of the business – labour – which is often in the spotlight of both policy talks and the media from the perspective of industry using total annual payrolls.

The aerospace industry managed to keep the total labour costs steady, but it was not a consequence of decreasing employment while real wages were rising, as one might think – it was rather the result of the underlying changes and restructuring than of anything else. This highlights the impact of management, and possibly also the cuts in the unproductive or inefficient parts and processes. The rise in the real wages in the examined period was not very substantial in the context of its influence on the actual costs (in terms of total payrolls), and it arguably had little effect on the real price of the product. This is good news for airline companies because the
aircraft manufacturers managed to keep the real labour costs at bay which, combined with falling interest rates and, thus, cheapening of the capital, can create a market environment for a quick recovery after the current crisis.

One could expect that the industry will successfully accommodate the current epidemic via further fragmentation and efficient restructuring. One can assume that the total employment will be affected rather than total payrolls.

This paper and its results show that the labour analysis is much more complex than a simple, but no doubt intuitive, relationship between wages and total labour costs. It shows that the managerial skills and the market context are of great importance. The study also illustrated the usefulness of the LDMI method for further economic applications where aggregated economic data are concerned.

ANNEXES

Table 1. Cumulative multiplicative effects by sub-sectors

| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 1999 | 1.019 | 0.997 | 1.002 | 1.018 | 1.010 | 0.997 | 1.002 | 1.009 |
| 2000 | 1.017 | 0.898 | 1.028 | 0.939 | 0.994 | 0.898 | 1.028 | 0.918 |
| 2001 | 1.033 | 0.887 | 1.052 | 0.964 | 0.999 | 0.887 | 1.052 | 0.932 |
| 2002 | 1.056 | 0.809 | 1.074 | 0.918 | 1.015 | 0.809 | 1.074 | 0.882 |
| 2003 | 1.055 | 0.811 | 1.060 | 0.907 | 1.005 | 0.811 | 1.060 | 0.864 |
| 2004 | 1.109 | 0.803 | 1.064 | 0.947 | 1.045 | 0.803 | 1.064 | 0.892 |
| 2005 | 1.132 | 0.810 | 1.062 | 0.974 | 1.053 | 0.810 | 1.062 | 0.906 |
| 2006 | 1.151 | 0.807 | 1.110 | 1.031 | 1.056 | 0.807 | 1.110 | 0.946 |
| 2007 | 1.155 | 0.766 | 1.136 | 1.006 | 1.047 | 0.766 | 1.136 | 0.912 |
| 2008 | 1.159 | 0.809 | 1.100 | 1.031 | 1.035 | 0.809 | 1.100 | 0.921 |
| 2009 | 1.175 | 0.816 | 1.100 | 1.055 | 1.051 | 0.816 | 1.100 | 0.944 |
| 2010 | 1.211 | 0.766 | 1.151 | 1.067 | 1.075 | 0.766 | 1.151 | 0.948 |
| 2011 | 1.242 | 0.773 | 1.136 | 1.091 | 1.088 | 0.773 | 1.136 | 0.955 |
| 2012 | 1.249 | 0.790 | 1.095 | 1.081 | 1.084 | 0.790 | 1.095 | 0.938 |

| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 1999 | 1.008 | 1.001 | 1.005 | 1.014 | 1.005 | 1.001 | 1.005 | 1.010 |
| 2000 | 1.015 | 0.990 | 1.008 | 1.012 | 1.006 | 0.990 | 1.008 | 1.003 |
| 2001 | 1.032 | 0.979 | 1.010 | 1.020 | 1.017 | 0.979 | 1.010 | 1.005 |
| 2002 | 1.021 | 0.964 | 1.010 | 0.994 | 1.003 | 0.964 | 1.010 | 0.976 |
| 2003 | 1.020 | 0.948 | 1.018 | 0.985 | 0.998 | 0.948 | 1.018 | 0.964 |
| 2004 | 1.036 | 0.944 | 1.018 | 0.996 | 1.009 | 0.944 | 1.018 | 0.970 |
| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 2005 | 1.036       | 0.951       | 1.021            | 1.005       | 1.003       | 0.951       | 1.021            | 0.974       |
| 2006 | 1.045       | 0.941       | 1.025            | 1.009       | 1.007       | 0.941       | 1.025            | 0.971       |
| 2007 | 1.041       | 0.955       | 1.027            | 1.021       | 0.998       | 0.955       | 1.027            | 0.978       |
| 2008 | 1.047       | 0.936       | 1.031            | 1.010       | 0.997       | 0.936       | 1.031            | 0.962       |
| 2009 | 1.043       | 0.931       | 1.036            | 1.006       | 0.994       | 0.931       | 1.036            | 0.958       |
| 2010 | 1.051       | 0.927       | 1.036            | 1.008       | 0.999       | 0.927       | 1.036            | 0.959       |
| 2011 | 1.062       | 0.926       | 1.033            | 1.015       | 1.005       | 0.926       | 1.033            | 0.960       |
| 2012 | 1.076       | 0.937       | 1.039            | 1.048       | 1.015       | 0.937       | 1.039            | 0.988       |

| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 1999 | 1.004       | 0.987       | 1.001            | 0.992       | 0.999       | 0.987       | 1.001            | 0.987       |
| 2000 | 1.025       | 0.964       | 0.996            | 0.984       | 1.012       | 0.964       | 0.996            | 0.972       |
| 2001 | 1.028       | 0.981       | 0.985            | 0.994       | 1.009       | 0.981       | 0.997            | 0.975       |
| 2002 | 1.032       | 0.995       | 0.940            | 0.966       | 1.008       | 0.995       | 0.940            | 0.944       |
| 2003 | 1.037       | 0.980       | 0.925            | 0.941       | 1.009       | 0.980       | 0.925            | 0.915       |
| 2004 | 1.052       | 0.976       | 0.927            | 0.952       | 1.017       | 0.976       | 0.927            | 0.920       |
| 2005 | 1.041       | 0.997       | 0.923            | 0.958       | 1.000       | 0.997       | 0.923            | 0.920       |
| 2006 | 1.066       | 0.992       | 0.928            | 0.981       | 1.017       | 0.992       | 0.928            | 0.936       |
| 2007 | 1.072       | 1.001       | 0.942            | 1.011       | 1.017       | 1.001       | 1.042            | 0.958       |
| 2008 | 1.078       | 1.013       | 0.942            | 1.029       | 1.013       | 1.013       | 1.042            | 0.966       |
| 2009 | 1.083       | 1.015       | 0.939            | 1.032       | 1.019       | 1.015       | 0.939            | 0.971       |
| 2010 | 1.087       | 0.992       | 0.934            | 1.008       | 1.018       | 0.992       | 0.934            | 0.944       |
| 2011 | 1.102       | 0.998       | 0.931            | 1.024       | 1.025       | 0.998       | 0.931            | 0.953       |
| 2012 | 1.098       | 1.000       | 0.943            | 1.035       | 1.016       | 1.000       | 0.943            | 0.958       |

| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 1999 | 1.016       | 0.994       | 0.994            | 1.004       | 1.014       | 0.994       | 1.004            | 1.001       |
| 2000 | 1.018       | 1.014       | 0.966            | 0.997       | 1.010       | 1.014       | 0.997            | 0.990       |
| 2001 | 1.020       | 1.005       | 0.974            | 0.999       | 1.009       | 1.005       | 0.999            | 0.988       |
| 2002 | 1.024       | 1.013       | 0.950            | 0.986       | 1.011       | 1.013       | 0.950            | 0.974       |
| 2003 | 1.014       | 0.991       | 0.982            | 0.987       | 0.998       | 0.991       | 0.982            | 0.971       |
| 2004 | 1.022       | 0.931       | 1.054            | 1.003       | 1.002       | 0.931       | 1.054            | 0.983       |
| 2005 | 1.051       | 0.934       | 1.017            | 0.999       | 1.026       | 0.934       | 1.017            | 0.975       |
| 2006 | 1.028       | 0.942       | 1.032            | 1.000       | 0.999       | 0.942       | 1.032            | 0.972       |
| 2007 | 1.036       | 0.950       | 1.032            | 1.015       | 1.003       | 0.950       | 1.032            | 0.983       |
| 2008 | 1.048       | 0.953       | 1.032            | 1.031       | 1.009       | 0.953       | 1.032            | 0.993       |
| 2009 | 1.041       | 0.885       | 1.057            | 0.973       | 1.003       | 0.885       | 1.057            | 0.938       |
| 2010 | 1.054       | 0.897       | 1.067            | 1.008       | 1.014       | 0.897       | 1.066            | 0.970       |
| 2011 | 1.059       | 0.893       | 1.063            | 1.005       | 1.014       | 0.893       | 1.063            | 0.963       |
| 2012 | 1.064       | 0.893       | 1.066            | 1.013       | 1.017       | 0.893       | 1.066            | 0.968       |
|   | 1   | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     |
|---|-----|-------|-------|-------|-------|-------|-------|-------|-------|
| 336415 | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
| 1999 | 1.001 | 0.999 | 1.000 | 1.001 | 1.001 | 0.999 | 1.000 | 1.000 |
| 2000 | 1.004 | 1.003 | 0.989 | 0.997 | 1.002 | 1.003 | 0.989 | 0.994 |
| 2001 | 1.005 | 1.000 | 0.992 | 0.997 | 1.002 | 1.000 | 0.992 | 0.994 |
| 2002 | 1.006 | 0.997 | 0.991 | 0.994 | 1.002 | 0.997 | 0.991 | 0.990 |
| 2003 | 1.006 | 0.992 | 0.997 | 0.995 | 1.001 | 0.992 | 0.997 | 0.990 |
| 2004 | 1.011 | 0.983 | 1.003 | 0.997 | 1.005 | 0.983 | 1.003 | 0.991 |
| 2005 | 1.012 | 0.981 | 1.004 | 0.997 | 1.005 | 0.981 | 1.004 | 0.990 |
| 2006 | 1.008 | 0.990 | 1.001 | 0.998 | 1.000 | 0.990 | 1.001 | 0.990 |
| 2007 | 1.012 | 0.995 | 0.998 | 1.005 | 1.002 | 0.995 | 0.998 | 0.995 |
| 2008 | 1.011 | 0.990 | 1.001 | 1.002 | 1.000 | 0.990 | 1.001 | 0.991 |
| 2009 | 1.015 | 0.992 | 0.999 | 1.006 | 1.004 | 0.992 | 0.999 | 0.995 |
| 2010 | 1.018 | 0.988 | 0.998 | 1.003 | 1.006 | 0.988 | 0.998 | 0.992 |
| 2011 | 1.017 | 0.988 | 0.998 | 1.002 | 1.004 | 0.988 | 0.998 | 0.990 |
| 2012 | 1.019 | 0.985 | 1.000 | 1.003 | 1.005 | 0.985 | 1.000 | 0.990 |
| 336419 | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
| 1999 | 1.001 | 1.000 | 1.001 | 1.002 | 1.001 | 1.000 | 1.001 | 1.002 |
| 2000 | 1.001 | 1.002 | 1.000 | 1.002 | 1.000 | 1.002 | 1.000 | 1.002 |
| 2001 | 1.002 | 1.002 | 0.998 | 1.002 | 1.001 | 1.002 | 0.998 | 1.001 |
| 2002 | 1.001 | 1.001 | 1.000 | 1.002 | 1.000 | 1.001 | 1.000 | 1.001 |
| 2003 | 1.003 | 1.000 | 1.003 | 1.006 | 1.001 | 1.000 | 1.003 | 1.004 |
| 2004 | 1.006 | 1.004 | 1.002 | 1.012 | 1.004 | 1.002 | 1.002 | 1.010 |
| 2005 | 1.013 | 1.018 | 1.004 | 1.036 | 1.010 | 1.018 | 1.004 | 1.033 |
| 2006 | 1.005 | 1.001 | 1.004 | 1.010 | 1.001 | 1.004 | 1.004 | 1.006 |
| 2007 | 1.006 | 1.001 | 1.002 | 1.010 | 1.001 | 1.002 | 1.002 | 1.005 |
| 2008 | 1.006 | 1.000 | 1.003 | 1.010 | 1.001 | 1.003 | 1.003 | 1.004 |
| 2009 | 1.008 | 1.002 | 1.003 | 1.014 | 1.003 | 1.002 | 1.003 | 1.009 |
| 2010 | 1.008 | 0.997 | 1.003 | 1.008 | 1.003 | 0.997 | 1.003 | 1.003 |
| 2011 | 1.009 | 0.995 | 1.004 | 1.008 | 1.003 | 0.995 | 1.004 | 1.002 |
| 2012 | 1.009 | 0.994 | 1.004 | 1.008 | 1.003 | 0.994 | 1.004 | 1.001 |

Source: own work.
## Table 2. Cumulative additive effects (in $million), by effects and sub-sectors

| No. of | Nominal | CPI adjusted |
|--------|---------|--------------|
| firms | effect | effect | 1999 | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 |
| 336411 | 336412 | 336413 | 336414 | 336415 | 336419 | 336411 | 336412 | 336413 | 336414 | 336415 | 336419 | 336411 | 336412 | 336413 | 336414 | 336415 | 336419 |
| 2000 | 307.2 | 336.4 | 346.7 | 357.0 | 367.3 | 377.5 | 387.8 | 398.1 | 408.3 | 418.6 | 428.8 | 439.1 | 449.3 | 459.5 | 469.7 | 479.9 |
| 2001 | 317.6 | 347.9 | 358.2 | 368.4 | 378.7 | 388.9 | 399.2 | 409.4 | 419.7 | 429.9 | 439.2 | 449.4 | 459.6 | 469.8 | 479.9 | 490.1 |
| 2002 | 328.0 | 358.3 | 368.6 | 378.8 | 389.1 | 399.3 | 409.6 | 419.8 | 429.9 | 439.2 | 449.4 | 459.6 | 469.8 | 479.9 | 490.1 | 500.2 |
| 2003 | 338.4 | 368.7 | 378.9 | 389.2 | 399.4 | 409.6 | 419.9 | 429.1 | 439.2 | 449.4 | 459.6 | 469.8 | 479.9 | 490.1 | 500.2 | 510.3 |
| 2004 | 348.8 | 379.1 | 389.3 | 399.5 | 409.7 | 419.9 | 429.1 | 439.2 | 449.4 | 459.6 | 469.8 | 479.9 | 490.1 | 500.2 | 510.3 | 520.4 |
| 2005 | 359.2 | 389.5 | 399.7 | 409.9 | 419.1 | 429.3 | 439.4 | 449.6 | 459.8 | 469.9 | 479.7 | 489.9 | 499.1 | 509.3 | 519.4 | 530.5 |
| 2006 | 369.6 | 399.9 | 409.1 | 419.3 | 429.5 | 439.7 | 449.8 | 459.9 | 469.9 | 479.7 | 489.9 | 499.4 | 508.6 | 518.8 | 529.5 | 540.7 |
| 2007 | 379.9 | 410.2 | 420.4 | 430.6 | 440.8 | 450.9 | 461.0 | 471.1 | 481.1 | 491.1 | 501.1 | 511.1 | 521.1 | 531.1 | 541.1 | 551.2 |
| 2008 | 389.3 | 419.5 | 429.7 | 439.9 | 449.0 | 459.2 | 469.3 | 479.4 | 489.1 | 499.1 | 508.4 | 517.2 | 527.0 | 536.8 | 546.6 | 556.4 |
| 2009 | 399.7 | 419.9 | 429.9 | 439.9 | 449.0 | 459.1 | 469.1 | 479.2 | 489.1 | 499.1 | 508.3 | 517.1 | 526.8 | 536.5 | 546.2 | 555.9 |
| 2010 | 409.1 | 419.8 | 429.8 | 439.8 | 449.0 | 459.0 | 469.0 | 479.0 | 489.0 | 499.0 | 508.3 | 517.1 | 525.9 | 536.6 | 546.3 | 556.0 |
| 2011 | 419.5 | 419.9 | 429.9 | 439.9 | 449.0 | 459.0 | 469.0 | 479.0 | 489.0 | 499.0 | 508.3 | 517.1 | 525.9 | 536.6 | 546.3 | 556.0 |
| 2012 | 429.9 | 419.9 | 429.9 | 439.9 | 449.0 | 459.0 | 469.0 | 479.0 | 489.0 | 499.0 | 508.3 | 517.1 | 525.9 | 536.6 | 546.3 | 556.0 |

Labour costs in the aerospace industry: LMDI decomposition of aerospace manufacturing...
### Table 2, cont.

| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 2009 | 4128.4      | 1070.9      | 2108.0           | 1063.7      | 389.7       | 200.8       | 1413.4           | −145.2      | 583.6       | 162.7       | 122.3       | 83.5       |
| 2010 | 5013.7      | 1293.9      | 2211.5           | 1432.6      | 475.4       | 196.7       | 2092.4           | 4.9         | 572.4       | 483.1       | 189.0       | 71.3       |
| 2011 | 5774.6      | 1613.1      | 2623.7           | 1557.7      | 446.9       | 213.5       | 2428.4           | 175.8       | 766.2       | 495.0       | 125.5       | 75.5       |
| 2012 | 5959.8      | 2038.6      | 2513.0           | 1707.9      | 504.9       | 236.8       | 2337.0           | 480.4       | 515.6       | 566.3       | 158.3       | 90.0       |

Total effect

| Year | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|
| 2009 | 336411      | 336412      | 336413           | 336414      | 336415      | 336416          | 336417      | 336418      | 336419      |
| 1999 | 497.5       | 383.0       | −223.4           | 108.1       | 54.6        | 326.6           | 376.9       | −474.2      | 41.4        | 2.8         | 63.6       |
| 2000 | −1645.0     | 333.7       | −438.3           | −66.5       | −89.8       | 2892.6          | 112.3       | −1008.0     | −333.9      | −190.7      | 56.2       |
| 2001 | −968.8      | 537.0       | −173.3           | −35.8       | −71.2       | 2397.1          | 199.8       | −887.1      | −415.4      | −202.2      | 25.7       |
| 2002 | −2184.9     | −112.0      | −889.6           | −162.7      | 63.5        | 4070.8          | −680.8      | −1874.0     | −846.9      | −325.2      | 42.9       |
| 2003 | −2443.5     | −315.6      | −1485.9          | −328.7      | −132.3      | 4623.6          | −1036.1     | −2727.7     | −922.3      | −321.1      | 124.1      |
| 2004 | −1446.0     | −55.2       | −1210.2          | 45.9        | −81.7       | 293.8           | −3746.8     | −860.0      | −2559.5     | −587.7      | −291.9      | 289.3      |
| 2005 | −729.8      | 182.5       | −1057.8          | −50.1       | −84.5       | 885.1           | −332.8      | −2583.8     | −829.1      | −332.9      | 928.1      |
| 2006 | 794.4       | 263.0       | −402.3           | −11.2       | −45.6       | 188.8           | −2043.4     | −828.1      | −2059.2     | −907.3      | −325.5      | 134.6      |
| 2007 | 93.9        | 605.4       | 431.3            | 406.1       | 133.4       | 182.7           | −3144.0     | −606.2      | −1360.8     | −573.0      | −168.2      | 114.4      |
| 2008 | 825.3       | 293.3       | 946.1            | 869.0       | 42.7        | 180.2           | −2847.7     | −1114.7     | −1102.8     | −255.9      | −307.2      | 94.2       |
| 2009 | 1510.5      | 161.2       | 1052.3           | −852.3      | 100.3       | 1003.0          | 1003.0      | 1.009       | 1.009       | 1.009       | 1.009       | 1.009      |

Source: own work.

### Table 3. Cumulative multiplicative effects for aerospace manufacturing industry, by effects

| Year | Wage effect | Size effect | No. firms effect | Total effect | Wage effect | Size effect | No. firms effect | Total effect |
|------|-------------|-------------|------------------|-------------|-------------|-------------|------------------|-------------|
| 1999 | 1.051       | 0.978       | 1.003            | 1.031       | 1.029       | 0.978       | 1.003            | 1.009       |
| 2000 | 1.082       | 0.873       | 0.985            | 0.931       | 1.024       | 0.873       | 0.985            | 0.882       |
| 2001 | 1.127       | 0.857       | 1.010            | 0.975       | 1.037       | 0.857       | 1.010            | 0.898       |
| 2002 | 1.148       | 0.785       | 0.961            | 0.865       | 1.040       | 0.785       | 0.961            | 0.784       |
| 2003 | 1.142       | 0.741       | 0.981            | 0.830       | 1.012       | 0.741       | 0.981            | 0.736       |
| 2004 | 1.257       | 0.680       | 1.063            | 0.909       | 1.085       | 0.680       | 1.063            | 0.784       |
| 2005 | 1.317       | 0.717       | 1.026            | 0.968       | 1.099       | 0.717       | 1.026            | 0.808       |
| 2006 | 1.336       | 0.704       | 1.094            | 1.029       | 1.080       | 0.704       | 1.094            | 0.832       |
| 2007 | 1.359       | 0.693       | 1.135            | 1.069       | 1.069       | 0.693       | 1.135            | 0.840       |
| 2008 | 1.394       | 0.724       | 1.107            | 1.117       | 1.056       | 0.724       | 1.107            | 0.846       |
| 2009 | 1.414       | 0.678       | 1.133            | 1.087       | 1.075       | 0.678       | 1.133            | 0.826       |
| 2010 | 1.496       | 0.622       | 1.188            | 1.106       | 1.119       | 0.622       | 1.188            | 0.827       |
| 2011 | 1.578       | 0.627       | 1.164            | 1.151       | 1.144       | 0.627       | 1.163            | 0.834       |
| 2012 | 1.615       | 0.647       | 1.149            | 1.200       | 1.147       | 0.647       | 1.149            | 0.852       |

Source: own work.
Table 4. Average wage indices (1998 = 1)

| Year | Nominal  | CPI adjusted |
|------|----------|--------------|
| 1998 | 1.000    | 1.000        |
| 1999 | 1.046    | 1.052        |
| 2000 | 1.041    | 1.162        |
| 2001 | 0.997    | 1.039        |
| 2002 | 1.037    | 1.122        |
| 2003 | 1.012    | 1.158        |
| 2004 | 1.117    | 1.310        |
| 2005 | 1.136    | 1.342        |
| 2006 | 1.144    | 1.210        |
| 2007 | 1.122    | 1.136        |
| 2008 | 1.089    | 1.100        |
| 2009 | 1.130    | 1.437        |
| 2010 | 1.190    | 1.486        |
| 2011 | 1.221    | 1.158        |
| 2012 | 1.212    | 1.156        |

Source: own work.
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