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Abstract

The present paper is concerned with the various algebraic structures supported by the set of Turán densities. We prove that the set of Turán densities of finite families of \( r \)-graphs is a non-trivial commutative semigroup, and as a consequence we construct explicit irrational densities for any \( r \geq 3 \). The proof relies on a technique recently developed by Pikhurko. We also show that the set of all Turán densities forms a graded ring, and from this we obtain a short proof of a theorem of Peng on jumps of hypergraphs. Finally, we prove that the set of Turán densities of families of \( r \)-graphs has positive Lebesgue measure if and only if it contains an open interval. This is a simple consequence of Steinhaus’s theorem.
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1 Introduction

Let $r \geq 1$ and $\mathcal{F}$ be a (possibly infinite) family of $r$-graphs. For any $n \geq 1$, the Turán function $\text{ex}(n, \mathcal{F})$ is defined as the maximum possible number of edges of an $\mathcal{F}$-free $r$-graph on $n$ vertices (if no such $r$-graph exists, $\text{ex}(n, \mathcal{F}) = 0$ by definition). The study of the Turán function goes back to the foundational paper of Turán [56] from 1941, which essentially created the field of extremal graph theory. Most of the work concerning the Turán function was devoted to the case of graphs ($r = 2$), and not much is known about larger values of $r$ (see [32] for a survey). It is nevertheless the latter case that concerns us in this paper.

As was observed by Katona, Nemetz and Simonovits [31], one can define the Turán density of $\mathcal{F}$ as

$$\pi(\mathcal{F}) = \lim_{n \to \infty} \frac{\text{ex}(n, \mathcal{F})}{n^r},$$

and this limit always exists. Let $\Pi_\infty^{(r)}$ consist of all possible Turán densities of $r$-graph families and $\Pi_{\text{fin}}^{(r)}$ be the set $\{\pi(\mathcal{F}) : \mathcal{F} \text{ is a finite family of } r \text{-graphs}\}$. Clearly $\Pi_{\text{fin}}^{(r)} \subseteq \Pi_\infty^{(r)}$.

The Erdős-Stone-Simonovits theorem ([17], [16]) completely determines the set $\Pi_\infty^{(2)}$. In fact,

$$\Pi_{\text{fin}}^{(2)} = \Pi_\infty^{(2)} = \{1\} \cup \{1 - \frac{1}{k} : k \geq 1\}. \quad (1)$$

For $r \geq 3$, little is known about $\Pi_\infty^{(r)}$ or $\Pi_{\text{fin}}^{(r)}$. Erdős [15] offered $1000 for the complete determination of $\Pi_\infty^{(r)}$ for all $r$. Nevertheless, many basic questions are still open, perhaps the most famous one being Turán’s conjecture from 1941 that $\pi(K_{3t}^3) = \frac{5}{9}$ (here $K_t^r$ denotes the complete $r$-graph on $t$ vertices). Even more, to date no value $\pi(K_t^r)$ for $3 \leq r < t$ has been determined.

One can roughly divide the present knowledge about Turán densities into topological and algebraic facts. In order to obtain a better picture we shall try to summarize in the sequel some of the most important theorems.

One of the oldest results about $\Pi_\infty^{(r)}$ is due to Erdős [13], who proved that $\Pi_\infty^{(r)} \cap (0, r!/r^r) = \emptyset$. Erdős [15] went on to conjecture that for every $\alpha \in (0, 1)$ there exists some $\varepsilon > 0$ with $\Pi_\infty^{(r)} \cap (\alpha, \alpha + \varepsilon) = \emptyset$ (such an $\alpha$ is called a jump for $r$-graphs). Clearly this is the case for $r = 2$, albeit
Frankl and Rödl [21] famously disproved the conjecture by showing that $1 - 1/\ell^{r-1}$ is a non-jump for $r$-graphs, for every $\ell > 2r$, $r \geq 3$. Erdős ([14], [15]) further conjectured that $r!/r^r$ is always a jump for $r$-graphs, and offered $500 for a solution. This conjecture (called the jumping constant conjecture) is still open. Many examples of non-jumps were constructed using the method of Frankl and Rödl ([38], [39], [42], [40]), the smallest of which is $5^{2r}/r^r$. It was shown by Brown and Simonovits [6] that $\Pi_r(\infty) \subseteq \Pi_r(\text{fin})$. Recently Pikhurko proved that equality holds here.

**Theorem 1** (Pikhurko, [43]). The set $\Pi_r(\infty)$ is closed in $[0,1]$.

Furthermore, Pikhurko proved the following.

**Theorem 2** (Pikhurko, [43]). For every $r \geq 3$ the set $\Pi_r(\infty)$ has cardinality of the continuum.

In particular, as $\Pi_r(\text{fin})$ is countable, this means $\Pi_r(\infty) \neq \Pi_r(\text{fin})$ for $r \geq 3$.

It is an open question if $\Pi_r(\text{fin})$ contains an interval of positive length for $r \geq 3$. Proving that a certain number does not belong to $\Pi_r(\text{fin})$ seems to be very hard. So far Baber and Talbot [1] proved that $[0.2299, 0.2316] \cap \Pi_3(\text{finite}) = \emptyset$, that $\pi(K_4^{3-})$ is a jump for 3-graphs, and by upper-bounding $\pi(K_4^{3-})$, they proved that $[0.2871, 8/27] \cap \Pi_3(\text{finite}) = \emptyset$ (here $K_4^{3-}$ denotes the complete 3-graph on 4 vertices minus an edge). The proof uses flag algebras, introduced and developed by Razborov [45]. Flag algebras have been successfully used for computing Turán densities in certain special cases ([46], [2], [19]), and also for solving several open questions in graph theory ([27], [24], [28], [35], [3], [22]).

This practically represents all that is known about the topological structure of $\Pi_r(\infty)$.

On the algebraic side, it was proved by Baber and Talbot [2] that $\Pi_3(\text{finite})$ contains irrational numbers, disproving a conjecture of Chung and Graham [10]. Pikhurko independently proved the following more general result.

**Theorem 3** (Pikhurko, [43]). For every $r \geq 3$ the set $\Pi_r(\text{finite})$ contains an irrational number.

The following question is due to Jacob Fox.

**Question 1** (Jacob Fox). Does $\Pi_r(\text{finite})$ contain a transcendental number?

Again this represents the current knowledge about the algebraic structure of $\Pi_r(\text{finite})$.

Incidentally this was the first paper in the first number of the journal Discrete Mathematics.
inefficient to be applied, but nevertheless it would provide a promising theoretical foundation for more sophisticated methods.

As a consequence we shall try to answer Question 1 in the negative. Unfortunately proving that a certain number is algebraic is a difficult task. It would greatly help us in our endeavour if the set \( \Pi_{\text{fin}}^{(r)} \) would have a ring-like structure.

This suggests the following approach. Let \( f \in \mathbb{Q}[x] \) be an arbitrary polynomial with rational coefficients and \( \alpha \) a Turán density. Under what conditions is \( f(\alpha) \) a Turán density? One of the goals of this paper is to give a partial answer to this question.

As nothing prevents us from taking the product \( \pi(K_4^3)\pi(K_4^4) \), say, and this is still a real number in \([0, 1]\), it makes sense to first try to understand the effect of real multiplication on Turán densities. It turns out that multiplying two Turán densities comes close to giving another Turán density, although one has to change the uniformity degree.

Formally, define the set of Turán densities as

\[
\Pi_{\infty} := \{ (\alpha, r) : \alpha \in \Pi_{\infty}^{(r)}, r \geq 0 \},
\]

and the set of finite Turán densities as

\[
\Pi_{\text{fin}} := \{ (\alpha, r) : \alpha \in \Pi_{\text{fin}}^{(r)}, r \geq 0 \}.
\]

For technical reasons we set here \( \Pi_{\infty}^{(0)} = \Pi_{\text{fin}}^{(0)} = \{1\} \).

We now define a binary operation \( * \) on the set \( \mathbb{R} \times \mathbb{N} \), which obviously contains \( \Pi_{\infty} \):

\[
*: (\mathbb{R} \times \mathbb{N}) \times (\mathbb{R} \times \mathbb{N}) \to \mathbb{R} \times \mathbb{N}
\]

\[
(\alpha, r) \times (\beta, s) \mapsto (\alpha \beta \left( \frac{r + s}{r} \right), r^s, r + s).
\]

Our first result reads as follows.

**Theorem 4.** \((\Pi_{\infty}, *) \) is a commutative cancellative monoid\(^3\).

In particular, \( \mathbb{Z}\Pi_{\infty} \simeq \bigoplus_{r \geq 0} \mathbb{Z}\Pi_{\infty}^{(r)} \) is a graded ring under \( * \) (here \( \mathbb{Z}\Pi_{\infty}^{(r)} \) is the free abelian group generated by \( \Pi_{\infty}^{(r)} \)). Thus it makes sense to try to find a set of nontrivial relations which to quotient out from \( \mathbb{Z}\Pi_{\infty}^{(r)} \). We will do this shortly, but first let us note the following corollary.

**Corollary 5.** Let \( r \geq 3 \) and \( c > 0 \). Suppose \( c\frac{r!}{r^r} \) is a non-jump for \( r \)-graphs. Then \( c\frac{q!}{q^q} \) is a non-jump for \( q \)-graphs, for any \( q \geq r \).

**Proof.** Let \( x_n \) be a sequence of elements in \( \Pi_{\infty}^{(r)} \) converging to \( c\frac{r!}{r^r} \) from above. Then \((1, 1) * (x_n, r) \in \Pi_{\infty}^{(r+1)} \) by Theorem 4 (here we abuse the notation slightly, as the result of \( * \) is a pair, and not a number). Hence

\[
\lim_{n \to \infty} (1, 1) * (x_n, r) = \lim_{n \to \infty} x_n \left( \frac{r^r}{r + 1} \right) = c \frac{(r + 1)!}{(r + 1)^{r+1}}.
\]

Thus \( c\frac{(r+1)!}{(r+1)^{r+1}} \) is not a jump for \((r + 1)\)-graphs, and the claim follows by induction. \( \square \)

\footnote{This number is believed to be \( \frac{13}{72} \).}

\footnote{Cancellative means \( a + b = a + c \) implies \( b = c \). This property ensures the existence of an embedding of the monoid in its Grothendieck group. One can always take the Grothendieck group of a monoid, but if it is not cancellative, the group may contain just one element.}
Corollary 5 was originally proved by Peng in [11].

A semiring is a set $R$ with two binary operations $\otimes$ and $\oplus$ such that $(R, \oplus)$ is a commutative semigroup, $(R, \otimes)$ is a semigroup, and $\otimes$ is distributive over $\oplus$ (from left and from right). We do not require the existence of units. Furthermore $(R, \oplus, \otimes)$ is called commutative if $(R, \otimes)$ is.

Now note that $\Pi(2)^\infty = \{1 - \frac{1}{k} : k \geq 1\} \cup \{1\}$ has the structure of a commutative semiring. This is obtained by transferring the semiring structure from $\mathbb{N}$ to $\Pi(2)^\infty$ via the bijection $1 - \frac{1}{\ell} \to \ell$. Formally we define for all $a, b \geq 1$ and $\alpha \in \Pi(2)^\infty$,

$$ (1 - \frac{1}{a}) \oplus 2 (1 - \frac{1}{b}) = 1 - \frac{1}{a + b}, $$

$$ \alpha \oplus 2 1 = 1 \oplus 2 \alpha = 1, $$

and

$$ (1 - \frac{1}{a}) \otimes 2 (1 - \frac{1}{b}) = 1 - \frac{1}{ab}, $$

$$ \alpha \otimes 2 1 = 1 \otimes 2 \alpha = 1. $$

Algebraically this means $\oplus 2$ maps $(\alpha, \beta)$ to the real number $1 - \frac{1}{\alpha + \beta + \alpha \beta}$, while $\otimes 2$ maps $(\alpha, \beta)$ to the real number $\alpha + \beta - \alpha \beta$, for any $\alpha, \beta \in \Pi(2)^\infty \setminus \{1\}$. One may ask to what extent does this generalize to arbitrary $r$.

For any $r \geq 2$, let us define $\oplus_r : [0,1] \times [0,1] \to [0,1]$ by

$$ \alpha \oplus_r \beta = 1 - \frac{1 - \alpha - \beta + \alpha \beta}{(r - \sqrt[r]{1 - \alpha + r - \sqrt[r]{1 - \beta}})^{r-1}}, $$

(2)

and $1 \oplus_r 1 = 1$. One sees that this is well-defined and for $r = 2$ it agrees with the previous definition.

Our next result reads as follows.

**Theorem 6.** $(\Pi(2)^\infty, \oplus_r)$ is a commutative topological semigroup, and $\Pi(2)^\infty$ is closed under $\oplus_r$.

Thus, for example, $\pi(K_4^3) \oplus_r 3 \pi(K_4^3) = \frac{3 + \pi(K_4^3)}{4}$ is the Turán density of a finite family of 3-graphs. Theorem 6 should be regarded as the main result of this paper.

As a consequence of Theorem 6 one can construct explicit irrational densities for any $r \geq 3$.

**Corollary 7.** For every $r \geq 3$ the set $\Pi(2)^\infty$ contains the irrational number

$$ \frac{r!}{r^r} \oplus_r 0 = 1 - \frac{r^{r-1} - (r - 1)!}{r + r - \sqrt[r]{r^{r-1} - (r - 1)!}}. $$

This in particular provides a new proof of Theorem 6. For even values of $r$ simpler examples can be given.

**Corollary 8.** For every even $r \geq 4$ the set $\Pi(2)^\infty$ contains the irrational number $1 - \frac{1}{(1 + \sqrt[2]{2})^{r-1}}$.

---

4 We remark that $\Pi(2)^r$ has also a trivial semigroup structure given by the max operation.
We defer the proofs of Corollaries 7 and 8 to Section 6.

Combining Theorem 4 with Theorem 6 we obtain the following result.

**Corollary 9.** For any \( r \geq 2 \) the following statements are equivalent:

(i). \( \Pi^{(r)}_{\infty} \) has positive Lebesgue measure.

(ii). \( \Pi^{(r)}_{\infty} \) contains an open interval.

(iii). For any \( r' \geq r \), \( \Pi^{(r')}_{\infty} \) has positive Lebesgue measure.

(iv). For any \( r' \geq r \), \( \Pi^{(r')}_{\infty} \) contains an open interval.

**Proof.** We show that (i) implies (ii).

Set \( A := \Pi^{(r)}_{\infty} \setminus \{1\} \) and note that \( A \) is a Borel set (as \( \Pi^{(r)}_{\infty} \) is closed) and still has positive Lebesgue measure. Furthermore \( A \) is a semigroup under \( \oplus_r \).

Define \( h : [0, 1) \to [1, +\infty) \) by \( h(x) = \left( \frac{1}{1-x} \right)^{1/(r-1)} \). Then \( h \) is a homeomorphism and also a semigroup isomorphism between \(([0, 1), \oplus_r)\) and \(([1, +\infty), +)\). As \( A \) is Borel, \( h(A) \) is Lebesgue measurable.

The inverse of \( h \) is \( h^{-1}(x) = 1 - \frac{1}{x^{r-1}} \), which has first-order derivative \( (h^{-1})'(x) = (r-1) \frac{1}{x^r} \). This is bounded on \([1, +\infty)\) and therefore \( h^{-1} \) is Lipschitz. Consequently \( h(A) \) has positive Lebesgue measure.

Hence by Steinhaus’s theorem, \( h(A) + h(A) \) contains an open interval. As \( h(A) \) is a semigroup, \( h(A) \) contains an open interval. Consequently \( A \) contains an open interval, proving (ii).

We show that (ii) implies (iv).

Suppose \( \Pi^{(r)}_{\infty} \) contains an open interval. Multiplying with \((1, 1)\) as in the proof of Corollary 6 we obtain an open interval in \( \Pi^{(r+1)}_{\infty} \). Then (iv) follows by induction.

All the other implications are trivial or follow from these two.

Unfortunately \( \ast \) is not distributive over \( \oplus_r \), and this prevents us from giving \( \Pi_{\infty} \) a more meaningful ring structure.

More surprisingly, we were not able to find a proper generalization of \( \otimes_2 \), as the natural approach fails in a non-trivial manner. Nevertheless, in the process we have arrived at the following conjecture.

**Conjecture 10.** \( \bigcup_{r \geq 2} \Pi^{(r)}_{\text{fin}} = \bigcup_{r \geq 2} \Pi^{(r)}_{\infty} = [0, 1] \).

A detailed discussion of this is given in Section 7. Along the way we shall encounter a generalization of van der Waerden’s conjecture stated in terms of hypergraphs (this generalization was conjectured to hold by Dittert).

The rest of the paper is organised as follows.

In Section 2 we introduce the notation used in this paper. Section 3 presents an important technique for proving results about \( \Pi^{(r)}_{\infty} \), which is then used in Section 4 to prove Theorem 4.

---

5 Usually Steinhaus’s theorem refers to the following statement: if \( A \subset \mathbb{R} \) is a set of positive measure then \( A - A \) contains an open interval. We use here a more general version: if \( A, B \subset \mathbb{R} \) are sets of positive measure then \( A + B \) contains an open interval. This is equivalent to *Théorème VII* from Steinhaus’s paper. 6
Section 5 is devoted to the proof of Theorem 6, the main result of this paper. Section 6 contains the proof of Corollaries 7 and 8. Section 7 discusses the problem of whether $\Pi_r$ is a semiring, leading in a natural way to Conjecture 10. Finally, Section 8 lists several open problems.

**Remark.** After completion of this work Oleg Pikhurko [44] found a short proof of Conjecture 10.

2 Notation

We introduce some notation needed in the sequel.

An $r$-multiset $D$ is an unordered collection of $r$ elements $x_1, \ldots, x_r$ with repetitions allowed. The multiplicity $D(x)$ of an element $x$ in $D$ is the number of times that $x$ appears in $D$.

A pair $G = (V, E)$ with $E \subseteq V^r$ is called an $r$-multigraph. $V$ is the set of vertices and $E$ the set of edges. Note that every edge is an $r$-multiset. Furthermore, note that our definition is different from the usual definition of a multigraph where the same edge may appear multiple times in $E$. If all edges in $E$ are proper sets, then $G$ is called a (simple) $r$-graph. We let $v(G) := |V(G)|$ be the number of vertices and $e(G) := |E(G)|$ be the number of edges. The density of an $r$-graph $G$ is

$$d(G) = \frac{e(G)}{|V(G)|}.$$

We do not define the density of an $r$-multigraph.

We allow graphs without edges, and we also consider $\emptyset$ to be an $r$-graph without vertices. We call $\emptyset$ the empty graph.

If $G$ and $H$ are $r$-graphs, we say $H$ is a subgraph of $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. $H$ is induced if it has the edge set $\{X \in E(G) : X \subseteq V(H)\}$.

If $G$ is an $r$-graph and $U \subseteq V(G)$ we let $G[U]$ be the induced subgraph on vertex set $U$. If no confusion can arise, we may identify $G[U]$ with $U$. We let $G \setminus U$ denote the induced subgraph on $V(G) \setminus U$. Furthermore if $x \in V(G)$ we let $d_U(x) = d_{G[U]}(x)$ denote the degree of $x$ with respect to $U$, i.e. the number of edges of $G$ containing $x$ and intersecting $U \setminus \{x\}$ in $r - 1$ vertices.

If $G$ and $H$ are $r$-graphs on disjoint vertex sets we let $G \cup H$ denote the $r$-graph on vertex set $V(G) \cup V(H)$ and edge set $E(G) \cup E(H)$. We call $G \cup H$ the disjoint union of $G$ and $H$. As $G$ can be replaced by an identical $r$-graph on vertex set $V(G) \times \{1\}$, and $H$ by an identical $r$-graph on vertex set $V(H) \times \{2\}$, the definition of $G \cup H$ extends naturally to pairs of $r$-graphs which are not necessarily disjoint.

If $F$ and $G$ are $r$-graphs, a map $f : V(F) \to V(G)$ is a homomorphism if it maps edges to edges. An embedding is an injective homomorphism. We shall frequently abuse the notion of subgraph and say $F$ is a subgraph of $G$ if there exists an embedding of $F$ into $G$. We will denote this by $F \subseteq G$, and if no confusion can arise we may identify $F$ with the image of its embedding in $G$.

If $\mathcal{F}$ is a family of $r$-graphs, the closure of $\mathcal{F}$ under homomorphisms is the family $\overline{\mathcal{F}}$ containing all $r$-graphs $G$ for which there exists $F \in \mathcal{F}$ and a surjective homomorphism $f : V(F) \to V(G)$ (here $f$ is surjective on $V(G)$, but $G$ may contain edges not in the image of $f$). If $\mathcal{F} = \overline{\mathcal{F}}$ then $\mathcal{F}$ is closed under homomorphisms. If for any $G \in \overline{\mathcal{F}}$ there exists $F \subseteq G$ with $F \in \mathcal{F}$ we say $\mathcal{F}$ is weakly closed under homomorphisms.

If $\mathcal{F}$ is a family of $r$-graphs, an $r$-graph $G$ is $\mathcal{F}$-free if no subgraph of $G$ belongs to $\mathcal{F}$.
We define the \((n-1)\)-dimensional simplex as
\[
\Delta_n = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : \sum_{i=1}^{n} x_i = 1, x_i \geq 0\}.
\]

3 The Infinity Principle

If \(G\) is an \(r\)-multigraph on \([n]\), we define a polynomial \(p_G(x)\) as follows:
\[
p_G(x_1, \ldots, x_n) := r! \sum_{D \in E(G)} \prod_{i=1}^{n} x_i^{D(i)} D(i)!
\]

The Lagrangian of \(G\) is defined to be
\[
\lambda(G) := \max\{p_G(x) : x \in \Delta_n\}. \tag{3}
\]

The maximum is attained as it is taken over a compact set and \(p_G\) is continuous. An element \(x \in \Delta_n\) such that \(p_G(x) = \lambda(G)\) is an optimal vector for \(G\). Note that \(\lambda(G) = 0\) implies that \(G\) has no edges. For technical reasons we also define \(\lambda(\emptyset) = 0\).

For \(r \geq 1\), let \(\Lambda^{(r)}\) be the set of values \(\lambda(G)\), with \(G\) an \(r\)-graph. Pikhurko proved the following.

Theorem 11 (Pikhurko, [43]). \(\Lambda^{(r)} \subseteq \Pi^{(r)}_{\text{fin}}\).

The weaker statement \(\Lambda^{(r)} \subseteq \Pi^{(r)}_{\infty}\) is much simpler to prove. In particular if \(e\) is an \(r\)-edge then \(\lambda(e) = \frac{r}{r!} \in \Pi^{(r)}_{\infty}\). It was shown by Brown and Simonovits [6] that \(\Lambda^{(r)}\) is dense in \(\Pi^{(r)}_{\infty}\). As the latter is a closed set, this in fact proves the following.

Lemma 12. \(\overline{\Lambda}^{(r)} = \Pi^{(r)}_{\infty}\).

We shall frequently rely on Lemma 12 to transfer statements about \(\Lambda^{(r)}\) to the whole of \(\Pi^{(r)}_{\infty}\) via continuity.

Pikhurko further proved that \(\lambda(G) \in \Pi^{(r)}_{\text{fin}}\) for any \(r\)-multigraph \(G\). We shall only need the following weaker statement.

Lemma 13. For any \(r\)-multigraph \(G\) we have \(\lambda(G) \in \Pi^{(r)}_{\infty}\).

As Pikhurko’s proof is long and difficult, we include here a short proof of Lemma 13.

First we need a definition introduced by Pikhurko in [43]. We reproduce it here in a simplified variant that better suits our needs.

Let \(G = (S, E)\) be an \(r\)-multigraph. Identify \(S\) with \([m]\) and let \(V_1, \ldots, V_m\) be disjoint sets with \(V := V_1 \cup \ldots \cup V_m\). The profile of an \(r\)-set \(X \subseteq V\) (with respect to \(V_1, \ldots, V_m\)) is the \(r\)-multiset on \([m]\) that contains \(i \in [m]\) with multiplicity \(|X \cap V_i|\). For an \(r\)-multiset \(Y \subseteq [m]\) let \(Y((V_1, \ldots, V_m))\) consist of all \(r\)-subsets of \(V\) whose profile is \(Y\). We call this \(r\)-graph the blow-up of \(Y\) and the \(r\)-graph
\[
E((V_1, \ldots, V_m)) := \bigcup_{Y \in E} Y((V_1, \ldots, V_m))
\]
is called the blow-up of $E$ (with respect to $V_1, \ldots, V_m$). If all sets $V_i$ have the same size $t$, we denote $E((V_1, \ldots, V_m))$ by $G(t)$.

A $G$-construction on a set $V$ is any $r$-graph $E((V_1, \ldots, V_m))$ obtained by taking a partition $V = V_1 \cup \ldots \cup V_m$. Let $p_n$ be the maximum number of edges of a $G$-construction on $n$ vertices. Then Pikhurko defined

$$\Lambda_G := \lim_{n \to \infty} \frac{p_n}{\binom{n}{r}},$$

and proved that this limit always exists. It is easy to see that $\Lambda_G = \lambda(G)$. In fact Pikhurko defined a much larger class of $G$-constructions, where one is allowed to recursively apply the construction into some of the parts; this was a key step in his proof of Theorem \cite{3}.

The main observation is now the following, which is implicit in \cite{21} and \cite{6}.

**Lemma 14** (The Infinity Principle). Let $\{G_n\}_{n \geq 1}$ be a sequence of $r$-graphs with $v(G_n) = n$ and $d(G_n) \to \alpha$. Suppose that for any sequence of $r$-graphs $H_n$ with $H_n \subseteq G_n$ and $v(H_n)$ tending to infinity, we have $\limsup_{n \to \infty} d(H_n) \leq \alpha$. Then $\alpha \in \Pi_\infty^{(r)}$.

**Proof.** Define $\mathcal{F}_\infty := \{H : H \not\subseteq G_n \text{ for any } n \geq 1\}$. We claim $\pi(\mathcal{F}_\infty) = \alpha$.

Indeed, for any $m \geq 1$, let $T_m$ be a maximum $\mathcal{F}_\infty$-free $r$-graph on $m$ vertices. Then for each $m \geq 1$, $T_m \not\in \mathcal{F}_\infty$, and hence $T_m \subseteq G_n, n(m)$, for some $n(m)$ depending on $m$. Define $\{H_n\}_{n \geq 1}$ in the following way. If there exists $m$ with $n(m) = n$, let $H_n := T_m$ (if several choices exists, choose one with maximum density). Otherwise let $H_n := G_n$. Then $\lim_{m \to \infty} d(T_m) \leq \limsup_{n \to \infty} d(H_n) \leq \alpha$, by assumption. Hence $\pi(\mathcal{F}_\infty) \leq \alpha$. However, by construction $\pi(\mathcal{F}_\infty) \geq \alpha$, and so equality holds. \hfill \Box

**Proof of Lemma 14**. Let $G_n$ be a maximum $\mathcal{F}_\infty$-$G$-construction on $n$ vertices. Let $H_n \subseteq G_n$ be any sequence of subgraphs with number of vertices tending to infinity. W.l.o.g. we may assume that $H_n$ is an induced subgraph on $m(n)$ vertices. Then $H_n$ is by definition also a $G$-construction, and hence has no more than $p_{m(n)}$ edges. Thus by definition of $\Lambda_G$, we must have $\limsup d(H_n) \leq \Lambda_G$. Consequently by the Infinity Principle, $\lambda(G) = \Lambda_G \in \Pi_\infty^{(r)}$. \hfill \Box

If $G = (V, E)$ is an $r$-multigraph, we define $\overline{G} = (V, V^{(r)} \setminus E)$. One of the advantages of working with multigraphs is the following.

**Lemma 15.** For any $r$-multigraph $G$ on $[n]$ and any $x \in \Delta_n$ we have

$$p_G(x) + p_{\overline{G}}(x) = 1.$$ \hspace{1cm} (4)

**Proof.** Note that $p_G(x) + p_{\overline{G}}(x) = (\sum_{i=1}^{n} x_i)^r = 1$. \hfill \Box

4 The global structure

In this section we prove Theorem \cite{4}.

It is an easy exercise to check that $*$ is commutative, associative and cancellative. Furthermore the unit is the element $(1, 0)$, under the convention $0^0 = 1$. Thus we only need to show that $\Pi_\infty$ is closed under $*$. To this end we make the following definition.

\footnote{1.e. with a maximum number of edges.}
Definition 1. Let \( r, s \geq 0 \), \( G \) be an \( r \)-graph and \( H \) an \( s \)-graph on disjoint vertex sets. We define \( G \ast H \) as the \((r + s)\)-graph on vertex set \( V(G) \cup V(H) \) and edge set \( \{ e \cup f : e \in E(G), f \in E(H) \} \).

This definition was introduced by Entander [12] in connection with Betti numbers of hypergraphs. It was also considered by Bollobás, Leader and Malvenuto in the context of Turán densities [4]. The definition of \( G \ast H \) extends naturally to any two (not necessarily disjoint) uniform hypergraphs \( G \) and \( H \).

Proposition 16. Let \( r, s \geq 1 \) and \( f : [0, 1] \to \mathbb{R} \) be given by \( f(x) = x^r(1 - x)^s \). Then \( f \) has a unique maximum \( x_0 = \frac{r}{r+s} \) and furthermore \( f(x_0) = \frac{r^r s^s}{(r+s)^{r+s}} \).

Proof. We see that \( f'(x) = rx^{r-1}(1 - x)^s - sx^r(1 - x)^{s-1} \), and so \( f'(x) = 0 \) only happens for \( x_0 = \frac{r}{r+s} \). As \( f(0) = 0, f(x_0) \) must be a maximum point, and the claim follows.

Lemma 17. Let \( G \) be an \( r \)-graph and \( H \) be an \( s \)-graph. Then \( \lambda(G \ast H) = \lambda(G)\lambda(H) \left( \frac{r+s}{r} \right)^{r^rs^s} \).

Proof. We assume w.l.o.g. that \( G \) has vertex set \( \{1, \ldots, n\} \) and \( H \) has vertex set \( \{n+1, \ldots, n+m\} \). Then \( G \ast H \) has vertex set \( \{n \ast m\} \).

By definition

\[
p_{G \ast H}(x_1, \ldots, x_n, y_1, \ldots, y_m) = \left( \frac{r+s}{r} \right) p_G(x_1, \ldots, x_n)p_H(y_1, \ldots, y_m).
\]

Let \( a \in \Delta_n \) be an optimal vector for \( G \) and \( b \in \Delta_m \) be an optimal vector for \( H \). Let \( \theta := \frac{r}{r+s} \). Then

\[
\lambda(G \ast H) \geq p_{G \ast H}(\theta a_1, \ldots, \theta a_n, (1 - \theta) b_1, \ldots, (1 - \theta) b_m)
\]

\[
= \left( \frac{r+s}{r} \right) \theta^r \lambda(G)(1 - \theta)^s \lambda(H)
\]

\[
= \lambda(G)\lambda(H) \left( \frac{r+s}{r} \right)^{r^rs^s}.
\]

(5)

On the other hand, let \( z \in \Delta_{n+m} \) be an optimal vector for \( G \ast H \). Set \( M := \sum_{i=1}^{n} z_i \). Then

\[
\lambda(G \ast H) = p_{G \ast H}(z_1, \ldots, z_{n+m})
\]

\[
= \left( \frac{r+s}{r} \right) M^r p_G \left( \frac{z_1}{M}, \ldots, \frac{z_n}{M} \right) (1 - M)^s p_H \left( \frac{z_{n+1}}{1-M}, \ldots, \frac{z_{n+m}}{1-M} \right)
\]

\[
\leq \left( \frac{r+s}{r} \right) \lambda(G)\lambda(H) f(M)
\]

\[
\leq \lambda(G)\lambda(H) \left( \frac{r+s}{r} \right)^{r^rs^s}, \text{ by Proposition 16.}
\]

Together with (5) this proves the claim.

Proof of Theorem [4] Let \((\alpha, r), (\beta, s) \in \Pi_\infty\). We want to show that \((\alpha, r) \ast (\beta, s) \in \Pi_\infty\). We may assume that \( r, s \geq 1 \).
By Lemma 12 there exists a sequence of \( r \)-graphs \( G_n \) with \( \lambda(G_n) \to \alpha \). Similarly there exists a sequence of \( s \)-graphs \( H_n \) with \( \lambda(H_n) \to \beta \). Then

\[
\lim_{n \to \infty} \lambda(G_n * H_n) = \lim_{n \to \infty} \left( \lambda(G_n)\lambda(H_n) \left( \frac{r+s}{r} \right) \frac{r^r s^s}{(r+s)^{r+s}} \right)
\]

Thus \( \alpha \beta \left( \frac{r+s}{r} \right) \frac{r^r s^s}{(r+s)^{r+s}} \in (r+s)^{(r+s)} \). Then Lemma 12 completes the proof. \( \square \)

5 The local structure

In this section we prove Theorem 6. The proof is naturally divided into two parts. We first prove the semigroup structure of \( \Pi_\infty^{(r)} \) and then the closure of \( \Pi_\text{fin}^{(r)} \) under \( \oplus_r \).

5.1 The semigroup structure

Let \( G \) and \( H \) be two \( r \)-graphs on disjoint vertex sets. We define \( G \oplus_r H \) as the \( r \)-multigraph with vertex set \( V(G) \cup V(H) \) and edge set

\[
E(G \oplus_r H) = E(G) \cup E(H) \cup \{e \in (V(G) \cup V(H))^r : e \text{ intersects both } V(G) \text{ and } V(H)\}.
\]

We then extend this definition to pairs of \( r \)-graphs with intersecting vertex sets in the same manner as before.

Lemma 18. Let \( r \geq 2 \) and \( \alpha, \beta \in [0, 1] \). Define \( g_{\alpha, \beta} : [0, 1] \to \mathbb{R} \) by

\[
g_{\alpha, \beta}(x) = \alpha x^r + \beta (1-x)^r + r! \sum_{i=1}^{r-1} \frac{x^i(1-x)^{r-i}}{i!(r-i)!}.
\]

Then \( \alpha \oplus_r \beta = \sup_{x \in [0,1]} g_{\alpha, \beta}(x) \), and moreover for \( (\alpha, \beta) \neq (1,1) \), \( g_{\alpha, \beta} \) is strictly concave and has a unique maximum at \( x_{\alpha, \beta} := \frac{r-\sqrt{1-\beta}}{r-\sqrt{1-\alpha}} \).

Proof. Note that for \( x \in [0,1] \) we have that

\[
\alpha x^r + \beta (1-x)^r + r! \sum_{i=1}^{r-1} \frac{x^i(1-x)^{r-i}}{i!(r-i)!} = \alpha x^r + \beta (1-x)^r + (1-x^r -(1-x)^r)
\]

\[
= 1 - (1-\alpha)x^r - (1-\beta)(1-x)^r.
\]

Hence \( g_{\alpha, \beta}(x) = 1 - (1-\alpha)x^r - (1-\beta)(1-x)^r \). If \( \alpha = 1 \) and \( \beta = 1 \) then \( \sup_{x \in [0,1]} g(x) = 1 = \alpha \oplus_r \beta \) by definition. Hence we may assume that \( \alpha < 1 \) or \( \beta < 1 \). Then

\[
g'_{\alpha, \beta}(x) = -r(1-\alpha)x^{r-1} + r(1-\beta)(1-x)^{r-1}
\]

and

\[
g''_{\alpha, \beta}(x) = -r(r-1)(1-\alpha)x^{r-2} - r(r-1)(1-\beta)(1-x)^{r-2}.
\]
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Thus \( g''_{\alpha,\beta} < 0 \) on \((0,1)\), showing that \( g_{\alpha,\beta} \) is strictly concave. Furthermore \( g'_{\alpha,\beta}(x) = 0 \) has a unique solution
\[
x_{\alpha,\beta} = \frac{r-\sqrt{1-\beta}}{r-1} \sqrt{1-\alpha} + \frac{r-\sqrt{1-\beta}}{r-1} \cdot \sqrt{1-\alpha}.
\]
Hence \( g_{\alpha,\beta}(x) \) has the global maximum
\[
g_{\alpha,\beta}(x_{\alpha,\beta}) = 1 - \frac{(1-\alpha)(1-\beta)}{(r-\sqrt{1-\alpha} + r-\sqrt{1-\beta})^{r-1}},
\]
which is the same as \( \alpha \oplus_r \beta \).

\[\square\]

**Lemma 19.** Let \( G \) and \( H \) be two \( r \)-graphs. Then
\[
\lambda(G \oplus_r H) = \lambda(G) \oplus_r \lambda(H).
\]

**Proof.** We shall assume that \( G \) has vertex set \([n]\) and \( H \) has vertex set \([n+1, \ldots, n+m]\). Then \( G \oplus_r H \) has vertex set \([n+m]\).

Let \( x \in \Delta_{n+m} \) arbitrary. Set \( S_x := \sum_{i=1}^n x_i \) and note that
\[
p_{G \oplus_r H}(x_1, \ldots, x_{n+m}) = p_G(x_1, \ldots, x_n)S_x^r + p_H(x_{n+1}, \ldots, x_{n+m})(1 - S_x)^r
+ r! \sum_{i=1}^{r-1} \frac{S_x^i(1 - S_x)^{r-i}}{i!(r-i)!}.
\]
Moreover \( \left( \frac{x_1}{S_x}, \ldots, \frac{x_n}{S_x} \right) \in \Delta_n \) and \( \left( \frac{x_{n+1}}{1-S_x}, \ldots, \frac{x_{n+m}}{1-S_x} \right) \in \Delta_m \). Hence
\[
\lambda(G \oplus_r H) = \sup_{x \in [0,1]} \left\{ \lambda(G)x^r + \lambda(H)(1 - x)^r + r! \sum_{i=1}^{r-1} \frac{x^i(1 - x)^{r-i}}{i!(r-i)!} \right\}
= \lambda(G) \oplus_r \lambda(H),
\]
by Lemma 18. This proves the lemma. \[\square\]

We can now prove the following.

**Lemma 20.** \( \Pi_r^{(r)} \) is a commutative topological semigroup.

**Proof.** Commutativity and associativity are simple exercises left to the reader. Continuity of \( \oplus_r \) is clear everywhere except at \((1,1)\).

Let \( \{x_n\}_{n \geq 1} \) and \( \{y_n\}_{n \geq 1} \) be arbitrary sequences of real numbers from \([0,1]\) converging to \(1\). Then by definition \( x_n \oplus_r y_n \leq 1 \), and we want to show that equality holds in the limit. Let \( \varepsilon > 0 \) be arbitrary and define \( \delta := 2^{-r-1} \varepsilon \). Then there exists an \( n_0 \geq 1 \) such that \( 1 - x_n < \delta \) and \( 1 - y_n < \delta \). Let \( n \geq n_0 \) and assume w.l.o.g. that \( x_n \geq y_n \). Then
\[
1 - \frac{(1 - x_n)(1 - y_n)}{(r-\sqrt{1-x_n}) + (r-\sqrt{1-y_n})^{r-1}} \geq 1 - \frac{1 - y_n}{2^{r-1}} > 1 - \frac{\delta}{2^{r-1}} = 1 - \varepsilon.
\]
Hence \( \oplus_r \) is continuous at \((1,1)\) as well.

Thus we only need to prove that \( \Pi_r^{(r)} \) is closed with respect to \( \oplus_r \).
Let $\alpha, \beta \in \Pi_{\infty}^{(r)}$. By Lemma 12 we can choose a sequence of $r$-graphs $G_n$ with $\lambda(G_n) \to \alpha$, and a sequence of $r$-graphs $H_n$ with $\lambda(H_n) \to \beta$.

Consider the sequence $G_n \oplus_r H_n$. By Lemma 19 and continuity of $\oplus_r$,

$$\lim_{n \to \infty} \lambda(G_n \oplus_r H_n) = \lim_{n \to \infty} \lambda(G_n) \oplus_r \lambda(H_n) = \alpha \oplus_r \beta.$$ 

By Lemma 13 $\lambda(G_n \oplus_r H_n) \in \Pi_{\infty}^{(r)}$. As this is a closed set, $\alpha \oplus_r \beta \in \Pi_{\infty}^{(r)}$, proving the lemma. \qed

We are now left to prove that $\Pi_{\text{lim}}^{(r)}$ is closed under $\oplus_r$. This task will be substantially more difficult.

### 5.2 The $\lambda$ function

For the remaining part of the proof we shall need a number of additional statements, which we gather in the following 3 subsections.

We start with several observations on the Lagrangian function.

**Lemma 21.** For any $r \geq 2$ the following holds.

(i) If $H \subseteq G$ are $r$-graphs then $\lambda(H) \leq \lambda(G)$.

(ii) If $f : G \to H$ is a homomorphism of $r$-graphs then $\lambda(H) \geq \lambda(G)$.

(iii) If $G$ and $H$ are $r$-graphs then $\lambda(G \cup H) = \max\{\lambda(G), \lambda(H)\}$.

**Proof.** Statement (i) is clear.

We prove (ii). Assume $G$ has vertex set $[n]$ and $H$ has vertex set $[m]$. Let $a \in \Delta_n$ be an optimal vector for $G$. Define $b \in \Delta_m$ by setting $b_i = \sum_{j \in f^{-1}(i)} a_j$. As $f$ maps edges to edges, it follows that

$$\lambda(H) \geq p_H(b) = r! \sum_{e' \in E(H)} \prod_{i \in e'} a_j \geq r! \sum_{e' \in E(H)} \sum_{j \in e'} \prod_{i \in e} a_j = r! \sum_{e \in E(G)} \prod_{j \in e} a_j = p_G(a) = \lambda(G).$$

This proves (ii).

We prove (iii). Assume $G$ has vertex set $[n]$ and $H$ has vertex set $\{n+1, \ldots, n+m\}$. For any $x \in \Delta_{n+m}$ let $S_x := \sum_{i=1}^n x_i$. Then

$$p_{G \cup H}(x) = S_x^T p_G(\frac{x_1}{S_x}, \ldots, \frac{x_n}{S_x}) + (1 - S_x)^T p_H(\frac{x_{n+1}}{1 - S_x}, \ldots, \frac{x_{n+m}}{1 - S_x})$$

$$= S_x^T \lambda(G) + (1 - S_x)^T \lambda(H).$$

Consider the function $f : [0,1] \to [0,1]$ given by $f(x) = x^r \lambda(G) + (1 - x)^r \lambda(H)$. Then the second derivative $f''(x) \geq 0$, hence $f$ is convex. So the maximum is achieved at one of the endpoints of the interval. This implies that $\lambda(G \cup H) = \max\{\lambda(G), \lambda(H)\}$, proving (iii). \qed
5.3 The $\pi$ function

We gather in this subsection several results about the $\pi$ function.

**Theorem 22** (Theorem 2, [6]). For any $\varepsilon > 0$ and any family $\mathcal{F}$ of $r$-graphs, there are $\delta > 0$ and $n_S$ such that the following holds. Any $r$-graph $G$ on $n \geq n_S$ vertices and with more than $(\pi(\mathcal{F}) + \varepsilon)(\binom{n}{2})$ edges contains at least $\delta n v(F)$ copies of some $F \in \mathcal{F}$.

Theorem 22 is a generalization of the supersaturation theorem of Erdős and Simonovits. It has the following consequence (see the proof of Theorem 2 in [32]).

**Lemma 23.** For any $t \geq 1$, $\eta > 0$ and any $r$-graph $F$ there exist $\rho > 0$ and $n_L$ such that the following holds. If $G$ is an $r$-graph on $n \geq n_L$ vertices containing at least $\eta n v(F)$ copies of $F$, then $G$ contains at least $\rho n^v(F) t$ copies of $F(t)$.

**Lemma 24.** For any $\eta > 0$, $a \geq 1$ and $k \geq 1$ there is an $n_C$ such that the following holds. If $G$ is an $r$-graph on $n \geq n_C$ vertices containing at least $\eta n v(F)$ copies of some $r$-graph $F$ on at most $k$ vertices and $A \subseteq V(G)$ is a set of size $a$, then $G \setminus A$ contains at least $\frac{2}{3} n v(F)$ copies of $F$.

**Proof.** Set $n_C := \frac{2ak}{\eta}$. We show that the claim holds for $n_C$.

The number of copies of $F$ intersecting $A$ is at most $v(F) a n v(F) - 1 \leq k a n v(F) - 1$. Hence the number of copies of $F$ disjoint from $A$ is at least

$$\eta n v(F) - k a n v(F) - 1 \geq \frac{\eta n v(F)}{2},$$

which holds by our choice of $n_C$.

The $\pi$ function has several properties, which we list below.

**Lemma 25.** For any $r \geq 2$ the following holds.

(i). If $\mathcal{F}$ is a family of $r$-graphs and $\mathcal{F} \subseteq \mathcal{F}'$ then $\pi(\mathcal{F}') \leq \pi(\mathcal{F})$.

(ii). If $H \subseteq G$ are two $r$-graphs and $\mathcal{F}$ is a family of $r$-graphs then $\pi(\mathcal{F} \cup \{H\}) \leq \pi(\mathcal{F} \cup \{G\})$.

(iii). If $G$ and $H$ are $r$-graphs and $\mathcal{F}$ is a family of $r$-graphs then

$$\pi(\mathcal{F} \cup \{G \cup H\}) = \max\{\pi(\mathcal{F} \cup \{H\}), \pi(\mathcal{F} \cup \{G\})\}.$$  

(iv). If $F$ is any $r$-graph, $t \geq 1$ and $\mathcal{F}$ is a family of $r$-graphs then $\pi(\mathcal{F} \cup \{F\}) = \pi(\mathcal{F} \cup \{F(t)\})$.

(v). If $\mathcal{F}$ is a family of $r$-graphs then $\pi(\mathcal{F}) = 1$ if and only if $\mathcal{F}$ is empty.

**Proof.** The statements (i) and (ii) are clear.

We prove (iii). Assume w.l.o.g. that $\pi(\mathcal{F} \cup \{G\}) \geq \pi(\mathcal{F} \cup \{H\})$. By (ii) we have that

$$\pi(\mathcal{F} \cup \{G \cup H\}) \geq \pi(\mathcal{F} \cup \{G\}).$$

Assume for a contradiction that this inequality is strict. Then there exists $\varepsilon > 0$ such that $\pi(\mathcal{F} \cup \{G \cup H\}) > \pi(\mathcal{F} \cup \{G\}) + \varepsilon$. Let $\delta$ and $n_S$ be given by Theorem 22 on input $\varepsilon$ and $\mathcal{F} \cup \{G\}$. Let $n_C$
be given by Lemma 24 on input $\delta$, $a := v(H)$ and $k := v(G)$. Furthermore, let $n_1$ be large enough so that for any $n \geq n_1$, $\text{ex}(n, \mathcal{F} \cup \{G \cup H\}) > (\pi(\mathcal{F} \cup \{G\}) + \varepsilon)\binom{n}{r} > \text{ex}(n, \mathcal{F} \cup \{H\})$.

Now let $n \geq \max\{n_S, n_C, n_1, \frac{1}{3}\}$. By assumption there must exist an $r$-graph $G'$ on $n$ vertices with $e(G') > (\pi(\mathcal{F} \cup \{G\}) + \varepsilon)\binom{n}{r}$, which is $(\mathcal{F} \cup \{G \cup H\})$-free. As $n \geq n_1$, there must exist a copy of $H$ in $G'$, which we now fix, and also denote by $H$. However, by our choice of $n$ and Theorem 22 there are at least $\delta n^v(G)$ copies of $G$ in $G'$. Consequently by Lemma 24 at least $\frac{\delta}{2} n^v(G)$ of them are disjoint from $H$, in particular we can find a copy of $G \cup H$ in $G'$, a contradiction. This proves (iii).

We prove (iv). By (ii) we have that $\pi(\mathcal{F} \cup \{F\}) \leq \pi(\mathcal{F} \cup \{F(t)\})$. Assume for a contradiction that this inequality is strict. Then there exists $\varepsilon > 0$ such that $\pi(\mathcal{F} \cup \{F(t)\}) > \pi(\mathcal{F} \cup \{F\}) + \varepsilon$. Let $\delta$ and $n_S$ be given by Theorem 22 on input $\varepsilon$ and $\mathcal{F} \cup \{F\}$. Let $\rho$ and $n_L$ be given by Lemma 23 on input $t$, $\delta$ and $F$. Furthermore, let $n_1$ be large enough so that for any $n \geq n_1$, $\text{ex}(n, \mathcal{F} \cup \{F(t)\}) > (\pi(\mathcal{F} \cup \{F\}) + \varepsilon)\binom{n}{r}$.

Now let $n \geq \max\{n_S, n_L, n_1, \frac{1}{\rho}\}$. By assumption there must exist an $r$-graph $G$ on $n$ vertices with $e(G) > (\pi(\mathcal{F} \cup \{F\}) + \varepsilon)\binom{n}{r}$, which is $(\mathcal{F} \cup \{F\})$-free. By Theorem 22 there are at least $\delta n^v(G)$ copies of $F$ in $G$. Consequently by Lemma 23 there is at least one copy of $F(t)$ in $G$, a contradiction. This proves (iv).

We prove (v). Clearly $\pi(\emptyset) = 1$, so assume $\mathcal{F}$ is a non-empty family of $r$-graphs. Let $F \in \mathcal{F}$. Then $\pi(\mathcal{F}) \leq \pi(F)$ by (i), and we claim that $\pi(F) < 1$. This intuitive claim can be proved in several ways, for example by using the following inequality of Sidorenko [31]: if $F$ is an $r$-graph with $f \geq 2$ edges then $\pi(F) \leq \frac{f-2}{f}$. This proves (v). \qed

Finally, the following two lemmas will provide a better understanding of the structure of extremal $r$-graphs.

**Lemma 26.** Let $r \geq 2$ and $\mathcal{F}$ be a family of $r$-graphs weakly closed under homomorphisms. Set $\alpha := \pi(\mathcal{F})$. For any $\delta > 0$ there exists an $n_D \geq 1$ such that any maximum $\mathcal{F}$-free $r$-graph on $n \geq n_D$ vertices has minimum degree at least $(\alpha - \delta)\binom{n-1}{r-1}$.

**Proof.** Choose $n_D \geq 1$ so that for any $n \geq n_D$ we have $\text{ex}(n, \mathcal{F}) \geq (\alpha - \frac{\delta}{2})\binom{n}{r}$, and furthermore $n_D > 1 + \frac{2(r-1)}{\delta}$.

Let $G$ be any maximum $\mathcal{F}$-free $r$-graph on $n \geq n_D$ vertices, and assume for a contradiction that $G$ contains a vertex $x$ of degree $d(x) < (\alpha - \delta)\binom{n-1}{r-1}$.

As $e(G) = \sum_{x \in V(G)} \frac{d(x)}{r}$, there must exist a vertex $v \in V(G)$ of degree $d(v) \geq (\alpha - \frac{\delta}{2})\binom{n-1}{r-1}$. Then replace $x$ by a new vertex $v'$ and add all edges $\{v'\} \cup \{e \mid x \notin e \text{ and } \{v\} \cup e \in E(G)\}$. In other words, we replace $x$ by a copy of $v$, but we duplicate only the edges incident with $v$ and not with $x$. Let $G'$ be the resulting $r$-graph. As $\mathcal{F}$ is weakly closed under homomorphisms, $G'$ is still $\mathcal{F}$-free.

However,

$$e(G') - e(G) \geq (\alpha - \frac{\delta}{2})\binom{n-1}{r-1} - (\alpha - \delta)\binom{n-1}{r-1} - \binom{n-2}{r-2} \geq$$

$$= (\frac{\delta(n-1)}{2(r-1)} - 1)\binom{n-2}{r-2} > 0,$$

as $n \geq n_D$. This contradicts the maximality of $G$. \qed
One can strengthen the proof of Lemma 26 to show that in a maximum \( F \)-free \( r \)-graph all degrees are roughly the same (\( \alpha + o(1)\binom{n}{r-1} \)). We shall not need this stronger statement, but rather a variation of it.

**Lemma 27.** Let \( r \geq 2 \) and \( F \) be a family of \( r \)-graphs weakly closed under homomorphisms. Set \( \alpha := \pi(F) \). For any \( \varepsilon > 0 \), there exist a \( \tau > 0 \) and an \( n_V \geq 1 \) such that the following holds. If \( G \) is any \( r \)-graph on \( n \geq n_V \) vertices, density at least \( \alpha - \tau \) and having a vertex \( v \) of degree at least \( (\alpha + \varepsilon)\binom{n}{r-1} \), then \( G \) is not \( F \)-free.

**Proof.** We assume w.l.o.g. that \( \varepsilon < 1 \).

Set \( \tau := \frac{\varepsilon^2 r}{6(r-1)} \) and choose \( n_V \geq 2 \) so that for any \( n \geq n_V \), \( \text{ex}(n,F) < (\alpha + \tau)\binom{n}{r} \).

We shall assume for a contradiction that \( \text{ex}(n,F) < (\alpha + \tau)\binom{n}{r} \).

We construct a new \( r \)-graph from any embedding of \( G \), set \( S := \{ x \in V : d(x) \leq (\alpha + \frac{\varepsilon}{2})\binom{n}{r-1} \} \), where \( \varepsilon > 0 \) is any embedding of \( G \), set \( n := v(G) \). Then

\[
(\alpha + \frac{\varepsilon}{4})\binom{n}{r} > e(G) = \sum_{x \in V(G)} d(x) / r.
\]

Let \( S := \{ x \in V(G) : d(x) \leq (\alpha + \frac{\varepsilon}{2})\binom{n}{r-1} \} \). Then \( e(G) \geq \frac{\varepsilon}{6(r-1)}(\alpha + \frac{\varepsilon}{2})\binom{n}{r-1} \), so

\[
|S| \geq \left(1 - \frac{\alpha + \varepsilon/4}{\alpha + \varepsilon/2}\right)n = \frac{\varepsilon}{4\alpha + 2\varepsilon} n.
\]

Note that \( \frac{\varepsilon^2}{4\alpha + 2\varepsilon} > \frac{\varepsilon}{6(r-1)} \), hence we can fix \( S' \subseteq S \) of size \( \frac{\varepsilon}{6(r-1)}n \) (here and in what follows we ignore upper and lower integer parts; this does not affect our arguments).

We construct a new \( r \)-graph \( G' \) from \( G \) by deleting all edges incident to \( S' \) and adding all edges \( \{ \{x\} \cup e : \{v\} \cup e \in E(G \setminus S'), x \in S' \} \). Then \( S' \cup \{v\} \) is an independent set in \( G' \).

We claim \( G' \) is \( F \)-free. Indeed, if \( f : V(F) \rightarrow V(G') \) is any embedding of a graph \( F \in F \) into \( G' \), then composing \( f \) with the map \( g : V(G') \rightarrow V(G) \) that sends \( S' \) to \( v \) and is the identity otherwise, gives a homomorphism of \( F \) into \( G \). Thus there exists a surjective homomorphism \( f' : F \rightarrow F' \) with \( F' \subseteq G \). As \( F \) is weakly closed under homomorphisms, \( F' \) and hence \( G \) contains an element of \( F \) as a subgraph, a contradiction.

Consequently \( e(G') < (\alpha + \tau)\binom{n}{r} \). But

\[
e(G') - e(G) \geq |S'| \left( d_{G'}(v) - |S'|\binom{n-2}{r-2} - |S'| (\alpha + \varepsilon)\binom{n-1}{r-1} \right)
\]

\[
\geq |S'| \left( (\alpha + \varepsilon)\binom{n-1}{r-1} - |S'|\binom{n-2}{r-2} - |S'| (\alpha + \varepsilon)\binom{n-1}{r-1} \right)
\]

\[
\geq |S'|\binom{n-2}{r-2} (\alpha + \varepsilon)\binom{n-1}{r-1} - |S'| (\alpha + \varepsilon)\binom{n-1}{r-1} \]

\[
\geq |S'| (\alpha + \varepsilon)\binom{n-1}{r-1} - \varepsilon n \frac{\varepsilon}{6(r-1)} \frac{1}{r-1}, \text{ as } |S'| \leq \frac{\varepsilon n}{6(r-1)} \text{ and } n_V \geq 2,
\]

\[
= \frac{\varepsilon^2 r}{36(r-1)} \frac{n}{r},
\]

which is at least \( 2\tau \binom{n}{r} \). Hence \( e(G') \geq e(G) + 2\tau \binom{n}{r} \geq (\alpha + \tau)\binom{n}{r} \), a contradiction. □
5.4 The $\oplus_r$ function

We now study the map $\oplus_r : [0, 1] \times [0, 1] \to [0, 1]$.

**Lemma 28.** The $\oplus_r$ function is nondecreasing in each of its arguments on $[0, 1] \times [0, 1]$. In fact, for any $\alpha, \beta \in [0, 1)$ and $0 \leq \varepsilon \leq \alpha$ we have

$$\alpha \oplus_r \beta \geq (\alpha - \varepsilon) \oplus_r \beta + \varepsilon \left( \frac{r-\sqrt{1-\beta}}{1 + r\sqrt{1-\beta}} \right)^r \quad (7)$$

**Proof.** The first statement follows immediately from the definition of $\oplus_r$.

To prove the second, define $h_\beta : [0, 1] \to \mathbb{R}$ by

$$h_\beta(x) = 1 - \frac{(1-x)(1-\beta)}{(r-\sqrt{1-x} + r\sqrt{1-\beta})^{r-1}}.$$ 

Then the first order derivative of $h_\beta(x)$ exists and it is equal to

$$h_\beta'(x) = \left( \frac{r-\sqrt{1-\beta}}{r-\sqrt{1-x} + r\sqrt{1-\beta}} \right)^r.$$ 

Thus for any $x \in [0, 1)$ we have

$$h_\beta'(x) \geq h_\beta'(0) = \left( \frac{r-\sqrt{1-\beta}}{1 + r\sqrt{1-\beta}} \right)^r.$$ 

Hence

$$\alpha \oplus_r \beta = (\alpha - \varepsilon) \oplus_r \beta + \int_{\alpha-\varepsilon}^{\alpha} h_\beta'(x) \, dx$$

$$\geq (\alpha - \varepsilon) \oplus_r \beta + \varepsilon h_\beta'(0)$$

$$= (\alpha - \varepsilon) \oplus_r \beta + \varepsilon \left( \frac{r-\sqrt{1-\beta}}{1 + r\sqrt{1-\beta}} \right)^r,$$

proving the lemma. \qed

5.5 The Rigidity Lemma

From this point on we adopt the strategy developed by Pikhurko in [43] (which in turn follows the Stability Method pioneered by Simonovits). The first step is to prove a *rigidity lemma:* we construct some graphs which can embed only in a prescribed way in a graph of the form $G \times H$, where $\times$ is a special type of product of hypergraphs which we now define.

Let $G$ and $H$ be two $r$-graphs on disjoint vertex sets. We define $G \times H$ as the $r$-graph with vertex set $V(G) \dot{\cup} V(H)$ and edge set $E(G) \dot{\cup} E(H) \dot{\cup} \{e \in (V(G) \dot{\cup} V(H)) : e$ intersects both $V(G)$ and $V(H)\}$. We then extend this definition to $r$-graphs with intersecting vertex sets in the same manner as before.

If $\mathcal{F}$ is family of $r$-graphs and $M \geq 1$ an integer, we let $\mathcal{F}(M)$ be a maximal family of $r$-graphs with the following properties:
(i) \( F \subseteq \mathcal{F}(M) \).

(ii) If \( F \in \mathcal{F}(M) \setminus \mathcal{F} \) then \( F \) has at least one edge and \( v(F) \leq M \).

(iii) \( \pi(\mathcal{F}(M)) = \pi(\mathcal{F}) \).

We call \( \mathcal{F}(M) \) an \( M \)-closure of \( \mathcal{F} \). Clearly there could be several distinct \( M \)-closures for a fixed \( \mathcal{F} \), and moreover an \( M \)-closure always exists for any \( M \geq 1 \).

Suppose now that \( \pi(\mathcal{F}) > 0 \). By maximality, for any \( F \notin \mathcal{F}(M) \) on at most \( M \) vertices, we have \( \pi(\mathcal{F}(M) \cup \{ F \}) < \pi(\mathcal{F}) \). Thus we can define the threshold of \( \mathcal{F}(M) \) as

\[
\theta(\mathcal{F}(M)) := \max\{\pi(\mathcal{F}(M) \cup \{ F \}) : F \notin \mathcal{F}(M) \text{ and } v(F) \leq M\},
\]

and this number is well-defined and strictly less than \( \pi(\mathcal{F}) \). For any \( 0 < \varepsilon < \pi(\mathcal{F}) - \theta(\mathcal{F}(M)) \) and any \( F \notin \mathcal{F}(M) \) on at most \( M \) vertices, Theorem 22 applied to \( \varepsilon \) and \( \mathcal{F}(M) \cup \{ F \} \) gives us a \( \delta(\varepsilon, F) > 0 \) and an \( n_{S}(\varepsilon, F) \geq 1 \). We set

\[
\delta(\varepsilon, \mathcal{F}(M)) := \min\{\delta(\varepsilon, F) : F \notin \mathcal{F}(M) \text{ and } v(F) \leq M\},
\]

\[
n^{*}(\varepsilon, \mathcal{F}(M)) := \max\{n_{S}(\varepsilon, F) : F \notin \mathcal{F}(M) \text{ and } v(F) \leq M\}.
\]

If \( \pi(\mathcal{F}) = 0 \) then \( \mathcal{F}(M) \) contains all \( r \)-graphs on at most \( M \) vertices and with at least one edge. For technical reasons we define \( \theta(\mathcal{F}(M)) = -1 \), and for any \( 0 < \varepsilon < 1 \), we set \( \delta(\varepsilon, \mathcal{F}(M)) = 1 \) and \( n^{*}(\varepsilon, \mathcal{F}(M)) = 1 \).

If \( \mathcal{F} \) is family of \( r \)-graphs and \( F \) is any \( r \)-graph, we say \( F \) is valid with respect to (w.r.t \( \mathcal{F} \) if \( \pi(\mathcal{F} \cup \{ F \}) < \pi(\mathcal{F}) \) or \( \lambda(F) = \pi(\mathcal{F}) = 0 \) (the point of this last condition is that we want the 1-vertex graph to be valid w.r.t. any family of \( r \)-graphs). Otherwise we call \( F \) invalid w.r.t \( \mathcal{F} \). We say \( F \) is minimal invalid w.r.t \( \mathcal{F} \) if \( F \) is not valid, but for any \( x \in V(F) \), the \( r \)-graph \( F \setminus x \) is valid. Note that any invalid \( r \)-graph contains at least one edge. Moreover the empty graph is valid w.r.t. \( \mathcal{F} \) for any family of \( r \)-graphs \( \mathcal{F} \).

One particular example the reader should keep in mind is the family \( \mathcal{F} = \{ I_{r-1} \} \), where \( I_{r-1} \) is the \( r \)-graph consisting of \( r - 1 \) isolated vertices. By our definition \( I_{r-1} \) is valid w.r.t \( \mathcal{F} \). To complicate matters further, any \( I_{r-1} \)-free \( r \)-graph has a bounded number of vertices and hence there is no sequence of extremal graphs with size tending to infinity. Later on we will show that we can avoid working with such families, but we will allow them for now.

Now suppose two families of \( r \)-graphs \( \mathcal{F}_{\alpha} \) and \( \mathcal{F}_{\beta} \) are given. Let \( F \) be any \( r \)-graph. A partition of \( V(F) \) into \( C_{1} \) and \( C_{2} \) is denoted by \( (C_{1}, C_{2}) \), and we identify \( C_{1} \) with the \( r \)-graph \( F[C_{1}] \), and similarly \( C_{2} \) with the \( r \)-graph \( F[C_{2}] \). We allow \( C_{1} \) or \( C_{2} \) to be empty. A partition \( (C_{1}, C_{2}) \) is called valid w.r.t \( \mathcal{F}_{\alpha} \) and \( \mathcal{F}_{\beta} \) if \( C_{1} \) is valid w.r.t \( \mathcal{F}_{\alpha} \) and \( C_{2} \) is valid w.r.t \( \mathcal{F}_{\beta} \).

Let us now record several simple observations concerning valid graphs.

**Lemma 29.** Let \( \mathcal{F} \) be any family of \( r \)-graphs, \( M \geq 1 \) arbitrary and \( \mathcal{F}(M) \) an arbitrary \( M \)-closure of \( \mathcal{F} \). Then the following holds.

(i) If \( H \subseteq G \) and \( G \) is valid w.r.t \( \mathcal{F} \) then so is \( H \).

(ii) If \( H \subseteq G \) and \( H \) is invalid w.r.t \( \mathcal{F} \) then so is \( G \).

(iii) If \( G \) and \( H \) are both valid w.r.t \( \mathcal{F} \) then so is \( G \cup H \).
(iv). If \( G \) is valid w.r.t. \( \mathcal{F} \) then \( G \) is also valid w.r.t. \( \mathcal{F}(M) \).

(v). If \( G \in \mathcal{F} \) is invalid w.r.t. \( \mathcal{F} \) then \( G \) is also invalid w.r.t. any family of \( r \)-graphs \( \mathcal{G} \) containing \( \mathcal{F} \), in particular \( G \) is invalid w.r.t. \( \mathcal{F}(M) \).

Proof. Set \( \alpha := \pi(\mathcal{F}) \). We first prove (i).

If \( \alpha > 0 \) then by Lemma 25 (ii), we have that \( \pi(\mathcal{F} \cup \{H\}) \leq \pi(\mathcal{F} \cup \{G\}) < \alpha \), and hence \( H \) is valid. If \( \alpha = 0 \), by Lemma 21 (i), we have that \( \lambda(H) \leq \lambda(G) = 0 \), and hence \( H \) is again valid. Thus (i) holds.

We prove (ii).

By Lemma 25 (i) and (ii), \( \alpha = \pi(\mathcal{F} \cup \{H\}) \leq \pi(\mathcal{F} \cup \{G\}) \leq \alpha \) and so \( \pi(\mathcal{F} \cup \{G\}) = \alpha \).

Furthermore as \( H \) is invalid we have \( \lambda(G) \geq \lambda(H) > 0 \). Hence (ii) holds as well.

We now prove (iii).

If \( \alpha = 0 \) then by Lemma 21 (iii),

\[
\lambda(G \cup H) = \max\{\lambda(G), \lambda(H)\} = 0,
\]

as \( G \) and \( H \) are both valid w.r.t. \( \mathcal{F} \). Hence \( G \cup H \) is also valid.

If \( \alpha > 0 \), then by Lemma 25 (iii),

\[
\pi(\mathcal{F} \cup \{G \cup H\}) = \max\{\pi(\mathcal{F} \cup \{G\}), \pi(\mathcal{F} \cup \{H\})\} < \alpha,
\]

again as \( G \) and \( H \) are both valid w.r.t. \( \mathcal{F} \). Thus \( G \cup H \) is also valid, showing (iii).

We prove (iv).

Let \( G \) be any \( r \)-graph valid w.r.t. \( \mathcal{F} \). If \( \alpha > 0 \), then by Lemma 25 (i),

\[
\pi(\mathcal{F}(M) \cup \{G\}) \leq \pi(\mathcal{F} \cup \{G\}) < \pi(\mathcal{F}) = \pi(\mathcal{F}(M))
\]

and hence \( G \) is valid w.r.t. \( \mathcal{F}(M) \).

If \( \alpha = 0 \) then \( \pi(\mathcal{F}(M)) = 0 \) as well, and again \( G \) is valid w.r.t. \( \mathcal{F}(M) \). This shows (iv).

We prove (v).

Assume \( G \in \mathcal{F} \) and \( G \) is invalid w.r.t. \( \mathcal{F} \). Then \( \lambda(G) > 0 \). If \( \mathcal{G} \supseteq \mathcal{F} \) is any family of \( r \)-graphs containing \( \mathcal{F} \), then \( G \in \mathcal{G} \). Hence \( \pi(\mathcal{G} \cup \{G\}) = \pi(\mathcal{G}) \). Thus \( G \) is invalid w.r.t. \( \mathcal{G} \), showing (v). \( \Box \)

Note that in Lemma 29 (v), the assumption \( G \in \mathcal{F} \) played a crucial role.

**Lemma 30 (The Rigidity Lemma).** Let \( \mathcal{F}_\alpha \) and \( \mathcal{F}_\beta \) be two non-empty families of \( r \)-graphs with \( \pi(\mathcal{F}_\alpha) = \alpha \) and \( \pi(\mathcal{F}_\beta) = \beta \).

Let \( P \) be any \( r \)-graph valid or minimal invalid w.r.t. \( \mathcal{F}_\alpha \) such that if \( P \) is minimal invalid, then \( P \in \mathcal{F}_\alpha \). Let \( Q \) be any \( r \)-graph minimal invalid w.r.t. \( \mathcal{F}_\beta \) such that \( Q \in \mathcal{F}_\beta \).

For any choice of \( v \in V(P) \) and \( w \in V(Q) \), there exists an \( M_{P,Q,v,w} > 0 \) such that for any \( M \geq M_{P,Q,v,w} \) and any \( M \)-closures \( \mathcal{F}_\alpha(M) \) and \( \mathcal{F}_\beta(M) \) the following holds.

There exists an \( r \)-graph \( C(P, Q, v, w) \) with the following properties:

(A). \( v(C(P, Q, v, w)) \leq M_{P,Q,v,w} \).

(B). Let \( K \) be the graph obtained from \( P \) and \( Q \) by identifying \( v \) with \( w \). Then \( C(P, Q, v, w) \) contains an induced copy \( K' \) of \( K \) such that \( C(P, Q, v, w) \setminus K' \) has a valid partition \( (C_1, C_2) \) w.r.t. \( \mathcal{F}_\alpha(M) \) and \( \mathcal{F}_\beta(M) \), and any edge intersecting \( K' \) is either contained in \( K' \), or intersects \( P \setminus v \) in one vertex and \( C_2 \) in \( r - 1 \) vertices, or intersects \( Q \setminus w \) in one vertex and \( C_1 \) in \( r - 1 \) vertices.
(C). If $P$ is valid w.r.t. $\mathcal{F}_\alpha$ then for any valid partition $(C_1, C_2)$ of $C(P, Q, v, w)$ w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$ we have $P \subseteq C_1$.

If $P$ is minimal invalid w.r.t. $\mathcal{F}_\alpha$ then $C(P, Q, v, w)$ has no valid partition w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$.

Before we proceed to the proof of the Rigidity Lemma we note the following consequence, which we will also use in the proof.

**Lemma 31** (Addendum to the Rigidity Lemma). Under the hypotheses of Lemma 29 the following holds.

(a). If $P$ is valid w.r.t. $\mathcal{F}_\alpha$ then $C(P, Q, v, w)$ has a valid partition $(C_1, C_2)$ w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$, with $C_1$ containing an induced copy $P'$ of $P$. Furthermore any edge intersecting $P'$ is either contained in $P'$ or intersects $P'$ in one vertex and $C_2$ in $r - 1$ vertices.

(b). If $P$ is minimal invalid w.r.t. $\mathcal{F}_\alpha$ then $C(P, Q, v, w)$ has a partition $(C_1, C_2)$ with $C_1$ containing an induced copy $P'$ of $P$, such that $(C_1 \setminus P', C_2)$ is a valid partition of $C(P, Q, v, w) \setminus P'$ w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$. Furthermore any edge intersecting $P'$ is either contained in $P'$ or intersects $P'$ in one vertex and $C_2$ in $r - 1$ vertices.

**Proof.** By (B) of the Rigidity Lemma, $C(P, Q, v, w)$ contains an induced copy $K'$ of $K$ such that $C(P, Q, v, w) \setminus K'$ has a valid partition $(C_1', C_2')$ w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$. Let $P_1$ and $Q_1$ be the copies of $P \setminus v$, respectively $Q \setminus w$, in $K'$, and $z$ the unique vertex in $K' \setminus (P_1 \cup Q_1)$.

Define $C_1 := C_1' \cup (P_1 \cup \{z\})$ and $C_2 := C_2' \cup Q_1$. Note that $C_1 \cong C_1' \cup P_1$ as $P_1$ and $z$ form an induced copy $P'$ of $P$ in $C_1$.

By (B), any edge intersecting $P'$ is either contained in $P'$ or intersects $P'$ in one vertex and $C_2$ in $r - 1$ vertices.

As $Q_1$ is valid w.r.t. $\mathcal{F}_\beta$, $C_2$ is always valid w.r.t. $\mathcal{F}_\beta(M)$ by Lemma 29 (iii) and (iv).

Moreover if $P$ is valid w.r.t. $\mathcal{F}_\alpha$ then $C_1$ is also valid w.r.t. $\mathcal{F}_\alpha(M)$ by Lemma 29 (iii) and (iv).

This proves (a).

Finally, if $P$ is minimal invalid w.r.t. $\mathcal{F}_\alpha$ then $C_1 \setminus P' = C_1'$ is valid w.r.t. $\mathcal{F}_\alpha(M)$. This proves (b).

**Proof of the Rigidity Lemma.** Define $M_1 := v(Q)$ and by induction on $k \geq 2$ define the positive integer

$$M_k := M_{k-1} + 2^{M_{k-1}} (2v(Q) - 2 + k).$$

(9)

We shall show that the lemma holds for $M_{P,Q,v,w} := M_v(P)$. Let $M \geq M_{P,Q,v,w}$ be arbitrary and consider any $M$-closures $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$.

We prove by induction on $v(P) \geq 1$ that an $r$-graph $C(P, Q, v, w)$ with the desired properties exists.

First assume that $v(P) = 1$. Then $P$ is just a vertex $v$ and necessarily $P$ is valid w.r.t. $\mathcal{F}_\alpha$.

Define $C(P, Q, v, w) := Q$. Then $v(C(P, Q, v, w)) = M_1 = M_{P,Q,v,w}$, proving (A).

Clearly $Q$ is isomorphic to the $r$-graph $K'$ prescribed by (B), and the empty graph has always a valid partition $(\emptyset, \emptyset)$ w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$. This proves (B).

Finally, let $(C_1, C_2)$ be any valid partition of $C(P, Q, v, w)$ w.r.t. $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$. If $C_1 = \emptyset$ then $C_2 = Q$, contradicting the validity of $C_2$ w.r.t. $\mathcal{F}_\beta(M)$ by Lemma 29 (v). Therefore $C_1 \neq \emptyset$, and hence $P \subseteq C_1$, proving (C).
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Now assume that \( v(P) > 1 \) and the induction hypothesis holds for all \( r \)-graphs \( P' \) on fewer vertices, such that \( P' \) is either valid w.r.t. \( \mathcal{F}_\alpha \), or belongs to \( \mathcal{F}_\alpha \) and is minimal invalid with respect to it.

If \( P \) is valid, by Lemma \( 29 \) (i), so is \( P \setminus v \). If \( P \) is minimal invalid, then \( P \setminus v \) is valid by definition. Thus in any case \( P \setminus v \) is valid. Fix \( v' \in V(P \setminus v) \) arbitrary. As \( M \geq M_{P \setminus v, Q, v', w} \), the induction hypothesis gives us an \( r \)-graph \( C(P \setminus v) := C(P \setminus v, Q, v', w) \) satisfying (A)-(C).

We define a sequence of \( r \)-graphs \( F_0, F_1, \ldots \) as follows.

Let \( (C_1^0, C_2^0) \) be the valid partition of \( C(P \setminus v) \) w.r.t. \( \mathcal{F}_\alpha(M) \) and \( \mathcal{F}_\beta(M) \), guaranteed by the Addendum to the Rigidity Lemma, (a). Let \( Q_1^0 \) and \( Q_2^0 \) be vertex disjoint copies of \( Q \setminus w \), and \( P_1^0 \) a copy of \( P \setminus v \). To the \( r \)-graph \( C_1^0 \times (C_2^0 \cup Q_1^0) \) add \( P_1^0 \) and all edges intersecting \( P_1^0 \) in one vertex and \( Q_1^0 \) in \( r - 1 \) vertices. Then add \( Q_2^0 \) and all edges intersecting \( Q_2^0 \) in one vertex and \( C_1^0 \) in \( r - 1 \) vertices. Finally, add a vertex \( z_0 \) and edges in such a way that \( P_1^0 \cup \{z_0\} \) induces a copy of \( P \), and \( Q_2^0 \cup \{z_0\} \) induces a copy of \( Q \). No other edges incident with \( z_0 \) are added. This defines \( F_0 \).

Now suppose \( i \geq 0 \) and we have constructed \( F_i \).

First assume there exists a partition \( (D_1^{i+1}, D_2^{i+1}) \) of \( F_i \) valid w.r.t. \( \mathcal{F}_\alpha(M) \) and \( \mathcal{F}_\beta(M) \) such that \( P \not\subseteq D_1^{i+1} \). We construct \( F_{i+1} \) in a similar manner as above. Let \( Q_1^{i+1} \) and \( Q_2^{i+1} \) be vertex disjoint copies of \( Q \setminus w \), and let \( P_1^{i+1} \) be a copy of \( P \setminus v \). To the \( r \)-graph \( D_1^{i+1} \times (D_2^{i+1} \cup Q_1^{i+1}) \) add \( P_1^{i+1} \) and all edges intersecting \( P_1^{i+1} \) in one vertex and \( Q_1^{i+1} \) in \( r - 1 \) vertices. Then add \( Q_2^{i+1} \) and all edges intersecting \( Q_2^{i+1} \) in one vertex and \( D_1^{i+1} \) in \( r - 1 \) vertices. Finally, add a vertex \( z_{i+1} \) and edges in such a way that \( P_1^{i+1} \cup \{z_{i+1}\} \) induces a copy of \( P \), and \( Q_2^{i+1} \cup \{z_{i+1}\} \) induces a copy of \( Q \). No other edges incident with \( z_{i+1} \) are added. This defines \( F_{i+1} \).

If no partition \( (D_1^{i+1}, D_2^{i+1}) \) with the desired properties exists, we set \( C(P, Q, v, w) := F_i \) and we stop.

### Claim 1. The sequence has at most \( 2^{\text{exp}(C(P \setminus v))} \) terms.

**Proof.** Note that

\[
C(P \setminus v) \subseteq F_0 \subseteq F_1 \subseteq F_2 \ldots .
\]

We identify the vertices of these graphs in such a way that all the above inclusion maps are given by the identity. Therefore we can speak about "the" subgraph \( C(P \setminus v) \) of \( F_i \), although \( F_i \) may possibly contain other copies of \( C(P \setminus v) \).

For each \( i \geq 1 \), set \( C_1^i := D_1^i \cap V(C(P \setminus v)) \) and \( C_2^i := D_2^i \cap V(C(P \setminus v)) \). Then by Lemma \( 29 \) (i), \( (C_1^i, C_2^i) \) is a valid partition of \( C(P \setminus v) \) w.r.t. \( \mathcal{F}_\alpha(M) \) and \( \mathcal{F}_\beta(M) \). Note that \( (C_1^0, C_2^0) \) was already defined.

We claim that all the partitions \( (C_1^i, C_2^i) \) must be distinct.

Indeed, suppose for a contradiction that there are \( 0 \leq i < j \) such that \( (C_1^i, C_2^i) = (C_1^j, C_2^j) \).

By assumption, \( D_1^i \supseteq C_1^i = C_1^j \) contains no copy of \( P \). As \( (C_1^i, C_2^i) \) is valid, it follows by (C) that \( C_1^i \) and hence \( D_1^i \) contains a copy \( P' \) of \( P \setminus v \). But \( F_i \subseteq F_{j-1} = D_1^j \cup D_2^j \) contains the copy \( Q_1^j \) of \( Q \setminus w \). As any vertex \( x \) of \( Q_1^j \) together with \( P' \) would induce the subgraph \( P' \times x \supseteq P \), it follows that all vertices of \( Q_1^j \) are part of \( D_2^j \). A similar argument shows that \( V(Q_2^j) \subseteq V(D_2^j) \).

But \( F_i \) also contains the copy \( P_1^i \) of \( P \setminus v \), and \( P_1^i \cup \{z_i\} \) forms a copy of \( P \). As \( P \not\subseteq D_1^i \), for some \( x \in V(P_1^i) \cup \{z_i\} \) we have \( x \in D_2^j \).

If \( x \neq z_i \), then \( Q \subseteq x \times Q_1^j \subseteq D_2^j \).

If \( x = z_i \) then \( x \) and \( Q_2^j \) induce a copy of \( Q \) in \( D_2^j \).

Thus in any case \( Q \subseteq D_2^j \). But this is a contradiction with the validity of the partition \( (D_1^i, D_2^j) \).
Consequently all partitions \((C_1', C_2')\) of \(C(P \setminus v)\) must be distinct. There are at most \(2^{v(C(P\setminus v))}\) such partitions, completing the proof.

Let \(s\) be the length of the sequence. By Claim 1, \(1 \leq s \leq 2^{v(C(P\setminus v))} \leq 2^{M_v(P)-1}\).

By induction on \(0 \leq i \leq s-1\), we see that \(v(F_i) \leq v(C(P \setminus v)) + (i + 1)(2v(Q) - 2 + v(P))\). Therefore \(v(C(P, Q, v, w)) \leq M_v(P)-1 + 2^{M_v(P)-1}(2v(Q) - 2 + v(P)) = M_v(P) = M_{P,Q,v,w}\). This proves (A).

Define \(D^0_1 := C^0_1\) and \(D^0_2 := C^0_2\). Note that \(C(P, Q, v, w) = F_{s-1}\) contains a copy \(K'\) of \(K\) given by \(P^{s-1}_1, Q^{s-1}_2\) and \(z_{s-1}\), and \(C(P, Q, v, w) \setminus K'\) has the partition \((D^s_1, D^s_2, Q^{s-1}_1)\).

It is easy to see that this partition is valid w.r.t. \(\mathcal{F}_\alpha(M)\) and \(\mathcal{F}_\beta(M)\), proving (B).

As the sequence stopped, any valid partition \((D_1, D_2)\) of \((C(P, Q, v, w)\) w.r.t. \(\mathcal{F}_\alpha(M)\) and \(\mathcal{F}_\beta(M)\) must satisfy \(P \subseteq D_1\). If \(P\) is minimal invalid, this is a contradiction with Lemma 29, (ii) and (v), and therefore in this case no valid partition \((D_1, D_2)\) can exist. This proves (C), finishing the proof of the lemma.

\[\square\]

5.6 The Collapsing Lemma

We continue to follow the strategy of Pikhurko from \[33\]. The next step is to prove a collapsing lemma. The general idea is to show that under certain circumstances two \(r\)-graphs which are extremal and "close" to one another must in fact be isomorphic (thus the extremal structure "collapses" onto a predefined pattern). This technique goes back to the work of Simonovits in the 60s \[33\] and was later developed as a tool for the exact determination of Turán densities.

To the best of our knowledge, all the previous applications of this method considered that one of the two \(r\)-graphs is a blow-up or an iterated blow-up structure. In such a situation many nice properties are available, most importantly, the addition of any new edge to this graph creates \(\Omega(n^{\pi(F)-r})\) copies of some forbidden graph \(F\). Thus even a small, local modification requires the deletion of many edges to maintain the property of being \(F\)-free, in particular the resulting graph can not be "close" to the initial one, and hence if it is "too close", it must be equal.

However, this is too much to expect in our present situation; for an arbitrary Turán density there is no structure to use, and there is no evidence that adding an edge to an extremal \(r\)-graph would create many copies of some forbidden subgraph.

Nevertheless in some cases local modifications create many forbidden \(r\)-graphs; this can be read out of the \(\pi\) function, and it was our goal in the previous section to extract this information. We shall use it to show that the number of edges in an extremal \(r\)-graph is suitably bounded by the function \(\oplus_r\).

First we need a couple of definitions.

Let \(G\) and \(H\) be two \(r\)-graphs with the same number \(n\) of vertices. For \(\varepsilon > 0\), we say that \(G\) and \(H\) are \(\varepsilon\)-close if \(G\) is isomorphic to an \(r\)-graph \(G'\) on \(V(H)\) such that \(|E(G')\bigtriangleup E(H)| \leq \varepsilon(n^r)\).

In other words, we can obtain \(H\) from \(G\) by adding or deleting at most \(\varepsilon(n^r)\) edges.

A family of \(r\)-graphs \(\mathcal{F}\) is called minimal if it is weakly closed under homomorphisms and any \(r\)-graph \(F \in \mathcal{F}\) is minimal invalid w.r.t. \(\mathcal{F}\).

**Lemma 32.** For any finite family of \(r\)-graphs \(\mathcal{F}\) there exists a finite minimal family of \(r\)-graphs \(\mathcal{F}'\) with \(\pi(\mathcal{F}') = \pi(\mathcal{F})\).

**Proof.** Clearly we may assume that each \(r\)-graph in \(\mathcal{F}\) has at least one edge.

We shall repeatedly apply one of the following operations to \(\mathcal{F}\).

---
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(O1) If $F \in \mathcal{F}$, $f : F \to F'$ is a surjective homomorphism and $F' \notin \mathcal{F}$, then add $F'$ to $\mathcal{F}$.

(O2) If $F \in \mathcal{F}$, $F' \notin \mathcal{F}$ is a proper subgraph of $F$ with at least one edge and $\pi(\mathcal{F} \cup \{F'\}) = \pi(\mathcal{F})$, then add $F'$ to $\mathcal{F}$.

(O3) If $F' \subseteq F$ and $F', F \in \mathcal{F}$ then remove $F$ from $\mathcal{F}$.

We start by applying (O1) and (O2) until none of these operations can be applied anymore, and then we apply (O3) as many times as possible. As (O1), (O2) and (O3) can each be applied only a finite number of times, we obtain a finite family $\mathcal{F'}$ of $r$-graphs.

We first claim that $\pi(\mathcal{F}') = \pi(\mathcal{F})$ and that any element of $\mathcal{F}'$ has at least one edge. To prove this we examine each operation separately.

Consider (O1). Let $F \in \mathcal{F}$ and suppose that there exists $F'$ and a surjective homomorphism from $F$ to $F'$ such that $F' \notin \mathcal{F}$. Then for some $t \geq 1$, $F \subseteq F'(t)$. Hence by Lemma 25 (i), (ii) and (iv),

$$\pi(\mathcal{F}) \geq \pi(\mathcal{F} \cup \{F'\}) = \pi(\mathcal{F} \cup \{F'(t)\}) \geq \pi(\mathcal{F} \cup \{F\}) = \pi(\mathcal{F}),$$

proving that $\pi(\mathcal{F} \cup \{F'\}) = \pi(\mathcal{F})$. Thus we can add $F'$ to $\mathcal{F}$ without changing the Turán density. Moreover $F'$ has at least one edge, as it contains a homomorphic image of $F$.

Now consider (O2). Let $F \in \mathcal{F}$ and $F' \notin \mathcal{F}$ be a proper subgraph of $F$ with at least one edge, such that $\pi(\mathcal{F} \cup \{F'\}) = \pi(\mathcal{F})$. Then we can add $F'$ to $\mathcal{F}$, and this does not change the Turán density.

Finally, by Lemma 25 (i) and (ii), whenever $F' \subseteq F$ and $F', F \in \mathcal{F}$, we can remove $F$ from $\mathcal{F}$ without changing the Turán density.

Consequently it follows by induction that $\pi(\mathcal{F}') = \pi(\mathcal{F})$ and any element of $\mathcal{F}'$ has at least one edge. In particular, any $F \in \mathcal{F}'$ is invalid w.r.t. $\mathcal{F}'$.

We now claim that any $r$-graph in $\mathcal{F}'$ is also minimal invalid with respect to it. Indeed, suppose for a contradiction that there exists $F \in \mathcal{F}'$ and $x \in V(F)$ such that $F \setminus x$ is invalid w.r.t. $\mathcal{F}'$. Then $F \setminus x$ has at least one edge and $\pi(\mathcal{F}' \cup \{F \setminus x\}) = \pi(\mathcal{F}') = \pi(\mathcal{F})$. By (O2), $F \setminus x \in \mathcal{F}$ before the first application of (O3). But then (O3) forces the removal of $F$ from $\mathcal{F}$, a contradiction.

Consequently any $r$-graph $F \in \mathcal{F}'$ is minimal invalid w.r.t. $\mathcal{F}'$.

Finally, we claim $\mathcal{F}'$ is weakly closed under homomorphisms. Indeed, let $F \in \mathcal{F}'$ and assume $f : F \to F'$ is a surjective homomorphism. Then $F'$ was added to $\mathcal{F}$ by (O1) if it was not already present in $\mathcal{F}$. If $F' \notin \mathcal{F}'$, then it must have been removed by (O3). Consequently there exists $F'' \subseteq F'$ such that $F'' \notin \mathcal{F}'$. This shows that $\mathcal{F}'$ is weakly closed under homomorphisms.

Note that if $\mathcal{F}$ is minimal and $\pi(\mathcal{F}) = 0$, then $\mathcal{F} = \{e\}$, where $e$ is the $r$-edge.

**Lemma 33** (The Collapsing Lemma). Let $\mathcal{F}_\alpha$ and $\mathcal{F}_\beta$ be two non-empty finite minimal families of $r$-graphs with $\pi(\mathcal{F}_\alpha) = \alpha$ and $\pi(\mathcal{F}_\beta) = \beta$.

Then there exists an $M_{\alpha,\beta} > 0$ such that for any $M \geq M_{\alpha,\beta}$ and any $M$-closures $\mathcal{F}_\alpha(M)$ and $\mathcal{F}_\beta(M)$ the following holds.

There exist a finite family of $r$-graphs $\mathcal{F}_{\alpha,\beta}$ and an $\varepsilon > 0$ with the following properties.

- If $H_1$ is an $\mathcal{F}_\alpha(M)$-free $r$-graph and $H_2$ is an $\mathcal{F}_\beta(M)$-free $r$-graph then $H_1 \times H_2$ is $\mathcal{F}_{\alpha,\beta}$-free.

- Furthermore for any $\zeta > 0$ there exists an $n_0 \geq 1$ such that any maximum $\mathcal{F}_{\alpha,\beta}$-free $r$-graph $G$ on $n \geq n_0$ vertices which is $\varepsilon$-close to an $r$-graph of the form $H_1 \times H_2$, with $H_1$ an $\mathcal{F}_\alpha(M)$-free $r$-graph, and $H_2$ an $\mathcal{F}_\beta(M)$-free $r$-graph, has at most

$$\left(\alpha +_r \beta + \zeta\right) \binom{n}{r}$$

(10)
Proof. For any pair $(F_\alpha, F_\beta) \in \mathcal{F}_\alpha \times \mathcal{F}_\beta$, and any choice of $v \in V(F_\alpha), w \in V(F_\beta)$, the Rigidity Lemma gives us a positive integer $M_{F_\alpha, F_\beta, v, w}$. We set $M_{\alpha, \beta}$ to be the maximum of these values.

Now let $M \geq M_{\alpha, \beta}$ be arbitrary and fix arbitrary $M$-closures $\mathcal{F}_m(M)$ and $\mathcal{F}_m(M)$.

For any pair $(F_\alpha, F_\beta) \in \mathcal{F}_\alpha \times \mathcal{F}_\beta$, and any choice of $v \in V(F_\alpha), w \in V(F_\beta)$, the Rigidity Lemma now gives us an $r$-graph $C(F_\alpha, F_\beta, v, w)$. We set

$$\mathcal{F}^*_{\alpha, \beta} := \{C(F_\alpha, F_\beta, v, w) : F_\alpha \in \mathcal{F}_\alpha, F_\beta \in \mathcal{F}_\beta, v \in V(F_\alpha), w \in V(F_\beta)\}$$

and let $\mathcal{F}_{\alpha, \beta}$ be the closure of $\mathcal{F}^*_{\alpha, \beta}$ under homomorphisms.

For each $F_\alpha \in \mathcal{F}_\alpha$, choose an arbitrary $F_\beta \in \mathcal{F}_\beta$ along with an arbitrary $v \in V(F_\alpha)$ and $w \in V(F_\beta)$. With these choices, define the $r$-graph $C(F_\alpha) := C(F_\alpha, F_\beta, v, w)$. The exact choices we make are irrelevant for the argument to follow. Similarly for any $F_\beta \in \mathcal{F}_\beta$, choose $F_\alpha \in \mathcal{F}_\alpha, v \in V(F_\alpha)$ and $w \in V(F_\beta)$ arbitrary, and define the $r$-graph $C(F_\beta) := C(F_\alpha, F_\beta, v, w)$.

Before we go any further we establish the first part of the lemma.

**Claim 2.** If $H_1$ is an $\mathcal{F}_\alpha(M)$-free $r$-graph and $H_2$ is an $\mathcal{F}_\beta(M)$-free $r$-graph then $H := H_1 \times H_2$ is $\mathcal{F}_{\alpha, \beta}$-free.

Proof. Let $P \in \mathcal{F}_\alpha, Q \in \mathcal{F}_\beta$ and $v \in V(P), w \in V(Q)$. Let $f : C(P, Q, v, w) \to F$ be any surjective homomorphism. We show $H$ is $F$-free.

Suppose for a contradiction that $F$ embeds into $H = H_1 \times H_2$. Then there exists a partition $(T_1, T_2)$ of $C(P, Q, v, w)$ such that $f(T_1) \subseteq H_1$ and $f(T_2) \subseteq H_2$. By Lemma 30 (C), this partition is not valid. Thus w.l.o.g. we may assume that $T_1$ is not valid w.r.t. $\mathcal{F}_\alpha(M)$.

Let $t \geq 1$ such that $T_1 \subseteq f(T_1)(t)$.

If $\alpha > 0$ then by Lemma 25 (iv) and (ii),

$$\pi(\mathcal{F}_\alpha(M) \cup \{f(T_1)\}) = \pi(\mathcal{F}_\alpha(M) \cup \{f(T_1)(t)\}) \geq \pi(\mathcal{F}_\alpha(M) \cup \{T_1\}) = \pi(\mathcal{F}_\alpha(M)).$$

Consequently $\pi(\mathcal{F}_\alpha(M) \cup \{f(T_1)\}) = \pi(\mathcal{F}_\alpha(M))$. However, $\nu(f(T_1)) \leq \nu(T_1) \leq \nu(C(P, Q, v, w)) \leq M_{\alpha, \beta} \leq M$ by definition. As $\alpha > 0$, $T_1$ and hence $f(T_1)$ certainly contains at least one edge. Thus by maximality, $f(T_1) \in \mathcal{F}_\alpha(M)$. This contradicts the fact that $H_1$ is $\mathcal{F}_\alpha(M)$-free.

Hence $\alpha = 0$. But then $\lambda(H_1) \geq \lambda(f(T_1)) \geq \lambda(T_1) > 0$ by Lemma 21 (ii). Consequently $H_1$ has at least one edge. But $\mathcal{F}_\alpha$ contains the one edge $r$-graph, again contradicting the fact that $H_1$ is $\mathcal{F}_\alpha$-free. This proves the claim.

We now prove the second part of the Collapsing Lemma. Define

$$\varepsilon_0 := \frac{1}{2} \min\{\alpha - \theta(\mathcal{F}_\alpha(M)), \beta - \theta(\mathcal{F}_\beta(M))\},$$

where recall that $\theta(\mathcal{F}(M))$ is the threshold of the $M$-closure $\mathcal{F}(M)$. By definition, $\theta(\mathcal{F}_\alpha(M)) = -1$ if $\alpha = 0$, and similarly $\theta(\mathcal{F}_\beta(M)) = -1$ if $\beta = 0$. Hence we always have $\varepsilon_0 > 0$.

Then define

$$\delta := \min\{\delta(\varepsilon_0, \mathcal{F}_\alpha(M)), \delta(\varepsilon_0, \mathcal{F}_\beta(M))\},$$

$$n^* := \max\{n^*(\varepsilon_0, \mathcal{F}_\alpha(M)), n^*(\varepsilon_0, \mathcal{F}_\beta(M))\}.$$
We are now going to define several other constants. Rather than giving a precise definition, we shall list a (admittedly long) list of inequalities they have to satisfy, and it will be obvious from this list that a choice satisfying all the given inequalities can be made. The reader may safely skip this part of the proof and return later when needed.

Note that \( \alpha < 1 \) and \( \beta < 1 \) by Lemma 25 (v), as \( \mathcal{F}_\alpha \) and \( \mathcal{F}_\beta \) are both non-empty.

Moreover, recall that in Lemma 18 we defined

\[
g_{\alpha,\beta}(x) = \alpha x^r + \beta (1 - x)^r + r! \sum_{j=1}^{r-1} \frac{x^j (1 - x)^{r-j}}{j!(r-j)!}
\]

and

\[
x_{\alpha,\beta} = \frac{r - \sqrt{1 - \beta}}{r - \sqrt{1 - \alpha} + r - \sqrt{1 - \beta}}.
\]

Recall also the definition of \( \tau \) in Lemma 27.

Now choose constants

\[
0 < \varepsilon < c_1 < c_2 < c_3 < c_4 < c_5 < c_6
\]
such that the following conditions hold:

\[
\varepsilon < \min \left\{ \frac{1 - \beta}{3} \left( 1 - \frac{1}{(1 + r - \sqrt{1 - \beta})^{r-1}} \right), \frac{1 - \alpha}{3} \left( 1 - \frac{1}{(1 + r - \sqrt{1 - \alpha})^{r-1}} \right) \right\}, \quad (11)
\]

\[
c_1 < \min \{ x_{\alpha,\beta}, 1 - x_{\alpha,\beta} \}, \quad (12)
\]

\[
\varepsilon < \frac{1}{4} (\alpha \oplus_r \beta - \max \{ g_{\alpha,\beta}(x_{\alpha,\beta} - c_1), g_{\alpha,\beta}(x_{\alpha,\beta} + c_1) \}), \quad (13)
\]

\[
\varepsilon < \frac{c_2}{3} \min \left\{ \left( \frac{r - \sqrt{1 - \alpha}}{1 + r - \sqrt{1 - \alpha}} \right)^r, \left( \frac{r - \sqrt{1 - \beta}}{1 + r - \sqrt{1 - \beta}} \right)^r \right\}, \quad (14)
\]

\[
\varepsilon^{1/2} < c_3 r \min \{ (1 - x_{\alpha,\beta} - 2c_1)^{r-1} (x_{\alpha,\beta} - c_1), (x_{\alpha,\beta} - 2c_1)^{r-1} (1 - x_{\alpha,\beta} - c_1) \}, \quad (15)
\]

\[
\varepsilon < r! \frac{\delta^2}{8(r + 1)} (1 - c_3)^{M_{\alpha,\beta}} (x_{\alpha,\beta} - c_1)^r (1 - x_{\alpha,\beta} - c_1)^r, \quad (16)
\]

\[
c_6 < (r - 1)! \frac{\delta^2}{16 M_{\alpha,\beta}} (1 - c_3)^{M_{\alpha,\beta}}, \quad (17)
\]

\[
\varepsilon^{1/2} + c_3 r < c_6, \quad (18)
\]

\[
c_5 > c_3^r + c_4 + (4^r + 2^{r-1} + 2) c_1, \quad (19)
\]

\[
c_6 > \frac{(x_{\alpha,\beta} + c_1)^{r-1} - x_{\alpha,\beta}^{r-1} + c_5}{(x_{\alpha,\beta} + c_1)^{r-1}}, \quad (20)
\]

\[
c_2 + c_3 r < \min \{ \alpha - \theta(\mathcal{F}_\alpha(M)) - \varepsilon_0, \beta - \theta(\mathcal{F}_\beta(M)) - \varepsilon_0 \}, \quad (21)
\]

\[
c_2 + c_3 r < \min \{ \tau(\mathcal{F}_\alpha, c_4), \tau(\mathcal{F}_\beta, c_4) \}. \quad (22)
\]

In order for this system of inequalities to have a solution, it is enough if the following condition holds. For each inequality, the smaller quantity tends to zero when all the unknowns appearing in it tend to zero, and any unknown \( c_i \) appearing in the greater quantity has index strictly larger than any unknown \( c_j \) appearing in the smaller quantity. The only problematic inequality is (17); however after a rearrangement it can be seen that it also satisfies this condition.
Furthermore recall that if \( \alpha = 0 \) then \( \theta(\mathcal{F}_\alpha(M)) = -1 \), and hence if \( \alpha = \beta = 0 \) then \( \varepsilon_0 = \frac{1}{2} \), and so the right-hand side of (21) is in this case equal to \( \frac{1}{2} \).

Now let \( \zeta > 0 \) be arbitrary. We also choose constants

\[
 n^* \ll n_1 \ll n_2 \ll n_0
\]

in the following way.

Recall the definition of \( n_C \) in Lemma 24. We require that

\[
 n_1 \geq n_C(\delta, \max\{v(F_\alpha), v(F_\beta), v(C(F_\alpha, F_\beta, v, w))\}),
\]

for any choice of \( F_\alpha, F_\beta \in \mathcal{F}_\alpha, v \in V(F_\alpha) \) and \( w \in V(F_\beta) \).

Recall the definition of \( n_V \) in Lemma 27. We require

\[
 n_1 \geq \max\{n_V(\mathcal{F}_\alpha, c_4), n_V(\mathcal{F}_\beta, c_4)\},
\]

and that for any \( n \geq n_1 \), \( \text{ex}(n, \mathcal{F}_\alpha) < (\alpha + \frac{1}{4})^{(n)} \) and \( \text{ex}(n, \mathcal{F}_\beta) < (\beta + \frac{1}{4})^{(n)} \).

Once \( n_1 \) is fixed, we choose \( n_2 \) such that

\[
 n_2 \geq \frac{n_1}{1 - c_3},
\]

and such that for any \( n \geq n_2 \), \( \text{ex}(n, \mathcal{F}_\alpha) < (\alpha + \varepsilon)^{(n)} \) and \( \text{ex}(n, \mathcal{F}_\beta) < (\beta + \varepsilon)^{(n)} \).

Finally, we choose \( n_0 \) such that

\[
 n_0 \geq \max\left\{\frac{n_2r}{\varepsilon}, \frac{r}{c_1}, n_D(\mathcal{F}_{\alpha, \beta}, c_1)\right\},
\]

where \( n_D \) is given by Lemma 26 (the assumptions of the lemma are satisfied because \( \mathcal{F}_{\alpha, \beta} \) is closed under homomorphisms), and such that

\[
 \prod_{i=1}^{r-1}\left(1 - \frac{i}{n_0}\right) \geq \max\left\{\frac{\alpha \oplus_r \beta - 2c_1}{\alpha \oplus_r \beta - c_1}, \frac{\alpha \oplus_r \beta - \varepsilon}{\alpha \oplus_r \beta - \varepsilon}, \frac{\alpha \oplus_r \beta + \zeta}{\alpha \oplus_r \beta + \frac{\varepsilon}{2}}\right\}.
\]

Note the dependency of \( n_0 \) and \( n_1 \) on \( \zeta \).

For the rest of the proof we shall assume that \( \pi(\mathcal{F}_{\alpha, \beta}) \geq \alpha \oplus_r \beta \), otherwise we can choose \( n_0 \) large enough so that the lemma trivially holds.

Finally, let \( G \) be any maximum \( \mathcal{F}_{\alpha, \beta} \)-free \( r \)-graph \( G \) on \( n \geq n_0 \) vertices and suppose \( G \) is \( \varepsilon \)-close to an \( r \)-graph of the form \( H := H_1 \times H_2 \), with \( H_1 \) an \( \mathcal{F}_\alpha(M) \)-free \( r \)-graph, and \( H_2 \) an \( \mathcal{F}_\beta(M) \)-free \( r \)-graph. We shall assume for a contradiction that \( G \) has more than \( (\alpha \oplus_r \beta + \zeta)^{(n)} \) edges.

We identify the vertex set of \( G \) with that of \( H \) in such a way that \( |E(G) \Delta E(H)| \leq \varepsilon^{(n)} \). Let \( (G_1, G_2) \) be the partition of \( G \) so that \( V(G_1) = V(H_1) \) and \( V(G_2) = V(H_2) \).

The proof now begins in earnest. We start with the following claim.

**Claim 3.** \( G_1 \) and \( G_2 \) have each at least \( n_2 \) vertices.

**Proof.** We only prove that \( v(G_1) \geq n_2 \), as the other statement is proved similarly.

Assume for a contradiction that this is not the case. By (26), \( n_0 \geq 2n_2 \), in particular \( v(G_2) \geq n_2 \).
Hence
\[
e(G) \leq e(G) + n_2 \binom{n-1}{r-1}
\leq e(H_2) + n_2 \binom{n-1}{r-1} + \varepsilon \binom{n}{r}
\leq (\beta + 3\varepsilon) \binom{n}{r}, \text{ by our choice of } n_2 \text{ and (26),}
\leq (\alpha \oplus_r \beta) \binom{n}{r},
\]
where the last inequality follows from (11) and the inequality \(\alpha \oplus_r \beta \geq 0 \oplus_r \beta = 1 - \frac{1 - \beta}{(1 + r) \sqrt{1 - \beta} - r} = 1 - \beta.

This is a contradiction, proving the claim. \(\square\)

Now set \(a := v(G_1)\) and \(b := v(G_2)\). Note that \(a + b = n\).

Claim 4. \(\frac{a}{n} \in (x_{\alpha,\beta} - c_1, x_{\alpha,\beta} + c_1)\) and \(\frac{b}{n} \in (1 - x_{\alpha,\beta} - c_1, 1 - x_{\alpha,\beta} + c_1)\).

Proof. We only prove that \(\frac{a}{n} \in (x_{\alpha,\beta} - c_1, x_{\alpha,\beta} + c_1)\), as the other statement follows from this one.

Suppose for a contradiction that this is not the case.

Note that
\[
e(G) \leq e(H_1) + e(H_2) + \sum_{i=1}^{r-1} \binom{a}{i} \binom{b}{r-i} + \varepsilon \binom{n}{r}
\leq (\alpha + \varepsilon) \binom{a}{r} + (\beta + \varepsilon) \binom{b}{r} + \sum_{i=1}^{r-1} \binom{a}{i} \binom{b}{r-i} + \varepsilon \binom{n}{r}, \text{ by Claim 3 and our choice of } n_2,
\leq \alpha \frac{a^r}{r!} + \beta \frac{b^r}{r!} + \sum_{i=1}^{r-1} \frac{a^i b^{r-i}}{i!(r-i)!} + 3\varepsilon \frac{n^r}{r!}
\leq (g_{\alpha,\beta}(\frac{a}{n}) + 3\varepsilon) \frac{n^r}{r!}.
\]

As \(g_{\alpha,\beta}\) is strictly concave, it follows by (13) that
\[
e(G) \leq (\alpha \oplus_r \beta - \varepsilon) \frac{n^r}{r!} \leq (\alpha \oplus_r \beta) \binom{n}{r},
\]
a contradiction. \(\square\)

Claim 5. \(G_1\) has density at least \(\alpha - c_2\) and \(G_2\) has density at least \(\beta - c_2\).

Proof. We only prove that \(d(G_1) \geq \alpha - c_2\), as the other statement is proved similarly.

Assume for a contradiction that this is not the case.
As in the previous claim, note that

\[
e(G) \leq d(G_1) \frac{a^r}{r!} + \beta \frac{b^r}{r!} + \sum_{i=1}^{r-1} \frac{a^i b^{r-i}}{i!(r-i)!} + 2\varepsilon \frac{n^r}{r!}
\]

\[
= (\theta d(G_1), \beta \left( \frac{a}{n} \right) + 2\varepsilon) \frac{n^r}{r!}
\]

\[
\leq (d(G_1) \oplus_r \beta + 2\varepsilon) \frac{n^r}{r!}, \text{by Lemma 18}
\]

\[
\leq ((\alpha - c_2) \oplus_r \beta + 2\varepsilon) \frac{n^r}{r!}
\]

\[
\leq \left( \alpha \oplus_r \beta + 2\varepsilon - c_2 \left( \frac{r^{1/2} - \beta}{1 + r^{1/2} - \beta} \right) \right) \frac{n^r}{r!}, \text{by Lemma 28}
\]

\[
\leq (\alpha \oplus_r \beta - \varepsilon) \frac{n^r}{r!}
\]

\[
\leq (\alpha \oplus_r \beta) \left( \frac{n}{r} \right)
\]
a contradiction. \[\square\]

In fact, the same proof shows that \(d(H_1) \geq \alpha - c_2\) and \(d(H_2) \geq \beta - c_2\).

Define \(S_1 := \{x \in V(G_1) : d_{G_2}(x) \leq (1 - \varepsilon^{1/2}) \binom{b}{r-1} \}\) and \(S_2 := \{x \in V(G_2) : d_{G_1}(x) \leq (1 - \varepsilon^{1/2}) \binom{a}{r-1} \}\).

**Claim 6.** \(|S_1| \leq c_3 a\) and \(|S_2| \leq c_3 b\).

**Proof.** We only prove that \(|S_1| \leq c_3 a\), as the other statement is proved similarly.

Note that \(\varepsilon \binom{n}{r} \geq |E(H) \setminus E(G)| \geq |S_1| \varepsilon^{1/2} \binom{b}{r-1}\), hence

\[
|S_1| \leq \varepsilon^{1/2} \binom{n}{r} \left( \frac{b}{r-1} \right)^{-1}
\]

\[
\leq \varepsilon^{1/2} \frac{n^r}{r(b-r)^{r-1}}, \text{by Claim 4}
\]

\[
\leq \varepsilon^{1/2} \frac{n}{r(1-x_{\alpha,\beta} - c_1 - \frac{2}{n})^{r-1}}, \text{by Claim 4}
\]

\[
\leq c_3 (x_{\alpha,\beta} - c_1)n
\]

\[
\leq c_3 a, \text{by Claim 4}
\]

\[\square\]

Define \(G'_1 := G_1 \setminus S_1\) and \(G'_2 := G_2 \setminus S_2\). Furthermore set \(H'_1 := H_1 \setminus S_1\) and \(H'_2 := H_2 \setminus S_2\).

By (24), \(G'_1\) and \(G'_2\) have each at least \(n_1\) vertices. Moreover,

\[
d(H'_1) \geq d(H_1) - c_3 r \geq \alpha - c_2 - c_3 r \geq \theta(F_\alpha(M)) + \varepsilon_0, \quad (28)
\]
and similarly
\[ d(H'_2) \geq \beta - c_2 - c_3 r + \varepsilon_0. \] (29)

**Claim 7.** Let \( V(G'_1) \subseteq U \) and \( V(G'_2) \subseteq W \) be disjoint sets of vertices in \( G \) with the following property: \( d_{C'_2}(x) \geq (1 - c_4) \left( \frac{b}{r - 1} \right) \) for any \( x \in U \), and \( d_{C'_1}(x) \geq (1 - c_6) \left( \frac{a}{r - 1} \right) \) for any \( x \in W \). Then \( G[U] \) is \( F_\alpha \)-free and \( G[W] \) is \( F_\beta \)-free.

**Proof.** We only prove that \( G[U] \) is \( F_\alpha \)-free, as the other statement is proved in a similar way.

Suppose for a contradiction that for some \( F \in F_\alpha \), there is a copy of \( F \) inside \( G[U] \), which we also denote by \( F \).

Recall that by the Addendum to the Rigidity Lemma, (b), \( C(F) \) contains a copy \( K \) of \( F \) such that \( C(F) \setminus K \) has a partition \( (C_1, C_2) \) valid w.r.t. \( F_\alpha(M) \) and \( F_\beta(M) \). Either of \( C_1 \) or \( C_2 \) can be empty, but not both, as then \( C(F) \sim F \), contradicting the fact that \( G \) is \( F_\alpha, \beta \)-free. By our choice of \( \delta \), (28), (29) and the fact that \( (H_1', \cdots, H_\ell') \) intersects \( (C_1, \cdots, C_\ell) \) in \( H'_1 \), and at least \( \delta v(H'_1) v(C_2) \) copies of \( C_2 \) in \( H'_2 \). By Lemma (24) and (25), we can find \( N \geq \delta^2 \frac{\delta}{2} v(H'_1) v(H'_2) v(C_2) \) embeddings of \( C_1 \times C_2 \) in \( (H'_1 \setminus V(F)) \times H'_2 \), mapping \( C_1 \) into \( H'_1 \) and \( C_2 \) into \( H'_2 \).

As \( C(F) \) is not a subgraph of \( G \), for each of the above embeddings \( f : C_1 \times C_2 \rightarrow (H'_1 \setminus V(F)) \times H'_2 \), either one of the edges in \( f(C_1 \times C_2) \) is in \( E(H) \setminus E(G) \), or one of the edges intersecting \( V(F) \) in one vertex and \( f(C_2) \) in \( r - 1 \) vertices is in \( E(H) \setminus E(G) \).

Suppose first that in at least \( \frac{N}{2} \) of the embeddings \( f \), one of the edges in \( f(C_1 \times C_2) \) is in \( E(H) \setminus E(G) \).

Every edge \( e \in f(C_1 \times C_2) \) intersects \( H'_1 \) in some \( s_1(e) \geq 0 \) vertices, and \( H'_2 \) in some \( s_2(e) \geq 0 \) vertices, so that \( s_1(e) + s_2(e) = r \). Thus there are \( s_1 \) and \( s_2 \) such that in at least \( \frac{N}{2(r + 1)} \) of the embeddings \( f \), there is an edge in \( f(C_1 \times C_2) \) intersecting \( H'_1 \) in \( s_1 \) vertices, and \( H'_2 \) in \( s_2 \) vertices, and this edge is in \( E(H) \setminus E(G) \).

We count the number of such edges. It is at least

\[
\frac{N}{2(r + 1) a^{v(C_1) - s_1 b^{v(C_2) - s_2}} a^{v(C_1) v(C_2) - s_1 b^{v(C_2) - s_2}} = \frac{\delta^2}{4(r + 1)} (1 - c_3)^{v(C_1) v(C_2) - s_1 b^{v(C_2) - s_2}} a^{v(C_1) v(C_2) - s_1 b^{v(C_2) - s_2}} \geq \frac{\delta^2}{4(r + 1)} (1 - c_3)^{M_{\alpha, \beta} (x_{\alpha, \beta} - c_1)^r (1 - x_{\alpha, \beta} - c_1)^r n^r},
\]

as \( v(C(F)) \leq M_{\alpha, \beta}, \)

\[ \geq \frac{n^r}{r!}. \]

Thus \( |E(H) \setminus E(G)| > \varepsilon \left( \frac{n}{r} \right) \), a contradiction.

Consequently in at least \( \frac{N}{2} \) of the embeddings \( f \), one of the edges intersecting \( V(F) \) in one vertex and \( f(C_2) \) in \( r - 1 \) vertices is in \( E(H) \setminus E(G) \). Then for some \( x \in V(F) \) we have

\[
\left( \frac{b}{r - 1} \right) - d_{C'_2}(x) \geq \frac{N}{2 v(F) a^{v(C_1) b^{v(C_2) - (r - 1)}} \geq \frac{\delta^2}{4 v(F)} (1 - c_3)^{v(C_1) + v(C_2)} a^{v(C_1) b^{v(C_2) - (r - 1)}} \geq \frac{\delta^2}{4 M_{\alpha, \beta} b^{r - 1}}, \]
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a contradiction with (14) and our assumption that $d_{G_2'}(x) \geq (1 - c_6)(\frac{b}{r-1})$.

Every vertex $x \in V(G_1')$ has degree

$$d_{G_2'}(x) \geq (1 - \varepsilon^{1/2})(\frac{b}{r-1}) - |S_2| (\frac{b-1}{r-2}) \geq (1 - \varepsilon^{1/2} - c_3r) \left( \frac{b}{r-1} \right),$$

and similarly for every $x \in V(G_2')$ we have $d_{G_1'}(x) \geq (1 - \varepsilon^{1/2} - c_3r)(\frac{a}{r-1})$. As $\varepsilon^{1/2} + c_3r < c_6$ by (18), it follows from Claim 7 that $G_1'$ is $F_{\alpha, \beta}$-free.

Claim 8. For any $x \in S_1 \cup S_2$, either $d_{G_1'}(x) \leq (\alpha + c_4)(\frac{a}{r-1})$ or $d_{G_2'}(x) \leq (\beta + c_4)(\frac{b}{r-1})$.

Proof. Let $x \in S_1 \cup S_2$ arbitrary and assume for a contradiction that $d_{G_1'}(x) > (\alpha + c_4)(\frac{a}{r-1})$ and $d_{G_2'}(x) > (\beta + c_4)(\frac{b}{r-1})$.

Then by Lemma 27 and the fact that $G_1'$ is $F_{\alpha, \beta}$-free, there exist $P \in F_{\alpha, \beta}$, $v \in V(P)$ and a copy $K_1$ of $P \setminus v$ in $G_1'$ such that $K_1$ and $x$ form a copy of $P$ in $G$. Similarly, there exist $Q \in F_{\alpha, \beta}$, $w \in V(Q)$ and a copy $K_2$ of $Q \setminus w$ in $G_2'$ such that $K_2$ and $x$ form a copy of $Q$ in $G$.

Recall the description of $C(P, Q, v, w)$ given in Lemma 30 (B). According to this description, $C(P, Q, v, w)$ contains a copy of $P \setminus v$, which we also denote by $K_1$, and a copy of $Q \setminus w$, which we also denote by $K_2$, and a vertex $z$, such that $C(P, Q, v, w) \setminus (K_1 \cup K_2 \cup \{z\})$ has a partition $(C_1, C_2)$ valid w.r.t. $F_{\alpha, \beta}(M)$. Again one of $C_1$ or $C_2$ can be empty, but not both, as then $C(P, Q, v, w) \leq G$, a contradiction with the fact that $G$ is $F_{\alpha, \beta}$-free.

By our choice of $\delta$, (28), (29) and the fact that $n_1 \geq n^*$, there are at least $\delta v(H_1') v(C_1)$ copies of $C_1$ in $H_1'$, and at least $\delta v(H_1') v(C_2)$ copies of $C_2$ in $H_2'$. By Lemma 24 and (23), we can find $N \geq \frac{\delta^2}{36} v(H_1') v(C_1) v(H_1') v(C_2)$ embeddings $f : C_1 \times C_2 \to (H_1' \setminus V(K_1)) \times (H_2' \setminus V(K_2))$.

Together with $K_1, K_2$ and $x$, any such embedding would potentially form a copy of $C(P, Q, v, w)$ in $G$. Therefore as in the proof of Claim 7 we distinguish two cases.

First suppose there are $s_1$ and $s_2$ such that in at least $\frac{N}{2(r+1)}$ of the embeddings $f$, one of the edges in $f(C_1 \times C_2)$ is in $E(H) \setminus E(G)$, and intersects $H_1'$ in $s_1$ vertices, and $H_2'$ in $s_2$ vertices. A similar count to that in Claim 7 gives a contradiction.

Consequently in at least $\frac{N}{2}$ of the embeddings $f$, one of the edges intersecting $K_1$ in one vertex and $f(C_2)$ in $r - 1$ vertices, or one of the edges intersecting $K_2$ in one vertex and $f(C_1)$ in $r - 1$ vertices, is in $E(H) \setminus E(G)$.

Thus w.l.o.g. for some $y \in V(K_1)$ we obtain

$$\left( \frac{b}{r-1} \right) - d_{G_2'}(y) \geq \frac{N}{4v(P)a v(C_1) b v(C_2) - (r-1)} \geq \frac{\delta^2}{16M_{\alpha, \beta}} (1 - c_3)^{M_{\alpha, \beta} b^{-1}} \geq c_6 \left( \frac{b}{r-1} \right),$$

a contradiction with the fact that $y \notin S_1$ and hence $d_{G_2'}(y) \geq (1 - \varepsilon^{1/2} - c_3r)(\frac{b}{r-1}) > (1 - c_6)(\frac{b}{r-1})$.}

Now let $U := \{x \in S_1 \cup S_2 : d_{G_1'}(x) \leq (\alpha + c_4)(\frac{a}{r-1})\}$ and $W := S_1 \cup S_2 - U$. By Claim 8 any $x \in W$ has $d_{G_2'}(x) \leq (\beta + c_4)(\frac{b}{r-1})$.
Claim 9. For any $x \in U, d_{G'_2}(x) \geq (1-c_6)(r^{-1})$ and for any $x \in W, d_{G'_1}(x) \geq (1-c_6)(r^{-1})$.

Proof. We only prove the claim for $x \in W$, as the other statement is similar.

First note the following identity:

$$\alpha \oplus_r \beta - \beta(1-x_{\alpha,\beta})^{r-1} - (r-1)! \sum_{j=1}^{r-2} \frac{x_{\alpha,\beta}^j (1-x_{\alpha,\beta})^{r-1-j}}{j!(r-1-j)!} = x_{\alpha,\beta}^{r-1}. \quad (30)$$

Indeed, recall that

$$\alpha \oplus_r \beta = g_{\alpha,\beta}(x_{\alpha,\beta}) = 1 - (1-\alpha)x_{\alpha,\beta}^r - (1-\beta)(1-x_{\alpha,\beta})^r.$$

Also

$$(r-1)! \sum_{j=1}^{r-2} \frac{x_{\alpha,\beta}^j (1-x_{\alpha,\beta})^{r-1-j}}{j!(r-1-j)!} = 1 - x_{\alpha,\beta}^{r-1} - (1-x_{\alpha,\beta})^{r-1}.$$

Hence

$$\alpha \oplus_r \beta - \beta(1-x_{\alpha,\beta})^{r-1} - (r-1)! \sum_{j=1}^{r-2} \frac{x_{\alpha,\beta}^j (1-x_{\alpha,\beta})^{r-1-j}}{j!(r-1-j)!} \quad = 1 - (1-\alpha)x_{\alpha,\beta}^r - (1-\beta)(1-x_{\alpha,\beta})^{r-1} - 1 + x_{\alpha,\beta}^{r-1} + (1-x_{\alpha,\beta})^{r-1} \quad = x_{\alpha,\beta}^{r-1} - (1-\alpha)x_{\alpha,\beta}^r + (1-\beta)(1-x_{\alpha,\beta})^{r-1}x_{\alpha,\beta} \quad = x_{\alpha,\beta}^{r-1} - \frac{(1-\alpha)(1-\beta)}{(-\sqrt{1-\alpha} + r\sqrt{1-\beta})^{r-1}}x_{\alpha,\beta} + \frac{(1-\alpha)(1-\beta)}{(-\sqrt{1-\alpha} + r\sqrt{1-\beta})^{r-1}}x_{\alpha,\beta} \quad = x_{\alpha,\beta}^{r-1},$$

proving (30).

By (26), Lemma 26 and our assumption that $\pi(F_{\alpha,\beta}) \geq \alpha \oplus_r \beta$, we see that

$$d_G(x) \geq (\alpha \oplus_r \beta - c_1) \binom{n-1}{r-1} \quad (31)$$

for any $x \in V(G).$
Now let $x \in W$ arbitrary. Using (31) and the fact that $|S_1 \cup S_2| \leq c_3 n$ we obtain

$$d_{G_1}(x) \geq (\alpha \oplus_r \beta - c_1) \left( \frac{n-1}{r-1} \right) - (\beta + c_4) \left( \frac{b}{r-1} \right) - \sum_{j=1}^{r-2} \left( \frac{a}{r-1-j} \right) c_3 r \left( \frac{n-1}{r-1} \right)$$

$$\geq (\alpha \oplus_r \beta - 2c_1 - (\beta + c_4)(1 - x_{\alpha,\beta} + c_1)^{-1} - (r-1)! \sum_{j=1}^{r-2} \frac{(x_{\alpha,\beta} + c_1)^j (1 - x_{\alpha,\beta} + c_1)^{r-1-j}}{j!(r-1-j)!} - c_3 r \right) \frac{n^{r-1}}{(r-1)!}$$

$$\geq (\alpha \oplus_r \beta - (1 - x_{\alpha,\beta})^{r-1} - (2 + 2^{r-1})c_1 - c_3 r$$

$$\geq (\alpha \oplus_r \beta - \beta (1 - x_{\alpha,\beta})^{r-1} - (r-1)! \sum_{j=1}^{r-2} \frac{x_{\alpha,\beta}^j (1 - x_{\alpha,\beta})^{r-1-j}}{j!(r-1-j)!} - c_5) \frac{n^{r-1}}{(r-1)!}$$

$$\geq (1 - c_5) (x_{\alpha,\beta} + c_1)^{r-1} \frac{n^{r-1}}{(r-1)!}$$

$$\geq (1 - c_5) \left( \frac{a}{r-1} \right).$$

This proves the claim. \qed

Define $U' := V(G_1') \cup U$ and $W' := V(G_2') \cup W$. Then by Claims 7 and 9, $G[U']$ is $\mathcal{F}_{\alpha}$-free and $G[W']$ is $\mathcal{F}_{\beta}$-free. But $(U', W')$ is a partition of $G$. Setting $a' := |U'|$ and $b' := |W'|$, we obtain

$$e(G) \leq e(G[U']) + e(G[W']) + \sum_{j=1}^{r-1} \left( \frac{a'}{j} \right) \left( \frac{b'}{r-j} \right)$$

$$\leq \frac{1}{r!} (aa' + \beta b' + r! \sum_{j=1}^{r-1} \frac{a'^j b'^{r-j}}{j!(r-j)!} + \frac{\zeta n^r}{2}),$$

by our choice of $n_1$,

$$\leq (\alpha \oplus_r \beta + \frac{\zeta}{2}) \frac{n^r}{r!}$$

This finishes the proof of the Collapsing Lemma. \qed

### 5.7 End of the proof

We are now ready to finish the proof of Theorem 6. There is only one further ingredient that we need.
Theorem 34 (Strong Removal Lemma, [23]). For every family $\mathcal{F}$ of $r$-graphs and any $\varepsilon > 0$ there exist $\delta, m$ and $n_R$ such that the following holds. If $G$ is any $r$-graph on $n \geq n_R$ vertices which contains at most $\delta n^v(F)$ copies of any $r$-graph $F \in \mathcal{F}$ with $v(F) \leq m$, then $G$ can be made $\mathcal{F}$-free by removing at most $\varepsilon \binom{n}{r}$ edges.

The Removal Lemma for hypergraphs is a deep and rather recent result. Its origins can be traced back to the 70s, in the (now famous) Triangle Removal Lemma of Ruzsa and Szemerédi [50], though it was only in the last decade that a suitable version for hypergraphs was obtained, independently by Gowers [23] and by Nagle, Rödl, Schacht and Skokan [37], [48], [49]. Subsequently generalizations and other versions were proved. We remark that the original Removal Lemma is stated in terms of a single hypergraph; we crucially need here a version applicable to an infinite family of hypergraphs.

Proof of Theorem 6. Let $\alpha, \beta \in \Pi^{(r)}_{\mathrm{fin}}$. In view of Lemma 20 to finish the proof we only need to show that $\alpha \oplus_r \beta \in \Pi^{(r)}_{\mathrm{fin}}$. Clearly we may assume that $\alpha, \beta \neq 1$.

Choose a finite family of $r$-graphs $\mathcal{F}_\alpha$ with $\pi(\mathcal{F}_\alpha) = \alpha$. By Lemma 32 we may assume that $\mathcal{F}_\alpha$ is minimal. As $\alpha \neq 1$, $\mathcal{F}_\alpha$ is non-empty.

Similarly we can choose a finite non-empty minimal family of $r$-graphs $\mathcal{F}_\beta$ with $\pi(\mathcal{F}_\beta) = \beta$. On input $\mathcal{F}_\alpha$ and $\mathcal{F}_\beta$, the Collapsing Lemma gives a positive integer $M := M_{\alpha, \beta}$. Choose and fix arbitrary $M$-closures $\mathcal{F}_{\alpha}(M)$ and $\mathcal{F}_{\beta}(M)$. The Collapsing Lemma now gives us a finite family of $r$-graphs $\mathcal{F}_{\alpha, \beta}$ and an $\varepsilon > 0$.

Let $\{G_n^1\}_{n \geq 1}$ be any sequence of $\mathcal{F}_{\alpha}(M)$-free $r$-graphs with $v(G_n^1) = n$ and $d(G_n^1) \to \alpha$. Such a sequence exists, even in the case $\alpha = 0$, as any $r$-graph in $\mathcal{F}_\alpha(M)$ has at least one edge. Similarly, let $\{G_n^2\}_{n \geq 1}$ be any sequence of $\mathcal{F}_{\beta}(M)$-free $r$-graphs with $v(G_n^2) = n$ and $d(G_n^2) \to \beta$.

Consider the sequence $\{G_n\}_{n \geq 1}$ with $G_n := G_n^1 \times G_n^2$. This sequence exists, even in the case $\varepsilon = 0$, as any $r$-graph in $\mathcal{F}_{\alpha, \beta}(M)$ has at least one edge. Clearly $\pi(G_n) \to \alpha \oplus \beta$. Moreover $G_n$ is $\mathcal{R}_{\alpha, \beta}$-free by the first part of the Collapsing Lemma, for any $n \geq 1$.

Define $\mathcal{F}_{\infty} := \{F : F \subseteq G_n, \forall n \geq 1\}$. Then $\mathcal{F}_{\alpha, \beta} \subseteq \mathcal{F}_{\infty}$. Apply the Strong Removal Lemma to $\mathcal{F}_{\infty}$ and $\frac{\varepsilon}{2}$ to obtain $\delta$ (which we disregard), $m$ and $n_R$.

Finally, set $\mathcal{F}_m := \mathcal{F}_{\alpha, \beta} \cup \{F \in \mathcal{F}_{\infty} : v(F) \leq m\}$.

We claim $\pi(\mathcal{F}_m) = \alpha \oplus \beta$. Clearly $\pi(\mathcal{F}_m) \geq \alpha \oplus \beta$, as the sequence $\{G_n\}_{n \geq 1}$ shows.

Let $\zeta > 0$ arbitrary. We show $\pi(\mathcal{F}_m) \leq \alpha \oplus \beta + \zeta$.

The Collapsing Lemma gives us an $n_0 \geq 1$. Let $G$ be any maximum $\mathcal{F}_m$-free $r$-graph on $n \geq \max\{n_0, n_R\}$ vertices. Then $G$ can be made $\mathcal{F}_m$-free by removing at most $\frac{\varepsilon}{2} \binom{n}{r}$ edges. Let $G'$ be the resulting $r$-graph. As $G' \notin \mathcal{F}_{\infty}$, there exists $k \geq 1$ such that $G' \subseteq G_k$. Let $H$ be the subgraph of $G_k$ isomorphic with $G'$. Now $H' := G_k[V(H)]$ is also $\mathcal{F}_m$-free and hence $e(G) \geq e(G') \geq e(G')$. Thus $|E(H') \setminus E(H)| \leq \frac{\varepsilon}{2} \binom{n}{r}$. Consequently $G$ is $\varepsilon$-close to $H'$. But $H'$, being an induced subgraph, is of the form $H_1 \times H_2$, with $H_1$ an $\mathcal{F}_\alpha(M)$-free $r$-graph, and $H_2$ an $\mathcal{F}_\beta(M)$-free $r$-graph.

By the Collapsing Lemma, $G$ has at most $(\alpha \oplus \beta + \zeta) \binom{n}{r}$ edges. Thus $\pi(\mathcal{F}_m) \leq \alpha \oplus \beta + \zeta$. As $\zeta$ was arbitrary, the proof is finished.

We briefly highlight some of the difficulties we had to overcome in the above proof.

The general strategy was taken from the proof of Theorem 3 in [43]. While the Removal Lemma allows us to force any maximum $\mathcal{F}_{\alpha, \beta}$-free $r$-graph to be close to the desired structure by adding some more forbidden $r$-graphs, it can not be made arbitrarily close. This requires the proof of a Collapsing Lemma.
The most serious obstacle appears when we pass from the sequence \( \{G_n\}_{n \geq 1} \) to the induced subgraph \( H' \). While \( H' \) is a subgraph of some \( G_k \), the number of vertices of \( H' \) is not (in any way) bounded from below by the number of vertices of \( G_k \). Thus properties of graphs in the sequence \( \{G_n\}_{n \geq 1} \) need not pass to \( H' \). In particular, if \( G_k \) contains \( \Omega(v(G_k)^{v(F)}) \) copies of some \( r \)-graph \( F \), \( H' \) can very well have only a few such copies, or none at all. In order to overcome this obstacle we used information hidden in the function \( \pi \). This is reflected in the Rigidity Lemma, which is not stated for a particular graph sequence, but more generally in terms of two families of \( r \)-graphs.

6 Explicit irrational densities

We now prove Corollaries 7 and 8, which offer explicit examples of irrational Turán densities. We first need a result from number theory.

**Theorem 35** ([7]). Let \( r_i > 0 \) be roots of rationals (i.e. \( r_i^{n_i} \in \mathbb{Q} \) with \( n_i \in \mathbb{N} \)) for \( i \) in a finite indexing set \( I \). Suppose

\[
\sum_{i \in I} q_i r_i = q \in \mathbb{Q}
\]

for positive rationals \( q_i \). Then each \( r_i \) is rational.

**Proof of Corollary 7.** Let \( r \geq 3 \). As \( \lambda(e) = \frac{d}{r} \), where \( e \) is the \( r \)-edge, by Theorem 11 we have \( r^1 \in \Pi_{\text{fin}}^{(r)} \). Hence by Theorem 35

\[
\frac{r!}{r \oplus r} 0 = 1 - \frac{r^{r-1} - (r-1)!}{\left(r + r^{-1}\sqrt{r^{r-1} - (r-1)!}\right)^{r-1}} \in \Pi_{\text{fin}}^{(r)}.
\]

This number is rational if and only if \( q := \left(r + r^{-1}\sqrt{r^{r-1} - (r-1)!}\right)^{r-1} \) is rational.

Assume for a contradiction that \( q \) is rational. Let \( r_i := (r^{r-1} - (r-1)!)^{\frac{1}{r^{r-1}}} \) for \( 0 \leq i \leq r - 1 \). Then

\[
q = \sum_{i=0}^{r-1} \binom{r-1}{i} r^{r-1-i} r_i.
\]

All \( r_i \) are positive roots of rationals. Hence by Theorem 35 we obtain that \( r_i \) is rational for all \( 0 \leq i \leq r - 1 \). In particular, \( r_1 \) is a natural number.

As \( r \geq 3 \), we have \( r_1 > 1 \). So we can find a prime divisor \( p|r_1 \). Then \( p^{r-1}|r^{r-1} - (r-1)! \). Hence \( 1 < p < r \) and so \( p|(r-1)! \).

Thus \( p|r^{r-1} \). But then \( p|r \) and so certainly \( p^{r-1}|r^{r-1} \). As \( p^{r-1} \) divides \( r^{r-1} - (r-1)! \), it must also divide \( (r-1)! \). But it is well known that for any prime \( p \), the power of \( p \) dividing \( (r-1)! \) is

\[
\left\lfloor \frac{r-1}{p} \right\rfloor + \left\lfloor \frac{r-1}{p^2} \right\rfloor + \ldots < \frac{r-1}{p-1} \leq r - 1.
\]

This is a contradiction, completing the proof. \( \square \)

For the proof of Corollary 8 we shall need the following result of Sidorenko.

**Theorem 36** (Sidorenko, [52]). \( 1 - \frac{1}{2^p} \in \Pi_{\text{fin}}^{(2k)} \) for any \( k, p \geq 1 \).
Proof of Corollary\textsuperscript{3} Let $r \geq 4$ even. By Theorem\textsuperscript{36} $\frac{1}{2} \in \Pi_{\text{fin}}^{(r)}$. Consequently by Theorem \textsuperscript{6}

$$\frac{1}{2} \oplus_r 0 = 1 - \frac{1}{(1 + r^{-\sqrt{2}})^{r-1}} \in \Pi_{\text{fin}}^{(r)}.$$ 

This number is rational if and only if $(1 + r^{-\sqrt{2}})^{r-1}$ is rational.

However, $x_0 := r^{-\sqrt{2}}$ has the minimal polynomial $f(x) = x^{r-1} - 2$ ($f(x)$ is irreducible by Eisenstein’s criterion). Consequently if $(1 + x_0)^{r-1}$ equals some rational $\frac{t}{s}$, then $f(x)$ must divide $t(1 + x)^{r-1} - s$. Then $tf(x) = t(1 + x)^{r-1} - s$, which is not possible as $r \geq 4$. Thus $(1 + x_0)^{r-1}$ is irrational, completing the proof. 

\qed

7 Towards a semiring structure

As we have seen in the Introduction, the set $\Pi_{\infty}^{(2)}$ has a semiring structure given by the two operations $\oplus_2$ and $\otimes_2$. We have already successfully generalized the operation $\oplus_2$ to any $r \geq 2$. It is thus natural to try to do the same with $\otimes_2$.

Unfortunately we will not be so lucky this time.

As in the case of $\oplus_r$, we must find a corresponding operation on $r$-graphs. Recall that for any $\alpha, \beta \in \Pi_{\infty}^{(2)}$ we have that $1 - \alpha \otimes_2 \beta = (1 - \alpha)(1 - \beta)$. There would be many advantages if this would hold for any $r$, in particular $\otimes_2$ is distributive over $\oplus_r$ for any $r$, and we would obtain a semiring structure on $\Pi_{\infty}^{(r)}$ as desired. As far as we can see, there is only one natural construction associated to this operation (we keep in mind the concrete examples given by $r = 2$ and graph cliques).

Let $G$ and $H$ be two $r$-graphs. We define an $r$-graph $G \otimes H$ in the following way.

Assume w.l.o.g. that $G$ has vertex set $[n]$. The vertex set of $G \otimes H$ consists of $n$ disjoint copies $V_1, \ldots, V_n$ of the vertex set of $H$. If $v$ is a vertex of $H$, we let $v_i \in V_i$ be its $i$-th copy. We add the following edges to $G \otimes H$.

For all $h = (v^1, \ldots, v^r) \in E(H)$, we add all edges $f$ with $|f \cap \{v_i^1, \ldots, v_i^t\}| = 1, 1 \leq t \leq r$. Furthermore for all $e = (i_1, \ldots, i_r) \in E(G)$, we add all edges $f$ with $|f \cap V_{i_j}| = 1, 1 \leq j \leq r$. No other edges are added.

This is a generalization of the strong product of graphs to uniform hypergraphs.

Note that if $r = 2$, $G$ is an $n$-clique\textsuperscript{4} and $H$ is an $m$-clique then $G \otimes H$ is an $mn$-clique. This corresponds to our objective and hence we would like to prove the following.

**Target 1.** For any two $r$-graphs $G$ and $H$ we have $\lambda(G \otimes H) = \lambda(G) + \lambda(H) - \lambda(G)\lambda(H)$.

Target\textsuperscript{I} would imply via continuity that $\Pi_{\infty}^{(r)}$ is closed under $\otimes_2$.

It is easy to show that $\lambda(G \otimes H) \geq \lambda(G) + \lambda(H) - \lambda(G)\lambda(H)$. Indeed, assume $G$ has vertex set $[n]$ and $H$ has vertex set $[m]$. We identify the vertex set of $G \otimes H$ with $[nm]$: the vertex set of the $i$-th copy of $H$ runs from $(i-1)m+1$ to $im$. If $a \in \Delta_n$ is an optimal vector for $G$ and $b$ is an optimal vector for $H$, then considering the vector $c \in \Delta_{nm}$ with $c_{(i-1)m+j} := a_{ij}, 1 \leq i \leq n, 1 \leq j \leq m$, we see that $\lambda(G \otimes H) \geq \lambda(G) + \lambda(H) - \lambda(G)\lambda(H)$, as claimed.

One can easily check that equality holds true for $r = 2$.

But for $r \geq 3$ Target\textsuperscript{I} is false.

\textsuperscript{4}i.e. a complete 2-graph on $n$ vertices.
7.1 A permanent détour

Let us look at the special case when both $G$ and $H$ are one edge $r$-graphs. Then $\lambda(G) = \lambda(H) = \frac{r^1}{r}$ and we would like that $\lambda(G \otimes H) = \frac{2^r}{r^2} - \frac{(r!)^2}{r^{2r}}$. This claim is highly non-trivial; it is equivalent to a statement known as Dittert’s conjecture.

First let us state the former van der Waerden conjecture, now a theorem.

**Theorem 37** (Egorychev, Falikman, 1981). The minimum permanent among all $n \times n$ doubly stochastic matrices is $\frac{n!}{n^n}$, and is achieved only by the matrix with all entries equal to $1/n$.

Theorem 37 was conjectured by van der Waerden in 1926. After attracting a lot of interest and a series of partial results, it was finally proved independently by Egorychev and Falikman in 1981, and it is still considered a milestone result in combinatorics, with many applications across the field. A different proof was recently found by Gurvits [25].

Several other similar conjectures have been made over time. The following conjecture is due to E. Dittert.

**Conjecture 38** (Dittert, 1983, [36]). Let $A$ be a non-negative $n \times n$ matrix with row sums $r_1, \ldots, r_n$ and column sums $c_1, \ldots, c_n$. Suppose $\sum_{i=1}^n r_i = \sum_{i=1}^n c_i = 1$. Then the function

$$\psi(A) := \prod_{i=1}^n r_i + \prod_{i=1}^n c_i - \text{per}(A)$$

has the maximum $\frac{2}{n!} - \frac{n!}{n^n}$, and it is achieved only by the matrix $J_n$ with all entries equal to $1/n^2$.

Conjecture 38 clearly implies Theorem 37. There is substantial evidence towards Conjecture 38. It was proved for $n = 2$ by Sinkhorn [54] and for $n = 3$ by Hwang [30]. Hwang further showed in [29] that if the $\psi$-maximising matrix is positive then it must equal $J_n$, and that $J_n$ is a strict local maximum of $\psi$. Other partial results were obtained by Cheon and Yoon [9] and Cheon and Wanless [8]. Most importantly Cheon and Wanless [8] showed that the maximum value of $\psi$ is exponentially close to the conjectured value.

**Theorem 39** (Cheon-Wanless, [8]). For any non-negative $n \times n$ matrix $A$ with the sum of all elements equal to 1 we have $\psi(A) < \psi(J_n) + O(n^{4-n}e^{2n})$.

Aside from the unicity of the maximum, it is easy to see that Conjecture 38 is equivalent (with $n = r$) to our claim $\lambda(e \otimes e) = \frac{2^r}{r^2} - \frac{(r!)^2}{r^{2r}}$, where $e$ is an $r$-edge. Thus any proof of this claim must give a proof of the notoriously hard van der Waerden conjecture.

Let us now note that Target 1 implies a much stronger statement. Write $e^\otimes k$ for $e \otimes \ldots \otimes e$ ($k$ times). Then we would like that

$$\lambda(e^\otimes k) = \frac{k!}{k} \frac{r!}{r^r} - \frac{k!}{k} \frac{(r!)^2}{r^{2r}} + \ldots + (-1)^k-1 \frac{k!}{k} \frac{(r!)^k}{r^{kr}}, \quad (32)$$

To see this, imagine the $r$-graph $e^\otimes k$ as an $r \times r \times \ldots \times r$ $k$-dimensional matrix. We want that $\lambda(e^\otimes k)$ equals $p_{e^\otimes k}(\frac{1}{r}, \ldots, \frac{1}{r})$. We evaluate this polynomial by inclusion-exclusion: first project onto a single coordinate and sum up all the terms after that coordinate; then consider two coordinates and subtract the terms that were added twice etc. Equivalently one can expand the conjectured identity $1 - \lambda(e^\otimes k) = (1 - \lambda(e))^k$.

While studying hashing, Hajek made the following conjecture.
Conjecture 40 (Hajek, 1987, [26]). Let $k$ and $n$ be positive integers and for $1 \leq j \leq k$, let $S_j$ denote the collection of subsets $L$ of $[n]^k$ such that $L$ has cardinality $n$ and no two distinct elements of $L$ have the same $j$ coordinate. Let $S := \cup S_j$ and define the multinomial $F_{n,k}(x) := \sum_{L \in S} \prod_{i \in L} x_i$. Then on $\Delta_{n^k}$, $F_{n,k}$ attains its maximum only at $(\frac{1}{n^k}, \ldots, \frac{1}{n^k})$.

Aside from the unicity of the maximum, Conjecture 40 is clearly equivalent to (32) with $n = r$. Unfortunately Conjecture 40 was shown to be false for $n = 3$ and $k = 4$ by Körner and Marton [34]. This in particular disproves Target 1. The counterexample is a construction using the tetra-code, a self-dual code in $F_3^4$. Körner and Marton also give an upper bound to (their equivalent notion of) $\lambda(e^{\otimes k})$, using graph entropy.

Theorem 41 (Körner-Marton, [34]). For any $r$ and $k$ we have that
\[
\log_2 \frac{1}{1 - \frac{r!}{r^r}} \leq \log_2 \frac{1}{1 - \lambda(e^{\otimes k})} \leq \frac{r!}{r^r - 1}.
\]
The lower bound follows from the construction given before. Interestingly, as shown in [34], any improvement on these bounds would most likely give an improvement on the best known bounds for the perfect hashing problem in a special case.

7.2 A conjecture about the set of all Turán densities

Most of our interest in Target 1 stems from the following.

Proposition 42. If $\Pi_\infty^{(r)}$ is closed under $\otimes_2$ for all $r \geq 2$ then $\cup_{r \geq 2} \Pi_\infty^{(r)} = \cup_{r \geq 2} \Pi_\infty^{(r)} = [0, 1]$.

Proof. As $\Pi_\infty^{(r)}$ is dense in $\Pi_\infty^{(r)}$ for all $r$, we only need to prove that $\cup_{r \geq 2} \Pi_\infty^{(r)} = [0, 1]$.

Fix $\alpha \in (0, 1)$ and let $\varepsilon > 0$ arbitrary. We prove that there exists $\gamma \in \cup_{r \geq 2} \Pi_\infty^{(r)}$ with $|\gamma - \alpha| < \varepsilon$.

Write $\alpha = 1 - \frac{1}{\ell}$ for some real $\ell > 1$. Let $\delta > 0$ such $\delta \ell < \varepsilon$. As $\frac{r!}{r^r} \in \Pi_\infty^{(r)}$ (see the discussion after Theorem 11) and $\frac{r!}{r^r} \to 0$, there exists $r$ and $s$ with $1 \leq s < 1 + \delta$ and $s < \ell$ such that $\beta := 1 - \frac{1}{s} \in \Pi_\infty^{(r)}$. Then for any $n \geq 1$, $\beta^{\otimes n} := \beta \otimes_2 \beta \otimes_2 \ldots \otimes_2 \beta$ ($n$ times) is an element of $\Pi_\infty^{(r)}$, by assumption. However, $\beta^{\otimes n} = 1 - \frac{1}{n^{n\ell}}$ by definition.

Choose $n$ such that $s^n \leq \ell \leq s^{n+1}$. Then $n \geq 1$ and
\[
\ell - s^n \leq s^{n+1} - s^n \leq \delta s^n \leq \delta \ell < \varepsilon.
\]
Consequently
\[
|\beta^{\otimes n} - \alpha| = \frac{\ell - s^n}{\ell s^n} < \varepsilon,
\]
as $\ell s^n \geq 1$. This proves the claim.

The proof of Proposition 42 could still be carried over if Target 1 would only hold for hypergraphs of the form $e^{\otimes k}$, where $e$ is an $r$-edge. However, as we have seen, this is not the case. Nevertheless, this made us propose Conjecture 10 which was recently proved by Pikhurko [44] in a different way.
7.3 Some more results

One can lift \( \otimes \) to \( \Pi_\infty \), and in this setting the law holds.

More precisely, define a binary operation \( \circ \) on the set \( \mathbb{R} \times \mathbb{N} \) (which contains \( \Pi_\infty \)) as follows:

\[
\circ : (\mathbb{R} \times \mathbb{N}) \times (\mathbb{R} \times \mathbb{N}) \to \mathbb{R} \times \mathbb{N}
\]

\[
(\alpha, r) \times (\beta, s) \mapsto ((\alpha + \beta - \alpha\beta) \left( \frac{r + s}{r} \right)) \left( \frac{r^r s^s}{(r + s)^{r+s}} \right), r + s).
\]

By using a similar trick as in Theorem 4 one can prove the following result.

**Theorem 43.** \((\Pi_\infty, \circ)\) is a commutative cancellative semigroup.

The associated construction is the following. If \( G \) is an \( r \)-graph and \( H \) is an \( s \)-graph on disjoint vertex sets, we define \( G \circ H \) as the \((r + s)\)-multigraph on vertex set \( V(G) \cup V(H) \) and edge set

\[
\{ e \cup f : e \in E(G), f \in V(H)^{(s)} \} \cup \{ e \cup f : e \in V(G)^{(r)}, f \in E(H) \}.
\]

The proof then proceeds similarly to that of Theorem 4, and so we shall not present it here. Unfortunately \( \circ \) and \( * \) do not define a ring structure on \( \Pi_\infty \).

In fact other relations concerning Turán densities can be obtained, though none seem to define any interesting algebraic structure. As an example, we have the following theorem.

**Theorem 44.** For any \( r \geq 2 \) define the map \( j : [0, 1] \to [0, 1] \) by \( j(x) = \left( \frac{r - 1}{r - 2} \right)^{r-1} \). Then \( j(\Pi_\infty^{(r)}) \subseteq \Pi_\infty^{(r)} \).

Again the construction is the only important step of the proof. For any \( r \)-graph \( G \), define \( j(G) \) as the \( r \)-multigraph on vertex set \( \{ v \} \cup V(G) \) (\( v \) is a vertex not belonging to \( G \)) and edge set \( E(G) \cup \{ \{ v \} \cup e : e \in V(G)^{(r-1)} \} \). Then one can show that \( \lambda(j(G)) = j(\lambda(G)) \) and Theorem 44 follows by continuity.

8 Open problems

Our investigation ends up with several open problems, which we now discuss.

8.1 The set of all Turán densities

In view of Conjecture 10 one can ask what is the set \( \cup_{r \geq 2} \Pi_\infty^{(r)} \). We could not even solve the following.

**Problem 1.** Prove or disprove that \( \limsup_{r \to \infty} \Pi_\infty^{(r)} = \cup_{r \geq 2} \Pi_\infty^{(r)} \).

Here the limit is taken under the discrete metric, that is, an element belongs to \( \limsup_{r \to \infty} \Pi_\infty^{(r)} \) if and only if it belongs to \( \Pi_\infty^{(r)} \) for infinitely many \( r \). By Theorem 36 \( 1 - \frac{1}{2p} \in \limsup_{r \to \infty} \Pi_\infty^{(r)} \) for any \( p \geq 1 \), and to the best of our knowledge no other values from this set have been determined. Moreover Sidorenko’s proof of Theorem 36 does not generalize to other Turán densities (33).
8.2 Polynomials preserving Turán densities

By Theorem 4, the polynomial \( \frac{1}{r} \binom{2r}{r} x^2 \) takes values in \( \Pi^{(2r)}_\infty \) when evaluated at an element of \( \Pi^{(r)}_\infty \).

**Problem 2.** For any \( r \geq 3 \) find a polynomial \( f \in \mathbb{Q}[x] \) such that for any Turán density \( \alpha \) for \( r \)-graphs, \( f(\alpha) \) is also a Turán density for \( r \)-graphs.

For \( r = 2 \) one such polynomial is \( 2x - x^2 \) (indeed, this is nothing else than our rule \( \otimes_2 \)). Moreover an example of a rational function with the required properties is given by Theorem 14.

8.3 The algebraic degree of Turán densities

As the reader recalls, this paper was started by Question 1. We have not been able to resolve it, though \( \oplus_r \) prompts the following question.

**Problem 3.** For some \( r \geq 3 \), find \( \alpha \in \Pi^{(r)}_\text{fin} \) algebraic with minimal polynomial of degree greater than \( r - 1 \), or show that none exists.

8.4 Other finiteness theorems

In view of Theorem 6 it is natural to ask the following question.

**Question 2.** Do Theorems 4, 43 and 44 have finite counterparts? That is, is \( \Pi^{(r)}_\text{fin} \) (respectively \( \Pi^{(r)}_\text{fin} \)) closed under the described operations?

I expect that the methods of this paper would suffice to give a positive answer, though I have not pursued this line of inquiry myself.

8.5 The Hausdorff dimension of \( \Pi^{(r)}_\infty \)

Recall the map \( h : [0, 1) \to [1, +\infty) \) defined by \( h(x) = \left( x^{-\frac{1}{r-1}} \right)^{1/(r-1)} \) in Corollary 9. It is an isomorphism between \( A := \Pi^{(r)}_\infty \setminus \{1\} \) and a subsemigroup of \( (\mathbb{R}, +) \). As \( h^{-1} \) is Lipschitz, if \( \Pi^{(r)}_\infty \) has positive Hausdorff dimension then so does \( h(A) \). What can we say about \( h(A) \) in this case?

Recall that a subset of \( \mathbb{R} \) is called analytic if it is the continuous image of some Borel set in some Euclidean space \( \mathbb{R}^n \).

**Proposition 45.** Let \( \mathbb{G}_r \) be the subgroup of \( \mathbb{R} \) generated by \( h(A) \) under addition. Then \( \mathbb{G}_r \) is an analytic set and for any \( r \geq 3 \), it is dense in \( \mathbb{R} \).

**Proof.** \( \mathbb{G}_r \) is generated by an analytic set and so it must be analytic too.

Furthermore for \( r \geq 3 \), \( \mathbb{G}_r \) contains \( \mathbb{Z} \) (as it contains 1) and \( n\alpha, n \geq 1 \), where \( \alpha \) is some irrational number. By Diophantine approximation, \( \mathbb{G}_r \) is dense in \( [0, 1] \), and hence dense in \( \mathbb{R} \).

It was a question of Erdős and Volkmann [18] if there exist subrings of \( \mathbb{R} \) which are Borel sets and have Hausdorff dimension strictly between 0 and 1. This question was resolved by Edgar and Miller in 2003 (a discrete version was proved independently by Bourgain [5]).
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**Theorem 46** (Edgar-Miller, 2003, [11]). If $E \subseteq \mathbb{R}$ is a subring and a Borel (or analytic) set then either $E$ has Hausdorff dimension 0 or $E = \mathbb{R}$.

This implies the following.

**Proposition 47.** Suppose $\Pi^{(r)}_{\infty}$ is closed under $\otimes_2$. Then $G_r$ is a subring of $\mathbb{R}$. If $\Pi^{(r)}_{\infty}$ has positive Hausdorff dimension then $G_r = \mathbb{R}$.

**Proof.** If $\Pi^{(r)}_{\infty}$ is closed under $\otimes_2$ then $h(A)$ is a semigroup under real multiplication. As any element of $G_r$ is of the form $\alpha - \beta$, with $\alpha, \beta \in h(A)$, $G_r$ must be closed under multiplication as well. As $1 \in G_r$, $G_r$ is a subring and an analytic set.

If $\Pi^{(r)}_{\infty}$ has positive Hausdorff dimension, $G_r$ has too, and hence by Theorem 40 $G_r = \mathbb{R}$.

This might help in resolving the following two problems.

**Problem 4.** Is $\Pi^{(r)}_{\infty}$ closed under $\otimes_2$ for $r \geq 3$?

**Problem 5.** Compute the Hausdorff dimension of $\Pi^{(r)}_{\infty}$ or at least determine if it is zero.

### 8.6 Revisiting the case $r = 2$

It is a consequence of the Erdős-Stone-Simonovits theorem that

$$\Pi^{(2)}_{\text{lin}} = \Pi^{(2)}_{\infty} = \{1\} \cup \{1 - \frac{1}{k} : k \geq 1\}. \quad (33)$$

Consider the following problem.

**Problem 6.** Find a proof of (33) without relying on the Erdős-Stone-Simonovits theorem, and generalize it as much as possible to $r \geq 3$.

Here is a short proof. By Turán’s theorem, $\{1 - \frac{1}{k} : k \geq 1\} \subset \Pi^{(2)}_{\text{lin}}$. Moreover, $\pi(\emptyset) = 1 \in \Pi^{(2)}_{\text{lin}}$. On the other hand, by the results of Brown and Simonovits, $\Pi^{(2)}_{\text{lin}} \subset \Pi^{(2)}_{\infty} \subset \Lambda^{(2)}$. It is well-known that $\Lambda^{(2)} = \{1\} \cup \{1 - \frac{1}{k} : k \geq 1\}$, and so (33) holds.

This argument is in some sense unsatisfactory, as it relies on the exact computation of $\Lambda^{(2)}$, a feat which we can not hope to reproduce for $r \geq 3$. Nevertheless, we have the following.

**Proposition 48.** Let $r \geq 2$ and suppose $\Pi^{(r)}_{\infty}$ is closed under $\oplus_r$, $\Pi^{(r)}_{\infty}$ is closed under $\otimes_2$, and the subgroup $G_r$ of $(\mathbb{R}, +)$ generated by $h(\Pi^{(r)}_{\infty} \setminus \{1\})$ is not dense in $\mathbb{R}$. Then $\Pi^{(r)}_{\text{lin}} = \Pi^{(r)}_{\infty} = \{1\} \cup \{1 - \frac{1}{k^{1/r}} : k \geq 1\}$.

**Proof.** By continuity and the fact that $\Pi^{(r)}_{\infty} \subseteq \Pi^{(r)}_{\text{lin}}$, $\Pi^{(r)}_{\infty}$ is also closed under $\oplus_r$. By Proposition 47 if $\Pi^{(r)}_{\infty}$ is closed under $\otimes_2$ then $G_r$ is a subring of $\mathbb{R}$. It is well-known and easy to prove that a subgroup of $\mathbb{R}$ which is not dense must be cyclic. Hence $G_r \cap (0, +\infty)$ has a smallest element $a$. As $a^2 \in G_r$, it follows that $a = 1$. Thus $G_r = \mathbb{Z}$, hence $\Pi^{(2)}_{\text{lin}} = \{1\} \cup \{1 - \frac{1}{1^{1/r}} : k \geq 1\}$.

Now $0 \in \Pi^{(r)}_{\text{lin}}$, and therefore the subsemigroup generated by 0 under $\oplus_r$ belongs to $\Pi^{(r)}_{\text{lin}}$. This subsemigroup is exactly $\{1 - \frac{1}{k^{1/r}} : k \geq 1\}$, and consequently $\Pi^{(r)}_{\text{lin}} = \Pi^{(r)}_{\infty}$, proving the claim.
As $G_r$ is dense in $\mathbb{R}$ for all $r \geq 3$ by Proposition 45, Proposition 48 only applies to $r = 2$.

We know that $\Pi^{(2)}_{\text{fin}}$ is closed under $\oplus_2$ by Theorem 6 and $\Pi^{(2)}_{\infty}$ is closed under $\otimes_2$. However, Proposition 48 does not give a new proof of (33), as I can not show that $G_2$ is not dense without relying on the Erdős-Stone-Simonovits theorem. Furthermore my proof that $(\Pi^{(2)}_{\infty}, \otimes_2)$ is a semigroup relies on the ability to compute $\lambda(G)$, where $G$ is any 2-graph. It would be interesting to find a different proof of these two claims, and possibly find other sets of hypotheses which imply (33).
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