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Abstract

Background

Many new biomedical research articles are published every day, accumulating rich information, such as genetic variants, genes, diseases, and treatments. Rapid yet accurate text mining on large-scale scientific literature can discover novel knowledge to better understand human diseases and to improve the quality of disease diagnosis, prevention, and treatment.

Results

In this study, we designed and developed an efficient text mining framework called SparkText on a Big Data infrastructure, which is composed of Apache Spark data streaming and machine learning methods, combined with a Cassandra NoSQL database. To demonstrate its performance for classifying cancer types, we extracted information (e.g., breast, prostate, and lung cancers) from tens of thousands of articles downloaded from PubMed, and then employed Naïve Bayes, Support Vector Machine (SVM), and Logistic Regression to build prediction models to mine the articles. The accuracy of predicting a cancer type by SVM using the 29,437 full-text articles was 93.81%. While competing text-mining tools took more than 11 hours, SparkText mined the dataset in approximately 6 minutes.

Conclusions

This study demonstrates the potential for mining large-scale scientific articles on a Big Data infrastructure, with real-time update from new articles published daily. SparkText can be extended to other areas of biomedical research.
Introduction

A large number of biomedical research articles are published every day, adding knowledge to the scientific literature on various human diseases such as cancer. As a leading cause of mortality worldwide, cancer may occur due to various causes, including internal factors such as inherited genetic mutations, hormones, and immune conditions, as well as external factors such as tobacco exposure, infectious organisms, unhealthy diet, and physical activity [1–3]. Compared to other human diseases, there have been an enormous number of scientific publications on cancer [4–6]. In the past a few years, the number of published articles in cancer research has grown consistently each year (Fig 1). The large amount of biomedical text data relevant to cancer studies is especially valuable for knowledge discovery related to cancer diagnosis, classification, prevention, and treatment.

Data mining can be used to discover patterns in large-scale datasets using methods at the intersection of artificial intelligence, machine learning, natural language processing (NLP), and database systems [7]. Text mining is a specialized data mining method that extracts information (e.g., facts, biological processes, diseases) from text, such as scientific literature [8,9]. Literature mining can generate new hypotheses by systematically scrutinizing large numbers of abstracts or full-text scientific articles [10,11]. Biomedical text mining and its applications have been used to improve scientific discovery in various biomedical rubrics, particularly those relevant to cancer [12–16]. Text mining strategies utilizing Big Data frameworks have the potential to analyze the gigantic amount of biomedical articles published in cancer research to provide operational information on cancer while providing real-time updates to incorporate newly published articles.

![Fig 1. The number of publications in PubMed (http://www.ncbi.nlm.nih.gov/pubmed) over the last six years obtained by submitting a query for “cancer” in the all fields.](https://doi.org/10.1371/journal.pone.0162721.g001)
In this work, we investigated large-scale text mining algorithms focusing on text classification approaches for cancer research and developed an efficient and scalable framework that satisfies the following objectives: (a) to extract cancer name/type and facts about cancer research from abstracts as well as full-text articles downloaded from PubMed (http://www.ncbi.nlm.nih.gov/pubmed/); (b) to utilize and adapt NLP, text mining, and machine learning strategies in a large-scale fashion using a Big Data framework; and (c) to provide insights into this research area by identifying challenges and possible enhancements in large-scale biomedical text mining.

**Materials and Methods**

The basic framework of SparkText is shown in Fig 2. It includes computational technologies, such as NLP, machine learning, Big Data infrastructure, and a distributed NoSQL Cassandra database system for storing the raw text information and features selected and extracted from biomedical text data. Here, we describe the design and development of SparkText to first extract disease information (e.g., breast, prostate, and lung cancer types) and then develop prediction models to classify information extracted from 19,681 abstracts and 29,437 full-text scientific articles individually.

First, we converted abstracts and/or full-text articles into a format suitable for the machine learning methods and classification tasks. A bag-of-words representation [17] using Term-Frequency–Inverse Document Frequency (TF-IDF) scores [18–20] was employed to estimate word importance for variable selection. To make the bag-of-words representation, the frequency of occurrence of each individual word or Term-Frequency (TF) is multiplied by the Inverse Document Frequency (IDF), and the TF-IDF scores are then utilized as feature vectors. The TF-IDF weighting score \( W_{t,d} \) is computed by Eq (1) as follows:

\[
W_{t,d} = (TF_{t,d}) \times \log_{10} \left( \frac{N}{DF_t} \right)
\]

where \( TF_{t,d} \) refers to the frequency of the term \( t \) occurring in article \( d \), \( N \) is the number of articles in the dataset, and \( DF_t \) refers to the number of articles containing the term \( t \). \( W_{t,d} \) is widely used in information retrieval and text mining systems. One potential advantage of using \( W_{t,d} \) is the removal of irrelevant features (words). For instance, there are 1,000 articles in a dataset. Assuming the frequency of the term “almost” in the first article is 56 and the term “almost” appears in all of the 1,000 articles in the dataset, to assess the importance of the term “almost” as a feature in the dataset, the TF-IDF weighting score is calculated by the following:

\[
W_{\text{almost},1} = (56) \times \log_{10} \left( \frac{1000}{1000} \right) = 0
\]

As \( W_{\text{almost},1} \) is 0, it means that the term “almost” is not an important feature in the dataset. We used the TF-IDF weighting score to provide the bag-of-words representation as the feature vectors for both training and testing procedures. We employed three different classification algorithms, including Naïve Bayes, Support Vector Machine (SVM), and Logistic Regression, to individually build a prediction model [21–23] based on the abstracts as well as the full-text articles downloaded from PubMed. The main functionality of the prediction model is to automatically assign the abstracts/articles to one of the pre-defined categories, such as breast cancer, lung cancer, or prostate cancer. We compared the cancer categories predicted by the model with the ones classified by Medical Subject Headings (MeSH) terms [24]. We acknowledge that MeSH terms themselves are derived programmatically using more sophisticated algorithms, but we are treating them as gold standard here to evaluate whether a Big Data framework can reproduce predictions that match this gold standard. The proposed scalable
framework was developed on a Big Data infrastructure, including an Apache Hadoop cluster, Apache Spark components, and a Cassandra Database. The toolset was developed in Java programming language. Use of SparkText to classify cancer types is detailed diagrammatically in Fig 2 and further explained as follows.
Text preprocessing

The first step of SparkText was text preprocessing in which we applied several preprocessing tasks on the raw text data (abstracts or full-text articles). This stage required a number of optional text preprocessing tasks, such as: (a) replacing special symbols and punctuation marks with blank spaces; (b) case normalization; (c) removing duplicate characters, rare words, and user-defined stop-words; and (c) word stemming. To this end, we first parsed pre-categorized (e.g., breast cancer, lung cancer, and prostate cancer by MeSH terms) abstracts or full-text articles into sentences. We then replaced special characters, such as quotation marks and other punctuation marks, with blank spaces and marked all sentences in a lower case format to provide normalized statements. Afterwards, we parsed sentences into individual words (tokens). Rare words and user-defined stop-words were removed, and the Porter Stemmer algorithm [25,26] was then used to stem all words.

Feature extraction

In regards to computational linguistics [27,28], a N-gram is a contiguous sequence of N terms from a given sentence. The N-gram model can be likened to putting a small window over a sentence in which only N words are detectable at a time. Using a 2-gram strategy, all words of a sentence are broken down into two different combinations including unigram (one word) and bigrams (two consecutive words) [29,30]. An example of these combinations is shown in Fig 3. We extracted a set of unigrams as well as bigrams from abstracts or full-text articles used to train SparkText for a specific cancer type. In addition to these unigrams and bigrams, the number of abstracts or full-text articles where each word appeared in the text corpus was counted. When the value of TF in an article was used as a feature value, a higher weight was assigned to words that appeared frequently in a corpus. Hence, the IDF was a much better value, since it assigned a lower weight to frequent terms. We calculated IDF as the log ratio of the number of abstracts or full-text articles in the training set to the number of abstract or full-text articles containing the term. Combining these numbers as a TF/IDF weighting is the best known weighting scheme in text retrieval [30]. This weighting scheme was completely valid not only for unigrams but also for bigrams, trigrams, and others. During the performance of these tasks, we converted all abstracts or full-text articles into “equal-length” numeric feature vectors where every feature presented the TF-IDF of a unigram and/or bigrams in a full-text article or abstract instance. While using unigrams and/or bigrams in different datasets including abstract and/or full-text, there were thousands to tens of thousands of features. All abstracts or full-text articles along with their feature vectors were organized in a bag-of-words representation model. A brief example of a bag-of-words representation is shown in Table 1.

Training and evaluating prediction models

Completion of the above steps resulted in conversion of all abstracts or full-text articles into a representation module suitable for the machine learning methods. We applied three well-known classification methods, namely Naïve Bayes, SVM, and Logistic Regression, to train and build prediction models. We utilized the scalable Apache Spark MLlib classification components, such as SVM, Logistic Regression, and Naïve Bayes classifiers that have been originally developed by the Apache Foundation. In a classification problem, data are labeled by being assigned to a class or category (e.g., “Breast Cancer” or “Lung Cancer”). Then the decisions modeled are to assign labels to new unlabeled data. This can be thought of as a discrimination problem, modeling the similarities or differences between groups. Many classification algorithms can be formulated as a convex optimization problem, i.e., the task of finding a minimizer of a convex function f that is associated with a variable vector w which has d number of
Sentence:

The purpose of this study was to examine the incidence of breast cancer with triple negative phenotype.

Unigrams:

“The” “purpose” “of” “this” “study” “was” “to” “examine” “the” “incidence” “of” “breast” “cancer” “with” “triple” “negative” “phenotype”.

Bigrams:

“The purpose” “of this” “study was” “to examine” “the incidence” “of breast” “cancer with” “triple negative” “phenotype.”

“purpose of” “this study” “was to” “examine the” “incidence of” “breast cancer” “with triple” “negative phenotype”.

Table 1. An example of a bag-of-words representation. The terms “biology”, “biopsy”, “biolab”, “biotin”, and “almost” are unigrams, but “cancer-surviv” and “cancer-stage” are bigrams. Using TF/IDF weighting scores, the feature value of the term “almost” equals to zero.

| Article ID | biolog | biopsi | biolab | biotin | almost | cancer-surviv | cancer-stage | Article Class       |
|------------|--------|--------|--------|--------|--------|--------------|--------------|-------------------|
| 00001      | 12     | 1      | 2      | 10     | 0      | 1            | 4            | breast-cancer     |
| 00002      | 10     | 1      | 0      | 3      | 0      | 6            | 1            | breast-cancer     |
| 00014      | 4      | 1      | 1      | 1      | 0      | 28           | 0            | breast-cancer     |
| 00063      | 4      | 0      | 0      | 0      | 0      | 18           | 7            | breast-cancer     |
| 00319      | 0      | 1      | 0      | 9      | 0      | 20           | 1            | breast-cancer     |
| 00847      | 7      | 2      | 0      | 14     | 0      | 11           | 5            | breast-cancer     |
| 03042      | 3      | 1      | 3      | 1      | 0      | 19           | 8            | lung-cancer       |
| 05267      | 4      | 4      | 2      | 6      | 0      | 14           | 11           | lung-cancer       |
| 05970      | 8      | 0      | 4      | 9      | 0      | 9            | 17           | lung-cancer       |
| 30261      | 1      | 0      | 0      | 11     | 0      | 21           | 1            | prostate-cancer   |
| 41191      | 9      | 0      | 5      | 14     | 0      | 11           | 1            | prostate-cancer   |
| 52038      | 6      | 1      | 1      | 17     | 0      | 19           | 0            | prostate-cancer   |
| 73851      | 1      | 1      | 8      | 17     | 0      | 17           | 3            | prostate-cancer   |

doi:10.1371/journal.pone.0162721.t001
entries. We can briefly describe this expression as the optimization problem:

\[
\min f(w) \quad w \in \mathbb{R}^d
\]

(2)

where the objective function is as follows:

\[
f(w) := a R(w) + \frac{1}{n} \sum_{i=1}^{n} L(w; x(i), y(i))
\]

(3)

where the vectors \(x(i) \in \mathbb{R}^d\) are the training instances \((1 \leq i \leq n)\), and \(y(i) \in \mathbb{R}\) are their labels (classes), which we would like to predict. We will call the method linear if \(L(w; x, y)\) could be express as a function of \(w^T x\) and \(y\). The objective function \(f\) has two parts: the regularizer \((R(w))\) that take cares of the complexity of the model, and the loss that measures the error of the model on the training instances. The loss function \(L(w;.)\) is formally a convex function in \(w\). The fixed regularization parameter \(a \geq 0\) defines the trade-off between the two objectives: (a) minimizing the loss (i.e., training error), and (b) minimizing model complexity (i.e., to avoid the problem of overfitting in which we will have small training error and large testing error).

Most of the Apache Spark classification components fall into this model. The Apache Spark SVM component utilizes linear kernel and it can be trained with L1 (Eq (4)) and L2 regularizations (Eq (5)) [31]. By default, the Apache Spark SVM component uses L2 regularization as Eq (5).

\[
\|w\|_1
\]

(4)

The Apache Spark SVM component can provide L1 regularization (30) as Eq (4):

\[
\frac{1}{2} \|w\|_2^2
\]

(5)

Apache Spark Logistic Regression component also offers a linear kernel based on Eq (3) along with a loss function given by the following expression:

\[
L(w; x, y) = \log(1 + \exp(-yw^T x))
\]

(6)

For a binary classification problem, the component outputs a binary logistic regression model. Given a new data point, denoted by \(x\), this model will make predictions using a logistic function as Eq (7):

\[
f(z) = \frac{1}{1 + e^{-z}}
\]

(7)

where \(z = w^T x\). By default, if \(w^T x > 0.5\), the outcome would be positive; otherwise, it would be negative. By default, the first class 0 is chosen as the “pivot” class. For Logistic Regression, the L2 regularization (Eq (5)) was employed to control overfitting with a large amount of features in the model building process [32], but it can support all three possible regularizations (none, L1, or L2). For the Naïve Bayes model, the only assumption was that every pair of features is independent as recommended for documentation classification by Apache Spark [33]. In the proposed SparkText framework, we utilized the Apache Spark MLlib classification components including SVM, Logistic Regression, and Naïve Bayes using their default parameters. To better experimentally validate the proposed framework, we examine their attributes using both default and non-default parameters as illustrated in the results. In our evaluation, ten 5-fold cross-validation experiments were performed to assess the model performance using both abstracts and full-text articles. For each of the experiments, the dataset was partitioned into five equal-sized subsamples by random split. Of the five subsamples, one was retained as the testing dataset while the rest
were used for model building as the training dataset. The cross-validation process was repeated five times. Then the average accuracy of predictions across all experiments was computed.

**Big Data processing using Apache Spark component and Cassandra database**

Biomedical text mining can generate new hypotheses by systematically examining a huge number of abstracts and/or full-text articles of scientific publications. With the use of large-scale data published in biomedical literature, a key challenge is appropriate management, storage, and retrieval of high volume data. When the data volume is in the terabyte range, the data must be segmented into chunks of manageable size in order to be retrieved and analyzed on distributed computation frameworks. To tackle the challenges of large-scale text classification, we developed the proposed toolset using Apache Spark (http://spark.apache.org/) and Apache Cassandra database (http://cassandra.apache.org/). Apache Spark is an open source Big Data processing framework built around speed, performance, scalability, reusability, and sophisticated analytics. It provides simple and expressive programming models that support a wide range of applications, including ETL (Extract, Transform and Load), machine learning, stream processing, and graph computation. It is also a scalable framework that provides a high-level application programming interface (API) and a consistent architect model for Big Data management. Spark was originally developed in the AMPLab at the University of California Berkeley in 2009, offering more than 80 high-level operators to make parallel applications. Cassandra database is an open source distributed database system that handles large amounts of data. SparkText supports scalability and high availability with no single point of failure (Fig 2).

**Results**

To evaluate the performance, accuracy, and running time of SparkText, extensive experiments were performed on the abstracts and full-text articles downloaded from PubMed. In the sections below, we first describe the testing dataset and the experimental setup, then report measurement and comparison of the accuracy of SparkText using different machine learning methods on three different datasets. We have utilized the Apache Spark MLlib components using their default parameter values. To further examine the SparkText attributes, we also analyze the accuracy of the SparkText using non-default Apache Spark MLlib parameter values. After that, we report comparison of the accuracy and runtime efficiency of SparkText with two open source toolsets, Weka Library [34,35] and TagHelper Tools[36].

**Experimental setup**

We downloaded abstracts and full-text articles from PubMed (Datasets in S1 File) to generate both training and testing datasets. Datasets and their attributes are shown in Table 2. Separating a dataset into "training data" and "testing data" is an important part of evaluating text classification models. In such a dataset, a training set is used to build up a prediction model, while a testing set is used to evaluate the model built. To this end, for each dataset illustrated in Table 2, we employed 5-fold cross validation, each time using 80% of the entities to train a prediction model and the remaining 20% to test it. We utilized 64-bit Linux CentOS operating system on a cluster platform built with 20 data nodes, each configured with 6 GB memory, two CPUs (2.6 GHz), and 1 TB of hard disk space.

**Accuracy validation**

We assessed the accuracy of the proposed prediction models using three common measures including accuracy, precision, and recall. Accuracy describes the percent of predictions that are
correct, precision (also called positive predictive value) refers to the percent of positive predictions that are correct, and recall (also called sensitivity) describes the percent of positive cases that are detected \[21,22\]. Given \( P \) positive instances and \( N \) negative instances in an experiment, the four potential outcomes include true positive (TP), true negative (TN), false positive (FP), and false negative (FN). Then accuracy (ACC) = \( (TP + TN)/(P + N) \), precision (PPV) = \( TP/(TP + FP) \), and recall (true positive rate) (TPR) = \( TP/(TP + FN) \). Table 3 shows quantitative results for accuracy, precision, and recall of SparkText. In this experiment, we employed three classification methods on the three different datasets illustrated in Table 2. Results in Table 3 were obtained by utilizing only default parameter values of the Apache Spark MLlib components including SVM, Logistic Regression, and Naïve Bayes classifiers. Experimental results using both default and non-default parameter values of the Apache Spark MLlib classifiers are presented in Table 4. We also assessed the Receiver Operating Characteristic (ROC) curves \[22,23\] for quantitative comparison of the prediction models using the three different machine learning methods. Fig 4 shows representative ROC curves generated in a typical experiment using the “Full-text Articles II” data. The area under the curve for the SVM classifier represented a reasonable test, while the area for the Naïve Bayes classifier compared poorly to the two other classification methods. The accuracy of SVM classifier on the dataset was better than Naïve Bayes or Logistic Regression.

Comparing the proposed methods using abstracts and full-text articles, we found that the accuracy of the prediction models using abstracts was better than that of full-text articles. This is somewhat counter-intuitive, but a possible explanation might be related to the size of the feature space, which seems to be too large for full-text articles. For text classification purposes, abstracts may work better than full-text scientific articles. However, to tackle the problem of information retrieval and knowledge discovery, full-text articles are expected to provide a richer source of information compared to abstracts alone. Therefore, future work will attempt to take feature reduction strategies into account to improve prediction models based on full-text articles.

Table 2. The datasets: all abstracts and full-text articles were downloaded from PubMed. The datasets included abstracts and full-text articles related to three types of cancer, including breast, lung, and prostate cancer. For each dataset, we employed 80% of the entire dataset to train a prediction model while the remaining 20% was used for testing.

| Dataset          | Year Range | # Instances | # Breast Cancer | # Lung Cancer | # Prostate Cancer |
|------------------|------------|-------------|-----------------|---------------|------------------|
| Abstracts        | 2011–2016  | 19,681      | 6,137           | 6,680         | 6,864            |
| Full-text Articles I | 2011–2016  | 12,902      | 4,319           | 4,281         | 4,302            |
| Full-text Articles II | 2009–2016  | 29,437      | 9,787           | 9,861         | 9,789            |

doi:10.1371/journal.pone.0162721.t002

Table 3. The quantitative results for accuracy, precision, and recall of SparkText using three datasets. For each dataset, 80% was used to train a prediction model and the remaining 20% for testing.

| Dataset          | Classifier | Accuracy | Precision | Recall |
|------------------|------------|----------|-----------|--------|
| Abstracts        | SVM        | 94.63%   | 93.11%    | 94.81% |
| Abstracts        | Logistic Regression | 92.19% | 91.07% | 89.49% |
| Abstracts        | Naïve Bayes | 89.38%   | 89.13%    | 90.82% |
| Full-text Articles I | SVM        | 94.47%   | 92.97%    | 93.14% |
| Full-text Articles I | Logistic Regression | 91.05% | 90.77% | 89.19% |
| Full-text Articles I | Naïve Bayes | 88.02%   | 89.01%    | 90.68% |
| Full-text Articles II | SVM        | 93.81%   | 91.88%    | 92.27% |
| Full-text Articles II | Logistic Regression | 90.57% | 90.28% | 91.59% |
| Full-text Articles II | Naïve Bayes | 86.44%   | 87.61%    | 89.12% |

doi:10.1371/journal.pone.0162721.t003
Quantitative comparisons of the prediction models

We also compared the accuracy, precision, and recall of SparkText with two open source toolsets, Weka Library and TagHelper Tools. Fig 5 shows quantitative comparisons of the prediction models using Naïve Bayes, SVM, and Logistic Regression on different datasets including abstracts and full-text articles. This experiment illustrates that the difference between accuracy estimated by the SparkText framework and accuracy estimated by two well-known Weka Library and TagHelper Tools is less than 1%. Therefore, the SparkText framework generates reasonable results regarding the accuracy of the prediction models. The accuracy of SparkText is promising, as Weka Library and Tag Helper tools have been in use for several years to solve the problems of text data classification. In addition to having comparable accuracy, precision, and recall as the two widely used text mining libraries, SparkText showed much better performance as described below.

Performance comparison

Comparisons of running time among SparkText and the Weka Library and Tag Helper tools are shown in Table 5. Using the dataset "Abstracts", SparkText took approximately 3 minutes to complete classification, while the Weka Library and TagHelper Tools took approximately 138 minutes and 201 minutes, respectively. Employing the dataset "Full-text Articles I", SparkText took approximately 4 minutes to complete classification, while the Weka Library and TagHelper Tools took almost 309 minutes and 571 minutes, respectively. On the dataset "Full-text Articles II", SparkText took approximately 6 minutes to complete classification, while Weka Library and TagHelper Tools both took more than 11 hours. The speed advantage of SparkText becomes more apparent as the input dataset becomes larger. For the largest dataset, which included 29,437 full-text articles, the proposed scalable framework achieved a speed 132 times faster than that of commonly used text mining tools including Weka Library and TagHelper Tools (Table 5).
Discussion

This work focused on investigating large-scale biomedical text classification for massive datasets downloaded from PubMed. We utilized NLP, machine learning strategies, and Big Data infrastructure to design and develop a distributed and scalable framework to extract information, such as cancer type for breast, prostate, and/or lung cancers, and then to develop prediction models to classify information extracted from tens of thousands of abstracts and/or full-text articles downloaded from PubMed by associated MeSH terms. The SparkText framework was developed on a Big Data infrastructure, including an Apache Hadoop cluster, together with an Apache Spark component and Cassandra database. The accuracy of predicting a cancer type by SVM using the abstracts was 94.63%, while its accuracy using the 29,437 full-text articles (Full-text II) was 93.81%. The developed toolset was more than 130 times faster than other existing methods for mining a large dataset, which included 29,437 full-text articles. This demonstrates the potential of mining large-scale scientific articles on a Big Data infrastructure. The time efficiency and accuracy of SparkText are both promising, and this strategy will provide tangible benefits to biomedical research. The package of the developed toolsets in this study is freely available for use by academic or non-profit organizations at http://sparktext.omicspace.org/. Source
Fig 5. Quantitative comparisons of the prediction models on text mining: (A) the accuracy, precision, and recall obtained from 19,681 abstracts; (B) the accuracy, precision, and recall on 12,902 full-text articles; and (C) the accuracy, precision, and recall on 29,437 full-text articles. Table 2 provides the details on these 3 datasets. Five-fold cross validation was used in all analyses.

doi:10.1371/journal.pone.0162721.g005
The code of the package can be downloaded after obtaining a license agreement from Marshfield Clinic Applied Sciences.

This pilot study only leveraged three of the available machine learning methods implemented in Apache Spark component and tens of thousands of articles downloaded from PubMed to classify three cancer types. In this work, we did not analyze whether an article focused on single cancer or multiple cancers (Overlapping of different cancer types in S1 File). In future studies, we plan to employ larger datasets, including hundreds of thousands full-text articles, to assess the accuracy, scalability, and runtime efficiency of SparkText. We will focus on feature extraction and dimension reduction to provide noteworthy features; hence, condensing the feature space for text classification methods. To provide better knowledge and information to cancer research, we intend to work on multi-dimensional classification tasks to classify information extracted from scientific articles not only on specific cancer types, but also on cancer treatment, diagnosis, and prevention categories. Furthermore, besides utilizing the available machine learning methods implemented in Apache Spark component and available published articles on PubMed, we also plan to develop novel machine learning approaches for discovering the associations between gene and disease/phenotype, gene and drug dosage/use, and other associations to advance precision medicine.

Conclusions

This study demonstrates the potential for mining large-scale scientific articles on a Big Data infrastructure, with real-time update from new articles published daily. SparkText can be extended to other areas of biomedical research.
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| Tools          | Dataset                  | Running Time (minutes) |
|----------------|--------------------------|------------------------|
| Weka Library   | Abstracts                | 138                    |
| Tag Helper     | Abstracts                | 201                    |
| SparkText      | Abstracts                | 3                      |
| Weka Library   | Full-text Articles I     | 309                    |
| Tag Helper     | Full-text Articles I     | 571                    |
| SparkText      | Full-text Articles I     | 4                      |
| Weka Library   | Full-text Articles II    | 697                    |
| Tag Helper     | Full-text Articles II    | 768                    |
| SparkText      | Full-text Articles II    | 6                      |

doi:10.1371/journal.pone.0162721.t005
Author Contributions
Conceived and designed the experiments: MMH.
Performed the experiments: APT ZY.
Analyzed the data: APT ZY.
Contributed reagents/materials/analysis tools: APT ZY.
Wrote the paper: APT ZY KYH KW MMH.

References
1. American Cancer Society. Cancer Facts & Figures. (2015) Available at: http://www.cancer.org/research/cancerfactsstatistics/cancerfactsfigures2015. (Accessed 1st December 2015)
2. What Causes Cancer. (2016) Available at: http://www.cancer.org/cancer/causescancer/. (Accessed 6th June 2016)
3. Causes of cancer and reducing your risk. (2016) Available at: http://www.cancerriskresearchuk.org/about-cancer/causes-of-cancer. (Accessed 6th June 2016)
4. Friedman AA, Letal A, Fisher DE, Flaherty KT (2015) Precision medicine for cancer with next-generation functional diagnostics. Nat Rev Cancer 15: 747–756. doi: 10.1038/nrc4015 PMID: 26536825
5. Gonczy P (2015) Centrosomes and cancer: revisiting a long-standing relationship. Nat Rev Cancer 15: 639–652. doi: 10.1038/nrc3995 PMID: 26493645
6. Shipman L (2015) Cancer genomics: The relevance of extensive editing in tumour transcriptomes. Nat Rev Cancer 15: 698. doi: 10.1038/nrc4044 PMID: 26511457
7. Glasgow J, Jurisica II, Ng R (2000) Data mining and knowledge discovery in molecular databases. Pac Symp Biocomput: 365–366. PMID: 10902184
8. Rebholz-Schuhmann D, Oellrich A, Hoehndorf R (2012) Text-mining solutions for biomedical research: enabling integrative biology. Nat Rev Genet 13: 829–839. doi: 10.1038/nrg3337 PMID: 23150036
9. Korhonen A, Seaghdha DO, Silins I, Sun L, Hogberg J, et al. (2012) Text mining for literature review and knowledge discovery in cancer risk assessment and research. PLoS One 7: e33427. doi: 10.1371/journal.pone.0033427 PMID: 22511921
10. Hakenberg J, Nenadic G, Rebholz-Schuhmann D, Kim JD (2013) Literature mining solutions for life science research. Adv Bioinformatics 2013: 320436. doi: 10.1155/2013/320436 PMID: 23365570
11. Oh JH, Deasy JO (2015) A literature mining-based approach for identification of cellular pathways associated with chemoresistance in cancer. Brief Bioinform.
12. Krallinger M, Erhardt RA, Valencia A (2005) Text-mining approaches in molecular biology and biomedicine. Drug Discov Today 10: 439–445. doi: 10.1016/S1359-6446(05)03376-3 PMID: 15808823
13. van Driel MA, Bruggerman J, Friend G, Brunner HG, Leunissen JA (2006) A text-mining analysis of the human phenotype. Eur J Hum Genet 14: 535–542. doi: 10.1038/sj.ejhg.5201585 PMID: 16493445
14. Ongenaert M, Van Neste L, De Meyer T, Menschaert G, Bekaert S, et al. (2008) PubMeth: a cancer methylation database combining text-mining and expert annotation. Nucleic Acids Res 36: D842–846. doi: 10.1093/nar/gkm786 PMID: 17932060
15. Fang YC, Huang HC, Juan HF (2008) MeInfoText: associated gene methylation and cancer information from text mining. BMC Bioinformatics 9: 22. doi: 10.1186/1471-2105-9-22 PMID: 18194557
16. Zhu F, Patumcharoenpol P, Zhang C, Yang Y, Chan J, et al. (2013) Biomedical text mining and its applications in cancer research. J Biomed Inform 46: 200–211. doi: 10.1016/j.jbi.2012.10.007 PMID: 23159498
17. Willits JA, Seidenberg MS, Saffran JR (2014) Distributional structure in language: contributions to noun-verb difficulty differences in infant word recognition. Cognition 132: 429–436. doi: 10.1016/j.cognition.2014.05.004 PMID: 24908342
18. Salton G, Buckley C (1988) Term-weighting approaches in automatic text retrieval. Inf Process Manage: 25: 513–523.
19. Manning CD, Raghavan P, Schü H (2008) Introduction to information retrieval. New York: Cambridge University Press. xxi, 482 p. p.
20. Chowdhury GG (2010) Introduction to modern information retrieval. London: Facet. xiv, 508 p. p.
21. Anderson JR, Michalski RS, Carbonell JG, Mitchell TM (1983) Machine learning: an artificial intelligence approach. Palo Alto, Calif.: Tioga Pub. Co. xi, 572 p.

22. Flach PA (2012) Machine learning: the art and science of algorithms that make sense of data. Cambridge; New York: Cambridge University Press. xvii, 396 p.

23. Wu HC, Luk RWP, Wong KF, Kwok KL (2008) Interpreting TF-IDF term weights as making relevance decisions. ACM Trans Inf Syst 26: 1–37.

24. Lipscomb CE (2000) Medical Subject Headings (MeSH). Bull Med Libr Assoc 88: 265–266. PMID: 10928714

25. Van Rijsbergen CJ, Robertson SE, Porter MF (1980) New models in probabilistic information retrieval. Cambridge, Eng.: Computer Laboratory, University of Cambridge. ii, 123 p.

26. Sparck Jones K, Willett P (1997) Readings in information retrieval. San Francisco, Calif.: Morgan Kaufman. xv, 589 p.

27. Hausser RR (2001) Foundations of computational linguistics: human-computer communication in natural language. Berlin; New York: Springer. xiv, 578 p.

28. Abney SP (2008) Semisupervised learning in computational linguistics. Boca Raton, FL: Chapman & Hall/CRC. xi, 308 p.

29. Manning CD, Schütze H (1999) Foundations of statistical natural language processing. Cambridge, Mass.: MIT Press. xxxvii, 680 p.

30. Jurafsky D, Martin JH (2009) Speech and language processing: an introduction to natural language processing, computational linguistics, and speech recognition. Upper Saddle River, N.J.: Pearson Prentice Hall. xxxi, 988 p.

31. Apache Foundation. Spark 1.5.2. SVMWithSGD Available at: http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.mllib.classification.SVMWithSGD. (Accessed 1st December 2015).

32. Apache Foundation. Spark 1.5.2. LogisticRegressionWithSGD. Available at: http://spark.apache.org/docs/latest/api/scala/index.html#org.apache.spark.mllib.classification.LogisticRegressionWithSGD. (Accessed 1st December 2015).

33. Apache Foundation. Spark 1.5.2. MLlib–Naïve Bayes. Available at: http://spark.apache.org/docs/latest/mllib-naive-bayes.html. (Accessed 1st December 2015).

34. Frank E, Hall M, Trigg L, Holmes G, Witten IH (2004) Data mining in bioinformatics using Weka. Bioinformatics 20: 2479–2481. doi: 10.1093/bioinformatics/bth261 PMID: 15073010

35. Pyka M, Balz A, Jansen A, Krug A, Hullermeier E (2012) A WEKA interface for fMRI data. Neuroinformatics 10: 409–413. doi: 10.1007/s12021-012-9144-3 PMID: 22426993

36. Rose CP, Wang YC, Cui Y, Arguello J, Stegmann K, Weinberger A, et al.: Analyzing Collaborative Learning Processes Automatically: Exploiting the Advances of Computational Linguistics in Computer-Supported Collaborative Learning. International Journal of Computer Supported Collaborative Learning 2008, 3(3), 237–271. doi: 10.1007/s11412-007-9034-0