Public data primacy: the changing landscape of public service delivery as big data gets bigger
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Abstract
The growth and expansion of “Big Data” is fundamentally changing public service delivery. Big Data is getting “bigger,” and public organizations will have new opportunities to cultivate and challenges to address. To understand the effects of the growth of data on public organizations, we introduce the Public Data Primacy (PDP) theoretical framework, which builds on existing scholarship through four propositions about data, technology, and its use in the public sector. The framework posits that public sector work will become increasingly data-centric as data continues to get “bigger.” Ultimately, the PDP leads to two predictions about the public sector. First, we predict that the primacy of data in the delivery of public services is inevitable. Second, this forthcoming reality will require public servants to adopt new models of public service oriented around data. The PDP theoretical framework provides a systematic lens in which public administration scholarship can evaluate the future of data growth and its impacts upon public service delivery.
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The growth of “Big Data” is fundamentally altering how public organizations make decisions and provide public services. Public employees plan and deliver public...
services using their knowledge and experience. However, the limitations of human cognition, information availability, and time (Simon, 1955) have historically constrained the ability of public employees to make optimal decisions. The foregoing limitations generate what is known as bounded rationality (Simon, 1955), wherein decision-makers select an act leading to an outcome that satisfices or is ‘good enough’ given the various constraints. In contrast, informed users of Big Data have the potential to mitigate, or perhaps even overcome, some of these constraints as shown in studies linking the proper use of Big Data to an improvement in the precision, accuracy, and optimality of decision-making processes and outcomes (Alkateeri et al., 2020; Andrews et al., 2016; Desouza & Jacob, 2017; Guirguis, 2020; Maciejewski, 2107; van der Voort et al., 2019).

Big Data is changing more than how decisions are made. There is a fundamental shift occurring in the operation of public organizations that is rooted in the use of data. Bureaucratic discretion is increasingly practiced behind a keyboard rather than on the street (Busch & Henriksen, 2018), networks of sensors are replacing networks of peers in policy processes (Rabari & Storper, 2015), and data are driving organizational decisions rather than administrative experience, knowledge, and social networks (Okwechime et al., 2018). The emergence of Big Data is having a profound impact on public organizations.

Moreover, Big Data is getting “bigger,” and with it, public organizations face new opportunities and challenges. To date, Big Data scholarship in public administration has focused on specific data applications rather than the broader trends associated with data-driven government. Less prominent in existing scholarship is an understanding of how the growing availability of data influences and alters the bases of administrative behavior. How does the growth of data affect its use in the public sector?

To understand the effects of data on public organizations, we introduce the Public Data Primacy (PDP) framework. The PDP draws from existing empirical and theoretical studies to construct a novel theoretical framework consisting of four propositions about data in the public sector. Proposition 1 establishes the concept of DATA, an abstract point of complete data saturation. Three additional propositions follow given the existence of DATA as outlined in Proposition 1. Proposition 2 is a claim about work-related data centricity, and Propositions 3 and 4 connect data qualities and data use outcomes, respectively.

The PDP is presented as the first step in constructing a rigorous and fully specified theory to begin discussions pertaining to data growth and its use in the public sector. In its current form, the PDP is a theoretical framework with informal propositions that can be formalized in future research. Therefore, the PDP is not presented as, nor should it be considered at this stage, a fully realized theory.

The PDP framework posits that public sector work becomes increasingly data-centric as Big Data gets “bigger.” More data improves outcomes, and better outcomes incentivize greater use of data-driven processes in public organizations. Since there are no indications that data will stop growing, public organizations will increasingly rely on data to deliver services. Ultimately, the PDP leads to two bold predictions about the public sector:
1. The primacy of data in the delivery of public services is inevitable.
2. Public servants require new models of public service oriented around data.

This work begins with a discussion of the transition from small data to Big Data environments. We examine the factors driving the growth of data, how Big Data is more than simply lots of data, and how applications such as Artificial Intelligence (AI) are changing the public sector. Next, we outline the four propositions of the PDP framework that uncover how the continued growth of data is likely to affect the data-centricity of public organizations. We conclude with the implications of the PDP for the practice and scholarship of public administration.

1 The new datafied world

1.1 From small to big data

Data have long served an important purpose in society to record, understand, and analyze the world (Mayer-Schönberger & Cukier, 2013). At their most basic, data are discrete facts that are unaggregated, raw, and have not been converted into information (Jennex & Bartczak, 2013). More broadly, data are an abstraction of a real-world phenomenon (Kelleher & Tierney, 2018) that are typically conceptualized as the numerical depiction of measurable phenomena (Priestley & McGrath, 2019). For this paper, data are “an atomic unit that can be captured—measured, seen or heard—and thus extracted, analyzed, and converted into information and ultimately into new knowledge” (Priestley & McGrath, 2019, p. 97).

The world is becoming awash in data. The global data generated daily is an estimated 2.5 quintillion bytes (Marr, 2018), with the whole data universe estimated to grow to 175 zettabytes by 2025 (Reinsel et al., 2018). This explosion of data is a direct consequence of the increased datafication of society—quantifying individual activities and social functions into a format that can be stored and analyzed (Mayer-Schönberger & Cukier, 2013).

Lazer and Radford (2017) argue that the growing datafication can be explained through the proliferation of three data categories: digital life, digital trace, and digitalized life data. First, digital life refers to data captured on individuals’ digitally mediated social behaviors or actions across online platforms like Twitter. These data can represent both actions of a non-digital society and a realm of human behavior that exists as distinctively digital, where information and interactions can be filtered and adjusted. Second, digital trace data refers to administrative data or bureaucratic records of action taken, but it is not the action itself, unlike digital life data. For example, digital trace data includes voter registration records but not the act of voting. Finally, digitalized life refers to non-digital behavior captured and represented in a digital form. Information and Communication Technology (ICT) captures vast quantities of our non-digital activities through sensors, cameras, and phones. For example, video footage capturing an individual crossing the street from a traffic cam is considered digitalized life data.
Datafication at its current rate is made possible by three historical trends: exponentially increasing computing power, the shift from analog to digital communication technologies, and the positive feedback loop between data generation and new technologies. First, the most fundamental driver of change in the past century has been the exponential growth of computing capacity. Moore’s Law suggests that general computing power would roughly double every 12–18 months due to improvements in computer hardware (Moore, 1965). The exponential growth in computing capacity has enabled ever-increasing information collection, storage, and processing capacity. As these capacities have increased, they have incentivized the creation of new platforms and data structures that can take advantage of these gains.

Computing capacity alone is not enough to explain widespread datafication. Second, the shift from analog to digital ICTs that began in the 1950s and increased dramatically in the 1990s is a fundamental reason for the explosion of data (Brady, 2019). Digitizing ICT activities has increased the datafication of communication activities once limited to face-to-face interactions while simultaneously increasing the reach of our networks and the ease of communicating with others regardless of distance (Brady, 2019). The growth of digital life (i.e., digital platforms), digital trace (i.e., administrative data), and digitalized life (i.e., datafication of real-world phenomena) data (Lazer & Radford, 2017) cannot be explained without acknowledging the role of digital ICTs.

The final factor driving data growth is the positive feedback loop between data generation and new technological development (Clauson, 2020). The data created by digital and sensor technologies is vital for improving current technology and developing the next generation of technologies, such as AI. As technology improves, the capacity to collect, store, and use data increases. Consequently, new technologies emerge to take advantage of their increased usability. For example, AI applications both create and use data to improve the function of the application (Cockburn et al., 2019).

1.2 Big data is more than lots of data

The net result of Moore’s Law, the digitalization of ICTs, and the positive feedback loop between data generation and new technology is a transition from a small to a Big Data world. Small data are limited in volume, narrow in scope, expensive to acquire, “analog,” and collected sporadically (Kitchin, 2014). The use of small data to inform organizational decisions and create knowledge is limited due to the relatively high cost of recording and analyzing data in an analog format. Improvements in computing power and the digitalization of ICTs have lowered the relative costs of collecting, storing, and analyzing large volumes of data enabling the emergence of Big Data. Big Data is large, multi-purpose, digitally recorded, continuously created, and relatively cheap to generate, acquire, and store (Kitchin, 2014). Private companies increasingly treat data as a fundamental commodity (Cockburn et al., 2019). Big Data is also having a profound impact on the public sector by changing how public sector organizations are managed (Mullich, 2013; Rogge et al., 2017), services are provided (Sarker et al., 2018), policy is designed (Desouza & Jacob,
The significance of Big Data can be understood from a technical and conceptual perspective. From a technical perspective, the properties of Big Data—three V’s—volume, velocity, and variety—distinguish it from small data (Desouza & Jacob, 2017; Kitchin, 2014). Volume refers to the large amount of data that gets collected and stored. Velocity refers to the speed at which data are created and collected. Big Data is being created continuously, whereas small data is created infrequently due to relatively large time intervals between collection periods. Variety, the final V, refers to the multitude of different data types created, such as audio, visual, video, spatial, and text. Mergel et al., (2016, p. 931) define Big Data within the specific context of public affairs as “high volume data that frequently combines highly structured administrative data actively collected by public sector organizations with continuously and automatically collected structured and unstructured real-time data that are often passively created by public and private entities through their internet interactions.” From a technical perspective, the transition from small to Big Data is changing the size, speed, and types of data created and collected.

From a conceptual perspective, Big Data is the result of the datafication of society and subsequent data munificence (Mayer-Schönberger & Cukier, 2013). Compared to small data, Big Data is more exhaustive, granular, and relational (Kitchin, 2014). Exhaustivity refers to the movement away from samples and towards acquiring populations of data or \( n = \text{all} \) (Mayer-Schönberger & Cukier, 2013). Granularity refers to the increasing resolution of Big Data where more refined quantifications are being datafied. Relationality refers to the ability to connect or relate data collected from different sources. The increased exhaustivity and granularity create new opportunities to connect different datasets. For example, social media data can be related to administrative data by connecting individuals’ names. In total, the exhaustivity, granularity, and relationality of Big Data suggest that the world is increasingly data rich due to the comprehensiveness of datafication.

### 1.3 Big data and AI: changing the public sector

The technical and conceptual aspects of Big Data are having a considerable impact on public service delivery. Many scholars highlight its potential benefits, such as improved government-citizen understanding (Clarke & Margetts, 2014), better alignment between citizen preferences and government services (Chen & Zhang, 2012), improved responsiveness (Mergel et al., 2016), performance (Klievink et al., 2017), and decision-making (Desouza & Jacob, 2017). In contrast, others highlight the perils of Big Data, from its accidental or purposeful mishandling and misuse (Schintler & Kulkarni, 2014) to the ways in which it can exacerbate inequalities (Busuioc, 2020), punish the digitally invisible (Mergel et al., 2016), and decrease regulatory oversight (Sun & Medaglia, 2019). Scholarship on the potential positive and negative consequences of the use of Big Data varies widely and is somewhat speculative.
What is clear, however, is that one key area already reshaping the administration of government work is automation using AI (Maciejewski, 2017). AI is a broad concept with an array of definitions. Simply put, it is a technical system that can learn (Panch et al., 2018) and take action from information or environmental stimuli (Zuiderwijk et al., 2021). Alternatively, it can be thought of as the creation of artificial agents (Gahnberg, 2021). AI can be employed in various ways, from automating tasks to aiding in complex decisions as a supporting tool. Data are central to the success and application of AI because it uses data to inform operations through machine learning. Machine learning is a set of techniques within AI methods that “learn” from associations in data (Panch et al., 2018).

Automation from AI is changing the practice of bureaucratic discretion. When developing regulatory plans, governments and bureaucrats need to understand AI’s scope, benefits, and risks (Taeihagh, 2021). While there are many concerns about AI-informed decision-making in the public sphere, increased use from the growth of data is relevant in terms of regulation and “artificial discretion” (Young et al., 2019). AI presents a difficult challenge for regulators because of algorithmic or “black box” decision-making (Sun & Medaglia, 2019). Governmental regulators in situations where theoretical or intuitive explanations cannot be explored, like the 2008 financial crisis, search for meaning in more and more data (Kempeneer, 2021). New techniques for explaining and evaluating “black box” algorithms are being employed (Gerke et al., 2020), which helps regulate AI. However, these techniques require regulators to understand and work with the data used to “train” their algorithms. Regulating AI incentivizes greater collection and use of data in governments.

The transition from small to Big Data is having profound effects on governance. Of note, Big Data is powering AI, which is changing the role of public officials in public organizations. The following section presents the PDP theoretical framework, which outlines how the continued growth of data and AI incentivizes data use in public organizations.

2 Public data primacy (PDP) theoretical framework

By all indications, the growth of data and advancement of AI are not stopping or plateauing in the near future. Given their extensive impact on governance, it is crucial to understand how data influence public organizations. As stated at the outset, this manuscript presents a theoretical framework—the PDP—describing how the expansion of data affects their use in the public sector. In addition, this framework offers informed, initial propositions about the impact of data on public sector organizations. The PDP is presented in the next four subsections with each subsection culminating in a proposition about the likely influence of Big Data on governance.
2.1 “Bigger” data

The transition from small to Big Data is ongoing as data continues getting “bigger.” Over time, the volume, velocity, variety, exhaustivity, granularity, and relationality of data increase, resulting in more comprehensive data. Figure 1 illustrates this idea. In the abstract, the shift from small to Big Data can be represented as a data continuum. The smallest unit is a single datum, representing a small aspect of the natural world and providing little information. On the opposite end of the continuum is the recording of “the totality of information” when “\( n = \text{all} \)” (Mayer-Schönberger & Cukier, 2013, p. 197). More comprehensive data will represent phenomena with greater precision, comprehensiveness, verisimilitude, and confidence.

Yet, data alone are meaningless. Data devices and employees with data skills are also required to create value from data. Data devices include analytical methods and applications that extract information from or use data. Different analytical methods help analysts understand and find connections in data that would not be possible otherwise. In addition, data applications like AI and decision support tools can help automate and augment tasks. These tools help condense vast data streams into useful, concise information. Data skills are also necessary to make sense of data and find meaningful ways to use results. Humans add value to AI through their ability to capture, curate, analyze, and apply data-informed insight to a problem (Overton & Kleinschmit, 2021; Young et al., 2019). Data skills allow individuals to ensure appropriate data are being fed into AI platforms and that any decisions resulting from AI can be evaluated and understood, creating verifiable AI (Wirtz & Müller, 2019). For example, Janssen et al. (2022) found that prior professional knowledge, such as data skills, helped governmental officials determine when machine learning algorithms provided incorrect suggestions.

Combined with improved data devices and skills, comprehensive datafication or \( n = \text{all} \) can generate a 1-to-1 perfect simulation of phenomena or even reality itself. We refer to the concept of a perfect simulation of reality as DATA for ease of reference. DATA is a function of \( n = \text{all} \), data devices, and data skills. Increases in the technical
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**Fig. 1** Data continuum and DATA
and conceptual defining characteristics of Big Data and improvements in the sophistication of data devices and adoption of data skills move society closer to DATA. The value of data to public organizations increases as data approaches DATA. The foregoing discussion leads to the first proposition of the PDP framework:

**Proposition 1**: DATA is a function of the comprehensiveness of data (i.e., \( n = \text{all} \)), data application and analysis tools, and data skills.

### 2.2 Linking data growth, utilization, and outcomes

As data approaches DATA, it will yield more value for public officials and organizations. The value of using data in public organizations comes from data use outcomes. Potential improvements in data use outcomes incentivize public officials and organizations to use data in new ways. Once used in new ways, the perceived and actual improvements incentivize continued use and increase the probability it will be used in new ways to deliver public services. In short, as data gets bigger (i.e., closer to DATA), data use outcomes improve, which incentivizes organizations to become more data-centric, as shown in Fig. 2.

Data centricity refers to the breadth and depth of the integration of data use in the public sector. The breadth of data centricity refers to “who” is using data in public organizations and is determined by individuals’ and departments’ functional needs and task goals. For individuals, data are not in the sole domain of senior administrators and department heads making strategic decisions and will increasingly become helpful to front-line employees for operational purposes. Already, Big Data is changing the skills needed to govern effectively (Overton & Kleinschmit, 2021) and altering how public employees practice bureaucratic discretion (Busch & Henriksen, 2018).

For organizations, multiple departments within a government bureaucracy orient their use of data around the department’s mission and goals. The substantially different data practices and varying levels of integration across departments are anchored in their functional needs (Berardo & Lubell, 2016). While budgeting departments have been using data extensively to record how public funds are spent for the last 100 years, they have been used in new ways (e.g., planning) to improve budgeting practices over time (Schick, 1966). Conversely, communication departments are only recently integrating extensive data analysis into their operations because of the recent proliferation of social media analytics (Belkahla Driss et al., 2019).

The depth of data centricity refers to “how” data are applied to public services, which typically occurs in decision-making. For example, performance management systems use performance measures to guide budgeting decisions, inform planning, and evaluate an aspect of a program. However, data can be used for more than informing decisions and can be directly used to provide services. Any AI, automated, or digital

![Fig. 2 Data centricity](image-url)
service requires data to train or build the service and a stream of input data so it can create a specified output.

There are also challenges associated with Big Data and AI that could undermine data use outcomes and decrease data centricity, such as equity, representation of the digitally invisible, and algorithmic bias. However, more data, not less, can solve these issues. One approach to addressing algorithmic bias includes collecting relevant demographic data and using that data to correct for identified bias (Barocas 2017)—a solution grounded in acquiring and using more data. In the case of the digitally invisible, individuals experiencing homelessness were given temperature detecting devices during a heat wave to understand their service needs (Longo et al., 2017). More data, not less, were required to serve the digitally invisible better.

Therefore, these challenges further incentivize data centricity. Data can improve equity in automated processes, identify and address algorithmic bias, and quantify those currently unrepresented in data. At some point in the future, the growth of data, data devices, and data skills ensures that the best way to address these issues is with greater data centricity. While the challenges of using Big Data and AI to deliver public services are real, they do not undermine data use outcomes. The second proposition of the PDP framework is:

**Proposition 2:** As data approaches DATA, public sector work will become more data-centric.

### 2.3 Why “bigger” data matters

The transition from small to Big Data elevated three important data qualities—convenience, instrumentality, and authority—that increase as data grows. These three qualities are important because they are the underlying factors that establish the range of data use outcomes and the potential degree of data centricity in public organizations. They enable and constrain the utility derived from data use outcomes and the possible depth and breadth of data centricity in public organizations.

The growth of data has improved the *convenience* of collecting data because the relative cost of capturing, curating, and applying data has decreased (Kitchin, 2014). As data approaches DATA, data’s convenience will minimize barriers preventing its use, which limits an organization’s data centricity. Data are an information good (Mihet & Philippon, 2019), and once generated, they can be used multiple times relatively cost-free. In addition, data on digital activities are cheap to create, find, and can be automatically generated and collected (Goldfarb & Tucker, 2019).

However, data collection is not costless, though costs will continue to decrease. Capturing data requires relatively expensive infrastructure investment. Yet, once in place, the actual cost of collection is low, resulting in a considerable economy of scale for large collection efforts (Haskel & Westlake, 2018). The infrastructure required for data collection and storage will get cheaper as the need for it becomes more ubiquitous across public organizations. The initial infrastructure costs are also likely offset by the substantial savings in operational costs (Maciejewski, 2017).

As data approaches DATA, so will data’s *instrumentality*, which refers to the ability to apply data to public sector problems and achieve desired outcomes.
instrumentality of data enables and constrains data use outcomes and an organization’s data centricity in two specific ways: greater precision and accuracy from analysis and broader potential applications. First, information theory and the information processing view of organizations (Galbraith, 1974) suggest that Big Data can be applied more precisely and accurately to a broader array of problems than small data (Brynjolfsson et al., 2011).

Unlike manual collection, data streams allow real-time assessment and response, reducing delay and enhancing precision. It becomes increasingly possible to create comprehensive, accurate, and precise models that are less probabilistic and more deterministic. “Certainty through saturation” is when no new information is derived through data collection (Francis et al., 2010), where confidence intervals narrow to negligible sums, and confidence levels approach 100%. Phenomena can be modeled with near-total certainty rather than a “satisficed” model grounded in the limitations of prior manual collection and reporting methods.

Second, the growth of data broadens its potential applications in the public sector. The comprehensiveness of data enables and constrains the set of public sector problems that data can address (Williamson, 2014). The public sector’s wholesale adoption of data-driven practices has been limited by its ability to quantify policy problems and solutions (Lindblom, 1959). As data approaches DATA, more phenomena will be quantified, which increases the possible ways it can be used in public organizations. Greater data coverage and granularity increase the likelihood that (1) data can be acquired to address specific or unique public problems and (2) a multitude of different types of data required to address complex, wicked problems can be collected. In short, the ability to apply data to a broader array of problems will increase potential data use outcomes and the maximum potential data centricity of a public organization.

Data are becoming an authority—a trusted source of knowledge. Once produced, government work becomes viewed in comparison with that data (Meijer, 2018; Meijer & Thaens, 2018). More broadly, the ability to capture, store, analyze, and visualize massive amounts of data has created an epistemological shift in science, resulting in a data-intensive empiricism (Kitchin, 2014). This epistemological shift is spilling over into the practice of public administration. Rather than relying solely on knowledge informed by theory and prior experiences, data are increasingly required to inform decisions and the delivery of public services (Rabari & Storper, 2015).

Meijer (2018) argues that new technologies have an interactive effect on the social structure of a community and that the growth of data from smart city technologies changes individual and organizational incentives because new technologies, such as Big Data, alter the perceptions and interactions of individuals and organizations with society (Orlikowski, 1992). Kempeneer (2021, p. 1) refers to this phenomenon as the “big data state of mind,” which is “the state of mind that one can or should rely on large data sets rather than theory to produce valid knowledge claims.” While we believe dismissing the role of theory in the decision-making process is a bridge too far, there is little doubt that the abundance of Big Data is fundamentally changing the role of data in knowing and knowledge production (Meijer, 2018). The discussion above leads to the third proposition of the PDP framework and is as follows:
Proposition 3: As data approaches DATA, the convenience, instrumentality, and authority of data will improve data use outcomes.

2.4 Data use outcomes

As data approaches DATA, the convenience, instrumentality, and authority of data increase, which increases the potential, perceived, and actual benefits derived from data use outcomes. Drawing from existing public administration scholarship, five data use outcomes are identified and explained below.

2.4.1 Outcome 1: better public sector performance at a lower cost

Public managers are motivated to improve organizational performance (Meier et al., 2015), and Big Data facilitates improved performance by increasing organizational capabilities (Andrews et al., 2016; Guirguis, 2020). Public administrators are already improving the performance of public organizations using Big Data through better service delivery, regulatory capacity, internal management practices, task automation, and decision-making (Maciejewski, 2017). Alkatheeri et al. (2020) found that the quantity and quality of Big Data improved the quality of decision-making in Abu Dhabi Governmental Organizations. Data’s instrumentality improves decision-making and service delivery in the public sector, and data’s convenience will help produce improvements in performance and at increasingly lower costs. The subsequent improvements in the quality of decisions and public services at lower costs will incentivize public managers to use data.

Big Data improves the precision and accuracy of decisions in public organizations, transforming the boundedly rational processes of public managers into instrumentally rational processes (van der Voort et al., 2019). The limitations that generate bounded rationality, (i.e., human cognition, information availability, and adequate time) are mitigated, and potentially overcome, using data. Overcoming these limitations leads to improvements in the precision, accuracy, and optimality of decision-making processes and their outcomes. In practice, data-driven decision-making—making decisions based on analysis rather than intuition (Brynjolfsson et al., 2011)—is not new, as governments have used data to make decisions for a long time (Schick, 1966). However, data-driven decision-making represents an improvement in public organizations’ decision efficacy compared to traditional, boundedly rational decision-making processes (Hwang et al., 2021).

For example, large data techniques now allow practitioners to engage in latent dimension identification (Qin et al., 2020), which creates more information to support public services and decisions (van der Voort et al., 2019). Under previous technical paradigms, the limitations of computational power and data availability have placed much of the purposiveness of the analysis on the researcher, beset with the limitations of their cognitive capacity and biases. Rather than engaging in discovery through a priori theoretically initiated lines of inquiry, large data techniques now allow practitioners to engage in latent dimension identification. As such, machine
learning has the potential to lead to a more agnostic approach in that an examination of all potential relationships within data gives a deeper understanding of the phenomena. As the practice of administration becomes less deductive and driven by existing theory, it will move towards a more abductive state of practice where important relationships are revealed, and meaning can be interpolated through large datasets (Haig, 2020).

Separately, the growth of AI within public service is accelerating performance improvements from data. For example, AI has successfully forecasted high crime risk transportation areas, which increased both the quality of public transportation and the public’s overall safety (Kouziokas, 2017). AI-enabled IT platforms improve the performance of capital planning and budgeting processes, which lead to better budget preparation and implementation (Wang 2022). The growth of smart cities has led to the use of AI to better collect, manage, and analyze data, which is leading to faster and smarter systems for public service delivery (Allam & Dhunny, 2019).

Thus, advanced data technologies can provide an important mechanism for addressing complex problems through enhanced capacity for evaluation. As data approaches DATA, performance gains from data use incentivize public managers to find novel ways to use data in public organizations. Opportunities to use new data and data applications to improve an organization’s performance emerge as data grows. Public managers will increasingly seek innovative ways of applying new data in search of novel performance gains. More granular or comprehensive data can be applied to situations where data are already being used, further integrating data into public sector work. The potential for further performance improvements at lower costs could exponentially increase the data centricity of public organizations.

2.4.2 Outcome 2: process legitimacy

Public organizations seek political and social legitimacy to gain acceptance from critical stakeholders, peer institutions, or the public at large (Aldrich & Fiol, 1994). An organization’s legitimacy involves a general perception that the process of determining actions taken is appropriate and desirable within societal norms (Suchman, 1995). The rise of open data introduced a major digital mechanism for ensuring government legitimacy, offering access to public data as a means to improve transparency and accountability (Attard et al., 2015). As data approaches DATA, public institutions use data to increase the legitimacy of the process by which decisions are made. Government stakeholder perceptions that data are required for the legitimacy of public services continually incentivize public officials to use data to gain legitimacy.

The authority and the instrumentality of data will increase the perceived legitimacy of the actions taken by a public organization. Data increasingly becomes a precondition of any legitimate and acceptable process or conclusion as data becomes more authoritative. Integrating data into public sector work also provides a path toward transparency in the decision-making process, which improves citizen trust (Altayar, 2018), worker engagement, and subsequently perceived legitimacy of a government institution from the public and employees (Desouza & Bhagwatwar,
2012). Data’s instrumentality in data-driven decisions is also associated with more accurate decision-making (Brynjolfsson et al., 2011), which can be crucial for building public trust and legitimacy (Holden & Organization for Economic Co-operation and Development, 2015). Improved performance from data use further entrenches the view that legitimate decision processes require data.

2.4.3 Outcome 3: isomorphic legitimacy

Organizations conform to the professional practices of peer institutions over time to gain institutional legitimacy, resulting in homogeneous structuration from institutional isomorphism (DiMaggio & Powell, 1983). Public organizations are particularly vulnerable to isomorphic pressures (Frumkin & Galaskiewicz, 2004). As data approaches DATA, more institutions will use data to improve data use outcomes, and consequently, the marginal isomorphic benefits of its use will increase. Public leaders have a wide range of data perceptions ranging from technophobia to enthusiasm (Guenduez et al., 2020). Even reluctant public officials are likely to be enticed to use data because the public sector is headed toward widespread adoption of data-centric practices. The application of data in public organizations is a self-reinforcing activity where data use outcomes increase the data centricity of public institutions, increasing the value of data to gain institutional legitimacy. As more institutions use data, public managers are likely to “herd” around data use to gain institutional legitimacy.

2.4.4 Outcome 4: mitigates organizational risk and the risk of undesirable policy outcomes

Public officials are risk-averse (Nicholson-Crotty et al., 2019), and the instrumentality of data can be used to mitigate certain risks. Unfortunately, all public decisions and services come with some level of political risk. The instrumentality of data suggests that it can be employed to reduce the risk of undesirable policy outcomes associated with decision-making and the provision of social services.

There are two significant issues that public servants face, each of which involves decision-making and the attempt to manage risk. First, to choose a public policy is to choose a gamble, with risk understood here to mean the probability of realizing a downside payoff for a failed policy outcome. As data approaches DATA, the risk (probability) of realizing a downside payoff from failed service outcomes decreases. There are at least two reasons why the probability decreases. First, increased utilization of data facilitates more precise and purposeful government processes. Second, public officials explicitly adopt and formalize routines and decision rules to mitigate risk (Wolman & Spitzley, 1996). With the increased instrumentality of data, routines and decision rules can be formalized and quantified with extreme precision and consistency. Consequently, instrumentality decreases the risk of making decisions that might lead to a Pareto-suboptimal provision of public services. Simply put, public sector reliance on data reduces the risks associated with public policy failure.
2.4.5 Outcome 5: mitigating individual risk: data as a scapegoat

If the decision-maker chooses a policy that leads to policy failure, then a second and related risk for an individual public service employee is realized in the form of electoral consequences (Mayhew, 2004). An individual’s ability to bear the risk associated with policy failure is a critical component of public entrepreneurship—i.e., innovative decision-making and program delivery in high-risk conditions (Schneider et al., 1995). Moreover, it has been reported that delegating responsibility is a key tactic in avoiding or shifting blame away from the individual (Epstein & O’Halloran, 1999).

Data provide many benefits to public officials wishing to avoid political and bureaucratic consequences by shifting the responsibility of negative consequences from the individual or organization onto the data itself. The primary reason is that public officials are shielded from electoral or bureaucratic consequences for inferior outcomes because the public perceives the reliance on and use of data as authoritative. Therefore, data will reduce, but not completely eliminate, the electoral and bureaucratic risks associated with decision-making in government. In the end, the five outcomes associated with data use described in detail above produce a fourth proposition of the PDP framework:

**Proposition 4:** As data approaches DATA, data use outcomes—potential, perceived, and actual—will incentivize increased data centricity in the public sector.

To summarize, the PDP is a theoretical framework that generates four key propositions connecting the growth in data to the increasing reliance on data in public organizations. Proposition 1 establishes the concept of DATA, an abstract point of complete data saturation representing what Big Data is moving towards. Proposition 2 outlines a causal argument connecting DATA, data use outcomes, and data centricity in public organizations. Proposition 3 explains how the growth of data improves data use outcomes via an increase in data convenience, instrumentality, and authority. Finally, Proposition 4 highlights five data use outcomes that incentivize the growth of data centricity.

3 Conclusion and future implications

As scholars, we face a daunting challenge: studying and understanding an emerging data-driven reality. The PDP theoretical framework provides a foundation for understanding how data and AI change the public sector. The need to understand how data are changing public organizations and develop practitioners for an increasingly data-centric public sector will only increase. Through careful study and thoughtful guidance, we can prepare public administrators for the primacy of data in the public sector.

The PDP theoretical framework leads to the expectation that public officials and organizations will be increasingly incentivized to become more data-centric because of the potential of data use outcomes’ perceived and realized benefits. This
framework and its four key propositions are based on the underlying assumption that Big Data will continue to grow in volume, variety, velocity, exhaustivity, granularity, and relationality. The pinnacle of this process is a near-perfect simulation of reality, referred to as DATA. Moreover, increases in the comprehensiveness of data collected, data devices, and data skills will increase the convenience, instrumental- ity, and authority of data use.

The depth and breadth of data’s integration into public service can demonstrate different types and degrees of data centricity and presents an important opportunity for scholarly inquiry. The specifics of the changes in the public sector’s data centricity as society moves toward DATA are purposefully left ambiguous as the exact changes and ordering of the changes are currently speculative. If correct, then the short- and long-term implications of an increasingly data-centric public sector are significant for the practice of public administration. The two most important predictions emerging from the PDP are that (1) the primacy of data in the public sector is inevitable, and (2) public administrators will need to become public data servants.

**Prediction 1: The primacy of data in the delivery of public services is inevitable**

The PDP theoretical framework suggests that data will become irreplaceable to public organizations establishing the primacy of data in delivering public services. The growth of data means that society will continue to approach DATA for the foreseeable future. Consequently, the benefits derived from data-driven outcomes will continue to increase for the foreseeable future, incentivizing increased data centricity. For these reasons, the primacy of data in the provision of public services is only a matter of time. Data will eventually be an essential, if not the key, resource required to deliver public services and conduct work in the public sector.

**Prediction 2: Public servants require new models of public service oriented around data**

The PDP theoretical framework not only suggests that data primacy is inevitable but that public administrators will need to reframe their public service ethos toward an increasingly data-centric public sector. Public administrators must become, at least partially, public data servants. A public data servant is more than a database manager or an analyst in a public organization. Instead, they understand the importance of data in a democratic society and work to ensure data are used fairly, transparently, equitably, and appropriately. The Covid-19 pandemic provided examples of how data might reshape the value administrators add to public service delivery, such as protecting data from political manipulation (Luscombe, 2021) or presenting data fairly (Engledowl & Weiland, 2021). Beyond the issues mentioned above, public data servants will need to address the ethics and values of data use. The ethical issues associated with Big Data and AI, such as privacy, will require specialized data devices and skills that enable public servants to identify and address concerns as they emerge.

The PDP theoretical framework provides scholars with numerous avenues to conduct future research formalizing and empirically testing the propositions presented in this manuscript. Research based on the framework’s four propositions can conceptually refine, and empirically measure important data concepts of interest in public administration scholarship. For example, another data-centricity consideration that should be explored by future research is the application of data at different
phases of the policy cycle–problem identification, agenda-setting, policy formulation, implementation, and evaluation. Each phase of the process is associated with different actors, stakeholders, and institutional incentives, which change the benefits derived from data use outcomes. Understanding the data centrivity of the policy cycle presents another opportunity to apply the PDP and understand data’s integration in governance.

Future research should also consider the needs of practitioners in a data-centric public sector. As data becomes more central to the work of public organizations and the delivery of public services, public administrators will require public service models that understand both the role of administrators and the new demands brought about by the primacy of data in public service. It is vital to monitor the needs of public administrators and help them adapt to the new, datafied world. Regardless of the specific focus of future research, these future works will provide grounds for applying the theoretical framework to the changing landscape of public service with the expansion of Big Data and AI and provide necessary guidance to the delivery of public service.
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