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Abstract. Plant diseases are one of source of obstruction in the quality and productivity of plants which can lead to the shortage of food supply. Therefore, plant disease classification is essential to the agriculture industry. The objective of this research is to classify the plant diseases by assessing the images of the leaves with the application of Extreme Learning Machine (ELM), a Machine Learning classification algorithm with a single layer feed-forward neural network. This work proposed image features as input where the image is pre-processed via HSV colour space and features extraction via Haralick textures. The features are then fitted in the ELM classifier to perform the model training and testing. The accuracy of ELM is then calculated after the testing has been done. The dataset used comprises of tomato plant leaves which is a subset of the Plant-Village dataset. The results produced from the ELM shows a better accuracy that is 84.94% when compared to other models such as the Support Vector Machine and Decision Tree.

1. Introduction
A plant disease prevents a plant from reaching its maximum potential of production. This definition includes non-infectious and infectious diseases [1] that pose threat to the agriculture industry by causing a decline in production and economic as well as reduction in the quality and the quantity of the plant products. A study conducted to report the effect of the plant disease on global production [2]. The research had shown that plant diseases had caused a high yield loss to subtle crops around the world being the wheat (30%), rice (40%), potato (21%), corn (41%) and soybean (30%).

Extreme Learning Machine (ELM) is popular due to its simple design but good generalization. It is formed as single layer feedforward neural network that is used for classification with a minimal amount of modification on the weight of inputs. Thus, the complexity of the application of the model is significantly lower.

In this work, the image features such as Haralick textures, Hue-Saturation-Value Histogram and colour moments are proposed to identify the plant disease from tomato leaves. The performance based on the accuracy rate of ELM classifier is expected to be on par to the with other classification models such as Decision Tree (DT) and Support Vector Machine (SVM). The complexity will be as well reduced.

The remaining paper will highlight the prior research in Section 2. Then, followed by the methods and material in Section 3. The research methods and discussion of the results will be explained in Section 4 and 5. Finally, conclusions are made in Section 6.
2. Literature Review

ELM is proposed by Vijayalakshmi & Murugan [3] to detect plant diseases. Their model follows the basic steps of machine learning model such as feature extraction, training the classifier and classification. In their work, the artificial bee colony clustering (ABC) [4] is used isolate infected areas using the collective behaviour of insects such as bees. Second, the feature extraction is completed using transform encoded local patterns (TELP) to compute the texture analysis [5], gradient features and color histogram techniques from the data. For the training and testing, the author tested both classifiers namely Support Vector Machine (SVM) [6] and ELM, which resulted in ELM leading by 2% at the rate of accuracy at 97%. This work proves that ELM can surpass the conventional model, SVM in terms of classification accuracy.

Another approach on ELM is suggested by Saragih [7] with Simulated Annealing (SA) to classify the Jatropha Curcas Disease. In this work, the dataset of jatropha diseases is used in the process of model training, testing, and optimising the output of the weights of SA [8]. The important role of SA is to tune the best weight value of neuron on ELM classifier. The model is further enhanced using the decision tree classifier to determine the jatropha seed disease. The aim of the decision tree classifier is to create a model capable of making a judgement according to the specialised knowledge. The result of this method gives out a much more desirable rate of accuracy at 94.74% compared to pure ELM at 66.67%.

Maniyath [9] proposed a smartphone application to classify the coffee leaf diseases with ELM. The system recognises diseases such as leaf miners and leaf rust and calculates the rate of its severity. The image processing step involves the identification of a leaf from the image by separating the background and foreground of the image to obtain the Hue Saturation Value (HSV) and YCbCr colour space. This method is done via several segmentation methods that include histogram distribution, edge detection, neighbourhood detection, and clustering. Otsu algorithm [10] and the iterative threshold algorithm are used to perform a comparison to k-means in the process to segment the foliar damages. The results show the practicality of the model to identify feeding damage by obtaining the of the severity rate of 99.095%. Thus, the ability of the ELM model is proved for able to produce a significant result with the given image features of the coffee leaves.

Maniyath [11] recommends a comparison of various machine learning models such as Support Vector Machine (SVM), K-Nearest Neighbours (KNN), RF and naive bayes algorithm. It uses the public datasets of diseased leaves for training and testing purposes. Second, the histogram of an orientated gradient (HOG) is used to extract features such as hu moments, Haralick textures and colour histogram. The datasets of diseased and healthy leaves are then collectively trained under the aforementioned models. The comparison resulted with random forests having the highest accuracy at 70.14%. The model can be improved with implementing the ELM model as the random tree does not scale well with the amount features compared to ELM.

Panchal, et al. [12] uses Random Forest (RF) as a classifier [13] to detect plant diseases, which share similarities with the previous titles mentioned. Images of leaves with plant diseases such as bacterial spot, early blight and late blight are acquired using a camera or gadgets with similar capabilities to create a dataset. The image processing step comprises of converting the images to grey scale as well as HSV and smoothing of the images using a smoothing filter. Then, the research has utilised the k-means segmentation method to isolate the infected portion of the leaf and Grey Level Co-occurrence Matrix (GLCM) [14] to extract features from leaf. The proposed methodology can recognise and differentiate the plant diseases with the rate of 98% accuracy when the RF classifier is used to determine the plant diseases. Besides, HSV histogram features can be considered the alternative of the GLCM. It is capable of describing an image in a general presentation which is required for a classification model.

Bhatia, et al. [15] suggests, “Application of ELM in Plant Disease Prediction for Highly Imbalanced Dataset”, that implements ELM classifier for plant disease prediction according to an imbalanced dataset consisting of real time images being the Tomato Powdery Mildew Disease (TPMD) dataset. To balance this dataset, several re-sampling techniques such as Random over Sampling (ROS), Synthetic Minority Over-Sampling Technique (SMOTE), Random under Sampling (RUS) and Importance Sampling (IMPS) ahead of performing the classification using ELM. The sample models are further evaluated using the Classification Accuracy (CA) and area under the curve (AUC). This technique resulted to ELM performing better for TPMD dataset after the resampling techniques were applied. The
optimum outputs are found from the IMPS technique that shows 88.57% in CA and 89.19% in AUC. The result can be improved; hence this work will use tomato dataset. According to the literature review, it is observed that image features play a significant role in improving classification result. In addition, ELM, despite using single RBF can give good classification results with suitable features.

3. Methods and Materials
This section presents the material and main classifier models used in this research. Google Colab has been used for the implementation of the current research.

3.1. Dataset
The dataset of tomato leaves is obtained from the Kaggle and it is a subset of the Plant Village dataset [16]. The focused dataset contains 10 classes representing the names of the diseases where each class contains the 1000 images such as shown in Figure 1:

![Figure 1. The distribution of classes of Tomato Leaf Diseases Dataset](image)

3.2. Classifiers

3.2.1. Extreme Learning Machine Model
Extreme Learning Machine (ELM) model was introduced by Huang in 2006 [17]. It is a type of feedforward neural network with the simplest form [18]. The model is consists of multiple hidden nodes to form single hidden layer, where the weights between inputs and hidden nodes are randomly initialised and remain unchanged throughout training. The weights that connect the hidden nodes to the output are trained, but due to the simple structure of an ELM, these weights can be obtained by calculating a system of linear matrix equations [19]. Thus, such neural network requires no iterations which makes it faster with better generalisation performance than a back-propagation neural network. It is considered a supervised learning model because of the requirement of input nodes (features) and output nodes (labels/classes).

ELM can be modelled as shown in Eq. (1):

$$\sum_{j=1}^{I} \beta_j g(w_j x_j + b_j) = y_j, j = 1,...,N$$

(1)

Where $x_j$ is the input, $y_j$ is the output, $N$ is the number of samples, $w_j$ is the input weight, $b_j$ is the bias of the hidden layer and $\beta_j$ is the weight vector connecting the $i_{th}$ hidden node and output nodes.

The above Eq. (1) can be written compactly as

$$T = H\beta$$

(2)
\[ H = \begin{bmatrix} g(w_1 x_1 + b_1) & \cdots & g(w_L x_1 + b_N) \\ \vdots & \ddots & \vdots \\ g(w_1 x_N + b_1) & \cdots & g(w_L x_N + b_N) \end{bmatrix}_{N \times L} \] (3)

\[ \hat{\beta} = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_L^T \end{bmatrix}_{L \times m} \quad T = \begin{bmatrix} t_1^T \\ \vdots \\ t_L^T \end{bmatrix}_{N \times m} \] (4)

Where \( H \) is the hidden layer output matrix of the neural network; the \( i \)th column of \( H \) is the \( i \)th hidden node output with respect to inputs \( x_1, x_2, x_3, \ldots, x_N \). The \( \hat{\beta} \) parameter is obtained by \( \hat{\beta} = H^\dagger T \). The Moore–Penrose generalized inverse of \( H \) is shown with \( H^\dagger \) [20].

### 3.2.2. Support Vector Machine Model

A SVM model obtains a boundary or a hyperplane from features extracted to from the data to perform the classification operation. SVM is used to transform features into much higher dimensions [21], which makes it a good comparison to ELM that can handle large data in the same way. The SVM model is created to determine the linear discriminant function with the largest margin that separates each class of the data. The learning data that is the closest to the boundary is the support vector [22]. This classifier provides a reliable solution in many areas such as image and object recognition, voice recognition, fingerprint recognition, and handwriting recognition.

### 3.2.3. Decision Tree Model

A decision tree is a popular technique used to classify a big number of data and to extract the data with similar characteristics. The data are split into smaller subsets addition to that the tree is developed given in a final result consisting of the tree and leaf nodes [23].

### 3.3. Activation Functions

Activation functions (AFs) are mathematical functions commonly used to calculate weights and biases of a neural network, which in this study is ELM. An activation function generates outputs of ELM and patterns of the dataset. In the research, the activation functions introduced are such as:

1. **Linear Function.**
   It is a straight-line function where the activation generates an exact copy of the input as the output of the weight[24], which is the weighted sum from neuron. It is defined in Eq. (5)
   \[ f(x) = x \] (5)

2. **Sigmoid Function**
   It is a non-linear function that exists in between the range of \([0, 1]\) thus is suitable in binary classification problems, which is defined as Eq. (6)
   \[ f(x) = \frac{1}{1 - \exp^{-x}} \] (6)

3. **Hyperbolic Tangent Function (TanH).**
   It exists in between the range of \([-1, 1]\) which is calculated as Eq. (7)
   \[ f(x) = \frac{1}{1 - \exp^{-x}} \] (7)

4. **Rectified Linear Unit (ReLU) Function**
   It is the most common used activation function in convolutional neural networks or deep learning. It exists in between the range of \([0, \infty]\), which is defined as
   \[ f(x) = \begin{cases} -1, & \text{if } x < -1 \\ x, & \text{if } -1 \leq x \leq 1 \\ 1, & \text{if } x > 0 \end{cases} \] (8)
3.4. Performance Metrics

To evaluate the performance of ELM in a plant disease classification, the classification accuracy (CA) [15] and confusion matrix (CM) [25] are used to analyse the performance of the model. Classification accuracy is a method to measure the overall closeness of original labels to detected labels. To obtain a better understanding on the distribution of the accuracy across the labels, and the CM is used. It compares and shows the accuracy of the classification of each label when a prediction is performed.

4. Research Methodology

The proposed methodology contains four steps that are shown in Figure 2:

![Figure 2. Proposed Methodology for Plant Disease Classification](image)

4.1. Image Pre-processing

This section involves image pre-processing methods that will be used to obtain optimum data from images of tomato leave. The methods involve image resizing, colour space conversion and image segmentation. After each image in the dataset are resized to 256*256-resolution in Figure 3, their colour spaces are then converted to HSV for further processing [14]. The HSV colour space represents three elements that describe the colour (Hue), the level of colour dominance (Saturation) and the brightness level (Value). This particular colour space separates the image intensity from the colour information, thus the colour texture, the level of dominance and the brightness of an image can be identified [26]. Figure 3 shows the HSV scatterplot of tomato late blight disease for image segmentation and we observe that grey and black pixels were present in the saturation level of 0 to 60. Thus, by thresholding the saturation ranged from 60 and higher were performed to create a mask that remove the background of the image and retained as much of the information in the image.

Next, the respective images were smoothened using the Gaussian filter to distinguish the edges [27]. A mask is created to represent the shape of the leaf from the threshold, we created. After the closing morphological method was used to remove all the noise around the mask, a new segmented image is created by overlap the mask on the original image, as shown in Figure 3 (c).

![Figure 3. (a) Tomato Late Blight Image (Resized); (b) Scatter Plot of HSV from Image (a); Mask of Segmented Image (a)](image)
4.2. Feature Extraction

The next section involves feature extraction to reduce the features of the existing ones and then discarding the original features. This new reduced set of features are the features that will summarise most of the information contained in the original image [27]. This process has a significant impact given when dealing with image with as high-dimensional data spaces such as RGB and HSV. For instance, if each pixel of a raw image shown in Figure 3 is to be applied as the features for the machine learning model, it can reach up to 196608 pixels per image.

Haralick Texture: Texture is defined as the frequency of a pattern and colour that are visible in an image or object such diseased spots on the tomato leaves. Thus, Haralick texture is used to represent the texture of an image by using normalized co-occurrence matrices or we call grey level co-occurrence matrices (GLCM) to obtain the distribution of grey values between pixels in a greyscale image to perform texture extraction. It is based on the matrices in the adjacent, which stores the position of the reference pixel and the neighbour pixel values \((i, j)\) [28]. The texture is determined based on the number count of the pixel, \(i\) presence to the position next to the pixel \(j\) such as shown in Figure 4. Among the textures calculated, four of textures are addressed in this work, namely the contrast, correlation, inverse difference moments and entropy.

\[
\text{Contrast} = \Sigma \Sigma (i-j)^2 P(i,j) \tag{9}
\]

\[
\text{Correlation} = \frac{\Sigma \Sigma (i-j)^2 P(i,j) - \mu_x \mu_y}{\sigma_x \sigma_y} \tag{10}
\]

\[
\text{Inverse Difference Moments} = \Sigma \Sigma \frac{P(i,j)}{1+(i-j)^2} \tag{11}
\]

\[
\text{Entrophy} = \Sigma \Sigma (i-j)^2 P(i,j) \log (P(i,j)) \tag{12}
\]

![Figure 4. GLCM [28]](image)

HSV Histogram: In the context of image processing, a histogram of an image refers to a histogram of the colour pixel intensity and it is applicable throughout different colour spaces such as greyscale, RGB, HSV, CMYK and etc. Each channel presented in an image is 8-bit in size, there are 256 possible intensities available to be displayed in the histogram. By simulating the rest of the channels, a three-dimensional histogram can be constructed by combining the histogram of each channel such as the hue, saturation and values of the colour space [29]. The histogram is presented in Figure 5. The main reason that the histogram of HSV colour space is used in this research because it abstracts the colour (hue) by separating it from saturation and pseudo-illumination (value). The space of the histogram is divided into many ranges, such as arranged as a regular grid, each containing the same colour values.
Colour Moments: Colour moments are the measurements that characterise colour distribution in an image in the form of probability distribution colour channels present within the image. For example, an image with RGB colour space contains three colour channels such as red, green and blue. Colour moments are primarily practised for colour detection purposes as features in image retrieval applications to compare how similar two images are based on colour. In this research, two important components of the colour moments will be utilised namely the mean and standard deviation. The mean signifies an idea where the colour of the pixels is located and allows the summarisation of the colour values of an image. As for the standard deviation, it measures the deviation of a colour value from its mean. When the standard deviation is close to zero, the colour values measured are near the mean but when it is high, the colour values are scattered and distanced away from the mean.

4.3. Dataset Preparation

This section will explain the dataset preparation after image pre-processing and feature extraction is completed. A normalisation process will be performed by subtracting the minimum value in the features and then dividing by the range. The dataset will be split into a ratio of 7:3. The 70% of the dataset, which is 7000 of the tomato leaves images would be used to train the ELM model. The 30% of the dataset, which is 3000 of the images would be used to test the ELM model. The train and test datasets are shuffled to avoid any bias or patterns in the datasets before model training, data frame created were shuffled and the index were recreated so that the it are not be accidentally sorted back to the original arrangement. After the features are processed, the labels are transformed into a numerical value as the machine learning model unable handle categorical variables. This is achieved using One-Hot-Encoding method. Considering that 10 labels (classes) were found in the tomato leaf diseases dataset shown in, each label would be presented in 10 columns, where the values of 0 and 1 are the identifier of the label according to the features.

4.4. Classification

The final process is to classify the disease name of the tomato leaves. To complete this step, the Extreme Learning Machine (ELM) classifier is used. It is a type of feedforward neural network which is considered the simplest form of artificial neural network created. Such neural network does not perform iterations thus making it faster with better generalisation performance than networks trained using a back-propagation method. It contains collection of multiple neurons (nodes) that are arranged in the form of three layers called input layer, single-hidden layer and output layer.

After declaring the number of classes (labels), hidden layers and inputs (features), a new instance of the ELM model will be created to fit to the new training dataset created from feature extraction. The training time, accuracy and loss are recorded. Next, the ELM model created will be validated using the test dataset. The trained model will be saved into the Google Drive for further analysis and testing.
5. Result & Discussion

5.1. Experimental Images
The dataset in this study includes 10 types of diseases found on tomato plants namely the bacterial spot, early blight, late blight, leaf mould, etc. These diseases are commonly observable on the surface of the leaf. 70% (7000) of the images is used as the training dataset, while 30% (3000) of it is used as a testing dataset. The images of the bacterial spot, early blight, late blight, leaf mould are segmented and shown in Figure 6. The background of the images is removed by performing a bitwise operation with the mask created from thresholding the saturation of the image. The characteristics of each leaf are retained with minimal background colour.

Features of the HSV Histogram, Haralick textures and colour moments of RGB colour space are extracted and stored in the storage for further use. A total number of 298 features are extracted from a single image. The composition of the features is shown below:

| Features Extracted | Number of Features |
|--------------------|--------------------|
| HSV Histogram       | 288                |
| Haralick textures   | 4                  |
| Colour Moments      | 6                  |

![Figure 6. Experimental Images](image-url)
5.2. Activation Functions and Neurons
In this section, we perform a parameter tuning with the activation functions, such as linear, ReLU, sigmoid and tanh with a set of selected number of neurons (128, 256, 512, 1024, 2048, 4096).

| Activation Function | Number of Neurons |
|---------------------|-------------------|
|                     | 128               |
| Linear              | 71.40             |
| ReLU                | 69.87             |
| Sigmoid             | 72.30             |
| Tanh                | 70.96             |
|                     | 256               |
|                     | 72.60             |
|                     | 80.43             |
|                     | 82.90             |
|                     | 76.67             |
|                     | 76.33             |
|                     | 81.20             |
|                     | 82.29             |
|                     | 72.60             |
|                     | 72.60             |
|                     | 82.73             |
|                     | 84.43             |
|                     | 72.63             |
|                     | 83.97             |
|                     | 74.30             |
|                     | 71.43             |
|                     | 84.91             |
|                     | 72.63             |
|                     | 84.91             |
|                     | 71.43             |
|                     | 74.30             |

Table 2. Parameter’s Percent Accuracies of ELM

Table 2. shows the performance accuracies of ELM with specified parameters. From results, it is visible that the sigmoid and the tanh activation functions generate better accuracy than the linear and ReLU on activation functions. Moreover, accuracies of the model improve with the increase of neurons in the hidden layer, but slow decline happens from 2048 to 4096 neurons. Although weights and biases in the training and testing are selected at random, the results of the model are still consistent that range in between 69% and 84% of accuracy.

5.3. Performance Analysis
A comparison between ELM and other models such as SVM and decision trees is made in this section. There are no prior changes to features of the dataset, such as the number of features and labels. Table 3 and Table 4 are parameters of aforementioned models used in the comparison.

| Parameters | C | kernel | gamma |
|------------|---|--------|-------|
| Values     | 10| poly   | 1     |

Table 3. Parameters of SVM Model

| Parameters | criterion | max_features | Random_state |
|------------|-----------|--------------|--------------|
| Values     | entropy   | 298          | 1            |

Table 4. Parameters of Decision Tree Model

The heatmap represents the confusion matrix in a two-dimensional form to further analyse the distribution of the accuracy of each model. The values are represented as colours in the graph to provide a coloured visual summary of information. Each class of the disease is shown in numerical form such as ‘0’ for healthy leaves, ‘1’ for bacterial spot in incremental order for other diseases. The classification accuracy of ELM shows 84.94% after the testing is done. This is observed by summing up the CA of each class that is shown in the heat map with a higher temperature (darker).
Figure 7. (a) Confusion Matrix of ELM Model; (b) Confusion Matrix of SVM Model; (c) Confusion Matrix of Decision Tree Model

Table 5. Classification Accuracy of ELM, SVM and DT Model

| Leaf Disease/Healthy | Number of Testing Images | Classification Accuracy % |
|----------------------|--------------------------|---------------------------|
|                      |                          | ELM | SVM | Decision Tree |
| Bacterial spot       | 100                      | 9.20| 9.50| 7.83          |
| Early blight         | 100                      | 7.93| 9.17| 6.77          |
| Late blight          | 100                      | 7.57| 7.80| 6.50          |
| Leaf mould           | 100                      | 7.83| 9.20| 7.60          |
| Septoria leaf spot   | 100                      | 7.97| 8.83| 7.73          |
6. Conclusion

In this work, Extreme Learning Machine (ELM) classifier is proposed to identify leaf diseases of tomato plants based on image features. First, the HSV colour segmentation is applied to the input image to segment the leaf. Then, the features are extracted using HSV Histogram, Haralick and colour moments of each RGB colour space. These features are then input to the ELM classifier for training and testing purposes to identify the disease found on the tomato leaf. Overall, the result shows that ELM has a good result compared with decision tree classifier using proposed image features. For future work, it would be interesting to consider the disease classification for other plants such as rice, corn and wheat rather than specific plants.
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