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Abstract
Given a group-based Markov model on a tree, one can compute the vertex representation of a polytope which describes the associated toric variety. The half-space representation, however, is not easily computable. In the case of $\mathbb{Z}_2$ or $\mathbb{Z}_2 \times \mathbb{Z}_2$, these polytopes have applications in the field of phylogenetics. We provide a half-space representation for the $m$-claw tree where $G = \mathbb{Z}_2 \times \mathbb{Z}_2$, which corresponds to the Kimura-3 model of evolution.
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1. Introduction

1.1. Phylogenetic Varieties

Phylogenetic trees depict evolutionary relationships between proteins, genes or organisms. Many tree reconstruction methods rely on an underlying model of evolution described as a Markov process along the edges of the tree. The probability of observing a particular site pattern can be computed as a polynomial in the model parameters of the transition matrices. Many biological models of evolution, including the Kimura-3 model, can be viewed as restrictions on the allowable structure of these underlying transition matrices. For an overview of this algebraic statistical viewpoint on phylogenetics we refer the reader to [1].

For a fixed tree and evolutionary model, invariants are polynomials that vanish on all joint distributions of bases at the leaves that arise from the model [2]. Algebraic geometry provides a framework for computing the complete set of phylogenetic invariants as the elements of the prime ideal that define the phylogenetic variety. Many classical varieties arise in the study of phylogenetic models [3] as do modern objects such as conformal blocks [4] and Berenstein and Zelevinsky triangles [5].

One such variety arises for many biological models of evolution where a finite group acts freely and transitively on the set of states in the transition matrix. For these group-based models the transition matrices can be simultaneously diagonalized [6]. After the change of coordinates induced by these diagonalizations the variety is seen to be toric [1, 7]. As
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toric varieties, there is an associated polytope that encapsulates many characteristics of the variety. We refer the reader to [8, 9, 10] for background on toric varieties and polytopes.

The work of [11] and [12] provide an algorithm for computing the vertices of this polytope for any tree and group. For the group \( \mathbb{Z}_2 \), or binary symmetric model of evolution, both the polytope and the toric variety are well understood [13]. Relatively little is known about the polytopes associated to other models. The main result of this paper is to provide the half-space or H-representation for the polytopes corresponding to the Kimura-3 parameter model of evolution, which corresponds to the group \( \mathbb{Z}_2 \times \mathbb{Z}_2 \).

1.2. Kimura-3 Polytopes and Varieties

The Kimura-3 model of evolution is the simplest model which accounts for a difference in mutation rates among transitions and both types of transversions [14]. All biologically meaningful points of the phylogenetic variety are smooth, and contained in a local complete intersection generated in degrees two and four [15]. Also, for any tree the projective scheme associated to the Kimura-3 model of that tree can be generated by an ideal generated in degree at most four [16].

The geometry of the Kimura-3 model is more complex than the binary symmetric model [17, 16]. The Kimura-3 varieties are known to be normal in the case of a trivalent tree [18]. However, this is unknown in the case of a multifurcating tree. In particular, this is unknown even in the case of a tree with one interior node and \( m \) leaves, a tree referred to as the \( m \)-claw tree, which will be the tree shape utilized in this article.

For group-based models, the variety associated to any phylogenetic tree can be computed by a sequence of toric fiber products of the variety associated to claw trees [7, 19]. For bifurcating trees, one need only use the three claw tree. However, to account for multifurcations one must understand the variety associated to an \( m \)-claw tree. See [18] for a broader survey of the relevance of claw trees.

While the vertex description of a polytope for a claw tree is straightforward, little more is known about the polytope. For instance, it is only known to be normal for the binary symmetric model [20, 18]. The binary symmetric model is also the only case for which a H-representation is known. Translating between the vertex and facet description of a polytope is an NP-complete problem in general [21] and is challenging even in classes of examples where a plausible set of facets can be proposed.

In this article we give a complete list of facet inequalities or the H-representation associated to the claw tree of the Kimura-3 model. This description builds off a well known identification of the claw tree polytope for the binary symmetric model with the demihypercube (a hypercube with alternating vertices removed).

1.3. Outline of paper

In Section 2 we review the vertex description of the polytope associated to the binary symmetric and Kimura-3 models. We introduce a polytope \( \Delta(m) \) in Section 3, which we propose as the H-representation for the polytope associated to the Kimura-3 model for an arbitrary claw tree. We show that if \( \Delta(m) \) is integral then it is the H-representation. We introduce a linear change of coordinates which transforms \( \Delta(m) \) into an isomorphic polytope
This polytope is described in terms of a $3 \times m$ matrix whose row and column coordinates satisfy a set of inequalities reminiscent of those that define the demihypercube. In Section 5 we identify a connection between the number of integral coordinates in rows of this matrix and the number of facets on which the point lies. This connection is utilized in Section 6 to prove the main result of our paper, that $\Delta(m)$ is an integral polytope, and thus provides an H-representation of the Kimura-3 polytope associated to a claw tree. We conclude by listing a collection of open problems we feel may help extend the rapidly growing body of knowledge about the combinatorics and geometry of group-based models.

2. Background

A polytope can be represented as the convex hull of a finite set of points in $\mathbb{R}^n$ (V-representation) or the set of points satisfying a set of linear inequalities defining its facets (H-representation). For a fixed tree and group, the V-representation of the polytope associated to a group-based model can be computed using the algorithm described by [11, 12]. For the $m$-claw tree with a group $G$, the vertices of the polytope are in a bijection with collections of $m$ elements of $G$ which sum to the identity. Throughout this paper we assume that $m \geq 3$ as smaller values of $m$ are simple to describe geometrically, and have no biological meaning.

For each claw we define a bijection from $G \to \mathbb{Z}^{|G|-1}$ where the identity is identified with $(0,0,\cdots,0)$ and each non-identity element with a unit basis vector for of the integral lattice $\mathbb{Z}^{|G|-1}$. The polytope associated to the $m$-claw tree is the convex hull in $\mathbb{R}^{|G|-1}$ of the image collections of group elements which sum to the identity under this bijection.

As a motivating example we review the construction for the binary symmetric model where $G = \mathbb{Z}_2$ was described in [13]. For the claw tree, this polytope is the demihypercube.

**Definition 1.** The demihypercube, $DH(m)$, is the $m$-dimensional polytope constructed by implementing the process of alternation on the vertices of the $m$-dimensional-hypercube $[0,1]^m$, and taking the convex hull of the remaining vertices. [22].

The following is a well known H-representation for the demihypercube.

**Definition 2.** The H-representation of the demihypercube is given by

$$DH(m) = x \in [0,1]^m : \sum_{i \in A} x_i \leq |A| - 1 + \sum_{j \notin A} x_j,$$

where $A$ ranges over all subsets of $\{1,2,\cdots,m\}$ of odd cardinality.

The inequalities defining the demihypercube will be instrumental in the construction of the H-representation of the Kimura-3 polytope.

The transition matrices of the Kimura-3 model of evolution are acted on by the group $\mathbb{Z}_2 \times \mathbb{Z}_2$. Thus the associated polytope $K(m)$ lives in $\mathbb{R}^{3m}$, which we view as $m$ triplets $(a_i, b_i, c_i)$ for $1 \leq i \leq m$. When reference to a particular triplet is not needed we refer to the coordinates as $x_j$ for $1 \leq j \leq 3m$. 

3
Theorem 2.1 ([7] as described in [12]). Vertices of $K(m)$ are in bijection with collections of $m$ elements of $\mathbb{Z}_2 \times \mathbb{Z}_2$ such that the sum of these elements is the neutral element in the group. If $C = \{g_1, g_2, \cdots, g_m\}$ is such a collection, we define a function $f : (\mathbb{Z}_2 \times \mathbb{Z}_2)^m \to \mathbb{R}^{3m}$ which sends $g_i$ to coordinates $(a_i, b_i, c_i)$ as described in the following table:

| $g_i$   | $a_i$ | $b_i$ | $c_i$ |
|---------|-------|-------|-------|
| $(0,0)$ | 0     | 0     | 0     |
| $(0,1)$ | 0     | 1     | 0     |
| $(1,1)$ | 0     | 0     | 1     |

In developing an H-representation for $K(m)$ we are motivated by the observation that an element of $\mathbb{Z}_2 \times \mathbb{Z}_2$ is the identity if and only if its image is the identity under all homomorphisms from $\mathbb{Z}_2 \times \mathbb{Z}_2$ to $\mathbb{Z}_2$.

3. H-Representation for Kimura-3 Polytope: $\Delta(m)$

The homomorphisms suggest a connection between the polytopes for Kimura-3 models and those for the binary symmetric models, where $G = \mathbb{Z}_2$. The main result of this article is to confirm this connection, by showing the following set of inequalities provides an H-representation for the Kimura-3 polytope.

Definition 3. The polytope $\Delta(m)$ is the set of points $x \in \mathbb{R}^{3m}$ satisfying $x_j \geq 0$ for all $1 \leq j \leq 3m$, and $a_i + b_i + c_i \leq 1$ for all $1 \leq i \leq m$, and the following collection of $A$-inequalities:

$$\sum_{i \in A}(a_i + b_i) \leq |A| - 1 + \sum_{j \notin A}(a_j + b_j),$$

$$\sum_{i \in A}(a_i + c_i) \leq |A| - 1 + \sum_{j \notin A}(a_j + c_j), \text{ and}$$

$$\sum_{i \in A}(b_i + c_i) \leq |A| - 1 + \sum_{j \notin A}(b_j + c_j).$$

Where $A$ ranges over all cardinality subsets of $I = \{1, 2, 3, \cdots, m\}$.

We first demonstrate that $\Delta(m)$ contains $K(m)$.

Theorem 3.1. The polytope $K(m)$ is a subset of $\Delta(m)$.

Proof. Let $v$ be a vertex of $K(m)$ corresponding to a choice $(g_1, g_2, \cdots, g_m)$ of elements of $\mathbb{Z}_2 \times \mathbb{Z}_2$ which sum to the identity. By Theorem 2.1 $v$ satisfies $x_j \geq 0$ and $a_i + b_i + c_i \leq 1$.

Without loss of generality we prove that $v$ satisfies

$$\sum_{i \in A}(a_i + b_i) \leq |A| - 1 + \sum_{j \notin A}(a_j + b_j).$$


Letting \( X = \{ l \in A | g_l = (1, 0) \} \) and \( Y = \{ l \in A | g_l = (0, 1) \} \) we have \( |X| + |Y| \leq |A| \). We divide the proof into two cases according to the parity of \(|X| \) and \(|Y|\).

If \(|X| \) and \(|Y|\) are of the same parity, then since \(|A|\) is odd, we have \(|X| + |Y| < |A|\). This implies

\[
\sum_{i \in A} (a_i + b_i) \leq |A| - 1 \\
\leq |A| - 1 + \sum_{j \notin A} (a_j + b_j).
\]

If \(|X| \) and \(|Y|\) are of opposite parity, then without loss of generality we assume \(|X|\) is odd, which implies

\[
\sum_{i \in X \cup Y} g_i = (1, 0).
\]

In order to neutralize \((1, 0)\) in \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) we must either add \((1, 0)\), or add both \((1, 1)\) and \((0, 1)\) from an element with index in \( A' \). In either case there must exists an \( l \in A' \) such that \( a_l + b_l = 1 \). Therefore,

\[
\sum_{i \in A} (a_i + b_i) \leq |A| - 1 + \sum_{j \notin A} (a_j + b_j).
\]

Since \( v \) satisfies all of the defining inequalities of \( \Delta(m) \), we have \( v \in \Delta(m) \). Containment of \( K(m) \) in \( \Delta(m) \) follows from the convexity of \( K(m) \).

The opposite inclusion that \( \Delta(m) \subseteq K(m) \) is not immediately clear. However, if \( \Delta(m) \) is integral then it is the H-representation of \( K(m) \).

**Theorem 3.2.** If \( \Delta(m) \) is integral, then \( \Delta(m) = K(m) \).

**Proof.** Let \( v \) be an integral vertex of \( \Delta(m) \). Using Theorem 2.1 we identify \( v \) with a sequence of group elements \( g_1, \ldots, g_m \). If \( v \) is not a vertex of \( K(m) \), then \( \sum_{i=1}^m g_i \neq (0, 0) \).

Where possible, we pair nontrivial \( g_i \) with an identical group element \( g_j \). Since the sum is not the identity there must be one remaining nontrivial element \( g_l \) or a pair of distinct nontrivial elements \( g_l, g'_l \). Without loss of generality we assume \( g_l = (1, 0) \) and, if an additional remaining element exists, that \( g'_l = (0, 1) \).

It follows that \( A = \{ i \in I | g_i = (1, 0) \text{ or } (1, 1) \} \) has odd cardinality. By construction we have \( \sum_{i \in A} a_i + c_i = |A| \) and \( \sum_{j \notin A} a_i + c_i = 0 \). This contradicts the hypothesis that \( v \) was an element of \( \Delta(m) \) since \( v \) does not satisfy

\[
\sum_{i \in A} (a_i + c_i) \leq |A| - 1 + \sum_{j \notin A} (a_j + c_j).
\]

By convexity this shows that if \( \Delta(m) \) is integral, then it is a subset of \( K(m) \). Combining this with Theorem 3.1 yields the equality of polytopes. \( \square \)
While having a tentative facet description pending the integrality of a polytope seems promising, we have simply exchanged the NP-complete problem of switching from a V-representation to an H-representation with another NP complete problem: recognizing when a rational polytope is integral \[23\].

As \( \Delta(m) \) is not totally uni-modular, the standard strategy for proving integrality will not work. However, the relationship between the \( A \)-inequalities of \( \Delta(m) \) and those of the demihypercube suggest a change of coordinates which allow us to demonstrate integrality.

4. Coordinate Change from \( \Delta(m) \) to \( \Delta'(m) \)

The \( A \)-inequalities for both the demihypercube and \( \Delta(m) \) share the same underlying structure. However, a more subtle connection with the demihypercube is revealed only after a change of coordinates motivated by the group homomorphisms from \( \mathbb{Z}_2 \times \mathbb{Z}_2 \rightarrow \mathbb{Z}_2 \). This change of coordinates is best understood by viewing the image as coordinates in a matrix.

**Definition 4.** Define a map \( f : \mathbb{R}^m \rightarrow \mathbb{R}^m \) by \( f(x) = M \), where \( M \) is a \( 3 \times m \) matrix with \( M_{1,i} = a_i + b_i, \ M_{2,i} = a_i + c_i \) and \( M_{3,i} = b_i + c_i \).

**Definition 5.** Define the polytope \( \Delta'(m) = f(\Delta(m)) \). Applying the change of coordinates to the inequalities defining \( \Delta(m) \), the facets of \( \Delta'(m) \) are given by:

\[
\sum_{i \in A} (x_{i,j}) \leq |A| - 1 + \sum_{i \not\in A} x_{i,j} \quad \text{(row inequalities)},
\]

where \( A \) is any subset of \( \{1, 2, \cdots m\} \) of odd cardinality and \( 1 \leq i \leq 3 \), and

\[
\sum_{j \in B} (x_{i,j}) \leq |B| - 1 + \sum_{j \not\in B} x_{i,j} \quad \text{(column inequalities)}
\]

where \( B \) is a subset of \( \{1, 2, 3\} \) of odd cardinality and \( 1 \leq j \leq m \).

We refer to the facets of \( \Delta'(m) \) defined by the row (resp. column) inequalities as row facets (resp. column facets). The following computations show \( \Delta(m) \) and \( \Delta'(m) \) are isomorphic as lattice polytopes.

**Theorem 4.1.** Let \( f_i : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) be the restriction of \( f \) to a map from the coordinates \((a_i, b_i, c_i) \rightarrow M|_{x_1, x_2, x_3} \). Then \( f_i \) is an isomorphism which maps unit 3-simplex in \( \mathbb{R}^3 \) to \( DH(3) \).

**Proof.** The map \( f_i : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) is given by \( f_i(a_i, b_i, c_i) = (a_i + b_i, a_i + c_i, b_i + c_i) \). The function \( f_i \) is an isomorphism with inverse \( f_i^{-1}(x, y, z) = (\frac{x+y-z}{2}, \frac{x+z-y}{2}, \frac{y+z-x}{2}) \). The second part of the claim follows from applying the change of coordinates \( f_i \) to the vertices of the 3-simplex \( \{(0,0,0),(1,0,0),(0,1,0),(0,0,1)\} \).

**Corollary 4.2.** The polytopes \( \Delta(m) \) and \( \Delta'(m) \) are isomorphic.

**Corollary 4.3.** The polytope \( \Delta(m) \) is integral if and only if \( \Delta'(m) \) is integral.

Before proving the integrality of \( \Delta'(m) \) in Section 6, we must first examine the facet structure of \( \Delta'(m) \). Given the local nature of the defining inequalities we rely on projections of \( \Delta'(m) \) onto individual rows for our analysis in Section 5.
5. Subpolytopes of $\Delta'(m)$

5.1. Pseudo-Demihypercubes

In this section we examine the connection between the number of integer coordinates in a row (resp. column) of $M$, and the number row (resp. column) facets the point in lies on.

Let $P|_r$ be the projection of $P$ into $\mathbb{R}^m$ corresponding to particular row of the matrix coordinates. We introduce the notion of a pseudo-demihypercube to describe the projection of $\Delta'(m)$ onto a particular row space.

**Definition 6.** For any row $r$, the pseudo-demihypercube is defined by

$$ PDH(m) = \{ P|_r | P \in \Delta'(m) \}. $$

The hyperplanes corresponding to the $A$-inequalities define pseudo-facets of the polytope.

We do not assume that $PDH(m) = DH(m)$ as there may be additional restrictions from the interactions between the row and column inequalities. We note that coordinates of $PDH(m)$ must lie in $[0,1]$, which indicates that pseudo-facets form a proper subset of the facets of $PDH(m)$.

5.2. Relationship between Facets and Integrality of Coordinates in the Pseudo-demihypercube

In this subsection we show that points of $PDH(m)$ that lie on more pseudo-facets are forced to contain more integral coordinates.

**Theorem 5.1.** If a point $P$ lies on two pseudo-facets of $PDH(m)$, then at most two coordinates of $P$ are non-integral.

**Proof.** Assume $P$ is a point in $PDH(m)$ which lies on facets $H_A$ and $H_B$ corresponding to sets $A$ and $B$. We label $x_i$ for the coordinate of $P$ with indexed by $i \in \{1, 2, \ldots, m\}$.

Then

$$ H_A : \sum_{i \in (A \setminus B)} x_i + \sum_{j \in (A \cap B)} x_j = |A \setminus B| + |A \cap B| - 1 + \sum_{k \in (B \setminus A)} x_k + \sum_{l \in (A \cup B)'} x_l, $$

and

$$ H_B : \sum_{k \in (B \setminus A)} x_k + \sum_{j \in (A \cap B)} x_j = |B \setminus A| + |A \cap B| - 1 + \sum_{i \in (A \setminus B)} x_i + \sum_{l \in (A \cup B)'} x_l. $$

Combining these two conditions gives the following equation:

$$ 2 \sum_{j \in (A \cap B)} x_j = |A \setminus B| + |B \setminus A| + 2 |A \cap B| - 2 + 2 \sum_{l \in (A \cup B)'} x_l. $$

Since $A$ and $B$ are distinct sets of odd cardinality, it follows that $|A \setminus B| + |B \setminus A| \geq 2$. In order for the above equation to hold for a point $P \in PDH(m)$, $x_j = 1$ for all $j \in A \cap B$, $x_l = 0$ for all $l \in (A \cup B)'$, and $|A \setminus B| + |B \setminus A| = 2$. Consequently there are at most two non-integer coordinates, and they would have to be indexed by the elements in $(A \setminus B) \cup (B \setminus A)$. \qed
If instead, $P$ lies on three pseudo-facets, not only must it be integral, it must lie on additional pseudo-facets as well.

**Theorem 5.2.** Let $P$ be a point in $PDH(m)$. If $P$ lies on three pseudo-facets, then $P$ is integral and lies on $m$ pseudo-facets.

**Proof.** Assume $P$ lies on pseudo-facets of $PDH(M)$ corresponding to odd cardinality sets $A$, $B$ and $C$. Repeated application of Theorem 5.1 yield:

$$x_i = \begin{cases} 1 & i \in \{A \cap B\} \cup \{A \cap C\} \cup \{B \cap C\} \\ 0 & \text{otherwise} \end{cases}$$

The integral point $P$ cannot have an odd number of coordinates with the value one, or it would not satisfy the $A$-inequality where $I = \{i | x_i = 1\}$.

Let $I = \{i_1, i_2, \ldots, i_{2k}\}$ denote the indices of coordinates of $P$ where $x_i = 1$, and $J = \{j_{2k+1}, \ldots, j_m\}$ denote the indices of coordinates where $x_j = 0$. One checks that $P$ lies on the $2k$ pseudo-facets corresponding the set $S_l = I \setminus \{i_l\}$ for $1 \leq l \leq 2k$, and $T_n = I \cup \{j_n\}$ for $2k + 1 \leq n \leq m$.

We conclude our discussion of the relationship between the pseudo-facets and integrality, by noting that no point can have a single non-integer coordinate.

**Theorem 5.3.** Every non-integral point $P$ of $PDH(m)$ has at least two non-integer coordinates. This equality is met only when $P$ lies on exactly two pseudo-facets.

**Proof.** Let $P$ be a non-integral point of $PDH(m)$, and let $I = \{i_1, i_2, \ldots, i_{2l}\}$ denote the indices of coordinates of $P$ where $x_i = 1$. The proof that there is a second non-integer coordinate is broken into cases based on the parity $|I|$. Assume $P$ has a single non-integer coordinate $y_j$.

If $|I|$ is odd then the $A$ inequality corresponding to $I$ is $|I| \leq |I| - 1 + y$. It follows that $y \geq 1$ which contradicts the existence of a non-integer coordinate $P \in PDH(m)$.

If $|I|$ is even then let $A = I \cup \{j\}$. Then the $A$ inequalities is $|I| + y \leq |I|$ so $y \leq 0$. This contradicts $y_j$ being a non-integer coordinate of $P \in PDH(m)$. Consequently $P$ can not have a single non-integer coordinate.

The fact that the equality is only met when $P$ lies on exactly two faces follows from the proofs of Theorem 5.1 and Theorem 5.2.

### 5.3. Pseudo-Facet Classification

In addition to knowing how the pseudo-facet structure constrains integrality, the proof of the integrality of $\Delta'(m)$ requires an additional classification of the pseudo-facets of $PDH(m)$ in terms of pairs of non-integral coordinates.

**Definition 7.** Let $P$ be a point in $PDH(m)$ with exactly two non-integral coordinates, $y_i$ and $y_j$, which lies on a pseudo-facet $H$ corresponding to a set $A$. If $i$ and $j$ are both elements of $A$ or both elements of $A'$ we label $H$ a same facet or $S$-facet. Otherwise we label $H$ an opposite or $O$-facet.
A facet’s S-O classification is a function of a particular pair of non-integer coordinates. We suppress the function notation since we always use a fixed point and pair of coordinates.

**Theorem 5.4.** Let $P$ be a point in $PDH(m)$ with exactly two non-integral coordinates, $y_1$ and $y_2$, which lies on a pseudo-facet $H$. Let $I = \{i|x_i = 1\}$. If $H$ is a S-facet, then

$$|I| \begin{cases} 	ext{odd} & \text{if } H \text{ is a S-facet} \\ 	ext{even} & \text{if } H \text{ is an O-facet.} \end{cases}$$

**Proof.** Let $P \in PDH(m)$ have exactly two non-integral coordinates $y_1$ and $y_2$, that lie on a pseudo-facet $H$ with index set $A$.

$$H : \sum_{i \in A} x_i \leq |A| - 1 + \sum_{j \notin A} x_j,$$

**Case 1.** If $H$ is a S-facet, then to satisfy $H$, we must have $y_1 + y_2 \in \mathbb{Z}$. Since $\{y_1, y_2\} \in (0, 1)$, we must have $y_1 + y_2 = 1$.

Now assume $\{y_1, y_2\} \in A$, then following equation represents $H$:

$$y_1 + y_2 + |A \cap I| = |A| - 1 + |A' \cap I|.$$

Since $|A \cap I| \leq |A| - 2$, this equation can only be satisfied when $|A \cap I| = |A| - 2$ and $A' \cap I = \emptyset$. This means $|I| = |A| - 2$, which is odd because $|A|$ is odd.

If we assume $\{y_1, y_2\} \notin A$, we obtain the following equation representing $H$:

$$|A \cap I| = |A| - 1 + y_1 + y_2 + |A' \cap I|,$$

which reduces to

$$|A \cap I| = |A| + |A' \cap I|.$$

This equation can only be satisfied when $I = A$ which forces $|I|$ to be odd.

**Case 2.** If $H$ is an O-facet, then we must have $y_1 - y_2 \in \mathbb{Z}$. Since $y_1, y_2 \in \{0, 1\}$, we this forces have $y_1 = y_2$. After canceling the non-integral coordinates, the equation for defining $H$ reduces to,

$$y_1 + |A \cap I| = |A| - 1 + y_2 + |A' \cap I|.$$

Since $|A \cap I| \leq |A| - 1$ this equation can only be satisfied if $|A \cap I| = |A| - 1$ and $A' \cap I = \emptyset$. This demonstrates that $|I| = |A| - 1$, and is therefore odd.

\[\square\]

**Corollary 5.5.** If $P \in PDH(m)$ has exactly two non-integral coordinates, then it cannot lie on both an O-facet and an S-facet.

In Section 6, we use the relationship relationships developed in this section to prove the integrality of $\Delta'(m)$. To do this, we ensure that all theorems from this section also apply to $DM(3)$, replacing pseudo-facet with facet when needed.
6. Integrality of $\Delta'(m)$

The properties of the pseudo-demi-hypercubes discussed in Section 5.2 will be used to show that $\Delta'(m)$ is an integral polytope. We will prove integrality by demonstrating there exists an open interval containing any non-integral point in $\Delta'(m)$, therefore showing a non-integral point cannot be a vertex in $\Delta'(m)$.

**Definition 8.** A point $P$ is in the interior of $\Delta'(m)$ if there exists a vector $v \in \mathbb{R}^{3m}$ and an $\epsilon > 0$ such that $P + \lambda v \in \Delta'(m)$ whenever $\lambda \in (-\epsilon, \epsilon)$.

The proof of integrality utilizes the following three lemmas which serve as tools for demonstrating that $P$ is in the interior of $\Delta'(m)$

**Lemma 6.1.** Let $P \in \Delta'(m)$, $k$ be the number of non-integral coordinates in $P$, and $\omega(P)$ the sum of the number of non-integral rows and columns. If $k$ is greater than $\omega(P)$, then $P$ is in the interior of $\Delta'(m)$.

**Proof.** Let $P$ be a point in $\Delta'(m)$ such that $k > \omega(P)$. We construct a vector $v$, and $\epsilon > 0$ such that $P + \lambda v \in \Delta'(m)$ for all $\lambda \in (-\epsilon, \epsilon)$.

If $x_{i,j}$ is an integer coordinate of $P$, then we set $v_{i,j} = 0$. We setup a linear system of equations to solve for the remaining coordinates of $v$. For convenience, we linearly reorder the coordinates of $P$ such that $x_1, x_2, \ldots, x_k$ are non-integral.

For each row or column containing non-integral coordinates, $P$ may lie on zero, one or two of the associated facets. If it lies on zero, then there exist an $\epsilon$ such that $P + \lambda v$ will satisfy the corresponding inequalities for any choice of $v$.

If $P$ lies on a single facet $H$ corresponding to a particular row or column, this introduces a single homogeneous linear relation on $v_1, v_2, \ldots, v_k$ by assuming the integral coordinates and constant term in the equation defining $H$ must remain fixed. Additionally, if $P$ lies on two facets in a particular row or column, by Theorem 5.4 $v_1, \ldots, v_k$ must satisfy a single linear homogeneous relationship.

Therefore we get a system of up to $\omega(P)$ homogeneous linear equations in $k$ unknowns. By the hypothesis if $k > \omega(P)$ there exists a nontrivial solution for $v$. Then $\lambda v + P \in \Delta'(m)$ for all $\lambda \in (-\epsilon, \epsilon)$ where $\epsilon$ is the minimum of the smallest $x_i$ and one minus the largest $x_i$ for $1 \leq i \leq k$.

In order to apply Lemma 6.1, we first ensure that there are points $P \in \Delta'(m)$ which meet the hypothesis. To help do this, we compare the number of non-integral coordinates with the number of row and columns which contain non-integral coordinates. For any row or column, $RC$, we define $n_{RC}(P)$ to be the number of non-integral coordinates of $P$ in $RC$.

**Lemma 6.2.** If $P \in \Delta'(m)$ and there exists a row or column for which $P$ lies on fewer than two facets, then $k(P) > \omega(P)$.
\[ P_1 = \begin{pmatrix} x_{1,1} & x_{1,2} & x_{1,3} & \cdots & x_{1,m} \\ x_{2,1} & x_{2,2} & x_{2,3} & \cdots & x_{2,m} \\ x_{3,1} & x_{3,2} & x_{3,3} & \cdots & x_{3,m} \end{pmatrix}, \quad P_2 = \begin{pmatrix} x_{1,1} & x_{1,2} & x_{1,3} & \cdots & x_{1,m} \\ x_{2,1} & x_{2,2} & x_{2,3} & \cdots & x_{2,m} \\ x_{3,1} & x_{3,2} & x_{3,3} & \cdots & x_{3,m} \end{pmatrix} \]

Figure 1: Configurations of non-integral coordinates for Lemma 6.3. Coordinates in bold are the only non-integral coordinates in the \( M \).

**Proof.** Let \( P \) be a non-integral point of \( \Delta'(m) \). Since each non-integral coordinate is on exactly one row and one column we have

\[ k(P) = \frac{1}{2} \sum_{RC_i \in M} n_{RC_i}(P). \]

It follows from Theorem 5.3 that \( n_{RC}(P) \geq 2 \) with equality met only if \( P \) lies on at least two \( RC \)-facets. By substitution, this yields \( k \geq \omega(P) \) with equality met only if \( P \) lies on at least two \( RC \)-facets. The hypothesis states that there exists a row or column for which \( P \) does not lie on more than two \( RC \)-facets, therefore we have \( k(P) > \omega(P) \). \( \square \)

If we assume every non-integral coordinate is on a row and column for which \( P \) lies on exactly two facets, then the hypothesis in Lemma 6.2 will not be met. However, up to reordering of the rows and columns, only the two configurations of non-integral coordinates, shown in Figure 1, allow for \( P \) to meet this condition. We explicitly construct an interval containing \( P \) in these cases.

**Lemma 6.3.** If \( P \in \Delta'(m) \) has one of the configurations of non-integral coordinates shown in Figure 1 then \( P \) is an interior point of \( \Delta'(m) \).

**Proof.** Given a point \( P \in \Delta'(m) \) with a configuration of non-integral coordinates as displayed in Figure 1 we demonstrate that \( P \) is in the interior of \( \Delta'(m) \).

In these two cases each row and column has at most two non-integral coordinates, so we use the S and O-facet information to assist in the construction. Let \( |S| \) be the number of S-facets that \( P \) lies on, and \( |O| \) be the number of O-facets that \( P \) lies on. Let \( I = \{ i | x_{i,j} = 1 \} \).

We note we can compute \( |I| \) by taking half of the number of coordinates with value one in each row, plus half of the number of coordinates with value one in each column.

By Theorem 5.4 every S-column and S-row contains an odd number of coordinates with value one, while every O-row and O-column must contain an even number of coordinates with value one. Therefore since \( |I| \) is an integer, we know that the number of S-facets must be even.

For each configuration in Figure 1 there exists a Hamiltonian cycle:

\[ (x_1, x_2, \cdots, x_k) = x_{1,1}, x_{2,1}, \cdots, x_{1,1} \]

in the graph with vertices corresponding to non-integral coordinates, and edges connecting non-integral coordinates in the same row or column.
In the case of \( P_1 \) (resp. \( P_2 \)) we reorder the coordinates of \( v = (v_1, v_2, v_3, v_4, \ldots, v_{3m}) \) (resp. \( v = (v_1, \ldots, v_6, \ldots, v_{3m}) \)) with the first 4 (resp. 6) coordinates corresponding to the non-integral coordinates of \( P_1 \) (resp. \( P_2 \)) in the order of the Hamiltonian cycle.

Using the reordered coordinates we construct a vector \( v \) as follows. First set \( v_1 = 1 \), and for \( v_1 \) through \( v_4 \) (resp. \( v_6 \)) assign:

\[
v_{i+1} = \begin{cases} v_i & \text{if } x_i \text{ and } x_{i+1} \text{ lie on an O-facet} \\ -v_i & \text{if } x_i \text{ and } x_{i+1} \text{ lie on an S-facet} \end{cases}
\]

Such a collection is consistent since \( P \) is on an even number of S-facets. We set \( v_i = 0 \) for all remaining coordinates.

We let \( \epsilon \) be the minimum of the smallest non-integral coordinate of \( P \) and one minus the largest non-integral of \( P \). Then it follows from Theorem 5.4 that \( P + \lambda v \in \Delta'(m) \) for all \( \lambda \in (-\epsilon, \epsilon) \). Thus \( P \) is in the interior of \( \Delta'(m) \).

We now utilize these lemmas to prove that \( \Delta'(m) \) is integral.

**Theorem 6.4.** The polytope \( \Delta'(m) \) is integral.

**Proof.** Let \( P \) be a non-integral point in \( \Delta'(m) \). Then by Theorem 5.2 there exists a row or column for which \( P \) lies on two or fewer row or column facets.

If we assume every non-integral coordinate is on a row and column for which \( P \) lies on exactly two facets, then by Theorem 5.1 there are exactly two non-integral coordinates in each such row and column. By reordering the coordinates we can thus assume \( P \) has one of the configurations in Figure 1. Thus, by Lemma 6.3 \( P \) is not a vertex.

Otherwise, assume there exists a row or column for which \( P \) lies on fewer than two facets. By Lemma 6.1 \( P \) is an interior point of \( \Delta'(m) \).

In summary, if \( P \) is a non-integral point in \( \Delta'(m) \), then it cannot be a vertex.

**Theorem 6.5.** The polytope \( \Delta(m) \) is an H-representation of \( K(m) \).

**Proof.** By Theorem 6.4 the polytope \( \Delta'(m) \) is integral. Applying corollary 4.3 shows \( \Delta(m) \) is also integral. Finally by Theorem 3.2 \( K(m) = \Delta(m) \).

### 7. Conclusion

The H-representation provides a new vantage point for understanding the Kimura-3 variety. The authors hope this will lead to a better understanding of the geometry and associated biology of the Kimura-3 variety, and of group based models in general. To this end, we describe open problems of both mathematical and biological interest.

In biology, phylogenetic varieties have been used to answer identifiability questions [24, 25] and to develop tree reconstruction algorithms [26, 27, 28, 29]. Advances in the understanding of the structure of phylogenetic varieties have improved the speed and accuracy of these methods [30, 31]. A deeper understanding of phylogenetic varieties is also of interest to algebraic geometers in light of recent connections with conformal blocks and Berenstein and Zelevinsky triangles [5]. This motivates our first open problem.
Open Problem 1. Classify the singularity structure of the Kimura-3 varieties.

We are also interested in the structure of the family of all Kimura-3 varieties with a fixed number of leaves. In the binary symmetric case, the variety associated to any tree with \( m \) leaves is deformation equivalent to the variety associated to the \( m \)-claw tree \([13]\). While such a relationship does not hold in the Kimura-3 case \([17]\), one would still like to understand the geometric relationship among varieties associated to different \( n \) leaf trees. We pose this problem from a biological perspective.

Open Problem 2. Describe the relationship between two Kimura-3 varieties whose trees differ by a single nearest neighbor interchange.

In addition these geometric questions, there are also open questions about the combinatorics of the Kimura-3 polytopes.

Open Problem 3. Compute the \( f \)-vector, and Hilbert polynomial of the polytope associated to the Kimura-3 polytope for the \( m \)-claw tree.

Finally, the proof strategies in this paper, along with computations made by Polymake suggest it may be possible to provide a general formula for the H-representation of a group-based model for finite abelian groups.

Open Problem 4. Describe the H-representation for the polytope associated to the \( m \)-claw tree for an arbitrary finite abelian group.

Remark. The first author has a conjectured H-representation of the \( \mathbb{Z}_3 \) \( m \)-claw polytope available upon request.
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