Abstract

We extend the applicability of the numerical Chapman–Enskog expansion as a lifting operator for lattice Boltzmann models to map density and momentum to distribution functions. In earlier work [Vanderhoydonc et al. Multiscale Model. Simul. 10(3): 766-791, 2012] such an expansion was constructed in the context of lifting only the zeroth order velocity moment, namely the density. A lifting operator is necessary to convert information from the macroscopic to the mesoscopic scale. This operator is used for the initialization of lattice Boltzmann models. Given only density and momentum, the goal is to initialize the distribution functions of lattice Boltzmann models. For this initialization, the numerical Chapman–Enskog expansion is used in this paper.
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1. Introduction

The dynamics of a system of colliding particles can typically be described by different levels of accuracy. One distinguishes between micro-, meso- and macroscopic scales. Macroscopic partial differential equations (PDEs) model only a few low order velocity moments and are therefore not that accurate to describe interactions between particles. When a detailed description is necessary, a microscopic model is used. These individual-based models can take into account the particle collision physics. Kinetic equations are ubiquitous to model at this scale. The Boltzmann equation can be used to describe such kinetic models by modelling distribution functions in phase space.

We will focus on lattice Boltzmann models (LBMs) that are space, time and velocity discretizations of the Boltzmann equation [1, 2]. LBMs are used for hydrodynamic simulations of complex fluids [1, 2, 3] and are based on a streaming and collision process. The initialization of such an LBM is performed by using a lifting operator. Such an operator defines a mapping between macroscopic and mesoscopic variables such that the distribution functions of the LBM can be built from the given macroscopic information. The concept of a lifting operator in a multiscale context was first introduced by Kevrekidis et al. in the equation-free framework to couple different scales in a dynamical system [4].

Lifting operators for LBMs are considered in [5, 6, 7, 8, 9, 10] where density is mapped to distribution functions. The Chapman–Enskog expansion is built for such model problems in [5]. This expansion is first introduced...
in [11] to solve the Boltzmann equation. Furthermore, [5], [6], [9] and [10] apply the Constrained Runs (CR) algorithm to LBM simulators. Originally, the CR algorithm is introduced by Gear et al. [12] to map macroscopic initial values to missing microscopic variables for stiff singularly perturbed ordinary differential equations (ODEs). This algorithm is based on the attraction of the dynamics toward the slow manifold. Since the dynamics on this slow manifold can be parametrized by only macroscopic variables such as the density, the higher order velocity moments become slaved functionals of the density in the LBM context with conserved density. [7] compares the Chapman–Enskog expansion with the CR algorithm for model problems with given initial density. However, both of these methods have some serious drawbacks. The Chapman–Enskog expansion needs to be constructed analytically while the CR algorithm is computationally expensive, especially for higher dimensional problems. Because of these drawbacks, [8] constructs the numerical Chapman–Enskog expansion as a lifting operator for these model problems. This numerical Chapman–Enskog expansion is based on a combination of the Chapman–Enskog expansion and the CR algorithm. It finds the coefficients of the Chapman–Enskog expansion numerically based on the CR algorithm. This reduces the number of unknowns in the lifting since it only finds the coefficients of the expansion rather than the full state of the distribution functions.

So far, the numerical Chapman–Enskog expansion has been constructed for model problems with equilibrium distribution functions that only depend on the density. They appear in LBM simulators where the collisions only conserve the density. The goal of this paper is to generalize it to models where both density and momentum are conserved. We borrow the concept of the numerical Chapman–Enskog expansion constructed in [8] and use it to map both density and momentum to distribution functions of the LBM. The proposed algorithm is an extension that shows that the numerical Chapman–Enskog expansion can be generalized for the considered model problems. These model problems still face limiting assumptions but are an intermediate step towards more general physical problems.

The remainder of this paper is organized as follows. Section 2 starts with the outline of the models with different levels of accuracy in which we are interested. Both lattice Boltzmann models and more macroscopic PDEs are briefly discussed. Section 3 describes the numerical Chapman–Enskog expansion to map density to distribution functions. We then proceed to the construction of the numerical Chapman–Enskog expansion to map both density and momentum to distribution functions in Section 4. Numerical results for academic test problems are considered in Section 5. There the proposed lifting operator is tested in a setting of restriction and lifting. We conclude and give an outlook in Section 6.

2. Models with different levels of accuracy

This section introduces models that will be used throughout this paper. The mesoscopic scale is described by a lattice Boltzmann model (LBM) and will be discussed in Section 2.1. The macroscopic scale will use partial differential equations (PDEs) to describe the evolution of the macroscopic velocity moments in Section 2.2.

2.1. Lattice Boltzmann models

An LBM [1, 2] describes the evolution of a one-particle distribution function \( f_i(x, t) = f_i(x, v_i, t) \) discretized in space \( x \in \mathbb{R}^n \), time \( t \geq 0 \) and velocity \( v_i \in \mathbb{R}^n \) with \( n \in \{1, 2, 3\} \) for practical applications. The velocities are taken from a discrete set defined by the geometry of the grid. The functions are represented as \( f_i : X \times T \rightarrow \mathbb{R} \) with \( X \times T \) the space-time grid with space steps \( \Delta x_i \) in the direction of velocity \( v_i \), time step \( \Delta t \) and \( T = \{0, \Delta t, 2\Delta t, \ldots \} \cap [0, T] \). Representation DdQq used for the description of LBMs stands for d dimensions and q velocity directions. D1Q3, for example, considers a one-dimensional spatial domain with only three values for the velocity \( v_i = c_i \Delta x / \Delta t \) in which \( c_i = i, i \in \{-1, 0, 1\} \) represents the dimensionless grid velocities. The remainder of this section contains the description of the D1Q3 lattice Boltzmann equation (LBE). This equation can however easily be generalized to more dimensions.

The lattice Boltzmann equation describing the evolution of the distribution functions with BGK approximation [13] and no external forces is

\[
\hat{f}_i(x + c_i \Delta x, t + \Delta t) = (1 - \omega) f_i(x, t) + \omega f_{eq}^i(x, t), \quad i \in \{-1, 0, 1\}.
\]

The equilibrium distribution functions \( f_{eq}^i(x, t) \) are defined to satisfy the conservation laws. For example, when the LBM only conserves the density \( \rho(x, t) \), equilibrium distribution functions can be defined by \( f_{eq}^i(x, t) = \frac{1}{2} \rho(x, t) \). The relaxation time \( \tau = 1/\omega \) represents the time scale associated with the relaxation towards equilibrium.
2.2. Macroscopic partial differential equations

At the macroscopic scale the evolution is described by a PDE for the moments of the particle distribution functions. Density $\rho(x,t) = \sum_i f_i(x,t)$, momentum $\phi(x,t) = \rho(x,t) u(x,t) = \sum_i v_i f_i(x,t)$ and energy $\xi(x,t) = \frac{1}{2} \sum_i v_i^2 f_i(x,t)$ are respectively the zeroth, first and second order velocity moments.

For the D1Q3 problem, discussed in this section, the transformation between the distribution functions and the moments is straightforward since the matrix $M$ below is invertible.

$$
\begin{pmatrix}
\rho \\
\phi \\
\xi
\end{pmatrix} =
\begin{pmatrix}
1 & 1 & 1 \\
1 & 0 & -1 \\
\frac{1}{2} & 0 & \frac{1}{2}
\end{pmatrix}
\begin{pmatrix}
f_1 \\
f_0 \\
f_{-1}
\end{pmatrix} =
M
\begin{pmatrix}
f_1 \\
f_0 \\
f_{-1}
\end{pmatrix}.
$$

When we look at these functions in a point $x$ at time $t$, they can be represented either as $(f_1, f_0, f_{-1})^T \in \mathbb{R}^3$ or as $(\rho, \phi, \xi)^T \in \mathbb{R}^3$.

Low order velocity moments are used to describe macroscopic PDEs. For example, it can be shown that the diffusion PDE and the LBM are macroscopic equivalent [5] when considering the following:

$$
\frac{\partial \rho}{\partial t} = D \frac{\partial^2 \rho}{\partial x^2}, \quad D = \frac{2 - \omega}{3\omega} \frac{\Delta x^2}{\Delta t}, \quad f_i^{eq}(x,t) = \frac{1}{3} \rho(x,t), \quad i \in \{-1, 0, 1\}.
$$

Figure 1 clarifies the intention of this paper, namely the initialization of LBMs. From a given density $\rho(x,0)$, or density and momentum, determine the distribution functions $f_i(x,0)$, $i \in \{-1, 0, 1\}$ of the LBM at time $t = 0$. This will include some arbitrariness. To fully characterize the distribution functions $f_i(x,0)$ at time $t = 0$ all three moments — $\rho(x,0)$, $\phi(x,0)$ and $\xi(x,0)$ — are necessary. For this, a lifting operator is necessary that defines a mapping between macroscopic and mesoscopic variables such that the distribution functions of the LBM can be built from the given macroscopic information.

![Fig. 1. To initialize an LBM from a given density $\rho(x,0)$, or density and momentum, we need to characterize the distribution functions $f_i(x,0)$, $i \in \{-1, 0, 1\}$ at time $t = 0$. A lifting operator is then used to map the macroscopic variables to the mesoscopic variables, namely the distribution functions of the LBM.](image)

The aim is then to find lifting methods that predict the missing moments so that steep initial layers that occur in ill-initialized problems are avoided [14]. The focus of this paper is to initialize LBMs from a given density and momentum, the zeroth and first order velocity moments, using a numerical Chapman–Enskog expansion. Such an expansion combines the ideas of the Chapman–Enskog expansion [11] and the Constrained Runs (CR) algorithm [12]. Both methods are used in the literature as lifting operators for LBMs. The Chapman–Enskog expansion for LBMs is outlined in [5] and the application of CR to LBMs is considered in [9]. The numerical Chapman–Enskog expansion was first proposed in [8] for LBMs that only conserve the density.

3. Numerical Chapman–Enskog expansion for LBMs to map density to distribution functions

This section describes the numerical Chapman–Enskog expansion for problems where the equilibrium distribution functions only depend on the density. The goal of this paper is to generalize this to a dependence of both density and momentum. The description is based on D1Q3 problems but this can easily be generalized to higher dimensional problems.
3.1. Chapman–Enskog expansion

The Chapman–Enskog expansion expands distribution functions around the equilibrium as

$$ f = f^{(0)} + \varepsilon f^{(1)} + \varepsilon^2 f^{(2)} + \ldots, $$

where $f^{(1)}$ and $f^{(2)}$ are correction terms \[11\]. For D1Q3 problems, where the equilibrium only depends on the density, the correction terms form a series of the density and its derivatives \[5, 6\]. Thus this expansion can be used to map the density to the distribution functions.

However, the derivation of the correction terms requires tedious analytical work, especially higher order terms for multidimensional problems are not straightforward to obtain.

3.2. Constrained Runs algorithm

The CR algorithm is a numerical alternative based on the attraction of the dynamics toward the slow manifold. It was first introduced by Gear et al. to map macroscopic initial variables to missing microscopic variables for stiff singularly perturbed ordinary differential equations (ODEs) \[12\]. Applied to LBMs, the CR algorithm initializes the missing velocity moments such that the evolution of these moments is smooth of order $m$. The smoothness condition is defined by

$$ \frac{d^{m+1}\phi(t)}{dt^{m+1}} \bigg|_{t=0} = 0 \quad \text{and} \quad \frac{d^{m+1}\xi(t)}{dt^{m+1}} \bigg|_{t=0} = 0. \quad (4) $$

The higher the order of smoothness, the more accurate the method.

In practice the smoothness condition is approximated by a finite difference relation between the moments in successive time steps. There are two possible ways to find the moments that satisfy the smoothness condition. Via an explicit iteration but this can become unstable for the higher order smoothness condition \[5, 10\]. Or via a Newton iteration that solves the fixed point problem

$$ \begin{pmatrix} \phi \\ \xi \end{pmatrix}^{k+1} = C_m \begin{pmatrix} \rho_0, \phi \\ \xi \end{pmatrix}^k, $$

where $C_m$ is a backward extrapolation formula derived from the smoothness condition and $\rho_0$ is the given density \[10\]. More stability and accuracy details concerning the application of CR to LBMs can be found in \[5, 9, 10\].

This CR algorithm has a serious computational cost since it searches for the missing moments in every grid point of the spatial domain. Especially for high dimensional problems this leads to large Jacobian matrices that need to be estimated through additional LBM steps. This makes the CR algorithm prohibitively expensive for 2D problems.

3.3. Numerical Chapman–Enskog expansion

Instead of using CR to find for each grid point the missing moments $\phi$ and $\xi$, the numerical Chapman–Enskog expansion uses CR to find the unknown coefficients of the expansion \[8\]. The major advantage is that it leads to much smaller systems since it finds the expansion coefficients that satisfy the smoothness condition rather than the full state of the velocity moments. This reduces the number of unknowns significantly. The numerical Chapman–Enskog expansion is described in this section for one-dimensional problems, with equilibrium distribution functions that only depend on the density. This can also easily be generalized to more dimensions.

The expansion expresses the distribution functions as

$$ f_i(x, t) = f^{eq}_i(x, t) + \alpha_i \partial_x \rho + \beta_i \partial_x^2 \rho + \ldots + \gamma_i \partial_t \rho + \zeta_i \partial_t^2 \rho + \ldots + \eta_i \partial_x \partial_t \rho + \ldots, $$

where

$$ i \in \{-1, 0, 1\} \quad \text{and} \quad \alpha = \begin{pmatrix} \alpha_1 \\ \alpha_0 \\ \alpha_{-1} \end{pmatrix} \in \mathbb{R}^3, \quad \beta = \begin{pmatrix} \beta_1 \\ \beta_0 \\ \beta_{-1} \end{pmatrix} \in \mathbb{R}^3, \ldots, \quad (5) $$

are vectors of constants that only depend on $\omega$, $\Delta x$ and $\Delta t$. This expansion is valid for an LBM on an infinite domain with parameters $\Delta x$, $\Delta t$ and $\omega$ and equilibrium distribution functions that only depend on $\rho(x, t)$. It requires
some smoothness condition for the expansion to be valid. The derivation of this expansion and the necessary conditions are outlined in [8].

Once the constants are determined, the lifting operator — that is necessary to initialize the LBM — can be applied repeatedly for the full domain to lift all the missing moments at a minimal cost of estimating the derivatives of the density with finite difference approximations. How these constants are found is discussed below as a summary of [8].

To simplify the discussion and notation we limit ourselves to a truncated series

\[
    f_i(x, t) = f_i^{eq}(x, t) + \alpha_i \partial_\xi \rho + \beta_i \partial_\xi^2 \rho + \gamma_i \partial_\mu \rho, \quad i \in \{-1, 0, 1\}. \tag{6}
\]

If a PDE in closed form exists that describes the evolution of \( \rho \) in the form of \( \partial_\xi \rho + a \partial_\mu \rho = D \partial_\xi^2 \rho \), then it is possible to eliminate \( \partial_\xi \rho \) from the expansion. The distribution functions are now series with only spatial derivatives.

\[
    f_i(x, t) = f_i^{eq}(x, t) + \alpha_i \partial_\xi \rho + \beta_i \partial_\xi^2 \rho, \quad i \in \{-1, 0, 1\}. \tag{7}
\]

Bear in mind that it considers different coefficients for \( \alpha_i \) and \( \beta_i \) in Eq. (6) and Eq. (7).

We can extract the coefficients \( \alpha_i \) and \( \beta_i \) from the linear system

\[
    \begin{bmatrix}
        \partial_\xi \rho(x_j) \\
        \partial_\xi \rho(x_j) \\
        \partial_\xi \rho(x_k) \\
        \partial_\xi \rho(x_k)
    \end{bmatrix}
    \begin{bmatrix}
        \partial_\xi^2 \rho(x_j) \\
        \partial_\xi^2 \rho(x_j) \\
        \partial_\xi^2 \rho(x_k) \\
        \partial_\xi^2 \rho(x_k)
    \end{bmatrix}
    \begin{bmatrix}
        \alpha_0 \\
        \alpha_1 \\
        \beta_0 \\
        \beta_1
    \end{bmatrix}
    =
    \begin{bmatrix}
        f_1(x_j, t) - f_1^{eq}(x_j, t) \\
        f_0(x_j, t) - f_0^{eq}(x_j, t) \\
        f_{-1}(x_j, t) - f_{-1}^{eq}(x_j, t) \\
        f_{x_k}(x, t) - f_{-1}^{eq}(x_k, t)
    \end{bmatrix}. \tag{8}
\]

once the distribution functions are close to the slow manifold since on the slow manifold the distribution functions are parametrized by the density [8]. \( x_j \) and \( x_k \) represent grid points of the spatial domain.

To reach the slow manifold we combine CR with the extraction of the coefficients. Consider a numerical function \( h(\alpha, \beta; \rho, m) \) as described in Function 1. This function takes as input \( \alpha \) and \( \beta \), the vectors of coefficients of expansion (7), and as parameters the fixed density \( \rho \) and an integer \( m \), the order of the smoothness condition. It first constructs, with this input, a state \( (f_1, f_0, f_{-1})^T \) with the help of series (7). This state is then used as an initial state to perform a sequence of multiple LBM steps. For each of these steps we find the corresponding moments \( \phi \) and \( \xi \) using Eq. (2). With these moments and the smoothness condition we find a new guess for \( \phi \) and \( \xi \) that is closer to the slow manifold. These new moments result in new vectors of coefficients \( \alpha \) and \( \beta \), by applying the linear system in Eq. (8) on the distribution functions \( f_i \), \( i \in \{-1, 0, 1\} \).

The idea is now to determine \( \alpha \) and \( \beta \) such that they are invariant under this numerical function \( h(\alpha, \beta; \rho, m) \). Indeed, if the initial and final state can be described by the same \( \alpha \) and \( \beta \) then the lifted distribution function is close to the slow manifold since the evolution of the corresponding \( \phi \) and \( \xi \) satisfies the smoothness condition.

The vectors of coefficients \( \alpha \) and \( \beta \) that are invariant under the numerical function \( h(\alpha, \beta; \rho, m) \) are found through a Newton iteration [8].

**Function 1** \( h(\alpha, \beta; \rho, m) \)

**Require:** Guess on vectors of coefficients \( \alpha, \beta \), given density \( \rho \), order \( m \) to use in Eq. (4).
1: Construct lifting operator in Eq. (7).
2: Compute corresponding moments \( \phi \) and \( \xi \) by applying Eq. (2).
3: Perform \( m + 1 \) LBM time steps to compute the finite difference approximations of Eq. (4). This results in new moments \( \phi \) and \( \xi \) that are closer to the slow manifold.
4: Revert back to distribution functions \( (f_1, f_0, f_{-1})^T \) by applying Eq. (2).
5: Select grid points \( x_j \) and \( x_k \) to construct the linear system in Eq. (8).
6: Solve the system for \( \alpha \) and \( \beta \).
7: return \( \alpha, \beta \).
4. Numerical Chapman–Enskog expansion for LBM to map density and momentum to distribution functions

This section generalizes the idea of the numerical Chapman–Enskog expansion of Section 3 where the LBM only conserves the density and the dynamics are described by the density as the only macroscopic variable. Now, we will look at LBM where both density and momentum are conserved and both need to be considered as macroscopic variables. An important question is how this affects the numerical Chapman–Enskog expansion?

The notation in this section is also based on D1Q3 problems. Again, this can easily be generalized to more dimensions.

4.1. Numerical Chapman–Enskog expansion

We recall the derivation of the numerical Chapman–Enskog expansion in [8] to show that the generalized expansion is given by

\[ f_i(x, t) = f_i^{eq}(x, t) + \alpha_i^{(1)} \partial_x \rho + \alpha_i^{(2)} \partial_x (\rho u) + \beta_i^{(1)} \partial_x^2 \rho + \beta_i^{(2)} \partial_x^2 (\rho u) + \ldots + \gamma_i^{(1)} \partial_t \rho + \gamma_i^{(2)} \partial_t (\rho u) + \ldots, \]

where

\[ i \in \{-1, 0, 1\} \quad \text{and} \quad \alpha^{(1)} = \begin{pmatrix} \alpha_1 \\ \alpha_0 \\ \alpha_{-1} \end{pmatrix}, \quad \alpha^{(2)} = \begin{pmatrix} \alpha_1 \\ \alpha_0 \\ \alpha_{-1} \end{pmatrix} \in \mathbb{R}^3, \quad \ldots, \]

are vectors of constants that only depend on \( \omega, \Delta x \) and \( \Delta t \).

Indeed, if the functions \( f_i(x, t) \) are infinitely differentiable, a Taylor expansion can be constructed and the distribution functions in point \( x + i\Delta x, i \in \{-1, 0, 1\} \) at time \( t + \Delta t \) are given by

\[ f_i(x + i\Delta x, t + \Delta t) = f_i(x, t) + \frac{\partial f_i(x, t)}{\partial x} i\Delta x + \frac{\partial^2 f_i(x, t)}{\partial x^2} (i\Delta x)^2 \frac{\Delta t}{2} + \frac{\partial f_i(x, t)}{\partial t} \Delta t + \frac{\partial^2 f_i(x, t)}{\partial x^2} \frac{\Delta t^2}{2} + \frac{\partial^2 f_i(x, t)}{\partial x \partial t} i\Delta x \Delta t + \ldots. \]

Combined with the assumption that \( f_i \) is a solution of the LBE (1) on an infinite domain, we end up with expansion

\[ f_i(x, t) = f_i^{eq}(x, t) - \frac{i\Delta x}{\omega} \frac{\partial f_i(x, t)}{\partial x} - \frac{(i\Delta x)^2}{2\omega} \frac{\partial^2 f_i(x, t)}{\partial x^2} - \frac{\Delta t}{\omega} \frac{\partial f_i(x, t)}{\partial t} - \frac{\Delta t^2}{2\omega} \frac{\partial^2 f_i(x, t)}{\partial t^2} - \frac{i\Delta x \Delta t}{\omega} \frac{\partial^2 f_i(x, t)}{\partial x \partial t} - \ldots, \]

and higher order terms. With the notation \( L_i \) for the functional

\[ L_i := -\frac{i\Delta x}{\omega} \frac{\partial}{\partial x} - \frac{(i\Delta x)^2}{2\omega} \frac{\partial^2}{\partial x^2} - \frac{\Delta t}{\omega} \frac{\partial}{\partial t} - \frac{\Delta t^2}{2\omega} \frac{\partial^2}{\partial t^2} - \frac{i\Delta x \Delta t}{\omega} \frac{\partial^2}{\partial x \partial t} - \ldots, \]

we can rewrite the LBE into a set of three coupled PDEs for the distribution functions

\[ (1 - L_i) f_i(x, t) = f_i^{eq}(x, t), \quad \forall i \in \{-1, 0, 1\}, \]

that holds for \( x \in ]-\infty, \infty[ \) and \( t \in [0, \infty[ \).

The solution can be found by performing a Picard or fixed point iteration

\[ f_i^{(n+1)}(x, t) = L_i f_i^{(n)}(x, t) + f_i^{eq}(x, t), \]

with initial guess \( f_i^{(-1)}(x, t) = 0 \). The solution is then \( f_i(x, t) = \sum_{n=0}^{\infty} L_i^n f_i^{eq}(x, t) \). This series converges if the error between subsequent iterations goes to zero. This can be satisfied when smoothness on \( f_i^{eq} \) is guaranteed such that \( \lim_{n \to \infty} \|L_i^{n+1} f_i^{eq}\| = 0 \) [8].

This derivation shows that Eq. (9) is valid when the derivatives of \( f_i^{eq} \) are easily expressible as derivatives of the conserved moments.

If a PDE in closed form exists that describes the time derivatives of \( \rho \) and \( \rho u \) in only spatial derivatives of \( \rho \) and \( \rho u \), then it is possible to eliminate \( \partial_t \rho \) and \( \partial_t (\rho u) \) from the expansion. The distribution functions can then be approximated by a truncated series with only spatial derivatives and becomes

\[ f_i(x, t) = f_i^{eq}(x, t) + \alpha_i^{(1)} \partial_x \rho + \alpha_i^{(2)} \partial_x (\rho u) + \beta_i^{(1)} \partial_x^2 \rho + \beta_i^{(2)} \partial_x^2 (\rho u). \]
The coefficients $\alpha^{(1)}$, $\alpha^{(2)}$, $\beta^{(1)}$ and $\beta^{(2)}$ can then be extracted from a linear system analogous to the one in Eq. (8) (extended for the multiple conserved moments). The algorithm to obtain the coefficients from this linear system is similar to the one in the previous section.

The construction of the numerical Chapman–Enskog expansion is based on an expansion that expresses the distribution functions as a series of the macroscopic moments. The CR algorithm is the underlying method to determine the coefficients of this series. In order to generalize the numerical Chapman–Enskog expansion for density and momentum we also need to generalize the CR algorithm. This is outlined in Section 4.2.

### 4.2. Constrained Runs algorithm

The original CR algorithm is performed on the velocity moments. The intention of this generalization is to perform the algorithm directly on the distribution functions. Initially, we start from distribution functions $\rho$, $\rho$, $u$ and $u$ we also need to generalize the numerical Chapman–Enskog expansion for density and momentum. This is outlined in Section 4.2.

The coe$cients of this series. In order to generalize the numerical Chapman–Enskog expansion for density and momentum and apply the smoothness condition on the remaining moment.

To reset the conserved moments density and momentum and apply the smoothness condition on the distribution functions, we use

$$
\begin{pmatrix}
\tilde{f}_1 \\
\tilde{f}_0 \\
\tilde{f}_{-1}
\end{pmatrix}_{\text{next}} =
\begin{pmatrix}
\tilde{f}_1 \\
\tilde{f}_0 \\
\tilde{f}_{-1}
\end{pmatrix}_{\text{prev}} + \mathbf{M}^{-1} \mathbf{M}^0 \left( \begin{pmatrix}
\tilde{f}_1 \\
\tilde{f}_0 \\
\tilde{f}_{-1}
\end{pmatrix} - \begin{pmatrix}
\tilde{f}_1 \\
\tilde{f}_0 \\
\tilde{f}_{-1}
\end{pmatrix}_{\text{prev}} \right)
$$

where $\mathbf{M}^0 = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 0 & -1 \\ 0 & 0 & 0 \end{pmatrix}$, (15)

and $(f_{1}, f_{0}, f_{-1})^T$ contains the backward extrapolation in time applied on the distribution functions. For example, for a linear extrapolation in time $(f_{1}^{\text{prev}}, f_{0}^{\text{prev}}, f_{-1}^{\text{prev}})^T = 2(f_{1}, f_{0}, f_{-1})^T - (f_{1}, f_{0}, f_{-1})^T$. The distribution functions are then eventually determined via an iterative method performed on Eq. (15).

Here, we return to the derivation of the numerical Chapman–Enskog expansion. We need to determine $\alpha^{(1)}$, $\alpha^{(2)}$, $\beta^{(1)}$ and $\beta^{(2)}$ such that they are invariant under the numerical function $h(\alpha^{(1)}, \alpha^{(2)}, \beta^{(1)}, \beta^{(2)}; \rho, \mu, m)$ given in Function 2.

**Function 2**

$h(\alpha^{(1)}, \alpha^{(2)}, \beta^{(1)}, \beta^{(2)}; \rho, \mu, m)$

**Require:** Guess on vectors of coefficients $\alpha^{(1)}$, $\alpha^{(2)}$, $\beta^{(1)}$, $\beta^{(2)}$, given density $\rho$ and momentum $\mu$, order of smoothness condition $m$.

1. Construct lifting operator in Eq. (14).
2. Apply Eq. (15). This results in new distribution functions closer to the slow manifold.
3. Select grid points to construct a similar linear system as in (8).
4. Solve the system for $\alpha^{(1)}$, $\alpha^{(2)}$, $\beta^{(1)}$ and $\beta^{(2)}$.
5. **return** $\alpha^{(1)}$, $\alpha^{(2)}$, $\beta^{(1)}$, $\beta^{(2)}$.

Function 1 and 2 mostly correspond to each other. Although, Function 2 is more general. It contains multiple conserved moments, the extended numerical Chapman–Enskog expansion and a generalized step of the CR algorithm.

This section shows that the numerical Chapman–Enskog expansion can be generalized in this setting. However, for this to be possible, the derivatives of the equilibrium distribution should be easily expressible as derivatives of the conserved moments.

### 5. Numerical results

#### 5.1. Example 1: D1Q3

As a model problem, we consider a D1Q3 lattice Boltzmann model with equilibrium distribution

$$
\begin{align*}
\tilde{f}_{1}^{eq}(x, t) &= \left( \frac{1}{3} + \frac{1}{2c} u(x, t) \right) \rho(x, t), \\
\tilde{f}_{0}^{eq}(x, t) &= \frac{1}{3} \rho(x, t), \\
\tilde{f}_{-1}^{eq}(x, t) &= \left( \frac{1}{3} - \frac{1}{2c} u(x, t) \right) \rho(x, t),
\end{align*}
$$

Here, we return to the derivation of the numerical Chapman–Enskog expansion. We need to determine $\alpha^{(1)}$, $\alpha^{(2)}$, $\beta^{(1)}$ and $\beta^{(2)}$ such that they are invariant under the numerical function $h(\alpha^{(1)}, \alpha^{(2)}, \beta^{(1)}, \beta^{(2)}; \rho, \mu, m)$ given in Function 2.
where \( c = \frac{\Delta x}{\Delta t} \). Note that the equilibrium depends on the density and momentum as opposed to only the density in [8]. This equilibrium is built such that the zeroth and first order velocity moments are conserved. It just represents a simple model problem to test the numerical Chapman–Enskog expansion on such an extended problem.

The considered model problem has the following parameters for a one-dimensional domain of length \( L \) with \( n \) spatial grid points.

\[
L = 10, \quad n = 200, \quad \Delta x = L/n = 0.05, \quad \Delta t = 0.001, \quad \omega = 0.9091,
\]

\[
\rho(x, 0) = \exp(-(x - L/2)^2) + 0.1, \quad u(x, 0) = 0.03 \sin(2\pi x/L).
\]

Furthermore, periodic boundary conditions are taken into account.

The lifting operator can be tested against a reference distribution function \( f_c \). This reference solution is calculated by performing 1000 lattice Boltzmann steps starting from an initial state that corresponds to the equilibrium distribution function with given macroscopic variables \( \rho(x, 0) \) and \( u(x, 0) \).

The lifting operator can be evaluated by restricting the reference distribution function \( f_c \) to its macroscopic variables and lift them back to a distribution function \( f \) by using the numerical Chapman–Enskog expansion. The resulting \( f \) is compared with \( f_c \) with the help of the 2-norm \( ||f - f_c|| \). These results are included in Table 1 for various orders of the expansion and different orders of the underlying CR algorithm. As a comparison, lifting with the corresponding equilibrium distribution has a 2-norm of \( ||f^{eq} - f_c|| = 0.0415 \).

We calculate the lifting operator as a fixed point for the coefficients and thus perform a Newton iteration on the coefficients of the numerical Chapman–Enskog expansion by using the underlying CR algorithm to find the distribution functions closer to the slow manifold. As in [8], we know that the coefficients can be determined for every density and momentum as long as the problem has similar parameters \( \Delta x \) and \( \Delta t \). Thus, we choose macroscopic variables such that the linear system from which the coefficients are determined is not singular.

Table 1. Test lifting operator against a reference distribution function \( f_c \). The error \( ||f - f_c|| \) is presented in which \( f \) is determined via the numerical Chapman–Enskog expansion. The reference distribution function \( f_c \) is obtained by performing 1000 LBM time steps on the initial state with parameters listed in (16). These results are listed for increasing number of terms in the expansion, implying an increasing number of considered coefficients. The order of the underlying CR algorithm also increases for every considered expansion.

| Order CR | 0   | 1   | 2   | 3   | 4   | 5   | 6   |
|----------|-----|-----|-----|-----|-----|-----|-----|
| \( ||f - f_c|| \) | 0.0679 | 0.0320 | 0.0071 | 0.0074 | 0.0073 | 0.0073 | 0.0073 |
| \( ||f^{eq} - f_c|| \) | 0.0861 | 0.0026 | 2.6378e-004 | 6.7372e-005 | 3.7216e-005 | 3.6750e-005 | 3.6798e-005 |
| \( ||f^{eq} - f_c|| \) | 0.0861 | 0.0027 | 5.6094e-004 | 8.2239e-005 | 4.2439e-006 | 5.0278e-006 | 5.3527e-006 |
| \( ||f^{eq} - f_c|| \) | 0.0861 | 0.0027 | 3.8770e-004 | 1.6050e-005 | 2.1631e-006 | 2.6841e-007 | 6.5869e-008 |

Note that taking more terms into account in the expansion increases the accuracy but brings down the beauty of this method since the number of coefficients increases significantly.

As a comparison we show the CR results for this model problem. For the results in Table 2 we apply CR on the distribution functions. In order to avoid instabilities, the CR algorithm is combined with Newton’s method. This results in a Jacobian of size \( 600 \times 600 \). For this small test problem, it is still possible to apply the original CR algorithm so it is nice to compare these results with those obtained via the numerical Chapman–Enskog expansion. However — as the size of the Jacobian clarifies — the CR algorithm can not be applied for higher dimensional problems.

Table 2. Test Constrained Runs algorithm combined with Newton’s method directly applied on distribution functions against a reference distribution \( f_c \). The error \( ||f - f_c|| \) is presented in which \( f \) is the lifting operator obtained via the CR algorithm. The reference distribution function \( f_c \) is obtained by performing 1000 LBM time steps on the initial state with parameters listed in (16). The results are presented for different orders of the smoothness condition for the CR algorithm.

| Order CR | 0   | 1   | 2   | 3   | 4   | 5   | 6   |
|----------|-----|-----|-----|-----|-----|-----|-----|
| \( ||f - f_c|| \) | 0.0861 | 0.0027 | 3.8573e-004 | 1.9192e-005 | 2.5547e-006 | 2.8042e-007 | 2.1958e-008 |
5.2. Example 2: D2Q5

The model problem for this example contains five velocity directions in a two-dimensional spatial domain. These are given by \( v_0 = (0,0), \) \( v_1 = (+c,0), \) \( v_2 = (0,+-c), \) \( v_3 = (-c,0) \) and \( v_4 = (0,-c) \) with \( c = \Delta x / \Delta t = \Delta y / \Delta t. \) The following equilibrium distribution conserves density and average flow velocities in the \( x \) and \( y \) direction.

\[
\begin{align*}
 f^{eq}(x, y, v_0, t) & = \frac{1}{5} \rho(x, y, t), \\
 f^{eq}(x, y, v_1, t) & = \left( \frac{1}{5} + \frac{1}{2c} u_x(x, y, t) \right) \rho(x, y, t), \\
 f^{eq}(x, y, v_2, t) & = \left( 1 + \frac{1}{2c} u_y(x, y, t) \right) \rho(x, y, t), \\
 f^{eq}(x, y, v_3, t) & = \left( \frac{1}{5} - \frac{1}{2c} u_x(x, y, t) \right) \rho(x, y, t), \\
 f^{eq}(x, y, v_4, t) & = \left( \frac{1}{5} - \frac{1}{2c} u_y(x, y, t) \right) \rho(x, y, t).
\end{align*}
\]

The considered model problem has the following parameters for a two-dimensional domain of size \( L \times L \) with \( n^2 \) spatial grid points.

\[
L = 10, \quad n = 200, \quad \Delta x = L/n = 0.05, \quad \Delta y = L/n = 0.05, \quad \Delta t = 0.001, \quad \omega = 0.9091, \quad \rho(x,y,0) = \exp(- (x - L/2)^2 - (y - L/2)^2) + 0.4, \quad u_x(x, y, 0) = 0.03 \sin(2 \pi x/L), \quad u_t(x, y, 0) = 0.03 \sin(2 \pi y/L).
\]

Furthermore, periodic boundary conditions are taken into account.

Again we test the numerical Chapman–Enskog expansion in a setting of restriction and lifting. A reference distribution function \( f_i(x, y, v_i, t), \) \( i \in \{0, 1, 2, 3, 4\} \) is obtained by performing 1000 LBM time steps on the initial state given in Eq. (17). A possible lifting strategy that we can compare with is lifting with the corresponding equilibrium distribution. The 2-norm errors for the specific velocities are listed below.

\[
\begin{align*}
||f^{eq}(x, y, v_0, t) - f_i(x, y, v_0, t)|| & = 0.0470, \\
||f^{eq}(x, y, v_i, t) - f_i(x, y, v_i, t)|| & = 0.0550, \quad i \in \{1, \ldots, 4\}.
\end{align*}
\]

Lifting with the numerical Chapman–Enskog expansion is listed in Table 3.

| Order | CR |
|-------|----|
|       | 0  | 1  | 2  | 3  | 4  | 5  | 6  |
| \( f^{eq}(x, v_0, t) - f_i(x, v_0, t) \) & 0.6618 & 0.9794 & 0.1189 & 0.1179 | 0.1179 | 0.1179 | 0.1179 |
| \( f^{eq}(x, v_1, t) - f_i(x, v_1, t) \) & 0.1530 & 0.2294 & 0.0143 & 0.0140 | 0.0140 & 0.0140 & 0.0140 |
| \( f^{eq}(x, v_2, t) - f_i(x, v_2, t) \) & 0.1779 & 0.2603 & 0.0452 & 0.0450 | 0.0450 & 0.0450 & 0.0450 |
| \( f^{eq}(x, v_3, t) - f_i(x, v_3, t) \) & 0.1530 & 0.2294 & 0.0143 & 0.0140 | 0.0140 & 0.0140 & 0.0140 |
| \( f^{eq}(x, v_4, t) - f_i(x, v_4, t) \) & 0.1779 & 0.2603 & 0.0452 & 0.0450 | 0.0450 & 0.0450 & 0.0450 |

Table 3. Test lifting operator against a reference distribution function. The errors \( ||f(x, y, v_i, t) - f_i(x, y, v_i, t)|| \) for \( i \in \{0, \ldots, 4\} \) are presented in which \( f \) is determined via the numerical Chapman–Enskog expansion. The reference distribution function \( f_i \) is obtained by performing 1000 LBM time steps on the initial state with parameters listed in (17). These results are listed for increasing number of terms in the expansion, implying an increasing number of considered coefficients. The order of the underlying CR algorithm also increases for every considered expansion.

Again, we see an increase in the accuracy when more terms of the expansion are taken into account. However, the increase in terms of the expansion brings down the beauty of this method. Especially since all the cross terms between the different spatial directions should also be considered to obtain a better accuracy.
6. Conclusions

This paper constructs a numerical Chapman–Enskog expansion that can be used as a lifting operator for LBMs that conserve density and momentum during the collision. This is an extension of [8] where the idea of a numerical Chapman–Enskog expansion was first introduced and applied to LBMs that only conserve the density. This method is an alternative to the Chapman–Enskog expansion that requires a tedious analytical derivation.

The new method was shown to converge for some simple benchmark problems in 1D and 2D. The numerical results show that the method is computationally much cheaper than the Constrained Runs algorithm, an alternative numerical lifting operator for LBMs. The latter becomes so expensive that it is too prohibitive to apply in 2D. The extension of the numerical Chapman–Enskog expansion proposed in this paper required a generalization of the CR algorithm that forms the basis of the method. Unfortunately, it is necessary to assume that the derivatives of the equilibrium distribution of the LBM are easily expressible as derivatives of the conserved moments.

In addition, we saw a significant increase in the number of coefficients that need to be determined when the numerical Chapman–Enskog expansion includes higher order terms. Similarly, an expansion in 2D requires many additional cross terms that appear when these higher order terms are used in the expansion. Each additional term introduces new unknown coefficients that need to be determined by Newton’s method. However, the resulting system is still much smaller than the system constructed in the original CR algorithm.

In future research we will try to remove the limiting assumptions and generalize the expansion to kinetic models that use Maxwell–Boltzmann equilibrium distributions that are frequently used in physical applications.
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