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Abstract: We study in this paper the dynamics of molecules leading to the formation of nematic and smectic phases using a mobile 6-state Potts spin model with Monte Carlo simulation. Each Potts state represents a molecular orientation. We show that, with the choice of an appropriate microscopic Hamiltonian describing the interaction between individual molecules modeled by 6-state Potts spins, we obtain the structure of the smectic phase by cooling the molecules from the isotropic phase to low temperatures: molecules are ordered in independent equidistant layers. The isotropic-smectic phase transition is found to have a first-order character. The nematic phase is also obtained with the choice of another microscopic Hamiltonian. The isotropic-nematic phase transition is a second-order one. The real-time dynamics of the molecules leading to the liquid-crystal ordering in each case is shown by a video.
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1. Introduction

Nematic and smectic phases have been the subject of intensive investigations since the discovery of liquid crystals (LC) [1,2]. Liquid crystals are often made of elongated organic rode-shaped molecules (called calamitic), or of discotic, i.e., disk-like, molecules. Thus, LC are generated by strong structural anisotropy objects. The way these constituents are arranged to form LC depends usually on the temperature, but, for some mesomorphic phases, it can also be a function of the concentration of the molecules in a solvent. The LC phases are often called mesophases which include four kinds of structures, according to the degrees of symmetry and the physical properties of LC with respect to their molecular arrangement: nematic, smectic, cholesteric, and columnar LC.

In this paper, we are interested in the smectic and nematic phases. We know that the nematic phase is the closest phase to the liquid phase and the most common. It has no long-range positional order but a global orientational order. As for the smectic phase, it is the phase which looks like the most to a crystalline solid and for which molecules are ordered in equidistant layers. It shows a long-range positional order (at least in one direction) and also an orientational order in each layer.

Let us recall some important works which have contributed in one way or another to the advance in the understanding of the LC. We show next what is new in our present work.

Most theoretical studies have used Frank’s free energy [3–5] which is a phenomenological macroscopic expression of different mechanisms governing the structure of a LC. Numerous models have been developed for modeling LC based on Frank’s free energy:
\[ F_d = \frac{1}{2} \left\{ K_1 (\nabla \cdot n)^2 + K_2 [n \cdot (\nabla \times n)]^2 + K_3 [n \times (\nabla \times n)]^2 \right\} \]

where \( n \) is the director, \( K_1, K_2, \) and \( K_3 \) are the splay-constraint, twist, and bend–distortion constants, respectively. Other mean-field calculations including the works in Refs. [6,7] have been carried out to study both the structural and thermodynamic properties of free-standing smectic films for two cases of enhanced pair interactions in the bounding layers. However, the use of the Frank’s free energy and other mean-field approaches, though may be useful for obtaining some thermodynamic properties, cannot give precision on the question of criticality, as it is well-known from statistical physics [8,9] (for example, Ising, Heisenberg, and Potts spins give the same mean-field critical exponents).

On the computing works including Monte Carlo simulations and molecular dynamics, there has been a large number of investigations using various models. There has been early numerical simulations on the isotropic-nematic transition [10,11] as well as other works using artificial interactions of molecules-recipient wall [12,13] or approximate free energy [14] for this transition. In a pioneer work, Fabbri and Zanonni [11] considered the Lebwohl–Lasher model [10] of nematogens consisting of a system of particles placed at the sites of a cubic lattice and interacting with a pair potential

\[ U_{ij} = -\epsilon_{ij} P_2(\cos \beta_{ij}), \]

where \( \epsilon_{ij} \) is a positive constant, \( \epsilon \), for nearest neighbors particles \( i \) and \( j \) and \( \beta_{ij} \) is the angle between the axis of these two molecules. This model which is a Heisenberg spin model localized on on a lattice paved the way for many other simulations in the following 20 years. Let us mention a few important works concerning the nematics. In Refs. [15,16], Monte Carlo simulations have been performed with a generalized attractive-repulsive Gay–Berne interaction which is derived from the Lennard–Jones potential. In Ref. [17], the authors have determined the phase diagram for a lattice system of biaxial particles interacting with a second rank anisotropic potential using Monte Carlo simulations for a number of values of the molecular biaxiality. In Ref. [18], simulations have been performed on the Lebwohl–Lasher model with the introduction of an amount of spin disorder. We can mention the review by Wilson [19] on the molecular dynamics and the books edited by Pasini et al. [20,21], which reviewed all important computing works. In particular, the reader is referred to Ref. [22] for a review on the recent progress in the atomistic simulation and modeling of smectic liquid crystals. We should mention also a numerical work on the nematic transition using Brownian molecular dynamics [23] and a few Monte Carlo works with molecules localized on the lattice sites [24,25].

All the works mentioned above did not take into account the mobility of the molecules in the crystal; therefore, they did not show how dynamical ordering of an LC is formed from the liquid phase. In addition, no simulations have been done to study the isotropic-smectic and isotropic-nematic phase transition taking into account the mobility of the molecules at the transition, in spite of a large number of experimental investigations which will be mentioned below.

Consider a system of \( N \) molecules interacting with each others. Experimentally, we know that temperature variation can create different kinds of ordering in LC such as nematic and smectic phases. However, there is the absence of theoretical or numerical studies starting with such an assembly of interacting “mobile” molecules with a microscopic Hamiltonian of the Potts model. In particular, there is no investigation on the dynamics of how nematic and smectic orderings are dynamically reached from their respective isotropic phase when the temperature decreases.

The absence of studies using “mobile” molecules with a microscopic Hamiltonian motivates the study presented in this paper. Here, we use the mobile molecule model with appropriate interactions allowing for generating the nematic and smectic ordering. We choose the mobile Potts interaction between molecules for the clarity in the demonstration of the dynamics, but our method can be extended to other interaction models such as those between the Heisenberg or XY spins.

In this work, we study both the smectic and the nematic phase transition. We will first describe the model for the smectic case in Section 2 and then we show the results obtained by Monte Carlo (MC) simulations. The six-state Potts model is used to characterize six different spatial molecular orientations. Contrary to lattice models used so far in simulations, the molecules of the present model
can move from one site to another on a cubic lattice. Only a percentage of the lattice is occupied by these molecules, and the empty sites allow the molecules to move as in a liquid at high $T$. As will be seen, we succeed in obtaining the smectic ordering, by following the motion of molecules with decreasing temperature. Section 3 is devoted to the isotropic-nematic phase transition. We present the model Hamiltonian and the MC results. With an appropriate choice of interactions between molecules, we succeed in obtaining the nematic phase by cooling the LC from the isotropic phase. Concluding remarks are given in Section 4.

2. The Smectic Phase

2.1. Model

The Hamiltonian used to model the smectic LC is given by

$$\mathcal{H} = - \sum_{\langle i, j \rangle} J_{ij} \delta_{\sigma_i, \sigma_j}$$

where $\langle i, j \rangle$ denotes the pair of nearest neighbors (NN). $J_{ij}$ is the spin–spin exchange interaction such as

$$J_{ij} = \begin{cases} J_\parallel = a J > 0, & \text{in-plane interactions between NN,} \\ J_\perp = b J < 0, & \text{inter-plane interactions between NN.} \end{cases}$$

where $a > 0$, $b < 0$, and $J = 1$ taken as the unit of energy in the following. We also take the Boltzmann constant $k_B = 1$ so that the temperature shown below is in the unit of $J / k_B$.

The in-plane and inter-plane exchange interactions are then ferromagnetic and anti-ferromagnetic, respectively. The use of an antiferromagnetic between planes is to avoid a correlation between adjacent planes: the antiferromagnetic interaction favors different spin orientations between NN planes. The Potts spin $\sigma_i$ has six values which represent six spatial molecular orientations. Note that these orientations can be arbitrary with respect to the lattice axes. For example, the six molecular orientations can be $2\pi * n/6, n = 0, \ldots, 5$ in the $xy$ plane so that $\sigma_i$ can take any angle among the six. They can be six orientations in a three-dimensional space where $\sigma_i$ is described by two angles $(\theta_n, \phi_n)$ with $n = 1, \ldots, 6, \theta_n \in [0, \pi]$ and $\phi_n \in [0, 2\pi]$. The Potts model does not need a specification of the value of the molecular orientation: if the NN orientations are similar, the energy is $-J_{ij}$; otherwise, the energy is zero.

2.2. Method of Simulation

The model used in this paper is based on a mobile Potts model with anisotropic interactions as seen earlier. An isotropic model has been used to study the melting of a crystal [26], not in the LC context.

We consider a system of $N_s$ molecules on a simple cubic lattice with $N_L$ sites. Each site $i$ can thus be vacant or occupied at most by a molecule $\sigma_i$ having $q = 6$ orientations ($\sigma_i = 1, 2, \ldots, q$). A molecule can thus move from one site to a neighboring empty site under the effects of the interaction with neighboring molecules at the temperature $T$. Obviously, the concentration of molecules $c = N_s / N_L$ must be lower than one to permit their motion.

We fix a concentration $c$ low enough to allow the motion of molecules inside the recipient. The use of periodic boundary conditions in three directions reduces the size effect. We use several recipient volumes to test the validity of our results, and we see that results do not qualitatively change.

The simulation is carried out as follows: we generate the positions and the orientations of the molecules randomly in the recipient, we update each molecule position and orientation at the same time by using the Metropolis algorithm [27,28] applying to its old and trial new states. The position update is done by moving the molecule to a nearby vacant site with a probability for the simple cubic lattice. The motion of each molecule is therefore driven by just the interaction with its neighbors at
a given temperature \( T \). We start from a random configuration, namely from the disordered phase, and we slowly cool the system with an extremely small interval of \( T \).

In simulations, we discard a large number of MC steps per molecule to equilibrate the system before averaging physical quantities over a large number of MC steps. We calculate in general the energy, the specific heat, an appropriate order parameter and its fluctuations (namely, susceptibility), the average coordination number, and the diffusion coefficient. For the smectic phase, the order parameter is the layer magnetization, which is defined for layer \( m \) by

\[
M_m = \frac{1}{q-1} \left[ \frac{1}{N_m} \max_{j \in [1, q]} \left( \sum_{i=1}^{N_m} \delta_{\sigma_i j} \right) - 1 \right],
\]

where \( N_m \) is the number of molecules present on layer \( m \) and \( q \) is the number of spins belonging to the layer \( m \) and for all the spins present in the layer \( m \). We see that, for an ordered system, there is only one kind of orientation \( \sigma \) in layer \( m \) so that \( M_m = 1 \), while, for a disordered system, there are \( q \) kinds of orientations equally present, namely with the same concentration \( 1/q \), on layer \( m \), so that \( M_m = 0 \). Here, we take \( q = 6 \) molecular orientations.

The magnetic susceptibility is calculated by using thermal fluctuations of the order parameter \( M_m \):

\[ \chi = \left[ < M_m^2 > - \left( < M_m > \right)^2 \right]/k_B T. \]

During Monte Carlo steps at a given \( T \), we average \( \bar{M}_m^2 \) and \( \bar{M}_m \). At the end of the simulation, we use the above formula to calculate \( \chi \). We have performed calculations for 300 temperatures between 0 and 5 by slow heating and slow cooling. The peak of \( \chi \) indicates the transition temperature.

The diffusion coefficient is defined as

\[
\langle D(T) \rangle = \frac{1}{N_s t_{MC}} \sum_{T} \sum_{\ell=1}^{N_s} \left( r_{i}^{f}(T, t) - r_{i}^{e}(T, t) \right)^2,
\]

where \( t_{MC} \) is the average MC time duration, \( r_{i}^{f}(T, t) \) denotes the position of the molecule \( \ell \) at temperature \( T \), and \( r_{i}^{e}(T, t) \) that of the molecule before moving.

Due to the nature of the smectic ordering, we need to calculate separately the in-plane diffusion coefficient \( D_{||} \) and the perpendicular one \( D_{\perp} \). The sum \( \sum_{\ell} \) has to be performed for \( \ell \) belonging to the \( xy \) plane and to the \( z \) direction, respectively.

We slowly cool the system from high temperatures, namely from the isotropic phase, taking in general 300 temperatures down to 0.

We record all physical quantities and the motion of molecules as the time evolves.

### 2.3. Results

Let us show in Figure 1 snapshots taken in the isotropic phase and in the final phase at \( T = 0.1 \) with \( J_x = 3J, J_\perp = -J \) with \( J = 1 \). As seen, the low-\( T \) phase is smectic with ordered planes but no correlation in the perpendicular direction.

A video showing the dynamics of the formation of the smectic phase is available at the link given in Ref. [29].

The energy per molecule \( U \) is shown in Figure 2a versus \( T \). We see clearly that there is a transition from the isotropic state to the smectic ordering at \( T_c \approx 1.40 \) (in unit of \( J/k_B \)) where \( U \) changes the curvature. The parallel and perpendicular diffusion coefficients, \( D_{||} \) and \( D_{\perp} \), are shown as functions of \( T \) in Figure 2b together with the total diffusion coefficient \( D \). As seen, these curves change the curvature at the same transition temperature \( T_c \approx 1.40 \). Note that \( D_{\perp} < D_{||} \) at any \( T \) means that the motion of molecules in the \( z \) direction is easier than in the plane. This is understood because of the densely ordered molecules in the plane in the smectic phase.
Figure 1. Snapshot of the system at two different temperatures. Molecules are contained in a box with periodic boundary conditions. There is $N_L = 15 \times 15 \times 30 = 6750$ sites and 2025 molecules, i.e., a molecule concentration equal to $c = 30\%$. Each colored point corresponds to a molecular orientation. (Left): Initial configuration of the system at a high temperature $T = 5$. The system is completely disordered. (Right): Final configuration at low temperature $T = 0.1$. The system was cooled down from the disordered phase. Molecules are staged in independent layers and within a layer all molecules have the same orientation (same color). It corresponds to a smectic phase.

Figure 2. (a) energy $U$ versus $T$; (b) diffusion coefficients as functions of $T$: the upper curve (green) is the perpendicular diffusion coefficient, the lower curve (blue) is the parallel one and the middle curve (red) is the total diffusion coefficient. See text for comments. The molecule concentration $c$ is $c = N_s/N_L = 30\%$, with $N_L = 15 \times 15 \times 30$. The exchange interactions are $J_\parallel = 3J$, $J_\perp = -J$, with $J = 1$.

Let us show in Figure 3 and dynamically in the video, Ref. [29], the histogram of the coordination number of the lattice sites in the smectic phase. As seen, most of them have 4 neighbors, indicating a planar or smectic phase phase. The antiferromagnetic interaction in the $z$-direction prevents two adjacent planes from having the same orientation.
Figure 3. Histogram showing the percentage $R$ of sites having $Z$ nearest neighbors at $T = 0.1$, i.e., corresponding to the snapshot at the right of Figure 1. Molecules are distributed such as they have mostly four neighbors, meaning they are staged in layers.

The order parameter of the smectic phase is the layer magnetization. Different layers have slightly different magnetizations, with more or less order, but they all show the transition at $T_c$. Two typical layer magnetizations are shown in Figure 4 together with their susceptibilities.

Figure 4. Evolution of magnetizations of layer 3 (red) and 14 (blue) and their susceptibilities as functions of temperature. The molecule concentration $c$ is $c = N_s / N_L = 30\%$, with $N_L = 15 \times 15 \times 30$. The exchange interactions are $J_\parallel = 3.0$, $J_\perp = -1.0$.

At this stage, we emphasize that the transition from the isotropic to the smectic phase is of first order as observed by the sharp curvature changes in $U$ and $D$ and the vertical fall of the order parameter, at the transition. This is not surprising because the model considered here is equivalent to the 6-state Potts model and the phase transition we observe here takes place in each 2D plane. It is known from the Potts model that the transition of the $q$-state Potts model in 2D is of first order for $q > 4$ [8].

Let us touch upon experimental observations on the nature of the smectic-isotropic phase transition. The determination of the nature of the phase transition in LC is not easy experimentally and theoretically. Unlike solid magnetic materials where the spin lattice models can be used efficiently to describe the phase transitions, molecules in LC often not only have structures that are too complicated, but also their spatial mobility, making it difficult to be represented by spin models. A transition in an LC often combines a disordering of molecular orientations and a rearrangement of their positions. There has therefore been a small number of such studies in the past. We can mention some important experimental works to show that the phase transition in LC is complex. Dogic has shown the role of the surface freezing in a two-step pathway of the isotropic-smectic phase transition in colloidal rods [30]. Dogic and Fraden [31] have also developed a model colloidal liquid crystals to study the kinetics of the isotropic-smectic transition. They have observed a number of novel metastable structures of unexpected complexity. They have also investigated the smectic phase in a colloidal suspension of
semi-flexible virus particles [32] and found that a transition to the isotropic phase is of first order. Other complicated experimental observations have been reported [33–36]. On the theories, some works mostly based on the Landau theory have been carried out to show that, depending on the Hamiltonian, the isotropic-smectic transition is complicated, and can be of first or second order [37–39].

It should be noted that, for other ferromagnetic values of $J$, we obtain the same results with a shift in the value of $T_c$.

Other recipient sizes and values of interactions give the same qualitative results. The only constraint of the model is the in-plane interaction is ferromagnetic and the inter-plane one is antiferromagnetic.

3. The Nematic Phase

We study in this section two important points. The first point is how dynamically the molecules arrange themselves in a nematic phase when the system is cooled from the isotropic phase. The second point is the temperature dependence of physical quantities describing the nematic phase.

There has been a large number of paper since the 1970s on the theory of the nematic phase. As stated in the Introduction, all these works used the Landau–de Gennes mean-field approximation and the Frank’s free energy [40–44]. Let us briefly comment on a representative work. In Ref. [40], a review is given for the wide variety of predictions that results from a Landau-type of description of the nematic-isotropic phase transition. The various predictions are compared with the available experimental results. It is concluded that there is still no clear picture about the nature of the singularity near the nematic-isotropic phase transition. Though the assumption of classical (mean-field) critical behavior seems to be incorrect, there is no conclusive proof.

Experimental works on the isotropic-nematic transition were numerous. As in the smectic case, experimental systems are very different in nature, ranging from virus to macromolecules [45–52]. Let us comment some representative works. A detailed discussion was given in Ref. [45] on the weakly first-order character of the nematic-isotropic phase transition in liquid crystals observed in seven compounds. In Ref. [46], a report was made on a first-order isotropic-to-nematic phase transition induced by shear in concentrated solutions of elongated flexible worm-like micelles, using small-angle neutron scattering under shear. In Ref. [50], a quasi-elastic light scattering measurement of the isotropic-nematic phase transition of a liquid crystal in silica gel has been studied. It was found that the observation is consistent with a second-order phase transition.

The above-mentioned theoretical and experimental works, among others, do not give a firm conclusion on the nature of the isotropic-nematic phase transition. This motivates our work shown below. We find a second-order transition.

In the following, we introduce our microscopic Hamiltonian which gives rise to the formation of the nematic phase. We will next study physical quantities of this phase as functions of temperature.

3.1. Model

To model the nematic phase, we use also the mobile Potts model as above and, in Ref. [26], except that the interactions are given by the following Hamiltonian:

$$
\mathcal{H} = -J_1 \sum_{(ij)} \delta_{\sigma_i \sigma_j} - J_2 \sum_{(ij)} \delta_{\sigma_i \sigma_j} - A_z \sum_i S^z_{\sigma_i},
$$

where the first two sums are performed over the nearest neighbors (NN) and the next-nearest neighbors (NNN), respectively. $\delta$ is the Kronecker delta and $J_1$ and $J_2$ denote the exchange interactions between molecules and are chosen such as the interactions between NN are antiferromagnetic ($J_1 < 0$), and ferromagnetic for the NNN ($J_2 > 0$). The last sum is performed over all the sites and corresponds to a slight anisotropy along the $z$-direction. To each state, $\sigma_i$ is associated with a 3-components normalized vector $\mathbf{S}_{\sigma_i}$. $S^z_{\sigma_i}$ is then the $z$-component of the molecule $\sigma_i$. 
We explain the choice of the above Hamiltonian which is guided by the following nematic phase: (i) there should not be molecules sticking to each other by mutual NN interaction, and the NN antiferromagnetic interaction is introduced to avoid the formation of ordered aggregates at low $T$; (ii) the NNN ferromagnetic interaction between further neighbors allows for a directional ordering observed in the nematic phase; and (iii) the small single-ion anisotropy is introduced to break the degeneracy of the three direction.

The method of simulation is shown above, and physical quantities are recorded with time evolution.

3.2. Results

A video showing the evolution of the nematic system with the time during a cooling can be viewed at Ref. [53].

We show in Figure 5 snapshots taken in the isotropic phase and in the final phase at $T = 0.1$ with $J_1 = -J$, $J_2 = 2J$ where $J = 1$ is chosen as the unit of energy. As in the smectic case, the temperature is in the unit of $J/k_B$. At low-$T$, the nematic phase is found, and the molecules are oriented in the $z$-direction without positional ordering.

![Figure 5](image)

**Figure 5.** Snapshot of the system at two different temperature. Molecules are contained in a box. There is $N_L = 15 \times 15 \times 30 = 6750$ sites and 2025 molecules, i.e., a molecule concentration equal to $c = 30\%$. Each colored point corresponds to a molecule orientation. **(Left):** Initial configuration of the system at high temperature $T = 3$ ($T$ is in unit of $J/k_B$). The system is completely disordered. **(Right):** Final configuration at low temperature $T = 0.1$ obtained by a slow cooling. Note that that there is no positional order like for liquids. It corresponds to a nematic phase. A video showing the cooling of the system is available here.

The internal energy per molecule $U$ and the diffusion coefficient $D$ are shown in Figure 6. One observes that there is a transition from the isotropic phase to the nematic phase at $T_c \simeq 2.20J/k_B$, with the change of curvature of $U$ and $D$. 
Figure 6. Evolution of energy $U$ and diffusion coefficient $D$ versus $T$. The molecule concentration $c$ is $c = N_s/N_L = 30\%$, with $N_L = 15 \times 15 \times 30$. The exchange interactions are $J_1 = -J$, $J_2 = 2J$, with $J = 1$, and the anisotropy is equal to $A_z = 0.5J$.

We show in Figure 7 the orientational order parameter which is in fact a sum of all molecules averaged with the time evolution. The susceptibility is also shown. These quantities confirm the sharp transition mentioned above.

Figure 7. Evolution of the orientational order parameter and its susceptibility as functions of $T$. The molecule concentration $c$ is $c = N_s/N_L = 30\%$, with $N_L = 15 \times 15 \times 30$. The exchange interactions are $J_1 = -J$, $J_2 = 2J$, and the anisotropy is equal to $A_z = 0.5J$ ($J = 1$).

The histogram of the coordination number is shown in Figure 8, where one sees that the quasi-totality of molecules have no NN as it should be in a nematic phase because it has no positional ordering.

Figure 8. Histogram showing the percentage $R$ of sites having $Z$ nearest neighbors at $T = 0.1$, i.e., corresponding to the snapshot on the right in Figure 5. Molecules have distributed such as they have no neighbors.
A video showing the dynamics of the system leading to the formation of the nematic phase is available here.

To close this section, we emphasize that the isotropic-nematic transition observed in our model shows a second-order character. We have seen above that experimental works have found both second- and first-order transitions. This is not surprising because experimental systems are so different in nature, ranging from virus to polymers, passing by complex chemical macromolecules. We know in the theory of phase transitions that the nature of the phase transition depends essentially on the symmetry of the order parameter and the nature of the microscopic molecular interaction. The molecular mobility adds another difficulty because of the melting/evaporation phenomenon at the crystal surface. Our nematic model can be applied to LC of rigid but mobile molecules with short-range interaction.

4. Conclusions

In this paper, we have shown that, by choosing appropriate interactions for the Hamiltonian of interacting 6-orientation mobile molecules, we can observe with time evolution how the nematic and smectic orderings are formed from the isotropic phase by decreasing the temperature.

For both systems, we have considered molecules moving in three-dimensional recipients with periodic boundary conditions in all directions. Various physical quantities, such as energy, order parameters, and diffusion coefficient, as functions of temperature have been calculated. Thus far, there have not been investigations using mobile molecules with a microscopic Hamiltonian.

For the smectic phase, it suffices to take a strong in-plane ferromagnetic interaction and an antiferromagnetic interaction in the z-direction. Upon cooling the system from the isotropic phase, the molecules gathered in independent equidistant planes thus constituting a smectic structure. The isotropic-smectic phase transition is found to be of first order. Note, however, that the order of the transition depends on the model chosen to represent the molecules. With the present Potts model, we find a first-order transition.

To simulate nematic phase, we have chosen antiferromagnetic interactions between the NN and a stronger ferromagnetic interaction between NNN. We have also added a slight anisotropy following the z-component of each spin. When cooling the system from the liquid phase, i.e., isotropic phase, molecules all have the same direction but no long-range positional ordering of any kind, namely no chains or planes. This is the nematic phase. The isotropic-nematic transition is found to be of second order for our model. Note that, in the theory of phase transitions and critical phenomena, phase transitions of the second order are classified into universality classes. Usually, phase transitions in different systems can belong to the same universality class characterized by a set of critical exponents. A universality class depends on a small number of physical parameters such as the space dimension, the symmetry of the order parameter, and the nature of the interaction (short- or long-range, frustrated or not) as known from the renormalization group analysis. The nature of the phase transition does not depend on the value of the interaction. This value moves the critical temperature but does not change the universality class (see Ref. [9] for example, or any text book on Statistical Physics). There are well-known universality classes such as 2D Ising model, 3D Ising model, 3D XY spin model, 3D Heisenberg model, 2D Potts models, etc. Now, for first-order transitions, there are of course no divergences, but discontinuities at the transition of physical quantities (energy, order parameter, . . .). A first-order transition is usually driven by competing interactions [54]. As seen in Sections 2 and 3, experimental data show both second- and first-order transition for isotropic-smectic and isotropic-nematic transition. The determination of the order of the transition is very important in the theory of phase transitions. In experimental systems, there are so many kinds of molecules, and there cannot be a model for all nematics and a model for all smectics. This is why we have to choose a right spin model and an appropriate Hamiltonian to interpret a particular experiment.
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