Three-dimensional localized-delocalized Anderson transition in the time domain
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Systems which can spontaneously reveal periodic evolution are dubbed time crystals. This is in analogy with space crystals that display periodic behavior in configuration space. While space crystals are modeled with the help of space periodic potentials, crystalline phenomena in time can be modeled by periodically driven systems. Disorder in the periodic driving can lead to Anderson localization in time: the probability for detecting a system at a fixed point of configuration space becomes exponentially localized around a certain moment in time. We here show that a three-dimensional system exposed to a properly disordered pseudo-periodic driving may display a localized-delocalized Anderson transition in the time domain, in strong analogy with the usual three-dimensional Anderson transition in disordered systems. Such a transition could be experimentally observed with ultra-cold atomic gases.

PACS numbers: 71.30.+h, 05.30.Rt, 71.23.An, 67.85.-d

The fact that a detector, placed at some position, has a large probability to click at a certain moment in time when a particle is passing nearby is not very surprising. It is more interesting when this localization has universal characteristics such as an exponential shape. This is the case when temporal Anderson localization is induced by a fluctuating driving force.

Usual Anderson localization is the configuration space exponential localization of eigenstates in the presence of a spatially disordered potential [1]. It is accompanied by the inhibition of transport due to destructive interference between different multiple scattering paths. Anderson localization may also take place in momentum space — where it is called “dynamical localization” — e.g. in the so-called kicked rotor, where an effective pseudo-disorder is induced by the classically chaotic dynamics [2–4].

The interference between paths scattered by a disorder depends on their geometrical properties and especially on the dimension of a system. According to the scaling theory of localization [5], one-dimensional (1D) and time-reversal invariant spinless 2D systems reveal localization regardless how weak the disorder is. In the 3D case, the situation is more complicated since the scaling theory predicts a second order phase transition — for a fixed disorder strength, all eigenstates of a system with energies up to the so-called mobility edge are localized and the other ones are not. How the mobility edge depends on the disorder has been analyzed in a variety of systems [6]. A rotor driven by a quasi-periodic sequence of kicks with d quasi-periods can be mapped on a d-dimensional pseudo-disordered system, allowing for a simple experimental method for studying Anderson localization in dimension d. This made it possible to investigate theoretically and experimentally the critical behavior in the vicinity of the 3D mobility edge [7, 8].

Anderson localization in the time domain can be realized in systems that are perturbed by a time fluctuating force, provided the latter is repeated periodically with a frequency that is resonant with the unperturbed motion of the system [9, 10]. In classical mechanics, the fluctuating force produces a diffusive motion. In the quantum description, interference effects cause the system to localize. That is, if we put a detector close to any point of the trajectory, we will observe that the detection probability is exponentially localized around a certain moment in time. Moreover, this exponential profile comes back every period of the classical motion. Thus, we deal with a situation analogous to Anderson localization of a particle on a ring (periodic boundary conditions) in the presence of a disordered time-independent potential. By traveling periodically around the ring, one observes periodically a localized density profile.

Anderson localization in time belongs to more general phenomena dubbed time crystals [11] [12]. Time crystals are systems that can spontaneously switch to a periodic motion. That is, even if they are prepared in an eigenstate, which possesses continuous time translational symmetry, a small perturbation can push them to periodic motion. There is a debate in the literature whether continuous time translational symmetry can be spontaneously broken [13–20]. So far it has been shown [21, 22], and demonstrated experimentally [27, 28], that spontaneous breaking of a discrete time translational symmetry to another discrete one is possible. Here, we will not consider this problem of spontaneous formation of time crystals. We will model crystalline behavior by periodically driven systems [9] [10] [29], in analogy with condensed matter physics where spatially periodic potentials...
are used to model space crystals.

Time is a single degree of freedom, therefore, we cannot expect multidimensional time crystals. In this Letter, we show that time crystal phenomena with properties of multidimensional condensed matter systems can be observed. More precisely we demonstrate the analog in the time domain of the usual three-dimensional localized-delocalized Anderson transition [6].

Let us consider a particle with a unit mass moving in the 3D space with periodic boundary conditions (3D torus) whose position is denoted by three angles: $\theta, \psi$ and $\phi$. We assume that the particle is perturbed by a temporally disordered potential, i.e. the Hamiltonian of the system reads

$$H = \frac{p_\theta^2 + p_\psi^2 + p_\phi^2}{2} + V_0 g'(\theta)g(\psi)g(\phi)f_1(t) f_2(t) f_3(t),$$

(1)

where $V_0$ is the amplitude of the perturbation. The time dependent functions are periodic but between $t$ and $t + 2\pi / \omega_i$ they perform random fluctuations, i.e.

$$f_i(t + 2\pi / \omega_i) = f_i(t) = \sum_{k \neq 0} f^{(i)}_k e^{ik\omega_i t}$$

where $f^{(i)}_k = f^{(i)*}_k$ are independent random numbers. We assume that the ratios of the frequencies $\omega_i$ are irrational numbers. In contrast, $g(x)$ is assumed to be a regular function — we choose $g(x) = x / \pi$ for $x \in [-\pi, \pi]$, i.e., $g(x) = \sum_n g_n e^{inx}$ where $g_n = \pi^{-1} n^k \pi$ for $n \neq 0$ and $g_0 = 0$. Thus, we deal with a perturbation which behaves regularly in the configuration space (for fixed time) but which is disordered in time. As shown below, in order to observe Anderson localization in the time domain, it is important that both the spatial function $g(x)$ and the temporal disorder $f_i(t)$ contains many Fourier components. For the sake of simplicity, we choose the $f^{(i)}_k$ components so that:

$$|g_k f^{(i)}_k| = \frac{1}{\sqrt{k_0^2 \pi^4}} e^{-k^2 / (2k_0^2)}$$

(2)

with $k_0$ a free-to-choose parameter and $\text{Arg}(f^{(i)}_k)$ (for $k > 0$) are independent random variables chosen uniformly in the interval $[0, 2\pi]$. Such a Gaussian shape makes the computation of the localization length easy in 1D [10], but any similar shape will lead to a 3D metal-insulator Anderson transition in the time domain. This is a robust phenomenon that takes place in 3D as shown below. Similarly, any form of $g(x)$ with sufficiently many $k$ components can be used.

Let us switch to the moving frame where $\Theta = \theta - \omega_1 t$, $\Psi = \psi - \omega_2 t$ and $\Phi = \phi - \omega_3 t$. In this frame, $\Theta, \Psi$ and $\Phi$ are slowly varying variables if we choose the conjugate momenta $p_\Theta = p_\theta - \omega_1 \approx 0$, $p_\Psi = p_\psi - \omega_2 \approx 0$ and $p_\Phi = p_\phi - \omega_3 \approx 0$. In the secular approximation [30, 31], the dynamics of the slowly varying variables is described by an effective Hamiltonian obtained by averaging the original Hamiltonian over time [32]:

$$H_{eff} = \frac{p_\Theta^2 + p_\Psi^2 + p_\Phi^2}{2} + V_{eff}(\Theta, \Psi, \Phi),$$

(3)

with $V_{eff} = V_0 h_1(\Theta) h_2(\Psi) h_3(\Phi)$ where

$$h_i(x) = \sum_{k \neq 0} g_k f^{(i)}_k e^{ikx}.$$  

(4)

In Eq. (3), the constant term $(\omega_1^2 + \omega_2^2 + \omega_3^2)/2$ is omitted. To obtain $H_{eff}$ we take advantage of the fact that the ratios of the frequencies $\omega_i$ are irrational numbers. The first order of the secular approximation is valid provided the amplitude of the perturbation $V_0$ is small or $\omega_i$ are large and fulfill the relations $\omega_i > 2k_0 (\omega_2 + \omega_3)$, i.e. the second order correction terms, $V_0^2 / (\sum_i n_i \omega_i)^2 e^{-\sum_i n_i^2 / 4k_0^2}$ never suffer from a small denominator problem and are negligible [32].

The effective potential $V_{eff}(\Theta, \Psi, \Phi)$ is a product of three independent disordered potentials $h_i$ along each degree of freedom. It can be characterized by its two-point correlation function which is trivially factorized as a product of three times the same correlation function along the three directions. In the limit of relatively large $k_0$ we are interested in, there is a large number $\sim k_0$ of random contributions in the sum [4]; from the central limit theorem, we deduce that $h_i(x)$ has a Gaussian distribution with zero mean. The correlation function is easily computed and, for large $k_0$, it reads

$$h_i(x') h_i(x + x') = V_0^2 \exp \left(-\frac{x^2}{2\sigma^2}\right),$$

(5)

where $\sigma = \sqrt{2} / k_0$ is the correlation length of the disordered potential.

Let us assume, for a moment, that $\Theta, \Psi$ and $\Phi$ are not limited to the interval $[0, 2\pi]$ but extend from minus infinity to infinity. $V_{eff}(\Theta, \Psi, \Phi)$ being a generic 3D random potential, one expects a localized-delocalized transition to take place at some value of the energy $E_0$ called the mobility edge. There are three different energy scales in the problem: the strength $V_0$ of the potential, the energy $E$ of the particle and the so-called correlation energy

$$E_\sigma = \frac{1}{\sigma^2} = \frac{k_0^2}{2}.$$  

(6)

$E_\sigma$ sets the natural energy scale of the problem [31], so that the ratio $E_\sigma / E_0$ depends only on the ratio $V_0 / E_\sigma$.

In 3D, the Anderson transition takes place in the regime of strong disorder, so that no analytic prediction is available and one has to resort to the numerical calculations in order to compute the position of the mobility edge as well as the localization length below it. We used the transfer matrix method described in [33]. To make a long story short, we discretize the configuration space on a (sufficiently dense) 3D rectangular grid and recursively compute the total transmission of a bar-shaped grid with length $L$ and square transverse section $M \times M$, with $M \ll L$. This system can be viewed as quasi-1D
and is thus Anderson localized: its total transmission decays like \( \exp(-2L/\lambda_M) \) where \( \lambda_M \) is the quasi-1D localization length in units of the lattice spacing. In practice, the log of the total transmission is a self-averaging quantity which can be safely computed. \( \lambda_M \) depends on \( M \), on the energy and on the disorder strength. Figure 1(a) shows the ratio \( \lambda_M/M \) as a function of energy, for various \( M \) values, at a fixed disorder strength \( V_0 = E_\sigma \). At low energy, in the localized regime, \( \lambda_M/M \) decreases with \( M \) and eventually behaves like \( \lambda_\infty/M \), with \( \lambda_\infty = \lim_{M \to \infty} \lambda_M \) the 3D localization length. In contrast, at high energy, \( \lambda_M/M \) increases with \( M \), a signature of the diffusive regime. At the mobility edge, \( \lambda_M/M \) is a constant \( \Lambda_c \) of order unity, meaning that the quasi-1D localization length is comparable to the transverse size of the system, a signature of marginal 3D localization. Thus, the mobility edge can be obtained by looking at the point where all curves cross in Fig. 1(a), near \( E_c/E_\sigma \approx 0.032 \pm 0.002 \). In order to pinpoint more accurately the position of the mobility edge, we use a finite-size scaling analysis \[33, 36\] which gives \( E_c/E_\sigma = 0.032 \pm 0.002 \). It also makes it possible to compute the 3D localization length below the mobility edge, shown in Fig. 1(b). In fact, this algebraic divergence of the localization length near the critical energy shown in Fig. 1(b) is a characteristic feature of the localized-delocalized Anderson transition in 3D. Notice that the diverging localization length appears in units of the correlation length of the disordered potential. In this regard, since in our model is possible to decrease the correlation length upon increasing \( k_0 \), it makes feasible the observation of the Anderson transition in a system with finite size. That is, any point in Fig. 1(b) can be realized in our finite system by a choice of sufficiently small \( \sigma \). Then, regardless how big \( \xi/\sigma \) is, it is always possible to choose such a small correlation length of the effective disordered potential that \( \xi \) will be smaller than the system size, i.e., \( \xi < 2\pi \).

Coming back to the initial time-dependent driven Hamiltonian \[1\], observing a temporal dependence with time crystal properties requires to have a periodic motion localized along the 3 directions, that is a stationary eigenstate of the effective Hamiltonian \[3\] with a localization length much smaller than the spatial period \( 2\pi \). By inspecting the results in Fig. 1(b), we chose an exemplary value \( \sigma = 0.1 \) (corresponding to \( k_0 = 10\sqrt{2} \)). At energy \( E = -0.05E_\sigma \), the localization length is predicted to be \( \xi \approx 4.3\sigma \approx 0.43 \), sufficiently smaller than \( 2\pi \) to observe good localization properties. We numerically diagonalized the Hamiltonian \[3\] discretized on a 100x100x100 grid using the JADAMILU package \[37\] to obtain few eigenstates with energy close to \(-0.05E_\sigma \). The localization properties of a typical eigenstate are shown in Figure 2. As expected, they display an overall exponential localization with the expected localization length and with the large fluctuations typical of eigenstates. The lower plots show how the probability density for detecting a particle at a fixed point in the configuration space changes as time evolves. It changes periodically with the maximum value roughly 5 orders of magnitude larger than the minimum, i.e., it behaves like the probability in the case of Anderson localization in a space crystal with periodic boundary conditions. Other eigenstates, either at slightly different energy and/or for a different disorder realization, have similar localization properties.

Finally, let us analyze a possible experimental realization of Anderson localization in the time domain with ultra-cold atomic gases. We will focus on the simplest version when a single frequency driving is applied and only one spatial degree of freedom is involved. In order to realize a system described by the Hamiltonian \( H = p^2/2m + V_0g(2\pi z/L_z)f_1(t) \), which is analogous to \[1\], we can use a sawtooth shape periodic potential along the \( z \) direction with spatial period \( L_z \) \[33, 39\]. Initially, an ultra-cold atomic cloud should be prepared in a shallow trap and in the presence of a strong optical lattice along the \( z \) axis which has to be periodic with period \( L_z \) but can have an arbitrary shape. This creates a series of independent slices of the atomic cloud which consist of well defined numbers of atoms but do not have any mutual phase coherence, see Fig. 3(c). Next, the initial optical lattice and the shallow trapping potentials are turned off while the sawtooth potential tem-
FIG. 2. Spatial probability density for a typical localized eigenstate of Hamiltonian (3) with correlation length of the disorder \( \sigma = 0.1 \), for \( V_0 = E_\sigma \) and energy \( E/E_\sigma = -0.049968 \). The upper color 3D plot shows the disordered yet localized character of the state below the mobility edge. Lower plots show how probability densities at a fixed position in \( \theta, \phi \) or \( \psi \) in the laboratory frame (integrated along two remaining directions) evolve in time. The semi-logarithmic scale indicates an approximate exponential localization. In the rotating frame, the localization length \( \sim 0.4 = 4\sigma \) is in good agreement with the prediction of the transfer matrix calculation, \( \xi = 4.3\sigma \) in Fig. 1. It implies that in the laboratory frame the localization length in time reads, e.g., \( 4\sigma/\omega_1 \) if the probability density is integrated over \( \psi \) and \( \phi \).

If these conditions are met, the effective Hamiltonian, in the frame moving with the velocity \( \omega_1 L_z/2\pi \), reads \( H_{\text{eff}} = P_z^2/2m + \sum_k g_k f_k^{(1)} e^{ik2\pi z/L_z} \) and Anderson localization along the \( z \) direction can be expected. This requires the localization length \( \xi(E) \) corresponding to \( E = \langle p_0^2 \rangle /2m \) to be smaller than \( L_z \) where \( \langle p_0^2 \rangle \) is the initial dispersion of momenta of atoms along the \( z \) axis in the presence of the strong optical lattice potential at the beginning of the experiment. An example of experimental parameters is given in Fig. 3(b). It is not necessary to create an exact sawtooth periodic potential. For time modulation \( f_1(t) \) consisting of, e.g., three harmonics \( (k_0 = 3) \), only the first three spatial harmonics of the sawtooth potential have to be reproduced. The presence of Anderson localization in time will have remarkable signatures in the described experiment. That is, after the turning off the initial optical lattice and trapping potentials, atoms expand slowly in the transverse directions but the width of the slices along the \( z \) direction remains smaller than \( L_z \) despite the fact that atoms fly over the time modulated sawtooth potential. Although this is a simple setup to implement in the lab, our formulation is not limited to a sawtooth shape for \( g(x) \), thus making possible the observation of this phenomenon in a more general case.
In conclusion, we have shown that, using a properly disordered, but pseudo-periodic, temporal driving of a 3D system, one can induce a non-trivial Anderson localization in the time domain and the localized-delocalized Anderson transition. This could be observed – in particular, but not exclusively, using cold atoms – through the existence of periodically evolving localized wavepackets displaying properties similar to those of space crystals with disorder and with periodic boundary conditions but in the time domain.
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SUPPLEMENTAL MATERIAL

We here give the details of the derivation of the effective Hamiltonian, Eq. (3) in the Letter, within the first order secular approximation and discuss the second order contributions \[40\] \[30\].

We consider the Hamiltonian of a particle in the 3D space with periodic boundary conditions with the form

$$H = \frac{p_\theta^2 + p_\psi^2 + p_\phi^2}{2} + V_0 g(\theta) g(\psi) g(\phi) f_1(t) f_2(t) f_3(t), \tag{7}$$

where $V_0$ stands for the amplitude of the perturbation, the angles $\theta, \psi$ and $\phi$ denote the position of the particle on the 3D torus and $p_\theta, p_\psi$ and $p_\phi$ are the conjugate momenta. The time dependent functions are periodic,

$$f_i(t + 2\pi/\omega_i) = f_i(t) = \sum_k f_k^{(i)} e^{i k \omega_i t}, \tag{8}$$

where $f_k^{(i)} = f_{-k}^{(i)\ast}$ and $f_0^{(i)} = 0$. We assume that the ratios of the frequencies $\omega_i$ are irrational numbers. The function $g(x) = x/\pi$ for $x \in [-\pi, \pi]$, has the following Fourier expansion:

$$g(x) = \sum_n g_n e^{i n x}, \tag{9}$$

where $g_n = \frac{i (-1)^n}{\pi n}$ for $n \neq 0$ and $g_0 = 0$.

We are interested in the resonant motion when $\theta, \psi$ and $\phi$ are changing with frequencies close to $\omega_1, \omega_2$ and $\omega_3$, respectively. Let us perform the canonical transformation to the moving frame,

$$\Theta = \theta - \omega_1 t, \quad P_\Theta = p_\theta - \omega_1, \tag{10}$$

$$\Psi = \psi - \omega_2 t, \quad P_\Psi = p_\psi - \omega_2, \tag{11}$$

$$\Phi = \phi - \omega_3 t, \quad P_\Phi = p_\phi - \omega_3, \tag{12}$$

that results in

$$H = \frac{P_\Theta^2 + P_\Phi^2 + P_\Psi^2}{2} + V_0 \sum_{k m n} \sum_{o p r} g_k g_m g_n f_o^{(1)} f_p^{(2)} f_r^{(3)} \times e^{i (k \Theta + m \Psi + n \Phi)} e^{i (k + o) \omega_1 t} e^{i (m + p) \omega_2 t} e^{i (n + r) \omega_3 t}, \tag{13}$$

where the constant additional term $(\omega_1^2 + \omega_2^2 + \omega_3^2)/2$ has been omitted. The new variables $\Theta, \Psi$ and $\Phi$ are slowly varying quantities if we choose the conjugate momenta $P_\Theta \approx 0, P_\Phi \approx 0$ and $P_\Psi \approx 0$, i.e. if we focus on the motion of the particle in the vicinity of a resonant trajectory. Then, the dynamics of the slowly varying variables can be described by an effective Hamiltonian obtained by averaging the original Hamiltonian \[13\] over time,

$$H_{\text{eff}} = \frac{P_\Theta^2 + P_\Psi^2 + P_\Phi^2}{2} + V_0 \sum_{k m n} \sum_{o p r} g_k g_m g_n f_o^{(1)} f_p^{(2)} f_r^{(3)} e^{i (k \Theta + m \Psi + n \Phi)} \tag{14}$$

Equation \[14\] is identical to Eq. (3) in the Letter. In the following we assume that the absolute values of $f_k^{(i)}$ fulfill

$$|g_k f_k^{(i)}| = \frac{1}{\sqrt{k_0^2 \pi^4}} e^{-k^2/(2k_0^2)}, \tag{15}$$

The effective Hamiltonian \[14\] is the first order secular approximation and it constitutes an accurate description of the resonant dynamics of the particle provided the second order terms can be neglected \[35, 31\]. The latter are proportional to

$$\frac{V_0^2}{(k \omega_1 + m \omega_2 + n \omega_3)^2} \exp \left( \frac{-k^2 + m^2 + n^2}{4k_0^2} \right), \tag{16}$$

where $k, m$ and $n$ are non-zero integers. Even if the ratios of $\omega_i$ are irrational numbers, small denominators can arise in \[16\]. To avoid it is sufficient to choose:

$$\omega_1 > 2k_0 (\omega_2 + \omega_3). \tag{17}$$

Then, the exponential function in \[16\] kills the second order terms whose denominators are small.

Thus, when the condition \[17\] is fulfilled and $V_0^2/\omega_1^2$ goes to zero, the second order contributions become negligible and the effective Hamiltonian \[14\] provides a quantitative description of the resonant behavior of the system. Even if one chooses frequencies $\omega_i$ whose ratios are rational numbers, the second order terms are still negligible if \[17\] is satisfied, provided one uses $f_i(t)$ functions with vanishing high order Fourier components $f_k^{(i)} = 0$ for $|k| > k_0$ (instead of the Gaussian function in Eq. \[15\]).