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Abstract—The disturbances from variable and uncertain renewable generation propagate from power systems to natural gas networks, causing gas network operators to adjust gas supply nominations to ensure operational security. To alleviate expensive supply adjustments, we develop control policies to leverage instead the flexibility of linepack – the gas stored in pipelines – to balance stochastic gas extractions. These policies are based on multi-stage linear decision rules optimized on a finite discrete horizon to guide controllable network components, such as compressors and valves, towards feasible operations. Our approach offers several control applications. First, it treats the linepack as a main source of flexibility to balance disturbances from power systems without substantial impacts on nominal gas supply. Second, these policies can be optimized to minimize the variability (due to intermittency of renewables) and variance (due to their uncertainty) of network state variables, such as pressures. Finally, it enables topology optimization to decouple network parts and prevent uncertainty propagation through the network. This is demonstrated using illustrative numerical experiments.

Index Terms—Integrated energy systems, linear decision rules, natural gas linepack, stochastic control, topology optimization.

I. INTRODUCTION

In many countries, balancing stochastic renewable generation in power systems relies on the flexibility of gas-fired power plants that couple power and natural gas systems. The disturbances from variable and uncertain renewables thus propagate to natural gas networks, causing network operators to adjust gas supply nominations to ensure gas deliverability across the network. Such measures, however, are expensive and may not suffice to cope with weather-dependent gas extractions in the future. This motivates seeking alternative flexibility sources to control natural gas networks.

Natural gas linepack – temporally pressurized gas stored in pipelines – has traditionally provided long-term flexibility for network operators (e.g., month-long storage), but more recently it has been modeled within shorter operational time frames. According to [1] and [2], linepack flexibility has a potential to save up to 1.4% to 2.0% of deterministic day-ahead scheduling cost. In the systems exposed to uncertainty, this cost saving potential increases up to 3.5% on average [3]. The linepack flexibility also enables cost-security trade-offs in the stochastic dispatch of power and natural gas systems [4].

The linepack models in [3] and [4], however, provide flexibility in the interest of stochastic day-ahead scheduling. As two-stage stochastic programs, they co-optimize nominal set-points and reserve margins that immunize future operations against uncertainty. Unfortunately, those models do not answer how to control the uncertain system state (e.g., nodal pressures and gas flows) as that uncertainty gradually realizes throughout the control (operating) horizon. Such a control task requires a multi-stage stochastic modeling of network state, i.e., optimizing the network state as a function of all prior uncertainty realizations at any given stage, which is computationally challenging [5]. This problem is thus typically limited to two subsequent stages [6] or enjoys overly-conservative robust optimization techniques that disregard the temporal evolution of the stochastic renewable generation process [7].

In contrast to scheduling problems, this paper develops multi-stage stochastic control policies for natural gas networks with linepack and offers their computationally efficient optimization. Specifically, the following contributions are made:

1) We develop multi-stage policies for controllable network assets that invoke linepack flexibility to guide operations within a finite discrete control horizon. These policies are based on multi-stage linear decision rules [8] that model uncertain network state through random trajectories and produce control inputs to maintain those trajectories within technical limits, hence expanding a two-stage stochastic control horizon modeled in [6].

2) We provide a distributionally robust chance-constrained optimization problem and its second-order cone program (SOCP) reformulation to optimize multi-stage control policies. We use the exact reformulation of double-sided distributionally robust constraints from [2] to reduce the conservatism of models in [4, 6].

3) We provide several applications for the proposed multi-stage control policies in the sequential system coordination setting, where power system dispatch is followed by the gas network optimization problem. We find out that:

a) The linepack flexibility suffices to balance stochastic extractions without substantial adjustments of the nominal gas injections. Invoking linepack flexibility in a 48-node network, we show that the standard deviation of stochastic gas extractions of 7.2% of their nominal value can be accommodated while limiting the standard deviation of gas injections to 2.5% of their nominal value. The cost-saving potential of linepack storage in our setting amounts to 10.3% in expectation.

b) The proposed multi-stage control policies can be optimized to simultaneously minimize the variability (due to intermittency of renewable generation) and the variance (due to uncertainty) of the network state, thus...
improving on the variance-only control in [9].

c) Recognizing the role of network effects, the proposed control policies are additionally co-optimized with the binary valve deployment to identify the optimal network topology, which limits spatio-temporal disturbance propagations within a control horizon.

**Paper Organization:** Section II introduces the gas network equations and uncertainty model. Section III presents a chance-constrained multi-stage policy optimization problem, its tractable reformulation, and several applications. Section IV provides numerical experiments and Section V concludes.

**Notation:** lower- (upper-) case letters denote column vectors (matrices). 0 and 1 denote vectors (matrices) of zeros and ones; when ambiguous, their dimension is provided with a subscript. Operator $\mathbf{diag}[x]$ returns a diagonal $n \times n$ matrix with diagonal entries of $\|x\|$. $\mathbf{a}^\top$ denotes matrix trace, and symbol $\mathbf{1}$ stands for transposition. $\|\cdot\|$ denotes $\ell_2$-norm. Boldface font denotes random variables and $\tilde{x}$ denotes the dependency of $x$ on random variables.

## II. Preliminaries

### A. Natural Gas Network Equations

Consider a gas network with the sets $\mathcal{N} = \{1, \ldots, N\}$ of nodes and $\mathcal{E} = \{1, \ldots, E\}$ of edges (pipelines) connecting those nodes. Each edge is assigned a direction from sending end $n$ to receiving end $m$, i.e., if $(n, m) \in \mathcal{E}$, then $(m, n) \notin \mathcal{E}$, but the flow is allowed to be negative. This topology is encoded in the node-edge incidence matrix $A \in \mathbb{R}^{N \times E}$ as

$$A_{kl} = \begin{cases} +1, & \text{if } k = n \\ -1, & \text{if } k = m \\ 0, & \text{otherwise} \end{cases} \quad \forall \ell = (n, m) \in \mathcal{E}.$$  

The gas network optimization problem identifies optimal gas injections $\vartheta \in \mathbb{R}^N$ that satisfy gas extractions $\delta \in \mathbb{R}^N$ across the network. Towards this goal, the network operator must maintain such nodal pressures $\vartheta \in \mathbb{R}^N$ that do not prevent the gas flow $\varphi \in \mathbb{R}^E$ in the network. To support pressures, the network operator deploys active pipelines $\mathcal{E}_a \subseteq \mathcal{E}$ that host compressors $\mathcal{E}_c \subseteq \mathcal{E}_a$ or control valves $\mathcal{E}_c \subseteq \mathcal{E}$, $\mathcal{E}_c \cap \mathcal{E}_v = \emptyset$, that support pressure in a continues manner [10]. A compressor edge $\ell = (n, m) \in \mathcal{E}_c$ is modeled as in Fig. 1a where the controllable compression rate $\kappa_\ell \geq 0$ is followed by the non-linear pressure drop according to the Weymouth equation [10]. A valve edge $\ell \in \mathcal{E}_v$ is modeled similarly, but the linear decompression rate $\kappa_\ell$ always remains non-positive. To regulate pressure, active pipelines consume gas according to conversion factors stored in matrix $B \in \mathbb{R}^{E \times E}$:

$$B_{kl} = \begin{cases} b_{kl}, & \text{if } k = n, \quad k \in \mathcal{E}_c \\ -b_{kl}, & \text{if } k = m, \quad k \in \mathcal{E}_v \\ 0, & \text{otherwise} \end{cases} \quad \forall \ell = (n, m) \in \mathcal{E},$$  

where $b_{kl}$ is a conversion factor from the regulation rate to gas mass. This gives rise to the following gas flow equations

$$A\varphi = \vartheta - B\kappa - \delta, \quad (1a)$$
$$\varphi_\ell|\varphi_\ell| = w_\ell (\vartheta_n + \kappa_\ell)^2 - \vartheta_m^2, \quad \forall \ell = (n, m) \in \mathcal{E}, \quad (1b)$$
$$\varphi_\ell \geq 0, \quad \forall \ell \in \mathcal{E}_0, \quad (1c)$$

where equation (1a) ensures gas mass conservation by balancing gas flows, injections and extractions, equation (1b) models the gas flow in pipelines using the Weymouth equation, where $w \in \mathbb{R}_+^E$ is the friction coefficient, and (1c) models unidirectional gas flow required for active pipelines only.

To model linepack, we adopt the notation in Fig. 1b where $\varphi_\ell$, $\varphi_\ell$ and $\psi_\ell$ respectively denote the inlet, midway and outlet gas flows, and $\psi_\ell$ denotes the amount of linepack. The linepack model in [2] couples these variables as

$$\varphi_\ell = \frac{1}{2} (\varphi_\ell^2 + \varphi_\ell^2), \quad (1d)$$
$$\psi_\ell = \frac{1}{2} \kappa_\ell (\vartheta_n + \kappa_\ell + \vartheta_m), \quad (1e)$$

where the first entry sets the midway flow as an average flow through the pipeline, and the second entry defines the linepack proportionally to the pressures at the sending and receiving ends, with $\kappa_\ell \geq 0$ being a pipe-specific conversion factor. Observe, the linepack equations (1d) and (1e) are related to the Weymouth equation (1b), which requires the midway flow to be proportional to the loss of pressure. The linepack flexibility calls for the following relaxation of conservation law (1a):

$$A^\top \varphi' + A^\top \varphi' = \vartheta - B\kappa - \delta, \quad (1f)$$

which requires flow conservation only in terms of inlet and outlet gas flows, where matrices $A^\top$ and $A^\top$ are obtained from the full incidence matrix $A$ by striking out only negative and positive entries, respectively. To model linepack dynamics across a finite set $T = \{1, \ldots, T\}$ of time stages, we consider

$$\psi_t = \psi_{t-1} + \varphi_t - \varphi_{t-1}, \quad \forall t \in T, \quad (1g)$$
$$\psi_T \geq \psi_0, \quad (1h)$$

where equation (1g) models the linepack state in time and equation (1h) does not permit the linepack depletion at the last stage ($t = T$) below the initial amount ($t = 0$).
B. Linearization of the Weymouth Equation (1b)

When gas extractions are uncertain, solving the system of equations (1) is difficult due to the non-convex Weymouth equation. We thus provide the following linearization technique to reduce problem complexity. Let \( \mathcal{J}(x) \in \mathbb{R}^{E \times m} \) denote the Jacobian of (1b) in some arbitrary point \( x \in \mathbb{R}^m \), and let \( (\hat{\varphi}, \hat{\phi}, \delta) \) be a stationary point, i.e., obtained by solving equations (1) for the deterministic (mean) gas extraction values. Then, according to (6), the following linear equation

\[
\varphi = \frac{\mathcal{J}(\hat{\varphi})^{-1}(\mathcal{J}(\hat{\phi})\hat{\phi} + \mathcal{J}(\hat{\delta})\hat{\delta}) + \hat{\varphi}}{w_0(\hat{\varphi}, \hat{\phi}, \hat{\delta})},
\]

is equivalent to equation (1b) at the stationary point, where \( w_0 \in \mathbb{R}^E \), \( W_1 \in \mathbb{R}^{E \times N} \) and \( W_2 \in \mathbb{R}^{E \times E} \) are sensitivities depending on the stationarity point. To ensure the flow solution uniqueness under linearization (2), we require the pressure at the reference node \( r \) (e.g., with a large constant gas injection) to be fixed as \( \varphi_t = \hat{\varphi}_t \). When deviations from the stationary point are large, however, linearization (2) may produce approximation errors. The work in (6), however, bounds these errors to modest values even under large deviations.

C. From Renewable Power to Gas Extraction Uncertainty

The gas extraction uncertainty is due to combined cycle gas turbines (CCGT) that balance stochastic renewable generation in power systems. To model renewable uncertainty, consider a dynamic stochastic process \( \zeta = (\zeta_1, \ldots, \zeta_T) \in \mathbb{R}^k \) which develops throughout a \( T \)-stage horizon. Here, vector \( \zeta_t \in \mathbb{R}^{k_t} \) collects random variables revealed at stage \( t \). Let vector \( \zeta^t = (\zeta_1^t, \ldots, \zeta_t^t) \in \mathbb{R}^{k^t} \) collect random variables realized upon stage \( t \), i.e., current and all previous realizations, meaning \( k^t = \sum_{\tau=1}^{t-1} k_\tau + k \). The random generation from a set \( \mathcal{R} = \{1, \ldots, T\} \) of renewable units is modeled as

\[
\hat{\varphi}_t(\zeta^t) = \Omega_t \zeta^t \in \mathbb{R}^R,
\]

i.e., as an affine combination of random variables revealed up to stage \( t \), where \( \Omega_t \in \mathbb{R}^{R \times k^t} \) is a matrix of coefficients. We consider that \( \zeta \) belongs to the unknown distribution \( \mathbb{P}_\zeta(\tilde{\mu}, \tilde{\Sigma}) \), but its mean \( \tilde{\mu} \in \mathbb{R}^k \) and covariance \( \tilde{\Sigma} \in \mathbb{R}^{k \times k} \) are known from history. Finally, we set \( \zeta_1 = 1 \) \( (k_1 = 1) \) as the renewable generation at time stage 1 (stage “here-and-now”) is certain.

To map renewable uncertainty \( \zeta_t \) into uncertain gas extractions, suppose that the power system operator solves a multi-stage optimal power flow problem, where the affine generator response \( \tilde{g}_t(\zeta^t) = G_t \zeta^t \in \mathbb{R}^M \) is computed for all \( M \) generators by optimizing variable \( G_t \in \mathbb{R}^{M \times k^t} \), which is consistent with (11). Then, for a power-to-gas conversion matrix \( \Lambda \in \mathbb{R}^{M \times \text{DN}} \), the uncertain extraction is modeled as \( \delta_t(\zeta^t) = \Lambda G_t \zeta^t \in \mathbb{R}^N \), i.e., as an affine combination of random renewable deviations, where \( G_t \) is an optimized generator response. To ease the narrative, we make a substitution \( \Delta_t = \Lambda G_t \zeta^t \). Once the generator response is optimized, we assume that the power system operator submits uncertainty information – matrices \( \{\Delta_t\}_{t \in T} \) and two moments \( \tilde{\mu} \) and \( \tilde{\Sigma} \) – to the gas network operator.

Remark: In the interest of space, we do not discuss the optimization of generator policy \( \hat{g}_t(\zeta^t) \) explicitly, but provide it in the online repository [12].

III. Invoking Linepack Flexibility through Multi-Stage Stochastic Optimization

The uncertainty of gas extractions motivates the following stochastic formulation of the gas network optimization:

\[
\begin{align}
\max \prod_{t=1}^T \left( c_1^t \hat{g}_t(\zeta^t) + \hat{g}_t(\zeta^t)^T \mathrm{dg}[\epsilon_2^t] \hat{g}_t(\zeta^t) \right) \\
\text{subject to:}
\end{align}
\]

\[
\begin{align}
\begin{bmatrix}
A^t \hat{\varphi}_t(\zeta^t) + A^- \hat{\varphi}_t(\zeta^t) = \hat{\varphi}_t(\zeta^t) \\
B \hat{\varphi}_t(\zeta^t) = \hat{\varphi}_t(\zeta^t) \\
\end{bmatrix} = \begin{bmatrix} 1 \end{bmatrix},
\end{align}
\]

\[
\begin{align}
\begin{bmatrix}
\hat{\varphi}_t(\zeta^t) = \hat{\varphi}_t(\zeta^t) \\
\hat{\varphi}_t(\zeta^t) = \frac{1}{2} \left( \hat{\varphi}_t(\zeta^t) + \hat{\varphi}_t(\zeta^t) \right) \\
\end{bmatrix} = \begin{bmatrix} 0 \end{bmatrix},
\end{align}
\]

\[
\begin{align}
\begin{bmatrix}
\hat{\varphi}_t(\zeta^t) = \hat{\varphi}_t(\zeta^t) \\
\hat{\varphi}_t(\zeta^t) = \hat{\varphi}_t(\zeta^t) \\
\end{bmatrix} = \begin{bmatrix} \rho \end{bmatrix},
\end{align}
\]

for all time stages \( t \in T \).
A. Reformulations via Linear Decision Rules

To reformulate the multi-stage stochastic problem \(4\), we introduce truncation operators \(S_t, \forall t \in T\), defined in \(8\) as
\[
S_t : R^k \rightarrow R^{k'}, \quad \zeta \mapsto \zeta'
\]
to extract only those random entries of vector \(\zeta\) that realize by a particular time stage \(t\). Using truncation operators, the variables of stochastic problem \(4\) are defined through the following multi-stage linear decision rules:
\[
\begin{align*}
\hat{\vartheta}_t(\zeta') &= \Theta_t S_t \zeta \quad \hat{\vartheta}_t(\zeta') = P_t S_t \zeta \\
\tilde{\vartheta}_t(\zeta') &= K_t S_t \zeta \quad \tilde{\vartheta}_t(\zeta') = \Psi_t S_t \zeta
\end{align*}
\]
where \(\Theta_t, P_t \in \mathbb{R}^{N \times k'}, K_t, \Psi_t, \Phi_t \in \mathbb{R}^{E \times k'}\) are coefficient matrices subject to optimization. These rules share an important property: their first column corresponds to the nominal value, e.g., gas supply nomination at stage \(t\), and the remaining columns define the variable recourse with respect to all prior realizations of uncertainty up to stage \(t\). This variable representation makes possible the following reformulations.

1) Objective Function Reformulation: The expected cost in \(4a\) is reformulated under linear decision rules \(5\) using truncation and the first two moments of distribution \(P_c\) as
\[
\mathbb{E}_{P_c} \left[ \sum_{t=1}^{T} \left( c^T \Theta_t S_t \zeta + (\Theta_t S_t \zeta) \right) \right] \Rightarrow \sum_{t=1}^{T} \left( c^T \Theta_t S_t \tilde{\vartheta}_t + \text{Tr} \left[ \Theta_t S_t \zeta \right] \right),
\]
which is a convex expression easy to optimize. Here, the second term is obtained knowing that the expected value of the outer product of \(\zeta\) amounts to \(\mathbb{E}_{P_c}[\zeta \zeta^T] = \Sigma + \hat{\mu} \hat{\mu}^T\).

2) Reformulation of Stochastic Equalities: The entries of \(4b\) admit an analytic reformulation by constraining the matrices in \(5\): each entry can be represented as a linear stochastic equality \(X_t S_t \zeta = 0\) for some coefficient matrix \(X_t \in \mathbb{R}^{m \times k}\). One then verifies that this equality holds for any \(\zeta\) if \(X_t\) is constrained by \(X_t S_t = 0\). For instance, the pressure at the reference node reformulates accordingly as
\[
\tilde{\vartheta}_t(\zeta') = \hat{\vartheta}_t \left( \frac{3}{2} P_t S_t \zeta \right) = \hat{\vartheta}_t \left[ 0_{1 \times (k'-1)} \right] S_t \zeta
\]
where the remaining stochastic equalities are reformulated by analogy, whose final expressions are given in \(7\).

3) Reformulation of Joint Chance Constraints: We follow the analytic reformulation based on Bonferroni and Chebyshev approximations. That is, we split \(T\) joint chance constraints \(4c\) into \((E + |E|) + (N + 2E)\) individual chance constraints each, where the first cardinality term relates to single-sided constraints and the second one to double-sided constraints. Single-sided constraints are treated using a distributionally robust Chebyshev reformulation \(9\). For instance, the constraints on the minimum stochastic gas flow in active pipelines
\[
P_c' \left[ \tilde{\vartheta}_t(\zeta') \geq 0 \right] \geq 1 - \pi_t, \quad \forall t \in E_a, \forall t \in T,
\]
are reformulated into second-order cone constraint \(7h\), where \(\pi_t = (1 - \varepsilon_t) / (E + |E| + N + 2E)\) and \(F\) is covariance matrix factorization, i.e., \(\Sigma = FF^T\). Notice, a similar reformulation of double-sided chance-constraints, e.g., on stochastic gas injections bounded from both ends, is economically inefficient because the lower and upper bounds cannot be violated simultaneously. We thus invoke the exact reformulation of such constraints from \(9\) Th. 2. For example, the chance constraint on stochastic gas injection
\[
P_c' \left[ \tilde{\vartheta}_t(\zeta') \geq 0 \right] \geq 1 - \pi_t, \quad \forall t \in E_a, \forall t \in T,
\]
re-writes into a second-order cone constraint \(7h\) and a set of linear constraints in \(7m\) and \(7n\), where \(y_{tn}^\rho\) and \(x_{tn}^\rho\) are auxiliary variables subject to optimization. The remaining double-sided chance-constraints are reformulated by analogy.

The tractable reformulation of the multi-stage stochastic problem \(4\) in linear decision rules \(5\) takes the form:
\[
\begin{align}
\text{minimize} & \quad \theta_t, P_t, K_t, \Psi_t, \Phi_t, x_{tn}^\rho, y_{tn}^\rho \\
\text{subject to:} & \quad (\hat{\vartheta}_t S_t \mu + \text{Tr} \left[ \Theta_t \zeta \right]) S_t \zeta = 0 \\
& \quad \Psi_t - \frac{1}{2} \zeta \geq K_t (A^T P_t) S_t = 0 \\
& \quad \Psi_t - \frac{1}{2} \tilde{\vartheta}_t \text{Tr} \left[ \Theta_t \zeta \right] S_t \zeta = 0
\end{align}
\]
for \(\forall t \in E_a, \forall t \in T\).

B. Stochastic Control Applications

The gas network operator controls the network state by optimizing stochastic gas injections \(\tilde{\vartheta}_t(\zeta')\) and pressure regulation rates \(\tilde{\vartheta}_t(\zeta')\) across the \(T\)-stage control horizon. This subsection discusses how these control variables can be optimized by chance-constrained program \(7\) in several applications.
1) Linepack to Balance Stochastic Renewables: Consider a network operator who accommodates uncertain gas extractions in real-time and is reluctant to adjust nominal gas injection contracts, because substantially altering gas nominations leads to expensive regulation penalties. Instead of substantially altering nominal injection, the network operator can leverage the linepack as an alternative source of flexibility to balance gas extractions by optimizing pressure regulation rates of compressors and valves. Doing so means optimizing program (7), while additionally ensuring the satisfaction of the following constraint on stochastic gas injection variables:

$$\left\| \hat{P}[\Theta_t]_n S_t \right\| \leq \alpha^\theta [\Theta_t]_n S_t \mu, \forall n \in N, \quad (8a)$$

where the left-hand side computes the standard deviation $\text{Std}[\hat{P}(\Theta^*_t)]$ of stochastic injections, and the right-hand side is the fraction of the nominal gas injection up to factor $\alpha^\theta \geq 0$. Setting $\alpha^\theta = 0.025$, for example, constrains the standard deviation of gas injections under the optimized control policies to 2.5% of the nominal value, which is relatively small.

2) Minimal Variability of Network State: Linepack flexibility can be invoked to minimize the variability of state variables, such as nodal gas pressures. Towards the goal, objective function (9a) is augmented with

$$E_{P_c} \left[ \alpha^\varrho \sum_{t=2}^T \left\| \hat{P}_t S_t \zeta - \hat{P}_{t-1} S_{t-1} \zeta \right\| \right], \quad (9a)$$

which minimizes the expected distance between stochastic nodal pressures at adjacent stages of control horizon up to prescribed non-negative penalty parameter $\alpha^\varrho$. Hence, by setting $\alpha^\varrho$, the control variables of (7) are optimized to meet a trade-off between the expected costs and variability of system state. To reformulate (9a), we make a substitution $\hat{P}_t = P_t S_t$ for compactness. Then, this term becomes

$$E_{P_c} \left[ \alpha^\varrho \sum_{t=2}^T \left\| \hat{P}_t \zeta - \hat{P}_{t-1} \zeta \right\| \right] = E_{P_c} \left[ \alpha^\varrho \sum_{t=2}^T \left( (\hat{P}_t - \hat{P}_{t-1}) \zeta \right)^T (\hat{P}_t - \hat{P}_{t-1}) \zeta \right] = \alpha^\varrho \sum_{t=2}^T \sum_{n=1}^N \text{Var} \left[ (\hat{P}_t - \hat{P}_{t-1})_n \zeta \right] = \alpha^\varrho \sum_{t=2}^T \text{Tr} \left[ (\hat{P}_t - \hat{P}_{t-1}) S (\hat{P}_t - \hat{P}_{t-1})^T \right], \quad (9b)$$

which is a convex function. This derivation shows that term (9a) minimizes variability, e.g., inter-temporal pressure ramps, and the variance of stochastic pressures simultaneously.

3) Network Topology Optimization: Network topology has substantial impacts on disturbance propagation in natural gas networks. Fortunately, the topology can be optimized by the network operator by activating binary valves. Unlike control valves with variable decompression rates $\tilde{\kappa}_i(\zeta^*_t)$, the binary valves decouple gas states at both sides of the valve [10]. Hence, by activating binary valves, the network operator decouples network parts to minimize uncertainty propagation.

To optimize topology, consider $V$ binary valves installed in the network and consider a set $C = \{1, \ldots, C\}$ of possible network topologies with $C = 2^V$. To select a network topology, consider binary variables $v_1, \ldots, v_C \in \{0; 1\}$: $v_c = 1$ if topology $c$ is chosen, and $v_c = 0$ otherwise. Only one topology can be chosen for the entire control horizon, meaning

$$\sum_{c=1}^C v_c = 1. \quad (10a)$$

Suppose that for each topology $c \in C$, sensitivity coefficients $w_{0tc}, W_{1tc}$ and $W_{2tc}$ in (9b) and reference node pressure $\hat{\varphi}_{tc}$ are known to the network operator, i.e., they can always be pre-computed offline by solving a finite series of deterministic optimization problems. Then, stochastic gas flows prox $\hat{\varphi}_{tc}(\zeta^*_t) \in \mathbb{R}^E$ at time stage $t$ in network topology $c$ writes as

$$\hat{\varphi}_{tc}(\zeta^*_t) = w_{0tc} + W_{1tc} \hat{\varphi}(\zeta^*_t) + W_{2tc} \hat{\kappa}_t(\zeta^*_t). \quad (10b)$$

Here, the sensitivities amount to zero for pipelines with binary valves when those are activated, hence preventing the gas flow. Then, the following constraints map the proxy gas flows and reference node pressure to the ones under the chosen topology:

$$\hat{\varphi}_t(\zeta^*_t) = \sum_{c=1}^C v_c \hat{\varphi}_{tc}(\zeta^*_t), \quad \hat{\varphi}_t(\zeta^*_t) = \sum_{c=1}^C v_c \hat{\varphi}_{tc}, \quad (10c)$$

because only one topology can be selected as per equation (10a). Then, stochastic gas flow variables $\hat{\varphi}_t(\zeta^*_t)$ participate in the rest of the gas flow equations in (4b). The tractable reformulation of stochastic equations (10) is similar to that in Section IIA2. Yet, the flow equation in (10c) involves the product of binary and continuous variables, which is addressed by the standard Big-M approach. We provide the full problem reformulation as a mixed-integer SOCP (MISOCP) in [12].

IV. Numerical Experiments

A. Experimental Setup

We run experiments on the IEEE 118-bus system from [13], with 11 wind farms distributed among 3 zones, and on the 48-node natural gas network from [6]. The two systems are coupled through 9 CCGT plants sited in the gas network as in Fig. 2a. The goal is to accommodate the disturbances from renewable generation in the gas network through a 5-stage control horizon with several hours between the stages. To model renewable uncertainty, we assume that the intertemporal changes of wind power generation in each zone is conditioned on the realization of the random variable $\zeta$ with arbitrary distribution but with known first- and second-order moments $\mu = \mu$ and $\Sigma = \Sigma(0, \sigma^2, \ldots, \sigma^2_{13})$, respectively, with $\sigma^2_k = 0.15, \forall k$. In terms of stochastic process [3], this means $k = 1$, $k = 3, \forall t \geq 2$ and $k = 13$. We then choose matrices $\Omega_t$ in (3) to obtain the descending stochastic wind power generation process depicted in Fig. 2a (top). Then, following the procedure in Section IIC, we solve a chance-constrained optimal power flow problem and convert the resulting stochastic CCGT generation into the ascending stochastic natural gas extraction process displayed in Fig. 2a (bottom). The standard deviation of stochastic gas extractions amounts to up to 7.2% of their
TABLE I
EXPECTED COST, STATE VARIABILITY AND FEASIBILITY ACROSS THE 5-STAGE CONTROL HORIZON UNDER DETERMINISTIC AND STOCHASTIC CONTROL

| Parameter | Unit | Deterministic control policy | Stochastic control policy |
|-----------|------|------------------------------|--------------------------|
|           |      | Base                         | Linepack-agnostic        | Variability-aware |
| Expected gas injection cost | $1000 | 644.8 (94.6%) | 681.7 (100.0%) | 694.4 (101.9%) | 701.2 (102.9%) | 703.5 (103.2%) |
| Pressure variability term | MPa | 72.01 (189.7%) | 38.0 (100.0%) | 66.0 (173.6%) | 7.8 (20.5%) | 7.3 (19.2%) | 7.2 (19.1%) |
| Expected / worst-case magnitude of pressure constraint violations | MPa | 77.42 / 147.76 | 0.00 / 0.00 | 0.00 / 0.00 | 0.00 / 0.00 | 0.00 / 0.00 | 0.00 / 0.00 |
| Expected / worst-case magnitude of gas mass constraint violations | MMSCFD | 2924.8 | 3229.0 | 3203.8 | 3233.2 | 3219.5 | 3219.1 |

Fig. 2. Multi-stage natural gas network optimization: (a) Normalized total renewable power generation scenarios (top) and their conversion into normalized total gas extraction (bottom) as explained in Section II.C. (b) Density plot of the relative difference between the deterministic ($ψ_{1i}$) and the base stochastic ($ψ_{1i}(ζ^i)$) first-stage linepack decisions for $i = 1, \ldots, E$. (c) Normalized scenarios of total pressure regulation (top) and aggregated nodal pressures (bottom) under the base stochastic (variability-agnostic) and stochastic variability-aware network control policies.

B. Results

We first compare deterministic and stochastic control policies in Table I. The deterministic policy is obtained by solving problem (7) when replacing chance constraints (7h)–(7r) with their deterministic counterparts to constraint the nominal variable components only. The base stochastic policy is optimized

nominal values. When optimizing linear decision rules (5) to accommodate this stochastic process, we require the stochastic network state trajectories to remain within network limits with individual constraint satisfaction probability at least 99.5% (i.e., $1 - \tau_i = 0.995$). Finally, we extract $10^3$ uncertainty samples from $N(\mu, \Sigma)$ for the out-of-sample analysis.

Next, we provide selected results for control applications from Section III-B. Solution time does not exceed 1.2 sec for the SOC and 24.5 sec for the MISOPC programs on average with the MOSEK solver on a standard laptop. All modeling data and codes to replicate the results are available in [12].

Fig. 3. Trade-offs between the expected cost and pressure variability under four network topologies for varying penalty factor $\alpha^\varphi$. The green/red color indicates that the binary valve is activated/deactivated. The optimal frontier (depicted in dashed blue) is obtained by solving the mixed-integer topology optimization problem from Section III-B3 for various assignments $\alpha^\varphi$. The variance of renewable generation is increased in this experiment from 0.15 to 0.20 for more illustrative results.
following the application in Section III-B1, we set factor \( \alpha^\vartheta = 2.5\% \) to minimize the adjustment of gas injections, while exploiting the linepack as the main source of flexibility. The results in the 3rd and 4th columns of Table I show that the expected cost under deterministic policy is 5.4\% smaller than under the base stochastic policy. However, the out-of-sample analysis of the deterministic solution on 1000 uncertainty realizations demonstrates substantial magnitudes of pressure and gas mass constraint violation across the 5-stage horizon, both in expectation and in the average worst-case scenario (computed below the 5\%-quantile of the violation magnitude distribution). Improving on the deterministic solution, the base stochastic control policy demonstrates practically zero constraint violation at the expense of a 5.4\% increase in expected cost. The difference between the two policies is that the stochastic one requires more nominal gas injection at the first stage, which is then stored as a linepack in the western network part to be deployed later to balance uncertain extractions, as shown by the density plot in Fig. 2c.

Moreover, optimizing the base stochastic policy with the exact reformulation of the double-sided chance constraints in (7) demonstrates a less conservative solution than the Chebyshev approximation (as in (4) and (6)), which guarantees the same constraint satisfaction probability but at larger expected cost of $698,643, which is 2.5\% more expensive than in Table I.

Next, we estimate the cost-saving potential of linepack flexibility in balancing stochastic gas extractions. To do so, we compare the base policy with the linepack-agnostic policy which disregards the flexibility of linepack. To obtain this policy, we reduce the recourse (adjustment) of linepack stochastic variable \( \psi_t(\zeta^t) \) by introducing the following constraint:

\[
\left\| \hat{F}[\Psi_t^s]_S \right\| \leq \alpha^\Psi|\Psi_t^s|S_{\mu}, \forall \ell \in \mathcal{E}, \forall t \in \mathcal{T}, \tag{11}
\]

\( \alpha^\Psi \) to limit the standard deviation of linepack variable by an \( \alpha^\Psi \)-portion of its nominal value. We empirically find out that the minimal value of \( \alpha^\Psi \) that ensures the feasibility of chance-constrained program (7) is 4\%, for which we report the results in the 5th column of Table I. Observe, that the feasibility performance of the base and linepack-agnostic strategies remain similar due to guarantees of chance constraints, but the ignorance to linepack flexibility results in a substantial increase in the expected cost. Here, we estimate the cost-saving potential of the linepack flexibility at 10.3\%.

Next, consider three variability-aware policies for varying pressure variability penalty factor \( \alpha^\vartheta \) in Table II. Even with a small penalty, the pressure variability already drops to 20.5\% relative to the base policy at a small increase in operating costs by 1.9\%. An increasing penalty further reduces the variability but at a larger cost, thus enabling the network operator to trade off between the expected cost and network state variability. Table II and Figure 2c (top) illustrate that variability-aware policies leverage active pipelines more intensively, with more notable use of control valves to regulate pressures. This yields substantially less variable and uncertain nodal pressure profiles, as shown in Fig. 2c (bottom).

Finally, we analyze the network topology optimization from Section III-B3. The topology is optimized by switching to explicitly account for the time delays in gas transportation and linepack storage across the multi-stage control horizon.
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I. MULTI-STAGE OPTIMAL POWER FLOW PROBLEM FORMULATION

We model power system as a network with \( N \) nodes and \( \Lambda \) transmission lines connecting those nodes. At any stage \( t \) of the control horizon, power generation from conventional and renewable units must satisfy \( L \) loads collected in vector \( \epsilon_t \in \mathbb{R}^L_+ \) and allocated in the network according to incidence matrix \( M_g \in \mathbb{R}^{N \times L} \). Towards this goal, the power system operator dispatches \( P \) conventional and \( R \) renewable generation units, which are allocated in the network according to incidence matrices \( M_g \in \mathbb{R}^{N \times P} \) and \( M_r \in \mathbb{R}^{N \times R} \), respectively, while meeting the minimum/maximum generation limits \( g/\overline{g} \in \mathbb{R}^P_+ \) of conventional generators and power flow limits \( \overline{f}_t \in \mathbb{R}^\Lambda \). The cost of conventional generation is modeled using a linear function with coefficients collected in vector \( c \in \mathbb{R}^P_+ \). The power flows are modelled using the DC power flow approximation and the matrix of power transfer distribution factors \( F \in \mathbb{R}^{N \times \Lambda} \). Given the stochastic renewable in-feed \( \tilde{r}_t(\zeta^t) \) from Section II-C, the multi-stage optimal power flow problem is addressed as the following stochastic program:

\[
\begin{align}
\text{minimize} & \quad \mathbb{E}_\zeta \left[ \sum_{t=1}^T c^T \tilde{g}_t(\zeta^t) \right] \\
\text{subject to:} & \quad \mathbb{P}_\zeta \left[ 1^T (M_g \tilde{g}_t(\zeta^t) + M_r \tilde{r}_t(\zeta^t) - M_d \epsilon_t) = 0 \right] = 1, \\
& \quad \mathbb{P}_\zeta \left[ -\overline{f}_t \leq F(M_g \tilde{g}_t(\zeta^t) + M_r \tilde{r}_t(\zeta^t) - M_d \epsilon_t) \leq \overline{f}_t, g \leq \tilde{g}_t(\zeta^t) \leq \overline{g}, \right] \geq 1 - \varepsilon_t, \quad \forall t \in T,
\end{align}
\]

where the objective function to be minimized is the expected generation costs, subject to two sets of probabilistic constraints. Constraint (1b) is enforced to preserve the power balance at each time stage with probability 1, and constraint (1c) is enforced to satisfy the power flow and generation limits jointly at every time stage with probability at least \( 1 - \varepsilon_t \), where \( \varepsilon_t \) is a small parameter chosen by the power system operator. Defining generator response as the following multi-stage linear decision rule:

\[
\tilde{g}_t(\zeta^t) = G_t S_t \zeta, \quad \forall t \in T,
\]

with matrix \( G \in \mathbb{R}^{N \times k^t} \) of variables, and taking the same reformulation steps as for the gas network optimization problem in Section III-A, this chance-constrained program reformulates into a computationally tractable SOCP program:

\[
\begin{align}
\text{minimize} & \quad \sum_{t=1}^T c^T G_t S_t \tilde{\mu} \\
\text{subject to:} & \quad 1^T (M_g G_t + M_r \Omega_t - M_d [d_t \ 0_{L \times k^{t-1}}]) = 0, \\
& \quad \left\| \frac{\tilde{F}[(M_g G_t + M_r \Omega_t - M_d [d_t \ 0_{L \times k^{t-1}}]) S_t]_f}{y^f_{it}} \right\| \leq \sqrt{T}_\epsilon - x^f_{it}, \\
& \quad \left\| \frac{\tilde{F}[G_t S_t]}{y^g_{it}} \right\| \leq \frac{1}{2} (\tilde{g}_t - g) - \frac{1}{2} x^g_{it}, \\
& \quad \left\| [(M_g G_t + M_r \Omega_t - M_d [d_t \ 0_{L \times k^{t-1}}]) S_t]_\tilde{\mu} \right\| \leq y^\mu_{it} + x^\mu_{it}, \\
& \quad \left\| (G_t S_t)_i \tilde{\mu} - \frac{1}{2} (\tilde{g}_t - g) \right\| \leq y^\mu_{it} + x^\mu_{it}, \\
& \quad \frac{1}{2} (\tilde{g}_t - g) \geq x^g_{it} \geq 0, y^g_{it} \geq 0, \\
& \quad L \geq x^f_{it} \geq 0, y^f_{it} \geq 0, \\
& \quad \forall t = 1, \ldots, T, \forall i = 1, \ldots, N, \forall \ell = 1, \ldots, \Lambda,
\end{align}
\]
where \( \hat{\mu} \) is the mean vector of renewable power deviations and \( \hat{F} \) is the Cholesky decomposition of covariance matrix \( \hat{\Sigma} \) of renewable power deviations. Here, linear constraint (3b) is the reformulation of (1b), and the set of conic and linear constraints (3c)–(3h) is a distributionally robust reformulation of the joint chance constraint (1c) on power flows and generation limits, where \( \tau_i \) is the individual constraint violation probability. The power system operator optimizes variable \( G \) of generator response (2) using program (3) and then converts this information into the stochastic gas extraction as explained in Section II-C.

### II. Network Topology Optimization Problem

To obtain a MISOCO reformulation of the network topology optimization problem from Section III-B3, consider the following steps. First, the linearized gas flow equation

\[
\phi_{tc}(\xi^t) = w_{0tc} + W_{1tc}\hat{\rho}_t(\xi^t) + W_{2tc}\tilde{\xi}_t(\xi^t), \quad \forall t \in T, \forall c \in C, \tag{4a}
\]

is formulated in multi-stage linear decision rules as

\[
F_{tc}S_t \xi = w_{0tc} + W_{1tc}P_tS_t \xi + W_{2tc}K_tS_t \xi, \quad \forall t \in T, \forall c \in C, \tag{4b}
\]

where \( F_{tc} \in \mathbb{R}^{E \times k^t} \) is the finite matrix of flow variable coefficients subject to optimization. Then, taking the path outlined in Section III-A2, this reformulates into the following set of linear constraints

\[
(F_{tc} - [w_{0tc} \ 0_{E \times (k^t - 1)}] - W_{1tc}P_t - W_{2tc}K_t) S_t = 0, \quad \forall t \in T, \forall c \in C. \tag{4c}
\]

The stochastic reference node pressure equality in (10c) reformulates similarly as before:

\[
\tilde{\rho}_t(\xi^t) = \sum_{c=1}^{C} v_c \hat{\rho}_{tc} \iff \left( [P_t] - \sum_{c=1}^{C} v_c [\hat{\rho}_{tc} \ 0_{1 \times (k^t - 1)}] \right) S_t = 0, \quad \forall t \in T. \tag{5}
\]

Then, the stochastic gas flow constraint in (10c) is first reformulated as a set of linear equations:

\[
\xi_t(\xi^t) = \sum_{c=1}^{C} v_c \hat{\rho}_{tc} \iff \Phi_t S_t \xi = \sum_{c=1}^{C} v_c F_{tc}S_t \xi \tag{6a}
\]

where variable \( Z_{tc} \in \mathbb{R}^{E \times k^t} \) substitutes the product of binary variable \( v_c \) and continuous variable \( F_{tc} \). This bilinear term is next reformulated using the standard Big-M approach:

\[
Z_{tc}^{ij} = v_c F_{tc}^{ij} \iff \begin{cases} M \leq Z_{tc}^{ij} \leq \tilde{M} \\ M v_c \leq Z_{tc}^{ij} \leq M v_c \\ F_{tc}^{ij} - (1 - v_c) \tilde{M} \leq Z_{tc}^{ij} \leq F_{tc}^{ij} - (1 - v_c) M \end{cases}, \quad \forall t \in T, \forall c \in C, \forall i = 1, \ldots, E, \forall j = 1, \ldots, k^t, \tag{6b}
\]

where \( Z_{tc}^{ij} \) (and \( F_{tc}^{ij} \)) denotes the entry of matrix \( Z_{tc} \) (and \( F_{tc} \)) at position \((i, j)\), and \( \tilde{M} \) and \( M \) are sufficiently large positive and negative constants, respectively. Then, we obtain the following tractable MISOCO reformulation:

\[
\text{minimize} \quad \Theta_t, P_t, K_t, \Phi_t, \Phi_t^{(1)}, Z_{tc}, F_{tc}, \sigma_t, \sigma_t^{(1)}, y_t, \xi_t \quad \text{subject to:}
\]

\[
\begin{align*}
(A \cdot \Phi_t + A \cdot \Phi_t^{(1)} - \Theta_t S_t + B K_t + \Delta_t) S_t &= 0 \quad \forall t \in T, \forall c \in C, \\
(F_{tc} - [w_{0tc} \ 0_{E \times (k^t - 1)}] - W_{1tc}P_t - W_{2tc}K_t) S_t &= 0, \quad \forall c \in C \\
\left( [P_t] - \sum_{c=1}^{C} v_c [\hat{\rho}_{tc} \ 0_{1 \times (k^t - 1)}] \right) S_t &= 0
\end{align*}
\]
\((\Phi_t - \sum_{c=1}^{C} Z_{tc}) S_t = 0 \) \hspace{1cm} (7e)
\((\Phi_t - \frac{1}{2} \Phi_i + \frac{1}{2} \Phi_i) S_t = 0 \) \hspace{1cm} (7f)
\( M \leq Z_{tc}^{ij} \leq M \)
\( Mv_c \leq Z_{tc}^{ij} \leq Mv_c \)
\( F_{tc}^{ij} - (1 - v_c)M \leq Z_{tc}^{ij} \leq F_{tc}^{ij} - (1 - v_c)M \)
\( \sum_{c=1}^{C} v_c = 1, \quad v_c \in \{0, 1\} \) \hspace{1cm} (7h)
\((\Psi_t - \frac{1}{2} \text{dg}[s] (K_t + |A|^{\top} P_t)) S_t = 0 \) \hspace{1cm} (7i)
\((\Psi_t S_t - \Phi_i + \Phi_i) S_t - \Psi_{(t-1)} S_{t-1} = 0 \) \hspace{1cm} (7j)
\( \sqrt{\frac{1}{\omega}} \left\| \hat{F}[\Phi_i S_t]_{\ell}^{\top} \right\| \leq \left[ \hat{\rho}_i S_t \hat{\mu} \right]_{\ell}^{*} \) \hspace{1cm} (7k)
\( \sqrt{\frac{1}{\omega}} \left\| \hat{F}[\Psi_i S_t]_{\ell}^{\top} \right\| \leq \left[ \hat{\rho}_i S_t \hat{\mu} - \psi_0 \right]_{\ell} \) \hspace{1cm} (7l)
\( -\sqrt{\omega} \left\| \hat{F}(\Theta_i S_t)_{n}^{\top} y_{tn}^{o} \right\| \leq \frac{1}{2} (\varphi_n - \bar{\varphi}_n) - x_{tn}^{o} \) \hspace{1cm} (7m)
\( -\sqrt{\omega} \left\| \hat{F} [K_i S_t]_{\ell}^{\top} \right\| y_{t\ell}^{o} \leq \frac{1}{2} (\overline{\kappa}_\ell - \underline{\kappa}_\ell) - x_{t\ell}^{o} \) \hspace{1cm} (7n)
\( -\sqrt{\omega} \left\| \hat{F} [P_i S_t]_{n}^{\top} y_{tn}^{o} \right\| \leq \frac{1}{2} (\overline{\kappa}_n - \underline{\kappa}_n) - x_{tn}^{o} \) \hspace{1cm} (7o)
\( \left[ (\Theta_i S_t)_{n} \hat{\mu} - \frac{1}{2} (\overline{\varphi}_n - \overline{\varphi}_n) \right] \leq y_{tn}^{o} + x_{tn}^{o} \) \hspace{1cm} (7p)
\( \left[ (K_i S_t)_{\ell} \hat{\mu} - \frac{1}{2} (\overline{\kappa}_\ell - \overline{\kappa}_\ell) \right] \leq y_{t\ell}^{o} + x_{t\ell}^{o} \) \hspace{1cm} (7q)
\( \left[ (P_i S_t)_{n} \hat{\mu} - \frac{1}{2} (\overline{\kappa}_n - \overline{\kappa}_n) \right] \leq y_{tn}^{o} + x_{tn}^{o} \) \hspace{1cm} (7r)
\( \frac{1}{2} (\overline{\varphi}_n - \overline{\varphi}_n) \geq x_{tn}^{o} \geq 0, \quad y_{tn}^{o} \geq 0 \) \hspace{1cm} (7s)
\( \frac{1}{2} (\overline{\kappa}_\ell - \overline{\kappa}_\ell) \geq x_{t\ell}^{o} \geq 0, \quad y_{t\ell}^{o} \geq 0 \) \hspace{1cm} (7t)
\( \frac{1}{2} (\overline{\kappa}_n - \overline{\kappa}_n) \geq x_{tn}^{o} \geq 0, \quad y_{tn}^{o} \geq 0 \) \hspace{1cm} (7u)
\( \forall t \in T, \forall n \in N, \forall \ell \in \mathcal{E}, * \forall \ell \in \mathcal{E}_a \) \hspace{1cm} (7v)

which optimizes the trade-off between the expected cost and pressure variability measure, by choosing only one binary variable (topology) from \( v_1, \ldots, v_C \), and by optimizing the multi-stage linear decision rules under the chosen topology.