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Abstract

Understanding how machine learning models generalize to new environments is a critical part of their safe deployment. Recent work has proposed a variety of complexity measures that directly predict or theoretically bound the generalization capacity of a model. However, these methods rely on a strong set of assumptions that in practice are not always satisfied. Motivated by the limited settings in which existing measures can be applied, we propose a novel complexity measure based on the local manifold smoothness of a classifier. We define local manifold smoothness as a classifier’s output sensitivity to perturbations in the manifold neighborhood around a given test point. Intuitively, a classifier that is less sensitive to these perturbations should generalize better. To estimate smoothness we sample points using data augmentation and measure the fraction of these points classified into the majority class. Our method only requires selecting a data augmentation method and makes no other assumptions about the model or data distributions, meaning it can be applied even in out-of-domain (OOD) settings where existing methods cannot. In experiments on robustness benchmarks in image classification, sentiment analysis, and natural language inference, we demonstrate a strong and robust correlation between our manifold smoothness measure and actual OOD generalization on over 3,000 models evaluated on over 100 train/test domain pairs.

1 Introduction

As deep neural networks find increasing use in safety-critical domains such as autonomous driving [26] and healthcare [70], it is important to develop methods to understand how these models generalize to new environments. Although models have been shown empirically to generalize in many settings [27, 2, 51], they also exhibit numerous failure cases. For example, models have been shown to overfit to a dataset’s meta characteristics [60] or arbitrarily corrupted labels [75], learn spurious correlations [40], and change their predictions even with small adversarial perturbations [22, 57]. Many methods have been proposed to mitigate these issues, but precisely characterizing the generalization properties of a model in diverse settings remains an open problem.

Directly estimating the generalization of a trained model on test data is one approach to this problem [14, 32, 15, 19]. However, these methods are typically calculated based on the output predictive distribution of a model, which can become poorly calibrated in out-of-domain settings. Complexity measures are one potential set of tools to better fundamentally understand model generalization. Typically, these measures aim to theoretically bound generalization capacity [67, 5, 44, 51, 16, 50] or
directly predict generalization [34, 39, 49, 64, 29], and are useful in reasoning about a model beyond its performance on a specific known test set. However, these methods often rely on a strong set of assumptions such as matching train/test distributions, labelled test data [64], access to model weights [50, 6, 52], model gradients [29], and training data [34]. In real world settings we are often given access only to a black box model and unlabeled data sampled from an unknown distribution. In these cases where it is potentially more important to have robust measures of model complexity, existing complexity measures cannot be used.

In this paper we propose a local manifold smoothness complexity measure that provides a generalization metric when existing complexity measures cannot be calculated. Our smoothness measure is defined as the sensitivity of a classifier’s output to local perturbations along the data manifold. We expect a smoother classifier that is less sensitive in this manifold neighborhood to generalize better than a less smooth classifier that is more sensitive in the same neighborhood. Empirically, we generate samples in the local manifold neighborhood using data augmentation, and define sensitivity as the fraction classified into the most commonly predicted class among these samples. Since our method depends only on the existence of a data augmentation method, it can be used in a wide range of experimental settings.

We investigate the correlation of a model’s local manifold smoothness with its capacity to generalize, defined as the model’s performance on unseen data. We focus on experimental settings with out-of-domain (OOD) dataset shifts [66], where test data is sampled from a distribution different from the training distribution. We select common OOD benchmarks in image classification [38, 43, 59, 13, 12, 48, 4], sentiment analysis [55], and natural language inference [71] and train a large pool of over 3,000 models with varying architectures and generalization properties on these datasets. Generating samples using well-established data augmentation methods [54, 11, 69, 73] for each task and data domain, we evaluate the quality of our measure on over 100 pairs of training/test domains. Specifically, given a pool of models trained with data from a single training domain, we evaluate the correlation of our measure with generalization on in-domain data (ID $\tau$) and out-of-domain data (Micro/Macro $\tau$). In settings where we have access to additional labeled test data from other domains and can make direct predictions of OOD generalization, we evaluate the Pearson $R^2$ and mean absolute error of these predictions. Finally, we evaluate the correlation of models trained with different architectures (Arch $\tau$) as well as on extreme OOD data from specialized domains. We find that our smoothness measure outperforms baselines in all combinations of experimental setting and evaluation metrics, save one. To our knowledge, our measure is the only complexity measure that is applicable in common machine learning robustness evaluation settings, and provides the first analysis of a complexity measure in natural language tasks as well as OOD settings.

2 Related Work

Measures of Complexity  Traditional methods of analyzing the generalization bounds of neural networks use theoretical measures of complexity. VC dimension [67] and Rademacher complexity [5] measure the capacity of a particular function class and give bounds on their generalization error, although they are often vacuous at the scale of deep neural networks [16]. Another set of analyses use the PAC-Bayes framework [44, 51, 16, 20] in order to build tighter generalization bounds by considering the "sharpness" of the local minima. Norm-based measures [50, 6, 52]
bound generalization by considering different norms of the weights of learned networks. More recent analyses of complexity have focused on empirically motivated measures that do not provide theoretical bounds. These include the sharpness of minima in parameter space [34], Fisher-Rao norm [39], distance from initialization [47], path norm [49], layer margin distributions [29], and perturbation response curves [64]. Most similar to our method is Aithal K et al. [1], who use robustness to augmentations as a complexity measure. However, their method requires access to labelled data, which we assume do not have.

Predicting Generalization Recent work has focused on correlating these complexity measures with and directly predicting in-domain generalization [31]. However, in real world settings, test distributions often differ from training distributions [37]. Although some generalization bounds have been derived for these OOD settings [20] [4] [76], they rely on access to the test data distribution. A separate line of work departs from complexity measures altogether and directly predicts OOD generalization from unlabelled test data. These methods either predict the correctness of the model directly on individual examples [14] [32] [15] or directly estimate the total error [19] [24] [9] [10] [68]. Although these methods work well in practice, they do not provide any insight into the underlying mechanism of generalization since they act only on the output layer of the network.

Measuring Function Smoothness The simplest way to measure the smoothness of a function $f : \mathcal{X} \rightarrow \mathcal{Y}$ is through its differentiability class. However, this is not a very useful inductive bias for a model since differentiability is very local and metric dependent. One alternative measure is Lipschitz continuity. Enforcing this property on neural networks is commonly done by restricting the learned function class with spectral regularization [74], spectral normalization [45], and other norm based regularization methods on layer weights [6] [51] [18]. Other methods regularize the the norm of gradients with respect to the the inputs of the network [17] [3] [25]. A key component of smoothness regularization is where and how it is enforced. Enforcing global properties such as Lipschitz continuity in regions where there is no data can restrict the learned function unnecessarily [63]. In addition, if the data lies on a low-dimensional manifold, then our smoothness should only be regularized with respect to this manifold, rather than the entire input space.

3 Manifold Smoothness Measure

In this section we introduce our manifold smoothness measure. We start by motivating our local smoothness definition, then describe how our measure is estimated in practice using samples from a neighborhood distribution. Finally we describe how we evaluate the quality of our measure.

3.1 Motivation

Consider a classification task from an input space $\mathcal{X}$ to an output space $\mathcal{Y}$ with $k$ classes. We are given a model $f : \mathcal{X} \rightarrow \mathcal{Y}$ trained on an in-domain training dataset $D_i = \{(x_i^1, y_i^1), \ldots, (x_i^n, y_i^n)\}$ sampled from a distribution $P_i(\mathcal{X}, \mathcal{Y})$, and an out-of-domain test dataset $D_o = \{(x_o^1, y_o^1), \ldots, (x_o^m, y_o^m)\}$ sampled from a distribution $P_o(\mathcal{X}, \mathcal{Y})$. We assume points in both datasets concentrate around a lower dimensional manifold $\mathcal{M}$ [8]. Consider a point $x \in D_o$ that belongs to class $j$. We define the manifold neighborhood $N_{\mathcal{M}}(x, r)$ as the set of points in $\mathcal{M}$ that are at most a distance $r$ away from $x$ as measured in the original input space $\mathcal{X}$. As $r$ increases, the decision space within $N_{\mathcal{M}}$ becomes partitioned into a set of distinct decision regions for each class. For a given $r$, we define the neighborhood decision distribution as

$$p_j(x) = \frac{|\{x' \in N_{\mathcal{M}} : f(x') = j\}|}{|N_{\mathcal{M}}|},$$

(1)

and define our smoothness measure as

$$\mu(f, x) = \max_{j \in \mathcal{Y}} p_j(x).$$

(2)

Intuitively, this measure captures the sensitivity of a classifier’s output within the manifold neighborhood of $x$. As shown in Figure [1] a smoother classifier will be less sensitive and will predict the same class for most of the points in the neighborhood. In contrast, a less smooth classifier will be more sensitive and will predict different classes for different points in the neighborhood.
We evaluate our measure first by predicting the generalization of a given model to an OOD test set. We evaluate all models as an alternative to our proposed definition of smoothness, we also consider the negative entropy of distributions that are trained on all remaining datasets. Each model of our model. To estimate our parameters specifically, we select an OOD test set sampled from these domains, we train a set of models \( F \) on each dataset \( D \). Given a set of domains defined by distributions \( \{P_1, P_2, \ldots, P_n\} \) and a set of datasets \( \{D_i \sim P_i\}_{i=1}^n \) sampled from these domains, we train a train of models \( F_i = \{f_i^1, f_i^2, \ldots, f_i^n\} \) on each dataset \( D_i \). We evaluate all models \( f_i^k \in F_i \) on all OOD test datasets \( D_o : o \neq i \), generating a set of smoothness and generalization values \( (\mu_{io}^k, g_{io}^k) \). We define generalization as the top-1 accuracy of \( f_i^k \) on \( D_o \). We evaluate our measure first by predicting the generalization of a given model to an OOD test set. Specifically, we select an OOD test set \( D_o \) and an in-domain training set \( D_i : i \neq o \) and predict the OOD generalization \( g_{io}^k \) of a model \( f_i^k \) trained on \( D_i \) and evaluated on \( D_o \) from its smoothness value \( \mu_{io}^k \). To generate these predictions we use a linear model \( \hat{y} = a\mu + b \) where \( a, b \in \mathbb{R} \) are the parameters of our model. To estimate our parameters \( a \) and \( b \), we select a pool of models \( \{f_i^k \in F_i : j \neq i, o\} \) that are trained on all remaining datasets. Each model \( f_i^k \) in this pool is evaluated on the OOD dataset \( D_o \) to give us a set of pairs \( \{(\mu_{io}^k, g_{io}^k)\} \). We then find \( a, b \) by minimizing the mean squared error \( (a^*, b^*) = \arg\min_{a,b} \sum_{i,k} (a\mu_{io}^k + b - g_{io}^k)^2 \) on all models in the pool.

As an alternative to our proposed definition of smoothness, we also consider the negative entropy of the neighborhood decision distribution \( \sum_{j=1}^k p_j(x) \log(p_j(x)) \), but find that it performs similarly or slightly worse than our proposed definition. Full results on this alternative definition of smoothness are presented in the appendix in Table 6.

3.2 Estimating Neighborhood Smoothness

Calculating our smoothness measure exactly is intractable since we do not have access to the true manifold \( M \). Instead, we assume access to a conditional distribution \( q(x'|x) \) from which test data was sampled. In addition, since our measure relies only on the distribution \( q \) defined by data augmentation transformations. We modify the size of the neighborhood by making \( q(x'|x) \) more or less noisy. We estimate our smoothness measure for a given point \( x \) as the fraction of points sampled from \( q(x'|x) \) classified as the dominant label. The average smoothness across the entire dataset \( D \) is then \( \frac{1}{m} \sum_{j=1}^m \mu(f, x^j) \).

3.3 Evaluation Metrics

Given a set of domains defined by distributions \( \{P_1, P_2, \ldots, P_n\} \) and a set of datasets \( \{D_i \sim P_i\}_{i=1}^n \) sampled from these domains, we train a train of models \( F_i = \{f_i^1, f_i^2, \ldots, f_i^n\} \) on each dataset \( D_i \). We evaluate all models \( f_i^k \in F_i \) on all OOD test datasets \( D_o : o \neq i \), generating a set of smoothness and generalization values \( (\mu_{io}^k, g_{io}^k) \). We define generalization as the top-1 accuracy of \( f_i^k \) on \( D_o \). We evaluate our measure first by predicting the generalization of a given model to an OOD test set. Specifically, we select an OOD test set \( D_o \) and an in-domain training set \( D_i : i \neq o \) and predict the OOD generalization \( g_{io}^k \) of a model \( f_i^k \) trained on \( D_i \) and evaluated on \( D_o \) from its smoothness value \( \mu_{io}^k \). To generate these predictions we use a linear model \( \hat{y} = a\mu + b \) where \( a, b \in \mathbb{R} \) are the parameters of our model. To estimate our parameters \( a \) and \( b \), we select a pool of models \( \{f_i^k \in F_i : j \neq i, o\} \) that are trained on all remaining datasets. Each model \( f_i^k \) in this pool is evaluated on the OOD dataset \( D_o \) to give us a set of pairs \( \{(\mu_{io}^k, g_{io}^k)\} \). We then find \( a, b \) by minimizing the mean squared error \( (a^*, b^*) = \arg\min_{a,b} \sum_{i,k} (a\mu_{io}^k + b - g_{io}^k)^2 \) on all models in the pool.
We use the learned parameters to make generalization predictions \( g^k_{io} = a\mu^k_{io} + b \) for every model \( f^k \in F_i \) on \( D_o \), and measure the coefficient of determination \( R^2 \) \([21]\). We also measure the residuals of our linear model by calculating the mean absolute error (MAE) between our predictions and the actual generalization. For every pair of training domain \( i \) and OOD test domain \( o \), we evaluate \( R^2 \) and MAE then average each metric across all pairs.

We also consider the rank correlation between our smoothness measure and actual generalization. Specifically, for a pair of models \( f_i, f_j \) with measure and generalization pairs \( (\mu_i, g_i) \) and \( (\mu_j, g_j) \), we want \( g_i > g_j \) if \( \mu_i > \mu_j \). We use Kendall’s rank \( \tau \) coefficient \([33]\) to measure how consistent these sets of rankings are. We measure four different \( \tau \) values:

- **ID \( \tau \)** This metric evaluates the correlation of our measure with in-domain generalization. We select a training dataset \( D_i \) and consider pairs \( \{(\mu^k_{io}, g^k_{io})\} \) generated from the set of models \( F_i \) trained on \( D_i \). \( \tau \) values are averaged across all training domains.

- **Macro \( \tau \)** This metric evaluates the correlation of our measure individually on each training/OOD test domain pair. We select a training dataset \( D_i \) and a OOD test dataset \( D_o \) and consider pairs \( \{(\mu^k_{io}, g^k_{io})\} \) generated from the set of models \( F_i \) trained on \( D_i \). \( \tau \) values are averaged across all pairs of training and OOD test domains.

- **Micro \( \tau \)** This metric evaluates the correlation of our measure on a given OOD test domain across models trained on all other domains. We select a single OOD test domain \( D_o \) and consider pairs \( \{(\mu^k_{io}, g^k_{io})\} \) generated from the set of models \( \{f^k \in F_i : i \neq o\} \) trained on all other datasets \( \{D_i : i \neq o\} \). \( \tau \) values are averaged across all test domains.

- **Arch \( \tau \)** This metric evaluates the correlation of our measure on models trained with different architectures. Arch \( \tau \) is calculated similar to Micro \( \tau \), except \( F_i \) now includes models from all architectures. \( \tau \) values are averaged across all test domains.

### 4 Experimental Setup

Empirically evaluating the quality of a complexity measure is difficult and requires careful experimental design. Typically, evaluation is done by generating a large pool of models with sufficiently varied generalization properties, but if we generate these models by varying only a few hyperparameters, our observed correlation may be an artifact of these factors affecting both generalization and our measure. To this end, we follow a similar experimental setup to Jiang et al. \([30]\).

#### 4.1 Data

For our experiments we focus on three tasks: image classification as well as sentiment analysis on single sentences and natural language inference on sentence pairs.

**Image Classification** For image classification we construct two sets of domains, one comprised of CIFAR10 \([38]\), CINIC10 \([12]\), CIFAR10.1 \([59]\), and CIFAR10.2 \([43]\), as well as one comprised of SVHN \([48]\), MNIST \([13]\), and Colored MNIST \([4]\). Domains in each set share the same set of output classes.

**Sentiment Analysis (SA)** We use the Amazon reviews dataset \([55]\) which contains product reviews from Amazon. Following Hendrycks et al. \([28]\) and Ng et al. \([54]\), we split the dataset into 10 different domains based on review category. For all domains and datasets, models are trained to predict a review’s star rating from 1 to 5.

**Natural Language Inference (NLI)** We use the MNLI \([71]\) dataset, a corpus of NLI data from 10 distinct genres of written and spoken English. We train on the 5 genres with training data and evaluate on all 10 genres. Models are given two sentences, a premise and hypothesis, and predict whether the hypothesis is entailed by, is neutral to, or contradicts the premise.

#### 4.2 Defining the Neighborhood

There are many different ways to define the neighborhood distribution \( q(x’|x) \) from which we sample. Each choice implicitly also defines the underlying manifold with respect to which we measure...
Table 1: Number of possible hyperparameter values for each architecture and task. Fields denoted with a — indicate that this hyperparameter is fixed or not applicable. We also list the total number of models trained and converged in each model pool. In total we evaluate 3,222 models.

| Model | Dataset | Training Domain | Batch Size | Depth | Width | Dropout | Weight Decay | Label Noise | Learning Rate | Batch Norm | # Trained | # Converged |
|-------|---------|-----------------|------------|-------|-------|---------|--------------|-------------|--------------|------------|-----------|------------|
| CNN   | Amazon  | 10              | 3          | 3     | 3     | 2       | 3            | —           | —            | 1620       | 1613      |
| MNLI  | 5       | 3               | 3          | 3     | 2     | —       | 3            | —           | —            | 910        | 796       |
| RoBERTa | Amazon | 10              | 3          | —     | 2     | —       | 3            | —           | —            | 540        | 332       |
| MNLI  | 5       | 3               | —          | —     | 2     | —       | 3            | —           | —            | 270        | 213       |
| NiN   | SVHN    | —               | 3          | 3     | —     | 2       | —            | —           | —            | 54         | 54        |
| VGG   | CIFAR10 | —               | 2          | 2     | 2     | 2       | —            | —           | —            | 54         | 54        |
| CNN   | CINIC10 | —               | 2          | 2     | 4     | —       | 2            | 2           | 2            | 128        | 128       |

smoothness. One natural choice is to utilize data augmentations, since these are transformations over which we want our classifiers to be smooth.

We compare two methods for data augmentation for image classification: RandAugment [11] and random patch erasing [77]. We call smoothness measures based on these three augmentations MS-Rand and MS-Erase respectively. We also consider three methods for data augmentation on natural language: SSMBA [54], EDA [69], and backtranslation (BT) [61, 73]. We call smoothness measures based on these three augmentations MS-SSMBA, MS-EDA, and MS-BT respectively. For all experiments we generate $n = 10$ samples for each example, although ablations in section 5.3 show that our method is relatively robust to the specific number of samples generated. We provide further details on implementations and noise levels for all methods in the Appendix A.5.

4.3 Model and Hyperparameter Space

For image classification, we use models trained for the Predicting Generalization in Deep Learning competition (PGDL) [31]. We select models from tasks 1, 2, 4, 5, and 9, which covers Network in Network (NiN) [41], VGG [65], and CNN models trained on CIFAR10, CINIC10, and SVHN. On natural language tasks we consider CNN [35] and RoBERTa [42] based models. We modify the CNN model to make predictions on sentence pairs by generating a representation for each sentence independently, then concatenating the two representations, their difference, and element-wise product before classification [46]. Following Jiang et al. [30], we consider varying the following hyperparameters: training domain, batch size, depth, width, dropout, and weight decay.

We consider an additional hyperparameter of label noise, which we apply by randomly replacing a fraction of training labels with uniform samples from the label space. We argue that label noise is not an artificial training setting as stated in [30] but rather a method of entropy regularization [58, 72] which prevents models from becoming overconfident and decreases smoothness. We find that label noise is necessary to achieve a wide enough range of model generalizations for most of our experiments. Details on hyperparameter variations for each task and model are provided in Table 1.

In order to control for the varying convergence rates and learning capacities of our different models, we follow [30] and early stop the training of models when they reach a given training cross entropy loss (usually around 99% training accuracy), or if they reach the max number of training epochs. We discard all models which do not converge within this time. The total number of models trained and converged in each pool is provided in Table 1. We include further details on model training, the hyperparameter space, and specific choices in hyperparameters in Appendix A.4, A.2, and A.3.

4.4 Baselines

As a baseline comparison against our selected neighborhood distributions, we consider horizontal flips and crops for image classification and random replacement on a percentage of tokens for natural language tasks. We call these baselines MS-FC and MS-RandAug. Since our experimental setting makes so few assumptions, there are very few complexity measures that we can compare against. We consider complexity measures that require only model weights, specifically the Spectral [74, 52] and Frobenius [50] norms. However, in our experiments we find close to 0 or negative correlation for these measures, so we do not report their performance.
| Measure       | $R^2$ | MAE  | Macro $\tau$ | Micro $\tau$ | ID $\tau$ | Arch $\tau$ |
|--------------|-------|------|--------------|--------------|-----------|------------|
| MS-RandAug   | 0.892 | 3.97 | 0.750        | 0.650        | 0.792     | 0.794      |
| MS-Erase     | 0.303 | 5.97 | 0.205        | 0.107        | 0.304     | 0.249      |
| MS-FC        | 0.361 | 6.03 | 0.202        | 0.107        | 0.260     | 0.671      |
| ATC-NE       | 0.625 | 4.44 | 0.536        | 0.578        | 0.707     | 0.689      |
| ATC-MC       | 0.629 | 4.38 | 0.542        | 0.578        | 0.692     | 0.685      |

(a) Results on image classification.

| Measure       | $R^2$ | MAE  | Macro $\tau$ | Micro $\tau$ | ID $\tau$ | Arch $\tau$ |
|--------------|-------|------|--------------|--------------|-----------|------------|
| MS-SSMBA     | 0.662 | 1.93 | 0.677        | 0.689        | 0.629     | 0.972      |
| MS-EDA       | 0.641 | 2.04 | 0.664        | 0.649        | 0.611     | 0.968      |
| MS-BT        | 0.550 | 2.99 | 0.592        | 0.501        | 0.538     | 0.961      |
| MS-Random    | 0.409 | 2.64 | 0.544        | 0.554        | 0.439     | 0.967      |
| ATC-NE       | 0.530 | 3.80 | 0.506        | 0.642        | 0.408     | 0.849      |
| ATC-MC       | 0.528 | 3.76 | 0.507        | 0.642        | 0.406     | 0.863      |

(b) Results on sentiment analysis (SA) datasets.

| Measure       | $R^2$ | MAE  | Macro $\tau$ | Micro $\tau$ | ID $\tau$ | Arch $\tau$ |
|--------------|-------|------|--------------|--------------|-----------|------------|
| MS-SSMBA     | 0.575 | 2.09 | 0.570        | 0.534        | 0.704     | 0.933      |
| MS-EDA       | 0.577 | 2.04 | 0.581        | 0.511        | 0.709     | 0.941      |
| MS-BT        | 0.509 | 2.11 | 0.470        | 0.541        | 0.584     | 0.944      |
| MS-Random    | 0.451 | 2.20 | 0.452        | 0.428        | 0.570     | 0.890      |
| ATC-NE       | 0.378 | 3.57 | 0.430        | 0.294        | 0.705     | 0.673      |
| ATC-MC       | 0.382 | 3.57 | 0.433        | 0.297        | 0.706     | 0.718      |

(c) Results on natural language inference (NLI) datasets.

Table 2: Evaluation metrics measuring the correlation of our smoothness measure with OOD generalization. The best performing measures for each metric are bolded. On all tasks, our smoothness measure achieves strong generalization and beats baseline methods in almost all metrics.

We also compare our method against output based methods that directly predict OOD generalization. We use ATC-MC and ATC-NE [19] as our two baselines, which calculate a threshold on validation data based on max confidence and negative entropy scores respectively. To calculate $\tau$ metrics on these methods we treat the generated accuracy predictions as a score, and for $R^2$ and MAE we use the accuracy predictions directly. To calculate ID $\tau$ values we select a threshold value based on validation data then calculate predicted accuracy values on test data from the same domain.

5 Results

5.1 Correlation with OOD Generalization

We first present results analyzing the correlation of our proposed manifold smoothness measure with OOD generalization in Table 2. We report $R^2$, MAE, Macro $\tau$, Micro $\tau$, ID $\tau$, and Arch $\tau$ as detailed in Section 3.3. We omit results on Spectral and Frobenius norm measures as they are close to 0 or negative for all metrics.

Image Classification Results on image classification tasks are presented in Table 2. Our smoothness measure based on RandAugment significantly outperforms ATC based methods and all other measures on all metrics. MS-RandAug also exhibits only a small decrease in correlation when moving from in-domain to OOD datasets, compared to ATC methods which suffer a much larger drop. Interestingly, patch erasing and flip and crops fail to achieve strong correlations, indicating that they may poorly reflect the true image manifold.
| Measure       | CNN   | RoBERTa | CNN   | RoBERTa |
|--------------|-------|---------|-------|---------|
|               | $R^2$ | Micro $\tau$ | $R^2$ | Micro $\tau$ |
| MS-SSMBA     | 0.584 | 0.566 | 0.941 | 0.816 |
| MS-EDA       | 0.575 | 0.567 | 0.884 | 0.715 |
| MS-BT        | 0.538 | 0.470 | 0.906 | 0.766 |
| MS-Random    | 0.277 | 0.373 | 0.918 | 0.776 |
| ATC-NE       | 0.271 | 0.495 | 0.329 | 0.356 |
| ATC-MC       | 0.295 | 0.506 | 0.437 | 0.436 |

Table 3: Evaluation metrics measuring the correlation of our smoothness measure with generalization on extreme OOD datasets. MS-* methods beat baselines on both tasks, with RoBERTa models exhibiting only a slight degradation in correlation compared to more typical OOD settings.

Sentiment Analysis (SA) Results on Sentiment Analysis tasks are presented in Table 2b. In experiments on both architectures, our smoothness measures achieve strong correlation with OOD generalization on all metrics and beat all baselines. Of the neighborhoods tested, MS-SSMBA performs the best across both architectures. On cross architecture analysis, we observe strong Arch $\tau$ for our neighborhood measures, although they are outperformed by both ATC methods. We observe particularly strong correlation on RoBERTa models, with a nearly perfectly linear $R^2$ value of 0.972 and large Micro $\tau$ of 0.829. We hypothesize that this is due to the pretrained initialization of RoBERTa models, which gives a strong inductive bias towards learning a space aligned with the one in which we measure smoothness. In contrast, CNN models are trained from random initializations and may not learn as closely aligned a space.

Natural Language Inference (NLI) Results on Natural Language Inference tasks are presented in Table 2c. Similar to our sentiment analysis results, our manifold smoothness measures achieve strong correlation with OOD generalization on both architectures and beat all baselines. Correlations in general on NLI are lower than those of sentiment analysis, perhaps because the sentence pair data manifold is more complex and difficult to learn compared to the single sentence data manifold. This also explains why we observe no single best performing neighborhood, as defining the distribution $q(x' | x)$ for sentence pairs is much more difficult. As in sentiment analysis experiments we observe exceptionally high correlation on RoBERTa models, for which we offer a similar hypothesis as above. On cross architecture analysis, we again observe strong correlation for our smoothness measures that outperform both ATC methods.

5.2 Extreme OOD Generalization

We now consider more extreme generalization to data domains with specialized and knowledge intensive data. We consider only natural language tasks as it is difficult to find a sufficiently specialized image classification dataset that maintains the same output classes. For sentiment analysis we use the Drugs.com review dataset [23], and for natural language inference we use MedNLI [62], an NLI dataset generated from clinical notes and patient history. Both these datasets contain sentences with highly specific medical terms and phrases not seen in any of our training domains. All models from all original training domains are evaluated on each of these extreme OOD domains, and we report $R^2$ and Micro $\tau$. Results are shown in Table 3.

On the Drugs.com dataset, we observe only a small decrease in correlation for both model architectures. However, ATC methods begin to fail here, with Micro $\tau$ on RoBERTa models dropping significantly from 0.706 to 0.356. This suggests that models become poorly calibrated in extreme OOD settings, making output based OOD prediction methods more fragile.

On MedNLI we observe a much larger drop in correlation for both model types. For CNN models, most of our measures fail to correlate at all, and ATC methods degrade so much they became anti correlated with generalization. For RoBERTa models we observe only minor drops in correlation for all measures. Surprisingly, ATC $R^2$ values actually increase compared to our original experiments, although Micro $\tau$ decreases. For both tasks MS-Random exhibits almost no correlation with OOD generalization. This suggests that the choice of neighborhood becomes much more important as we move farther from our training domain.
5.3 Smoothness Estimation Ablations

In this section we examine factors that may affect the quality of the smoothness estimation generated from our measure. Since rerunning all of our experiments is too costly, we focus on evaluating CNN models trained on the sentiment analysis task. Specifically, we evaluate only on Amazon reviews of toys using a pool of CNN models trained on all other domains.

Test Dataset Size Does our manifold smoothness measure still correlate well when the test dataset is small? We randomly and iteratively subsample our test dataset of 2000 examples to reduce our dataset size down to 10 examples. We then measure our models’ smoothness on each subsampled dataset and calculate the Micro $\tau$ on all models. Results are shown in Figure 3a. We find that for all neighborhoods, smaller datasets lead to noisier smoothness estimates and lower correlation. As dataset size increases, correlation increases as well.

Number of Samples Generated How many examples do we need to sample from our neighborhood in order to generate a reliable smoothness estimate? We generate a varying number of samples for each test example, from a minimum of a single example to a maximum of 100 examples. We then estimate our models’ smoothness measure with each set of neighborhood samples and calculate the micro $\tau$ as before. Results are shown in Figure 3b. We find that for all measures, correlation slightly increases as the number of samples increases and we achieve a better estimation of the true smoothness value.

Neighborhood Size Does the quality of our measure depend on how large of a neighborhood we sample from? We define the neighborhood size as the level of noise in our neighborhood distribution $q(x'|x)$, since a noisier distribution will generate points farther from $x$. For our experiments we use MS-SSMBA and vary the corruption percentage from a minimum of 5% to a maximum of 85%. After generating sets of neighborhood examples from each distribution, we estimate our models’ smoothness on each one and calculate the micro $\tau$ on all models. Results are shown in Figure 3c. We find that as we begin to increase the neighborhood size, correlation begins to increase as well. Correlation quickly reaches a maximum, then decreases as we continue to increase our neighborhood size. However, even at a 85% corruption, our method is quite robust and achieves a micro $\tau$ of 0.416.

6 Discussion

In this paper, motivated by the limited settings in which existing complexity measures can be applied, we develop a local manifold smoothness measure that can be applied even when test distributions are unknown and model training data, weights, and gradients are unavailable. We evaluate our method on image classification, sentiment analysis, and natural language inference datasets, calculating a variety of correlation metrics on both in-domain and out-of-domain test sets. Across all tasks and experimental settings, we find that our smoothness measure outperforms baseline methods in all metrics except one. However, our method has several limitations. We cannot compare against
other complexity measures since they can’t be applied in our OOD experimental settings. Local manifold smoothness also depends on access to a neighborhood distribution $q(x'|x)$ from which we can sample. In settings where $q(x'|x)$ is difficult to define, the applicability of our method may vary so practitioners must be careful to verify their estimates on a labelled test set. In future work we plan to apply smoothness as a method for OOD detection.
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Table 4: Possible hyperparameter values for each architecture and task.

A Experimental Setup

In this section we present full details of our experimental setup, including data preprocessing and specifics on model architecture and hyperparameter space. All models are trained on a single RTX6000 GPU.

A.1 Data Preprocessing

Image classification datasets are preprocessed by normalizing pixel values and resizing to $32 \times 32$ if necessary. We use the same preprocessing steps for sentiment analysis and NLI experiments. All data is first tokenized using a GPT-2 style tokenizer and BPE vocabulary provided by fairseq [56]. This BPE vocabulary consists of 50263 types. Corresponding labels are encoded using a label dictionary consisting of as many types as there are classes. Input text and labels are then binarized for model training.

A.2 Model Architecture

Our image classification models are Network in Network (NiN) [41], VGG [65], and CNN models. Training and hyperparameter details for these models are provided in Jiang et al. [31].

Our CNN models are based on the architecture in [35]. Our input embeddings are 512 dimensional, which we treat as our channel dimension. Our base model applies a set of three one dimensional convolutions of kernel size 3, 4, and 5 with 256 output channels. We modulate the number of stacked convolutions (depth) as well as the channel size (width). Each convolution generates a separate representation that is max pooled across the sequence and concatenated together. We feed this representation into a MLP classifier with a single hidden layer of 512 dimensions. We apply dropout of 0.2 to our inputs and MLP classifier.

Our RoBERTa models use a pre-trained RoBERTa BASE model provided by fairseq. Classification token embeddings are fed into an MLP classifier with a single hidden layer of 512 dimensions. All models are written within the fairseq framework [56] and trained on a single RTX6000 or T4 GPU.

A.3 Model Hyperparameters

Hyperparameter values for image classification models are provided in Jiang et al. [31]. For natural language models we vary the following hyperparameters: training domain, batch size, depth, width, dropout, weight decay, and label noise. For training domains, on sentiment analysis we choose between books, clothing, home, kindle, movies, pets, sports, tech, tools, toys. For training domains on NLI we choose between slate, government, fiction, telephone, travel. NLI datasets include additional test sets oup, nineeleven, facetoface, verbatim, letters. Possible values for all other hyperparameters are provided in Table 4.

A.4 Model Training

All models are trained with the Adam optimizer [36] with $\beta = (0.9, 0.98)$ and $\epsilon = 1 \times 10^{-6}$. CNN models are trained with learning rate $1 \times 10^{-3}$ and RoBERTa models are trained with learning rate $1 \times 10^{-5}$. We use a inverse square root learning rate scheduler to anneal learning rate over training. We early stop CNN models on sentiment analysis at 0.04 cross entropy and on NLI at 0.03 cross
entropy. We early stop RoBERTa models on sentiment analysis at 0.05 cross entropy and on NLI at 0.3 cross entropy. Training details for image classification models are provided in Jiang et al. [31].

A.5 Neighborhood Hyperparameters

We select hyperparameters for our neighborhood distributions based on best practices provided in their respective papers. For RandAugment we use a magnitude parameter of 15 and augment only once. For FlipCrop we flip the image horizontally with probability 50% and generate a crop with a lower bound of 8% of total image area and an aspect ratio between \( \frac{3}{4} \) and \( \frac{4}{3} \). Images are resized to \( 32 \times 32 \) after cropping. For Erase we select a region to erase with a maximum size of 33% of the total image area and an aspect ratio between \( \frac{1}{3} \) and \( \frac{10}{3} \). For SSMBA, we select 15% of tokens to corrupt, leaving 10% of them unmasked, randomly replacing 10% of them, and masking the remaining 80%. We reconstruct these corrupted sentences with a RoBERTa base model [42]. For EDA, we apply all operations on 10% of tokens. For backtranslation, we use English to German and German to English models provided in [53]. For our random baseline, we randomly replace 15% of tokens.

B Additional Experiments

B.1 Norm-Based Complexity Measures

Following [30], we calculate our spectral norm measure as \( \Pi_{i=1}^{d} ||W_i||_2 \) and Frobenius norm measure \( \Pi_{i=1}^{d} ||W_i||_F^2 \). We do not list results on these measures as the correlations are often negative or 0.

B.2 Cross-Domain Correlation

In this set of experiments we measure the correlation between smoothness and generalization values of a single model trained on a single training domain evaluated across different OOD test domains. We call these the CNN \( \tau \) and Roberta \( \tau \) when averaged respectively across CNN and RoBERTa models and training domains. Results are presented in Table 5.

For both models and both tasks, our smoothness measure performs quite poorly, although they still outperforms ATC baselines. We hypothesize that different regions of the input space have different optimal levels of smoothness that achieve the lowest generalization error. Our value of interest is then not the absolute smoothness, but the relative smoothness compared to this optimal value. These values are the same when comparing different models evaluated on the same domain, but are not the same for the same model evaluated on different domains, making correlating across domains difficult. We note that MS-Random achieves the best correlation for almost all experiments, a phenomenon we plan to investigate in future work.

B.3 Negative Entropy Results

A full table of results including metrics calculated on smoothness measured with negative entropy is provided in Table 6. We refer to measures calculated with entropy as MSE-SSMBA, MSE-EDA, MSE-BT, and MSE-Random. For most metrics, MSE-* methods perform similarly or slightly worse.
| Task | Measure     | CNN $\tau$ | RoBERTa $\tau$ |
|------|-------------|------------|---------------|
| SA   | MS-SSMBA    | 0.360      | 0.010         |
|      | MS-EDA      | 0.431      | **0.266**     |
|      | MS-BT       | 0.505      | 0.245         |
|      | MS-Random   | **0.570**  | 0.150         |
|      | ATC-NE      | 0.543      | 0.228         |
|      | ATC-MC      | 0.539      | 0.224         |
| NLI  | MS-SSMBA    | 0.022      | 0.260         |
|      | MS-EDA      | 0.102      | 0.335         |
|      | MS-BT       | 0.089      | 0.333         |
|      | MS-Random   | **0.226**  | **0.440**     |
|      | ATC-NE      | 0.219      | 0.231         |
|      | ATC-MC      | 0.223      | 0.239         |

Table 5: Correlation metrics evaluating the ability of our smoothness measure to predict OOD generalization across test datasets. Our smoothness measures fail in these cases and underperform baselines.

| Task | Measure     | CNN $R^2$ | MAE | Macro $\tau$ | Micro $\tau$ | RoBERTa $R^2$ | MAE | Macro $\tau$ | Micro $\tau$ |
|------|-------------|-----------|-----|---------------|--------------|---------------|-----|---------------|--------------|
| SA   | MS-SSMBA    | **0.662** | 1.93| **0.677**     | **0.689**    | **0.972**     | 1.29| **0.832**     | **0.829**    |
|      | MS-EDA      | 0.641     | 2.04| 0.664         | 0.649        | 0.968         | 1.45| 0.830         | 0.810        |
|      | MS-BT       | 0.550     | 2.99| 0.592         | 0.501        | 0.961         | 1.47| 0.813         | 0.801        |
|      | MS-Random   | 0.409     | 2.64| 0.544         | 0.554        | 0.967         | **1.27**| 0.821         | 0.816        |
|      | MSE-SSMBA   | 0.595     | 2.53| 0.708         | 0.713        | 0.971         | 1.32| 0.830         | 0.824        |
|      | MSE-EDA     | 0.534     | 2.71| 0.698         | 0.674        | 0.965         | 1.55| 0.825         | 0.801        |
|      | MSE-BT      | 0.471     | 3.59| 0.618         | 0.541        | 0.961         | 1.46| 0.813         | 0.799        |
|      | MSE-Random  | 0.283     | 3.37| 0.570         | 0.552        | 0.964         | 1.34| 0.818         | 0.809        |
|      | ATC-NE      | 0.530     | 3.80| 0.506         | 0.642        | 0.849         | 3.59| 0.684         | 0.706        |
|      | ATC-MC      | 0.528     | 3.76| 0.507         | 0.642        | 0.863         | 3.54| 0.698         | 0.716        |
| NLI  | MS-SSMBA    | 0.575     | 2.09| 0.570         | **0.534**    | 0.933         | 1.19| 0.750         | 0.730        |
|      | MS-EDA      | 0.577     | **2.04**| 0.581         | 0.511        | 0.941         | 1.26| **0.789**     | **0.757**    |
|      | MS-BT       | 0.509     | 2.11| 0.470         | 0.449        | 0.944         | 1.07| 0.759         | 0.740        |
|      | MS-Random   | 0.451     | 2.20| 0.452         | 0.428        | 0.890         | 1.70| 0.688         | 0.647        |
|      | MSE-SSMBA   | 0.588     | 2.20| 0.579         | 0.520        | 0.941         | 1.39| 0.738         | 0.711        |
|      | MSE-EDA     | **0.606** | 2.11| **0.597**     | 0.512        | 0.937         | 1.48| 0.767         | 0.732        |
|      | MSE-BT      | 0.536     | 2.27| 0.480         | 0.422        | **0.954**     | **1.12**| 0.764         | 0.750        |
|      | MSE-Random  | 0.457     | 2.36| 0.451         | 0.397        | 0.904         | 1.79| 0.665         | 0.591        |
|      | ATC-NE      | 0.378     | 3.57| 0.430         | 0.294        | 0.673         | 2.35| 0.536         | 0.52         |
|      | ATC-MC      | 0.382     | 3.57| 0.433         | 0.297        | 0.718         | 2.21| 0.570         | 0.556        |

Table 6: Correlation metrics evaluating the quality of our smoothness measure on two tasks, sentiment analysis and natural language inference, and two architectures, CNN and RoBERTa. Details on metric calculations and baselines are provided in sections [3.3](#) and [4.4](#). This full table of results includes metrics calculated with our negative entropy smoothness measure as well.