A GEOMETRICALLY CONSISTENT TRACE FINITE ELEMENT METHOD FOR THE LAPLACE-BELTRAMI EIGENVALUE PROBLEM∗

SONG LU † AND XIANMIN XU ‡

Abstract. In this paper, we propose a new trace finite element method for the Laplace-Beltrami eigenvalue problem. The method is proposed directly on a smooth manifold which is implicitly given by a level-set function and require high order numerical quadrature on the surface. A comprehensive analysis for the method is provided. We show that the eigenvalues of the discrete Laplace-Beltrami operator coincide with only part of the eigenvalues of an embedded problem, which further corresponds to the finite eigenvalues for a singular generalized algebraic eigenvalue problem. The finite eigenvalues can be efficiently solved by a rank-completing perturbation algorithm in Hochstenbach et al. SIAM J. Matrix Anal. Appl., 2019 [40]. We prove the method has optimal convergence rate. Numerical experiments verify the theoretical analysis and show that the geometric consistency can improve the numerical accuracy significantly.

1. Introduction. Many problems in applied sciences and engineering can be modeled by partial differential equations or eigenvalue problems on surfaces. Typical examples include diffusion of insoluble surfactant on two-phase flow interfaces[51, 69, 38], flows and phase separation in cell membranes[1, 68, 30, 55] and shape characterization in image processing[5, 65, 74], etc. In particular, the Laplace-Beltrami eigenvalue problem has important applications to characterize the shape of a surface, and is referred as the shape-DNA in literature[65, 54]. The spectra of the Laplace-Beltrami operator is also an important topic in geometry [50, 33, 12], starting from the well-known Weyl theorem on asymptotic growth of eigenvalues[72]. It is found that the spectra of the Laplace-Beltrami operator is isometric invariant and many important geometric property can be computed thereby [15]. The nice property is also crucial in many applications in inverse problems[34].

Solving partial differential equations on surfaces has arisen much interest in the community of numerical analysis recently. Various numerical methods have been developed, including the finite difference methods [6, 75, 66, 46, ?, 4], finite element methods[26, 27, 28, 19, 17, 41], meshless methods [45, 47, 48] and many others [25, 18]. More information can be found in the recent review papers [8, 29, 59] and the references therein. In this work, we will focus on the trace finite element method, which was first developed by Olshanskii, Reusken and Grade in [60] for Laplace-Beltrami equations on stationary surfaces. Assume that the surface is embedded in a bulk domain which is triangulated and incorporated with some standard finite element spaces. Then the discrete surface is constructed by piecewise planar approximations of the smooth surface. The key idea of the trace FEM is to use the traces of the bulk finite element functions on the discrete surface to construct the finite element spaces on surfaces. The method has optimal convergence even though the resulted linear algebraic problem might be degenerate. The matrix property is further studied in [58]. To overcome the degeneracy of the system, some stabilization techniques have been developed in [9, 11, 42], where the method is called the cut-FEM. The
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trace FEM has also been further developed in several directions, like to consider higher order finite element approximations [64, 43, 37, 36, 42], to use discontinuous Galerkin approximations[10] and adaptive finite element approximations[20, 13], and to solve problems on evolving surfaces[62, 59, 44], etc. Recently, the method has also been applied to study the Navier-Stokes equations and the phase-field equations on surfaces[56, 76, 57].

In comparison with partial differential equations on surfaces, the numerical study on the Laplace-Beltrami eigenvalue problem is relatively few in the literature. Previous methods include the closest point method [49], the parametrization method [32], the discontinuous Galerkin method [23], etc. We would like to use the trace FEM to solve the Laplace-Beltrami eigenvalue problem in this work. The difficulties to approximate the LB eigenvalue problem by the trace finite element method come from two aspects. Firstly, the number of freedoms is usually larger than the dimension of the trace FEM spaces. In this case, the definition of the discrete eigenvalue problems is not clear since there will be many false solutions for the discrete (generalized) eigenvalue problems. Secondly, the discretization of the surface will introduce some geometric errors which affect the accuracy of the eigenvalue problems. The degeneracy of the trace finite element method on discrete surfaces may cause severe problems in calculating true eigenvalues. The geometric inconsistency errors appear in almost all the previous numerical methods [8]. A few methods which are geometrically consistent are those by isogeometric analysis[18], the method with exact geometric description[31] and the recent developed intrinsic finite element method [3].

In this paper, we develop a new geometrically consistent trace FEM method for the Laplace-Beltrami eigenvalue problem. The method is based on the high order quadrature directly proposed on curved surfaces and also on the approximation of the embedded problems. We carefully analyse the discrete embedded problems and give the conditions under which the embedded problem is equivalent to the original ones, where the geometric consistency can play an important role. We also prove that the true eigenvalues of the trace finite element approximation coincide with the finite eigenvalues of a singular generalized algebraic eigenvalue problem[21]. This enables us to utilize a rank-completing perturbation algorithm in [40] to solve the possibly singular discrete eigenvalue problem. We provide a detailed error analysis of the method and prove that the optimal convergence rate can be achieved. Numerical examples are given for both the Laplace-Beltrami equation and the corresponding eigenvalue problems. It is found that the geometrical consistency can improve the accuracy dramatically in both cases. For the Laplace-Beltrami eigenvalue problems, we show that the geometrically consistent method can produce much fewer false eigenvalues than the original trace finite element method. In addition, we would like to remark that the method can be directly extended to higher order finite element approximations.

The rest of the paper is organized as follows. In section 2, we briefly introduce the continuous model problems. In section 3, we consider the discretization of the continuous problems by the trace finite element method. The implementation details of the method are presented in section 4. In section 5, we conduct a rigorous error analysis of the method. Numerical experiments are illustrated in section 6 to verify the theoretical results and to show the efficiency of the method. Some concluding remarks are given in Section 7.

2. The model problems. In this section, we briefly introduce two model problems corresponding to the Laplace-Beltrami operators on a generally smooth surface. The first is a Laplace-Beltrami type equation and the second is the corresponding
eigenvalue problem. Although we are mainly interested in the eigenvalue problem, the analysis for the Laplace-Beltrami equation will be the basis for that of the eigenvalue problem.

2.1. The Laplace-Beltrami equation. Let \( \Gamma \) be a closed smooth surface contained in a domain \( \Omega \subseteq \mathbb{R}^3 \) and \( f \in L^2(\Omega) \). A Laplace-Beltrami type equation with a zeroth-order term on \( \Gamma \) is given as

\[
-\Delta_\Gamma u + cu = f \quad \text{on } \Gamma.
\]

Here \( \Delta_\Gamma \) is the Laplace-Beltrami operator\[8\] and \( c \) is a real constant. Denote by \( \nabla_\Gamma \) the surface gradient operator and by \( H^1(\Gamma) \) the standard Sobolev space defined on \( \Gamma \)[39, 8]. Denote by \( (\cdot, \cdot)_\Gamma \) the \( L^2 \)-inner product on \( \Gamma \). The weak form of the problem is to find a function \( u \in H^1(\Gamma) \) such that

\[
a(u, v) + (cu, v)_\Gamma = (f, v)_\Gamma \quad \text{for all } v \in H^1(\Gamma),
\]

where the bilinear form \( a(\cdot, \cdot) \) is

\[
a(u, v) := \int_\Gamma \nabla_\Gamma u \cdot \nabla_\Gamma v ds,
\]

and

\[
(cu, v)_\Gamma = \int_\Gamma cu ds, \quad (f, v)_\Gamma = \int_\Gamma f ds.
\]

When \( c > 0 \), the Lax-Milgram theorem implies the problem (2) has a unique solution. When \( c \leq 0 \), the wellposedness of the problem is closely related to the Laplace-Beltrami eigenvalue problem described below. In this case, the problem is sometimes referred as the Helmholtz-Beltrami equation \([?]\).

2.2. The Laplace-Beltrami eigenvalue problem. On the closed smooth surface \( \Gamma \), the standard Laplace-Beltrami eigenvalue problem is to find a pair \((\lambda, u) \in (\mathbb{R}, H^2(\Gamma))\) where \( u \neq 0 \), such that

\[
-\Delta_\Gamma u = \lambda u.
\]

One can easily verify that the problem has a trivial eigenvalue 0, and the corresponding eigenfunction is \( u \equiv \text{constant} \). All other eigenvalues are positive. Furthermore, on a smooth closed compact orientable manifold, the zero eigenvalue of the Laplace-Beltrami operator has multiplicity 1. Therefore, when the coefficient \( c = 0 \) in (2), one needs a consistency condition that \( (f, 1)_\Gamma = 0 \) by Fredholm’s alternative and the solution of (2) is unique up to a constant. Similar arguments can be done for the case \( c < 0 \) where \(-c\) is an eigenvalue of the Laplace-Beltrami operator.

Suppose that the eigenvalues of the problem (4) are ordered as

\[
0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq \cdots,
\]

and the corresponding eigenfunctions \( u_i \) satisfying \( \|u_i\|_{L^2(\Gamma)} = 1 \). The weak form of (4) is to find a pair \((\lambda, u) \in (\mathbb{R}, H^1(\Gamma))\) with \( \|u\|_{L^2(\Gamma)} = 1 \) such that

\[
a(u, v) = \lambda(u, v)_\Gamma.
\]

It is obvious that the eigenfunction \( u \) satisfies \( \int_\Gamma u = 0 \) when \( \lambda \neq 0 \).
2.3. Extensions to a neighbourhood region. In this subsection, we consider extensions of the above two problems in a neighbouring bulk region of Γ which are intuitive for us to design proper trace finite element methods for the Laplace-Beltrami eigenvalue problem.

Denote by \( d(x) \) a signed distance function to Γ. Define a narrow band neighbouring region of Γ with width 2δ as,

\[
\mathcal{N}_\delta = \{ x \in \mathbb{R}^3 \mid |d(x)| < \delta \}.
\]

Then we introduce a Sobolev space in \( \mathcal{N}_\delta \) composed of functions with trace on Γ belonging to \( H^1(\Gamma) \) as,

\[
\hat{H} = \{ \hat{v} \in H^2(\mathcal{N}_\delta) \mid \exists v \in H^1(\Gamma) : \hat{v}|_\Gamma = v \}.
\]

Then the (ill-posed) embedded problem corresponding to (2) is to find a function \( \hat{u} \in \hat{H} \),

\[
a(\hat{u}, \hat{v}) + (c\hat{u}, \hat{v})_\Gamma = (f, \hat{v})_\Gamma, \quad \forall \hat{v} \in \hat{H}.
\]

Similarly, the embedded problem corresponding to (4) is to find a pair \((\lambda, \hat{u}) \in (\mathbb{R}, \hat{H})\) with \( \|\hat{u}\|_{L^2(\mathcal{N}_\delta)} = 1 \) such that

\[
a(\hat{u}, \hat{v}) = \lambda(\hat{u}, \hat{v})_\Gamma, \quad \forall \hat{v} \in \hat{H}.
\]

The following results are trivial for the Laplace-Beltrami problem. For a solution \( u \) of (2), any extension of \( u \) in \( \mathcal{N}_\delta \) is a solution of (8) whenever it is in \( \hat{H} \). Since the extension of a function \( u \in H^1(\Gamma) \) to \( \hat{H} \) are not unique, the problem (8) is ill-posed. Nevertheless, if \( \hat{u} \in \hat{H} \) is a solution of (8), its trace on Γ is always a solution of (2). Therefore, once the problem (2) has a unique solution, all the solutions of (8) corresponds to the same trace on Γ. This fact is the basis for the original trace finite element method [60].

The relation between the problem (5) and the embedded eigenvalue problem (9) is more tricky. Firstly, for a solution \((\lambda, u) \) of (5), we could find a function \( \hat{u} \in \hat{H} \) such that \( \|\hat{u}\|_{L^2(\mathcal{N}_\delta)} = 1 \) and \( \hat{u}|_\Gamma = u \). Then \((\lambda, \hat{u}) \) is the solution of (9). The extension is not unique, analogously to the Laplace-Beltrami equation. Secondly, there exists more trouble if one would like to relate the solution of the problem (9) to that of (5). Actually, notice that both the bilinear forms \( a(\cdot, \cdot) \) and \( (\cdot, \cdot)_\Gamma \) are defined only on Γ. If we consider a function \( \hat{u} \in \hat{H} \) such that \( \|\hat{u}\|_{L^2(\mathcal{N}_\delta)} = 1 \) and \( \hat{u}|_\Gamma \equiv 0 \), then any \( \lambda \in \mathbb{R} \) can be the eigenvalue of (9), while it may not be the eigenvalue of (5). This indicates the difficulty of direct application of the standard trace finite element method to the Laplace-Beltrami eigenvalue problem.

To overcome this degeneracy of the embedded eigenvalue problem, we introduce a definition for the “true eigenvalues” of (9).

Definition 2.1 (true eigenvalue). The true eigenvalues of (9) are those corresponding to at least one eigenfunction \( \hat{u} \), such that \( \hat{u}|_\Gamma \neq 0 \).

With this definition, we can easily see that any true eigenvalue of (9) is also an eigenvalue of (5). We will use this fact to design a trace finite element method for the Laplace-Beltrami eigenvalue problem.

3. The trace finite element method. In this section, we will introduce a trace finite element method proposed on the smooth surface, which is different from previous versions of the method [60, 58, 35, 9, 64, 43, 37, 59, 36, 8]. The implementation and error analysis of the method will be given in following sections.
3.1. Notations. Suppose $\Gamma$ is embedded in a bounded domain $\Omega \subset \mathbb{R}^3$. Let $\mathcal{T}_h$ be a shape-regular tetrahedral partition of $\Omega$. Denote by $h_T$ the diameter of an element $T \in \mathcal{T}_h$ and $h := \max_{T \in \mathcal{T}_h} h_T$. The intersection of an element $T$ with $\Gamma$ is $F_T := T \cap \Gamma$. Define

$$\mathcal{T}_h^T := \{ T \in \mathcal{T}_h \mid \text{meas}_2(F_T) \neq 0 \}.$$  

Here we assume $F_T$ is in the interior of $T$ for simplicity. Otherwise, if $F_T$ is the boundary of two neighbouring tetrahedrals, we keep only one of them in $\mathcal{T}_h^T$.

The simplexes intersecting with $\Gamma$ form a tubular region,

$$\omega_h := \cup_{T \in \mathcal{T}_h^T} T.$$  

For a fixed $\delta$, when $h$ is small enough, we have $\omega_h \subset N_h$. For any $T \in \mathcal{T}_h$, $P_h(T)$ stands for the set of $k$-th order polynomials on $T$. The standard $k$-th order Lagrangian finite element space on $\omega_h$ is defined as

$$W_h := \{ \hat{\upsilon}_h \in C(\omega_h) \mid \hat{\upsilon}_h|_T \in P_k(T), \forall T \in \mathcal{T}_h^T \}.$$  

The traces on $\Gamma$ of the functions in $W_h$ form a finite dimensional linear space

$$V_h := \{ v_h \in C(\Gamma) \mid \exists \hat{\upsilon}_h \in W_h \text{ s.t. } v_h = \hat{\upsilon}_h|_\Gamma \}.$$  

One can easily see that $V_h$ is a subspace of $H^1(\Gamma)$. However, the function in $V_h$ may not be a polynomial in parametric coordinates for a general curved surface $\Gamma$.

We define the following extensions of a function $v_h \in V_h$ with reference to $\omega_h$, that is

$$E(v_h) = \{ \hat{\upsilon}_h \in W_h \mid \hat{\upsilon}_h|_\Gamma = v_h \}.$$  

Accordingly, we define a restriction operator, for any $\hat{\upsilon}_h \in E(v_h)$,

$$R(\hat{\upsilon}_h) = v_h.$$  

3.2. The trace finite element method. The standard Galerkin approximation of the Laplace-Beltrami equation (2) reads: to find $u_h \in V_h$ such that

$$a(u_h, v_h) + (cu_h, v_h)_\Gamma = (f, v_h)_\Gamma, \quad \text{for all } v_h \in V_h.$$  

Similar to the continuous problem (2), the well-posed of the problem can be proved by using the Lax-Milgram theorem when $c > 0$.

Notice the problem (16) cannot be implemented directly since the basis of $V_h$ is not known explicitly. In practice, we actually solve the following problem: to find a function $\hat{u}_h \in W_h$ such that

$$a(\hat{u}_h, \hat{v}_h) + (c\hat{u}_h, \hat{v}_h)_\Gamma = (f, \hat{v}_h)_\Gamma, \quad \text{for all } \hat{v}_h \in W_h.$$  

It can be seen as an approximation of an embedded problem (8) which is defined in a subdomain $\omega_h$ instead of $N_h$. Similar to the continuous problems, we know that if $u_h$ is a solution of (16), then any $\hat{u}_h \in E(u_h)$ is a solution of (17). If $\hat{u}_h$ is a solution of (17), we also know that $R(\hat{u}_h)$ must be a solution of (16).

For the eigenvalue problem (5), its Galerkin approximation on $V_h$ is to find pairs $(\lambda_h, u_h) \in (\mathbb{R}, V_h)$ with $\|u_h\|_{L^2(\Gamma)} = 1$ such that

$$a(u_h, v_h) = \lambda_h(u_h, v_h)_\Gamma \quad \text{for all } v_h \in V_h.$$
Once again, the problem cannot be implemented directly. In practise, we will solve an alternative problem as follows. Find pairs \((\lambda_h, \hat{u}_h) \in \mathbb{R} \times W_h\) with \(\|\hat{u}_h\|_{L^2(\omega_h)} = 1\) such that
\[
(19) \quad a(\hat{u}_h, \hat{v}_h) = \lambda_h(\hat{u}_h, \hat{v}_h)_\Gamma \quad \text{for all } \hat{v}_h \in W_h.
\]

It can be seen as a discrete form of the extension problem (9) in a subdomain \(\omega_h\) of \(\mathcal{N}_h\). Similar to the continuous Laplace-Beltrami eigenvalue problems, the relation between (18) and (19) is tricky and will be clarified below.

### 3.3. Analysis of the discrete embedded problems

In general the embedded problems (17) and (18) may not be well-posed, that is similar to the continuous problems. However, since the extensions presented in \(E(\cdot)\) (for a function \(v_h \in V_h\)) is not arbitrary, it is possible that the embedded problems are well defined under some conditions. To show this, we first define the kernel space of the Laplace-Beltrami operator in \(W_h\) as follows.

**Definition 3.1** (Discrete kernel space).

\[
(20) \quad \text{Ker}_h(\Delta_\Gamma) := \{ \hat{w}_h \in W_h \mid a(\hat{w}_h, \hat{v}_h) = 0, \forall \hat{v}_h \in W_h \}. 
\]

We have the following lemma.

**Lemma 3.1.** The following conditions are equivalent.

(i) \(\text{Ker}_h(\Delta_\Gamma) = \text{span} \{1\}\).

(ii) \(E(0) = \{0\}\).

(iii) \(\Gamma\) is not a part of the zero level set of any non-zero finite element function in \(W_h\).

(iv) \(\dim(W_h) = \dim(V_h)\).

**Proof.** We prove the lemma by the method of contradiction.

(i) \(\Rightarrow\) (ii): If there exists a \(\hat{v}_h \in W_h, 0 \neq \hat{v}_h \in E(0)\), then \(\hat{v}_h \in \text{Ker}_h(\Delta_\Gamma)\) but \(\hat{v}_h \notin \text{span} \{1\}\), which contradicts (i).

(ii) \(\Rightarrow\) (iii): If there is a non-zero function \(\hat{w}_h \in W_h\) such that \(\Gamma \subseteq \{x | \hat{w}_h(x) = 0\}\), then for any \(x \in \Gamma\), \(\hat{w}_h(x) = 0\), which means \(\hat{w}_h|_\Gamma = 0\) so that \(\hat{w}_h \in E(0)\). This is contradictory to (ii).

(iii) \(\Rightarrow\) (iv): We easily know that \(\dim V_h \leq \dim W_h\). We need only to show that the inequality does not hold. Assuming that \(\{\phi_i\}\) is a set of basis functions of \(W_h\) space. If \(\dim W_h > \dim V_h\), then there is \(\alpha = \{\alpha_i\} \neq 0\) such that \(\sum \alpha_i \phi_i|_\Gamma = 0\). Let \(\hat{w}_h = \sum \alpha_i \phi_i \in W_h\), it is easy to know that \(\hat{w}_h \neq 0\) and its zero level set includes \(\Gamma\), which contradicts (iii).

(iv) \(\Rightarrow\) (i): Let \(\{\phi_i\}\) be the standard Lagrangian finite element basis in \(W_h\). If \(\text{Ker}_h(\Delta_\Gamma) \neq \text{span}\{1\}\), then there exists a non-constant function \(\hat{w}_h = \sum \alpha_i \phi_i, \alpha = \{\alpha_i\} \notin \text{span}\{1\}\) such that \(a(\hat{w}_h, \hat{v}_h) = 0\) for all \(\hat{v}_h \in W_h\). Here \(1\) represents a vector with every component equal to 1. Choose \(\hat{v}_h = \hat{w}_h\) in the equation, we easily know that \(\hat{w}_h = \text{const}\) on \(\Gamma\). Denote the constant as \(c_0\). We can get \(R(\hat{w}_h - c_0) = \sum (\alpha_i - c_0) \phi_i|_\Gamma = 0\), which implies that \(\{\phi_i|_\Gamma\}\) is linearly dependent and \(\dim V_h < \dim W_h\). \(\Box\)

Using the lemma, we easily have the following result on the existence of the solutions of the embedded problems.

**Proposition 3.1.** Under the conditions of Lemma 3.1, the following facts hold:

(i) There exists a unique solution for the problem (17) when \(c > 0\).

(ii) The problems (18) and (19) have the same eigenvalues.
When the conditions of Lemma 3.1 do not hold, we know that \( \dim V_h < \dim W_h \).

We can choose a non-zero function \( \hat{w}_h \in W_h \), such that \( R(\hat{w}_h) = 0 \) on \( \Gamma \). Similar to the continuous problem, we have \( a(\hat{w}_h, v_h) = (\hat{w}_h, v_h)_{\Gamma} = 0 \), for all \( v_h \in W_h \). Then for the embedded problem (19), any number \( \lambda \in \mathbb{R} \) is an eigenvalue. Since we are interested only in the eigenvalues which are the same as that of (18), we introduce the following definition for “true eigenvalues”.

**Definition 3.2.** The true eigenvalues of (19) are those corresponding to at least one eigenfunction \( \hat{u}_h \), such that \( \hat{u}_h|_{\Gamma} \neq 0 \).

We will show how to compute the true eigenvalues of (19) in next section.

4. **Implementation of the method.** In this section, we describe the numerical implementation on solving the discrete problems (17) and (19). We discuss mainly two issues. The first is to do numerical integration on a smooth manifold \( \Gamma \) or piecewisely on \( F_T = T \cap \Gamma \) for each \( T \in \mathcal{T}_h^\Gamma \). The second is the algebraic problem to compute the true eigenvalues of (19).

4.1. **Quadrature on curved surfaces.** Let \( T \in \mathcal{T}_h \) be a tetrahedron in \( \Omega \subset \mathbb{R}^3 \), and \( \Gamma \) be a smooth surface intersecting \( T \), as shown in Figure 1. \( \Gamma \) is given implicitly by a level set function \( \Gamma = \{ x \in \Omega \mid \varphi(x) = 0 \} \). Suppose \( u(x) : \Gamma \to \mathbb{R} \) is a continuous function. We use the method proposed in [16] to numerically calculate

\[
I = \int_{F_T} u(x) dS.
\]

![Fig. 1. Intersection of surface and tetrahedron](image)

We describe the method briefly as follows. As shown in Figure 1, suppose we choose an appropriate rectangular coordinate system \( \{ x_0, \{ nu, nv, nw \} \} \) so that \( T \) is contained in a rectangular parallelepiped unit, i.e.,

\[
T \subset \{ x_0 + rnu + snv + tnw \mid r \in (0, a), s \in (0, b), t \in (0, c) \}.
\]

Then we directly use a projection method to calculate the surface integral in the parametric domain, i.e.,

\[
I = \int_{F_T} u(x) dS = \int_0^c \int_0^b \tilde{g}(s, t) dsdt = \int_0^c \tilde{h}(t) dt,
\]

where

\[
\tilde{g}(s, t) := \begin{cases} 
 u(r_0, s, t) & \frac{|\nabla \varphi(x(r_0, s, t))|}{\{ nu, \nabla \varphi(x(r_0, s, t)) \}} 
, 
\text{if } \exists r_0, \text{ s.t. } x(r_0, s, t) \in F_T, 
0, 
\text{otherwise}; 
\end{cases}
\]

\[
\tilde{h}(t) := \int_0^b \tilde{g}(s, t) ds.
\]
Although the approach looks straightforward, there are difficulties in implementation. First, the integrand is discontinuous and we need search for the discontinuity points in each interval of integration. Second, the integrand might be singular if the normal \( \mathbf{n} \) is not chosen properly so that it is tangential to \( F_T \) at some point. In this case, we need detect the singular points in the integration and change coordinates to avoid them. More details are referred to [16]. Other approaches for high order quadratures on curved surfaces can be found in [53, 67].

4.2. The algebraic problem. Suppose the finite element basis functions of \( W_h \) are given by \( \{ \phi_1, \phi_2, \cdots, \phi_M \} \). We express the solution of (17) as \( \hat{u}_h = \sum_{i=1}^{M} u_i \phi_i \).

Let \( \mathbf{u} = (u_1, u_2, \cdots, u_M) \). When \( c \) is a constant, the algebraic system of the discrete Laplace-Beltrami problem (17) can be written as,

\[
(A + cB) \mathbf{u} = \mathbf{f},
\]
where the elements of the matrices \( A \) and \( B \) are given by

\[
a_{ij} = a(\phi_i, \phi_j), \quad b_{ij} = (\phi_i, \phi_j)_\Gamma, \quad i, j = 1, \cdots, M,
\]
and \( \mathbf{f} = \{(f, \phi_i)_\Gamma, i = 1, \cdots, M\} \). Similarly, the algebraic problem corresponding to (19) can be written as,

\[
A \mathbf{u} = \lambda B \mathbf{u}.
\]

When the conditions of Lemma 3.1 are not satisfied, neither the algebraic problem (25) nor the generalized eigenvalue problem (26) are well defined. For the algebraic problems, we introduce a new equivalent condition of Lemma 3.1.

**Lemma 4.1.** The condition of Lemma 3.1 holds if and only if \( B \) is nonsingular.

**Proof.** Notice the equivalence between the condition (iv) in Lemma 3.1 and the definition of \( B \), the conclusion can be drawn immediately. \( \square \)

When the condition of Lemma 4.1 holds, we easily see that \( \text{rank}(B) = \text{dim}(W_h) = \text{rank}(A) + 1 = \text{rank}(A + cB) \) when \( c \) is not an eigenvalue of (26). In this case, the algebra problem \( (A + cB) \mathbf{u} = \mathbf{f} \) has a unique solution. Meanwhile, since the matrix \( B \) is invertible, \( A \mathbf{u} = \lambda B \mathbf{u} \) can be understood in a usual way,

\[
B^{-1} A \mathbf{u} = \lambda \mathbf{u}.
\]

When the condition of Lemma 4.1 is not satisfied, the algebra problem \( (A + cB) \mathbf{u} = \mathbf{f} \) may have multiple solutions even when \( c > 0 \). However, all of the solutions correspond to the same trace \( \sum_{i=1}^{M} u_i \phi_i|_\Gamma \) on \( \Gamma \). Thus we can still obtain an approximate solution for the Laplace-Beltrami equation whenever we find a solution of (25). When \( B \) is singular, there is more trouble for the eigenvalue problem, as discussed in Section 3.3. The problem \( A \mathbf{u} = \lambda B \mathbf{u} \) is not well defined since both \( A \) and \( B \) are singular. One can show that there exists a non-zero vector \( \mathbf{u} \) such that \( A \mathbf{u} = 0 = B \mathbf{u} \). In this case, any \( \lambda \in \mathbb{R} \) satisfies the equation. Moreover, we cannot get the multiplicity of a specific eigenvalue correctly. To focus on the eigenvalues we are interested in, we need study the “true eigenvalues” of the generalized eigenvalue problem (26).

We recall some standard definitions for the *finite eigenvalues* of singular generalized eigenvalue problems (which means that \( \text{det}(A - \lambda B) \equiv 0 \) for all \( \lambda \in \mathbb{C} \)) [21]. We first introduce a definition for the normal rank of two matrices \( A \) and \( B \).
Definition 4.1 (normal rank). For any two matrices $A$ and $B$, the normal rank $\text{nrank}(A, B)$ is defined as

$$\text{nrank}(A, B) := \max_{\beta \in \mathbb{C}} \text{rank}(A - \beta B)$$

Definition 4.2 (finite eigenvalues). A number $\lambda_k \in \mathbb{C}$ satisfying

$$\text{rank} (A - \lambda_k B) < \text{nrank}(A, B)$$

is called a finite eigenvalue of the generalized eigenvalue problem (26).

Notice that both $A$ and $B$ in (26) are semi-positive symmetric matrices in our problem, we can consider only the finite eigenvalues in $\mathbb{R}$. In addition, when $B$ is invertible, we have $\text{nrank}(A, B) = \text{rank}(B)$ and the above defined finite eigenvalues coincide with the standard eigenvalues of (27).

We will show that the finite eigenvalues of (26) are exactly the same as the true eigenvalues of (19). Furthermore, considering the multiplicity of eigenvalues, they are exactly the eigenvalues of (18).

Let us assume that $\{\phi_1|_{\Gamma}, \phi_2|_{\Gamma}, \cdots, \phi_{M-K}|_{\Gamma}\}$ is a set of linearly independent basis functions of $V_h$, where $K = \dim W_h - \dim V_h$. We define the stiffness matrix and mass matrix in $\mathbb{R}^{(M-K) \times (M-K)}$ as

$$\tilde{A} = (a(\phi_i, \phi_j)), \quad \tilde{B} = ((\phi_i, \phi_j)_{\Gamma}), \quad 1 \leq i, j \leq M-K.$$

Then, the algebraic eigenvalue problem corresponding to (18) is

$$\tilde{A}x = \lambda \tilde{B}x.$$

It is easy to see that the eigenvalues of this problem are the true eigenvalues of (19). Further, it is a well-posed approximation of the problem (4) while considering the multiplicity of eigenvalues as introduced in [32]. The following theorem gives the relation between the regular generalized eigenvalue problem (31) and the singular generalized eigenvalue problem (26).

**Theorem 4.1.** Suppose that $\{\phi_1, \cdots, \phi_{M-K-1}, \phi_{M-K}, \cdots, \phi_M\}$ forms a basis of the finite element space $W_h$ and $\{\phi_1|_{\Gamma}, \cdots, \phi_{M-K}|_{\Gamma}\}$ forms a basis of $V_h$. Then the generalized eigenvalue problem (26) and (31) share the same finite eigenvalues.

**Proof.** By the assumption of the theorem, we easily know that there exist a matrix $C := \{c_{i,j}, i = 1, \cdots, K, j = 1, \cdots, M-K\}$, satisfying

$$\begin{pmatrix} \phi_{M-K+1}|_{\Gamma} \\ \phi_{M-K+2}|_{\Gamma} \\ \vdots \\ \phi_M|_{\Gamma} \end{pmatrix} = \begin{pmatrix} c_{1,1} & c_{1,2} & \cdots & c_{1,M-K} \\ c_{2,1} & c_{2,2} & \cdots & c_{2,M-K} \\ \vdots & \vdots & \ddots & \vdots \\ c_{K,1} & c_{K,2} & \cdots & c_{K, M-K} \end{pmatrix} \begin{pmatrix} \phi_1|_{\Gamma} \\ \phi_2|_{\Gamma} \\ \vdots \\ \phi_{M-K}|_{\Gamma} \end{pmatrix}.$$  

We write

$$A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}, \quad B = \begin{pmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{pmatrix}$$

where $A_{11} = \tilde{A}, B_{11} = \tilde{B}$. Define a transformation matrix

$$P = \begin{pmatrix} I_{(M-K) \times (M-K)} & 0 \\ -C & I_{K \times K} \end{pmatrix}$$
where $I_{k \times k}$ is the $k \times k$ unit matrix for some positive integer $k$. From (32) and the definitions of $A$ and $B$, one derives

$$
\bar{A} := PAP^T = \begin{pmatrix} A_{11} & 0 \\ 0 & 0 \end{pmatrix}, \bar{B} := PB^T = \begin{pmatrix} B_{11} & 0 \\ 0 & 0 \end{pmatrix}.
$$

Since $P$ is invertible, simple arguments in linear algebra indicate that

$$
\text{rank}(A - \lambda B) = \text{rank}(\bar{A} - \lambda \bar{B}) = \text{rank}(A_{11} - \lambda B_{11}) = \text{rank}(\tilde{A} - \lambda \tilde{B}), \quad \forall \lambda \in \mathbb{R}.
$$

The fact $\text{rank}(B) = \text{rank}(\tilde{B})$ reveals that

$$
(33) \quad \text{rank}(A - \lambda B) < \text{rank}(B) \iff \text{rank}(\bar{A} - \lambda \bar{B}) < \text{rank}(\bar{B}).
$$

By the definition of the stiffness matrix $A$ and the mass matrix $B$ of the trace finite element method, we can easily check that $n\text{rank}(A, B) = \text{rank}(B)$ and also $n\text{rank}(\tilde{A}, \tilde{B}) = \text{rank}(\tilde{B})$. This together with (33) implies the conclusion of the theorem.

By the above theorem, to obtain the true eigenvalues of the discrete problem (19) with their correct multiplicity, we can compute the finite eigenvalues of the generalized (algebraic) eigenvalue problem (26). There exist many algorithms in literature to solve a singular generalized eigenvalue problem [71, 73, 22, 52]. Recently, an efficient and robust algorithm has been developed by a rank-completing perturbation technique in [40]. In this method, one constructs a perturbation of the singular problem which shares the same finite eigenvalues with the original problem. Then, the finite eigenvalues can be selected by using the left and right eigenvectors of the perturbed problem to satisfy certain conditions. In our experiments we use the algorithm in [40] to solve the singular generalized eigenvalue problem (26). More details are referred to [40].

**Remark 4.1.** For the standard trace FEMs on discrete surfaces, we could use the same idea to construct and solve the corresponding generalized eigenvalue problems. We will present some comparisons in our numerical experiments in Section 6.

**5. Error analysis.** In this section, we will present error analysis for the trace finite element method introduced in the previous sections. Since there is no geometric error induced by the discretization of the surface, the analysis is simpler than that for the standard trace finite element methods [60]. In the analysis, we ignore the errors due to numerical quadratures for simplicity.

**5.1. The Laplace-Beltrami equation.** We first introduce some notations. Let $d(x)$ be a signed distance function of $\Gamma$. Then the unit normal vector of $\Gamma$ is given by

$$
\mathbf{n}(x) := \nabla d(x), \quad \forall x \in N_{\delta}
$$

The closest point projection operator $p(x)$ is defined as

$$
p(x) = x - d(x)\mathbf{n}(x), \quad \forall x \in N_{\delta}.
$$

For a smooth surface with bounded mean curvature, we can choose $\delta$ small enough to make the projection uniquely defined for all $x \in N_{\delta}$. Given a function $v : \Gamma \rightarrow \mathbb{R}$, we define its natural extension $v^e$ in $N_{\delta}$ as,

$$
v^e(x) = v(p(x)) = v(x - d(x)\nabla d(x)), \quad \forall x \in N_{\delta}.
$$
Suppose that the mesh size \( h \) is small enough so that \( \omega_h \subset \mathcal{N}_h \). Denote by \( \Pi_h : C(\omega_h) \to W_h \) be the standard Lagrange interpolation operator of degree up to \( k \) in the bulk region. In the following, we use \( x \lesssim y \) to represent \( x \leq c_0y \) for some constant \( c_0 \) independent of the mesh size \( h \). In the analysis, we assume \( c \geq 0 \) in the problem (1).

The following interpolation result is standard in the finite element theory (e.g. [14]).

**Lemma 5.1.** Let \( 0 \leq m \leq k + 1 \) and \( \hat{v} \in H^{k+1}(\omega_h) \), we have

\[
\| \hat{v} - \Pi_h \hat{v} \|_{H^m(\omega_h)} \lesssim h^{k+1-m} \| \hat{v} \|_{H^{k+1}(\omega_h)}.
\]

This inequality also holds elementwise, i.e. for any \( T \in \mathcal{T}_h \),

\[
\| \hat{v} - \Pi_h \hat{v} \|_{H^m(T)} \lesssim h^{k+1-m} \| \hat{v} \|_{H^{k+1}(T)}.
\]

The next lemma is a modified version of the trace inequality.

**Lemma 5.2.** Suppose that the surface \( \Gamma \) is smooth and \( \max_{x \in \Gamma} (|\kappa_1(x)| + |\kappa_2(x)|) \leq C_\kappa \), where \( \kappa_1 \) and \( \kappa_2 \) represent two principal curvatures. Let \( F_T \) be the intersection between \( \Gamma \) and an element \( T \), then

\[
\| w \|_{0,F_T}^2 \lesssim h^{-1} \| w \|_{0,T}^2 + h \| w \|_{1,T}^2,
\]

holds for all \( w \in H^1(T) \) when \( h \) is smaller than a positive number \( c_0(C_\kappa) \).

**Proof.** We first map the element \( T \) by an affine mapping to a reference element \( \hat{T} \) and denote by \( \hat{F}_T \) the image of \( F_T \). Assume \( \hat{F}_T \) divides \( \hat{T} \) into two subsets \( \hat{T}_1 \) and \( \hat{T}_2 \) where \( T_1 \) is shape regular. The coordinates in the reference domain are denoted as \( (\xi_1, \xi_2, \xi_3) \). Let \( n = (n_{\xi_1}, n_{\xi_2}, n_{\xi_3}) \) be the outward unit normal of the boundary of \( T_1 \). Without loss of generality, we could assume that there is at least one point on \( \hat{F}_T \) such that \( n = (0, 0, 1)^T \). This can be done by a simple rotation of \( \hat{T} \) if the condition does not hold. Since the size of \( \hat{T} \) is unit, the sum of the principle curvatures of \( \hat{F}_T \) should be smaller than \( C_\kappa h \). Then we have the out normal \( |n - (0, 0, 1)^T| \leq C_\kappa h \) on \( \hat{F}_T \). It is easy to see that we have \( n_{\xi_3} \geq 1 - C_\kappa h \).

Then, by the divergence theorem, we have

\[
2 \int_{\hat{T}_1} w \frac{\partial w}{\partial \xi_3} \, dV = \int_{\hat{T}_1} \text{div} \left( 0, 0, w^2 \right) \, dV = \int_{\partial \hat{T}_1} n \cdot \left( 0, 0, w^2 \right)^T \, dS \\
\geq (1 - C_\kappa h) \int_{\hat{F}_T} w^2 \, dS + \int_{\partial \hat{T}_1 \setminus \hat{F}_T} n_{\xi_3} w^2 \, dS.
\]

From Cauchy-Schwarz’ inequality and the well-known trace inequality,

\[
\| w \|_{0,\partial \hat{T}}^2 \leq C \| w \|_{0,\hat{T}} \| w \|_{1,\hat{T}}, \quad \forall w \in H^1(\hat{T}),
\]

one derives

\[
(1 - C_\kappa h) \| w \|_{0,\hat{F}_T}^2 \leq 2 \| w \|_{0,\hat{T}_1} \| w \|_{1,\hat{T}_1} + \| w \|_{0,\partial \hat{T}_1 \setminus \hat{F}_T}^2 \\
\leq 2 \| w \|_{0,\hat{T}_1} \| w \|_{1,\hat{T}_1} + \| w \|_{0,\partial \hat{T}}^2 \leq C \| w \|_{0,\hat{T}} \| w \|_{1,\hat{T}} \\
\leq \frac{C}{2} (\| w \|_{0,\hat{T}}^2 + \| w \|_{1,\hat{T}}^2).
\]

One could easily choose a small \( h \) such that \( 1 > 1 - C_\kappa h \geq C_0 > 0 \). Then the result of the lemma follows by a standard scaling argument since \( T \) is shape regular. □
The following lemma gives some estimates on the extensions.

**Lemma 5.3.** Under the condition of Lemma 5.2, suppose \( u \in H^{k+1}(\Gamma) \) with \( k \geq 1 \) and \( m = 0, 1 \), then we have

\[
\| u^e \|_{H^m(\mathcal{N}_h)} \lesssim h^{1/2} \| u \|_{H^m(\Gamma)},
\]

and

\[
\| u - \Pi_h u^e \|_{H^m(\Gamma)} \lesssim h^{k+1/2-m} \| u^e \|_{H^{k+1}(\omega_h)}.
\]

**Proof.** Resort to (3.17) and (3.18) in [60],

\[
\| u^e \|_{L^2(\mathcal{N}_h)} \lesssim \sqrt{n} \| u \|_{L^2(\Gamma)}, \quad \| \nabla u^e \|_{L^2(\mathcal{N}_h)} \lesssim \sqrt{n} \| \nabla u \|_{L^2(\Gamma)}.
\]

By the two equations, we easily get

\[
\| u^e \|_{L^2(\mathcal{N}_h)}^2 + \| \nabla u^e \|_{L^2(\mathcal{N}_h)}^2 \lesssim h \| u \|_{L^2(\Gamma)}^2 + h \| \nabla u \|_{L^2(\Gamma)}^2.
\]

This completes the proof of (43). Recall Lemma 5.2,

\[
\| w \|_{L^2(F_T)} \lesssim h^{-\frac{1}{2}} \| w \|_{L^2(T)} + h^\frac{1}{2} \| \nabla \Gamma w \|_{L^2(T)}, \quad \forall w \in H^1(T).
\]

Together with lemma 5.1, we write

\[
\| u - \Pi_T u^e \|_{L^2(F_T)} \lesssim h^{-\frac{1}{2}} \| u^e - \Pi_T u^e \|_{L^2(T)} + h^{1/2} \| \nabla (u^e - \Pi_T u^e) \|_{L^2(T)} \lesssim h^{k+1/2} \| u^e \|_{H^{k+1}(T)}.
\]

Similar estimates follow similarly for the semi-\( H^1 \) norm,

\[
\| \nabla (u - \Pi_T u^e) \|_{L^2(F_T)} \lesssim h^{-\frac{1}{2}} \| \nabla (u^e - \Pi_T u^e) \|_{L^2(T)} + h^{1/2} \| \nabla^2 (u^e - \Pi_T u^e) \|_{L^2(T)} \lesssim h^{k-1/2} \| u^e \|_{H^{k+1}(T)}.
\]

The assertion (44) follows by summation of the above equations for all \( T \in \omega_h \).

**Lemma 5.4 (Approximation in \( H^1 \) norm).** Under the condition of Lemma 5.2, suppose that \( u \in H^{k+1}(\Gamma) \) with \( k \geq 1 \), then we have

\[
\inf_{v_h \in V_h} \| u - v_h \|_{H^{1}(\Gamma)} \lesssim h^k \| u \|_{H^{k+1}(\Gamma)}.
\]

**Proof.** Applying Lemma 5.3 directly yields

\[
\inf_{v_h \in V_h} \| u - v_h \|_{H^{1}(\Gamma)} \lesssim \| u - \Pi_h u^e \|_{H^{1}(\Gamma)} \lesssim h^{k-1/2} \| u^e \|_{H^{k+1}(\omega_h)} \lesssim h^{k-1/2} \| u^e \|_{H^{k+1}(\mathcal{N}_h)} \lesssim h^k \| u \|_{H^{k+1}(\Gamma)}.
\]

**Theorem 5.1 (A-priori error estimates).** Suppose the condition of Lemma 5.2 holds and the solution \( u \) of the problem (1) with \( c \geq 0 \) is in \( H^{k+1}(\Gamma) \). Let \( u_h \in V_h \) be the solution of the finite element discretization (16). We assume both \( u \) and \( u_h \) satisfy the zero-average condition on \( \Gamma \) when \( c = 0 \). Then we have

\[
\| u - u_h \|_{L^2(\Gamma)} + h \| \nabla \Gamma (u - u_h) \|_{L^2(\Gamma)} \lesssim h^{k+1} \| u \|_{H^{k+1}(\Gamma)}.
\]
Proof. We only prove the theorem when \( c > 0 \). When \( c = 0 \), the proof is similar with the assumption that \( \int_{\Gamma} u ds = \int_{\Gamma} u_h ds = 0 \).

Define \( \hat{a}(u, v) := a(u, v) + (cu, v)_{\Gamma} \). Take \( v = v_h \) in (2) and then subtract (16), arrive at

\[
\hat{a}(u - u_h, v_h) = 0, \quad \forall v_h \in V_h(\Gamma).
\]

According to the continuity and ellipticity of bilinear operator \( \hat{a} \),

\[
\|u - u_h\|^{2}_{H^1(\Gamma)} \lesssim \hat{a}(u - u_h, u - u_h) \\
= \hat{a}(u - u_h, u - v_h) + \hat{a}(u - u_h, v_h - u_h) \\
\lesssim \|u - u_h\|_{H^1(\Gamma)} \|u - v_h\|_{H^1(\Gamma)}
\]

then we have

\[
(48) \quad \|\nabla_{\Gamma} (u - u_h)\|_{L^2(\Gamma)} \leq \|u - u_h\|_{H^1} \lesssim \|u - v_h\|_{H^1} \lesssim h^{k}\|u\|_{H^{k+1}(\Gamma)}
\]

Next, we use the Aubin-Nitsche duality technique to estimate the \( L^2 \) error. We now consider an auxiliary problem,

\[
(49) \quad z \in H^1(\Gamma) : \quad \hat{a}(z, w) = \int_{\Gamma} (u - u_h) w \quad \forall w \in H^1(\Gamma)
\]

and its finite element approximation problem,

\[
(50) \quad z_h \in V_h(\Gamma) : \quad \hat{a}(z_h, w_h) = \int_{\Gamma} (u - u_h) w_h \quad \forall w_h \in V_h.
\]

Take \( w = u - u_h \) in (49),

\[
\|u - u_h\|^{2}_{L^2} = \hat{a}(z, u - u_h) = \hat{a}(z_h, u - u_h) \\
\lesssim \|z - z_h\|_{H^1(\Gamma)} \|u - u_h\|_{H^1(\Gamma)} \\
\lesssim h^{k+1}\|u - u_h\|_{L^2} \|u\|_{H^{k+1}(\Gamma)},
\]

where in the last inequality we have used \( H^1 \) error estimate (48) and the regularity property \( \|z\|_{H^2(\Gamma)} \leq \|u - u_h\|_{L^2} \) for the problem (49). This completes the proof.

5.2. The Laplace-Beltrami eigenvalue problem.

For the error estimate for the Laplace-Beltrami eigenvalue problem, we adopt the standard approach using the spectral approximation theory for compact operators [2, 7, 70]. This is based on the error analysis for the Laplace-Beltrami equation in the previous subsection.

We first introduce some operators as in [2, 70] for the weak formula of the Laplace-Beltrami equations. In this subsection, we consider only the nontrivial eigenvalues. We denote the function space

\[
H^1_c(\Gamma) = \{ v \in H^1(\Gamma) \mid \int_{\Gamma} v ds = 0 \}
\]

and

\[
L^2_c(\Gamma) = \{ v \in L^2(\Gamma) \mid \int_{\Gamma} v ds = 0 \}
\]
Then an operator \( T : L^2_c(\Gamma) \mapsto L^2_c(\Gamma) \) is defined as follows. For any \( f \in L^2_c(\Gamma) \), \( Tf \in H^1_c(\Gamma) \subset L^2_c(\Gamma) \) is a function satisfies
\[
(51) \quad a(Tf, v) = (f, v)_\Gamma, \quad \forall v \in H^1_c(\Gamma).
\]

This is the Laplace-Beltrami equation (2) (with \( c = 0 \)). It is easy to know that the problem is well-defined and \( \|Tf\|_{H^1} \leq \|f\|_{L^2} \). Then the Sobolev embedding theorem implies that \( T : L^2_c(\Gamma) \mapsto L^2_c(\Gamma) \) is compact. It is easy to check that the operator \( T \) is also self-adjoint:
\[
(Tf, g)_\Gamma = (g, Tf)_\Gamma = a(Tg, Tf) = a(Tf, Tg) = (f, Tg)_\Gamma.
\]

Furthermore, if \( \lambda \) is a nonzero eigenvalue of the Laplace-Beltrami eigenvalue problem (5), then \( \lambda^{-1} \) is the eigenvalue of \( T \), corresponding to the same eigenfunctions.

Denote by \( V_{h,c} = V_h \cap H^1_c \), i.e. \( V_{h,c} = \{ v_h \in V_h : \int_{\Gamma} v ds = 0 \} \). We can define a discrete operator \( T_h : L^2_c(\Gamma) \mapsto L^2_c(\Gamma) \) analogously. For any \( f \in L^2_c(\Gamma) \), \( T_h f \in V_{h,c} \subset L^2_c(\Gamma) \) is determined by
\[
(52) \quad a(T_h f, v_h) = (f, v_h)_\Gamma, \quad \forall v_h \in V_{h,c}.
\]

It is easy to see that \( T_h f \) is the finite element solution of (16) with \( c = 0 \). \( T_h \) is a self-adjoint operator. If \( \lambda_h \) is a nonzero eigenvalue of the problem (18), then \( \lambda_h^{-1} \) is the eigenvalue of \( T_h \). In addition, the error analysis in last subsection implies that
\[
\|Tf - T_h f\|_{H^1} \leq Ch^k \|f\|_{k-1},
\]
where we use the well-known regularity result that \( \|u\|_{H^{k+1}} \lesssim \|f\|_{k-1} \) for the Laplace-Beltrami equation.

We have the following optimal error estimate for the trace finite element method for the eigenvalue problem.

**Theorem 5.2.** Let \( \lambda \) be a nonzero eigenvalue of the problem (5) with multiplicity \( m \). Let \( u_i, i = 1, \cdots, m \), be orthogonal eigenfunctions corresponding to \( \lambda \). We suppose that \( u_i \in H^{k+1}(\Gamma) \). Let \( \lambda_{h,i}, i = 1, \cdots, m \), be the solutions of the discrete problem (18) approximating to \( \lambda \). Then we have the following error estimates
\[
|\lambda - \hat{\lambda}_h| \lesssim h^{2k},
\]
where \( \hat{\lambda}_h = \frac{1}{m} \sum_{i=1}^m \lambda_{h,i} \).

**Proof.** By the definition of the operators \( T \) and \( T_h \), we can apply the Babuska-Osborn theory. Denote \( E = \text{span}\{u_1, \cdots, u_m\} \). By Corollary 9.6. in [7], noticing that both \( T \) and \( T_h \) are self-adjoint, we obtain
\[
|\lambda - \hat{\lambda}_h| \leq C \left( \sup_{u \in E, \|u\|_{L^2(\Gamma)} = 1} \inf_{v_h \in V_{h,c}} \|u - v_h\|_{H^1} \right)^2
\leq C \left( \sup_{u \in E, \|u\|_{L^2(\Gamma)} = 1} h^k \|u\|_{H^{k+1}} \right)^2 \lesssim h^{2k}. \]

**Remark 5.1.** By definition, the error estimate holds for the nonzero true eigenvalues of the embedded problems (9) and (19). In addition, error analysis for eigenfunctions can be done in a standard way [7], which is omitted here for simplicity.
6. Numerical experiments. In this section, we give some numerical examples to show the convergence behaviour of our method and compare with the original version of the trace finite element method. We implement the method in the finite element package DROPS [24] and use the package PHG[63] to do numerical integration on surfaces.

We first test our method by solving the Laplace-Beltrami equation (1).

**Example 1.** We solve the equation (1) on a unit sphere \( \Gamma \):

\[
\Gamma = \{ x \in \mathbb{R}^2 \mid \| x \|_2 = 1 \}
\]

which is contained in \( \Omega := [-2, 2]^3 \) and implicitly presented by the zero level of a function \( \varphi(x) = \| x \|_2 - 1 \). We set \( c = 1 \) and the right hand side term is given by \( f(x) = (3x_1^2x_2 - x_3^2) \). The solution of the equation is explicitly given by

\[
u(x) = \frac{|x|^2}{12 + |x|^2} (3x_1^2x_2 - x_3^2), \quad x \in \Gamma.
\]

For the triangulation we partition \( \Omega \) uniformly into \( N^3 \) cubes and then each of them is subdivided into six tetrahedra. We solve the finite element problem (17) to get the numerical solution. In comparison, we also solve the problem (1) by using the isoparametric trace finite element method [37]. We compute the numerical errors in \( L^2 \) and \( H^1 \) norms. The experimental orders of convergence (EOC) are computed accordingly.

A numerical solution by our method is shown in Figure 2 \((k = 2, N = 64)\). The numerical errors are given in Table 1 and 2. It is found that the geometrically consistent method (exTraceFEM) has optimal convergence rate, the same as the isoparametric method (isoTraceFEM). We can also see that the errors by the exTraceFEM is almost the same as that by the isoTraceFEM on a triangulation with the same mesh size when \( k = 1 \) (linear finite element case). This implies that the geometric error is neglectable for the low order method. However, for a higher order case \((k = 2)\), the numerical errors of exTraceFEM is much smaller than those of the isoparametric finite element method. This indicates that the effect of the geometric consistency is significant for high order finite element methods.

**Fig. 2. Numerical solution of the LB equation on a spherical surface**
We then present some numerical examples for the Laplace-Beltrami eigenvalue problem.

**Example 2.** In this example, we consider the eigenvalue problem (4) on the unit spherical surface. It is well known that the eigenvalues of the Laplace-Beltrami operator on the surface is given by

$$\lambda^m = \{m(m - 1), m \geq 1\}$$

with a multiplicity of $p_m = 2m - 1$. We solve the problem (19) numerically. Meanwhile, we also solve the Laplace-Beltrami eigenvalue problem using a standard trace finite element method in [60].

We first compute the generalized eigenvalues of $A$ and $B$ using the Cholesky factorization method. The numerical results are shown in Table 3 and Table 4, which are respectively for the standard trace finite element method and the geometrically consistent method. For simplicity, we only show the first six eigenvalues. Here we choose $k = 2$ and $N = 32$. There are 2604 freedoms totally in the finite element space $W_h$. Our numerical results show that there are 448 false eigenvalues for the standard trace finite element method. This is actually because the dimension of $W_h$ is much larger than that of the space $V_h$ on a discretized surface $\Gamma_h$, as discussed in Section 3. Moreover, the geometrically consistent trace finite element method behaves much better than the standard trace finite element method in this case. There seems only one false eigenvalue $0.0069093$ which is close to the trivial eigenvalue 0. This is consistent with our theoretical result in Lemma 3.1. In the same bulk finite element space $W_h$, dim($V_h$) of our method is much larger than that of the standard traceFEM, which indicates that the geometrically consistent method can generate much less false eigenvalues.

We then use the rank-completing perturbation algorithm [40] to compute the finite eigenvalues of the generalized eigenvalue problem (26). The numerical results by the

---

**Table 1**

Comparison of exTraceFEM and isoparametric TraceFEM (Example 1, $k = 1$).

| $N$  | $E(H_1)$ | EOC | $E(L_2)$ | EOC | $E(H_1)$ | EOC | $E(L_2)$ | EOC |
|------|----------|-----|----------|-----|----------|-----|----------|-----|
| 4    | 8.73E-1  | -   | 4.88E-2  | -   | 9.23E-1  | -   | 6.68E-2  | -   |
| 8    | 4.62E-1  | 0.92| 1.99E-2  | 1.29| 4.76E-1  | 0.96| 2.05E-2  | 1.70|
| 16   | 2.16E-1  | 1.10| 5.32E-3  | 1.90| 2.20E-1  | 1.11| 5.12E-3  | 2.00|
| 32   | 1.04E-2  | 1.05| 1.38E-3  | 1.95| 1.04E-2  | 1.08| 1.30E-3  | 1.98|
| 64   | 5.18E-2  | 1.00| 3.33E-4  | 2.05| 5.22E-2  | 0.99| 3.13E-4  | 2.05|

**Table 2**

Comparison of exTraceFEM and isoparametric TraceFEM (Example 1, $k = 2$).

| $N$  | $E(H_1)$ | EOC | $E(L_2)$ | EOC | $E(H_1)$ | EOC | $E(L_2)$ | EOC |
|------|----------|-----|----------|-----|----------|-----|----------|-----|
| 4    | 2.52E-1  | -   | 4.57E-2  | -   | 1.70E-1  | -   | 1.91E-1  | -   |
| 8    | 4.26E-2  | 2.56| 3.05E-3  | 3.91| 1.08E-2  | 3.98| 5.46E-4  | 8.45|
| 16   | 9.94E-3  | 2.10| 3.48E-4  | 3.13| 2.56E-3  | 2.08| 6.49E-5  | 3.07|
| 32   | 2.61E-3  | 1.92| 4.76E-5  | 2.87| 6.61E-4  | 1.95| 8.71E-6  | 2.90|
| 64   | 6.55E-4  | 1.99| 5.98E-6  | 2.99| 1.64E-4  | 2.01| 1.07E-6  | 3.03|

We then use the rank-completing perturbation algorithm [40] to compute the finite eigenvalues of the generalized eigenvalue problem (26). The numerical results by the
standard method (traceFEM) and our method (exTraceFEM) \((k = 2\) and \(N = 32)\) are shown in Table 5 and Table 6, respectively. We can see that the false eigenvalues have been selected out as discussed in Section 4. Both the eigenvalues and their multiplicity are computed correctly. Similar to that for Laplace-Beltrami equation, the accuracy of the geometrically consistent method is much better than the standard method.

We also compute the convergence rate of the eigenvalues. Let \(\lambda^m(m = 1, 2, \cdots)\) be the \(m\)-th eigenvalue of the Laplace-Beltrami eigenvalue problem (4), and \(p_m\) is the multiplicity of \(\lambda^m\). We use \(\{\lambda^m_{h,1}, \lambda^m_{h,2}, \cdots, \lambda^m_{h,p_m}\}\) to represent the eigenvalues approximating \(\lambda^m\) by the discrete eigenvalue problem (18). The numerical error is calculated as,

\[
\text{Error}(\lambda^m) = \frac{1}{p_m} \sum_{i=1}^{p_m} |\lambda^m - \lambda^m_{h,i}|.
\]

We compute the numerical errors for both the standard method and our method. The results for the cases \(k = 1\) and \(k = 2\) are shown in Figure 3 and Figure 4, respectively. We show the convergence for the first ten eigenvalues for simplicity. In general the experimental order of convergence is 2 in the linear finite element case \(k(=1)\) and the order is 4 when \(k = 2\), except for the first a few eigenvalues, where the error is close to the machine accuracy. The optimal convergence orders agree with the error estimates in the previous section. In addition, some typical eigenfunctions are shown in Figure 5.

**Example 3.** In the last example, we solve the Laplace-Beltrami eigenvalue problem

---

### Table 3

**traceFEM method when \(k = 2, N = 32\)**

| Eigenvalue | Numerical solutions |
|------------|---------------------|
| 0          | -1.8899201033073 -1.65160247438363 -1.60753159863045 \(\cdots\) -1.146997797544159 \(\cdots\) |
| 2          | -2.00000234189509 2.00000234189509 \(\cdots\) |
| 6          | 6.0000326834658 6.0000326834658 \(\cdots\) |
| 12         | 12.00001699986013 12.00001699986013 \(\cdots\) |
| 20         | 20.000032528374658 20.000032528374658 \(\cdots\) |
| 30         | 30.000057097319834 30.000057097319834 \(\cdots\) |

### Table 4

**exTraceFEM method when \(k = 2, N = 32\)**

| Eigenvalue | Numerical solutions |
|------------|---------------------|
| 0          | -4.5702e-11 0.0069093 |
| 2          | 1.999999999970570 2.000000000029389 2.000000000051764 |
| 6          | 5.999999999933209 5.999999999940492 5.999999999994404 6.000000000001932 \(\cdots\) |
| 12         | 12.000011666430954 12.000020383250462 12.000024586245313 12.000024898829679 \(\cdots\) |
| 20         | 20.000121867977601 20.000121867991975 20.000131606614801 20.000188235821870 \(\cdots\) |
| 30         | 30.000514523042980 30.000534231297288 30.000635177166853 30.0008657097319834 \(\cdots\) |

---

**Table 5**

**exTraceFEM method when \(k = 2, N = 32\)**

| Eigenvalue | Numerical solutions |
|------------|---------------------|
| 0          | -4.5702e-11 0.0069093 |
| 2          | 1.999999999970570 2.000000000029389 2.000000000051764 |
| 6          | 5.999999999933209 5.999999999940492 5.999999999994404 6.000000000001932 \(\cdots\) |
| 12         | 12.000011666430954 12.000020383250462 12.000024586245313 12.000024898829679 \(\cdots\) |
| 20         | 20.000121867977601 20.000121867991975 20.000131606614801 20.000188235821870 \(\cdots\) |
| 30         | 30.000514523042980 30.000534231297288 30.000635177166853 30.0008657097319834 \(\cdots\) |
on a more general surface. Consider a tooth-shaped surface which is the zero level set of a function

\[
\varphi(x, y, z) = \frac{256 x^4}{625} - \frac{16 x^2}{25} + \frac{256 y^4}{625} - \frac{16 y^2}{25} + \frac{256 z^4}{625} - \frac{16 z^2}{25}.
\]

By using our method, the set of true eigenvalues and the corresponding eigenfunctions on the surface are shown in Figure 6 \((k = 1, N = 32)\). We show only the first six ones for simplicity. We can see that our method works well for this problem.
Fig. 4. The errors of traceFEM (left) and exTraceFEM (right) for the Laplace-Beltrami eigenvalue problem (Example 2, k=1).

7. Conclusion. In this paper, we develop a new trace finite element method for partial differential equations on the smooth surfaces. There is no geometric error in the discretization of the surface since numerical integration is done directly on the surfaces. We focus on the Laplace-Beltrami eigenvalue problems, which have not been studied by the trace finite element methods. The difficulties arise from the fact that the dimension of the finite element space is usually smaller than the degree of freedoms. Therefore, the direct application of the trace FEM to the eigenvalue problem will lead to many false eigenvalues.

We analyse carefully the eigenvalues of the discrete problems of the trace FEM and show that the geometric consistency property of the trace FEMs can improve the situation largely. Theoretically, it is possible that the discrete system of our method does not have any false eigenvalues if the surface is not a part of the zero level-set of some finite element function defined in the bulk domain. This is also verified by our numerical experiments. Furthermore, for the corresponding generalized matrix eigenvalue problem with false eigenvalues, we show that a perturbed method can be used to compute the true eigenvalues. It turns out that the algorithm works well for both the standard trace finite element method and the geometric consistent method. Our experiments also show that the geometric consistent method improves the accuracy dramatically in comparison with the traditional methods. We present a numerical analysis of our method for both the Laplace-Beltrami equation and the corresponding eigenvalue problem. In comparison to the methods defined on the discrete surface, the analysis becomes much simpler. Our method can also be easily extended to any higher order finite element methods by considering proper higher order numerical quadrature on the smooth surface.

In this work, we mainly focus on the approximation property of the method. It is known that the condition number of the trace finite element method might be large due to the irregular surface mesh induced by the bulk triangulations [58, 61]. Usually some stabilization terms can be added to the method to improve the numerical stability [9, 11, 42, 44]. These techniques can be used in our method as well and it might become necessary for higher order methods. This will be left for future work.
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