In this paper, we consider the inverse scattering problem for recovering either an isotropic or anisotropic scatterer from the measured scattered field initiated by a point source. We propose two new imaging functionals for solving the inverse problem. The first one employs a 'far-field' transform to the data which we then use to derive and provide an explicit decay rate for the imaging functional. In order to analyze the behavior of this imaging functional we use the factorization of the near field operator as well as the Funk-Hecke integral identity. For the second imaging functional the Cauchy data is used to define the functional and its behavior is analyzed using the Green’s identities. Numerical experiments are given in two dimensions for both isotropic and anisotropic scatterers.
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1 Introduction

Here we will consider the inverse shape problem for recovering either an isotropic or anisotropic scatterer from the measured scattered field initiated by a point source. There are many applications where one wishes to uses acoustic scattering waves to detect hidden structures in a given medium. This comes up in medical imaging and non-destructive testing. In many applications one has little to no a priori information of the scatterer that one wishes to reconstruct. Because of this qualitative methods (otherwise known as non-iterative or direct methods) have been used to solve multiple inverse shape problems in scattering as well as other imaging modalities. In this manuscript, we will study two new direct sampling imaging functionals to solve the inverse problem. Direct sampling methods are fast and stable algorithms to reconstruct the scattering object with little to no a priori information. They have been also investigated in some studies under the name of orthogonality sampling method, see, e.g. [8, 24]. These sampling methods have been studied in great detail for far-field measurements for multiple inverse scattering problems, see [8, 12, 13, 20, 23, 24] and references therein. Direct sampling methods also have other variants [7, 19] that are connected to the factorization method (see [17] for details for details). One of the drawbacks of these sampling methods is that the analysis is typically incomplete and requires full-aperture data. There has been some work done in [14, 21] to justify these methods for limited-aperture data.

Although direct sampling methods have been studied for many inverse scattering problems using far-field data there is little to no investigation for the case of near-field data. The imaging functionals are also studied for both isotropic and anisotropic scatterers. In order to construct our
imaging functionals and analyze their behavior we will need to develop suitable factorizations for the data operator for the measured scattered field initiated by a point source (see for e.g. [9,11,25]). The factorization method was initially introduced in [15] for far-field data but has been extended to many other models, see for e.g. [2, 6, 17]. Also we derive explicit decay rates for our imaging functionals by two ways. The first is by applying a ‘far-field’ transform to the measured scattered field and by appealing to the Funk-Hecke integral identity with the decay of the Bessel functions to prove the bounds. Another method for deriving the decay rate is to use the measured Cauchy data and the second Green’s identity.

The rest of the paper is organized as follows. In Section 2 we begin by rigorously defining the scattering by an isotropic scatterer. Then we derive and analyze two new direct sampling imaging functionals. To do so, we first develop a suitable factorization of our measurement operator as well as discuss the Dirichlet-to-Far-Field operator. The Dirichlet-to-Far-Field operator is critical to analyze the behavior for one of the imaging functionals. Then, in Section 3 we similarly will consider the case for anisotropic scatterers. Here we show that the imaging functional with the ‘far-field’ transform can also be used to recover anisotropic scatterers with similar resolution analysis. Lastly, in Section 4 we provide a detailed numerical study of recovering both isotropic and anisotropic scatterers using the imaging functionals developed in the previous section.

2 Isotropic Inverse Scattering Problem

In this section, we will study two direct sampling methods for recovering a scatterer from point source measurements. To this end, let $D \subset \mathbb{R}^d$ (for $d = 2, 3$) be a bounded simply connected open set with Lipschitz boundary and denote the inhomogeneous scattering medium. Outside of the scatterer we will assume that the medium is homogeneous with refractive index normalized to one. Denote by $q(x) \in L^\infty(\mathbb{R}^d)$ the contrast of the scattering medium with respect to free space such that $q = 1$ in $\mathbb{R}^d \setminus \overline{D}$ where $D = \text{supp}(q)$. We consider the scattering by the incident point source generated at $y \in \Gamma$ where $\Gamma$ is a class $C^2$ curve/surface, given by

$$u^i(\cdot, y) = \Phi(\cdot, y) = \begin{cases} \frac{1}{4} H_0^{(1)}(k |\cdot - y|) & \text{if } d = 2, \\ \frac{e^{i k |\cdot - y|}}{4 \pi |\cdot - y|} & \text{if } d = 3 \end{cases}$$

(1)

where $k > 0$ is the wave number and $H_0^{(1)}$ is the first kind Hankel function of order zero. We let $\Omega \subset \mathbb{R}^d$ be a known bounded domain with boundary equal to the measurement/source boundary $\Gamma$ such that $D \subset \Omega$ and $\text{dist}(\Gamma, D) > 0$. The scattered field $u^s(\cdot, y)$ associated with the incident field $u^i(\cdot, y)$ solves the following equation

$$\begin{cases} \Delta u^s(\cdot, y) + k^2 (1 + q) u^s(\cdot, y) = -k^2 q u^i(\cdot, y), & \text{in } \mathbb{R}^d \\ \lim_{r \to +\infty} r^{(d-1)/2} \left( \frac{\partial}{\partial r} - i k \right) u^s(\cdot, y) = 0, & r = |x|, \end{cases}$$

(2)

where the second equation of (2) indicates the Sommerfeld radiation condition and holds uniformly over all angular directions. If $\mathbb{R}^d \setminus \overline{D}$ is connected and $\Re(q) \geq 0$, then the scattering problem (2) is well-posed in $H^1_{\text{loc}}(\mathbb{R}^d)$ for any $y \in \Gamma$ (see Chapter 8 of [4]). It is well known that problem (2) can be written equivalently to the Lippmann-Schwinger equation (see [4])

$$u^s(x, y) = k^2 \int_D \Phi(x; \cdot) \left( q u(\cdot, y) \right) dA.$$  

(3)

where $u(\cdot, y) = u^s(\cdot, y) + u^i(\cdot, y)$ is the total field.
For the inverse problem, we aim to recover the domain $D$ from the measured scattered field $u^s(x,y)$ for all $(x,y) \in \Gamma \times \Gamma$. In general, the measurement and source boundary need not be the same. Two direct sampling imaging functionals will be analyzed for the case of an isotropic scatterer in this section. To begin, we first define the near-field operator $N : L^2(\Gamma) \to L^2(\Gamma)$ given by

$$ (Ng)(x) = \int_{\Gamma} u^s(x,y) g(y) ds(y) \quad \forall \ x \in \Gamma. \quad (4) $$

In order to develop a new imaging functional we first derive a factorization of the near-field operator. Here we develop a different factorization than what is given in [11]. Arguing similarly as in Section 4.2 of [17] we can factorize the near-field operator $N$ using the following operators.

Define the single layer potential $S : L^2(\Gamma) \to L^2(D)$ such that

$$ (Sg)(x) = \int_{\Gamma} \Phi(x,y) g(y) ds(y), \quad \forall \ x \in D \quad (5) $$

and its dual operator $S^\top : L^2(D) \to L^2(\Gamma)$ given by the volume potential

$$ (S^\top \varphi)(z) = \int_D \Phi(x,z) \varphi(x) dx, \quad \forall \ z \in \Gamma. \quad (6) $$

Here the dual operator is understood with respect to the $L^2$ dual-product such that

$$ \langle \varphi, Sg \rangle_{L^2(D)} = \langle S^\top \varphi, g \rangle_{L^2(\Gamma)} \quad \text{for all} \quad g \in L^2(\Gamma) \text{ and } \varphi \in L^2(D) $$

where $\langle \phi, \psi \rangle_{L^2} = \langle \phi, \psi \rangle_{L^2}$. Notice, that by linearity of the scattering problem that if the incident field $u^i$ is replaced by $Sg$ in (2) then we have that

$$ x \mapsto \int_{\Gamma} u^s(x,y) g(y) ds(y) \quad \forall \ x \in \mathbb{R}^d $$

is the corresponding scattered field. We also define the bounded operator $T : L^2(D) \to L^2(D)$ by

$$ Tf = k^2 q(w + f)|_D, \quad (7) $$

where $w \in H^1_{\text{loc}}(\mathbb{R}^d)$ solves the scattering equation (2) with $u^i(\cdot, y)$ is replaced by any arbitrary $f \in L^2(D)$ such that

$$ \Delta w + k^2(1 + q) w = -k^2 q f \quad \text{in} \quad \mathbb{R}^d $$

$$ \lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial}{\partial r} - ik \right) w = 0, \quad r = |x|. \quad (8) $$

The boundedness of the operator $T$ comes from the well-posedness of (8) and the assumptions on the refractive index. Notice, that for each $g \in L^2(\Gamma)$ we can denote by $f = Sg$ then by the well-posedness we can conclude that

$$ w(x) = \int_{\Gamma} u^s(x,y) g(y) ds(y) \quad \forall \ x \in \mathbb{R}^d. $$

Now, since equation (8) is equivalent to the Lippmann-Schwinger equation (3) we have that

$$ w(x) = k^2 \int_D \Phi(x, \cdot) (g(w + Sg)) dA \quad \forall \ x \in \mathbb{R}^d. $$

We notice that this implies that $w|_{\Gamma}$ is equivalent to $S^\top T Sg$ for any $x \in \Gamma$ by the definition of the operators, given above. This proves that the near-field operator has the factorization

$$ Ng = S^\top T Sg \quad \text{for any} \quad g \in L^2(\Gamma) $$

since $w|_{\Gamma}$ is equal to $Ng$. 
2.1 Direct Sampling Method with ‘Far-Field’ Transformation

We now develop the theory for a new direct sampling method for our inverse problem. The main idea is to increase the decay property of the imaging functional by implementing a so-called ‘Far-Field’ transformation of the data. In similar direct sampling methods developed in the literature for the measurements of the scattered field given by point sources (see for e.g. [3, 13]) one can only say that the imaging functionals will approximately decay as dist(z,D) → ∞ where z is the sampling point in \( \mathbb{R}^d \). This is due to the use of the Helmholtz-Kirchhoff integral identity (see Lemma 3.2 of [3]). For the case of far-field measurements the decay rate is given by the Funk-Hecke integral identity (see Lemma 2.7 of [20]). Therefore, we can use the asymptotic decay rate of the Bessel functions for large arguments to develop the explicit decay rate as in [7,8].

Now that we have derived a suitable factorization of the near-field operator we wish to rigorously define the Dirichlet-to-Far-Field transformation that will be used to define the imaging functional. To this end, let \( v \in H^1_{\text{loc}}(\mathbb{R}^d \setminus \overline{\Omega}) \) be the unique solution to

\[
(\Delta + k^2)v = 0 \quad \text{in} \quad \mathbb{R}^d \setminus \overline{\Omega} \quad \text{with} \quad v|_{\Gamma} = h
\]

\[
\lim_{r \to \infty} r^{(d-1)/2}\left(\frac{\partial}{\partial r} - ik\right)v = 0
\]

(9)

for any \( h \in H^{1/2}(\Gamma) \) (see Theorem 3.11 in [4] for the well-posedness of this problem). Therefore, we have that \( v \) has the expansion

\[
v(x) = \frac{e^{ik|x|}}{|x|^{(d-1)/2}} \left\{ v^\infty(\hat{x}) + O\left(\frac{1}{|x|}\right)\right\} \quad \text{as} \quad |x| \to \infty
\]

where \( \hat{x} := x/|x| \) and \( v^\infty(\hat{x}) \) is the corresponding far-field pattern (see Chapter 2 of [4]). Being motivated by previous works on direct sampling methods for far-field measurements we define the Dirichlet-to-Far-Field transformation \( Q : H^{1/2}(\Gamma) \to L^2(S^{d-1}) \) such that

\[
(Qh)(\hat{y}) = v^\infty(\hat{x}), \quad \forall \hat{x} \in S^{d-1}
\]

(10)

where \( S^{d-1} \) denotes the unit circle/sphere.

We will now connect the factorization of the near-field operator with the Dirichlet-to-Far-Field transformation in order to derive an imaging functional to recover the scatterer \( D \). Notice, that the volume potential

\[
v = \int_D \Phi(x,\cdot)\varphi(x)dx \quad \text{for any} \quad \varphi \in L^2(D)
\]

solves (9) where \( h = S^T\varphi \). It is well-known that \( S^T : L^2(D) \to H^{3/2}(\Gamma) \) by Theorem 8.2 of [4] and the Trace Theorem. By applying to the asymptotic expansion of the fundamental solution (see for e.g. [1,4]) we have that

\[
(QS^T\varphi)(\hat{y}) = v^\infty(\hat{y}) = \int_D e^{-ik\hat{y}\cdot\hat{x}}\varphi(x)dx,
\]

(11)

for all \( \hat{y} \in S^{d-1} \). The above operator is the well known adjoint operator to the Herglotz wave function \( H : L^2(S^{d-1}) \to L^2(D) \) given by

\[
Hg = \int_{S^{d-1}} e^{ik\hat{y}\cdot\hat{x}}g(\hat{y})d\hat{s}(\hat{y}) \quad \text{where} \quad (Hg,\varphi)_{L^2(S^{d-1})} = (g, H^*\varphi)_{L^2(D)}
\]

for all \( g \in L^2(S^{d-1}) \) and \( \varphi \in L^2(D) \). Therefore, equation (11) can be written as

\[
QS^T\varphi = H^*\varphi \quad \text{for any} \quad \varphi \in L^2(D)
\]
and by appealing to the factorization
\[ N = S^T T S \] implies that \[ Q N = H^* T S. \]

Next, we will build an indicator function for the sampling method based on operator \( Q N \) instead of \( N \). Since \( \Omega \) is known one can compute \( Q \) independently in order to construct the operator for solving the inverse problem. Also, note that \( Q \) can be computed in a multitude of ways. One can use boundary integral operators for the Helmholtz equation to derive the solution operator for (9) (see for e.g. Chapter 3 of [4]). Then by appealing to asymptotic formula for fundamental solution one can derive a formula for the operator \( Q \). Later in this section we will derive a formula for \( Q \) when \( \Gamma \) is the boundary of a ball centered at the origin. Also note that, \( Q \) is independent of the underline scattering problem which implies that this operator can be used to study other problems in inverse scattering for near-field data sets.

In order to define our new imaging functional, we now introduce for each sampling point \( z \in \Omega \) the functions \( \phi_z^{(1)}(x) \in L^2(\Gamma) \) and \( \phi_z^{(2)}(\hat{y}) \in L^2(\mathbb{S}^{d-1}) \) such that
\[
\phi_z^{(1)}(x) = \Phi(x, z) \quad \text{and} \quad \phi_z^{(2)}(\hat{y}) = e^{-ik_\cdot\hat{y}} \quad \text{for any} \ z \in \Omega.
\]

The imaging functional via Far-Field transform: We can now define and analyze the direct sampling methods imaging functional via a far-field transform. To this end, we let \( z \in \Omega \) be a sampling point and recall \( N : L^2(\Gamma) \rightarrow L^2(\Gamma) \) and \( Q : H^{1/2}(\Gamma) \rightarrow L^2(\mathbb{S}^{d-1}) \) as defined in (4) and (10) respectively. Then the imaging functional via a far-field transform is given by
\[
I_{\text{FF}}(z) = \left\| (Q N \phi_z^{(1)}, \phi_z^{(2)}) \right\|_{L^2(\mathbb{S}^{d-1})}.
\]

From the factorization in the previous section we can now develop the resolution analysis of the proposed imaging functional. This will give an explicit decay rate of the \( I_{\text{FF}}(z) \) as \( \text{dist}(z, D) \rightarrow \infty \) which will validate plotting \( I_{\text{FF}}(z) \) to recover the scatterer \( D \). The fact that the decay rate is explicit is due to the far-field transform and the Funk-Hecke integral identity.

In order to provide the decay rate we need the following result (i.e. the Helmholtz-Kirchhoff integral identity).

**Lemma 2.1.** Let \( S : L^2(\Gamma) \rightarrow L^2(D) \) be as defined in (5) then we have that
\[
(S \phi_z^{(1)})(x) = \frac{1}{k} \left( i \Phi(x, z) + \omega(x, z) \right), \quad \forall x \in D, \ z \in \Omega
\]
where \( \| \omega(\cdot, z) \|_{H^1(D)} \leq C \) where the constant \( C \) depends on \( \Gamma \) but is independent of \( z \in \Omega \).

**Proof.** This is a simple consequence of Lemma 3.2 in [3].

Recall, that by definition of the fundamental solution given in (1)
\[
\Phi(x, z) = \begin{cases} 
\frac{1}{4} J_0(k|x - z|) & \text{if } d = 2, \\
\frac{1}{4\pi} j_0(k|x - z|) & \text{if } d = 3,
\end{cases}
\]
where \( J_0(t) \) and \( j_0(t) \) are the zeroth Bessel and spherical Bessel function of the first kind. This implies that the leading order term in
\[
\| S \phi_z^{(1)} \|_{L^2(D)} = \mathcal{O}(1) \quad \text{as } \text{dist}(z, D) \rightarrow \infty.
\]

Without augmenting that data one can’t get an explicit rate of decay from the Helmholtz-Kirchhoff identity due to the presence of the \( \omega(x, z) \) which is only given to be bounded as \( \text{dist}(z, D) \rightarrow \infty \).
Theorem 2.2. Let the imaging functional $I_{FF}(z)$ be defined by (12). Then for every $z \notin D$

\[ I_{FF}(z) = O \left( \text{dist}(z, D)^{1-d)/2} \right) \quad \text{as} \quad \text{dist}(z, D) \to \infty \quad \text{for} \quad d = 2, 3. \]

Proof. In order to prove the claim, recall that we have the factorization

\[ QN g = H^* T S g \quad \text{for all} \quad g \in L^2(\Gamma). \]

Now, we can clearly see that by the definition of the adjoint that

\[ \left( QN_{z}^{(1)}, \phi_{z}^{(2)} \right)_{L^2(S^{d-1})} = \left( H^* T S \phi_{z}^{(1)}, \phi_{z}^{(2)} \right)_{L^2(S^{d-1})} = (T S \phi_{z}^{(1)}, H \phi_{z}^{(2)})_{L^2(D)} \]

We now recall the Funk-Hecke integral identity, given by

\[ (H \phi_{z}^{(2)})(x) = \int_{S^{d-1}} e^{-i k(z-x) \cdot y} ds(y) = \begin{cases} 2 \pi J_0(k|x-z|) & \text{if} \quad d = 2, \\ 4 \pi j_0(k|x-z|) & \text{if} \quad d = 3. \end{cases} \]

With this and the boundedness of the operator $T : L^2(D) \to L^2(D)$ we have that there is a constant $C > 0$ independent of $z$ such that

\[ \left| \left( QN_{z}^{(1)}, \phi_{z}^{(2)} \right)_{L^2(S^{d-1})} \right| \leq C \| S_{z}^{(1)} \|_{L^2(D)} \| H \phi_{z}^{(2)} \|_{L^2(D)} \]

\[ \leq C \| H \phi_{z}^{(2)} \|_{L^2(D)} \left( \| H \Phi(\cdot, z) \|_{L^2(D)} + \| \omega(\cdot, z) \|_{L^2(D)} \right) \]

Since $J_0(t)$ has a decay rate of $t^{-1/2}$ and $j_0(t)$ has a decay rate of $t^{-1}$ as $t \to \infty$ we have that

\[ \| H \phi_{z}^{(2)} \|_{L^2(D)} \leq C \left( \text{dist}(z, D)^{(1-d)/2} \right) \quad \text{as} \quad \text{dist}(z, D) \to \infty. \]

Together with $\| \omega(\cdot, z) \|_{H^1(D)} \leq C$ for all $z \in \Omega$ we obtain the estimate

\[ \left| \left( QN_{z}^{(1)}, \phi_{z}^{(2)} \right)_{L^2(S^{d-1})} \right| \leq C \text{dist}(z, D)^{(1-d)/2} \left( 1 + \text{dist}(z, D)^{(1-d)/2} \right) \quad \text{as} \quad \text{dist}(z, D) \to \infty \]

for some constant $C > 0$ independent of $z \in \Omega$. This is obviously equivalently to the estimate

\[ \left| \left( QN_{z}^{(1)}, \phi_{z}^{(2)} \right)_{L^2(S^{d-1})} \right| \leq C \left( \text{dist}(z, D)^{(1-d)/2} \right) \quad \text{as} \quad \text{dist}(z, D) \to \infty \]

which proves the claim. \hfill \Box

From this we have that the imaging functional $I_{FF}(z)$ should decay as the sampling point moves away from the scatterer. Also, note that since $N : L^2(\Gamma) \to L^2(\Gamma)$ is known from the measured data and $Q : H^{1/2}(\Gamma) \to L^2(S^{d-1})$ can be precomputed without a priori knowledge of $D$, this is a fast and simple method for recovering the scatterer.

For simplicity, we will consider the case when $\Gamma$ is the boundary of a disk centered at the origin with radius $R$ fixed. In this case, $\Omega = B(0; R)$ is a disk where the unknown scatterer $D \subset B(0; R)$. Since we are considering the case when $\Gamma = \partial B(0; R)$ we can derive a formula for computing

\[ Q : H^{1/2}(\Gamma) \to L^2(S^{d-1}) \]
via separation of variables. Note that, similar calculation can also be done in three dimensions. Now, we identify $H^{1/2}(\Gamma)$ with the space $H^{1/2}(0,2\pi)$ and $L^2(\mathbb{S}^{d-1})$ with the space $L^2(0,2\pi)$. Therefore, for all $h(\theta) \in H^{1/2}(0,2\pi)$ can be written in terms of the Fourier series

$$h(\theta) = \sum_{|m|=0}^{\infty} h_m e^{im\theta} \quad \text{where} \quad h_m = \frac{1}{2\pi} \int_0^{2\pi} h(\phi) e^{-im\phi} d\phi \quad \text{for all } m \in \mathbb{Z}.$$ 

One can easily check that the unique solution $v(r, \theta)$ where $r = |x|$ and $\theta = \text{Arg}(x_1 + ix_2)$ to equation (9) can then be written as the series

$$v(r, \theta) = \sum_{|m|=0}^{\infty} v_m H_m^{(1)}(kr)e^{im\theta} \quad \text{where} \quad v_m = \frac{h_m}{H_m^{(1)}(kR)} \quad \text{for all } m \in \mathbb{Z}.$$ 

Here we let $H_m^{(1)}$ denote the first kind Hankel function of order $m$. Therefore, by appealing to the asymptotic relationship of the Hankel function

$$H_m^{(1)}(kr) = \sqrt{\frac{2}{\pi kr}} e^{ikr - i\pi/2} + O(r^{-3/2}) \quad \text{as} \quad r \to \infty$$

we have that

$$v^\infty(\theta) = \sum_{|m|=0}^{\infty} \sqrt{2}(1-i) \frac{h_m}{\sqrt{kr} H_m^{(1)}(kR)} e^{im(\theta - \pi/2)} = \frac{1}{2\pi} \int_0^{2\pi} \sqrt{2}(1-i) \sum_{|m|=0}^{\infty} \frac{e^{im(\theta - \phi - \pi/2)}}{H_m^{(1)}(kR)} h(\phi)d\phi$$

$$= \frac{1-i}{\pi \sqrt{2k\pi}} \sum_{|m|=0}^{\infty} \frac{e^{im(\theta - \phi - \pi/2)}}{H_m^{(1)}(kR)} h(\phi)d\phi. \quad (13)$$

This implies that the operator $Q : H^{1/2}(0,2\pi) \to L^2(0,2\pi)$ can be written as

$$(Qh)(\theta) = \int_0^{2\pi} K(\theta, \phi) h(\phi) d\phi \quad \text{with kernel function} \quad K(\theta, \phi) = \frac{1-i}{\pi \sqrt{2k\pi}} \sum_{|m|=0}^{\infty} \frac{e^{im(\theta - \phi - \pi/2)}}{H_m^{(1)}(kR)}.$$

In numerically evaluating the imaging functional $I_{FF}(z)$ given by (12) we will need to approximate $Q$ with a discretized version of the operator that converges in norm. To this end, we consider the truncated series representation denoted by the operator truncated series for some $M \in \mathbb{N}$

$$(Q_M h)(\theta) = \int_0^{2\pi} K_M(\theta, \phi) h(\phi) d\phi \quad \text{with kernel function} \quad K_M(\theta, \phi) = \frac{1-i}{\pi \sqrt{2k\pi}} \sum_{|m|=0}^{M} \frac{e^{im(\theta - \phi - \pi/2)}}{H_m^{(1)}(kR)}.$$

In the next result, we prove convergence of the operator $Q_M$ to the Dirichlet-to-Far-Field transformation in the operator norm from $H^{1/2}(0,2\pi) \to L^2(0,2\pi)$. Here we use the definition of the $H^p(0,2\pi)$-norm via the Fourier coefficients.

**Lemma 2.3.** Let $Q : H^{1/2}(0,2\pi) \to L^2(0,2\pi)$ be the Dirichlet-to-Far-Field transformation defined by (13) and $Q_M : H^{1/2}(0,2\pi) \to L^2(0,2\pi)$ be the truncated series for some $M \in \mathbb{N}$. Then we have norm-convergence with convergence rate given by

$$\|Q - Q_M\|_{H^{1/2}(0,2\pi) \to L^2(0,2\pi)} = O\left(\frac{1}{2M}\right), \quad \text{as} \quad M \to \infty.$$
Proof. In order to prove the claim, we see that
\[
(Q - Q_M) h = \int_0^{2\pi} \left[ K(\theta, \phi) - K_M(\theta, \phi) \right] h(\phi) d\phi
\]
\[
= \sum_{|m|=M+1}^{\infty} \frac{1 - i}{\pi \sqrt{2k\pi}} \frac{h_m}{H_m^{(1)}(kR)} e^{im(\theta - \pi/2)}.
\]

Now, we compute the $L^2(0, 2\pi)$-norm of the function $(Q - Q_M) h$ given by
\[
\|(Q - Q_M) h\|_{L^2(0, 2\pi)}^2 \leq C \sum_{|m|=M+1}^{\infty} \frac{|h_m|^2}{|H_m^{(1)}(kR)|^2}
\]

In order to estimate, we now use the facts that $H_m^{(1)}(t) = (-1)^m H_m^{(1)}(t)$ for all $m \in \mathbb{Z}$ as well as the asymptotic result (see for e.g. [26])
\[
-iH_m^{(1)}(t) \sim \sqrt{\frac{2}{\pi m}} \left( \frac{et}{2m} \right)^{-m} \quad \text{as} \quad m \to \infty.
\]

That implies, there exists some constant $C$ independent from $m$ such that
\[
\|(Q - Q_M) h\|_{L^2(0, 2\pi)}^2 \leq C \sum_{|m|=M+1}^{\infty} \frac{|h_m|^2}{|H_m^{(1)}(kR)|^2}
\]
\[
= \frac{C}{2^{2M}} \sum_{|m|=M+1}^{\infty} |m| |h_m|^2 \left( \frac{ekR}{m} \right)^{2m}
\]
and we can clearly see that the root test implies that the sequence
\[
\left( \frac{ekR}{m} \right)^{2m} \to 0 \quad \text{as} \quad m \to \infty \quad \text{and is therefore bounded.}
\]

This implies that
\[
\|(Q - Q_M) h\|_{L^2(0, 2\pi)}^2 \leq \frac{C}{2^{2M}} \sum_{|m|=0}^{\infty} \left( 1 + |m|^2 \right)^{1/2} |h_m|^2 = \frac{C}{2^{2M}} \|h\|_{H^{1/2}(0, 2\pi)}^2
\]
which proves the claim.

In practice, the geometric convergence rate in Lemma 2.3 means that we can approximate the operator $Q$ by the truncated series $Q_M$. Therefore, do to the fast convergence one does not need to keep many terms in the series. This will allow one to evaluate the approximate operator $Q_M$ more efficiently in numerically solving the inverse problem.

Remark: For the case when $\Gamma \neq \partial B(0; R)$ we have that the solution $v$ to (9) can be written using a single layer potential as in [17]. Therefore, the far-field pattern can be obtained using the asymptotic of the fundamental solution. This is similar to obtaining the factorization of the far-field operator for the scattering by a sound-soft scatterer, see Chapter 2 of [17] for details.
\[ \begin{align*} \text{2.2 Direct Sampling Method with Cauchy Data} \\
\text{In this section, we develop another imaging functional for the recovering the scatterer } D \text{ from point source measurements. Here we will assume that we have the Cauchy data given by } u^s(x, y) \text{ and } \partial_\nu u^s(x, y) \text{ for all } (x, y) \in \Gamma \times \Gamma. \text{ We again note that the measurement and source boundary need not be the same. Again, the goal is to derive an explicit decay rate as } \text{dist}(z, D) \to \infty \text{ where } z \in \Omega \text{ is the sampling point. As we will see by using the Cauchy data we along with Green’s identities we can derive an explicit decay rate which can not be done by only taking the near-field data } u^s(x, y) \text{ which has not been studied in the literature.} \\
\text{We will now define the imaging functional for the case of given Cauchy data. Now, provided that both } u^s(x, y) \text{ and } \partial_\nu u^s(x, y) \text{ is given for all } (x, y) \in \Gamma \times \Gamma, \text{ we define a new imaging functional} \\
I_{CD}(z) = \int_{\Gamma} \left| \int_{\Gamma} \frac{1}{2i} \Re \Phi(x, z) u^s(x, y) - \Phi(x, z) \partial_\nu u^s(x, y) ds(x) \right|^{-\rho} ds(y) \tag{14} \\
\text{where for } \rho > 0 \text{ is a fixed constant. Here the parameter } \rho \text{ can be used to sharpen the resolution when recovering the scatterer numerically(see for e.g. [20]). In order to analyze the } I_{CD}(z) \text{ we will write the imaging functional in terms of } T : L^2(D) \to L^2(D) \text{ defined in (7).} \\
\textbf{Theorem 2.4. Let the imaging functional } I_{CD}(z) \text{ be defined by (14). Then for every } z \in \Omega \\
I_{CD}(z) = \int_{\Gamma} \left| \int_{D} \frac{1}{2i} \Re \Phi(z, \cdot) T \Phi(\cdot, y) dA \right|^{-\rho} ds(y) \\
\text{where } u^s \text{ is the unique solution to (2).} \\
\textbf{Proof.} \text{To begin, recall that by the Lippmann-Schwinger equation (3) we have that the Cauchy data can be written as the volume integrals} \\
u^s(x, y) = k^2 \int_{D} \Phi(x, \cdot) (qu(\cdot, y)) dA \text{ and } \partial_\nu u^s(x, y) = k^2 \int_{D} \partial_\nu \Phi(x, \cdot) (qu(\cdot, y)) dA \\
\text{where the total field } u(\cdot; y) = u^s(\cdot, y) + \Phi(\cdot, y). \text{ Now, by the auxiliary scattering problem (8) and the definition of the operator } T \text{ we obtain the identity} \\
u^s(x, y) = \int_{D} \Phi(x, \cdot) T \Phi(\cdot, y) dA \text{ and } \partial_\nu u^s(x, y) = \int_{D} \partial_\nu \Phi(x, \cdot) T \Phi(\cdot, y) dA. \\
\text{Notice, that we have} \\
\int_{\Gamma} \partial_\nu \Phi(x, z) u^s(x, y) - \Phi(x, z) \partial_\nu u^s(x, y) ds(x) \\
\quad = \int_{\Gamma} \left[ \partial_\nu \Phi(x, z) \int_{D} \Phi(x, \cdot) T \Phi(\cdot, y) dA - \Phi(x, z) \int_{D} \partial_\nu \Phi(x, \cdot) T \Phi(\cdot, y) dA \right] ds(x) \\
\quad = \int_{\Gamma} \left[ \int_{D} \left[ \partial_\nu \Phi(x, z) \Phi(x, \cdot) - \Phi(x, z) \partial_\nu \Phi(x, \cdot) \right] T \Phi(\cdot, y) dA ds(x) \\
\quad = \int_{D} \left[ \int_{\Gamma} \partial_\nu \Phi(x, z) \Phi(x, \cdot) - \Phi(x, z) \partial_\nu \Phi(x, \cdot) ds(x) \right] T \Phi(\cdot, y) dA. \\
\text{Using Green’s second identity, we can prove that for all } z \in \Omega \\
\Phi(z, \cdot) - \overline{\Phi(z, \cdot)} = \int_{\Gamma} \left[ \partial_\nu \Phi(x, z) \Phi(x, \cdot) - \Phi(x, z) \partial_\nu \Phi(x, \cdot) \right] ds(x). \\
\text{Indeed, this is verified by first appealing to equations} \\
\Delta_x \Phi(x, \cdot) + k^2 \Phi(x, \cdot) = -\delta(x - \cdot) \text{ and } \Delta_x \Phi(x, z) + k^2 \Phi(x, z) = -\delta(x - z). \end{align*} \]
Then, multiplying the first and second equations by $\Phi(x, z)$ and $\Phi(x, \cdot)$, respectively and integrating over $\Omega$ we obtain
\[
\int_{\Omega} \Delta_x \Phi(x, \cdot) \Phi(x, z) - \Delta_x \Phi(x, z) \Phi(x, \cdot) \, dx = -\Phi(\cdot, z) + \Phi(z, \cdot).
\]

Then the desired identity follows from Green’s second identity and the symmetry of the fundamental solution. Therefore, we obtain
\[
\int_{\Gamma} \partial_{\nu} \Phi(x, z) u^s(x, y) - \Phi(x, z) \partial_{\nu} u^s(x, y) \, ds(x) = \int_D \frac{1}{2i} \Im \Phi(z, \cdot) T \Phi(\cdot, y) \, dA
\]
and substituting this identity in the imaging functional we have that
\[
I_{CD}(z) = \int_{\Gamma} \left| \int_D \frac{1}{2i} \Im \Phi(z, \cdot) T \Phi(\cdot, y) \, dA \right|^\rho \, ds(y)
\]
which proves the claim.

We recall that,
\[
\Im \Phi(z, \cdot) = \begin{cases} 
\frac{1}{4} J_0(k |\cdot - z|) & \text{if } d = 2, \\
\frac{1}{4\pi} j_0(k |\cdot - z|) & \text{if } d = 3.
\end{cases}
\]

From the above result we have that the imaging functional $I_{CD}(z)$ should be maximal on the interior of the scatterer $D$ and takes small values on the exterior of $D$. Now, that we have the equivalent representation of $I_{CD}(z)$ with respect to the operator $T$ as defined in (7) we can show the decay rate for the imaging functional.

**Theorem 2.5.** Let the imaging functional $I_{CD}(z)$ be defined by (14). Then for every $z \notin D$
\[
I_{CD}(z) = \mathcal{O} \left( \text{dist}(z, D)^{(1-d)\rho/2} \right) \quad \text{as } \text{dist}(z, D) \to \infty \quad \text{for } d = 2, 3.
\]

**Proof.** To begin, we first recall that
\[
I_{CD}(z) = \int_{\Gamma} \left| \int_D \frac{1}{2i} \Im \Phi(z, \cdot) T \Phi(\cdot, y) \, dA \right|^\rho \, ds(y)
\]
and the fact that $T : L^2(D) \to L^2(D)$ as a bounded linear operator. Therefore, by the Cauchy-Schwartz inequality we have that
\[
I_{CD}(z) \leq C \| \Im \Phi(z, \cdot) \|_{L^2(D)}^\rho \int_{\Gamma} \| \Phi(\cdot, y) \|_{L^2(D)}^\rho \, ds(y).
\]
Since, we have assumed that $\text{dist}(\Gamma, D) > 0$ we can have that
\[
\int_{\Gamma} \| \Phi(\cdot, y) \|_{L^2(D)}^\rho \, ds(y) \quad \text{if a fixed constant independent of } z.
\]

Then, the estimate for the imaging functional becomes
\[
I_{CD}(z) \leq C \| \Im \Phi(z, \cdot) \|_{L^2(D)}^\rho
\]
and we again use the fact that $J_0(t)$ has a decay rate of $t^{-1/2}$ and $j_0(t)$ has a decay rate of $t^{-1}$ as $t \to \infty$, which proves the claim.
We also note that, if only \( u^s(x, y) \) is measured for all \((x, y) \in \Gamma \times \Gamma\), where \( \Gamma \) is the boundary of a ball with large radius, and the measurement curve/surface \( \Gamma \) is sufficiently far away from the scatterer then \( \partial_y u^s(x, y) \approx ik u^s(x, y) \) on \( \Gamma \) by the radiation condition. The imaging functional can be approximated by

\[
I_{\text{CD}}^{\text{far}}(z) = \int_{\Gamma} \left| \int_{\Gamma} \left[ \partial_y \Phi(x, z) - ik \Phi(x, z) \right] u^s(x, y) ds(x) \right|^2 ds(y).
\]

One would expect that \( I_{\text{CD}}(z) \approx I_{\text{CD}}^{\text{far}}(z) \) for any \( z \in \Omega \) which would imply that plotting \( I_{\text{CD}}^{\text{far}}(z) \) could also be used to recover the scatterer provided one does not have or can not compute \( \partial_y u^s(x, y) \) for any \((x, y) \in \Gamma \times \Gamma \) provided \( \Gamma \) is the boundary of a ball with large radius.

### 3 Anisotropic Inverse Scattering Problem

One of the main advantages for using a qualitative reconstruction method is that the same algorithm will work for multiple scattering problems. In this section, we will show that the imaging functional via a far-field transform \( I_{\text{FF}}(z) \) defined in (12) as well as \( I_{\text{CD}}(z) \) can also be used to solve that inverse scattering problem for an anisotropic scatterer. This shows the novelty of this direct sampling method as being a simple and robust algorithm for recovering scatterers from point source measurements. In this problem, we are interested in determining the support of an anisotropic inhomogeneous medium, that is characterized by constitutive parameters \( Q \) and \( q \).

We will assume, that the matrix valued parameter satisfies that \( Q(x) \) is the zero matrix for all \( x \notin D \) where \( Q \in C^1(D, \mathbb{C}^{d \times d}) \). Furthermore, assume that for any vector \( \xi \in \mathbb{C}^d \)

\[
\xi \cdot \Re (I + Q(x)) \xi \geq Q_{\text{min}} |\xi|^2 > 0 \quad \text{and} \quad \xi \cdot \Im (Q(x)) \xi \leq 0 \quad \text{for a.e.} \quad x \in D
\]

where \( I \) is the identity matrix. Here we assume \( q \) satisfies the same assumptions as in the previous section. Similarly, to illuminate the medium by an incident field \( u^i(\cdot, y) = \Phi(\cdot, y) \) generated by a point source \( y \in \Gamma \) then the scattered field \( u^s \in H_{\text{loc}}^1(\mathbb{R}^d) \) satisfies

\[
\begin{aligned}
\text{div} \left( (I + Q) \nabla u^s(\cdot, y) \right) + k^2(1 + q)u^s(\cdot, y) &= -\text{div} \left( Q \nabla u^i(\cdot, y) \right) - k^2 qu^i(\cdot, y), \quad \text{in} \quad \mathbb{R}^d \\
\lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial}{\partial r} - i k \right) u^s(\cdot, y) &= 0.
\end{aligned}
\] (15)

where \( Q \) and \( q \) are the contrast for the anisotropic scattering medium. The well-posedness of (15) is given in Theorem 1.38 of [1]. We again have an equivalent to the Lippmann-Schwinger equation (see for e.g. [1])

\[
u^s(x, y) = -\text{div} \int_D \Phi(x, \cdot) \left( Q \nabla u(\cdot, y) \right) dA + k^2 \int_D \Phi(x, \cdot) \left( qu(\cdot, y) \right) dA.
\] (16)

where again the total field is given by \( u(\cdot, y) = u^s(\cdot, y) + u^i(\cdot, y) \) and \( D = \text{supp}(Q) \cup \text{supp}(q) \). The measurements for the inverse problem are \( u^s(x, y) \) for \((x, y) \in \Gamma \times \Gamma\). The analysis of the direct sampling method to handle this problem can be done similarly to the isotropic case with some modifications on the factorization of the near-field operator. This change is governed by the volume integral in the Lippmann-Schwinger equation (16). The factorization of the near-field operator for an anisotropic scatterer was studied in [9] where non-physical incident fields are used.

In order to derive a suitable factorization we use similar arguments as in Chapter 2 of [1].

We begin by reintroducing near-field operator \( N : L^2(\Gamma) \to L^2(\Gamma) \) such that

\[
(N g)(x) = \int_{\Gamma} u^s(x, y) g(y) ds(y), \quad \forall x \in \Gamma.
\]
Just as in the previous section, we have that by linearity of the scattering problem we have that for single layer potential $S : L^2(\Gamma) \rightarrow L^2(D)$

$$(Sg)(x) = \int_{\Gamma} \Phi(x, y) g(y) ds(y), \quad \forall \ x \in D$$

then for $Sg$ taken to be the incident field in (15) we have that

$$x \mapsto \int_{\Gamma} u^s(x, y) g(y) ds(y) \quad \forall \ x \in \mathbb{R}^d$$

is the corresponding scattered field. Now, motivated by the anisotropic Lippmann-Schwinger equation (16) we define the following operators. It is well-known that $S : L^2(\Gamma) \rightarrow H^1_{loc}(\mathbb{R}^d)$ see [22] Theorem 6.11. So we can define the bounded linear operator

$$S_Q : L^2(\Gamma) \rightarrow [L^2(D)]^{d+1}$$

such that $S_Q g = \left( \nabla Sg|_D, Sg|_D \right)$. (17)

We have that the corresponding dual operator $S_Q^\dagger : [L^2(D)]^{d+1} \rightarrow L^2(\Gamma)$ is given by

$$S_Q^\dagger(\varphi, \psi) = \text{div} \int_D \Phi(z, y) \varphi(y) dy + \int_D \Phi(z, y) \psi(y) dy, \quad \forall \ z \in \Gamma. \quad (18)$$

To continue, just as in the isotropic case let $w \in H^1_{loc}(\mathbb{R}^d)$ be the unique solution to the problem

$$\text{div} \left( (I + Q) \nabla w \right) + k^2 (1 + q) w = -\text{div}(Q \varphi) - k^2 q \psi \quad \text{in } \mathbb{R}^d$$

$$\lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial}{\partial r} - ik \right) w = 0. \quad (19)$$

for any given $(\varphi, \psi) \in [L^2(D)]^{d+1}$ where we assume that $\varphi \in [L^2(D)]^d$ and $\psi \in L^2(D)$ (see for e.g. [1] for the well-posedness of (19)). Now, to continue we define the bounded operator

$$T : [L^2(D)]^{d+1} \rightarrow [L^2(D)]^{d+1}$$

where $T(\varphi, \psi) = \left( -Q(\varphi + \nabla w)|_D, k^2 q(w + \psi)|_D \right)$. (20)

Similar to the isotropic case, let $(\varphi, \psi) = (\nabla Sg|_D, Sg|_D) = S_Q g$ in equation (19), which implies that the solution can be written as

$$w(x) = -\text{div} \int_D \Phi(x, \cdot) \left( Q(\nabla w + \nabla S) \right) dA + k^2 \int_D \Phi(x, \cdot) \left( q(w + S) \right) dA \quad \forall \ x \in \mathbb{R}^d.$$

Therefore, we can see that $w$ given above is the scattered field for (15) when $u^i$ is taken to be $Sg$. This implies that $w|_\Gamma$ is equal to the near-field operator $Ng$ for any $g$ which when combined with the definition of the above operators gives that

$$Ng = S_Q^\dagger T S_Q g \quad \text{for any } \ g \in L^2(\Gamma).$$

Now that we have this factorization of the near-field operator for anisotropic scatterers, we can show that the direct sampling methods imaging functional via a far-field transform can be used to recover the scatterer in this case as well.
3.1 Direct Sampling Method with ‘Far-Field’ Transformation

Now we can proceed with the decay rate as as dist(z, D) → ∞ for the direct sampling method via a far-field transform. We will show that the decay of the imaging functional is equivalent to the result in Theorem 2.2 for isotropic scatterers. To begin, we recall the Dirichlet-to-Far-Field transformation $Q: H^{1/2}(\Gamma) \rightarrow L^2(\mathbb{S}^{d-1})$ as defined in (10) as well as the imaging functional

$$I_{\text{FF}}(z) = \left\| \left( QN\phi_z^{(1)}, \phi_z^{(2)} \right) \right\|_{L^2(\mathbb{S}^{d-1})}$$

where

$$\phi_z^{(1)}(x) = \Phi(x, z) \quad \text{for any} \quad \phi_z^{(2)}(\hat{y}) = e^{-ikz \cdot \hat{y}} \quad \text{for any} \quad z \in \Omega.$$ 

Again, one of the advantages is that the imaging functional does not change for the anisotropic scattering problem.

In order to develop the resolution analysis for anisotropic scatterers, we need to compute the operator $Q\mathcal{S}_Q^T$ for any $(\varphi, \psi) \in [L^2(D)]^{d+1}$. Notice, that the volume potential

$$v = \int_D \Phi(x, \cdot)\varphi(x)dx \quad \text{for any} \quad \varphi \in L^2(D)$$

maps $L^2(D) \rightarrow H^2(\Omega)$ as a bounded linear operator by [4] Theorem 8.2 and standard elliptic regularity [5]. This implies that Range$(\mathcal{S}_Q^T) \subset H^{1/2}(\Gamma)$ and therefore the operator $Q\mathcal{S}_Q^T$ is well defined. By again applying to the asymptotic expansion of the fundamental solution we have that

$$Q\mathcal{S}_Q^T(\varphi, \psi) = \int_D [-ik\hat{y} \cdot \varphi(x) + \psi(x)] e^{-ikx \cdot \hat{y}} dx \quad \forall \hat{y} \in \mathbb{S}^{d-1}. $$

From this, we recall the Herglotz wave function $H: L^2(\mathbb{S}^{d-1}) \rightarrow L^2(D)$ given by

$$Hg = \int_{\mathbb{S}^{d-1}} e^{ikx \cdot \hat{y}} g(\hat{y})ds(\hat{y})$$

and define

$$\mathcal{H}_Q : L^2(\mathbb{S}^{d-1}) \rightarrow [L^2(D)]^{d+1} \quad \text{such that} \quad \mathcal{H}_Qg = \left( \nabla Hg|_D, Hg|_D \right).$$

Therefore, by the analysis in Chapter 2 of [1] we have that

$$\mathcal{H}_Q^*\varphi, \psi) = \int_D [-ik\hat{y} \cdot \varphi(x) + \psi(x)] e^{-ikx \cdot \hat{y}} dx \quad \text{which implies that} \quad Q\mathcal{S}_Q^T = \mathcal{H}_Q^*.$$ 

From this, we have obtained that $QN = \mathcal{H}_Q^*\mathcal{T}\mathcal{S}_Q$. We now have all we need to provide the resolution analysis result.

**Theorem 3.1.** Let the imaging functional $I_{\text{FF}}(z)$ be defined by (12). Then for every $z \notin D$

$$I_{\text{FF}}(z) = \mathcal{O} \left( \text{dist}(z, D)^{(1-d)/2} \right) \quad \text{as dist}(z, D) \rightarrow \infty \quad \text{for} \quad d = 2, 3$$

where $N : L^2(\Gamma) \rightarrow L^2(\Gamma)$ is the near-field operator corresponding to (15).

**Proof.** The proof is similar to the case of an isotropic scatterer. Recall, that we have the factorization $QN = \mathcal{H}_Q^*\mathcal{T}\mathcal{S}_Q$ which implies that

$$\left( QN\phi_z^{(1)}, \phi_z^{(2)} \right)_{L^2(\mathbb{S}^{d-1})} = \left( \mathcal{H}_Q^*\mathcal{T}\mathcal{S}_Q\phi_z^{(1)}, \phi_z^{(2)} \right)_{L^2(\mathbb{S}^{d-1})} = \left( \mathcal{T}\mathcal{S}_Q\phi_z^{(1)}, \mathcal{H}_Q\phi_z^{(2)} \right)_{[L^2(D)]^{d+1}}$$

...
In order to estimate the inner-product given above, we notice that
\[ S_Q \phi_1^1 = \left( \nabla S \phi_1^1 |_D , S \phi_1^1 |_D \right) \]
and by Lemma 2.1
\[ \left( S \phi_1^1 \right)(x) = \frac{1}{k} \left( 3 \Phi(x, z) + \omega(x, z) \right). \]
This gives the estimate
\[ \| S_Q \phi_1^1 \|_{L^2(D)}^{d+1} \leq C \| 3 \Phi(\cdot, z) \|_{H^1(D)} + \| \omega(\cdot, z) \|_{H^1(D)} \]
where the \( H^1(D) \)-norm of \( \omega(\cdot, z) \) is bounded with respect to \( z \). Now, we consider
\[ H_Q \phi_2^2 = \left( \nabla H \phi_2^2 |_D , H \phi_2^2 |_D \right) \]
and recall the Funk-Hecke integral identity
\[ (H \phi_2^2)(x) = \int_{S^{d-1}} e^{-ik(z-x) \cdot \hat{y}} \, ds(\hat{y}) = \begin{cases} 2\pi J_0(k|x - z|) & \text{if } d = 2, \\ 4\pi j_0(k|x - z|) & \text{if } d = 3. \end{cases} \]
Therefore, by the fact that \( J_0(t) \) (as well as it’s derivatives) has a decay rate of \( t^{-1/2} \) and \( j_0(t) \) (as well as it’s derivatives) has a decay rate of \( t^{-1} \) as \( t \to \infty \) we obtain the estimates
\[ \| S_Q \phi_2^1 \|_{L^2(D)}^{d+1} \leq C \left( 1 + \text{dist}(z, D) \right)^{(1-d)/2} \]
as well as
\[ \| H_Q \phi_2^2 \|_{L^2(D)}^{d+1} \leq C \text{dist}(z, D)^{(1-d)/2} \]
as \( \text{dist}(z, D) \to \infty \). By combining the above estimates with the Cauchy-Schwartz inequality and the boundedness of \( T \) proves the claim.

From Theorem 3.1 we have that the imaging functional \( I_{\text{FF}}(z) \) is a simple yet stable method for recovering either an isotropic or anisotropic scatterer from the measured scattered field. This is useful since in many practical applications you may not know a prior if the scatterer is isotropic or anisotropic, or at least may not have estimates on the coefficients. Since the matrix valued coefficient uniquely determined by the scattering data [10] this give a simple method for solving the inverse shape problem of recovering \( D \) without any estimates for the matrix value coefficient.

### 3.2 Direct Sampling Method with Cauchy Data

In this section, we present the resolution analysis for the the direct sampling method with Cauchy data. This would give that both imaging functionals derived in Section 2 can be used to recover isotropic and anisotropic scatterers. Just as in the previous section we will see that similar analysis can be used to study that indicator
\[ I_{\text{CD}}(z) = \int_{\Gamma} \left| \int_{\Gamma} \partial_{\nu} \Phi(x, z) u^s(x, y) - \Phi(x, z) \partial_{\nu} u^s(x, y) \right|^2 \, ds(y) \]
initially defined in (14). We wish to prove a similar result as in Theorem 2.5 for the case of an anisotropic scatterer.
In order to develop the resolution analysis we consider \( w \in H^1_{\text{loc}}(\mathbb{R}^d) \) that is the solution to equation
\[
\begin{cases}
\text{div}\left((I + Q)\nabla w\right) + k^2(1 + q)w = -\text{div}\left(Q\nabla f\right) - k^2 q f, & \text{in } \mathbb{R}^d \\
\lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial}{\partial r} - ik \right) w = 0.
\end{cases}
\tag{21}
\]
for any given \( f \in H^1(D) \). This is motivated by anisotropic scattering problem (15) for the scattered field \( u^s \). The well-posedness of (21) is guaranteed by Theorem 1.38 of [1]. From equation (21) we see that \( w \) satisfies
\[ \Delta w + k^2 w = -\text{div}\left(Q\nabla(w + f)\right) - k^2 q(w + f) \]
and by the Lippmann-Schwinger equation (see (8.13) of [4]) we have that
\[ w(x) = \int_{D} \Phi(x, \cdot) \left(\text{div}(Q\nabla(w + f)) + k^2 q(w + f)\right) \, dA. \]

By the above representation of \( w \) we define the operator
\[ T_Q f = \text{div}(Q\nabla w + \nabla f) + k^2 q(w + f) \tag{22} \]
such that \( T_Q : H^1(D) \longrightarrow [H^1(D)]' \) where \([H^1(D)]'\) is the dual space of \( H^1(D) \) with respect to the \( L^2(D) \) dual-product as given in the previous section. Indeed, notice that for any \( g \in H^1(D) \) we have that
\[
\langle g, T_Q f \rangle_{L^2(D)} = \int_{D} \left[\text{div}(Q\nabla w + \nabla f) + k^2 q(w + f)\right] g \, dA \\
= -\int_{D} Q\nabla(w + f) \cdot \nabla g - k^2 q(w + f)g \, dA
\]
where we have used Green’s first identity along with the fact that \( \text{supp}(Q) = D \). Then it is a simple application of the Cauchy-Schwartz inequality and the well-posedness of (21) to obtain
\[
|\langle g, T_Q f \rangle_{L^2(D)}| \leq C \|f\|_{H^1(D)} \|g\|_{H^1(D)} \quad \text{for all } f, g \in H^1(D) \tag{23}
\]
where the constant \( C > 0 \) depends on the contrasts \( Q \) and \( q \) in the set \( D \). This implies that \( T_Q : H^1(D) \longrightarrow [H^1(D)]' \) is a bounded linear operator.

Notice, that by anisotropic scattering problem (15) for the scattered field \( u^s \) can be written as
\[ u^s(x, y) = \int_{D} \Phi(x, \cdot) \left(\text{div}(Q\nabla u^s(\cdot, y)) + k^2 q u(\cdot, y)\right) \, dA \]
where again the total field is given by \( u(\cdot, y) = u^s(\cdot, y) + u^t(\cdot, y) \). Therefore, by the definition of the operator \( T_Q \) (22) we have that
\[ u^s(x, y) = \int_{D} \Phi(x, \cdot) T_Q \Phi(\cdot, y) \, dA \quad \text{and} \quad \partial_x u^s(x, y) = \int_{D} \partial_x \Phi(x, \cdot) T_Q \Phi(\cdot, y) \, dA \]
where the integrals are understood as a dual-pairing on \( H^1(D) \times [H^1(D)]' \). We now have all we need to prove that \( I_{CD}(z) \) has the same resolution for thee anisotropic scattering problem.

**Theorem 3.2.** Let the imaging functional \( I_{CD}(z) \) be defined by (14). Then for every \( z \in \Omega \)
\[ I_{CD}(z) = \int_{\Gamma} \left| \int_{D} \frac{1}{2i} \Im \Phi(z, \cdot) T_Q \Phi(\cdot, y) \, dA \right|^2 \, ds(y) \]
where \( u^s \) is the unique solution to (15).
Proof. The proof is analogous to what is presented in Section 2.2.

Therefore, we now the similar decay rate for the imaging functional.

**Theorem 3.3.** Let the imaging functional \( I_{CD}(z) \) be defined by (14). Then for every \( z \notin D \)

\[
I_{CD}(z) = \mathcal{O}\left( \text{dist}(z, D)^{(1-d)/2} \right) \quad \text{as} \quad \text{dist}(z, D) \to \infty \quad \text{for} \quad d = 2, 3.
\]

**Proof.** We first note that just as in the previous section we have that

\[
I_{CD}(z) = \int_{\Gamma} \left| \int_{D} \frac{1}{2i} \bar{\Phi}(z, y) T_Q \Phi(\cdot, y) dA \right|^\rho d\nu(y)
\]

Therefore, by the estimate (23) we have that

\[
I_{CD}(z) \leq C\|\bar{\Phi}(z, \cdot)\|_{H^1(D)}^\rho \int_{\Gamma} \|\Phi(\cdot, y)\|_{H^1(D)}^\rho d\nu(y).
\]

Arguing just as in Theorem 2.5, we have that the imaging functional is bounded above such that

\[
I_{CD}(z) \leq C\|\bar{\Phi}(z, \cdot)\|_{H^1(D)}^\rho.
\]

Again, we use the fact that \( J_0(t) \) (as well as it’s derivatives) has a decay rate of \( t^{-1/2} \) and \( j_0(t) \) (as well as it’s derivatives) has a decay rate of \( t^{-1} \) as \( t \to \infty \). Proving the claim.

From the results given in this and the previous sections gives reconstruction method for recovering scatterers for both Isotropic and Anisotropic scatterers via direct sampling methods. This is new in the since that we have developed the resolution analysis. This justifies that plotting the proposed indicators will recover the scatterer. We see that the imaging functional works for multiple types of scatterers which implies that one does not need a priori knowledge of the type of scatterer that is being recovered.

### 4 Numerical Examples

We now present several numerical examples in 2D to illustrate the performance of the proposed imaging functionals \( I_{FF} \) and \( I_{CD} \) for reconstructing both isotropic and anisotropic scatterers. In all our examples, we choose \( \Gamma \) to be the boundary of the circle centered at \( 0 \) with radius \( R = 3 \). In order to discretize the curve \( \Gamma \) we take \( m \) uniformly distributed points given by \( y_j \). The synthetic data is then generated by the \( m \) point sources that are located at \( y_j \) for \( j = 1, \cdots, m \). We first solve numerically the direct problem by the spectral solver (see [18] for details). This method is based on writing the problem under the form of Lippmann-Schwinger equation and applying FFT to accelerate matrix-vector product. This corresponds to the data \( u^s(x_i, y_j) \) where \( x_i \in \Gamma \) are uniformly distributed points for \( i = 1, \cdots, m \). In practice, the measured data is always given with noise. Therefore, we denote by \( \delta \) the given noisy level and we define the noisy data as

\[
u^s,\delta(x_i, y_j) = u^s(x_i, y_j) (1 + \delta E_{i,j}) \quad \text{and} \quad \partial_{y_j}^\delta(x_i, y_j) = \partial_{y_j} u^s(x_i, y_j) (1 + \delta E_{i,j})
\]

where \( E \) is the random matrix of size \( m \times m \) where the Frobenius matrix norm \( \| E \|_F = 1 \).

Now, in order to approximate the imaging functionals using the trapezoidal rule to approximate the integrals. In the functional \( I_{CD} \) this corresponds to the 2D trapezoidal rule approximation for the integral over \( \Gamma \times \Gamma \). For computing \( I_{FF} \), we first discretized the near-field operator \( N \) via the \( m \) point trapezoidal rule on \( \Gamma \) and Dirichlet-to-Far-Field transformation \( Q_M \) via a uniformly spaced \( m \) point trapezoidal rule on \( S^1 \). Then, the resulting inner-product is also discretized by
the trapezoidal rule. Here, we take \( m = 100, \rho = 2, M = 20 \) in all the following examples. Since direct sampling methods are known to be very robust against noise in the data, we take the noise level \( \delta = 50\% \) in the following examples.

The wave number \( k = 8 \) is fixed with parameters \( \{ Q, q \} \) taken to be either \( \{ Q_1, q_1 \}, \{ Q_2, q_2 \}, \) and \( \{ Q_3, q_3 \} \) in the scatterer with
\[
\{ Q_1, q_1 \} = \left\{ \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, 0.3 \right\}, \{ Q_2, q_2 \} = \left\{ \begin{bmatrix} 0.3 & 0 \\ 0 & 0.5 \end{bmatrix}, 0 \right\}, \{ Q_3, q_3 \} = \left\{ \begin{bmatrix} 0.3 & 0 \\ 0 & 0.5 \end{bmatrix}, 0.2 \right\}.
\]
Notice that \( \{ Q_1, q_1 \} \) corresponds to an isotropic scatterer whereas \( \{ Q_2, q_2 \} \) and \( \{ Q_3, q_3 \} \) correspond to an anisotropic scatterer. We provided examples of reconstructing multiple scatterers for both cases. The geometry of the scatterers to be recovered are given in Figure 1. Where we

![Figure 1: The exact geometry of the scatterers](image_url)

show that the imaging functionals can reconstruct multiple scatterers. In order to visualize the imaging functionals we provide the contour plot for \( I_{FF}(z) \) and \( I_{CD}(z) \) in the region \([-2, 2] \times [-2, 2]\).

**Example 1: One Scatterer**

For our first numerical example we will consider recovering the kite shaped scatterer depicted in Figure 1 (a). We plot the imaging functionals to recover the kite-shaped scatterer \( D \) where the boundary \( \partial D = \text{kite} \) which is given by
\[
\text{kite} = \left\{ (x_1, x_2) : \begin{array}{l}
x_1 = -0.75 + 0.3 \cos t - 1.84(0.75 + 0.3 \sin t)^2, \\
x_2 = 0.75 + 0.3 \sin t;
\end{array} \right\}, \quad 0 \leq t \leq 2\pi.
\]
The reconstruction for \( I_{FF}(z) \) is given in Figure 2 and \( I_{CD}(z) \) is given in Figure 3, respectively. Here we consider the case of an isotropic and anisotropic scatterer.

**Example 2: Two Scatterer**

Here we consider recovering a scatterer made of two disjoint components. The geometry of the scatterer \( D \) is given in Figure 1 (b). Again we present the contour plot the imaging functionals where the boundary is given by \( \partial D = \text{disk} \cup \text{rectangle} \). The disk and rectangle are given by
\[
\text{disk} = \left\{ (x_1, x_2) : (x_1 + 1)^2 + (x_2 + 1)^2 = 0.25^2 \right\}
\]
\[
\text{rectangle} = \left\{ (x_1, x_2) : |x_1 - 0.5| = 0.5, |x_2 + 0.5| = 0.25 \right\}.
\]
The reconstruction for \( I_{FF}(z) \) is given in Figure 4 and \( I_{CD}(z) \) is given in Figure 5, respectively. Here we consider the case of an isotropic and anisotropic scatterer.
I FF (z) with \{Q_1, q_1\} (a) 
I FF (z) with \{Q_2, q_2\} (b) 
I FF (z) with \{Q_3, q_3\} (c) 

Figure 2: The reconstruction of the kite-shaped scatterer \( D \) where the boundary \( \partial D = \text{kite} \) by the direct sampling method with ‘Far-Field’ transformation.

I CD (z) with \{Q_1, q_1\} (a) 
I CD (z) with \{Q_2, q_3\} (b) 
I CD (z) with \{Q_3, q_3\} (c) 

Figure 3: The reconstruction of the kite-shaped scatterer \( D \) where the boundary \( \partial D = \text{kite} \) by the direct sampling method with Cauchy data.

**Example 3: Three Scatterer**

For our last example we will consider recovering the scatterer that is comprised of three disjoint components as depicted in Figure 1 (c). We plot the imaging functionals to recover scatterer \( D \) where the geometry of the scatterer is given by

kite = \( \{(x_1, x_2) : \begin{aligned} x_1 &= -0.75 + 0.2 \cos t - 1.84(0.75 + 0.2 \sin t)^2, \\ x_2 &= 0.75 + 0.2 \sin t, \end{aligned} \quad 0 \leq t \leq 2\pi \} \)

ellipse = \( \{(x_1, x_2) : x_1 = 1 + 0.25 \cos t, x_2 = -0.75 + 0.5 \sin t, \quad 0 \leq t \leq 2\pi \} \),

peanut = \( \{(x_1, x_2) : \begin{aligned} \left[ (x_1 + 0.75)^2 + (x_2 + 1)^2 \right]^2 &- 0.32 \left[ (x_1 + 0.75)^2 - (x_2 + 1)^2 \right] \end{aligned} = 0.0154 \} \).

The reconstruction for \( I_{\text{FF}}(z) \) is given in Figure 6 and \( I_{\text{CD}}(z) \) is given in Figure 7, respectively. Here we consider the case of an isotropic and anisotropic scatterer.

Here we see that the two imaging functionals are able to recover both isotropic and anisotropic scatterers. We also see that one can recover multiple scatterers in the presents of a significant amount of noise in the data. The examples given validate the theoretical results given in the previous sections and shows the applicability of these new direct sampling functionals for recovering
Figure 4: The reconstruction of the scatterer with two disjoint components $\partial D = \text{disk} \cup \text{rectangle}$ by the direct sampling method with ‘Far-Field’ transformation.

Figure 5: The reconstruction of the scatterer with two disjoint components $\partial D = \text{disk} \cup \text{rectangle}$ by the direct sampling method with Cauchy data.

the region $D$ with little a priori information.
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