Estimating the probable cause of recurrence in Plasmodium vivax malaria: relapse, reinfection or recrudescence?
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Abstract

Background
Relapse of Plasmodium vivax infection is the main cause of vivax malaria in many parts of Asia. However at the individual patient level, recurrence of a blood stage infection following treatment within the endemic area can be either a relapse (from dormant liver-stage parasites), a recrudescence (blood-stage treatment failure), or a reinfection (following a new mosquito inoculation). Each requires a different prevention strategy, but previously they could not be distinguished reliably. Time-of-event and genetic data provide complimentary information about the cause of P. vivax recurrence, but the optimum approach to genotyping and analysis remains uncertain.

Methods
Individual-level data from two large drug trials in acute vivax malaria patients (Vivax History: VHX; Best Primaquine Dose: BPD) conducted on the Thailand-Myanmar border with follow-up of one year were pooled (n=1299). A total of 710 isolates from both acute and recurrent P. vivax episodes were genotyped using 3-9 highly polymorphic microsatellite markers. These pooled data were analyzed using a novel population statistical model incorporating an assessment of genetic relatedness, treatment drug administered, and the time-to-recurrence.

Results
99% of genotyped recurrences in individuals who did not receive primaquine (n=365) were estimated to be relapses. In comparison, 14% of genotyped recurrences (n=121) were estimated to be relapses following high-dose supervised primaquine. By comparing episodes across individuals (90194 comparisons), the false-positive rate of relapse...
identification using genetic data alone was estimated to be 2.2%. We estimated the true failure rate after high-dose primaquine (7mg/kg total dose) to be 2.6% in this epidemiological context, substantially lower the reinfection unadjusted estimate of 12%. Simulation studies show that 9 highly polymorphic microsatellite markers suffice to discriminate between recurrence states. Drug exposures reflected by plasma carboxy-primaquine concentrations were not predictive of treatment failure, but did identify non-adherence.

Conclusion
Using this novel statistical model, relapse of *P. vivax* malaria could be distinguished reliably from reinfection. This showed that in this population supervised high-dose primaquine could avert up to 99% of relapses. In low transmission settings, microsatellite genotyping combined with time-to-event data can accurately discriminate between the different causes of recurrent *P. vivax* malaria.

Author summary
One hundred years ago, *Plasmodium vivax*, the most globally diverse cause of human malaria, was present across most of the old-world, throughout tropical and temperate climes. Its main evolutionary advantage over *Plasmodium falciparum*, responsible for the most deadly type of human malaria, is its ability to stay dormant in the liver, emerging weeks to years later causing recurring illness and continuing transmission. The dormant liver-stage parasites are called hypnozoites. A recurrent infection can either be hypnozoite-derived (a relapse), a blood-stage treatment failure (recrudescence), or from a new mosquito bite (a reinfection). At a population level, each requires a different preventative strategy but no widely applicable methodology existed to discriminate between the three possible states: relapse, recrudescence and reinfection. Parasite genetic data alone cannot resolve the different possibilities. We developed a novel probabilistic framework which uses both epidemiological and genetic data to determine the most likely cause of vivax recurrence at the individual level. We applied this method to the largest available pooled clinical trial data from Southeast Asia incorporating information from highly polymorphic microsatellite markers, drug treatments received and time-to-recurrent illness. This analysis provides a tool for estimating probabilities of relapse, recrudescence and reinfection and, importantly, shows that hypnozoiticidal high-dose primaquine radical cure is much more effective than previously thought.

Introduction

Background

*Plasmodium vivax* is the most geographically widespread *Plasmodium* spp. that causes human malaria, with an estimated 2.5 billion people at risk of infection [1]. According to the 2017 WHO World Malaria Report, there were an estimated 6-11 million cases of vivax malaria in 2016. Many of these illnesses were in the WHO Southeast Asia region and the majority can be ascribed to relapse [2-4].

*P. vivax* and *P. ovale* malarias are characterized by their ability to relapse, which results from the activation of dormant liver-stage parasites called hypnozoites. Multiple relapses can follow a single mosquito inoculation [5]. Two distinct phenotypes of relapse have been described; in tropical climes relapses occur at short intervals (3-4 weeks), whilst in temperate climes the intervals from primary infection to first relapse may be longer (circa 9 months) [6,7]. Long latency types were prevalent in Europe, North Africa, the former USSR, Central Asia, the Koreas and North and Central America [8].
while short latency *P. vivax* malaria types only are found in East Asia and Oceania. Both types coexist in India [9,10].

During the course of repeated *P. vivax* inoculations, individuals living in an endemic area can amass a liver ‘bank’ of genetically diverse hypnozoites [11]. Thus a relapse (i.e. a hypnozoite-derived blood-stage infection) may be caused by parasites that not only differ genetically but also derive from different mosquitoes [11–18]. Standard antimalarials such as chloroquine that are recommended for the treatment of vivax malaria act on blood-stage parasites but they have no effect on the hypnozoites. The only generally available drug that kills hypnozoites and therefore provides ‘radical cure’ is the 8-aminooquinoline primaquine. Although primaquine is generally recommended, it is not used widely because of the risks of iatrogenic haemolysis in patients with glucose-6-phosphate dehydrogenase (G6PD) deficiency [19]. In the absence of radical cure, relapses comprise a substantial proportion of all vivax malaria episodes [6], with Southeast Asia and Oceania having the highest incidence of relapse, and the greatest contribution of relapse to the overall incidence of illness [2,4,20].

Genotyping has proved useful for distinguishing recrudescence and reinfection in the assessment of antimalarial drug efficacy in falciparum malaria, but is not established in the support of efficacy assessments in vivax malaria. Recurrences of *P. vivax* malaria can be caused by recrudescence, reinfection or relapse. The relapses arise from hypnozoites which are derived from the incident infection, or from a previously acquired infection. In order to understand and interpret genotyping outputs, detailed consideration of the biology of malaria infection is required. *Plasmodium* spp. are dioecious parasites, capable of both self and cross-fertilization [21]. During blood-stage infections a sub-population of asexual parasites differentiate into gametocytes, the sexual forms of the parasite [21,22]. Gametocytes ingested by a feeding anopheline vector mosquito undergo gametogenesis, fertilization and consequent sexual recombination [21]. Depending on the number of genetically distinct gametocytes in the blood meal and whether they self or cross-fertilize, the resulting progeny that emerge will exhibit various relationships, described in supplementary Figure 7. These relationships may range from a mixture of unrelated ‘strangers’ to complete clonality.

Finding genotypes compatible with *P. vivax* parasites that are clones or siblings in relation to one another across infections provides strong evidence of either recrudescence or relapse. However, finding genetically unrelated *P. vivax* parasites in a comparison of the acute and recurrent infections is compatible with both relapse and reinfection. Genetic data alone therefore cannot resolve the true ‘state’ (i.e. reinfection, relapse, or recrudescence) of all recurrences since not all genetic data are informative (absence of evidence of relatedness is not evidence of absence of relapse) [23]. In part because relapse is only partially identifiable genetically, previous vivax genotyping work has aimed to distinguish new infection or relapse of heterologous hypnozoites versus recrudescence or relapse of homologous hypnozoites (e.g. [8,24,20]), where heterologous and homologous are synonymous with an-isogenic and isogenic respectively (see Appendix). While homologous and heterologous are useful genetic descriptors, in therapeutic assessments the primary concern is whether the recurrent infection is a relapse, recrudescence or reinfection.

A major complementary source of information regarding relapse, recrudescence and reinfection is the time-to-recurrence (i.e. interval since treatment of the initial episode). Both short and long latency *P. vivax* relapses exhibit strong periodicity [6]. In the case of recrudescent infections their emergence will be related to parasite biomass at start of treatment, drug pharmacokinetics, host immunity and local resistance patterns. Simple intrahost pharmacodynamic models of malaria argue that relapse will preempt recrudescent when resistance is low grade [6]. Reinfection rates will be either constant over time or seasonal. Time-to-event modeling therefore uses valuable independent
information which complements the genetic data.

The inability to distinguish between relapses and reinfections has several consequences for the understanding of the epidemiology of \textit{P. vivax} malaria and the assessment of treatment efficacy. First, routinely collected case data cannot be used to estimate the force of infection, which is an important measure of transmission intensity and a key metric for disease surveillance. In particular, the relationship between force of infection and the number of \textit{P. vivax} cases is non-linear because of relapses [27]. Second, the inability to distinguish between relapses and reinfections means that in endemic populations, estimates of the efficacy of radical curative drugs (i.e. primaquine, the only radical cure currently available, and tafenoquine, approved in some countries but yet to be deployed in endemic areas) in populations at continued risk of infection will be biased downwards by the background transmission rate. Finally, the inability to distinguish between relapse and recrudescence (recurrence of the blood-stage infection as result of blood-stage treatment failure) means that it is difficult to estimate the curative efficacy of a blood-stage treatment in endemic areas [28]. This contrasts with \textit{Plasmodium falciparum} malaria where standardised genotyping is used effectively to distinguish recrudescence from reinfection, allowing for the adjustment of efficacy estimates in populations at continued risk of infection [29-31].

In this study, we combined genetic information with longitudinal epidemiological data from two clinical trials of antimalarials in patients infected with \textit{P. vivax}. This was used to test a novel methodological framework that can discriminate between the causes of recurring \textit{P. vivax} infections. We estimated the probabilities of each of these causes: relapse, reinfection and recrudescence, using a generative Bayesian model that combined data on the time-to-recurrence, the drug treatment (taking into account the varying pharmacokinetics and pharmacodynamics of antimalarial drugs), and parasite genetics as characterized by genotyping 3 to 9 highly polymorphic microsatellite markers (repeat length polymorphisms). This analysis pooled data from over 1200 patients collected in two randomized controlled trials on the Thailand-Myanmar border, comparing schizontocidal and hypnozoiticidal drugs for the treatment of \textit{P. vivax} malaria, both with one year follow-up of patients. We showed that by combining \textit{P. vivax} genotyping and time-to-event information relapses could be distinguished reliably from reinfections in this low transmission setting.

\section*{Results}

In the VHX study patients of all ages were randomised to receive either artesunate, chloroquine or chloroquine and primaquine [4]. In the BPD study patients were randomised first to receive either chloroquine or dihydroartemisinin-piperaquine and second to receive either 14 days of primaquine 0.5mg/kg/day or 7 days of primaquine 1mg/kg/day [32]. All doses were supervised in both studies. These individual patient-level pooled data contained a total of 2708 time-to-recurrence intervals for 1299 patients (more than 1000 patient-years of combined follow-up time including right censored intervals). The median number of observed recurrences was 2 following both artesunate monotherapy and chloroquine monotherapy, and 0 following high-dose primaquine plus partner drug. In patients not receiving radical cure, 1309 recurrences were observed over 330 patient years of total follow-up; in those receiving radical cure, 130 recurrences were observed over 675 patient years of total follow-up. High-dose primaquine treatment was therefore associated with a 95\% decrease in the number of observed recurrences.
Table 1. Mean (95% credible intervals) posterior probability estimates of overall recurrence states in the different treatment arms. All estimates have been rounded up to one decimal place. *Blood stage drug: chloroquine or dihydroartemisinin-piperaquine.

Dynamics of recurrent infections

Because of the periodicity of relapse, and the rarity of recrudescence emerging more than two months after administration of efficacious treatments, the interval between successive episodes of *P. vivax* was shown to be highly informative. We applied a Bayesian population time-to-event mixture model to the 2708 time-to-recurrence intervals. Mean posterior probabilities of the recurrence states (recrudescence, relapse, and reinfection) generated under this model varied over 3 orders of magnitude as a function of time since last episode and treatment drug (Fig 1). Following high-dose primaquine and partner drug, a recurrence in the first few months had a high likelihood of being a relapse, and subsequent recurring infections were almost entirely caused by reinfections (Fig 1).

The posterior uncertainty intervals for the individual probabilities of relapse for each recurrence are shown in Fig 2. For approximately 75% of the recurrences observed after treatment without high-dose primaquine, the posterior distributions were extremely narrow with the probabilities of relapse very close to 1 (Fig 2, top left). The remaining 25% all had relapse posterior probabilities greater than 0.3 but with wide credible intervals. For the recurrences observed after high-dose primaquine, approximately 15% had mean probabilities greater than 0.1 of being relapses and the remaining 85% had mean probabilities less than 0.1 of being relapses (Fig 2, top right panel). In both cases, the time-to-recurrence is correlated with the posterior uncertainty (Fig 2, bottom panels). The least uncertainty was observed around the peak expected timing of relapse following treatment. This is dependent on whether a slowly eliminated blood-stage drug was administered (chloroquine or dihydroartemisinin-piperaquine) or a rapidly eliminated (artesunate monotherapy), irrespective of whether high-dose primaquine was added (Fig 2, D).

The mean estimates of the recurrence states averaged over all observed recurrences in the pooled time-to-event analysis are given in Table 1. Overall, after supervised high-dose primaquine in this epidemiological context, the model estimated that ≥ 90% of the recurrences are reinfections, as compared to less than 4% when radical cure is not given. There was little evidence of recrudescence for all treatments considered. These results are consistent with previous modelling results from the same area [33].

This pooled analysis confirms the high periodicity of relapse for the frequent relapse phenotype present in Southeast Asia [6]. Some previous statistical models of vivax relapse have assumed a constant rate of awaking hypnozoites [27,33,45]. Our pooled analysis takes into account post treatment prophylaxis and shows that the pattern of relapsing infections does not fit a simple constant rate model. The time-to-event model estimates that 60% of relapses can be explained by a periodic Weibull distribution, with the remaining 40% explained by a constant rate exponential distribution. Such a
Fig 1. Dynamics of recurrent infections. Estimates of the probabilities on the log_{10} scale of relapse (A), reinfection (B) and recrudescence (C) for all observed recurrences (n=1441) are shown as a function of interval since last episode of vivax malaria (dots). Colours correspond to the treatment used in the previous episode, where Primaquine+ refers to primaquine with partner drug. D: population mean posterior probabilities (normal scale) for the three recurrences types as a function of time-to-recurrence following high-dose primaquine with partner drug (PMQ+) and no primaquine but a slow acting blood-stage drug such as chloroquine (No PMQ).
Fig 2. Individual probabilities of relapse based from time-to-event pooled analysis of the VHX and BPD studies. Top panels: per-episode mean probability of relapse along with 95% credible intervals (shaded grey) for 1309 recurrences after no primaquine (left) and for 130 recurrences after high-dose primaquine (right). The recurrences are ranked by their mean probabilities of relapse state. A zone of 'uncertainty' (same as in Fig 3) is highlighted in pink. The upper and lower bounds are arbitrary. Bottom panels: the relationship between time since last episode and treatment, and the uncertainty of the posterior estimates (width of the 95% credible interval on the $\log_{10}$ scale) after no primaquine (no PMQ, left) and after high-dose primaquine plus partner drug (PMQ+, right). The black lines represent fitted LOESS curves to highlight trends.
mixture of distributions would fit an ‘activation’ hypothesis, as given by [6], where relapses could generally emerge at a constant rate with a superimposed illness induced feedback (i.e. fever itself activates hypnozoites), thus increasing the probability of activation and creating periodicity.

**Combining time-to-event and genetic information**

In order to obtain more informed individual-level estimates of each recurrence state we incorporated information from highly polymorphic microsatellite marker data. We developed a genetic model to describe the relationships between parasites across infections within individuals, using the posterior probabilities of recurrence states from the time-to-event model as the prior. The estimates from the genetic model alone (uniform prior) are shown in supplementary Fig 8. A total of 710 episodes (of which 494 were recurrent) were genotyped from 217 individuals (BPD: n=167 in 80 individuals; VHX: n=543 in 137 individuals). We estimated recurrence state probabilities for 486 of the 494 recurrent episodes (enrollment data were missing for one from BPD, while computational complexity under the genetic model prevented analysis of 7 from VHX). The complexities of infection (COI) in isolates from recurrent vivax episodes were significantly lower than for isolates from enrollment episodes (mean COI of 1.3 versus 1.5, p=0.001). There was no significant difference between the COI of recurrences following high-dose primaquine and those following no primaquine treatment.

Using the genetic model of parasite relatedness between infections, we estimated that in individuals who did not receive high-dose primaquine, nearly all (99.3%, 80% credible interval, CI: 96.8-99.9) of the typed recurrences were relapses (n=365). In contrast, for individuals who were given high-dose primaquine, only 14.3% (80% CI: 12.3-16.7) of recurrences were estimated to be relapses (n=121). The estimates for recrudescence were very low: 0.3% (0.1-0.6) and 0% (0-0.3) for no primaquine and primaquine groups, respectively. Overall, the vast majority of recurrent episodes for which we had genetic data had low uncertainty in the probabilities of their recurrence state (the uncertainty is shown by the vertical lines in Fig 3). We note that trial summaries based on probabilities of the individuals who did not receive high-dose primaquine (all were in the VHX study and the majority received chloroquine monotherapy) are biased by selective genotyping of individuals with the highest number of recurrences. These are presumably the individuals with the largest number of liver hypnozoites and so will not be representative of the general enrollment population. In particular, there are likely competing risks between relapsing infections and reinfections. Relapsing infections will usually reach patency before reinfections, and if they occur simultaneously then the genetic signature could point to relapse. Thus frequent relapse likely hides reinfection. Under the genetic model, we made the simplifying assumption that recurrence states are mutually exclusive.

Of particular interest are two recurrences in two separate patients which were classified with high certainty as relapses. Both occurred after a 300 day infection free interval (Fig 3, bottom panel). One individual had received high-dose primaquine and the other had not (Fig 4).

We estimated the false-positive discovery rate of the genetic model of recurrence by calculating the probabilities of the relapse state when comparing isolates from episodes in separate individuals. This resulted in 90194 pairwise comparisons with data truly generated under the null distribution: i.e. the parasites in the pairwise comparisons are known to derive from different people and thus cannot be relapses, and genetic data are drawn from the true population distribution. This gave an estimated false positive rate (defined as the probability of relapse greater than the upper bound of an arbitrarily
Fig 3. Posterior probabilities of relapse for 486 genotyped *P. vivax* recurrences. The top panel shows the recurrences ranked by their probabilities of relapse state coloured by treatment drug (orange: blood stage treatment only; green: high-dose primaquine plus partner drug). Credible intervals are shown by the vertical lines. The bottom panel shows the same posterior probabilities as a function of the time since the last episode of *P. vivax* with the same color coding. The ‘uncertainty zone’ (same as in Fig 2 used to classify recurrences in Fig 4) is shown by the pink zone (the upper and lower bounds are arbitrary). PMQ: primaquine; PMQ+: primaquine plus partner drug.
Fig 4. Classification of 486 *P. vivax* recurrences as a function of time since the start of study. Each line represents one individual (n=208). Duration of active follow-up is shown by the span of the horizontal lines (green: high-dose primaquine given; red: no primaquine given). Recurrences classified as relapses are triangles, reinfections are hollow circles, and uncertain classification are pink squares since they fall in the pink zone of uncertainty in Fig 3. The delayed relapses (circa 300 days after treatment) are circled for clarity with their follow-up duration shown by a black dotted line. PMQ: primaquine; PMQ+: primaquine plus partner drug.
defined ‘uncertainty zone’ from 0.3 to 0.7) of 2.2%. Not only does this highlight the
discriminatory power of our panel of 9 microsatellites, but it also highlights the
considerable population diversity within a small geographic location with low seasonal
transmission.

Radical cure efficacy of primaquine on the Thailand-Myanmar border

We estimated the reinfection adjusted failure rate of high-dose (total dose of 7mg/kg)
supervised primaquine to be 2.6% (80% CI: 2.0-3.5), using the genetic and time-to-event
model. This was derived from the final model estimate that 15.8% of recurrences
following high-dose primaquine in the BPD study were relapses. If we consider the
background transmission to be constant over the 4 years studied, this translates into
99% of all relapses were averted, decreasing the relapse rate from 3.32 per year to 0.03
per year (Table 1). This estimate of number of relapses averted is a function of the
individual hypnozoite loads and therefore of the background transmission. These
estimates of the radical curative efficacy of high-dose primaquine used all available data
from the 655 individuals enrolled in the BPD study, which had requisite genetic data for
all but 5 of 92 recurrences. This reinfection adjusted estimate is a considerable
reduction from the original reinfection unadjusted estimate of the failure rate at 12%
(80% CI: 10-14) [32].

To investigate these results further, we assessed the contribution of individual patient
drug exposures by examining the relationship between the day 7 trough concentrations
carboxy-primaquine (the slowly eliminated inactive metabolite of primaquine), and
treatment failure (defined as a probability of relapse or recrudescence greater than 0.5),
adjusted for primaquine regimen administered (either 14 daily doses of 0.5mg/kg or 7
daily doses of 1mg/kg). A statistically significant trend was observed, but this was
driven by a few outliers, defined as episodes in which the plasma carboxy-primaquine
trough concentrations were more than 3 standard deviations below the mean
(supplementary Fig 9). Concentrations this far below expected values are likely to reflect
incomplete drug absorption resulting from protocol deviations (e.g. non adherence,
vomiting). After adjusting for these outliers, there was no statistically significant
relationship between drug exposure and radical cure failure. This result suggests that it
is possible to discriminate between drug failures due to biological mechanisms (e.g. high
hypnozoite load, cytochrome P450 2D6 polymorphisms, intrinsic drug resistance, etc.)
and drug failures because of vomiting the medication or non-adherence. This is
important for correct estimation of drug efficacy. Given the very low failure rate of
supervised high-dose primaquine (estimated at 2.6%), only very large pooled patient
data analyses would have the necessary power to confirm or refute this conjecture.

Number of microsatellite markers for reliable assessment of the
unknown recurrence states

For microsatellite genotyping in future studies, it is important to determine the
minimum number of markers necessary for a reliable assessment of the unknown
recurrence states. We simulated data assuming microsatellite markers were independent
with effective cardinality of 13 (this is the average effective cardinality in our panel of
nine microsatellites, see Methods and Fig 6). To emphasize clearly the information
content for a given number of markers in various complexities of infections, we used a
uniform distribution over the recurrence states (i.e. recrudescence, reinfection and
relapse each have prior probability of 1/3). We simulated paired infections (one primary
episode followed by a single recurrence) under three scenarios: the recurrence is either
Fig 5. Posterior probabilities of recurrence states as the number of microsatellites typed is increased. Each plot corresponds to a different relationship simulation scenario. Coloured bars show the median posterior probabilities with error bars extending ± one standard deviation. The effective cardinality of each marker was set equal to 13 in these simulations. The COIs in the first and second infections were 1 and 1 respectively. The prior probability of each recurrence state was 1/3. As the number of microsatellites genotyped is increased, the following are expected. 1) Under the clone scenario, the probability of recrudescence should converge a probability greater than the prior and the complement of that of relapse; while the probability of reinfection should converge to 0. 2) Under the sibling scenario, the probabilities should converge to 1 for relapse and 0 otherwise. 3) Under the strange scenario, the probability of reinfection should converge to a probability greater than the prior and the complement of that of relapse; while the probability of recrudescence should converge to 0.

Discussion

Distinguishing recrudescence, relapse and reinfection in recurrent vivax malaria is necessary for optimum planning of malaria control and elimination interventions as each recurrence state has a different implication for case management. To date, there are no available host or parasite biomarkers of the different recurrence states. Our approach is to our knowledge the first principled attempt to use treatment information along with time-to-event and genetic data to estimate individual probabilities of the possible recurrence states. The most important operationally relevant result from this analysis is a re-evaluation of the estimated radical cure failure rate following high-dose primaquine. We re-estimated the true failure rate in the BPD study to be 2.6% as compared to the published reinfection unadjusted estimate of 12% [32]. The radical curative efficacy of primaquine is not a fixed property - even when reinfections are discounted, it depends on hypnozoite burden and thus the background level of transmission [6,34] - so these
results also probably reflect recent improvements in malaria control in the area. Our analysis reinforces the value of high-dose primaquine radical cure in this setting. We note that the estimated false positive discovery rate for relapse was extremely low (2.2%) when the genetic model alone was tested on isolates from separate patients (null data). This guards against underestimating the efficacy of high-dose primaquine. Additionally, the estimated number of relapses in non-primaquine treated patients was very high (exceeds 98%). This means that the false negative rate for relapse identification in non-primaquine treated patients cannot be more than around 2% and tentatively suggests a similarly low rate for relapses in patients who do receive primaquine, which guards against overestimating the efficacy of high-dose primaquine.

Much remains unknown regarding the biology of relapse and the mode of action of the 8-aminoquinoline radical curative drugs. No good in vitro hypnozoite model is yet available. Under a simple in silico model of relapse fit to the data from trials on the Thailand-Myanmar border, where P. vivax exhibits the short-latency phenotype, we recovered an approximate 60:40 split between early-periodic relapse and constant rate relapse. Whether this truly captures the biology of relapse activation or whether a more complex system operates is uncertain. We also observed two late recurrences (300 days since last episode) with high probability (and low estimate uncertainty) of relapse. Our results thus suggest that short-latency hypnozoites can remain dormant in the liver for up to year, confirming previous reports with presumably similar P. vivax phenotypes (the Chesson strain). These late relapsing hypnozoites likely awaken via a different mechanism to that of the highly periodic 'long-latency' P. vivax: the most parsimonious explanation would be that they awake at 'random' (constant rate of relapse).

Various statistical and mathematical models of P. vivax exist, ranging from models of within host dynamics to global geostatistical descriptions of prevalence. However, only two publications to our knowledge have formally considered recurrence states on an individual basis. Ross et al. modelled data from a cohort study in Papua New Guinea (an area of substantially higher transmission than the Thailand-Myanmar border, or indeed almost any vivax endemic area) to estimate P. vivax seasonality and incidence. The model is based on the presence-absence patterns of alleles at two polyallelic markers, each modelled separately, allowing for various mechanisms that beget unobserved alleles, but neither reinfection with the same genotype nor recombination. As such, relapses caused by genetically distinct hypnozoites (siblings or ‘strangers’) are unaccounted for. White et al. combined genetic (from a single polyallelic locus) and time-to-event data using a statistical model of parasite clone acquisition and clearance using samples from cohorts in Papua New Guinea and Thailand. The majority of recurrent episodes were asymptomatic and not treated, and the main target of inference was the duration of asymptomatic infection. Individual probabilities of relapse were estimated but not fully identifiable. Data on a single locus did not discriminate between a single blood-stage infection and multiple successive relapses.

This is the first attempt to apply a principled probabilistic model framework of relapse, recrudescence and reinfection in recurrent vivax malaria using both time-to-event and multi-locus genetic data on multiple episodes of malaria in the same individual. It allows complementary information from different data types to be quantified systematically. However, strong assumptions were necessary (a comprehensive list can be found in the Methods) and the genetic model has limitations. The main limitations are poor ability to infer a recrudescent state, and computational complexity. In general, correct classification of recrudescent infections is difficult as at low levels of resistance they will reach patency at similar times as relapsing infections and the genetic signature is the same as a homologous (i.e. isogenic) hypnozoite. Our
genetic model is brittle with respect to recrudescence as we do not account for imperfect detection or genotyping errors. Given there is very little evidence of recrudescence in this area from other indicators (i.e. slowing of parasite clearance rates and rising recurrence rates supported by reduced in-vitro susceptibility), this is unlikely to impact on our results, but it would necessitate modification before application to data from a region where \( P. \) \textit{vivax} antimalarial resistance is suspected. The computational complexity of the model is exponential as a function of the number of recurrences and the complexities of the episodes. Its scope is therefore limited to data from a maximum of three episodes (a primary episode and two recurrences) in which the maximum cumulative COI is 6, with approximately 3-6 heteroallelic genotype calls per episode. The majority of \( P. \) \textit{vivax} endemic areas are consistent with the low transmission settings studied here on the Thailand-Myanmar border \[1\], where over 99% of the single recurrences fit these stipulations (the median COI in both VHX and BPD is 1). However, the method would require modification before application to data from high transmission settings such as Papua New Guinea, where the estimated complexity of a single infection is often greater than 6 \[37,55\].

Transmission intensity correlates positively with both genetic complexity and diversity \[56\]. Our model implies a trade-off: decreasing genetic complexity decreases computational complexity, but decreasing genetic diversity decreases the resolving power of the genetic markers. \( P. \) \textit{vivax} has high levels of genetic diversity even in low transmission settings, probably as a result of ‘heterologous’ genotype activation \[6,57–59\]. Nevertheless there is a transmission intensity ‘sweet spot’ for inference whereby genetic complexity is sufficiently low and diversity sufficiently high.

A simple simulation study estimated that genotyping 9 highly polymorphic microsatellites was sufficient for reliable inference of recurrence states. There are no commensurable models of vivax recurrence with which to compare this result. It agrees roughly with estimates from parentage and sibship studies \[60,61\], where both parent-sibling and sibling relationships have an expected relatedness of 0.5 (supplementary Figure \[7\]). Highly polyallelic microsatellite length polymorphisms have long been used for relatedness inference due to their per-locus resolving power, but in suitably equipped laboratories they are being superseded by whole genome sequencing (WGS) data \[62-64\]. WGS data provide greater sensitivity to resolve partially related parasites, while providing additional information on population genetics and possibly drug resistance markers \[26,65\], but are relatively costly. Moreover, the information they provide may exceed that required for recurrence state inference, which is primarily concerned with a subset of relationships: clones, siblings and strangers. With this in view, there has been recent interest in using micro-haplotypes for recurrence state inference. Micro-haplotypes combine the resolving power of highly polyallelic microsatellites with high-throughput ease, thereby addressing economic, technical and statistical concerns \[66,67\].

Models based on the time-to-event fit well generally and can provide probabilistic estimates of hidden recurrence states. However, they necessitate large training samples (the pooled analysis trial used over 2700 time intervals recorded in over 1200 individuals) and do not use important information regarding relatedness as captured by genetic data. On the other hand, genetic data alone can generate estimates of relapse, recrudescence and reinfection, but they are largely uninformative when pairs of infections are unrelated. Alone, each model is useful but sub-optimal. In combination they provide more informed probabilistic estimates. In this work we combined the two models informally, using the posterior of the time-to-event model as a discrete prior in the genetic model. Using this approach we determined that the radical curative efficacy of supervised high-dose primaquine is considerably higher than previously thought in the epidemiological setting of frequent relapse vivax malaria on the Thailand-Myanmar
Conclusion

Time-to-recurrence combined with highly polymorphic microsatellite genotyping data provide valuable complimentary information for the inference of relapse, recrudescence and reinfection states of recurrent vivax infections.

Methods

Clinical procedures

This section summarizes the clinical procedures followed in the Vivax History (VHX) trial [4] and the Best Primaquine Dose (BPD) trial [32]. Both trials were conducted by the Shoklo Malaria Research Unit in clinics along the Thailand-Myanmar border in northwestern Thailand. This is an area with low seasonal malaria transmission. The patient populations comprised of migrant workers and displaced persons of Burman and Karen ethnicity [68]. During the time these studies were conducted, primaquine radical cure treatment was not routinely given to patients in this area.

Ethical Approval

The BPD study was approved by both the Mahidol University Faculty of Tropical Medicine Ethics Committee (MUTM 2011-043, TMEC 11-008) and the Oxford Tropical Research Ethics Committee (OXTREC 17-11) and was registered at ClinicalTrials.gov number NCT01640574. The VHX study was given ethical approval by the Mahidol University Faculty of Tropical Medicine Ethics Committee (MUTM 2010-006) and the Oxford Tropical Research Ethics Committee (OXTREC 04-10) and was registered at ClinicalTrials.gov trial number NCT01074905.

Vivax History trial (VHX)

This randomized controlled trial was conducted between May 2010 and October 2012. 644 patients older than 6 months and weighing more than 7kg with microscopy confirmed uncomplicated \textit{P. vivax} mono-infection were randomized to receive artesunate (2 mg/kg/day for 5 days), chloroquine (25 mg base/kg divided over 3 days: 10 mg/kg, 10 mg/kg, 5 mg/kg) or chloroquine plus primaquine (0.5 mg base/kg/day for 14 days). G6PD abnormal patients (as determined by the fluorescent spot test) were randomized only to the artesunate and chloroquine monotherapy groups. The aim was to measure chloroquine efficacy and characterise the ‘natural’ history of \textit{P. vivax} recurrence in order to assess the risks and benefits of radical cure.

Subjects were followed daily for supervised drug treatment. Follow-up continued weekly for eight weeks and then every four weeks for a total of one year. Patients with microscopy confirmed \textit{P. vivax} infections were retreated with the same study drug as in the original allocation. Patients in the artesunate monotherapy or chloroquine monotherapy groups who experienced more than 9 recurrences were given radical curative treatment with the standard primaquine regimen (0.5 mg base/kg/day for 14 days).

Best Primaquine Dose trial (BPD)

Between February 2012 and July 2014, 680 patients older than 6 months were enrolled in a four-way randomized controlled trial simultaneously comparing two regimens of...
primaquine (0.5 mg/kg/day for 14 days or 1 mg/kg/day for 7 days) combined with one of two blood-stage treatments: chloroquine (25 mg base/kg) or dihydroartemisinin-piperaquine (dihydroartemisinin 7mg/kg and piperaquine 55mg/kg). The aim was to characterize the efficacy and tolerability of a shorter course (7 days rather than 14) of higher dose primaquine, with a second randomization to chloroquine or dihydroartemisinin-piperaquine. All doses were supervised.

The inclusion and exclusion criteria for this study were the same as for the VHX study, except for the following: patients were excluded if they were G6PD deficient by the fluorescent spot test, had a haematocrit less than 25%, had received a blood transfusion within 3 months, or could not comply with the study requirements.

Follow-up visits occurred on weeks 2 and 4, and then every 4 weeks for a total of one year. Any recurrent P. vivax infections detected by microscopy (same criteria as for VHX) were treated with a standard regimen of chloroquine (25 mg base/kg over 3 days) and primaquine (0.5 mg base/kg/day for 14 days).

In both studies, recurrent episodes were detected actively at the scheduled visits by microscopy (lower limit of detection is circa 20 parasites per 𝜇L). Patients were encouraged to come to the clinics between scheduled visits when unwell and so some recurrences were detected passively (less than 5%).

**Microsatellite genotyping**

Whole blood for complete blood count was collected by venipuncture in a 2mL EDTA tube. Remaining whole blood was frozen at -80°C. Plasmodium vivax genomic DNA was extracted from 1 mL of venous blood using automated DNA extraction system QIAsymphony SP (QIAGEN, Germany) and QIAsymphony DSP DNA mini kit (QIAGEN, Germany) according to the manufacturer’s instructions. In order to compare primary infections and recurrences genotypic patterns, we genotyped initially using three polymorphic microsatellite loci that provided very clean amplification: no stutter peaks, and on the basis of amplification (i.e. reliability of PCR amplification at the low parasite densities usually found in recurrent infections). These loci were PV 3.27, PV 3.502, and PV ms8. PCR amplification was performed following previously described protocols [12,69]. The genotypes of pre- and post-treatment samples were subsequently assigned a crude classification: ‘related’ versus ‘different’. ‘Related’ genotypes were defined as identical alleles observed at at least two loci out of the three typed. If all alleles at all loci were different, or identical alleles were only observed at one loci, the samples were classified as ‘different’. If the paired samples were classified as ‘related’, six more microsatellite markers were genotyped (PV 1.501, PV ms1, PV ms5, PV ms 6, PV ms7, and PV ms16).

For allele calling on the microsatellites, the lengths of the PCR products were measured in comparison to internal size standards (Genescan 500 LIZ) on an ABI 3100 Genetic analyzer (PE Applied Biosystems), using GENESCAN and GENOTYPER software (Applied Biosystems) to measure allele lengths and to quantify peak heights. Multiple alleles were called when there were multiple peaks per locus and where minor peaks were > 33% of the height of the predominant allele. We included negative control samples (human DNA or no template) in each amplification run. A subset of the samples (n = 10) were analyzed in triplicate to confirm the consistency of the results obtained. All pairs of primers were tested for specificity by use of genomic DNA from P. falciparum or humans.

**Statistical models**

All model code and statistical data analysis were written in R (version 3.4.3). The genetic model uses the R package igraph [70] to manipulate relatedness graphs.
Time-to-event models were written in \textit{rstan} based on the \textit{stan} probabilistic programming language [71,72]. Logistic and poisson mixed effects regression models were fitted using the package \textit{lme4}. R code along with deidentified microsatellite and time-to-event datasets can be found on github at \url{github.com/jwatowatson/RecurrentVivax}

\textbf{Time-to-event model of vivax recurrence}

For recurrent \textit{P. vivax} infections in the VHX and BPD studies, we developed and compared two Bayesian mixed-effects mixture models describing the time-to-event data conditional on the treatment drug administered. Notation was chosen so as to be consistent with the mathematical notation for the genetic model (next section). For each individual (denoted by the subscript \(n \in 1..N\)), we record the time intervals (in days) between successive \textit{P. vivax} episodes (the enrollment episode is denoted episode 0). The last time interval is right censored at the end of follow-up. The models assume early dropout is not a confounding factor for drug efficacy. For the \(n^{th}\) individual, data concerning the time interval \(t\) (the time between episode \(t - 1\) and episode \(t\)) is of the form \(x_{n}^{(t)} = \{D_{n}^{(t)}, Z_{n}^{(t)}, C_{n}^{(t)}\}\), where \(D_{n}^{(t)} \in \{AS, CQ, PMQ+\}\) is the drug combination used to treated episode \(t - 1\) (AS: artesunate monotherapy; CQ: chloroquine monotherapy; PMQ+: primaquine plus blood stage treatment), \(Z_{n}^{(t)}\) is the time interval in days, and \(C_{n}^{(t)} \in \{0, 1\}\), where 1 corresponds to a right censored observation (i.e. follow-up ended before the next recurrence was observed) and 0 corresponds to an observed recurrent infection. In general, let \(x_{n} = \{x_{n}^{(0)}, \ldots, x_{n}^{(T)}\}\), denote all available time-to-event data for the \(n^{th}\) individual. Few recurrences (\(n=8\)) occurred in the first 8 weeks for patients randomized to the dihydroartemisinin-piperaquine arms of the BPD trial, so we modelled the post-prophylactic period of piperaquine as identical to that of chloroquine (i.e. PMQ+ includes both chloroquine and dihydroartemisinin-piperaquine as blood stage treatments). In reality the elimination profiles and intrinsic activities are slightly different, with piperaquine providing slightly longer asexual stage suppression than chloroquine.

Time-to-recurrence is modeled as a mixture of four distributions, with mixture weights depending on treatment of the previous episode. The mixture distributions correspond to the different recurrence states. The four mixtures are: \textit{reinfection} given by an exponential distribution; \textit{early/periodic relapse} given by a Weibull distribution with treatment drug dependent parameters; \textit{late/random} relapse given by an exponential distribution; \textit{recrudescence} given by a Weibull distribution with treatment drug dependent parameters.

Model 1 assumes 100\% efficacy of high-dose primaquine with only reinfection possible. Model 2 does not assume 100\% efficacy of high-dose primaquine and specifies different mixing proportions for the reinfection component in the non primaquine and primaquine groups, \(p_{n}(AS) = p_{n}(CQ)\) and \(p_{n}(PMQ+)\), respectively. The mixing proportion between late and early relapse within the relapse component is the same across primaquine and non-primaquine groups. The likelihood for model 2 is given as:

\[
x_{n}^{(t)} \sim p_{n}(D_{n}^{(t)}) E(\lambda) + \left\{ (1 - p_{n}(D_{n}^{(t)})) \left\{ \left( 1 - c(D_{n}^{(t)} + \right) \right\} \right\} + c(D_{n}^{(t)} + E(\lambda_{RC})
\]

where \(p_{n}(\cdot) \in (0, 1)\) is the individual and drug-specific mixture probability of reinfection (we set the prior to reflect our belief that \(p_{n}(AS) = p_{n}(CQ) > p_{n}(PMQ+)\)) and \(c(\cdot) \in (0, 1)\) is the nested drug-specific mixture probability of recrudescence.

The likelihood for model 1 is the same except that \(p_{n}(PMQ+) = 1\) (only reinfection possible). \(\lambda\) is the rate of reinfection; \(E(\cdot)\) denotes the exponential distribution. \(E(\lambda_{RC})\) is an exponential distribution with rate parameter \(\lambda_{RC}\) (assumed drug independent) modelling the time to recrudescence; the parameters \(\mu_{D_{n}^{(t)}}\) and shape parameter \(\sigma_{D_{n}^{(t)}}\) determine the drug-specific mean and variance of the time to relapse, with
\[ \mu_{CQ} = \mu_{PMQ} \text{ and } \sigma_{CQ} = \sigma_{PMQ}. \] 

\( q \) is the doubly nested mixing proportion between ‘periodic’ (first component) and ‘random’ (second component) relapses. This is a fixed proportion across all individuals. The ‘random’ relapses are parameterized by the rate constant \( \gamma \). The individual marginal probability of reinfection is given by \( p_n^{(D_n)} \); the individual marginal probability of recrudescence is given by \( (1 - p_n(D_n))c(D_n) \); the individual marginal probability of relapse is given by \( (1 - p_n(D_n))c(D_n) \).

We used informative prior distributions (supplementary Fig 10) to ensure identifiability of the mixture components. Information content in the data, over and above that specified in the prior, was visually examined using prior-to-posterior plots. The prior-to-posterior plot for model 2 is shown in supplementary Figure 10.

All time-to-event models were coded and implemented in \textit{stan} [72] and run using R version 3.4.3. The complete models can be found on github at \textit{github.com/jwatowatson/RecurrentVivax/Timing_Model}.

The stan models output (i) Monte Carlo posterior distributions for all model parameters; (ii) posterior estimates of recurrence states for each time interval \( x_n^{(i)} \); (iii) log likelihood estimates of each posterior draw. For each model, we ran 8 chains with \( 10^6 \) iterations, thinning per 4000 iterations and discarding half for burn-in. Convergence of MCMC chains was assessed using traceplots assessing mixing and agreement of the six independent chains. These can be found in the github repository.

Neither of the models incorporate seasonality, which is an important factor in \textit{P. vivax} transmission on the Thailand-Myanmar border. A seasonal model is in development and will be the subject of future work.

**Determination of population allele frequencies**  
Allele frequencies are critical for assessing the probability of identity by chance between isolates under the genetic model (described below). Given that the two clinical studies (VHX and BPD) were carried out in the same clinics and populations at a similar point in time (both were completed within a 4 year period), to estimate allele frequencies we combined all microsatellite data from the enrollment episodes in the two studies. Specifically, this included 216 enrollment episodes, with 137 individuals from the VHX trial and 79 from the BPD trial. We excluded recurrent episodes since repeat relapses are liable to introduce intra-individual correlation.

There are several ways to compute allele frequencies from enrollment data. A simple approach is to use monoclonal data. However, some alleles are only seen in polyclonal infections. In addition, monoclonal-derived frequencies would almost certainly introduce bias resulting from disproportionately low representation of rare alleles across monoclonal infections [73]. A statistically rigorous treatment would jointly model frequencies, polyclonality and hidden recurrence states, but is prohibitively complex. We therefore took a two step approach: first we generated frequency estimates and then, conditional on these estimates, we modelled relapse allowing for polyclonality (genetic model described below).

To compute allele frequencies we used a multinomial likelihood and Dirichlet prior with weight \( \omega = 1 \) (equivalent to \( \omega \) pseudo observations per allele) both with dimension equal to the maximum repeat length seen across all the data, thereby interpolating unobserved repeat lengths less than the maximum observed. Conjugacy implies the posterior distribution over allele frequencies is a Dirichlet distribution with parameter vector equal to \( \omega \) plus the vector of allele counts (counted as 1 per episode observed). The mean posterior estimate was used as a point estimate for the allele frequencies. A Monte Carlo approximation of an 80% credible interval (extending from the 10th to 90th percentile) was constructed using 1000 random draws around the point estimates (Fig 6).
For each microsatellite genotyped, we calculated its ‘effective cardinality’ $n^*$, defined as the theoretical number of alleles (non-integer) which under a uniform distribution would give rise to the same probability of identity by chance. The estimated values of $n^*$ are shown for each microsatellite in Fig 6, with values varying from 4 (PV.ms1) to 28 (PV.ms8).

To lessen the probability that two alleles are identical by chance, some studies discard common alleles (e.g. [55]). In this study, we account for identity by chance using a model of relatedness based on identity by descent (IBD).

Fig 6. Allele frequencies for the 9 microsatellites estimated using enrolment episodes from 216 individuals (79 in BPD and 137 in VHX). The mean frequency estimate is shown by the black circles and 95% credible intervals are shown by the vertical lines. The dotted horizontal line shows the discrete uniform distribution over alleles for comparison. The number of isolates typed for each microsatellite is denoted by $N$. The top row shows the microsatellites which were typed most frequently (PV.3.502, PV.3.27, PV.ms8). The range of feasible alleles is given by the maximum observed repeat length in all the data per microsatellite combined, and all repeats are given a pseudo-observation of weight $\omega = 1$. The estimated effective cardinality of each marker is denoted by $n^*$.
Genetic model of relapse

In this section we describe the genetic model that outputs the probability that the $t^{th}$ recurrence of the $n^{th}$ individual is a recrudescence, relapse or reinfection, given a vector of prior probabilities of recrudescence, relapse or reinfection, and genetic data on a small number of polyallelic microsatellite markers. In our joint model of time-to-event and genetic data, the prior vector in the genetic model is derived from the posterior distribution over recurrence states given the time-to-event data. Comprehensive mathematical details of the model can be found in the Appendix.

To infer the probability of relapse, we construct a statistical model that exploits evidence of relatedness expected within a single mosquito inoculum following recombination (supplementary Fig 7). The only relationships between sporozoites that are exclusive to a single mosquito are those between meiotic clones and siblings (Table 2). In other words, relapse can be caused by many types of sporozoites, including those which are ‘strangers’ in relation to one another, but, in the absence of recrudescence, only meiotic clones and meiotic siblings provide conclusive evidence of relapse (Table 2). Genetic data cannot discern clones and siblings that are meiotic or not. We thus use a coarse definition of clones and siblings in this model, ignoring whether the relationship is meiotic. We use the term ‘stranger’ to refer to all parasites whose shared ancestry dates back beyond the most recent mosquito inoculation. Consequently, the term clone refers to first-generation clones only. We assume zero probability of reinfection with first-generation clones or siblings, since the probability of a mosquito feeding on the same human host consecutively is low. Importantly, we do allow ‘strangers’ that are genetically identical by chance. This captures some clones resulting from clonal expansion (i.e. multiple generations of selfing). Parent-offspring pairs are considered siblings under our model since they have an expected relatedness equal to 0.5 in the absence of inbreeding. We ignore half siblings whose expected relatedness is 0.25 in the absence of inbreeding. However, we do allow half-siblings in the sense that we allow two or more alleles per locus within infections assumed to contain only siblings (i.e. we allow for collections of siblings that together share more than two parents). The main model assumptions (including those mentioned above, also summarised in Table 2) are as follows.

1. In relation to one another, sporozoites within an inoculum are either clones, siblings or ‘strangers’ with respective expected relatedness of 1, 0.5 + $\alpha$ and 0 + $\alpha$ (where $\alpha = 0$ in the absence of inbreeding, otherwise $\alpha \in (0, 0.5]$)

2. Recrudescence has non-zero probability if and only if all parasites are clones of those in the directly preceding infection

3. No genotyping errors (i.e. no microsatellite slippage)

4. No mutation (i.e. all diversity due to standing variation)

5. 100% detection of all parasite clones during patent infection

6. The complexity of a given infection (COI) is equal to the maximum number of distinct alleles seen at any microsatellite within that infection

7. The probability of being reinfected with parasites that share alleles with previously inoculated parasite is equal to that of identity by chance (i.e. the product of the frequencies of the alleles observed).

8. Mutually exclusive recurrence states

9. All microsatellites are independent and neutral
Assumption 1 disregards half-siblings. However, as described above, within infections assumed to contain only siblings, we allow more than two alleles per locus. Half-siblings are possible within an inoculum if both i) a mosquito takes a blood meal from an infection with COI ≥ 3 (supplementary Fig 7), and ii) two or more zygotes derived from the cross fertilization of three or more genetically distinct gametes survive the severe bottleneck of successful oocyst formation [21,74]. Given the severe bottleneck, and the fact that only 30 of the 710 (4%) genotyped episodes in the pooled dataset have COI estimates ≥ 3, half-siblings are likely to be rare in the data analysed here. If any are present, the likelihood of the observed alleles will be misspecified with expected IBD=0.5 under the model.

Assumption 1 also states that all siblings have the same expected relatedness (0.5 in the absence of inbreeding). In general, this assumption holds for all full siblings, meiotic or not (supplementary Fig 7). However, if we condition on meiotic siblings having one or more genetic differences, the expected relatedness between two meiotic siblings is 0.4 (see Appendix). Within infections with COI ≥ 2, we collapse clonal relationships between haploid parasite genotypes. This means that the expected relatedness is very slightly over-specified (by 0.1) if an infection contains meiotic sibling parasites with distinct haploid genotypes. This level of misspecification is likely inconsequential given natural variation introduced by meiosis [75,76]. Moreover, if we average over the probability that the two distinct parasites came from different oocysts (e.g. rows 4, 5, 6, supplementary Fig 7), the extent of misspecification rapidly declines.

To allow for inbreeding under the model, we have included the parameter $\alpha \in [0,0.5]$ as specified in Assumption 1. A recent study found compelling evidence of inbreeding and selfing in oocysts from mosquitoes fed on $P. vivax$ blood samples from the Thailand-Myanmar border in 2013 [77]. As a sensitivity analysis, we reran the computations with $\alpha = 0.175$ (see github notebook) and compared with results for $\alpha = 0$. The overall results are robust to this change, the only impact being that some primaquine treated recurrences having a lower probability of relapse.

Assumptions 2 to 6 render inference of recrudescence frail under the model. Given there is very little evidence of recrudescence in the time-to-event data, and there is no other evidence to support recrudescences, this likely has little impact on our results. The model would require modification before application to data from a region where $P. vivax$ antimalarial resistance is suspected, however. In comparison, inference of relapse under the model is robust to assumptions 3 and 4 because we account for relapses caused by siblings under the model. Conditioning on sibling relatedness (IBD=0.5) absorbs differences caused by mutation and slippage, especially since within infections assumed to contain only siblings we allow more than two alleles per locus. Assumption 7 is likely to hold except in the rare event that an infected mosquito consecutively feeds on the same human host (thereby transmitting a first-generation clone or recombinant offspring to the same human host from whom the parental parasites were sourced).

Assumption 8 implies that all polyclonal reinfections are generated by co-inoculation. That is, we do not allow coincidental blood-stage parasites from different mosquito inoculations unless they are hypnozoite-derived. Both the BPD and VHX trials had active follow-up and all asymptomatic infections were treated so this assumption is likely to hold. It would not hold in the context of passive detection or untreated asymptomatic infections. This assumption also implies that we will miss reinfections in individuals with frequent sibling or clonal relapses.

Neutrality of microsatellites (assumption 9) implies that allele frequencies of hypnozoites are the same as those in the wider population. The microsatellite markers used in this study were designed specifically to meet this assumption [12,69]. Future data types may include non-independent markers. Extension of the relatedness model to capture linkage between non-independent markers is possible (see [76,78,79]).
|                              | Recrudescence | Relapse | Reinfection |
|------------------------------|---------------|---------|-------------|
| Meiotic clones               | Yes           | Yes     | No          |
| Meiotic siblings             | No            | Yes     | No          |
| Clones                       | No            | Yes     | Yes but unlikely |
| Siblings                     | No            | Yes     | Yes but unlikely |
| Half siblings                | No            | Yes     | Yes but unlikely |
| Parent-offspring             | No            | Yes     | Yes but unlikely |
| Strangers\*                  | No            | Yes     | Yes          |
| Clones\†                     | Yes           | Yes     | No           |
| Siblings\‡                   | No            | Yes     | No           |
| Strangers\*                  | No            | Yes     | Yes          |

Table 2. Compatibility of parasite relationships across blood-stage infections conditional on recrudescence, relapse and reinfection assuming all parasites are detected during patent infection (i.e. underlying truth). Meiotic clones are parasites derived from a selfed oocyst (row 1, supplementary Fig 7), which means they must have been coinoculated. Meiotic siblings are parasites derived from an outcrossed oocyst (row 3, supplementary Fig 7), which also means they must have been coinoculated. Clones, siblings, parent-offspring and half siblings are all parasites that share common gamete genotypes but are from different oocysts (i.e. rows 2, 4, 5, and 8, respectively, supplementary Fig 7). They can occur in a single mosquito or in different mosquitoes (e.g. contemporaneous mosquitoes that share a common human source, or sequential mosquitoes linked to a common human host who acts as a source to the first mosquito and sink to the second). Strangers\* include all parasites whose shared common ancestry dates back beyond the most recent mosquito (rows 6, 7 and 9, supplementary Fig 7). Under the model, clones\† includes both meiotic and not; siblings\‡ includes parent-offspring and meiotic and not, but excludes half siblings in the sense that they have expected relatedness of 0.25 (in the absence of inbreeding).

Informally, the model proceeds by explicitly summing over labelled graphs of relatedness between parasites both within and across infections. Each vertex label represents a parasite haploid genotype, each edge label represents a relationship between a pair of parasite haploid genotypes. To account for multiple haploid genotypes within complex infections while maintaining the most parsimonious representation of the data, the number of vertices per infection within each relatedness graph is set equal to the maximum number of distinct alleles seen at any microsatellite within that infection (i.e. the COI, assumption 6). Conditional on this number of vertices we enumerate all possible ways to phase the microsatellite data (i.e. all possible ways to label vertices with parasite haploid genotypes); enumerate all viable relationships between parasite genotypes (i.e. all possible ways to label edges with relationships), allowing either sibling or stranger edges within infections (clonal edges within infections collapse), and clone, sibling or stranger edges across infections. For each combination of vertex and edge labels, we then compute the probability of the data conditional on the expected relatedness given the edge label and the allele frequencies of the vertex labels. We integrate over states of IBD, thereby taking into account alleles that are identical due to chance. We allow for some background IBD, since serial transmission of related parasites can lead to higher than expected IBD in low transmission areas, using the parameter \( \alpha \) (discussed above). Finally, we sum over all relatedness graphs weighted by their probability given relapse, recrudescence or reinfection.

The probability of a relatedness graph given that the recurrence is a relapse is equal over all viable graphs, since all viable relatedness graphs are compatible with a relapse state (Table 2). The probability of a relatedness graph given the recurrence is a
recrudescence is equal over viable graphs that have, for each haploid parasite genotype in the recurrent infection, one or more clonal edges with haploid parasite genotypes in the previous infection, since only clones are compatible with recrudescence under the model (Table 2 and assumption 2). The probability of a relatedness graph given the recurrence is a reinfection is equal over viable graphs that have only stranger edges between infections, since clones and siblings are not compatible with a reinfection state under the model (Table 2 and assumption 2).

For a given recurrence state, we do not weight the probability of each graph by the relative proportion of vertices that are clones, siblings and ‘strangers’ in relation to one another. Doing so is theoretically possible (and could provide a link to a dynamic *P. vivax* transmission model), but is very difficult without prior knowledge of the relative proportions expected given different recurrence states. A full understanding requires joint modelling of the hidden recurrence states, transmission (to capture the expected counts of ‘strangers’ and siblings in co-infections, thus treating COI as a random variable) and of the impact of host covariates (e.g. age, treatment history, etc.) on the hypnozoite bank to better understand the observed variance in homologous versus heterologous relapse [12,14–18,24,80].

### Genetic model for more than 2 recurrences

Due to computational complexity, the genetic model of recurrence is limited to the joint analysis of one or two recurrences only (see Discussion). This amounted to n=158 patients in the pooled dataset. For individuals with more than two recurrences (n=54), we estimated all within individual pairwise probabilities of recurrence states between episodes (1178 pairwise comparisons). The results of these pairwise comparisons can be used to construct for each individual an adjacency matrix of recurrence states between episodes. Relapse probabilities are then defined as proportional to the maximum estimated probability of relapse with respect to all preceding episodes. Recrudescence probability is proportional to the probability of recrudescence with respect to the directly preceding episode. For each recurrence, the probability of reinfection is the complement of the probability of relapse plus recrudescence.

### Joint model of relapse

#### Motivation

Time-to-event data often only provide intermediate level evidence for or against relapse and ignore rich signals from genetic data. Alone, genetic data do not suffice to pinpoint relapsing infections as unrelated parasites are found both within and across inocula, and are compatible with relapse or reinfection. However, by combining both sources of information we can use genetic data to update the *a priori* belief of recurrent states based on the time-to-event. In this work we combine the two models informally, using the posterior of the time-to-event model as a discrete prior in the genetic model. It remains to be seen whether a formally joint model of both data types would add value [81].

#### Conditional independence of time-to-event and genetic information

For the *n*th individual, let \( x_n \) denote all available time-to-event data (as above), \( y_n \) denote all available genetic data, and \( R_n \) denote hidden recurrent states. Under the joint model of relapse we assume \( x_n \) and \( y_n \) are conditionally independent given \( R_n \):

\[
P(x_n, y_n | R_n) = P(x_n | R_n) P(y_n | R_n)
\]  

(1)
This assumption allows sequential update of the posterior probability of $R_n$. First given information from the time-of-event data,

$$\mathbb{P}(R_n|x_n) = \frac{\mathbb{P}(x_n|R_n) \mathbb{P}(R_n)}{\mathbb{P}(x_n)};$$  \hspace{0.5cm} (2)

second given information from genotyping (be it microsatellite data or other),

$$\mathbb{P}(R_n|y_n, x_n) = \frac{\mathbb{P}(y_n|R_n) \mathbb{P}(R_n|x_n)}{\sum_{R_n} \mathbb{P}(y_n|R_n) \mathbb{P}(R_n|x_n)}. \hspace{0.5cm} (3)$$

We use Monte Carlo sampling to numerically approximate $\mathbb{P}(R_n|x_n)$, Eq 2. We then draw from the numerical approximation uniformly at random (while also drawing from the posterior allele frequency distributions) to recover a numerical approximation of $\mathbb{P}(R_n|x_n, y_n)$. Since we explicitly sum over all $R_n$, for a given allele frequency draw, (Eq 3) can be considered a transformation of the sample approximating $\mathbb{P}(R_n|x_n)$.

The conditional independence assumption can be interpreted as ‘no propensity for relapsing stranger parasites to occur at different time intervals than relapsing parasites that are related’. In reality, this assumption may be incorrect. For example, [6] hypothesises that malarial illness itself activates pre-existent hypnozoites which in long latency $P. \text{vivax}$ could lead to a preferential activation of genetically unrelated hypnozoites [6]. In long latency vivax, reinfection would thereby trigger activation of previously inoculated parasites (unrelated) and the most recently accumulated hypnozoites would stay dormant for 8-9 months. However, this is highly speculative and thus in our joint model of relapse we assume conditional independence.

Classification of recurrent episodes

The estimation of the false positive discovery rate of the genetic model and Figure 4 both necessitate the specification of classification boundaries. We arbitrarily chose the interval $[0.3, 0.7]$ as the ‘zone of uncertainty’, with probabilities of a recurrence state greater than 0.7 implying a certain classification.
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S1 Plot  Possible relationships between sporozoites within a single mosquito inoculum
Fig 7. Possible meiotic events and subsequent relationships between sporozoites within a single mosquito. This is an adaptation of Fig 2 of [82]. Possible meiotic events (of which there can be one or more within a mosquito, but only one per zygote resulting in one oocyst) are represented by trees with two root nodes representing parental gametes and four leaf nodes representing recombinant offspring that subsequently replicate by mitosis producing thousands of sporozoites within the oocyst. Different colours represent different genotypes. Hybrid colours represent outcrossed offspring. We show scenarios for a maximum of four genetically distinct parental gametes as this encompasses all possible pairwise relationships.  † Expected relatedness values assume a large randomly mating population (i.e. no inbreeding).  ‡ The expected relatedness of meiotic siblings is the mean of a bimodal distribution with modes at 0.3 and 1 (see Appendix and [76,82] for explanation). Strangers* include all parasites whose shared ancestry dates back beyond the mosquito in question.
Fig 8. Effect of incorporating both time-to-event and genetic data on probabilities of relapse and reinfection based on either data type alone. The top two plots show the effect of incorporating time-to-event data, relative to genetic data alone, on probabilities of relapse (left) and reinfection (right). The bottom two plots show the effect of incorporating genetic data, relative to time-to-event data alone, on probabilities of relapse (left) and reinfection (right). The diagonal line marks the line of equality. Pink bands mark the arbitrarily defined relapse classification ‘uncertainty zones’. Points in top left and bottom right ‘certainty zones’ (non-pink rectangles) mark recurrences whose classification changes from not relapse to relapse and vice versa, respectively, upon incorporation of data. Upon incorporation of time-to-event data some ‘No PMQ’ and to a lesser extent some ‘PMQ+’ treated recurrences are classified as relapse where they were not previously, while three ‘PMQ+’ treated recurrences are classified as not being recurrences where they were previously (top left plot). Upon incorporation of genetic data, some ‘PMQ+’ treated episodes are classified as relapses where they were not previously.

S3 Plot Estimated relationship between carboxy-primaquine exposure and primaquine failure.
Fig 9. Estimated relationship between carboxy-primaquine exposure and primaquine failure. The proxy exposure to carboxy-primaquine is defined (lower bound) as the number of days of primaquine administration multiplied by the log trough concentration observed on day 7. The fitted trends using all the data are significant; they are shown by the thick lines. After removal of outliers (circles: defined as those episodes whose carboxy-primaquine trough concentrations were more than 3 standard deviations from the mean), the fitted trends (non-significant) are shown by the dashed lines.

S4 Plot  Information contained in time-to-event data Going from prior distributions (red thick lines) to posterior distributions (histograms) for the population level model parameters.
Fig 10. Information contained in time-to-event data Going from prior distributions (red thick lines) to posterior distributions (normalised histograms) for the population level model parameters. For each prior and posterior, the horizontal axis is density.
Appendices

Terminology: homologous and heterologous

Typically, the term “homologous” is synonymous with genetically identical or near identical (i.e. allowing for genotyping error), whereas “heterologous” is synonymous with genetically different. Both terms are used interchangeably as descriptors both on the level of a parasite haploid genotype (e.g. ‘heterologous hypnozoite’ [12]) and on the level of an infection (e.g. ‘homologous recurrences’ [9]). When referring to an infection, the terms apply to collections of parasites, which may contain different genotypes that are not necessarily resolved. They are likely unresolved because most genotyping methods. For example, if two alleles are detected per locus at two loci in a primary infection (alleles 1 and 2 at locus A; alleles 3 and 4 at locus B) then we do not know how these ‘phase’ to parasite haploid genotypes (do we have A1B3 and A2B4, or A1B4 and A2B3?), and if the recurrence contained the same four alleles, we cannot therefore be sure we have the same parasites (i.e. the primary infection could be A1B3 and A2B4, and the recurrence could be A1B4 and A2B3). Parasites that are siblings, and also the infections that they cause, could be deemed homologous (as in [6]), heterologous (as in [26,28]), or referred to separately (as in [18,65,83]).

Relatedness between meioitic siblings

As discussed in [82], the average pairwise relatedness between sporozoites that are meioitic siblings is 0.5, despite average pairwise relatedness between haploid meioitic products (hereafter referred to as HMPs) being 0.33. This is because of the massive expansion of the HMPs during sporogeny [21,74]. In short, expansion amounts to there being $\frac{8}{16} = 0.5$ IBD permutations of sporozoites from the mature oocyst, despite $\frac{2}{6} = 0.33$ IBD combinations of HMPs from the tetraploid zygote. A more detailed explanation follows.

Fig 11. A schematic of sexual recombination between genetically distinct malaria parasites based on a review by [21]. Different colours denote different genomes. A single locus is highlighted by a solid circle. Two haploid gametes (one micro, one macro) fuse forming a diploid zygote (step 1). Endomeiotic replication follows, resulting in a tetraploid zygote with four presumed HMPs, labelled a, b, c and d (step 2). Note that the labels a to c refer to the HMPs in their entirety, not the alleles at the highlighted locus. The zygote then transforms into a motile ookinete, where the second round of meiosis is thought to occur, before maturation of the ookinete into an oocyst. Within the oocyst, the four presumed haploid meioitic products replicate by endomitosis producing thousands of genomes that mature into sporozoites (step 3).

Fig 11 is a schematic of sexual recombination between genetically distinct malaria parasites based on the review [21]. Different colours denote different genomes. The
microgamete is blue, and the macrogamete is red. A single locus is highlighted by a solid circle. In step 1, two genetically distinct haploid gametes (one micro, one macro, represented by blue and red, respectively) come together forming a diploid zygote. Endomeiotic replication follows, resulting in a tetraploid zygote with four presumed HMPs (step 2). The zygote then transforms into a motile ookinete before maturation into an oocyst, where, in a process called sporogony, the four presumed haploid meiotic products replicate by endomitosis producing thousands of genomes that mature into sporozoites (step 3).

Since there are only four HMPs in the tetraploid zygote (a, b, c and d in Fig 11), there are only \( \binom{4}{2} = 6 \) ways to select distinct pairs of HMPs (ab, ac, ad, bc, bd and cd). A pair is identical by descent (IBD=1) at a given locus only if the HMPs share a marker inherited from the same gamete (otherwise IBD=0). At any given locus, 2 HMPs inherit markers from the microgamete (a and b at the highlighted locus in Fig 11), there is thus \( \binom{2}{2} = 1 \) way of choosing two markers derived from the microgametes (ab in this example). Similarly, there is \( \binom{2}{2} = 1 \) way of selecting two markers derived from the macrogamete (cd in this example). Of the 6 HMP pairs, there are thus two that are identical by descent (IBD=1: ab and cd) and 4 that are not (IBD=0: ac, ad, bc, bd), amounting to an average pairwise relatedness between HMPs of \( 2/6 = 0.33 \).

Since within an oocyst there are thousands of sporozoites derived from only 4 HMPs we can select sporozoites derived from the same and different HMPs (i.e. equivalent to sampling HMPs with replacement). Given the four HMP precursors, there are in total \( 4 \times 4 = 16 \) ways to select sporozoites (aa, ab, ac, ad, ba, bb, bc, bd, ca, cb, cc, cd, da, db, dc, dd). Given two of the four HMP precursors inherit markers from the microgamete (a and b), there are \( 2 \times 2 = 4 \) ways two select two sporozoites that have markers derived from the microgametes (aa, bb, ab, ba). Similarly there are \( 2 \times 2 = 4 \) of selecting two markers derived from the macrogamete (cc, dd, cd, dc). Of the 16 sporozoite pairs, \( 4 + 4 = 8 \) are thus IBD, amounting to an average pairwise relatedness between sporozoites of \( 8/16 = 0.5 \).

If we condition on sporozoites having one or more genetic differences (e.g. exclude repeats aa, bb, cc, dd from numerator and denominator), the average pairwise relatedness between remaining sporozoites is \( 4/10 = 0.4 \). This means that the expected relatedness between two genetically distinct sporozoites that are meiotic siblings is 0.4. On the opposite end of the spectrum, if genetically identical micro and macro gametes self-fertilize all combinations and permutations are IBD and the haploid meiotic products are clonal.
Genetic model: full mathematical description

In this section we provide a full mathematical description of the genetic model. It is broken down into four subsections entitled: Model overview, Evaluation of the prior, Evaluation of the likelihood (divided into three parts), Model implementation. A running example is provided in boxes. The full set of mathematical notation used in this model is given in Table 3.

Model overview

This Bayesian model estimates the probability distribution over the possible recurrence states $R_{nt}$, for recurrence $t$ experienced by individual $n$, given all available genetic data for that individual, denoted $y_n$. Note that this includes the genetic data of past episodes and future recurrences. The Bayesian posterior probability of the relapse state $L$ for the $t$th recurrence experienced by the $n$th individual can be written as:

$$P \left( R_{nt} = L \mid y_n \right) = \frac{\sum_{\mathcal{L}} P(y_n \mid R_n) P(R_n)}{\sum_{\mathcal{R}_n} P(y_n \mid R_n) P(R_n)},$$ (4)

where

- $P(y_n \mid R_n)$ denotes the likelihood and $P(R_n)$ denotes the prior;
- $R_n = \left( R_{n1}, \ldots, R_{nTn} \right)$ where $R_{nt} \in \{C, L, I\}$ for $t > 0$ where $C, L, I$ denote recrudescence, relapse and reinfection, respectively, and $T_n$ is the total number of recurrences experienced by the $n$th individual (s.t. $R_n \in \{C, L, I\}$ if $T_n = 1$ and $R_n \in \{II, LI, LC, IC, CI, IL, LC, CL\}$ if $T_n = 2$);
- $\mathcal{L} = \left\{ R_n : R_{nt} = L \right\}$ (i.e. $\mathcal{L}$ is the set of all $R_n$ such that $R_{nt} = L$);
- $y_n = \left( y_{n1}, \ldots, y_{nTn} \right)$ where $y_{nt} = \left( y_{nt1}, \ldots, y_{ntM} \right)$ for $t = 0, \ldots, T_n$, and for $m = 1, \ldots, M$ microsatellites typed, $y_{ntm} = \left\{ y_{ntm} \right\}$ is the set of alleles observed at the $m$th microsatellite typed in the $t$th infection experienced by the $n$th individual (e.g. $y_{n2} = \{1, 3\}$ in equation (5)).

Example per-person set of data, $y_n$

| $t$     | $y_n$         |
|---------|---------------|
| $t = 0$ | $2, 8, 7, 3$  |
| $t = 1$ | $2, 8, 3, 6$  |
| $t = 2$ | $8, 9, 1, 3$  |

sets of alleles detected at the first microsatellite, $m = 1$,
sets of alleles detected at the second microsatellite, $m = 2$,
sets of alleles detected at the third microsatellite, $m = 3$.

Evaluation of the prior

The prior, $P(R_n)$ where $R_n = \left( R_{n1}, \ldots, R_{nTn} \right)$, is evaluated by modelling each $R_{nt}$ as a random variable from a categorical distribution over $C, L$ and $I$ with per person
Table 3. Mathematical notation in genetic model.

| Non-graph notation (the subscript \(n\) is dropped where fixed) | |
|---------------------------------------------------------------|---------------------------------------------------------------|
| \(n = 1, \ldots, N\)                                         | index over \(N\) individuals                                  |
| \(m = 1, \ldots, M\)                                         | index over \(M\) microsatellites                              |
| \(t = 0, \ldots, T_n\)                                       | index over infections for the \(n\)th individual              |
| \(T_n\)                                                       | total number of recurrent infections experienced by the \(n\)th individual |
| \(y_{n,m}^{(t)}\)                                             | a single allele detected at the \(n\)th microsatellite of the \(n\)th individual’s \(t\)th infection |
| \(\pi_n^{(t)}\)                                               | set of alleles detected at the \(n\)th microsatellite of the \(n\)th individual’s \(t\)th infection |
| \(\pi_n\)                                                     | set of alleles detected in the \(n\) individual’s \(t\)th infection |
| \(c_n^{(t)}\)                                                 | all genetic data available for the individual \(n\) (e.g. equation [7]) |
| \(R_{n}^{(t)}\in\{C,L,I\}\)                                  | recurrence state (\(C\) if a recrudescence, \(L\) if a relapse, and \(I\) if a reinfection) of the \(t\)th recurrence of the \(n\)th individual |
| \(R_n = (R_n^{(1)}, \ldots, R_n^{(T_n)})\)                    | recurrence states for \(t = 1, \ldots, T_n\) recurrences experience by the \(n\)th individual |
| \(H_n^{(t)}\)                                                 | matrix of haploid genotypes compatible with \(y_n^{(t)}\) |
| \(\pi_n^{(t)}\)                                               | individual prior probability point estimates of recurrence states (derived from timing model) |
| \(\text{IBD} \in \{0,1\}\)                                   | hidden IBD state (1 denotes IBD, 0 denotes not IBD) |
| \(\mathbb{I}_\Omega(x)\)                                      | indicator function equal to one if \(x \in \Omega\) and 0 otherwise |
| \(|\Omega|\)                                                  | size (i.e. number of elements) of a set \(\Omega\) |

| Graph notation (subscripts \(n, a\) and \(b\) are dropped where fixed) | |
|--------------------------------------------------------------------------|---------------------------------------------------------------|
| \(G_{nab} = (E_{nab}^{(0)}, V_{nab}^{(0)}, \ldots, V_{nab}^{(T_n)})\)   | graph of relatedness between parasite haploid genotypes across all infections of the \(n\)th individual |
| \(|G_{nab}| = \sum_{t=0}^{T_n}c_n^{(t)}\)                               | size (number of vertices) of \(G_{nab}\) (depends on \(y_n\) via \(c_n^{(t)}\)) |
| \(i = 1, \ldots, |G_{nab}|\)                                                             | indices over vertices and edges in graphs |
| \(I^{(t)} = 1, \ldots, c_n^{(t)} + \mathbb{I}_{t>0}(t)\sum_{z=0}^{t-1}c_n^{(z)}\) | set of indices over vertices and edges within the \(t\)th infection |
| \(E_{nab} = \{e_{nab_{ij}}(t)\}\)                                      | set of all edges in \(G_n\) where \(j < i\) and \(i = 2 \ldots |G_{nab}|\) |
| \(V_{nab} = \{v_{nab}\}\)                                             | set of vertices for the \(t\)th infection in \(G_{nab}\) where \(i = I^{(t)}\) |
| \(a = 1, \ldots, A\)                                                  | index over labelled graphs that differ with respect to their vertex haploid genotype labels, where \(A\) is the number of ways to label a graph (disregarding edge relatedness labels) with vertex haploid genotype labels compatible with \(y_n\) (i.e. only includes graphs whose probability is non-zero according to Eq [10]) |
| \(b = 1, \ldots, B\)                                                  | index over labelled graphs that differ with respect to their edge relatedness labels, where \(B\) is the number of viable ways to label a graph (disregarding vertex haploid genotype labels) with edge relatedness labels. Viable graphs are those that obey the transitive property and, additionally, have no clonal edges within an infection, see section entitled *Viable graph brute-force search algorithm* |
| \(h_{nab_{ij}} = (h_{nab_{ij}}^{(1)}, \ldots, h_{nab_{ij}}^{(M)})\) | vertex haploid genotype label of vertex \(v_{nab_{ij}}\), where \(h_{nab_{ij}}^{(t)}\in y_{n,m}^{(t)}\) for all \(i = I^{(t)}\) |
| \(k_{nab_{ij}}\in\{\text{str, sib, clo}\}\)                           | relatedness (a.k.a. kinship) label of edge \(e_{nab_{ij}}\) |
| \(\text{str}\)                                                          | sibling relatedness between a pair of parasites |
| \(\text{sib}\)                                                          | stranger relatedness between a pair of parasites |
| \(\text{clo}\)                                                          | clonal relatedness between a pair of parasites |
| \(f_{nab_{ij,m}}\)                                                      | frequency of the allele at the \(m\)th microsatellite of the haploid genotype on the \(i\)th vertex of \(G_{nab}\) |
| \(\alpha \in [0,0.5]\)                                                 | additive effect on \(P(\text{IBD} \mid k_{nab_{ij}})\) of background population-level inbreeding |
recurrence probability point estimates generated under the time-to-event model, namely  
\[ \hat{\pi}_n^{(t)} = \left( \hat{\pi}_{n,C}^{(t)}, \hat{\pi}_{n,L}^{(t)}, \hat{\pi}_{n,I}^{(t)} \right), \] for \( t = 1, \ldots, T_n \),

\[ P(R_n) = \prod_{t=1}^{T_n} \hat{\pi}_n^{(t)} \] \hspace{1cm} (6)

**Evaluation of the likelihood**

The likelihood, \( P(y_n \mid R_n) \), is evaluated by summing over person-specific (indexed by \( n \)) vertex labelled (indexed by \( a \)) and edge labelled (indexed by \( b \)) graphs of relatedness over parasite haploid genotypes within and across infections, \( G_{n,ab} \),

\[ P(y_n \mid R_n) = \sum_{a=1}^{A} \sum_{b=1}^{B} P(y_n \mid G_{n,ab}) P(G_{n,ab} \mid R_n). \] \hspace{1cm} (7)

The solution to equation (7) is described in three parts: first we describe the set of fully labelled graphs \( G_{n,ab} \), second we describe \( P(y_n \mid G_{n,ab}) \), and third we describe \( P(G_{n,ab} \mid R_n) \). The individual, \( n \), is considered fixed throughout the next sections so the subscript \( n \) is dropped from \( y_n \), \( G_{n,ab} \), \( R_n \) and \( T_n \), etc.

**Vertex and edge labelled graphs of parasite relatedness**

\( G_{ab} = \{E_{ab}, V_{ab}^{(0)}, \ldots, V_{ab}^{(T)}\} \) denotes an undirected, edge and vertex labelled, viable graph of relatedness over parasite haploid genotypes within and across \( t = 0, \ldots, T \) infections for a given individual. \( a \) is an index over all the possible combinations for labelling the vertices; \( b \) is an index over all the possible combinations for labelling the edges; viable graphs include only those that obey the transitive property and have no clonal edges within an infection (see section on **Viable graph brute-force search algorithm**). \( \forall a \in 1..A, b \in 1..B, \) we define the following:

- \( E_{ab} = \{e_{ab,ij}\}_{j=1,i=2}^{\left|G_{ab}\right|} \), the set of all edges in \( G_{ab} \);
- \( V_{ab}^{(t)} = \{v_{ab,i}\}_{i \in \mathcal{I}^{(t)}} \), the set of all vertices in \( G_{ab} \) corresponding to the \( t^{th} \) infection, where \( \mathcal{I}^{(t)} = \{1, \ldots, c^{(t)}\} \) is the set of indices corresponding to the \( t^{th} \) infection and \( c^{(t)} \) is the COI of the \( t^{th} \) infection;
- The relatedness (a.k.a. “kinship”) label \( k_{ab,ij} \in \{str, sib, cln\} \), for each edge \( e_{ab,ij} \), where \( str, sib \) and \( cln \) denote stranger, sibling and clone, respectively;
- The haploid genotype label \( h_{ab,i} = (h_{ab,i,1}, \ldots, h_{ab,i,M}) \) for each vertex, \( y_{ab, i} \), where \( h_{ab,i,m} \in y_{ab, i}^{(t)} \) for \( i = \mathcal{I}^{(t)}, t = 0, \ldots, T, \) and \( m = 1, \ldots, M \).

Since we assume that the COI of the \( t^{th} \) infection, \( c^{(t)} \), is equal to the maximum number of distinct alleles seen at any microsatellite within that infection, i.e.

\[ c^{(t)} = \max(|y_{ab, i}^{(1)}|, \ldots, |y_{ab, i}^{(T)}|) \], and since we assume no genotyping error nor mutation (assumptions 3 and 4 in main text), for \( P(y \mid G_{ab}) > 0 \) we require that \( |V_{ab}^{(t)}| = c^{(t)} \) for all \( t \) (i.e. the number of vertices must equal the COI) and all alleles in \( y \) need to be represented at least once by the vertex haploid genotype labels. Figure 12 shows two example graphs for the example set of data in equation (5). The graphs in Figure 12 differ in their vertex haploid genotype labels \( h_{ab,1} \) and \( h_{ab,2} \), but both have the same set of edge relatedness labels, \( \{k_{ab,ij}\} \) for all \( j < i \) and \( i = 2, \ldots, |G_{ab}| \). As mentioned
Example graphs compatible with $y$ of equation (5).

![Graphs](image)

Fig 12. Within each example graph, $G_{ab}$ where $a \in \{1, 2\}$ and $b = 1$, indices $a$ and $b$ are fixed so dropped hereafter and within each subplot above. The vertices of both graphs are labelled from left to right: $V(0) = \{v_1, v_2\}$ with haploid genotype labels $\{h_1, h_2\}$, $V(1) = \{v_3\}$ with haploid genotype label $h_3$, and $V(2) = \{v_4, v_5\}$ with haploid genotype labels $\{h_4, h_5\}$. The edge relatedness (a.k.a. kinship) labels of both graphs are the same: $k_{12} = sib$, $k_{23} = sib$, $k_{13} = sib$ and $k_{45} = sib$, while the rest are all str, such that $b = 1$ for both graphs. On the contrary, the vertex haploid genotype labels $h_1$ and $h_2$ differ across the example graphs and so the example graphs have different indices, $a = 1$ and $a = 2$.

above, we use $a$ and $b$ to index over vertex haploid genotype labels and edge relatedness labels, respectively, and so the two graphs $G_{ab}$ of Figure [12] have the different $a \in \{1, 2\}$ but the same $b = 1$.

The number of ways to allocate haploid genotype labels to a graph for the $n^{th}$ individual, $A$, is enumerated independently of edge relatedness labels. $A$ depends on both $|y(t)|$ (i.e. the number of alleles detected at a given microsatellite in a given infection) and the number of $|y(t)| > 1$ (i.e. the number of heteroallelic microsatellite calls). To see why this is the case, first let $H(t)$ be a matrix whose column vectors are haploid genotypes compatible with $y(t)$ (e.g. equation (8)).

Example haploid genotypes compatible with $y(0)$ of equation (5)

$$H^{(0)} = \begin{cases} m = 1 & \begin{pmatrix} 2 \\ 8 \\ 8 \end{pmatrix} \\ m = 2 & \begin{pmatrix} 7 \\ 4 \\ 4 \\ 7 \end{pmatrix} \\ m = 3 & \begin{pmatrix} 3 \\ 3 \\ 3 \end{pmatrix} \end{cases} \tag{8}$$

For a given $y(t)$, the number of possible haploid genotypes (i.e. number of columns of $H(t)$) is $\prod_{m=1}^{M} |y^{(t)}_m|$. The number of ways to label vertices in $V(t)$ is given by the number of ways to choose $c(t)$ haploid genotypes from the $\prod_{m=1}^{M} |y^{(t)}_m|$ possible haploid
genotypes,
\[
\frac{\prod_{m=1}^{M} |y_m^{(i)}|!}{\prod_{m=1}^{M} |y_m| - c^{(i)}!} c^{(i)}!.
\] (9)

However, of the many combinations given by equation [9],
\[
\mathbb{P}(y | \mathcal{G}_{ab}) > 0 \text{ iff } \left( \prod_{l=0}^{T} \prod_{m=1}^{M} \prod_{\ell=1}^{T} \mathbb{P}(y_{im}^{(l)} | \mathcal{G}_{ab}, h_{abim}, h_{abjm}, k_{abij}) \right) = 1,
\] (10)

That is, only combinations where all alleles in \( y \) are represented at least once (e.g. those in Figure [12]) lead to \( \mathbb{P}(y | \mathcal{G}_{ab}) > 0 \), and contribute to the total number of ways, \( A \), to label a graph with vertex haploid genotype labels compatible with \( y \). Since \( A \) is enumerated independently of edge relatedness labels, graphs that have \( \mathbb{P}(y | \mathcal{G}_{ab}) = 0 \) due to \( \mathbb{P}_{cln}(k_{ij}) = 1 \) and \( \mathbb{P}_{h_{im}}(h_{jm}) = 0 \) (see below) or NA values do contribute to \( A \).

**Probability of the data given a graph**

The probability of the data given a vertex and edge labelled graph, \( \mathbb{P}(y | \mathcal{G}_{ab}) \), is calculated assuming conditional independence between microsatellites and between edges,
\[
\mathbb{P}(y | \mathcal{G}_{ab}) = \left\{ \prod_{i=1}^{|\mathcal{G}_{ab}|} \prod_{j=1}^{i-1} \prod_{m=1}^{M} \mathbb{P}(y_{im}^{(l)} | \mathcal{G}_{ab}, h_{abim}, h_{abjm}, k_{abij}) \right\}.
\] (11)

where \( y_{im} = \{ y_{im}^{(l)} : y_{im}^{(l)} = h_{im} \text{ and } i \in \mathcal{I}^{(l)} \} \). Note that \( y_{im} \) and \( y_{jm} \) may be within or across infections (i.e. \( i \) and \( j \) may be from within the same or across different \( \mathcal{I}^{(0)}, \ldots, \mathcal{I}^{(T)} \)).

Hereafter we consider a single graph with fixed vertex and edge labels thus drop the indices \( a \) and \( b \). To evaluate \( \mathbb{P}(y_{im}, y_{jm} | h_{im}, h_{jm}, k_{ij}) \) we assume conditional independence between pairs of vertices and edges given the IBD state of the \( m^{th} \) marker,
\[
\mathbb{P}(y_{im}, y_{jm} | h_{im}, h_{jm}, k_{ij}) = \sum_{\text{IBD}=0}^{1} \mathbb{P}(y_{im}, y_{jm} | h_{im}, h_{jm}, \text{IBD}) \mathbb{P}(\text{IBD} | k_{ij})
\] (12)

where
- \( \mathbb{P}(\text{IBD} = 1 | k_{ij} = \text{cln}) = 1; \mathbb{P}(\text{IBD} = 1 | \text{sib}) = 0.5 + \alpha; \mathbb{P}(\text{IBD} = 1 | \text{str}) = 0 + \alpha; \)
- \( \mathbb{P}(\text{IBD} = 0 | k_{ij}) = 1 - \mathbb{P}(\text{IBD} = 1 | k_{ij}); \)
- \( \alpha \) is an additive effect of background population-level inbreeding;
- \( \mathbb{P}(y_{im}, y_{jm} | h_{im}, h_{jm}, \text{IBD} = 1) = \frac{1}{2}(f_{h_{im}} + f_{h_{jm}}) = f_{h_{im}} \text{ if } h_{im} = h_{jm} \) and 0 otherwise;
- \( \mathbb{P}(y_{im}, y_{jm} | h_{im}, h_{jm}, \text{IBD} = 0) = f_{h_{im}} \times f_{h_{jm}}; \)
- \( f_{h_{im}} \) and \( f_{h_{jm}} \) denote the frequency of the allele at the \( m^{th} \) microsatellite of the haploid genotype label of the \( i^{th} \) and \( j^{th} \) vertex, respectively. Equivalently, we could write \( f_{y_{im}} \) and \( f_{y_{jm}} \), respectively.
Together, the above lead to

\[
\Pr(y_{im}, y_{jm} \mid h_{im}, h_{jm}, k_{ij} = \text{str}) = \left(\alpha f_{h_{im}} + (1 - \alpha) f_{h_{im} f_{h_{jm}}} h_{im} (b_{jm}) \times \right)
\left(\alpha 0 + (1 - \alpha) f_{h_{im} f_{h_{jm}}} h_{im} (b_{jm}) \right)^{-1} - \left(\alpha 0 + (1 - \alpha) f_{h_{im} f_{h_{jm}}} h_{im} (b_{jm}) \right),
\]

(13)

\[
\Pr(y_{im}, y_{jm} \mid h_{im}, h_{jm}, k_{ij} = \text{sib}) = \left((0.5 + \alpha) f_{h_{im}} + (0.5 - \alpha) f_{h_{im} f_{h_{jm}}} h_{im} (b_{jm}) \times \right)
\left(0.5 + \alpha) 0 + (0.5 - \alpha) f_{h_{im} f_{h_{jm}}} h_{im} (b_{jm}) \right)^{-1} - \left(0.5 + \alpha) 0 + (0.5 - \alpha) f_{h_{im} f_{h_{jm}}} h_{im} (b_{jm}) \right),
\]

(14)

\[
\Pr(y_{im}, y_{jm} \mid h_{im}, h_{jm}, k_{ij} = \text{clo}) = \left(1 \times f_{h_{im}} + 0 \times f_{h_{im} f_{h_{jm}}} \right) h_{im} (b_{jm}) \times \left(1 \times 0 + 0 \times f_{h_{im} f_{h_{jm}}} \right)^{-1} - \left(1 \times 0 + 0 \times f_{h_{im} f_{h_{jm}}} \right),
\]

(15)

**Probability of a graph given a series of recurrence states**

To calculate the probability of a graph given a series of recurrence states, we assume independence between recurrence states,

\[
\Pr(G \mid R) = \prod_{t=1}^{T} \Pr(G \mid R^{(t)})
\]

(16)

where

\[
\Pr(G \mid R^{(t)} = L) = \frac{1}{AB}
\]

(17)

\[
\Pr(G \mid R^{(t)} = I) = \begin{cases} \frac{1}{AB_l}, & \forall z < t, \forall i \in \mathcal{I}^{(t)}, \forall j \in \mathcal{I}^{(z)} \quad k_{ij} = \text{str}, \\ 0, & \text{otherwise}, \end{cases}
\]

(18)

\[
\Pr(G \mid R^{(t)} = C) = \begin{cases} \frac{1}{AB_c}, & \exists \mathcal{c}^{(t)} \text{disjoint pairs } ij : i \in \mathcal{I}^{(t)} \text{ and } j \in \mathcal{I}^{(t-1)} \text{ and } k_{ij} = \text{str}, \\ 0, & \text{otherwise}, \end{cases}
\]

(19)

where \(B_l < B \) and \(B_c < B \) denote the number of graphs that satisfy the conditions outlined in Eq (18) and (19), both of which are determined algorithmically from the adjacency matrix of \( G \).

The condition outlined in Eq (19) that \( j \in \mathcal{I}^{(t-1)} \) specifies that a recrudescence is seeded by the most recent past infection only (assumption 2). Also in Eq (19), the condition that there are \( c^{(t)} \) disjoint pairs follows from assumptions 5 and 6 and results in zero probability of recrudescence following an infection with lower COI (i.e. a recrudescence cannot be more diverse than the infection that seeded it - diversity cannot be created, only lost). For example, in Eq (5), \( R^{(2)}_n \) has zero probability of being a recrudescence because \( c^{(2)} = 2 > c^{(1)} = 1 \).

Presently, Eq (17) to (19) do not take into the relative likelihood of parasites that are strangers, siblings or clones in relation to one another within an inoculation. However, they could be adapted to do so (e.g. by coupling to a transmission mode).

**Model implementation**

Above, \( t = 0, \ldots, T_n \) where \( T_n \) is the number of recurrences experienced by the \( n^{th} \) individual. In the code, \( t = 1, \ldots, T_n \) where \( T_n \) is the number of infections experienced by the \( n^{th} \) individual.

The model is implemented on the log scale to prevent under and over flow problems, using the log sum exp trick where appropriate. Instead of summing over \( a \) and \( b \) in one step as Eq (7) implies, we first sum over graphs indexed by \( a = 1, \ldots, A \) fixing \( b \) and working entirely on the log domain (interior of square brackets Eq (20)); we then sum...
over graphs indexed by $b = 1, \ldots, B_{R(t)}$ where $B_{R(t)} \in \{B_L = B, B_C, B_I\}$ is determined algorithmically from the adjacency matrix of $G$,

$$\log P(y \mid R) = \log \left( \sum_{b=1}^{B_{R(t)}} \sum_{a=1}^{A} P(y \mid G_{ab}) P(G_{ab} \mid R) \right),$$

$$= \log \left( \sum_{b=1}^{B_{R(t)}} \sum_{a=1}^{A} P(y \mid G_{ab}) \frac{1}{A \times B_{R(t)}} \right),$$

$$= \log \left( \sum_{b=1}^{B_{R(t)}} \sum_{a=1}^{A} P(y \mid G_{ab}) \frac{1}{A} \right) - \log B_{R(t)},$$

$$= \log \left( \sum_{b=1}^{B_{R(t)}} \exp \left[ \log \left( \sum_{a=1}^{A} \exp (\log P(y \mid G_{ab})) \right) - \log A \right] \right) - \log B_{R(t)},$$

where the subscript $n$ is dropped since $n$ is fixed.

**Viable graph brute-force search algorithm**

For a given set of complexities $c^{(0)}_n, \ldots, c^{(T_n)}_n$ we implement a brute-force algorithm that searches over all graphs and stores all viable graphs. Viable graphs can be described with two independent rules:

(a) No clonal edges between vertices within an infection

(b) All connected paths must obey the transitivity property

The algorithm is summarized as follows:

1. Construct a list $S_G$ of all graphs by listing all adjacency matrices described by block matrices (one per infection) for which the block matrices only contain \{0, 0.5\}, and the across blocks contain \{0, 0.5, 1\} (this implies no clonal edges within infections).

2. For each $G \in S_G$:
   - Enumerate all connected components in $G$ and verify that each connected component is a clique (fully connected subgraph).
   - List all triangular cliques (fully connected subgraphs containing exactly three vertices)
   - For each triangular clique $G'$ compute the sum of the weighted edges: If the sum of the edges in $G'$ is equal to 2.5 then **Reject** $G$ else **Accept** the subgraph $G'$

3. If all subgraphs are accepted, **Accept** $G$

Step 2 results in obeying rule (b) whereby graphs with non-transitive relatedness patterns (e.g. A is clonal with both B & C but B is sibling with C) are rejected.