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Abstract: Tuning multi-parameter and parameter optimization in Information Retrieval has been a huge area of research and development, especially with BM25F scoring functions having a 2F+1 feature with F fields in the documents. The scoring and ranking function conventionally uses multiple input parameters, to augment the quality of results even at the value of huge calculation time. The searching and ranking documents in the medical literature encompass high recall rates, which are difficult to satisfy with multiple input parameters. The performance of the BM25F depends upon the choice of these F parameters. Particle Swarm Optimization (PSO) searches through the solution-space independently and discovers an optimal solution as opposed to improving and optimizing the gradient; henceforth it can straightforward optimize Mean Average Precision (MAP) a non-differentiable function. In this paper, the usage of PSO to tune multi-parameters is proposed to deal with the gaps in BM25F scoring function. Also, the advantage of the proposed technique by directly optimizing the MAP has been discussed. Experimental results of quantitative performance metrics MAP and Mean Reciprocal Rank of the proposed PSO-optimized BM25F and most recent ranking algorithms have been compared. The performance measure results demonstrate that the proposed PSO-optimized BM25F performance measure outclasses the standard ranking methods for the OHSUMED data set.

Index Terms: BM25, BM25F, OHSUMED, Particle Swarm optimization, Similarity Score.

I. INTRODUCTION

Recent years have observed a rapid expansion in the quantity of data in the area of medical, Bioinformatics and furthermore, the size of the data is expected to surge exponentially in the near future. This begets the need for an efficient search, retrieving relevant information from a corpus based on user need and ranking methods. Consequently, Information Retrieval (IR) has therefore emerged as an active, mature and well-understood technology area in the industry, academia, medicine and law. Relevance is a perception and relevant IR and searching are the major challenges in Information technology. IR models mainly consider the webpage or documents usually unstructured text and a similarity/scoring algorithm is usually developed to evaluate the similarity between documents and query. However, the TREC 9 OHSUMED dataset’s documents used in this paper are structured, consisting of different field identifiers like title, author, content and metadata descriptors. Best practices and models were developed in the recent past by the research community to address many search viability issues as timely access to accurate information in the different scenario; rapidly expanding data, navigation, and searching techniques. Information is nothing without retrieval and many ranking and retrieval models have been introduced in the past based on set-theoretic, algebraic and probabilistic mathematical models. The examples of set-theoretic models are standard Boolean model (BM) and Extended Boolean M. The BM estimates binary relevance, that is, either the document is relevant or irrelevant for the queries. Salton in 1975 proposed the Vector Space model (VSM) [1], Latent semantic, Topic-based VSM, Balanced topic based VSM, spread activation neural network and Backpropagation neural network are the examples, algebraic models. In VSM the documents and queries are represented by vectors and the relevance and similarity score is the cosine of the angle or inner product [2] between them. The mathematical probabilistic models are Belief Network, Inference Network, Binary Independence, Language Model and retrieval by Logical Imaging. In Probabilistic modeling [3] the relevant probability of a document and user query is calculated.

Okapi BM25 (Best Match) Probabilistic retrieval model uses term frequency (TF), the standard document length normalization and Inverse Document Frequency (IDF). In Bm25 the optimal value for the parameter b and k1 and in BM25F with F fields the free parameters for each fields, k and b has to be carefully chosen. There are many optimization methods have been proposed in literature. “Black-Box” optimization framework [4] addressed the Parameter optimization problem in retrieval function as it is more efficient and reliable as compared to grid optimization method which is computationally inefficient and expensive with many parameters. The Grid search is inefficient with generalization with more parameter in retrieval function. “Black-Box” optimization does not require an investigative objective function.
The “Black-Box” optimization framework has been applied in BM25 to tune b and k1 free parameter and BM25F with f fields where 2f + 1 free parameters are tuned: k1, plus free parameters for each fields, bs and vs. The “Black-Box” optimization paradigm is effective with many free parameters and the objective function is unknown. In BM25 there is no distinction between its document fields, which generally leads to an overestimation of the significance of terms in ascertaining the scores through fields. The main limitation of BM25 is that it ranks long documents that do not match the query term, higher rather than similar as compared to a short document that does not contain the query word at all. Hence the proposed research work uses BM25F rather than Bm25 retrieval function. BM25F uses diverse length normalizing factor b and distinctive weight, w for all the fields like title, the body of text, headlines, and anchor text are best suited for solving its limitations. These 2F+1 parameters influence the contribution of the TF, field length, and width. However, the effectiveness of BM25F depends upon the estimation of optimal value estimation for these 2F+1 parameters. Simple searching of the entire solution space works well in Optimization with the small numbers of parameters and choosing the values which optimize the performance of the selected evaluation measure [5]. The optimization time required surges exponentially about the parameters count, hence Grid search, despite having the capacity to discover rational parameter set for specified target cost can be too slow when scaled to substantial large data collection and dimensionalities. Despite the fact that Gradient descent is significantly speedier, yet it cannot optimize the objective parameters for a particular target cost measure, and the outcomes acquired do not come out to be any superior to grid search [6]. The main emphasis of this research presented here is free parameter’s value estimation in BM25F. The aim is to review various optimization methods and implement the proposed PSO-tuned BM25F retrieval algorithm for an efficient retrieval. In traditional searching the agent may get stuck in local minima rather than global maxima, if the used function is not continuous, in that case, its derivative doesn’t exist and hence the gradient technique fails. PSO can be utilized to tackle such issues, PSO is a Bio-inspired algorithm inspired by bird flocking social behavior. It has turned out to be a standout amongst the most robust, stochastic parallel and optimized metaheuristic searching techniques. It depends on movement, knowledge or intelligence of the swarm. It is capable to find the optimal solution in multidimensional solution spaces. For OHSUMED medical corpus experiment has been carried out and the obtained results of the proposed PSO-optimized BM25F method has been compared with BM25 and other IR methods for standard IR evaluation measure. This paper is segregated into five sections as: Research gaps are identified in Section 2 Related work, Section 3 proposed PSO-tuned BM25 model, followed by the Experiment setup in Section 4. Results of the Experiment and its analysis have been elaborated in section 5, and finally the paper is concluded last section.

II. RELATED WORK

This section presents the review of literature in IR optimization in the context of free parameter value estimation for retrieval functions. The various existing free parameter estimation optimization methods that are used in IR in the area of retrieval uses standard optimization mentioned like ant colony optimization (ACO), PSO, Direct optimization. Table I elaborates the various Optimization methods used in IR for estimating the values for free parameters. BM25 and BM25F models and similarity score formulae have been discussed in equation (1) to (4).

BM25 is commonly used in IR ranking function due to its consistently high retrieval accuracy. BM25 [7] is based on the probabilistic retrieval model developed by Stephen E Robertson in 1970 and 1980. It has evolved from the BM approximations to the 2-Poisson model. The formulae for the Okapi BM25 similarity score function for the t term in d document is as:

\[
BM_{25}(t,d) = \sum_{q} \log \left( \frac{N - n_t}{n_t} \right) \times \frac{(k_1 + 1)\text{fd}_t}{K + \text{fd}_t} \times \frac{(k_2 + 1)\text{ld}_t}{k_2 + \text{ld}_t} \times \frac{\text{avg} \times \text{idf}}{\text{avl}}
\]

where

N: documents count in the corpus,

\( n_t \): Total count of documents that contain t term.

q: query

t, fd, t: t term occurrences count in d document i.e. t term, tf in the current document.

fd, q: Occurrence count of t term in d document

\[
k = k_1 \left(1 - b \frac{\text{dld}_t}{\text{avl}}\right)
\]

where

dld: terms count in document d.

avl: document Average length

Let the tuning parameter k1, k3 and b can have values as 1.2, 1000, 0.75 respectively.

\[
BM_{25}(d,q) = \sum_{t} \log \left(1 + \frac{\text{freq}(t,d)}{\text{avg} \times \text{idf}(t,d)}\right)^{\left(1 + \log \frac{\text{numDocs}}{\text{docFreq}(t)} + 1\right)} \times \text{boost}(t,d) \times \sqrt{0.8 \text{avg} \times \text{#unique terms} + 0.2 \text{#unique terms}(d)}
\]

where

\text{avg} : average of freq

\text{Boost} (t, \text{field}, d): boosting factor assigned in indexing for the t term field in document d.

The normalized similarity score used for document d with the search term and tf-idf weight [8] with q query is as in equation (6).
The Tuning parameters enable us to control the length normalization thereby improved retrieval results. The optimal value of these parameters can be determined for the test corpus using documents, queries, and judgments and optimize effective retrieval metric like Mean Average Precision.

(BM25 retrieval function fails through lengthy documents and hence, BM25F a variant of BM25 consider the structure of the documents and other metadata fields like anchor tags, author, title and abstract as important fields in score calculation. A BM25F score formula is as in equation (4).

\[ BM25F(t,d) = \sum_{i=1}^{k} \frac{tf(t,d)}{N-\eta + 0.5} \times \frac{N-\eta + 0.5}{n_t + 0.5} \]

Where
\[ C : \text{fields in d document} \]
\[ N : \text{documents count in the corpus}, \]
\[ n_t : \text{Total count of documents that contain t term}. \]
\[ tf(t,d) : \text{Term-Frequency of t Term in f Fields of d document and the formula is as in equation (5).} \]
\[ w_e : \text{document each field Weight/boost factor as described by the equation (6).} \]

\[ tf(t,d) = \sum_{e \in d} w_e \times tf_e(t,d) \]

\[ w_e = \frac{1}{(1-b) + b \sum_{e \in d} tf_e(t,d)} \]

Table I: Literature review on Parameter value estimation using some standard IR optimization methods

| Reference No. | Description |
|---------------|-------------|
| [9]           | Wang has proposed a PSO based Document classifier for TREC and Reuter dataset which optimize the parameters implicit in the documents. |
| [10]          | The choice of initial cluster centroid is sensitive in calculating the clustering results. It may converge and get stuck in a local optimal solution. Cui et al. has proposed a Hybrid PSO with K-means document clustering algorithm that performs fast document clustering by incapacitating the gap of the standard K means document clustering algorithm to solve the convergence and optima problem. |
| [11]          | Learning to Rank model in Information Retrieval aims at ranking documents according to user Preferences. In machine learning coalescing models is a widespread; often implemented by averaging the predictions of models. A novel Sim-Multi Leave gradient that uses the reference document similarities for ranking that addresses the speed concerns in aspect and quality trade and gathers quickly henceforth, provides an improved user experience has been proposed along with a cascading Online Learning to Rank (C-OLTR) approach, called as Cascading Multilevel Gradient Descent (C-MGD) which uses, a fast simple model and a slower complex model in online Learning to Rank has been presented. |
| [12]          | Direct Optimization algorithm is straightforward to implement by calculating the parameter values that satisfy the metric criteria. The metric satisfying criteria can be maximization or minimization. The proposed research work has tuned the parameters for BM25F by minimizing the cost function of RankNet and maximizing NDCG score. |
| [13]          | This paper presents an effective learning function for documents ranking by investigating significant and exclusive documents features by using Genetic Programming in evolutionary computation methods. The optimization criteria used in Swarm Rank learns method is a combination of content and hyperlink features which directly maximizes the widely used evaluation measure Mean Average Precision. |

PSO search algorithm is based on population [14][15], put forward by James Kennedy and Russell C. Eberhart which employs the social behavior of bird’s simulation within a flock. Various machine learning and data mining applications [16-21] optimize using PSO. Work in [22], applies a novel hybrid genetic algorithm based computational approach to text clustering optimization. Authors of [23] have considered an adaptive inertia weight method on Bayesian technique and Cauchy mutation to overcome the defects of PSO’s searching ability. The work in [24], addresses the Optimization by Artificial Bee Colony (ABC) query paraphrasing method. The voting multiple hyperplanes for document retrieval for learning to rank LETOR has been proposed in research paper [25], which employs multiple hyperplanes, based Ranking SVM with base rankers and vote strategically for estimating the relevance score. It uses Swarm ranking to tune content and hyperlink features for LETOR data sets. A differential evolutionary inspired based RankDE method [26] was proposed to rank the documents. The obtained results from their experiments have demonstrated that evolutionary-based RankDE is better than PSO and Genetic Programming (GP) for LETOR data set. “Eberhart and Kennedy in 1995”, coined PSO as stimulated by the communal activities of biological organisms. The problems of PSO was initially addressed to outline the capacity of gatherings or creatures to work in finding desired positions in a given boundary or territory for e.g. a group of birds looking for food. Swarm a populace of specialists, is used in PSO calculation that travel through the multi-dimensional problem space for finding an
optimization solution to the problem i.e. food in the case that is presently being considered, refreshing their speed as indicated by the data gathered by the particles or bird. Each particle location or position represents a solution to the problem in the problem space. With every movement, another arrangement is acquired that can be considered another solution and is assessed by the criteria (minimization or maximization) of the fitness function which gives a measurable estimation of the result. Every particle is looking for the best result that it has established and its neighborhood particle has established. PSO calculations are global optimization non-linear algorithms that won’t require cost approximation as compared to gradient [9].

PSO is an intelligent Metaheuristic classed optimization algorithm inspired by social behavior developed by James Kennedy and Russell C. Elberhart in 1995. PSO can be applied to many fields in the area of Image Processing, Searching and Operational research. In PSO SWARM intelligence behavior is created by means of some agent’s fish and birds. The level of intelligence achieved in PSO cannot be reachable by any agent individually but can be reached by cooperation. The main principle used in PSO is communication and learning of better. PSO contains a population of candidate solution called as Swarm. In PSO the Swarm of particles is considered and every particle is a candidate solution to the optimization problem in the solution space. Any particle has a position in the search space optimization problem which is the set of possible solution in the search space and the aim is to find the best solution in search space as shown in the Figure 1.

Figure1. Geometrical representation of particle in Particle Swarm Optimization [27]

Consider the mathematical of PSO with i particle where i is the index of particle and x is a position vector let \( \vec{x}_i(t) \) be the particle i vector with \( \vec{v}_i(t) \) velocity vector with dimensions and direction as x. This particle is a member of swarm and a particle is learning from each other and neighbors. The particle got its personal best location \( p_i(t) \), for every particle and a global best g(t). The particle moves parallel to the personal vector, new velocity and global best. Every particles movement is based on inertia term, cognitive component and social components. Every agent position is jointly influenced by the agents own position, velocity, best position and swarm experience. For updating the velocity, position of particle parallel to personal position, personal best and global best as represented in the equation (7) and (8).

\[
\begin{align*}
    v_i(t+1) &= w \times v_i(t) + c_1 \times r_1 \times (p_i(t) - x_i(t)) \\
    &+ c_2 \times r_2 \times (g(t) - x_i(t)) \\
    x_i(t+1) &= x_i(t) + v_i(t+1)
\end{align*}
\]

where \( r_1 \) and \( r_2 \) are the uniformly distributed random number in the range of 0 to 1. \( c_1 \) and \( c_2 \) are acceleration coefficients.

III. PROPOSED PSO-TUNED BM25F RETRIEVAL MODEL

This section presents the proposed PSO tuned BM25F model with b PSO in (2F+1) dimensional space representation and its algorithm. A PSO optimization method is used to tune the BM25F retrieval function as discussed in Section 2 with maximizing the objective function i.e. retrieval efficiency “Mean Average Precision”. The objective of the proposed method is to tune or optimizes the parameter values in BM25F using Particle Swarm Optimization technique. BM25F offers supplementary flexibility to user to enhance the efficiency of the IR model. The parameter values can be tuned with a wide array of free parameters and hence efficiency can be significantly improved. The most retrieval functions have “Free parameters” which significantly affect the performance of the retrieval model. The free parameters must be set before the retrieval, and the iteration is chosen as 50 and population of 100 particles. The efficiency of the retrieval function is affected generally by an inefficient Parameter optimization method when repeated optimization is performed. Mean Average Precision is the objective function selected in this proposed PSO based BM25F retrieval model. Let \( \text{m} \) represents the numbers of documents present in the corpus and ith particle vector can be mathematically represented as a vector with “d” dimension as \([\text{free parameter} : <k1>]; \text field weights for f fields} : <w1, w2...wf>; \text b values for f fields} <b1, b2...bf>]. The aim of the proposed PSO tuned BM25F retrieval model is to maximize the MAP for 63 batched queries in the given topic file. In the proposed PSO tuned BM25F model title and content fields are considered, i.e. F=2 hence 2F+1 = 5, hence the particle position vector will be 5 dimensional.

Algorithm1. PSO tuned BM25F retrieval model

Input: OHSUMED Topics, Relevance Judgements for OHSU topics, qrels.

Initialization

Initialize the ith particle with \( x_i \) position and velocities \( v_i \) in (2F+1) dimensional parameter solution space, where free parameters considered are k1 used in equation (4) in section 2 and considered field parameters \( x_i [1: \text{nvar}], \text{nvar}=5 \) number of unknown variable or the parameters \([k1, tw, cw, \text{tb, cb}]\).
• Initialize the particle structure with position \( x_i \), velocity \( v_i \), personal best position \( p_i \), and population best \( p_g \).

• Initialize the inertia, and acceleration parameter \( w=1 \), \( c_1 = 2 \), and \( c_2 = 2 \).

• Initialize the Maximum iteration \( \text{MaxIt}=50 \) and Population size \( n\text{Pop}=100 \). The output is the optimal value of the free parameters \( k_1, w \) and \( b \) for the selected fields.

• Initialize

\[
\text{r1} = \text{rand}(|\text{varSize}|) \quad \text{and} \quad \text{r2} = \text{random}(|\text{varSize}|)
\]

1. Set \( p_j \) of each particle of \( x_i \)

2. \( p_b = x_j \), such that \( \text{MAP}(x_j) \) for all particle \( j \) in swarms.

3. Two field parameters considered are content and title their weight and \( b \) value are assigned to the particle \( x_i \) is 5 dimensional array \( x_i \rightarrow [k1, tw, cw, tb, cb] \)

4. //Create Population Array

For \( i = 1: n\text{Pop} \)

\[ x_i . \text{best.MAP} = x_i . \text{MAP} \] //generate particle solution

//update Global best

if \( x_i . \text{best.MAP} > \text{Global.} \text{best.MAP} \)

Global. \text{best.MAP} = \( x_i . \text{best.MAP} \)

End if

End For

2. For \( \text{it} = 1: \text{MaxIt} \)

For \( i = 1: n\text{Pop} \)

// update particle velocity

\[ v_i \rightarrow w \times v_i + c_1 \times r_1 \times (p_i - x_i) + c_2 \times r_2 \times (p_g - x_i) \]

// update particle location

\[ x_i \rightarrow x_i + v_i \]

//calculate the MAP for particle \( x_i \)

\[ x_i . \text{MAP} \]

if \( x_i . \text{MAP} > x_i . \text{Best.MAP} \)

//update particle best MAP and location

\[ p_i = x_i \]

\[ x_i . \text{Best.MAP} = x_i . \text{MAP} \]

if \( x_i . \text{Best.MAP} > \text{Global.} \text{Best.MAP} \)

//update Global best

Global. \text{Best.MAP} = \( x_i . \text{Best.MAP} \)

End

End

End

3. For \( \text{it} = 1: \text{MaxIt} \)

For \( i = 1: n\text{Pop} \)

\[ x_i . \text{Best.MAP} = \text{Global.} \text{Best.MAP} \]

Print \( (\text{it}, x_i . \text{Best.MAP}) \)

End

End

End

The proposed model is implemented using whoosh library in Python for TREC 9 OHSUMED data set as shown in the Figure2.

![Figure2. Proposed PSO tuned BM25F Model](image-url)

Initially, the test QRELS file path is set in the search python script and documents are retrieved from the OHSUMED repository using the following steps as:

1) The OHSUMED repository contains the meta-data attributes of the documents. The documents stored in the corpus needs to be indexed for fast search and retrieval. The documents are preprocessed with stop word removal and stemming followed by document indexing using inverted index keywords for the schema objects.

2) The full-text search index is employed that is an inverted index is created on every string field or keywords of the document collection.

3) The keywords present in the batched queries are mined or parsed with the Query Parser and the document objects are retrieved by the searcher from the index which is matched with the QRELS keywords.

4) Each retrieved document or results object got a similar score for the QREL. The score is given on the basis of the document term frequency and PSO based BM25F ranking.
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5) Ranking module tries to find more important result document. These documents or results object is retrieved and returned in reverse sorted order of document similarity score.

IV. EXPERIMENTAL SETUP

In this section TREC-9 OHSUMED dataset used for the experiment has been illustrated with the performance evaluation methodology.

A. Data set

The experiment was performed on the OHSUMED TREC-9 dataset [28]. The Text Retrieval Conference was started in 1992. The details of TREC OHSUMED dataset is as in Table II. The dataset is collected from 1987 to 1991, with a typical testing set size of 54710 documents [29]. Figure 3 illustrate a snapshot of sample OHSUMED training document.

| Sr. No. | Descriptor | Value |
|---------|------------|-------|
| 1       | Dataset Name | TREC-9 |
| 2       | Track Name   | Filtering Track |
| 3       | References   | 348,566 |
| 4       | Type of Data Source | online Medical information database |
| 5       | MEDLINE FIELDS | .I : Document identifier, .U: unique identifier, .T: title, .W: abstract, .M: MeSH terms, .A: author, .S: source, .P: publication type |
| 6       | MSH/ MSH-SMP terms | 4904 MeSH terms with definitions along with 500 sub-sets of the MeSH terms. |
| 7       | Medical      | 270 |

B. Evaluation Methodology

The core standards for IR evaluation analysis are Mean average precision (MAP) and recall. The BM25F retrieval model uses the proposed PSO parameter tuning method as discussed in section 3, to estimate the value of k, cw, tw, cb and tb for the two fields i.e. title and content. The optimization iteration considered was 50, for m=100 particles. The proposed model was then executed on the test OHSUMED data set and the results are compared with the other models. Precision and recall are the measure for accuracy of an IR system. They measure the accomplishment of the retrieval methods. Here we are using he standard Precision, Mean average Precision (MAP) and Recall measures. The main problem with the Precision and Recall measure is that it requires knowledge of all the documents stored in the corpus for the proper estimation of recall.

Let r be the count of relevant document retrieved, R be the count of relevant documents in the corpus and T be the document retrieved.

1) Precision (P):

Precision [30] is an measure evaluate the retrieved documents are relevant. It is the portion of relevant documents count to the document count retrieved as described in equation (9).

\[
\text{Precision} = \frac{r}{T} \quad (8)
\]

Precision measures effectiveness over a set of queries processed in a batch mode. The relevance judgement Precision oriented metric (T9P) is considered for TREC-9 OHSUMED data-set. It is the fraction relevant retrieved documents to the maximum 50 retrieved documents as described in equation (10).

\[
\text{T9P} = \frac{r}{\max \left( \text{number retrieved} , 50 \right)} \quad (9)
\]

2) Recall (R):

Recall is the numbers of relevant document are retrieved and it gives the coverage of the result. It is the fraction of count of documents retrieved to the corpus relevant document count as described in equation (11).

\[
\text{Recall} = \frac{r}{R} \quad (10)
\]

100 percent recall level can be achieved when all the relevant documents are retrieved in the answer set.
3) Mean Average Precision (MAP):
It is the mean of precision [31] values of all the queries as described in equation (12).

\[
\text{MAP} = \frac{\sum_{q=1}^{\text{Number of Queries}} \text{Precision}(q)}{\text{Number of queries}}
\]  

(11)

V. RESULTS & ANALYSIS

Retrieval results specify that the proposed PSO-tuned BM25F model effectively optimizes the BM25F model for the given OHSUMED data set, surpassing the standard model un-optimized BM25F on standard IR metrics. The main benefit is the computational efficiency that has been achieved from optimization. The optimal values of the free parameters (k1, title weight (tw), content weight (cw), (tb), (cb)) obtained from the proposed PSO tuned BM25F ranking function are as in Table III.

The proposed PSO-optimized BM25F performance measure’s with respect to MAP, MRR and R-precision have been compared to BM25, PI2, and TF-IDF standard models.

Table IV. PSO-optimized BM25F model Performance with BM25, PI2, and standard TF-IDF models.

| Model             | MAP  | MRR  | R-precision |
|-------------------|------|------|-------------|
| PSO-optimized BM25F | 0.19 | 0.62 | 0.26        |
| BM25              | 0.17 | 0.58 | 0.23        |
| PL2(DFR)         | 0.16 | 0.56 | 0.22        |
| TF-IDF           | 0.06 | 0.32 | 0.11        |

The precision-recall curve [32] plots Precision score on x-axis and Recall on y-axis. Instead of using precision and recall on at each rank position, the curve is normally uses interpolated precision and recall, P@0%, P@10%, p@ 20%......... P@100% and R’@0%, R’@10%, R’@ 20%......... R’@100level. Figure4 depicts the Interpolated Precision-Recall curve. The proposed PSO tuned BM25F performing better for the lower recall measure where as it gradually decreases for higher recall measures. The findings clearly indicates that the proposed PSO tuned BM25F with two fields content and title demonstrates the highest values precision at all the recalls values whereas the difference between MAP , MRR and R-precision is marginal.

VI. CONCLUSION

In this paper, various IR tuning and parameters value estimation using optimization methods have been presented and discussed. The Bio-inspired PSO optimization method has been proposed to tune BM25F function in estimating the free parameters values. The experiments have been conducted on OHSUMED TREC-9 Medical data-set. The proposed model has been assessed by the standard IR performance metrics like Precision, Mean Average Precision and Recall. Results from experimentation demonstrate that the proposed PSO-optimized BM25F model with optimization criteria MAP and the content and title fields’ considered outclass the recent ranking methods. Forthcoming the ranking research work can further be extended by exploring the use of other optimization algorithms, identification and selection of a suitable fitness function and other Machine learning algorithms to tune the retrieval function parameters.
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