Mitigating flicker noise in high-precision photometry

I. Characterization of the noise structure, impact on the inferred transit parameters, and predictions for CHEOPS observations
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ABSTRACT

Context. In photometry, the short-timescale stellar variability (“flicker”), such as that caused by granulation and solar-like oscillations, can reach amplitudes comparable to the transit depth of Earth-sized planets and is correlated over the typical transit timescales. It can introduce systematic errors on the inferred planetary parameters when a small number of transits are observed.

Aims. The objective of this paper is to characterize the statistical properties of the flicker noise and quantify its impact on the inferred transit parameters.

Methods. We used the extensive solar observations obtained with SoHO/VIRGO to characterize flicker noise. We simulated realistic transits across the solar disk using SDO/HMI data and used these to obtain transit light curves, which we used to estimate the errors made on the transit parameters due to the presence of real solar noise. We make these light curves publicly available. To extend the study to a wider parameter range, we derived the properties of flicker noise using Kepler observations and studied their dependence on stellar parameters. Finally, we predicted the limiting stellar apparent magnitude for which the properties of the flicker noise can be extracted using high-precision CHEOPS and PLATO observations.

Results. Stellar granulation is a stochastic colored noise, and is stationary with respect to the stellar magnetic cycle. Both the flicker correlation timescales and amplitudes increase with the stellar mass and radius. If these correlations are not taken into account when fitting for the parameters of transiting exoplanets, this can bias the inferred parameters. In particular, we find errors of up to 10% on the ratio between the planetary and stellar radius ($R_p/R_*$) for an Earth-sized planet orbiting a Sun-like star.

Conclusions. Flicker will significantly affect the inferred parameters of transits observed at high precision with CHEOPS and PLATO for F and G stars. Dedicated modeling strategies need to be developed to accurately characterize both the star and the transiting exoplanets.
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1. Introduction

The following decade will see the outcome of several missions in the field of extrasolar planets. With the next space missions like the Transiting Exoplanet Survey Satellite (TESS; Ricker et al. 2015), the Characterizing Exoplanet Satellite (CHEOPS; Fortier et al. 2014), and the Planetary Transits and Oscillations of stars mission (PLATO; Rauer et al. 2014), we expect to be able to detect and precisely characterize several thousands of new transiting Neptune- to Earth-like planets. However, as it was already the case with bright stars observed with Kepler (Gilliland et al. 2011, 2015), the high-precision photometry of these instruments will not be limited by photon noise but by stellar variability. Indeed, at the stellar surfaces, several phenomena (e.g., spots, plages, flares, convection, oscillations) evolve on different timescales and generate variability that degrades the detection and the shape determination of planetary transits (see e.g., Oshagh 2018 for a recent review).

In this paper, we focus on the stellar variability taking place on timescales similar to the duration of a single planetary transit (i.e., <1 day). On these timescales, the dominant stellar activity contribution of quiet stars of around solar mass comes from the surface convective motions and the pressure-mode oscillations. In the case of exoplanet transits, star spot crossings can also punctually contribute to the short-timescale noise. In this study however, we disregard these punctual noise sources as they are not regularly present in the observations, and their contribution can be averaged out by analyzing hundreds of short individual time series.

Oscillations are studied extensively through asteroseismology. Pressure-mode oscillations are generated in the stellar convective envelope of stars of solar mass and allow us to probe the stellar interiors. Their characteristics (amplitudes and periods) directly inform on the evolutionary stage of the star. Solar-type stars oscillate with a period of several minutes and generate a photometric background signal with an amplitude of several tens
of parts per million (ppm; Harvey 1988). The amplitudes and frequencies of these $p$-modes are known to change with the stellar magnetic cycle (Chaplin et al. 2011; Salabert et al. 2011; García et al. 2013).

Convection results from turbulent plasma motion at the stellar surface. When resolved, ascending hot plasma surfacing at the granules appears bright, and cool plasma descending in the intergranular lanes appears darker, leading to variable contrasts in brightness over time. The individual granulation cells can only be resolved for the solar surface, where the individual cells have average sizes of 1000 km (Title et al. 1989) and a median “turnover” timescale between 7 and 10 min (Nesis et al. 2002). However, granulation is an evolving process: the size of the granules grows and shrinks with time, the cells merge and split with the surrounding granules, and the resulting photometric variability appears correlated over timescales larger than the turnover period (Seleznyov et al. 2011). At large scales ($\sim 3 \times 10^7$ m), we can also observe a conglomerate of convection cells when mapping the magnetic flow on the solar surface.

Thanks to the Solar and Heliospheric Observatory (SoHO) measurements, the photometric signature of solar granulation is known to be approximately 100 ppm (Dravins 1988; Fröhlich et al. 1997; Aigrain et al. 2004). The typical amplitudes and turnover timescales of surface granulation depend on the stellar parameters. Amplitudes increase with effective temperature (and possibly the stellar metallicity; see Corsaro et al. 2017) and decrease with decreasing stellar mass and/or increasing surface gravity (Svensson & Ludwig 2005). Both decrease with increasing mean oscillation frequency $v_{\text{max}}$ (Dravins 1988; Kallinger et al. 2014). Recently, high-precision Kepler measurements have made it possible to measure the photometric amplitude of the granulation variability in increasing detail, which has given rise to a new technique for deriving the stellar surface gravity (Mathur et al. 2011; Bastien et al. 2016; Cranmer et al. 2014; Pande et al. 2018) and density (Kipping et al. 2014).

While granulation contains extensive information for stellar physics, because of its stochastic nature it is typically considered as noise from the point of view of detecting and/or characterizing planets and their atmospheres. In an exoplanetary context, granulation is often referred to as flicker noise as its power spectrum follows the form of a power-law function in a specific frequency range related to its turnover timescales. In practice, because the granulation turnover timescale is small ($\sim 1$ day) for solar-type stars, this stellar variability can be considered uncorrelated from one planetary transit to another. Therefore, the influence of this noise can be reduced when several transit events are observed and the overall signal-to-noise ratio ($S/N$) can be improved by phase-folding the planetary transits with the planet orbital period. However, this technique is not efficient when only a small number of transits are observed (e.g., for long period planets) or when the transits show transit timing variations (multiplanetary systems). Hence, the statistical properties of the flicker noise need to be known in order to design dedicated modeling strategies correctly accounting for (and possibly reducing) its influence when estimating the parameters of transiting exoplanets.

Granulation noise is often modeled using Harvey law profiles (Harvey 1985) with parameters (amplitude and timescales) estimated based on the observed stellar power spectral density (PSD; Pallé et al. 1999; Kallinger et al. 2014; Cranmer et al. 2014). One success of this technique is the relation between the parameters of the Harvey law profiles and the stellar fundamental parameters, which appear to be correlated (Kallinger et al. 2014). Recently, Pereira et al. (2019) proposed to couple Gaussian Processes (GP) noise modeling (Rasmussen & Williams 2005) with PSDs based on Harvey-like profiles and showed that taking into account the flicker correlations within the transit analysis tends to improve the accuracy of the inferred transit parameters. Barclay et al. (2015) came to a similar conclusion using other GP noise models to fit for granulation and derive the parameters of the transiting hot Jupiter Kepler-91b. A more realistic way to model granulation is to turn to modern three-dimensional radiative hydrodynamical simulations of stellar convection (Nordlund et al. 2009). While computationally demanding, these codes allow the generation of realistic photometric time series of flicker noise and could provide valuable diagnostics to extract the flicker properties affecting transits (Chiavassa et al. 2017). This has been shown by Chiavassa et al. (2015) with the transit of Venus in 2004.

In this work, we aim to understand the effect of stellar flicker on determining accurate and precise properties of exoplanets through transit photometry and describe how this noise behaves as a function of the stellar parameters. This paper is organized as follows. In Sect. 2, we summarize the statistical properties of solar flicker using 21 yr of continuous solar observations provided by SoHO. In Sect. 3, we analyze the impact of solar flicker on the determination of the transit parameters. In Sect. 4, we use short-cadence Kepler measurements to extract the flicker properties and show their dependence with the stellar parameters. In Sect. 5, we discuss the potential for the photometric characterization of this noise source with the future high-precision observations of CHEOPS and PLATO. We conclude in Sect. 6.

2. Statistical characterization of short-timescale solar variability

This section summarizes the statistical properties of solar granulation in photometric observations. We aim to list the properties that are needed by signal processing routines to analyze the influence of this noise source and derive appropriate noise models.

2.1. VIRGO observations

The Sun has been monitored since 1996 by the ESA/NASA SoHO spacecraft. Onboard, the Variability of solar IRadiance and Gravity Oscillations (VIRGO) experiment measures the spectral irradiance with a three-channel sun photometer (SPM) of 5 nm bandwidth at wavelengths of 402 (blue), 500 (green), and 862 (red) nm. Observations at these wavelengths span different heights in the solar photosphere (from $\sim 20$ km compared to the base of the solar photosphere for the green and blue channels to $+10$ km for the red, Jiménez et al. 2005). The data are integrated over 60 s and centered around the full minute. The duty cycle of the 21 yr of VIRGO time series (from April 11, 1996, to March 30, 2017) is around 96%, making it the best data set available today to derive the statistical properties of the solar variability. The photon noise in each of the three channels is below 10 ppm (Salabert et al. 2017). A full description of the instrument’s characteristics and technical calibration procedures can be found in Fröhlich et al. (1995, 1997), and Jiménez et al. (2002).

The available data (level 1) have been converted to physical units ($W m^{-2} nm^{-1}$), corrected by temperature variations, and calibrated to a constant distance between the spacecraft and the
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is dominated by the granulation variability, \( \nu \in [f_c, 2300] \mu Hz \), is not significantly affected by the solar magnetic cycle (see Selezniov et al. 2011; Muller et al. 2018). Therefore, we can state that granulation variability is stationary with respect to the solar cycle (i.e., its statistical properties remain constant over the solar cycle).

2.3. Time domain analysis: amplitude distributions

By nature, the influence of a stochastic process cannot be known exactly. Consequently, it is only possible to make a probabilistic statement about its behavior. Here, to characterize the short-timescale variability in the time domain, we analyze how its amplitudes are distributed. By “amplitude”, here we mean the flux offset from the mean value of a given one-day subseries.

To do so, we first eliminated low-frequency noise by applying a Savitzky-Golay (SG) filter (Savitzky & Golay 1964), parametrized by a window length of 15 h and a polynomial degree of 3. This allowed us to consider only the frequency range \( \nu < 2 \times f_c \). We note that, to avoid an inappropriate effect of the SG filter at the edges of the one-day subseries, we applied this low-frequency noise removal to the whole one-year time series (i.e., before dividing it into daily subseries as described in Sect. 2.1). This step is illustrated in Fig. 3, where we observe the flux offset evaluated over a timescale between 30 min and 23 h (blue channel) or 1 h (green and red channels), respectively. Although comparable to the global RMS, the F8 values are slightly smaller because they are based on data binned into intervals of 30 min and thus encapsulate less of the signal due to granulation. By comparing these values with the transit depth expected for an Earth analogue (see vertical lines), we gather that this variability can easily impede the transit detection or bias the inferred parameters.

In practice, binning the light curve of a single transit to decrease the impact of granulation noise is not optimal because of the long timescale of the stellar convection (Meunier et al. 2015). This is shown in Fig. 5, which illustrates the slower decrease of the RMS of the solar flicker noise compared to purely white noise. For high-precision photometric data, the short-timescale variability cannot be approximated as a WGN. Instead, convection processes produce a colored stochastic noise. We note that acoustic modes are better described as deterministic noise sources (in the sense that they only affect specific frequencies depending on the stellar properties).

2.4. Frequency domain analysis: the solar power spectra

The total dispersion of the time series is a scaled sum of the power at each frequency component (Parseval’s identity, Li 2014, see Eq. (6.1.7), p. 169). As discussed in Sect. 2.2, the solar PSD exhibits correlations over a multitude of timescales. For a given characteristic timescale, one noise process may dominate the others.

Acoustic mode timescales. To localize the typical upper and lower frequency bounds of the acoustic modes, we use the autocorrelation function (ACF) of the observations, similarly to Kallinger et al. (2016). The first zero-crossing of the ACF corresponds to the corner frequency \( f_c \), that is, the time interval over which the noise de-correlates. For the solar time series, \( t_c \) corresponds to the corner frequency \( f_c \) and indicates the lower frequency of the \( p \)-modes (the separation between the regime dominated by the deterministic \( p \)-modes and those dominated by the stochastic convection). The upper limit of the \( p \)-mode signature \( f_p \) can be identified by the first dip in the ACF. To precisely evaluate these frequencies, we computed the ACFs of each one-day

5 We made use of the function “convolution.Box1DKernel” available from the Python package http://www.astropy.org
subseries taken during one year and averaged them. The averaged ACF is shown in the main panel of Fig. 6 (black), showing $f_h = 4000 \mu$Hz (−4 min) and $f_c = 2000 \mu$Hz (−8 min).

**Convection timescales.** The PSD of the VIRGO observations shows a “knee” shape in the frequency region $\nu < f_c$ (see inset panel of Fig. 6). The physical origin of this kink is debated and is not observed in radial velocity measurements. Works based on Harvey-profile functions (Harvey 1985) that fit for the stellar background generally attribute this kink to the regime where supergranulation or mesogranulation\(^6\) noise dominate. However, based on synthetic simulations of solar granulation alone, Seleznyov et al. (2011) attributed this frequency to the large dispersion of the granulation turnover timescales (the distribution of the granule lifetimes varies from 0 to 30 min). We estimate this frequency (that we called the flicker frequency in this work) at $f_g = 555 \mu$Hz (30.3 min). We finally set the limit between the convection and the activity regimes (constrained here by the low-frequency SG filter with a width of 15 h) at $f_s = 44.9 \mu$Hz (6.2 h).

According to Seleznyov et al. (2011), the physical properties of the stellar granule cells, such as the number of cells over the visible stellar surface, their photometric contrast ratio, their lifetime, and average size, can be extracted from the study of the observed stellar PSD. For example, we expect the frequency at which the PSD starts to become “flat” (i.e., $f_g$) to decrease with the increase of the granulation median turnover timescale. This would make this frequency a potential tracker for deriving the lifetime distribution of the granule cells over the stellar surface. Furthermore, the amplitude of the stellar PSD can be related to the average size of the granule cells. We should expect a decrease of the PSD amplitudes with the decrease of the size of the

---

\(^6\) We note that the existence of intermediate scales of convective motions ($<3 \times 10^7$ m), known as mesogranulation, is controversial even for the Sun (Stein & Nordlund 1989; Ploner et al. 2000).
granules, as the ratio between bright granules and intergranular lanes decreases (Seleznyov et al. 2011).

In practice, the stellar PSDs are often modeled with Harvey functions (Harvey 1985). As discussed in Karoff (2012), this choice of the model is empiric and various slightly modified Harvey profiles are found in the literature (see e.g., Harvey 1985; Pallé et al. 1999; Aigrain et al. 2004; Kallinger et al. 2014; Cranmer et al. 2014; Pereira et al. 2019). The difference between these models mainly comes from the choice of the power-law exponent, chosen to fit the observed stellar PSD (Mathur et al. 2011). Consequently, we chose here to represent the noise correlations by using a different model based on 1/ν^β power laws (Pallé et al. 1999). We refer to this model as the flicker model in the following. Written in logarithmic scale, the model is:

$$\log P_L(\nu) = \alpha \log(\nu) + \beta,$$

with $P_L$ being the yearly averaged periodogram of the one-day solar subseries defined as in Eq. (1), $\alpha$ the power index, $\beta$ a constant, and $\nu \in R_L$ the frequencies in the regions $R_L = \{A,B,C,D\}$ as labeled in Fig. 5, corresponding to the different regimes outlined above. The power index $\alpha$ and the constant offset $\beta$ have to be determined for each frequency region $R_L$.

We then estimated the parameter set $[\alpha_i, \beta_i] = A,B,C,D$ given in Eq. (2) through a least-square minimization of the solar PSDs. The average values are listed in Table 1 and the estimated power indices for each of the 21 yr of VIRGO observations are shown in Fig. 7.

As visible in the PSD, the highest values of the power index $\alpha$ are found for the highest frequency region (A). For all regions considered, the power indices observed in the red channel appear relatively constant with time. For the green and blue channels however, which are more strongly influenced by the detector age, the power index drops significantly in recent years (>2008) in the high-frequency regions A and B. We note that this effect is likely purely instrumental due to increasing white noise. For the timescales inferior to several hours (regions A, B and C), the index values do not vary along the solar cycle but they do for region D. Once again, these results illustrate both the global high quality of VIRGO observations and the stationarity of the flicker variability. Moreover, for $\nu < f_c$ (regions C and D), the similarities between the time series observed in different colors indicate similar correlations independently of wavelength. Consequently, alternatively to Harvey models, a flicker-based model can be designed based on simple power laws as in Eq. (2). Synthetic time series of this stationary stochastic process can then be generated as:

$$I(t) = \sum_{k=0}^{\infty} \sqrt{2} S(\nu_k) \delta \nu \cos(2\pi \nu_k t + \phi_k),$$

with $S(\nu) = \exp(\beta/\nu^\alpha)$ being the parametric noise PSD based on Eq. (2), $t$ the time of the observations, $\delta \nu$ the sampling frequency, and $\phi$ the random phase $\in [0,2\pi]$. Following Eq. (3), we generated synthetic time series based on parameters listed in Table 1. We compared these synthetic series with solar observations in Fig. 5. As soon as the number of data points is sufficiently large (i.e., at bin sizes <3 h), we observe a similar behavior for both series demonstrating that our simple flicker-noise model is realistic enough to provide a first-order approximation of short-timescale solar variability.

### Table 1. Average values of parameters $[\alpha, \beta]$ corresponding to Eq. (2) for regions A, B, C, and D and for observations in the three SPM channels.

| Region | Frequency interval | $\langle \alpha \rangle \pm \Delta \alpha$ | $\langle \beta \rangle \pm \Delta \beta$ |
|--------|-------------------|--------------------------------------|--------------------------------------|
| A | $\nu > f_c$ | 4.44 ± 0.24, 4.59 ± 0.03, 4.42 ± 0.03 | −27.18 ± 1.37, −28.76 ± 0.21, −28.87 ± 0.18 |
| B | $f_c > \nu > f_c$ | 2.15 ± 0.02, 2.15 ± 0.01, 2.03 ± 0.02 | −14.34 ± 0.15, −15.15 ± 0.11, −15.61 ± 0.11 |
| C | $f_c > \nu > f_c$ | 1.25 ± 0.02, 1.26 ± 0.02, 1.29 ± 0.01 | −8.68 ± 0.12, −9.50 ± 0.11, −10.94 ± 0.10 |
| D | $f_L > \nu > f_c$ | 0.20 ± 0.03, 0.19 ± 0.02, 0.22 ± 0.02 | −0.81 ± 0.22, −1.51 ± 0.14, −2.91 ± 0.13 |

**Fig. 7.** Evolution of the inferred power index estimated on averaged periodograms of one-day solar subseries. From left to right: index evaluated for (a) the high-frequency region, (b) the p-modes region, (c) the granulation region, and (d) the lowest frequency region. Each color corresponds to an SPM channel. In region (c), the index obtained on the HMI solar observations discussed in Sect. 3.1 is shown by the horizontal black line (with the 1σ uncertainties in gray). This index results from the averaged periodogram computed using the 91 one-day subseries that have been selected during the period of a solar minimum (2017–2019).
minimum. In this section, we describe the analysis of these light curves assuming purely white Gaussian noise and quantify the errors made on the inferred parameters when the correlation properties of flicker noise are not correctly taken into account.

3.1. Artificial transit light curves in HMI observations

In order to generate realistic planetary transit light curves, we selected observations\(^7\) taken by the Helioseismic and Magnetic Imager (HMI) instrument onboard the Solar Dynamics Observatory (SDO). Since 2010, HMI has been observing the photospheric Fe I absorption line at 617.3 nm almost continuously, producing one image of the solar disk every 45 s. The resolution of HMI is 0.505 arcsec pixel\(^{-1}\) \(^8\) and the optical resolution is 0.91 arcsec, corresponding roughly to 366 km on the solar surface at disk center (Schou et al. 2012).

We selected 91 different dates during a minimum of the solar activity cycle where no significant signatures of active structures (spots, plages) were observed on the visible part of the solar surface. For each date, we downloaded images spanning one day and extracted the solar flux from each of them by integrating the intensity over all pixels.

To create artificial transit light curves of exoplanets in each one-day solar dataset, we superimposed a black sphere on the images, and moved it across the disk, mimicking a transiting planet. We assume exoplanet sizes of \(R_p = 1, 3, 5, 7\), and 10 Earth radii \((R_\oplus)\). For each planet size, we simulated transits with impact parameters \(b = 0, 0.2, 0.4, 0.6\), and 0.8. This led to 25 artificial transit light curves for each of the 91 solar time series. One of these, corresponding to \(R_p = 5 R_\oplus\) and \(b = 0\), is shown in the top panel of Fig. 8 (see gray line).

This way of generating artificial transit light curves has three effects that are extraneous to real exoplanet transits. First, since the SDO spacecraft is on an inclined geosynchronous orbit around Earth, the apparent size of the Sun on the CCD images changes with time. Second, as the size of the planet is scaled in terms of pixels, the planet-to-sun radius ratio \((p = R_p / R_\odot)\) slightly changes over time. To increase the accuracy of \(p\), which is needed to assume that the radius ratio is constant over time, we oversampled the artificial exoplanet by a factor of five. This means that on one pixel of the HMI image there are 5 \(\times\) 5 pixels of the exoplanet mask\(^9\).

The exoplanet mask was then derived in the high-resolution oversampled regime, and interpolated back to the original image resolution under conservation of flux within each pixel. This leads to partial pixel eclipses at the boundary of the exoplanet, and consequently to a greatly enhanced accuracy. In Appendix A, we show the intrinsic variation of the transit depth \((p^2)\) over time, which is \(<\)0.02\% of the true value, leading to relative errors between the transit models and the transits resulting from our experiment below 2 ppm. Finally, with this experiment, we assume discrete exoplanet positions for each HMI image, neglecting the movement of the planet during HMI’s 45s exposures. While the effect of exposure time is known to affect the transit parameters (Kipping 2010), we assume our temporal cadence to be sufficiently small to do not impact our resulting light curves.

The effect induced by the orbit of the recording satellite (period ~ one day) is visible in Fig. 8 as a long-term quasi-sinusoidal variation. From the analysis based on VIRGO data\(^7\) (see Sect. 2), we know that granulation noise dominates periods of \(<30\) min. To correct the light curves from the effect of the satellite motion, we chose to filter each raw (i.e., without transits) solar time series with a smooth SG filter that has a passband larger than ten times the characteristic period of granulation (i.e., \(>5\) h). An example of the final residuals resulting from this data filtering is shown in the bottom panel of Fig. 8. The corrected transit light curves are shown in Fig. 9 (see also Fig. 10 for a better display of a central transit of an Earth-sized planet). We note that we also tried to perform this correction using GP, but to avoid any influence of the GP on the flicker noise, we chose to use simple smooth functions.

Finally, the HMI observations are given without error bars, which are necessary to derive the transit parameters (see Sect. 3.2) together with their uncertainties. We estimated the errors on the individual data points from the residual scatter of the transit-free light curves after correction of the variation due to the satellite motion. On average, we obtained \(\sigma = 20–30\) ppm (see Appendix. B). The whole set of artificial transit light curves is publicly available online\(^9\).

3.2. Impact of flicker on the inferred transit parameters

To retrieve the transit parameters, we used state-of-the-art transit modeling based on the Mandel & Agol (2002) algorithm. For each artificial transit light curve associated to a given set of solar observations, we performed a Markov chain Monte Carlo (MCMC) analysis following the scheme described in Lendl et al. (2017, 2020) and using the differential-evolution MCMC engine developed by Cubillos et al. (2017).

We assumed the planet orbital period (1 yr) was known and fitted for the planet-to-star radius ratio \((R_p / R_\star)\), the epoch of mid-transit \((T_0)\), the impact parameter \((b)\), the transit duration \((t_d)\), and the quadratic limb darkening coefficients \((u_1, u_2)\).
ing the disk center of the Sun (Fig. 10. Top: example of artificial transit of an Earth-sized planet crossing the disk center of the Sun ($b=0$, black). The transit model with the true input parameters is shown in green and the model computed using the inferred parameters in red. The error on $R_p/R_s$ is around 2% in this example. Bottom: residuals based on the inferred transit model.

analytical model. For all involved transit parameters, we found errors on $R_p/R_s \ll 1\%$ (see red histograms in Fig. 11).

We now focus on the impact of the solar flicker noise on the inferred planet-to-star radius ratios. Figure 12 (left panel) shows that for Earth-sized planets, the true values are not within the $1\sigma$ uncertainties for 49% of the cases when $b=0$ and for 81% when $b=0.8$. Moreover, the true value is not even included within the $3\sigma$ uncertainties for 11% of the realizations when $b=0$ and for 4.5% when $b=0.8$. For the largest exoplanets ($10 R_s$, see right panel), while the percentage error is very small ($<1\%$), none of our inferred values contain the true radius ratio within their $1$ and $3\sigma$ uncertainties when $b=0$. This offset is not observed when the planet crosses the solar limb ($b=0.8$). This effect is likely due to uncertainties on the limb darkening parameters that can bias the retrieved transit parameters (Espinoza & Jordán 2016). In line with this result, Cubillos et al. (2017) showed that MCMC analyses that ignore time-correlated noise produce inaccurate transit-depth estimates and can largely underestimate their uncertainties. Both effects increase as the variance of the correlated noise increases.

For the transit duration, we found a distribution of the relative errors centered around 0%, and with a dispersion up to 2% for the Earth-sized planet (see first row of Fig. 13). For this planet, we measure a dispersion around the true value ($t_d = 13.09$ hr) of $\pm 31.3$ min for $b=0$ (i.e., error up to 4%) and of $\pm 55.4$ min (i.e., error up to 10%) for $b=0.8$ (with the true value $t_d = 7.97$ hr).

For the time of mid-transit, $T_0$, we found no offset but a dispersion of the inferred parameters around the true value that is also quite large for the Earth-like planet: $\pm 19.2$ min for $b=0$ and $\pm 15.4$ min for $b=0.8$ (see second row of Fig. 13). Moreover (not shown here), the true $T_0$ was not contained inside the $1\sigma$ uncertainties for more than 76% of the cases when $b=0$ (28% fell outside the $3\sigma$ uncertainties) and 77% for $b=0.8$ (25% fell outside the $3\sigma$ uncertainties). These errors can directly affect the measurement of transit timing variations in multi-planet systems.

Finally, for the impact parameter, the difference between the true and inferred value decreases with the size of the planet (see last row of Fig. 13). For the Earth-sized planet, the distribution is almost uniform making the inferred impact parameter essentially unconstrained by the observations.

These results suggest that previous analyses of single transit events performed on light curves dominated by stellar noise (e.g., for bright solar-like Kepler targets, see Gilliland et al. 2011, 2015) may be miscalculated by a few percent due to a misunderstanding of the correlation structure of the short-timescale stellar
noise. All these errors can directly impact the characterization of the exoplanet. As a consequence, they can impact models of the interior structure of planets (see e.g., Dorn et al. 2015) and atmosphere. The present experiment demonstrates the need for new statistical tools dedicated to correctly accounting for the effect of flicker noise, and strategies to mitigate its effect on the derived transit parameters. These new tools will need to encapsulate the statistical properties of flicker that have been derived in this paper (see Sect. 2 for the Sun and the Sect. 4 for other main sequence stars).

Some studies have already focused on identifying the component of flicker noise in photometric data and modeling it. Recently, Morris et al. (2020) performed a similar study, also using HMI data to reproduce exoplanet transits. This study conceptually differs from ours: they used a single HMI image to estimate the flicker variability amplitudes. As a consequence, they underestimate the flicker noise within the resulting light curves. Then, to probe the effect of short-timescale stellar variability on transits, they injected model transit light curves into transit free data. The strength of our study lies in the fact that we extract the effect of this variability on planetary transits without any prior assumptions (e.g., limb darkening) of the transit light curve shape, and at the same time we also account for variability introduced by the changing photospheric flux obscured by the planet.

Using 3D radiative hydrodynamical simulations of solar convection, Chiavassa et al. (2015) succeeded to evaluate the contribution of flicker on the transit light curve of Venus (which
4. Short-timescale stellar variability on Kepler stars

In this section, we aim to extract the granulation properties using Kepler observations of bright stars. The flicker amplitude is already known to be related to the stellar parameters (see e.g., Bastien et al. 2016, based on F8 measurements). Therefore, we focus here on the relation between the flicker characteristics timescales and the stellar fundamental parameters.
no planet has been detected (a total of 3970 objects). From this sample, we removed binary stars, rotationally variable stars, stars in clusters, peculiar stars, and red giants (ending up with 1401 objects). At this point, our sample contained mainly G and F stars as late-type stars (K to M) were rejected by the magnitude cutoff. For each star from our sample, we downloaded the whole set of SC observations and detrended the light curves following a similar procedure as for the VIRGO time series (see Sect. 2). As the Kepler spacecraft rotated by 90 degrees every 90 days (to keep the solar panels in the direction of the Sun), the observations of a given star are divided into four subseries (called “quarters”) per year. For each target and quarter, we carry out the following procedure: (1) we remove the data points affected by spacecraft safe-mode events and corrected for the background; (2) we smooth the time series using a running average of 3 days length and localize the 3σ outliers; (3) excluding these outliers, we bin the resulting time series into intervals of 24 h, apply a spline function to this binned series, and use this function to normalize the initial time series (containing the outliers of step 2); and (4) finally we remove the 5σ outliers from the time series.

Following this procedure we combined all observations of the same target from all quarters and split the final detrended time series into one-day subseries. For each one-day subseries, we filtered out the low-frequency noise associated with magnetic activity using a SG filter with a 15 h passband.

For all targets, the photometric contribution of granulation to the high frequencies (HF) cannot be observed (contrary to VIRGO observations; see region $\nu < 5000 \mu$Hz in Fig. 2). Indeed, the HF noise in these Kepler data is non-negligible with an amplitude comparable to granulation noise.

### 4.2. Frequency domain analyses

For each target, we selected the whole number of available one-day subseries ensuring a minimum number of data points per series. The required condition for a subseries to be considered is that it must have no more than 10% missing data, with a maximum length for a single gap of five consecutive data points. Using these subseries, we then generated the corresponding averaged periodogram using Eq. (1) for each target. An example of one of these periodograms for an F6IV star is shown in Fig. 14.

**Fig. 14.** Example of an averaged periodogram of the Kepler target KIC 7940546 ($M_\star = 1.152 \, M_\odot$, $R_\star = 1.807 \, R_\odot$, $T_{\text{eff}} = 6244 \, K$, $m_\text{v} = 7.397$). The number of available one-day subseries for this target is $L = 75$. Cut-off frequencies $f_\text{c}$ and $f_\text{g}$ resulting from the MCMC analysis are indicated by the vertical dashed lines.

As in Sect. 2, we aim to describe these stellar PSDs with power law functions defined as in Eq. (2). For this purpose, the target PSDs have to be split into four regions that are: the high-frequency region (A) delimited by $f_\text{h}$, the $p$-mode region (B) delimited by $f_\text{b}$ and $f_\text{f}$, the flicker region (C) delimited by $f_\text{f}$ and $f_\text{g}$, and the low-frequency region (D) delimited by $f_\text{g}$ and the frequency cut-off of the SG filter, $f_\text{c}$. These regions are labelled in Figs. 5 and 14. To improve the automatic identification of these cut-off frequencies, and because the Kepler observations are noisier than solar VIRGO observations, we made use of a priori knowledge on the mean oscillation frequency ($\nu_{\text{max}}$) to help the localisation of the oscillation $p$-modes (which are not clearly visible in all Kepler periodograms). Following Brown et al. (1991), Kjeldsen & Bedding (1995), and Belkacem et al. (2011), we estimated $\nu_{\text{max}}$ based on the stellar parameters as:

$$\nu_{\text{max}} = \nu_{\text{max,0}} \times \left( \frac{M_\star}{M_\odot} \right) \times \left( \frac{R_\star}{R_\odot} \right)^{-2} \times \left( \frac{T_{\text{eff,0}}}{T_{\text{eff,0}}} \right)^{-0.5}, \quad (4)$$

with $\nu_{\text{max,0}} = 3150 \, \mu$Hz being the solar value. Moreover, we fixed frequency $f_\text{c}$ to the solar VIRGO value (i.e., $4000.15 \, \mu$Hz, see Sect. 2) as we found this value to be a good estimate for all considered stars with detectable acoustic modes signatures (mostly G and F stars). For each star, we then inferred the parameters of Eq. (2) and the cut-off frequencies using MCMC analyses. For each MCMC, the fitted (“jump”) parameters are the two cut-off frequencies $f_\text{c}$ and $f_\text{g}$, the three associated power indices $\alpha$ and $\beta$, and constants $\beta = [\beta_0, \beta_1, \beta_2]^T$ as defined in Eq. (2). The starting values were set to the solar values obtained in Sect. 2 and no other prior than $\nu_{\text{max}}$ was used to avoid influencing the results.

For approximately two-thirds of the targets in our sample, we found a flicker index $\alpha_\text{f} < 0.1$ with large uncertainties, which means that the PSD slope in the frequency range of granulation is not clearly detected. As granulation signals are undetectable for these targets, we do not consider them in the following analysis. Our final set of targets contains 335 stars, among which we selected the 82 “best” targets, as these are bright ($m_\text{v} < 10$, see Figs. 15), which makes the measurement of the granulation parameters ($f_\text{c}$, $f_\text{g}$ and $\alpha_\text{g}$) more precise. The values for $f_\text{g}$ and $\alpha_\text{g}$ resulting from the MCMC analyses of our 335 targets are shown in Sect. 4.3.
Fig. 16. Estimated values of the cut-off flicker frequency $f_c$ as a function of stellar parameters resulting from the MCMC analyses performed on periodograms of the selected SC Kepler targets. From left to right: stellar mass, radius, effective temperature, surface gravity, and apparent magnitude. Black dots represent targets with magnitude $m_\varepsilon \leq 10$ and gray dots targets with magnitude $m_\varepsilon > 10$. The star symbol shows the solar cut-off frequency evaluated from VIRGO data (see Sect. 2.4). Pearson ($\rho_P$) and Spearman’s ($\rho_S$) coefficients, evaluated for stars with $m_\varepsilon \leq 10$, are indicated in each panel.

Fig. 17. Estimated flicker index associated to granulation ($\alpha_g$) as a function of stellar parameters. From left to right: stellar mass, radius, effective temperature, surface gravity, apparent magnitude, and normalized $\nu_{\text{max}}$ resulting from (4). Top: values obtained from the MCMC analyses. The color code indicates the apparent magnitude of the target: $m_\varepsilon < 10$ (black) and $m_\varepsilon > 10$ (gray). The star symbol represents the index derived for the Sun based on VIRGO green channel observations: $\alpha_g = 1.26$ with $\sigma_{\nu_{\text{max}}} = 5$ ppm. The square symbol represents the index obtained after adding a HF noise level (corresponding to that seen in Kepler observations of the Sun-like star KIC 3427720) to the VIRGO subseries. Bottom: values obtained after interpolation that corresponds to a HF level of $\sigma_{\nu_{\text{max}}} = 30$ ppm (see Sect. 4.3). The color code indicates here the data with $R^2 > 0.8$ (i.e., the best fits, black) and $R^2 > 0.5$ (blue). The triangle symbol represents the value of the flicker index derived by adding a WGN of $\sigma_{\nu_{\text{max}}} = 30$ ppm in solar VIRGO observations, for which we find: $\alpha_g = 0.9464$. This is the raw level of HF noise we expect for Sun-like stars observed with CHEOPS. Pearson ($\rho_P$) and Spearman’s ($\rho_S$) coefficients associated with these plots for the best targets ($R^2 > 0.9$) are indicated on each panel.

In both figures, the subsample of best targets is highlighted. Moreover, we quantified the strength of any potential correlation between the fitted parameters ($f_c$ and $\alpha_g$) and the stellar parameters using the Pearson ($\rho_P$) and Spearman’s ($\rho_S$) coefficients (see numerical values in each panel).

As shown in Fig. 16, we observe strong correlations (i.e., $|\rho_P|, |\rho_S| > 0.2$) between the flicker frequency $f_c$ and the stellar mass, radius, and surface gravity. These correlations are particularly noteworthy when placing the solar $f_c$ value derived from VIRGO data on these plots (shown as star symbols). As expected, the granulation timescales decrease, that is, the flicker frequencies increase, for decreasing stellar mass and radius. This is in agreement with the work of Mathur et al. (2011), who extracted the characteristic timescales of granulation based on different Harvey law fits on Kepler red giant stars. We note that no significant correlation is observed with the stellar magnitude ($|\rho_P|, |\rho_S| \sim 0.1$), which means that the flicker frequency can be derived independently of the HF noise level for all targets for which granulation as a whole is detectable (i.e., $\alpha_g > 0.1$).

In Fig. 18, we also show the characteristic frequencies $f_c$ and $f_g$ as a function of the oscillation frequency $\nu_{\text{max}}$ that has been derived using Eq. (4). We observe clear linear correlations between these three stellar characteristic frequencies. This indicates that the typical granulation timescales, combined with the mean frequency of the acoustic modes, may be able to track stellar characteristics, such as the stellar surface gravity (Kallinger et al. 2016).

In Fig. 17 (top panel), we display the inferred power index $\alpha_g$ resulting from the MCMC analyses as a function of the stellar parameters. As for parameter $f_g$, we observe strong correlations between this parameter and stellar mass, radius, surface gravity, and acoustic oscillation frequency $\nu_{\text{max}}$ (see last column). However, we also observe a significant correlation with stellar apparent magnitude. This indicates that the inferred flicker indices are influenced by the high level of HF noise, which biases

---

10 Taken in the Kepler_stellar17.csv.gz catalog, https://archive.stsci.edu/kepler/catalogs.html
the correlations seen with the stellar parameters. This is particularly evident when comparing the inferred \( \alpha_g \) with the flicker index extracted from VIRGO solar observations (which have very low HF noise \( \sigma_W \sim 5 \text{ ppm} \), shown with stars symbols).

To compare the solar flicker index with Kepler observations, and to coherently interpret Kepler data, we need to find a way to combine flicker indices computed from PSDs with different white noise levels. For this purpose, we added different levels of synthetic WGN \( \sim N(0, \sigma_W^2) \) with variance \( \sigma_W^2 \) to the solar data and computed the flicker indices of these data as done for the Kepler observations. Figure 19 shows the fast decrease of the solar flicker index with increasing HF noise (\( \sigma_W \)). The black dots represent the flicker index measured on the averaged periodogram of several Sun-like stars observed by Kepler as a function of the level of HF noise (see list in Table C.1). These values illustrate that correlated noise due to granulation becomes more difficult to detect with increasing HF noise. Uncertainties on \( \alpha_g \) are directly related to the number of one-day subseries available to compute the averaged periodogram. When correcting the measured solar flicker index in Fig. 17 (star symbols) for the effect of additional WGN corresponding to that present in Kepler observations, we found a solar flicker index in better agreement with the correlations observed between the Kepler stars and the stellar parameters (see square symbols).

However, to derive the correct relation between the flicker index and the stellar parameters, we have to account for different levels of HF noise when comparing the derived flicker indices. This is the objective of the following section.

4.3. Flicker index derived at a constant HF noise level

To correct for the influence of the HF noise level on the flicker index and derive unbiased correlations between \( \alpha_g \) and the stellar parameters, we choose to rely on interpolation techniques.

For each Kepler target, we first empirically measured the decrease of the power index as a function of added HF noise (\( \sigma_W \)). We proceed in the same way as for VIRGO solar observations (see Sect. 4.2 and Fig. 19). For each considered value \( \sigma_W \), we added a synthetic WGN \( \sim N(0, \sigma_W^2) \) to the available one-day subseries, computed the averaged periodogram, and derived the flicker index associated to the frequency region \( v \in [f_g, f_c] \), with \( f_g \) and \( f_c \) the flicker cut-off frequencies of the star in question (see Sect. 4.2). An example is shown in Fig. 20 for a bright F-star (black dots). For this particular target, we measured an initial HF noise level of \( \sigma_W = 69 \text{ ppm} \) that corresponds to \( \alpha_g = 1.23 \) (red dot). We then used the measured decrease to extrapolate the flicker index towards smaller values, using an exponentially decreasing function of the form:

\[
\alpha_g(\sigma_W) = a e^{-b \sigma_W} + c,
\]

with parameters \( \{a, b, c\} \in \mathbb{R} \) to be fitted. We performed a least-square regression of our empirical curve \( \alpha_g(\sigma_W) \) to derive the coefficients \( \{a, b, c\} \) (gray line in Fig. 20). For this example target, we found a corrected power index of \( \alpha_g = 2.1 \) at the HF noise level of the solar VIRGO observations (i.e., \( \sigma_W = 5 \text{ ppm} \)).

We performed similar least-square regressions for all targets in our sample. As expected, the quality of our interpolations depends on the initial level of HF noise that is present within the data: the higher the HF noise, the more inaccurate the interpolated flicker index at low \( \sigma_W \). To measure the goodness-of-fit, we used the coefficient of determination (also known as r-squared coefficient \( R^2 \)), that gives an idea of the distance between the best fit and the observed data points (Heinisch 1962).

We disregarded all targets with a corrected power index with \( R^2 < 0.5 \), leaving us with 245 Kepler targets with \( R^2 > 0.5 \),

![Fig. 18. Correlations between \( v_{max} \) (determined using Eq. (4)), the corner frequency, and the flicker frequency. The corner and flicker frequencies have been derived for each Kepler target using the MCMC analysis described in Sect. 4.2. The color code indicates the apparent magnitude of the target: \( m_v < 10 \) (black) and \( m_v > 10 \) (gray). Solar values derived from VIRGO observations are shown by the yellow star in each panel. Pearson (\( \rho_p \)) and Spearman’s (\( \rho_s \)) coefficients associated with these plots are indicated on each panel.](image1)

![Fig. 19. Estimated values of the flicker index as a function of the HF noise level added in the VIRGO time series (red, blue and green SPM channels). Symbols show the power index measured on the PSD of Kepler Sun-like stars listed in Table C.1.](image2)
among which 118 have \( R^2 > 0.8 \). The corresponding parameters \([a, b, c]\) associated with model Eq. (5) for these remaining targets are shown as a function of the stellar parameters in Fig. 21. We observe strong correlations between these parameters and the stellar parameters. The combination of these correlations with Eq. (5) allows us to estimate the flicker index we will observe for a target star observed with a given level of HF noise and make some predictions for future high-precision observations of CHEOPS and PLATO (see Sect. 5).

We then chose a reference level of \( \sigma_W = 30 \) ppm, because this is close to the HF noise level expected to be reached with CHEOPS for Sun-like stars with a magnitude \( m_v < 8 \) (see following Sect. 5). The corrected indices (interpolated at the level of \( \sigma_W = 30 \) ppm) are shown as a function of the stellar parameters in the bottom panel of Fig. 17. Comparing with the raw flicker indices of the top panels, we observe more significant correlations with the stellar parameters, as expected. The Pearson and Spearman’s coefficients reveal strong positive correlations with the stellar mass and radius and negative correlation with the surface gravity, in particular when considering only the best targets (\( R^2 > 0.9 \), black dots). If we include the whole Kepler sample (i.e., \( 0.5 < R_2 < 1 \), gray dots), the correlations are slightly less pronounced as the flicker indices show a larger dispersion. We expect these relations to become increasingly precise with future high-precision observations of CHEOPS and PLATO.

### 5. Predictions for CHEOPS and PLATO

CHEOPS is the first ESA S-class mission. Its objective is to characterize transiting extrasolar planets with high-precision photometric observations (Fortier et al. 2014). The passband \((\lambda \in [400, 1100] \text{ nm})\) and high cadence \((1 \text{ min})\) of CHEOPS will be similar to the Kepler SC observations. However, CHEOPS will mainly focus on bright stars making this instrument a very promising tool to characterize the stellar variability affecting high-precision observations. For example, Moya et al. (2018) recently analyzed the detectability of the oscillation frequency \( v_{\text{max}} \) on main sequence bright stars that will be observed with CHEOPS. These latter authors found that \( v_{\text{max}} \) will be detectable on most main sequence stars, which can help to precisely constrain the age, mass, radius, and density of the host stars, also aiding the characterization of the observed transiting planets.

In this section, we explore to what extent the upcoming missions CHEOPS and PLATO will allow us to characterize stellar granulation through the power index defined in Sect. 2. We consider flicker noise to be detectable in light curves with inferred power indices of \( \alpha \geq 0.2 \), while HF noise dominates otherwise. Our objective is to derive the limiting magnitudes \((m_{v,\text{lim}})\) for which our measurements possess the necessary precision to measure at least this limiting flicker index \( \alpha_{g,\text{lim}} \).

In Sect. 4, we showed the dependence of this index on the level of HF noise, which is related to the stellar apparent magnitude of the target star. We also derived the relation between the flicker index and the level of HF noise through Eq. (5), which involves a set of parameters \([a, b, c]\). These parameters are correlated with the stellar mass \((M_s)\) and radius \((R_s\), see Fig. 21).

In the following, we consider main sequence \( G- \) and \( F-\)type stars (as well as slightly evolved \( F-\)stars) that are known to host a convective envelope. Our set of stellar parameters \([M_s, R_s]\) encapsulates:
- stars with \( 0.8 \, M_\odot \leq M_s < 1.4 \, M_\odot \) and \( 0.8 \, R_\odot \leq R_s < 2.5 \, R_\odot \),
- stars with \( 1.4 \, M_\odot \leq M_s < 1.5 \, M_\odot \) and \( 1.7 \, R_\odot \leq R_s < 2.5 \, R_\odot \),
- stars with \( M_s = 1.6 \, M_\odot \) that have a shallow convective envelope, though still present, at \( R_s \geq 2.1, 2.2 \) and \( 2.3 \, R_\odot \).

We do not include stars of \( M \) and \( K \) spectral types with \( M_s < 0.8 \, M_\odot \) because the flicker indices of such stars were not constrained by our sample of Kepler observations (see Sect. 4). Moreover, according to stellar models based on the Code Liégeois d’Évolution Stellaire (CLES) stellar evolution code (Scuflaire et al. 2008; Fernandes et al. 2019), no sufficiently thick convective envelopes are expected for stars with masses above \( 1.6 \, M_\odot \).

For each set of parameters \([\alpha, b, c]\) defined in Eq. (5) using linear and quadratic functions of the stellar mass and radius, we found the following relations (see red lines in see Fig. 21):

\[
\begin{align*}
    a(\alpha) &= 0.631M_s + 0.162R_s - 0.379, \\
    b(\alpha) &= 0.010M_s^2 - 0.025M_s + 0.00062R_s^2 - 0.0057R_s + 0.030, \\
    c(\alpha) &= 0.002M_s + 0.029R_s - 0.019.
\end{align*}
\]

We then derived the HF noise level \((\sigma_{w,\text{up}})\) corresponding to the limiting flicker index \( \alpha_{g,\text{lim}} \) using Eq. (5) with parameters \([a, b, c]\) given by Eq. (6). For each target in our defined \([M_s, R_s]\) grid, we came up with the highest HF noise level, \( \sigma_{w,\text{up}} \), that is acceptable to observe a flicker index \( \alpha_g \geq \alpha_{g,\text{lim}} \). We then derived the limiting magnitudes \( m_{v,\text{lim}} \) corresponding to \( \sigma_{w,\text{up}} \). To do so, we computed the expected precision for CHEOPS under the assumption that the targets will be observed during times when stray light from the Earth is no more than \( 0.62 \text{ photon s}^{-1} \text{ pix}^{-1} \), a medium value found from simulation, accounting for all other noise sources as done in the mission’s Exposure Time Calculator.\(^\text{11}\)

\(^{11}\) Available from https://www.cosmos.esa.int/web/cheops-guest-observers-programme/ao-1
Coefficients \(a, b, c\) involved in Eq. (5) as a function of the \textit{Kepler} stellar parameters. Red curves represent the linear and quadratic functions described in Eq. (6).

For solar-like stars, flicker noise will become relevant for magnitudes brighter than \(m_v \leq 10\). This encapsulates a large fraction of the expected targets observed with CHEOPS. However, for slightly evolved F-stars, the limiting magnitude will be around 13 and therefore flicker noise is expected to be relevant in most if not all CHEOPS light curves of bright F-type stars. For these stars, precise flicker index values should be measurable.

To make predictions for the PLATO mission (Rauer et al. 2014), we use the precision estimate by Marcos-Arenal et al. (2014), who (when using 24 cameras) quote an expected noise level of 27, 34, and 80 ppm per hour for stars with \(m_v = 10.8, 11.3\) and 13, respectively. We show the limiting stellar magnitudes expected from future PLATO observations in the right panel of Fig. 22. We predict a higher impact of flicker noise in PLATO light curves, and expect that the characterization of the flicker properties (amplitudes and timescales) should be well feasible for most F and G stars.

We see through the analysis of solar observations (see Sect. 3) that flicker variability can lead to significant errors on the inferred transit parameters of the smallest planets in the case of a single (or a small number of) observed transit(s). The development of accurate noise modeling procedures will not only allow us to decrease the errors on the transit parameters, but also to strengthen our understanding of the underlying link between the noise properties and stellar physics (see Sect. 4).
6. Conclusions

We present a statistical characterization of the short-timescale stellar variability associated (mainly) with granulation noise. Based on solar observations, we find this noise source to be: (i) stochastic, (ii) colored, (iii) stationary with respect to the solar cycle, and (iv) wavelength dependent. It can generate variability of several hundred parts per million in amplitude. In the relevant frequency region of the PSD, the introduced correlations can be modeled by a simple power law. We chose to use the power index resulting from fits to the PSD as an indicator of the noise correlations. We used HMI images of the Sun to create artificial transit light curves of hypothetical planets transiting the Sun, and analyzed the impact of this flicker noise on the inferred transit parameters. We showed that flicker noise is critical for the smallest planets, for which we find that the inferred parameters can be substantially offset from their true values. This however is likely due to inaccurate limb-darkening parameters which have been shown to introduce biases of the same magnitude by Espinoza & Jordán 2016.

We then turned to Kepler short-cadence observations to extract the dependence of the flicker power index on the stellar parameters. We found the inferred power index values to be heavily affected by the level of high-frequency noise (which is related to the stars’ apparent magnitude). Correcting for this influence, we observe a strong correlation between the corrected indices and the stellar radius, mass, and surface gravity. No clear correlation is observed with stellar effective temperature. These correlations confirm the already known relation between this stellar variability and the stellar properties (e.g., see Bastien et al. 2016).

Using this interpolated power index and the observed dependence with the stellar parameters, we predicted the limiting stellar apparent magnitude for which flicker noise will be characterizable with future high-precision observations of CHEOPS and PLATO. We find that the signature of this noise will be observable for most of the CHEOPS and PLATO light curves of Solar-like targets. This study highlights the need to design robust signal processing routines adapted to the characteristics of flicker noise in order to reduce errors on the inferred parameters of small exoplanets, which will be the objective of forthcoming studies.
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Appendix A: Validity of the artificial transit light-curve modeling

The artificial transit light curve experiment is based on solar observations and is subject to unresolved phenomena compared to true extrasolar planet transit events: the change of the solar radius over time and the variability of the number of the covered pixels by the black body sphere mimicking the planetary transit. This leads to temporal variations of the amount of masked solar surface that can introduce errors when applying traditional light curve models, such as those by Mandel & Agol (2002).

To quantify the error on the transit depth, we computed the ratio of the sum of the number of pixels covered by the exoplanet to the sum of the number of pixels of the solar disk. Both sums evolve as a function of time. We then measured this ratio in-transit ($\delta_{\text{in}}$) and compared it to the true transit depth ($\delta$), taken as the square of the planet radius over the solar radius. The distribution of the percentage error for each set ($R_p, b$) is shown in Fig. A.1.

We observe a percentage error that is <0.01% of $\delta$ for each set of parameters. This value is far smaller than the global error found for the inferred transit parameters due to the flicker noise (see Sect. 3.2). It leads to a difference between the transit model and the artificial transit without noise that is <1 ppm in-transit and <2 ppm in the ingress and egress regions of the transits. We note slightly larger differences in the ingress and egress regions due to variation of the exact number of pixels covered by the planet as a function of time.

We conclude that our experiment generating artificial transit light curves in solar observations is reliable as the temporal variability of the size of the surface area covered by the planet is not significant. This approximation of a constant planet-to-sun radius ratio is valid when oversampling the raw HMI observations by a factor of two (not shown) or more. In our experiment, we oversampled each pixel of the HMI images by a factor of five as we found this value to be a good compromise between computational cost and constant number of covered pixels over time.

Appendix B: Synthetic error bars added to solar HMI observation

Errors are not given for HMI observations but are necessary information to run the MCMC analyses and derive the uncertainties on the inferred transit parameters. To add synthetic error bars on our artificial light curve dataset we turned to GP (Rasmussen & Williams 2005). The GP modeling aims to roughly correct for the correlated components of the flicker noise to extract the remaining whitened scatter noise. This is a flexible noise modeling commonly used in the exoplanet community to take into account the correlated stochastic noise within the observations. For that purpose, we use the George package developed by Ambikasaran et al. (2015).

We chose to parametrize the noise covariance matrix in the solar observations (without artificial transit) with a product of two kernels that roughly describe the noise correlation: a constant ($\gamma$) and the Matèrn $3/2$ kernel, the latter being known to be flexible regarding unexpected local behavior of the observations and have already been used for modeling the short-timescale granulation noise (Giles et al. 2018). Explicitly, this kernel writes:

$$k(x) = \gamma \left( 1 + \sqrt{3} \frac{x}{\ell} \right) \exp \left( -\sqrt{3} \frac{x}{\ell} \right).$$
with $\ell$ being the kernel’s metric and $x = |t_i - t_j|$ the data inputs associated to the $i$th and $j$th data points, respectively. The covariance matrix, $K$, is then:

$$K_{ij} = \sigma_i^2 \delta_{ij} + k(x),$$

with $\sigma_i$ being the uncertainties of the observations at time $i$ and $\delta_{ij}$ being the Kronecker delta.

We performed a GP regression following the method described in Gibson et al. (2012) with the fit quality determined by minimizing the negative log-likelihood function corresponding to our GP model:

$$\log L(r) = -\frac{1}{2} r^\top K^{-1} r - \frac{1}{2} \log |K| - \frac{N}{2} \log (2\pi),$$

with $r$ being the data residuals and $N$ the number of data points.

An example of a GP fit is shown in Fig. B.1. For each dataset, we measured the standard deviation ($\sigma$) of the data residuals. We obtained $\sigma = 20–30$ ppm depending on the considered solar time series. We used these error bars in the MCMC simulations described in Sect. 3.2.

### Appendix C: List of Kepler Sun-like stars

#### Table C.1. Studied Kepler Sun-like stars and their inferred flicker index.

| KeplID   | $M_\star \ [M_\odot]$ | $R_\star \ [R_\odot]$ | $T_{\text{eff}} \ [K]$ | log $g \ [\text{cgs}]$ | $m_v$ | $L$ \ [$\sigma_w \ [\text{ppm}]$ | $\alpha_g$ | $\Delta \alpha_g$ |
|----------|------------------------|------------------------|------------------------|------------------------|------|--------------------------|--------|-----------------|
| 3427720  | 1.03                   | 1.09                   | 6045                   | 4.37                   | 9.10 | 391                      | 95.98  | 0.52            | 0.0248 |
| 3735871  | 1.05                   | 1.09                   | 6108                   | 4.38                   | 9.70 | 493                      | 110.95 | 0.32            | 0.0102 |
| 5698005  | 0.96                   | 0.84                   | 5530                   | 4.56                   | 10.44| 4                        | 140.02 | 0.23            | 0.1049 |
| 5724853  | 0.99                   | 1.11                   | 5959                   | 4.34                   | 10.25| 20                       | 140.04 | 0.53            | 0.1260 |
| 5962180  | 0.88                   | 0.90                   | 5691                   | 4.47                   | 9.45 | 54                       | 91.17  | 0.26            | 0.0350 |
| 6034108  | 0.94                   | 1.06                   | 5931                   | 4.36                   | 10.46| 14                       | 148.64 | 0.19            | 0.0630 |
| 616048   | 0.96                   | 1.19                   | 6031                   | 4.26                   | 8.41 | 205                      | 70.97  | 0.87            | 0.0254 |
| 6603624  | 1.03                   | 1.16                   | 5671                   | 4.31                   | 9.08 | 332                      | 89.60  | 0.63            | 0.0175 |
| 7871531  | 0.80                   | 0.86                   | 5505                   | 4.47                   | 9.25 | 447                      | 89.63  | 0.24            | 0.0150 |
| 8394589  | 0.97                   | 1.15                   | 6147                   | 4.30                   | 9.52 | 492                      | 107.06 | 0.47            | 0.0176 |
| 8424992  | 0.90                   | 1.03                   | 5721                   | 4.36                   | 10.31| 186                      | 140.82 | 0.37            | 0.0164 |
| 9025370  | 0.86                   | 0.98                   | 5667                   | 4.39                   | 8.84 | 182                      | 70.64  | 0.38            | 0.0187 |
| 9410862  | 0.94                   | 1.12                   | 6046                   | 4.316                  | 10.71| 516                      | 168.32 | 0.27            | 0.0400 |
| 10079226 | 1.07                   | 1.11                   | 5945                   | 4.37                   | 10.07| 183                      | 123.07 | 0.38            | 0.0357 |
| 10124866 | 0.88                   | 0.91                   | 5823                   | 4.46                   | 7.86 | 51                       | 46.15  | 0.58            | 0.0713 |
| 10215584 | 1.03                   | 1.14                   | 5893                   | 4.33                   | 10.60| 15                       | 157.37 | 0.26            | 0.1545 |
| 10482041 | 1.02                   | 0.92                   | 5674                   | 4.51                   | 10.32| 15                       | 140.01 | 0.16            | 0.0824 |
| 10482869 | 1.08                   | 1.00                   | 6063                   | 4.47                   | 10.90| 19                       | 180.82 | 0.27            | 0.0608 |

**Notes.** From left to right: *Kepler* ID, stellar mass, radius, effective temperature, surface gravity, apparent magnitude, number of one-day subseries, level of HF noise, flicker index and associated uncertainties.