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1 Introduction

The methodology of compressed sensing allows for the reconstruction of an unknown signal from surprisingly few indirect and randomized measurements by exploiting the inherent structure of the signal. This field was pioneered by the seminal works of Candès, Donoho, Romberg, and Tao [CRT06a; CRT06b; Don06], which have triggered a large amount of research in the past two decades; see also [FR13] for more details on this subject.

A standard setup in compressed sensing concerns the following inverse problem: Assume that \(x^* \in \mathbb{R}^n\) denotes a signal vector of interest that is \(s\)-sparse, i.e., \(|\text{supp}(x^*)| \leq s\). But instead of having direct access to \(x^*\), it is observed via a linear, non-adaptive measurement process

\[ y = Ax^*, \]

where \(A \in \mathbb{R}^{m \times n}\) is a known matrix, typically referred to as the measurement matrix. A remarkable insight of compressed sensing is that, under certain circumstances, it is still possible to retrieve \(x^*\) from the knowledge of \(y \in \mathbb{R}^m\) even when \(m \ll n\). Indeed, if the measurement matrix \(A\) is drawn according to an appropriate random distribution, the recovery of \(x^*\) remains feasible with high probability as long as the number of measurements obeys \(m \gtrsim s \log(2n/s)\), where the \(\gtrsim\)-notation hides a universal constant. For the success of this strategy, it is crucial to employ non-linear recovery methods that exploit the a priori knowledge that \(x^*\) is sparse. There exist numerous greedy methods and convex programs that are designed to accomplish this task efficiently. Arguably, the most popular variant is the so-called basis pursuit [CD98], which solves the convex problem

\[ \min_{x \in \mathbb{R}^n} \|x\|_1 \quad \text{subject to} \quad Ax = y. \quad (BP) \]

The key component of this minimization task is using the \(\ell^1\)-norm as objective function, which is known to promote sparsity in the solutions.
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Historically, the idea of promoting sparsity via the $\ell_1$-norm dates back even further than the initial works on compressed sensing [CRT06a; CRT06b; Don06] or on finding sparse representations with the basis pursuit [CD08]. For instance, similar techniques can be found in the work of Beurling [Beu38] or in the influential paper of Rudin, Osher, and Fatemi (ROF) [ROF92], which are both formulated in terms of total variation minimization. In fact, the above assumption that the unknown signal $x^*$ is sparse by itself is typically not satisfied in real-world applications. However, it has turned out that encouraging a small total variation norm often efficaciously reflects the inherent structure of the signal—an observation that holds particularly true for image signals. While the original ROF-model was formulated for image denoising, methods based on total variation regularization became state of the art for many other image reconstruction problems, for instance, see [CL97; Cha04] or [BB18, Tab. 2.1]. Although probably not as popular as their counterparts in higher spatial dimensions, total variation methods in one spatial dimension find application in many practical scenarios as well, e.g., see [LJ10; LJ11; WWL14; SKBBH15; PF16]. Furthermore, total variation in 1D has frequently been subject of mathematical research [MG97; Gra07; BCNO11; Sell12; Con13; SPB15; GL19].

In the discrete one-dimensional setting of this article, such a total variation (TV) model translates into the assumption of gradient-sparsity, i.e., we have that $|\text{supp}(\nabla x^*)| \leq s$, where

$$
\nabla := \begin{bmatrix}
-1 & 1 & 0 & \ldots & 0 \\
0 & -1 & 1 & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & -1 & 1
\end{bmatrix} \in \mathbb{R}^{N \times n}
$$

denotes a discrete gradient operator with $N := n - 1$. In other words, the signal $x^* \in \mathbb{R}^n$ is assumed to be piecewise constant with at most $s$ jump discontinuities. In order to reconstruct $x^*$ from a given measurement vector $y = Ax^* \in \mathbb{R}^m$, we consider the following modified version of the basis pursuit (BP), which we refer to as TV minimization (in 1D):

$$
\min_{x \in \mathbb{R}^n} \|\nabla x\|_1 \quad \text{subject to} \quad Ax = y.
$$

The main objective of the present work is to study this minimization problem from a compressed sensing perspective by analyzing its sample complexity for Gaussian measurements. In a nutshell, we intend to answer the following question:

**Assuming that $A \in \mathbb{R}^{m \times n}$ is a standard Gaussian random matrix, under which conditions is it possible to recover an $s$-gradient-sparse signal $x^* \in \mathbb{R}^n$ via TV minimization (TV-1) with the near-optimal rate of $m \gtrsim s \cdot \text{PolyLog}(n)$ measurements?**

### 1.1 Prior Art

TV minimization forms an active branch of research in compressed sensing, and we refer the interested reader to [KKS17] for a comprehensive overview. The following discussion is confined to a brief historical outline of the subject as well as several results in the literature that are of particular relevance to the problem setup of this work; see also Table 1 for a compact summary.

Already one of the seminal works on compressed sensing by Candès, Romberg, and Tao [CRT06a] considers the recovery of $s$-gradient-sparse signals via (TV-1) from randomly subsampled Fourier measurements. They show that with high probability, $m \gtrsim s \log(n)$ of such measurements are sufficient for exact recovery of $x^*$—a guarantee that naturally extends to more spatial dimensions. Although extendable to stable recovery [PMGC12], it does not allow for robustness against noise in the measurements, which is a crucial feature for applications. This issue was subsequently addressed by Needell and Ward in [NW13a; NW13b]. These works establish robust and stable recovery for measurement matrices that satisfy a restricted isometry property (RIP) when composed
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2Note that this specific difference operator is based on forward differences and assumes von Neumann boundary conditions.

This seems to be a particularly popular choice in the context of compressed sensing, which we do also follow in this work. Nevertheless, we expect that it is straightforward to extend our results to other common variants of gradient operators.
with the orthonormal Haar wavelet transform; for instance, such a condition is fulfilled with \( m \gtrsim s \cdot \text{PolyLog}(n, s) \) measurements, if \( A \) is a (sub-)Gaussian matrix or a partial Fourier matrix with randomized column signs. This achievement is based on a connection between compressibility of Haar wavelet representations and bounded variation of a function. Unfortunately, such a property only holds true for two and more spatial dimensions, so that the results of [NW13a; NW13b] cannot be extended to the one-dimensional case.

To the best of our knowledge, these are the first guarantees in the literature indicating that sparse recovery by TV minimization in 1D might behave differently than in higher dimensions. We highlight already at this point that a certain connection between gradient-sparse signals and the Haar wavelet transform will also play a crucial role in our approach, yet it appears in a very different manner.

Krahmer and Ward [KW14] and Poon [Poo15] also cover TV-based recovery from subsampled Fourier measurements by relying on the Haar wavelet transform. Both works employ so-called variable-density sampling of the Fourier transform, where the sampling in the low frequencies is denser than in the high frequencies. Such a strategy enables the authors of [KW14] to apply the results of [NW13a; NW13b] and thereby to show stable and robust recovery guarantees in 2D, which are based on the RIP. The work of Poon [Poo15] contains similar results, which are non-uniform and allow for stable and robust recovery from \( m \gtrsim s \log(n) \) Fourier measurements in 1D. Poon also provides comparable theorems in 1D and 2D for a uniform sampling pattern of the (discrete) Fourier domain. Of more interest to our approach is another result in [Poo15] (see Thm. 2.6 therein) concerning the recovery of gradient-sparse signals in 1D that obey additional structural constraints: it shows that \( m \gtrsim s \cdot \text{PolyLog}(n, s) \) random Fourier measurements up to a low-frequency threshold are sufficient for successful recovery of \( x^\ast \); importantly, this frequency threshold is determined by the minimal distance of the jump discontinuities of \( x^\ast \).

The recovery method of (TV-1) is formulated as minimization of an \textit{analysis-based prior}. This strategy builds upon the assumption that the signal of interest \( x^\ast \) is of low complexity after being transformed by a so-called \textit{analysis operator}, which is \( \nabla \in \mathbb{R}^{N \times n} \) in our case. In recent years, this conceptual idea has gained popularity and is sometimes also referred to as the \textit{cosparse analysis model} [NDEG13]. Note that in contrast, a \textit{synthesis-based prior} assumes that \( x^\ast \) possesses a low-complexity representation in a \textit{dictionary} \( D \in \mathbb{R}^{n \times d} \) [EMR07], e.g., that \( x^\ast = Dz \) with a sparse coefficient vector \( z \in \mathbb{R}^d \). Many works on analysis-based priors operate under the hypothesis that the underlying analysis operator forms a frame [CENR11; LML12; Hal13; Fou14; KR15; AS19], making related theoretical guarantees inapplicable to TV minimization. Other approaches are concerned with deriving general and abstract recovery conditions [NDEG13; VPDF13], but these do not yield bounds for the number of measurements required for successful recovery. Finally, there has been an effort to describe the sampling rate of the \( \ell^1 \)-analysis basis pursuit as tight as possible in a non-asymptotic sense [KRZ15; DHA18; DHA19; GKM20]. To the best of our knowledge, the most precise prediction of the associated phase transition is provided in [GKM20], where the incoherence structure of the analysis operator is explicitly taken into account. However, even this result still exhibits a gap between the predicted and the actual location of the phase transition for TV minimization in 1D, which becomes especially striking when the gradient-sparsity is small compared to the ambient dimension (cf. [GKM20, Sec. 3.2]).

| \( A \) \( \to \) \( dD \) | \( 1D \) | \( \geq 2D \) |
|---|---|---|
| Gaussian | \( s \log^2(n) \) (non-unif.) [ours] | \( s \cdot \text{PolyLog}(n, s) \) |
| Fourier | \( s \cdot \text{PolyLog}(n, s) \) | [ours] |

Table 1: An overview of known asymptotic-order sampling rates for TV minimization in compressed sensing, ignoring universal and model-dependent constants.
Finally, of particular importance for our work are the findings of Cai and Xu in [CX15]. Indeed, at first sight, their main result seems to imply a negative answer to our initial question on TV-minimization in 1D with Gaussian measurements:

**Theorem 1.1** ([CX15, Thm. 2.1]) Let $A \in \mathbb{R}^{m \times n}$ be a standard Gaussian random matrix. Then we have the following:

(a) There exist universal constants $C_1, C_2, C_3, C_4 > 0$ such that for

$$m \geq C_1 \cdot \sqrt{s n} \cdot (\log(n) + C_2)$$

the following holds true with probability at least $1 - C_3 e^{-C_4 \sqrt{m}}$. Every $s$-gradient-sparse vector $x^* \in \mathbb{R}^n$ is exactly recovered via TV minimization (TV-1) with input $y = Ax^* \in \mathbb{R}^m$.

(b) For every $\eta \in (0, 1)$, there exist constants $C_1, C_2 > 0$ depending on $\eta$ and a universal constant $C_3 > 0$ such that for $C_1 \leq s < n/4 - 1$, the following statement holds true with probability at least $1 - \eta$: There exist infinitely many $x^* \in \mathbb{R}^n$ with $|\text{supp}(\nabla x^*)| = s$ such that TV minimization (TV-1) does not recover $x^*$ from $m \leq C_2 \cdot \sqrt{s n} - C_3$ measurements. This set particularly contains signals with (alternating) dense jumps, which satisfy $\text{sign}(\nabla x^*) = \{(-1)^1, (-1)^2, \ldots, (-1)^s, 0, \ldots, 0\}$.

The conclusion from this theorem is as surprising as it is discouraging: It reveals that the threshold for successful recovery of $s$-gradient-sparse signals via (TV-1) is essentially given by $\sqrt{s n}$-many Gaussian measurements. Remarkably, this rate does not resemble the standard criterion $m \gtrsim s \cdot \text{PolyLog}(n, s)$. This underpins the special role of 1D TV because the latter rate does apply to TV in two and more spatial dimensions, as shown in [CX15, Sec. 6]. In fact, the $\sqrt{s n}$-rate promoted by Theorem 1.1 is significantly worse, in particular, when the gradient-sparsity $s$ is relatively small compared to the ambient dimension $n$.

It is noteworthy that the previous result is formulated uniformly across all $s$-gradient-sparse signals. Indeed, the proof of Theorem 1.1(a) is based on verifying a nullspace property that is suitably adapted to minimizing the $\ell^1$-gradient semi-norm. On the other hand, the lower bound of Theorem 1.1(b) is established by considering signals that are somewhat “unnatural” in the context of TV minimization; these dense-jump signals are also visualized further below in Figure 1(a) and 1(b). Hence, the uniform $\sqrt{s n}$-rate of Theorem 1.1 just describes the worst-case performance on the class of all $s$-gradient-sparse signals. In other words, Theorem 1.1 states that there is no hope to lower the required sampling rate when asking for recovery of all $s$-gradient-sparse signals simultaneously. Nevertheless, one might still wonder whether a meaningful restriction of the class of gradient-sparse signals allows for an improvement of the situation. In fact, the numerical experiments of [CX15, Sec. 5] and [GKM20, Sec. 3.2] indicate that recovery of more natural piecewise constant signals succeeds with significantly fewer measurements.

### 1.2 Our Contributions and Overview

The main contribution of this work consists in breaking the $\sqrt{s n}$-complexity barrier of Theorem 1.1. Taking a non-uniform perspective, we show that a large class of piecewise constant signals is already recoverable from $m \gtrsim s \cdot \text{PolyLog}(n)$ (sub-)Gaussian measurements. More specifically, we will address the following aspects:

1. Our main result (see Theorem 2.5 in Subsection 2.2) is a signal-dependent guarantee for exact recovery via (TV-1). Informally speaking, we show that recovery of an $s$-gradient-sparse signal $x^* \in \mathbb{R}^n$ succeeds with high probability as long as $m \gtrsim \Delta^{-1} \cdot s \log^2(n)$, where $\Delta \in (0, 1]$ is a separation constant for $x^*$, which controls the minimal distance of its jump discontinuities (see Definition 2.2). For signals with well-separated jump discontinuities, $\Delta$ can be chosen of constant order (i.e., independently of $s$ and $n$) so that Theorem 2.5 indeed yields the near-optimal sampling rate of $m \gtrsim s \cdot \text{PolyLog}(n)$. This class of “natural”
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3For the sake of clarity, we will only consider the case of Gaussian measurements in this article. However, our main results can be easily extended to the sub-Gaussian case, i.e., $A$ has i.i.d. isotropic, sub-Gaussian rows; see [GKM20, Subsec. 6.1] for more details. Apart from that, we emphasize that, despite their practical limitations, (sub-)Gaussian measurement ensembles form a generic and widely accepted benchmark for the analysis of compressed sensing algorithms.
signals particularly encompasses those arising from a discretization of piecewise constant functions defined on an interval; see Subsection 2.1 and Corollary 2.6 for further details. The numerical simulation of Figure 1 serves as an illustration of our results.

The proof of Theorem 2.5 builds upon the non-uniform methodology of [Sto09; CRPW12; ALMT14; Tro15], which in our case suggests studying the conic mean width of $\|\nabla (\cdot)\|_1$ at $x^\ast$. The major technical achievement of our work is to provide an informative upper bound for this implicit complexity parameter (see Theorem 2.10 in Subsection 2.3).

A brief roadmap for the proof of Theorem 2.10 can be found in Subsection 2.3, while the formal proof is presented in Subsection 4.2. In a nutshell, the key difficulty is a box-constrained least-squares problem which does not have a closed-form solution. However, an appropriate rotation with a non-dyadic Haar wavelet transform will allow us to “decouple” the variables and thereby to construct a good approximate solution. An important step in this process is to interpret the gradient support of $x^\ast$ as a binary tree, whose structure depends only on the position of the jump discontinuities; in particular, the better the jumps are separated, the more balanced is the resulting tree and the closer is the separation constant $\Delta$ to 1. We believe that the development of such a proof strategy is of independent interest and might find application to other (analysis-based) convex recovery methods.

By combining the results of [GKM20] with the previously discussed upper bound for the conic mean width, our results naturally extend to stable and robust recovery (see Theorem 2.12 in Subsection 2.4).

From a conceptual point of view, our approach is closely related to the findings of [GKM20]: There, a novel sampling-rate bound was proposed that is based on a generalized notion of sparsity, taking the support and the coherence structure of the underlying analysis operator into account. This result defies the conventional wisdom that promotes the analysis sparsity as the crucial complexity parameter. In the present work, we go one step further and examine this general phenomenon in the seemingly simple case of TV minimization: The homogeneous coherence structure of the gradient operator $\nabla$ suggests that the situation is not significantly more complicated than for orthonormal bases. However, our results reveal that the gradient support, and especially the (relative) location of discontinuities, is crucial. As a consequence, we are able to identify subclasses of the set of $s$-gradient-sparse signals for which the (asymptotic) sample complexity differs substantially.

In general, we believe that such additional structural properties become important when going beyond orthonormal bases as sparsifying system. Nevertheless, to the best of our knowledge, this aspect has largely gone unnoticed in the literature. In this regard, it is worth mentioning that there are several approaches to compressed sensing that take additional support properties into account, such as joint/group sparsity [DSBWB05; YL06] or model-based compressed sensing [BCDH10]. However, these approaches are based on adapting the regularizer of the recovery method to a refined sparsity model, while we stick to vanilla TV minimization in 1D. In [AHPR17], it is also argued that sparsity on its own does not govern the reconstruction quality and that the structure of the coefficients needs to be considered. The latter work is nevertheless tailored to multilevel transforms, for which the sparsity appears in different levels. Furthermore, the need to address multilevel sparsity arises from the specific incoherence pattern with the underlying structured measurement setup. Such a constraint is certainly not relevant to the Gaussian model considered in our work.

Finally, regarding TV-based recovery, recall that a notion similar to the above-mentioned $\Delta$-separability also appears in [Poo15]. However, this analysis addresses a specific recovery task from (low-frequency) Fourier samples, whereas we focus on Gaussian measurement matrices. Moreover, we note that the TV-Fourier combination allows for an important simplification of the problem, since the gradient operator commutes with the Fourier transform (differentiation forms a Fourier multiplier). This is also reflected by the fact that the $\sqrt{m}$ bottleneck does not exist for 1D TV compressed sensing with Fourier measurements (see [CRT06a; Poo15]).
Figure 1: Numerical simulation visualizing the recovery performance of (TV-1). Subfigure (a) and (b) show schematic examples of the signal classes that are considered in this experiment at different resolution levels ($n = 30$ and $n = 50$). The orange signal (with circle symbols) is defined as discretization of the piecewise constant function $X: (0,1] \rightarrow \mathbb{R}$ with $s = 5$ jump discontinuities that is plotted in black. The blue plot (with diamond symbols) shows a so-called dense-jump signal (see Theorem 1.1(b)), which does not match the intuitive notion of a 5-gradient-sparse signal; note that the spatial location of the jumps is chosen adaptively to the resolution level here, which does not correspond to a discretization of a piecewise constant function. For each signal class we have created phase transition plots: Subfigure (c) and (d) display the empirical probability of successful recovery via TV minimization (TV-1) for different pairs of ambient dimension $n$ and number of measurements $m$; note the horizontal axis uses a logarithmic scale. The corresponding grey tones reflect the observed probability of success, reaching from certain failure (black) to certain success (white). Additionally, we have estimated the conic (Gaussian) mean width of $\| \nabla (\cdot) \|_1$ at $x^*$ (denoted by $w^2(D(\| \nabla (\cdot) \|_1), x^*)$), which is known to precisely capture the phase transition (see Subsection 2.3 for details). The result of Subfigure (d) confirms that the class of dense-jump signals suffers from the $\sqrt{s n}$-bottleneck of Theorem 1.1. On the other hand, Subfigure (c) suggests that the discretized signals seem to break this bottleneck, indicating the common logarithmic growth in $n$.

1.3 Notation

The letter $C$ is reserved for constants, whose values could change from time to time, and we speak of a universal constant if its value does not depend on any other involved parameter. If an inequality holds up to a universal constant $C$, we usually write $A \lesssim B$ instead of $A \leq C \cdot B$; the notation $A \asymp B$ means that both $A \lesssim B$ and $B \lesssim A$ hold true.

For $d \in \mathbb{N}$, we set $[d] := \{1, \ldots, d\}$. The cardinality of an index set $\mathcal{I} \subset [d]$ is denoted by $|\mathcal{I}|$ and its set complement is given by $\mathcal{I}^c := [d] \setminus \mathcal{I}$. Vectors and matrices are denoted by lowercase and uppercase boldface letters, respectively. The $j$-th entry of a vector $v \in \mathbb{R}^d$ is denoted by $[v]_j$, or simply by $v_j$ if there is no danger of confusion. Similarly, the restriction of $v \in \mathbb{R}^d$ to an index set $\mathcal{I} \subset [d]$ is denoted by $[v]_{\mathcal{I}} \in \mathbb{R}^{|\mathcal{I}|}$ or simply $v_{\mathcal{I}}$. The zero vector (in $\mathbb{R}^d$) is denoted by $0$, while $1_d \in \mathbb{R}^d$ is the all-ones vector and $I_d \in \mathbb{R}^{d \times d}$ the identity matrix.
The support of \( v \in \mathbb{R}^d \) is defined as \( \text{supp}(v) := \{ j \in [d] \mid v_j \neq 0 \} \), and its cardinality is referred to as the sparsity of \( v \). For \( 1 \leq p \leq \infty \), we denote the \( \ell^p \)-norm on \( \mathbb{R}^d \) by \( \| \cdot \|_p \), and the Euclidean unit sphere is given by \( S^{d-1} := \{ v \in \mathbb{R}^d \mid \| v \|^2 = 1 \} \). Furthermore, we write \( \text{cone}(K) \) for the conic hull of a subset \( K \subset \mathbb{R}^d \) and \( \chi_K: \mathbb{R}^d \to \{0,1\} \) denotes the indicator function (or step function) of \( K \).

The expected value is denoted by \( \mathbb{E}_g[\cdot] \), where the subscript indicates that the expectation is computed with respect to a certain random variable/vector \( g \). Moreover, we write \( g \sim \mathcal{N}(0, I_d) \) if \( g \) is a standard Gaussian random vector in \( \mathbb{R}^d \).

Let \( v \in \mathbb{R} \) and \( s \geq 0 \). The sign of \( v \) is denoted by \( \text{sign}(v) \), where \( \text{sign}(0) = 0 \), and if \( \text{sign}(\cdot) \) is applied to a vector, this operation is understood entrywise. We also define the clip function \( \text{clip}(v; s) := \text{sign}(v) \cdot \min(|v|, s) \) and the positive part \( [v]_+ := \max(v, 0) \). By \([\cdot], [\cdot]^-, \) and \([\cdot]_+\), we denote the rounding, ceiling, and floor function, respectively. Finally, \( \text{PolyLog}(\cdot) \) is the generic notation for a polylogarithmic function.

2 Main Results

In this section, we present the main results of this work. We begin with the underlying signal model in Subsection 2.1, which is motivated by the discretization of piecewise constants functions defined on a continuous domain. In this context, we also introduce the notion of \( \Delta \)-separated signals (see Definition 2.2), which is the only technical requirement for understanding our recovery guarantees. Hence, equipped with this notion the hurried reader may jump directly to Subsection 2.2, where the main result of Theorem 2.5 and its implications are discussed. The proof strategy of Theorem 2.5 is outlined subsequently in Subsection 2.3, including the basic geometric ideas as well as a brief roadmap for the proof of our mean-width bound in Theorem 2.10. An extension to stable and robust recovery is then derived in Subsection 2.4. Finally, we point out some limitations and possible refinements of our analysis in Subsection 2.5.

2.1 Gradient-Sparse Signals

As foreshadowed in the introduction, the \( \sqrt{sn} \)-bottleneck of Theorem 1.1 is due to the fact that this result addresses uniform recovery across the class of all \( s \)-gradient-sparse signals. In particular, the worst-case sampling rate is attained for the somewhat artificial dense-jump signals. While their gradients are certainly sparse, such signals do not match the intuitive notion of being piecewise constant.

In contrast, the goal of this work is to demonstrate that the \( \sqrt{sn} \)-bottleneck can be broken for “more natural” piecewise constant signals. In order to make our approach precise, we need to introduce the concept of \( \Delta \)-separation, which allows us to control the minimal distance of jump discontinuities and thereby to exclude the aforementioned pathological examples. A very accessible path towards the definition of \( \Delta \)-separation is to view a signal vector as discretization of a piecewise constant function defined on an interval, say \((0,1]\). Therefore, we first specify \( \Delta \)-separation in the continuous setting:

\[\text{Definition 2.1 (Separation constant – continuous version)}\] Let \( \mathcal{X}: (0,1] \to \mathbb{R} \) be a piecewise constant function such that

\[\mathcal{X}(t) = \sum_{i=1}^{s+1} h_i \cdot \mathcal{X}(v_{i-1}^0, v_i^0)(t)\]

for certain jump discontinuities \( v_1^0, \ldots, v_s^0 \in (0,1) \) with \( 0 = v_0^0 < v_1^0 < \cdots < v_s^0 < v_{s+1}^0 := 1 \) and level set coefficients \( h_1, \ldots, h_{s+1} \in \mathbb{R} \) with \( h_i \neq h_{i+1} \) for all \( i = 1, \ldots, s \). We say that \( \mathcal{X} \) is \( \Delta^c \)-separated for some separation constant \( \Delta^c > 0 \) if

\[\min_{i \in [s+1]} |v_i^0 - v_{i-1}^0| \geq \frac{\Delta^c}{s + 1}.
\]

\[\text{The ‘o’-notation indicates that the corresponding object is defined in the continuous setting. This allows the reader for an easy differentiation from analogous parameters in the discrete setting.}\]

\[\text{Note that the use of half-open intervals \((0,1]\) and \([v_{i-1}^0, v_i^0]\) is not of particular importance here, but rather for the sake of convenience.}\]
Intuitively, a separation constant $\Delta^o$ for $\mathcal{X}$ measures the deviation of its jump discontinuities from an equidistant singularity pattern: The larger $\Delta^o \in (0, 1]$, the better the jumps are separated. Indeed, in the optimal case of equidistantly distributed singularities, we have that $\nu_j^\circ = i/(s+1)$ and therefore $\Delta^o = 1$ is a valid choice, independently of the total number of discontinuities $s$. In this situation, $\Delta^o$ is as large as possible, since the separation constant is always bounded by 1:

$$\Delta^o \leq (s+1) \cdot \left( \min_{j \in [s+1]} |\nu_j^\circ - \nu_{j-1}^\circ| \right) \leq (s+1) \cdot \left( \frac{1}{s+1} \sum_{i=1}^{s+1} |\nu_i^\circ - \nu_{i-1}^\circ| \right) = 1. \tag{2.3}$$

On the other hand, the closer the minimal distance between the jumps of $\mathcal{X}$, the smaller becomes $\Delta^o$. Consequently, the separation constant $\Delta^o$ reflects the ratio between the minimal jump distance of $\mathcal{X}$ and its equidistant counterpart with the same number of discontinuities.

Of particular importance for this work is the following discrete analog of the previous definition. It naturally arises when the continuous domain $(0, 1]$ is replaced by the discrete domain $\{1, \ldots, n\}$:

**Definition 2.2** (Separation constant – discrete version) Let $x^* \in \mathbb{R}^n$ be a signal with $s > 0$ jump discontinuities such that $\text{supp}(\nabla x^*) = \{v_1, \ldots, v_s\}$ with $0 := v_0 < v_1 < \ldots < v_s < v_{s+1} := n$. We say that $x^*$ is $\Delta$-separated for some separation constant $\Delta > 0$ if

$$\min_{i \in [s+1]} \frac{|v_i - v_{i-1}|}{n} \geq \frac{\Delta}{s+1}. \tag{2.3}$$

Clearly, one may interpret the entries of $x^*$ as discrete function values on a nodal/cell-centered grid and each entry $[\nabla x^*]_{ij}$ as a face-staggered finite difference between the $j$-th and $(j+1)$-th node; see Figure 2 for an illustration. Hence, each $v_i \in \text{supp}(\nabla x^*)$ corresponds to a jump of height $[\nabla x^*]_{ij}$ between the $i$-th and $(i+1)$-th constant segment of $x^*$. In total, there are $s$ jumps and $s+1$ constant segments for a signal vector $x^*$ with $|\text{supp}(\nabla x^*)| = s$.

With this interpretation in mind, the intuition behind the separation constant for a gradient-sparse vector $x^*$ is exactly the same as in the continuous setting: it measures the deviation of the jump discontinuities of $x^*$ from an equidistant singularity pattern. In particular, it is not hard to see that the separation constant $\Delta$ for $x^*$ can always be chosen such that $(s+1)/n \leq \Delta \leq 1$, where larger values of $\Delta$ indicate that the gradient support is closer to being equidistant. Although such a notion of separation is natural, it still allows for degenerate cases in which $\Delta$ depends on the ambient dimension $n$. For instance, in the worst-case scenario of dense-jump signals, we would have that $\Delta = (s+1)/n$.

The following proposition demonstrates how the continuous and discrete versions of separation constants can be connected by agreeing on a specific discretization procedure for $\mathcal{X}$. For the sake of simplicity, we focus on the obvious strategy of taking pointwise samples on a uniform grid, but other, more sophisticated discretization schemes would certainly lead to similar results.

**Proposition 2.3** Let $\mathcal{X} : (0, 1] \rightarrow \mathbb{R}$ be a piecewise constant function defined according to (2.1). For $n \geq s+1$, let $x^* = (x_1^*, \ldots, x_n^*) \in \mathbb{R}^n$ be defined by

$$x_j^* := \mathcal{X}(\frac{j}{n}), \quad j = 1, \ldots, n.$$ 

If $\mathcal{X}$ is $\Delta^o$-separated with $\Delta^o \geq (s+1)/n$, then $|\text{supp}(\nabla x^*)| = s$ and $x^*$ is $\Delta$-separated with $\Delta > 0$ satisfying

$$\Delta > \Delta^o - \frac{s+1}{n}. \tag{2.3}$$

In particular, if $n \geq C(s+1)/\Delta^o$ for any constant $C > 1$, we have that

$$\Delta > (1 - \frac{1}{C})\Delta^o.$$ 

The proof of the previous result is deferred to Subsection 4.1. The statement of Proposition 2.3
shows that the discretization of a well-separated piecewise constant function is also well-separated, supposed that the grid resolution is fine enough, i.e., $n$ is sufficiently large. As motivated at the beginning of this section, we are primarily interested in scenarios where the ambient dimension is large and satisfies $n \gg s$. In this case, the ‘in-particular’-part of Proposition 2.3 confirms that the separation constant $\Delta$ for $x^*$ can be chosen such that $\Delta \approx \Delta^*$. This relationship particularly allows us to speak of “natural” signal vectors when referring to discretizations of piecewise constant functions defined on an interval. Indeed, if the grid is chosen fine enough, Proposition 2.3 ensures that the resulting jump discontinuities of $x^*$ are well-separated and thereby excludes degenerate cases such as dense-jump signals.

We close our discussion with some additional remarks:

**Remark 2.4**

(1) Note that we assume that $s > 0$ in Definition 2.2, which excludes the not particularly interesting scenario of a constant signal vector. Since one would have $x^* \in \ker \nabla$ in this special case, it needs to be treated slightly differently: according to [GKM20, Rmk. 2.6], recovery via TV minimization (TV-1) would succeed almost surely with $m \geq 1$, since $\ker \nabla$ is a one-dimensional subspace of $\mathbb{R}^n$.

(2) We do not assume that $\Delta$ is the largest possible constant such that the condition (2.3) is satisfied. However, one can certainly choose $\Delta := (s + 1) \cdot \min_{i \in [s+1]} |v_i - v_{i-1}| / n$ and then refer $\Delta$ to as the *maximal separation constant* for $x^*$. The same convention is made for the condition (2.2) in the continuous setting of Definition 2.1.

(3) One could also show a reversed version of Proposition 2.3 by constructing a piecewise constant function $X : (0, 1] \to \mathbb{R}$ from a gradient-sparse signal $x^* \in \mathbb{R}^n$ in such a way that $x^*$ is the discretization of $X$. ♦

### 2.2 TV Minimization for Exact Recovery

With the notion of $\Delta$-separation from Definition 2.2 at hand, we are now ready to state our main guarantee for noiseless signal recovery via TV minimization (TV-1). It is worth emphasizing that the following theorem does not rely on any particular signal generation process, such as the discretization described in Proposition 2.3. In fact, this result applies to every gradient-sparse signal that satisfies the mild condition (2.4).

**Theorem 2.5** (Exact recovery via TV minimization) Let $x^* \in \mathbb{R}^n$ be a $\Delta$-separated signal with $s > 0$ jump discontinuities and

$$\Delta \geq \frac{8s}{n}. \quad (2.4)$$

Let $u > 0$ and assume that $A \in \mathbb{R}^{m \times n}$ is a standard Gaussian random matrix with

$$m \gtrsim \frac{1}{\Delta} \cdot s \log^2(n) + u^2. \quad (2.5)$$

Then with probability at least $1 - e^{-u^2/2}$, TV minimization (TV-1) with noiseless input $y = Ax^* \in \mathbb{R}^m$ recovers $x^*$ exactly.

The proof of Theorem 2.5 is a direct consequence of Proposition 2.9 and Theorem 2.10, which are presented subsequently in Subsection 2.3. Before discussing its consequences, we wish to point out that Theorem 2.5 provides a *non-uniform* and *signal-dependent* guarantee, in the sense that it concerns the successful recovery of a *fixed* signal $x^*$ (for a single random draw of $A$) with a sampling rate that depends on $x^*$ (in terms of $\Delta$). This is in stark contrast to Theorem 1.1, which
addresses recovery of all $s$-gradient-sparse signals simultaneously. We refer to Section 3 for a more detailed discussion of (non-)uniformity and signal dependence in the context of our results. Most importantly, Theorem 2.5 allows us to break the $\sqrt{s\gamma}$-bottleneck of Theorem 1.1. Indeed, the pivotal condition (2.5) indicates that exact recovery of $x^*$ via TV minimization (TV-1) is already possible with $m \gtrsim \Delta^{-1} \cdot s \log^2(n)$ measurements. However, in order to obtain the desired sampling rate of $m \gtrsim s \cdot \text{PolyLog}(n)$, it is indispensable to control the size of the separation constant $\Delta \in (0, 1]$.

Regarding the crucial role of $\Delta$, we first note that the condition (2.4) is not a severe restriction: Recall that for every $s$-gradient-sparse signal, the separation constant can be chosen such that $\Delta \geq (s + 1)/n$. In this light, the assumption of (2.4) is only slightly stronger, where the suboptimal factor 8 is just an artifact of our proof. Alternatively, when rearranging (2.4) to $n \geq 8s/\Delta$, it turns into a mild requirement on the ambient dimension (or resolution level).

However, condition (2.4) does still not exclude pathological cases: for instance, the gradient support $\text{supp}(\nabla x^*) = \{1, 9, 17, \ldots, 8s + 1\}$ would be admissible, but the sampling-rate condition (2.5) would render to the trivial bound of $m \gtrsim n \log^2(n)$. Consequently, Theorem 2.5 only makes a significant statement if $\Delta$ is sufficiently large. In particular, we obtain the near-optimal rate of $m \gtrsim s \cdot \text{PolyLog}(n)$ if $\Delta$ can be chosen independently of $n$ and $s$; see the discussions in Subsection 2.5 and Section 3 for an asymptotic point of view on this matter. A typical example of such a situation is the discretization of a piecewise constant function $X : \{0, 1\} \to \mathbb{R}$. Indeed, the following corollary is a straightforward combination of Theorem 2.5 and Proposition 2.3, demonstrating that $m \gtrsim s \log^2(n)$ measurements are sufficient for recovery when $X$ is finely enough discretized.

**Corollary 2.6 (Recovery of discretized signals)** Let $X : \{0, 1\} \to \mathbb{R}$ be a piecewise constant function defined according to (2.1) and assume that $X$ is $\Delta^0$-separated. For $n \geq 16s/\Delta^0$, let $x^* \in \mathbb{R}^n$ be the equidistant (pointwise) discretization of $X$, i.e.,

$$x^*_j = X\left(\frac{j}{n}\right), \quad j = 1, \ldots, n.$$  

Then with probability at least $1 - e^{-u^2/2}$, TV minimization (TV-1) recovers $x^*$ exactly from

$$m \gtrsim \frac{1}{\Delta^0} \cdot s \log^2(n) + u^2$$  \hspace{1cm} (2.6)  

noiseless Gaussian measurements.

Similarly to the corresponding assumption (2.4) in Theorem 2.5, the factor 16 in the (still mild) condition $n \geq 16s/\Delta^0$ is just an artifact of the proof. Analogous statements can be expected for all other discretization schemes that allow for a comparable relation between the continuous and discrete setting as shown in Proposition 2.3.

### 2.3 The Geometry of Non-Uniform Recovery

In this section, we discuss the general proof strategy leading to Theorem 2.5, particularly focusing on the main ideas without technical details. The crucial ingredient is Theorem 2.10 below, which states a novel bound for the conic mean width of the semi-norm $\|
abla(\cdot)\|_1$. As such, this section can be seen as a “roadmap” for Subsection 4.2, where the full proof of Theorem 2.10 is presented.

Our approach towards a recovery guarantee for TV minimization (TV-1) is based on a well-established, abstract geometric framework. Its goal is to understand the interplay of the gradient-sparse signal $f(\cdot) = \|
abla(\cdot)\|_1$ and the measurement matrix $A$ in an (infinitesimal) neighborhood of the ground truth signal $x^*$. We emphasize that such a non-uniform and signal-dependent analysis is especially useful for the problem of TV-based recovery in 1D, where a uniform approach inevitably leads to the $\sqrt{s\gamma}$-bottleneck (see Theorem 1.1).

To begin with the formalization, we require the following notion, which will play an important role in understanding the solution set of (TV-1); note that this definition makes sense for any convex function $f : \mathbb{R}^n \to \mathbb{R}$, but for our purposes, it is convenient to assume that $f(\cdot) = \|
abla(\cdot)\|_1$.  

\begin{align*}
\text{PolyLog}(n) & := 
\end{align*}
Figure 3: The convex geometry of recovery via (TV-1). It is straightforward to see that $x^*$ is the unique minimizer of (TV-1) if and only if $\ker A$ does not intersect the spherical subset $D(\|\nabla (\cdot)\|_1, x^*) \cap S^{n-1}$. The probability of this event boils down to relating the dimension of the random subspace $\ker A$ (which almost surely equals $n - m$) to the “size” of the descent cone (which is measured by the conic mean width). According to Proposition 2.9, the subspace $\ker A$ misses the spherical subset (red arc) with high probability if the condition (2.7) is satisfied.

**Definition 2.7** (Descent set and descent cone) Let $f : \mathbb{R}^n \to \mathbb{R}$ be a convex function and let $x^* \in \mathbb{R}^n$. The **descent set** of $f$ at $x^*$ is given by

$$D(f, x^*) := \{ v \in \mathbb{R}^n \mid f(x^* + v) \leq f(x^*) \}$$

and its corresponding **descent cone** is denoted by $D(\|\nabla (\cdot)\|_1, x^*) := \text{cone}(D(f, x^*))$.

While the shape of the descent cone certainly depends on the (level-set) geometry of $f$ around $x^*$, it does not involve the measurement matrix $A$. In fact, our assumption that $A$ is Gaussian allows us to establish such a connection by means of a single geometric parameter, namely the conic (Gaussian) mean width that is introduced next. This quantity originates from classical results in geometric functional analysis and asymptotic convex geometry, e.g., see [Mil85; Gor88; GM04], but it has also shown up in equivalent forms as Talagrand’s $\gamma_2$-functional in stochastic processes [Tal14] or as Gaussian complexity in statistical learning theory [BM02]. While its benefits to signal reconstruction problems date back to [MPT07; RV08], most important for us is a more recent line of research that is concerned with non-uniform guarantees for compressed sensing, for instance, see [Sto09; CRPW12; ALMT14; Tro15; OH16; PV16].

**Definition 2.8** (Mean width) The **(Gaussian) mean width** of a bounded subset $K \subset \mathbb{R}^n$ is defined as

$$w(K) := \mathbb{E}_{g \sim N(0, I_n)} \sup_{v \in K} \langle g, v \rangle,$$

where $g \sim N(0, I_n)$. If $f : \mathbb{R}^n \to \mathbb{R}$ is a convex function and $x^* \in \mathbb{R}^n$, we call

$$w_\lambda(D(f, x^*)) := w(D(\|\nabla (\cdot)\|_1, x^*) \cap S^{n-1})$$

the **conic mean width** of $f$ at $x^*$.

The following proposition reveals that, indeed, the conic mean width essentially determines the required number of measurements for successful recovery via (TV-1). Note that we formulate this result for the case of TV minimization, but it also holds true for a general convex function instead of the particular choice $f(\cdot) = \|\nabla (\cdot)\|_1$. The geometric idea behind Proposition 2.9 is visualized in Figure 3.

**Proposition 2.9** ([Tro15, Cor. 3.5]) Let $x^* \in \mathbb{R}^n$ be an arbitrary signal vector. Let $u > 0$ and assume that $A \in \mathbb{R}^{m \times n}$ is a standard Gaussian random matrix with

$$m > (w_\lambda(D(\|\nabla (\cdot)\|_1, x^*)))^2 + 1.$$  \hspace{1cm} (2.7)
Then with probability at least $1 - e^{-w^2/2}$, TV minimization (TV-1) with noiseless input $y = Ax^* \in \mathbb{R}^m$ recovers $x^*$ exactly.

Remarkably, the sample-size bound (2.7) of Proposition 2.9 is essentially sharp, since recovery would fail with high probability if

$$m \leq \omega_n^2(\mathcal{D}(\|\nabla(\cdot)\|_1, x^*)) - C \cdot w_n(\mathcal{D}(\|\nabla(\cdot)\|_1, x^*)),$$

where $C > 0$ is a universal constant; see [Tro15, Rmk. 3.4]. In other words, TV minimization (TV-1) exhibits a phase transition at $m \approx \omega_n^2(\mathcal{D}(\|\nabla(\cdot)\|_1, x^*))$.

On the other hand, the definition of the conic mean with is quite implicit and therefore only provides an uninformative description of the required number of measurements. Except for a few simple cases (e.g., for $f(\cdot) = \|\cdot\|_1$ in standard compressed sensing), it is notoriously hard to find more informative bounds for $w_n(\mathcal{D}(f, x^*))$ that are still sufficiently accurate. In this context, the work of [GKM20] establishes a sophisticated, non-asymptotic upper bound for analysis-based priors of the form $\|\Psi(\cdot)\|_1$, where $\Psi \in \mathbb{R}^{N \times N}$ is intended to be a redundant transformation with $N > n$. Although this approach even applies to the choice $\Psi = \nabla$, the resulting sampling rate does not break the $\sqrt{n\ln n}$-bottleneck of Theorem 1.1. With that in mind, the technical centerpiece of this work is the following theorem, which states a surprisingly simple upper bound for $w_n(\mathcal{D}(\|\nabla(\cdot)\|_1, x^*))$. Recall that a combination of this result with Proposition 2.9 immediately yields our main result, Theorem 2.5.

**Theorem 2.10** Let $x^* \in \mathbb{R}^n$ be a $\Delta$-separated signal with $s > 0$ jump discontinuities. Assuming that $\Delta \geq 8s/n$, we have that

$$w_n^2(\mathcal{D}(\|\nabla(\cdot)\|_1, x^*)) \lesssim \frac{1}{\Delta} \cdot s \log^2(n).$$

While Subsection 4.2 is dedicated to the formal proof of the previous result, we use the remainder of the current subsection to give an overview of the main arguments. The starting point for our proof is a now fairly standard polar bound that can be traced back to Stojnic [Sto09]; see also [CRPW20; ALMT14; Tro15]. It allows us to show that

$$w_n^2(\mathcal{D}(\|\nabla(\cdot)\|_1, x^*)) \leq \inf_{\tau > 0} \mathbb{E}_g \left[ \inf_{w \in \mathcal{F}} \|g - \tau H \nabla^T w\|_2^2 \right],$$

where $g \sim \mathcal{N}(0, I_n)$, $\mathcal{F} := \{ w \in \mathbb{R}^N \mid w_S = |\text{sign}(\nabla x^*)|_S, \|w_S\|_{\infty} \leq 1, S = \text{supp}(\nabla x^*)\}$, and $H \in \mathbb{R}^{n \times n}$ is an arbitrary orthogonal matrix (see Step 1 in Subsection 4.2).

The inner optimization problem on the right-hand side of (2.10) forms a box-constrained least-squares problem, which does not possess a closed form solution. In fact, the most challenging part of our proof is the explicit construction of a dual vector $\tilde{w} \in \mathcal{F}$ that yields a good ansatz to this problem. In the standard form, i.e., when $H = I_n$, this appears to be a hopeless endeavor due to the coupled dependencies of the variables that are caused by $\nabla^T$. Hence, a key step of our approach is to come up with an appropriate orthogonal transform $H$ that allows us to “decouple” these dependencies. Interestingly, the Haar wavelet transform turns out to be a good candidate for this task (see Step 2); cf. [NW13a; NW13b], where Haar wavelets play a crucial role as well, yet in a very different manner. The simplification due to the Haar matrix is visualized in Figure 4(a), where we have plotted the resulting matrix $H \nabla^T \in \mathbb{R}^{n \times N}$. Along the partition of $H \nabla^T$ into multiple scales, it is possible to loosely identify a binary tree-like structure whose root vertex is formed by the center of the second row (note that the first row consists of zeros only). Indeed, when permuting the columns of $H \nabla^T$ according to the induced dyadic ordering, we obtain a lower triangular matrix, such as shown in Figure 4(b). This particularly simple structure allows us to significantly facilitate the inner optimization problem on the right-hand side of (2.10). By exploiting the induced multilevel structure, we are eventually able to come up with a meaningful choice of $\tilde{w} \in \mathcal{F}$ (see Step 3(a)), which leads to a fairly general upper bound for the conic mean width (see Step 3(b)).

Unfortunately, the argument just outlined is only valid for ideal signals with equidistantly distributed jump discontinuities. Only in this case, the gradient support is consistent with the binary

\[\text{From now on, we omit "Subsection 4.2" when referring to Step 1–5 therein.}\]
tree-like structure described above, which is in fact a crucial feature, since every \( w \in \mathcal{F} \) is fixed on the gradient support. Hence, another key component of our proof is the adaption to an arbitrary singularity pattern (see Step 2). To this end, we take a signal-dependent point of view by first representing the gradient support of \( x^* \) as a binary tree, which is then completed with the remaining off-support elements (see Step 2(a)). Note that the resulting tree is not necessarily perfect, i.e., not all interior vertices have two children or the leaves might be at different levels. Based on this construction, we then design an appropriate signal-dependent transform \( H \), which is known as non-dyadic Haar matrix \([GLWM10]\) (see Step 2(b)).

Finally, in Step 4, the balance of the constructed binary tree is related to the separation constant \( \Delta \) for the underlying signal \( x^* \). While this step requires a certain technical effort, it allows for a simple conclusion: the closer the jumps of \( x^* \) are to an equidistant pattern, the more balanced is the binary tree. A combination of Step 3(b) and Step 4 eventually leads to the desired mean-width bound of Theorem 2.10 (see Step 5).

### 2.4 TV Minimization for Stable and Robust Recovery

The mean-width bound for \( s \)-gradient-sparse signals in Theorem 2.10 allows for a natural extension to stable and robust recovery. We first briefly describe these two phenomena and then derive a generalization of Theorem 2.5 that takes them into account.

**Robustness** refers to the observation that signal recovery is not too sensitive to measurement noise. In this work, we consider the (standard) setup of adversarial noise, i.e., we assume that the measurements are given by

\[
y = Ax^* + e,
\]

(2.11)

where \( e \in \mathbb{R}^m \) models (possibly deterministic) noise, satisfying \( \|e\|_2 \leq \eta \) for some \( \eta \geq 0 \). In order to keep record of such perturbations, the vanilla TV minimization problem (TV-1) is adapted as follows:

\[
\min_{x \in \mathbb{R}^n} \|\nabla x\|_1 \quad \text{subject to} \quad \|Ax - y\|_2 \leq \eta. \quad \text{(TV-1)}
\]

We note that the \( \ell^2 \)-constraint in (TV-1) ensures that the ground truth signal \( x^* \) remains a feasible point of the convex program.

**Stability** addresses the recovery of signals that are only approximately gradient-sparse, i.e., \( \nabla x^* \) possesses only a few dominant coefficients but could have many other small coefficients. In such a case, there is clearly no hope for a perfect recovery of \( x^* \) from significantly undersampled measurements. This is reflected by the fact that the assumptions of Theorem 2.5 only depend on the number of non-zero coefficients of \( \nabla x^* \) but not on their magnitude. In particular, if \( \nabla x^* \) is too densely populated, then (2.5) could render a vacuous bound, or even worse, the separation con-
dition (2.4) might be violated. However, if \( x^* \) is close to a vector \( \bar{x}^* \) that is exactly gradient-sparse, it can be expected that (TV-1), or (TV-1) in the noiseless case, is stable under such small model inaccuracies and approximate recovery still succeeds with very few measurements. The following guarantee for stable and robust recovery makes this claim precise. It is an instance of a more general approach to stable recovery, which was developed in [GKM20, Subsec. 6.1].

**Proposition 2.11** ([GKM20, Cor. 6.6]) Let \( x^* \in \mathbb{R}^n \) be an arbitrary signal vector. Moreover, fix a vector \( \bar{x}^* \in \mathbb{R}^n \) with \( \|\nabla x^*\|_1 = \|\nabla x^*\|_1 \). For \( u > 0 \) and \( R > 0 \), we assume that \( A \in \mathbb{R}^{m \times n} \) is a standard Gaussian random matrix with

\[
m > m_0 := \left(\frac{R+1}{R} \cdot \left[w_\Delta(D(\|\nabla \cdot\|_1, x^*)) + 1 + u\right]\right)^2 + 1. \tag{2.12}
\]

Then with probability at least \( 1 - e^{-u^2/2} \), every minimizer \( \hat{x} \in \mathbb{R}^n \) of (TV-1) with noisy input (2.11) satisfies

\[
\|\hat{x} - x^*\|_2 \leq R\|x^* - \bar{x}^*\|_2 + \frac{2\eta}{\sqrt{m} - 1 - \sqrt{m_0} - 1}. \tag{2.13}
\]

In the noiseless case, i.e., \( \eta = 0 \), we particularly have that \( \|\hat{x} - x^*\|_2 \leq 2 R\|x^* - \bar{x}^*\|_2 \).

The previous result extends Proposition 2.9 by the following intuitive trade-off concerning stability: instead of evaluating the conic mean width at the actual signal vector \( x^* \), we rather evaluate it at a well-chosen surrogate vector \( \bar{x}^* \in \mathbb{R}^n \). If \( x^* \) is exactly gradient-sparse, this can lead to a significantly weaker requirement on the number of measurements \( m \) in (2.12). The price to pay is an additional error term in the bound of (2.13), which scales with the Euclidean distance between \( x^* \) and \( \bar{x}^* \). In other words, Proposition 2.11 enables a “barter trade” between the number of required measurements and the desired recovery accuracy; in this context, \( R > 0 \) serves as an additional oversampling parameter, which allows us to further balance this trade-off. Furthermore, regarding robustness to measurement noise, we note that the dependence on the noise parameter in (2.13) is standard, e.g., see [Tro15, Cor. 3.5].

Nevertheless, the statement of Proposition 2.11 still remains rather uninformative as long as the surrogate vector \( \bar{x}^* \) is left unspecified. According to our bound for the conic mean width in Theorem 2.10, it is a natural strategy to select \( \bar{x}^* \) as an exactly gradient-sparse vector that is close to \( x^* \). Indeed, the following stable and robust recovery guarantee is an application of Proposition 2.11, stating an error bound that explicitly depends on the s most dominant jump discontinuities of \( x^* \). As the definition of the corresponding \( \bar{x}^* \) involves some additional technicalities, we refer to the proof in Subsection 4.3 for more details.

**Theorem 2.12** (Stable and robust recovery via TV minimization) Let \( x^* \in \mathbb{R}^n \) be an arbitrary signal vector. Moreover, fix a gradient-sparsity level \( s > 0 \) and assume that \( |\text{supp}(\nabla x^*)| \geq s \). We introduce the following notation:

(i) Let \( S \subset [N] = [n-1] \) be a (possibly non-unique) index set with \( |S| = s \) such that \( |\nabla x^*|_S \in \mathbb{R}^s \) contains the \( s \) largest entries of \( \nabla x^* \) in magnitude, i.e., it corresponds to a best \( s \)-term approximation to \( \nabla x^* \) (with respect to the \( \ell^1 \)-norm).

(ii) Let \( P_S \in \mathbb{R}^{N \times N} \) and \( P_{S^c} = I_N - P_S \in \mathbb{R}^{N \times N} \) be the coordinate projections onto \( S \) and \( S^c \), respectively.

(iii) Let \( \nabla^I \in \mathbb{R}^{n \times N} \) be the pseudo-inverse of \( \nabla \), which satisfies \( \nabla^I \nabla = I_N \) and \( \nabla^I \nabla^I = I_n - \frac{1}{\eta} I_n 1^T_n \).

(iv) Let \( \Delta > 0 \) be a separation constant for any signal vector with gradient support \( S \).

We assume that \( \Delta \geq 8s/n \), and for \( u > 0 \), let \( A \in \mathbb{R}^{m \times n} \) be a standard Gaussian random matrix with

\[
m \geq \frac{1}{\Delta} \cdot s \log^2(n) + u^2. \tag{2.14}
\]

\(^7\text{Note that the definition of the separation constant (see Definition 2.2) only depends on the gradient support of a signal vector but not on its actual coefficients.}\)
Then with probability at least $1 - e^{-n^2/2}$, every minimizer $\hat{x} \in \mathbb{R}^n$ of (TV-1) with noisy input (2.11) satisfies
\[
\|\hat{x} - x^*\|_2 \lesssim \tau(x^*) \|\nabla^T P_S \nabla x^*\|_2 + (\tau(x^*) - 1) \|x^* - (\frac{1}{n} 1_n, x^*) 1_n\|_2 + \frac{\eta}{\sqrt{m}}, \tag{2.15}
\]
where $\tau(x^*) := \|\nabla x^*\|_1 / ||P_S \nabla x^*||_1 \geq 1$.

The significance of the error estimate in (2.15) depends on the ratio $\tau(x^*)$, which measures how well $x^*$ can be “compressed” by an $s$-gradient-sparse signal. Indeed, the more the gradient coefficients $\nabla x^*$ concentrate on $S$, the closer $\tau(x^*)$ is to 1.

Despite the dependence on $\tau(x^*)$, the first error term in (2.15) is dominated by $\|\nabla^T P_S \nabla x^*\|_2$ which captures the size of the remaining gradient coefficients $P_S \nabla x^*$. The second error term, on the other hand, depends on $\|x^* - (\frac{1}{n} 1_n, x^*) 1_n\|_2$ which can be seen as the energy of the centered version of $x^*$. While this quantity is independent of $S$, its contribution to the total recovery error gets smaller as $\tau(x^*)$ approaches 1. Nevertheless, we suspect that the presence of this term is an artifact of our proof, which is caused by the technical assumption $||\nabla x^*||_1 = ||\nabla x^*||_1$ in Proposition 2.11.

Although the bound of Theorem 2.12 is likely to be non-tight, it exhibits the typical features of stable recovery: the size of the first two error terms in (2.15) depends continuously (but non-linearly) on the entries of $x^*$, and if $x^*$ is exactly $s$-gradient-sparse, they both vanish.

We close our discussion with some additional remarks on Theorem 2.12:

**Remark 2.13**

1. Theorem 2.12 relies on a natural choice of $x^*$ in Proposition 2.11, which leads to explicit error terms in (2.15). However, one could easily obtain a tighter, but less informative, error bound from Proposition 2.11 by optimizing the right-hand side of (2.13) over $x^*$. Indeed, for a fixed separation constant $\Delta > 0$, the following error bound holds true under the same hypotheses as in Theorem 2.12:
\[
\|\hat{x} - x^*\|_2 \lesssim \inf \left\{ \|x^* - \hat{x}\|_2 \mid x^* \in \mathbb{R}^n \text{ $s$-gradient-sparse and } \Delta\text{-separated with } ||\nabla x^*||_1 = ||\nabla x^*||_1 \right\} + \frac{\eta}{\sqrt{m}}.
\]

Hence, the recovery accuracy is essentially determined by the error of the best $s$-gradient-sparse approximation to $x^*$ (with respect to the $l^2$-norm) with some additional constraints.

2. There is an additional trade-off which has not been taken into account in Theorem 2.12, but which could be of importance when choosing the underlying surrogate vector $x^*$: In Theorem 2.12, the set $S$ is selected according to the $s$ largest entries of $\nabla x^*$ in magnitude. However, in view of the sampling rate promoted by (2.14), it might be beneficial to select $S$ in such a way that the resulting separation constant $\Delta$ gets enlarged. By accepting a possibly less accurate reconstruction, this can lead to a significant decrease in the required number of measurements. Such a refinement might be of particular importance in an asymptotic-order regime, e.g., when $x^*$ arises from the discretization of a function that is more complicated than a piecewise constant signal.

3. We wish to point out that the above approach to stable recovery is rather different from common strategies in the compressed sensing literature. While we rely on the Euclidean geometry of the descent set $D(\|\nabla \cdot\|_1, x^*)$ around $x^*$, most standard stability results build upon uniform recovery conditions, such as variants of the stable and robust nullspace property, e.g., see [NW13a; NW13b; CX15]. These findings suggest that, instead of (2.15), we may expect a bound of the form
\[
\|\hat{x} - x^*\|_2 \lesssim \frac{\|\nabla x^* - [\nabla x^*]_S\|_1}{\sqrt{s}} + \frac{\eta}{\sqrt{m}}. \tag{2.16}
\]

Such a bound appears to be simpler than (2.15) and it is consistent with the standard compressibility theory for sparsity in orthonormal bases, e.g., see [FR13, Thm. 4.22]. However, it is not entirely clear to us whether such a statement can be achieved within the signal-dependent setup of this paper, and if so, we suspect that different proof techniques would be required. We also

---

8The inner product $\langle \frac{1}{n} 1_n, x^* \rangle$ simply computes the arithmetic mean of $x^*$, which is then subtracted entrywise.
point out that the worst-case (uniform) analysis of [CX15] requires significantly more Gaussian measurements than (2.14) in order to achieve a stability guarantee that is similar to (2.16). ⊙

2.5 Limitations and Possible Refinements

In this part, we discuss some limitations of our recovery results that are particularly related to the concept of \( \Delta \)-separation. According to the statement of Corollary 2.6, the required sampling rate scales logarithmically with \( n \) when considering natural (discretized) signals. While such a behavior is desirable and significantly better than what can be achieved in the worst case (cf. Theorem 1.1), the dependence on the gradient-sparsity \( s \) can still be suboptimal in certain cases. In fact, there exist classes of gradient-sparse signals whose separation constants cannot be controlled independently of the number of jump discontinuities. Let us consider two illustrative examples:

**Example 2.14**

1. **Random jumps.** Let \( \mathcal{X} : (0, 1] \rightarrow \mathbb{R} \) be a piecewise continuous function defined according to (2.1) with \( s \) jump discontinuities that are selected independently at random from the uniform distribution on \((0, 1)\). One can show that with high probability, the maximal separation constant \( \Delta^0 > 0 \) for \( \mathcal{X} \) satisfies \( \Delta^0 \asymp s^{-1} \), so that the sampling-rate bound (2.6) turns into

\[
m \gtrsim s^2 \log^2(n) + n^2. \tag{2.17}
\]

2. **Densifying jumps.** It is possible to construct even worse (deterministic) examples than in part (1). For instance, let \( \mathcal{X} : (0, 1] \rightarrow \mathbb{R} \) be a piecewise continuous function defined according to (2.1) such that

\[
u_i^0 = 1 - \frac{1}{2^i}, \quad i = 1, \ldots, s.
\]

Then the maximal separation constant for \( \mathcal{X} \) is \( \Delta^0 = 2^{-s}(s + 1) \), so that the sampling-rate bound (2.6) turns into

\[
m \gtrsim 2^s \log^2(n) + n^2. \tag{2.18}
\]

This example of “exponentially densifying” jumps pushes the applicability of Corollary 2.6 to the limits, in the sense that the required resolution level scales exponentially with \( s \), i.e., \( n \gtrsim 16s/\Delta^0 \gtrsim 2^s \). ⊙

We emphasize that these two examples are still instances of natural signals, which do not correspond to the worst-case scenarios for discrete signals (see Subsection 2.1); in particular, the sampling rates in (2.17) and (2.18) scale logarithmically with \( n \). However, we suspect that the (asymptotic) dependence on \( s \) is suboptimal in both cases; in fact, it is not clear to us whether a simple asymptotic-order bound is meaningful in the pathological situation of densifying jumps. More generally, Example 2.14 demonstrates the limitations of the \( \Delta \)-separation property: The size of the separation constant is determined by the distance of the two closest jump discontinuities. Thus, it is very sensitive to outliers and does not capture the “average” distribution of the jump discontinuities, which might be much more benign in the above cases. In other words, \( \Delta \)-separation is a local feature of a signal and does not reflect the global structure of its gradient support.

On the other hand, our proof strategy in Subsection 4.2 leaves certain space for refinements that could allow for a sampling-rate bound that reflects the global structure of the gradient support. To be more specific, we observe that the bounds for \( \Lambda^{L_0} \) and \( \Lambda^2 \) in (4.16) can be easily improved as follows:

\[
\sum_{(i,j) \in \Lambda^{L_0}} e_i^{(f)} \leq |\Lambda^{L_0}| + (2\tau c_{L_0})^2 \sum_{(i,j) \in \Lambda^{L_0}} (\beta_i^{(f)})^2,
\]

\[
\sum_{(i,j) \in \Lambda^2} e_i^{(f)} \leq |\Lambda^2| + (\tau c_{L_0})^2 \sum_{(i,j) \in \Lambda^2} (\beta_i^{(f)})^2.
\]

Following this path, it remains to control the “average” balance parameters \( \sum_{(i,j) \in \Lambda^{L_0}} (\beta_i^{(f)})^2 \) and \( \sum_{(i,j) \in \Lambda^2} (\beta_i^{(f)})^2 \) instead of \( \beta_{\max}^{(L_0)} \) and \( \beta_{\max}^{(L_1)} \), respectively. This would particularly require a sub-
stantial adaption of Step 4 in Subsection 4.2, coming along with different technical difficulties. A precise analysis would result in various conditions that depend on the average separation of the jump discontinuities of \( x^* \), rather than the distance of the two closest jumps. In a prototypical form, such a condition would read as follows:

\[
\frac{1}{s+1} \sum_{i=1}^{s+1} \frac{n}{|v_i - v_{i-1}|} \leq \frac{s + 1}{\Lambda},
\]

(2.19)

where \( \Lambda > 0 \) plays the role of a separation parameter, similarly to the separation constant \( \Lambda \) in Definition 2.2. In particular, it is not hard to see that the gradient support of a \( \Lambda \)-separated signal satisfies (2.19) with \( \Lambda \geq \Lambda \), so that this condition can be seen as a relaxation of the \( \Lambda \)-separation. However, in order to achieve (exact) recovery with \( m \geq \tilde{\Lambda}^{-1} \cdot s \cdot \text{PolyLog}(n) \) measurements, we expect that (2.19) needs to be complemented by more technical assumptions, based on our multilevel tree representation of the gradient support. Working out the details in that respect is by far not straightforward and would go beyond the scope of this paper.

**Remark 2.15** In the context of signal denoising, refinements closely related to (2.19) have been shown by Guntuboyina et al. [GLCS20]. Their work provides comprehensive risk bounds for (higher order) TV-denoising (also referred to as trend filtering), improving previous results in the literature, e.g., see [DHL17]. It turns out that (2.19) can be additionally sharpened by summing only over constant pieces of \( x^* \), for which the sign of \( \nabla x^* \) changes.

\[ \Diamond \]

### 3 Conclusion and Outlook

In this work, we have addressed the task of recovering piecewise constant signals from compressed Gaussian measurements via TV minimization (TV-1). From a conceptual point of view, our key achievement can be summarized as follows: Already in the “simple” case of TV minimization in 1D, the usage of a signal-dependent complexity measure becomes indispensable. Indeed, according to Theorem 1.1, uniform recovery of all \( s \)-gradient-sparse signals in \( \mathbb{R}^n \) necessarily leads to the so-called \( \sqrt{s/n} \)-bottleneck—a pessimistic sampling rate that corresponds to the worst-case behavior on this signal class. The non-uniform approach carried out in Theorem 2.5 allows us to break this complexity barrier, showing that recovery of a \( \Lambda \)-separated signal is possible with \( m \geq \Delta^{-1} \cdot s \cdot \text{PolyLog}(n) \) measurements.

This sampling-rate bound is commonly regarded as an asymptotic-order statement: such bounds are still non-asymptotic in the sense that the model parameters \( m, n, \) and \( s \) are finite; however, they may involve unknown constants and do not yield a literal description of the phase transition of (TV-1) (cf. Proposition 2.9 and (2.8)). Hence, the recovery guarantees presented in this work rather obtain their meaning by revealing the interplay of the model parameters in high dimensions. With that in mind, recall that our main result of Theorem 2.5 becomes especially relevant when the separation constant \( \Lambda \) is only mildly depending on \( s \) and \( n \). More formally, for a fixed value of \( \Lambda \in (0,1] \), one might consider the following class of signals:

\[ \mathcal{G}_\Delta := \{ x^* \in \mathbb{R}^n \mid n \in \mathbb{N}, x^* \text{ is } \Lambda \text{-separated with } |\text{supp}(\nabla x^*)| = s > 0 \text{ and } \Lambda \geq 8s/n \}. \]

Then, Theorem 2.5 states that every signal \( x^* \in \mathcal{G}_\Delta \) can be recovered with high probability as long as \( m \geq C \cdot s \cdot \text{log}^2(n) \), where the constant \( C > 0 \) is independent of all other variable parameters. Consequently, \( \mathcal{G}_\Delta \) forms a subclass of those gradient-sparse signals that would enjoy the desired sampling rate of \( m \geq s \cdot \text{PolyLog}(n) \); in particular, it encompasses discretizations of piecewise constant functions with sufficiently well-separated jumps. At the same time, pathological examples like dense jumps or the densifying jumps of Example 2.14(2) are excluded.

With the set \( \mathcal{G}_\Delta \) at hand, we can now also make the distinction between signal-dependent and non-uniform recovery more precise: Signal dependence refers to the fact that there exist subclasses of gradient-sparse vectors that differ significantly in their associated sampling rate, e.g., dense-jump signals versus equidistant-jump signals (in \( \mathcal{G}_1 \)). Non-uniformity means that successful recovery of a fixed signal is highly probable for a random draw of the measurement matrix \( A \). In contrast, uniform guarantees are concerned with the probability that an entire class of signals can
be recovered for a random draw of $A$. Hence, a non-uniform result allows (at least in principle) that the small exceptional set of measurement matrices for which recovery fails may depend on the considered signal. In this light, our work provides rigorous evidence that signal dependence is an actual phenomenon for TV minimization in 1D. On the other hand, although quite natural, the non-uniformity of our result might just be an artifact of our general proof strategy. We suspect that a more advanced proof could lead to a guarantee similar to Theorem 2.5 that holds uniformly over an appropriate subclass of gradient-sparse vectors, such as $G_\Delta$. Apart from that, we emphasize that a signal-dependent theory is not required for ordinary sparse recovery from Gaussian measurements: although the optimal number of measurements for uniform and non-uniform recovery differ slightly, they both take the form $m \gtrsim s \cdot \text{PolyLog}(n)$ for $s$-sparse vectors, cf. [FR13, Notes of Chap. 9].

In our view, the signal-dependent bounds established in this work are only the “tip of the iceberg” of a much more general phenomenon in compressed sensing. Indeed, the findings of [GKM20] indicate that a similar observation applies to (4.1)-analysis minimization in general. Compared to [GKM20], we do not aim at non-asymptotic descriptions of the phase transition and restrict ourselves to the seemingly simple case of $\nabla$ as analysis operator; but in fact, these simplifications allow for an informative asymptotic-order bound that reflects the intuitive signal-dependent behavior of (TV-1). In that sense, the present work provides a qualitative version of the conclusions of [GKM20]. More generally, we believe that for a thorough understanding of many popular recovery methods, it is crucial to go beyond generic signal models such as plain sparsity. It appears beneficial to identify problem-dependent signal classes, whose elements satisfy specific structural properties that are associated with the success or failure of a recovery method under study. While our work and [GKM20] show that this approach is fruitful for analysis-based compressed sensing, we expect that it is also essential for the synthesis formulation [MBKW20] as well as more recent approaches, such as denoising-based regularization [VBW13; OH16]. From a technical perspective, the non-uniform geometric framework outlined in Subsection 2.3 has proven very useful in this context, but certainly, there might be other effective strategies. Having said this, we conclude our discussion by posing the following question: Does the signal-dependent construction of the orthogonal transform $H \in \mathbb{R}^{n \times n}$ in the polar bound (2.10) constitute only a special case of a general methodology that enables estimates of the conic mean width of more complicated regularizers?

4 Proofs

This part is dedicated to the proofs of the results from Section 2.

4.1 Proof of Proposition 2.3

For every $i \in [s]$, there exists $j_i \in [N]$ such that

$$\frac{j_i}{n} \leq v_i^0 < \frac{j_i + 1}{n}. \quad (4.1)$$

The resulting indices satisfy $j_1 < \cdots < j_s$, due to the $\Delta^0$-separation of $\mathcal{X}$ and the assumption $\Delta^0 \geq (s+1)/n$; indeed, otherwise, there would exist $i \in [s]$ such that

$$|v_i^0 - v_{i-1}^0| < \frac{1}{n} \leq \frac{\Delta^0}{s+1}.\]$$

Consequently, we have that $x^{j_i}_i \neq x^{j_{i+1}}_i$ for all $i \in [s]$ and $x^{j_j}_j \equiv x^{j_{j+1}}_j = 0$ for all $j \in [N] \setminus \{j_1, \ldots, j_s\}$. Therefore, supp$(\nabla x^s) = \{v_1, \ldots, v_s\} = \{j_1, \ldots, j_s\}$. Finally, with $j_0 := 0$ and $j_{s+1} := n$, we obtain

$$\min_{i \in [s+1]} \left| \frac{v_i - v_{i-1}}{n} \right| = \min_{i \in [s+1]} \frac{j_i - j_{i-1}}{n} \quad (4.1) \geq \frac{\Delta^0}{s+1} - \frac{1}{n} = \frac{\Delta^0 + \frac{s+1}{n}}{s+1},$$

which implies that $\Delta := \Delta^0 + \frac{s+1}{n}$ is a valid separation constant for $x^s$. \qed
4.2 Proof of Theorem 2.10

Throughout the proof, we agree on the following assumptions and notational conventions:

- Let \( x^* \in \mathbb{R}^n \) be a \( \Delta \)-separated signal with \( s > 0 \) jump discontinuities. The gradient support of \( x^* \) is denoted by \( \mathcal{S} := \text{supp}(\nabla x^*) \), satisfying \( |\mathcal{S}| = s \). Moreover, according to the hypothesis of Theorem 2.10, we assume that \( \Delta \geq 8s/n \). Following the visualization of Figure 2, we call the \( n \) entries of \( x^* \in \mathbb{R}^n \) the nodes, and the \( N = n-1 \) entries of \( \nabla x^* \in \mathbb{R}^N \) the faces of \( x^* \). This distinction will prove particularly useful when representing the gradient support of \( x^* \) as a binary tree in Step 2(a).

- Let \( \mathcal{S} \subset [N] \) be any superset of the gradient support \( \mathcal{S} \), i.e., \( \mathcal{S} \subset \mathcal{S} \), and set \( \bar{s} := |\mathcal{S}| \). The purpose of \( \mathcal{S} \) is primarily of technical nature, but it will be handy for the construction of binary tree structures that are almost perfect (see Step 2(a) and Step 4). Intuitively, one can interpret \( \mathcal{S} \) as an artificially extended gradient support, where \( v \in \mathcal{S} \setminus \bar{\mathcal{S}} \) corresponds to a \( \text{“ghost jump”} \) of height 0 at the \( v \)-th node. The set \( \mathcal{S} \) is left unspecified up to Step 4, where it will be selected such that \( s \approx s/\Delta \). Until then, it might be helpful to simply assume that \( \mathcal{S} \) is equal to \( \bar{\mathcal{S}} \) (and therefore \( s = \bar{s} \)). Finally, we set \( L_0 := \lfloor \log_2(\bar{s}+1) \rfloor \in \mathbb{N} \).

As the proof of Theorem 2.10 turns out to be somewhat lengthy and intricate, we have decided to split it into several substeps; see the roadmap in Subsection 2.3 for a non-technical overview. In particular, the construction of the signal-dependent tree in Step 2(a) requires some technical overhead that might obfuscate the general strategy. Hence, in each substep, we also consider the special case of a dyadic signal as a recurring example. This will assist in conveying the intuitive proof idea, as the involved quantities simplify considerably. A dyadic signal \( x^* \in \mathbb{R}^n \) has equidistant jump discontinuities with \( s = 2^{L_0} - 1 \) and \( n = 2^L \) for some \( L_0 \leq L \in \mathbb{N} \) (see Figure 5(a) for an example). In this case, the extended gradient support can be chosen as \( \mathcal{S} = \mathcal{S} = \text{supp}(\nabla x^*) = \{i \cdot 2^{L-L_0} \mid i = 1, \ldots, s\} \).

Step 1: A Polar Bound for the Conic Mean Width

We begin with a well-known polarity argument, relating the conic mean width of an arbitrary convex function to the expected difference of a standard Gaussian random vector to its subdifferential:

**Proposition 4.1 ([ALMT14, Prop. 4.1])** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a convex function and let \( x^* \in \mathbb{R}^n \). Then, the subdifferential of \( f \) at \( x^* \), given by

\[
\partial f(x^*) := \{v \in \mathbb{R}^n \mid f(x) \geq f(x^*) + \langle v, x - x^* \rangle \text{ for all } x \in \mathbb{R}^n\},
\]

is well-defined. If \( \partial f(x^*) \) is non-empty, compact, and does not contain the origin, we have that

\[
\omega_n^2(D(f(x^*))) \leq \inf_{\tau > 0} \mathbb{E}_{\mathbf{g} \sim \mathcal{N}(0, I_n)} \left[ \inf_{v \in \partial f(x^*)} ||\mathbf{g} - \tau v||_2^2 \right],
\]

where \( \mathbf{g} \sim \mathcal{N}(0, I_n) \).

We point out that the bound of (4.2) can be loose in general. But in our case of interest, where \( f(\cdot) = ||\nabla(\cdot)||_1 \), it has recently been shown that (4.2) is tight up to an additive constant [ZXCL16]. This observation is particularly useful in conjunction with the following lemma, which provides an explicit expression for the subdifferential of \( ||\nabla(\cdot)||_1 \).

**Lemma 4.2 ([GKM20, Lem. 6.11])** We have that

\[
\partial||\nabla(\cdot)||_1(x^*) = \nabla^T \cdot \left( \text{sign}(\nabla x^*) + \{w \in \mathbb{R}^N \mid \text{supp}(w) \subset \mathcal{S}^c, ||w||_\infty \leq 1\} \right).
\]

In particular, \( \emptyset \neq \partial||\nabla(\cdot)||_1(x^*) \subset \nabla^T[-1,1]^N \) and \( 0 \notin \partial||\nabla(\cdot)||_1(x^*) \).
Since the extended gradient support $\mathcal{S}$ satisfies $\mathcal{S} \supset \mathcal{S}$ and $|\text{sign}(\nabla x^*)|_v = 0 \in [-1, 1]$ for all $v \in \mathcal{S} \setminus \mathcal{S}$, we observe that
\[
\mathcal{F} := \{ w \in \mathbb{R}^N \mid w_\mathcal{S} = |\text{sign}(\nabla x^*)|_\mathcal{S}, \|w_\mathcal{S}\|_\infty \leq 1 \} \subset \mathcal{F},
\]
and therefore $\nabla^T \mathcal{F} \subset \partial \|\nabla (\cdot)\|_1(x^*)$. A combination of this fact with Proposition 4.1 and Lemma 4.2 leads to the following bound for the conic mean width, which forms the basis for the proof of Theorem 2.10; note that the matrix $H \in \mathbb{R}^{n \times n}$ allows for an orthogonal change of variables, which will play a crucial role in the subsequent proof steps.

**Lemma 4.3** Let $H \in \mathbb{R}^{n \times n}$ be an orthogonal matrix. Then, we have
\[
\bar{w}_\mathcal{F}^2(D(\|\nabla (\cdot)\|_1, x^*)) \leq \inf_{\tau > 0} \mathbb{E}_g \left[ \inf_{w \in \mathcal{F}} \|g - \tau H\nabla^T w\|_2^2 \right],
\]
where $g \sim \mathcal{N}(0, I_n)$ and $\mathcal{F}$ is given by (4.3).

**Proof.** From Proposition 4.1, Lemma 4.2, and (4.3), it follows that
\[
\bar{w}_\mathcal{F}^2(D(\|\nabla (\cdot)\|_1, x^*)) \leq \inf_{\tau > 0} \mathbb{E}_g \left[ \inf_{w \in \mathcal{F}} \|g - \tau H\nabla^T w\|_2^2 \right]
\]
\[
= \inf_{\tau > 0} \mathbb{E}_g \left[ \inf_{w \in \mathcal{F}} \|g - \tau H\nabla^T w\|_2^2 \right]
\]
\[
\leq \inf_{\tau > 0} \mathbb{E}_g \left[ \inf_{w \in \mathcal{F}} \|g - \tau H\nabla^T w\|_2^2 \right]
\]
\[
= \inf_{\tau > 0} \mathbb{E}_g \left[ \inf_{w \in \mathcal{F}} \|g - \tau H\nabla^T w\|_2^2 \right]
\]
where we have used in the fourth line that $H$ is orthogonal, and in the last line that standard Gaussian random vectors are rotationally invariant.

**Step 2(a): Signal-Dependent Trees**

In order to continue with the simple polar bound (4.4) from Lemma 4.3, we need to handle a least-squares problem with box-constraint set $\mathcal{F}$. At first sight, this might seem less challenging than calculating the conic mean width explicitly, but unfortunately, the inner optimization problem on the right-hand side of (4.4),
\[
\inf_{w \in \mathcal{F}} \|g - \tau H\nabla^T w\|_2^2,
\]
has no closed-form solution ($g$ and $\tau$ are both fixed here). For the simplest choice $H = I_n$, it turns out that the variables in $w$ are strongly coupled by the action of $\nabla^T$, so that it is unclear how to explicitly construct a good approximate solution to (4.5). As already sketched in roadmap subsequent to Theorem 2.10, the key step of our proof is to design a matrix $H \in \mathbb{R}^{n \times n}$ that allows us to decouple these dependencies and thereby to derive a meaningful upper bound for (4.5).

Such a construction of $H$ requires some technical effort. The aim of the current substep is to arrange the extended gradient support set $\mathcal{S}$ according to a specific binary tree. The multi-level structure of the resulting tree then leads to the desired transform matrix $H$ in Step 2(b), which corresponds to a signal-dependent (non-dyadic) Haar wavelet basis.

First of all, we need several general definitions for our tree representation of $\mathcal{S}$. While the used notation might not be standard in the literature, it is consistent with the common terminology in graph theory.

**Definition 4.4** (Vertex) We call a tuple $(\ell, i) \in \{(k, j) \mid k \in \mathbb{N}, j \in [2^{k-1}]\}$ a vertex at level $\ell$, and $(1, 1)$ is referred to as the root vertex. If $(\ell, i)$ is a non-root vertex, we denote by
\[
p(\ell, i) := \begin{cases} (\ell - 1, \frac{i+1}{2}) & \text{if } i \text{ odd}, \\ (\ell - 1, \frac{i}{2}) & \text{if } i \text{ even}, \end{cases}
\]
the parent of \((\ell, i)\). Whenever \((k, j) = p(\ell, i)\) is well-defined, we call \(\ell\) (k, j) := (\ell, i) the left child of \((k, j)\) if \(i\) is odd and \(\ell\) (k, j) := (\ell, i) the right child of \((k, j)\) if \(i\) is even. As shorthand notation, we also define \(c(k, j) := \{\ell\) (k, j), \(\ell\) (k, j)\}. Finally, for \(\ell \in \mathbb{N}\), we denote the \(\ell\)-th level set by

\[N_\ell := \{(\ell, i) \mid i \in [2^{\ell - 1}]\} \]

From these definitions, it is clear that every parent and every left (right) child are also vertices. Every vertex has exactly one left (right) child and every non-root vertex has exactly one parent.

**Definition 4.5 (Binary tree)** We call a set of vertices \(\Lambda\) a binary tree (or simply a tree) if it contains the root vertex and \(p(\ell, i) \in \Lambda\) holds true for every non-root vertex \((\ell, i) \in \Lambda\). The depth of a tree \(\Lambda\) is defined as \(d(\Lambda) := \max\{\ell \mid (\ell, i) \in \Lambda\} \in \mathbb{N} \cup \{+\infty\}\), and by

\[\left[ (\ell, i) \right] := \{(k, j) \in \Lambda \mid (k, j) = (p \circ \cdots \circ p)(\ell, i) \text{ for some } d \in \mathbb{N}\}\]

we define the ancestors of a vertex \((\ell, i) \in \Lambda\).

We note that a tree \(\Lambda\) of depth \(L := d(\Lambda) < \infty\) always satisfies the inequality \(|\Lambda| \leq 2^L - 1\).

Next, we iteratively generate two signal-dependent trees \(\Lambda \subset \Lambda^\circ\) such that each vertex of \(\Lambda\) and \(\Lambda^\circ\) corresponds to (exactly) one element of \([N]\) and \(\mathcal{S}\), respectively. It is useful to bear in mind that the elements of the introduced subsets of \([N]\) correspond to faces of \(x^\circ\); see also Figure 2. The intuitive idea behind Iteration 4.7 below is a simple bipartition scheme: given a (consecutive) subset of faces \(S^{(\ell)} \subset [N]\) at level \(\ell\), bisect it at a pivot face \(p_i^{(\ell)} \in S^{(\ell)}\) and proceed recursively with the left and right section. The resulting pivot faces form the desired tree \(\Lambda\); see Figure 5 for an illustration by means of two examples.

**Example 4.6 (Dyadic signals I)** This construction is best understood in the special case of a dyadic signal \(x^\circ \in \mathbb{R}^n\) with \(n = 2^L\). Here, \(\Lambda\) is a perfect binary tree of depth \(d(\Lambda) = L\), which corresponds to the faces of \(x^\circ\). Furthermore, \(\Lambda^\circ \subset \Lambda\) is simply the (perfect) subtree of the first \(L_0 = \log_2 (s + 1)\) levels, corresponding to the gradient support \(\mathcal{S} = \mathcal{S};\) see Figure 5(a) for an illustration. In this case, the pivot faces of Iteration 4.7 can be explicitly represented by \(p_i^{(\ell)} = (i - 1) \cdot 2^{-\ell} + 2^{\ell-\ell}\) and we have that \(|S^{(\ell)}| = 2^{L-\ell+1} - 1\).

For arbitrary gradient-sparse signals, the balance of \(\Lambda\) reflects how well the jump discontinuities \(\mathcal{S}\) of \(x^\circ\) are separated: the more \(\mathcal{S}\) deviates from being equidistant, the less \(\Lambda\) is balanced; see Figure 5(b) for an example.

**Iteration 4.7 (Signal-dependent tree)** Let \(S^{(\ell)} := [N]\) denote the set of all faces of \(x^\circ\). We iteratively define for \(\ell = 1, 2, \ldots\) and \(i \in [2^{\ell - 1}]\) the following: If \(S^{(\ell)} \neq \emptyset\), then select the pivot face at vertex \((\ell, i)\) as

\[p_i^{(\ell)} := \begin{cases} \text{Median}(S^{(\ell)} \cap S), & \text{if } S^{(\ell)} \cap S \neq \emptyset, \\ \text{Median}(S^{(\ell)}), & \text{otherwise}. \end{cases}\]

In order to invoke the next iteration step, we set

\[S^{(k)} := \{v \in S^{(\ell)} \mid v < p_i^{(\ell)}\} \quad \text{if } (k, j) = \ell^{(\ell, i)}, \quad \text{and} \]

\[S^{(k)} := \{v \in S^{(\ell)} \mid v > p_i^{(\ell)}\} \quad \text{if } (k, j) = \ell^{(\ell, i)}. \]

The iteration ends at some level \(L \in \mathbb{N}\), if \(S^{(L+1)} = \emptyset\) for all \((L + 1, i) \in \lambda_{L+1}\). We finally define \(\Lambda := \{(\ell, i) \mid S^{(\ell)} \neq \emptyset\}\) and \(\Lambda^\circ := \{(\ell, i) \in \Lambda \mid p_i^{(\ell)} \in S\}\). In particular, \(\Lambda\) and \(\Lambda^\circ\) are binary trees with finite depths \(L := d(\Lambda)\) and \(L_0 = d(\Lambda^\circ)\), respectively.

\[\text{By Median}(\cdot) we denote the lower median of finite non-empty sets, i.e., if } M = \{v_1, \ldots, v_d\} \text{ with } v_1 < \cdots < v_d, \text{ then } \text{Median}(M) = v_{(d+1)/2}. \]
Figure 5: Examples of signal-dependent trees. Subfigure (a) and (b) illustrate the binary tree construction of Iteration 4.7 for two different signals $x^* \in \mathbb{R}^{16}$ with 3 and 4 jump discontinuities, respectively (note that we have $\mathcal{S} = \mathcal{S}$ in both cases). The first signal is dyadic (i.e., the jumps are equidistant), resulting in a perfect tree; see Example 4.6. At the bottom of each subfigure, we have visualized all subsets $\mathcal{S}_1^{(\ell)} \subset [N]$, while for the sake of clarity, we only show the set $Q_1^{(3)} \subset [n]$ as an example (see Definition 4.9). In fact, displaying every set $Q_1^{(\ell)}$ would be redundant because they are closely related to their counterparts $\mathcal{S}_1^{(\ell)}$; see Proposition 4.11(a).
We now show several important properties of the signal-dependent tree constructed in Iteration 4.7, most importantly, that $\Lambda$ and $\Lambda^{L_0}$ can be indeed identified with the faces $[N]$ and the gradient support $S$, respectively.

**Proposition 4.8** Let $\Lambda$ and $\Lambda^{L_0}$ be the trees constructed in Iteration 4.7. Then the following holds true:

(a) The map $p: \Lambda \to [N]$, $(\ell, i) \mapsto p_{i}^{(\ell)}$ is a bijection, i.e., every vertex of $\Lambda$ is mapped exactly one of the $N$ faces of $x^*$. Similarly, the restricted map $p|_{\Lambda^{L_0}}: \Lambda^{L_0} \to S$ is also a bijection.

(b) For every $(\ell, i) \in \Lambda$, we have that $|S_{i}^{(\ell)} \cap S| \leq \lfloor s/2^{\ell-1} \rfloor$.

(c) There exists $i \in [2^{L_0} - 1]$ such that $S_{i}^{(L_0)} \cap S \neq \emptyset$, but $S_{i}^{(L_0 + 1)} \cap S = \emptyset$ for all $i \in [2^{L_0}]$.

(d) For every $i \in [2^{L_0}]$, we have that $|S_{i}^{(L_0 + 1)}| \leq N - s$.

(e) Iteration 4.7 terminates after at most $\lceil \log_2(s + 1) \rceil + \lceil \log_2(n - s) \rceil$ steps.

**Proof.** (a) By construction, every element of $[N]$ is picked exactly once as pivot element. As the tree keeps record of all pivot elements, the claim follows directly.

(b) First, we note that $|S_{i}^{(1)} \cap S| = |S| = s$. Now, let $(\ell, i) \in \Lambda$ be such that $S_{i}^{(\ell)} \cap S \neq \emptyset$. Then $p_{i}^{(\ell)}$ is the median of $S_{i}^{(\ell)} \cap S$, and by construction, we have that $|S_{j}^{(k)} \cap S| \leq |S_{i}^{(\ell)} \cap S|/2$ for $(k, j) \in c(\ell, i)$. The claim now follows by induction.

(c) Towards a contradiction, assume that $S_{i}^{(L_0)} \cap S = \emptyset$ for all $i \in [2^{L_0} - 1]$. Then, $d(\Lambda^{L_0}) \leq L_0 - 1$, and by the definition of $L_0$, we obtain $|\Lambda^{L_0}| \leq 2^{L_0 - 1} - 1 < 2^{\log_2(s + 1) + 1} - 1 = s$. This contradicts the fact that $p|_{\Lambda^{L_0}}: \Lambda^{L_0} \to S$ is a bijection with $|\Lambda^{L_0}| = |S| = s$.

To see the second claim, we note that $|S_{i}^{(L_0 + 1)} \cap S| \leq \lfloor s/2^{\log_2(s + 1)} \rfloor < 1$ due to (b), implying that the set is empty for every $i \in [2^{L_0}]$.

(d) Since $S_{i}^{(L_0 + 1)} \cap S = \emptyset$ due to (c), we have $S_{i}^{(L_0 + 1)} \cup S \subset [N]$ and therefore $|S_{i}^{(L_0 + 1)}| + |S| \leq N$, which yields the claim.

(e) From (d), we have an upper bound for $|S_{i}^{(L_0 + 1)}|$. The claim now follows from the fact that we partition these sets along their median; cf. (b).

To simplify the presentation of the subsequent proof steps, we introduce further notation that is related to the above tree construction. The following definition makes precise what is meant by neighboring faces, namely the closest previously selected pivot faces. Based on that, we define specific subsets of nodes, denoted by $Q_{i}^{(\ell)} \subset [n]$. As we will see later in Proposition 4.11(a), each $Q_{i}^{(\ell)}$ can be seen as the nodal counterpart of $S_{i}^{(\ell)} \subset [N]$; see again Figure 5 for an illustration.

**Definition 4.9** Using the notation of Iteration 4.7, we define the (left and right) neighbor faces at vertex $(\ell, i) \in \Lambda$ by

$$
\overleftarrow{p}_{i}^{(\ell)} := \max \left( \{ p_{j}^{(k)} | (k, j) \in [(\ell, i)], p_{j}^{(k)} < p_{i}^{(\ell)} \} \cup \{ 0 \} \right), \quad \text{and}
$$

$$
\overrightarrow{p}_{i}^{(\ell)} := \min \left( \{ p_{j}^{(k)} | (k, j) \in [(\ell, i)], p_{j}^{(k)} > p_{i}^{(\ell)} \} \cup \{ n \} \right). \quad (4.6)
$$

We denote by $Q_{i}^{(\ell)} \subset [n]$ the nodes that are enclosed by $\overleftarrow{p}_{i}^{(\ell)}$ and $\overrightarrow{p}_{i}^{(\ell)}$, i.e.,

$$Q_{i}^{(\ell)} := \{ \overleftarrow{p}_{i}^{(\ell)} + 1, \ldots, \overrightarrow{p}_{i}^{(\ell)} \} \neq \emptyset.$$

Moreover, by splitting $Q_{i}^{(\ell)}$ at the pivot face $p_{i}^{(\ell)}$, we define the subsets

$$Q_{i}^{(\ell)} := \{ p_{i}^{(\ell)} + 1, \ldots, p_{i}^{(\ell)} \} \neq \emptyset.$$
and
\[ \overline{Q}_{i}^{(f)} := \{ p_{i}^{(f)} + 1, \ldots, \overline{p}_{i}^{(f)} \} \neq \emptyset, \]
so that \( Q_{i}^{(f)} = \overline{Q}_{i}^{(f)} \cup \overline{Q}_{i}^{(f)} \) for \((\ell, i) \in \Lambda\).

**Example 4.10** (Dyadic signals II) In the special case of a dyadic signal, the quantities of Definition 4.9 can again be explicitly determined. The left and right neighbor faces are given by \( \overline{p}_{i}^{(f)} = (i - 1) \cdot 2^{L-\ell+1} \) and \( \overline{p}_{i}^{(f)} = i \cdot 2^{L-\ell+1} \). Furthermore, we have that \( |\overline{Q}_{i}^{(f)}| = |\overline{Q}_{i}^{(f)}| = 2^{L-\ell}. \)

The following proposition relates \( Q_{i}^{(f)} \subset [n] \) to \( S_{i}^{(f)} \subset [N] \) and states several cardinality relationships. In particular, it reveals that the children sets \( \overline{Q}_{i}^{(f)} \) and \( \overline{Q}_{i}^{(f)} \) are consistent with the recursive tree construction of Iteration 4.7.

**Proposition 4.11** Let \( \Lambda \) be the tree constructed in Iteration 4.7. Then the following holds true:

(a) We have that \( S_{i}^{(f)} = \{ \overline{p}_{i}^{(f)} + 1, \ldots, \overline{p}_{i}^{(f)} - 1 \} = Q_{i}^{(f)} \setminus \{ \overline{Q}_{i}^{(f)} \} \). In particular, the following cardinality relationships hold true:
\[
|S_{i}^{(f)}| + 1 = |Q_{i}^{(f)}| = |\overline{Q}_{i}^{(f)}| + |\overline{Q}_{i}^{(f)}|,
\]
\[
|S_{i}^{(f)}| + 1 = |\overline{Q}_{i}^{(f)}| \quad \text{if } (k, j) = \mathcal{C}(\ell, i),
\]
\[
|S_{i}^{(f)}| + 1 = |\overline{Q}_{i}^{(f)}| \quad \text{if } (k, j) = \mathcal{C}(\ell, i).
\]
Moreover, if \((k, j) = \mathcal{C}(\ell, i) \) and \( S_{i}^{(k)} \cap S = \emptyset \), we have
\[
\frac{1}{2} |\overline{Q}_{i}^{(f)}| - 1 \leq |\overline{Q}_{i}^{(k)}| - |\overline{Q}_{i}^{(k)}| \leq \frac{1}{2} |\overline{Q}_{i}^{(f)}| + 1.
\]

An analogous statement holds true if \((k, j) = \mathcal{C}(\ell, i)\).

(b) Let \((\ell, i), (k, j) \in \Lambda \) be such that \((\ell, i) \neq (k, j) \) and \( k \leq \ell \). Then exactly one of the following statements holds true: either (i) \( Q_{i}^{(f)} \cap Q_{j}^{(f)} = \emptyset \), or (ii) \( Q_{i}^{(f)} \subset \overline{Q}_{j}^{(k)} \), or (iii) \( Q_{i}^{(f)} \subset \overline{Q}_{j}^{(k)} \).

**Proof.** (a) The relation \( S_{i}^{(f)} = \{ \overline{p}_{i}^{(f)} + 1, \ldots, \overline{p}_{i}^{(f)} - 1 \} \) is easily shown by an induction, making use of the fact that \( S_{i}^{(f)} \) does not contain any other pivot element than \( p_{i}^{(f)} \) which was selected in the \( \ell \)-th iteration. The cardinality relationships are consequences of this representation of \( S_{i}^{(f)} \). The estimate of (4.7) follows from
\[
|\overline{Q}_{i}^{(k)}| + |\overline{Q}_{j}^{(k)}| = |Q_{i}^{(f)}| = |S_{i}^{(f)}| + 1 = |\overline{Q}_{i}^{(f)}|
\]
and that \( |\overline{Q}_{i}^{(k)}| - |\overline{Q}_{j}^{(k)}| \leq 1 \), which is in turn due to
\[
p_{j}^{(k)} = \text{Median} \left( S_{j}^{(k)} \right) = \text{Median} \left( \{ \overline{p}_{j}^{(k)} + 1, \ldots, \overline{p}_{j}^{(k)} - 1 \} \right).
\]
(b) First, we assume that \( p_{i}^{(f)} < p_{j}^{(k)} \). Let us now consider the case that \((k, j) \notin \mathcal{C}(\ell, i)\): Then, the set of common ancestors of the vertices \((\ell, i) \) and \((k, j) \) is given by \( \mathcal{C} := \mathcal{C}(\ell, i) \cap \mathcal{C}(k, j) \) and let \( (\ell', i') := \text{argmax}(\ell, i) \) be the last common ancestor of these vertices. Using this notation, we observe that
\[
\overline{p}_{i}^{(f)} \leq \overline{p}_{i}^{(f)} \leq p_{j}^{(k)} < p_{j}^{(k)} + 1,
\]
which implies the claim of (i). If \((k, j) \in \mathcal{C}(\ell, i)\), it follows from (4.6) that \( \overline{p}_{i}^{(f)} > \overline{p}_{i}^{(k)} \) and \( \overline{p}_{i}^{(f)} \leq p_{j}^{(k)} \). In particular, we have \( Q_{i}^{(f)} \subset \overline{Q}_{j}^{(k)} \) by definition, which implies the claim of (ii).
If $p_{i}^{(t)} > p_{j}^{(k)}$, the claims of (i) and (iii) follow by a similar line of argument, respectively. The claims of (i)–(iii) are obviously mutually exclusive.

**Step 2(b): Non-Dyadic Haar Matrix**

Based on the tree construction of the previous substep, we now design an orthogonal matrix $H \in \mathbb{R}^{n \times n}$ that has a favorable structure with regard to the box-constrained optimization problem in (4.5). For this purpose, we introduce the constants

$$d_{i}^{(t)} := \sqrt{\frac{n_{i}^{(t)} + n_{i}^{(t)}'}{n_{i}^{(t)} - n_{i}^{(t)'}}}, \quad \overrightarrow{d}_{i}^{(t)} := \frac{n_{i}^{(t)}}{n_{i}^{(t)} + n_{i}^{(t)'}}', \quad \overleftarrow{d}_{i}^{(t)} := \frac{n_{i}^{(t)}}{n_{i}^{(t)} + n_{i}^{(t)'}}'$$

for $(\ell, i) \in \Lambda$, where $n_{i}^{(t)} := |\mathcal{Q}_{i}^{(t)}| \geq 1$ and $n_{i}^{(t)}' := |\mathcal{Q}_{i}^{(t)'}| \geq 1$. In particular, note that $\overrightarrow{d}_{i}^{(t)}, \overleftarrow{d}_{i}^{(t)} \in (0, 1)$ and $\overrightarrow{d}_{i}^{(t)} + \overleftarrow{d}_{i}^{(t)} = 1$.

Moreover, we set $p((0,0)) = p_{0}^{(t)} := n$. Then, $p: \Lambda \cup \{(0,0)\} \to [n]$ is a bijection, and we may use $\Lambda \cup \{(0,0)\}$ as new indexing set for the rows of $H$, i.e., the $p_{i}^{(t)}$-th row of $H$ is denoted by $h_{i}^{(t)}$ for all $(\ell, i) \in \Lambda \cup \{(0,0)\}$.

The following construction of a non-dyadic Haar matrix is based on the work of Gupta et al. [GLWM10]. Of particular relevance to our problem setup is the fact that $H \nabla^{T}$ has only a few non-zero entries that are explicitly known. More specifically, we will exploit the tree-like structure of $H \nabla^{T}$ later in Step 3, in order to decouple the dependencies in (4.5) and thereby to iteratively construct an appropriate ansatz.

**Example 4.12** (Dyadic signals III) The current proof step simplifies considerably in the case of a dyadic signal. Indeed, the previously introduced constants are then given by $d_{i}^{(t)} = \sqrt{2^{L-1}+1}$ and $\overrightarrow{d}_{i}^{(t)} = \overleftarrow{d}_{i}^{(t)} = \frac{1}{2}$. In particular, the non-dyadic Haar matrix in Proposition 4.13 below becomes the standard Haar matrix. We refer to Figure 4 for a visualization of the tree structure induced by $H \nabla^{T}$ in the dyadic case.

**Proposition 4.13** Let $\Lambda$ be the signal-dependent tree constructed according to Iteration 4.7. Then, there exists an orthogonal matrix $H \in \mathbb{R}^{n \times n}$ that satisfies the following:

(a) We have that $h_{0}^{(t)} \nabla^{T} = 0^{T}$.

(b) For every $(\ell, i) \in \Lambda$, we have that

$$[h_{i}^{(t)} \nabla^{T}]_{p_{i}^{(t)}} = -d_{i}^{(t)}.$$  \hspace{1cm} (4.9)

Furthermore, if $\overrightarrow{p}_{i}^{(t)} > 0$, then

$$[h_{i}^{(t)} \nabla^{T}]_{\overrightarrow{p}_{i}^{(t)}} = d_{i}^{(t)} \overrightarrow{d}_{i}^{(t)},$$  \hspace{1cm} (4.10)

and if $\overleftarrow{p}_{i}^{(t)} < n$, then

$$[h_{i}^{(t)} \nabla^{T}]_{\overleftarrow{p}_{i}^{(t)}} = d_{i}^{(t)} \overleftarrow{d}_{i}^{(t)}.$$  \hspace{1cm} (4.11)

Finally, if $v \notin \{p_{i}^{(t)}, \overrightarrow{p}_{i}^{(t)}, \overleftarrow{p}_{i}^{(t)}\}$, we have that

$$[h_{i}^{(t)} \nabla^{T}]_{v} = 0.$$  

**Proof.** We define the row of $H$ according to the index set above. More precisely, let

$$h_{0}^{(t)} := \frac{1}{\sqrt{n}}1_{n},$$
and for \((\ell, i) \in \Lambda\), let
\[
[h_i^{(\ell)}]_v := d_i^{(\ell)}, \quad \begin{cases} 
+ \frac{\nu}{2} d_i^{(\ell)}, & \text{if } v \in \overline{Q}_i^{(\ell)}, \\
- \frac{\nu}{2} d_i^{(\ell)}, & \text{if } v \in \underline{Q}_i^{(\ell)}, \\
0, & \text{otherwise.}
\end{cases}
\]
(4.12)

The claim of (a) is obvious, since \(h_0^{(0)}\) is a constant vector. To prove the claims of (b), we note that \(h_i^{(\ell)'} \nabla^\top = (\nabla h_i^{(\ell)'} \nabla)\top\), i.e., the finite difference operator applied to the rows of \(H\). Recalling the definition of \(\overline{Q}_i^{(\ell)}\) and \(\underline{Q}_i^{(\ell)}\), it is not hard to see that the construction of (4.12) implies \(\text{supp}(h_i^{(\ell)} \nabla^\top) \subset \{p_i^{(\ell)}, \bar{p}_i^{(\ell)}, \underline{p}_i^{(\ell)}\}\). The jump discontinuity at \(p_i^{(\ell)}\) amounts to
\[
[h_i^{(\ell)} \nabla^\top]_{p_i^{(\ell)}} = d_i^{(\ell)} \cdot (- \overline{Q}_i^{(\ell)} - \underline{Q}_i^{(\ell)}) = -d_i^{(\ell)},
\]
which shows (4.9). The proof of (4.10) and (4.11) works similarly.

It remains to show that \(H\) is orthogonal. To this end, let \((\ell, i), (k, j) \in \Lambda\). If \((\ell, i) = (k, j)\), we have
\[
\langle h_i^{(\ell)}, h_j^{(k)} \rangle = (d_i^{(\ell)})^2 \cdot \left[ \frac{\overline{Q}_i^{(\ell)}}{\overline{Q}_i^{(\ell)}} (\overline{Q}_j^{(k)})^2 + \frac{\underline{Q}_i^{(\ell)}}{\underline{Q}_i^{(\ell)}} (\underline{Q}_j^{(k)})^2 \right] = 1.
\]
Finally, let \((\ell, i) \neq (k, j)\) and assume without loss of generality that \(k \leq \ell\). Then Proposition 4.11(b) yields that either \(\text{supp}(h_i^{(\ell)}) \cap \text{supp}(h_j^{(k)}) = \emptyset\), implying \(\langle h_i^{(\ell)}, h_j^{(k)} \rangle = 0\), or that \(\text{supp}(h_i^{(\ell)})\) is entirely contained in \(\overline{Q}_j^{(k)}\) or \(\underline{Q}_j^{(k)}\). Since \(h_j^{(k)}\) takes a constant value when restricted to each of these sets, we have that
\[
\langle h_i^{(\ell)}, h_j^{(k)} \rangle = c \cdot d_i^{(\ell)} \cdot \left( \frac{\overline{Q}_i^{(\ell)}}{\overline{Q}_i^{(\ell)}} - \frac{\underline{Q}_i^{(\ell)}}{\underline{Q}_i^{(\ell)}} \right) = 0,
\]
where \(c \in \mathbb{R}\) denotes the constant value that \(h_j^{(k)}\) takes on \(\overline{Q}_j^{(k)}\) or \(\underline{Q}_j^{(k)}\), respectively. In a very similar way, one can show that \(\|h_0^{(0)}\|_2 = 1\) and \(\langle h_i^{(\ell)}, h_0^{(0)} \rangle = 0\) for all \((\ell, i) \in \Lambda\).

**Step 3(a): Construction of a Dual Vector**

In this substep, let \(g \in \mathbb{R}^n\) and \(\tau > 0\) be fixed. Let us also recall the least-squares problem (4.5) with the box-constraint set \(\mathcal{F}\) defined in (4.3). Using the construction of \(H\) from Proposition 4.13 and the identification between \(\Lambda\) and \([N]\), we can now easily rephrase (4.5) as follows:
\[
\inf_{w \in \mathcal{F}} \|g - \tau H \nabla^\top w\|_2^2 = S_{p_i^{(0)}}^2 + \inf_{w \in \mathcal{F}} \sum_{(i,j) \in \Lambda} \left[ S_{p_i^{(0)}} - \tau d_i^{(\ell)} \left( \frac{\overline{Q}_i^{(\ell)}}{\overline{Q}_j^{(k)}} w_{p_i^{(\ell)}} + \frac{\underline{Q}_i^{(\ell)}}{\underline{Q}_j^{(k)}} w_{\overline{Q}_j^{(k)}} - w_{\underline{Q}_j^{(k)}} \right) \right]^2,
\]
(4.13)

where we have set \(w_{p_i} := w_n := 0\). Based on the formulation on the right-hand side, we now construct a feasible dual vector \(w \in \mathcal{F}\) (depending on \(g\) and \(\tau\)) by iterating over the pivot elements level by level \((\Lambda \cap \Lambda_1, \Lambda \cap \Lambda_2, \Lambda \cap \Lambda_3, \ldots)\). In this context, we will consider the subsets
\[
\Lambda^0 := \{(\ell, i) \in \Lambda \setminus \Lambda^0 \mid p^{-1}(\overline{Q}_i^{(\ell)}) \not\subset \Lambda^0 \text{ and } p^{-1}(\underline{Q}_i^{(\ell)}) \not\subset \Lambda^0\},
\]
\[
\Lambda^2 := \{(\ell, i) \in \Lambda \setminus \Lambda^0 \mid p^{-1}(\overline{Q}_i^{(\ell)}) \subset \Lambda^0 \text{ or } p^{-1}(\underline{Q}_i^{(\ell)}) \subset \Lambda^0\},
\]
so that \(\Lambda = \Lambda^0 \cup \Lambda^0 \cup \Lambda^2\) (the bijection \(p: \Lambda \to [N]\) was introduced in Proposition 4.8(a)). A schematic visualization of this decomposition is shown Figure 6. The cardinalities of these index sets can be controlled as follows:
Lemma 4.14 The following cardinality bounds hold true:

(i) \(|\Lambda^0| = s|

(ii) \(|\Lambda^\circ| \leq n - s|

(iii) \(|\Lambda\hat{\sigma}| \leq 4s\log_2(n - s)|

Proof. The bounds of (i) and (ii) follow directly from the construction of \(\Lambda^0\) and \(\Lambda^\circ\). It remains to verify (iii). To that end, we note that every pivot element \(p_{i}^{(\ell)}\) with \((\ell, i) \in \Lambda^L\) can only be the left neighbor of no more than one vertex per layer \(\ell_0 \geq L_0\); towards a contradiction, assume that \(p_{i}^{(\ell)}\) is the left neighbor of two vertices \((\ell_0, i_1), (\ell_0, i_2)\) in the same layer \(\ell_0 \geq L_0\). Then \(p_{i_1}^{(\ell_0)}\) and \(p_{i_2}^{(\ell_0)}\) are both larger than \(p_{i}^{(\ell)}\) and they have a common ancestor \((k, j) \neq (\ell, i)\) with \(p_{k}^{(\ell)} > p_{j}^{(\ell)}\). Assume without loss of generality that \(p_{i_1}^{(\ell_0)} < p_{i_2}^{(\ell_0)}\). Then \(p_{i_2}^{(\ell_0)} \leq p_{i_2}^{(\ell_0)}\), which is a contradiction.

With a similar argument, one can show that every pivot element \(p_{i}^{(\ell)}\) with \((\ell, i) \in \Lambda^L\) can only be the right neighbor of no more than one vertex per layer \(\ell_0 \geq L_0\).

Consequently, in each of the remaining layers, there can be at most \(s = |\Lambda^L|\) elements with left (right) neighbors in \(\Lambda^L\); note that \(L_0\)-th layer may also contain elements from \(\Lambda^\circ\). According to Proposition 4.8(e), the number of the remaining layers after \(\Lambda^L\) is bounded by \([\log_2(n - s)]\).

Therefore, we obtain

\[|\Lambda\hat{\sigma}| \leq 2s\left(\log_2(n - s) + 1\right) \leq 4s\log_2(n - s).\]

Example 4.15 (Dyadic signals IV) The previous proof reveals that for a dyadic signal, we can obtain the sharper bound \(|\Lambda\hat{\sigma}| \leq 2s\log_2(n/s)\), since there are only \(\log_2(n/(s + 1))\) layers remaining (see also Figure 6).

The specific form of (4.13) enables us to select the elements of \(\hat{w} \in \hat{\mathcal{F}}\) iteratively along the levels of \(\Lambda\). While the entries corresponding to \(\Lambda^L\) are fixed in advance by the sign pattern of \(\nabla x^s\), we need to make a case distinction between the sets \(\Lambda^\circ\) and \(\Lambda\hat{\sigma}\). In particular, for \((\ell, i) \in \Lambda^\circ\), we optimize the corresponding term in (4.13) over \(\hat{w}_{p_{i}^{(\ell)}}\), using that \(\hat{w}_{p_{j}^{(\ell)}}\) and \(\hat{w}_{p_{i}^{(\ell)}}\) were both already selected in previous iterations. In order to ensure feasibility of the resulting dual vector \(\hat{w}\), the search space for each variable \(\hat{w}_{p_{i}^{(\ell)}}\) needs to be slightly truncated in this procedure. This construction is made precise by the following proposition. The nested structure of the truncated intervals introduced below is visualized in Figure 7.

Proposition 4.16 Let \(g = (g_1, \ldots, g_n) \in \mathbb{R}^n\) and \(\tau > 0\) be fixed. For \((\ell, i) \in \Lambda^L\), set

\[\hat{w}_{p_{i}^{(\ell)}} := [\text{sign}(\nabla x^s)]_{p_{i}^{(\ell)}}.\]

Moreover, let \(\hat{w}_0 := \hat{w}_n := 0\). Then, the choice

\[\hat{w}_{p_{i}^{(\ell)}} := \begin{cases} \text{clip} \left( \frac{\tau}{d_{i}^{(\ell)}} \hat{w}_{p_{i}^{(\ell)}} + \frac{\tau}{d_{i}^{(\ell)}} \hat{w}_{p_{i}^{(\ell)}}; 1 - \sqrt{2L_0 - 1} \right), & \text{if } (\ell, i) \in \Lambda\hat{\sigma}, \\
\arg\min_{z \in [p_{i}^{(\ell)}]} \left( g_{p_{i}^{(\ell)}} - \tau d_{i}^{(\ell)} \left( \frac{d_{i}^{(\ell)}}{d_{i}^{(\ell)}} \hat{w}_{p_{i}^{(\ell)}} + \frac{d_{i}^{(\ell)}}{d_{i}^{(\ell)}} \hat{w}_{p_{i}^{(\ell)}} - z \right) \right)^2, & \text{if } (\ell, i) \in \Lambda^\circ, \end{cases} \]

Figure 6: Decomposition of a signal-dependent tree. The decomposition of the tree \(\Lambda\) into its subsets \(\Lambda^L \cup \Lambda^\circ \cup \Lambda\hat{\sigma}\) is visualized for the dyadic signal from Figure 5(a).
with
\[ I_i^{(t)} := \frac{-\gamma \sqrt{2^{l_0-t} - 1}}{\gamma \sqrt{2^{l_0-t} - 1}} + \left( \bar{d}_i^{(t)} \bar{w}_{\bar{p}_i^{(t)}} + \bar{\gamma}_i^{(t)} \bar{w}_{\bar{p}_i^{(t)}} \right) \]
and \( \gamma := \sqrt{2} - 1 \) is well-defined.\(^{10}\) In particular, we have that
\[ \bar{w}_{\bar{p}_i^{(t)}} \in \left[ -1 + \sqrt{2^{l_0-t}}, 1 - \sqrt{2^{l_0-t}} \right] \tag{4.14} \]
for all \((\ell, i) \in \Lambda^0 \cup \Lambda^2\), and therefore \( \bar{w} \in \mathcal{F} \).

Proof. Clearly, \( \bar{w}_{\bar{p}_i^{(t)}} \) is well-defined for \((\ell, i) \in \Lambda^{l_0}\). The second part of the claim follows by induction over \( \ell = L_0, \ldots, L \). Regarding the induction basis, we note that \( \Lambda_{L_0} \subset \Lambda^{l_0} \cup \Lambda^2 \), so that all values are well-defined and (4.14) clearly holds on \( \lambda_{L_0} \).

Now, let \( \ell \in \{L_0, \ldots, L-1\} \). For the induction hypothesis, assume that the entries of \( \bar{w} \) are well-defined on \( \lambda_k \) for all \( k = L_0, \ldots, \ell \) and that (4.14) holds true on these index sets. Then, \( \bar{w} \) is also well-defined on \( \lambda_{\ell+1} \), since all corresponding entries of \( \bar{w} \) do only depend on previously defined entries of \( \bar{w} \). Thus, it remains to show that (4.14) is satisfied, i.e., \( \bar{w}_{\bar{p}_i^{(\ell+1)}} \in B^{(\ell+1)} \) for all \((\ell+1, i) \in \lambda_{\ell+1}\). To see this, we assume without loss of generality that \((\ell+1, i) \in \Lambda^0\), since otherwise, the constraint (4.14) is fulfilled by definition. Note that \( B^{(k)} \) is a symmetric convex set for all \( k = L_0, \ldots, L \) and \( B^{(k_1)} \subset B^{(k_2)} \) for \( k_1 \leq k_2 \). Due to the induction hypothesis and \( \bar{d}_i^{(\ell+1)} + \bar{\gamma}_i^{(\ell+1)} = 1 \), we have that
\[ \bar{d}_i^{(\ell+1)} \bar{w}_{\bar{p}_i^{(\ell+1)}} + \bar{\gamma}_i^{(\ell+1)} \bar{w}_{\bar{p}_i^{(\ell+1)}} \in B^{(\ell)}. \]
Moreover,
\[ I_i^{(\ell+1)} + B^{(\ell)} = \left[ -1 + \sqrt{2^{l_0-\ell}}, 1 - \sqrt{2^{l_0-\ell}} \right] \]
and therefore, we have \( \bar{w}_{\bar{p}_i^{(\ell+1)}} \in I_i^{(\ell+1)} \subset I_i^{(\ell+1)} + B^{(\ell)} = B^{(\ell+1)} \). From this, \( \bar{w} \in \mathcal{F} \) follows immediately.

**Step 3(b): Bounding the Conic Mean Width**

In this step, we establish a general bound for the conic mean width \( \bar{w}_\Lambda(D(\|\nabla(\cdot)\|_1, x^*)) \) based on the estimate of Lemma 4.3. Here, the choice of \( \mathcal{H} \) follows the non-dyadic Haar wavelet transform from Proposition 4.13. In order to invoke the bound of Lemma 4.3, let \( \tau > 0 \) be fixed for now and let \( g \sim \mathcal{N}(0, L) \).

First, we proceed with the simplification of (4.13) and plug in the dual vector \( \bar{w} \in \mathcal{F} \) constructed in Proposition 4.16. This leads to the following bound for the right-hand side of (4.4):
\[ \mathbb{E} \left[ \inf_{w \in F} \| g - \tau H \nabla^T w \|_2^2 \right] \]
\[ = \mathbb{E} \left[ \mathbb{E}_g \left[ \sum_{(t,j) \in \Lambda} \left( g_{p_j^{(t)}} - \tau d_i^{(t)} (\bar{d}_i^{(t)} w_{\bar{p}_i^{(t)}} + \bar{\gamma}_i^{(t)} w_{\bar{p}_i^{(t)}}) \right)^2 \right] \right] \]
\[ \leq \mathbb{E} \left[ \sum_{(t,j) \in \Lambda} \left( g_{p_j^{(t)}} - \tau d_i^{(t)} (\bar{d}_i^{(t)} w_{\bar{p}_i^{(t)}} + \bar{\gamma}_i^{(t)} w_{\bar{p}_i^{(t)}}) \right)^2 \right] = 1 + \sum_{(t,j) \in \Lambda} c_t^{(t)}. \]

\(^{10}\)More precisely, the entries of \( \bar{w} \) are defined iteratively along the tree levels \( \Lambda \cap \lambda_1, \Lambda \cap \lambda_2, \Lambda \cap \lambda_3, \ldots \); in particular, \( \bar{w}_{\bar{p}_i^{(t)}} \) only depends on \( \bar{w}_{\bar{p}_i^{(t)}} \) and \( \bar{w}_{\bar{p}_i^{(t)}} \), which were both defined in previous layers.
Figure 7: The nested structure of the truncated intervals in Proposition 4.16 for $L_0 = 2$ and $\bar{s} = 3$. The vertical axis denotes the different vertices of $\Lambda$ where the first vertex in each layer is labeled explicitly. The inner (red) interval is $B^{(\ell)}$, the outer (blue) interval is $I^{(\ell+1)}$. The black bars in the first two layers correspond to the entries of the dual vector on $\Lambda^{L_0}$, which certainly belong to the full unit interval.

Before proceeding with individual estimates for the per-pivot errors $e^{(\ell)}_i$, we introduce the following balancing parameters: For $(\ell, i) \in \Lambda$, let

$$\beta^{(\ell)}_i := \frac{d^{(\ell)}_i}{c_\ell} \text{ with } c_\ell := \sqrt{\frac{2\ell+1}{n}},$$

and for any subset $K \subset \Lambda$, let

$$\beta^{(K)}_{\min} := \min_{(\ell, i) \in K} \beta^{(\ell)}_i \quad \text{and} \quad \beta^{(K)}_{\max} := \max_{(\ell, i) \in K} \beta^{(\ell)}_i.$$

Example 4.17 (Dyadic signals V) One can view $\beta^{(\ell)}_i$ as a measure for the balance of the subtree with root $(\ell, i)$. Indeed, in the case of a dyadic signal (corresponding to a perfect tree), we simply have that $\beta^{(\ell)}_i = 1$ for all $(\ell, i) \in \Lambda$. This follows immediately from the fact that $n = 2^L$ and $d^{(\ell)}_i = \sqrt{2\ell+1}$ (see Example 4.12). 

We now make a case distinction to estimate the per-pivot error terms:

**Case 1:** Let $(\ell, i) \in \Lambda^{L_0}$. Using that $\bar{w}_i^{(\ell)}$, $\bar{w}_i^{(\ell)}$, and $\bar{w}_i^{(\ell)}$ are completely determined by $\text{sign}(\nabla x^*)$, and therefore deterministic, we obtain the per-pivot error bound

$$e^{(\ell)}_i = \mathbb{E}_g \left[ \left( \frac{\ell_i^{(\ell)}}{d^{(\ell)}_i} \bar{w}_i^{(\ell)} + \frac{\ell_i^{(\ell)}}{d^{(\ell)}_i} \bar{w}_i^{(\ell)} - \bar{w}_i^{(\ell)} \right) \right]^2
\leq 1 + \frac{\tau d^{(\ell)}_i}{2}
\leq 1 + (2\tau \beta^{(\ell)}_i c_\ell)^2
\leq 1 + (2\tau \beta^{(\ell)}_i c_\ell)^2.$$
We now select a (probably suboptimal) value for $\tau$; cf. [Tro15, Eq. (2.15)].

where we have used that $\ell \leq L_0$ in the second last line and (*) is due to $\tilde{d}_i^{(f)} + \tilde{d}_i^{(o)} = 1$ and $\bar{\omega}_{p_i^{(f)}}, \bar{\omega}_{p_i^{(o)}}, \bar{\omega}_{p_i^{(o)}} \in [-1, 1]$.

**Case 2:** Let $(\ell, i) \in \Lambda^k$. We note that $\bar{\omega}_{p_i^{(f)}}$ and $\bar{\omega}_{p_i^{(o)}}$ are independent of $g_{p_i^{(f)}}$, due to the iterative construction of $\bar{\omega}$ from Proposition 4.16, and therefore, $\bar{\omega}_{p_i^{(f)}}$ is also independent of $g_{p_i^{(f)}}$. Using the definition of $\bar{\omega}_{p_i^{(f)}}$, we then obtain the following per-pivot error bound:

$$c_i^{(f)} = \mathbb{E}_g \left[ \left( g_{p_i^{(f)}} - \tau d_i^{(f)} \left( \tilde{d}_i^{(f)} \bar{\omega}_{p_i^{(f)}} + \tilde{d}_i^{(o)} \bar{\omega}_{p_i^{(o)}} - \bar{\omega}_{p_i^{(f)}} \right) \right)^2 \right]$$

$$= \mathbb{E}_g [g_{p_i^{(f)}}^2] - \mathbb{E}_g [g_{p_i^{(f)}}] \cdot \mathbb{E}_g \left[ \tau d_i^{(f)} \left( \tilde{d}_i^{(f)} \bar{\omega}_{p_i^{(f)}} + \tilde{d}_i^{(o)} \bar{\omega}_{p_i^{(o)}} - \bar{\omega}_{p_i^{(f)}} \right) \right]$$

$$+ \mathbb{E}_g \left[ \left( \tau d_i^{(f)} \left( \tilde{d}_i^{(f)} \bar{\omega}_{p_i^{(f)}} + \tilde{d}_i^{(o)} \bar{\omega}_{p_i^{(o)}} - \bar{\omega}_{p_i^{(f)}} \right) \right)^2 \right]$$

Prop. 4.16

$$\leq 1 + (\tau d_i^{(f)} \sqrt{2L_0 - \ell})^2$$

$$= 1 + (\tau \beta_{\max}^{(f)} c_{L_0} \sqrt{2L_0 - \ell})^2$$

$$\leq 1 + (\tau \beta_{\max}^{(f)} c_{L_0} \sqrt{2L_0 - \ell})^2.$$

**Case 3:** Let $(\ell, i) \in \Lambda^o$. Using the definition of $\bar{\omega}_{p_i^{(o)}}$, we obtain

$$c_i^{(o)} = \mathbb{E}_g \left[ \left( g_{p_i^{(o)}} - \gamma \tau d_i^{(o)} \left( \tilde{d}_i^{(f)} \bar{\omega}_{p_i^{(o)}} + \tilde{d}_i^{(o)} \bar{\omega}_{p_i^{(o)}} - \bar{\omega}_{p_i^{(o)}} \right) \right)^2 \right]$$

Prop. 4.16

$$\leq \mathbb{E}_g \left[ \left( g_{p_i^{(o)}} - \gamma \tau d_i^{(o)} \sqrt{2L_0 - \ell} \right)^2 \right]$$

$$\leq 2 \exp \left( - \frac{1}{2} (\gamma \tau d_i^{(o)} \sqrt{2L_0 - \ell})^2 \right)$$

$$= 2 \exp \left( - \frac{1}{2} (\gamma \tau \beta_{\min}^{(o)} c_{L_0})^2 \right)$$

$$\leq 2 \exp \left( - \frac{1}{2} (\gamma \tau \beta_{\min}^{(o)} c_{L_0})^2 \right),$$

where the third line follows from the standard bound $\mathbb{E}_g \sim \mathcal{N}(0,1) \left[ \left| s \right| - t \right] \leq 2e^{-t^2/2}$ for all $t > 0$; cf. [Tro15, Eq. (2.15)].

By summing up the above per-pivot error bounds, we obtain

$$\sum_{(\ell, i) \in \Lambda^k} c_i^{(f)} \leq |\Lambda^k| + (2\tau \beta_{\max}^{(f)} c_{L_0})^2 |\Lambda^k|,$$

$$\sum_{(\ell, i) \in \Lambda^o} c_i^{(o)} \leq |\Lambda^o| + (\tau \beta_{\max}^{(o)} c_{L_0})^2 |\Lambda^o|,$$

$$\sum_{(\ell, i) \in \Lambda^o} c_i^{(f)} \leq |\Lambda^o| \cdot 2 \exp \left( - \frac{1}{2} (\gamma \tau \beta_{\min}^{(o)} c_{L_0})^2 \right).$$

(4.16)

We now select a (probably suboptimal) value for $\tau > 0$ to apply the bound for the conic mean width from Lemma 4.3. More specifically, we set $\tau = (\gamma \beta_{\min}^{(o)} c_{L_0})^{-1} \sqrt{2\log(n/\delta)}$, in order to
compensate for the dominating cardinality of $\Lambda^\circ$. This leads to

$$
\begin{align*}
  w_\Lambda^2(D(\|\nabla(\cdot)\|_1, x^*)) & \leq \inf_{\tau > 0} \mathbb{E}_g \inf_{w \in F} \| g - \tau H \nabla^T w \|_2^2 \\
  & \leq \mathbb{E}_g \| g - \tau H \nabla^T \bar{w} \|_2^2 \\
  & \leq \sum_{(\ell, i) \in \Lambda} e_\ell^i \\
  & \leq 1 + \sum_{(\ell, i) \in \Lambda} e_\ell^i \\
  & \leq 1 + |\Lambda^L_0| + |\Lambda^2| + \gamma \beta_{\min}(\Lambda^\circ)^2 + 4 |\Lambda^L_0| (\beta_{\max}(\Lambda^\circ))^2 + \frac{2 \gamma}{\gamma \beta_{\min}(\Lambda^\circ)} |\Lambda^L_0| \log(\frac{\bar{w}}{\gamma^\beta_{\min}(\Lambda^\circ)^2}) + 2 |\Lambda^\circ| \cdot \frac{\bar{w}}{n}. \quad (4.17)
\end{align*}
$$

Together with the cardinality bounds from Lemma 4.14 and $\log_2(\cdot) \leq \frac{3}{2} \log(\cdot)$, we finally obtain

$$
\begin{align*}
  w_\Lambda^2(D(\|\nabla(\cdot)\|_1, x^*)) & \leq 1 + \bar{s} + 4s \log_2(n-s) + 8 \frac{\beta_{\max}(\Lambda^\circ)}{\gamma \beta_{\min}(\Lambda^\circ)} \log(\bar{s}^2) + 8 \frac{\beta_{\max}(\Lambda^\circ)}{\gamma \beta_{\min}(\Lambda^\circ)} \log(\frac{s}{\gamma^2}) + 2 \cdot \frac{s(n-s)}{n} \\
  & \leq 1 + 3\bar{s} + \left[ 6 + 8 \frac{\beta_{\max}(\Lambda^\circ)}{\gamma \beta_{\min}(\Lambda^\circ)} \right] \log(n) + 12 \frac{\beta_{\max}(\Lambda^\circ)}{\gamma \beta_{\min}(\Lambda^\circ)} \log^2(n). \quad (4.18)
\end{align*}
$$

Example 4.18 (Dyadic signals VI) In the case of a dyadic signal, the previous computations simplify again. Here, we directly obtain that $e_\ell^i \leq 1 + 8\tau^2(s+1)/n$ for every $(\ell, i) \in \Lambda^L_0 \cup \Lambda^2$ and $e_\ell^i \leq 2 \exp(-\gamma \tau^2(s+1)/n)$ for $(\ell, i) \in \Lambda^\circ$. Summing up the per-piv-er error as in (4.16) (recall that $|\Lambda^2| \leq 2s \log_2(n/s)$) and choosing $\tau = \gamma^{-1} \sqrt{\frac{n}{s+1}} \log(n/(s+1))$ results in the overall bound

$$
\begin{align*}
  w_\Lambda^2(D(\|\nabla(\cdot)\|_1, x^*)) & \leq s \log^2(\frac{n}{s}).
\end{align*}
$$

Hence, the proof is already complete for dyadic signals. In fact, we have also obtained a slightly improved bound, due to the fact that $|\Lambda^2|$ is better controlled for perfect binary trees. \hfill \Diamond

Step 4: Controlling the Balancing Parameters

It remains to control the three balancing parameters $\beta_{\max}(\Lambda^L_0)$, $\beta_{\max}(\Lambda^\circ)$, and $\beta_{\min}(\Lambda^\circ)$ in (4.18). For this purpose, we need to make the choice of the extended gradient support $\tilde{S} \supset S$ explicit. The basic idea behind our construction is to select $\tilde{S}$ in such a way that the resulting tree $\Lambda$ becomes as “balanced” as possible and $\Lambda^L_0$ becomes a perfect binary tree. Unfortunately, this construction turns out to be quite technical and is therefore divided into the substeps (a)–(d) below.

Before presenting the details, let us provide a short overview of our strategy: Intuitively, one can think of the actual gradient support $S \subset [N]$ as a partition of $[n]$ into $s+1$ elements. Our goal is now to refine $S$ by adding more (“ghost”) elements such that the resulting partition $\tilde{S}$ becomes almost equidistant (but may contain more elements than $S$). Importantly, such a refinement can be achieved with $\bar{s} = \bar{s}/\Lambda$ elements; see substep (a). In fact, the precise choice of $\tilde{S}$ relies on the $\Lambda$-separation property of $x^*$ in conjunction with a real-valued auxiliary grid $S \subset \mathbb{R}$, introduced in substep (b); this grid forms an equidistant partition of the interval $(0, n)$ and is used in substep (c) to specify those (rounded) grid elements that need to be added to $\tilde{S}$. The almost-equidistance property of the resulting set $\tilde{S}$ is then verified in substep (d). Finally, we relate the pairwise
defines an equidistant grid on the interval $(n_i^{(f)})$ and $n_i^{(f)}$ defined at the beginning of Step 2(b); see (4.23). This allows us to show that $2^\beta_{(t)} \lesssim 1$ in substep (e), as well as $\beta_{(t)} \lesssim 1$ and $\beta_{(t)} \gtrsim 1$ in substep (f).

We now elaborate all these substeps in detail:

(a) We intend to design an extended support set $\hat{S} := \{\xi_1, \ldots, \xi_s\} \subset [N]$ with $\xi_1 < \cdots < \xi_s$ and such that
\[
\hat{s} := 2^{\lceil \log_2 \left( \frac{s}{\Delta} \right) \rceil} - 1.
\]
First, we observe that the actual gradient-sparsity $s$ can be controlled in terms of $\hat{s}$ and the separation constant $\Delta$:
\[
s + 1 \geq 2^{\log_2 \left( \frac{s + 1}{\Delta} \right)} = \frac{s + 1}{\Delta}, \tag{4.19}
\]
and
\[
\hat{s} + 1 = 2^{\lceil \log_2 (\frac{s + 1}{\Delta}) \rceil} \leq 2^{\log_2 (2 \frac{s + 1}{\Delta})} = 2 \cdot \frac{s + 1}{\Delta} \leq \frac{4s}{\Delta}. \tag{4.20}
\]

(b) In order to make the choice of $\xi_1, \ldots, \xi_s$ explicit, we introduce equidistant auxiliary points
\[
\tilde{\xi}_i := i \cdot \frac{n}{\hat{s} + 1}, \quad i = 1, \ldots, \hat{s},
\]
and we set $\hat{S} := \{\tilde{\xi}_1, \ldots, \tilde{\xi}_s\} \subset \mathbb{R}$; note that these auxiliary points are not necessarily integers. Moreover, let $v_1, \ldots, v_s \in [N]$ denote the $s$ elements of the gradient support, i.e., $\hat{S} = \{v_1, \ldots, v_s\}$.

Then, for every $j \in [s]$, we select\(^{11}\)
\[
i_j \in \arg \min_{i \in [s]} |v_j - \tilde{\xi}_i|.
\]
In other words, $\tilde{\xi}_{i_j}$ is the element in $\hat{S}$ that is the closest to the jump discontinuity $v_j$. Since $\hat{S}$ defines an equidistant grid on the interval $(0, n)$, it is not hard to see that
\[
|v_j - \tilde{\xi}_i| \leq \frac{1}{2} \cdot \frac{n}{\hat{s} + 1}, \quad j = 1, \ldots, s, \tag{4.21}
\]
where we have also used the $\Delta$-separation of $x^*$ to conclude that $v_j$ cannot be too close to the boundary points $\tilde{\xi}_0 := 0$ and $\tilde{\xi}_{s+1} := n$:
\[
|v_j - 0| \geq \Delta \cdot \frac{n}{\hat{s} + 1} \geq \frac{n}{\hat{s} + 1} \geq \frac{1}{2} \cdot \frac{n}{\hat{s} + 1},
\]
\[
|v_j - n| \geq \Delta \cdot \frac{n}{\hat{s} + 1} \geq \frac{n}{\hat{s} + 1} \geq \frac{1}{2} \cdot \frac{n}{\hat{s} + 1}.
\]

(c) Introducing the index set $\mathcal{I} := \{i_1, \ldots, i_s\} \subset [s]$, we observe that $|\mathcal{I}| = s$, so that $j \mapsto i_j$ is a bijection between $[s]$ and $\mathcal{I}$. In other words, none of the elements in $\hat{S}$ gets selected for more than one element of $\mathcal{S}$; indeed, this claim is again a consequence of the $\Delta$-separation of $x^*$: if $i_j = i_{j'}$ for some $j, j' \in [s]$, we would have
\[
|v_j - v_{j'}| \leq |v_j - \tilde{\xi}_{i_j}| + |\tilde{\xi}_{i_j} - v_{j'}| \leq \frac{n}{\hat{s} + 1} \leq \frac{\Delta}{\hat{s} + 1} \cdot \frac{n}{\hat{s} + 1}.
\]

The above construction of the auxiliary points $\hat{S}$ implies that equality can only hold if $j = j'$, and in any other case, we would have a contradiction to (2.3).

\(^{11}\)If the choice of $i_j$ is not unique, which is the case when $v_j$ is exactly the midpoint of $\tilde{\xi}_i$ and $\tilde{\xi}_{i+1}$ for some $i \in [\hat{s} - 1]$, we make the convention $i_j := i$. 
Consequently, the following extended gradient support set is well-defined and satisfies $|\mathcal{S}| = s$:

$$
\mathcal{S} = \{\xi_1, \ldots, \xi_s\} := \mathcal{S} \cup \{\frac{\xi}{\|\xi\|} \mid i \in \mathcal{I}^c = [s] \setminus \mathcal{I}\} \subset [N].
$$

Note that $\frac{\xi}{\|\xi\|} \not\in \mathcal{S}$ for $i \in \mathcal{I}^c$ is due to (4.21) and $n/(s+1) \geq \Delta n/(4s) > 1$, where the latter is a consequence of (4.20) and the assumption $\Delta \geq 8s/n$ of Theorem 2.10. In particular, we have that

$$
|\xi_i - \xi_j| \leq \frac{1}{2} \cdot \frac{n}{s+1}, \quad i = 1, \ldots, s,
$$

where the case $i \in \mathcal{I}$ is due to (4.21) and the case $i \in \mathcal{I}^c$ is due to rounding. Moreover, recall that the elements of $\mathcal{S}$ are ordered, i.e., $\xi_1 < \cdots < \xi_s$.

(d) We now aim to control the pairwise distance between the elements of $\mathcal{S}$. Let $i, j \in [s]$. If $i \neq j$, then we have the following upper bound:

$$
|\xi_i - \xi_j| \leq |\xi_i - \xi_j| + |\xi_j - \xi_i| + |\xi_i - \xi_j| \leq \frac{1}{2} \cdot \frac{n}{s+1} + |i - j| \cdot \frac{n}{s+1} + \frac{1}{2} \cdot \frac{n}{s+1} = (|i - j| + 1) \cdot \frac{n}{s+1} \leq 2 |i - j| \cdot \frac{n}{s+1}.
$$

For $|i - j| \geq 2$, we have the following lower bound:

$$
|\xi_i - \xi_j| \geq |\xi_i - \xi_j| - |\xi_i - \xi_j| - |\xi_j - \xi_j| \geq |i - j| \cdot \frac{n}{s+1} - \frac{1}{2} \cdot \frac{n}{s+1} - \frac{1}{2} \cdot \frac{n}{s+1} = (|i - j| - 1) \cdot \frac{n}{s+1} \geq \frac{1}{2} |i - j| \cdot \frac{n}{s+1}.
$$

For $|i - j| = 1$, we make a case distinction to obtain a similar lower bound: if $\xi_i, \xi_j \in \mathcal{S}$, then the $\Delta$-separation of $x^*$ implies that

$$
|\xi_i - \xi_j| \geq \Delta \cdot \frac{n}{s+1} \geq \frac{n}{s+1} > \frac{1}{2} |i - j| \cdot \frac{n}{s+1}.
$$

If $\xi_i \in \mathcal{S}$ and $\xi_j = \frac{\xi}{\|\xi\|}$ for some $j \in \mathcal{I}^c$, then

$$
|\xi_i - \xi_j| \geq |\xi_i - \xi_j| - |\xi_j - \xi_j| \geq \frac{1}{2} \cdot \frac{n}{s+1} - \frac{1}{2} \geq \frac{1}{4} |i - j| \cdot \frac{n}{s+1},
$$

where the last line is due to $n/(s+1) \geq \Delta n/(4s) \geq 2$. Finally, if $\xi_i = \frac{\xi}{\|\xi\|}$ and $\xi_j = \frac{\xi}{\|\xi\|}$ for some $i, j \in \mathcal{I}^c$, we have that

$$
|\xi_i - \xi_j| \geq |\xi_i - \xi_j| - |\xi_j - \xi_j| \geq \frac{n}{s+1} - 1 \geq \frac{1}{2} |i - j| \cdot \frac{n}{s+1},
$$

where the last line is again due to $n/(s+1) \geq 2$ and $|i - j| = 1$. 


Finally, we define the auxiliary boundary points \( \xi_0 := 0 \) and \( \xi_{s+1} := n \), and it is not hard to see that the above estimates remain valid if \( i, j \in \{0, 1, \ldots, s+1\} \). Hence, in total, we obtain an approximate isometry between the sets \( \{0, 1, \ldots, s+1\} \) and \( \{\xi_0, \xi_1, \ldots, \xi_{s+1}\} \):

\[
\frac{1}{4} |i - j| \cdot \frac{n}{s+1} \leq |\xi_i - \xi_j| \leq 2 |i - j| \cdot \frac{n}{s+1}, \quad i, j = 0, 1, \ldots, s+1. \tag{4.22}
\]

Note that this relationship can be seen as a relaxation of an equidistant gradient support.

(e) Let us recall the tree-related notation from Iteration 4.7 and Definition 4.9 as well as the basic properties from Proposition 4.8 and Proposition 4.11. Since \(|S| = s = 2^L - 1\), the resulting binary tree \( \Lambda^{L_0} = p^{-1}(S) = p^{-1}((\xi_1, \ldots, \xi_s) \}) \) is perfect and its depth satisfies

\[
L_0 = \log_2(s + 1) = \left\lceil \log_2\left(\frac{s+1}{2^{L_0}}\right) \right\rceil.
\]

Now, we aim to control the parameters \( d_i^{(L)} \) defined in (4.8) at the beginning of Step 2(b). For this purpose, let \((\ell, i) \in \Lambda^{L_0}\) and let \( \xi, \xi' \in \{0, 1, \ldots, s+1\} \) be such that \( \xi = p_i^{(L_0)} \in S \), \( \xi' = p_i^{(L_0)} \in S \cup \{\xi_0\} \), and \( \xi' = p_i^{(L_0)} \in S \cup \{\xi_{s+1}\} \). Then, we observe that

\[
\begin{align*}
\xi_i^{(L_0)} &= |\xi_i^{(L_0)}| = |p_i^{(L_0)} - p_i^{(L_0)}| = |\xi - \xi|, \\
\xi_i^{(L_0)} &= |\xi_i^{(L_0)}| = |p_i^{(L_0)} - p_i^{(L_0)}| = |\xi - \xi|.
\end{align*}
\]

These expressions can be controlled by the approximate isometry relation (4.22) as follows:

\[
\begin{align*}
\frac{1}{4} |r - \xi| \cdot \frac{n}{s+1} &\leq \xi_i^{(L_0)} \leq 2 |r - \xi| \cdot \frac{n}{s+1}, \\
\frac{1}{4} |r - \xi'| \cdot \frac{n}{s+1} &\leq \xi_i^{(L_0)} \leq 2 |r - \xi'| \cdot \frac{n}{s+1}.
\end{align*}
\]

Since \( \Lambda^{L_0} \) is perfect and \( \xi_0 < \xi_1 < \cdots < \xi_{s+1} \), it is not hard to see (yet crucial) that

\[
|r - \xi| = |r - \xi'| = 2^{L_0-\ell},
\]

and therefore

\[
|r - \xi| \cdot \frac{n}{s+1} = |r - \xi'| \cdot \frac{n}{s+1} = 2^{L_0-\ell} \cdot \frac{n}{2^{L_0}} = \frac{n}{2^\ell}.
\]

In total, we obtain

\[
\frac{1}{4} \cdot \frac{n}{2^\ell} \leq \xi_i^{(L_0)} \leq \frac{2}{2^\ell}, \quad 2^{L_0-\ell} \cdot \frac{n}{2^{L_0}} = \frac{n}{2^\ell}, \tag{4.23}
\]

which particularly implies that

\[
d_i^{(L)} = \sqrt{\xi_i^{(L_0)} + \xi_i^{(L_0)}} = \sqrt{\frac{1}{\xi_i^{(L_0)}} + \frac{1}{\xi_i^{(L_0)}}} \leq \sqrt{\frac{2}{n}},
\]

This allows us to bound the balancing parameter \( \beta_{\text{max}}^{(L_0)} \) as follows:

\[
\beta_{\text{max}}^{(L_0)} = \max_{(\ell, i) \in \Lambda^{L_0}} \beta_i^{(L)} = \max_{(\ell, i) \in \Lambda^{L_0}} \frac{d_i^{(L)}}{c_{\ell}} \leq \sqrt{\frac{2}{n}} \cdot \sqrt{\frac{n}{2^{L+1}}} = 2. \tag{4.24}
\]

(f) For \( 1 \leq \ell \leq L \), we set

\[
n_{\text{min}}^{(\ell)} := \min_{i \in [2^{\ell-1}], \ S_i^{(\ell)} \neq \emptyset} \left( \min\{\xi_i^{(L_0)}, \xi_i^{(L_0)}\} \right) \quad \text{and} \quad n_{\text{max}}^{(\ell)} := \max_{i \in [2^{\ell-1}], \ S_i^{(\ell)} \neq \emptyset} \left( \max\{\xi_i^{(L_0)}, \xi_i^{(L_0)}\} \right).
\]
According to (4.23), we know that
\[
\frac{1}{4} \cdot \frac{n}{2^{L_0}} \leq n^{(L_0)}_{\text{min}} \leq n^{(L_0)}_{\text{max}} \leq 2 \cdot \frac{n}{2^{L_0}}.
\] (4.25)

Now let \( L_0 < \ell \leq L \). The bound (4.7) from Proposition 4.11(a) implies that
\[
\frac{n^{(\ell-1)}_{\text{min}} - 1}{2} \leq n^{(\ell)}_{\text{min}} \leq n^{(\ell)}_{\text{max}} \leq \frac{n^{(\ell-1)}_{\text{max}} + 1}{2}.
\]

A straightforward induction argument then yields
\[
\frac{n^{(L_0)}_{\text{min}} - 2^{\ell-L_0} + 1}{2^{\ell-L_0}} \leq n^{(\ell)}_{\text{min}} \leq n^{(\ell)}_{\text{max}} \leq \frac{n^{(L_0)}_{\text{max}} + 2^{\ell-L_0} - 1}{2^{\ell-L_0}},
\]
and together with (4.25), we have that
\[
\frac{1}{4} \cdot \frac{n}{2^{\ell}} - 1 \leq n^{(\ell)}_{\text{min}} \leq n^{(\ell)}_{\text{max}} \leq 2 \cdot \frac{n}{2^{\ell}} + 1. \tag{4.26}
\]

Since \( n^{(\ell)}_{\text{min}} \geq 1 \), it follows that
\[
\frac{1}{4} \cdot \frac{n}{2^{\ell}} \leq n^{(\ell)}_{\text{min}} \leq 2 n^{(\ell)}_{\text{min}},
\]
and therefore, for every \((\ell, i) \in \Lambda\) with \( \ell > L_0 \), we have that
\[
\beta^{(\ell)}_i = \frac{d^{(\ell)}_i}{c_\ell} = \sqrt{\frac{n}{2^{\ell+1}}} \cdot \left( \sqrt{\frac{1}{n^{(\ell)}_i}} + \frac{1}{n^{(\ell)}_i} \right) \leq \sqrt{\frac{n}{2^{\ell+1}}} \cdot \left( \sqrt{\frac{2}{n^{(\ell)}_{\text{min}}}} \right) \leq \frac{\sqrt{16 \cdot 2^{\ell}}}{n} \leq \sqrt{8}.
\]

To show a lower bound for \( \beta^{(\ell)}_i \), let us first assume that \( n^{(\ell)}_{\text{max}} \geq 2 \). From (4.26), it follows that
\[
n^{(\ell)}_{\text{max}} \leq n^{(\ell)}_{\text{max}} - 1 \leq 2 \cdot \frac{n}{2^{\ell}},
\]
so that
\[
\beta^{(\ell)}_i \geq \sqrt{\frac{n}{2^{\ell+1}}} \cdot \left( \sqrt{\frac{1}{n^{(\ell)}_i}} + \frac{1}{n^{(\ell)}_i} \right) \geq \sqrt{\frac{n}{2^{\ell+1}}} \cdot \left( \sqrt{\frac{2}{n^{(\ell)}_{\text{max}}}} \right) \geq \sqrt{\frac{2^{\ell}}{2n}} \geq \frac{1}{2}.
\]

Finally, we assume that \( n^{(\ell)}_{\text{min}} = n^{(\ell)}_{\text{max}} = 1 \). The construction of Iteration 4.7 implies that this can be only the case if \( \ell = L = d(\Lambda) \). Since \( |\delta_i^{(L_0+1)}| \leq n^{(L_0)}_{\text{max}} \leq 2 n / 2^{L_0} \) by Proposition 4.11(a) and (4.25), one can argue analogously to Proposition 4.8(c) that the following bound for the depth of \( \Lambda \) holds true:
\[
L \leq L_0 + \lceil \log_2(2 \cdot \frac{n}{2^{L_0}}) \rceil \leq \log_2(2^{L_0}) + \log_2(4 \cdot \frac{n}{2^{L_0}}) = \log_2(4n).
\]

Consequently, we have that \( n / 2^L \geq 1 / 4 \), which implies for all \( i \in [2^{L-1}] \) that
\[
\beta^{(L)}_i = \sqrt{\frac{n}{2^{L+1}}} \cdot \left( \sqrt{\frac{1}{n^{(L)}_i}} + \frac{1}{n^{(L)}_i} \right) = \sqrt{\frac{n}{2^{L+1}}} \cdot \sqrt{2} \geq \frac{1}{2}.
\]

In total, we obtain the following bounds for \( \beta^{(\Lambda^c)}_{\text{min}} \) and \( \beta^{(\Lambda^c)}_{\text{max}} \):
\[
\beta^{(\Lambda^c)}_{\text{max}} \leq \sqrt{8} \quad \text{and} \quad \beta^{(\Lambda^c)}_{\text{min}} \geq \frac{1}{2}. \tag{4.27}
\]
Step 5: Proof of Theorem 2.10

In this final step, we simply combine the outcomes of Step 3 and Step 4 to verify the bound (2.9) in Theorem 2.10. Indeed, our bound for the conic mean width in (4.18) and our bounds for the balancing parameters in (4.24) and (4.27) yield the claim:

\[ w_\lambda^2(D(\|\nabla (\cdot)\|_1, x^*)) \leq 1 + 3\delta + \left[ 6 + 8 \left( \frac{\beta_{\max}(A^1)}{\gamma_{\min}(A^1)} \right)^2 \right] s \log(n) + 12 \left( \frac{\beta_{\max}(A^1)}{\gamma_{\min}(A^1)} \right)^2 \delta \log^2(n) \]

\[ \lesssim s \log^2(n) \tag{4.20} \]

where we have also used that \( \delta \geq 1 \), which is due to (4.19) and \( \Delta \leq 1 \).

Remark 4.19  
1. **Non-asymptotic bounds.** It is worth pointing out that the general estimate in (4.17) can be seen as a *non-asymptotic* bound on the conic mean width, since it does not involve any hidden universal constants. However, this expression depends on various model parameters, such as the tree set cardinalities and the balancing parameters. Thus, although more accurate, (4.17) provides a much less informative sampling-rate bound than our final outcome in (4.28).

2. **The role of sign patterns.** While the sign pattern of \( \nabla x^* \) does not affect the asymptotic-order bound (4.28) in Step 5, it allows for refinements at least in some special cases. For example, if \( \text{sign}(\nabla x^*) \) would be positive on \( \text{supp}(\nabla x^*) \), then one would simply have \( e_i^{(1)} = 1 \) for every \((\ell, i) \in \Lambda^1; \) cf. Case 1 in Step 3(b).

\[ \diamond \]

4.3 Proof of Theorem 2.12

Let us consider the following signal vector

\[ \hat{x} := \nabla^TP_S\nabla x^* + \lambda 1_n \in \mathbb{R}^n, \]

where the coefficient \( \lambda \in \mathbb{R} \) represents the “constant part” of \( \hat{x} \), which is left unspecified for the moment. Due to

\[ \nabla \hat{x} = \nabla \nabla^TP_S\nabla x^* + \lambda \nabla 1_n = P_S\nabla x^*, \]

we observe that \( \hat{x} \) is \( s \)-gradient-sparse and \( \nabla \hat{x} \) is a best \( s \)-term approximation of \( \nabla x^* \) (with respect to the \( \ell^1 \)-norm). Now, we apply Proposition 2.11 with \( R = 1 \) and a rescaled version of \( \hat{x} \):

\[ \hat{x}^* := \frac{\|\nabla x^*\|_1}{\|\nabla \hat{x}\|_1} \cdot \hat{x} = \frac{\|\nabla x^*\|_1}{P_S\|\nabla x^*\|_1} \cdot \hat{x} = \tau(x^*) \cdot (\nabla^TP_S\nabla x^* + \lambda 1_n). \]

Then we have \( \|\nabla x^*\|_1 = \|\nabla \hat{x}^*\|_1 \) and the assumption (2.12) follows from Theorem 2.10 and (2.14). Hence, with probability at least \( 1 - e^{-\gamma^2/2} \), the following error bound holds true:

\[ \|\hat{x} - x^*\|_2 \leq \|x^* - \hat{x}^*\|_2 + \frac{2\gamma}{\sqrt{m - 1 - \sqrt{m_0 - 1}} + 1} \lesssim \|x^* - \hat{x}^*\|_2 + \frac{\gamma}{\sqrt{m}} \]

where we have used that \( m \geq C \cdot m_0 \) for a sufficiently large universal constant \( C > 1 \) (this can be easily achieved by slightly enlarging the hidden constant in (2.14)). Finally, using the definition of \( \hat{x}^* \), we obtain

\[ \|x^* - \hat{x}^*\|_2 = \|x^* - \tau(x^*) \cdot (\nabla^TP_S\nabla x^* + \lambda 1_n)\|_2 \]

\[ = \|x^* - \tau(x^*) \cdot \nabla^TP_S\nabla x^* - \tau(x^*)\lambda 1_n + \tau(x^*) \cdot \nabla^TP_S\nabla x^*\|_2 \]

\[ \leq \|x^* - \tau(x^*) \cdot x^* + \tau(x^*) \cdot (\frac{1}{2} 1_n, x^*)1_n - \tau(x^*)\lambda 1_n\|_2 + \|\tau(x^*) \cdot \nabla^TP_S\nabla x^*\|_2. \]
and by choosing $\lambda = \langle \frac{1}{\tau} 1_n, x^* \rangle / \tau(x^*)$, it follows that
\[
\|x^* - \bar{x}^*\|_2 \leq \left( \tau(x^*) - 1 \right) \|x^* - \frac{1}{\tau} 1_n, x^* \|_2 + \tau(x^*) \|\nabla^\dagger P_{S^c} \nabla x^*\|_2.
\]
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