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Abstract—Modern neural networks are powerful predictive models. However, when it comes to recognizing that they may be wrong about their predictions, they perform poorly. For example, for one of the most common activation functions, the ReLU and its variants, even a well-calibrated model can produce incorrect but high confidence predictions. Most current action recognition methods are based on clip-level classifiers that densely sample a given video for non-overlapping, same-sized clips and aggregate the results using an aggregation function - typically averaging - to achieve video level predictions. While this approach has shown to be effective, it is sub-optimal in recognition accuracy and has a high computational overhead. To mitigate both these issues, we propose the confidence distillation framework to teach a student model how to select less ambiguous clips for the teacher, and divide the task of prediction between the two.

We conduct extensive experiments on three action recognition datasets and demonstrate that our framework achieves significant improvements in action recognition accuracy (up to 20%) and computational efficiency (more than 40%).

I. INTRODUCTION

With the ever-increasing amount of videos being captured, shared and consumed every day, it is imperative to design systems that can efficiently analyze this content without a high computational cost. Through recent advances in action recognition, robust classifiers have been designed [1], [2], [3], [4], [5], [6], [7] that operate on short time spans of the video - typically spanning a few seconds - as input clips and generate video-level classification by applying an aggregation operator - typically averaging - to all clip-level predictions over the entire video; Applying a clip classifier over all individual clips of a video stream may be reasonable when the video length is known to be short. Unfortunately, such an assumption does not hold in real-world applications and becomes impractical. Videos may be more than a few seconds long, providing the classifier with ample opportunity to misclassify individual clips, negatively affecting the aggregate video-level classification accuracy. To mitigate this issue, clips can be sampled randomly, at equidistant intervals or take the redundancy of the video into account and skip redundant frames. Our fundamental intuition is that no matter which of the previous approaches is taken, the aleatoric uncertainty of data will still provide aggregation-based models with opportunities to misclassify.

We address both challenges of computational efficiency and aggregation accuracy by taking into account the ambiguity of individual clips. Many current state-of-the-art approaches to clip sampling assume that the highest probability score in the network’s output indicates high confidence and low ambiguity [8], [9], [10].

However, when deployed in the real world, machine learning models [11], [12] and ReLU networks specifically [13] often fail silently by providing high confidence predictions (giving a high probability to one class) while being incorrect. Looking at Fig. 1, this means some subsequent clips in the same video that looks similar to the human eye can make the classifier fail due to inherent noise. Motivated by this fact, in this work, we propose the “Confidence distillation training and inference framework,” a novel distillation scheme where we propose a loss function to train a lightweight sampler with the primary function of skimming the video for the least ambiguous clips and the secondary function of classifying “easier” clips at low complexity. In other words, the student learns to output both a classification score and a score $\tilde{z}$ for its confidence in the teacher’s ability to correctly classify that specific input. We will only perform prediction on the best
$K$ clips using either only the teacher model - which reduces the computational cost and increases accuracy - or divide the prediction task between the student and the teacher, to achieve higher computation savings at little cost to accuracy. Our key contributions are summarized as follows.

- We propose a novel distillation loss (Eq. (6)) to train a lightweight classifier that also learns to predict which clips will likely be ambiguous for the teacher (Fig. 2).
- We conduct extensive experiments to show that this framework outperforms state-of-the-art models in detecting ambiguous clips, significantly increases accuracy (up to 20% increase in accuracy) and notably increases computational efficiency (more than 40% faster inference) across three real-world video datasets of varying lengths, the UCF-101, Kinetics and Something-something V2.

## II. RELATED WORK

**Action recognition:** Recent architectures are mostly designed by extending image classifiers with a temporal dimension while preserving the spatial properties of each frame. Among them include directly transforming 2D models [14], [15], [16], [17] such as Inception or ResNet to 3D [18], [1], adding RNNs on top of 2D CNNs [19], [20], [21], [22], [23], [24], using two identical 2D CNNs or using more sophisticated volume-based convolutions [5], [25], [26], [2], [4], [3]. The work, as mentioned earlier, focuses on building powerful models to improve action recognition without considering the computational cost, whereas we aim to perform action recognition accurately and efficiently.

**Efficient architectures:** Many innovative architectures have been proposed for efficient video classification [27], [28], [29], [30], [31], [32], [4], [33], [34], [35], [36], [37], [38], [39], [7]. The idea behind them is to optimize the classifier architecture itself, while in contrast, our framework is mostly architecture-independent. In [7], [40], a given 2D architecture is extended across as temporal dimension. Efficient architectures [41], [42] using depth-wise and channel-wise separable convolutions have recently been applied to [27], [4] video processing. These approaches are orthogonal to ours and can be applied alongside the proposed method.

**Clip and frame selection:** These methods aim to train a model to do the video clip or frame sampling [43], [8], [44], [45], [10], [46], [9]. SC Sampler [8] uses compressed features with softmax confidence scores to score clips for their visual sampler and selects the top $k$ clips. Similarly, in IMGAUD2VID [9] multiple modalities such as audio and video are used to select less redundant frames. Other state-of-the-art include using reinforcement learning [10] training single and [45] multiple agents to perform frame selection collaboratively. By contrast, our method requires neither a complex RL policy gradient nor access to audio-level features. Furthermore, in all methods, the video is assumed to be very long and redundant, and the number of sampled clips can be large. By focusing on redundancy, the effectiveness of these models diminishes as the size of the dataset becomes shorter and there are fewer irrelevant sections in the video. Nevertheless, these methods are complementary to ours. In our method, we do not make an assumption on video length, and as such, we can complement our sampler by first applying [9], [8], [10] to a long video to reduce the search space and then sample a subset of those frames with confidence distillation. Finally, most methods use the softmax confidence score as a proxy for clip ambiguity, which is not a good surrogate for classifier confidence. Therefore, we make no such assumption and assume that the classifier can be confidently incorrect.

**Confidence estimation:** The task of determining when a network should say “I do not know.” or provide confidence estimates for its outputs. Examples include Bayesian neural networks [47], variational inference [48], [49] and simpler methods such as Monte Carlo dropout [50] where measures such as predictive entropy are used. Other methods learn unsupervised, unbounded [51] or bounded confidence values [52] for classification and regression. In [50], [13] Predictive entropy is a measure applied to capture aleatoric uncertainty; the type of uncertainty inherent in the data such as an image of a number 7 that may appear similar to a number 1. In [52], a given untrained classifier is regularized during training to detect out-of-distribution samples without supervision. We take a different approach by having the student sampler learn confidence estimates for its teacher’s output to improve computational efficiency and accuracy in the video analysis task.

**Other related works:** Compression techniques such as knowledge distillation [53], [54], [55] address the problem of distilling the knowledge of large pre-trained models into smaller, more efficient models, which tends to perform better than having the smaller model learn from raw data [56], [57]. The student is typically deployed without the teacher. Using our framework, we can optionally employ both the student sampler and the teacher to address the problem of efficient video analysis cooperatively.

## III. APPROACH

Our goal is to perform more accurate and efficient action recognition in videos by skipping over ambiguous clips. We will formally define our problem (Sec. III-A) and introduce the motivation behind teaching the student the notion of confidence - how confident it is that the teacher will not make a mistake - using the teacher’s outputs (Sec. III-B); finally, we present how this confidence score will be used to skip over ambiguous clips in the video (Sec. III-C).

### A. Problem formulation

Given a video $V$ of arbitrary length, the goal of video classification is to map $V \in \mathbb{R}^{T \times 3 \times H \times W}$ into a fixed set of $C$ classes. Since $V$ can be arbitrarily long, it is often difficult and sometimes impossible to stack all the video frames together - which can be hundreds and up to thousands - as input to a single deep network.

Due to this constraint, a majority of current approaches [58], [2], [18], [3], [59], [6] first train a clip classifier $F(\cdot)$ that operates on a short fixed-length video clip of $K$ frames with
size $H \times W$. Given a full-sized video, the clip-classifier is applied to all $N$ clips $\{V_1, V_2, \ldots, V_N\}$ where $N = \frac{T}{\tau}$ and padding is applied to the last clip when needed. The final video-level predictions are obtained by aggregating the clip-level predictions of all $N$ clips, where the aggregation is usually average pooling.

The dense sampling paradigm is both inaccurate and inefficient. As the length of $\mathcal{V}$ grows, so does the computational cost of inferencing. It also results in poor prediction accuracy since every incorrect or ambiguous clip prediction across $\{V_1, V_2, \ldots, V_N\}$ will negatively affect the aggregate prediction of $\mathcal{V}$. Given a pre-trained clip classifier $\overline{F}(\cdot)$, our goal is to train an efficient student sampler-classifier $f(\cdot)$ that can predict whether $\overline{F}(\cdot)$, the teacher, will misclassify a given clip $V_i$ and also make predictions on the easier clips. The student identifies the least ambiguous clips that can be passed to the teacher while (2) classifying the easiest clips on its own to increase the speed of inferencing further, thereby addressing both challenges at once.

We note that during this procedure, the classifier $\overline{F}(\cdot)$ is left unmodified. This property renders our approach helpful as a post-training procedure to improve existing classifiers’ accuracy and efficiency.

### B. Shared representation learning objective

Naively, one will independently train a lightweight network $f(\cdot)$ separately from the classifier $\overline{F}(\cdot)$ on the same training set $\mathcal{D}$ with one-hot labels. This implies that there is no guarantee that the sampler and the classifier will agree on clip ambiguity without supervision signals. In order to improve accuracy, only the clips $\overline{F}(\cdot)$ finds ambiguous are relevant.

To provide supervision signals that denote ambiguity, we can design pseudo-ground-truth binary confidence labels on the training set $\mathcal{D}$ denoted $z_i$ as follows: Given that the ground-truth classification label for each clip $V_i$ is $y$, we apply the softmax function to the prediction logits from $\overline{F}(V_i)$ to obtain the vector of class prediction probabilities $p$. We then find which class $c$ has the maximum prediction probability $p_c$ in $p$. The confidence scores $z_i$ for each clip $V_i$ are then defined as:

$$z_i = \begin{cases} 1 & \text{if argmax}_{c \in \{1, \ldots, C\}} (p) = y \\ 0 & \text{otherwise} \end{cases} \quad (1)$$

In other words, a clip has a confidence score of 0 when $F(\cdot)$ misclassifies it. Naively, the learning objective for $f(\cdot)$ can correspond to a binary classification task on these confidence labels using a binary cross-entropy as the loss function (the task can also be formulated as a regression task, similar to [8]. However, we found little difference in learning a regressor vs. learning a classifier in our experiments). Imbalanced data and lack of fine-grained supervision results in this non-trivial approach having the same performance as random sampling as seen in Table III.

Intuitively, when learning where one is likely to make mistakes, it also helps to learn about the context; here, the context is the video class where some clips belonging to more challenging classes can be more ambiguous than others. This prior could lead to sparser and more informative predictions [60]. Using just the one-hot training labels, we only know that a given activity clip belongs to one class, such as “running” or “jumping”. Through the use of soft labels [54] - i.e. other than the highest probability class, other classes also have non-zero probabilities in the categorical distribution - we can access extra information and see the probability of the activity clip belonging to each class via a ranked list of probabilities.

Our intuition is that when learning to predict instances where the teacher is likely to make mistakes, this knowledge about class predictions may be helpful in a multi-task learning [61] objective where a shared representation is learned for multiple objectives.

In contrast to the naive learning objective, learning a shared representation using knowledge distillation utilizes the softened output of a trained teacher network that contains more information about a data point than the one-hot class label. e.g., if multiple classes are assigned high probabilities for a video clip, it may lie close to a decision boundary among those classes.

Concretely, given an input video clip $V$, the teacher network $F(\cdot)$ produces a vector of logits $s(V)$:

$$s(V) = [s_1(V), s_2(V), \ldots, s_C(V)] \quad (2)$$

In order to produce “softened”, non-peaky and more informative probability distributions from $s(V)$, temperature scaling is used alongside the softmax function [54], [62] to produce $\tilde{p}(V)$:

$$\tilde{p}(V) = \left[ \tilde{p}_1(V), \tilde{p}_2(V), \ldots, \tilde{p}_C(V) \right] \quad (3)$$

where

$$\tilde{p}_k(V) = \frac{e^{s_k(V)/\tau}}{\sum_j e^{s_j(V)/\tau}} \quad (4)$$

where $\tau$ is the temperature hyperparameter. The student model $f(\cdot)$ similarly produces a softened class probability distribution, $\tilde{p}(V)$. The student also needs to learn a confidence score $\tilde{z}(V) \in [0, 1]$ using the pseudo-ground-truth binary labels from Eq. 1. This presents an interesting optimization issue: When the student is learning to classify, we want the overall loss to decrease when it has correctly classified the input; but in cases where the confidence score of a video clip is 0, $\tilde{p}(V)$ as provided by the teacher would be misleading. To mitigate this issue, we modify the loss function similar to [51], [63], [52], and guide the student by incorporating the confidence scores into the distillation loss.

The student must have confidence that the teacher is right to learn from the teacher. When the student thinks that the teacher may be wrong, they can ask for more information; this is akin to increasing $\tau$ when the predicted confidence is low. When $\tau \to \infty$, the pseudo-probability output classes end up with a uniform distribution. When the $\tilde{z} = 0$, we need
\( \tau \rightarrow \infty \) and when \( \tilde{z} = 1 \), we need \( \tau \rightarrow T \), where \( T \) is also a hyperparameter.

For a given video clip \( V \) we further modify the teacher’s probability scores after applying the softened softmax to \( \hat{p}^t(V) \) as follows:

\[
\hat{p}^t(V) = \begin{cases} 
\tilde{z} \hat{p}^t(V) + (1 - \tilde{z}) \mathcal{U}([0,1]^C) & \text{if } \tilde{z} = 1 \\
(1 - \tilde{z}) \hat{p}^t(V) + \tilde{z} \mathcal{U}([0,1]^C) & \text{o.w.}
\end{cases}
\]  

(5)

where \( \mathcal{U}([0,1]^C) \) is the uniform distribution between 0 and 1 over the \( C \) classes (with the same shape as \( \hat{p}^t \)). In the overall loss, we include a distillation loss \( L_{KD} \) to match the student and teacher outputs. Furthermore, to prevent a naive solution of \( \tilde{z} = 0 \) from being converged to as the training progresses, we add a binary cross-entropy loss \( L_{conf} \) over the ground-truth confidence labels. The overall loss is then:

\[
L = L_{KD}(\hat{p}^t, \hat{p}^s) + \lambda L_{conf}
\]  

(6)

wherein the \( L_{KD} \) term is a knowledge distillation loss with modified logits from Eq. 5; \( \tau \) and \( \lambda \) are hyperparameters. In \( L_{KD}(\hat{p}^t, \hat{p}^s) \) the similarity of the two pseudo-probability posterior distribution vectors for input \( V \) of the student and the teacher is measured using the KL divergence metric:

\[
L_{KD}(\hat{p}^t, \hat{p}^s) = \tau^2 \left[ - \frac{1}{n} \sum_{i=1}^{n} \hat{p}_i^t(V) \log \frac{\hat{p}_i^t(V)}{\hat{p}_i^s(V)} \right]
\]  

(7)

which is equal to the difference between the cross entropy of the labels \( H(\hat{p}^t, \hat{p}^s) \) and the empirical entropy \( H(\hat{p}^t) \):

\[
L_{KD}(\hat{p}^t, \hat{p}^s) = H(\hat{p}^t, \hat{p}^s) - H(\hat{p}^t)
\]  

(8)

We refer to this loss variant ConDi-SR (confidence distillation using a shared representation).

C. Inferencing

Once \( f(\cdot) \) has been trained using the aforementioned loss variants, we can utilize \( f(\cdot) \) to sample the top \( K \) clips in \( V \) to be classified by \( F(\cdot) \).

On the other hand, in the case of ConDi-SR, we have more options other than feeding the top \( K \) clips. Since \( f(\cdot) \) also learns to classify in a separate branch, it can also be utilized to classify easier clips during inference and send only the more challenging clips to \( F(\cdot) \) for increased efficiency. This results in two ranked lists, one sorted by the student’s confidence that the teacher will be right on that clip and the other sorted by the uncertainty of the student over its own prediction, using the predictive entropy of the classification output. We use a hyperparameter \( K_a \) to merge these two lists, denoting the number of ranked clips to be predicted by the student sampler, while the rest \( K_b = K - K_a \) is given to the teacher.

Note that while \( ST-Conf \) also learns a shared representation of confidence and classification, it differs from ConDi-SR. In \( ST-Conf \), the confidence scores represent the confidence of the model itself while in ConDi-SR the confidence scores represent the confidence of the student in correct classification by the teacher. This allows ConDi-SR to be able to produce two meaningful ranked lists.

IV. EXPERIMENTS

Datasets: The following datasets are considered to evaluate our approach: (1) the Kinetics dataset [64], [65], [66], a video classification dataset generally used to determine a model’s capacity to learn. (2) the UCF-101 dataset [67], one of the most widely used benchmark datasets; and (3) the Something-Something V2 dataset [68], a dataset containing short trimmed video clips that show humans performing complex pre-defined actions with everyday objects. A characteristic of this dataset is that even though each video belongs to a single class, that class can be a combination of two other classes semantically. An overview of datasets can be seen in Table I.

| DATASET                  | INSTANCES | AVG. LENGTH | CLASSES |
|--------------------------|-----------|-------------|---------|
| UCF-101                  | 13320     | 7s          | 101     |
| Something-Something V2   | 220847    | 2.8s        | 174     |
| Kinetics                 | Varies    | 10s         | 400-700 |

TABLE I: Overview of datasets used in our experiments.

Models: Two teacher backbones are considered: 3D residual networks (3D-ResNeXt with 101 layers from [1]) and spatio-temporal networks with 2+1D convolutions [3]. It is important to note that confidence distillation applies to most video-recognition models that use similar backbones. For the student architectures, we use 3D ShuffleNetV2 and MobileNetV2 [27]. Model details are given in Table II.

|                      | GFLOPs | Params | Depth |
|----------------------|--------|--------|-------|
| BASELINE              |        |        |       |
| 3D ResNeXt-101(2+1D) | 6.932  | 48.34M | 101   |
| 3D-MobileNet-V2      | 6.821  | 38.76M | 34    |
| SAMPLER               |        |        |       |
| 3D-ShuffleNet-V2     | 0.360  | 6.64M  | 22    |
| 3D-MobileNet-V2      | 0.446  | 3.12M  | 22    |

TABLE II: Models overview.

While both teacher models were designed for dense sampling, we show that the accuracy of these and similar state-of-the-art models can be improved compared to dense sampling by using confidence distillation.

Sampling baselines: To sample \( K \) clips from \( V \) we have the following trivial and non-trivial options: (1) Random sampling randomly choosing \( K \) clips from a video (averaged over three runs). (2) Equidistant sampling chooses \( K \) clips at equidistant time intervals. (3) Separate training (ST) of a sampler without supervision signals by using predictive entropy (which we call ST-Ent) or unsupervised confidence estimates [52] (which we call ST-Conf).

ST-Conf utilizes an out-of-distribution detector with the intuition that ambiguous clips likely contain out-of-distribution features. \( f(\cdot) \) can be trained using the method in [52] to obtain unsupervised confidence estimates. The network’s output has two branches, one for classification and one for confidence estimation. Given a clip \( V \) as an input, \( f_{st-CONF}(\cdot) \) yields two
Fig. 2: In (a), the confidence distillation training schema from Sec. III-B is visualized. For inference, in (b) the confidence scores $\tilde{y}$ are used to sort the top $K$ clips in descending order and the top $K$ are passed to $F(\cdot)$ for classification. In (c), the predictive entropy of the student sampler’s predictions is calculated over clips of $Y$. After sorting, only the top-$K_s$ prediction vectors are averaged based on their predictive entropy from the student sampler; while the top-$K_t$ prediction vectors from the teacher are averaged based on confidence estimates.

vector for prediction and confidence logits. The confidence logit is then passed through a sigmoid function to obtain a confidence score $\tilde{y} \in [0, 1]$. ST-Ent utilizes predictive entropy [69] that captures the average amount of information contained in the possible outcomes of a random variable. The higher the entropy, the more information the associated outcome has. This measure has been used [50], [13] to capture uncertainty inherent in the data, such as an image of a number 7 that may appear similar to a number 1. To utilize ST-Ent, we distill a student sampler using a soft-label distillation loss [54]. Other methods that train a model to do the video clip or frame sampling [8], [9], [10] are complementary to ours and assume that the video is very long or redundant and the number of sampled clips is large; this prevents their usage in most video datasets. We do not assume the video is long or redundant. As such, [9], [8], [10] can be stacked on top of our method as a divide and conquer strategy.

We construct an Oracle sampler [8] to calculate the upper bound of accuracy. Oracle cheats by looking at the ground-truth label $y$ and only considers clips that yield the $k$ highest classification scores for $y$ to return an aggregate prediction.

A. Implementation details

Training: We have implemented the models using PyTorch using four Nvidia P100 GPUs. Both the teacher and student take clip volumes of $16 \times 3 \times 112 \times 112$ as input. For $\lambda$ in Eq. (6), we use $\lambda = \{0.5, 1.5, 2.0\}$ and $K \in \{1, 3, 5, 7, 10, 15\}$ where applicable. We use $\tau \in (0.9)$ for distillation. $\tau$ is typically [54] chosen to be a large number such as 5 or 20 in the beginning and may be annealed. We instead use much smaller $\tau$ values such that the teacher’s entropy (information) will be dynamically adjusted depending on the student’s confidence. We find that starting with smaller values as the baseline $\tau$ is better. We use $\tau = 0.9$ and see that higher values prevent the loss from converging.

We train the teacher and perform distillation for 50 epochs on the UCF-101 and Something-something V2 datasets and distill for 60 epochs on the Kinetics dataset. The confidence branch’s learning rate starts the same as the rest of the network but decays step-wise, dividing by 5 every epoch after the first epoch, while the learning rate of the rest of the network decays by dividing by 1.25 every epoch. The models trained on Kinetics are trained similar to [1] from scratch. The models trained on UCF-101 and Something-Something V2 are pre-trained on Kinetics and then fine-tuned for both the teacher and the student models. We find that for fine-tuning the classification branch of ConDi-SR a learning rate $\alpha = 0.01$ works best and for training from scratch $\alpha = 0.1$ works better.

For Kinetics, The ResNeXt-101 teacher is trained on the Kinetics-600 dataset, and the R(2+1)D is trained on the Kinetics-400 dataset. UCF-101 and Something-Something V2 videos are too short for current non-trivial sampling baselines [8], [9] to work effectively, and as such, they are not included for comparisons in these datasets.

To address the data imbalance of pseudo-ground-truth labels of Eq. 1 and prevent learning a trivial solution - i.e. uniform confidence scores for all inputs - we apply a higher weight $\mu$ is placed on the positive component of $L_{conf}$. We find the positive weight multiplier $\mu = 1.5$ works well in all three datasets, while a larger value for $\mu$ prevents the distillation loss $L_{KD}$ from decreasing.

Evaluation: We consider the Top-1 accuracy, meaning the actual class matches with the most probable class predicted by the model. For UCF-101, the mean values of test results are reported over the official validation folds. Since the test set annotations of Something-something V2 are unavailable, the validation set is used as the test set, and the training set is stratified 0.9/0.1 into training and validation sets.

B. Experimental results

[52] [50] [9] [8]

Accuracy and efficiency: To be comparable to baselines, in this section we use type (a) inferencing from Fig. 2; experimental results with classification accuracy are shown in Fig. III. The Kinetics dataset is big enough to train models from scratch. However, there are different variants, and a percentage of video samples may not be available or accessible. Nevertheless, we distill a student using this dataset and report
TABLE III: The best results are shown in bold for each column separately. As $K$ increases, all methods converge to the same point representing dense sampling. While equidistant sampling shows to be highly effective in smaller videos, as the number of clips in the video increase, its accuracy drops significantly (c, f), while our method remains consistently 10-15% higher in terms of accuracy in longer videos. It is also worth noting that for a smaller $K$, our method outperforms all other baselines.

the results. Due to the lack of available teacher models, the ResNeXt-101 is trained on the Kinetics-600 dataset, and the R(2+1)D is trained on the Kinetics-400 dataset. We compare the non-trivial baselines [8], [52] and it is important to note that the results reported directly from [8] have access to the audio while our method does not require audio access. The videos from UCF-101 and Something-something v2 are too short for other state-of-the-art redundancy samplers [8], [9] to work effectively, leaving [52] as the only applicable baseline.

TABLE IV: Computational Savings @ different $K$ values for ResNeXt-101 teacher model and ShuffleNetV2 sampler.

**V. CONCLUSION**

We proposed the confidence distillation framework and empirically showed its ability to increase efficiency and accuracy in classifying actions across three diverse datasets and utilized the learned shared representation to divide the workload between the student and the teacher optionally. We also verified that using our method, accuracy and efficiency can be improved across a variety of student and teacher backbone combinations. Furthermore, confidence distillation can be utilized for both compact and lengthy videos, unlike all other state-of-the-art sampling methods. For future work, training the student sampler on other modalities such as audio or optical flow or extending our method to other machine learning tasks such as out of distribution detection are noted.

![Image of the page](image-url)
Proceedings of the European Conference on Computer Vision (ECCV), 2018, pp. 251–266.

[44] Y.-C. Su and K. Grauman, “Leaving some stones unturned: dynamic feature prioritization for activity detection in streaming video,” in European Conference on Computer Vision. Springer, 2016, pp. 783–800.

[45] W. Wu, D. He, X. Tan, S. Chen, and S. Wen, “Multi-agent reinforcement learning based frame sampling for effective untrimmed video recognition,” in Proceedings of the IEEE International Conference on Computer Vision, 2019, pp. 6222–6231.

[46] S. Yeung, O. Russakovsky, G. Mori, and L. Fei-Fei, “End-to-end learning of action detection from frame glimpses in videos,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 2678–2687.

[47] D. J. MacKay, “Bayesian methods for adaptive models,” Ph.D. dissertation, California Institute of Technology, 1992.

[48] C. Blundell, J. Cornebise, K. Kavukcuoglu, and D. Wierstra, “Weight distillation by quantifying the knowledge,” in Advances in neural information processing systems, 2017, pp. 5574–5584.

[49] T. DeVries and G. W. Taylor, “Learning confidence for out-of-distribution detection in neural networks,” arXiv preprint arXiv:1802.04865, 2018.

[50] C. Buciluǎ, R. Caruana, and A. Niculescu-Mizil, “Model compression,” in Proceedings of the 12th ACM SIGKDD international conference on Knowledge discovery and data mining, 2006, pp. 535–541.

[51] G. Hinton, O. Vinyals, and J. Dean, “Distilling the knowledge in a neural network,” arXiv preprint arXiv:1503.02531, 2015.

[52] T. Furlanello, Z. C. Lipton, M. Tschannen, L. Itti, and A. Anandkumar, “A short note about kinetics-600,” arXiv preprint arXiv:1805.04770, 2018.

[53] X. Cheng, Z. Rao, Y. Chen, and Q. Zhang, “Explaining knowledge distillation by quantifying the knowledge,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 12925–12935.

[54] K. Simonyan and A. Zisserman, “Two-stream convolutional networks for action recognition in videos,” in Advances in neural information processing systems, 2014, pp. 568–576.

[55] K. Simonyan, S. Voynov, S. Narasimhan, F. Viola, T. Green, T. Back, P. Natsev et al., “The kinetics human action video dataset,” arXiv preprint arXiv:1705.06950, 2017.

[56] B. R. Paredes, A. Argyriou, N. Berthouze, and M. Pontil, “Exploiting unrelated tasks in multi-task learning,” in Artificial intelligence and statistics. PMLR, 2012, pp. 951–959.

[57] R. Caruana, “Multitask learning,” Machine learning, vol. 28, no. 1, pp. 41–75, 1997.

[58] C. Guo, G. Pleiss, Y. Sun, and K. Q. Weinberger, “On calibration of modern neural networks,” arXiv preprint arXiv:1706.04599, 2017.

[59] P. Gurevich and H. Stuke, “Pairing an arbitrary regressor with an artificial neural network estimating aleatoric uncertainty,” Neurocomputing, vol. 350, pp. 291–306, 2019.

[60] W. Kay, J. Carreira, K. Simonyan, B. Zhang, C. Hillier, S. Vijayanarasimhan, F. Viola, T. Green, T. Back, P. Natsev et al., “The kinetics human action video dataset,” arXiv preprint arXiv:1705.06950, 2017.

[61] J. Carreira, E. Noland, A. Banki-Horvath, C. Hillier, and A. Zisserman, “A short note about kinetics-600,” arXiv preprint arXiv:1808.01340, 2018.

[62] J. Carreira, E. Noland, and A. Zisserman, “A short note on the kinetics-700 human action dataset,” arXiv preprint arXiv:1907.08687, 2019.

[63] T. Furlanello, Z. C. Lipton, M. Tschannen, L. Itti, and A. Anandkumar, “A short note about kinetics-600,” arXiv preprint arXiv:1808.01340, 2018.

[64] K. Soomro, A. R. Zamir, and M. Shah, “Ucf101: A dataset of 101 human actions classes from videos in the wild,” arXiv preprint arXiv:1212.0402, 2012.

[65] R. Goyal, S. E. Kahou, V. Michalski, J. Materzynska, S. Westphal, H. Kim, V. Haenel, I. Freund, P. Yianilos, M. Mueller-Freitag et al., “The” something something” video database for learning and evaluating visual common sense,” in The IEEE International Conference on Computer Vision (ICCV), vol. 1, no. 2, 2017, p. 3.