Large Deviations for Stochastic Differential Equations Driven by Heavy-tailed Lévy Processes

Wei Wei\textsuperscript{1,*}, Qiao Huang\textsuperscript{2,+}, Jinqiao Duan\textsuperscript{3,†}

\textsuperscript{1}Center for Mathematical Sciences, Huazhong University of Science and Technology, Wuhan, Hubei 430074, China.
\textsuperscript{2}Department of Mathematics, Faculty of Sciences, University of Lisbon, Campo Grande, Edificio C6, PT-1749-016 Lisboa, Portugal.
\textsuperscript{3}Department of Applied Mathematics, Illinois Institute of Technology, Chicago, IL 60616, USA.

Abstract

We obtain sample-path large deviations for a class of one-dimensional stochastic differential equations with bounded drifts and heavy-tailed Lévy processes. These heavy-tailed Lévy processes do not satisfy the exponential integrability condition, which is a common restriction on the Lévy processes in existing large deviations contents. We further prove that the solution processes satisfy a weak large deviation principle with a discrete rate function and logarithmic speed. We also show that they do not satisfy the full large deviation principle.
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1 Introduction

Stochastic differential equations (SDEs) driven by Brownian motion have proven their power in many fields [15, 20, 23, 10]. However, random fluctuations in complex systems in science are often non-Gaussian [25, 8, 7]. Especially, the \(\alpha\)-stable Lévy motions are thought to be a good substitution of Brownian motion.

We will investigate the large deviations for a one-dimensional SDE driven by a class of heavy-tailed Lévy processes,

\[
\begin{align*}
\text{d}Y_t^\epsilon & = b(Y_t^\epsilon)\,\text{d}t + \epsilon \,\text{d}L_t^\epsilon, \quad t \in (0, 1], \\
Y_0^\epsilon & = 0,
\end{align*}
\]

where

\[
\epsilon L_t^\epsilon = \sqrt{\epsilon} B_t + \epsilon \int_0^t \int_{\mathbb{R}\setminus\{0\}} z \tilde{N}_t^\epsilon (\text{d}s, \text{d}z),
\]

and \(\tilde{N}_t^\epsilon\) is a compensated Poisson random measure defined on a given complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with compensator \(\epsilon^{-1} \text{d}s \otimes \nu\). The measure \(\nu\) is a Lévy measure that will be specified latter.
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There have been active studies and applications of the dynamical behaviors of such systems. The most probable transition path [11, 24], the mean exit time [14, 17] and so forth are used in identifying these behaviors. The large deviation principle has become a massive tool in understanding these deterministic properties as is shown in Freidlin and Wentzell [12]. Roughly speaking, the large deviation principle deals with the identification of asymptotic exponential decay rate of probabilities. In the classical framework, a sequence of random elements \( \{X_n\}_{n \geq 1} \) valued in some Polish space \( \mathcal{E} \) is said to satisfy the large deviation principle with rate function \( I \) and speed \( k(n) \), if

\[
- \inf_{x \in \mathcal{A}^c} I(x) \leq \liminf_{n \to \infty} \frac{\log P(X_n \in A)}{k(n)} \leq \limsup_{n \to \infty} \frac{\log P(X_n \in A)}{k(n)} \leq - \inf_{x \in \mathcal{A}} I(x)
\]

for every Borel measurable set \( A \) in \( \mathcal{E} \).

Many works are about identifying whether the solution processes of SDEs driven by Brownian motion satisfy a large deviation principle both in finite dimension and in infinite dimension [9, 2, 4]. Recently, Budhiraja et al. [5, 3] have obtained a large deviation principle for SDEs driven by random Poisson measures from finite dimensional settings to infinite dimensional settings, using the weak convergence approach. The relations between uniformly exponential tightness and the large deviation principle also give rise to results on SDEs driven by semimartingales [13, 16].

However, an exponential integrability condition on the Lévy measure \( \nu \) is unavoidable in these works, which is

\[
\int_{\mathbb{R}^d} e^{\lambda|x|} \nu(dx) < \infty, \quad \text{for every } \lambda > 0.
\]

Note that the \( \alpha \)-stable Lévy processes do not satisfy this condition, and thus the exponentially light tailed Lévy processes are alternatively used as the driven noise in some articles investigating large deviations principles of SDEs [6]. In the classical approach to obtain large deviations principles, this condition is necessary because their rate functions are determined by the Laplace transform of the processes through the Legendre transform.

In the present paper, we only require the Lévy processes to have regularly varying Lévy measure \( \nu \), that is,

\[
\nu([x, \infty)) = L_+(x)x^{-\alpha}, \quad \nu((\infty, -x]) = L_-(x)x^{-\beta}, \quad \forall x > 0.
\]

(1.2)

\( L_+ \) and \( L_- \) are two slowly varying functions which means \( L_\pm > 0 \) and \( \lim_{u \to +\infty} L_\pm(\lambda u)/L_\pm(u) = 1 \) for every \( \lambda > 0 \). We assume the constants \( \alpha, \beta > 1 \) in this paper.

We can see that the \( \alpha \)-stable Lévy processes do not fit in the classical large deviations framework. So, recently, Rhee et al. [22] have proved a large deviation result on such one-dimensional regularly varying Lévy processes by the \( M \)-convergence [19]. They also obtained a weak large deviation principle in the classical framework and deduced that a full large deviation principle does not hold by a counterexample. At first glance, the large deviations for SDEs driven by such Lévy processes may seem to be an immediate consequence of the Contraction Principle. However, as the rate function they obtained is not good, the Contraction Principle is is no longer applicable in this case. Moreover, as their results are obtained in the Skorokhod space, the solution mapping should be verified to be continuous under the Skorokhod metric. As an intermediate step, a “bounded away” condition requires a careful treatment as well.

This paper is organized as follows. After an introduction to basic notions and results obtained by Rhee et al. in Section 2, we present our main results in Section 3. Theorem 3.6 shows that a kind of large deviations estimates hold for every bounded measurable sets in the Skorokhod space. Theorem 3.7 presents a weak large deviation principle. In subsection 3.2, we show the full large deviation principle does not hold. We discuss our results and its further applications in Section 4. The proofs to three key lemmas are left in Appendix.
2 Large Deviations for Lévy processes

This section reviews general concepts in the large deviation theory, and recalls useful results of Rhee et al. [22]. These results are the groundwork for deriving our main theorem.

Let \( \mathbb{D} = \mathbb{D}([0,1]) \) be the Skorokhod space on \([0,1]\), that is, the space of real-valued right continuous functions with left limits. We use the usual Skorokhod \( J_1 \) metric \( d(x,y) = \inf_{\lambda \in \Lambda} \| \lambda - e \| \lor \inf_{x \circ \lambda = y} \| x \circ \lambda - y \| \), where \( \Lambda \) denotes the set of increasing homeomorphisms from \([0,1]\) to itself, \( e \) is the identity and \( \| \cdot \| \) is the uniform norm. We say that a set \( A \subseteq \mathbb{D} \) is bounded away from another set \( B \subseteq \mathbb{D} \) if \( \inf_{x \in A, y \in B} d(x,y) > 0 \).

Let \( \mathcal{G} \) be the Borel \( \sigma \)-algebra on \((\mathbb{D},d)\). Given a closed subset \( \mathcal{S} \) of \( \mathbb{D} \), let \( \mathbb{D} \setminus \mathcal{S} \) be equipped with the relative topology as a subspace of \( \mathbb{D} \). Consider the associated Borel \( \sigma \)-algebra \( \mathcal{G}_{\mathbb{D} \setminus \mathcal{S}} \) on \( \mathbb{D} \setminus \mathcal{S} \). Then it is easy to see that \( \mathcal{G}_{\mathbb{D} \setminus \mathcal{S}} \) is just the restriction of \( \mathcal{G} \) on \( \mathbb{D} \setminus \mathcal{S} \), i.e., \( \mathcal{G}_{\mathbb{D} \setminus \mathcal{S}} = \{ A \subseteq \mathcal{G} : A \subseteq \mathbb{D} \setminus \mathcal{S} \} \).

Denote \( \mathcal{S}^r \triangleq \{ x \in \mathbb{D} : d(x,\mathcal{S}) < r \} \) for \( r > 0 \). Let \( \mathcal{M}(\mathbb{D} \setminus \mathcal{S}) \) be the class of measures defined on \( \mathcal{G}_{\mathbb{D} \setminus \mathcal{S}} \) whose restrictions to \( \mathbb{D} \setminus \mathcal{S}^r \) are finite for all \( r > 0 \). Topologize \( \mathcal{M}(\mathbb{D} \setminus \mathcal{S}) \) with a subbasis \( \{ \mu \in \mathcal{M}(\mathbb{D} \setminus \mathcal{S}) : \mu(f) \in \mathcal{G} \} : f \in \mathcal{C}_{\mathbb{D} \setminus \mathcal{S}}, \mathcal{G} \text{ open in } \mathbb{R}_+ \} \) where \( \mathcal{C}_{\mathbb{D} \setminus \mathcal{S}} \) is the set of real-valued, non-negative, bounded, continuous functions whose supports are bounded away from \( \mathcal{S} \).

Let \( \mathbb{D}_{l,m} \) be the subspace of \( \mathbb{D}([0,1]) \) consisting of step functions that vanish at the origin with \( l \) upward jumps and \( m \) downward jumps. For given \( \alpha, \beta > 1 \) and \((j, k) \in \mathbb{Z}_+^2\), define \( \mathbb{D}_{< j,k} \triangleq \bigcup_{(l,m) \in I_{< j,k}} \mathbb{D}_{l,m} \), where \( I_{< j,k} \triangleq \{(l, m) \in \mathbb{Z}_+^2 \setminus \{(j,k)\} : (\alpha - 1)l + (\beta - 1)m \leq (\alpha - 1)j + (\beta - 1)k \} \) and \( \mathbb{Z}_+ \) denotes the set of non-negative integers.

Consider a scaled one-dimensional Lévy process \( \overline{L}_n \),

\[
\overline{L}_n = \frac{1}{n} B(nt) + \frac{1}{n} \int_{\mathbb{R} \setminus \{0\}} z \overline{N}([0, nt] \times dz),
\]

where \( \overline{N} \) is a compensated Poisson random measure defined on a given complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with compensator \( ds \otimes \nu \). Here, Lévy measure \( \nu \) satisfies equations (1.2).

Denote \( C_{0,2} \triangleq \delta_0(\cdot) \), the Dirac measure concentrated on the zero function. Let \( \nu_\alpha(x, \infty) \triangleq x^{-\alpha} \) be a measure concentrated on \((0, \infty)\). For each \((j, k) \in \mathbb{Z}_+^2 \setminus \{(0,0)\} \), let \( \nu_\alpha^j \) and \( \nu_\beta^k \) respectively the \( j \)-fold product of \( \nu_\alpha \) and the \( k \)-fold product of \( \nu_\beta \). Define a measure \( C_{j,k} \in \mathcal{M}(\mathbb{D} \setminus \mathbb{D}_{< j,k}) \) concentrated on \( \mathbb{D}_{j,k} \) as

\[
C_{j,k}(\cdot) \triangleq \mathbb{E} \left[ (\nu_\alpha^j \times \nu_\beta^k) \left( \{(x, y) \in (0, \infty)^j \times (0, \infty)^k : \sum_{i=1}^j x_i 1_{U_i \leq 1} - \sum_{i=1}^k y_i 1_{V_i \leq 1} \in \cdot \} \right) \right],
\]

where \( U_i \)'s and \( V_i \)'s are i.i.d. random variables uniformly distributed on \([0,1]\).

Define \( \mathcal{I}(j, k) \triangleq (\alpha - 1)j + (\beta - 1)k \). For each \( A \in \mathcal{G} \), consider a pair of integers \((\mathcal{J}(A), \mathcal{K}(A))\) such that

\[
(j,k) \in \mathbb{Z}_+^2, \quad (\mathcal{J}(A), \mathcal{K}(A)) \in \arg\min_{(j,k) \in \mathbb{Z}_+^2, \mathbb{D}_{j,k} \cap \mathcal{A} \neq \emptyset} \mathcal{I}(j, k).
\] (2.1)

Rhee et al. proved the following large-deviation theorem for \( \overline{L}_n \).

**Theorem 2.1** ([22, Theorem 3.4]). Suppose that \( A \) is a measurable set in \( \mathcal{G} \). If the argument minimum in (2.1) is non-empty and \( A \) is bounded away from \( \mathbb{D}_{< \mathcal{J}(A), \mathcal{K}(A)} \), the argument minimum is then unique and

\[
\liminf_{n \to \infty} \frac{\mathbb{P}(\overline{L}_n \in A)}{(n \nu([n, \infty)])^{\mathcal{J}(A)}(n \nu(-\infty, -n])^{\mathcal{K}(A)}} \geq C_{\mathcal{J}(A), \mathcal{K}(A)}(A^c),
\]

\[
\limsup_{n \to \infty} \frac{\mathbb{P}(\overline{L}_n \in A)}{(n \nu([n, \infty)])^{\mathcal{J}(A)}(n \nu(-\infty, -n])^{\mathcal{K}(A)}} \leq C_{\mathcal{J}(A), \mathcal{K}(A)}(\overline{A}).
\]
Moreover, if the argument minimum in (2.1) is empty and $A$ is bounded away from $D_{<l,m} \cup D_{l,m}$ for some $(l, m) \in \mathbb{Z}_+^2 \setminus \{(0, 0)\}$, we have

$$\lim_{n \to \infty} \frac{\mathbb{P}(\mathcal{L}^n \in A)}{(n\nu[n, \infty])^l(n\nu(-\infty, -n])^m} = 0.$$ 

Define a rate function $I : \mathcal{D} \to [0, \infty]$ as follows (it is indeed a rate function as shown in [22]),

$$I(\xi) \triangleq \begin{cases} (\alpha - 1)D_+(\xi) + (\beta - 1)D_-(\xi), & \text{if } \xi \text{ is a step function and } \xi(0) = 0, \\ \infty, & \text{otherwise}, \end{cases}$$

where $D_+(\xi)$ counts the upward jumps of $\xi$ and $D_-(\xi)$ counts the downward jumps of $\xi$.

Based on Theorem 2.1, Rhee et al. also proved the following weak large deviation principle for $\mathcal{L}^n$.

**Theorem 2.2 ([22, Theorem 4.2]).** The scaled process $\mathcal{L}^n$ satisfies the weak large deviation principle with rate function $I$ and speed $\log n$, i.e.,

$$\liminf_{n \to \infty} \frac{\log \mathbb{P}(\mathcal{L}^n \in G)}{\log n} \geq - \inf_{x \in G} I(x),$$

$$\limsup_{n \to \infty} \frac{\log \mathbb{P}(\mathcal{L}^n \in K)}{\log n} \leq - \inf_{x \in K} I(x),$$

for every open set $G$ and compact set $K$ in $\mathcal{D}$.

### 3 Large Deviations for One-dimensional Stochastic Differential Equations

In this section, we will prove that solutions to a kind of one-dimensional SDEs that are driven by heavy-tailed Lévy processes, also satisfy the large-deviation theorem with the rate function transformed from the one for driven processes by a solution mapping.

#### 3.1 Large deviations

According to [21], we assume that $b$ is a bounded Lipschitz continuous function on $\mathbb{R}$ to ensure pathwise unique solutions of equations (1.1).

Let $\epsilon = 1/n$. Then, in distribution sense, we have

$$\epsilon L^\epsilon_t = \frac{1}{\sqrt{\epsilon}} B_t + \epsilon \int_0^t \int_{\mathbb{R} \setminus \{0\}} z \tilde{N}^\dagger(ds, dz) = \frac{1}{n} B_{nt} + \frac{1}{n} \int_0^t \int_{\mathbb{R} \setminus \{0\}} z \tilde{N}(nds, dz) = \frac{1}{n} L_{nt}.$$ 

From Theorem 2.1 and Theorem 2.2, we know that the processes $\{\epsilon L^\epsilon\}_{\epsilon \geq 0}$ satisfy the large deviations therein.

Define a deterministic mapping $F : \mathcal{D} \to \mathcal{D}$ by $f = F(g)$, where $f$ is the solution of

$$f(t) = \int_0^t b(f(s))ds + g(t), \quad t \in [0, 1].$$ 

For every fixed $g \in \mathcal{D}$, one can easily verify that the following mapping (which should not be confused with $F$)

$$f \mapsto \int_0^t b(f(s))ds + g$$

(3.2)
is a contraction on the space $\mathbb{D}([0, \delta])$ under the uniform metric, with a contraction constant strictly less than 1 for sufficiently small $\delta > 0$. Thus, the mapping (3.2) has a unique fixed-point $f$, which solves the equation (3.1) on the interval $[0, \delta]$, due to the Banach fixed-point theorem. By a standard extension procedure, one can extend the solution to the whole interval $[0, 1]$. Since the definition of fixed-points is independent of the choice of metrics on $\mathbb{D}$, once the fixed-point $f$ uniquely exists by the contraction mapping (3.2) under the uniform metric, it will also uniquely exist under the Skorokhod $J_1$ metric (in fact, it will always uniquely exist whatever metric we use). Indeed, the existence is obvious, and if there is another fixed-point $f^*$, then by the assumption, $\|f - f^*\| = 0$, and hence $d(f, f^*) = 0$.

Thus, $F$ is a well-defined mapping from $\mathbb{D}$ to $\mathbb{D}$. If we integrate (1.1) over $[0, t]$, we see that $Y^\epsilon_t = F(\epsilon L^\epsilon)(t)$.

Inspired by Contraction Principle, we want to prove that $F$ is continuous under the Skorokhod metric $d$. It is done in the following lemma.

**Lemma 3.1.** $F$ is a continuous mapping under Skorokhod metric $d$.

The proof is provided in Appendix.

In light of Theorem 2.1 and the continuity of $F$, the large-deviations results for the solution processes boil down to the driven processes. The result is immediate once we have proved a “bounded away” property for every set considered therein.

For this purpose, we define $G_{<j,k} \triangleq F(D_{<j,k})$ for every pair $(j, k) \in \mathbb{N}^2$. We provide a lemma below to ensure $F^{-1}(A)$ being bounded away from $D_{<j,k}$.

**Lemma 3.2.** For every bounded measurable set $A$ in $\mathbb{D}$ which is bounded away from $G_{<j,k}$, the pre-image $F^{-1}(A)$ is bounded away from $D_{<j,k}$. If $A$ is also bounded away from $F(D_{<j,k} \cup D_{j,k})$, the pre-image $F^{-1}(A)$ is bounded away from $D_{<j,k} \cup D_{j,k}$.

The proof is similar to Lemma 3.1. It is provided in Appendix.

The following simple lemma will simplify our results.

**Lemma 3.3.** The mapping $F$ is an injection.

**Proof.** Proof by contradiction.

Suppose there exist $\xi_1, \xi_2$ and $d(\xi_1, \xi_2) > 0$ but $F(\xi_1) = F(\xi_2)$. We know that $\|\xi_1 - \xi_2\| > 0$. Then by the definition of $F$, we know

$$F(\xi_1)(t) = \int_0^t b(F(\xi_1)(s))ds + \xi_1(t),$$

$$F(\xi_2)(t) = \int_0^t b(F(\xi_2)(s))ds + \xi_2(t).$$

Therefore, $\|F(\xi_1) - F(\xi_2)\| = \|\xi_1 - \xi_2\| > 0$ contradicts with the assumption that $F(\xi_1) = F(\xi_2)$.

So, we know that $F^{-1}(\xi)$ is uniquely determined by every $\xi$ in $F(\mathbb{D}([0, 1]))$. The following lemma is essential in establishing the weak large deviation principle.

Endow the image $F(\mathbb{D})$ with the same metric as $\mathbb{D}$. The following shows that when restricted on $F(\mathbb{D})$, the inverse mapping $F^{-1}$ is also continuous. The proof is similar to Lemma 3.1, and we leave it into Appendix.
Lemma 3.4. The inverse mapping $F^{-1} : F(\mathbb{D}) \to \mathbb{D}$ is a continuous mapping under Skorokhod metric $d$. Moreover, $F^{-1}$ is Cauchy continuous, which means $F^{-1}$ maps all the Cauchy sequences in $(F(\mathbb{D}), d)$ to Cauchy sequences in $(\mathbb{D}, d)$.

Now combining Lemma 3.1, 3.3 and 3.4, we know that $F : \mathbb{D} \to \mathbb{D}$ is a topological embedding, whose inverse $F^{-1}$ is Cauchy continuous when restricted on $F(\mathbb{D})$.

For every Cauchy sequence $\{\xi_n\}_{n \geq 1}$ in $(F(\mathbb{D}), d)$, we know that by the Cauchy continuity of $F^{-1}$, $\{F^{-1}(\xi_n)\}_{n \geq 1}$ is a Cauchy sequence in $(\mathbb{D}, d)$. Then, the completeness of $\mathbb{D}$ yields that there exists $g \in \mathbb{D}$ such that $\lim_{k \to \infty} d(F^{-1}(\xi_n), g) = 0$. As a consequence of the continuity of $F$, $\lim_{k \to \infty} d(\xi_n, F(g)) = 0$, which means that $F(\mathbb{D})$ is a closed subset of $\mathbb{D}$. More generally, let $A \subset \mathbb{D}$ be a closed subset. Then $(A, d)$ is a complete metric subspace of $\mathbb{D}$. Since $F^{-1}|_{F(\mathbb{D})}$ is Cauchy-continuous, the restriction $F^{-1}|_{F(A)}$ is also Cauchy-continuous. A similar argument yields that $F(A)$ is closed in $\mathbb{D}$.

Furthermore, since $F$ is a topological embedding with closed image, $F$ is also a proper mapping (see e.g. [18, Proposition A.53]), that is, the pre-image of every compact set is compact. Indeed, let $K \subset \mathbb{D}$ be compact. Since $F(\mathbb{D})$ is closed, we have that $K \cap F(\mathbb{D})$ is compact. Then the continuity of $F^{-1} : F(\mathbb{D}) \to \mathbb{D}$ in Lemma 3.4 implies that $F^{-1}(K \cap F(\mathbb{D})) = F^{-1}(K)$ is compact.

Therefore, we have the following corollary.

Corollary 3.5. The mapping $F : \mathbb{D} \to \mathbb{D}$ is a closed mapping, which means $F$ maps closed subsets of $(\mathbb{D}, d)$ to closed subsets. The mapping $F$ is also a proper mapping, which means the pre-image of every compact set by $F$ is compact.

Define

$$\left(\tilde{\mathcal{J}}(A), \tilde{\mathcal{K}}(A)\right) \in \arg \min_{(j,k) \in \mathbb{Z}^2, F(\mathbb{D}, j,k) \cap A \neq \emptyset} \mathcal{I}(j, k), \tag{3.3}$$

and

$$\widetilde{C}_{j,k}(A) = C_{j,k}(F^{-1}(A)).$$

As the mapping $F$ is an injection, we know that

$$F^{-1}(F(\mathbb{D}, j,k) \cap A) = \mathbb{D}, j,k \cap F^{-1}(A).$$

This gives

$$\{(j, k) \in \mathbb{Z}^2 : F(\mathbb{D}, j,k) \cap A \neq \emptyset\} = \{(j, k) \in \mathbb{Z}^2 : \mathbb{D}, j-k \cap F^{-1}(A) \neq \emptyset\}.\tag{3.4}$$

Thus, we have

$$\arg \min_{(j,k) \in \mathbb{Z}^2, F(\mathbb{D}, j,k) \cap A \neq \emptyset} \mathcal{I}(j, k) = \arg \min_{(j,k) \in \mathbb{Z}^2, \mathbb{D}, j-k \cap F^{-1}(A) \neq \emptyset} \mathcal{I}(j, k),$$

which means when one side of the above equation is unique, the other is unique too.

We can now deduce our main large deviation theorem for bounded measurable sets in $\mathbb{D}$.

Theorem 3.6 (Large deviations). Suppose that $A$ is a bounded measurable set. If the argument minimum in (3.3) is non-empty and $A$ is bounded away from $\mathbb{G}, \tilde{\mathcal{(A), \tilde{\mathcal{K}}}(A)}$, the argument minimum is then unique and

$$\liminf_{\epsilon \to 0} \frac{\mathbb{P}(Y^\epsilon \in A)}{(1/\epsilon |1/\epsilon, \infty)) \tilde{\mathcal{(A)}}, (1/\epsilon |1/\epsilon, -1/\epsilon)} \geq \tilde{\mathcal{C}}_{\tilde{\mathcal{(A)}, \tilde{\mathcal{K}}}(A)}(A^c),$$

$$\limsup_{\epsilon \to 0} \frac{\mathbb{P}(Y^\epsilon \in A)}{(1/\epsilon |1/\epsilon, \infty)) \tilde{\mathcal{(A)}}, (1/\epsilon |1/\epsilon, -1/\epsilon)} \leq \tilde{\mathcal{C}}_{\tilde{\mathcal{(A)}, \tilde{\mathcal{K}}}(A)}(A).$$
Moreover, if the argument (3.3) is empty and $A$ is bounded away from $\overline{F(D_{l,m} \cup D_{l,m})}$ for some $(l, m) \in \mathbb{Z}_+^2 \setminus \{(0, 0)\}$, we have

$$\lim_{\epsilon \to 0} \mathbb{P}(Y^\epsilon \in A) \left[1/\epsilon \nu(1/\epsilon, \infty)\right]^{(1/\epsilon \nu(-\infty, -1/\epsilon)]} = 0. \tag{3.5}$$

**Proof.** We first show that $F^{-1}(A)$ is bounded away from $\mathbb{D}_{<\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A))}$.

By Lemma 3.2, we know that $F^{-1}(A)$ is bounded away from $\mathbb{D}_{<\mathcal{J}(A), \mathcal{K}(A)}$. As equation (3.4) holds for the set $A$, all possible choice of the two pairs $\mathcal{J}(A)$, $\mathcal{K}(A)$ and $(\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A)))$ share the same subset of $\mathbb{Z}_+^2$. Then, we know $F^{-1}(A)$ is bounded away from $\mathbb{D}_{<\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A))}$. So the right hand side of equation (3.4) is unique, then $(\mathcal{J}(A), \mathcal{K}(A)) = (\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A)))$.

Applying Theorem 2.1 to the set $F^{-1}(A)$, we get

$$\liminf_{\epsilon \to 0} \frac{\mathbb{P}(\epsilon L^\epsilon \in F^{-1}(A))}{(1/\epsilon \nu(1/\epsilon, \infty))\mathcal{J}(F^{-1}(A))(1/\epsilon \nu(-\infty, -1/\epsilon)] \mathcal{K}(F^{-1}(A))} \geq C_{\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A))} \left(\left(F^{-1}(A)\right)^\circ\right), \tag{3.6}$$

$$\limsup_{\epsilon \to 0} \frac{\mathbb{P}(\epsilon L^\epsilon \in F^{-1}(A))}{(1/\epsilon \nu(1/\epsilon, \infty))\mathcal{J}(F^{-1}(A))(1/\epsilon \nu(-\infty, -1/\epsilon)] \mathcal{K}(F^{-1}(A))} \leq C_{\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A))} \left(F^{-1}(A)\right). \tag{3.7}$$

Note that $F$ is continuous under $d$, then we know that $F^{-1}(A^\circ) \subset (F^{-1}(A))^\circ$ and $\overline{F^{-1}(A)} \subset F^{-1}(A)$. Replacing $(\mathcal{J}(F^{-1}(A)), \mathcal{K}(F^{-1}(A)))$ by $(\mathcal{J}(A), \mathcal{K}(A))$ and $C$ by $\bar{C}$ in (3.6) and (3.7), we get the desired result.

For equation (3.5), we know that $F^{-1}(A)$ is bounded away from $\mathbb{D}_{<l,m} \cup \mathbb{D}_{l,m}$ by Lemma 3.2. Applying Theorem 2.1 to $F^{-1}(A)$, we then get (3.6).

We will also obtain a weak large deviation principle as follows.

Define a function $\bar{I} : \mathbb{D} \to [0, \infty]$ by

$$\bar{I}(\xi) \triangleq \begin{cases} (\alpha - 1)\mathcal{D}_+ \xi + (\beta - 1)\mathcal{D}_- \xi, & \text{if } \xi = F(\eta) \text{ and } \eta \text{ is a step function with } \eta(0) = 0, \\ \infty, & \text{otherwise,} \end{cases}$$

where $\mathcal{D}_+ \xi$ counts the upward jumps of $\xi$ and $\mathcal{D}_- \xi$ counts the downward jumps of $\xi$.

For each $\xi \in F(\mathbb{D})$, as $F^{-1}(\xi)$ and $\xi$ share the same jump times and jump sizes, by the definition of $\bar{I}$, one can easily see that $\bar{I}(\xi) = I(F^{-1}(\xi))$. In other words, $\bar{I}$ is the “pushforward” of $I$ by $F$. Now, since $F$ is a closed mapping by Corollary 3.5, we know that $\bar{I}$ is also a rate function as the level sets of $\bar{I}$ are just the images of the level sets of $I$ under $F$ (cf. the proof of [9, Theorem 4.2.1]).

**Theorem 3.7** (Weak large deviation principle). The solution $Y^\epsilon$ satisfies the weak large deviation principle with the rate function $\bar{I}$ and speed $\log 1/\epsilon$, i.e.,

$$- \inf_{x \in G} \bar{I}(x) \leq \liminf_{\epsilon \to 0} \frac{\log \mathbb{P}(Y^\epsilon \in G)}{\log 1/\epsilon},$$

and

$$\limsup_{\epsilon \to 0} \frac{\log \mathbb{P}(Y^\epsilon \in K)}{\log 1/\epsilon} \leq - \inf_{x \in K} \bar{I}(x), \tag{3.8}$$

for every open set $G$ and compact set $K$ in $\mathbb{D}$.  
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Proof. With the fact that $F^{-1}(K)$ is compact (by Corollary 3.5) and $F^{-1}(G)$ is open for every open set $G \subset \mathbb{D}$ and every compact set $K \subset \mathbb{D}$, and $\mathbb{P}(Y^{\epsilon} \in \cdot) = \mathbb{P}(\epsilon L^{\epsilon} \in F^{-1}(\cdot))$, we apply Theorem 2.2 to $F^{-1}(G)$ and $F^{-1}(K)$ respectively. We then get

$$- \inf_{x \in F^{-1}(G)} I(x) \leq \liminf_{\epsilon \to 0} \frac{\log \mathbb{P}(Y^{\epsilon} \in G)}{\log 1/\epsilon} \leq \limsup_{\epsilon \to 0} \frac{\log \mathbb{P}(Y^{\epsilon} \in K)}{\log 1/\epsilon} \leq - \inf_{x \in F^{-1}(K)} I(x).$$

By the definition of $F$, we know that $F$ preserves the jump times and jump sizes.

The proof is completed once we have proved the following claim that

$$\inf_{x \in F^{-1}(U)} I(x) = \inf_{x \in U} \tilde{I}(x),$$

for every measurable set $U$.

Assume that $\inf_{x \in U} \tilde{I}(x) < \infty$. Then, there exists a function $\xi \in U$ such that $F^{-1}(\xi)$ is a step function with finite jumps and starting at 0. For such $\xi$, $F^{-1}(\xi) \in F^{-1}(U)$. As we have seen, $\tilde{I}(\xi) = I(F^{-1}(\xi))$. Then,

$$\inf_{x \in F^{-1}(U)} I(x) \leq \inf_{x \in U} \tilde{I}(x).$$

A similar discussion will show that

$$\inf_{x \in F^{-1}(U)} I(x) \geq \inf_{x \in U} \tilde{I}(x).$$

If $\inf_{x \in U} \tilde{I}(x) = \infty$, we know that for all $\xi \in F^{-1}(U)$, $I(\xi) = \infty$. Similarly, if $\inf_{x \in F^{-1}(U)} I(x) = \infty$, we know that for all $\xi \in U$, $\tilde{I}(\xi) = \infty$.

Thus, we have proved our claim and this completes the proof of the theorem. 

\[\square\]

3.2 Nonexistence of strong large deviation principle

Consider a mapping $\pi : \mathbb{D}^2 \to \mathbb{R}_+^2$ that maps paths in $\mathbb{D}$ to their largest jump sizes, i.e.

$$\pi(\xi) \triangleq \left( \sup_{t \in (0,1]} (\xi(t) - \xi(t^-)), \sup_{t \in (0,1]} (\xi(t^-) - \xi(t)) \right).$$

We know by Rhee et al. [22, Section 4.4] that $\pi$ is continuous under $d$.

Prove by contraction. Suppose $Y^{\epsilon}$ satisfies a strong large deviation principle. That means we suppose (3.8) to hold for all closed sets rather than just compact sets.

The random variables $\pi(Y^{\epsilon})$ have to satisfy a strong large deviation principle with the rate function

$$\tilde{I}'(y) = \inf \{ \tilde{I}(\xi) : \xi \in \mathbb{D}, y = \pi(\xi) \}$$

by the Contraction Principle, as long as $\tilde{I}'$ is proved to be a rate function [9, Remarks of Theorem 4.2.1].

As $F$ is an injection, $F^{-1}(\xi)$ is a function in $\mathbb{D}$ and $I(F^{-1}(\xi)) = \tilde{I}(\xi)$ by taking the measurable set as $\{\xi\}$ for every $\xi \in F(\mathbb{D})$.

For the reason that $F$ preserves the jump times and jump sizes of the Lévy process $\epsilon L^{\epsilon}$, we know by the definition of $\pi$ that

$$\pi(Y^{\epsilon}) = \pi(F(\epsilon L^{\epsilon})) = \pi(\epsilon L^{\epsilon}).$$

We then know that $\pi(\xi) = \pi(F^{-1}(\xi))$ for every $\xi \in F(\mathbb{D})$ due to the fact that $\xi = F(F^{-1}(\xi))$. 
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Then, we conclude that
\[ \tilde{I}'(y) = \inf \{ I(F^{-1}(\xi)) : \xi \in \mathcal{D}, y = \pi(\xi) \} = \inf \{ I(F^{-1}(\xi)) : \xi \in \mathcal{D}, y = \pi(F^{-1}(\xi)) \} = I'(y), \]
where \( I' \) is the rate function defined in [22, Section 4.4]. Thus \( \tilde{I}' \) indeed is a rate function.

So, \( \epsilon L' \) should satisfy the strong large deviation principle with the rate function \( I' \), which is proved incorrect with a counterexample in [22, Section 4.4].

### 3.3 An example

In this subsection we will show that the solution process to an SDEs driven by \( \alpha \)-stable Lévy process satisfies previous large-deviations estimates.

Let \( L_t \) be a symmetric \( \alpha \)-stable Lévy process, with \( 1 < \alpha < 2 \). Then the scaled process \( \epsilon L_t/\epsilon \) admits the Lévy-Itô decomposition that
\[
\epsilon L_t/\epsilon = \epsilon \int_0^t \int_{[-1,1]\setminus\{0\}} z \tilde{N}^{1/\alpha}_z (ds, dz) + \epsilon \int_0^t \int_{\mathbb{R}\setminus[-1,1]} z \tilde{N}^{1/\alpha}_z (ds, dz),
\]
where \( \tilde{N}^{1/\alpha}_z \) is a Poisson random measure defined on a given complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with compensator \( \epsilon^{-1} ds \otimes \nu \) and \( \tilde{N}^{1/\alpha}_z \) is the corresponding compensated Poisson random measure. The Lévy measure \( \nu \) has the following explicit form
\[
\nu(dz) = \frac{1}{|z|^{1+\alpha}} dz.
\]
It clearly satisfies the condition (1.2). We know that
\[
\int_0^t \int_{\mathbb{R}\setminus[-1,1]} z dt \nu(dz) = \int_0^t \int_1^\infty z dt \nu(dz) - \int_0^t \int_1^\infty z dt \nu(dz) = 0.
\]
So, we can rewrite (3.9) as
\[
\epsilon L_t/\epsilon = \epsilon \int_0^t \int_{\mathbb{R}\setminus\{0\}} z \tilde{N}^{1/\alpha}_z (ds, dz).
\]

Denote the scaled processes \( \epsilon L_t/\epsilon \) by \( \epsilon L_t^\epsilon \). Consider the following SDE,
\[
\begin{cases}
    dY_t^\epsilon = b(Y_t^\epsilon)dt + \epsilon dL_t^\epsilon, \\
    Y_0^\epsilon = 0,
\end{cases}
\]
where \( b \) is a bounded Lipschitz continuous function on \([0,1]\). Applying Theorem 3.6 and Theorem 3.7, we know that the solution process \( Y^\epsilon \) satisfies the large deviations estimates in Theorem 3.6 and the weak large deviation principle presented in Theorem 3.7 with speed \( \log 1/\epsilon \).

### 4 Discussion

Based on the results for heavy tailed Lévy process obtained by Rhee et al. [22], we have obtained a large deviation theorem (Theorem 3.6) for a kind of one dimensional stochastic differential equations (SDEs) driven by heavy-tailed Lévy processes. We have also obtained a weak large deviation principle (Theorem 3.7) and shown that the full large deviation principle does not hold for
such solution process. We require no exponential integrability on the Lévy measure of the driven process. As a result of that, we have shown that the solution process to the SDEs driven by a symmetric $\alpha$-stable Lévy process satisfies a large deviation theorem and the weak large deviation principle with speed $\log 1/\epsilon$. This is the first time, to our knowledge, that a large deviation result is proved for SDEs driven by $\alpha$-stable Lévy process.

Unlike the large deviation principle for SDEs driven by Brownian motion [12] and random Poisson measure with exponentially light tail [3], the convergence rate is determined solely by the jump behavior of the driven process and is in a polynomial rate. The large deviation theorem (Theorem 3.6) shows a more precise convergence rate that varies with respect to sets in the path space, which shares the same idea as Wang [1]. Even the SDEs in [6] are driven by a subexponential light process, whose tail is much lighter than our driven processes, the probability still decays much slower than an exponential speed. This agrees with what we have shown in our weak large deviation principle, where the probability decays in a polynomial speed. These may offer us with a powerful tool in investigating the dynamical behaviors of SDEs, such as the most probable transition path.

Further research is needed to establish the large deviation result for multiplicative noise and for multidimensional settings. There are very few papers concerning SDEs driven by heavy-tailed processes that take into consideration of these two cases. Very few theoretical works deal with the dynamical behaviors of these two cases.

**Appendix: Proofs to Lemma 3.1, 3.2 and 3.4**

In this section, we provide the proofs to Lemma 3.1, 3.2 and 3.4. The following lemma will play a role in these proofs.

**Lemma A.1.** For every function $f$ in $D$ and every series $\{\lambda_n\}_{n \geq 1}$ of non-decreasing homeomorphisms from $[0, 1]$ to $[0, 1]$, satisfying the property that $\|\lambda_n - e\| \to 0$ as $n \to \infty$, we have

$$\limsup_{n \to \infty} \int_0^1 |f(\lambda_n(s)) - f(s)| ds = 0.$$  

**Proof.** For every $\epsilon > 0$, define a set $A^\epsilon = \{s : |f(s) - f(s-) - \epsilon| > \epsilon\}$. As $f \in D[0, 1]$, we know $A^\epsilon$ is a finite set and $f$ is a bounded function. Let $h_i = |f(s_i) - f(s_i-)|$, $s_i \in A^\epsilon$.

Then we have

$$\limsup_{n \to +\infty} |f(\lambda_n(s)) - f(s)| \leq f^\epsilon(s),$$

where

$$f^\epsilon(s) = \begin{cases} h_i, & s = s_i \in A^\epsilon, \\ \epsilon, & \text{otherwise.} \end{cases}$$

Then

$$\int_0^t \limsup_{n \to +\infty} |f(\lambda_n(s)) - f(s)| ds \leq \int_0^t f^\epsilon(s) ds = t\epsilon.$$  

By Fatou’s Lemma, we have

$$\limsup_{n \to +\infty} \int_0^t |f(\lambda_n(s)) - f(s)| ds \leq \int_0^t \limsup_{n \to +\infty} |f(\lambda_n(s)) - f(s)| ds \leq \int_0^t f^\epsilon(s) ds = t\epsilon.$$
Since $\epsilon$ is arbitrary, we get
\[
\limsup_{n \to \infty} \int_0^1 |f(\lambda_n(s)) - f(s)| ds = 0.
\]

**Proof of Lemma 3.1.** Suppose $g_n \to g$ under Skorokhod metric. Then without loss of generality, we assume that $d(g_n, g) < 1/n$. This means there exist non-decreasing homeomorphisms $\{\lambda_n\}_{n \geq 1}$ such that $\|\lambda_n - \epsilon\| \lor \|g \circ \lambda_n - g_n\| < 1/n$.

Let $f_n = F(g_n)$ and $f = F(g)$. We will prove that $d(f_n, f) \to 0$ as $n \to \infty$.

For this purpose, we calculate
\[
(f \circ \lambda_n)(t) - f_n(t) = \int_0^{\lambda_n(t)} b(f(s)) ds - \int_0^t b(f_n(s)) ds + g(\lambda_n(t)) - g_n(t), \quad (A.1)
\]
\[
= \int_0^t b((f \circ \lambda_n)(s)) - b(f_n(s)) ds + g(\lambda_n(t)) - g_n(t)
+ \int_0^{\lambda_n(t)} b(f(s)) ds - \int_0^t b((f \circ \lambda_n)(s)) ds. \quad (A.2)
\]

Note that,
\[
|(f \circ \lambda_n)(s) - f(s)| = \left| \int_0^{\lambda_n(s)} b(f(\tau)) d\tau - \int_0^s b(f(\tau)) d\tau + g(\lambda_n(s)) - g(s) \right|
= \left| \int_s^{\lambda_n(s)} b(f(\tau)) d\tau + g(\lambda_n(s)) - g(s) \right|
\leq C|\lambda_n(s) - s| + |g(\lambda_n(s)) - g(s)|.
\]
By Lemma A.1, we know that there exists a positive sequence $\{\epsilon_n\}_{n \geq 1}$ which tends to 0 as $n \to \infty$, such that,
\[
\int_0^1 |g(\lambda_n(s)) - g(s)| \leq \epsilon_n.
\]
With this, we obtain the asymptotic result for (A.2) as
\[
\left| \int_0^{\lambda_n(t)} b(f(s)) ds - \int_0^t b((f \circ \lambda_n)(s)) ds \right| = \left| \int_0^t [b(f(s)) - b(f(\lambda_n(s)))] + \int_0^{\lambda_n(t)} b(f(s)) ds \right|
\leq \int_0^t L(C|\lambda_n(s) - s| + |g(\lambda_n(s)) - g(s)|) ds + C|\lambda_n(t) - t|
\leq 2(L \lor 1)C \sup_{0 \leq s \leq 1} |\lambda_n(s) - s| + L\epsilon_n
\to 0,
\]
where $L > 0$ is the Lipschitz constant of $b$ and $C$ is the bound of $b$. So, continuing (A.1), we have
\[
|(f \circ \lambda_n)(t) - f_n(t)| = \left| \int_0^t b((f \circ \lambda_n)(s)) - b(f_n(s)) ds \right| + |g(\lambda_n(t)) - g_n(t)|
+ \left| \int_0^{\lambda_n(t)} b(f(s)) ds - \int_0^t b((f \circ \lambda_n)(s)) ds \right|
\leq \int_0^t L|(f \circ \lambda_n)(s) - f_n(s)| ds + 1/n + \tilde{\epsilon}_n,
\]
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where $\bar{c}_{n} = \frac{2(zv_{1})C}{n} + L_{n} \to 0$ as $n \to \infty$. By Grönwall’s inequality, we get
\[
d(f, f_{n}) \leq \|\lambda_{n} - e\| \vee \|f \circ \lambda_{n} - f_{n}\| \leq 1/n \vee [(1/n + \bar{c}_{n})e^{L_{n}}],
\]
and this leads to our desired result.

Thus we have proved the continuity of $F$ under Skorokhod metric. □

**Proof of Lemma 3.4.** Note that the space $F(D)$ is endowed with the same metric as $D$.

We first prove that $F^{-1}$ is a continuous mapping. Suppose that, without loss of generality, there is a sequence $\{f_{n}\}_{n \geq 1}$ and $f$ in $F(D)$ such that $d(f_{n}, f) \to 0$ as $n \to \infty$. It means that there exists a series of non-decreasing homeomorphisms $\lambda_{n}$ satisfying $\|\lambda_{n} - e\| \vee \|f_{n} - f \circ \lambda_{n}\| \to 0$ as $n \to \infty$.

We know that for $f_{n}$ and $f$, there are $g_{n}$ and $g$ in $D$ such that
\[
f_{n}(t) = \int_{0}^{t} b(f_{n}(s))ds + g_{n}(t),
\]
\[
f(t) = \int_{0}^{t} b(f(s))ds + g(t).
\]
To prove the continuity of $F^{-1}$, we only need to prove that $d(g_{n}, g) \to 0$ as $n \to \infty$.

We know that
\[
g_{n}(t) - g(\lambda_{n}(t)) = f_{n}(t) - f(\lambda_{n}(t)) - \left[\int_{0}^{t} b(f_{n}(s))ds - \int_{0}^{\lambda_{n}(t)} b(f(s))ds\right]
\]
\[
= f_{n}(t) - f(\lambda_{n}(t)) - \left[\int_{0}^{t} (b(f_{n}(s)) - b(f(\lambda_{n}(s))))ds\right]
\]
\[
- \left[\int_{0}^{\lambda_{n}(t)} b(f(\lambda_{n}(s)))ds - \int_{0}^{\lambda_{n}(t)} b(f(s))ds\right].
\]
We only need to estimate
\[
\int_{0}^{t} b(f(\lambda_{n}(s)))ds - \int_{0}^{\lambda_{n}(t)} b(f(s))ds.
\]
As is done previously,
\[
\int_{0}^{t} b(f(\lambda_{n}(s)))ds - \int_{0}^{\lambda_{n}(t)} b(f(s))ds = \int_{0}^{t} b(f(\lambda_{n}(s))) - b(f(s))ds + \int_{\lambda_{n}(t)}^{t} b(f(s))ds,
\]
By Lemma A.1, we know that
\[
\limsup_{n \to +\infty} \int_{0}^{1} |f(\lambda_{n}(s)) - f(s)|ds = 0.
\]
With this, we obtain that
\[
\left|\int_{0}^{t} b(f(\lambda_{n}(s)))ds - \int_{0}^{\lambda_{n}(t)} b(f(s))ds\right| \leq \left|\int_{0}^{t} b(f(\lambda_{n}(s))) - b(f(s))ds\right| + \left|\int_{\lambda_{n}(t)}^{t} b(f(s))ds\right|
\]
\[
\leq L \int_{0}^{1} |f(\lambda_{n}(s)) - f(s)|ds + C\|\lambda_{n} - e\|
\]
\[
\to 0,
\]
\[
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\]
as \( n \to \infty \).

So,

\[
\limsup_{n \to \infty} \left\| \int_0^t b(f(\lambda_n(s)))ds - \int_0^{\lambda_n(t)} b(f(s))ds \right\| = 0.
\]

Then, as \( n \to \infty \),

\[
\|g_n - g \circ \lambda_n\| \leq \|f_n - f \circ \lambda_n\| + \left\| \int_0^t b(f_n(s)) - b(f(\lambda_n(s)))ds \right\|
\]

\[
+ \left\| \int_0^t b(f(\lambda_n(s)))ds - \int_0^{\lambda_n(t)} b(f(s))ds \right\|
\]

\[
\leq \|f_n - f \circ \lambda_n\| + L \|f_n - f \circ \lambda_n\|
\]

\[
+ \left\| \int_0^t b(f(\lambda_n(s)))ds - \int_0^{\lambda_n(t)} b(f(s))ds \right\|
\]

\[
\to 0.
\]

Thus, we have proved the continuity of \( F^{-1} \) under the Skorokhod metric \( d \).

Then, we continue to prove that \( F^{-1} \) is a Cauchy continuous mapping.

Proof by contradiction. Suppose there exists a Cauchy sequence \( \{f_n\}_{n \geq 1} \) in \( (F(\mathbb{D}), d) \) with \( f_1 = F(g_n) \) where \( g_n \in \mathbb{D} \) and \( \{g_n\}_{n \geq 1} \) is not a Cauchy sequence in \( (\mathbb{D}, d) \).

We know that \( \{f_n\}_{n \geq 1} \) is also a Cauchy sequence in \( (\mathbb{D}, d) \). As \( (\mathbb{D}, d) \) is a complete metric space, there exists a function \( f \in \mathbb{D} \) such that \( d(f_n, f) \to 0 \) as \( n \to \infty \). Then, we have non-decreasing homeomorphisms \( \{\lambda_n\}_{n \geq 1} \) to make \( \|\lambda_n - e\| \vee \|f_n \circ \lambda_n - f\| < 1/n \). A direct calculation gives us

\[
\|\lambda_n - e\| = \sup_{s \in [0,1]} |\lambda_n(s) - s| = \sup_{s \in [0,1]} |s - \lambda_n^{-1}(s)| < \frac{1}{n}.
\]

Denote \( \lambda_{n_1} \circ \lambda_{n_2}^{-1} \) as \( \tilde{\lambda}_{n_1,n_2} \). It is easy to verify that \( \tilde{\lambda}_{n_1,n_2} \) is also a non-decreasing homeomorphism from \([0, 1]\) to \([0, 1]\).

Similarly, we have

\[
\|\tilde{\lambda}_{n_1,n_2} - e\| = \|\lambda_{n_1} \circ \lambda_{n_2}^{-1} - e\| = \|\lambda_{n_1} - \lambda_{n_2}\| \leq \|\lambda_{n_1} - e\| + \|\lambda_{n_2} - e\| < \frac{2}{n_1 \wedge n_2}, \quad (A.3)
\]

and

\[
\|f_{n_1} \circ \tilde{\lambda}_{n_1,n_2} - f_{n_2}\| = \|f_{n_1} \circ \lambda_{n_1} \circ \lambda_{n_2}^{-1} - f_{n_2}\| = \|f_{n_1} \circ \lambda_{n_1} - f_{n_2} \circ \lambda_{n_2}\| < \frac{2}{n_1 \wedge n_2}, \quad (A.4)
\]

for all \( n_1, n_2 \in \mathbb{Z}_+ \).

As \( \{g_n\}_{n \geq 1} \) is not a Cauchy sequence, there exists a constant \( \delta > 0 \) such that for all \( N > 0 \), we can find an integer \( k > 0 \) satisfying \( d(g_N, g_{N+k}) > \delta \). For the homeomorphisms \( \lambda_n \), this gives us

\[
\delta < d(g_N, g_{N+k}) \leq \|g_N \circ \tilde{\lambda}_{N,N+k} - g_{N+k}\|. \quad (A.5)
\]
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We know,
\[
(g_N \circ \tilde{\lambda}_{N,N+k})(t) - g_{N+k}(t) = (f_N \circ \tilde{\lambda}_{N,N+k})(t) - f_{N+k}(t)
- \left[ \int_0^t b(f_N(s))ds - \int_0^t b(f_{N+k}(s))ds \right] \\
= (f_N \circ \tilde{\lambda}_{N,N+k})(t) - f_{N+k}(t) \tag{A.6}
- \left[ \int_0^t b((f_N \circ \tilde{\lambda}_{N,N+k})(s)) - b(f_{N+k}(s))ds \right] \tag{A.7}
+ \left[ \int_0^t b((f_N \circ \tilde{\lambda}_{N,N+k})(s))ds - \int_0^t b(f_N(s))ds \right]. \tag{A.8}
\]

We claim that for each \( \epsilon > 0 \), there exists an integer \( N_1 > 0 \) such that for all integer \( n_1 > N_1 \) and positive integer \( k \), we have
\[
\sup_{t \in [0,1]} \left| \int_0^t b((f_{n_1} \circ \tilde{\lambda}_{n_1,n_1+k})(s))ds - \int_0^t \tilde{\lambda}_{n_1,n_1+k}(t) b(f_{n_1}(s))ds \right| < \epsilon.
\]

By the Lipschitz continuity of \( b \), for the previous \( \epsilon \), there is an integer \( N_2 > 0 \) such that for all \( n_2 > N_2 \) and positive integer \( k \), we have
\[
\sup_{t \in [0,1]} \left| \int_0^t b((f_{n_2} \circ \tilde{\lambda}_{n_2,n_2+k})(s)) - b(f_{n_2+k}(s))ds \right| < \epsilon.
\]

Take \( \epsilon = \frac{1}{2}(\delta - 2/n) \). For each \( n > N_1 \vee N_2 \), there is a positive integer \( k \) to make equation (A.5) hold with \( n \) in place of \( N \). We have from (A.6-A.8) that
\[
\delta < \| g_n \circ \tilde{\lambda}_{n,n+k} - g_{n+k} \| \leq \| f_n \circ \tilde{\lambda}_{n,n+k} - f_{n+k} \| + 2\epsilon = \| f_n \circ \tilde{\lambda}_{n,n+k} - f_{n+k} \| + \delta - 2/n.
\]

This gives us
\[
2/n < \| f_n \circ \tilde{\lambda}_{n,n+k} - f_{n+k} \|,
\]
which contradicts with inequality (A.4).

Now we proceed to prove our claim by showing that for every \( k \in \mathbb{Z}_+ \),
\[
\sup_{t \in [0,1]} \left| \int_0^t b((f_n \circ \tilde{\lambda}_{n,n+k})(s))ds - \int_0^t \tilde{\lambda}_{n,n+k}(t) b(f_n(s))ds \right| \\
\leq \sup_{t \in [0,1]} \left| \int_0^t b((f_n \circ \tilde{\lambda}_{n,n+k})(s)) - b(f_n(s))ds \right| + C\| \tilde{\lambda}_{n,n+k} - \epsilon \| \to 0,
\]
as \( n \to \infty \).

We calculate for \( s \in [0,1] \) that
\[
\left| (f_n \circ \tilde{\lambda}_{n,n+k})(s) - f_n(s) \right| \leq \left| (f_n \circ \lambda_n \circ \lambda_{n+k}^{-1})(s) - f_n(s) \right| \\
\leq \left| (f_n \circ \lambda_n \circ \lambda_{n+k}^{-1})(s) - f(\lambda_{n+k}^{-1}(s)) \right| + \left| f(\lambda_{n+k}^{-1}(s)) - f(s) \right| \\
+ \left| f(\lambda_{n+k}^{-1}(s)) - f(s) \right| + \left| f(\lambda_{n+k}^{-1}(s)) - f_n(s) \right|.
\]
As \(\|f_n \circ \lambda_n - f\| < 1/n\) and \(\|\lambda_n^{-1} - e\| = \|\lambda_n - e\| < 1/n\), we know
\[
\sup_{s \in [0,1]} \left|(f_n \circ \lambda_n \circ \lambda_n^{-1})(s) - f(\lambda_n^{-1}(s))\right| = \sup_{s \in [0,1]} \left|f(\lambda_n^{-1}(s)) - f_n(s)\right| = \|f_n \circ \lambda_n - f\| < \frac{1}{n}.
\]
And for all continuous point \(s \in [0,1]\) of \(f\) and hence for Lebesgue-almost all \(s \in [0,1]\),
\[
|f(\lambda_n^{-1}(s)) - f(s)| \leq |f(\lambda_n^{-1}(s)) - f(s)| \to 0 \quad \text{as} \quad n \to \infty.
\]
Then, we can deduce that \(|(f_n \circ \lambda_n^{-1})(s) - f_n(s)|\) converges to 0 for Lebesgue-a.e. \(s \in [0,1]\) and all \(k \in \mathbb{Z}_+\), as \(n \to \infty\). Since \(b\) is a bounded Lipschitz continuous function, we have from Dominant Convergence Theorem that
\[
\sup_{t \in [0,1]} \left|\int_0^t b((f_n \circ \lambda_n^{-1})(s)) - b(f_n(s)) ds\right| \leq \int_0^1 |b((f_n \circ \lambda_n^{-1})(s)) - b(f_n(s))| ds \to 0, \quad (A.9)
\]
as \(n \to \infty\). A direct calculation gives us
\[
\left|\int_0^t b((f_n \circ \lambda_n^{-1})(s)) ds - \int_0^{\lambda_n^{-1}(t)} b(f_n(s)) ds\right|
\leq \left|\int_0^t b((f_n \circ \lambda_n^{-1})(s)) - b(f_n(s)) ds\right| + \int_0^{\lambda_n^{-1}(t)} b(f_n(s)) ds.
\]
With the fact that \(b\) is a bounded function, inequality (A.3) and (A.9), we have proved our claim. \(\square\)

**Proof of Lemma 3.2.** As is stated in the lemma, we assume that the set \(A\) is bounded by a positive constant \(M\), by which we mean \(\sup_{x \in A} d(x, 0) \leq M\), where \(0\) is the zero function. We first prove that \(F^{-1}(A)\) is bounded away from \(D_{<j,k}\).

Proof by contradiction. Suppose there exist two sequences \(\{\xi_n\}_{n \geq 1} \subset F^{-1}(A)\) and \(\{\eta_n\}_{n \geq 1} \subset D_{<j,k}\) such that \(d(\xi_n, \eta_n) < \frac{1}{n}\) for all \(n \geq 1\). So, there also exists a sequence of non-decreasing homeomorphism \(\{\lambda_n\}_{n \geq 1}\), and \(\|\lambda_n - e\| \vee \|\xi_n - \eta_n \circ \lambda_n\| < \frac{1}{n}\).

As \(\{F(\xi_n)\}_{n \geq 1} \subset A\) is bounded by \(M\), by the definition of \(F\), which is
\[
F(\xi_n)(t) = \int_0^t b(F(\xi_n)(s)) ds + \xi_n(t),
\]
we have
\[
d(\xi_n, 0) \leq d(\xi_n, F(\xi_n)) + d(F(\xi_n), 0)
\leq \|\int_0^t b(F(\xi_n)(s)) ds\| + M
\leq C + M,
\]
and
\[
d(\eta_n, 0) \leq d(\eta_n, \xi_n) + d(\xi_n, 0) \leq 1 + C + M. \quad (A.10)
\]
These mean that \(\{\xi_n\}_{n \geq 1}\) and \(\{\eta_n\}_{n \geq 1}\) are also bounded by \(C + M\) and \(1 + C + M\) respectively.

Next, we will show that \(d(F(\xi_n), F(\eta_n)) \to 0\) as \(n \to \infty\).
For the same \( \{ \lambda_n \}_{n \geq 1} \), we have

\[
|F(\xi_n)(t) - F(\eta_n) \circ \lambda_n(t)| \leq \left| \int_0^{\lambda_n(t)} b(F(\eta_n)(s))ds - \int_0^t b(F(\xi_n)(s))ds \right| + |\eta_n \circ \lambda_n(t) - \xi_n(t)|
\]

\[
\leq \int_0^t L|F(\xi_n)(s) - F(\eta_n) \circ \lambda_n(s)|ds + |\eta_n \circ \lambda_n(t) - \lambda_n(t)|
+ \int_0^{\lambda_n(t)} b(F(\eta_n)(s))ds - \int_0^t b(F(\eta_n) \circ \lambda_n(s))ds.
\]

As \( \|\eta_n \circ \lambda_n - \xi_n\| < \frac{1}{n} \), we only need to estimate the last term, which is

\[
\left| \int_0^{\lambda_n(t)} b(F(\eta_n)(s))ds - \int_0^t b(F(\eta_n) \circ \lambda_n(s))ds \right| \leq \int_0^t |b(F(\eta_n)(s))ds - b(F(\eta_n) \circ \lambda_n(s))|ds
+ \int_0^{\lambda_n(t)} |b(F(\eta_n)(s))|ds
\]

\[
\leq \int_0^t L|F(\eta_n)(s) - F(\eta_n) \circ \lambda_n(s)|ds + C\|\lambda_n - \zeta\|.
\]

We claim that

\[
\int_0^t L|F(\eta_n)(s) - F(\eta_n) \circ \lambda_n(s)|ds \leq \tilde{C}\|\lambda_n - \zeta\|
\]

where

\[
\tilde{C} = LC + 4(1 + C + M)((\alpha - 1)j + (\beta - 1)k).
\]

With this, we can deduce that

\[
|F(\xi_n)(t) - F(\eta_n) \circ \lambda_n(t)| \leq \int_0^t L|F(\xi_n)(s) - F(\eta_n) \circ \lambda_n(s)|ds + \|\eta_n \circ \lambda_n - \xi_n\|
+ (C + \tilde{C})\|\lambda_n - \zeta\|
\]

\[
\leq \int_0^t L|F(\xi_n)(s) - F(\eta_n) \circ \lambda_n(s)|ds + \frac{(1 + C + \tilde{C})}{n}.
\]

By Grönwall’s Lemma, we have

\[
|F(\xi_n)(t) - F(\eta_n) \circ \lambda_n(t)| \leq \frac{(1 + C + \tilde{C})}{n} \exp(Lt).
\]

As \( n \to \infty \), \( d(F(\xi_n), F(\eta_n)) \to 0 \), which contradicts with the assumption that \( A \) is bounded away from \( G_{j \cdot k} \).

We now continue to verify our claim. Note that

\[
|F(\eta_n)(s) - F(\eta_n) \circ \lambda_n(s)| \leq \left| \int_{\lambda_n(s)}^s b(F(\eta_n)(\tau))d\tau \right| + |\eta_n(s) - \eta_n \circ \lambda_n(s)|
\]

\[
\leq C\|\lambda_n - \zeta\| + |\eta_n(s) - \eta_n \circ \lambda_n(s)|,
\]

and

\[
|\eta_n(s) - \eta_n \circ \lambda_n(s)| \leq \zeta_n(s),
\]
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where
\[
\zeta_n = \begin{cases} 
2(1 + C + M), & s \in \bigcup_i \left[0 \vee (s_i^{(n)} - \|\lambda_n - e\|), (s_i^{(n)} + \|\lambda_n - e\|) \wedge 1\right], \\
0, & \text{otherwise},
\end{cases}
\]

and \(s_i^{(n)}\)'s are the jump points of \(\eta_n\). This is because \(\eta_n\) is a step function with at most \(((\alpha - 1)j + (\beta - 1)k)\) jumps, and the jump heights of \(\eta_n\) are bounded by \(2(1 + C + M)\) due to (A.10).

Thus,
\[
\int_0^t L|F(\eta_n)(s) - F(\eta_n) \circ \lambda_n(s)|ds \leq \int_0^t LC\|\lambda_n - e\|ds + \zeta_n(s)ds \\
\leq LC\|\lambda_n - e\| + 4(1 + C + M)[(\alpha - 1)j + (\beta - 1)k]\|\lambda_n - e\| \\
= \tilde{C}\|\lambda_n - e\|.
\]

Replacing \(D_{<i,k}\) by \(D_{<i,k} \cup D_{i,k}\) and \(G_{<i,k}\) by \(F(D_{<i,k} \cup D_{i,k})\), we can deduce the second statement with exactly the same proof and it is omitted here.
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