Overview

In the past decade, automated microscopy and high-throughput/high-content biological imaging pipelines have developed rapidly, and with the increasing availability of computing resources and storage devices led to the acquisition of very large datasets of biological images. These high-content screens have become an important tool in drug discovery, but applications also include small molecule screens [1, 2], sub-cellular localization [3], gene functionality [4, 5], and more.

Automatic microscopy is also used in the medical domain such as histopathology, producing large databases of microscopy images in digital format. However, while effective autonomous imaging devices and computing and storage resources have been significantly improving in the past decade, the bottleneck for optimal use of these automated methods remains the imperfection of the machine vision and pattern recognition algorithms [6, 7].

One of the challenges of experimentalists who work with large datasets of microscopy images is outlier detection - detecting repetitive phenotypes that are visually different from the common phenotypes. That is, if a certain gene, for instance, is expressed in just 1% of the cells, the experimentalist who analyses the microscopy images manually might not easily notice that and will therefore not be able to use that information to comprehensively study the functionality of the gene. Also, a certain treatment might lead to rare but consistent phenotypes, and an experimentalist working with these image data might find it difficult to detect these rare phenotypes by manual observation, especially in cases where the resulting phenotypes are not very different from each other visually.

An outlier is a data point or points that are markedly different from other data points in the same sample set. Outlier detection is the automatic identification of these data points. Many different algorithms have been proposed for performing outlier detection based on statistic [8], distance [9, 10, 11, 12], density [13, 14], clustering [15, 16, 17, 18], and deviation [19, 20, 21].

While numerous outlier detection algorithms have been proposed, the existing literature provides far less information about experiments of outlier detection with image data, or tools that can detect novelty in large datasets of images. In particular, little work has yet been reported on methods and tools for outlier detection in microscopy images. Additionally, the outlier detection methods mentioned above aim at identifying single outliers in a dataset, a task that is not suitable for the field of microscopy since an outlier is of interest only if that phenotype is consistently detected in more than one instance and in a replicable fashion. Therefore, a tool for outlier detection in microscopy images will be of better use if it can detect phenotypes that are rare, but have more than one instance in the dataset. For instance, in the example above of a gene expressed in just 1% of the cells, an outlier detection algorithm that detects single outliers will return a set of images of peculiar cells that happen to exist in the screen, and the cells with the expressed gene might be inside that set, making it difficult for the microscopist to detect them. If the outlier detection algorithm
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detects only outlier images that appear numerous times in the screen, the experimentalist will receive a set of outlier cells that only include the cells in which the gene is expressed. Automatic analysis also has the advantage of being reproducible and more objective compared to manual analysis [22].

Here we describe Compound Hierarchical Learners for Outlier Extraction (CHLOE), a software tool that can be used by experimentalists for outlier detection in a broad range of biological experiments. The method adjusts itself automatically to the data being analysed, and therefore can be applied to different subjects and different types of microscopy without changing the code. The user is not required to be familiar with pattern recognition methods in order to apply the method to their own unique data.

As described above, applications of the software tool include high-content screening, but the versatile nature of the method makes it effective for detecting outlier images in many other types of experiments. For instance, in histopathology it can be used to detect microscopy images that are different from the "typical" images in that scan, and therefore can assist in utilizing robotic microscopy to collect very many images of the same patient and analyse them automatically to detect anomalies and optimize the diagnostics power.

The method is also not limited to microscopy images, but can be applied to other types of medical imaging such as radiology, and detect outlier cases of different body parts imaged as part of population studies or in radiology image databases. Example experiments described in the paper include brightfield and fluorescence microscopy, as well as plain radiology, but applications can also include electron microscopy, histopathology, FTIR (Fourier Transform Infrared Spectroscopy), and more.

Implementation and architecture

The method is based on the CHARM (Compound Hierarchical Algorithms Representing Morphology) feature set [23], which is a comprehensive set of numerical image content descriptors that reflect very many aspects of the visual content such as texture, shape, colour, edges, fractals, polynomial decomposition of the image, and statistical distribution of the pixel intensities [23,24]. To obtain better signal, these descriptors are extracted not just from the raw image, but also from image transforms and multi-order image transforms as thoroughly discussed in [23, 24]. This large feature set provides a comprehensive analysis, and therefore can be applied to various experiments that involve different types of microscopy, magnifications, and organisms [25].

WNDCHRM is an independent image classifier and works without CHLOE. Once the numerical image content descriptors are computed by WNDCHRM, CHLOE is applied to the dataset of numerical image content descriptors to detect outliers. Therefore, CHLOE uses just the feature extraction capabilities of WNDCHRM, but does not use its analysis and pattern recognition algorithms. In any case, CHLOE is executed only after WNDCHRM is executed and produces the values of the numerical image content descriptors. Figure 1 visualizes the CHLOE process.

The automatic outlier detection method is an expansion of a method that was previously used to detect peculiar astronomical objects [26, 27]. Once the numerical image content descriptors of the CHARM feature set are computed for each image, the values are normalized to the [0,100] interval to eliminate any numeric bias. In the next step, the mean, median, and variance of each image feature are computed. To characterize the "typical" feature values of an image in the dataset, the highest 5% and the lowest 5% of the values of each image feature are ignored when computing the mean and variance, so that extreme values that result from noise, artefacts, or outlier images will not affect the mean and variance of the "typical" images [23, 24, 28, 29, 30].

The higher the variance of the feature values, the more difficult it is to use those values to determine what a "typical" feature value is. If there is a low range of variability of a given feature, that feature is considered a potentially stronger indicator for detecting an outlier image, which might have different values of that particular feature compared to the other non-outlier images in the dataset. Since the CHARM feature set includes 2,873 different image features, it is expected that not all of them are informative for a particular image analysis experiment, and therefore many of the features represent noise [23]. In order to reduce the effect of non-informative features, by default 90% of the features with the highest standard deviations are ignored, as these are assumed to poorly represent the typical image in the dataset. The remaining 10% of the features are weighted using the standard deviation to further improve the accuracy by allowing more informative features to have a larger impact on the analysis.

Features with high kurtosis can be assigned with high feature weights. However, in that case the values of non-outlier samples are expected to be close, and therefore the total effect on the distances between samples will not be significant. If a certain non-outlier sample happens to have a substantially different value in a feature with a high kurtosis, that feature will be outweighed by the other features of the very large feature set used in the analysis.

Next, for each image sample, Euclidian distance between each pair of images u and w in the dataset is calculated using Equation 1.

\[ d = \sum_i \sigma_i (f_{ui} - f_{wi})^2, \]

where \( d \) is the weighted Euclidean distance between image \( u \) and image \( w, f_{ui} \) is the value of feature \( i \) computed from the image \( u, f_{wi} \) is the value of feature \( i \) computed from image \( w, \) and \( \sigma_i \) is the standard deviation of the feature across all images in the dataset. That is, the distance is the sum of the weighted square distances between the feature values of the two images, such that the weights are the standard deviation of the feature.

Once distances between all possible pairs of samples in the dataset are computed, the distances for each sample
are sorted in an ascending order, and the $K$th shortest distance from each sample is selected. Then, the $K$th distances of all samples are ordered, and the largest distances among these $K$th distances are selected. The samples with the largest $K$th distance are assumed to be the possible outlier samples, since they have less than $K$ neighbours that are visually similar to it.

The weighted distances are highly important for accurately reflecting the image morphology in the context of an image analysis problem [24, 30], and therefore the weights of the features are critical in outlier image detection when the image morphology is complex, and each image is represented by a large number of features. The standard deviation is a simple weighting policy, but is effective in providing a consistent distance between all pairs of samples, while its sensitivity to possible non-informative features with high weights is highly limited due to the use of the very large feature set.

Except for the file name where the feature values are stored, CHLOE takes three parameters. One is the $K$ parameter described above, which is the minimum number of neighbours that a sample is required to have to be detected as an outlier. The second parameter is $q$, which is the number of output outliers that CHLOE returns as output, ordered by their distance from the "typical" image. The distance reflects the dissimilarity between the sample and the "typical" image in the dataset, and therefore the likelihood of the sample to be a true outlier. The third parameter is $j$, which is used for the purpose of testing the performance of the method when the regular and outlier images are known. That parameter determined the number of images from the outlier class that are combined in the class of the regular images, so that the capability of the algorithm to detect them can be tested.

The output of CHLOE is a list of samples that are the most dissimilar to the "typical" image in the dataset, and there are more likely to be outliers. As mentioned above, the outliers also need to meet the criterion specified by the $k$ parameter.

In order to perform outlier detection using CHLOE, the first required task is computing image content descriptors for all images in the dataset. These values describe the image content in a numeric fashion that can be processed by pattern recognition tools. For that purpose we use the WNDCHRM tool, which computes the CHARM comprehensive set of numerical image content descriptors, and is available for free download. WNDCHRM runs from the command line using the following command syntax:
where `feature_file` is the resulting output file that stores the image feature values, images is a path to the top folder where the images of the dataset are stored, and `options` are optional switches that can be specified by the user. `WNDCHRM` is thoroughly described in [23, 24]. A sample command line run in Microsoft Windows, using a library of pollen images [25], follows:

```cmd
> wndchrm train -m1 c:\path\to\pollen c:\path\to\pollen\pollen.fit
```

The file “pollen.fit” is the file that is generated by `WNDCHRM`, and contains all image features computed for all images in the sub-folders of the “pollen” folder [23]. Since the `-m` switch is used, when the features of a certain image are computed, a .sig file (with the name of the image) will be created in the same folder of that image [23].

Computing the image features can be slow, and depending on the number and size of the images typically takes between a few hours to a few days to complete computing [23]. In the case of a system with more than one processor several instances of `WNDCHRM` to can be run to expedite the process and utilize the computing power of the system. Starting another instance of `WNDCHRM` can be done by repeating the same command line. A full description of the `WNDCHRM` command line utility and the `WNDCHRM` algorithm can be found at [23].

The second step in the process uses the CHLOE program described in this paper. CHLOE does not have an integrated graphical user interface, and all user interactions are performed using simple command-line instructions.

Once the `WNDCHRM` output file has been created, CHLOE can be used to analyse the file for detecting outliers.

```cmd
> Chloe.exe rank -q10 -k10 inputfile.fit
```

Where `inputfile.fit` is the output file created from the `WNDCHRM` utility, `k` is a parameter value which specifies the minimum number of similar samples, and `-q` is the number of likely outliers the program should return. The `k` parameter can be entered on the command line as either an integer value (using the lowercase k) or a percentage of the number of image files in `inputfile.fit` (using an uppercase K). As an example, if the user enters a value of -K10, CHLOE converts it to represent 10 percent of the number of images in the input file. If the input file contains 200 images, a value of 20 will be used for `k`.

Once the program execution is complete, a file called “chloe_output.txt” is created and saved to the same directory, which contains the chloe.exe executable file. The chloe_output.txt file is a comma-separated text file, and can be manually viewed or used to load into any spreadsheet, database, or word processing program for analysis. It contains two items: the order the proposed outlier was returned, and the proposed outlier image file. The lines in the “chloe_output.txt” file are ordered such that the first line is the sample that is most likely to be an outlier in the dataset.

It should be noted that CHLOE ranks the samples by their relative likelihood to be outliers, based on the weighted Euclidean distances. Therefore, the top samples detected by CHLOE are not necessarily outlier images, and require further analysis by the experimentalist. However, in a large microscopy image dataset, CHLOE can point the experimentalist to the phenotypes of interest, a task that might be labor intensive without using automation.

The `-q` value switch given to the program determines the number of outliers returned. If the user runs the program with a `-q` value of 5, the program will return the 5 most likely outlier images such as the following:

- 1./iicbu/shamirl/images/fruitflyannotatio/ff/Data/stage4_6/g463mask_s2_87.tiff
- 2./iicbu/shamirl/images/fruitflyannotatio/ff/Data/stage13_16/g463mask_s6_62.tif
- 3./iicbu/shamirl/images/fruitflyannotatio/ff/Data/stage13_16/g463mask_s6_8.tif
- 4./iicbu/shamirl/images/fruitflyannotatio/ff/Data/stage13_16/g463mask_s6_98.tif
- 5./iicbu/shamirl/images/fruitflyannotatio/ff/Data/stage16_13/g463mask_s6_73.tif

In the example above, the samples ranked at the sixth place or under will not be shown to the user. If the user is interested in viewing more outlier samples, she needs to set the `-q` value to the desired number of outliers she wishes to receive from the program.

Neither `WNDCHRM` nor CHLOE apply any automatic detection of ROI. Therefore, using CHLOE should be preceded by a first step of ROI detection and separation of these ROIs from the raw images. This task can be done by using some of the mature open source segmentation tools that exist such as ITK [31].

**Quality control**

Testing was conducted using four different biological image libraries: the CHO (Chinese Hamster Ovary) dataset [32], consisting of fluorescence 512x382 microscopy images of different sub-cellular compartments, the Pollen dataset [33], which is a dataset of 25x25 images of geometric features of pollen grains, the HeLa dataset [33], and a library of fruit fly microscopy images taken at different days of development. The first three datasets are available for free download as part of the IICBU-2008 benchmark suite [25] at http://ome.grc.nia.nih.gov/iicbu2008, and sample images of the pollen classes used in the experiments are shown in Figure 2. All experiments were done in Windows 7 operating system. It should be noted that the CHO and HeLa dataset could have a certain bias in the way the data were acquired [34], and therefore the outlier can be detected also by the batch in which each image was acquired rather than the morphology of these cells.

Larger datasets that were tested include the RNAi dataset [35], which is a screen of DAPI stained fruit fly cells such that 16 different genes are knocked down, and the cells were separated from the images to produce a dataset.
of 12,583 cell images of dimensionality of 60x60 [35].

Another relatively large dataset that was used is a dataset of 1,600 knee x-rays taken from the Osteoarthritis Initiative (OAI), such that 1000 knee x-rays are of women and 600 x-rays are of knees of men. The dataset of C. elegans terminal bulb at different ages [36] is also different from the other datasets in the sense that the subjects are tissues and not cells. The images were acquired using differential inference contrast (DIC) microscopy, and imaged the terminal bulb of C. elegans at different ages, from 0 to 12 days.

The image datasets used in this study, and how they are compared to each other in the experiments, are listed in Table 1.

After all of the numerical image content descriptors were obtained by running WNDCHRM, a Perl script was run to create a test directory of particular content descriptors to analyse. For instance, 90 samples of pollen grains from a “typical” class and 1-10 samples from an “outlier” class were combined into a single feature file. The Perl script then executed CHLOE against the image content file. The Perl script communicates what the expected outlier file is, based on the test directory contents, to enable the ability to measure the performance against the expected outcome.

The performance of CHLOE was evaluated as the number of times the method correctly detected one or more of the outlier images divided by the number of times the program was executed. For example, when using a library of 95 images containing 90 base class images and

| Dataset        | Typical class | Outlier class | Images in typical class |
|----------------|---------------|---------------|------------------------|
| Pollen         | 198           | 212           | 90                     |
| Pollen         | 212           | 198           | 90                     |
| Pollen         | 216           | 406           | 90                     |
| Pollen         | 406           | 216           | 90                     |
| CHO            | hoechst       | giantin       | 69                     |
| CHO            | gianti        | hoechst       | 69                     |
| Hela           | actin         | dna           | 98                     |
| Hela           | dna           | Actin         | 87                     |
| Hela           | golgpp        | Er            | 86                     |
| Hela           | er            | golgpp        | 85                     |
| Fruit Fly      | stage 4 to 6  | stage 13 to 16| 90                     |
| Fruit Fly      | stage 13 to 16| stage 4 to 6  | 90                     |
| C. elegans TB  | Day 0         | Day 6         | 112                    |
| C. elegans TB  | Day 0         | Day 10        | 112                    |
| C. elegans TB  | Day 0         | Day 12        | 112                    |
| RNAi           | Untreated     | CG7825        | 1500                   |
| RNAi           | Untreated     | CG8114        | 1500                   |
| RNAi           | Untreated     | CG8711        | 1500                   |
| OAI            | Women         | Men           | 1000                   |
| OAI            | Men           | Women         | 600                    |

Table 1: Image datasets used for the experiments. Each experiment includes one set of typical images, and one set of outlier images. The method is used to detect a single outlier image in the set of outlier images.
5 outlier class images, if the program found any of the outlier images during the single execution that execution was considered successful. Figure 3 charts the average detection accuracy for all image classes tested. The detection accuracy reflects the ability of the method to correctly detect an outlier image in the set of typical images.

Figure 3: The average detection accuracy of the outlier images for all image classes in Table 1 (where $q = 5$ and $j = 5$). In each experiment one class of images was used as the collection of outlier images, and another class was used as the typical images as specified in Table 1. The detection accuracy reflects the ability of the method to correctly detect an outlier image in the set of typical images.

### Table 1: Ranked Images

| Rank | Image file | Image |
|------|------------|-------|
| 1    | obj_406_5  | ![Image](image1) |
| 2    | obj_212_9  | ![Image](image2) |
| 3    | obj_406_7  | ![Image](image3) |
| 4    | obj_406_6  | ![Image](image4) |
| 5    | obj_406_9  | ![Image](image5) |
| 6    | obj_406_1  | ![Image](image6) |
| 7    | obj_406_10 | ![Image](image7) |
| 8    | Obj_406_14 | ![Image](image8) |

Figure 4: The eight top images detected by CHLOE when using the pollen experiment. The outlier is ranked second among the 91 images used in the experiment.

Several variables and their effect on the performance were evaluated. The number of likely outliers ($q$), the order of the nearest neighbour to select for each sample to evaluate its relative distance to other samples in the dataset ($k$), and the number of outliers to place in the test directory ($j$) were changed during different program executions. As expected, the higher the $q$ value, the greater likelihood that the correct outlier was detected and the run was considered successful. Figure 5 displays the detection accuracy as a function of the value of $q$, where $k = 10$.

Figure 5: The detection accuracy of the outlier image as a function of the $q$ value (where $k = 10$). Clearly, the higher the number of likely outlier gets larger, the higher probability that the actual outlier will be among the detected outliers. The downside of increasing the value of $q$ is that the program will make more detections, and therefore will require more human labour to analyse the output manually. For instance, when $q$ is equal to 10 it means that the experimentalist will need to examine 10 output samples manually.

Figure 6: The detection accuracy of the outlier image as a function of the $j$ value (where $q = 5$ and $k = 10$). When more outliers are placed among the typical images, the method has a higher chance of detecting one of them as the actual outlier.

The number of outliers placed in the test directory ($j$) was changed in order to test whether more outlier images would make it more difficult or easier for the method to detect the outlier. Figure 6 shows the detection accuracy as a function of the value of $j$, where $q$ is equal to 5 and $k$ is equal to 10. A detection attempt is marked as successful if even a single outlier is detected; therefore the detection accuracy increases as more outliers are placed in the test directory.

Different values of $k$ were used to determine whether an outlier in a directory with other members of the same outlier class could still be detected. In other words, an outlier image can have neighbours and still be an outlier if it has less than $K$ neighbours. Therefore, the $k$ value allowed
the algorithm to consider a varying number of neighbour outliers and still detect the images as outliers compared to the base class. Since the user does not know the value of $k$ before the experiment (and cannot even assume the existence of a single outlier in the database), an estimation needs to be made based on the criterion of the user for what she considers an outlier. If the user considers every image that is different than the rest of the images as an outlier, the value of $k$ should be set to 1. However, a single image that is different from the other images is often not considered an outlier unless images similar to it also appear in the database. To search for repetitive outliers that appear several times in the database the user needs to specify $k$ values higher than 1, based on the number of repetitions the user considers an outlier that justifies attention and manual observation. If the number of repetitive outliers in the database is lower than $k$, these outliers will not be reported to the user, as they do not meet the criteria that the user specified. Figure 7 displays the results of measuring the detection accuracy with different values of $k$.

To test the system with a larger sample, we used the RNAi dataset [35], fluorescence microscopy images of drosophila where the different classes were created by knockdown of different genes [35]. Part of the dataset is also available for free download [25]. Three genes were used in the experiment: CG7825, CG8114, CG8711, each produces a different phenotype [35], as well as images of untreated cells. In each experiment, 1500 60x60 images of untreated cells were used for the “typical” class, and 30 cells of each of the treated cells were used as the outlier class in each run, simulating an experiment in which 2% of the cells are outlier phenotypes. The parameter $q$ was set to 20, which is clearly practical for manual inspection of the outlier images. Each run was repeated 100 times such that the outlier cell images are selected randomly. Figure 8 shows the outlier detection rate when using different values of $k$.

As the figure shows, when the actual outlier rate is as low as 2%, in most cases CHLOE can correctly detect the outliers in a set of 20 suggested outliers, showing that the relatively quick task of applying CHLOE to large datasets of microscopy images can potentially lead to detection of anomalies. Clearly, applying CHLOE is far less labour intensive compared to manual inspection of a dataset of thousands of cell images, a task that is normally not practical.

To demonstrate that CHLOE can also process microscopy images of subjects that are not cells, the C. elegans terminal bulb dataset was also tested. The $q$ parameter was set to 5, and the detection accuracy is displayed in Figure 9, showing that CHLOE can informatively detect outliers also in a dataset of tissue images. As the figure shows, the
detection of a terminal bulb of a 6-day-old worm in a set of terminal bulbs of newborn worms is less accurate than the detection of the terminal bulb of older worms, which is expected due to the gradual morphological change in C. elegans terminal bulb tissues as the animals age [36].

Another test with a larger dataset was with the knee X-rays taken from the OAI dataset. The dataset is not of microscopy images, and can therefore also demonstrate the breadth of the outlier image detection method. As was shown in previous experiments, computers are able to differentiate between the knee of men and women by analysing the X-ray of the knee [37]. Twenty X-rays of men knees and 30 X-rays of women knees were used as the outlier groups to the datasets of women and men knee X-rays, respectively. As before, for each K the experiment was run 100 times, q was set to 10, and the accuracy is the average detection rate of these runs. Figure 10 shows the detection accuracy.

(2) Availability

Operating system
Windows XP, Windows 7, Windows, 8.1.

Programming language
C++

Additional system requirements
Minimum hardware requirements for WNDCHRM and CHLOE are a PC with 512MB of RAM and a 1GHz Intel Pentium 4 processor. However, due to the computational complexity of WNDCHRM, a faster machine with multiple cores will significantly shorten the response time of the system. For example, features can be extracted from one 256 × 256 image in ~100 seconds using a system with a 2.6 GHz AMD Opteron and 2 GB of RAM [23].

WNDCHRM can run on Linux or Windows, and CHLOE has binaries for Windows, but the source code is open and can be compiled for other platforms by advanced computer users.

Both WNDCHRM and CHLOE are written in C++. CHLOE was tested using a Sony laptop computer with 4 gigabytes of RAM, and a 1.30 gigahertz processor, running Windows 7 Professional with Service Pack 1. It was also tested on an IBM Lenovo T2400 laptop with 3 gigabytes of RAM and a 1.83 GHz processor, running Windows XP Professional Version 2002 with Service Pack 3, and HP Z-Book with 16 gigabytes of RAM and Intel core-i7 4800 processor running Windows 8.1.

Dependencies
WNDCHRM (http://vfacstaff.ltu.edu/lshamir/downloads/ImageClassifier)

Installation
CHLOE is a single executable file “chloe.exe”, so no installation procedure is required. Users should download the file to their hard drive, start the Command Prompt utility, and change the working folder to the folder where chloe.exe is located. The execute “chloe.exe” according to the instructions provided in the “implementation and architecture” section of this paper.

CHLOE requires WNDCHRM to compute the numerical image content descriptors before CHLOE is applied. WNDCHRM should be downloaded with the Dynamic Link Libraries (DLLs) specified in the WNDCHRM download page (http://vfacstaff.ltu.edu/lshamir/downloads/ImageClassifier). The DLLs should be placed in the same folder as the “wndchrm.exe” file.
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(3) Reuse potential

The software allows for a library of images to be analysed automatically, with no previous intervention or knowledge by the experimentalist, and the outlier images are automatically detected so that further analysis can be performed by the experimentalist. This unsupervised method can be particularly useful where the number of images in the dataset is too large to be analysed manually. The software can be used by experimentalists to perform outlier detection in any microscopy image library.

The paper provided example applications to brightfield and fluorescence microscopy, as well as radiology images. Application of the method can be to a broad range of high-content screening experiment, in which rare but repetitive phenotypes are of high interest, but are difficult to detect due to the high amount of data. The method can also be applied to radiology images in population studies or large radiology databases to identify physiological anomalies that are visible through radiographs. Another possible application is pathogen detection in food quality control, where the detection of new unknown pathogens is critical to the prevention of potential outbreaks.
Due to its versatility, CHLOE can also be applied to other types of microscopy such as electron microscopy and FTIR (Fourier Transform Infrared Spectroscopy), where it can identify the outlier cells from which FTIR spectrum is measured. In the medical domain it can be applied to histopathology, where CHLOE can be used to detect anomalies in large sets of samples, improving the diagnostics power.
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