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1. Introduction

The class of complex fractional operators (differential and integral) is investigated geometrically by Srivastava et al. [1] and generalized into two-dimensional fractional parameters by Ibrahim for a class of analytic functions in the open unit disk [2]. These operators are consumed to express different classes of analytic functions, fractional analytic functions [3] and differential equations of a complex variable, which are called fractional algebraic differential equations studying the Ulam stability [4, 5].

We carry on our investigation in the field of complex fractional differential operators. In this investigation, we formulate an arrangement of the fractional differential operator in the open unit disk refining the well-known Prabhakar fractional differential operator. We apply the recommended operator to describe new generalized classes of fractional analytic functions including the Briot-Bouquet types. Consequently, we study the classes in terms of the geometric function theory.

2. Methods

Our methods are divided into two subsections, as follows.

2.1. Geometric Methods. In this place, we clarify selected notions in the geometric function theory, which are situated in [6–8].

Definition 1. Let \( \mathbb{U} = \{ z \in \mathbb{C} : |z| < 1 \} \) be the open unit disk. Two analytic functions \( g_1, g_2 \) in \( \mathbb{U} \) are called subordinated denoting by \( g_1 < g_2 \) or \( g_1(z) < g_2(z) \), \( z \in \mathbb{U} \), if there exists an analytic function \( \omega \) having the formula

\[
g_1(z) = g_2(\omega(z)), \quad z \in \mathbb{U}. \tag{1}
\]

\( g_1 \) is majorized by \( g_2 \) denoting by \( g_1 \ll g_2 \) if and only if

\[
g_1(z) = \omega(z) g_2(z), \quad z \in \mathbb{U}; \tag{2}
\]

equivalently, the coefficient inequality is held \( |a_n| \leq |b_n| \), respectively.

There is a deep construction between subordination and majorization [9] in \( \mathbb{U} \) for selected distinct classes comprising the convex class \( \mathcal{E} \):

\[
\frac{g_1(z)}{g_2(z)} \quad \text{is convex in} \quad \mathbb{U} \iff |a_n| \leq |b_n|,
\]

where \( g_1, g_2 \) are analytic functions in \( \mathbb{U} \) with \( g_1(0) = g_2(0) = 0 \) and the series converge in \( \mathbb{U} \).
1 + \Re \left( \frac{zg''(z)}{g'(z)} \right) > 0, \quad z \in U, \quad (3)

and starlike functions \( \mathcal{S}^* \)

\[ \Re \left( \frac{zg'(z)}{g(z)} \right) > 0, \quad z \in U. \quad (4) \]

**Definition 2.** We present a class of analytic functions by

\[ f(z) = z + \sum_{n=2}^{\infty} a_n z^n, \quad z \in U. \quad (5) \]

This class is denoted by \( \Lambda \) and known as the class of univalent functions which is normalized by \( f(0) = f'(0) - 1 = 0 \).

Associated with the terms \( \mathcal{S}^* \) and \( \mathcal{C} \), we present the term \( \mathcal{D} \) of all analytic functions \( \varphi \) in \( U \) with a positive real part in \( U \) and \( \varphi(0) = 1 \).

Two analytic functions \( f, g \) are called convoluted, denoting by \( f \ast g \) if and only if

\[ (f \ast g)(z) = \left( \sum_{n=0}^{\infty} a_n z^n \right) \ast \left( \sum_{n=0}^{\infty} g_n z^n \right) = \sum_{n=0}^{\infty} a_n g_n z^n. \quad (6) \]

**Definition 3.** The generalized Mittag-Leffler function is defined by [10–12]

\[ \mathcal{E}_{\nu,\mu}^{\alpha}(z) = \sum_{n=0}^{\infty} \frac{(\alpha)_n}{\Gamma(\nu n + \mu)} \frac{z^n}{n!}, \quad (7) \]

where \((\alpha)_n\) represents the Pochhammer symbol and

\[ \mathcal{E}_{\nu,\mu}^{1}(z) = \mathcal{E}_{\nu,\mu}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\nu n + \mu)} \cdot \left( (\nu)_0 = 1, (\nu)_n = \nu(\nu+1)\cdots(\nu+n-1) \right). \quad (8) \]

Note that \( \mathcal{E}_{\nu,\mu}^{\alpha}(z) \) is an ultimate traditional generalization of the function \( e^z \), where \( \mathcal{E}_{1,1}^{1}(z) = e^z \).

Moreover, it can be formulated by the Fox-Write hypergeometric function, as follows:

\[ \mathcal{E}_{\nu,\mu}^{\alpha}(z) = \left( \frac{1}{\Gamma(\alpha)} \right) \Psi_1 \left[ \frac{(\alpha)_1}{\nu, \mu}, z \right]. \quad (9) \]

**2.2. Complex Prabhakar Operator (CPO).** The Prabhakar integral operator is defined for analytic function

\[ \psi(z) \in \mathcal{H}[0,1] = \{ \psi(z) = \psi_1 z + \psi_2 z^2 + \cdots, z \in U \} \quad (10) \]

by the formula [13, 14]

\[ P_{a,\beta}^{\gamma} \psi(z) = \int_{0}^{z} (z - \zeta)^{\beta-1} \mathcal{E}_{a,\beta}^{\gamma} \left[ \omega(z - \zeta)^a \right] \psi(\zeta) d\zeta \]

\[ = \left( \psi \cdot \mathcal{E}_{a,\beta}^{\gamma} \right)(z) \quad (11) \]

Moreover [13, 14],

\[ \mathcal{E}_{a,\beta}^{\gamma} \psi(z) = z^{\beta-1} \mathcal{E}_{a,\beta}^{\gamma} \left[ \omega(z^a) \right], \quad (12) \]

For example, let \( \psi(z) = z^{e-1} \), then (see [15], Corollary 2.3)

\[ P_{a,\beta}^{\gamma} \psi(z) = \int_{0}^{z} (z - \zeta)^{\beta-1} \mathcal{E}_{a,\beta}^{\gamma} \left[ \omega(z - \zeta)^a \right] \psi(\zeta) d\zeta \]

\[ = \Gamma(\gamma + 1) \mathcal{E}_{a,\beta}^{\gamma} \left[ \omega(z^a) \right]. \quad (13) \]

The Prabhakar derivative can be computed by the formula [13]

\[ \mathcal{D}_{a,\beta}^{\gamma} \psi(z) = \frac{d^k}{dz^k} \left( P_{a,\beta}^{\gamma} \psi(z) \right). \quad (14) \]

**Definition 4.** Let \( \psi \in \Lambda \). Then the complex Prabhakar differential operator (CPFDO) of (13) is formulated in terms of the Riemann-Liouville derivative, as follows:

\[ \mathcal{D}_{a,\beta}^{\gamma} \psi(z) = \frac{d^k}{dz^k} \int_{0}^{z} (z - \zeta)^{\beta-1} \mathcal{E}_{a,\beta}^{\gamma} \left[ \omega(z - \zeta)^a \right] \psi(\zeta) d\zeta \]

\[ = \frac{d^k}{dz^k} \left( P_{a,\beta}^{\gamma} \psi(z) \right), \quad (15) \]

and in terms of the Caputo derivative, as follows:

\[ \mathcal{D}_{a,\beta}^{\gamma} \psi(z) = \int_{0}^{z} (z - \zeta)^{\beta-1} \mathcal{E}_{a,\beta}^{\gamma} \left[ \omega(z - \zeta)^a \right] \frac{d^k}{dz^k} \psi(\zeta) d\zeta \]

\[ = P_{a,\beta}^{\gamma} \psi(z) \quad (16) \]

Note that

\[ \mathcal{D}_{a,\beta}^{\gamma} \psi(z) = \mathcal{P}_{a,\beta}^{\gamma} \psi(z) - \sum_{m=0}^{k-1} \frac{z^{m+\beta-1}}{\Gamma(\alpha-a+\beta)} \mathcal{D}_{a,\beta}^{\gamma} \psi(z) \quad (17) \]
For example, let $\psi(z) = z^\alpha$, $\varepsilon \geq 1$, then in virtue of [15] (Corollary 2.3), we conclude that

$$\quad \varphi_k^\Delta_{\alpha,\beta} \psi(z) = \frac{z^\beta}{\Xi_{a,2-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]} \left( \frac{d}{d\zeta} \psi(\zeta) \right) d\zeta:$$

$$= \int_0^z \left( z - \zeta \right)^{-\beta-1} \Xi_{a,\gamma}^{\gamma} \left[ \omega(z - \zeta)^\alpha \right] \left( \frac{d}{d\zeta} (\zeta^\varepsilon) \right) d\zeta$$

$$= \left( \varepsilon + 1 \right) z^{\varepsilon-1} \Xi_{a,\gamma}^{\gamma} \left[ \omega(z - \zeta)^\alpha \right], \quad \mu = 1 - \beta. \tag{18}$$

In general, we have

$$\quad \varphi_k^\Delta_{\alpha,\beta} \psi(z) = \frac{z^\beta}{\Xi_{a,2-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]} \left( \frac{d}{d\zeta} \psi(\zeta) \right) d\zeta:$$

$$= \left( \varepsilon + 1 \right) z^{\varepsilon-1} \Xi_{a,\gamma}^{\gamma} \left[ \omega(z - \zeta)^\alpha \right], \quad \mu = 1 - \beta. \tag{19}$$

where $\mu = k - \beta$, $\nu = \varepsilon + k - 1$, and $(\nu) = \Gamma(1 + \varepsilon)/\Gamma(1 + k - \mu - 1)$. Hence, we obtain

$$\quad \varphi_k^\Delta_{\alpha,\beta} \psi(z) = \frac{z^\beta}{\Xi_{a,2-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]} \left( \frac{d}{d\zeta} \psi(\zeta) \right) d\zeta:$$

$$= \left( \varepsilon + 1 \right) z^{\varepsilon-1} \Xi_{a,\gamma}^{\gamma} \left[ \omega(z - \zeta)^\alpha \right], \quad \mu = 1 - \beta. \tag{20}$$

We have the following property.

**Proposition 5.** Let $\psi \in \Lambda$. Define a functional $\varphi_k^\Delta_{\alpha,\beta} \psi : \U \rightarrow \U$ by

$$\quad \varphi_k^\Delta_{\alpha,\beta} \psi(z) = \frac{z^\beta}{\Xi_{a,2-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]} \left( \frac{d}{d\zeta} \psi(\zeta) \right). \tag{21}$$

Then $\varphi_k^\Delta_{\alpha,\beta} \psi = k \Delta_{\alpha,\beta} \psi \in \Lambda(\alpha, \beta, \gamma, \omega, \omega \in \mathbb{C}, z \in \U)$.

**Proof.** Let $\psi \in \Lambda$. Then a computation implies

$$\quad \varphi_k^\Delta_{\alpha,\beta} \psi(z) = \frac{z^\beta}{\Xi_{a,2-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]} \left( \frac{d}{d\zeta} \psi(\zeta) \right)$$

$$= \left( \varepsilon + 1 \right) z^{\varepsilon-1} \Xi_{a,\gamma}^{\gamma} \left[ \omega(z - \zeta)^\alpha \right], \quad \mu = 1 - \beta. \tag{22}$$

where $\delta = \Gamma(n + 1) \Xi_{a,n+1-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]$. This indicates that $\varphi_k^\Delta_{\alpha,\beta} \psi \in \Lambda$.

We call $\varphi_k^\Delta_{\alpha,\beta}$ the normalized complex Prabhakar operator (NCPO) in the open unit disk. Since $\varphi_k^\Delta_{\alpha,\beta} \psi \in \Lambda$, then we can study it in view of the geometric function theory.

Our aim is to formulate it in terms of some well-known classes of analytic functions. It is clear that $\delta$ is a complex connection (coefficient) of the operator and it is a constant when $\alpha = 0$.

**Remark 6.** The integral operator corresponding to the fractional differential operator $\varphi_k^\Delta_{\alpha,\beta}$ is expanded by the series

$$\quad C \gamma_{a,\beta} \psi(z) = z + \sum_{n=2}^{\infty} \left( \psi_n \frac{\Xi_{a,n+1-\beta}^{\gamma} [\omega(z - \zeta)^\alpha]}{\Gamma(n + 1)} \right) \zeta^n. \tag{23}$$

It is clear that

$$\quad \left( C \gamma_{a,\beta} \psi \right) = k \Delta_{\alpha,\beta} \psi \in \Lambda. \tag{24}$$

The linear convex combination of the operators $C \gamma_{a,\beta}$ and $\varphi_k^\Delta_{\alpha,\beta}$ can be recognized by the formula

$$\quad \sum_{a,\beta} \psi(z) = C \Delta_{\alpha,\beta} \psi(z) + (1 - C) \varphi_k^\Delta_{\alpha,\beta} \psi(z), \tag{25}$$

where $C \in [0, 1]$. Clearly, $C \varphi_k^\Delta_{\alpha,\beta} \psi(z) \in \Lambda$, where $\psi \in \Lambda$. 
2.3. Subclasses of NCPO. In terms of the NCPO, we formulate the next classes.

**Definition 7.** A function \( \psi \in \Lambda \) is considered to be in the class \( \mathcal{C}k^{\Delta}l_{\alpha, \beta}(\sigma) \) if and only if

\[
\mathcal{C}k^{\Delta}l_{\alpha, \beta}(\sigma) = \left\{ \psi \in \Lambda : \frac{z}{\frac{2}{k}A^\Delta_{\alpha, \beta}\psi(z)} < \sigma(z), \sigma(0) = 1 \right\}.
\] (26)

We shall deal with the conditions of a function \( \psi \) to be in \( \mathcal{C}k^{\Delta}l_{\alpha, \beta}(\sigma) \) whenever \( \sigma \in C \) is convex as well as nonconvex.

**Definition 8.** A function \( \psi \in \Lambda \) is considered to be in the class \( \mathcal{C}k^{\Delta}l_{\alpha, \beta}(\mathfrak{A}, \mathfrak{B}, \upsilon) \) if and only if

\[
\mathcal{C}k^{\Delta}l_{\alpha, \beta}(\mathfrak{A}, \mathfrak{B}, \upsilon) = \left\{ \psi \in \Lambda : \frac{2}{k}A^\Delta_{\alpha, \beta}\psi(z) < 1 + \mathfrak{B}z \right\}.
\] (27)

We request the next result, which can be located in [6].

**Lemma 9.** Define the class of analytic functions as follows: for \( q \in C \) and a positive integer \( n \)

\[
\mathcal{H}[\psi, n] = \{ \psi : \psi(z) = q + q_n z^n + q_{n+1} z^{n+1} + \cdots \}.
\] (28)

(i) Let \( \ell \in \mathbb{R} \). Then \( \mathfrak{R}(\psi(z) + \ell z \psi'(z)) > 0 \rightarrow \mathfrak{R}(\psi(z)) > 0 \). In addition, if \( \ell > 0 \) and \( \psi \in \mathcal{H}[1, n] \), then there are constants \( \rho > 0 \) and \( \kappa > 0 \) such that \( \kappa = \kappa(\ell, q, n) \) and

\[
\psi(z) + \ell z \psi'(z) < \left( \frac{1 + z}{1 - z} \right)^{\kappa} \rightarrow \psi(z) < \left( \frac{1 + z}{1 - z} \right)^{\rho}
\] (29)

(ii) Let \( c \in [0, 1] \) and \( \psi \in \mathcal{H}[1, n] \). Then there exists a fixed real number \( \ell > 0 \) so that

\[
\mathfrak{R}(\psi(z) + 2z \psi'(z) + z^2 \psi''(z)) > c \rightarrow \mathfrak{R}(\psi(z)) > \ell
\] (30)

(iii) Let \( \psi \in \mathcal{H}[\psi, n] \) with \( \mathfrak{R}(\psi) > 0 \). Then

\[
\mathfrak{R}(\psi(z) + z \psi'(z) + z^2 \psi''(z)) > 0
\] (31)

for \( \mathcal{N} : \mathbb{U} \rightarrow \mathbb{R} \) such that

\[
\mathfrak{R}(\psi(z) + \mathcal{N}(z) \frac{z^2 \psi''(z)}{\psi(z)}) > 0.
\] (32)

Then \( \mathfrak{R}(\psi(z)) > 0 \).

3. Results

Our results are as follows.

Theorem 10. Let \( \psi \in \Lambda \). If one of the next inequalities is considered,

(i) \( \langle \mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z) \rangle \) is of bounded turning function

(ii) \( \langle \mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z) \rangle \) \( \in \mathbb{U} \)

(iii) \( \mathfrak{R}((\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z'))(\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z))) > 1 \), \( c \in [0, 1] \),

(iv) \( \mathfrak{R}((\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z))^2 - (\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z)))^2 > 0 \), \( \psi \in \mathcal{H}[1, n] \),

(v) \( \mathfrak{R}((\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z))^2 + (\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z)))^2 > 1 \), \( \psi \in \mathcal{H}[1, n] \)

then \( \mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z) \) \( \in \mathcal{P}(\lambda) \) for some \( \lambda \in [0, 1] \).

Proof. Define a function \( \rho z \) as follows:

\[
\rho(z) = \frac{\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z)}{z}, \quad z \in \mathbb{U}.
\] (33)

Then a computation implies that

\[
z \mathfrak{R}(z)^2 + \mathfrak{R}(z) = \left( \frac{\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z)}{z} \right)^2.
\] (34)

In virtue of the first inequality, we have that \( \mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z) \) is of bounded turning function, which leads to \( \mathfrak{R}(z \mathfrak{R}(z) + \mathfrak{R}(z)) > 0 \). Therefore, Lemma 9(i) indicates that \( \mathfrak{R}(\mathfrak{R}(z)) > 0 \) which gives the first part of the theorem. Consequently, the second part is confirmed. In virtue of Lemma 9(i), we have a fixed real number \( \ell > 0 \) such that \( \kappa = \kappa(\ell) \) and

\[
\frac{\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z)}{z} < \left( \frac{1 + z}{1 - z} \right)^{\ell}
\] (35)

This implies that

\[
\mathfrak{R}\left( \frac{\mathcal{C}k^{\Delta}A_{\alpha, \beta}\psi(z)}{z} \right) > \lambda, \quad \lambda \in [0, 1].
\] (36)
Suppose that
\[
\Re \left( \rho^2(z) + 2\rho(z) \cdot s\rho'(z) \right) = 2\Re \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} - \frac{\mathcal{C}_A^Y \Psi(z)}{2z} \right) \right) > \varsigma. \tag{37}
\]

According to Lemma 9(ii), there exists a fixed real number \( \ell > 0 \) satisfying \( \Re(\rho(z)) > \ell \) and
\[
\rho(z) = \frac{\mathcal{C}_A^Y \Psi(z)}{z} \in \mathcal{S}(\lambda), \quad \lambda \in [0, 1). \tag{38}
\]
It follows from (37) that \( \Re \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) > 0 \); consequently, by Noshiro-Warschawski and Kaplan theorems, \( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \) is univalent and of bounded turning function in \( \mathbb{U} \).

Taking the derivative (33), then we get
\[
\Re \left( \rho(z) + z\rho'(z) + z^2\rho''(z) \right) = \Re \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \frac{z}{(kA\delta)^2} - \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) + 2 \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) > 0. \tag{39}
\]
Hence, Lemma 9(ii) implies \( \Re \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) > 0 \).

The logarithmic differentiation of (33) yields
\[
\Re \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) = \Re \left( \frac{z}{(kA\delta)^2} \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) + 2 \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) - 1 > 0. \tag{40}
\]
Hence, Lemma 9(iii) implies, where \( N(z) = 1 \),
\[
\Re \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) > 0. \tag{41}
\]

The next results show the upper bound of the operator \( \mathcal{C}_A^Y \Psi(z) \) utilizing the exponential integral in the open unit disk provided that the function \( \Psi \in \mathcal{S}_A^Y(\alpha, \beta) \).

**Theorem 11.** Suppose that \( \Psi \in \mathcal{S}_A^Y(\alpha, \beta) \), where \( \sigma(z) \) is convex in \( \mathbb{U} \). Then
\[
\mathcal{C}_A^Y \Psi(z) < z \exp \left( \int_0^\xi \frac{\sigma(\Psi(\omega)) - 1}{\omega} d\omega \right), \tag{42}
\]
where \( \Psi(z) \) is analytic in \( \mathbb{U} \), with \( \Psi(0) = 0 \) and \( |\Psi(z)| < 1 \). Also, for \( |z| = \xi \leq \xi \), \( \mathcal{C}_A^Y \Psi(z) \) satisfies the inequality
\[
\exp \left( \int_0^\xi \frac{\sigma(\Psi(\xi)) - 1}{\xi} d\xi \right) \leq \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) \leq \exp \left( \int_0^\xi \frac{\sigma(\Psi(\xi)) - 1}{\xi} d\xi \right). \tag{43}
\]

**Proof.** By the hypothesis, we receive the following conclusion:
\[
\left( \mathcal{C}_A^Y \Psi(z) \right)' = \sigma(z), \quad z \in \mathbb{U}. \tag{44}
\]
This gives the occurrence of a Schwarz function with \( \Psi(0) = 0 \) and \( |\Psi(z)| < 1 \) such that
\[
\left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right)' = \sigma(z), \quad z \in \mathbb{U}. \tag{45}
\]
That is,
\[
\left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right)' - \frac{1}{z} = \frac{\sigma(\Psi(z)) - 1}{z}. \tag{46}
\]
Integrating the above equality, we get
\[
\log \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) - \log(z) = \int_0^\xi \frac{\sigma(\Psi(\omega)) - 1}{\omega} d\omega. \tag{47}
\]
Consequently, we get
\[
\log \left( \frac{\mathcal{C}_A^Y \Psi(z)}{z} \right) = \int_0^\xi \frac{\sigma(\Psi(\omega)) - 1}{\omega} d\omega. \tag{48}
\]
By the definition of subordination, we arrive at the following inequality
\[
\mathcal{C}_A^Y \Psi(z) < z \exp \left( \int_0^\xi \frac{\sigma(\Psi(\omega)) - 1}{\omega} d\omega \right). \tag{49}
\]
Note that the function \( \sigma(z) \) plots the disk \( 0 < |z| < \xi < 1 \) onto a reign, which is convex and symmetric with respect to the real axis. That is,
\[
\sigma(-\xi|z|) \leq \Re(\sigma(\xi|z|)) \leq \sigma(\xi|z|), \quad \xi \in (0, 1), \tag{50}
\]
then we have the inequalities
\[
\sigma(-\xi) \leq \sigma(-\xi|z|), \sigma(\xi|z|) \leq \sigma(\xi); \tag{51}
\]
consequently, we get
\[
\int_0^1 \frac{\sigma(Y(-\xi |z|)) - 1}{\xi} \, d\xi 
\leq \mathfrak{R} \left( \int_0^1 \frac{\sigma(Y(\xi |z|)) - 1}{\xi} \, d\xi \right) \leq \int_0^1 \frac{\sigma(Y(\xi |z|)) - 1}{\xi} \, d\xi.
\]
(52)

In view of Equation (48), we obtain the general log-inequality
\[
\int_0^1 \frac{\sigma(Y(-\xi |z|)) - 1}{\xi} \, d\xi \leq \log \left| \frac{C_{\Delta a_b \psi}(z)}{z} \right| \leq \int_0^1 \frac{\sigma(Y(\xi |z|)) - 1}{\xi} \, d\xi;
\]
(53)

that is,
\[
\exp \left( \int_0^1 \frac{\sigma(Y(-\xi |z|)) - 1}{\xi} \, d\xi \right) 
\leq \frac{C_{\Delta a_b \psi}(z)}{z} \leq \exp \left( \int_0^1 \frac{\sigma(Y(\xi |z|)) - 1}{\xi} \, d\xi \right).
\]
(54)

Hence, we have
\[
\exp \left( \int_0^1 \frac{\sigma(Y(-\xi |z|)) - 1}{\xi} \, d\xi \right) 
\leq \frac{C_{\Delta a_b \psi}(z)}{z} \leq \exp \left( \int_0^1 \frac{\sigma(Y(\xi |z|)) - 1}{\xi} \, d\xi \right).
\]
(55)

Proceeding, we illustrate the sufficient condition of \(\psi\) to be in the class \(S_{\Delta a_b \psi}(\sigma)\), where \(\sigma\) is convex univalent satisfying \(\sigma(0) = 1\).

**Theorem 12.** If \(\psi \in A\) satisfies the inequality
\[
\frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \left( 2 + \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)''}{C_{\Delta a_b \psi}(z)} \right)
- \left( \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \right) < \sigma(z),
\]
then \(\psi \in S_{\Delta a_b \psi}(\sigma)\).

**Proof.** The proof directly comes from [6] (Theorem 3.1a). Taking
\[
p(z) = \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)},
\]
(57)
and \(P(z) = 1\) in the inequality
\[
p(z) + P(z) \cdot \left( zp'(z) \right) < \sigma(z),
\]
(58)
then we obtain
\[
p(z) + P(z) \cdot \left( zp'(z) \right) 
= z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right) \times 2 + \left( \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)''}{C_{\Delta a_b \psi}(z)} \right)
- \left( \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \right) < \sigma(z).
\]
(59)

This implies that
\[
p(z) = \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} < \sigma(z), \quad \sigma \in \mathfrak{C},
\]
(60)

that is \(\psi \in S_{\Delta a_b \psi}(\sigma)\).

**Corollary 13.** Let the assumption of Theorem 12 hold. Then
\[
\frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \times \left( 1 + \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)''}{C_{\Delta a_b \psi}(z)} \right) 
- \left( \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \right) < \sigma'(z).
\]
(61)

**Proof.** Let
\[
p(z) = \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)}.
\]
(62)

In view of Theorem 12, we have
\[
\frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} < \sigma(z),
\]
(63)

where \(\sigma \in \mathfrak{C}\). Then by [9] (Theorem 3), we get \(p'(z) < \sigma'(z)\) for some \(z \in \mathfrak{U}\), where
\[
p'(z) = \left( \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \right) \left( 1 + \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)''}{C_{\Delta a_b \psi}(z)} \right) 
- \left( \frac{z \left( \frac{C_{\Delta a_b \psi}(z)}{k} \right)'}{C_{\Delta a_b \psi}(z)} \right).
\]
(64)
It is well known that the function \( \sigma(z) = e^{e^z} \), \( 1 < |\epsilon| \leq \pi/2 \) is not convex in \( U \), where the domain \( \sigma(U) \) is lima-bean (see [6] (P123)). One can obtain the same result of Theorem 12 as follows.

**Theorem 14.** If \( \psi \in A \) satisfies the inequality

\[
1 + \frac{z \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''}}{cA_{\alpha,\beta}^{\psi} \psi(z)} < e^{e^z}, \quad 1 < |\epsilon| \leq \frac{\pi}{2},
\]

then \( \psi \in C_{k,a,b}^{Y_{\alpha,\beta}}(e^{e^z}) \).

**Proof.** Let

\[
p(z) := \frac{\left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''}}{cA_{\alpha,\beta}^{\psi} \psi(z)}.
\]

Then a computation implies

\[
p(z) + \frac{zp'(z)}{p(z)} = \frac{\left( \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''} \right)}{\left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)} + \left( \left( \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''} \right) \frac{cA_{\alpha,\beta}^{\psi} \psi(z)}{\left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)} \right) \left( 1 + z \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''} \right) - \left( \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''} \right) \frac{cA_{\alpha,\beta}^{\psi} \psi(z)}{\left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)} \leq \left( \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''} \right) \frac{cA_{\alpha,\beta}^{\psi} \psi(z)}{\left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)}.
\]

This implies that [6] (P123)

\[
p(z) = \frac{z \left( cA_{\alpha,\beta}^{\psi} \psi(z) \right)^{''}}{cA_{\alpha,\beta}^{\psi} \psi(z)} < e^{e^z};
\]

that is, \( \psi \in C_{k,a,b}^{Y_{\alpha,\beta}}(e^{e^z}) \). \( \square \)

**Theorem 15.** If \( \psi \in C_{k,a,b}^{Y_{\alpha,\beta}}(U, \mathcal{B}, b) \) then the function

\[
\mathcal{B}(z) = \frac{1}{2} |\psi(z) - \psi(-z)|, \quad z \in U,
\]

satisfies

\[
1 + \frac{1}{b} \left( \frac{cA_{\alpha,\beta}^{\mathcal{B}}(z)}{cA_{\alpha,\beta}^{\mathcal{B}}(z)} - 1 \right) \geq \frac{1 - \beta^2}{1 + \beta^2}, \quad |z| = \beta < 1.
\]

**Proof.** Let \( \psi \in C_{k,a,b}^{Y_{\alpha,\beta}}(U, \mathcal{B}, b) \). Then there occurs a function \( J(z) \) such that

\[
J(z) < \frac{1 + \mathcal{B}(z)}{1 + \mathcal{B}(z)}.
\]

which is univalent, then we get

\[
1 + \frac{1}{b} \left( \frac{cA_{\alpha,\beta}^{\mathcal{B}}(z)}{cA_{\alpha,\beta}^{\mathcal{B}}(z)} - 1 \right) < \frac{1 + \mathcal{B}(z)}{1 + \mathcal{B}(z)}.
\]

Also, \( \mathcal{B}(z) \) is starlike in \( U \) which implies that

\[
h(z) := \frac{z \mathcal{B}(z)'}{\mathcal{B}(z)} < \frac{1 - z^2}{1 + z^2}.
\]
Hence, a Schwarz function $k \in \mathbb{U}$, $|k(z)| \leq |z| < 1$, $k(0) = 0$ gets
\[ h(z) = \frac{1 - k(z)^2}{1 + k(z)^2}, \quad (76) \]
which leads to
\[ k^2(\zeta) = \frac{1 - h(\zeta)}{1 + h(\zeta)}, \quad \zeta \in \mathbb{U}, |\zeta| = r < 1. \quad (77) \]

A calculation yields
\[ \left| 1 - h(\zeta) \right| \left| 1 + h(\zeta) \right| = |k(\zeta)|^2 \leq |\zeta|^2. \quad (78) \]

Therefore, we get the following inequality: or
\[ \left| \frac{h(\zeta)}{1 - |\zeta|^4} \right| \leq \frac{4|\zeta|^4}{(1 - |\zeta|^4)^2} \quad (79) \]
\[ \left| \frac{h(\zeta)}{1 - |\zeta|^4} \right| \leq \frac{2|\zeta|^2}{(1 - |\zeta|^4)}. \quad (80) \]

Thus, we have
\[ \Re(h(z)) \geq \frac{1 - \delta^2}{1 + \delta^2}, \quad |\zeta| = \delta < 1. \quad (81) \]

This completes the assertion of the theorem. $\square$

---

Example 16.

(i) Let
\[ \frac{zf'(z)}{f(z)} = \frac{\zeta \frac{c_{\Delta_{n,\beta}}(\psi(z), z)}{k \Delta_{n,\beta}(\psi(z))}}{1 - z^2}, \quad \psi \in \Lambda. \quad (82) \]

Then the solution of $zf'(z)/f(z) = ((1 + z)/(1 - z))$ is formulated, as follows:
\[ \left( \frac{c_{\Delta_{n,\beta}}(\psi(z), z)}{k \Delta_{n,\beta}(\psi(z))} \right)^{1/2} = \frac{z}{(1 - z)^{1/2}}, \quad \psi \in \Lambda. \quad (83) \]

Moreover, the solution of the equation
\[ f(z) + z f'(z) = \frac{1 + z}{1 - z} \quad (84) \]

is approximated to $f(z) = z/(1 - z)$.

(ii) The solution of $zf'(z)/f(z) = ((1 + z)/(1 - z))^{0.25}$ is given in terms of the hypergeometric function, as follows (see Figure 1):

\[ f(z) = \exp \left( 1.8(z + 1) \left( \frac{z + 1}{1 - z} \right)^{0.25} \right) \]
\[ \frac{F_1(1.25; 0.25, 1; 2.25; 0.5z + 0.5, z + 1) \cdot \sqrt{2.25 F_1(1.25; 0.25, 1; 2.25; 0.5z + 0.5, z + 1) + (z + 1) F_1(2.25; 0.25, 2; 3.25; 0.5z + 0.5, z + 1) + (0.125z + 0.125) F_1(2.25; 1.25, 1; 3.25; 0.5z + 0.5z + 1)} \right). \quad (85) \]
4. Conclusion

The Prabhakar fractional differential operator in the complex plane is formulated for a class of normalized function in the open unit disk. We formulated the modified operator in two classes of analytic functions to investigate its geometric behavior. Differential inequalities are formulated to include them. Examples showed the behavior of solutions and the formula. The suggested operators can be utilized to formulate some classes of analytic functions or to generalize other types of differential operators such a conformable, quantum, or fractal operators.
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