Coulomb blockade of non-local electron transport in metallic conductors
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We consider a metallic wire coupled to two metallic electrodes via two junctions placed nearby. A bias voltage applied to one of such junctions alters the electron distribution function in the wire in the vicinity of another junction thus modifying both its noise and the Coulomb blockade correction to its conductance. We evaluate such interaction corrections to both local and non-local conductances demonstrating non-trivial Coulomb anomalies in the system under consideration. Experiments on non-local electron transport with Coulomb effects can be conveniently used to test inelastic electron relaxation in metallic conductors at low temperatures.

I. INTRODUCTION

A direct relation between shot noise and Coulomb blockade of electron transport in mesoscopic conductors is well known. In normal conductors this relation was established theoretically and subsequently confirmed experimentally. Later the same ideas were extended to subgap electron transport in normal-superconducting (NS) hybrids. The latter results appear to provide an adequate interpretation for experimental observations of Coulomb effects in such systems.

While all the above developments concern local electron transport and shot noise, the question arises if there also exists any general relation between non-locally correlated shot noise in multi-terminal conductors and Coulomb effects on non-local electron transport in such systems. An important example is provided by three-terminal NSN structures which have recently received a great deal of attention in connection with the phenomenon of crossed Andreev reflection. The latter phenomenon yields non-trivial behavior of the non-local subgap conductance in such structures. Further interesting features emerge if one takes into account electron-electron interactions. One can observe, for example, the sign change of the non-local conductance caused either by the influence of the electromagnetic modes propagating along the wire, or by positive cross-correlations in non-local current noise. Furthermore, positive cross-correlations in shot noise are directly linked to Coulomb anti-blockade of non-local electron transport. Thus, a general relation between cross-correlated shot noise and Coulomb effects in non-local subgap electron transport in NSN systems turns out to be much richer than that in the local case.

In this paper we will address the impact of electron-electron interactions on non-local effects in normal metallic structures depicted in Fig. 1. Non-local properties of such systems turn out to be very sensitive to inelastic processes. At low temperatures such processes in metallic conductors usually become rather weak and electrons can propagate at long distances, typically of order microns, without suffering any significant energy changes. Hence, provided voltage bias is applied to a mesoscopic conductor, its electron distribution function $f(E)$ may substantially deviate from its equilibrium value universally defined by the Fermi function $f_F(E) = 1/(1 + e^{E/T})$. For example, low temperature distribution function $f(E)$ may take the characteristic double-step form in comparatively short metallic wires attached to two big reservoirs with different electrostatic potentials.

Further interesting effects emerge if one takes into account an interplay between non-equilibrium effects and electron-electron interactions. Consider, e.g., a tunnel junction between two metallic leads. Provided the tunnel junction resistance significantly exceeds that of the leads, the effect of Coulomb interaction can be modeled by introducing interactions between electrons and some linear electromagnetic environment. In this case the strength of Coulomb interaction is characterized by an effective impedance of the environment and the current across the tunnel junction reads

$$I(V) = \frac{1}{eR} \int dE_L dE_R$$
\[\times \left\{ f_L(E_L) \left[1 - f_R(E_R)\right] P(E_L - E_R - eV) \right. \\
\left. - \left[1 - f_L(E_L)\right] f_R(E_R) P(-E_L + E_R + eV) \right\}. \]

where \( f_{L,R}(E) \) are the electron distribution functions in the left and right electrodes and \( P(E) \) is the probability to excite a photon with energy \( E \) due to interaction between the junction and the environment. Provided the environment has a non-zero impedance and both distribution functions \( f_{L,R}(E) \) and \( f_R(E) \) are close to the Fermi function, Eq. (1) yields the well known zero-bias anomaly on the I-V curve, i.e. the Coulomb blockade dip in the differential conductance \( dI/dV \) in the limit of low voltages. Furthermore, such an approach only represents effective non-linear electromagnetic environments.

**II. THE MODEL**

In this paper we will consider the system depicted in Fig. 1. It consists of a metallic wire of length \( L \) connected to two leads 1 and 2 by two small area junctions located at \( x = x_j = (x_j,0,0), \ j = 1, 2 \) and two bulk reservoirs 3 and 4 at \( x = 0 \) and \( x = L \) (x is the coordinate along the wire).

The system depicted in Fig. 1 is described by the Hamiltonian

\[ H = H_1 + H_2 + H_{\text{wire}} + H_{T,1} + H_{T,2}, \] (2)

where

\[ H_j = \sum_{\alpha=\uparrow,\downarrow} \int dx \hat{\psi}_{j,\alpha}^\dagger(x) \left( -\frac{\nabla^2}{2m} - \mu \right) \hat{\psi}_{j,\alpha}(x), \ j = 1, 2, \]

are the Hamiltonians of the normal metals,

\[ H_{\text{wire}} = \sum_{\alpha=\uparrow,\downarrow} \int dx \hat{\chi}_{\alpha}(x) \left( -\frac{\nabla^2}{2m} - \mu \right) \]

\[ + U(x) + eV(t,x) \hat{\chi}_{\alpha}(x) \] (3)

is the Hamiltonian of the wire and

\[ H_{T,j} = \sum_{\alpha} \int d^2x \left[ t_j(x)e^{i\phi_j(t)} \hat{\psi}_{j,\alpha}(x)\hat{\chi}_{\alpha}(x) + \text{c.c.} \right] \] (4)

are tunneling Hamiltonians describing transfer of electrons across the contacts with area \( A_j \) and tunneling amplitude \( t_j(\tau) \). Here and below \( m \) stands for the electron mass, \( \mu \) is the chemical potential, the index \( \alpha \) labels the spin projection, the potential \( U(x) \) accounts for disorder inside the wire and \( V(t,x) \) represents the scalar potential. The transmissions of the conducting channels of the junctions are related to the matrix elements of the tunnel amplitudes \( t_j^{(j)} \) between the states belonging to the same conducting channel as follows

\[ T_n^{(j)} = |T_n^{(j)}|^2 = 4\pi^2 \nu_j \nu_0 \left| t_n^{(j)} \right|^2 \left| 1 + \pi^2 \nu_j \nu_0 \left| t_n^{(j)} \right|^2 \right|^2, \]

where \( \nu_j \) (\( j = 1, 2 \)) is the density of states in the corresponding terminal and \( \nu_0 \) is the density of states inside the wire. The barrier resistances \( R_1 \) and \( R_2 \) and their Fano factors \( \beta_1 \) and \( \beta_2 \) are expressed in a standard way as

\[ \frac{1}{R_j} = \frac{2e^2}{\hbar} \sum_n T_n^{(j)}, \ \beta_j = \frac{\sum_n T_n^{(j)} (1 - T_n^{(j)})}{\sum_n T_n^{(j)}}, \]

(6)

A voltage bias, respectively \( V_1, V_2, V_3 \) and \( V_4 \), can be applied to all four metallic terminals 1, 2, 3 and 4.

In the setup of Fig. 1 one of the junctions, e.g. the junction 2, may be viewed as an injector, which drives electron distribution function in the wire out of equilibrium. The junction 1 may then be used as a detector for experimental investigation of nonequilibrium effects. One of the ways to observe such effects is to study the non-local differential conductance \( \partial I_1/\partial V_2 \) of our system. Clearly, in such kind of experiments the distance between the junctions should not exceed an effective electron inelastic relaxation length \( L_{\text{in}}(T) \) which sets the scale for non-equilibrium effects in the wire at a given temperature. Thus, the setup of Fig. 1 may be used to directly measure \( L_{\text{in}} \).
Finally we note that the above particular system geometry is chosen merely for the sake of definiteness. The key steps of our subsequent analysis and the results obtained from it remain applicable to a much broader class of systems than that depicted in Fig. 1. E.g., the wire may be replaced by a metallic lead of any shape, and ultimately all geometry specific details can be absorbed in few elements of the conductance matrix.

### III. CROSS-CORRELATED SHOT NOISE

We begin with the analysis of shot noise employing the so-called Boltzmann-Langevin technique by Ref. 20 based on a kinetic equation for the electron distribution function \( f(t, E, x) \). Low frequency cross-correlated shot noise in multi-terminal metallic structures has already been studied before, see, e.g., Ref. 21. Here we will briefly rederive and somewhat extend the corresponding results in order to illustrate the basic idea of the approach in a relatively simple case. In the next section we will extend this approach in order to include electron-electron interactions where more involved calculations will be necessary.

The Boltzmann-Langevin kinetic equation accounts for the current noise produced by the junctions 1 and 2 and has the form

\[
\frac{\partial f}{\partial t} - D \nabla_x^2 f = \frac{f - f_F(E - eV(t, x))}{\tau_{\text{in}}} - \frac{f - f_F(E - e\nu_1)}{2e^2\nu_0 R_1} \delta(x - x_1) - \frac{f - f_F(E - e\nu_2)}{2e^2\nu_0 R_2} \delta(x - x_2) + \frac{\eta_1(t, E) \delta(x - x_1) + \eta_2(t, E) \delta(x - x_2)}{2e^2\nu_0},
\]  

where \( D \) and \( \nu_0 \) are respectively the electron diffusion constant and the electron density of states at the Fermi energy inside the wire. We also introduced electrostatic potentials of the leads \( w_1 \) and \( w_2 \) in the vicinity of the junctions 1 and 2,

\[
w_j = \left(1 - \frac{\bar{r}_j}{R_j}\right) V_j, \quad \bar{r}_1, \bar{r}_2 \ll R_1, R_2,
\]  

where the resistances of the leads \( \bar{r}_j \) are defined in Fig. 1, and \( \tau_{\text{in}} = D L_0^2 \) in the inelastic relaxation time. Note that here we are not going to discuss physical mechanisms dominating the process of electron energy relaxation at low temperatures and simply treat \( \tau_{\text{in}} \) as a phenomenological parameter.

The potential \( V(t, x) \) should be determined self-consistently from the equation

\[
\int dE \left[ f(t, E, x) - f_F(E - eV(t, x)) \right] = 0,
\]  

which directly follows from the charge neutrality condition inside the normal metal. This charge neutrality condition in metals is a direct consequence of strong Coulomb interaction between electrons as well as between electrons and lattice ions. Integrating Eq. 7 over energy we obtain

\[
\left(\frac{\partial}{\partial t} - D \nabla_x^2\right) V(t, x) = \frac{(w_1 - V(t, x_1)) \delta(x - x_1) + (w_2 - V(t, x_2)) \delta(x - x_2)}{2e^2\nu_0 R_1} + \frac{\eta_1(t, E) \delta(x - x_1) + \eta_2(t, E) \delta(x - x_2)}{2e^2\nu_0},
\]  

where \( \bar{r}_j \) is defined by Eq. 7. The current noise is generated in the wire remains close to the Fermi function \( f_F(E - eV(x)) \) with the voltage \( V(x) \) to be derived from Eq. 10. In the opposite weak relaxation limit \( L \ll L_{\text{in}} \), the inelastic collision integral in Eq. 7 can be neglected. Of interest is also the intermediate limit of a long wire \( L \gg L_{\text{in}} \) but relatively weak relaxation \( |x_2 - x_1| \ll L_{\text{in}} \).

We begin our analysis by defining the currents \( I_1 \) and \( I_2 \) across junctions 1 and 2:

\[
I_j(t) = \frac{1}{eR_j} \int dE \left[ f_F(E - e\nu_j) - f(t, E, x_j) \right] + \delta I_j(t),
\]  

where \( \delta I_j = \int dE \eta_j(t, E) \) is the fluctuating current in the \( j\)-th junction. In the limit of full inelastic relaxation, \( L_{\text{in}} \ll |x_2 - x_1| \ll L \), the distribution function in the wire has the equilibrium form, and with the aid of Eq. 14 we derive the zero frequency spectral noise power \( \tilde{S}_j = \int dt (\delta I_j(t) \delta I_j(0)) \),

\[
\tilde{S}_j = \beta_j \frac{e\nu_j}{R_j} \coth \frac{e\nu_j}{2T} + (1 - \beta_j)2T,
\]  

where \( \nu_j = w_j - V(x_j) \) are voltage drops across the junctions. Under the condition 13 one finds

\[
v_j = \left(1 - \frac{\bar{r}_j}{R_j}\right) V_j - \frac{w_j V_3 + \bar{r}_j V_4}{\bar{r}_1 + \bar{r}_2}, \quad j = 1, 2.
\]  

Note that inelastic relaxation time \( \tau_{\text{in}} \) drops out from this equation.

The stochastic variables \( \eta_1(t, E) \) and \( \eta_2(t, E) \) in Eqs. 7 and 10 account for low frequency fluctuations of the current carried by electrons with energy \( E \) through the junctions 1 and 2 respectively. The corresponding correlators read

\[
\langle \eta_1(t_1, E_1) \eta_2(t_2, E_2) \rangle = \frac{1}{R_j} \delta(t_1 - t_2) \delta(E_1 - E_2) \times \left\{ \beta_1 f(t_1, E_1, x_1) [1 - f_F(E_1 - e\nu_1)] + \beta_2 [1 - f(t_1, E_1, x_2)] f_F(E_1 - e\nu_2) + (1 - \beta_1) f(t_1, E_1, x_1) [1 - f(t_1, E_1, x_2)] + (1 - \beta_2) f_F(E_1 - e\nu_2) [1 - f_F(E_1 - e\nu_1)] \right\}.
\]  

Finally, no fluctuations occur at fully open contacts between the wire and the terminals 3 and 4. These contacts are accounted for by the boundary conditions

\[
f(t, E, x = 0) = f_F(E - eV_3), \quad f(t, E, x = L) = f_F(E - eV_4).
\]  

(12)
It defines the probability for an electron injected into the wire at the point $D_\eta$ of the diffusion equation $D$. Hence, the total current noise should acquire an additional $e$ This general expression gets simplified in the limit $f(t, E, x_1)$ given by Eq. (20) which is applicable at intermediate values of inelastic relaxation. In this regime the distribution function has three steps. The dashed line corresponds to elastic limit in which the distribution function $f(E, x_1)$ is defined in Eq. (22). The system parameters are: $T = 50$ mK, $D(0, x_1, x_2)/2\varepsilon^2 v_0 R_1 = 0.3$, $D(0, x_1, x_2)/2\varepsilon^2 v_0 R_2 = 0.1$, $w_1 = 30 \mu V$, $w_2 = -50 \mu V$, $V_3 = 80 \mu V$, $V_4 = -80 \mu V$, $r_1/r = r_2/r = 0.5$.

This general expression gets simplified in the limit $e|V_3 - V_4| \ll TL/L_0$ and provided current fluctuations can be neglected, i.e. $\eta_{1,2} \to 0$. In this case the electric potential $V(x)$ does not depend on time and slowly varies in space. Then one can approximate replace $f_E(E-\nu V(t', \bar{x}))$ by $f_E(E-\nu V(x))$. Afterwards, employing the properties of the diffusion, one finds

$$f_E(E, x) = \left[1 - \frac{\tilde{D}(0, x, x_1)}{2\varepsilon^2 v_0 R_1} - \frac{\tilde{D}(0, x, x_2)}{2\varepsilon^2 v_0 R_2}\right] f_E(E-\nu V(x))$$

$$+ \frac{\tilde{D}(0, x, x_1)}{2\varepsilon^2 v_0 R_1} f_E(E-\nu v_1) + \frac{\tilde{D}(0, x, x_2)}{2\varepsilon^2 v_0 R_2} f_E(E-\nu v_2).$$

The solution of Eq. (17) with $\tau_{in} \to \infty$. One can equivalently write these conductances in the form

$$G_{jj} = \frac{1}{R_j} - \frac{r_1 r_2}{r_1 + r_2}, \quad G_{nl} = \frac{r_1 r_2}{(r_1 + r_2) R_1 R_2}.$$  

Here $G_{jj}$ and $G_{nl}$ define respectively local and non-local conductances of our structure:

$$G_j = \frac{1}{R_j} - \frac{r_1 r_2}{r_1 + r_2}, \quad G_{nl} = \frac{r_1 r_2}{(r_1 + r_2) R_1 R_2}.$$  

Here we again assumed that $r_{1,2} \ll r_1, r_2$, and $r_1, r_2, \bar{r}_1, \bar{r}_2 \ll R_1, R_2$. Let us emphasize that the results (22), (23) were derived from Eq. (10) and, hence, are not sensitive to inelastic relaxation at all. Besides that, general expressions (22) are not restricted to the wire geometry and remain valid for any shape of the leads.

Finally, the noise terms $\delta I_j$ appearing in Eq. (21) read

$$\delta I_1 = \int dE dt' \left\{ \delta(t - t') - \frac{D_0(t - t', x_1, x_1)}{2\varepsilon^2 v_0 R_1} \right\} \eta_1(t', E),$$

$$\delta I_2 = \int dE dt' \left\{ \frac{D_0(t - t', x_2, x_2)}{2\varepsilon^2 v_0 R_2} \eta_2(t', E) \right\},$$

Clearly, they differ from the bare noise terms $\delta \tilde{I}_j$ since the contributions coming from electrons diffusing from one junction to the other or returning back to the same junction are also taken into account.
We are now in position to evaluate the zero frequency noise power matrix

$$S_{ij} = \int dt (\delta I_i(t) \delta I_j(0)).$$

(26)

With the aid of Eqs. (11) and (24) we express the noise power for the first junction as

$$S_{11} = R_1 G_{11}^2 \int dE \{ \beta_1 f(E, x_1) [1 - f_F(E - eV_1)]$$

$$+ \beta_1 [1 - f(E, x_1)] f_F(E - eV_1)$$

$$+ (1 - \beta_1) [1 - f(E, x_1)] f_F(E - eV_1) \}$$

$$+ R_2 G_{12}^2 \int dE \{ \beta_2 f(E, x_2) [1 - f_F(E - eV_2)]$$

$$+ \beta_2 [1 - f(E, x_2)] f_F(E - eV_2)$$

$$+ (1 - \beta_2) [1 - f(E, x_2)] f_F(E - eV_2) \}.$$  \hspace{1cm} (27)

Substituting the distribution function (20) into this expression, assuming $G_{nl} \ll G_{11}, G_{22}$, defining the function

$$W(v) = ev \coth \frac{ev}{2T},$$

(28)

and under the condition (13), we arrive at the final result

$$S_{11} = G_{11} \left[ \beta_1 W(v_1) + (1 - \beta_1) 2T \right]$$

$$+ \beta_1 G_{nl} W(v_1 - v_2) + (1 - \beta_1) G_{nl} W(v_2),$$  \hspace{1cm} (29)

$$S_{12} = -G_{nl} \left[ \beta_1 W(v_1) + \beta_2 W(v_2) + (2 - \beta_1 - \beta_2) 2T \right].$$  \hspace{1cm} (30)

Noise power for the second junction $S_{22}$ is defined by Eq. (29) with interchanged indices 1 ↔ 2. Here we have introduced the effective non-local conductance

$$\tilde{G}_{nl} = \frac{D(0, x_1, x_2)}{2e^2 \nu_0 R_1 R_2},$$

(31)

which, in contrast to $G_{nl}$, is suppressed by inelastic relaxation. One has $\tilde{G}_{nl} \ll G_{nl}$ if the distance between the junctions exceeds $L_{in}$, and $\tilde{G}_{nl} = G_{nl}$ if $|x_1 - x_2| \ll L_{in}$.

The first line of Eq. (29) just coincides with the standard expression for the shot noise of a mesoscopic conductor with the Fano factor $\beta_1$, while the second and third lines provide the corrections induced in the first junction by the second one. The origin of these corrections is simple: voltage bias applied to the second junction yields modifications in the electron distribution function in the vicinity of the first junction (cf. Eq. (19)) thus changing its current noise.

Now we turn to the regime of a short wire, $L \ll L_{in}$, where inelastic relaxation can be fully ignored. Accordingly in Eq. (17) we set $\tau_{in} = \infty$ and repeat the above calculation in this limit. As a result, the distribution function in the wire acquires the four step shape

$$f(E, x) = \left[ 1 - \frac{D_0(0, x, x_1)}{2e \nu_0 R_1} - \frac{D_0(0, x, x_2)}{2e \nu_0 R_2} \right]$$

$$\times \left[ \frac{r_2}{r} f_F(E - eV_3) + \frac{r_1}{r} f_F(E - eV_4) \right]$$

$$+ \frac{D_0(0, x, x_1)}{2e \nu_0 R_1} f_F(E - eV_1)$$

$$+ \frac{D_0(0, x, x_2)}{2e \nu_0 R_2} f_F(E - eV_2).$$

(32)

This function is also illustrated in Fig. 2. Here we introduced the total resistance of the wire $r = r_1 + r_2 + r_{12}$ and assumed $r_{12} \ll r_1, r_2$. The noise in the limit (13), $r_{12} \ll r_1, r_2$ and $\beta_1 = \beta_2 = 1$ becomes

$$S_{11} = G_{11} \left[ \frac{r_2}{r} W(w_1 - V_3) + \frac{r_1}{r} W(w_1 - V_4) \right]$$

$$+ \tilde{G}_{nl} W(w_1 - w_2),$$  \hspace{1cm} (33)

$$S_{12} = -G_{nl} \left[ \frac{r_2}{r} W(w_1 - V_3) + \frac{r_1}{r} W(w_1 - V_4) \right]$$

$$+ \frac{r_2}{r} W(w_2 - V_3) + \frac{r_1}{r} W(w_2 - V_4).$$  \hspace{1cm} (34)

Comparing these expressions with Eqs. (29), (30), we observe that they coincide either provided $V_3 = V_4$ or in the large bias limit $w_1 - V_n \gg T$. Otherwise, every function $W$ entering the result in the limit of strong relaxation splits up into two functions in the limit $L \ll L_{in}$.

IV. NON-LOCAL ELECTRON TRANSPORT IN THE PRESENCE OF INTERACTIONS

Until now we have ignored interaction effects and restricted our consideration to low frequency current fluctuations. Below we will account for electron-electron interactions and evaluate the interaction correction to the conductance matrix of our system. Extending the arguments [24], we will demonstrate a close relation between Coulomb blockade of non-local electron transport and shot noise in the system under consideration. For this purpose it will be necessary to go beyond the low frequency limit and allow for arbitrary (not necessarily slow) fluctuations of voltages $V_j(t)$ across the junctions. In this regime the time and energy dependent electron distribution function in the wire $f(t, E)$ becomes ill-defined due to quantum mechanical uncertainty principle. This problem can be cured by employing the Keldysh Green function of electrons

$$G(t_1, t_2, x) = \int \frac{dE}{2\pi} -i E(t_1 - t_2) \left[ 1 - 2f \left( \frac{t_1 + t_2}{2}, E, x \right) \right]$$

(35)

which fully describes electron dynamics at arbitrarily high frequencies. Applying the Fourier transformation (35) to the kinetic equation (7) we cast it to the form

$$\left( \frac{\partial}{\partial t_1} + \frac{\partial}{\partial t_2} - D \nabla_x ^2 + 1 \right) \Phi(t_1, x) - i \Phi(t_2, x) \right) G$$

$$= \frac{1}{\tau_{in}} \left( -i T e^{-i\beta_1(t_1, x) - \Phi(t_2, x)} \right) G$$

$$- \delta(x - x_1) \frac{2e^2 \nu_0 R_1}{G} \left( -i T e^{-i\beta_1(t_1, x) - \Phi(t_2, x)} \right)$$

$$- \delta(x - x_2) \frac{2e^2 \nu_0 R_2}{G} \left( -i T e^{-i\beta_1(t_1, x) - \Phi(t_2, x)} \right)$$

$$- \delta(x - x_1) \frac{\eta_1(t_1, t_2) - \delta(x - x_2)}{e\nu_0} \eta_2(t_1, t_2).$$

(36)

Here the stochastic variables $\eta_1(t_1, t_2)$ which now also depend on two times, are correlated as follows

$$\langle \eta_1(t_1, t_2) \rangle \eta_2(t_3, t_4) =$$
\[
I_j = \frac{-\delta_{ij}}{8\pi R_t} \left[ \frac{2}{\pi} \sin \left( \frac{e^2}{\pi} \right) \right] + \frac{1}{\sinh \pi T(t_3 - t_2)} \left[ G(t_1, t_4) - G(t_2, t_3) \right] - \beta_j \left( \frac{G(t_1, t_4)}{\sinh \pi T(t_3 - t_2)} \right) \]

\[= \frac{\beta_j}{e} \left[ \frac{G(t_1, t_4) - G(t_2, t_3)}{\sinh \pi T(t_3 - t_2)} \right] \]

which characterize the response of voltage fluctuations in the junction \(i\) on the current noise of the junction \(j\). The corresponding impedance matrix \(Z_{ij}(\omega)\) is defined in Appendix B, see Eq. (110). As before, here the voltage drops \(v_1\) and \(v_2\) are defined in Eq. (10).

Repeating now the same calculation in the elastic limit \(L \ll L_{in}\), we obtain

\[I_1 = G_{11} \left[ v_1 - \frac{\beta_1}{e} \int_0^\infty \frac{\pi T^2}{\sinh^2 \pi T t} K_{11}(t) \sin[ev_1 t] \right] \]

\[\times \left( \frac{r_2}{r} \sin[ev_1(t - V_3)] + \frac{r_1}{r} \sin[ev_1(t - V_4)] \right) \]

\[\times \left( \frac{r_2}{r} \sin[ev_2(t - V_3)] + \frac{r_1}{r} \sin[ev_2(t - V_4)] \right) \]

Here we have defined the response functions

\[K_{ij}(t) = \frac{\exp \left( -e^2 \frac{t}{2\pi} \omega \right)}{2\pi} \sinh \left( \frac{\omega t}{2} \right) \]

\[Z_{ij}(\omega) = \frac{\exp \left( -e^2 \frac{t}{2\pi} \omega \right)}{2\pi} \cosh \left( \frac{\omega t}{2} \right) + i \sin \omega t, \]

and combining it with the solution of the kinetic equation (7), one can evaluate the current (11) in the limit of low resistances.
FIG. 3: Local (a) and non-local (b) differential conductances evaluated in the limit $|x_1 - x_2| \ll L_{\text{in}}, L$, Eqs. (45) and (46) respectively. The system parameters are: $T = 50$ mK, $\tau_0 = 1$ ns, $R_{S1} = 3 \Omega$, $R_{S2} = 5 \Omega$, $\beta_1 = 2$, $G_{11} = 1$ mS, $G_{nl} = 0.1$ mS. The curves at $V_2 = 0$ in the top panel and at $V_1 = 0$ in the bottom panel are shown in real scale, other curves are shifted vertically for clarity. Local differential conductance $\partial I_1/\partial V_1$ exhibits a small dip at $V_1 = V_2$. Non-local conductance $\partial I_1/\partial V_2$ shows a much more pronounced peak at $V_2 = V_1$. Compared to $Y_{11}, Y_{22}$ one finds $K_{12}(t) = K_{21}(t) = 0$ and $K_{11}(t) = e^2 R_{S1} \left(1 - e^{-t/\tau_0}\right)$, $K_{22}(t) = e^2 R_{S2} \left(1 - e^{-t/\tau_0}\right)$, where $\tau_0 \sim R_{S1} C_1 \sim R_{S2} C_2$ is the charge relaxation time which for simplicity is taken equal for both junctions. This simplification is by no means restrictive since in our final result $\tau_0$ appears only under the logarithm as an effective cutoff parameter. Under these conditions the current in the limit $L \gg L_{\text{in}}$ (33) can be evaluated analytically and takes the form

$$I_1 = G_{11} \left[ v_1 - \frac{4\pi \beta_1 T}{e g_1} F_1(v_1) \right] - G_{nl} \left[ v_2 - \frac{4\pi \beta_2 T}{e g_2} F_1(v_2) \right] - \tilde{G}_{nl} \frac{4\pi \beta_2 T}{e g_1} F_1(v_1 - v_2),$$

where we defined the dimensionless conductances of the environment $g_1 = 2\pi/e^2 R_{S1}$, $g_2 = 2\pi/e^2 R_{S2}$ and the dimensionless function

$$F_1(t) = \text{Im} \left[ \left( \frac{1}{2\pi T \tau_0} + \frac{i e v}{2\pi T} \right) \Psi \left( 1 + \frac{1}{2\pi T \tau_0} + \frac{i e v}{2\pi T} \right) \right].$$

Here $\Psi(x)$ stands for the digamma function. Both local and non-local differential conductances read

$$\frac{\partial I_1}{\partial V_1} = G_{11} \left[ 1 - \frac{2\beta_1}{g_1} F(v_1) \right] - \tilde{G}_{nl} \frac{2\beta_1}{g_1} F(v_1 - v_2),$$

$$\frac{\partial I_1}{\partial V_2} = -G_{nl} \left[ 1 - \frac{2\beta_2}{g_2} F(v_2) \right] + \tilde{G}_{nl} \frac{2\beta_2}{g_2} F(v_1 - v_2),$$

where we introduced another function

$$F(v) = \text{Re} \left[ \Psi \left( 1 + \frac{1}{2\pi T \tau_0} + \frac{i e v}{2\pi T} \right) \right] - \text{Im} \left[ \left( \frac{1}{2\pi T \tau_0} + \frac{i e v}{2\pi T} \right) \Psi \left( 1 + \frac{1}{2\pi T \tau_0} + \frac{i e v}{2\pi T} \right) \right].$$

In the elastic limit $L \ll L_{\text{in}}$ we find

$$I_1 = G_{11} \left[ v_1 - \frac{4\pi \beta_1 T}{e g_1} \left( \frac{r_2}{r} F_1(w_1 - V_3) + \frac{r_1}{r} F_1(w_1 - V_4) \right) \right] - G_{nl} \left[ v_2 - \frac{4\pi \beta_2 T}{e g_2} \left( \frac{r_2}{r} F_1(w_2 - V_3) + \frac{r_1}{r} F_1(w_2 - V_4) \right) \right] - \tilde{G}_{nl} \frac{4\pi \beta_2 T}{e g_1} F_1(w_1 - w_2).$$

Accordingly, local and non-local differential conductances acquire the form

$$\frac{\partial I_1}{\partial w_1} = G_{11} \left[ 1 - 2\beta_1 \frac{r_2}{g_1} F(w_1 - V_3) + \frac{r_1}{r} F(w_1 - V_4) \right] - \tilde{G}_{nl} \frac{2\beta_1}{g_1} F(v_1 - v_2),$$

$$\frac{\partial I_1}{\partial w_2} = -G_{nl} \left[ 1 - 2\beta_2 \frac{r_2}{g_2} \left( \frac{r_2}{r} F(w_2 - V_3) + \frac{r_1}{r} F(w_2 - V_4) \right) \right] + \tilde{G}_{nl} \frac{2\beta_2}{g_1} F(v_1 - v_2).$$
Figs. 3 and 4 we observe that the dip in the conductance evaluated in the elastic limit \( L \ll L_{\text{in}} \), at low temperatures and under non-zero voltage bias the electron distribution function acquires a characteristic double step form and the Coulomb dip in the differential conductance splits into two dips. This effect disappears provided inelastic relaxation becomes strong \( L_{\text{in}} \ll L \).

If two leads are attached to a metallic wire as it is shown in Fig. 1, the electron distribution function in the vicinity of one junction may also be driven out of equilibrium provided electrons are injected through the second junction and do not relax their energies at distances shorter than the distance between these two junctions. In this situation additional Coulomb dip in the differential conductance appears.

The latter configuration with two junctions also allows to study Coulomb blockade of non-local electron transport in the presence of non-equilibrium. It turns out that in this case an interplay between Coulomb and non-equilibrium effects yields more pronounced peaks in the non-local differential conductance, see Figs. 3b, 4b. This observation indicates that experiments on non-local electron transport in the presence of Coulomb effects can be conveniently used to test inelastic electron relaxation in metallic conductors at low temperatures, as it has already been demonstrated, e.g., in experiments [9,10].

The analysis developed here applies in the weak Coulomb blockade regime implying that either the resistances of metallic leads should be much smaller than the quantum resistance unit \( \hbar/e^2 \), or the temperature should exceed charging energies of the barriers. In this regime there exists a transparent relation between shot noise and interaction effects in the electron transport [11]. Here we extended this fundamental relation to the non-local case, demonstrating that negative cross-correlations in shot noise are directly linked to Coulomb suppression of non-local conductance. This is in contrast to NSN structures where Coulomb anti-blockade of non-local conductance may occur being related to positive cross-correlations in shot noise induced by crossed Andreev reflection.

Local differential conductance \( G_{\text{loc}} \) of a long wire with \( L \gg L_{\text{in}} \) is plotted in Fig. 3a. For a chosen set of parameters it is weakly affected by the second junction, although a small dip at \( v_1 = v_2 \) is observed. In contrast, non-local differential conductance \( \partial I_1/\partial v_2 \) is very sensitive to \( v_1 \) and has two peaks centered, respectively, at \( v_2 = 0 \) and \( v_2 = v_1 \), see Fig. 3a. Fig. 3b shows local differential conductance of a short wire, \( L \ll L_{\text{in}} \), in which the electron distribution function does not relax. We observe that the conductance \( \partial I_1/\partial v_1 \) given by Eq. 18 has three dips centered respectively at \( v_1 = v_2, V_3, V_4 \). Likewise, non-local conductance \( \partial I_1/\partial v_2 \) defined in Eq. 19 shows peaks at \( v_2 = v_1, V_3, V_4 \), see Fig. 3b. Comparing Figs. 3 and 4 we observe that the dip in \( \partial I_1/\partial v_1 \) (the peak in \( \partial I_1/\partial v_2 \)) occurring for strong inelastic electron relaxation splits into two dips (peaks) in the weak relaxation limit.

**V. SUMMARY**

Let us briefly summarize our key observations.

We have demonstrated that Coulomb blockade corrections to both local and non-local conductances in metallic conductors may change significantly provided the electron distribution function in at least one of the leads is driven out of equilibrium. Provided the conductor length \( L \) is shorter than the inelastic relaxation length \( L_{\text{in}} \), the system parameters are the same as in Fig. 2. The voltage values are: \( V_3 = -100 \mu V, V_4 = 100 \mu V, V_2 = 300 \mu V \) in panel (a) and \( V_1 = 300 \mu V \) in panel (b).

**Appendix A: Kinetic equation in the tunnel limit**

Let us briefly discuss the main steps of our derivation of the kinetic equation [10].

We start by defining the electron Keldysh Green function

\[
G^K = \left\langle \hat{\chi}_t (t_1, x_1) \hat{\chi}_t^\dagger (t_2, x_2) - \hat{\chi}^\dagger_t (t_2, x_2) \hat{\chi}_t (t_1, x_1) \right\rangle \tag{A1}
\]

This function obeys the equation

\[
\left( \frac{\partial}{\partial t_1} + \frac{\partial}{\partial t_2} + i \nabla^2_x - \frac{\nabla^2_{x_1} - \nabla^2_{x_2}}{2m} + iU(x_1) - iU(x_2) \right) G^K =
\]

\[
- i \left[ \frac{t^*_1(x)e^{-i\phi_1(t_1)}}{2\pi\nu_0} \right] \langle \hat{\psi}_{1,\uparrow} (X_1) \hat{\chi}^\dagger_{1,\downarrow} (X_2) - \hat{\chi}^\dagger_{1,\downarrow} (X_2) \hat{\psi}_{1,\uparrow} (X_1) \rangle
\]

\[
+ i \left[ \frac{t_1(x)e^{i\phi_1(t_2)}}{2\pi\nu_0} \right] \langle \hat{\chi}_t (X_1) \hat{\psi}^\dagger_{1,\uparrow} (X_2) - \hat{\psi}^\dagger_{1,\uparrow} (X_2) \hat{\chi}_t (X_1) \rangle
\]

\[
- i \left[ \frac{t^*_2(x)e^{-i\phi_2(t_1)}}{2\pi\nu_0} \right] \langle \hat{\psi}^\dagger_{2,\uparrow} (X_1) \hat{\psi}^\dagger_{2,\uparrow} (X_2) - \hat{\chi}^\dagger_{2,\uparrow} (X_2) \hat{\psi}_{2,\uparrow} (X_1) \rangle
\]

\[
+ i \left[ \frac{t_2(x)e^{i\phi_2(t_2)}}{2\pi\nu_0} \right] \langle \hat{\chi}_t (X_1) \hat{\psi}^\dagger_{2,\uparrow} (X_2) - \hat{\psi}^\dagger_{2,\uparrow} (X_2) \hat{\chi}_t (X_1) \rangle.
\]

(A2)
Here we have defined the four-dimensional vectors \( X = (t_1, x_1) \).

Below we will stick to the diffusive limit in which case the electron distribution function remains isotropic. Then applying the standard quasiclassical techniques, we equalize the coordinates, \( x_1 = x_2 = x \), and make the replacement
\[
\frac{i}{2m} \nabla_x^2 + iU(x_1) - iU(x_2) \rightarrow -D \nabla_x^2. \tag{A3}
\]

We further note that the operators \( \hat{\psi}^{\dagger} \) and \( \chi \) in the vicinity of the barriers are not independent. They are related to each other via the scattering matrices of the barrier. Consider for simplicity the tunneling limit \( T_n^{(j)} \ll 1 \) in which case the corresponding transmission amplitudes in Eq. (5) read
\[
T_n^{(j)} = -2\pi i \sqrt{J_n \delta_t D_n^{(j)}}. \tag{A4}
\]

Then we obtain
\[
\begin{align*}
\chi_t(X_n) &= \chi_{\text{in}}(X_n) + \sum_{n,j=1,2} \frac{T_n^{(j)} e^{-i\phi_j(t_n)}}{\chi_{\text{in}}(X_n)}, \\
\hat{\psi}^{\dagger}_t(X_n) &= \hat{\psi}^{\dagger}_{\text{in}}(X_n) + \sum_{n,j=1,2} \frac{\tilde{\tau}_n^{(j)} e^{i\phi_j(t_n)}}{\hat{\psi}^{\dagger}_{\text{in}}(X_n)}, \\
\hat{\chi}_t(X_n) &= \hat{\chi}_{\text{in}}(X_n) + \sum_{n,j=1,2} \frac{\tilde{\tau}_n^{(j)*} e^{-i\phi_j(t_n)}}{\hat{\chi}_{\text{in}}(X_n)}, \\
\hat{\psi}^{\dagger}_t(X_n) &= \hat{\psi}^{\dagger}_{\text{in}}(X_n) + \sum_{n,j=1,2} \frac{\tilde{\tau}_n^{(j)*} e^{-i\phi_j(t_n)}}{\hat{\psi}^{\dagger}_{\text{in}}(X_n)}. \tag{A5}
\end{align*}
\]

Here the superscript \( \text{in} \) labels incoming waves unaffected by the barriers. In the tunneling limit considered here it suffices to identify the "incoming" operators with the full ones. Substituting the above expressions into Eq. (A2), performing the replacement (A3) and setting \( |t_j(x)|^2 \propto \delta(x - x_j) \), after adding the phenomenological term describing inelastic relaxation we arrive at Eq. (50) for the function \( G(t_1, t_2, x) = G(t_1, t_2, x, x) \) without noise terms. The pre-factors in front of the terms on the right-hand side of Eq. (50) are fixed by the requirement that in the absence of interactions the currents across the barriers have the same Ohmic form \( I_j = v_j / R_j \).

The noise terms may be derived if one employs Eq. (A2) for non-averaged operator Green function
\[
\hat{G}^K = \hat{\chi}_1(t_1, x_1) \hat{\psi}^{\dagger}_1(t_2, x_2) - \hat{\psi}^{\dagger}_1(t_2, x_2) \hat{\chi}_1(t_1, x_1) \frac{2\pi \nu_0}{\tau_{\text{in}}}. \tag{A6}
\]

The noise operator \( \hat{n}_1 \) is then defined as follows
\[
\begin{align*}
\hat{n}_1(t_1, t_2) &\propto -ie^{i\phi(t_1)} \int_{t_1}^\infty \langle \hat{\psi}^{\dagger}_1(t_1) \hat{\chi}_1(t_1, x_1) \hat{\chi}^{\dagger}_1(t_2, x_2) - \hat{\psi}^{\dagger}_1(t_2, x_2) \hat{\chi}_1(t_1, x_1) \rangle \\
&\quad + ie^{i\phi(t_1)} \int_{t_1}^\infty \langle \hat{\chi}_1(t_1) \hat{\psi}^{\dagger}_1(t_2, x_2) - \hat{\psi}^{\dagger}_1(t_1) \hat{\chi}_1(t_1, x_1) \rangle \\
&\quad -i e^{i\phi(t_1)} \int_{t_1}^\infty \langle \hat{\chi}_1(t_1) \hat{\psi}^{\dagger}_1(t_2, x_2) - \hat{\psi}^{\dagger}_1(t_1) \hat{\chi}_1(t_1, x_1) \rangle ,
\end{align*}
\]

Evaluating the symmetrized correlator of two such operators,
\[
\frac{1}{2} \langle \hat{n}(t_1, t_2) \hat{n}(t_3, t_4) + \hat{n}(t_3, t_4) \hat{n}(t_1, t_2) \rangle,
\]
one can verify that it coincides with the correlator (67) in the tunneling limit \( \beta_1 = 1 \). The pre-factors in front of the noise terms in the Eq. (39) are again determined by comparison with the noises of the junctions in the known non-interacting limit. The noise variable \( \eta_2 \) is defined analogously. The operators \( \hat{G}^K, \hat{n}_1, \hat{n}_2 \) may be treated as classical fluctuating functions in the spirit of the \( \sigma \)-model and path integral formulation (46).

We finally note that the kinetic equation (56) can also be derived beyond the tunneling limit, i.e. for \( T_n^{(j)} \sim 1 \). However, in this general case the corresponding analysis turns rather complicated since the full scattering matrices of the barriers should be employed in Eq. (A50). Without going into such complicated algebra here we refer the reader to Ref. 23 where a general and rigorous derivation of the kinetic equation (39) has been carried out.

Appendix B: Details of the solution of the kinetic equation

In order to solve Eq. (39) we make use of the same procedure as in Sec. III. With the aid of Eq. (35) the expression for the current \( I_j \) can be rewritten as
\[
\begin{align*}
I_j(t) &= \frac{\pi}{eR_j} \lim_{t' \to t} \left( G(t, t', x_1) - \frac{iTe^{-i[\phi(t) - \phi(t')]} \sinh \pi T(t - t')} {\sinh \pi T_1} \right) \\
&\quad + C_j \dot{v}_j + 2\pi \eta_j(t, t), \tag{B1}
\end{align*}
\]

where we added displacement currents recharging the capacitors \( C_j \). The solution of Eq. (39) takes the form
\[
\begin{align*}
G(t_1, t_2, x) &= -iTe^{-i[\phi(t_1, x) - \phi(t_2, x)]} \int dt' d^3 x' \\
D \left( \frac{t_1 + t_2}{2} - t', x, x' \right) &\frac{\tau_{\text{in}}}{\sinh \pi T(t_1 - t_2)} \\
&\quad + iTe^{-i[\phi(t_1, x) - \phi(t_2, x)]} \int dt' \\
&\quad \times \left[ D \left( \frac{t_1 + t_2}{2} - t', x_1, x_1' \right) - \left[ \frac{\nu_1 (t' + t_1 - t_2) - \nu_1 (t' - t_1 + t_2)}{2\pi e^2 \nu_0 R_1} \right] \right] \\
&\quad + \left[ D \left( \frac{t_1 + t_2}{2} - t', x_2, x_2' \right) - \left[ \frac{\nu_2 (t' + t_1 - t_2) - \nu_2 (t' - t_1 + t_2)}{2\pi e^2 \nu_0 R_2} \right] \right] \\
&\quad - e^{-i[\Phi(t_1, x) - \Phi(t_2, x)]} \int dt' \\
&\quad \times \left[ D \left( \frac{t_1 + t_2}{2} - t', x_1, x_1' \right) - \frac{\nu_1 (t' + t_1 - t_2) - \nu_1 (t' - t_1 + t_2)}{e^2 \nu_0 R_1} \right] \\
&\quad \times \left[ \frac{\nu_1 (t' + t_1 - t_2) - \nu_1 (t' - t_1 + t_2)}{2} \right] \right] , \tag{B2}
\end{align*}
\]

where we defined \( \nu_j(t) = \phi_j(t) - \Phi(t, x_j) = \int_0^t dt' e\nu_j(t') \).

Here we have already assumed that inelastic relaxation is strong, \( L \ll L_{\text{in}} \), and that the the wire potential varies in space slowly enough, \( e[V_3 - V_4] \ll TL / L_{\text{in}} \).
Combining Eqs. 131 and 132 we evaluate the instantaneous current value in the first junction

$$I_1(t) = \int dt\left[\left(\frac{\delta(t-t')}{R_1} - \frac{D_0(t-t',\mathbf{x}_1,\mathbf{x}_1)}{2e^2\varepsilon_0 R_1^2}\right)v_1(t') - \frac{D_0(t-t',\mathbf{x}_1,\mathbf{x}_2)}{2e^2\varepsilon_0 R_1 R_2}v_2(t')\right] + C_1 \dot{v}_1 + \delta I_1(t), \quad (B3)$$

where the noise term $\delta I_1$ is defined in Eq. 134 with the following replacement $\int dE \eta_j(t',E) \to 2\pi \eta_j(t',t')$. Averaging the expression for the current $I_1$ over time we arrive at the following current-voltage characteristics

$$I_1 = G_{11}v_1 - G_{10}v_0 + 2\pi R_1G_{11}\langle \eta_1(t,t) \rangle - 2\pi R_2G_{10}\langle \eta_2(t,t) \rangle. \quad (B4)$$

It is important to emphasize that here the average values $\langle \eta_j(t,t) \rangle$ differ from zero due to the presence of fluctuating phases which account for interaction effects.

In order to evaluate these averages it is convenient to split the time-dependent phases into regular and fluctuating parts,

$$\varphi_j(t) = ev_j t + \delta \varphi_j(t), \quad j = 1, 2, \quad (B5)$$

where the potentials $v_j$ are defined in Eq. 10. In what follows we will assume that interaction effects remain sufficiently weak, which is the case provided either the resistances of metallic wires are much smaller than the quantum resistance, $r_{\text{res}} < h/e^2$, or the temperature is sufficiently high, $T > e^2/2Cj$. In either case phase fluctuations remain small, $\delta \varphi_j \ll 1$, and the average $\langle \eta_j(t,t) \rangle$ can be expressed in the form

$$\langle \eta_j(t,t) \rangle = \int dt' \left[ \frac{\delta \eta_j(t,t)}{\delta \varphi_j(t')} \delta \varphi_j(t') \right] + \int dt' \left[ \frac{\delta \eta_j(t,t)}{\delta \varphi_2(t')} \delta \varphi_2(t') \right]. \quad (B6)$$

Note that fluctuating phases $\delta \varphi_j(t)$, in turn, depend on the stochastic variables $\eta_j(t)$. In order to establish this dependence we will make use of Fourier transformed Eq. 131 which yields

$$i_{1,\omega} = \left(-C_1\omega^2 - i\omega G_{11}(\omega)\right)\frac{\delta \varphi_{1,\omega}}{\varepsilon} + i\omega G_{10}(\omega)\frac{\delta \varphi_{2,\omega}}{\varepsilon} + \frac{2\pi}{\varepsilon} \left(-C_1\omega^2 - i\omega G_{11}(\omega)\right)\eta_{1,\omega} + \frac{2\pi}{\varepsilon} \left(-C_2\omega^2 - i\omega G_{22}(\omega)\right)\eta_{2,\omega},$$

$$i_{2,\omega} = i\omega G_{10}(\omega)\frac{\delta \varphi_{1,\omega}}{\varepsilon} + \frac{2\pi}{\varepsilon} \left(-C_2\omega^2 - i\omega G_{22}(\omega)\right)\eta_{1,\omega} + \frac{2\pi}{\varepsilon} \left(-C_2\omega^2 - i\omega G_{22}(\omega)\right)\eta_{2,\omega}. \quad (B7)$$

Here we introduce the Fourier transform of the fluctuating currents $i_{j,\omega} = \int dt e^{i\omega t} \langle I_j(t)\rangle$ and used the relation $\delta \varphi_j(t) = -i\omega \delta \varphi_j,\omega / e$. The conductances $G_{11}(\omega)$, $G_{22}(\omega)$ and $G_{10}(\omega)$ are again defined in Eqs. 22 where one should now substitute $D_0(0,\mathbf{x},\mathbf{x}') \to D_0(\omega,\mathbf{x},\mathbf{x}')$, i.e. these conductances are expressed via Fourier transformed diffusion at a frequency $\omega$. From the equivalent circuit of Fig. 1b we can also define the fluctuating currents

$$i_{j,\omega} = \sum_{j=1,2} \frac{i\omega Y_{12}(\omega)\delta \varphi_{j,\omega}}{\varepsilon}. \quad (B7)$$

where $Y_{ij}(\omega)$ is the admittance matrix of our structure. The off-diagonal elements $Y_{12}(\omega) = Y_{21}(\omega)$ are responsible for cross-correlations between the junctions, which may be caused, e.g., by capacitive coupling between the leads 1 and 2. Excluding the currents $i_{j,\omega}$ from the above equations we obtain

$$\delta \varphi_j(t) = -\frac{2\pi}{\varepsilon} \sum_{j=1,2} \int dt' K_{ij}(t-t') \eta_j(t'), \quad (B8)$$

where the kernels $K_{ij}(t)$ read

$$K_{ij}(t) = e^2 \int \frac{dt}{2\pi} \frac{e^{-i\omega t}}{-i\omega + 0} Z_{ij}(\omega), \quad (B9)$$

with $Z_{ij}(\omega)$ being an effective impedance matrix

$$Z_{ij}(\omega) = \left(\begin{array}{cc}
-\frac{i\omega C_2 + G_{22}(\omega) + Y_{22}(\omega)}{A(\omega)} & \frac{G_{10}(\omega) + Y_{12}(\omega)}{A(\omega)} \\
\frac{G_{10}(\omega) + Y_{12}(\omega)}{A(\omega)} & -\frac{i\omega C_2 + G_{22}(\omega) + Y_{22}(\omega)}{A(\omega)}
\end{array}\right). \quad (B10)$$

Combining Eqs. 150 and 158, we obtain

$$\langle \eta_j(t,t) \rangle = -\frac{2\pi}{\varepsilon} \sum_{j=1,2} \int dt' dt'' K_{jk}(t'-t'') \times \left[ \frac{\delta \eta_j(t,t)}{\delta \varphi_j(t')} \right] \eta_k(t'',t''). \quad (B11)$$

Due to causality the variable $\eta_j(t)$ can only depend on the phases $\varphi_j(t')$ taken at earlier times (i.e. at $t' < t$), while the function $K_{jk}(t'-t'')$ differs from zero only for $t' > t''$. Hence, the variable $\eta_k(t'')$ is independent of $\varphi_j(t')$, and Eq. 111 can be rewritten in the form

$$\langle \eta_j(t,t) \rangle = -\frac{2\pi}{\varepsilon} \sum_{j=1,2} \int dt' dt'' K_{jk}(t'-t'') \times \frac{\delta}{\delta \varphi_j(t')} \left[ \eta_j(t',t'') \right] \bigg|_{\varphi_j = \phi_{V_j}} \quad (B12)$$

Here the correlator $\langle \eta_j(t,t) \eta(t',t'') \rangle$ is defined in Eq. 172 with the function $G(t,t',\mathbf{x}_1)$ set by Eq. 122 with omitted noise terms, i.e. with $\eta_{1,2} = 0$. The average value $\langle \eta_j \rangle$ is derived in exactly the same manner.

Now we are in a position to evaluate the functional derivative $\delta \langle \eta_j(t,t) \eta(t',t'') \rangle / \delta \varphi_j(t')$ from Eq. 174. After a straightforward but rather tedious calculation one arrives at the result 138.
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