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Résumé. — (Homologie de Hochschild supérieure et foncteurs exponentiels) On étudie l’homologie de Hochschild supérieure évaluée sur des bouquets de cercles en tant que foncteur sur la catégorie des groupes libres. Les résultats principaux utilisent des coefficients provenant des extensions à carré nul. Ceci est motivé par le travail de Turchin et Willwacher en lien avec la cohomologie des graphes chevelus.

Le point de vue fonctoriel nous permet d’exploiter des outils tels que la théorie des foncteurs polynomiaux et celle des foncteurs exponentiels. On introduit et on utilise de manière essentielle la catégorie des outre-foncteurs, qui est la sous-catégorie pleine des foncteurs sur les groupes libres sur lesquels les automorphismes intérieurs agissent trivialement.

Nous donnons une description de l’homologie de Hochschild supérieure en termes d’outre-foncteurs polynomiaux définis intrinsèquement. Nous obtenons également plusieurs calculs explicites de ces outre-foncteurs lorsqu’on travaille sur un corps de caractéristique nulle. En particulier, l’homologie de Hochschild supérieure est une source naturelle d’outre-foncteurs polynomiaux non-triviaux.

Abstract. — We study higher Hochschild homology evaluated on wedges of circles, viewed as a functor on the category of free groups. The main results use coefficients arising from square-zero extensions; this is motivated by work of Turchin and Willwacher in relation to hairy graph cohomology.

The functorial point of view allows us to exploit tools such as the theory of polynomial functors and exponential functors. We also introduce and make essential use of the category of outer functors, the full subcategory of functors on free groups on which inner automorphisms act trivially.

We give a description of higher Hochschild homology in terms of intrinsically defined polynomial outer functors; we also obtain several explicit computations of these outer functors, working over a field of characteristic zero. In particular, higher Hochschild homology gives a natural source of non-trivial polynomial outer functors.
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1. Introduction

Higher Hochschild homology, defined by Pirashvili [Pir00b], is a generalization of the classical Hochschild homology for commutative rings. It is a (non-additive) homology theory for pointed topological spaces. We denote by $HH_\Gamma(X; L)$ higher Hochschild homology of a pointed space $X$ with coefficients in a $\Gamma$-module $L$, where $\Gamma$ is the category of finite pointed sets. A fundamental example of a $\Gamma$-module is given by the Loday construction $L(A, M)$ for a commutative algebra $A$ and an $A$-module $M$. Taking $X$ to be the circle $S^1$, $HH_\Gamma(S^1; L(A, M))$ identifies with the classical Hochschild homology $HH_\Gamma(A, M)$.

In this paper, we focus on the case where $X$ is a finite wedge of circles $(S^1)^r \vee$, for $r \in \mathbb{N}$. This is inspired by the work of Turchin and Willwacher [TW19] in connection with the calculation of hairy graph homology [TW17]. The homology $HH_\Gamma((S^1)^r; L(A, M))$ is particularly interesting because it can be seen as a natural representation of the group $\text{Aut}(\mathbb{Z}^r)$, where $\mathbb{Z}^r$ is the free group. Turchin and Willwacher observed in [TW19] that when the coefficients are of the specific type $L(A, A)$, $HH_\Gamma((S^1)^r; L(A, A))$ is a representation of the outer automorphism group $\text{Out}(\mathbb{Z}^r)$. Since the representation theory of $\text{Out}(\mathbb{Z}^r)$ is not yet well-understood, having concrete examples of such representations is particularly valuable.

Instead of examining these representations individually for a fixed value of $r$, we introduce a novel approach by studying them through a functorial perspective. Specifically, by interpreting the finite wedge $(S^1)^r \vee$ as the classifying space $B\mathbb{Z}^r$ of the free group $\mathbb{Z}^r$, we obtain a functor from the category $\text{gr}$ of finitely-generated free groups to the pointed homotopy category. This allows us to view higher Hochschild homology $\mathbb{Z}^r \mapsto HH_\Gamma(B\mathbb{Z}^r; L)$ as an $\mathbb{N}$-graded object of $\mathcal{F}(\text{gr}; \mathbb{Q})$, the category of functors from $\text{gr}$ to $\mathbb{Q}$-vector spaces.

Our key strategy in this paper is to take into account the full structure as a functor on $\text{gr}$, rather than just the underlying family of representations of the automorphism groups $\text{Aut}(\mathbb{Z}^r)$, for $r \in \mathbb{N}$. Functors on the category of finitely-generated free groups $\text{gr}$ are relatively rigid objects; this simplifies their analysis compared to that of arbitrary representations of $\text{Aut}(\mathbb{Z}^r)$. Considering functors on $\text{gr}$ allows us to highlight properties and study relationships in a more organized and systematic manner.

The first functorial tool used in this paper is the notion of polynomial functors. This notion, initially introduced by Eilenberg and Mac Lane [EML54] for functors on categories of modules, has been extended to a wider context in [HPV15], which includes functors on the category of finitely-generated free groups $\text{gr}$. Polynomiality gives a measure of the complexity of a functor, namely its polynomial degree. A functor $M$ on $\text{gr}$ being polynomial of degree $d$ roughly means that all values of $M$ are determined by the restrictions $M(\mathbb{Z}^r)$ for $r \leq d$.

The significance of polynomiality for higher Hochschild homology is exhibited by the following, proved as part of Theorem 17.8:

\textbf{Theorem 1.} — For a $\Gamma$-module $L$ and $d \in \mathbb{N}$, the functor $HH_d(B(-); L)$ on $\text{gr}$ has polynomial degree $d$. 

A polynomial functor comes equipped with a natural polynomial filtration, the form of which is completely understood for functors on $\mathbf{gr}$ (see Proposition 4.11); this plays a crucial role.

In this paper we introduce a new functorial tool, the notion of an outer functor on free groups. The category of outer functors on $\mathbf{gr}$ is the full subcategory $\mathcal{F}^{\text{Out}}(\mathbf{gr}; \mathbb{Q}) \subset \mathcal{F}(\mathbf{gr}; \mathbb{Q})$ of functors on which the subgroup of inner automorphisms $\text{Inn}(\mathbb{Z}^{*r}) \subseteq \text{Aut}(\mathbb{Z}^{*r})$ acts trivially, for each $r \in \mathbb{N}$. Higher Hochschild homology (for certain coefficients) gives a source of highly non-trivial outer functors; for example, as a particular case of Proposition 13.20 we obtain:

**Proposition 2.** — For a commutative $\mathbb{Q}$-algebra $A$ and $d \in \mathbb{N}$, $\text{HH}^d(B(-); \mathcal{L}(A, A))$ is an outer functor on $\mathbf{gr}$.

Indeed, whenever the coefficients $L$ arise from a functor defined on unpointed finite sets (for example, $L = \mathcal{L}(A, A)$), higher Hochschild homology $X \mapsto \text{HH}^*(X; L)$ is a functor on the unpointed homotopy category. In this situation, it follows that the action of the automorphism group $\text{Aut}(\mathbb{Z}^{*r})$ on $\text{HH}^*(B\mathbb{Z}^{*r}; L)$ factors across the outer automorphism group $\text{Out}(\mathbb{Z}^{*r})$, as observed by Turchin and Willwacher [TW19]. Proposition 13.20 is the functorial analogue of this observation.

As above, higher Hochschild homology gives examples of objects in $\mathcal{F}^{\text{Out}}(\mathbf{gr}; \mathbb{Q})$, but this is not the only context in which such functors arise naturally (see the end of the introduction) and an in-depth study of them is of independent interest.

The category $\mathcal{F}^{\text{Out}}(\mathbf{gr}; \mathbb{Q})$ of outer functors is crucial in our work, as is the right adjoint

$$\omega: \mathcal{F}(\mathbf{gr}; \mathbb{Q}) \to \mathcal{F}^{\text{Out}}(\mathbf{gr}; \mathbb{Q})$$

to the inclusion $\mathcal{F}^{\text{Out}}(\mathbf{gr}; \mathbb{Q}) \subset \mathcal{F}(\mathbf{gr}; \mathbb{Q})$. This arises naturally in the study of higher Hochschild homology, as explained below.

The third functorial tool used in this paper is provided by exponential functors; i.e., symmetric monoidal functors on $\mathbf{gr}$. We recall, in Theorem 3.5, the equivalence of categories between the category of exponential functors on $\mathbf{gr}$, $\mathcal{F}^{\text{exp}}(\mathbf{gr}; \mathbb{Q})$, and the category of commutative Hopf algebras on $\mathbb{Q}$, $\text{Hopf}^{\text{com}}(\mathbb{Q} - \text{mod})$, induced by the functor $\Psi: \text{Hopf}^{\text{com}}(\mathbb{Q} - \text{mod}) \to \mathcal{F}^{\text{exp}}(\mathbf{gr}; \mathbb{Q})$ given on objects by $\Psi H(\mathbb{Z}^{*n}) = H^{\otimes n}$. (The result is more general: the category $\mathbb{Q} - \text{mod}$ of $\mathbb{Q}$-vector spaces can be replaced by any suitable symmetric monoidal category.)

To state our results on higher Hochschild homology, we must first introduce the appropriate coefficients. As in the work of Turchin and Willwacher [TW17], we consider the square-zero extension $A_V := \mathbb{Q} \oplus V$ of $\mathbb{Q}$ by a finite-dimensional $\mathbb{Q}$-vector space $V$. For $V = \mathbb{Q}$, this corresponds to the dual numbers $\mathbb{Q}[\varepsilon]$.

The main problem that we address is:

**Problem 3.** — Identify the following functors on $\mathbf{gr}$:

$$\text{HH}^*(B(-); \mathcal{L}(A_V, \mathbb{Q}))$$
$$\text{HH}^*(B(-); \mathcal{L}(A_V, A_V)).$$
A key observation is that the association \( V \mapsto A_V \) is a functor of \( V \in \text{Ob } \mod_\mathbb{Q} \), where \( \mod_\mathbb{Q} \) is the category of finite-dimensional \( \mathbb{Q} \)-vector spaces. This naturality is a crucial ingredient in studying these structures; it also allows us to bring into play the Schur correspondence between representations of the symmetric groups and functors on \( \mod_\mathbb{Q} \). This leads us to study the functors \( HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q})) \) and \( HH_*(B(-); \mathcal{L}(A_V, A_V)) \) on \( \text{gr} \) naturally with respect to \( V \).

The functor \( HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q})) \) is exponential (see Proposition \[13.18\]) and we identify the corresponding commutative Hopf algebra as follows. Denoting by \( V \) the homological suspension of \( V \in \text{Ob } \mod_\mathbb{Q} \), we consider the tensor coalgebra \( T_{\text{coalg}}(sV) \) as a graded-commutative Hopf algebra with respect to the shuffle product. This then yields the exponential functor \( \Psi(T_{\text{coalg}}(sV)) \). In Theorem \[15.3\] we obtain the following description:

**Theorem 4.** — For \( V \in \text{Ob } \mod_\mathbb{Q} \), there is a natural isomorphism of functors with values in graded-commutative \( \mathbb{Q} \)-algebras:

\[
HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q})) \cong \Psi(T_{\text{coalg}}(sV)),
\]

where \( HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q})) \) is equipped with the shuffle product. This is natural with respect to \( V \).

The functor \( HH_*(B(-); \mathcal{L}(A_V, A_V)) \) is then studied by using the long exact sequence associated to the short exact sequence of \( \Gamma \)-module coefficients:

\[
0 \to \mathcal{L}(A_V, \mathbb{Q}) \otimes V \to \mathcal{L}(A_V, A_V) \to \mathcal{L}(A_V, \mathbb{Q}) \to 0,
\]

in which the surjection \( \mathcal{L}(A_V, A_V) \to \mathcal{L}(A_V, \mathbb{Q}) \) is induced by the augmentation \( A_V \to \mathbb{Q} \). The connecting morphism of this long exact sequence is identified in Proposition \[16.4\] as being the coadjoint coaction

\[
\text{coad} : \Psi(T_{\text{coalg}}(sV)) \to sV \otimes \Psi(T_{\text{coalg}}(sV))
\]

which fits into the following exact sequence:

\[
(1.1) \quad 0 \to \omega \Psi T_{\text{coalg}}(sV) \to \Psi T_{\text{coalg}}(sV) \xrightarrow{\text{coad}} \Psi T_{\text{coalg}}(sV) \otimes sV \to \text{coker } (\text{coad}) \to 0.
\]

This leads to Theorem \[16.5\] in which the \( \mathbb{N} \) accounts for the homological grading:

**Theorem 5.** — For \( V \in \text{Ob } \mod_\mathbb{Q} \), there is a natural isomorphism in \( \mathcal{F}(\mathbb{N} \times \text{gr}; \mathbb{Q}) \):

\[
HH_*(B(-); \mathcal{L}(A_V, A_V)) \cong \omega \Psi(T_{\text{coalg}}(sV)) \oplus \text{coker } (\text{coad}_{T_{\text{coalg}}(sV)})[-1],
\]

where \([-1]\) denotes the shift in homological degree. These identifications are natural with respect to \( V \).

It follows that, to understand these higher Hochschild homology functors, it suffices to understand the functor \( V \mapsto \Psi T_{\text{coalg}}(sV) \) and the outer functor \( V \mapsto \omega \Psi T_{\text{coalg}}(sV) \), since the remaining term can be derived from these using the exact sequence \( (1.1) \).

For \( V = \mathbb{Q} \), Theorem \[5\] extends and gives a functorial interpretation of results of \[TW19\] for the dual numbers (cf. \[TW19\] Theorem 1) and the direct sum decomposition given in \[TW19\] Section 2.2). See Remark \[10.12\] for more details.
1.1. Combinatorial coefficients. — To prove Theorem 5, we use the functoriality on $V$ evoked above. The Schur correspondence gives

$$\text{Inj}^\Gamma \leftrightarrow \mathcal{L}(A_V; \mathbb{Q})$$

$$\vartheta^* \text{Inj}^{\text{Fin}} \leftrightarrow \mathcal{L}(A_V, A_V)$$

where $\text{Inj}^\Gamma$ and $\vartheta^* \text{Inj}^{\text{Fin}}$ are $\Gamma$-modules introduced in Section 14, taking values in $\Sigma$-modules, where $\Sigma$ is the category of finite sets and bijections (which serves to encode the family of symmetric groups $\{S_d \mid d \in \mathbb{N}\}$).

Problem 3 is then equivalent to that of calculating the following functors on $\text{gr}$

$$HH_*(B(-); \text{Inj}^\Gamma)$$

$$HH_*(B(-); \vartheta^* \text{Inj}^{\text{Fin}})$$

taking values in $\Sigma$-modules.

This reformulation has two advantages.

1. Since the functors $HH_*(B(-); \text{Inj}^\Gamma)$ and $HH_*(B(-); \vartheta^* \text{Inj}^{\text{Fin}})$ take values in $\Sigma$-modules, this allows us to consider the isotypical components directly. Explicitly, for a partition $\lambda \vdash n$, we consider the associated simple $\mathbb{Q}[S_n]$-module, $S_\lambda$, viewed as an $\Sigma$-module supported on $n := \{1, \ldots, n\}$. Applying the functor $- \otimes_\Sigma S_\lambda$ gives the respective isotypical components indexed by $\lambda$:

$$HH_*(B(-); \text{Inj}^\Gamma) \otimes_\Sigma S_\lambda$$

$$HH_*(B(-); \vartheta^* \text{Inj}^{\text{Fin}}) \otimes_\Sigma S_\lambda.$$

These are identified in Corollary 16.9.

2. The functors $HH_*(B(-); \text{Inj}^\Gamma)$ and $HH_*(B(-); \vartheta^* \text{Inj}^{\text{Fin}})$ on $\text{gr}$ are equivalent to intrinsic polynomial functors obtained from the functors $\beta_d$ defined below.

To explain this, we first need to give more details on polynomial functors, notably introducing the functors $\beta_d$.

1.2. The functors $\beta_d$. — The full subcategory of functors of polynomial degree $d$ is written $\mathcal{F}_d(\text{gr}; \mathbb{Q})$. Using abelianization, one has the functor $a_\mathbb{Q} \in \text{Ob } \mathcal{F}(\text{gr}; \mathbb{Q})$ given by $G \mapsto G/[G, G] \otimes \mathbb{Q}$. This is the basic example of a polynomial functor of degree one. More generally, for $d \in \mathbb{N}$, the $d$-fold tensor product $a_\mathbb{Q} \otimes^d \mathbb{Q}$ is an example of a polynomial functor of degree $d$ in $\mathcal{F}(\text{gr}; \mathbb{Q})$.

The theory of polynomial functors provides the cross-effect functor $c_{rd}$, which is an exact functor $c_{rd} : \mathcal{F}_d(\text{gr}; \mathbb{Q}) \to \mathbb{Q}[S_d] - \text{mod}$. This admits a left adjoint $\alpha_d$ that has a simple description: for a $\mathbb{S}_d$-module $M$,

$$\alpha_d M = (a_\mathbb{Q} \otimes^d M),$$

where $\mathbb{S}_d$ acts on $a_\mathbb{Q} \otimes^d$ by place permutations.

These allow us to describe the simple polynomial functors on $\text{gr}$. Namely, for any such simple functor $F$, there exists a unique pair $(d, \lambda)$, where $\lambda$ is a partition of $d$, such that $F \cong \alpha_d(S_\lambda)$. Here $d$ is the (precise) polynomial degree of $F$.

Also of importance here is the right adjoint $\beta_d : \mathbb{Q}[S_d] - \text{mod} \to \mathcal{F}_d(\text{gr}; \mathbb{Q})$ to the cross-effect functor; this arises explicitly in our study of higher Hochschild homology.
Unfortunately, unlike the case of $\alpha_d$, the functor $\beta_d$ does not admit an elementary description.

In Theorem 16.11 we describe the isotypical components of $HH_\ast(B(-); \vartheta^*\text{Inj}^{\text{Fin}})$ in terms of the functors $\beta_d$ and their associated outer functors, $\omega\beta_d$:

**Theorem 6.** — For $d \in \mathbb{N}^+$ and $\lambda \vdash d$, there are isomorphisms in $F^{\text{Out}}(\text{gr}; \mathbb{Q})$:

\[
HH_\ast(B(-); \vartheta^*\text{Inj}^{\text{Fin}}) \otimes \Sigma S_\lambda \cong \begin{cases} 
\omega\beta_d S_\lambda & \ast = d \\
\text{coker } (\text{coad}_\lambda) & \ast = d - 1 \\
0 & \text{otherwise},
\end{cases}
\]

where $\lambda^\dagger$ is the conjugate of the partition $\lambda$ and $\text{coad}_\lambda$ is shorthand for $\text{coad} \otimes \Sigma S_\lambda$.

This Theorem is one of our motivations for studying the functors $\beta_d$ and $\omega\beta_d$; as we will see below, these functors also have intrinsic interest.

First, we note that the functors $\beta_d$ are highly non-trivial. For example, taking $d = 2$ and the signature representation $\text{sgn}_2$ of $S_2$, $\beta_2\text{sgn}_2$ occurs in a non-split short exact sequence:

\[0 \to \Lambda^2 \circ a_3 \to \beta_2\text{sgn}_2 \to a_2 \to 0,
\]

where $\Lambda^2 \circ a_3$ identifies with $a_2\text{sgn}_2$. This shows that $\mathcal{F}_2(\text{gr}; \mathbb{Q})$ is not semi-simple. However, $\beta_2\text{sgn}_2$ is not an outer functor, and one has $\omega\beta_2\text{sgn}_2 \cong a_2\text{sgn}_2 \cong \Lambda^2 \circ a_3$.

The significance of the functors $\beta_d$ is established by the following (see Corollary 4.23 and Corollary 9.23), where $\mathcal{F}_{<\infty}(\text{gr}; \mathbb{Q}) = \bigcup_{d \in \mathbb{N}} \mathcal{F}_d(\text{gr}; \mathbb{Q})$ is the full category of all polynomial functors and $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q})$ the corresponding category of polynomial outer functors:

**Theorem 7.** — The families $\{\beta_d Q[S_d] \mid d \in \mathbb{N}\}$ and $\{\omega\beta_d Q[S_d] \mid d \in \mathbb{N}\}$ are sets of injective cogenerators of $\mathcal{F}_{<\infty}(\text{gr}; \mathbb{Q})$ and $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q})$ respectively.

One of the keys to proving Theorem 6 is to work globally, by assembling the family of functors $\{\beta_d Q[S_d] \mid d \in \mathbb{N}\}$ to give the functor $\beta$ from $\text{gr}$ to $\mathcal{F}(\Sigma; \mathbb{Q})$, the category of $\Sigma$-modules (see Section 12.2). This approach also applies to describe the functors $\omega\beta_d$, which assemble to the functor $\omega\beta$ with values in $\Sigma$-modules.

### 1.3. Explicit computations and application.

Motivated by Theorem 6 we give the complete structure of the functors $\beta_d S_\lambda$ and $\omega\beta_d S_\lambda$ for several explicit partitions $\lambda$:

- for $\lambda = ((n - 1), 1)$ the result is given in Section 12.24
- for $\lambda = (1^n)$ the result is given in Section 12.25
- for $\lambda = (211)$ the result is given in Example 12.28

(See Section 12 for further computations.) More precisely we obtain the socle filtration of these functors. We stress that the category $\mathcal{F}_{<\infty}(\text{gr}; \mathbb{Q})$ is not semi-simple and, apart from exceptional cases, the functors $\beta_d S_\lambda$ are not semi-simple, so this socle filtration is non-trivial.

Our strategy to obtain the complete structure of the functors $\beta_d S_\lambda$ has the following steps:
1. We first identify the composition factors of the functor $\beta_d S_\lambda$ in Corollary [11.23]
As noted above, since $\beta_d S_\lambda$ is usually not semi-simple, this is not sufficient to
describe its structure.
2. In Proposition [4.14] we identify the socle of the functor $\beta_d M$:

**Proposition 8.** — For $M \in \text{Ob} \ \mathbb{Q}[\mathfrak{S}_d] - \text{mod}$, the functor $\alpha_d M$ is the socle of
$\beta_d M$.

3. To analyse the socle filtration, we use the main result of [Ves18] which gives,
in particular, that $\text{Ext}^1_{\mathbb{Q}[\mathfrak{S}_d]}(a^\otimes s, a^\otimes t) = 0$ if $t - s \neq 1$ (see Corollary [11.14] for
a more precise statement). This allows us to compare the socle filtration and
the polynomial filtration (see Corollary [4.21]):

**Proposition 9.** — For any $d \in \mathbb{N}$ and $M \neq 0$ a $\mathbb{Q}[\mathfrak{S}_d]$-module, up to rein-
dering, the socle filtration of $\beta_d M$ coincides with the polynomial filtration of
$\beta_d M$.

4. Where possible, we seek to identify the extensions occurring between the layers
of the socle filtration. This is feasible in some cases, notably when the functors
are multiplicity free (i.e., each composition factor has multiplicity at mos-
t one) or the structure is particularly simple.

For instance, for $n \geq 1$ we show that the functors $\omega \beta_{(n)}$ are uniserial (see
Theorem [12.23]) and that it has socle length $\lceil \frac{n+1}{2} \rceil$.

Then, to obtain the structure of the functors $\omega \beta_d S_\lambda$, we apply Proposition [12.1]

**Proposition 10.** — For $\lambda \vdash d$, we have the exact sequence:

$$0 \to \omega \beta_d S_\lambda \to \beta_d S_\lambda \to \bigoplus_{\mu \subseteq \lambda \mid \mu \mid = \lbrack d - 1 \rbrack} \beta_{d-1} S_\mu \to \text{coker } \text{coad}_\lambda \to 0.$$

Computing $\omega \beta_d S_\lambda$ is thus equivalent to determining the kernel of the map $\text{coad}_\lambda$.

This is a difficult question in general. However, in Theorem [12.5] we show that the
morphism $\text{coad}_\lambda$ is almost always non-zero. More precisely we show:

**Theorem 11.** — For $\lambda \vdash d$, the morphism

$$\beta_d S_\lambda \to \bigoplus_{\mu \subseteq \lambda \mid \mu \mid = \lbrack d - 1 \rbrack} \beta_{d-1} S_\mu$$

is zero if and only if $\lambda = (d)$.

Moreover, Theorem [12.5] explains the behaviour of $\text{coad}_\lambda$ on the layer of polynomial
degree $d - 1$. In the examples given above, these results are enough to deduce the
structure of the functors $\omega \beta_d S_\lambda$.

Beyond explicit computations, we give below another consequence of the under-
standing of $HH_*(B(-); \mathcal{L}(A_V, A_V))$ as a functor on $\mathfrak{gr}$. By Proposition [15.13],
we obtain the following result, where $a : \mathfrak{gr} \to ab$ is the functor with values in the
category of finitely-generated free abelian groups provided by the abelianization:
Proposition 12. — For \( n \in \mathbb{N}^* \), the kernel of the natural transformation of functors on \( \text{gr} \)

\[ HH_n(BZ^*; \mathcal{L}(\mathbb{Q}[\varepsilon], \mathbb{Q}[\varepsilon])) \to HH_n(Ba(Z^*); \mathcal{L}(\mathbb{Q}[\varepsilon], \mathbb{Q}[\varepsilon])) \]

is non-trivial.

The proof of this result relies upon our calculations and the non-semisimplicity of the category of polynomial functors on \( \text{gr} \), giving an illustration of the interest of taking into account the full functorial structure.

As a Corollary, we recover the Theorem of Dundas and Tenti [DT18] that higher Hochschild homology \( X \mapsto HH_*(X; \mathcal{L}(\mathbb{Q}[\varepsilon], \mathbb{Q}[\varepsilon])) \) is not a stable invariant of \( X \) (see Remark 16.16).

1.4. The Hodge filtration. — In Section 17, we explain how Pirashvili’s Hodge filtration of higher Hochschild homology [Pir00b] is related to the functorial picture considered here.

For \( X \) a pointed simplicial set and \( L \in \text{Ob} \mathcal{F}(\Gamma; \mathbb{Q}) \), Pirashvili [Pir00b, Theorem 2.4] constructed the Hodge filtration spectral sequence

\[ E^2_{p,q} = \text{Tor}^\mathbb{Q}_p(\mathcal{T}_qH_*(X; \mathbb{Q}), L) \Rightarrow HH_*(X; L). \]

The associated filtration of \( HH_*(X; L) \) is Pirashvili’s Hodge filtration. We take \( X \) to be the classifying space \( \text{B} Z^* \), considered as a functor of the free group \( Z^* \). Then, for any \( \Gamma \)-module, Pirashvili’s Hodge filtration for \( HH_*(\text{B}(-); L) \) gives an increasing filtration. In a fixed homological degree \( d \), we reindex this as:

\[ \ldots \subset \mathfrak{F}^qHH_d(\text{B}(-); L) \subset \mathfrak{F}^qHH_{d+1}(\text{B}(-); L) \subset \ldots \subset \mathfrak{F}^0HH_d(\text{B}(-); L) = 0. \]

The filtration quotients are described explicitly in Theorem 17.6 which shows that (up to indexing) the Hodge filtration coincides with the polynomial filtration. In particular, this yields Theorem 1 above.

These results also give access to calculations of Ext groups over \( \mathcal{F}(\Gamma; \mathbb{Q}) \) (see Theorem 17.12).

1.5. Cohomological properties of functors. — This paper contains a number of intrinsic results on functors and outer functors on \( \text{gr} \) which should have further applications.

By construction, there are inclusions of abelian categories:

\[ \mathcal{F}(\text{ab}; \mathbb{Q}) \subseteq \mathcal{F}^\text{Out}(\text{gr}; \mathbb{Q}) \subseteq \mathcal{F}(\text{gr}; \mathbb{Q}) \]

which restrict to the categories of polynomial functors:

\[ \mathcal{F}_d(\text{ab}; \mathbb{Q}) \subseteq \mathcal{F}_d^\text{Out}(\text{gr}; \mathbb{Q}) \subseteq \mathcal{F}_d(\text{gr}; \mathbb{Q}) \]

for \( d \in \mathbb{N} \cup \{ < \infty \} \). In each case, for \( d \) finite, \( \mathcal{F}_d \) denotes the full subcategory of polynomial functors of degree at most \( d \); each of these categories has enough projectives and enough injectives. The category \( \mathcal{F}_{< \infty} \) denotes that of all polynomial functors, \( \bigcup_{d \in \mathbb{N}} \mathcal{F}_d \).

As a consequence of Theorem 11.13 one gets, in Corollary 11.14 the explicit calculation of extensions between simple objects of the category \( \mathcal{F}(\text{gr}; \mathbb{Q}) \).
Theorem 13. — For \( \mu \vdash d \),
\[
\dim \Ext^1_{F_{\langle \gr, Q \rangle}}(\alpha_{|\rho|}S_\rho, \alpha_dS_\mu) = \left\{ \begin{array}{ll}
0 & |\rho| \neq d - 1 \\
\sum_{\nu \vdash d - 2} c^\nu_{\nu,1}c^\rho_{\nu,11} & |\rho| = d - 1.
\end{array} \right.
\]
where \( c^\nu_{\nu,1} \) denote the Littlewood-Richardson coefficients.

Several calculations of Ext groups were obtained in [Ves18], for example when \( \rho \) and \( \nu \) are the respective signature representations; Theorem 13 gives a complete description of \( \Ext^1 \).

The category \( F_{<\infty}(ab; Q) \) is semi-simple, whereas, for \( d > 1 \), \( F_d(\gr; Q) \) has global dimension \( d - 1 \) by results of [DPV16]. For polynomial outer functors, we show that the category \( F_{d,\Out}^{\Out}(\gr; Q) \) differs essentially from \( F_d(ab; Q) \) and is closer to the category \( F_d(\gr; Q) \). In particular, as part of Corollary 12.17 we show:

Theorem 14. — The category \( F_{d,\Out}^{\Out}(\gr; Q) \) is semi-simple if and only if \( d \leq 2 \).

This contrasts with the fact that \( F_d(ab; Q) \) is semi-simple. Moreover, we show in Corollary 12.19

Theorem 15. — For \( 0 < d \in \mathbb{N} \), the category \( F_{d,\Out}^{\Out}(\gr; Q) \) has global dimension at most \( d - 2 \), with equality in the cases \( d \in \{2, 3\} \).

In particular, for \( d \geq 2 \),
\[
\gl \dim F_{d,\Out}^{\Out}(\gr; Q) < \gl \dim F_d(\gr; Q) = d - 1.
\]
and \( \gl \dim F_{d,\Out}^{\Out}(\gr; Q) > 0 \) for \( d > 2 \).

In Corollary 12.13 we describe \( \Ext^1_{F_{d,\Out}^{\Out}(\gr; Q)} \) between simple functors:

Theorem 16. — For \( \lambda \vdash d \), where \( d > 0 \), \( \Ext^1_{F_{d,\Out}^{\Out}(\gr; Q)}(\alpha_{|\rho|}S_\rho, \alpha_dS_\lambda) = 0 \) if \( |\rho| \neq d - 1 \).

If \( \rho \vdash d - 1 \) and \( \lambda \neq (d) \):
\[
\dim \Ext^1_{F_{d,\Out}^{\Out}(\gr; Q)}(\alpha_{d-1}S_\rho, \alpha_dS_\lambda) = \left\{ \begin{array}{ll}
\sum_{\nu \vdash d - 2} c^\nu_{\nu,1}c^\lambda_{\nu,11} & |\rho| \neq \lambda \\
(\sum_{\nu \vdash d - 2} c^\rho_{\nu,1}c^\lambda_{\nu,11}) - 1 & \rho \leq \lambda.
\end{array} \right.
\]

For a simple representation \( S_\lambda \) of \( \mathcal{S}_d \), the polynomial functor \( \beta_dS_\lambda \) is injective in \( F_{<\infty}(\gr; Q) \), by Theorem 1.22. This leads to the following (see Corollary 7.24), which gives an intrinsic characterization of \( \omega \beta_dS_\lambda \):

Theorem 17. — For \( \lambda \vdash d \), \( \omega \beta_dS_\lambda \) is the injective envelope in \( F_{<\infty}^{\Out}(\gr; Q) \) of the simple functor \( \alpha_dS_\lambda \).

This gives a conceptual characterization of \( \omega \beta_dS_\lambda \) in \( F_{<\infty}^{\Out}(\gr; Q) \). The difference between \( F_{<\infty}^{\Out}(\gr; Q) \) and \( F_{<\infty}(\gr; Q) \) is also underlined by:

Theorem 18. — For \( \lambda \vdash d \), \( \beta_dS_\lambda \) is an object of \( F_{<\infty}^{\Out}(\gr; Q) \) if and only if \( \lambda = (d) \).

For \( \lambda = (d) \), one has the identifications:
\[
\omega \beta_dS_{(d)} \cong \alpha_dS_{(d)}
\]
\[
\coker (\coad_{(d)}) \cong \alpha_{d-1}S_{(d-1)}.
\]
where $S_{(d-1)}$ is taken to be zero for $d = 0$. In particular, $\alpha_d S_{(d)}$ is injective in $\mathcal{F}_{\leq \infty}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q})$.

We observe that there are other examples of injectives in $\mathcal{F}_{\leq \infty}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q})$ that are simple (hence arise from $\mathcal{F}_{\leq \infty}(\text{ab}; \mathbb{Q})$). For example, by Remark 12.22 we have:

$$\omega \beta_n S_{((n-1),1)} = \alpha_n S_{((n-1),1)}$$

which is a simple functor, that is injective in $\mathcal{F}_{\leq \infty}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q})$ (but not in $\mathcal{F}_{\leq \infty}(\mathfrak{gr}; \mathbb{Q})$).

1.6. Other references. — Since the first version of this paper was uploaded to arXiv in 2018, several related works have appeared. For example:

1. In [Pow24a], the first author relates polynomial functors on $\mathfrak{gr}$ to representations of the PROP associated to the Lie operad. In [Pow24b], he then identifies outer polynomial functors within this framework.
2. In [Kat23, Kat24], Katada studies certain functors on $\mathfrak{gr}^{\text{op}}$ associated with the category of Jacobi diagrams in handlebodies introduced by Habiro and Masuyeau in [HM21]. She proves that these are outer functors and are polynomial. In [Ves22], the second author extends this study to a family of functors indexed by $n \in \mathbb{N}$; the functors considered by Katada correspond to the case $n = 0$.
3. In [GH24], Gadish and Hainaut study the compactly supported rational cohomology of configuration spaces of points on wedges of spheres. They relate this to higher Hochschild homology and show that their calculations for higher dimension spheres are related to those appearing in our study of outer functors on free groups.
4. In [BCGY23b], Bibby, Chan, Gadish and Yun study the top weight rational cohomology of the moduli space of curves $\mathcal{M}_{2,n}$. They reduce to calculating the homology of compactified configuration spaces of graphs, which in turn relates their calculations to [GH24] and the higher Hochschild homology considered here. Their subsequent work [BCGY23a] studies the weight zero, compactly supported rational cohomology of the moduli space of curves $\mathcal{M}_{g,n}$ for $g \geq 2$, using a spectral sequence. As an application, the authors obtain new calculations for $g = 3$ and small $n$.
5. In [Hal23], Hainaut studies the Ext-groups $\text{Ext}^*_{\mathcal{F}_{\leq \infty}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q})}(a^{\otimes s}, a^{\otimes t})$ calculated in the category of polynomial outer functors. Using calculations from [GH24], he has shown that these groups can be non-zero for $* \neq t-s$. This contrasts with Vespa’s result [Ves18] calculating $\text{Ext}^*_{\mathcal{F}(\mathfrak{gr}; \mathbb{Q})}(a^{\otimes s}, a^{\otimes t})$, which is isomorphic to $\text{Ext}^*_\mathcal{F}(\mathfrak{gr}; \mathbb{Q})(a^{\otimes s}, a^{\otimes t})$ by [DPV16]. Calculation of $\text{Ext}^1_{\mathcal{F}_{\leq \infty}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q})}(a^{\otimes s}, a^{\otimes s+1})$ can be deduced from the computations obtained in [PV23].

Organization of the paper:
The paper is split into parts corresponding to the major themes:

1. Part I presents background on functors on $\mathfrak{gr}$ and reviews the theory of exponential functors.
2. Part II develops the theory of polynomial functors on \( \text{gr} \) together with the tools that are required in analysing this, notably the Schur correspondence; the main objective is to describe the functors \( \beta_d \) by studying the assembled functor \( \beta \).

3. Part III introduces outer functors on free groups together with the functor \( \omega \). This is one of the innovations of the paper and is of independent interest.

4. Part IV shows how to calculate the functors \( \beta \) and \( \omega \beta \); this is illustrated by concrete examples.

5. Part V introduces higher Hochschild homology and the associated functors on free groups. It is then shown how these functors are described using the functors \( \beta \) and \( \omega \beta \).

6. Part VI provides appendices reviewing basic material on functor categories and on the representation theory of the symmetric groups.

1.7. Notation and Conventions. —

1. \( \mathbb{N} \) denotes the non-negative integers and \( \mathbb{N}^* \) the positive integers;
2. when used as a category, \( \mathbb{N} \) is given the discrete structure;
3. \( \kappa \) denotes a commutative ring, which will always be assumed to be unital;
4. the category of \( \kappa \)-modules is sometimes written \( \kappa \text{-mod} \) and the full subcategory of free, finite-rank \( \kappa \)-modules is denoted \( \text{mod}_\kappa \);
5. if \( \kappa \) is a field, \( ^\# \) denotes vector space duality;
6. for \( C \) a small category, \( F(C; \kappa) \) denotes the category of functors from \( C \) to \( \kappa \)-modules;
7. \( \text{gr} \) is the category of finitely-generated free groups and \( \text{ab} \) that of finitely-generated free abelian groups;
8. the symmetric group on \( n \) letters is denoted \( S_n \) and its signature representation by \( \text{sgn}_n \);
9. \( \text{Set} \) is the category of sets and \( \text{Set}^* \) that of pointed sets;
10. in diagrams representing adjunctions, the convention used is that, for a pair of functors represented by \( \dashv \) or \( \vdash \), the top arrow is the left adjoint.

Notation 1.1. — If the isomorphism classes of simple objects of an abelian category \( \mathcal{C} \) form a set, the Grothendieck group \( G_0(\mathcal{C}) \) is the free abelian group generated by this set. If \( S \) is a simple object of \( \mathcal{C} \), the associated element of \( G_0(\mathcal{C}) \) is written \( [S] \).

More generally, for \( F \) a finite object of \( \mathcal{C} \) (that is, \( F \) has a finite composition series), \( [F] \in G_0(\mathcal{C}) \) is defined recursively by the additivity property for short exact sequences of finite objects in \( \mathcal{C} \):

\[
0 \to F_1 \to F_2 \to F_3 \to 0
\]

\( [F_2] = [F_1] + [F_3] \) in \( G_0(\mathcal{C}) \).
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PARTIE I. BACKGROUND

The aim of this part is to fix notation and recall results for later reference. We introduce the basic notions used in the paper, such as the categories \( \mathbf{gr} \) and \( \mathbf{ab} \) and functors on these categories. We also introduce exponential functors, which are an important tool, and recall their relationship with Hopf algebras.

This part contains no new results and the reader familiar with them may skip it.

2. The categories \( \mathbf{gr} \) and \( \mathbf{ab} \) and functors on them

This section first introduces the categories \( \mathbf{gr} \) and \( \mathbf{ab} \) of finitely-generated free (respectively free abelian) groups before considering the basic structure for functors on groups that is required throughout the paper.

2.1. Introducing the categories \( \mathbf{gr} \) and \( \mathbf{ab} \).

Notation 2.1. — Let \( \mathbf{gr} \) denote the category of finitely-generated free groups and \( \mathbf{ab} \) that of finitely-generated free abelian groups, considered as full subcategories of the category of groups. (The categories \( \mathbf{gr} \) and \( \mathbf{ab} \) are essentially small, with skeleta with objects \( \mathbb{Z}^n \) and \( \mathbb{Z}^n \), \( n \in \mathbb{N} \), respectively.)

The free product of groups \( * \) equips \( \mathbf{gr} \) with the symmetric monoidal structure \((\mathbf{gr}, *, \{e\})\). Likewise, the direct product \( \oplus \) of abelian groups equips \( \mathbf{ab} \) with the symmetric monoidal structure \((\mathbf{ab}, \oplus, 0)\). Abelianization of groups, \( G \mapsto G/[G, G] \) induces a functor \( a: \mathbf{gr} \to \mathbf{ab} \). With respect to the above, \( a: \mathbf{gr} \to \mathbf{ab} \) is symmetric monoidal.

For usage in Section 3, we analyse morphisms in \( \mathbf{gr} \) by exploiting the symmetric monoidal structure.

Notation 2.2. — Write \( x \) for a chosen generator of the group \( \mathbb{Z} \) and \( x_i \) (\( 1 \leq i \leq n \)) for the corresponding generators of \( \mathbb{Z}^n \), \( n \in \mathbb{N} \).

Since \( * \) is the coproduct in \( \mathbf{gr} \) (respectively \( \oplus \) for \( \mathbf{ab} \)), one can consider cogroup objects in \( \mathbf{gr} \) (resp. \( \mathbf{ab} \)). The following is well-known (writing the group structure in \( \mathbf{ab} \) additively):

Lemma 2.3. —
1. The group $Z$ is a cogroup object in $\text{gr}$, with counit $\varepsilon : Z \to \{e\}$, coproduct $\Delta : Z \to Z \star Z$ given by $x \mapsto x_1 x_2$, and inverse $\chi : Z \to Z$ given by $x \mapsto x^{-1}$.

2. The group $Z$ is an abelian cogroup object in $\text{ab}$, with counit $\varepsilon_{ab} : Z \to 0$, coproduct $\Delta_{ab} : Z \to Z \oplus Z$ given by $x \mapsto (x, x)$, and inverse $\chi_{ab} : Z \to Z$ given by $x \mapsto -x$.

**Remark 2.4.** — The cogroup structure on $Z$ endows $\text{Hom}_{\text{gr}}(Z, G)$ with a natural group structure, for all $G \in \text{Ob } \text{gr}$, by definition of a cogroup object. This coincides with the group structure of $G$, via the natural isomorphism $\text{Hom}_{\text{gr}}(Z, G) \cong G$.

Restricting to the skeleton of $\text{gr}$ with objects $Z \star n$, for $n \in \mathbb{N}$, the category $\text{gr}$ can be viewed as a PROP with respect to $\star$. This PROP structure has been exploited in [KP18], [Pir02], [Hab16], for example. In particular, as a PROP, one has the following generators for the morphisms of $\text{gr}$:

**Proposition 2.5.** — Considered as a PROP, the morphisms of $\text{gr}$ are generated by the following:

1. the unit $\eta : \{e\} \to Z$;
2. the fold map $\nabla : Z \star Z \to Z$;
3. the cogroup structure morphisms $\varepsilon : Z \to \{e\}$, $\Delta : Z \to Z \star Z$, and $\chi : Z \to Z$.

**Remark 2.6.** —

1. The PROP structure includes the information from the symmetric monoidal structure, in particular the action, for each $n \in \mathbb{N}$, of $S_n$ on $Z \star n$.
2. There is an analogous statement for $\text{ab}$.

### 2.2. Functors on $\text{gr}$ and $\text{ab}$.

For background on functor categories, the reader is referred to Appendix A. In particular, for $\mathcal{C}$ an essentially small category, $\mathcal{F}(\mathcal{C}; k)$ denotes the category of functors from $\mathcal{C}$ to $k$-modules, where $k$ is a unital, commutative ring.

**Proposition 2.7.** — The abelianization functor $a : \text{gr} \to \text{ab}$ induces exact functors

$$
\circ a : \mathcal{F}(\text{ab}; k) \to \mathcal{F}(\text{gr}; k)
$$

which are symmetric monoidal and fully faithful. The images are strictly full and closed under the formation of sums and sub-quotients.

Taking $k = \mathbb{Q}$, the subcategory $\mathcal{F}(\text{ab}; \mathbb{Q}) \subset \mathcal{F}(\text{gr}; \mathbb{Q})$ (respectively $\mathcal{F}(\text{ab}^{\text{op}}; \mathbb{Q}) \subset \mathcal{F}(\text{gr}^{\text{op}}; \mathbb{Q})$) is not thick.

**Démonstration.** — This is an application of a standard result for functor categories (see [Dja07] Proposition C.1.4 or [Ves08] Proposition A.2). That $\circ a$ is fully faithful is a consequence of the fact that $a$ is essentially surjective and full.

That the subcategories are not thick is exhibited by Example 9.21.

The following Lemma shows that, for the category $\text{ab}$, the contravariant and covariant functor categories are equivalent. This is far from the case for $\text{gr}$, whence the necessity to consider both variances.
Lemma 2.8. — The duality functor $\Hom_{\mathsf{ab}}(-, \mathbb{Z}) : \mathsf{ab}^{\text{op}} \to \mathsf{ab}$ is an equivalence of categories. By precomposition, this induces an equivalence of categories $\mathcal{F}(\mathsf{ab}; k) \cong \mathcal{F}(\mathsf{ab}^{\text{op}}; k)$.

Notation 2.9. — Denote by $a_k \in \text{Ob} \mathcal{F}(\mathsf{gr}; k)$ the composite functor $a(-) \otimes_{\mathbb{Z}} k$, where $a : \mathsf{gr} \to \mathsf{ab}$ is the abelianization functor.

The standard projective functors in $\mathcal{F} (\mathsf{gr}; k)$ considered in the following example are fundamental objects and play an important role in the current work; for example, their structure is exploited in Section 7.

Example 2.10. — For $G$ in $\mathsf{gr}$, the standard projective functor $P_G^{\mathsf{gr}}$ is the functor $k[\text{Hom}_{\mathsf{gr}}(G, -)]$ in $\mathcal{F}(\mathsf{gr}; k)$ (see Appendix A).

For $G = \mathbb{Z}$, the associated standard projective $P_{\mathbb{Z}}^{\mathsf{gr}}$ identifies with the group ring $k[H]$, for $H \in \text{Ob} \mathsf{gr}$, considered as taking values in $k$-modules (i.e., forgetting structure). This decomposes as $P_{\mathbb{Z}}^{\mathsf{gr}} \cong k \oplus P_{\mathbb{Z}}$, where $P_{\mathbb{Z}}$ is the reduced part. Then $P_{\mathbb{Z}}(H)$ identifies with the $k$-module underlying the augmentation ideal $I(H) \subset k[H]$. In particular, as a submodule of $k[H]$, it is generated by the elements $[h] - [e]$, where $e \in H$ is the unit and $h \in H$.

There is an important surjective map $P_{\mathbb{Z}}^{\mathsf{gr}} \twoheadrightarrow a_k$ in $\mathcal{F}(\mathsf{gr}; k)$: evaluated on $H \in \text{Ob} \mathsf{gr}$, this is the $k$-linear map sending $[h] - [e]$ to $\underline{h} \otimes 1 \in a(H) \otimes k$, where $\underline{h}$ denotes the image of $h$ in the abelianization $a(H)$.

We now introduce the shift functors:

Notation 2.11. — Denote by

1. $\tau_2 : \mathcal{F}(\mathsf{gr}; k) \to \mathcal{F}(\mathsf{gr}; k)$ the shift functor defined on $F \in \text{Ob} \mathcal{F}(\mathsf{gr}; k)$ by $(\tau_2 F)(G) := F(G \ast \mathbb{Z})$, equipped with the canonical splitting

$$1_{\mathcal{F}(\mathsf{gr}; k)} \hookrightarrow \tau_2 \twoheadrightarrow 1_{\mathcal{F}(\mathsf{gr}; k)},$$

and let $\tau_{2} : \mathcal{F}(\mathsf{gr}; k) \to \mathcal{F}(\mathsf{gr}; k)$ denote the reduced shift functor, given by the cokernel of this split monomorphism, so that there is a natural decomposition

$$\tau_2 F \cong F \oplus \tau_{2} F;$$

2. $\tau_2^{\mathsf{ab}} : \mathcal{F}(\mathsf{ab}; k) \to \mathcal{F}(\mathsf{ab}; k)$ the shift functor defined by $(\tau_2^{\mathsf{ab}} F)(A) := F(A \oplus \mathbb{Z})$; the reduced functor $\tau_{2}^{\mathsf{ab}}$ is defined similarly.

Analogously, denote by $\tau_2, \tau_{2}^{\mathsf{op}} : \mathcal{F}(\mathsf{gr}^{\text{op}}; k) \to \mathcal{F}(\mathsf{gr}^{\text{op}}; k)$ (respectively $\tau_2^{\mathsf{ab}}, \tau_{2}^{\mathsf{ab}} : \mathcal{F}(\mathsf{ab}^{\text{op}}; k) \to \mathcal{F}(\mathsf{ab}^{\text{op}}; k)$) the shift and reduced shift functors in the contravariant setting.

Proposition 2.12. — The functors $\tau_2$ satisfy the following properties:

1. $\tau_2 : \mathcal{F}(\mathsf{gr}; k) \to \mathcal{F}(\mathsf{gr}; k)$ is exact and is right adjoint to the exact functor $P_{\mathbb{Z}}^{\mathsf{gr}} \otimes - : \mathcal{F}(\mathsf{gr}; k) \to \mathcal{F}(\mathsf{gr}; k)$; in particular, $\tau_2$ preserves injectives;
2. $\tau_{2} : \mathcal{F}(\mathsf{gr}; k) \to \mathcal{F}(\mathsf{gr}; k)$ is exact and is right adjoint to the exact functor $P_{\mathbb{Z}} \otimes - : \mathcal{F}(\mathsf{gr}; k) \to \mathcal{F}(\mathsf{gr}; k);
3. $\tau_2 : \mathcal{F}(\mathsf{gr}^{\text{op}}; k) \to \mathcal{F}(\mathsf{gr}^{\text{op}}; k)$ is exact and preserves projectives.
Démonstration. — These are standard results for functor categories (cf. [Dja07 Appendix C]). The proof is sketched for $\tau_\mathbb{Z}$; the case of $\tau_\mathbb{Z}$ is similar.

It is clear that $\tau_\mathbb{Z}$ is exact. Consider $\mathcal{F}(\text{gr}; k)$; the functor $P^\text{gr}_G$ takes values in free $\mathbb{k}$-modules, hence $P^\text{gr}_G \otimes -$ is exact. Moreover, there is a canonical isomorphism $P^\text{gr}_G \otimes P^\text{gr}_G \cong P^\text{gr}_{G \otimes G}$, since $\otimes$ is the coproduct in $\text{gr}$, which induces the natural isomorphism $\text{Hom}(\mathcal{F}((\text{gr}; k) \otimes P^\text{gr}/G, F) \cong \text{Hom}(\mathcal{F}((\text{gr}; k) \otimes \tau_\mathbb{Z} F)$

on projective generators. Since $P^\text{gr}_G \otimes -$ is exact, this establishes the adjunction. It follows formally that $\tau_\mathbb{Z}$ preserves injectives.

In the category $\mathcal{F}(\text{gr}^{\text{op}}; k)$, one has $\tau_\mathbb{Z} P^\text{gr}^{\text{op}}(\cdot) \cong k[\text{Hom}_{\text{gr}}(- \otimes \mathbb{Z}, G)] \cong k[G] \otimes P^\text{gr}^{\text{op}}(\cdot)$.

The right hand side is projective, as required.

Proposition 2.13. — The shift functors $\tau_\mathbb{Z}$ and $\tau^\text{ab}_\mathbb{Z}$ are compatible with respect to abelianization: namely the following diagrams commute up to natural isomorphism

\[
\begin{array}{ccc}
\mathcal{F}(ab; k) & \xrightarrow{\tau^\text{ab}_{\mathbb{Z}}} & \mathcal{F}(ab; k) \\
\downarrow_{\text{oa}} & & \downarrow_{\text{oa}} \mathcal{F}(\text{gr}; k) & \xrightarrow{\tau_\mathbb{Z}} & \mathcal{F}(\text{gr}; k) \\
\mathcal{F}(ab^{\text{op}}; k) & \xrightarrow{\tau^\text{ab}_{\mathbb{Z}}} & \mathcal{F}(ab^{\text{op}}; k) \\
\downarrow_{\text{oa}} & & \downarrow_{\text{oa}} \mathcal{F}(\text{gr}^{\text{op}}; k) & \xrightarrow{\tau_\mathbb{Z}} & \mathcal{F}(\text{gr}^{\text{op}}; k).
\end{array}
\]

Démonstration. — This is a formal consequence of the natural isomorphism $a(G \otimes \mathbb{Z}) \cong a(G) \oplus \mathbb{Z}$. 

3. Exponential functors and Hopf algebras

In this section we review the theory of exponential functors defined on $\text{gr}$ and on $\text{ab}$ respectively, together with their contravariant counterparts. Exponential functors are defined as symmetric monoidal functors. This implies that the complete structure of an exponential functor can be encoded in a Hopf algebra (see Theorem 3.5).

In particular, we introduce the functors $\Phi$ and $\Psi$ that we exploit throughout this work: for $H$ a commutative Hopf algebra, $\Psi H$ is given by the associated exponential functor on $\text{gr}$; for $H$ cocommutative, $\Phi H$ is given by the associated exponential functor on $\text{gr}^{\text{op}}$.

3.1. Exponential functors on $\text{gr}$ and $\text{ab}$. — Throughout this section, $\mathcal{M}$ is an abelian category that is equipped with a symmetric monoidal structure $(\mathcal{M}, \otimes, 1)$. We shall always assume that $\otimes$ is additive with respect to each variable.

The following are the key examples that occur in the paper:

1. The category of graded $\mathbb{k}$-modules over a commutative ring $\mathbb{k}$, equipped with the graded tensor product $\otimes_{\mathbb{k}}$; there are two standard choices for symmetry, either invoking Koszul signs or not.

2. The category $\mathcal{F}(\text{mod}_{\mathbb{Q}}; \mathbb{Q})$ of functors from finite-dimensional $\mathbb{Q}$-vector spaces to $\mathbb{Q}$-vector spaces, equipped with the objectwise tensor product $\otimes_{\mathbb{Q}}$. 

3. The category $\mathcal{F}(\Sigma; \mathbb{Q})$ of $\Sigma$-modules (reviewed in Section 3.2), equipped with the convolution product $\otimes$; again there are two possible choices for symmetry, either invoking Koszul signs or not.

**Definition 3.1.** — For $\mathcal{C}$ one of $\text{gr}, \text{gr}^{\text{op}}, \mathcal{A}, \mathcal{A}^{\text{op}}$, the category $\mathcal{F}^{\exp}(\mathcal{C}; \mathcal{M})$ of exponential functors from $\mathcal{C}$ to $\mathcal{M}$ is the category of symmetric monoidal functors from $\mathcal{C}$ to $\mathcal{M}$; this is equipped with the forgetful functor $\mathcal{F}^{\exp}(\mathcal{C}; \mathcal{M}) \to \mathcal{F}(\mathcal{C}; \mathcal{M})$.

Thus, an exponential functor from $\text{gr}$ to $\mathcal{M}$ is a functor $F \in \text{Ob} \mathcal{F}^{\exp}(\text{gr}; \mathcal{M})$ such that, for $G_1, G_2$ in $\text{gr}$ there is a natural isomorphism

$$F(G_1 \ast G_2) \cong F(G_1) \otimes F(G_2)$$

and these isomorphisms are compatible with the symmetric monoidal structure of $\mathcal{M}$.

Since $\mathcal{A} : \text{gr} \to \text{ab}$ is symmetric monoidal, one has:

**Proposition 3.2.** — The abelianization functor $\text{gr} \to \text{ab}$ induces natural transformations:

$$\circ \mathcal{A} : \mathcal{F}^{\exp}(\text{ab}; \mathcal{M}) \to \mathcal{F}^{\exp}(\text{gr}; \mathcal{M})$$

$$\circ \mathcal{A} : \mathcal{F}^{\exp}(\text{ab}^{\text{op}}; \mathcal{M}) \to \mathcal{F}^{\exp}(\text{gr}^{\text{op}}; \mathcal{M})$$

that are fully faithful.

Moreover, the equivalence of categories $\text{Hom}_{\text{ab}}(-, \mathbb{Z}) : \text{ab}^{\text{op}} \cong \text{ab}$ induces an equivalence of categories $\mathcal{F}^{\exp}(\text{ab}; \mathcal{M}) \cong \mathcal{F}^{\exp}(\text{ab}^{\text{op}}; \mathcal{M})$.

**Example 3.3.** — The following examples are fundamental in the applications considered here.

1. The group ring functor $G \mapsto \mathbb{Q}[G]$ is not exponential on $\text{gr}$ with respect to $(\text{gr}, \ast, \{e\})$. This can be seen as follows. Evaluated on $G = \mathbb{Z}$, $\mathbb{Q}[\mathbb{Z}]$ is a bicommutative Hopf algebra; were $\mathbb{Q}[-]$ exponential, by Theorem 3.5 below, it would have to factor across abelianization, which is clearly false.

2. The group ring functor $A \mapsto \mathbb{Q}[A]$ on $\text{ab}$ is exponential with respect to $(\text{ab}, \oplus, 0)$, since there are natural isomorphisms $\mathbb{Q}[A_1 \oplus A_2] \cong \mathbb{Q}[A_1] \otimes \mathbb{Q}[A_2]$ for $A_1, A_2$ in $\text{ab}$, exhibiting $\mathbb{Q}[-]$ as a symmetric monoidal functor.

3. For a fixed group $H \in \text{Ob} \text{gr}$, the contravariant functor on $\text{gr}$ given by $G \mapsto \mathbb{Q}[\text{Hom}_{\text{gr}}(G, H)]$ is exponential via the natural isomorphisms $\mathbb{Q}[\text{Hom}_{\text{gr}}(G_1 \ast G_2, H)] \cong \mathbb{Q}[\text{Hom}_{\text{gr}}(G_1, H)] \otimes \mathbb{Q}[\text{Hom}_{\text{gr}}(G_2, H)]$, using that $\ast$ is the coproduct in $\text{gr}$. Moreover, the exponential structure is natural with respect to the group $H$.

Further basic examples can be given by applying Theorem 3.5 below.

### 3.2. Introducing the functors $\Psi$ and $\Phi$.

The symmetric monoidal structure $(\mathcal{M}, \otimes, 1)$ allows us to consider Hopf algebras in $\mathcal{M}$, by the obvious abstraction of the usual definition in $k$-modules. Explicitly, a Hopf algebra structure on $H$ is given by the morphisms $(\varepsilon_H, \eta_H, \Delta_H, \mu_H, \chi_H)$, where $1 \mapsto H$ is the unit and augmentation respectively, $\mu_H : H \otimes H \to H$ is the product, $\Delta_H : H \to H \otimes H$ the coproduct, and $\chi_H : H \to H$ the conjugation (or antipode); these satisfy the appropriate axioms.
A Hopf algebra $H$ is commutative if $\mu_H$ is commutative (i.e., $\mu_H = \mu_H \tau_H \otimes H$, $\tau_H \otimes_H$ denoting the symmetry); it is cocommutative if $\Delta_H$ is cocommutative (i.e., $\Delta_H = \tau_H \otimes_H \Delta_H$); it is bicommutative if it is both commutative and cocommutative.

**Notation 3.4.** — Write $\text{Hopf}^{\text{com}}(\mathcal{M})$, $\text{Hopf}^{\text{cocom}}(\mathcal{M})$, $\text{Hopf}^{\text{bicom}}(\mathcal{M})$ for the categories of Hopf algebras in $\mathcal{M}$ that are respectively commutative, cocommutative, bicommutative.

The following Theorem gives the relationship between exponential functors and Hopf algebras. In particular, the functors $\Phi$ and $\Psi$ correspond to the construction of an exponential functor from an appropriate Hopf algebra.

**Theorem 3.5.** — Evaluation on $\mathbb{Z}$ induces equivalences of categories

$$\text{ev}_\mathbb{Z} : \mathcal{F}^{\exp}(\text{gr}_\mathcal{M}) \xrightarrow{\cong} \text{Hopf}^{\text{com}}(\mathcal{M})$$

$$\text{ev}_\mathbb{Z} : \mathcal{F}^{\exp}(\text{gr}_\mathcal{M}) \xrightarrow{\cong} \text{Hopf}^{\text{cocom}}(\mathcal{M}).$$

These restrict to give the equivalences

$$\mathcal{F}^{\exp}(\text{ab}_\mathcal{M}) \cong \mathcal{F}^{\exp}(\text{ab}_\mathcal{M}) \xrightarrow{\cong} \text{Hopf}^{\text{bicom}}(\mathcal{M}).$$

In particular, there are faithful embeddings:

1. $\Psi : \text{Hopf}^{\text{com}}(\mathcal{M}) \to \mathcal{F}(\text{gr}_\mathcal{M})$ such that $\Psi H(\mathbb{Z}^n) = H^{\otimes n}$
2. $\Phi : \text{Hopf}^{\text{cocom}}(\mathcal{M}) \to \mathcal{F}(\text{gr}_\mathcal{M})$ such that $\Phi H(\mathbb{Z}^n) = H^{\otimes n}$

and these take values in the respective categories of exponential functors.

Restricted to $\text{Hopf}^{\text{bicom}}(\mathcal{M})$, up to natural isomorphism, these functors factor across $\mathcal{F}(\text{ab}_\mathcal{M})$ and $\mathcal{F}(\text{ab}_\mathcal{M})$ respectively:

$$\begin{align*}
\text{Hopf}^{\text{bicom}}(\mathcal{M}) & \xrightarrow{\Phi} \mathcal{F}(\text{ab}_\mathcal{M}) & \text{Hopf}^{\text{bicom}}(\mathcal{M}) & \xrightarrow{\Psi} \mathcal{F}(\text{gr}_\mathcal{M}).
\end{align*}$$

**Démonstration.** — For $\mathcal{M} = k - \text{mod}$, Theorem 3.5 can be proved as in [KP18, Remark 2.1, Theorem 2.2], by identifying the PROP associated to the relevant category of Hopf algebras, as in [Pir02, Hab16]. This argument extends to the general case.

For the convenience of the reader, we outline the argument for exponential functors on $\text{gr}$.

Consider $\text{ev}_\mathbb{Z}$ on $\mathcal{F}^{\exp}(\text{gr}_\mathcal{M})$. For an exponential functor $F$ we may assume that $F((e)) = 1$ and $F(\mathbb{Z} \times \mathbb{Z}) \cong F(\mathbb{Z}) \otimes F(\mathbb{Z})$; then the structure morphisms $(\eta, \nabla, \Delta, \varepsilon, \chi)$ of $\text{gr}$ given in Proposition 2.3 make $F(\mathbb{Z})$ into a commutative Hopf algebra in $\mathcal{M}$ and this structure is natural. This gives the evaluation functor $\text{ev}_\mathbb{Z} : \mathcal{F}^{\exp}(\text{gr}_\mathcal{M}) \to \text{Hopf}^{\text{com}}(\mathcal{M})$.

To show that this is an equivalence, it suffices to exhibit the quasi-inverse $\Psi : \text{Hopf}^{\text{com}}(\mathcal{M}) \to \mathcal{F}^{\exp}(\text{gr}_\mathcal{M}) \subset \mathcal{F}(\text{gr}_\mathcal{M})$. Consider $H \in \text{Ob} \text{Hopf}^{\text{com}}(\mathcal{M})$. The functor $\Psi H$ is defined on objects by $\Psi H(\mathbb{Z}^n) = H^{\otimes n}$. Using Proposition 2.3, the action of morphisms of $\text{gr}$ is given in terms of the Hopf algebra structure of $H$. This
construction is natural with respect to $H$ and, by construction, yields an exponential functor. Finally one checks that this is a quasi-inverse, as required.

Example 3.6. — As in Example 3.3, $\mathbb{Q}[\text{Hom}_{\text{gr}}(-, H)]$ is an exponential functor on $\text{gr}^{\text{op}}$. The underlying cocommutative Hopf algebra is the group ring $\mathbb{Q}[H]$, so that there is an isomorphism of functors on $\text{gr}^{\text{op}}$:

$$\mathbb{Q}[\text{Hom}_{\text{gr}}(-, H)] \cong \Phi(\mathbb{Q}[H]).$$

This isomorphism is natural with respect to $H$ in $\text{gr}$, using the naturality of the group ring as a cocommutative Hopf algebra.

Remark 3.7. —

1. There are variants of Theorem 3.5: for example, Touzé has given a classification of the exponential functors from the category of finitely generated projective $R$-modules to $\mathbb{C}Z$-modules [Tou21, Theorem 5.3]; taking $R = \mathbb{Z}$, this corresponds to the case $\mathbb{Z}$ stated in Theorem 3.5.

2. For $H$ a cocommutative Hopf algebra in $\mathbb{C}Z$-modules, evaluating $\Phi$ on $\mathbb{Z}^n$ gives a right $\text{End}(\mathbb{Z}^n)$-action on $H^{\otimes n} \cong \Phi(\mathbb{Z}^n)$ and, by restriction, a right $\text{Aut}(\mathbb{Z}^n)$-action. This recovers the action constructed (in a special case) by Turchin and Willwacher in [TW19, Section 1]. Similarly one recovers the right $\text{Aut}(\mathbb{Z}^n)$-action on $H^{\otimes n}$ given by Conant and Kassabov [CK16, Section 4].

3.3. (Co)multiplicative structures on exponential functors. — An exponential functor in $\mathcal{F}^{\exp}(\text{gr}; \mathcal{M})$ does not in general give a functor from $\text{gr}$ to $\text{Hopf}^{\text{comp}}(\mathcal{M})$. Nevertheless, it does carry a certain multiplicative structure; this is useful in applications for analysing the underlying functor. Similarly, an exponential functor on $\text{gr}^{\text{op}}$ carries a certain comultiplicative structure.

To explain this, recall that a unital commutative monoid in $\mathcal{M}$ is given by a tuple $(M, \varepsilon_M, \mu_M)$ where $\varepsilon_M : \mathbb{1} \to M$, $\mu_M : M \otimes M \to M$ satisfy the associativity, commutativity and unit axioms; morphisms are defined in the obvious way. Similarly, a counital cocommutative comonoid in $\mathcal{M}$ is given by a tuple $(M, \eta_M, \Delta_M)$, where $\eta_M : M \to \mathbb{1}$ and $\Delta_M : M \to M \otimes M$, satisfying the appropriate axioms; morphisms are again defined in the obvious way.

Notation 3.8. — Denote by

1. $\text{CMon}(\mathcal{M})$ the category of unital, commutative monoids in $\mathcal{M}$, equipped with the forgetful functor $\text{CMon}(\mathcal{M}) \to \mathcal{M}$;

2. $\text{CComon}(\mathcal{M})$ the category of counital, cocommutative comonoids in $\mathcal{M}$, equipped with the forgetful functor $\text{CComon}(\mathcal{M}) \to \mathcal{M}$.

The following generalizes the fact that, working over a unital commutative ring $k$, the tensor product defines the coproduct in the category of unital, commutative $k$-algebras, with initial object $\mathbb{1}$.

Proposition 3.9. — Let $(\mathcal{M}, \otimes, \mathbb{1})$ be a symmetric monoidal category, then

1. $\text{CMon}(\mathcal{M})$ has finite coproducts given by $\otimes$, with initial object $\mathbb{1}$;

2. $\text{CComon}(\mathcal{M})$ has finite products given by $\otimes$, with final object $\mathbb{1}$.
Thus one can consider the category $\text{Func}(\text{gr}; \text{CMon}(\mathcal{M}))$ of functors from $\text{gr}$ to $\text{CMon}(\mathcal{M})$, equipped with the induced forgetful functor $\text{Func}(\text{gr}; \text{CMon}(\mathcal{M})) \to \mathcal{F}(\text{gr}; \mathcal{M})$. Similarly, one considers $\text{Func}(\text{gr}; \text{CComon}(\mathcal{M}))$.

**Proposition 3.10.**

1. The functor $\Psi : \text{Hopf}^\text{com}(\mathcal{M}) \to \mathcal{F}(\text{gr}; \mathcal{M})$ factors across
$$\text{Func}(\text{gr}; \text{CMon}(\mathcal{M})) \to \mathcal{F}(\text{gr}; \mathcal{M})$$

2. The functor $\Phi : \text{Hopf}^\text{cocom}(\mathcal{M}) \to \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{M})$ factors across
$$\text{Func}(\text{gr}; \text{CComon}(\mathcal{M})) \to \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{M})$$

**Démonstration.** — The first statement follows from the fact that $\text{Hopf}^\text{com}(\mathcal{M})$ is equivalent to the category of cogroup objects in $\text{CMon}(\mathcal{M})$; in particular, all structure morphisms involved lie in $\text{CMon}(\mathcal{M})$. It follows that a functor in the image of $\Psi$ takes values naturally in $\text{CMon}(\mathcal{M})$.

The second statement is categorically dual.

**Remark 3.11.** — For $H$ a commutative Hopf algebra in $\mathcal{M}$, one has the associated exponential functor $\Psi H \in \text{Ob} \mathcal{F}^\text{exp}(\text{gr}; \mathcal{M}) \subset \text{Ob} \mathcal{F}(\text{gr}; \mathcal{M})$. Proposition 3.10 gives that, for any $n \in \mathbb{N}$, $\Psi H(\mathbb{Z}^n)$ is naturally a unital commutative monoid in $\mathcal{M}$. In particular, there is a commutative multiplication
$$\Psi H \otimes \Psi H \to \Psi H$$
in $\mathcal{F}(\text{gr}; \mathcal{M})$. This construction is natural with respect to $H$ in $\text{Hopf}^\text{com}(\mathcal{M})$.

3.4. Naturality. — The functors $\Phi$ and $\Psi$ depend naturally upon $(\mathcal{M}, \otimes, 1)$, as stated in the following Proposition. The relevant symmetric monoidal category is indicated by a subscript for the respective functors $\Phi, \Psi$.

**Proposition 3.12.** — Let $(\mathcal{M}, \otimes, 1) \to (\mathcal{E}, \otimes, 1_\mathcal{E})$ be a symmetric monoidal functor. The following diagrams commute up to natural isomorphism:

$$
\begin{array}{ccc}
\text{Hopf}^\text{com}(\mathcal{M}) & \xrightarrow{\Phi} & \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{M}) \\
\downarrow & & \downarrow \\
\text{Hopf}^\text{com}(\mathcal{E}) & \xrightarrow{\Phi} & \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{E})
\end{array}
\quad
\begin{array}{ccc}
\text{Hopf}^\text{com}(\mathcal{M}) & \xrightarrow{\Psi} & \mathcal{F}(\text{gr}; \mathcal{M}) \\
\downarrow & & \downarrow \\
\text{Hopf}^\text{com}(\mathcal{E}) & \xrightarrow{\Psi} & \mathcal{F}(\text{gr}; \mathcal{E})
\end{array}
$$

where the vertical arrows are induced by the symmetric monoidal functor $\mathcal{M} \to \mathcal{E}$.

**Démonstration.** — The naturality follows directly from the proof of Theorem 3.5.

**Remark 3.13.** — This is a fundamental tool, which is applied in several different ways in the paper. For example:

1. In Proposition 6.13 it is used to relate $\Phi$ and $\Psi$ through duality (in a particular case).

2. In Section 7 it is crucial in analysing the structure of the injective cogenerators of the category of polynomial functors on $\text{gr}$.
3. The Schur functor construction relates $\Sigma$-modules with $F(\text{mod}_Q; Q)$ and is symmetric monoidal, where $\Sigma$ is the category of finite sets and bijections (see Section 5.4). This relates exponential functors with values in $\Sigma$-modules with the more familiar case of functors to $Q$-vector spaces, i.e., relating $F^{\exp}(\text{gr}, F(\Sigma; Q))$ and $F^{\exp}(\text{gr}, F(\text{mod}_Q; Q))$.

4. It allows the introduction of Koszul signs using the symmetric monoidal functor $(-)^\dagger$ of Theorem 5.13. This is exploited in Proposition 10.10, for example.

**PARTIE II. POLYNOMIAL FUNCTORS ON FREE GROUPS**

This part provides information on polynomial functors on free groups, along the way developing some of the central tools of this paper.

Section 4 presents the theory of polynomial functors on free groups. Many of the results in Section 4 are consequences of the recollement setup for polynomial functors on free groups given in [DV15] and recalled here in Theorem 4.4. In particular, in Definition 4.10 we introduce the polynomial filtration of a functor (as considered in [DV15]) and, for $d \in \mathbb{N}$, we introduce the functor $\beta_d$ that associates a polynomial functor of degree $d$ on $\text{gr}$ to a $Q[\mathfrak{S}_d]$-module. The functor $\beta_d$ occurs as a right adjoint in the recollement diagram of Theorem 4.4.

The relationship between the polynomial filtration and the socle filtration given in Section 4.4 is new and fundamental for the explicit description of the structure of the functors appearing in Section 11, for example. In Corollary 4.21 we show that, for $M \neq 0$ a $Q[\mathfrak{S}_d]$-module, the socle filtration and the polynomial filtration of $\beta_d M$ coincide (up to reindexing).

The functors $\beta_d$ play a central role in our study of higher Hochschild homology in Part V, explaining their importance. One of the key techniques that we use to study them is to consider the family of functors $\beta_d$, for $d \in \mathbb{N}$, as a whole. Namely, we use the category $\Sigma$ of finite sets and bijections and assemble the $\beta_d$ to give a functor $\beta$ from $\Sigma$ to the category of functors on free groups. The main goal of this part is to describe the functor $\beta$.

This motivates Section 5 in which we recall the relationship between the category of $\Sigma$-modules and functors on finite-dimensional $Q$-vector spaces given by the Schur correspondence. (The contents of Section 5 is mostly well-known and the reader familiar with Schur functors may wish to skip this section.) We also include a careful treatment of Koszul signs, since these appear in our study of higher Hochschild homology in Part V.

In Section 6 we introduce the Hopf $\Sigma$-modules associated with the Hopf algebras given by the tensor algebra and cotensor algebra via the Schur correspondence. Using the relationship between Hopf algebras and exponential functors of free groups recalled in Theorem 5.5, this gives rise to exponential functors on free groups.
In Section 7 we study the functor $\beta$ in detail. The main result of this part is Theorem 7.7, giving the description of $\beta$ using the functors introduced in Section 6.

4. Polynomial functors on groups

This section reviews the theory of polynomial functors on the category $\mathbf{gr}$ as required in the applications. The notion of polynomial functor initially introduced by Eilenberg and Mac Lane [EML54] for functors on categories of modules has been extended to a wider context in [HPV15], which includes functors on the category of finitely-generated free groups $\mathbf{gr}$. Throughout, we restrict to functors taking values in $\mathbb{Q}$-vector spaces, which ensures that the categories of $\mathbb{Q}[G_d]$ modules, for $d \in \mathbb{N}$, are all semi-simple. As a result, the theory is both very elegant and powerful.

In Section 4.2 we recall the recollement diagram given in [DV15] (restricted here to functors taking values in $\mathbb{Q}$-vector spaces). In particular, the functors $\beta_d$, $d \in \mathbb{N}$, that play an important role here in relation to higher Hochschild homology, are recalled in Theorem 4.4. These are investigated in detail in Section 7.

In Section 4.3, we recall the polynomial filtration of polynomial functors and show that it satisfies a unicity property (see Proposition 4.12), using the fact that we are working over $\mathbb{Q}$.

In Section 4.4, we relate the polynomial filtration to the socle filtration, again dependent on working over $\mathbb{Q}$, and deduce several consequences.

Finally, in Section 4.5 we recall some homological properties of the categories of polynomial functors.

Most of the content of Sections 4.2, 4.3 and 4.5 is not new; the results are recollections or refinements of results given in [DV15] and [DPV16]. The relation between the polynomial filtration and the socle filtration given in Section 4.4 is new.

4.1. Background. — Using the structure introduced in Section 2.1, by the general theory of Section 4.2, one has the notion of polynomial functor in both $\mathcal{F}(\mathbf{gr}; \mathbb{Q})$ and $\mathcal{F}(\mathbf{ab}; \mathbb{Q})$ (likewise for $\mathcal{F}(\mathbf{gr}^{op}; \mathbb{Q})$ and $\mathcal{F}(\mathbf{ab}^{op}; \mathbb{Q})$), defined using the respective coproducts.

Remark 4.1. — We concentrate here on the covariant case, $\mathcal{F}(\mathbf{gr}; \mathbb{Q})$ and $\mathcal{F}(\mathbf{ab}; \mathbb{Q})$. There are analogous results for contravariant functors; these are related to the covariant case by duality (see Section 4.2).

The full subcategories of polynomial functors of degree at most $d \in \mathbb{N}$ are denoted $\mathcal{F}_d(\mathbf{gr}; \mathbb{Q})$ and $\mathcal{F}_d(\mathbf{ab}; \mathbb{Q})$. The full subcategories of polynomial functors are denoted $\mathcal{F}_{< \infty}(\mathbf{gr}; \mathbb{Q})$ and $\mathcal{F}_{< \infty}(\mathbf{ab}; \mathbb{Q})$ so that $\mathcal{F}_{< \infty}(\mathbf{gr}; \mathbb{Q}) = \bigcup_{d \in \mathbb{N}} \mathcal{F}_d(\mathbf{gr}; \mathbb{Q})$ and likewise for $\mathbf{ab}$.

Since $\mathbf{a} : \mathbf{gr} \to \mathbf{ab}$ preserves coproducts, abelianization restricts to polynomial functors (cf. Proposition 2.13):

**Proposition 4.2.** The exact functor $\mathbf{a} : \mathcal{F}(\mathbf{ab}; \mathbb{Q}) \to \mathcal{F}(\mathbf{gr}; \mathbb{Q})$ restricts for $d \in \mathbb{N}$ to $\mathbf{a} : \mathcal{F}_d(\mathbf{ab}; \mathbb{Q}) \to \mathcal{F}_d(\mathbf{gr}; \mathbb{Q})$. 
Below we exploit some basic facts about the representation theory of the symmetric groups (see Section B for some recollections). In particular, for \( d \in \mathbb{N} \), the category of \( \mathbb{Q}[S_d] \)-modules is semi-simple. The regular representation decomposes as
\[
\mathbb{Q}[S_d] \cong \bigoplus_{\lambda \vdash d} S^\oplus_\lambda(S_\lambda),
\]
where \( S_\lambda \) is the simple module indexed by the partition \( \lambda \vdash d \). Moreover, a simple \( \mathbb{Q}[S_d] \)-module is isomorphic to \( S_\lambda \) for a unique partition \( \lambda \vdash d \).

4.2. Recollement for polynomial functors. — In [DV15], the authors give the fundamental relationship between polynomial functors and representations of the symmetric groups in terms of a recollement diagram (we refer the reader to [DV15] for the definition of a recollement diagram). In this section, we recall this result for functors taking values in \( \mathbb{Q} \)-vector spaces.

This allows us to prove a number of results about \( \mathcal{F}_{<\infty}(\text{gr}; \mathbb{Q}) \), in particular describing the simple functors and their injective envelopes in the following sections.

**Notation 4.3.** — For \( d \in \mathbb{N} \), denote by

1. \( p^\text{gr}_d : \mathcal{F}(\text{gr}; \mathbb{Q}) \to \mathcal{F}_d(\text{gr}; \mathbb{Q}) \) the right adjoint to the inclusion \( \mathcal{F}_d(\text{gr}; \mathbb{Q}) \subset \mathcal{F}(\text{gr}; \mathbb{Q}) \) and \( q^\text{gr}_d : \mathcal{F}(\text{gr}; \mathbb{Q}) \to \mathcal{F}_d(\text{gr}; \mathbb{Q}) \) the left adjoint (cf. Notation A.8);

2. \( \text{cr}_d : \mathcal{F}_d(\text{gr}; \mathbb{Q}) \to \mathbb{Q}[S_d] - \text{mod} \) the \( d \)th cross-effect functor;

3. \( \alpha_d : \mathbb{Q}[S_d] - \text{mod} \to \mathcal{F}_d(\text{gr}; \mathbb{Q}) \) the left adjoint to \( \text{cr}_d \) and \( \beta_d : \mathbb{Q}[S_d] - \text{mod} \to \mathcal{F}_d(\text{gr}; \mathbb{Q}) \) its right adjoint.

**Theorem 4.4.** — For \( d \in \mathbb{N} \), there is a recollement diagram

\[
\begin{array}{cccc}
\mathcal{F}_{d-1}(\text{gr}; \mathbb{Q}) & \xrightarrow{\text{cr}_d} & \mathcal{F}_d(\text{gr}; \mathbb{Q}) & \xrightarrow{\beta_d} & \mathbb{Q}[S_d] - \text{mod}.
\end{array}
\]

1. The \( d \)th cross effect functor \( \text{cr}_d \) is exact and is naturally equivalent to \( \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(\alpha^\text{gr}_d, -) \).

2. The left adjoint to \( \text{cr}_d \), \( \alpha_d \), is given by \( \alpha_d : M \mapsto \alpha^\text{gr}_d \otimes_{S_d} M \). In particular, \( \alpha_d(M) \) is in the image of the functor \( \alpha : \mathcal{F}_d(\text{ab}; \mathbb{Q}) \to \mathcal{F}_d(\text{gr}; \mathbb{Q}) \). The functor \( \alpha_d \) preserves projectives and is exact.

3. The right adjoint \( \beta_d \) to \( \text{cr}_d \) is exact and preserves injectives.

**Démonstration.** — Most of this is proved in [DV15 Théorème 3.2], including the explicit form of \( \text{cr}_d \) of (1) and, for (2), the definition of \( \alpha_d \). These results rely on the fact that \( \alpha^\text{gr}_d \) is projective in \( \mathcal{F}_d(\text{gr}; \mathbb{Q}) \), which follows from the isomorphism \( \alpha^\text{gr}_d(F^\text{gr}_d) \cong \alpha^{\otimes d}_d \). The exactitude of \( \alpha_d \) follows from that of \( \otimes_{S_d} \) working over \( \mathbb{Q} \).

Finally, (3) is proved in [DPV16 Proposition 4.4].

**Corollary 4.5.** — For \( d \in \mathbb{N} \) and \( F \in \text{Ob} \mathcal{F}_d(\text{gr}; \mathbb{Q}) \), the following are equivalent:

1. \( F \) is simple and has polynomial degree exactly \( d \);
2. \( \text{cr}_d F \) is a simple \( \mathbb{Q}[S_d] \)-module and \( F \cong \alpha_d \text{cr}_d F \).

In particular, for \( \lambda \vdash d \), \( \alpha_d S_\lambda \) is simple.
Démonstration. — It is straightforward to see that, if $F$ is simple with polynomial degree exactly $d$, then $\text{cr}_d F$ is non-zero and is a simple $\mathbb{Q}[\mathfrak{S}_d]$-module. From this, the result reduces easily to showing that, for $\lambda \vdash d$, $\alpha_d S_\lambda$ is simple.

By construction, $\alpha_d S_\lambda$ is simple modulo composition factors of polynomial degree $< d$, since $\text{cr}_d (\alpha_d S_\lambda) \cong S_\lambda$ is simple. Now, if $G$ has polynomial degree less than $d$, $\text{Hom}_F (\text{gr} \ast \mathbb{Q}) (\alpha_d S_\lambda, G) = 0$ by adjunction, since $\text{cr}_d G = 0$, by hypothesis.

It follows that there is an exact sequence

$$0 \to p_{d-1}^{\text{gr}} \alpha_d S_\lambda \to \alpha_d S_\lambda \to \overline{\alpha_d S_\lambda} \to 0,$$

where $\overline{\alpha_d S_\lambda}$ is simple. It remains to show that $p_{d-1}^{\text{gr}} \alpha_d S_\lambda = 0$. We provide a direct, elementary argument.

Suppose otherwise, then there exists $t < d$ such that $p_{d-1}^{\text{gr}} \alpha_d S_\lambda$ has polynomial degree $t$ and $\text{cr}_t (p_{d-1}^{\text{gr}} \alpha_d S_\lambda) \neq 0$. Hence, by adjunction, there exists a non-trivial map $\alpha_Q^{\otimes t} \to p_{d-1}^{\text{gr}} \alpha_d S_\lambda$. Composing with the inclusions gives the non-trivial composite:

$$\alpha_Q^{\otimes t} \to p_{d-1}^{\text{gr}} \alpha_d S_\lambda \hookrightarrow \alpha_d S_\lambda \hookrightarrow \alpha_Q^{\otimes d}.$$

This is a contradiction, since $\text{Hom}_F (\text{gr} \ast \mathbb{Q}, \alpha_Q^{\otimes t}, \alpha_Q^{\otimes d})$ is zero unless $t = d$ (for example, this follows from [Ves18, Theorem 1]).

**Example 4.6.** — By the description of $\alpha_d$ given in Theorem 4.3, one has the isomorphism $\alpha_d \mathbb{Q} [\mathfrak{S}_d] \cong \alpha_Q^{\otimes d}$. Since the functor $\alpha_d$ is exact, applying it to the decomposition (4.1) gives:

$$\alpha_Q^{\otimes d} \cong \bigoplus_{\lambda \vdash d} (\alpha_d S_\lambda)^{\otimes \dim(S_\lambda)}$$

where $\alpha_d S_\lambda$ is simple of polynomial degree exactly $d$. Hence, $\alpha_Q^{\otimes d}$ is semisimple with all composition factors of polynomial degree exactly $d$.

More generally, for $M$ a $\mathfrak{S}_d$-module, $\alpha_d M$ is semisimple with all composition factors of polynomial degree exactly $d$.

Working over $\mathbb{Q}$, using the above arguments, we can refine Theorem 4.3 and related results of [DV15] as follows.

**Notation 4.7.** — For $F \in \text{Ob } F (\text{gr} \ast \mathbb{Q})$ and $d \in \mathbb{N}$, denote by $\hat{q}_d^{\text{gr}} F$ the kernel of the natural surjection $q_d^{\text{gr}} F \to q_{d-1}^{\text{gr}} F$.

**Proposition 4.8.** — For $d \in \mathbb{N}$ and $F \in \text{Ob } F (\text{gr} \ast \mathbb{Q})$, there is a natural exact sequence:

$$0 \to \alpha_d \text{cr}_d q_d^{\text{gr}} F \to q_d^{\text{gr}} F \to q_{d-1}^{\text{gr}} F \to 0.$$

Hence

1. there is a natural isomorphism $\hat{q}_d^{\text{gr}} F \cong \alpha_d \text{cr}_d q_d^{\text{gr}} F$;
2. $\hat{q}_d^{\text{gr}} F$ is semi-simple, consisting of the composition factors of $q_d^{\text{gr}} F$ of polynomial degree exactly $d$;
3. the inclusion $\hat{q}_d^{\text{gr}} F \subset q_d^{\text{gr}} F$ induces an isomorphism $\text{cr}_d q_d^{\text{gr}} F \cong \text{cr}_d q_d^{\text{gr}} F$. 


Démonstration. — This proof is closely related to that of [DV15, Corollaire 3.7]. That reference provides the exact sequence

\[ \alpha_d \text{cr}_d q_d^\text{gr} F \to q_d^\text{gr} F \to q_{d-1}^\text{gr} F \to 0. \]

Here, the functor \( \alpha_d \text{cr}_d q_d^\text{gr} F \) is semi-simple, with all composition factors of polynomial degree exactly \( d \), as a consequence of Corollary 4.5.

The injectivity of the first map follows since \( \text{cr}_d (\alpha_d \text{cr}_d q_d^\text{gr} F \to q_d^\text{gr} F) \) identifies as the identity morphism of \( q_d^\text{gr} F \) and \( \text{cr}_d \) detects composition factors of degree exactly \( d \), by the recollement framework of Theorem 4.4.

The remaining statements follow easily.

Proposition 4.8 implies that, when restricted to polynomial functors, the functors \( q^\text{gr}_D \) are exact:

**Proposition 4.9.** — For \( d \in \mathbb{N} \), the functor \( q^\text{gr}_D : \mathcal{F}_D(\text{gr}; \mathbb{Q}) \to \mathcal{F}_d(\text{gr}; \mathbb{Q}) \) is exact, hence so is the functor \( \hat{q}^\text{gr}_d = \alpha_d \text{cr}_d q_d^\text{gr} \).

Démonstration. — By a straightforward induction, it suffices to show that, if \( i : F \to G \) is a monomorphism in \( \mathcal{F}_D(\text{gr}; \mathbb{Q}) \), for some \( D \in \mathbb{N} \), then \( q_{D-1}^\text{gr} F \to q_{D-1}^\text{gr} G \) is injective.

Consider the morphism (induced by \( i \)) of the short exact sequences provided by Proposition 4.8:

\[ \begin{array}{c}
0 \to \alpha_D \text{cr}_D F \to F \to q_{D-1}^\text{gr} F \to 0 \\
0 \to \alpha_D \text{cr}_D G \to G \to q_{D-1}^\text{gr} G \to 0.
\end{array} \]

The left hand square is Cartesian (i.e., \( \alpha_D \text{cr}_D F = F \cap (\alpha_D \text{cr}_D G) \)), since \( \alpha_D \text{cr}_D F \) (respectively \( \alpha_D \text{cr}_D G \)) is the largest subfunctor of \( F \) (resp. \( G \)) that is semi-simple with composition factors of degree exactly \( D \), by Proposition 4.8. It follows that the right hand vertical morphism is injective, as required.

**4.3. The polynomial filtration.** — In this section, we recall the polynomial filtration of a functor on \( \text{gr} \) as introduced in [DV15]. This is given an elegant characterization in Proposition 4.12.

**Definition 4.10.** — For \( F \) in \( \mathcal{F}(\text{gr}; \mathbb{Q}) \), the polynomial filtration of \( F \) is the descending filtration associated to the tower under \( F \):

\[ \ldots \to q_k^\text{gr} F \to q_{k-1}^\text{gr} F \to q_{k-2}^\text{gr} F \to \ldots \to q_0^\text{gr} F \to q_{-1}^\text{gr} F = 0. \]

If \( F \) has polynomial degree \( d \), this tower reduces to

\[ F = q_d^\text{gr} F \to q_{d-1}^\text{gr} F \to q_{d-2}^\text{gr} F \to \ldots \to q_0^\text{gr} F \to q_{-1}^\text{gr} F = 0. \]

and the polynomial filtration is taken to be the associated increasing filtration \( 0 = F_{-1} \subset F_0 \subset F_1 \subset \ldots \subset F_d = F \) given by \( F_i := \ker \{ F \to q_{i-1}^\text{gr} F \} \).

The subquotients of the polynomial filtration are described by:
Proposition 4.11. — For $F$ a polynomial functor of degree $d$, the subquotient $F_i/F_{i-1}$ of the polynomial filtration is isomorphic to $q_{d-i} F \cong \mathfrak{a}_d^{d-i} \otimes_{\mathbb{Q}} \mathfrak{d}_{d-i} \mathfrak{q}_{d-i}$. In particular, $F_i/F_{i-1}$ is semi-simple with all composition factors having polynomial degree exactly $d-i$.

Démonstration. — The isomorphism between $F_i/F_{i-1}$ and $\hat{q}_{d-i} F$ follows directly from the definitions of the polynomial filtration and of the functors $\hat{q}_{d-i}$. The explicit description of $\hat{q}_{d-i} F$ is obtained by combining Theorem 4.4 (2) and Proposition 4.8. The second statement is then a consequence of Corollary 4.5.

The polynomial filtration has the following characterization, that follows from Proposition 4.8.

Proposition 4.12. — The polynomial filtration of $F \in \text{Ob} F_d(\text{gr}; \mathbb{Q})$, for $d \in \mathbb{N}$, is the unique increasing filtration

$$0 = F_{d-1} \subset F_0 \subset F_1 \subset \ldots \subset F_d = F,$$

such that, for each $t \geq 0$, all composition factors of $F_t/F_{t-1}$ have polynomial degree exactly $d-t$.

Démonstration. — Suppose given a filtration of $F$ satisfying the given hypotheses.

By hypothesis, all the composition factors of $F_0$ have polynomial degree exactly $d$. So Proposition 4.8 (2) gives the morphism of short exact sequences

$$0 \rightarrow F_0 \rightarrow F \rightarrow F/F_0 \rightarrow 0$$

and

$$0 \rightarrow \hat{q}_{d-i} F \rightarrow F \rightarrow \hat{q}_{d-i} F \rightarrow 0.$$
From the recollement situation of Theorem 4.4 the counit \( cr_d \beta_d \to 1d \) is an isomorphism. Forming the adjoint to \( 1d \to cr_d \beta_d \) gives the natural transformation \( \alpha_d \to \beta_d \), denoted here by \( N \). The recollement framework implies that the natural transformation \( cr_d N : cr_d \alpha_d \to cr_d \beta_d \) identifies as the identity morphism.

**Proposition 4.14.** — For \( M \in \text{Ob} \mathbb{Q}[\mathbb{S}_d] - \text{mod} \) and \( F \in \text{Ob} \mathcal{F}_{d-1}(\mathfrak{gr}; \mathbb{Q}) \), where \( d \in \mathbb{N} \),

\[
\text{Hom}_{\mathcal{F}(\mathfrak{gr}; \mathbb{Q})}(F, \beta_d M) = 0.
\]

Moreover, the morphism \( N_M : \alpha_d M \to \beta_d M \) is injective and identifies \( \alpha_d M \) as the socle of \( \beta_d M \).

**Démonstration.** — The first statement follows by adjunction, since \( cr_d F = 0 \), by hypothesis.

The kernel of \( N_M : \alpha_d M \to \beta_d M \) is a subfunctor of \( \alpha_d M \), hence is semi-simple with all composition factors of polynomial degree exactly \( d \), using Corollary 4.5 for the structure of \( \alpha_d M \). As recalled above, applying the exact functor \( cr_d \) to the morphism \( N_M : \alpha_d M \to \beta_d M \) gives the identity morphism of \( M \). It follows that \( cr_d(\ker N_M) = 0 \). Since \( \ker(N_M) \) is semi-simple with all composition factors of degree exactly \( d \), this implies that \( \ker(N_M) = 0 \).

Consider the short exact sequence \( 0 \to \alpha_d M \to \beta_d M \to C \to 0 \), thus defining \( C \). Applying the exact functor \( cr_d \) gives \( cr_d C = 0 \), hence \( C \) has polynomial degree at most \( d - 1 \). Applying the socle functor \( \text{soc}(-) \), which is left exact, gives the exact sequence

\[
0 \to \text{soc}(\alpha_d M) = \alpha_d M \to \text{soc}(\beta_d M) \to \text{soc}(C).
\]

Now, by the first statement, if \( S \) is simple of polynomial degree strictly less than \( d \), \( \text{Hom}_{\mathcal{F}(\mathfrak{gr}; \mathbb{Q})}(S, \text{soc}(\beta_d M)) = \text{Hom}_{\mathcal{F}(\mathfrak{gr}; \mathbb{Q})}(S, \beta_d M) = 0 \). Since \( \text{soc}(C) \) has polynomial degree at most \( d - 1 \), it follows that \( \text{soc}(\beta_d M) \) has no contribution from \( \text{soc}(C) \), whence the result.

We deduce the following result describing the injective envelope of a simple polynomial functor:

**Corollary 4.15.** — For \( \lambda \vdash d \), the morphism \( N_{S_\lambda} : \alpha_d S_\lambda \to \beta_d S_\lambda \) exhibits \( \beta_d S_\lambda \) as the injective envelope of the simple \( \alpha_d S_\lambda \) in \( \mathcal{F}_d(\mathfrak{gr}; \mathbb{Q}) \).

**Démonstration.** — The functor \( \alpha_d S_\lambda \) is simple by Corollary 4.5 and the functor \( \beta_d S_\lambda \) is injective in \( \mathcal{F}_d(\mathfrak{gr}; \mathbb{Q}) \), by Theorem 4.4. Proposition 4.14 shows that the morphism \( N_{S_\lambda} : \alpha_d S_\lambda \to \beta_d S_\lambda \) exhibits \( \alpha_d S_\lambda \) as the socle of \( \beta_d S_\lambda \). It follows that \( \beta_d S_\lambda \) is the injective envelope of \( \alpha_d S_\lambda \).

**Remark 4.16.** — Corollary 4.15 can be strengthened by Theorem 4.22 below, showing that \( \beta_d S_\lambda \) is the injective envelope of \( \alpha_d S_\lambda \) in \( \mathcal{F}_{<\infty}(\mathfrak{gr}; \mathbb{Q}) \).

The understanding of the polynomial filtration provided by Propositions 4.12 can be made even more precise using:
**Proposition 4.17.** — For $S, T$ simple polynomial functors of $F(\text{gr}; \mathbb{Q})$ of polynomial degrees $|S|, |T|$ respectively,

$$\text{Ext}^*_F(\text{gr}; \mathbb{Q})(S, T) = 0 \text{ if } * \neq |T| - |S|.$$ 

In particular $\text{Ext}^1_F(\text{gr}; \mathbb{Q})(S, T) = 0$ if $|S| \neq |T| - 1$.

**Démonstration.** — The result follows from the main Theorem of [Ves18] which implies that $\text{Ext}^*_F(\text{gr}; \mathbb{Q})(a^\otimes n, a^\otimes m) = 0$ if $* \neq m - n$ and using (4.12). 

We first note the following immediate consequence of the form of the polynomial filtration given by Proposition 4.12.

**Lemma 4.18.** — For $F$ a polynomial functor, the exact polynomial degree of $F$ is equal to the exact polynomial degree of $\text{soc}(F)$.

**Démonstration.** — The polynomial degree of $\text{soc}(F)$ is clearly at most that of $F$. To establish the reverse inequality, suppose that $F$ has polynomial degree exactly $d$. The polynomial filtration shows that $\hat{q}_d^F \neq 0$ and is a subfunctor of $F$. Since $\hat{q}_d^F$ is semi-simple, it is contained in $\text{soc}(F)$, which therefore has polynomial degree at least $d$.

Moreover, one has:

**Lemma 4.19.** — For $0 \neq F \in \text{Ob } F_d(\text{gr}; \mathbb{Q})$, for $d \in \mathbb{N}$. The following conditions are equivalent:

1. $\text{soc}(F) \neq 0$ and each composition factor of $\text{soc}(F)$ has polynomial degree exactly $d$;
2. $\text{cr}_dF \neq 0$ and $\text{soc}(F) \cong \alpha_d \text{cr}_dF$;
3. the adjunction unit $F \hookrightarrow \beta_d \text{cr}_dF$ is injective.

In particular, $F$ has polynomial degree exactly $d$.

**Démonstration.** — The equivalence of the first two conditions is clear.

By Proposition 4.14, $N_{\text{cr}_d} : \alpha_d \text{cr}_dF \rightarrow \beta_d \text{cr}_dF$ is injective. Hence, if $\text{soc}(F) \cong \alpha_d \text{cr}_dF$ one deduces that the composite $\text{soc}(F) \subset F \rightarrow \beta_d \text{cr}_dF$ is injective. This implies the third condition.

Now suppose the third condition holds; this implies that $\text{soc}(F) \rightarrow \text{soc}(\beta_d \text{cr}_dF)$ is injective. By Proposition 4.14, $\text{soc}(\beta_d \text{cr}_dF)$ is equal to $\alpha_d \text{cr}_dF$, which is semi-simple with each composition factor of degree exactly $d$. It follows that $\text{soc}(F)$ satisfies the first condition.

**Proposition 4.20.** — Suppose that $0 \neq F \in \text{Ob } F_d(\text{gr}; \mathbb{Q})$ satisfies the equivalent conditions of Lemma 4.19. Then

$$\text{soc}_n(F) = \ker (F \rightarrow q_{d-n}^F)$$

for each $n \in \mathbb{N}$. Thus, up to reindexing, the socle filtration of $F$ coincides with the polynomial filtration of $F$. 

Démonstration. — By hypothesis, \( F \) has polynomial degree exactly \( d \) and \( \text{soc}(F) \cong \alpha_d \). Proposition 4.13 therefore implies that \( F/\text{soc}(F) \) is isomorphic to \( q_{d-1}^{\gr} F \). If this is 0, there is nothing to prove, so we suppose otherwise.

Then, by an evident induction upon \( d \), it suffices to show that \( q_{d-1}^{\gr} F \) satisfies the equivalent conditions of Lemma 4.19 with respect to \( d - 1 \). In particular, this will imply that \( \text{soc}(q_{d-1}^{\gr} F) = \hat{q}_{d-1}^{\gr} F \) consists of simple functors of polynomial degree exactly \( d - 1 \).

Suppose otherwise, i.e., that \( \text{soc}(q_{d-1}^{\gr} F) \) has a composition factor \( S \) of polynomial degree \( < d - 1 \). This would imply the existence of a non-split short exact sequence of the form

\[
0 \to \text{soc}(F) \to E \to S \to 0.
\]

This contradicts Proposition 4.17, thus completing the proof of the inductive step.

Corollary 4.21. — For any \( d \in \mathbb{N} \) and \( M \neq 0 \) a \( \mathbb{Q}[\mathfrak{S}_d] \)-module, up to reindexing, the socle filtration of \( \beta_d M \) coincides with the polynomial filtration of \( \beta_d M \).

Démonstration. — By Proposition 4.14, \( \beta_d M \) satisfies the second condition of Lemma 4.19 with respect to \( d \in \mathbb{N} \), hence the result follows from Proposition 4.20.

4.5. (Co)homological properties for polynomial functors. — Here we recall some cohomological properties of the category of polynomial functors.

By Theorem 4.4 and since \( \mathbb{Q}[\mathfrak{S}_d] \) is semi-simple, for any \( M \in \text{Ob} \mathbb{Q}[\mathfrak{S}_d] - \text{mod} \), \( \beta_d M \) is injective in \( \mathcal{F}_d(\gr; \mathbb{Q}) \). Much more is true:

**Theorem 4.22.** — For any \( d \in \mathbb{N} \) and \( M \in \text{Ob} \mathbb{Q}[\mathfrak{S}_d] - \text{mod} \), \( \beta_d M \) is injective in \( \mathcal{F}_{<\infty}(\gr; \mathbb{Q}) \).

Démonstration. — By [DPV16, Théorème 1], if \( F, G \in \text{Ob} \mathcal{F}_D(\gr; \mathbb{Q}) \) for some \( D \in \mathbb{N} \), then the canonical morphism \( \text{Ext}^*_{\mathcal{F}_D(\gr; \mathbb{Q})}(F, G) \to \text{Ext}^*_{\mathcal{F}(\gr; \mathbb{Q})}(F, G) \) is an isomorphism.

Hence, to prove the result, it suffices to prove that \( \text{Ext}^*_{\mathcal{F}(\gr; \mathbb{Q})}(S, \beta_d M) = 0 \) for any simple polynomial functor \( S \in \mathcal{F}_{<\infty}(\gr; \mathbb{Q}) \). Since, \( \beta_d M \) is injective in \( \mathcal{F}_d(\gr; \mathbb{Q}) \), we may suppose that \( S \) has polynomial degree strictly greater than \( d \). The result now follows from Proposition 4.17.

The following is then clear:

**Corollary 4.23.** — The family \( \{ \beta_d \mathbb{Q}[\mathfrak{S}_d] \mid d \in \mathbb{N} \} \) is a family of injective cogenerators for \( \mathcal{F}_{<\infty}(\gr; \mathbb{Q}) \).

Recall that the global (injective) dimension of an abelian category with enough injectives is the supremum of the injective dimensions of its objects.

The following result underlines the essential homological difference between polynomial functors on \( \text{ab} \) and on \( \text{gr} \).

**Theorem 4.24.** — [DPV16, Section 4]

1. The category \( \mathcal{F}_{<\infty}(\text{ab}; \mathbb{Q}) \) is semi-simple;
2. For \( 0 < d \in \mathbb{N} \), the category \( \mathcal{F}_d(\gr; \mathbb{Q}) \) has global dimension \( d - 1 \). 
3. The category $F_{<\infty}(\text{gr}; \mathbb{Q})$ does not have finite global dimension.

Thus, although the categories $F_{<\infty}(\text{gr}; \mathbb{Q})$ and $F_{<\infty}(\text{ab}; \mathbb{Q})$ have the same simple objects, the structure of $F_{<\infty}(\text{gr}; \mathbb{Q})$ is much richer than that of $F_{<\infty}(\text{ab}; \mathbb{Q})$. A similar statement holds comparing $F_d(\text{gr}; \mathbb{Q})$ and $F_d(\text{ab}; \mathbb{Q})$, for $d > 1$.

5. $\Sigma$-modules and Schur functors

The purpose of this section is to review the category of $\Sigma$-modules and the relationship through Schur functors with the functor category $F(\text{mod}_\mathbb{Q}; \mathbb{Q})$, where $\text{mod}_\mathbb{Q}$ is the category of finite-dimensional $\mathbb{Q}$-vector spaces. No claim to originality is made. This theory is necessary so as to introduce the Hopf algebra structures (see Section 6) that underlie the exponential functors that are used in Section 7 to describe the functors $\beta_d$ introduced in Section 4.

A further important ingredient is the functor $(-)^t$ that allows Koszul signs to be treated

### 5.1. $\Sigma$-modules and their basic structure.

The category of finite sets and bijections is denoted $\Sigma$. This has a small skeleton with objects $n = \{1, \ldots, n\}, n \in \mathbb{N}$ (by convention $0 = \emptyset$). Hence there is an equivalence of categories

$$\mathcal{F}(\Sigma; \mathbb{Q}) \cong \prod_{d \geq 0} \mathbb{Q}[S_d] - \text{mod}. \quad (5.1)$$

In particular, a $\mathbb{Q}[S_n]$-module can be considered as an object of $\mathcal{F}(\Sigma; \mathbb{Q})$ that is supported on $n$.

Since $\Sigma$ is a groupoid, the inverse induces an isomorphism of categories $\Sigma^\text{op} \cong \Sigma$, whence

$$\mathcal{F}(\Sigma; \mathbb{Q}) \cong \mathcal{F}(\Sigma^\text{op}; \mathbb{Q}). \quad (5.2)$$

The category $\Sigma$ is symmetric monoidal for $\bigvee$ the disjoint union of sets.

**Remark 5.1.** — For $m, n \in \mathbb{N}$, there is the following standard choice of isomorphism $m \bigvee n \rightarrow m + n$, sending $i \in m$ to $i \in m + n$ and $j \in n$ to $m + j \in m + n$. The object $0$ plays the role of a left and right unit for this construction, in the obvious sense.

This construction is associative in the following sense: for $m, n, q \in \mathbb{N}$ the composites $(m \bigvee n) \bigvee q \rightarrow m + n + q$ and $m \bigvee (n \bigvee q) \rightarrow m \bigvee n \bigvee q$ identify. However, it is clearly not commutative.

**Example 5.2.** — For $n \in \mathbb{N}$, the associated standard projective is $P^n_{\Sigma} : S \mapsto \mathbb{Q}[\text{Hom}_\Sigma(n, S)]$. Hence $P^n_{\Sigma}$ is non-zero only if $|S| = n$, when the corresponding representation of the symmetric group is the regular representation.

**Notation 5.3.** — Write $\mathbb{I}$ for $P_0^\Sigma$; this is the functor $0 \mapsto \mathbb{Q}$ and $n \mapsto 0, n > 0$.

The category $\mathcal{F}(\Sigma; \mathbb{Q})$ is tensor abelian for the Day convolution product:
Definition 5.4. — Let \((\mathcal{F}(\Sigma; Q), \odot, \mathbb{1})\) denote the monoidal structure given, for \(V, W \in \text{Ob} \mathcal{F}(\Sigma; Q)\), by
\[
(V \odot W)(S) := \bigoplus_{S = S_1 \cup S_2} V(S_1) \otimes_Q W(S_2),
\]
for \(S \in \text{Ob} \Sigma\), where the sum is over ordered decompositions of \(S\) into two subsets (possibly empty).

Remark 5.5. — Under the equivalence of categories \((5.1)\), an object \(V\) of \(\mathcal{F}(\Sigma; Q)\) is considered as the sequence \(V(d) := V(d), \ d \in \mathbb{N}\), of representations of the symmetric groups. Under this interpretation, one has
\[
(V \odot W)(n) = \bigoplus_{n_1 + n_2 = n} V(n_1) \otimes W(n_2) \uparrow_{S_{n_1} \times S_{n_2}},
\]
where the induction uses the inclusion \(S_{n_1} \times S_{n_2} \subset S_n\) induced by \(n_1 \amalg n_2 \cong n\).

The Day convolution product can be interpreted as being induced by \(\amalg\) on \(\Sigma\), by the following:

Proposition 5.6. — For finite sets \(T_1, T_2\), \(\amalg\) induces an isomorphism
\[
P_T^{\Sigma} \odot P_T^{\Sigma} \cong P_{T_1 \amalg T_2}^{\Sigma}.
\]
This makes \(T \mapsto P_T^{\Sigma}\) a monoidal functor from \((\Sigma^{op}, \amalg, 0)\) to \(\mathcal{F}(\Sigma; Q)\).

Démonstration. — Giving a bijection \(T_1 \amalg T_2 \cong S\) is equivalent to giving a pair of subsets \(S_1, S_2 \subset S\) and two bijections \(T_1 \cong S_1\) and \(T_2 \cong S_2\). One checks that this correspondence induces the given natural isomorphism.

The monoidal property is then established by a direct verification.

Example 5.7. — The functor \(- \odot P_1^{\Sigma}\) is an exact endofunctor of \(\mathcal{F}(\Sigma; Q)\). Under the equivalence \((5.1)\), this has components given by the induction functors
\[
(-) \uparrow_{S_{d+1}}: \mathbb{Q}[S_d] - \text{mod} \to \mathbb{Q}[S_{d+1}] - \text{mod}.
\]

5.2. Symmetries and twisting. — The category \((\mathcal{F}(\Sigma; Q), \odot, \mathbb{1})\) has two possible symmetries, according to whether the symmetry introduces Koszul signs. These exploit the usual symmetric monoidal structure of \text{mod}_Q, which provides the isomorphism
\[
V(S_1) \otimes W(S_2) \cong W(S_2) \otimes V(S_1).
\]

Definition 5.8. — Let
1. \((\mathcal{F}(\Sigma; Q), \odot, \mathbb{1}, \tau)\) be the symmetric monoidal structure, with \(\tau\) induced by \((5.3)\);
2. \((\mathcal{F}(\Sigma; Q), \odot, \mathbb{1}, \sigma)\) be the symmetric monoidal structure, with \(\sigma\) induced by \((5.3)\) multiplied by the Koszul sign \((-1)^{|S_1||S_2|}\).

These symmetries are related using the following orientation \(\Sigma\)-module:
**Definition 5.9.** — Let $\text{Or} \in \text{Ob } \mathcal{F}(\Sigma; \mathbb{Q})$ denote the orientation $\Sigma$-module $\text{Or}(S) := \Lambda^{|S|}(\mathbb{Q}[S])$, where $\mathbb{Q}[S]$ is the free $\mathbb{Q}$-vector space on the finite set $S$ and $\Lambda^{|S|}$ is the top exterior power.

When $S$ is equipped with a total order, $\text{Or}(S) \cong \mathbb{Q}$ has a canonical generator:

**Notation 5.10.** — For $n \in \mathbb{N}$, denote by $\iota_n$ the generator of $\text{Or}(n) \cong \Lambda^n(\mathbb{Q}[n]) \cong \mathbb{Q}$ given by $[1] \wedge [2] \wedge \ldots \wedge [n]$, where $[i]$ is the generator of $\mathbb{Q}[n]$ corresponding to $i \in n$.

We will require compatibility between the orientation modules $\text{Or}(n)$. The required information is encoded in a bicommutative Hopf algebra structure on $\text{Or}$. In the statement, we use the distinguished isomorphism $m \coprod n \cong m + n$ of Remark 5.1:

**Proposition 5.11.** — The $\Sigma$-module $\text{Or}$ has the structure of a bicommutative Hopf algebra in $(\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{I}, \sigma)$ that is uniquely determined by the following conditions for each $m, n \in \mathbb{N}^2$:

1. the map $\text{Or}(m) \otimes \text{Or}(n) \to \text{Or}(m \coprod n) \cong \text{Or}(m + n)$ given by the product $\text{Or} \odot \text{Or}$ sends $\iota_m \otimes \iota_n \mapsto \iota_{m+n}$;
2. the map $\text{Or}(m + n) \cong \text{Or}(m \coprod n) \to \text{Or}(m) \otimes \text{Or}(n) \to \text{Or} \odot \text{Or}$ sends $\iota_{m+n} \mapsto \iota_m \otimes \iota_n$.

**Remark 5.12.** — This result can be understood using the Schur functor associated to $\text{Or}$ (see Section 5.4 for Schur functors). The above Hopf algebra induces the usual bicommutative Hopf algebra structure on the exterior algebra $\Lambda^*(V)$, considered as a functor of $V$.

The desired relation between the two symmetric monoidal structures on $\mathcal{F}(\Sigma; \mathbb{Q})$ is given by using the objectwise tensor product (as in Section A.1) with $\text{Or}$:

**Theorem 5.13.** — [SS12 Proposition 7.4.3] The functor $- \otimes \text{Or} : \mathcal{F}(\Sigma; \mathbb{Q}) \to \mathcal{F}(\Sigma; \mathbb{Q})$ induces an equivalence of symmetric monoidal categories

$(-)^{\dagger} : (\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{I}, \tau) \cong (\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{I}, \sigma)$.

**Example 5.14.** — Consider the constant functor $\mathbb{Q}$ in $\mathcal{F}(\Sigma; \mathbb{Q})$. This has an obvious bicommutative Hopf algebra structure in $(\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{I}, \tau)$. On applying $(-)^{\dagger}$ to $\mathbb{Q}$, one recovers $\text{Or}$ as a bicommutative Hopf algebra in $(\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{I}, \sigma)$, as in Proposition 5.11.

The following Example explains the interpretation of the functor $(-)^{\dagger}$ in terms of representations of the symmetric groups and also motivates the notation.

**Example 5.15.** — Let $S_{\lambda}$ denote the simple $\mathbb{Q}[S_n]$-module indexed by the partition $\lambda$, considered as an object of $\mathcal{F}(\Sigma; \mathbb{Q})$. Then $(S_{\lambda})^{\dagger} \cong S_{\lambda^{\dagger}}$, where $\lambda^{\dagger}$ denotes the conjugate partition. (See Appendix B for background.)
5.3. Duality for \( \Sigma \)-modules. — Our constructions use Hopf algebras in the symmetric monoidal categories \((\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{1}, \tau)\) (respectively with \(\sigma\) in place of \(\tau\)), in particular the categories \(\text{Hopf}^{\text{com}}(\mathcal{F}(\Sigma; \mathbb{Q}))\) of commutative Hopf algebras and \(\text{Hopf}^{\text{cocom}}(\mathcal{F}(\Sigma; \mathbb{Q}))\) of cocommutative Hopf algebras (with respect to the specified symmetric monoidal structure). Duality for \(\Sigma\)-modules allows us to relate these and also to relate the associated exponential functors.

We use the duality functor \(D_{\Sigma}\) of Notation A.1; by definition, this is a functor \(\mathcal{F}(\Sigma; \mathbb{Q})^{\mathbb{1}} \rightarrow \mathcal{F}(\Sigma^{\mathbb{1}}; \mathbb{Q})\). However, using the isomorphism of categories \(\mathcal{F}(\Sigma; \mathbb{Q}) \cong \mathcal{F}(\Sigma^{\mathbb{1}}; \mathbb{Q})\), this is considered here as a functor \(D_{\Sigma}: \mathcal{F}(\Sigma; \mathbb{Q})^{\mathbb{1}} \rightarrow \mathcal{F}(\Sigma; \mathbb{Q})\).

Explicitly, for \(F\) a \(\Sigma\)-module, the dual module \(D_{\Sigma}F\) is given on \(n\) by \(D_{\Sigma}F(n) = \text{Hom}_{\text{mod}\mathbb{Q}}(F(n), \mathbb{Q})\), considered as a left \(S_n\)-module.

The following Proposition follows from the properties of vector space duality with respect to the tensor product.

**Proposition 5.16.** — Suppose that \(V, W \in \text{Ob} \mathcal{F}(\Sigma; \mathbb{Q})\) take finite-dimensional values. Then the duality adjunction of Proposition A.2 induces a natural isomorphism \((D_{\Sigma}V) \odot (D_{\Sigma}W) \cong D_{\Sigma}(V \odot W)\) that is compatible with the symmetry \(\tau\) of \((\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{1})\).

Moreover, the functor \((-)^{\mathbb{1}}\) commutes with \(D_{\Sigma}\).

5.4. The Schur functor construction. — This section reviews the Schur functor construction that underlies the classical Schur-Weyl correspondence. Recall that \(\text{mod}\mathbb{Q}\) denotes the category of finite-dimensional \(\mathbb{Q}\)-vector spaces.

The Schur construction is the functor \(\mathcal{F}(\Sigma; \mathbb{Q}) \rightarrow \mathcal{F}(\text{mod}\mathbb{Q}; \mathbb{Q})\) that sends a \(\Sigma\)-module \(F\) to \(V \mapsto \bigoplus_{n \in \mathbb{N}} V^{\otimes n} \odot S_n F(n)\).

A functor in the image of this construction is termed a **Schur functor** here.

**Definition 5.17.** — A Schur functor associated to a non-zero \(\Sigma\)-module supported on \(n\) will be termed a **homogeneous polynomial functor of degree** \(n\).

**Remark 5.18.** — Using the general theory of Section A.2 one has the notion of polynomial functor on \(\text{mod}\mathbb{Q}\). A homogeneous polynomial functor of degree \(n\) is polynomial of degree exactly \(n\), justifying the terminology. Moreover, polynomial functors in \(\mathcal{F}(\text{mod}\mathbb{Q}; \mathbb{Q})\) admit a particularly simple description given by [Mac15 Appendix I.3] and [Joy86 Chapitre 4]: a polynomial functor of degree \(n\) is a direct sum of homogeneous polynomial functors of degree \(\leq n\).

The analogous statement for \(\mathcal{F}_{\infty}(\text{gr}; \mathbb{Q})\) is not true: Example 9.21 gives an example of a polynomial functor which is not the direct sum of homogeneous functors. Proposition 4.16 gives the correct general statement for \(\mathcal{F}_{\infty}(\text{gr}; \mathbb{Q})\).

The Schur functor construction can be encoded using the functor \(\otimes_{\Sigma}\) (see Section A.3) and the following bifunctor:
**Notation 5.19.** — Let $T \in \text{Ob } \mathcal{F}(\text{mod}_Q \times \Sigma^\op; Q)$ denote the bifunctor defined by

$$(V, d) \mapsto T^d(V) := V \otimes d,$$

equipped with the place permutation action of $\Sigma_d$ on the right.

The Schur functor construction then identifies with the functor

$$T \otimes \Sigma^- : \mathcal{F}(\Sigma; Q) \rightarrow \mathcal{F}(\text{mod}_Q; Q).$$

One also has the functor $\text{Hom}_{\mathcal{F}(\text{mod}_Q; Q)}(T, -) : \mathcal{F}(\text{mod}_Q; Q) \rightarrow \mathcal{F}(\Sigma; Q)$.

Recall that the objectwise tensor product provides the symmetric monoidal structure $(\mathcal{F}(\text{mod}_Q; Q), \otimes, \tau)$. Then the main properties of these constructions are resumed in:

**Proposition 5.20.** — The functor $T \otimes \Sigma^- : \mathcal{F}(\Sigma; Q) \rightarrow \mathcal{F}(\text{mod}_Q; Q)$ is:

1. exact;
2. a fully-faithful embedding;
3. symmetric monoidal with respect to $(\mathcal{F}(\Sigma; Q), \otimes, 1, \tau)$.

The functor $\text{Hom}_{\mathcal{F}(\text{mod}_Q; Q)}(T, -)$ is a retract of $T \otimes \Sigma^-$. In particular, for $d \in \mathbb{N}$ and a $\Sigma_d$-module $M$, there is a natural isomorphism of $\Sigma_d$-modules

$$M \cong \text{Hom}_{\mathcal{F}(\text{mod}_Q; Q)}(T^d, \Sigma_M).$$

**Démonstration.** — These standard properties are established in [Mac15, Appendix I.A] and [Joy86, Chapitre 4], for example.

The endofunctor $(-)^\dagger$ of the category $\mathcal{F}(\Sigma; Q)$ can be transported to Schur functors, as explained below. This gives an alternative (and possibly more illuminating) way of understanding $(-)^\dagger$ and the equivalence of symmetric monoidal categories given in Theorem 5.13. In particular, it explains why $(-)^\dagger$ can be viewed as introducing Koszul signs.

**Notation 5.21.** — For $G \in \text{Ob } \mathcal{F}(\text{mod}_Q; Q)$ in the image of $T \otimes \Sigma^-$, say $G = T \otimes \Sigma F$ for a $\Sigma$-module $F$, write $G^\dagger$ for the functor $T \otimes \Sigma^-(F^\dagger)$.

**Remark 5.22.** — Heuristically, the operation $(-)^\dagger$ on Schur functors can be understood by introducing a grading and imposing Koszul signs. This uses the fact that any Schur functor extends naturally to a functor defined on graded vector spaces.

For example, consider the functor $F(W) := W \otimes^n \otimes_{\mathfrak{S}_n} M$, for a $\mathfrak{S}_n$-module $M$, $n \in \mathbb{N}$. Here, $W$ can be taken to be a graded vector space. In particular, considering $sV$ the vector space $V$ placed in degree one, one has the functor of

$$V \mapsto F(sV) = (sV)^\otimes^n \otimes_{\mathfrak{S}_n} M$$

which takes values concentrated in degree $n$.

Now $(sV)^\otimes^n$ identifies as $V^\otimes^n \otimes \text{sgn}_n$ placed in degree $n$, equipped with the diagonal action of $\mathfrak{S}_n$. Hence the functor $V \mapsto F(sV)$ identifies as the Schur functor associated to the $\mathfrak{S}_n$-module $M^\dagger := M \otimes \text{sgn}_n$, placed in degree $n$. 

Example 5.23. — The Schur functor associated to the constant $\Sigma$-module $\mathbb{k}$ is the functor $V \mapsto \bigoplus_{n \in \mathbb{N}} S^n(V)$, where $S^n$ is the $n$th symmetric power functor. The $\Sigma$-module $Q^!$ identifies with the orientation $\Sigma$-module $\text{Or}$ and this has associated Schur functor $V \mapsto \bigoplus_{n \in \mathbb{N}} \Lambda^n(V)$, where $\Lambda^n$ is the $n$th exterior power functor.

This gives the equalities in $\mathcal{F}(\text{mod}_Q; Q)$, for $n \in \mathbb{N}$:

$$(S^n)^! = \Lambda^n \text{ and } (\Lambda^n)^! = S^n.$$  

In terms of the heuristic interpretation above, this reflects the natural identifications $S^n(sV) \cong \Lambda^n(V)[n]$ and $\Lambda^n(sV) \cong S^n(V)[n]$, where $[n]$ denotes the appropriate degree shift.

For $F, G \in \text{Ob} \mathcal{F}(\text{mod}_Q; Q)$, if $G$ takes finite-dimensional values, then one can form the composition $F \circ G$ in $\mathcal{F}(\text{mod}_Q; Q)$. For suitable Schur functors, one has:

**Proposition 5.24.** — [SS12] Section 7.4.8 For $F$ a Schur functor and $G$ a homogeneous polynomial functor of degree $d$ that takes finite-dimensional values,

$$(F \circ G)^! = \begin{cases} F \circ (G^!) & \text{if } d \text{ even} \\ (F^!) \circ (G^!) & \text{if } d \text{ odd}. \end{cases}$$

6. Fundamental Hopf algebras in $\Sigma$-modules and their exponential functors

This section introduces the Hopf algebras $P^\Sigma$ and $P^\Sigma_{\text{coalg}}$ in $\mathcal{F}(\Sigma; Q)$. Under the Schur correspondence, we have the dictionary:

$P^\Sigma \leftrightarrow \left(V \mapsto T(V)\right)$

$P^\Sigma_{\text{coalg}} \leftrightarrow \left(V \mapsto T_{\text{coalg}}(V)\right),$

where $T(V)$ is the cocommutative Hopf algebra given by the tensor algebra with shuffle coproduct and $T_{\text{coalg}}(V)$ is the commutative Hopf algebra given by the tensor coalgebra with shuffle product.

By Theorem 3.5, we can form the respective exponential functors, $\Phi P^\Sigma$ in $\mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; Q))$ and $\Psi P^\Sigma_{\text{coalg}}$ in $\mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; Q))$. The functors $\Psi P^\Sigma_{\text{coalg}}$ and $\Phi P^\Sigma$ play an essential role in Section 7 where the structure of the functors $\beta_d$ of Section 4 for $d \in \mathbb{N}$, is analysed.

6.1. The Hopf algebras $P^\Sigma$ and $P^\Sigma_{\text{coalg}}$. — Recall from Notation 5.3 that $\mathbb{1}$ denotes $P^\Sigma_0$.

**Notation 6.1.** — Let $P^\Sigma$ denote the $\Sigma$-module

$$P^\Sigma := \bigoplus_{n \in \mathbb{N}} P^\Sigma_n = \bigoplus_{n \in \mathbb{N}} \mathbb{Q}[\text{Hom}_\Sigma(n, -)]$$

with the associated split inclusion

$$\mathbb{1} \xrightarrow{\eta} P^\Sigma \xrightarrow{\varepsilon} \mathbb{1}$$

that defines the morphisms $\eta$ and $\varepsilon$. 
We now proceed to construct a cocommutative (respectively commutative) Hopf algebra structure on $P^\Sigma$, for which $\eta$ and $\varepsilon$ provide the (co)augmentation.

The following Lemma is clear; it provides the finiteness property that is required when considering duality.

**Lemma 6.2.** — For $n \in \mathbb{N}$, $P^\Sigma(n)$ is isomorphic to $\mathbb{Q}[\mathcal{S}_n]$ as a $\mathcal{S}_n$-module. In particular, $P^\Sigma$ takes finite-dimensional values.

Proposition 5.6 implies:

**Proposition 6.3.** — There is an isomorphism in $\mathcal{F}(\Sigma; \mathbb{Q})$:

$$P^\Sigma \odot P^\Sigma \cong \bigoplus_{(n_1, n_2) \in \mathbb{N}^2} P^\Sigma_{n_1 \sqcup n_2} = \bigoplus_{(n_1, n_2) \in \mathbb{N}^2} \mathbb{Q}[\text{Hom}_{\mathcal{S}}(n_1 \sqcup n_2, \cdot)].$$

With respect to this isomorphism,

1. a morphism $P^\Sigma \odot P^\Sigma \to P^\Sigma$ is uniquely determined by its components $P^\Sigma_{n_1 \sqcup n_2} \to P^\Sigma_{n_1 + n_2}$, for $(n_1, n_2) \in \mathbb{N}^2$, all other components being zero;
2. a morphism $P^\Sigma \to P^\Sigma \odot P^\Sigma$ is uniquely determined by its components $P^\Sigma_{n_1 + n_2} \to P^\Sigma_{n_1 \sqcup n_2}$, for $(n_1, n_2) \in \mathbb{N}^2$, all other components being zero.

For $(n_1, n_2) \in \mathbb{N}^2$, we use the distinguished isomorphism $n_1 \sqcup n_2 \cong n_1 + n_2$, as in Remark 5.1.

**Definition 6.4.** — Using Proposition 6.3, define

1. the concatenation product $\mu_{\text{concat}} : P^\Sigma \odot P^\Sigma \to P^\Sigma$ to be the morphism with component $P^\Sigma_{n_1 \sqcup n_2} \to P^\Sigma_{n_1 + n_2}$, for $(n_1, n_2) \in \mathbb{N}^2$, induced by the distinguished isomorphism $n_1 + n_2 \cong n_1 \sqcup n_2$;
2. the deconcatenation coproduct $\Delta_{\text{deconcat}} : P^\Sigma \to P^\Sigma \odot P^\Sigma$ to be the morphism with component $P^\Sigma_{n_1 + n_2} \to P^\Sigma_{n_1 \sqcup n_2}$ for $(n_1, n_2) \in \mathbb{N}$, induced by the distinguished isomorphism $n_1 \sqcup n_2 \cong n_1 + n_2$.

Via the Schur functor construction (using the properties given in Proposition 5.20), these correspond to forming the natural tensor algebra $V \mapsto T(V)$ and the natural tensor coalgebra $V \mapsto T_{\text{coal}}(V)$, with the concatenation product and deconcatenation coproduct respectively.

**Lemma 6.5.** — In the monoidal category $(\mathcal{F}(\Sigma; \mathbb{Q}), \odot, \mathbb{I})$:

1. $(P^\Sigma, \mu_{\text{concat}}, \eta)$ is an associative, unital monoid;
2. $(P^\Sigma, \Delta_{\text{deconcat}}, \varepsilon)$ is a coassociative, counital comonoid.

Moreover, these structures are dual under $D_\Sigma$, considered as a functor $\mathcal{F}(\Sigma; \mathbb{Q})^{\text{op}} \to \mathcal{F}(\Sigma; \mathbb{Q})$.

**Démonstration.** — The result is proved by exploiting the associativity property in Proposition 6.3 and using Proposition 5.16 in the analysis of the duality, Lemma 6.2 providing the requisite finiteness hypothesis.
These structures extend to Hopf algebra structures on $P^\Sigma$. For this we use the following structure morphisms, where, for $m \in \mathbb{N}$, $m$ is equipped with the total order inherited from $\mathbb{N}$.

**Notation 6.6.** — For $(n_1, n_2) \in \mathbb{N}$ with $n := n_1 + n_2$, let
1. $\text{shuff}_{n_1,n_2} \in \mathbb{Q}[\text{Hom}_{\Sigma}(n_1 \Join n_2, n)]$ be the sum of the maps $f \in \text{Hom}_{\Sigma}(n_1 \Join n_2, n)$ such that $f|_{n_1}$ and $f|_{n_2}$ are order-preserving;
2. $\text{coshuff}_{n_1,n_2} \in \mathbb{Q}[\text{Hom}_{\Sigma}(n, n_1 \Join n_2)]$ be the sum of $g \in \text{Hom}_{\Sigma}(n, n_1 \Join n_2)$ such that the restrictions $g^{-1}(n_i) \to n_i$ are order-preserving, for $i \in \{1, 2\}$;
3. $\text{flip}_n : n \to n$ be the map $j \mapsto n + 1 - j$.

Analogously to Definition 6.4, we have:

**Definition 6.7.** —
1. The shuffle coproduct $\Delta_{\text{shuff}} : P^\Sigma \to P^\Sigma \otimes P^\Sigma$ has component $\Delta_{\text{shuff}}^{n_1+n_2} : P^\Sigma_{n_1 \Join n_2} \to P^\Sigma_{n_1 \Join n_2}$,
2. the shuffle product $\mu_{\text{shuff}} : P^\Sigma \otimes P^\Sigma \to P^\Sigma$ has component $\mu_{\text{shuff}}^{n_1 \Join n_2} : P^\Sigma_{n_1 \Join n_2} \to P^\Sigma_{n_1 \Join n_2}$,
3. the $n$th component of the involution $\chi : P^\Sigma \to P^\Sigma$ is $(-1)^n \Delta_{\text{shuff}}^{n_1+n_2}$.

**Proposition 6.8.** — With respect to $(F(\Sigma; \mathbb{Q}), \otimes, \mathbb{1}, \tau)$,
1. $P^\Sigma := (P^\Sigma, \mu_{\text{concat}}, \Delta_{\text{shuff}}, \chi, \eta, \varepsilon)$ is a cocommutative Hopf algebra;
2. $P^\Sigma_{\text{coalg}} := (P^\Sigma, \mu_{\text{shuff}}, \Delta_{\text{deconcat}}, \chi, \eta, \varepsilon)$ is a commutative Hopf algebra.

These structures are dual under $D_\Sigma$, considered as a functor $F(\Sigma; \mathbb{Q})^\text{op} \to F(\Sigma; \mathbb{Q})$.

**Démonstration.** — The result can be checked directly from the definitions.

Since we are working over $\mathbb{Q}$, an alternative proof is to check that these structures induce Hopf algebra structures on the Schur functor associated to $P^\Sigma$, exploiting the properties of the Schur functor construction stated in Proposition 5.20. In both cases, the underlying Schur functor is

$$V \mapsto \bigoplus_{n \in \mathbb{N}} V^\otimes n.$$ 

One checks that the structure $P^\Sigma$ equips $T(V)$ with the tensor algebra Hopf algebra structure, for which the generators are primitive. The result follows in this case.

For $P^\Sigma_{\text{coalg}}$, one checks that the corresponding Hopf algebra is $T_{\text{coalg}}(V)$, equipped with the Hopf algebra structure with deconcatenation coproduct and shuffle product.

These Hopf algebras are dual (for graded duality with respect to the length grading), from which the duality statement follows.

6.2. Twisting the Hopf algebras using $(-)^\dagger$. — Applying the functor $(-)^\dagger$ of Theorem 6.13 one has the immediate Corollary to Proposition 6.8.

**Corollary 6.9.** — With respect to $(F(\Sigma; \mathbb{Q}), \otimes, \mathbb{1}, \sigma)$,
1. $P^\Sigma^\dagger := (P^\Sigma, \mu_{\text{concat}}, \Delta_{\text{shuff}}, \chi, \eta, \varepsilon)^\dagger$ is a cocommutative Hopf algebra;
2. $P^\Sigma_{\text{coalg}}^\dagger := (P^\Sigma, \mu_{\text{shuff}}, \Delta_{\text{deconcat}}, \chi, \eta, \varepsilon)^\dagger$ is a commutative Hopf algebra.
These structures are dual under $D_{\Sigma}$.

To further analyse these structures, one uses the isomorphism between $P^{\Sigma\dagger}$ and $P^\Sigma$ that is constructed below. First, observe that, by definition:

$$P^\Sigma \simeq \bigoplus_{n \in \mathbb{N}} \mathbb{Q}[\text{Hom}_\Sigma(n, X)] \otimes \text{Or}(X).$$

Recall from Notation that $\iota_n$ denotes the canonical generator of $\text{Or}(n)$. Then, by Yoneda’s lemma, the element $[\text{Id}_n] \otimes \iota_n \in \mathbb{Q}[\text{Hom}_\Sigma(n, n)] \otimes \text{Or}(n)$ induces a morphism:

$$P^\Sigma_n \to P^\Sigma_n \otimes \text{Or}(-).$$ (6.2)

**Lemma 6.10.** — The morphisms (6.2) assemble to an isomorphism $P^\Sigma \cong P^{\Sigma\dagger}$.

**Démonstration.** — It suffices to show that each map $P^\Sigma_n \cong P^\Sigma_n \otimes \text{Or}(-)$ is an isomorphism. This follows from the fact that the morphism of $S_n$-modules $\mathbb{Q}S_n \to \mathbb{Q}S_n \otimes \text{sgn}_n$, sending $[e]$ to $[e] \otimes 1$ (where $e \in S_n$ is the identity and 1 is the generator of $k \cong \text{sgn}_n$) is an isomorphism.

**Proposition 6.11.** — Via the isomorphism $P^\Sigma \cong P^{\Sigma\dagger}$ of Lemma 6.10:

1. $P^{\Sigma\dagger}$ is isomorphic as a Hopf algebra to $(P^\Sigma, \mu_{\text{concat}}, \Delta^\dagger_{\text{shuff}}, \chi, \eta, \varepsilon)$, where $\Delta^\dagger_{\text{shuff}}$ is derived from $\Delta_{\text{shuff}}$ by transport of structure;
2. $P^\Sigma\coalg_{\text{coalg}}$ is isomorphic as a Hopf algebra to $(P^\Sigma, \mu^\dagger_{\text{shuff}}, \Delta_{\text{deconcat}}, \chi, \eta, \varepsilon)$, where $\mu^\dagger_{\text{shuff}}$ is derived from $\mu_{\text{shuff}}$ by transport of structure.

**Démonstration.** — The result follows from the fact that the isomorphisms of Proposition 5.6 are compatible via the functor $(-)^\dagger$ with the isomorphism of Lemma 6.10. This uses the compatibility of the family of generators $(\iota_n | n \in \mathbb{N})$ that is encoded in the bicommutative Hopf algebra structure of Or (see Proposition 5.11).

An alternative heuristic argument in the case of $P^\Sigma$ is as follows, based upon Remark 5.22 ($P^\Sigma\coalg$ can be treated similarly). As in the proof of Proposition 6.8 applying the Schur functor construction yields the natural Hopf algebra $T(V)$, equipped with the concatenation product and shuffle coproduct. The functor $(-)^\dagger$ is interpreted at the level of Schur functors as replacing $V$ by $sV$ and taking into account the Koszul signs.

Now $T(sV) \cong \bigoplus_{n \in \mathbb{N}} (sV)^{\otimes n} \cong \bigoplus_{n \in \mathbb{N}} s^n V^{\otimes n}$, which, forgetting the grading, is isomorphic to $\bigoplus_{n \in \mathbb{N}} V^{\otimes n}$. The only structure morphism which introduces Koszul signs is the shuffle coproduct. This is immediate for $\mu_{\text{concat}}$, $\eta$, and $\varepsilon$; for $\chi$, one checks that it is also the case.

**6.3. The associated exponential functors.** — In this section, we work with the symmetric monoidal structure $(F(\Sigma; \mathbb{Q}), \otimes, 1, \tau)$. By Proposition 6.8 with respect to this structure, $P^\Sigma$ is a cocommutative Hopf algebra and $P^\Sigma\coalg$ is a commutative Hopf
algebra. Hence, by Theorem 3.5 we have the corresponding exponential functors, by the constructions of Section 3:

\[
\Psi_{P}^{\Sigma} \in \text{Ob} \mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; \mathbb{Q})) \\
\Phi_{P}^{\Sigma} \in \text{Ob} \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{F}(\Sigma; \mathbb{Q})).
\]

The values of these as \(\Sigma\)-modules are identified by the following:

**Proposition 6.12.** — For \(t \in \mathbb{N}\), there are isomorphisms of \(\Sigma\)-modules:

\[
\Psi_{\mathbb{Z}^*}^{\Sigma}(\mathbb{Z}^*\otimes t) \cong \Phi_{\mathbb{Z}^*}^{\Sigma}(\mathbb{Z}^*\otimes t) \cong (P^{\Sigma})^\otimes t \cong \bigoplus_{(n_i | 1 \leq i \leq t) \in \mathbb{N}^t} \mathbb{Q}[\text{Hom}_{\Sigma}(\bigoplus_{i=1}^t n_i, -)],
\]

where \(\bigoplus_{i=1}^t n_i = n_1 \oplus \ldots \oplus n_t\).

In particular, for each \(n \in \mathbb{N}\), \(\Psi_{\mathbb{Z}^*}^{\Sigma}(\mathbb{Z}^*\otimes t)(n)\) and \(\Phi_{\mathbb{Z}^*}^{\Sigma}(\mathbb{Z}^*\otimes t)(n)\) are free \(S_n\)-modules of finite rank.

**Démonstration.** — The first statements follow from the construction of the functors \(\Psi\) and \(\Phi\) (see Theorem 3.5). The explicit identification of the \(\Sigma\)-module \((P^{\Sigma})^\otimes t\) follows from Proposition 5.6.

The final statement generalizes Lemma 6.2 and follows directly from the above identification.

The functors \(\Psi_{\mathbb{Z}^*}^{\Sigma}\) and \(\Phi_{\mathbb{Z}^*}^{\Sigma}\) are related by duality. To express this, it is convenient to use the natural equivalences of categories

\[
\mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; \mathbb{Q})) \cong \mathcal{F}(\text{gr} \times \Sigma; \mathbb{Q}) \\
\mathcal{F}(\text{gr}^{\text{op}}; \mathcal{F}(\Sigma; \mathbb{Q})) \cong \mathcal{F}(\text{gr}^{\text{op}} \times \Sigma; \mathbb{Q}).
\]

Then, using the isomorphism of categories \(\Sigma \cong \Sigma^{\text{op}}\), the duality adjunction of Proposition A.2 becomes:

\[
D_{\text{gr} \times \Sigma} : \mathcal{F}(\text{gr} \times \Sigma; \mathbb{Q})^{\text{op}} \rightleftharpoons \mathcal{F}(\text{gr}^{\text{op}} \times \Sigma; \mathbb{Q}) : D_{\text{gr}^{\text{op}} \times \Sigma}.
\]

**Proposition 6.13.** — There are natural isomorphisms:

\[
\Psi_{\mathbb{Z}^*}^{\Sigma} \cong D_{\text{gr}^{\text{op}} \times \Sigma}(\Phi_{\mathbb{Z}^*}^{\Sigma}) \hspace{1em} \text{in} \hspace{1em} \mathcal{F}(\text{gr} \times \Sigma; \mathbb{Q}) \\
\Phi_{\mathbb{Z}^*}^{\Sigma} \cong D_{\text{gr} \times \Sigma}(\Psi_{\mathbb{Z}^*}^{\Sigma}) \hspace{1em} \text{in} \hspace{1em} \mathcal{F}(\text{gr}^{\text{op}} \times \Sigma; \mathbb{Q}).
\]

**Démonstration.** — By Proposition 6.8, the Hopf algebras \(\mathbb{P}_{\text{coalg}}^\Sigma\) and \(\mathbb{P}_\Sigma\) are dual under \(D_\Sigma\). In particular, considered as bivariant functors with values in \(\mathbb{Q}\)-vector spaces, both take finite-dimensional values.

This duality passes to the associated exponential functors by using the naturality given by Proposition 3.12. For this one has to consider the exponential functors as taking values in \(\mathcal{F}(\Sigma; \mathbb{Q})\); the above discussion implies that they take values in \(\Sigma\)-modules taking finite-dimensional values.

The duality adjunction

\[
D_\Sigma : \mathcal{F}(\Sigma; \mathbb{Q})^{\text{op}} \rightleftharpoons \mathcal{F}(\Sigma; \mathbb{Q}) : D_\Sigma^{\text{op}}
\]
(again using the isomorphism $\Sigma \cong \Sigma^{op}$) restricts to an equivalence of symmetric monoidal categories between the full subcategories of functors taking finite-dimensional values.

The result thus follows from Proposition 3.12 using $D_\Sigma$ as the functor $\mathcal{M} \to \mathcal{E}$. \hfill $\square$

**Remark 6.14.** — The argument used above can be paraphrased as stating that, under the appropriate finiteness hypotheses, duality transposes $\Phi$ and $\Psi$, in that $D_\Sigma \Phi = \Psi D_\Sigma$ and $D_\Sigma \Psi = \Phi D_\Sigma$.

7. The functors $\beta_d$

The goal of this section is to describe the fundamental functors $\beta_d : Q[S_d] - \text{mod} \to F_d(gr; Q)$, for $d \in \mathbb{N}$, by using exponential functors. The functors $\beta_d$ were recalled in Section 4, where it is shown that they give rise to a family of injective cogenerators of $F_\infty(gr; Q)$, the category of polynomial functors on $gr$, namely the family $\{\beta_d Q[S_d] \mid d \in \mathbb{N}\}$.

The main result of the section is Theorem 7.13, which gives a description of the functors $\beta_d$ in terms of the exponential functor $\Psi^{\Sigma^{coalg}}$. This Theorem follows directly from Theorem 7.7 which identifies the functor encoded by the family $\beta_d Q[S_d]$ as $\Psi^{\Sigma^{coalg}}$.

The proof of Theorem 7.7 in Section 7.2 relies upon analysing the associated graded of the polynomial filtration by passing to $\Sigma$-modules; the required material is developed in Section 7.1 building upon the material of Section 4.

7.1. The polynomial filtration revisited. — Recall the functor $\hat{q}_d^{gr}$ of Notation 4.7, defined for $d \in \mathbb{N}$. By Proposition 4.8, the inclusion $\hat{q}_d^{gr} \subset q_d^{gr}$ induces a natural isomorphism for $F \in \text{Ob } F(gr; Q)$:

$$cr_d^{\hat{q}_d^{gr}} F \cong cr_d q_d^{gr} F.$$  

The polynomial filtration of $F$ is defined as in Definition 4.10 so that the associated graded is:

$$\bigoplus_{t \in \mathbb{N}} q_t^{gr} F.$$  

By Proposition 4.8 there is a natural isomorphism $\hat{q}_d^{gr} F \cong \alpha_t cr_t q_t^{gr} F$, hence this associated graded is determined by the sequence of $\mathcal{G}_r$-modules $cr_t q_t^{gr} F \cong cr_t \hat{q}_t^{gr} F$, for $t \in \mathbb{N}$. This motivates the introduction of the following:

**Definition 7.1.** — Let $\text{grad}_\Sigma^{gr} : F(gr; Q) \to F(\Sigma; Q)$ be the functor defined by

$$\text{grad}_\Sigma^{gr} F(t) := cr_t \hat{q}_t^{gr} F \cong cr_t q_t^{gr} F.$$  

**Remark 7.2.** — The associated graded to the polynomial filtration of $F$ is determined by $\text{grad}_\Sigma^{gr} F$. 

In the following statement, we restrict to \( F_{\leq \infty}(\text{gr}; \mathbb{Q}) \subset \mathcal{F}(\text{gr}; \mathbb{Q}) \), the subcategory of polynomial functors on \( \text{gr} \). The category \( F_{\leq \infty}(\text{gr}; \mathbb{Q}) \) is considered as symmetric monoidal with respect to the objectwise tensor product \( \otimes \) and the category \( \mathcal{F}(\Sigma; \mathbb{Q}) \) with respect to \( \odot \) with symmetry \( \tau \).

**Proposition 7.3.** — The functor \( \text{grad}^\text{gr}_\Sigma : F_{\leq \infty}(\text{gr}; \mathbb{Q}) \to \mathcal{F}(\Sigma; \mathbb{Q}) \) is:

1. exact;
2. symmetric monoidal.

**Démonstration.** — For \( t \in \mathbb{N} \), the functor \( \text{cr}_t \) is exact and \( q_t^\text{gr} \) is exact by Proposition 4.9. The exactness of \( \text{grad}^\text{gr}_\Sigma \) follows.

To show that \( \text{grad}^\text{gr}_\Sigma \) is symmetric monoidal, one uses the characterization of the polynomial filtration given in Proposition 4.12. From this one deduces that, for polynomial functors \( F \) and \( G \), there is a natural isomorphism

\[
q_t^\text{gr}(F \otimes G) \cong \bigoplus_{t_1 + t_2 = t} q_{t_1}^\text{gr}(F) \otimes q_{t_2}^\text{gr}(G)
\]

and this is compatible with the symmetric monoidal structure.

We will need to apply this working with tensor products of \( P^\text{gr}_Z \), which are not polynomial. To do this, we reduce to the polynomial case, using Proposition 7.4 below. Recall that, for \( t \in \mathbb{N} \), \( q_t^\text{gr} : \mathcal{F}(\text{gr}; \mathbb{Q}) \to \mathcal{F}(t; \mathbb{Q}) \) is the left adjoint to the inclusion of the full subcategory of polynomial functors of degree \( t \).

**Proposition 7.4.** — For \( t, n \in \mathbb{N} \) the \( n \)-fold tensor product \( (P^\text{gr}_Z)^{\otimes n} \to (q_t^\text{gr} P^\text{gr}_Z)^{\otimes n} \) of the canonical surjection \( P^\text{gr}_Z \to q_t^\text{gr} P^\text{gr}_Z \) induces an isomorphism:

\[
q_t^\text{gr}((P^\text{gr}_Z)^{\otimes n}) \cong q_t^\text{gr}((q_t^\text{gr} P^\text{gr}_Z)^{\otimes n}).
\]

**Démonstration.** — This result follows from the analysis of the polynomial filtration of the standard projectives given in \( \text{DPV16} \). For the convenience of the reader, a direct proof is given here.

Write \( K_t \) for the kernel of the natural projection \( P^\text{gr}_Z \to q_t^\text{gr} P^\text{gr}_Z \). Thus there is an exact sequence

\[
\bigoplus_{i+j=n-1} (P^\text{gr}_Z)^{\otimes i} \otimes K_t \otimes (P^\text{gr}_Z)^{\otimes j} \to (P^\text{gr}_Z)^{\otimes n} \to (q_t^\text{gr} P^\text{gr}_Z)^{\otimes n} \to 0.
\]

To prove the result, since \( q_t^\text{gr} \) is right exact, it suffices to show that applying \( q_t^\text{gr} \) to the left hand term gives zero. One reduces to showing that \( q_t^\text{gr}(K_t \otimes (P^\text{gr}_Z)^{\otimes n-1}) \) is zero. This is equivalent to showing that \( \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(K_t \otimes (P^\text{gr}_Z)^{\otimes n-1}, G) \) is zero, for any functor \( G \) of polynomial degree \( t \).

Now, by Proposition 2.12

\[
\text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(K_t \otimes (P^\text{gr}_Z)^{\otimes n-1}, G) \cong \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(K_t, \tau_Z^{n-1} G).
\]

Since \( G \) has polynomial degree \( t \), \( \tau_Z^{n-1} G \) also has polynomial degree \( t \) (this standard fact follows readily from the definition of polynomial degree). Therefore, \( \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(K_t, \tau_Z^{n-1} G) \) is isomorphic to \( \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(q_t^\text{gr} K_t, \tau_Z^{n-1} G) \).
To conclude, it suffices to show that $q^\text{gr}_d K_t = 0$. Now, by construction of the functor $q^\text{gr}_d$ (see [DPV16] Proposition 3.7, for example), $K_t$ identifies as the image of the iterated product $(P^\text{gr}_Z)^{\otimes t+1}$ in $P^\text{gr}_Z$. Hence it suffices to show that $\text{Hom}_{\mathcal{F}(\text{gr};Q)}((P^\text{gr}_Z)^{\otimes t+1}, G') = 0$ for any functor $G'$ of polynomial degree $t$. Again, by Proposition [2.12] it suffices to show that $P^\text{gr}_{t+1} G' = 0$. Once again, this standard fact follows from the definition of polynomial degree.

**Example 7.5.** — For $t, n \in \mathbb{N}$, Proposition [7.3] implies that
\[
\text{grad}^\text{gr}_Z ((P^\text{gr}_Z)^{\otimes n})(d) = \text{grad}^\text{gr}_Z ((q^\text{gr}_d P^\text{gr}_Z)^{\otimes n})(d)
\]
for all $d \leq t$. Now $(q^\text{gr}_d P^\text{gr}_Z)^{\otimes n}$ is polynomial (explicitly, it has polynomial degree $nt$). Hence, this allows $\text{grad}^\text{gr}_Z ((P^\text{gr}_Z)^{\otimes n})$ to be studied using polynomial functors. In particular, Proposition [7.3] can be applied in this context.

One deduces that there is a $\Sigma_n$-equivariant isomorphism
\[
\text{grad}^\text{gr}_Z ((P^\text{gr}_Z)^{\otimes n}) \cong (\text{grad}^\text{gr}_Z P^\text{gr}_Z)^{\otimes n}.
\]

**7.2. The functor $\beta$.** — For each $d \in \mathbb{N}$, one has the functor $\beta_d \mathcal{F}(\text{gr};Q)$ which belongs to $\mathcal{F}(\text{gr};Q)$ and which is equipped with the $\Sigma_d$-action induced by the right regular action on $Q[\Sigma_d]$. These functors assemble to a functor on $\Sigma$:

**Notation 7.6.** — Denote by $\beta \in \text{Ob} \mathcal{F}(\text{gr} \times \Sigma; Q)$ the functor $\beta : (-, d) \mapsto \beta_d \mathcal{F}(\text{gr};Q)$.

The following fundamental result identifies this in terms of $\mathcal{P}_{\text{coalg}}^\Sigma$ (see Section 6.3).

**Theorem 7.7.** — There is an isomorphism $\beta \cong \Psi^\Sigma_{\text{coalg}}$ in $\mathcal{F}(\text{gr} \times \Sigma; Q)$.

The first ingredient in the proof is the following, in which $(-)^\Sigma$ denotes vector space duality.

**Lemma 7.8.** — For $d \in \mathbb{N}$ and $G \in \text{Ob} \text{gr}$, there is an isomorphism of $\Sigma_d$-modules:
\[
\beta(G, d) \cong \left(\text{cr}_d q^\text{gr}_d P^\text{gr}_G \right)^\Sigma = \left(\text{grad}^\text{gr}_Z P^\text{gr}_G(d) \right)^\Sigma.
\]

Moreover, this is natural with respect to $G \in \text{Ob} \text{gr}$.

**Démonstration.** — There are natural isomorphisms, using the adjunctions of Theorem [7.4]
\[
\beta(G, d) \cong \text{Hom}_{\mathcal{F}(\text{gr};Q)}(P^\text{gr}_G, \beta(-, d)) \cong \text{Hom}_{\mathcal{F}(\text{gr};Q)}(q^\text{gr}_d P^\text{gr}_G, \beta_d \mathcal{F}(\text{gr};Q)(-)) \cong \text{Hom}_{\mathcal{E}}(\text{cr}_d q^\text{gr}_d P^\text{gr}_G, Q[\Sigma_d]),
\]
where the first isomorphism is given by Yoneda, the second uses the definition of $\beta$, the fact that $\beta_d \mathcal{F}(\text{gr};Q)(-) \circ \text{grad}^\text{gr}_Z$ for a left adjoint. The final isomorphism uses that $\text{cr}_d$ is left adjoint to $\beta_d$.

Now, for any (left) $\Sigma_d$-module $M$, there is a natural isomorphism of right $\Sigma_d$-modules $\text{Hom}_{\Sigma}(M, Q[\Sigma_d]) \cong M^\Sigma$. (This isomorphism is induced by composing with the $Q$-linear map $Q[\Sigma_d] \to Q$ sending a generator $[g]$ to zero unless $g = e$, and
This gives the isomorphism of $S_d$-modules $\beta(G, d) \cong \left( \text{cr}_d q_d^{\gr} P_{\gr}^G \right)^{\sharp}$. The final equality is given by the definition of $\text{grad}_G^\Sigma$.

Finally, it is clear that this is natural with respect to $G$. □

Lemma 7.8 shows that $\beta$ is dual to $G \mapsto \text{grad}_G^\Sigma P_{\gr}^G$. In particular, $\beta$ only depends upon the associated graded to the polynomial filtration of $P_{\gr}^G$, considered as a functor of $G$.

Hence, we proceed to analyse the structure of the associated graded of the polynomial filtration of $P_{\gr}^G$. For this we consider the functors $P_{\gr}^G$, for $G \in \text{Ob gr}_{\text{op}}$, as forming the bivariant functor $\mathbb{Q}[\text{Hom}_{\text{gr}}(-, -)]$ in $\mathcal{F}^{\text{gr}_{\text{op}}}(\text{gr}_{\text{op}}, \mathbb{Q})$.

The following essentially restates Examples 3.3 and 3.6:

**Proposition 7.9.** — Considered in $\mathcal{F}^{\text{gr}_{\text{op}}}(\mathcal{F}(\text{gr}; \mathbb{Q}))$, the functor $\mathbb{Q}[\text{Hom}_{\text{gr}}(-, -)]$ is exponential. In particular, $\mathbb{Q}[\text{Hom}_{\text{gr}}(-, -)] \cong \Phi P_{\gr}^G$.

Here, $P_{\gr}^G$ is the cocommutative Hopf algebra in $\mathcal{F}(\text{gr}; \mathbb{Q})$ given by the group ring functor $H \mapsto \mathbb{Q}[H]$.

The Hopf algebra structure of $P_{\gr}^G$ passes to the associated graded of the polynomial filtration. In the following, write $T(a_Q)$ for the tensor Hopf algebra in $\mathcal{F}(\text{gr}; \mathbb{Q})$,

$$T(a_Q) = \bigoplus_{t \in \mathbb{N}} a_Q^{\otimes t}$$

with concatenation product and the shuffle coproduct, interpreted functorially. Thus the coproduct is determined by its restriction to $a_Q$, on which it identifies as the map $a_Q \to (Q \otimes a_Q) \oplus (a_Q \otimes Q) \subset T(a_Q) \otimes T(a_Q)$, given by the diagonal $a_Q \hookrightarrow a_Q^{\otimes 2}$ (after absorbing the respective tensor with $Q$).

**Lemma 7.10.** — The cocommutative Hopf algebra structure of $P_{\gr}^G$ in $\mathcal{F}(\text{gr}; \mathbb{Q})$ induces a cocommutative Hopf algebra structure on its associated graded, this identifies as Hopf algebras:

$$\bigoplus_{t \in \mathbb{N}} q_t^{\gr} P_{\gr}^G \cong T(a_Q).$$

**Démonstration.** — This analysis for the filtration of the group ring functor $H \mapsto \mathbb{Q}[H]$ by powers of the augmentation ideal follows from [Pas79, Chapter VIII]. The relationship with the polynomial filtration is established as follows.

For $H$ free, [DPV16, Proposition 3.7] shows that the kernel of the natural surjection

$$P_{\gr}^G(H) \twoheadrightarrow q_d P_{\gr}^G(H)$$

is isomorphic to $\mathcal{I}^{d+1}(H)$, the $(d + 1)$st power of the augmentation ideal $\mathcal{I}(H)$. This gives an explicit description of the polynomial filtration of $P_{\gr}^G$ (the quotients $q_d P_{\gr}^G$ are known as Passi functors). It follows, as in [DPV16, Remarque 2.2], that the associated graded of $P_{\gr}^G$ for this filtration identifies with the tensor algebra $\bigoplus_{t \geq 0} a_Q^{\otimes t}$ on the functor $a_Q$. 


Finally, the Hopf algebra structure is primitively-generated, as stated, by the results of [Pas79, Chapter VIII].

The following proposition reformulates this using the functor $\text{grad}^\Sigma : \mathcal{F}(\text{gr}; Q) \to \mathcal{F}(\Sigma; Q)$:

**Proposition 7.11.** — The cocommutative Hopf algebra structure of $P^\text{gr}_\Sigma$ in $\mathcal{F}(\text{gr}; Q)$ induces a cocommutative Hopf algebra structure on $\text{grad}^\Sigma P^\text{gr}_\Sigma$ in $\mathcal{F}(\Sigma; Q)$ and there is an isomorphism of Hopf algebras:

$$\text{grad}^\Sigma P^\text{gr}_\Sigma \cong P^\Sigma.$$  

**Démonstration.** — The fact that one obtains a Hopf algebra structure follows from the symmetric monoidal property given in Proposition 7.3, refined to deal with tensor products of $P^\text{gr}_\Sigma$ by using Proposition 7.4, as in Example 7.5.

The identification of the Hopf algebra structure then follows from Lemma 7.10.

**Proof of Theorem 7.7** — Lemma 7.8 in conjunction with Proposition 7.9 implies that there is an isomorphism:

$$\beta \cong D_{\text{gr}^{op} \times \Sigma} (\text{grad}^\Sigma (\Phi P^\text{gr}_\Sigma))$$

in $\mathcal{F}(\text{gr} \times \Sigma; Q)$.

Now, extending the symmetric monoidal property of $\text{grad}^\Sigma$ given by Proposition 7.3 as in the proof of Proposition 7.11 there is an isomorphism of functors in $\mathcal{F}(\text{gr}^{op} \times \Sigma; Q)$:

$$\text{grad}^\Sigma (\Phi P^\text{gr}_\Sigma) \cong \Phi (\text{grad}^\Sigma P^\text{gr}_\Sigma),$$

by the naturality of $\Phi$ with respect to symmetric monoidal functors given by Proposition 3.12.

Hence, by Proposition 7.11 $\text{grad}^\Sigma (\Phi P^\text{gr}_\Sigma) \cong \Phi P^\Sigma$. The result follows by the duality isomorphism given in Proposition 6.13.

**7.3. Multiplicative structure.** — By Theorem 7.7 we can identify the functor $\beta$ with the exponential functor $\Psi P^\text{coalg} \Sigma$ in $\mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; Q))$. Thus Proposition 3.10 yields the following, which succinctly encodes the ‘multiplicative structure’ formed by the $\beta, Q[\Sigma, d]$, for $d \in \mathbb{N}$.

**Corollary 7.12.** — Considered as a functor in $\mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; Q))$, $\beta$ takes values in the category of twisted commutative algebras (aka. unital, commutative monoids in $\mathcal{F}(\Sigma; Q)$).

Explicitly, for each $d_1, d_2 \in \mathbb{N}$, there is a structure morphism:

$$\beta(-, d_1) \otimes \beta(-, d_2) \to \beta(-, d_1 \oplus d_2)$$

and these satisfy the unit, associativity and commutativity constraints.
7.4. The functors $\beta_d$. — Theorem 7.7 allows the description of the functors $\beta_d$. In the following, we consider a $\mathfrak{S}_d$-module $M$ as a $\Sigma$-module supported on $d$ and we use the isomorphism of categories $\Sigma^{\text{op}} \cong \Sigma$ to adjust variance so as to apply the coend $\otimes \Sigma$.

Theorem 7.13. — For $d \in \mathbb{N}$, the functors $\beta_d : \mathcal{Q}[\mathfrak{S}_d] \mod \to \mathcal{F}(\text{gr}; \mathbb{Q})$ is naturally isomorphic to the functor

$$M \mapsto \beta \otimes \Sigma M \cong (\Psi_{\text{coalg}}^{\Sigma}) \otimes \Sigma M.$$

Démonstration. — As in the proof of Lemma 7.8 there are natural isomorphisms:

$$\beta_d M(G) \cong \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(P^\text{gr}_G, \beta_d M) \cong \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})}(q^\text{gr}_d P^\text{gr}_G, \beta_d M) \cong \text{Hom}_{\mathfrak{S}_d}(cr^\text{gr}_d q^\text{gr}_d P^\text{gr}_G, M).$$

By Lemma 7.8 the last term is isomorphic to

$$\text{Hom}_{\mathfrak{S}_d}(\beta(G, d)^\chi, M) \cong \left(\beta(G, d) \otimes M\right)^{\mathfrak{S}_d},$$

for the diagonal action of $\mathfrak{S}_d$, using that the underlying vector space of $\beta(G, d)$ has finite dimension. Since we are working over $\mathbb{Q}$, the $\mathfrak{S}_d$-invariants can be replaced by $\mathfrak{S}_d$-coinvariants, so that this can be rewritten as $\beta \otimes \Sigma M$ by considering $M$ as a $\Sigma$-module supported on $d$.

Finally, Theorem 7.7 gives the isomorphism $\beta \cong \Psi_{\text{coalg}}^{\Sigma}$, from which the result follows.

PARTIE III. OUTER FUNCTORS ON GROUPS

In this part, we introduce what we call outer functors on free groups. An outer functor is a functor on free groups on which inner automorphisms act trivially: it thus provides a family of representations of the outer automorphism groups of free groups, which are compatible via the functoriality.

In Section 8, we introduce outer functors and establish some first properties. (In the text we consider both covariant and contravariant functors; to simplify the exposition, in the rest of this introduction we only consider the covariant case.)

By construction, outer functors form a full subcategory of the category of functors on free groups. Section 9 considers the adjoints to the associated inclusion of categories. The right adjoint, $\omega$, is used in Part V to describe the outer functors associated to higher Hochschild homology. In Section 10, we describe the action of $\omega$ on exponential functors; this is used in Part IV to study the structure of the outer functors that appear in Part V.
8. The category of outer functors

This section introduces the category of outer functors: this is the full subcategory
of functors on \( \text{gr} \) on which inner automorphisms act trivially. Outer functors are
the fundamental structures that arise in this paper; studying the full structure of an
outer functor \( F \) rather than simply the family of representations \( \text{Out}(\mathbb{Z}^*n) \) of the outer
automorphism groups \( \text{Out}(\mathbb{Z}^*n) \) provides essential information.

Section 8.2 specializes to polynomial outer functors.

8.1. Introducing outer functors. — For \( G \) a group, conjugation induces the ad-
joint action \( \text{ad} : G \rightarrow \text{Aut}(G) \) with image the normal subgroup \( \text{Inn}(G) \triangleleft \text{Aut}(G) \)
of inner automorphisms. The group of outer automorphisms of \( G \) is the coker-
nel \( \text{Out}(G) := \text{Aut}(G)/\text{Inn}(G) \), which is equipped with the canonical surjection
\( \text{Aut}(G) \rightarrow \text{Out}(G) \). An \( \text{Aut}(G) \)-module \( M \) arises from an \( \text{Out}(G) \)-module structure
via this surjection if and only if every inner automorphism acts trivially upon
\( M \).

Remark 8.1. — The conjugation action is natural, in the following sense: consider
\( \text{ad}_G : G \times G \rightarrow G \), \( \text{ad}_G(g, h) := ghg^{-1} \). Then, for \( \varphi : G' \rightarrow G \) a group
morphism, the following diagram commutes:

\[
\begin{array}{ccc}
G' \times G' & \xrightarrow{\text{ad}_{G'}} & G' \\
\downarrow{\varphi \times \varphi} & & \downarrow{\varphi} \\
G \times G & \xrightarrow{\text{ad}_G} & G.
\end{array}
\]

In the following, \( \mathcal{A} \) is an arbitrary abelian category. For the remainder of the
section, this will be taken to be the category of \( k \)-modules over an arbitrary unital,
commutative ring.

Definition 8.2. — The category \( \mathcal{F}^{\text{Out}}(\text{gr}; \mathcal{A}) \) (respectively \( \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathcal{A}) \)) of outer
functors is the full subcategory of \( \mathcal{F}(\text{gr}; \mathcal{A}) \) (resp. \( \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{A}) \)) of objects \( G \) such that,
for each \( n \in \mathbb{N} \), the canonical \( \text{Aut}(\mathbb{Z}^*n) \)-action on \( G(\mathbb{Z}^*n) \) arises from an \( \text{Out}(\mathbb{Z}^*n) \)-
action.

Remark 8.3. — Belonging to \( \mathcal{F}^{\text{Out}}(\text{gr}; \mathcal{A}) \) (respectively \( \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathcal{A}) \)) is a prop-
erty and not an additional structure.

The following records basic properties of these categories, specializing to \( \mathcal{A} =
\mathbb{K} \text{- mod} \) to simplify the exposition.

Proposition 8.4. —

1. The category \( \mathcal{F}^{\text{Out}}(\text{gr}; k) \) (resp. \( \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k) \)) is strictly full in \( \mathcal{F}(\text{gr}; k) \) (resp.
\( \mathcal{F}(\text{gr}^{\text{op}}; k) \)) and closed under formation of sums and sub-quotients; it is not
thick.

2. The respective tensor structures of \( \mathcal{F}(\text{gr}; k) \) and \( \mathcal{F}(\text{gr}^{\text{op}}; k) \) restrict to

\[
\otimes_k : \mathcal{F}^{\text{Out}}(\text{gr}; k) \times \mathcal{F}^{\text{Out}}(\text{gr}; k) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}; k)
\]

\[
\otimes_k : \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k) \times \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k).
\]
3. The abelianization functor $\mathfrak{a}$ induces fully-faithful, symmetric monoidal, exact functors:

$$\mathfrak{a}_{\text{ab}} : \mathcal{F}(\text{ab}; k) \to \mathcal{F}^{\text{Out}}(\text{gr}; k)$$

$$\mathfrak{a}_{\text{ab}_{\text{op}}} : \mathcal{F}(\text{ab}_{\text{op}}; k) \to \mathcal{F}^{\text{Out}}(\text{gr}_{\text{op}}; k).$$

4. If $k$ is a field, the duality adjunction of Proposition A.2 restricts to

$$D_{\text{gr}} : \mathcal{F}^{\text{Out}}(\text{gr}; k)^{\text{op}} \rightleftarrows \mathcal{F}^{\text{Out}}(\text{gr}_{\text{op}}; k) : D_{\text{gr}_{\text{op}}},$$

and induces an equivalence of categories between the full subcategories of functors taking finite-dimensional values.

Démonstration. — Most of this is immediate. That the respective subcategories $\mathcal{F}^{\text{Out}}(\text{gr}; k)$ and $\mathcal{F}^{\text{Out}}(\text{gr}_{\text{op}}; k)$ are not thick is exhibited by Example 9.21.

8.2. The polynomial filtration of outer functors. — To simplify the exposition and in accordance with Section 4, we take $k = \mathbb{Q}$. The polynomial filtrations of $\mathcal{F}(\text{gr}; \mathbb{Q})$ and $\mathcal{F}(\text{gr}_{\text{op}}; \mathbb{Q})$ pass to $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q})$ and $\mathcal{F}^{\text{Out}}(\text{gr}_{\text{op}}; \mathbb{Q})$ respectively:

Notation 8.5. — For $d \in \mathbb{N} \cup \{<\infty\}$, denote by

1. $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q})$ the full subcategory $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q}) \subseteq \mathcal{F}(\text{gr}; \mathbb{Q})$;
2. $\mathcal{F}^{\text{Out}}_d(\text{gr}_{\text{op}}; \mathbb{Q})$ the full subcategory $\mathcal{F}^{\text{Out}}(\text{gr}_{\text{op}}; \mathbb{Q}) \cap \mathcal{F}(\text{gr}_{\text{op}}; \mathbb{Q}) \subseteq \mathcal{F}(\text{gr}_{\text{op}}; \mathbb{Q})$.

Remark 8.6. —

1. Proposition 8.4 has an evident analogue in the polynomial context. In particular, the duality adjunction restricts to

$$D_{\text{gr}} : \mathcal{F}^{\text{Out}}_d(\text{gr}_{\text{op}}; \mathbb{Q})^{\text{op}} \rightleftarrows \mathcal{F}^{\text{Out}}_d(\text{gr}_{\text{op}}; \mathbb{Q}) : D_{\text{gr}_{\text{op}}},$$

This restricts to an equivalence of categories between the full subcategories of functors taking finite-dimensional values. Hence we restrict attention mostly to the covariant setting, namely $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q})$ and $\mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q})$, for $d \in \mathbb{N}$.
2. We are most interested in polynomial outer functors, namely $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q}) = \bigcup_{d \in \mathbb{N}} \mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q})$. There are inclusions:

$$\mathcal{F}^{\text{Out}}_{<\infty}(\text{ab}; \mathbb{Q}) \subseteq \mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q}) \subseteq \mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q}).$$

We show that, cohomologically, $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q})$ is much closer to $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q})$ than to $\mathcal{F}^{\text{Out}}_{<\infty}(\text{ab}; \mathbb{Q})$. The process of fleshing out this assertion begins in the following section.

9. Outer adjoints

The right adjoint to the inclusion $\mathcal{F}^{\text{Out}}(\text{gr}; k) \hookrightarrow \mathcal{F}(\text{gr}; k)$ turns out to be of significant interest; for example, it arises in Part V considering higher Hochschild homology. This right adjoint is introduced in this section, as well as the corresponding left adjoint in the contravariant setting. There are also adjoints on the other side, but these do not arise directly in relation to higher Hochschild homology.
For most of this section, we work with \( \mathbb{k} \) an arbitrary unital, commutative ring.

9.1. The functors \( \omega \) and \( \Omega \). — We start by giving an alternative characterization of the category \( \mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k}) \) (respectively \( \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathbb{k}) \)) using the natural transformation \( \kappa \) (resp. \( \kappa^* \)) introduced below. This then allows us to give an explicit description of the adjoints that interest us.

Notation 9.1. — For \( G \in \text{Ob gr} \), denote by \( \kappa_G : G \to G \star \mathbb{Z} \) the group morphism \( g \mapsto xgx^{-1} \), where \( x \) denotes a fixed generator of \( \mathbb{Z} \), so that \( \kappa \) is a natural transformation with respect to \( G \).

Remark 9.2. — For \( G \in \text{Ob gr} \),
1. \( \kappa_G \) is the composite of the canonical inclusion \( G \subset G \star \mathbb{Z} \) with \( \text{ad}(x) : G \star \mathbb{Z} \to G \star \mathbb{Z} \).
2. \( \kappa_G \) is the universal conjugation in the following sense: for \( h \in G \), \( \text{ad}(h) \) is given by the composite of \( \kappa_G \) with the group morphism \( G \star \mathbb{Z} \to G \) given by the identity on \( G \) and sending \( x \) to \( h \).

Below we use the functors \( \tau_\mathbb{Z} \) and \( \tau_\mathbb{Z}^* \) introduced in Notation 2.11.

Notation 9.3. —
1. For \( F \in \text{Ob} \mathcal{F}(\text{gr}; \mathbb{Q}) \), let \( \kappa : F \to \tau_\mathbb{Z} F \) denote the natural transformation induced by the morphisms \( \kappa_G \).
2. For \( F \in \text{Ob} \mathcal{F}(\text{gr}^{\text{op}}; \mathbb{Q}) \), let \( \kappa^* : \tau_\mathbb{Z}^* F \to F \) denote the natural transformation induced by the morphisms \( \kappa_G \).

Lemma 9.4. —
1. The subcategory \( \mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k}) \) is the full subcategory of functors \( F \) for which the natural transformations
\[
\begin{array}{c}
\xymatrix{ F \ar[r]^\kappa & \tau_\mathbb{Z} F \\
\iota \ar@{|->}[u] & \\
}
\end{array}
\]
coincide, where \( \iota \) is induced by the canonical inclusion \( G \hookrightarrow G \star \mathbb{Z} \).
2. The subcategory \( \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathbb{k}) \) is the full subcategory of functors \( F \) for which the following natural transformations coincide
\[
\begin{array}{c}
\xymatrix{ \tau_\mathbb{Z}^* F \ar[r]^* & F \\
\iota^* \ar@{|->}[u] & \\
}
\end{array}
\]
where \( \iota^* \) is induced by the canonical inclusion \( G \hookrightarrow G \star \mathbb{Z} \).

Démonstration. — This is a consequence of the fact that \( \kappa_G \) is the universal conjugation. Consider the covariant case. Since \( \kappa \) can be written as \( \text{ad}(x) \circ \iota \), it is clear that, if \( F \in \mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k}) \), then the two morphisms coincide. Conversely, for given \( \mathbb{Z}^{*n} \in \text{Ob gr} \), consider the natural map
\[
\tau_\mathbb{Z} F(\mathbb{Z}^{*n}) \to \prod_{i=1}^n F(\mathbb{Z}^{*n}),
\]
where the $i$th map is induced by sending $x$ to $x_i$, the generator of the $i$th factor of $\mathbb{Z}^n$, and the identity on $\mathbb{Z}^n$. The equalizer of the two morphisms given by composition:

$$F(\mathbb{Z}^n) \xrightarrow{\kappa} \tau_2 F(\mathbb{Z}^n) \xrightarrow{\iota} \prod_{i=1}^n F(\mathbb{Z}^n)$$

is, by construction, $F(\mathbb{Z}^n)_{\text{ad}}(\mathbb{Z}^n)$, the invariants for the conjugation action. Hence, if $\kappa$ and $\iota$ coincide on $F$, then $F \in \text{Ob } \mathcal{F}^{\text{Out}}(\text{gr}; k)$, as required.

The proof of the contravariant case is categorically dual. \hfill $\square$

Remark 9.5. — In general, the map $\tau_2 F(\mathbb{Z}^n) \rightarrow \prod_{i=1}^n F(\mathbb{Z}^n)$ in the above proof is not injective, so that the equalizer of the natural transformations $\kappa$ and $\iota$ evaluated on $\mathbb{Z}^n$ is smaller than the invariants $F(\mathbb{Z}^n)_{\text{ad}}(\mathbb{Z}^n)$ in general.

Definition 9.6. — Define the functors

1. $\omega : \mathcal{F}(\text{gr}; k) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}; k)$ by $\omega F := \text{equalizer}(\ F \xrightarrow{\kappa} \tau_2 F \ )$;
2. $\Omega : \mathcal{F}(\text{gr}^{\text{op}}; k) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k)$ by $\Omega F := \text{coequalizer}(\ \tau_2 F \xrightarrow{\kappa^*} F \ )$.

Remark 9.7. — To see that Definition 9.6 gives functors as claimed, one has to check that $\omega$, $\Omega$ take values in the respective categories $\mathcal{F}^{\text{Out}}(\text{gr}; k)$ and $\mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k)$.

Consider the covariant case (the contravariant case is categorically dual). It is clear that $\omega F$ is a functor in $\mathcal{F}(\text{gr}; k)$; we show that it lies in the subcategory $\mathcal{F}^{\text{Out}}(\text{gr}; k)$ by using the criterion provided by Lemma 9.4.

The canonical inclusion $\omega F \hookrightarrow F$ induces a commutative diagram

$$\begin{array}{ccc}
\omega F & \xrightarrow{\kappa} & \tau_2 \omega F \\
\downarrow & & \downarrow \\
F & \xrightarrow{\kappa} & \tau_2 F,
\end{array}$$

where the injectivity of the right hand vertical arrow follows from the exactness of $\tau_2$. It follows that $\kappa$ and $\iota$ coincide on $\omega F$.

One can also define the functors $\omega$ and $\Omega$ by using $\overline{\tau_2}$, as follows.

Notation 9.8. —

1. For $F \in \text{Ob } \mathcal{F}(\text{gr}; k)$, denote by $\overline{\tau_2} : F \rightarrow \overline{\tau_2} F$ the composite $F \xrightarrow{\kappa} \tau_2 F \rightarrow \overline{\tau_2} F$, where the surjection is the canonical projection.
2. For $F \in \text{Ob } \mathcal{F}(\text{gr}^{\text{op}}; k)$, denote by $\overline{\kappa^*} : \overline{\tau_2} F \rightarrow F$ the composite $\overline{\tau_2} F \hookrightarrow \tau_2 F \xrightarrow{\kappa^*} F$, where the monomorphism is the canonical inclusion.

Proposition 9.9. —

1. For $F \in \text{Ob } \mathcal{F}(\text{gr}; k)$, there is a natural isomorphism $\omega F \cong \ker(F \xrightarrow{\overline{\tau_2}} \overline{\tau_2} F)$.
2. For $F \in \text{Ob } \mathcal{F}(\text{gr}^{\text{op}}; k)$, there is a natural isomorphism $\Omega F \cong \coker(\overline{\tau_2} F \xrightarrow{\overline{\kappa^*}} F)$. 

Démonstration. — Nous prouvons la première déclaration; la preuve de la seconde est similaire. By definition, $\omega F$ is the kernel of $\kappa - \iota$. This morphism factors canonically across $\tau \mathbb{F}$ via the inclusion $\tau \mathbb{F} \hookrightarrow \tau_0 \mathbb{F}$ that is given as the kernel of the canonical projection $\tau_2 \mathbb{F} \rightarrow \tau_0 \mathbb{F} = \mathbb{F}$.

The significance of the functors $\omega$ and $\Omega$ is established by:

**Proposition 9.10.** —

1. The functor $\omega : \mathcal{F}(\text{gr}; \mathbb{k}) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k})$ is right adjoint to the inclusion $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k}) \hookrightarrow \mathcal{F}(\text{gr}; \mathbb{k})$. In particular, the functor $\omega$ is left exact.

2. The functor $\Omega : \mathcal{F}(\text{gr}^{\text{op}}; \mathbb{k}) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathbb{k})$ is left adjoint to the inclusion $\mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathbb{k}) \hookrightarrow \mathcal{F}(\text{gr}^{\text{op}}; \mathbb{k})$. In particular, the functor $\Omega$ is right exact.

Démonstration. — Cela suit, en utilisant les propriétes universelles respectives, des définitions de $\omega$ et $\Omega$.

Since $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k})$ and $\mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; \mathbb{k})$ are closed under subquotients, one has the formal consequence:

**Corollary 9.11.** —

1. If $F \hookrightarrow G$ is a monomorphism of $\mathcal{F}(\text{gr}; \mathbb{k})$, then the following commutative diagram is cartesian:

   $\begin{align*}
   \omega F & \rightarrow \omega G \\
   F^c & \downarrow \\
   F & \rightarrow G.
   \end{align*}$

2. If $F \rightarrow G$ is a surjection of $\mathcal{F}(\text{gr}^{\text{op}}; \mathbb{k})$, then the following commutative diagram is cocartesian:

   $\begin{align*}
   F & \rightarrow G \\
   \Omega F & \rightarrow \Omega G.
   \end{align*}$

In the next Proposition, we show that $\omega$ always acts non-trivially on polynomial functors (working here over $\mathbb{Q}$). This should be contrasted with the behaviour exhibited in Example 9.13 below.

**Proposition 9.12.** — For $0 \neq F \in \text{Ob} \mathcal{F}_{<\infty}(\text{gr}; \mathbb{Q})$ of polynomial degree exactly $d$, there is a canonical inclusion:

$\tilde{q}_d^\text{gr} F \subset \omega F$,

in particular $\omega F \neq 0$.

Démonstration. — The hypothesis on $F$ implies, using the polynomial filtration of $F$ (see Section 4.3), that $\tilde{q}_d^\text{gr} F \neq 0$ and is a subfunctor of $F$. Since $\tilde{q}_d^\text{gr} F$ lies in the image of $\mathcal{F}(\text{ab}; \mathbb{Q}) \hookrightarrow \mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q})$, the result follows.
Example 9.13. — Consider the projective functor $P_{gr}^Z \in \text{Ob} \mathcal{F}(\text{gr}; \mathbb{Q})$; this splits as $P_{gr}^Z \cong \mathbb{Q} \oplus P_{gr}^Z$. We claim that $\omega P_{gr}^Z = 0$, equivalently that $\omega P_{gr}^Z = \mathbb{Q}$ (using $\omega \mathbb{Q} = \mathbb{Q}$).

That $\omega P_{gr}^Z = \mathbb{Q}$ is seen as follows. By definition,

$$\omega P_{gr}^Z(G) = \text{equalizer}(\mathbb{Q}[G] \xrightarrow{\kappa} \mathbb{Q}[(G \ast Z)]) .$$

One has the obvious splitting $\mathbb{Q}[(G \ast Z)] \cong \mathbb{Q}[G] \oplus \mathbb{Q}[(G \ast Z) \setminus G]$ of $\mathbb{Q}$-vector spaces, where the inclusion of $\mathbb{Q}[G]$ is given by $\iota$. For $g \neq e \in G$, $\kappa[g]$ lies in $\mathbb{Q}[(G \ast Z) \setminus G]$, from which the claimed identification follows.

This is striking, in view of Proposition 9.12. Namely, for any $0 < d \in \mathbb{N}$, one has the canonical surjection:

$$P_{gr}^Z \twoheadrightarrow q_{gr}^d P_{gr}^Z$$

and this is non-trivial. By construction, $q_{gr}^d P_{gr}^Z$ is polynomial and hence, by Proposition 9.12, $\omega q_{gr}^d P_{gr}^Z \neq 0$. However, by the above, on applying $\omega$ to the canonical surjection one has

$$0 = \omega P_{gr}^Z \to \omega q_{gr}^d P_{gr}^Z \neq 0,$$

thus exhibiting the dramatic failure of $\omega$ to be exact.

Remark 9.14. — The behaviour exhibited in Example 9.13 should be compared with the formation of the functor $P_{gr}^Z/\text{ad}$ that is considered in Section 9.5, where $(-)/\text{ad}$ is the left adjoint to the inclusion of $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q})$.

9.2. Monoidal properties of $\omega$ and $\Omega$. — The behaviour of $\omega$ and $\Omega$ with respect to the tensor products of $\mathcal{F}(\text{gr}; \mathbb{k})$ and $\mathcal{F}(\text{gr}^{op}; \mathbb{k})$ respectively is of interest. The proofs (by applying Proposition 8.4) of the following results are left to the reader.

Proposition 9.15. —

1. The functor $\omega$ is lax symmetric monoidal: for $F, G \in \text{Ob} \mathcal{F}(\text{gr}; \mathbb{k})$, there is a natural morphism:

$$(\omega F) \otimes (\omega G) \to \omega(F \otimes G)$$

in $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{k})$; this is a monomorphism if $\omega F$ and $G$ both take values in flat $\mathbb{k}$-modules (respectively for $\omega G$ and $F$).

Similarly, there is a natural morphism

$$(\omega F) \otimes (\omega G) \to \omega(F \otimes (\omega G))$$

that is an isomorphism if $\omega G$ takes values in flat $\mathbb{k}$-modules.

2. The functor $\Omega$ is colax symmetric monoidal: for $F, G \in \text{Ob} \mathcal{F}(\text{gr}^{op}; \mathbb{k})$, there is a natural epimorphism:

$$\Omega(F \otimes G) \twoheadrightarrow (\Omega F) \otimes (\Omega G).$$

Similarly, there is a natural isomorphism

$$\Omega(F \otimes (\Omega G)) \cong (\Omega F) \otimes (\Omega G).$$
This has the following immediate consequence, in which, for the unit, one exploits the fact that the constant functor \(k \rightarrow \text{CZ}\) is an outer functor (so that \(\omega k = k\)):

**Corollary 9.16.** — Let \(A \in \text{Ob} F(\text{gr}; k)\) be a functor taking values (naturally) in unital, \(k\)-algebras, with product \(\mu_A : A \otimes A \rightarrow A\). Then \(\omega A \in \text{Ob} F^\text{Out}(\text{gr}; k)\) is naturally a unital sub \(k\)-algebra of \(A\), with product the composite:

\[
(\omega A) \otimes (\omega A) \rightarrow \omega (A \otimes A) \xrightarrow{\omega(\mu_A)} \omega A.
\]

If \(M \in \text{Ob} F(\text{gr}; k)\) is an \(A\)-module, then \(\omega M\) is naturally an \(\omega A\) module.

### 9.3. Generalizing the target category.

For an arbitrary abelian category \(\mathcal{A}\) we have defined \(F^\text{Out}(\text{gr}; \mathcal{A}) \subset F(\text{gr}; \mathcal{A})\). This inclusion admits a right adjoint:

\[
\omega_A : F(\text{gr}; \mathcal{A}) \rightarrow F^\text{Out}(\text{gr}; \mathcal{A}).
\]

Generalizing Proposition 9.9, one has the following result, in which \(\tau\mathcal{Z}\) denotes the reduced shift functor, defined for \(F(\text{gr}; \mathcal{A})\) as in Notation 2.11.

**Proposition 9.17.** — The functor \(\omega_A : F(\text{gr}; \mathcal{A}) \rightarrow F^\text{Out}(\text{gr}; \mathcal{A})\) is given on \(F \in \text{Ob} F(\text{gr}; \mathcal{A})\) by

\[
\omega_A F := \ker (F \xrightarrow{\tau\mathcal{Z}} F).
\]

**Example 9.18.** — Let \(\mathcal{C}\) be a small category and \(\mathcal{A}\) be the category \(F(\mathcal{C}; k)\). Then \(F(\text{gr}; \mathcal{A})\) is equivalent to the category of bifunctors \(F(\text{gr} \times \mathcal{C}; k)\). The functor

\[
\omega_A : F(\text{gr} \times \mathcal{C}; k) \rightarrow F^\text{Out}(\text{gr}; F(\mathcal{C}; k)) \subset F(\text{gr} \times \mathcal{C}; k)
\]

is compatible with \(\omega\) on \(F(\text{gr}; k)\) via evaluation on objects \(C\) of \(\mathcal{C}\). Namely, for a bifunctor \(F\) and \(C \in \text{Ob} \mathcal{C}\), there is an isomorphism in \(F(\text{gr}; k)\):

\[
eval_C(\omega_A F) \cong \omega(\eval_C F)
\]

and this is natural in \(C\). Hence, in this case, \(\omega_A\) can be understood in terms of \(\omega\).

An exact functor \(\Theta : \mathcal{A} \rightarrow \mathcal{B}\) between abelian categories induces the exact functor \(\Theta_* : F(\text{gr}; \mathcal{A}) \rightarrow F(\text{gr}; \mathcal{B})\) by post-composition. This clearly restricts to an exact functor

\[
\Theta_* : F^\text{Out}(\text{gr}; \mathcal{A}) \rightarrow F^\text{Out}(\text{gr}; \mathcal{B}).
\]

The following straightforward result gives the compatibility between the respective functors \(\omega\):

**Proposition 9.19.** — Let \(\Theta : \mathcal{A} \rightarrow \mathcal{B}\) be an exact functor between abelian categories. Then there is a natural isomorphism

\[
\Theta_* \circ \omega_A \cong \omega_B \circ \Theta_*
\]

between functors \(F(\text{gr}; \mathcal{A}) \rightarrow F^\text{Out}(\text{gr}; \mathcal{B})\).
9.4. Recollement for outer polynomial functors. — In this section, we take
\( k = \mathbb{Q} \) so that the results of Section 4.4 can be applied. Theorem 4.3 has the following
counterpart for \( \mathcal{F}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q}) \):

**Corollary 9.20.** — For \( d \in \mathbb{N} \), the recollement diagram of Theorem 4.4 induces
\[
\begin{array}{ccc}
\mathcal{F}^{\text{Out}}_{d-1}(\mathfrak{gr}; \mathbb{Q}) & \xrightarrow{\omega^{\text{Out}}_{d-1}} & \mathcal{F}^{\text{Out}}_d(\mathfrak{gr}; \mathbb{Q}) \\
\mathcal{F}^{\text{Out}}_{d-1}(\mathfrak{gr}; \mathbb{Q}) & \xrightarrow{\omega^{\text{Out}}_{d-1}} & \mathcal{F}^{\text{Out}}_d(\mathfrak{gr}; \mathbb{Q}) \end{array}
\]

Démonstration. — By the explicit description given in Theorem 4.4 it is clear that
the functor \( \alpha_d \) takes values in \( \mathcal{F}_d(\mathfrak{ab}; \mathbb{Q}) \) and hence in \( \mathcal{F}^{\text{Out}}_d(\mathfrak{gr}; \mathbb{Q}) \), thus gives the
left adjoint to the cross-effect functor \( \text{cr}_d \). For the right adjoint, it is necessary to
-compose \( \beta_d \) with the functor \( \omega \). Since \( \mathcal{F}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q}) \) is closed under subquotients, by
Proposition 8.4, the functors \( \omega^{\text{Out}}_d \) and \( \omega^{\text{Out}}_{d-1} \) restrict as indicated.

The following basic example serves both to show that the category \( \mathcal{F}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q}) \) is
not thick and that the composite functor \( \omega \beta_n \) is, in general, not equal to \( \beta_n \).

**Example 9.21.** — Consider the Passi functor \( q_2^{\text{GR}} P_2^{\text{GR}} \). As in the proof of Lemma 7.10 (see also \[7,9\]), \( q_2^{\text{GR}} P_2^{\text{GR}} \) is the quotient of the group ring functor \( G \mapsto P_2^{\text{GR}}(G) = \mathbb{Q}[G] \) by the third power \( I^3(G) \) of the augmentation ideal; equivalently
this is the quotient of \( G \mapsto \mathbb{Q}[G] \) by the relation:
\[
[ghk] - [e] \equiv [[g] - [e]]([h] - [e]) + ([g] - [e])([k] - [e]) + ([h] - [e])([k] - [e])
+ ([g] - [e]) + ([h] - [e] + ([k] - [e])).
\]
Now, direct calculation shows that \( ([x] - [e])([x^{-1}] - [e]) = -(([x] - [e]) + ([x^{-1}] - [e])) \).
Hence, taking \( h = x \) and \( k = x^{-1} \), the above relation reduces to:
\[
([g] - [e])([x] - [e]) + ([g] - [e])([x^{-1}] - [e]) \equiv 0.
\]
Combining this with the relation for the triple \( (g = x, h, k = x^{-1}) \), one gets:
\[
([xhx^{-1}] - [e]) - ([h] - [e]) \equiv ([x] - [e])([h] - [e]) - ([h] - [e])([x] - [e]).
\]
The left hand side of this expression essentially corresponds to \( \pi(h) \), considering \( x \)
as the generator of the copy of \( \mathbb{Q} \) corresponding to \( \pi_2 \). In particular, this is non-zero.
It follows that \( q_2^{\text{GR}} P_2^{\text{GR}} \) does not lie in \( \mathcal{F}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q}) \).

However, the polynomial filtration shows that \( q_2^{\text{GR}} P_2^{\text{GR}} \) is an extension of functors
from \( \mathcal{F}(\mathfrak{ab}; \mathbb{Q}) \):
\[
0 \to a_2^{\mathbb{Q}^2} \to q_2^{\text{GR}} P_2^{\text{GR}} \to \mathbb{Q} \oplus a_{\mathbb{Q}} \to 0.
\]
The above calculation shows that \( \omega q_2^{\text{GR}} P_2^{\text{GR}} \simeq \mathbb{Q} \oplus a_2^{\mathbb{Q}^2} \), showing that \( \omega q_2^{\text{GR}} \neq q_2^{\text{GR}} \) and
that \( \mathcal{F}^{\text{Out}}(\mathfrak{gr}; \mathbb{Q}) \) is not a thick subcategory of \( \mathcal{F}(\mathfrak{gr}; \mathbb{Q}) \).

The above can be refined using that \( a_2^{\mathbb{Q}^2} \) splits as a direct sum of simple functors
\( \Lambda^2 \circ a_{\mathbb{Q}} \oplus S^2 \circ a_{\mathbb{Q}} \); using the results of Section 4.2 this splitting is obtained by applying
the functor \( a_2 \) to the splitting of the regular representation \( \mathbb{Q}[S_2] \equiv \text{sgn}_2 \oplus \text{triv}_2 \) as
the direct sum of the signature and trivial representations.
It follows from the results of [Ves18] that $q^p_2 \prod_2^p \cong Q \oplus S^2 \circ a_Q \oplus \mathcal{E}$, where

$$0 \to \Lambda^2 \circ a_Q \to \mathcal{E} \to a_Q \to 0$$

is the unique non-trivial extension (up to isomorphism). As above, $\mathcal{E}$ does not lie in $\mathcal{F}^{\text{Out}}(\text{gr}; Q)$, whereas $S^2 \circ a_Q$ lies in the image of $\mathcal{F}(\text{ab}; Q)$ in $\mathcal{F}(\text{gr}; Q)$ and hence in $\mathcal{F}^{\text{Out}}(\text{gr}; Q)$.

Now, $\mathcal{E}$ can be shown to be isomorphic to $\beta_2 \text{sgn}_2$, hence we see that $\omega_\beta \text{sgn}_2 \subseteq \beta_2 \text{sgn}_2$. More generally, for $n > 1$, the results of this paper show that $\omega_\beta \subseteq \beta_n$.

The recollement framework for outer polynomial functors leads to a family of injective cogenerators:

**Proposition 9.22.**

1. For $M$ a $Q[\mathbb{S}_d]$-module, $\omega_\beta M$ is injective in $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; Q)$.
2. $\{\omega_\beta Q[\mathbb{S}_d] \mid d \in \mathbb{N}\}$ is a family of injective cogenerators of $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; Q)$.

**Démonstration.** By Theorem [1.22] $\beta_2 M$ is injective in $\mathcal{F}_{<\infty}(\text{gr}; Q)$. Since $\omega$ is right adjoint to an exact functor, namely the inclusion $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; Q) \subset \mathcal{F}_{<\infty}(\text{gr}; Q)$, it follows that $\omega_\beta M$ is injective in $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; Q)$. The second statement follows directly.

Hence we have the following consequence of Theorem [1.7], which establishes the significance of the functor $\omega_\Psi^{P_{\Sigma}^{\text{coalg}}}$ when working with polynomial outer functors.

**Corollary 9.23.** There is a natural isomorphism in $\mathcal{F}(\text{gr} \times \Sigma; Q)$:

$$\omega_\beta \cong \omega_\Psi^{P_{\Sigma}^{\text{coalg}}}.$$

In particular, the functor $\omega_\Psi^{P_{\Sigma}^{\text{coalg}}}$ encodes a family of injective cogenerators of $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; Q)$.

Moreover, we have the following counterpart of Corollary [1.15] which gives an intrinsic characterization of $\omega_\beta S_\lambda$:

**Corollary 9.24.** For $\lambda \vdash d$, $\omega_\beta S_\lambda$ is the injective envelope of the simple $\alpha_d S_\lambda$ in $\mathcal{F}^{\text{Out}}_{<\infty}(\text{gr}; Q)$.

**9.5. Invariants and coinvariants for the adjoint action.** The inclusions of the full subcategories of outer functors $\mathcal{F}^{\text{Out}}(\text{gr}; k) \subset \mathcal{F}(\text{gr}; k)$ and $\mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k) \subset \mathcal{F}(\text{gr}^{\text{op}}; k)$ also admit a left adjoint and right adjoint respectively:

**Proposition 9.25.**

1. The inclusion $\mathcal{F}^{\text{Out}}(\text{gr}; k) \hookrightarrow \mathcal{F}(\text{gr}; k)$ has left adjoint $(-)/\text{ad} : \mathcal{F}(\text{gr}; k) \to \mathcal{F}^{\text{Out}}(\text{gr}; k)$ defined by passage to coinvariants under the adjoint action; i.e., for $F \in \text{Ob} \mathcal{F}(\text{gr}; k)$,

$$(F/\text{ad})(G) := F(G)/\text{ad}(G).$$
2. The inclusion $\mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k) \hookrightarrow \mathcal{F}(\text{gr}^{\text{op}}; k)$ has right adjoint 
\[ (-)^{\text{ad}} : \mathcal{F}(\text{gr}^{\text{op}}; k) \rightarrow \mathcal{F}^{\text{Out}}(\text{gr}; k) \]
given by passage to invariants under the adjoint action; i.e., for $F \in \text{Ob} \mathcal{F}(\text{gr}^{\text{op}}; k)$,
\[ F^{\text{ad}}(G) := F(G)^{\text{ad}(G)}. \]

**Démostración.** — It clearly suffices to prove that passage to invariants (respectively coinvariants) is functorial. This follows from the naturality of the adjoint action; the proof is given for the contravariant case.

Consider a group morphism $\varphi : G' \rightarrow G$, and the induced morphism $F(\varphi) : F(G) \rightarrow F(G')$ for $F \in \text{Ob} \mathcal{F}(\text{gr}^{\text{op}}; k)$. By definition, $\rho F(G) := F(G)^{\text{ad}(G)}$, it suffices to show that this maps under $F(\varphi)$ to the $\text{ad}(G')$-invariants of $F(G')$. Hence, choose $g' \in G'$ and set $g := \varphi(g') \in G$. The commutative diagram
\[
\begin{array}{ccc}
G' & \xrightarrow{\text{ad}(g')} & G' \\
\varphi \downarrow & & \downarrow \varphi \\
G & \xrightarrow{\text{ad}(g)} & G
\end{array}
\]
induces the commutative diagram:
\[
\begin{array}{ccc}
F(G) & \xrightarrow{\text{ad}(g)} & F(G) \\
F(\varphi) \downarrow & & \downarrow F(\varphi) \\
F(G') & \xrightarrow{\text{ad}(g')} & F(G'),
\end{array}
\]
from which it follows that $\rho F(G)$ maps to the invariants under the action of $\text{ad}(g')$ for all such $g' \in G'$, whence the result. \hfill \Box

The following is an immediate consequence of Propositions 9.10 and 9.25:

**Corollary 9.26.** — The categories $\mathcal{F}^{\text{Out}}(\text{gr}; k)$ and $\mathcal{F}^{\text{Out}}(\text{gr}^{\text{op}}; k)$ both have enough injectives and enough projectives.

**Remark 9.27.** — For the applications here to higher Hochschild homology, we are more interested in polynomial outer functors and hence the injectives in $\mathcal{F}^{\text{Out}}(\text{gr}; \mathbb{Q})$ (as considered in Section 9.4), rather than those provided by Corollary 9.26.

The adjoint functors $F \mapsto F/\text{ad}$ (respectively $F \mapsto F^{\text{ad}}$) can be given a treatment that is analogous to that of $\omega$ and $\Omega$ in Section 9.1. To explain this, we concentrate on the covariant case.

Namely, $\kappa$ is adjoint (via Proposition 2.12) to the natural transformation
\[ \text{Ad} : P^\text{gr}_Z \otimes F \rightarrow F \]
that corresponds to the adjoint action \( k[G] \otimes F(G) \to F(G) \) that sends an element \( [g] \otimes f \) (for \( g \in G \) and \( f \in F(G) \)) to \( \text{ad}(g) f \). Likewise, \( \pi \) is adjoint to the reduced action \( \text{Ad} : P_{Z}^{\gr} \otimes F \to F \).

**Proposition 9.28.** — For \( F \in \text{Ob} \mathcal{F}(\gr; k) \), there are natural isomorphisms:

\[
F / \text{ad} \cong \coequalizer \left( P_{Z}^{\gr} \otimes F \xrightarrow{\text{Ad}} F \right) \\
\cong \coker \left( P_{Z}^{\gr} \otimes F \xrightarrow{\epsilon \otimes \text{Id}_F} F \right),
\]

where \( \epsilon : P_{Z}^{\gr} \to k \) is the projection.

**Démonstration.** — The description of \( F / \text{ad} \) as the coequalizer of \( \text{Ad} \) and \( \epsilon \otimes \text{Id}_F \) is just a functorial reinterpretation of the definition of the coinvariants for the adjoint action. The fact that this corresponds to the cokernel of \( \text{Ad} \) follows analogously to Proposition 9.9.

**Remark 9.29.** — For \( F \in \text{Ob} \mathcal{F}(\gr; k) \) and \( G \in \text{Ob} \gr \), it is clear that there is a natural inclusion \( \omega_F(\Gamma) \subset F(\Gamma) \). However, the codomain defines a subfunctor of \( F \) if and only if these are equalities, for all \( G \). Similarly, if \( F \in \text{Ob} \mathcal{F}(\gr^{op}; k) \), there is a natural surjection \( F(G) / \text{ad}(G) \to \Omega F(G) \). The domain is a quotient functor of \( F \) if and only if all of these surjections are equalities.

This is related to the phenomenon observed by Conant and Kassabov [CK16] Remark 4.18, who focus on the action of the groups \( \text{Aut}(Z^{sr}) \) rather than working with functors.

**Example 9.30.** — Consider the functor \( F = P_{Z}^{\gr} \). Then \( P_{Z}^{\gr} / \text{ad} \) identifies as

\[
G \mapsto [kG] := kG / [kG, kG],
\]

where, for typographical simplicity, here \( kG \) denotes the group ring and \( [kG, kG] \) is the \( k \)-module generated by the elements \( [gh] - [hg] \) for \( g, h \in G \).

We note that \( [kG] \) can be given a topological interpretation, as follows. Choose an oriented surface \( \Sigma \) with one boundary component such that \( G \) is isomorphic to the fundamental group \( \pi_1(\Sigma) \). Then \( [kG] \) is the \( k \)-linear span of the homotopy classes of free loops in \( \Sigma \). This has additional structure arising from the surface, such as the Goldman bracket; see [AKKN13], for example. The naturality of \( [kG] \) with respect to the group \( G \) (as a functor to \( k \)-modules) may be of interest in this context.

By construction, \( G \mapsto [kG] \) defines a functor in \( \mathcal{F}^{\text{Out}}(\gr; k) \), and there are surjections (not isomorphisms)

\[
P_{Z}^{\gr} \to P_{Z}^{\gr} / \text{ad} \to \mathbb{k}[-] \circ \mathfrak{a},
\]

where \( \mathbb{k}[-] \circ \mathfrak{a} \) lies in \( \mathcal{F}(\mathfrak{ab}; k) \subset \mathcal{F}(\gr; k) \), corresponding to the natural surjections:

\[
kG \to [kG] \to kG_{\mathfrak{ab}}.
\]

Moreover, there is a natural splitting \( [kG] = \mathbb{k} \oplus [kG]_{\mathfrak{ab}} \), where \( G \mapsto [kG] \) is the functor \( P_{Z}^{\gr} / \text{ad} \).
The product in the group ring restricts to \( \mu : \frac{P_{gr}}{Z} \otimes \frac{P_{gr}}{Z} \to \frac{P_{gr}}{Z} \) and the analysis of the Passi filtration (cf. Example [9.21]) shows that this fits into the exact sequence

\[
\frac{P_{gr}}{Z} \otimes \frac{P_{gr}}{Z} \xrightarrow{\partial} \frac{P_{gr}}{Z} \to a_k \to 0.
\]

(This corresponds to the beginning of the reduced bar construction for the group ring functor.)

Defining \([\cdot , \cdot ] := \mu - \mu \circ \tau\), where \( \tau \) transposes the tensor factors, gives \([\cdot , \cdot ] : \frac{P_{gr}}{Z} \otimes \frac{P_{gr}}{Z} \to \frac{P_{gr}}{Z}\). Essentially by construction, one has the exact sequence:

\[
\frac{P_{gr}}{Z} \otimes \frac{P_{gr}}{Z} \xrightarrow{\langle \cdot , \cdot \rangle} \frac{P_{gr}}{Z} \to \frac{P_{gr}}{Z}/\text{ad} \to 0.
\]

that gives a presentation of \( \frac{P_{gr}}{Z}/\text{ad} \).

The natural surjection \( \frac{P_{gr}}{Z} \twoheadrightarrow a_k \) factorizes to give a natural surjection \( \frac{P_{gr}}{Z}/\text{ad} \twoheadrightarrow a_k \).

**Example 9.31.** — More generally, one can consider \( P_{gr}^r \) for any \( r \in \mathbb{N} \). This functor sends \( G \) to \((kG)^{\otimes r}\) and the adjoint action acts diagonally. In this case, for \( g_1, \ldots , g_r \) and \( h \) in \( G \), the basic relation is

\[ [g_1 h] \otimes \cdots \otimes [g_r h] = [hg_1] \otimes \cdots \otimes [hg_r]. \]

Hence the functor \( P_{gr}^r/\text{ad} \) is less familiar in the case \( r > 1 \).

We conclude this section by analysing the structure of \( \frac{P_{gr}}{Z}/\text{ad} \) of Example 9.30 taking \( k = Q \) for simplicity and so as to be able to appeal to Section 9.4.

**Proposition 9.32.** — The natural surjection \( \frac{P_{gr}}{Z}/\text{ad} \twoheadrightarrow a_Q \) admits a section, so that \( a_Q \) is a direct summand of \( \frac{P_{gr}}{Z}/\text{ad} \). In particular, \( a_Q \) is projective in \( \mathcal{F}^{\text{Out}}(\text{gr}; Q) \).

**Démonstration.** — To construct the section \( a_Q \to \frac{P_{gr}}{Z}/\text{ad} \), we first construct a map \( \frac{P_{gr}}{Z} \to \frac{P_{gr}}{Z}/\text{ad} \) corresponding to the composite with the projection \( \frac{P_{gr}}{Z} \to a_Q \). As in Example 9.21, \( P_{gr}^2 / \text{ad} \) splits as \( S^2 \circ a_Q \oplus \mathcal{E} \) where \( \mathcal{E} \) is not in \( \mathcal{F}^{\text{Out}}(\text{gr}; Q) \) and lies in the (non-split) short exact sequence

\[ 0 \to \Lambda^2 \circ a_Q \to \mathcal{E} \to a_Q \to 0. \]

Correspondingly, \( q_{gr}^2 (\frac{P_{gr}}{Z}/\text{ad}) \cong a_Q \oplus S^2 \circ a_Q \), the composition factor \( \Lambda^2 \circ a_Q \) lying in the image of \([\cdot , \cdot ]\) (using the notation of Example 9.30), via the presentation (9.2).

Consider the composite \( \frac{P_{gr}}{Z} \xrightarrow{\partial} \mathcal{E} \xrightarrow{q_{gr}} \frac{P_{gr}}{Z} \), this lifts across the projection \( P_{gr}^2 \to \frac{P_{gr}}{Z} \) to give \( P_{gr}^2 \xrightarrow{\delta} \frac{P_{gr}}{Z} \) so that one can form the composite \( \sigma \) given by:

\[ \frac{P_{gr}}{Z} \xrightarrow{\partial} \frac{P_{gr}}{Z} \xrightarrow{\delta} \frac{P_{gr}}{Z} \to \frac{P_{gr}}{Z}/\text{ad}, \]

where the second map is the canonical projection.

By construction, the composite \( \sigma \circ \mu \) (again using the notation of Example 9.30) is zero, hence \( \sigma \) factors to give the map \( a_Q \to \frac{P_{gr}}{Z}/\text{ad} \), using the presentation (9.1). The construction of \( \sigma \) also ensures that this gives a section of the natural surjection, as required.
This shows that $a_Q$ is a direct summand of $P_{\mathbb{Z}}^{gr}/ad$. By construction (cf. Corollary 9.20), the latter is projective in $F^{Out}(gr; \mathbb{Q})$, thus so is $a_Q$.

**Example 9.33.** — By Proposition 9.32, there is a splitting in $F^{Out}(gr; \mathbb{Q})$:

$$P_{\mathbb{Z}}^{gr}/ad \cong a_Q \oplus (P_{\mathbb{Z}}^{gr}/ad)' .$$

Moreover, there is a surjection $(P_{\mathbb{Z}}^{gr}/ad)' \to S^2 \circ a_Q$ and $(P_{\mathbb{Z}}^{gr}/ad)'$ is projective in $F^{Out}(gr; \mathbb{Q})$.

Using the presentation (9.2), it is not difficult to show that this factorizes across a surjection

$$(P_{\mathbb{Z}}^{gr}/ad)' \to \mathcal{F},$$

where $\mathcal{F}$ is a functor in $F^{Out}(gr; \mathbb{Q})$ that occurs in a non-split extension

$$0 \to \Lambda^3 \circ a_Q \to \mathcal{F} \to S^2 \circ a_Q \to 0 .$$

(Indeed, the results of Section 12 show that there exists a unique such functor, up to isomorphism, and the surjection exists by projectivity of $(P_{\mathbb{Z}}^{gr}/ad)'$.)

This gives a first, naturally occurring functor in $F^{Out}(gr; \mathbb{Q})$ that does not arise from $F(ab; \mathbb{Q})$, exhibited as a quotient of $(P_{\mathbb{Z}}^{gr}/ad)'$.

10. The functors $\omega$, $\Omega$ on exponential functors

This section addresses the calculation of $\omega$ (respectively $\Omega$) on exponential functors. This is motivated by Corollary 9.23, which identifies $\omega_\beta$ as $\omega_{\Psi_{P\Sigma}^{coalg}}$, where $\Psi_{P\Sigma}^{coalg}$ is the exponential functor constructed from $P\Sigma^{coalg}$.

Proposition 10.4 gives a general description in terms of the underlying Hopf algebra of an exponential functor, as given by Theorem 3.5; this uses the adjoint action (respectively coadjoint coaction) that is introduced in Section 10.1.

We then specialize to the examples that interest us, applying Proposition 10.4. Proposition 10.6 considers the case of the exponential functor $\Phi_T(V)$ associated to the tensor Hopf algebra $T(V)$ (respectively $\Psi_{T^{coalg}}^{coalg}(V)$ associated to the tensor coalgebra Hopf algebra $T^{coalg}(V)$). Analogously, Proposition 10.7 treats the exponential functors associated to $P\Sigma$ and $P\Sigma^{coalg}$. These results are related by the Schur functor construction in Corollary 10.9.

10.1. The adjoint action and the coadjoint coaction. — As in Section 3.1, $\mathcal{M}$ is an abelian category equipped with a symmetric monoidal structure $(\mathcal{M}, \otimes, 1)$.

We consider Hopf algebras within this framework; recall that a Hopf algebra structure on $H$ is specified by the morphisms $(\varepsilon, \eta, \Delta, \mu, \chi)$, where $1 \xrightarrow{\varepsilon} H \xrightarrow{\eta} 1$, $\mu : H \otimes H \to H$ is the product, $\Delta : H \to H \otimes H$ the coproduct, and $\chi : H \to H$ the conjugation (or antipode). We write $\mathcal{H}$ for the augmentation ideal of a Hopf algebra $H$, so that there is a splitting $H \cong 1 \oplus \mathcal{H}$.

Recall that the (left) adjoint action of $H$ on itself is $ad : H \otimes H \to H$ given by the composite:

$$H \otimes H \xrightarrow{\Delta \otimes 1_H} (H \otimes H) \otimes H \xrightarrow{\text{Id}_H \otimes \tau} H \otimes^3 \mu^{(2)} H ,$$
where $\tilde{\Delta}$ is the composite $(\text{Id}_H \otimes \chi)\Delta$ and $\mu^{(2)}$ is the iterated product.

Dually, the (right) coadjoint coaction of $H$ on itself is coad : $H \to H \otimes H$ given by the composite:

$$H \xrightarrow{\Delta^{(2)}} H^\otimes 3 \xrightarrow{\tau \otimes \text{Id}_H \otimes \text{Id}_H} H \otimes (H \otimes H) \xrightarrow{\tilde{\mu}} H \otimes H,$$

where $\Delta^{(2)}$ is the iterated coproduct and $\tilde{\mu}$ is the composite $\mu(\chi \otimes \text{Id}_H)$.

Hence, for any $N \in \mathbb{N}$, using the respective diagonal structures, one has the (co)actions:

$$\text{ad} : H \otimes H^\otimes N \to H^\otimes N$$
$$\text{coad} : H^\otimes N \to H^\otimes N \otimes H.$$

Recall that, if $H$ is cocommutative, Theorem 3.5 yields the exponential functor $\Phi_H$ on $\text{gr}^\text{op}$; if $H$ is commutative, it yields $\Psi_H$ on $\text{gr}$.

**Proposition 10.1.** — Let $H$ be a Hopf algebra in $(\mathcal{M}, \otimes, \mathbb{1})$.

1. If $H$ is cocommutative, the adjoint action induces a left action of $H$ on $\Phi_H$ in $\mathcal{F}(\text{gr}^\text{op}; \mathcal{M})$:

$$\text{ad} : H \otimes \Phi_H \to \Phi_H$$

that restricts to $\overline{\text{ad}} : \overline{\mathcal{M}} \otimes \Phi_H \to \Phi_H$ via $\overline{\mathcal{M}} \hookrightarrow H$.

2. If $H$ is commutative, the coadjoint coaction induces a right coaction of $H$ on $\Psi_H$ in $\mathcal{F}(\text{gr}; \mathcal{M})$:

$$\text{coad} : \Psi_H \to \Psi_H \otimes H$$

that corestricts to $\overline{\text{coad}} : \Psi_H \to \Psi_H \otimes \overline{\mathcal{M}}$ via $H \twoheadrightarrow \overline{\mathcal{M}}$.

**Démonstration.** — In general, the adjoint action makes $H$ into a $H$-module algebra; if $H$ is cocommutative, then the adjoint action is compatible with $\Delta : H \to H \otimes H$ and with $\chi$. From this it is straightforward to show that the adjoint action is compatible with the structure of $\Phi_H$ as a functor on $\text{gr}^\text{op}$.

The proof for the commutative case is categorically dual. $\square$

**Remark 10.2.** — The above adjoint action of $H$ on $\Phi_H$ is related to the action of $H$ on the $\text{Aut}(\mathbb{Z}^*N)$-module $H^\otimes N$, as studied by Conant and Kassabov in [CK16] Section 4], via the evaluation $\Phi_H(\mathbb{Z}^*N) = H^\otimes N$. In working functorially, we consider all $N \in \mathbb{N}$ and also do not restrict to automorphisms in the category $\text{gr}$.

### 10.2. Calculating $\Omega$ and $\omega$ on exponential functors.

**Lemma 10.3.** — Let $H$ be a Hopf algebra in $(\mathcal{M}, \otimes, \mathbb{1})$.

1. If $H$ is cocommutative, there is a natural isomorphism $\tau_\circ \Phi_H \cong H \otimes \Phi_H$ in $\mathcal{F}(\text{gr}^\text{op}; \mathcal{M})$; this restricts to $\overline{\tau_\circ \Phi_H} \cong \overline{\mathcal{M}} \otimes \Phi_H$.

2. If $H$ is commutative, there is a natural isomorphism $\tau_\circ \Psi_H \cong \Psi_H \otimes H$ in $\mathcal{F}(\text{gr}; \mathcal{M})$; this corestricts to $\overline{\tau_\circ \Psi_H} \cong \Psi_H \otimes \overline{\mathcal{M}}$.

This leads to the identification of the functors $\Omega \Phi_H$ and $\omega \Psi_H$ in the respective cases:
Proposition 10.4. — Let $H$ be a Hopf algebra in $(\mathcal{M}, \otimes, I)$.

1. If $H$ is cocommutative, there is a natural isomorphism in $\mathcal{F}(\text{gr}_{\text{op}}; \mathcal{M})$:
   $$\Omega \Phi H \cong \ker (\text{coad} : \Psi H \otimes \Phi H \to \Phi H).$$

2. If $H$ is commutative, there is a natural isomorphism in $\mathcal{F}(\text{gr}; \mathcal{M})$:
   $$\omega \Psi H \cong \ker (\text{coad} : \Psi H \to \Phi H \otimes \Psi H).$$

Démonstration. — Consider the first case. By Proposition 10.3, $\Omega \Phi H$ is the cokernel of $\overline{\varepsilon} : \overline{\varepsilon} : \Psi H \to \Phi H$ and, by Lemma 10.3, $\overline{\varepsilon} : \overline{\varepsilon}$ is isomorphic to $\overline{\varepsilon} : \Phi H$. Hence, to prove the assertion, it suffices to show that $\overline{\varepsilon}$ identifies with $\overline{\varepsilon}$. This is proved by a direct verification.

The second case is categorically dual. □

Remark 10.5. — In the cocommutative case, since the adjoint action $H \otimes \Phi H \to \Phi H$ is an $H$-module structure, to calculate $\Omega \Phi H$ one can restrict to generators of $H$ (cf. [CK16, Lemma 4.13]). Similarly, in the commutative case, the coadjoint coaction $\Psi H \to \Psi H \otimes H$ is an $H$-comodule structure, hence to calculate $\omega \Psi H$ one can project to cogenerators of $H$.

We now apply Proposition 10.4 to our principal examples of interest. First take $(\mathcal{M}, \otimes, I)$ to be $(\text{mod}_Q, \otimes, Q)$.

Proposition 10.6. — For $V$ a finite-dimensional $Q$-vector space:

1. There is a natural isomorphism in $\mathcal{F}(\text{gr}_{\text{op}}; Q)$:
   $$\left(\Omega \Phi T(-)\right)(V) \cong \ker (V \otimes \Phi T(V) \overline{\varepsilon} : \Phi T(V)).$$
   This is natural in $V \in \text{Ob mod}_Q$.
   Here, $\text{ad}$ sends $v \otimes (w_1 \otimes \ldots \otimes w_N)$ to
   $$\sum_{i=1}^N w_1 \otimes \ldots \otimes w_{i-1} \otimes [v, w_i] \otimes w_{i+1} \otimes \ldots \otimes w_N,$$
   where $v \in V$ and $w_i \in T(V)$.

2. There is a natural isomorphism in $\mathcal{F}(\text{gr}; Q)$:
   $$\left(\omega \Psi T_{\text{coalg}}(-)\right)(V) \cong \ker (\Psi T_{\text{coalg}}(V) \overline{\varepsilon} : \Psi T_{\text{coalg}}(V) \otimes V).$$
   This is natural in $V$.
   Here, $\text{coad}$ sends $(w_1 \otimes \ldots \otimes w_N)$, for $w_i \in T_{\text{coalg}}(V)$, to
   $$\sum_{i=1}^N \left( (w_1 \otimes \ldots \otimes w_{i-1} \otimes \delta_1'(w_i) \otimes w_{i+1} \otimes \ldots \otimes w_N) \otimes \delta''(w_i) - 
   (w_1 \otimes \ldots \otimes w_{i-1} \otimes \delta_2'(w_i) \otimes w_{i+1} \otimes \ldots \otimes w_N) \otimes \delta'_2(w_i) \right),$$
   where $\delta_1 : T_{\text{coalg}}(V) \to T_{\text{coalg}}(V) \otimes V$ and $\delta_2 : T_{\text{coalg}}(V) \to V \otimes T_{\text{coalg}}(V)$ denote the components of the diagonal with linear terms, and $\delta', \delta''$ are given by
Sweedler’s convention (i.e., writing $\delta w = \delta'(w) \otimes \delta''(w)$ with implicit summation).

\textbf{Démonstration.} — The first statement follows from Proposition 10.4 by applying Remark 10.5 using that $T(V)$ is generated as an algebra by $V$. Naturality with respect to $V$ is clear.

The second statement is proved similarly, using that $T_{\text{coalg}}(V)$ is cogenerated as a coalgebra by $V$.

We now take $(\mathcal{M}, \otimes, \mathbb{1})$ to be $(F(\Sigma; \mathbb{Q}), \otimes, \mathbb{1}, \tau)$ and consider the Hopf algebras $P^\Sigma$ and $P^\Sigma_{\text{coalg}}$ that were introduced in Section 6. Recall (see the proof of Proposition 6.8) that these are related to the Hopf algebras $T(V)$ and $T_{\text{coalg}}(V)$ respectively by the Schur functor construction.

With respect to the Schur functor correspondence, the generators $V$ of the tensor algebra $T(V)$ correspond to the canonical inclusion $P^\Sigma_1 \hookrightarrow P^\Sigma$ and the cogenerators $V$ of the tensor coalgebra $T_{\text{coalg}}(V)$ correspond to the canonical projection $P^\Sigma_{\text{coalg}} \twoheadrightarrow P^\Sigma_1$.

The analogue of Proposition 10.6 is then:

\textbf{Proposition 10.7.} —

1. There is a natural isomorphism in $F(\text{gr}; F(\Sigma; \mathbb{Q}))$:

$$\Omega \Phi^\Sigma \cong \ker \left( P^\Sigma_1 \otimes \Phi^\Sigma \xrightarrow{\text{coad}} \Phi^\Sigma \right).$$

2. There is a natural isomorphism in $F(\text{gr}; F(\Sigma; \mathbb{Q}))$:

$$\omega \Psi^\Sigma_{\text{coalg}} \cong \ker \left( \Psi^\Sigma_{\text{coalg}} \xrightarrow{\text{coad}} \Psi^\Sigma_{\text{coalg}} \otimes P^\Sigma_1 \right).$$

Corollary 10.8 thus yields:

\textbf{Corollary 10.8.} — There is a natural isomorphism in $F(\text{gr} \times \Sigma; \mathbb{Q})$:

$$\omega \beta \cong \ker \left( \Psi^\Sigma_{\text{coalg}} \xrightarrow{\text{coad}} \Psi^\Sigma_{\text{coalg}} \otimes P^\Sigma_1 \right).$$

We now make the relationship between Propositions 10.6 and 10.7 explicit, using the Schur functor construction

$$T \otimes_\Sigma - : F(\Sigma; \mathbb{Q}) \rightarrow F(\text{mod}_Q; \mathbb{Q})$$

of Section 5.4 which is exact and symmetric monoidal, by Proposition 5.20.

In particular, this induces the isomorphisms of Hopf algebras:

$$T \otimes_\Sigma P^\Sigma \cong \Omega T(-)$$

$$T \otimes_\Sigma P^\Sigma_{\text{coalg}} \cong T_{\text{coalg}}(-).$$

From this one deduces the comparison result:

\textbf{Corollary 10.9.} — There are natural isomorphisms:

$$T \otimes_\Sigma (\Omega \Phi^\Sigma) \cong \Omega \Phi T(-) \quad \text{in } F(\text{gr}^{op}; F(\text{mod}_Q; \mathbb{Q}))$$

$$T \otimes_\Sigma (\omega \Psi^\Sigma_{\text{coalg}}) \cong \omega \Psi T_{\text{coalg}}(-) \quad \text{in } F(\text{gr}; F(\text{mod}_Q; \mathbb{Q})).$$
10.3. Introducing Koszul signs. — Recall from Section 5 that there is an equivalence of symmetric monoidal categories

\[ (-)^{\dagger} : (\mathcal{F}((\Sigma; k), \odot, \mathbb{I}, \tau)) \rightarrow (\mathcal{F}((\Sigma; k), \odot, \mathbb{I}, \sigma)). \]

Applying this functor to \( P^{\Sigma} \) gives the Hopf algebra \( P^{\Sigma}^{\dagger} \), which is cocommutative in \( (\mathcal{F}((\Sigma; k), \odot, \mathbb{I}, \sigma)) \); similarly, one obtains the commutative Hopf algebra \( P^{\Sigma}_{\text{coalg}}^{\dagger} \).

These structures are identified in Proposition 6.11. This gives the canonical inclusion \( P^{\Sigma}_{\mathbb{1}} \hookrightarrow P^{\Sigma}^{\dagger} \) and the canonical surjection \( P^{\Sigma}_{\text{coalg}}^{\dagger} \twoheadrightarrow P^{\Sigma}_{\mathbb{1}} \).

**Proposition 10.10.**

1. There are natural isomorphisms in \( \mathcal{F}(\text{gr}^{op}; \mathcal{F}(\Sigma; \mathbb{Q})) \): \( \Phi(P^{\Sigma}_{\mathbb{1}}) \cong (\Phi P^{\Sigma})^{\dagger} \), \( \Omega \Phi(P^{\Sigma}_{\mathbb{1}}) \cong (\Omega \Phi P^{\Sigma})^{\dagger} \), where the functor \( \Phi \) on the left is applied with respect to the symmetry \( \sigma \) and, on the right, with respect to \( \tau \).

2. There are natural isomorphisms in \( \mathcal{F}(\text{gr}; \mathcal{F}(\Sigma; \mathbb{Q})) \): \( \Psi(P^{\Sigma}_{\text{coalg}}^{\dagger}) \cong (\Psi P^{\Sigma}_{\text{coalg}})^{\dagger} \), \( \omega \Psi(P^{\Sigma}_{\text{coalg}}^{\dagger}) \cong (\omega \Psi P^{\Sigma}_{\text{coalg}})^{\dagger} \), where the functor \( \Psi \) on the left is applied with respect to the symmetry \( \sigma \) and, on the right, with respect to \( \tau \).

**Démonstration.** — We consider the case of \( P^{\Sigma} \), that of \( P^{\Sigma}_{\text{coalg}} \) being proved by a similar argument.

The first statement follows from Proposition 3.12, since \( (-)^{\dagger} \) is a symmetric monoidal equivalence of categories. The statement about \( \Omega \) follows similarly, since \( (-)^{\dagger} \) is exact and \( \omega \Phi \) is defined in terms of the Hopf algebra structure of \( P^{\Sigma} \) (respectively \( P^{\Sigma}_{\text{coalg}}^{\dagger} \)).

Corollary 9.23 provides the isomorphism \( \omega \beta \cong \omega \Psi P^{\Sigma}_{\text{coalg}} \) in \( \mathcal{F}(\text{gr} \times \Sigma; \mathbb{Q}) \); Proposition 10.10 thus gives:

**Corollary 10.11.** — There is a natural isomorphism in \( \mathcal{F}(\text{gr} \times \Sigma; \mathbb{Q}) \)

\[ \omega \Psi(P^{\Sigma}_{\text{coalg}}^{\dagger}) \cong (\omega \beta)^{\dagger}. \]

**Remark 10.12.** — Here, we regard \( \omega \beta \) as being the fundamental object, with an intrinsic interpretation in \( \mathcal{F}_{\text{out}}^{\text{Out}}(\text{gr}; \mathbb{Q}) \). The above Corollary relates \( \omega \Psi(P^{\Sigma}_{\text{coalg}}^{\dagger}) \) to this.
PARTIE IV. CALCULATING $\Psi$ AND $\omega\Psi$

This part analyses the structure of the functors $\beta_d$ and $\omega\beta_d$, for $d \in \mathbb{N}$. By the results of Section 7, this is equivalent to analysing the exponential functor $\Psi^{P_{\Sigma_{\text{coalg}}}}$ (abbreviated in the title to $\Psi$) and the associated functor $\omega\Psi^{P_{\Sigma_{\text{coalg}}}}$ (abbreviated to $\omega\Psi$). The latter is of particular interest, due to its relationship with higher Hochschild homology, as explained in Part V (see Corollary 16.9 for example).

Section 11 studies the indecomposable polynomial functors of the form $\beta_{\mu}|S_\mu$, for $\mu \vdash d$. The multiplicity of the composition factors are completely determined in terms of coefficients from the representation theory of the symmetric groups, namely the Littlewood-Richardson coefficients and certain plethysm coefficients (see Corollary 11.23). Moreover, the theory is illustrated further by analysing the structure of such functors for certain infinite families of partitions (see Section 11.4).

Section 12 then addresses the problem of calculating $\omega\beta_{\mu}|S_\mu$. Here the story is less complete: at time of writing, there is no known general formula describing the multiplicities of the composition factors of $\omega\beta_{\mu}|S_\mu$ in terms of the representation theory of the symmetric groups (although there is a lower bound, which is known to be exact in some cases). We do, however, give some useful initial information which sheds significant light on the structure of these functors.

11. Calculating $\Psi$

The main aim of this section is to give information on the exponential functor $\Psi^{P_{\Sigma_{\text{coalg}}}}$, which belongs to $\mathcal{F}^{\text{gr}}(\mathbb{Q})$. The analysis commences with that of $\Psi H$, for $H$ a suitable commutative Hopf algebra in Section 11.1. This uses the basic structure theory of Hopf algebras in characteristic zero, which gives Lemma 11.4 (related to the Borel structure theorem); this is the key input into Proposition 11.5.

This theory is then applied to the case $H = T_{\text{coalg}}(V)$, the tensor coalgebra equipped with the shuffle product, calculating $\Psi T_{\text{coalg}}(V)$ as a functor of $V \in \text{Ob mod}_{\mathbb{Q}}$. This gives the structure of $\Psi^{P_{\Sigma_{\text{coalg}}}}$ by the Schur correspondence, in Theorem 11.13.

Now, by Theorem 7.7, one has the isomorphism $\beta \cong \Psi^{P_{\Sigma_{\text{coalg}}}}$, where the functor $\beta$ encodes the injective cogenerators of $\mathcal{F}_{\geq \infty}(\mathbb{Q})$ (see Theorem 11.22), hence $\Psi^{P_{\Sigma_{\text{coalg}}}}$ determines these injective cogenerators. Using this, Theorem 11.13 also gives a description of the composition factors of the injectives $\beta_{|\mu|}S_\mu$, for any partition $\mu$. As an immediate consequence, Corollary 11.14 gives an explicit description of the extension groups $\text{Ext}^1_{\mathcal{F}^{\text{gr}}(\mathbb{Q})}$ between simple polynomial functors.

Theorem 7.7 is then made more concrete, first by treating examples for $|\mu| \leq 4$, and then by giving an explicit expression for the multiplicities of the composition factors of $\beta_{|\mu|}S_\mu$ in Corollary 11.23.

To illustrate the methods further, the cases of the families of partitions $(n)$, $(1^n)$ and $(n-1,1)$, for $n \in \mathbb{N}$, are treated in Section 11.4.
11.1. Calculating $\Psi H$ for commutative Hopf algebras. — In this section we work with $\mathbb{N}$-graded vector spaces, with symmetry for $\otimes$ invoking Koszul signs. There is an evident counterpart when working without Koszul signs (as indicated in Remark 11.2).

Notation 11.1. — Denote by $S^*$ the free graded-commutative $\mathbb{Q}$-algebra functor, so that, for $V$ an $\mathbb{N}^*$-graded vector space, there is an isomorphism

$$S^*(V) \cong S^*(V^{\text{even}}) \otimes \Lambda^*(V^{\text{odd}})$$

of the underlying graded $\mathbb{Q}$-vector spaces, with the induced $\mathbb{N}$-grading. (The symmetric and exterior power functors are defined in Example B.9).

Remark 11.2. — Working in the graded setting without Koszul signs, one replaces $S^*$ by the usual symmetric power functors, $S^*$, and modifies the following accordingly, replacing graded-commutative by commutative.

Notation 11.3. — For $A$ (respectively $C$) a graded, connected algebra (respectively coalgebra) over $\mathbb{Q}$, denote by

1. $QA$ the graded vector space of indecomposables;
2. $PC$ the graded vector space of primitives.

In particular, for $H$ a graded, connected Hopf algebra over $\mathbb{Q}$, one has the indecomposables $QH$ and the primitives $PH$.

Recall (see [MS68] for example) that every monomorphism of connected, graded-commutative $\mathbb{Q}$-Hopf algebras is normal. Moreover, if $H_1 \hookrightarrow H_2$ is such an inclusion, the cokernel $H_2/\!\!/H_1$ (in Hopf algebras) identifies as $H_2 \otimes_{H_1} \mathbb{Q}$.

If $Q = H_0 \subset H_1 \subset H_2 \subset H_3 \subset \ldots \subset H$ is an increasing, exhaustive filtration of the connected, graded-commutative Hopf algebra $H$, the associated graded is the Hopf algebra $\bigotimes_{i \geq 1} H_i/\!\!/H_{i-1}$. In particular, taking $H_i$ to be the sub-Hopf algebra generated by elements of degree at most $i$, $H_i/\!\!/H_{i-1}$ is the Hopf algebra $S^*(((QH)^i)^\prime)$ primitively-generated by $(QH)^i$. This gives the following result, related to the Borel structure theorem for Hopf algebras (see [MM65], for example):

Lemma 11.4. — Let $H$ be a graded-commutative, connected $\mathbb{Q}$-Hopf algebra. Then $H$ has a natural filtration as Hopf algebras with associated graded $\bigotimes_{i \geq 1} S^*(((QH)^i)^\prime)$. The underlying graded-commutative algebra of $H$ is non-canonically isomorphic to $\bigotimes_{i \geq 1} S^*(((QH)^i)^\prime)$.

Lemma 11.4 refines to treat the associated functor $\Psi H \in \mathcal{F}(\mathbb{N} \times \text{gr}; k)$, where $\mathbb{N}$ corresponds to the grading.

Proposition 11.5. — Let $H$ be a graded-commutative, connected $\mathbb{Q}$-Hopf algebra. Then $\Psi H$ has natural filtration with associated graded $\bigotimes_{n \geq 1} S^*(((QH)^n)^\prime \otimes a_2)$.

In particular, the grading $N = 0$ component, $\langle \Psi H \rangle^0$, is isomorphic to the constant functor $\mathbb{Q}$ and, in grading $N \in \mathbb{N}^*$, $\langle \Psi H \rangle^N$ has filtration in $\mathcal{F}(\text{gr}; \mathbb{Q})$ with associated
graded:

\[ \bigoplus_{n=1}^{N} \bigotimes_{b} S^b(a_Q \otimes (QH)^n) \],

where the sum is taken over sequences \( b = (b_1, \ldots, b_N) \) of natural numbers such that \( \sum_n b_n n = N \). The functor \( \bigotimes_{n=1}^{N} S^b(a_Q \otimes (QH)^n) \) has polynomial degree \( \sum_n a_n \in [1, N] \).

\textbf{Démonstration.} — By Lemma 11.4, after evaluation on any \( Z^s \), the result holds as filtered \( Q \)-modules, hence it suffices to establish naturality with respect to \( \text{gr} \).

By Proposition 3.10, \( \Psi H \) is a functor on \( \text{gr} \) to graded-commutative \( Q \)-algebras. In particular, there is a natural augmentation and hence one can form the indecomposables \( Q(\Psi H) \), a functor on \( \text{gr} \) with values in \( Q \)-vector spaces.

The natural multiplicative structure allows the result to be proved by induction upon the degree \( N \), as follows. The case \( N = 0 \) is immediate and, in degree one, \( H^1 = (QH)^1 \) and it is clear that the functor obtained is \( a_Q \otimes H^1 \).

For the inductive step in degree \( N \), one shows that \( (Q(\Psi H))^N \) is naturally isomorphic to \( a_Q \otimes (QH)^N \) by checking that the functor is additive. This provides the top filtration quotient \( (\Psi H)^N \to a_Q \otimes (QH)^N \). The kernel is a quotient of \( \bigoplus_{i=1}^{N-1} (\Psi H)^i \otimes (\Psi H)^{N-i} \).

Using the inductive hypothesis together with the multiplicative structure gives the required result.

\textbf{Example 11.6.} — Let \( H \) be the connected, graded-commutative Hopf algebra \( \Lambda(x) \otimes Q[y] \), with \( |x| = 1 \) and \( |y| = 2 \), with \( x \) primitive and reduced diagonal \( \Delta y = x \otimes x \). (Note that, since \( x \) has odd degree, \( H \) is not graded-cocommutative.) Thus \( (QH)^1 = k = (QH)^2 \) and \( (QH)^n = 0 \) for \( n > 2 \).

Hence, for \( N \in \mathbb{N}^+ \), the functor \( (\Psi H)^N \) has filtration with associated graded

\[ \bigoplus_{2a+b=N} (S^a \otimes \Lambda^b) \circ a_Q. \]

Here \( (S^a \otimes \Lambda^b) \circ a_Q \) has polynomial degree \( a + b \) and one can check that the filtration coincides with the polynomial filtration of \( (\Psi H)^N \) (cf. Section 4.3). This filtration is not split, as is exhibited by Example 11.14 below.

\textbf{11.2. The functors} \( \Psi T_{\text{coalg}}(V) \) and \( \Psi \Sigma_{\text{coalg}} \). — In this section we apply Proposition 11.5 to the case \( H = T_{\text{coalg}}(V) \), the commutative Hopf algebra given by the tensor coalgebra with the shuffle product, using the length grading and working \textit{without} Koszul signs. The constructions are natural with respect to \( V \in \text{Ob} \mod_Q \).

\textbf{Remark 11.7.} — There are analogues for the graded setting with Koszul signs, which corresponds to working with \( T_{\text{coalg}}^+(V) \). The results in this case can be deduced from the ones presented here by using the functor \( (-)^! \).
In the following, \( \text{Lie}(n) \) denotes the \( n \)th Lie module (see Section 3.2); this is a \( S_n \)-module and can thus be considered as an \( \Sigma \)-module supported on \( n \). \( \text{Lie}(n)(-), \) \( \mathcal{O} \text{b} \mathcal{F}(\text{mod}_Q; Q) \) denotes the associated Schur functor (see Section 5.4) and \( \text{Lie}(V) \) the free Lie algebra on \( V \).

**Lemma 11.8.** — There is a natural isomorphism with respect to \( V \in \mathcal{O} \text{b} \text{mod}_Q \):

\[
QT_{\text{coalg}}(V) \cong \bigoplus_{n \geq 1} \text{Lie}(n)(V) \cong \text{Lie}(V).
\]

**Démonstration.** — Since \( V \) is finite-dimensional, \( T_{\text{coalg}}(V) \) is of finite type with respect to the length grading. This allows us to work with the dual.

The dual Hopf algebra of \( T_{\text{coalg}}(V)^{\sharp} \) is isomorphic to the universal enveloping algebra \( U\text{Lie}(V^\sharp) \), which has primitives \( P(U\text{Lie}(V^\sharp)) = \text{Lie}(V^\sharp) \).

Hence \( QT_{\text{coalg}}(V) \) (which is dual to the primitives \( PT_{\text{coalg}}(V)^{\sharp} \)) is isomorphic to \( \text{Lie}(V^\sharp)^{\sharp} \). This is isomorphic to \( \text{Lie}(V) \) (using Proposition 3.5) which identifies as given in terms of the Lie modules.

**Remark 11.9.** — For \( V \in \mathcal{O} \text{b} \text{mod}_Q \), \( T_{\text{coalg}}(V) \in \mathcal{O} \text{b} \text{Hopf}^{\text{com}}(\text{mod}_Q) \) so we have \( \Psi T_{\text{coalg}}(V) \in \mathcal{O} \text{b} \mathcal{F}(\text{gr}; Q) \). We denote by \( \Psi T_{\text{coalg}}(-) \) the object of \( \mathcal{F}(\text{gr} \times \text{mod}_Q; Q) \) given by \( (\mathbb{Z}^*, V) \mapsto \Psi T_{\text{coalg}}(V)(\mathbb{Z}^*) \). The functor \( \Psi T_{\text{coalg}}(-) \) inherits a \( \mathbb{N} \)-grading from the length grading of \( T_{\text{coalg}}(V) \), hence can be considered as an object of \( \mathcal{F}(\mathbb{N} \times \text{gr} \times \text{mod}_Q; Q) \).

Before stating the next result, we note that a functor of the form \( \alpha_S S_\lambda \boxtimes S_\mu(-) \) is simple in \( \mathcal{F}(\text{gr} \times \text{mod}_Q; Q) \). This follows (by the Schur correspondence) from the fact that \( S_\lambda \boxtimes S_\mu \) is a simple \( \mathbb{S}_\lambda \times \mathbb{S}_\mu \)-module.

**Proposition 11.10.** — The functor \( \Psi T_{\text{coalg}}(-) \in \mathcal{O} \text{b} \mathcal{F}(\text{gr} \times \text{mod}_Q; Q) \) has a natural filtration with associated graded

\[
\bigotimes_{n \geq 1} S^*(a_Q \boxtimes \text{Lie}(n))(-)
\]

where \( a_Q \in \mathcal{O} \text{b} \mathcal{F}(\text{gr}; Q) \), \( \text{Lie}(n)(-), \in \mathcal{O} \text{b} \mathcal{F}(\text{mod}_Q; Q) \), and \( \boxtimes \) is the external tensor product.

Moreover, this functor lies in the essential image of \( \mathcal{F}(\text{ab} \times \text{mod}_Q; Q) \) in \( \mathcal{F}(\text{gr} \times \text{mod}_Q; Q) \). The component of polynomial degree \( d \) with respect to \( \text{gr} \) is given by

\[
\bigotimes_{n \geq 1} S^{b_n}(a_Q \boxtimes \text{Lie}(n))(-)
\]

where \( b = (b_n | n \in \mathbb{N}^*) \) is a sequence of natural numbers with \( \sum_n b_n = d \).

The component of polynomial degree \( N \) with respect to \( \text{mod}_Q \) and polynomial degree \( d \) with respect to \( \text{gr} \) decomposes as a finite direct sum of simple functors of the form

\[
\alpha_S S_\lambda \boxtimes S_\mu(-)
\]

where \( \lambda \vdash d \) and \( \mu \vdash N \) are partitions and \( \boxtimes \) denotes the exterior tensor product.
Démonstration. — The indecomposables of $T_{\text{coalg}}(V)$ are identified by Lemma 11.8. The analogue without Koszul signs of Proposition 11.5 gives the first statement. Moreover, it is clear that this functor lies in the essential image of $\mathcal{F}(\text{ab} \times \text{mod}_Q; \mathbb{Q})$.

In particular, this functor can be written as:

$$\bigoplus_{\mathbf{b} \geq 1} S^{b_n}(a_{\mathbb{Q}} \boxtimes \text{Lie}(n)(-)),$$

where the sum is over sequences $\mathbf{b} = (b_n | n \in \mathbb{N}^*)$ with finite support (i.e., $b_n = 0$ for $n \gg 0$).

Replacing the symmetric power functors by tensor product functors, since we are working over $\mathbb{Q}$, the term indexed by $\mathbf{b}$ is a direct summand of $\bigotimes_n (a_{\mathbb{Q}} \boxtimes \text{Lie}(n)(-))^{\otimes b_n}$, where the isomorphism is obtained by reordering the tensor product. By inspection, this is semi-simple in $\mathcal{F}(\text{ab} \times \text{mod}_Q; \mathbb{Q})$ and hence in $\mathcal{F}(\text{gr} \times \text{mod}_Q; \mathbb{Q})$, given as a finite direct sum of simple objects.

Now, $a_{\mathbb{Q}}^{\otimes \sum_n b_n}$ has polynomial degree $\sum_n b_n$ with respect to $\text{gr}$ and, with respect to $\text{mod}_Q$, $\bigotimes_n \text{Lie}(n)(-)^{\otimes b_n}$ has polynomial degree $\sum_n nb_n$. From this, one deduces the second statement.

The terms of polynomial degree $N$ with respect to $\text{mod}_Q$ arise from the sequences $\mathbf{b}$ such that $\sum_n nb_n = N$. Clearly there are only finitely many sequences $\mathbf{b}$ that satisfy this equality (in particular, $b_n = 0$ for $n > N$). The final statement follows.

Corollary 11.11. — The associated graded to the functor $\Psi T_{\text{coalg}}(-)$ given in Proposition 11.10 admits an isotypical decomposition with respect to the functoriality in $\text{mod}_Q$:

$$\bigotimes_n S^*(a_{\mathbb{Q}} \boxtimes \text{Lie}(n)(-)) \cong \bigoplus_{\mu} F^\mu \boxtimes S_{\mu}(-),$$

where $F^\mu \in \text{Ob} \mathcal{F}_\infty(\text{gr}; \mathbb{Q})$ is a finite, semisimple polynomial functor, in particular $F^\mu$ is in the essential image of $a_\ast : \mathcal{F}_\infty(\text{ab}; \mathbb{Q}) \to \mathcal{F}_\infty(\text{gr}; \mathbb{Q})$.

Démonstration. — The existence of a decomposition $\bigoplus_{\mu} F^\mu \boxtimes S_{\mu}(-)$ with $F^\mu$ a semisimple functor in $\mathcal{F}(\text{gr}; \mathbb{Q})$ follows immediately from Proposition 11.10. The proof that each $F^\mu$ has only finitely-many composition factors follows as in the proof of Proposition 11.10. Namely, one restricts to sequences $\mathbf{b}$ such that $\sum_n nb_n = N$ (without also requiring $\sum_n b_n = d$ as in the Proposition). There are only finitely many such sequences, from which one deduces the result.

Definition 11.12. — We refer to the functor $F^\mu$ appearing in Corollary 11.11 as the $S_{\mu}(-)$ isotypical component of $\bigotimes_{n \geq 1} S^*(a_{\mathbb{Q}} \boxtimes \text{Lie}(n)(-))$.

Proposition 11.10 and Corollary 11.11 imply the corresponding result for $\Psi_{\text{coalg}}$ via the Schur correspondence. In the following, for a partition $\mu \vdash m$, we consider the simple $\mathfrak{S}_m$-module $S_{\mu}$ as an $\Sigma$-module supported on $m$. 
Corollary 11.14. — In particular, this vanishes for  \( D\) \( \text{vanishes for} \)  

\[
\text{Corollary 11.14. — In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]

\[
\text{In particular, this vanishes for } D \text{ vanishes for } \]
In the case \( d \geq 2 \), it follows that the degree \( d - 1 \) component of \( F^\mu \) is given by the \( S_\mu(\cdot) \)-isotypical component of
\[
S^{d-2}(a_\emptyset \boxtimes S_{(1)}(-)) \otimes (a_\emptyset \boxtimes S_{(1)1}(-)),
\]
using that \( \text{Lie}(1)(-) = S_{(1)}(-) \) and \( \text{Lie}(2)(-) = S_{(1)1}(-) \).

The Cauchy identity (see Proposition \[B.20\]) gives:
\[
S^{d-2}(a_\emptyset \boxtimes S_{(1)}(-)) \cong \bigoplus_{\nu+d-2} \alpha_d \varphi_d S_\nu \boxtimes S_\nu(-).
\]

Hence, \( \tilde{q}_{d-1}(\beta_d S_\mu) \) is the \( S_\mu(\cdot) \)-isotypical component of
\[
( \bigoplus_{\nu+d-2} \alpha_d \varphi_d S_\nu(-)) \otimes (a_\emptyset \boxtimes S_{(11)}(-)) = \bigoplus_{\nu+d-2} (\alpha_d \varphi_d S_\nu \otimes a_\emptyset)(S_\nu(-) \boxtimes S_{(11)}(-)).
\]

By the Pieri rule, \( \alpha_d \varphi_d S_\nu \otimes a_\emptyset \) is isomorphic to \( \bigoplus_{\nu+d-\rho} \alpha_d S_\rho \). The Littlewood-Richardson rule gives that \( S_\nu(-) \otimes S_{(11)} = \bigoplus_{\nu+d} S_{\nu_1 \nu_2}(-) \otimes S_{\nu_1 \nu_2}(-) \). Picking out the isotypical component corresponding to \( \mu \) gives the result.

For the equivalent formulation, we use the results of Section \[4\] in particular, we use that the socle filtration of \( \beta_d S_\mu \) coincides with its polynomial filtration, by Proposition \[4.20\]. This implies that the beginning of the minimal injective resolution of \( \alpha_d S_\mu \) is
\[
0 \to \alpha_d S_\mu \to \beta_d S_\mu \to \beta_{d-1} \varphi_{d-1}(\tilde{q}_{d-1}(\beta_d S_\mu)),
\]
where the right hand map induces an isomorphism on applying \( \tilde{q}_{d-1} \).

It follows that
\[
\text{Ext}^1_{\mathcal{F}(\mathbb{G};\mathbb{Q})}(\alpha_{|\rho|} S_\rho, \alpha_d S_\mu) \cong \text{Hom}_{\mathcal{F}(\mathbb{G};\mathbb{Q})}(\alpha_{|\rho|} S_\rho, \beta_{d-1} \varphi_{d-1}(\tilde{q}_{d-1}(\beta_d S_\mu))).
\]

By Proposition \[1.11\] the socle of \( \beta_{d-1} \varphi_{d-1}(\tilde{q}_{d-1}(\beta_d S_\mu)) \) is \( \tilde{q}_{d-1}(\beta_d S_\mu) \), which is semi-simple with all composition factors of degree \( d - 1 \), by construction. Hence, the right hand side vanishes unless \( |\rho| = d - 1 \); in the latter case, it counts the multiplicity of the composition factors indexed by \( \rho \) in \( \tilde{q}_{d-1}(\beta_d S_\mu) \).

\[ \square \]

**Remark 11.15.**

1. The result can be paraphrased as follows: the multiplicity of \( \alpha_{d-1} S_\rho \) in \( \tilde{q}_{d-1}(\beta_d S_\mu) \) is the number of partitions \( \nu \vdash d - 2 \) such that \( \nu \trianglelefteq \rho, \nu \trianglelefteq \mu \) and \( \mu/\nu \) has skew diagram with boxes in different rows.

2. The method used in the proof is developed in the following section, leading to the much more general Corollary \[11.23\].

3. A particular case of \[Ves18\] Theorem 1 identifies \( \text{Ext}^1_{\mathcal{F}(\mathbb{G};\mathbb{Q})}(a_\emptyset \otimes S_{(d-1)}, a_\emptyset \otimes S_{(d-1)}) \) as a representation of \( \mathfrak{S}_d \times \mathfrak{S}_d^\op \) and shows that \( \text{Ext}^1_{\mathcal{F}(\mathbb{G};\mathbb{Q})}(a_\emptyset \otimes S_{(n)}, a_\emptyset \otimes S_{(d-1)}) \) vanishes for \( n \neq d - 1 \). This information can be used to give an alternative proof of Corollary \[11.14\].

**Example 11.16.** To illustrate Corollary \[11.14\] we give
\[
\dim \text{Ext}^1_{\mathcal{F}(\mathbb{G};\mathbb{Q})}(\alpha_{|\rho|} S_\rho, \alpha_d S_\mu)
\]
for the partitions $\mu \in \{(d), (1^d), (d-1, 1), (d-2, 2), (d-2, 1, 1), (d-k, 1^k)\}$ and $\rho \vdash d-1$. For this, it is necessary to pay attention to the degenerate cases corresponding to small $d$ and small $k$ in the final case.

1. For $d \geq 1$ and $\mu = (d)$, $\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d)}) = 0$.
2. For $d \geq 2$ and $\mu = (1^d)$,

$$\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(1^d)}) = \begin{cases} 
1 & \rho \in \{(1)\}, 
d = 2 
1 & \rho \in \{(1^{d-1})\}, 
d \geq 3 
0 & \text{otherwise}.
\end{cases}$$

3. For $d \geq 3$ and $\mu = (d-1, 1)$,

$$\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d-1, 1)}) = \begin{cases} 
1 & \rho \in \{(d-1), (d-2, 1)\}, 
d = 4 
0 & \text{otherwise}.
\end{cases}$$

4. For $d \geq 4$ and $\mu = (d-2, 2)$, $\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d-2, 2)})$ is

$$\begin{cases} 
1 & \rho \in \{(2, 1), (1, 1, 1)\}, 
d = 4 
1 & \rho \in \{(d-2, 1), (d-3, 2), (d-3, 1, 1)\}, 
d \geq 5 
0 & \text{otherwise}.
\end{cases}$$

5. For $d \geq 4$ and $\mu = (d-2, 1, 1)$, $\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d-2, 1, 1)})$ is

$$\begin{cases} 
2 & \rho = (d-2, 1) 
1 & \rho \in \{(3), (1, 1, 1)\}, 
d = 4 
1 & \rho \in \{(d-1), (d-3, 2), (d-3, 1, 1)\}, 
d \geq 5 
0 & \text{otherwise}.
\end{cases}$$

6. For $d-k \geq 2$, $k \geq 3$ and $\mu = (d-k, 1^k)$, $\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d-k, 1^k)})$ is

$$\begin{cases} 
2 & \rho = (d-k, 1^{k-1}) 
1 & \rho \in \{(d-k+1, 1^{k-2}), (d-k-1, 1^k), (d-k, 1^k), (d-k-2, 1^{k-3}), (d-k-1, 2, 1^{k-2})\} 
0 & \text{otherwise}.
\end{cases}$$

(The degenerate case $k = 2$ is similar.)

To indicate how these calculations are carried out, consider the last case. By Corollary [1,14] for $\rho \vdash d-1$ we have:

$$\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d-k, 1^k)}) = \sum_{\nu \vdash d-2} c_{\rho, \nu}^{(d-k, 1^k)} \nu \vdash d-2$$

By Example [1,15] $c_{\nu, \nu}^{(d-k, 1^k)} \neq 0$ iff $\nu \in \{(d-k, 1^k), (d-k-1, 1^{k-1})\}$ and in these cases $c_{\nu, \nu}^{(d-k, 1^k)} = 1$ so

$$\dim \text{Ext}^1_{\mathcal{F}(\gr; \mathbb{Q})}(\alpha_d S_\rho, \alpha_d S_{(d-k, 1^k)}) = c_{\rho, \nu}^{(d-k, 1^k), 1} \nu \vdash d-2$$

By Example [1,15] $c_{\rho, \nu}^{(d-k, 1^k), 1} \neq 0$ for $\rho \in \{(d-k+1, 1^{k-2}), (d-k, 1^k), (d-k-2, 1^{k-3}), (d-k-1, 2, 1^{k-2})\}$ and in these cases the Littlewood-Richardson coefficients are equal to 1. The result follows.
At the other extreme, one can consider composition factors of degree one:

**Proposition 11.17.** For $\mu \vdash d$, the multiplicity of $\alpha_1 S(1) = a Q$ in $\beta_d \mu$ is equal to that of $S(1)$ in $\operatorname{Lie}(d)$.

**Démonstration.** By Theorem 11.13 the only way to acquire a composition factor of $a Q$ in $\beta_d \mu$ is from the term corresponding to the sequence $\mathbf{b}$ with $b_d = 1$ and all other terms zero. This gives $a Q \boxtimes \operatorname{Lie}(d)(-)$, using the notation of Proposition 11.10. The result follows by splitting into isotypical components.

This shows that the functors $\beta_d \mu$ are highly non-trivial in that, apart from certain exceptional cases, the socle filtration (or, equivalently, the polynomial filtration according to Corollary 4.21) has the maximal possible length:

**Corollary 11.18.** For $\mu \vdash d$, $\beta_d \mu$ has socle length $d$, unless $\mu$ is one of the following partitions: $(d)$ for $d \geq 2$; $(1^d)$ for $d \geq 3$; $(2^2)$ for $d = 4$; $(2^3)$ for $d = 8$.

**Démonstration.** The functor $\beta_d \mu$ has polynomial degree exactly $d$ and, by Corollary 4.21, its polynomial filtration coincides with the socle filtration (up to reindexing). If $\beta_d \mu$ contains $a Q$ as a composition factor, its polynomial filtration must have length $d$, hence its socle length is $d$.

Using Proposition 11.17, the result then follows from Reutenauer’s result (stated here as Theorem B.25), which determines the partitions $\mu \vdash d$ that do not occur as a composition factor of $\operatorname{Lie}(d)$.

### 11.3. Isotypical components

The calculation of the isotypical components $F^\mu$ of $\bigotimes_{n \geq 1} S^*(a Q \boxtimes \operatorname{Lie}(n)(-))$ given in Corollary 11.11 is accessible by standard methods of representation theory. For this, one exploits the fact that the Lie modules $\operatorname{Lie}(n)$ have an explicit, combinatorial description (see Theorem B.26).

**Proposition 11.19.** For $N \in \mathbb{N}^*$, the functor $(\Psi_{\operatorname{coalg}}(-))^N$ in $\mathcal{F}(\mathfrak{gr} \times \operatorname{mod}_Q; \mathbb{Q})$ admits a finite filtration with associated graded:

$$\bigoplus_{\sum nb_n = N} \left( \bigotimes_{\lambda(n) \vdash b_n} \alpha_{b_n} S_{\lambda(n)} \boxtimes (S_{\lambda(n)} \circ \operatorname{Lie}(n)(-)) \right),$$

where the sum is over sequences $\mathbf{b} = (b_n | n \in \mathbb{N}^*)$ of natural numbers such that $\sum_n nb_n = N$.

Moreover, for a given indexing sequence $\mathbf{b}$,

$$\bigotimes_{\lambda(n) \vdash b_n} \alpha_{b_n} S_{\lambda(n)} \boxtimes (S_{\lambda(n)} \circ \operatorname{Lie}(n)(-)) \cong \bigoplus_{\lambda \vdash \mathbf{b}} \left( \bigotimes_{n} \alpha_{b_n} S_{\lambda(n)} \boxtimes (S_{\lambda(n)} \circ \operatorname{Lie}(n)(-)) \right),$$

where the sum is over sequences of partitions $\lambda \vdash \mathbf{b} = \{\lambda(n)\}$ such that $\lambda(n) \vdash b_n$. 

Proposition 11.10 implies that $(\Psi_{T_{\text{coalg}}}(-))^N$ has a finite filtration with associated graded:

$$\bigoplus_{n=1}^N \left( \bigotimes b \sum nb \right) = N(b \bigotimes n=1 S b \sum (aQ \boxtimes \text{Lie}(n)(-))).$$

The first statement follows by using the Cauchy identity (see Proposition B.20): for $b \in \mathbb{N}$, this gives the isomorphism of functors:

$$S^b(aQ \boxtimes \text{Lie}(n)(-)) \cong \bigoplus_{\lambda \vdash b} (S^b \circ aQ) \boxtimes (S^b \circ \text{Lie}(n)(-)).$$

To conclude, we use that, for $\lambda \vdash b$, the functor $S^b \circ aQ$ identifies with $\alpha_b S^b$.

The final isomorphism follows by rearranging the tensor and the exterior tensor products.

To illustrate Proposition 11.19, we consider the cases $N \leq 4$. The case $N = 1$ is trivial, and $N = 2$ is straightforward; the cases $N = 3$ and $N = 4$ are treated below.

1. $b = (3,0,0)$; the sum is indexed by partitions $\lambda \vdash 3$ for $n = 1$. Since $\text{Lie}(1)(-)$ is the identity functor, this gives:

$$\bigoplus_{\lambda \vdash 3} \alpha_3 S^b \boxtimes S^b(-).$$

2. $b = (1,1,0)$; there is a unique term, corresponding to $\lambda = ((1),(1))$. Since $\text{Lie}(1) = S^1$ and $\text{Lie}(2) = S^1$ this gives:

$$(aQ \otimes aQ) \boxtimes (S^1 \otimes S^1)(- \otimes S^1(11)(-)) \cong \alpha_2 (S^2 \otimes S^2(11)) \boxtimes (S^2(111)(- \otimes S^2(21)(-))),$$

using $aQ \otimes aQ \cong \alpha_2 S^2 \otimes S^2(11)$ and $S^1 \otimes S^1(-) \cong S^1(111)(-) \otimes S^2(21)(-)$ (cf. Example [3.19]).

3. $b = (0,0,1)$; there is a single term with $\lambda = (1) \vdash b_3 = 1$; since $\text{Lie}(3) = S^2(21)$ this gives:

$$\alpha_3 S^b \boxtimes S^b(-).$$

These give the following isotypical components, $\bigoplus \mu F^\mu \boxtimes \text{S}(\mu)(-)$, as in Corollary 11.11.
Example 11.21. — Consider \((\Psi T_{\text{coalge}}^0(-))^4 \in \text{Ob } \mathcal{F}(\mathfrak{gr} \times \text{mod}_{\mathbb{Q}}; \mathbb{Q})\), which has a filtration with associated graded

\[
\bigoplus_{\bar{b}} \left( \bigotimes_{n=0}^4 \alpha_{\bar{b}} \cdot \bigotimes_{n=1}^{\bar{b}} (S_{\lambda(n)} \circ \text{Lie}(n)(-)) \right).
\]

There are five sequences \(\bar{b}\) to consider:

\(\{b_1, b_2, b_3, b_4\} \in \{(4, 0, 0, 0), (2, 1, 0, 0), (0, 2, 0, 0), (1, 0, 1, 0), (0, 0, 0, 1)\}\),

where \(b_n = 0\) for \(n > 4\). We proceed as in the case \(N = 3\).

1. \(\bar{b} = (4, 0, 0, 0)\); this gives:

\[
\bigoplus_{\lambda \vdash 4} \alpha_4 S_{\lambda} \otimes S_{\lambda}(-).
\]

2. \(\bar{b} = (2, 1, 0, 0)\); there are two terms given by \(\lambda \in \{(11), (1), (2), (1)\}\), giving:

\[
\alpha_3 (S_{(2)} \otimes S_{(1)}) \otimes (S_{(2)}(-) \otimes S_{(1)}(-)) + \alpha_2 (S_{(1, 1)} \otimes S_{(1)}) \otimes (S_{(1)}(-) \otimes S_{(1)}(-)),
\]

whence (using Example 3.16) the contribution:

\[
\left(\alpha_4 (S_{(3)} \otimes S_{(21)}) \otimes (S_{(31)}(-) \oplus S_{(211)}(-))\right) \oplus \left(\alpha_3 (S_{(111)} \otimes S_{(21)}) \otimes (S_{(111)}(-) \oplus S_{(211)}(-) \oplus S_{(22)}(-))\right).
\]

3. \(\bar{b} = (0, 2, 0, 0)\); again the sum is indexed over \(\lambda \vdash b_2 = 2\), giving:

\[
(\alpha_2 S_{(2)} \otimes S_{(2)} \oplus S_{(11)}(-)) \oplus (\alpha_2 S_{(1)} \otimes S_{(1)} \oplus S_{(11)}(-)).
\]

Hence, using Lemma 3.19 this gives:

\[
(\alpha_2 S_{(2)} \otimes S_{(111)}(-) \oplus S_{(22)}(-)) \oplus (\alpha_2 S_{(1)} \otimes S_{(211)}(-)).
\]

4. \(\bar{b} = (1, 0, 1, 0)\); there is a unique term corresponding to \(\lambda_1 \vdash b_1 = 1\) and \(\lambda_3 \vdash b_3 = 1\). This gives:

\[
(\alpha_4 \otimes \alpha_3) \otimes (S_{(1)}(-) \otimes S_{(21)}(-)) \simeq \alpha_2 (S_{(2)} \otimes S_{(1)}(-) \oplus S_{(31)}(-) \oplus S_{(211)}(-) \oplus S_{(22)}(-)),
\]

using Example 3.16 for the isomorphism.

5. \(\bar{b} = (0, 0, 0, 1)\); there is a unique term corresponding to \(\lambda_4 \vdash 1\), giving \(\alpha_4 \otimes \text{Lie}(4)(-)\) and hence (using Example 3.24):

\[
\alpha_1 S_{(1)} \otimes (S_{(31)}(-) \oplus S_{(211)}(-)).
\]

These give the following isotypical components:

| \(S_{\alpha}(-)\) | \(F^\alpha\) |
|------------------|-------------|
| \(S_{(1111)}(-)\) | \(\alpha_4 S_{(1111)} \oplus \alpha_3 (S_{(1111)} \oplus S_{(21)}) \oplus \alpha_2 S_{(2)}\) |
| \(S_{(211)}(-)\) | \(\alpha_4 S_{(211)} \oplus \alpha_3 (S_{(3)} \oplus S_{(1111)} \oplus S_{(21)}) \oplus \alpha_2 (S_{(312)} \oplus S_{(2)}) \oplus \alpha_1 S_{(1)}\) |
| \(S_{(22)}(-)\) | \(\alpha_4 S_{(22)} \oplus \alpha_3 (S_{(1111)} \oplus S_{(21)}) \oplus \alpha_2 (S_{(3)} \oplus S_{(2)}) \oplus \alpha_1 S_{(1)}\) |
| \(S_{(31)}(-)\) | \(\alpha_4 S_{(31)} \oplus \alpha_3 S_{(3)} \oplus \alpha_4 S_{(23)} \oplus \alpha_2 (S_{(3)} \oplus S_{(2)}) \oplus \alpha_1 S_{(1)}\) |
| \(S_{(4)}(-)\) | \(\alpha_4 S_{(4)}\) |

Having illustrated the method, we proceed to the general statement, for which we introduce the following notation.
Notation 11.22. — For \( \Lambda := \{ \lambda(i) \mid i \in \mathcal{I} \subset \mathbb{N} \} \) a finite sequence of partitions and partitions \( \mu, \nu \),

1. extending the notation for Littlewood-Richardson coefficients (cf. Definition \[ B.12 \]), let \( c_{\lambda}^{\mu} \) be the multiplicity of \( S_{\nu} \) in \( \bigodot_{n} S_{\lambda(n)} \); equivalently, in terms of Schur functors, this is the multiplicity of \( S_{\nu}(-) \) in \( \bigotimes_{n} S_{\lambda(n)}(-) \);
2. extending the notation for the plethysm coefficients (cf. Definition \[ B.17 \]), let \( p_{\mu, \nu}^{\rho} \) denote the multiplicity of \( S_{\rho} \) in \( S_{\mu} \circ \text{Lie}(n) \), where \( n \in \mathbb{N} \), equivalently, in terms of Schur functors, this is the multiplicity of \( S_{\nu}(-) \) in \( S_{\mu} \circ \text{Lie}(n)(- \rangle \).

Proposition \[ 11.19 \] has the following Corollary, which should be viewed as an explicit form of Theorem \[ 11.13 \].

**Corollary 11.23.** — There is an equality in the Grothendieck group of \( \mathcal{F}(\text{gr} \times \Sigma; \mathbb{Q}) \):

\[
[\Psi_{\Sigma}^{\mathcal{F}_{\text{cogr}}}] = \sum_{\rho, \nu} \sum_{\Lambda} \sum_{\mu} \left( c_{\lambda}^{\mu} c_{\lambda}^{\nu} \prod_{b_{n} \neq 0} p_{\mu, \nu}^{\rho(n)} \right) [\alpha_{\rho}] S_{\rho} \otimes S_{\nu}
\]

where \( \Lambda = (b_{n}|n \in \mathbb{N}^{*}) \) is a sequence of natural numbers, \( \rho, \nu \) are partitions, \( \Lambda \) is as in Notation \[ 11.22 \] and \( \mu \) ranges over sequences of partitions \( \{ \mu(n) \mid 1 \leq n \in \mathbb{N} \} \) such that \( |\mu(n)| = n|\lambda(n)| \) for all \( n \).

Hence, for \( \nu \vdash d > 0 \), in the Grothendieck group of \( \mathcal{F}(\text{gr}; \mathbb{Q}) \):

\[
[\beta_{d} S_{\nu}] = \sum_{\rho} \sum_{\Lambda} \sum_{\mu} \left( c_{\lambda}^{\mu} c_{\lambda}^{\nu} \prod_{b_{n} \neq 0} p_{\mu, \nu}^{\rho(n)} \right) [\alpha_{\rho}] S_{\rho}.
\]

11.4. Three infinite families of examples. — This section illustrates Theorem \[ 11.13 \] by considering the three infinite families of partitions: \( (n) \), \( (1^{n}) \) and \( (n-1, 1) \), for \( n \in \mathbb{N}^{*} \) (with \( n > 1 \) in the final case). The results can be proved directly using Corollary \[ 11.23 \]. To try and make the argument more conceptual, we proceed by using Proposition \[ 11.19 \] (which is a reformulation of Theorem \[ 11.13 \]).

Proposition \[ 11.19 \] implies that, for our chosen partition \( \mu \), we require to calculate the isotypical component of \( S_{\mu}(-) \) in:

\[
\bigoplus_{n} \bigoplus_{\Lambda} \left( \bigotimes_{n} \alpha_{b_{n}} S_{\lambda(n)} \right) \otimes \bigotimes_{n} (S_{\lambda(n)} \circ \text{Lie}(n)(-))
\]

where the sum is over sequences \( \Lambda = (b_{n}|n \in \mathbb{N}^{*}) \) of natural numbers such that \( \sum_{n} n b_{n} = |\mu| \). Thus the argument boils down to determining for which sequences of partitions \( \Lambda \), \( S_{\mu}(-) \) occurs as a composition factor of

\[
\bigotimes_{n} (S_{\lambda(n)} \circ \text{Lie}(n)(-)).
\]

The key fact that makes the cases considered here accessible is the following property of the Lie representations, which follows from Theorem \[ B.26 \] (and can also be proved directly, by elementary means).

**Lemma 11.24.** — For \( n \in \mathbb{N} \):

1. \( S_{(n)} \) is a composition factor of \( \text{Lie}(n) \) if and only if \( n = 1 \);
2. \( S_{(1^n)} \) is a composition factor of \( \text{Lie}(n) \) if and only if \( n \in \{1, 2\} \);
3. \( S_{(n-1,1)} \) is a composition factor of \( \text{Lie}(n) \) if and only if \( n \geq 3 \).
Moreover, in each case, the simple occurs with multiplicity one.

We first treat the family of partitions \((n)\), which exhibits exceptional behaviour:

**Proposition 11.25.** — For \( n \in \mathbb{N} \),
\[
\beta_n S(n) \cong \alpha_n S(n);
\]
in particular \( \alpha_n S(n) \) is injective in \( \mathcal{F}_\infty(\text{gr}; \mathbb{Q}) \).

**Démonstration.** — Using the first statement of Lemma 11.24, it is clear that \( S(n) \) occurs in \( \text{(1.3)} \) for a sequence of partitions \( \lambda \) if and only if \( \lambda(1) = n \) and all other \( \lambda(i) \) are zero. Hence the corresponding isotypical component in equation \( \text{(1.2)} \) is \( \alpha_n S(n) \), as required. The final statement follows since \( \beta_n S(n) \) is injective in \( \mathcal{F}_\infty(\text{gr}; \mathbb{Q}) \), by Theorem 4.22.

**Remark 11.26.** — Proposition 11.25 can also be deduced from [Ves18, Theorem 4.2], where it is shown that, \( \text{Ext}^* \mathcal{F}(\text{gr}; k)(a \otimes \alpha S(n)) \) is \( \mathbb{Q} \) for \( m = n \) and \( * = 0 \) and is \( 0 \) otherwise.

The case of the family of partitions \((1^n)\) is slightly more complicated:

**Proposition 11.27.** — For \( n \in \mathbb{N}^* \), in the Grothendieck group of \( \mathcal{F}(\text{gr}; \mathbb{Q}) \):
\[
[\beta_n S(1^n)] = \sum_{a,b \in \mathbb{N}, a+2b=n} [\alpha_a S(1^n) \otimes \alpha_b S(1)]
\]
\[
= \sum_{a,b \in \mathbb{N}, a+2b=n} ([\alpha_a b S(1^n)] + [\alpha_{a+b} S(2,1^{n-1})])
\]
where, \( S(0,1^n) \) and \( S(1^n) \) (corresponding to \( b = 0 \) and \( a = 0 \) respectively) are understood to be zero.

**Démonstration.** — The proof is analogous to that of Proposition 11.25 this time using the second statement of Lemma 11.24. In this case, \( S(1^n) \) occurs as a composition factor of \( \text{(1.3)} \) if and only if \( \lambda(1) = 1^n \), \( \lambda(2) = b \) with all other \( \lambda(i) \) zero, so that \( a + 2b = n \); in this case \( S(1^n) \) occurs with multiplicity one.

The result then follows by identifying the corresponding isotypical component in \( \text{(1.2)} \).

**Remark 11.28.** — In Theorem 12.23 of Section 12.5 we give more information on the structure of \( \beta_n S(1^n) \).

Finally, we treat the case of the family of partitions \((n-1,1)\):

**Proposition 11.29.** — For \( 2 \leq n \in \mathbb{N} \), in the Grothendieck group of \( \mathcal{F}(\text{gr}; \mathbb{Q}) \):
\[
[\beta_n S((n-1,1))] = \sum_{j=2}^{n} ([\alpha_j S((j-1,1))] + [\alpha_{j-1} S((j-1,1))] )
\]
Démonstration. — As in Propositions 11.25 and 11.27, using Lemma 11.24 we first identify the \( \lambda \) for which \( S_{(n-1,1)}(-) \) can occur.

One checks that there are two possible cases:

1. \( \lambda(1) = (n-1, 1) \), with all other terms zero;
2. \( \lambda(1) = (a, \lambda(b) = (1)) \), with all other terms zero, were \( a, b \in \mathbb{N} \) with \( b \geq 2 \) and \( a + b = n \).

In each case, \( S_{(n-1,1)}(-) \) occurs with multiplicity one.

In the corresponding isotypical component, using (11.2), the first case contributes \( \alpha_n S_{(n-1,1)} \) and the second \( \alpha_2 S_{(a)} \otimes \alpha_1 S_{(1)} \). Using Pieri’s rule gives the result. \( \square \)

In the following Proposition and later in the paper, the structure of a functor \( F \in \text{Ob} \mathcal{F}(\text{gr}; \kappa) \) is given using Loewy diagrams. Such diagram is associated to the socle filtration (see Definition 4.13) and is arranged so that the simple factors of the socle appear at its base and the \( i \)-th row gives the composition factors of \( \text{soc}_i(F)/\text{soc}_{i-1}(F) \). The Loewy diagram also indicates how the successive layers of the socle filtration are joined together: a line indicates the existence of a non-trivial extension between the corresponding composition factors.

By Corollary 4.21, up to reindexing, the socle filtration of \( \beta_d M \) coincides with the polynomial filtration of \( \beta_d M \). So, in the Loewy diagram, the composition factors of \( \beta_d M \) having the same polynomial degree appear on the same horizontal level. This allows the polynomial filtration to be read off from the Loewy diagram, with polynomial degree decreasing as one moves up from the socle.

Remark 11.30. — In most of the examples given in this paper, it follows from Corollary 11.14 and Example 11.16, that a non-trivial extension indicated by a line in the Loewy diagram is actually unique (up to a scalar). In this case, the Loewy diagram essentially gives the complete structure of the functor.

The following Proposition gives the complete structure of the functor \( \beta_n S_{((n-1)1)} \).

Proposition 11.31. — The structure of \( \beta_n S_{((n-1)1)} \) is represented by the following Loewy diagram, which has the form of a comb:

\[
\begin{array}{c}
\alpha_1 S_{(1)} \\
\vdots \\
\alpha_{n-2} S_{(n-2)} \\
\alpha_{n-1} S_{(n-1)} \\
\alpha_n S_{((n-1)1)}
\end{array}
\]

Namely, each possible extension between the simple composition factors occurs and the extensions are unique up to non-zero scalar multiple.

Démonstration. — Proposition 11.29 gives the composition factors of \( \beta_n S_{((n-1)1)} \). In particular, each factor is of multiplicity one. For the extensions, by Corollary 11.14.
we can have non-trivial extensions only between composition factors of degree $d$ and of degree $d-1$. By Example 11.16 there is a unique extension, up to non-zero scalar multiple, between $\alpha_k S_{(k-1)}$ and $\alpha_{k-1} S_{(k-1)}$ and there is no extension between $\alpha_k S_{(k)}$ and $\alpha_{k-1} S_{(k-1)}$ for $\rho \vdash k-1$. (The latter also follows from the fact that the functors $\alpha_k S_{(k)}$ are injective in $F_{<\infty}(gr; Q)$, by Proposition 11.25.) Since the socle of $\beta_n S_{((n-1)1)}$ is the simple functor $\alpha_n S_{((n-1)1)}$ (by Proposition 4.14), the structure of $\beta_n S_{((n-1)1)}$ is determined by the Loewy diagram given in the statement.

\[ \square \]

12. Calculating $\omega \Psi$

The purpose of this section is to address the problem of calculating $\omega \Psi$. More particularly, we are interested in understanding $\omega \Psi^P_{\Sigma}$ by exploiting the results on calculating $\omega$ on exponential functors given in Section 10.

In Section 12.1 we apply these results to study $\omega \beta_d S_{\lambda}$ for $\lambda \vdash d$ (see Proposition 12.1). The key player there is the map $\text{coad}_\lambda$ derived from the coadjoint coaction. We use this to give a first approximation to $\omega \beta_d S_{\lambda}$ in Corollary 12.3.

In Section 12.2 we provide the other fundamental ingredient, which gives a quantitative statement ensuring that $\text{coad}_\lambda$ is non-trivial, except in the case $\lambda = (d)$ (see Theorem 12.5). Some cohomological consequences of Theorem 12.5 are presented in Section 12.3.

For instance, in Corollary 12.13 we calculate $\text{Ext}^1$ in $F_{\text{Out}}(gr; Q)$ between simple polynomial functors.

The section concludes by analysing the examples covered in Section 11.

12.1. The general theory. — This section addresses the problem of calculating $\omega \Psi^P_{\Sigma}$, and, hence, the calculation of the functors $\omega \beta_d S_{\lambda}$, for $\lambda \vdash d$. By the Schur correspondence, this can be achieved by calculating $\omega \Psi T_{\text{col}}(V)$ as a functor of $V \in \text{Ob mod}_Q$. This is expressed in terms of the coadjoint coaction; by Proposition 10.6, there is an exact sequence in $F(gr; Q)$:

\[ \text{(12.1)} \]

\[ 0 \to \omega \Psi T_{\text{col}}(V) \to \Psi T_{\text{col}}(V) \xrightarrow{\text{coad}} \Psi T_{\text{col}}(V) \otimes V \to \text{coker } (\text{coad}_{\Psi T_{\text{col}}}(V)) \to 0 \]

that is natural in $V$.

By the Schur correspondence, this corresponds to the exact sequence in $F(gr \times \Sigma; Q)$:

\[ \text{(12.2)} \]

\[ 0 \to \omega \Psi^P_{\text{col}} \to \Psi^P_{\text{col}} \xrightarrow{\text{coad}} \Psi^P_{\text{col}} \otimes P^P_{\Sigma} \to \text{coker } (\text{coad}_{\Psi^P_{\text{col}}}) \to 0. \]

It is useful to pass to isotypical components, which gives the following:
Proposition 12.1. — For \( \lambda \vdash d \), applying \(- \otimes_{\Sigma} S_{\lambda}\) to the exact sequence (12.2) yields the exact sequence:

\[
0 \to \omega \beta d S_{\lambda} \to \beta d S_{\lambda} \xrightarrow{\text{coad}_{\lambda}} \bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu} \to \text{coker (coad}_{\lambda}) \to 0,
\]

where \(\text{coad}_{\lambda}\) is shorthand for \(\text{coad} \otimes_{\Sigma} S_{\lambda}\).

All of the terms appearing in the exact sequence (12.3) are finite functors in \(\mathcal{F}_{<\infty}(\mathfrak{gr}; \mathbb{Q})\). Hence we can reason using the Grothendieck group of \(\mathcal{F}_{<\infty}(\mathfrak{gr}; \mathbb{Q})\) (which is equivalent to working in terms of the multiplicity of composition factors).

Notation 12.2. — For \( F \) a finite functor in \(\mathcal{F}_{<\infty}(\mathfrak{gr}; \mathbb{Q})\), write \([F]\) for its image in the Grothendieck group. For \( F_1, F_2 \) two such finite functors:

1. write \([F_1] \leq [F_2]\) if, for each partition \( \mu \), the multiplicity of \( \alpha_{|\mu|} S_{\mu} \) in \( F_1 \) is less than or equal to its multiplicity in \( F_2 \);
2. write \([F_1] \cap [F_2]\) for the element of the Grothendieck group represented by the maximal semi-simple functor \( G \) such that \([G] \leq [F_i]\) for \( i \in \{1, 2\} \).

Using this notation, we have the following equalities and bounds for the objects appearing in (12.3):

Corollary 12.3. — For \( \lambda \vdash d \), there are equalities in the Grothendieck group of \(\mathcal{F}_{<\infty}(\mathfrak{gr}; \mathbb{Q})\):

\[
[w \beta d S_{\lambda}] = [\bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu}] - [\text{coker (coad}_{\lambda})],
\]

\[
[w \beta d S_{\lambda}] = [\beta d S_{\lambda}] - [\text{image (coad}_{\lambda})],
\]

\[
[\text{coker (coad}_{\lambda})] = [\bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu}] - [\text{image (coad}_{\lambda})].
\]

Moreover, there are inequalities:

\[
[\text{image (coad}_{\lambda})] \leq [\beta d S_{\lambda}] \cap [\bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu}],
\]

\[
[w \beta d S_{\lambda}] \geq [\beta d S_{\lambda}] - \left( [\beta d S_{\lambda}] \cap [\bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu}] \right),
\]

\[
[\text{coker (coad}_{\lambda})] \geq [\bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu}] - \left( [\beta d S_{\lambda}] \cap [\bigoplus_{\mu \preceq \lambda, |\mu| = d - 1} \beta_{d-1} S_{\mu}] \right).
\]

Démonstration. — This is a straightforward consequence of Proposition 12.1. \(\square\)
Remark 12.4. — The composition factors of $\beta_n S_{\lambda}$ and of $\bigoplus_{|\mu|=n-1} \beta_{n-1} S_{\mu}$ can be calculated by using Theorem 11.13 (or the more explicit form, Corollary 11.23). Corollary 12.3 thus has the following consequence:

1. knowing $[\omega \beta_d S_{\lambda}]$ is equivalent to knowing $[\text{coker (coad}_{\lambda})]$;
2. the upper bound for $[\text{image (coad}_{\lambda})]$ and the lower bounds for $[\omega \beta_d S_{\lambda}]$ and $[\text{coker (coad}_{\lambda})]$ can be calculated explicitly.

It is expected that these bounds are close to the true values, since $\text{coad}$ is highly non-trivial.

12.2. Non-triviality of $\text{coad}_{\lambda}$ in lowest possible degree. — The purpose of this section is to establish a non-triviality result for $\text{coad}_{\lambda}$. More precisely, for $\lambda \vdash d$, we consider $\text{coad}_{\lambda}$ in polynomial degree $d-1$ (i.e., after applying the functor $q_{d-1}^{\text{gr}}$). This gives the natural transformation

$$\beta_{d-1}^{\text{gr}}(\beta_d S_{\lambda}) \longrightarrow \bigoplus_{\mu \leq \lambda, |\mu|=d-1} \beta_{d-1}^{\text{gr}}(\beta_{d-1} S_{\mu}) \cong \bigoplus_{\mu \leq \lambda, |\mu|=d-1} \alpha_{d-1} S_{\mu}.$$ 

The main result of the section is the following, which establishes the non-triviality of $\text{coad}_{\lambda}$, apart from in the exceptional case $\lambda = (d)$.

Theorem 12.5. — For $\lambda \vdash d$:

1. the morphism

$$\beta_d S_{\lambda} \longrightarrow \bigoplus_{\mu \leq \lambda, |\mu|=d-1} \beta_{d-1} S_{\mu}$$

is zero if and only if $\lambda = (d)$;
2. if $d \geq 2$ and $\lambda \neq (d)$, the morphism

$$q_{d-1}^{\text{gr}}(\text{coad}_{\lambda}) : q_{d-1}^{\text{gr}}(\beta_d S_{\lambda}) \longrightarrow \bigoplus_{\mu \leq \lambda, |\mu|=d-1} \alpha_{d-1} S_{\mu}$$

is surjective.

Remark 12.6. — For $d \in \{0,1\}$ it is easy to see that $\text{coad}_{\lambda}$ is zero. Hence we concentrate on the case $d \geq 2$ below.

By the Schur correspondence, the result can be proved by working with

$$\Psi T_{\text{coalg}}(V) \longrightarrow \Psi T_{\text{coalg}}(V) \otimes V.$$ 

Focussing on the $S_{\lambda}$-isotypical component then corresponds to picking out the $S_{\lambda}(-)$-isotypical component; in particular, we are interested in terms of polynomial degree exactly $d$ with respect to $V \in \text{Ob mod}_Q$. 
To understand the polynomial degree \((d-1)\) part (with respect to \(\text{gr}\)), we use Proposition 11.10 which describes the associated graded of \(\Psi \text{coalg}(\cdot)\) as
\[
\bigotimes_{n \geq 1} S^*(a_Q \otimes \text{Lie}(n)(\cdot)).
\]
The component of polynomial degree \(d\) with respect to \(V\) and \(d-1\) with respect to \(\text{gr}\) is:
\[
S^{d-2}(a_Q \otimes S_{(1)}(\cdot)) \otimes (a_Q \otimes S_{(1^2)}(\cdot)),
\]
as in the proof of Corollary 11.14.

A similar argument applies to \(\Psi \text{coalg}(V) \otimes V\), with the corresponding component being \(S^{d-1}(a_Q \otimes S_{(1)}(\cdot)) \otimes S_{(1)}(\cdot)\). Hence, we are interested in the component of the coadjoint coaction:

\[
(S^{d-1}(a_Q \otimes S_{(1)}(\cdot)) \otimes S_{(1)}(\cdot)) \Rightarrow \quad \text{coad}
\]
\[
S^{d-1}(a_Q \otimes S_{(1)}(\cdot)) \otimes S_{(1)}(\cdot).
\]
Here \(S_{(1)}(\cdot)\) is the identity functor and \(S_{(1^2)}(\cdot)\) identifies as \(\Lambda^2(\cdot)\), the second exterior power.

This is made more transparent by applying the cross-effect functor \(c_{d-1}\). In the following statement, the actions of the symmetric groups arise from the place permutations of the tensor factors:

**Lemma 12.7.** — For \(2 \leq d \in \mathbb{N}\), applying the functor \(c_{d-1}\) to (12.4) yields the \(S_{d-1}\)-equivariant natural transformation
\[
(12.5) \quad (V^\otimes d-2 \otimes \Lambda^2(V)) \overset{\text{coad}}{\to} (V^\otimes d-1) \otimes V \cong V^\otimes d
\]
induced up from \(V^\otimes d-2 \otimes \Lambda^2(V) \subset V^\otimes d-1 \otimes V\) given by the inclusion \(\Lambda^2(V) \subset V^\otimes 2\) applied to the last tensor factors.

**Démonstration.** — We consider the map obtained by applying the functor \(c_{d-1}\) to (12.4). Evaluating on \(V\) (and adjusting the side on which the symmetric group acts appropriately), the domain can be rewritten as:
\[
a^\otimes d-1 \otimes \mathfrak{S}_{d-2} \left(V^\otimes d-2 \otimes \Lambda^2 V\right),
\]
where \(\mathfrak{S}_{d-2}\) acts by place permutations on the first \(d-2\) tensor factors of \(a^\otimes d-1\) and \(V^\otimes d-2 \otimes \Lambda^2 V\) respectively. Likewise, the codomain can be written as:
\[
a^\otimes d-1 \otimes \mathfrak{S}_{d-1} \left(V^\otimes d-1\right) \otimes V.
\]
The passage to cross-effects on objects is then clear.

The identification of the map follows using the definition of \(\text{coad}\). \(\square\)

**Remark 12.8.** — It is useful to compare this with the behaviour of the coadjoint map
\[
\text{coad} : T_{\text{coalg}}(V)^{\otimes r} \to T_{\text{coalg}}(V)^{\otimes r} \otimes V.
\]
The cross effect argument used above allows us to replace \(T_{\text{coalg}}(V)\) with the augmentation ideal \(T_{\text{coalg}}(V)\) and reduce to working with \(r = d-1\) and the terms of polynomial degree \(d\) with respect to \(V\).
This reduces us to studying the restriction
\[
\text{coad} : (V \otimes_{d-2} T^2(V)) \otimes_{\Theta_{d-2}} V \otimes_{d-1} V
\]
where the codomain is the degree \(d\) part of \(T_{\text{coalg}}(V)^{\otimes d-1}\) with respect to \(V\), writing \(T^2(V)\) for \(V \otimes V\).

Consider the case \(d = 2\) for simplicity. In this case, the above restriction of \(\text{coad}\) identifies (by the definition of \(\text{coad}\)) as the composite
\[
T^2(V) \to \Lambda^2(V) \hookrightarrow V \otimes 2,
\]
where the first map is the canonical surjection and the second the canonical inclusion.

It follows that the restriction of \(\text{coad}\) considered above factors across the map of Lemma 12.7 via the surjection
\[
(V \otimes_{d-2} T^2(V)) \otimes_{\Theta_{d-2}} (V \otimes_{d-2} \Lambda^2(V)) \uparrow_{\Theta_{d-2}}
\]
defined by \(T^2(V) \to \Lambda^2(V)\).

This shows that understanding the cokernel of \(\text{coad}\) after passage to cross-effects as in Lemma 12.7 is equivalent to studying the more elementary restriction discussed in this remark.

The key calculational input is then the following basic result:

**Proposition 12.9.** — For \(2 \leq d \in \mathbb{N}\), the map (12.3) fits into the natural exact sequence:
\[
(V \otimes_{d-2} \Lambda^2(V)) \otimes_{\Theta_{d-2}} V \otimes d \to S^d(V) \to 0,
\]
where \(S^d(-)\) is the \(d\)th symmetric power functor, that identifies with \(S(d)(-)\).

**Démonstration.** — For \(d = 2\), this corresponds to the usual (split) short exact sequence \(0 \to \Lambda^2(V) \to V \otimes 2 \to S^2(V) \to 0\).

For \(d > 2\), the term with \(\Lambda^2(V)\) in the \(i\)th tensor factor (for \(1 \leq i \leq d-1\)), imposes the ‘commutativity’ of terms in the \(i\)th and \(d\)th tensor factors of \(V \otimes d\) similarly to above. Since the transpositions \((i, d)\) generate the symmetric group \(S_d\), the result follows.

**Proof of Theorem 12.5** — The case \(\lambda = (d)\) can be analysed directly, since \(\text{coad}_{(d)}\) reduces to
\[
\beta_d S_{(d)} \cong \alpha_d S_{(d)} \to \beta_{d-1} S_{(d-1)} \cong \alpha_{d-1} S_{(d-1)}
\]
(if \(d = 0\) the codomain is understood to be zero), using Proposition 11.25 for the identifications. This map is zero, since \(\alpha_d S_{(d)}\) and \(\alpha_{d-1} S_{(d-1)}\) are non-isomorphic simple functors.

Now consider the case \(\lambda \neq (d)\) (so that \(d \geq 2\)). Using the identification provided by Lemma 12.7 Proposition 12.9 implies that the \(S_{\lambda}(-)\)-isotypical component of \(d_{d-1}(\text{coad})\) is surjective. In particular, since \(d \geq 2\) (in particular \(d \geq 1\)), it is non-trivial, since the set \(\{\mu \leq \lambda \mid ||\mu|| = d - 1\}\) is non-empty.
12.3. Consequences of Theorem 12.5 — The non-triviality of $\text{coad}$ as established in Theorem 12.5 has some important consequences, as presented in this section.

**Corollary 12.10.** — For $\lambda \vdash d$, $\beta_d S_\lambda$ is an object of $\mathcal{F}_{\text{Out}}^\text{Out}(\text{gr}; \mathbb{Q})$ if and only if $\lambda = (d)$.

For $\lambda = (d)$, one has the identifications:

$$\omega \beta_d S(d) \cong \alpha_d S(d)$$
$$\text{coker } (\text{coad}(d)) \cong \alpha_{d-1} S(d-1),$$

where $S(d-1)$ is taken to be zero for $d = 0$. In particular, $\alpha_d S(d)$ is injective in $F_{\text{Out}}^\text{Out}(\text{gr}; \mathbb{Q})$.

**Démonstration.** — By construction, $\beta_d S_\lambda$ belongs to $\mathcal{F}_{\text{Out}}^\text{Out}(\text{gr}; \mathbb{Q})$ if and only if $\omega \beta_d S_\lambda = \beta_d S_\lambda$. The latter condition is equivalent to the triviality of $\text{coad}_\lambda$, by Proposition 12.1, whence the first statement follows from Theorem 12.5. The analysis for $\lambda = (d)$ is straightforward, using Proposition 9.22 for the injectivity statement.

Theorem 12.5 also gives information on the polynomial degree of $\text{coker } (\text{coad}_\lambda)$:

**Corollary 12.11.** — For $2 \leq d \in \mathbb{N}$ and $\lambda \vdash d$, $\omega \beta_d S_\lambda$ has polynomial degree exactly $d$.

If $\lambda = (d)$, then $\text{coker } (\text{coad}_\lambda)$ has polynomial degree exactly $d - 1$. If $\lambda \neq (d)$, then $\text{coker } (\text{coad}_\lambda) \in F_{d-2}(\text{gr}; \mathbb{Q})$.

**Démonstration.** — If $\lambda \neq (d)$, Theorem 12.5 implies that the cokernel of $\text{coad}_\lambda$ is a quotient of

$$\bigoplus_{|\mu| \leq \lambda} (\beta_{d-1} S_\mu / \alpha_{d-1} S_\mu)$$

and each $\beta_{d-1} S_\mu / \alpha_{d-1} S_\mu$ has polynomial degree at most $d - 2$.

**Remark 12.12.** — Theorem 12.23 below shows that $\text{coker } (\text{coad}_{(1^d)})$ has polynomial degree exactly $d - 2$ if $d > 2$.

Combined with Corollary 11.14, Theorem 12.5 implies the following description of $\text{Ext}_{\mathcal{F}_{\text{Out}}^\text{Out}(\text{gr}; \mathbb{Q})}^1(\alpha |_{\rho} S_\rho, \alpha_d S_\lambda)$ between simple functors:

**Corollary 12.13.** — For $\lambda \vdash d$, where $d > 0$, $\text{Ext}_{\mathcal{F}_{\text{Out}}^\text{Out}(\text{gr}; \mathbb{Q})}^1(\alpha |_{\rho} S_\rho, \alpha_d S_\lambda) = 0$ if $|\rho| \neq d - 1$.

If $\rho \vdash d - 1$ and $\lambda \neq (d)$:

$$\dim \text{Ext}_{\mathcal{F}_{\text{Out}}^\text{Out}(\text{gr}; \mathbb{Q})}^1(\alpha_{d-1} S_\rho, \alpha_d S_\lambda) = \begin{cases} 0 & \rho \not\leq \lambda \\ \frac{\sum_{\nu | \rho \vdash \lambda} |c_{\nu}^{\rho} c_{\nu}^{\rho 1} c_{\nu 1}^{\lambda}}{\sum_{\nu | \rho \vdash \lambda} |c_{\nu}^{\rho} c_{\nu 1}^{\lambda 1} c_{\nu 1}^{\lambda 1}| - 1} & \rho \leq \lambda \end{cases}.$$
Démonstration. — The vanishing if $|\rho| \neq d - 1$ is immediate from Corollary 11.14.

If $\lambda \neq (d)$, Theorem 12.5 determines $\tilde{q}_{d-1}^{fr}(\omega_{d}S_\lambda)$ as follows. Since $\tilde{q}_{d-1}^{fr}$ is exact (see Proposition 10.9), there is a short exact sequence

$$0 \to \tilde{q}_{d-1}^{fr}(\omega_{d}S_\lambda) \to \tilde{q}_{d-1}^{fr}(\beta_{d}S_\lambda) \to \bigoplus_{\rho \preceq \lambda, |ho| = d - 1} \alpha_{d-1}S_\rho \to 0.$$

Corollary 11.14 determines $\tilde{q}_{d-1}^{fr}(\beta_{d}S_\lambda)$, from which one deduces $\tilde{q}_{d-1}^{fr}(\omega_{d}S_\lambda)$ and hence the Ext$_{\mathcal{O}_{\mathfrak{g} = 0}}$ by standard methods (see the proof of Corollary 11.14). Explicitly, the cokernel removes one composition factor of $\alpha_{d-1}S_\rho$ for each $\rho \preceq \lambda$.

**Remark 12.14.** — Note that, for any $\rho \preceq \lambda$ with $|\rho| = d - 1$, if $\lambda \neq (d)$ there exists $\nu \preceq \rho$ with $|\nu| = d - 2$ such that the Young diagram of the skew partition $\lambda/\nu$ does not have two boxes in the same row. Thus the dimensions given in the statement are always non-negative.

**Example 12.15.** — Consider a positive integer $a$ and the partitions $\rho := (1^{a-1}) \preceq (1^{a}) =: \lambda$, taking $d = a$. Then Corollary 12.13 shows that

$$\text{Ext}^{1}_{\mathcal{O}_{\mathfrak{g} = 0}(\mathfrak{g}; \mathbb{Q})}(\alpha_{d-1}S_{1^{a-1}}, \alpha_{d}S_{1^a})) = 0,$$

since there is a single $\nu \vdash d - 2$ such that $\nu \preceq \rho$, namely $(1^{a-2})$.

**Proposition 12.16.** — For $\lambda \vdash d$, the canonical inclusion $\alpha_{d}S_{\lambda} \hookrightarrow \omega_{d}S_{\lambda}$ is an isomorphism if and only if either $\lambda = (d)$ or, for $d > 1$, $\lambda = (d - 1, 1)$.

Equivalently, $\alpha_{d}S_{\lambda}$ is injective in $\mathcal{F}^{\infty}_{<\infty}(\mathfrak{g}; \mathbb{Q})$ if and only if either $\lambda = (d)$ or, for $d > 1$, $\lambda = (d - 1, 1)$.

**Démonstration.** — That the two conditions are equivalent is clear.

Corollary 12.14 implies that $\alpha_{d}S_{(d)}$ is injective in $\mathcal{F}^{\infty}_{<\infty}(\mathfrak{g}; \mathbb{Q})$. One can analyse $\alpha_{d}S_{(d-1, 1)}$ similarly (for $d > 1$). The only partition $\nu \vdash d - 2$ such that $c_{(d-1, 1)}^{(d-1)}$ is non-zero is $(d - 2)$ (and the Littlewood-Richardson coefficient is one). The partitions $\rho$ for which $c_{(d-2, 1)}^{(d-2)}$ is not zero are $(d - 1)$ and $(d - 2, 1)$, with both coefficients one, by the Pieri rule. In particular, both satisfy $\rho \preceq (d - 1, 1)$. The Ext$_{\mathcal{O}_{\mathfrak{g} = 0}(\mathfrak{g}; \mathbb{Q})}$ calculation in Corollary 12.13 therefore gives the vanishing that ensures that $\alpha_{d}S_{(d-1, 1)}$ is injective in $\mathcal{F}^{\infty}_{<\infty}(\mathfrak{g}; \mathbb{Q})$.

It remains to show that, if $\lambda \notin \{(d), (d - 1, 1)\}$, there exists $\nu \vdash d - 1$ such that $\text{Ext}^{1}_{\mathcal{O}_{\mathfrak{g} = 0}(\mathfrak{g}; \mathbb{Q})}(\alpha_{d-1}S_\rho, \alpha_{d}S_\lambda) \neq 0$. By Corollary 12.13, it suffices to show that there exists $\rho \preceq \lambda$ and $\nu \vdash d - 2$ with $c_{\nu}^{\rho, \lambda} \neq 0$.

Suppose that $\nu \vdash d - 2$ such that $\nu \preceq \lambda$ and $c_{\nu}^{\lambda, \lambda} \neq 0$, so that the skew diagram $\lambda/\nu$ has two boxes not in the same row. Consider the following two conditions:

1. If $\nu_1 = \lambda_1$ (i.e., the first row of $\nu$ coincides with that of $\lambda$), one can take $\rho$ such that $\rho_1 = \lambda_1 + 1$ and $\rho_i = \nu_i$ for $i > 1$. Thus $\nu \preceq \rho \preceq \lambda$, as desired.
2. The conjugate situation, arguing with the first column, namely $\nu_1^\lambda = \lambda_1^\lambda$. One constructs $\rho$ so that $\rho_1^\lambda = \lambda_1^\lambda + 1$ and $\rho_i^\lambda = \nu_i^\lambda$ for $i > 1$. Again $\nu \preceq \rho \preceq \lambda$, as desired.
Thus, if either of these conditions holds, one can construct a suitable $\rho$, since it is clear that $c_{\nu,1}^d c_{\nu,1}^\lambda \neq 0$, by construction.

To conclude, one observes that the only partitions $\lambda$ for which no partition $\nu \vdash d-2$ exists with $c_{\nu,1}^\lambda \neq 0$ and one of the above conditions satisfied are the partitions $(d)$ and $((d-1),1)$.

This implies:

**Corollary 12.17.** — The category $\mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ is semi-simple if and only if $d \leq 2$.

In particular, any object of $\mathcal{F}_2^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ is injective in $\mathcal{F}_{\leq 1}^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ and hence in $\mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ for any $d \geq 2$.

**Démonstration.** — The first statement follows immediately from Proposition [12.16]

For $d = 2$, this implies that any object of $\mathcal{F}_2^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ is injective in that category. Since the functor $\varphi^\mathfrak{gr}: \mathcal{F}_{\leq 1}^\text{Out}(\mathfrak{gr}; \mathbb{Q}) \to \mathcal{F}_2^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ is exact (by Proposition [1.9]) and restricts to $\varphi_{\mathfrak{gr}}: \mathcal{F}_{\leq 1}^\text{Out}(\mathfrak{gr}; \mathbb{Q}) \to \mathcal{F}_2^\text{Out}(\mathfrak{gr}; \mathbb{Q})$, it follows by a standard argument that any such object is also injective in $\mathcal{F}_{\leq 1}^\text{Out}(\mathfrak{gr}; \mathbb{Q})$. This, in turn, implies injectivity in $\mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q})$, for any $d \geq 2$.

**Example 12.18.** — The simple objects of $\mathcal{F}_3^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ of polynomial degree exactly $3$ are 

$$\alpha_3 S_{(3)}, \quad \alpha_3 S_{(21)}, \quad \alpha_3 S_{(111)}.$$  

The first two are injective in $\mathcal{F}_3^\text{Out}(\mathfrak{gr}; \mathbb{Q})$, whereas the last is not. The only partition $\rho \vdash 2$ for which $\operatorname{Ext}_{\mathcal{F}_3^\text{Out}(\mathfrak{gr}; \mathbb{Q})}^1(\alpha_2 S_{\rho}, \alpha_3 S_{(111)})$ is non-zero is $\rho = (2)$ and there is (up to isomorphism) a unique non-trivial extension in this case. The corresponding functor is the ‘smallest’ object of $\mathcal{F}_{\leq 1}^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ not lying in the essential image of $\mathcal{F}(\mathfrak{ab}; \mathbb{Q})$.

This is a conceptual, functorial analogue of [TW19, Theorem 1]. Turchin and Willwacher observed that the corresponding representation of $\text{Out}(\mathbb{Z}^*^3)$ (obtained from our viewpoint by evaluation of the functor) has dimension $7$ and that it does not factor through $GL_d(\mathbb{Z})$. This is the smallest dimension in which such a representation can exist.

As in Theorem [1.24], we consider the global (injective) dimension:

**Corollary 12.19.** — For $1 < d \in \mathbb{N}$, the category $\mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ has global dimension at most $d - 2$, with equality in the cases $d \in \{2, 3\}$.

In particular, for $d \geq 2$,

$$\text{gl.dim} \mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q}) < \text{gl.dim} \mathcal{F}_d(\mathfrak{gr}; \mathbb{Q}) = d - 1.$$  

and $\text{gl.dim} \mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q}) > 0$ for $d > 2$.

**Démonstration.** — The case $d = 2$ is clear, hence we suppose that $d \geq 3$. The general bound is proved as in [DPV16, Theorem 1.24] taking into account that $\mathcal{F}_2^\text{Out}(\mathfrak{gr}; \mathbb{Q})$ is semi-simple.

Namely, for any object $F$ of $\mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q})$, consider the construction of a minimal injective resolution $I^\bullet$ in $\mathcal{F}_d^\text{Out}(\mathfrak{gr}; \mathbb{Q})$. This will have the property that the term $I^t$ in cohomological degree $t$ has polynomial degree $d - t$. 

Consider the construction of $I^{d-2}$: this is defined to be the injective envelope of the cokernel of $I^{d-4} \to I^{d-3}$ ($F \hookrightarrow I^0$ if $d = 3$). The cokernel is an outer functor of polynomial degree 2, hence is injective in $\mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q})$, by Corollary 12.17. It follows that the construction of the minimal injective resolution stops here.

This gives the first statement, the equality for $d = 3$ following since $\mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q})$ is not semisimple. Likewise for $d > 2$, this gives $\text{gl.dim} \mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q}) > 0$ for $d > 2$.

Clearly one has $\text{gl.dim} \mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q}) > 0$ for $d > 2$. This gives $\text{gl.dim} \mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q}) < \text{gl.dim} \mathcal{F}^{\text{Out}}_d(\text{gr}; \mathbb{Q}) = d - 1$, where the equality is given by [DPV16] (stated as Theorem 4.24 here).

Remark 12.20. — To resume, one has the inclusions of full sub-categories of polynomial functors:

$$\mathcal{F}^{\text{Out}}_\infty(\text{ab}; \mathbb{Q}) \subset \mathcal{F}^{\text{Out}}_\infty(\text{gr}; \mathbb{Q}) \subset \mathcal{F}^{\text{Out}}_\infty(\text{gr}; \mathbb{Q}).$$

The category $\mathcal{F}^{\text{Out}}_\infty(\text{ab}; \mathbb{Q})$ is semi-simple, by Theorem 4.24. Corollary 12.13 together with Corollary 12.10 imply that the two inclusions are highly non-trivial. It is expected that the global dimension of $\mathcal{F}^{\text{Out}}_\infty(\text{gr}; \mathbb{Q})$ is unbounded.

12.4. The case $\lambda = ((n-1), 1)$. — In this section we describe the exact sequence of Proposition 12.1 in the case $\lambda = ((n-1), 1)$, for $n > 1$.

Proposition 12.21. — For $1 < n \in \mathbb{N}$, the exact sequence of Proposition 12.1 identifies as:

$$0 \to \alpha_n S_{(n-1), 1} \to \beta_n S_{(n-1), 1} \xrightarrow{\text{coad}_{(n-1), 1}} \beta_{n-1} S_{(n-2), 1} \oplus \alpha_{n-1} S_{(n-1)} \to 0$$

($S_{(n-2), 1}$ is understood to be zero for $n = 2$). In particular, $\text{coker} \ (\text{coad}_{(n-1), 1}) = 0$.

Démonstration. — Theorem 12.5 implies that the components of $\text{coad}_{(n-1), 1}$ to $\beta_{n-1} S_{(n-2), 1}$ and to $\beta_{n-1} S_{(n-1)}$ are both non-trivial and the kernel of $\text{coad}_{(n-1), 1}$ is $\alpha_n S_{(n-1), 1}$, by Proposition 12.16.

It remains to show the surjectivity of $\text{coad}_{(n-1), 1}$; this follows from Proposition 11.31 (In fact, it suffices to check this at the level of composition factors.)

Remark 12.22. — Extending Proposition 11.31, Proposition 12.21 can be illustrated by the Loewy diagram:

The boxed term corresponds to $\omega \beta_n S_{(n-1), 1}$, which identifies with the socle.
12.5. The case $\lambda = (1^n)$. — We now revisit the structure of $\beta_n S(1^n)$ (cf. Proposition 11.27), identifying $\omega \beta_n S(1^n)$ and coker $(\text{coad}(1^n))$.

**Theorem 12.23.** — For $2 \leq n \in \mathbb{N}$, image $(\text{coad}(1^n)) \cong \omega \beta_{n-1} S(1^{n-1})$, so that there is a short exact sequence:

$$0 \to \omega \beta_n S(1^n) \to \beta_n S(1^n) \to \omega \beta_{n-1} S(1^{n-1}) \to 0$$

induced by $\text{coad}(1^n)$.

Hence, for $n \geq 3$, coker $(\text{coad}(1^n)) \cong \omega \beta_{n-2} S(1^{n-2})$, so that the exact sequence of Proposition 11.27 has the form:

$$0 \to \omega \beta_n S(1^n) \to \beta_n S(1^n) \xrightarrow{\text{coad}(1^n)} \beta_{n-1} S(1^{n-1}) \to \omega \beta_{n-2} S(1^{n-2}) \to 0.$$

In the Grothendieck group of $\mathcal{F}(\text{gr}; \mathbb{Q})$:

$$[\omega \beta_n S(1^n)] = \sum_{a+b=n+1, b>0} [\alpha_{a+b} S(1^n)],$$

$\omega \beta_n S(1^n)$ is uniserial and has socle length $\left\lfloor \frac{n+1}{2} \right\rfloor$.

**Remark 12.24.** — Theorem 12.23 implies that the maps $\text{coad}$ induce an exact complex in $\mathcal{F}(\text{gr}; \mathbb{Q})$:

$$0 \to \beta_n S_1(1^n) \to \beta_{n-1} S_1(1^{n-1}) \to \beta_{n-2} S_1(1^{n-2}) \to \ldots \to \beta_1 S_1(1^n) = \alpha_1 S(1^n).$$

**Proof of Theorem 12.23.** — One way to prove Theorem 12.23 is by exploiting the relationship with higher Hochschild homology. This allows an argument of Turchin and Willwacher to be used, as sketched below in Example 16.14. Here we sketch a direct approach, taking as input Proposition 11.27.

First we explain why (12.6) is a complex. The image of the composite $\beta_n S_1(1^n) \to \beta_{n-1} S_1(1^{n-1}) \to \beta_{n-2} S_1(1^{n-2})$ (assuming $n \geq 3$) is a subfunctor of $\beta_{n-2} S_1(1^{n-2})$, which has socle $\alpha_{n-2} S_1(1^{n-2})$, by Proposition 11.14. Hence the image must contain a composition factor $\alpha_{n-2} S_1(1^{n-2})$ if it is non-zero. However, by Proposition 11.27 $\beta_n S_1(1^n)$ does not have a composition factor $\alpha_{n-2} S_1(1^{n-2})$. It follows that the image is zero, as required.

Theorem 12.23 is now proved by showing that the complex (12.6) is exact. This requires some information on the differential $\beta_n S_1(1^n) \to \beta_{n-1} S_1(1^{n-1})$ ($n > 1$). It suffices to study the associated graded of the polynomial filtration and use the identification given by Proposition 11.27:

$$[\beta_n S_1(1^n)] = \sum_{a+b \in \mathbb{N}, a+2b=n} [\Lambda^a \circ \alpha_{\mathbb{Q}} \otimes S^b \circ \alpha_{\mathbb{Q}}],$$

where we have identified $\alpha_{\mathbb{Q}} S_1(1^n) \otimes \alpha_{\mathbb{Q}} S_1(1^{n-1}) \cong \Lambda^a \circ \alpha_{\mathbb{Q}} \otimes S^b \circ \alpha_{\mathbb{Q}}$.

On the associated graded of the polynomial filtration, the differential $\beta_n S_1(1^n) \to \beta_{n-1} S_1(1^{n-1})$ has components of the form

$$(12.7) \quad \Lambda^a \circ \alpha_{\mathbb{Q}} \otimes S^b \circ \alpha_{\mathbb{Q}} \to \Lambda^{a+1} \circ \alpha_{\mathbb{Q}} \otimes S^{b-1} \circ \alpha_{\mathbb{Q}}$$
(understood to be zero if \( b = 0 \)), where \( a + 2b = n \). Here (12.7) corresponds to the polynomial degree \( a + b \) slice of the differential.

Now, inspection of the composition factors shows that \( \text{Hom}_{\mathcal{F}(\text{gr}; \mathbb{Q})} (\Lambda^a \circ a \bullet \otimes \mathbb{Q} \circ \Lambda^{a+1} \circ a \bullet \otimes S^{b-1} \circ a \bullet) = \mathbb{Q} \) if \( b > 0 \), with generator provided by the dual de Rham differential. Moreover, one can check readily that the exactness of the complex is equivalent to the assertion that each of these maps (for \( b > 0 \)) is non-zero. (More precisely, if these maps are non-zero, the layers of the polynomial filtration of the complex identify with dual de Rham complexes, which are exact.)

Hence, to prove the result, it suffices to show that the morphism \( \text{coad} \) induces a non-trivial map (12.7), for \( b > 0 \). This is achieved using the explicit definition of \( \text{coad} \) and unravelling the above identifications; indeed, this analysis shows why \( \text{coad} \) induces the dual de Rham differential on the associated graded of the polynomial filtration.

That \( \omega \beta_n S(1^n) \) is uniserial follows from the fact that it has simple socle \( \alpha_n S(1^n) \) and at most one composition factor in each polynomial degree. Since \( \text{Ext}^1_{\mathcal{F}(\text{gr}; \mathbb{Q})} \) between simple polynomial functors vanishes if the difference in polynomial degrees is not equal to 1 (see Corollary 11.14 for the precise statement), one deduces uniseriality.

Remark 12.25. — The structure of \( \omega \beta_n S(1^n) \) is represented by the Loewy diagram:

\[
\begin{array}{c}
\alpha_{p+r} S((p+1)^n) \\
\alpha_{p+r} S((p+1)^{n-k}) \\
\vdots \\
\alpha_{n-2} S((1^n)_{n-2}) \\
\alpha_{n-1} S((1^n)_{n-1}) \\
\alpha_n S((1^n)_{n-1})
\end{array}
\]

where \( p \) and \( r \) correspond to reduction modulo 2: \( n + 1 = 2p + r \) with \( r \in \{0, 1\} \).

More explicitly, if \( n = 2p \) is even, the top composition factor is \( \alpha_{p+1} S((p+1)^n) \); if \( n = 2p - 1 \) is odd, then the top composition factor is \( \alpha_p S((p)^n) \).

Example 12.26. — To illustrate Theorem 12.23, we consider the Loewy diagrams for \( \omega \beta_n S(1^n) \subset \beta_n S(1^n) \) for \( n \leq 5 \). In the Loewy diagrams, the composition factors in \( \omega \beta_n S(1^n) \) are boxed.

The composition factors of \( \beta_n S(1^n) \) are given by Proposition 11.27 and those of \( \omega \beta_n S(1^n) \) by Theorem 12.23. By Proposition 11.14 the socle of \( \beta_n S(1^n) \) is the simple functor \( \alpha_n S(1^n) \). By Theorem 12.23 the quotient of \( \beta_n S(1^n) \) by \( \omega \beta_n S(1^n) \) identifies with \( \omega \beta_{n-1} S(1^{n-1}) \) if \( n > 1 \), which appears as the boxed terms in the preceding diagram. In each case, \( \omega \beta_n S(1^n) \) is a uniserial functor with socle \( \alpha_n S(1^n) \).

For the extensions, by Corollary 11.14 we can have non-trivial extensions only between composition factors of degree \( d \) and of degree \( d-1 \). By Example 11.16 there is a unique extension, up to non-zero scalar multiple, between \( \alpha_k S(1^n) \) and
\( \alpha_{k-1}S_{(1^k-1)} \), between \( \alpha_kS_{(1^k)} \) and \( \alpha_{k-1}S_{(2,1^k-2)} \) and between \( \alpha_4S_{(211)} \) and \( \alpha_3S_{(3)} \). The lines indicate these unique (up to non-zero scalar multiple) extensions.

1. \( \beta_1S_{(1)} = \omega \beta_1S_{(1)} = \alpha_1S_{(1)} \):

   \[
   \begin{array}{c}
   \alpha_1S_{(1)} \\
   \alpha_1S_{(1)}
   \end{array}
   \]

2. \( \beta_2S_{(11)} \):

   \[
   \begin{array}{c}
   \alpha_1S_{(1)} \\
   \alpha_2S_{(11)}
   \end{array}
   \]

3. \( \beta_3S_{(111)} \):

   \[
   \begin{array}{ccc}
   \alpha_2S_{(2)} & \alpha_2S_{(11)} \\
   \alpha_3S_{(111)} & \alpha_3S_{(111)}
   \end{array}
   \]

4. \( \beta_4S_{(1^4)} \):

   \[
   \begin{array}{ccc}
   \alpha_2S_{(2)} & \alpha_2S_{(21)} \\
   \alpha_3S_{(21)} & \alpha_3S_{(21)} \\
   \alpha_4S_{(111)} & \alpha_4S_{(111)} \\
   \alpha_5S_{(1111)} & \alpha_5S_{(1111)}
   \end{array}
   \]

The dotted line indicates a non-trivial extension that is believed to exist, due to a "symmetry" between the behaviour of the partitions \((2,1)\) and \((1^3)\) that results from the relation between the associated central primitive idempotents in \( \mathbb{Q}[S_3] \).

5. \( \beta_5S_{(1^5)} \):

   \[
   \begin{array}{ccc}
   \alpha_2S_{(3)} & \alpha_3S_{(21)} \\
   \alpha_4S_{(211)} & \alpha_4S_{(211)} \\
   \alpha_5S_{(1111)} & \alpha_5S_{(1111)}
   \end{array}
   \]

The dotted line indicates a non-trivial extension that is expected to exist.

12.6. Examples for \(|\nu| = 4\). — The structure of the functors

\[ \omega \beta_4S_\nu \subset \beta_4S_\nu \]

for \(|\nu| = 4\) has already been determined for \( \nu \in \{(4), (1111), (31)\} \), since these fit into the families of partitions \((n)\), \((1^n)\) and \((\lfloor n-1 \rfloor, 1)\) respectively. It remains to consider the cases \( \nu \in \{(22), (211)\} \).
Example 12.27. — For $\nu = (22)$, the composition factors are given by Example 11.21. The map $\text{coad}_{(22)}$ in Proposition 12.1 reduces to the unique (up to non-zero scalar) non-trivial map

$$\beta_4 S_{(22)} \rightarrow \beta_3 S_{(21)}.$$ 

The structure of $\beta_3 S_{(21)}$ is known by Proposition 11.31. This leads to the following Loewy diagram:

\[
\begin{array}{cccccc}
\alpha_2 S_{(2)} & \longrightarrow & \alpha_2 S_{(11)} & \longrightarrow & \alpha_2 S_{(2)} \\
\alpha_3 S_{(111)} & \longrightarrow & \alpha_3 S_{(21)} & \longrightarrow & \alpha_4 S_{(22)} \\
\end{array}
\]

in which the boxed terms correspond to $\omega_4 S_{(22)}$. As for the case of $\beta_3 S_{(11)}$, the dashed arrow represents a non-trivial extension, that is believed to exist, for the same reason.

In particular, $\omega_4 S_{(22)}$ is uniserial, with composition factors $\alpha_4 S_{(22)}$, $\alpha_3 S_{(111)}$ and $\alpha_2 S_{(2)}$. The cokernel of $\text{coad}_{(22)}$ is $\alpha_1 S_{(1)}$.

Example 12.28. — For $\nu = (211)$, the composition factors of $\beta_4 S_{(211)}$ are again given in Example 11.21. The map $\text{coad}_{(211)}$ is a morphism

$$\beta_4 S_{(211)} \rightarrow \beta_3 S_{(21)} \oplus \beta_3 S_{(111)}$$

in which both components are non-trivial.

The functors $\omega_4 S_{(211)}$ and $\text{coker } (\text{coad}_{(211)})$ can be determined using our understanding of $\mathcal{F}^\text{Out}(\text{gr}; \mathbb{Q})$, in particular the fact that $\alpha_3 S_{(3)}$ and $\alpha_3 S_{(21)}$ are injective in $\mathcal{F}^\text{Out}_{\infty}(\text{gr}; \mathbb{Q})$.

It follows that $\omega_4 S_{(211)} \subset \text{soc}_2 \beta_4 S_{(211)}$ where $\text{soc}_2 \beta_4 S_{(211)}$ has Loewy diagram:

\[
\begin{array}{cccccc}
\alpha_3 S_{(3)} & \longrightarrow & \alpha_3 S_{(21)} & \longrightarrow & \alpha_3 S_{(111)} \\
\alpha_4 S_{(211)} & \longrightarrow & \alpha_3 S_{(21)} & \longrightarrow & \alpha_3 S_{(111)} \\
\end{array}
\]

Moreover, $\text{coker } (\text{coad}_{(211)}) \cong \alpha_2 S_{(2)}$. In particular, this gives another example where the polynomial degree upper bound given by Corollary 12.11 is exact.

However, this information does not uniquely determine the structure of $\beta_4 S_{(211)}$ (which is why we restricted to $\text{soc}_2$ above).
PARTIE V. HIGHER HOCHSCHILD HOMOLOGY

13. Higher Hochschild homology

The purpose of this section is to review the theory of higher Hochschild homology. Except for our functorial framework presented in Section 13.4, the material is well-known and we make no claim to originality.

Higher Hochschild (co)homology is defined here in the pointed context, taking coefficients in $\Gamma$-modules (i.e., $\mathcal{F}(\Gamma; k)$), where $\Gamma$ is the category of finite pointed sets. To release the basepoint, one takes coefficients arising from $\text{Fin}$-modules, where $\text{Fin}$ is the category of finite sets. This is covered in Section 13.1 following Pirashvili [Pir00b].

Section 13.2 recalls the Loday constructions, which provide the coefficients that are used in this paper. In particular, we treat the multiplicative properties that are key in the applications.

Section 13.3 takes up the thread by recalling the shuffle products in higher Hochschild homology, reviewing basic theory that will be exploited in the proofs of the main results.

Finally, in Section 13.4 we introduce the functors on $\text{gr}$ that are derived from higher Hochschild homology. This corresponds to restricting along the nerve (or classifying space functor) $B : \text{gr} \to \Delta^{\text{op}}\text{Set}$. When the coefficients are independent of the basepoint, this yields outer functors, i.e., functors in $\mathcal{F}^{\text{Out}}(\text{gr}; k)$.

That higher Hochschild homology for coefficients arising from $\mathcal{F}(\text{Fin}; k)$ gives rise to representations of the outer automorphism groups $\text{Out}(\mathbb{Z}^r)$ as above was observed and exploited by Turchin and Willwacher in [TW19]. The result presented here, Proposition 13.20, insists upon the full functorial behaviour with respect to $\text{gr}$, namely that one obtains objects of $\mathcal{F}^{\text{Out}}(\text{gr}; k)$.

13.1. Defining Higher Hochschild homology. — Unless stated otherwise, $k$ is an arbitrary unital, commutative ring.

Notation 13.1. — Denote by

1. $\text{Fin} \subset \text{Set}$ the full subcategory of finite sets;
2. $\Gamma \subset \text{Set}_{+}$, the full subcategory of finite pointed sets;
3. $(-)_{+} : \text{Fin} \to \Gamma$ the left adjoint to the functor $\vartheta : \Gamma \to \text{Fin}$ that forgets the basepoint.

The categories $\text{Fin}$ and $\Gamma$ have small skeleta with objects $n := \{1, \ldots, n\} \in \text{Ob} \text{ Fin}$ (by convention, $0 = \emptyset$) and $n_{+} \in \text{Ob} \Gamma$, for $n \in \mathbb{N}$.

By Proposition 13.3 one has the following (which introduces the ad hoc notation $\vartheta^{+}$):

---

(1) Warning: here we adopt the convention used by Pirashvili [Pir00b] rather than that of Segal.
Proposition 13.2. — The adjunction \((-)_+ : \text{Fin} \rightleftarrows \Gamma : \vartheta\) induces an adjunction
\[\vartheta^* : \mathcal{F}(\text{Fin}; k) \rightleftarrows \mathcal{F}(\Gamma; k) : \vartheta^+.\]
The functors \(\vartheta^*\) and \(\vartheta^+\) are exact and symmetric monoidal.

Left Kan extension gives \(\mathcal{F}(\Gamma; k) \rightarrow \mathcal{F}(\text{Set}_*; k)\) and right Kan extension gives \(\mathcal{F}(\Gamma^{\text{op}}; k) \rightarrow \mathcal{F}(\text{Set}_*^{\text{op}}; k)\). Hence, composition defines functors:
\[
\Delta^{\text{op}} \text{Set}_* \times \mathcal{F}(\Gamma; k) \rightarrow \mathcal{F}(\Delta^{\text{op}}; k)
\]
\[
(\Delta^{\text{op}} \text{Set}_*)^{\text{op}} \times \mathcal{F}(\Gamma^{\text{op}}; k) \rightarrow \mathcal{F}(\Delta; k),
\]
where \(\Delta\) is the category of ordinals and \(\Delta^{\text{op}} \text{Set}_*\) is the category of pointed simplicial sets. Here, \(\mathcal{F}(\Delta^{\text{op}}; k)\) and \(\mathcal{F}(\Delta; k)\) are respectively the categories of simplicial and cosimplicial \(k\)-modules. In the following, as usual, \(\pi_*\) denotes the homotopy of a simplicial \(k\)-module and \(\pi^*\) the cohomotopy of a cosimplicial \(k\)-module.

Definition 13.3. — For \(X\) a pointed simplicial set,
1. the higher Hochschild homology of \(X\) with coefficients \(L \in \text{Ob} \mathcal{F}(\Gamma; k)\) is
\[\text{HH}^*(X; L) := \pi_*(L(X));\]
2. the higher Hochschild cohomology of \(X\) with coefficients \(R \in \text{Ob} \mathcal{F}(\Gamma^{\text{op}}; k)\) is
\[\text{HH}^*(X; R) := \pi^*(R(X)).\]

Remark 13.4. — The unpointed version of higher Hochschild homology is given by taking coefficients in a \(\Gamma\)-module of the form \(\vartheta^* L\), for \(L \in \text{Ob} \mathcal{F}(\text{Fin}; k)\). Likewise for higher Hochschild cohomology.

If \(k\) is a field, the duality functors \(D_\Gamma\) and \(D_{\Gamma^{\text{op}}}\) relate higher Hochschild homology and cohomology (for clarity, \((-)^\dagger\) is used to denote vector space duality):

Proposition 13.5. — Suppose that \(k\) is a field. The following diagrams commute up to natural isomorphism:

\[
(\Delta^{\text{op}} \text{Set}_*)^{\text{op}} \times \mathcal{F}(\Gamma; k)^{\text{op}} \xrightarrow{1_{(\Delta^{\text{op}} \text{Set}_*)^{\text{op}}} \times D_\Gamma} \mathcal{F}(\Delta^{\text{op}}; k)^{\text{op}} \xrightarrow{D_{\Delta^{\text{op}}}} \mathcal{F}(\Delta; k)
\]

and

\[
\Delta^{\text{op}} \text{Set}_* \times \mathcal{F}(\Gamma^{\text{op}}; k)^{\text{op}} \xrightarrow{1_{\Delta^{\text{op}} \text{Set}_*} \times D_{\Gamma^{\text{op}}}} \mathcal{F}(\Delta; k)^{\text{op}} \xrightarrow{D_\Delta} \mathcal{F}(\Delta^{\text{op}}; k).
\]

In particular, for \(X \in \text{Ob} \Delta^{\text{op}} \text{Set}_*\) and \(L \in \text{Ob} \mathcal{F}(\Gamma; k), R \in \text{Ob} \mathcal{F}(\Gamma^{\text{op}}; k)\), there are natural isomorphisms:
\[\text{HH}^*(X; D_\Gamma L) \cong \text{HH}_*(X; L)^\dagger\]
\[\text{HH}_*(X; D_{\Gamma^{\text{op}}} R) \cong \text{HH}^*(X; R)^\dagger.\]
Thus, if \( L \) takes finite-dimensional values and \( X \) values in \( \Gamma \subset \text{Set}_* \), \( HH_\ast(X; L) \) is a graded \( \mathbb{k} \)-vector space of finite type and there is a natural isomorphism:
\[
HH_\ast(X; L) \cong HH^\ast(X; D_X L)^\mathbb{R}.
\]

Démonstration. — The first duality statements follow from the fact that post- and pre-compositions commute. The remaining statements follow, since \( \mathbb{k} \) is a field, with the final statement providing the necessary finiteness hypotheses.

\[\square\]

Remark 13.6. — Proposition [13.5] means that, in our applications, it will be sufficient to restrict to considering higher Hochschild homology: results for cohomology are then recovered by duality.

One of the key properties of higher Hochschild homology is its homotopy invariance, which is a Corollary of \([\text{Pir00b}, \text{Theorems 2.4}]\) (which supposes that \( \mathbb{k} \) is a field).

**Theorem 13.7.** — Let \( \mathbb{k} \) be a field.

1. For \( L \in \text{Ob} \mathcal{F}(\Gamma; \mathbb{k}) \), higher Hochschild homology \( HH_\ast(\_, L) \) factors naturally across the homotopy category \( \mathcal{H}_\ast \) of pointed simplicial sets.
2. For \( L' \in \text{Ob} \mathcal{F}(\text{Fin}; \mathbb{k}) \), higher Hochschild homology \( HH_\ast(\_, \vartheta^* L') \) factors naturally across the homotopy category \( \mathcal{H}_\ast \) of simplicial sets, forgetting the basepoint.

13.2. The Loday constructions. — The Loday constructions (or Loday functors) give an important source of \( \Gamma \)-modules. For this section, \( \mathbb{k} \) is taken to be a general unital, commutative ring; all tensor products are taken over \( \mathbb{k} \) unless indicated otherwise.

**Definition 13.8.** — \([\text{Pir00b}, \text{Section 1.7}]\) For a commutative, unital \( \mathbb{k} \)-algebra and \( M \) a right \( A \)-module, let

1. \( \mathcal{L}(A, M) \in \text{Ob} \mathcal{F}(\Gamma; \mathbb{k}) \) be the left \( \Gamma \)-module \( n \mapsto M \otimes A^\otimes n \);
2. \( \mathcal{L}'(A) \in \text{Ob} \mathcal{F}(\text{Fin}; \mathbb{k}) \) be the left \( \text{Fin} \)-module \( n \mapsto A^\otimes n \).

**Remark 13.9.** — By considering the chain complex associated to the standard simplicial model \( \Delta^1/\partial \Delta^1 \) for the circle \( S^1 \), one sees that \( HH_\ast(S^1; \mathcal{L}(A, M)) \) is the classical Hochschild homology \( HH_\ast(A; M) \) \([\text{Lod98}]\).

The Loday functors given in Definition 13.8 are related by the adjunction of Proposition 13.2.

**Lemma 13.10.** — Let \( A \) be a commutative, unital \( \mathbb{k} \)-algebra.

1. There is a natural isomorphism \( \vartheta^* \mathcal{L}'(A) \cong \mathcal{L}(A, A) \) in \( \mathcal{F}(\Gamma; \mathbb{k}) \).
2. If \( A \) is augmented, there is a natural isomorphism \( \vartheta^+ \mathcal{L}(A, \mathbb{k}) \cong \mathcal{L}'(A) \) in \( \mathcal{F}(\text{Fin}; \mathbb{k}) \), hence \( \mathcal{L}(A, A) \cong \vartheta^* \vartheta^+ \mathcal{L}(A, \mathbb{k}) \), where \( \mathbb{k} \) is considered as an \( A \)-module via the augmentation.
By definition, for \( n \in \mathbb{N} \), \((\partial^* \mathcal{L}'(A))(n_+) = \mathcal{L}'(A)(n_+)\), forgetting that \(+\) is the basepoint, hence identifies as \(A \otimes A^\otimes n\), where the first factor corresponds to \(+\). This identifies in turn with \(\mathcal{L}(A, A)(n_+)\) and it is straightforward to check that the \(\Gamma\)-module structures correspond.

Similarly, \((\partial^* \mathcal{L}(A, k))(n) = \mathcal{L}(A, k)(n_+)\), hence identifies with \(A^\otimes n = \mathcal{L}'(A)\). Again, one checks that the \textbf{Fin}-module structures correspond. The final statement follows by combining the previous two ones. 

We will exploit the multiplicative structure of the Loday construction given by the following Proposition (compare Remark \[13.14\] below). This uses the fact that, for any unital, commutative \(k\)-algebra \(A\) and \(n \in \mathbb{N}\), the \(n\)-fold tensor product is a unital commutative \(k\)-algebra for the component-wise multiplication.

**Proposition 13.11.** — For a unital, commutative \(k\)-algebra \(A\), the \(\Gamma\)-module \(\mathcal{L}(A, A)\) takes values in unital commutative \(A\)-algebras. Hence, forgetting structure, \(\mathcal{L}(A, A)\) defines a \(\Gamma\)-module with values in \(A\)-modules.

If \(A\) is augmented, the \(\Gamma\)-module \(\mathcal{L}(A, k)\) takes values in unital commutative \(k\)-algebras such that there is an isomorphism of \(\Gamma\)-modules with values in \(k\)-algebras:
\[
k \otimes_A \mathcal{L}(A, A) \cong \mathcal{L}(A, k).
\]

**Démonstration.** — By definition, \(\mathcal{L}(A, A)(n_+)\) is equal to \(A \otimes A^\otimes n\), considered as an algebra as above. Since \(A\) is commutative, it is clear that the \(\Gamma\)-module structure morphisms act by morphisms of algebras. Moreover, this defines a \(\Gamma\)-module in \(A\)-algebras by using multiplication on the distinguished tensor factor corresponding to the basepoint.

If \(A\) is augmented, the multiplicative structure on \(\mathcal{L}(A, k)\) is defined similarly, using \(\mathcal{L}(A, k)(n_+) = k \otimes A^\otimes n \cong A^\otimes n\). This clearly identifies with the base change \(k \otimes_A \mathcal{L}(A, A)\), using the \(A\)-algebra structure on \(\mathcal{L}(A, A)\) introduced in the first part of the Proposition. 

**Lemma 13.12.** — For \(A\) an augmented, unital, commutative \(k\)-algebra with augmentation ideal \(\overline{A}\), the projection \(\mathcal{L}(A, A) \to \mathcal{L}(A, k) \cong k \otimes_A \mathcal{L}(A, A)\) induced by the augmentation fits into a short exact sequence of \(\Gamma\)-modules with values in \(A\)-modules:
\[
0 \to \mathcal{L}(A, \overline{A}) \to \mathcal{L}(A, A) \to \mathcal{L}(A, k) \to 0,
\]
where \(\mathcal{L}(A, k)\) is considered as an \(A\)-module via the augmentation \(A \to k\).

**Démonstration.** — The short exact sequence is obtained by applying \(\mathcal{L}(A, -)\) to the exact sequence of \(A\)-modules \(0 \to \overline{A} \to A \to k \to 0\), which splits as a sequence of \(k\)-modules. That one obtains an exact sequence of \(A\)-modules as stated is clear.

The following straightforward result is the origin of the exponential property (in the sense of Section \[13\] which arises when considering higher Hochschild homology.

**Proposition 13.13.** — For \(X, Y \in \text{Ob} \, \Gamma\) and \(A\) a commutative, unital \(k\)-algebra, there is a natural isomorphism
\[
\mathcal{L}(A, A)(X \vee Y) \cong \mathcal{L}(A, A)(X) \otimes_A \mathcal{L}(A, A)(Y)
\]
that makes \( \mathcal{L}(A, A) \) symmetric monoidal with respect to \( \vee \) and \( \otimes_A \).

If \( A \) is augmented, then base change using \( \mathbb{k} \otimes_A - \) induces the natural isomorphism:

\[
\mathcal{L}(A, \mathbb{k})(X \vee Y) \cong \mathcal{L}(A, \mathbb{k})(X) \otimes_{\mathbb{k}} \mathcal{L}(A, \mathbb{k})(Y)
\]

that makes \( \mathcal{L}(A, \mathbb{k}) \) symmetric monoidal with respect to \( \vee \) and \( \otimes_{\mathbb{k}} \).

Remark 13.14. — Proposition [13.13] gives an alternative viewpoint on the multiplicative structures of Proposition [13.11]. For instance, using the above isomorphism, the fold map \( X \vee X \to X \) induces

\[
\mathcal{L}(A, A)(X) \otimes_A \mathcal{L}(A, A)(X) \cong \mathcal{L}(A, A)(X \vee X) \to \mathcal{L}(A, A)(X)
\]

that is natural with respect to \( X \). This induces the product on \( \mathcal{L}(A, A)(X) \).

Remark 13.15. — The Loday constructions can be formed in any symmetric monoidal category. For example, the above results have analogues in the graded setting (with or without Koszul signs).

13.3. The shuffle product in higher Hochschild homology. — The classical Hochschild homology \( HH_\ast(A, A) \) of a commutative algebra \( A \) is graded commutative for the shuffle product (see [Lod98, Section 4.2] for example). Underlying this construction is the shuffle map. We will present this using the normalized chain complex \( NC \) associated to a simplicial abelian group \( C \) together with the shuffle map [Mac67, Chapter 8], following the presentation in [SS03, Section 2]. For two simplicial abelian groups \( C_1, C_2 \), the shuffle map induces

\[
\nabla : NC_1 \otimes NC_2 \to NC_{1 \otimes 2}
\]

that is lax monoidal and symmetric. (Here the tensor product in the domain is of chain complexes and, in the codomain, of simplicial abelian groups, with the diagonal structure.) The shuffle map is a quasi-isomorphism.

The shuffle product generalizes to higher Hochschild homology; this is well-known, the following statement is included simply to introduce the background.

Proposition 13.16. — For \( A \) a unital, commutative \( \mathbb{k} \)-algebra and \( X \) a pointed simplicial set,

1. \( HH_\ast(X; \mathcal{L}(A, A)) \) is a graded commutative \( A \)-algebra for the shuffle product;
2. if \( A \) is augmented, then \( HH_\ast(X; \mathcal{L}(A, \mathbb{k})) \) is a graded commutative \( \mathbb{k} \)-algebra for the shuffle product and the morphism induced by the base change map \( \mathcal{L}(A, A) \to \mathbb{k} \otimes_A \mathcal{L}(A, A) \cong \mathcal{L}(A, \mathbb{k}) \) induces a morphism of graded commutative \( A \)-algebras;

\[
HH_\ast(X; \mathcal{L}(A, A)) \to HH_\ast(X; \mathcal{L}(A, \mathbb{k}))
\]

where the codomain is considered as an \( A \)-algebra via the augmentation.

Démonstration. — For the first statement, by Proposition [13.11] \( \mathcal{L}(A, A)(X) \) is a simplicial commutative \( A \)-algebra; passing to homotopy, this gives a graded-commutative \( A \)-algebra. Explicitly, \( HH_\ast(X; \mathcal{L}(A, A)) \) is the homology of the chain complex \( N(\mathcal{L}(A, A)(X)) \) and the product is given by the composite:

\[
N(\mathcal{L}(A, A)(X)) \otimes N(\mathcal{L}(A, A)(X)) \xrightarrow{\Delta} N(\mathcal{L}(A, A)(X) \otimes \mathcal{L}(A, A)(X)) \to N(\mathcal{L}(A, A)(X)),
\]
where the second map is induced by the simplicial algebra structure of \( \mathcal{L}(A, A)(X) \). This makes \( N(\mathcal{L}(A, A)(X)) \) into a commutative differential graded algebra.

The proof for the second statement is similar and the naturality statement follows from considering the morphism of simplicial commutative \( A \)-algebras \( \mathcal{L}(A, A)(X) \to \mathcal{L}(A, k)(X) \).

**Example 13.17.** — To illustrate the above, we consider the classical Hochschild homology for a commutative \( k \)-algebra \( A \), as in [Lod98, Section 4.2], but using the general presentation. This corresponds to taking ‘higher’ Hochschild homology for \( S^1 \); we take the simplicial set \( \Delta^1/\partial \Delta^1 \) as our model for the circle. The simplicial set \( \Delta^1/\partial \Delta^1 \) has \( |(\Delta^1/\partial \Delta^1)_n| = n + 1 \); there is one non-degenerate 0-simplex and one non-degenerate 1-simplex; all others are degenerate.

The underlying simplicial \( k \)-module of \( \mathcal{L}(A, A)(\Delta^1/\partial \Delta^1) \) identifies in degree \( n \) as \( A \otimes A^{\otimes n} \); the \( i \)th face map \( d_i \) is the \( k \)-linear map

\[
A \otimes (A^{\otimes n}) \to A \otimes (A^{\otimes n-1})
\]

that multiplies the \((i+1)\)st and \((i+2)\)st tensor factors for \( i < n \); for \( i = n \), it multiplies the first and last tensor factors, with image the first tensor factor. The associated (unnormalized) chain complex is the cyclic bar complex.

The associated normalized chain complex \( N(\mathcal{L}(A, A)(\Delta^1/\partial \Delta^1)) \) is \( A \otimes \overline{A}^{\otimes n} \) in degree \( n \), with differential induced by \( \sum_{i=0}^{n} (-1)^{i} d_i \). This is a commutative differential graded algebra for the inner shuffle product map.

Now suppose that \( A \) is augmented, so that we may consider \( \mathcal{L}(A, k) \). The underlying simplicial \( k \)-module of \( \mathcal{L}(A, k)(\Delta^1/\partial \Delta^1) \) identifies in degree \( n \) as \( k \otimes A^{\otimes n} \cong A^{\otimes n} \); the \( i \)th face map \( d_i \), for \( 0 \leq i \leq n \), is the \( k \)-linear map

\[
A^{\otimes n} \to A^{\otimes n-1}
\]

that multiplies the \( i \)th and \((i+1)\)st tensor factors for \( 0 < i < n \); for \( i \in \{0, n\} \) it is induced by the augmentation \( A \to k \) applied to the first and last factors respectively.

The associated normalized chain complex \( N(\mathcal{L}(A, k)(\Delta^1/\partial \Delta^1)) \) is \( \overline{A}^{\otimes n} \) in degree \( n \), with differential induced by \( \sum_{i=1}^{n-1} (-1)^{i} d_i \). This is a commutative differential graded algebra with respect to the corresponding inner shuffle product map.

The comparison map is induced by the morphism of commutative differential graded algebras:

\[
A \otimes \overline{A}^{\otimes *} \to \overline{A}^{\otimes *}
\]

defined by applying the augmentation to the first tensor factor.

The shuffle map is key in showing that \( HH_*(-; \mathcal{L}(A, k)) \) is monoidal with respect to \( \vee \).

**Proposition 13.18.** — For a unital, augmented, commutative \( k \)-algebra \( A \) and pointed simplicial sets \( X, Y \in \Delta^{op}\text{Set}_* \), the shuffle map induces:

\[
N(\mathcal{L}(A, k)(X)) \otimes_k N(\mathcal{L}(A, k)(Y)) \to N(\mathcal{L}(A, k)(X \vee Y)) \cong N(\mathcal{L}(A, k)(X \vee Y))
\]

that is symmetric and compatible with the monoidal structures of \( \otimes_k \) on chain complexes and \( \vee \) on pointed simplicial sets. This is a quasi-isomorphism.
In particular, if \( k \) is a field, in homology this induces an isomorphism:

\[
HH_*(X; \mathcal{L}(A, k)) \otimes_k HH_*(Y; \mathcal{L}(A, k)) \cong HH_*(X \vee Y; \mathcal{L}(A, k))
\]

that is symmetric monoidal, using the Koszul-signed symmetry on graded \( k \)-vector spaces.

**Remark 13.19.** — This result is at the origin of the fact that higher Hochschild homology yields an exponential functor in Theorem 15.1.

13.4. Restricting along the classifying space functor. — The simplicial nerve gives \( B : \text{gr} \to \Delta^{op}\text{Set} \). By composition with the higher Hochschild homology functor, one obtains the functor

\[
\mathbb{Z}^{*r} \mapsto HH_*(B\mathbb{Z}^{*r}; L),
\]

for any \( L \in \text{Ob} \mathcal{F}(\Gamma; k) \).

**Proposition 13.20.** — Higher Hochschild homology induces

\[
HH_*(B(-); -) : \mathcal{F}(\Gamma; k) \to \mathcal{F}(\mathbb{N} \times \text{gr}; k).
\]

If \( k \) is a field, this induces

\[
HH_*(B(-); \vartheta^*(-)) : \mathcal{F}(\text{Fin}; k) \to \mathcal{F}^{\text{Out}}(\mathbb{N} \times \text{gr}; k).
\]

If \( L \in \text{Ob} \mathcal{F}(\Gamma; k) \) takes finite-dimensional values, \( HH_n(B(-); L) \) is finite-dimensional, for all \( n \in \mathbb{N} \). In particular, as functors in \( \mathcal{F}(\mathbb{N} \times \text{gr}^{op}; k) \), higher Hochschild cohomology satisfies:

\[
HH^*(B(-); D\Gamma L) \cong D_{gr} HH_*(B(-); L).
\]

**Démonstration.** — The first statement is clear. For coefficients arising from \( \mathcal{F}(\text{Fin}; k) \), we require to show that the conjugation action is trivial. This follows from Theorem 13.7 (where the hypothesis that \( k \) is a field is required) since, for \( G \) a discrete group and \( g \in G \) an element, the adjoint action \( \text{Bad}(g) : BG \to BG \) is (unpointed) homotopic to the identity (see [AM04] Theorem II.1.9, for example).

For \( \mathbb{Z}^{*r} \in \text{Ob} \text{gr} \), the classifying space is equivalent to, \( \bigvee_r S^1 \), the wedge of \( r \) circles in \( \mathbb{H} \), and the latter is represented by a finite simplicial set. It follows that \( HH_n(B(-); L) \) takes finite-dimensional values. The final statement then follows from the duality result Proposition 13.5.

14. The Loday construction on square-zero extensions

This section investigates the coefficients for higher Hochschild homology that we will exploit, namely the \( \Gamma \)-modules given by the Loday constructions \( \mathcal{L}(A_V; \mathbb{Q}) \) and \( \mathcal{L}(A_V, A_V) \) where \( A_V \) is the square-zero extension \( A_V := \mathbb{Q} \oplus V \), considered as a functor of \( V \in \text{Ob} \text{mod}_\mathbb{Q} \).
These coefficients have precursors under the Schur correspondence of Section 5, exploiting the naturality in \( \mathbf{mod}_Q \), which gives the dictionary (see Proposition 14.3 for the precise statement):

\[
\begin{align*}
\text{Inj}^\Gamma & \leftrightarrow \mathcal{L}(A_V; Q) \\
\vartheta^*\text{Inj}^{\text{Fin}} & \leftrightarrow \mathcal{L}(A_V, A_V)
\end{align*}
\]

for \( \text{Inj}^\Gamma \) the \( \Gamma \)-module introduced in Definition 14.1 and \( \vartheta^*\text{Inj}^{\text{Fin}} \) the \( \Gamma \)-module derived from the \( \text{Fin} \)-module \( \text{Inj}^{\text{Fin}} \), also introduced in Definition 14.1.

The significance of the \( \Gamma \)-module \( \text{Inj}^\Gamma \) is that it encodes the simple \( \Gamma \)-modules, by Proposition 14.3. The \( \Gamma \)-module \( \vartheta^*\text{Inj}^{\text{Fin}} \) plays a similar role when working without basepoints. This explains the interest of the Loday constructions \( \mathcal{L}(A_V; Q) \) and \( \mathcal{L}(A_V, A_V) \) considered as functors of \( V \in \text{Ob} \mathbf{mod}_Q \).

Section 14.3 outlines the fundamental structure on the \( \Gamma \)-modules \( \text{Inj}^\Gamma \) and \( \vartheta^*\text{Inj}^{\text{Fin}} \) that is analogous to that on the Loday functors presented in Section 13.2. For convenience, so as to be able to exploit the Schur correspondence, we work over \( Q \); the theory works in much greater generality.

14.1. \( \Gamma \) and \( \text{Fin} \)-modules from injections. — We introduce the fundamental objects of this section:

**Definition 14.1.**

1. Let \( \text{Inj}^\Gamma \in \text{Ob} \mathcal{F}(\Sigma^{\text{op}} \times \Gamma; Q) \) be the functor

\[
\text{Inj}^\Gamma : (m, X) \mapsto Q[\text{inj}^\Gamma(m +, X)],
\]

where the right hand side is the quotient of \( Q[\text{Hom}_\Gamma(m +, X)] \) by the subspace generated by the non-injective maps.

2. Let \( \text{Inj}^{\text{Fin}} \in \text{Ob} \mathcal{F}(\Sigma^{\text{op}} \times \text{Fin}; Q) \) be the functor

\[
\text{Inj}^{\text{Fin}} : (m, U) \mapsto Q[\text{inj}^{\text{Fin}}(m, U)],
\]

where the right hand side is the quotient of \( Q[\text{Hom}^{\text{Fin}}(m, U)] \) by the subspace generated by the non-injective maps.

These are related by a counterpart of the isomorphism \( \vartheta^+ \mathcal{L}(A, k) \cong \mathcal{L}'(A) \) given in Lemma 13.10.

**Lemma 14.2.** — There is an isomorphism \( \text{Inj}^{\text{Fin}} \cong \vartheta^+\text{Inj}^\Gamma \) in \( \text{Ob} \mathcal{F}(\Sigma^{\text{op}} \times \text{Fin}; Q) \).

**Démonstration.** — By definition, \( \vartheta^+\text{Inj}^\Gamma \) sends \( (m, U) \), for a finite set \( U \), to \( \text{Inj}^\Gamma(m, U_+) = Q[\text{inj}_\Gamma(m +, U_+)] \). The latter is isomorphic to \( Q[\text{inj}^{\text{Fin}}(m, U)] \), using the injectivity criterion and the fact that the basepoint is preserved. Moreover, this identification is natural with respect to \( \Sigma^{\text{op}} \times \text{Fin} \).

The \( \Gamma \)-module \( \text{Inj}^\Gamma \) encodes the simple \( \Gamma \)-modules, by the following result. To state this, we use the tensor product \( \otimes_\Sigma \) (see Section A.4), which yields the functor \( \text{Inj}^\Gamma \otimes_\Sigma - : \mathcal{F}(\Sigma; Q) \to \mathcal{F}(\Gamma; Q) \).

**Proposition 14.3.** —
1. The functor $\text{Inj}^F \otimes \Sigma - : F(\Sigma; \mathbb{Q}) \to F(\Gamma; \mathbb{Q})$ is exact and the image of $Q[\mathbb{S}_m]$, considered as a $\Sigma$-module supported on $m$ for $m \in \mathbb{N}$, is the $\Gamma$-module $\text{Inj}^F(\mathbb{m}, -) = \mathbb{Q}[\text{Inj}^F(\mathbb{m} +\mathbb{m}, -)]$.

2. The functor $\text{Inj}^F \otimes \Sigma -$ induces a bijection between the isomorphism classes of simple objects of the categories $F(\Sigma; \mathbb{Q})$ and $F(\Gamma; \mathbb{Q})$. Explicitly, 
   $$\{\text{Inj}^F(\mathbb{m}, -) \otimes \mathbb{S}_m S_\lambda \mid m \in \mathbb{N}, \lambda \vdash m\}$$
   is a set of isomorphism class representatives of the simple $\Gamma$-modules, where $S_\lambda$ is the simple $\mathbb{S}_m$-representation indexed by $\lambda$.

3. For $m \in \mathbb{N}$, $\text{Inj}^F(\mathbb{m}, -)$ has direct sum decomposition into simple objects in $F(\Gamma; \mathbb{Q})$:
   $$\text{Inj}^F(\mathbb{m}, -) \cong \bigoplus_{\lambda \vdash m} \left( \text{Inj}^F(\mathbb{m}, -) \otimes \mathbb{S}_m S_\lambda \right) \oplus \dim S_\lambda.$$

\textit{Démonstration.} — The first statement is immediate in characteristic zero. The second statement is best understood by using Pirashvili’s Dold-Kan theorem \cite{Pir00a}: this gives an equivalence of categories $F(\Omega; \mathbb{Q}) \cong F(\Gamma; \mathbb{Q})$, where $\Omega$ is the category of finite sets and surjections. There is an inclusion $\Sigma \subset \Omega$ and extension by zero gives the exact functor $F(\Sigma; \mathbb{Q}) \to F(\Omega; \mathbb{Q})$; for example, any $\mathbb{S}_m$-module can be considered as an $\Omega$-module supported on $m$. In particular, this functor induces a bijection between the respective sets of isomorphism classes of simple objects.

Using the explicit form of Pirashvili’s equivalence, the composite $F(\Sigma; \mathbb{Q}) \to F(\Omega; \mathbb{Q}) \cong F(\Gamma; \mathbb{Q})$ can be seen to identify (up to natural isomorphism) with the functor $\text{Inj}^F \otimes \Sigma -$. The second statement thus follows from the relation between simples given by $F(\Sigma; \mathbb{Q}) \to F(\Omega; \mathbb{Q})$.

The third statement follows using the isomorphism of $\mathbb{S}_m$-modules $\mathbb{Q}[\mathbb{S}_m] \cong \bigoplus_{\lambda \vdash m} \dim S_\lambda$. \hfill \blacksquare

14.2. The associated Schur functors. — In this section, we apply the Schur functor construction to $\text{Inj}^F$ and $\vartheta^* \text{Inj}^{\text{Fin}}$ (adjusting variance using $\Sigma \cong \Sigma^\text{op}$, where appropriate). Recall from Section 5.4 that the Schur functor construction is
$$\mathcal{T} \otimes \Sigma - : F(\Sigma; \mathbb{Q}) \to F(\text{mod}_{\mathbb{Q}}; \mathbb{Q}),$$
the main properties of which are given in Proposition 5.20.

\textbf{Notation 14.4.} — For $V \in \text{Ob} \text{mod}_{\mathbb{Q}}$, denote by $A_V := \mathbb{Q} \oplus V$, the square-zero extension, augmented $\mathbb{Q}$-algebra, with augmentation ideal $V$.

The association $V \mapsto A_V$ defines a functor from $\text{mod}_{\mathbb{Q}}$ to augmented $\mathbb{Q}$-algebras, hence the functors $V \mapsto \mathcal{L}(A_V, \mathbb{Q})$ and $V \mapsto \mathcal{L}(A_V, A_V)$ define objects in $F(\text{mod}_{\mathbb{Q}} \times \Gamma; \mathbb{Q})$, denoted $\mathcal{L}(A(\_\_), \mathbb{Q})$ and $\mathcal{L}(A(\_\_), A(\_\_))$ respectively. The following statement gives the dictionary of the beginning of this section:
Proposition 14.5.— There are isomorphisms in \( F(\text{mod}_\mathbb{Q} \times \Gamma; \mathbb{Q}) \):
\[
\mathcal{L}(A(-), \mathbb{Q}) \cong \mathcal{T} \otimes_{\mathcal{G}} \text{Inj}^\Gamma
\]
\[
\mathcal{L}(A(-), A(-)) \cong \mathcal{T} \otimes_{\mathcal{G}} \mathcal{V}^* \mathcal{V}^+ \text{Inj}^\Gamma \cong \mathcal{T} \otimes_{\mathcal{G}} \mathcal{V}^* \text{Inj}^{\text{Fin}}.
\]

Démonstration. — The first isomorphism is most easily proved by using Pirashvili’s Dold-Kan theorem, which is applied to the case of a Loday functor in [Pir00b Section 1.10]. The case of a square-zero extension is especially simple; the associated \( \Gamma \)-module identifies as stated.

The second isomorphism can be established similarly. It also follows from the first by applying Lemma 13.10 which provides the natural isomorphism \( \mathcal{L}(A_{\mathcal{V}}, A_{\mathcal{V}}) \cong \mathcal{V}^* \mathcal{V}^+ \mathcal{L}(A_{\mathcal{V}}, \mathbb{K}) \).

We note the following consequence of Lemma 13.12:

Lemma 14.6.— There is a short exact sequence of \( \Gamma \)-modules:
\[
0 \to \mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \otimes \mathcal{V} \to \mathcal{L}(A_{\mathcal{V}}, A_{\mathcal{V}}) \to \mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \to 0,
\]
that is natural with respect to \( \mathcal{V} \in \text{Ob mod}_\mathbb{Q} \).

This is naturally a short exact sequence of \( A_{\mathcal{V}} \)-modules, where \( \mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \) is considered as an \( A_{\mathcal{V}} \)-module by restriction along the augmentation \( A_{\mathcal{V}} \to \mathbb{Q} \).

Démonstration. — This follows from Lemma 13.12 by taking \( A = A_{\mathcal{V}} \) and using the identification \( \mathcal{L}(A_{\mathcal{V}}, A_{\mathcal{V}}) \cong \mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \otimes \mathcal{V} \) of \( \Gamma \)-modules, naturally in \( \mathcal{V} \).

Remark 14.7.— The Schur functor constructions appearing in Proposition 14.5 encode the splittings into homogeneous components (as functors of \( \mathcal{V} \)):
\[
\mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \cong \bigoplus_{d \geq 0} \mathcal{L}(A_{\mathcal{V}}, \mathbb{Q})(d)
\]
\[
\mathcal{L}(A_{\mathcal{V}}, A_{\mathcal{V}}) \cong \bigoplus_{d \geq 0} \mathcal{L}(A_{\mathcal{V}}, A_{\mathcal{V}})(d)
\]
\[
\mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \otimes \mathcal{V} \cong \bigoplus_{d \geq 1} (\mathcal{L}(A_{\mathcal{V}}, \mathbb{Q}) \otimes \mathcal{V})(d) \cong \left( \bigoplus_{d \geq 1} \mathcal{L}(A_{\mathcal{V}}, \mathbb{Q})(d-1) \right) \otimes \mathcal{V}.
\]

Explicitly, for \( d \in \mathbb{N} \):
\[
\mathcal{L}(A(-), \mathbb{Q})(d) \cong \mathcal{T}^d(-) \otimes_{\mathcal{G}} \text{Inj}^\Gamma(d_+, -)
\]
\[
\mathcal{L}(A(-), A(-))(d) \cong \mathcal{T}^d(-) \otimes_{\mathcal{G}} \mathcal{V}^* \mathcal{V}^+ \text{Inj}^\Gamma(d_+, -) \cong \mathcal{T}^d(-) \otimes_{\mathcal{G}} \mathcal{V}^* \text{Inj}^{\text{Fin}}(d, -).
\]

14.3. Further structure. — In this section, we exhibit the structure on \( \text{Inj}^\Gamma \) and \( \mathcal{V}^* \mathcal{V}^+ \text{Inj}^{\text{Fin}} \) that corresponds to that on \( \mathcal{L}(A(-), \mathbb{Q}) \) and \( \mathcal{L}(A(-), A(-)) \) presented in Section 13.2. The fact that these correspond via the Schur correspondence can be deduced using the properties given in Proposition 5.20.

We consider \( \text{Inj}^\Gamma \) (respectively \( \mathcal{V}^* \mathcal{V}^+ \text{Inj}^{\text{Fin}} \)) as taking values in \( F(\Sigma; \mathbb{Q}) \) and we exploit the convolution product \( \circ \). Throughout, we work with the symmetric monoidal structure \( (F(\Sigma; \mathbb{Q}), \circ, 1, \tau) \) on \( \Sigma \)-modules.

The following result is the counterpart of Proposition 13.13.
Proposition 14.8. —
1. For \(X, Y \in \text{Ob } \Gamma\), there is a natural isomorphism in \(\mathcal{F}(\Sigma; \mathbb{Q})\):
   \[
   \text{Inj}^\Gamma(X \vee Y) \cong \text{Inj}^\Gamma(X) \odot \text{Inj}^\Gamma(Y)
   \]
   making \(\text{Inj}^\Gamma\) symmetric monoidal with respect to \((\Gamma, \vee)\) and \((\mathcal{F}(\Sigma; \mathbb{Q}), \odot)\).
2. For \(U, V \in \text{Ob } \text{Fin}\), there is a natural isomorphism in \(\mathcal{F}(\Sigma; \mathbb{Q})\):
   \[
   \text{Inj}^{\text{Fin}}(U \amalg V) \cong \text{Inj}^{\text{Fin}}(U) \odot \text{Inj}^{\text{Fin}}(V)
   \]
   so that \(\text{Inj}^{\text{Fin}}\) is symmetric monoidal with respect to \((\text{Fin}, \amalg)\).

Démonstration. — The proof of the first statement is analogous to that of Proposition 5.6. Namely, an injection \(f: n_+ \hookrightarrow X \vee Y\) of pointed sets is equivalent to the pair of restrictions \(f': n'_+ \hookrightarrow X\) and \(f'': n''_+ \hookrightarrow Y\), where \(n'_+ = f^{-1}(X)\) and \(n''_+ = f^{-1}(Y)\), so that \(n = n' \amalg n''\). This is encoded in \(\odot\) and is compatible with the respective symmetric monoidal structures.

The second statement follows from the first by applying the functor \(\vartheta^+\), using the identification of Lemma 14.2.

As in Remark 13.14, this induces multiplicative structures, leading to the following counterpart of Proposition 13.11:

Corollary 14.9. —
1. The functor \(\text{Inj}^\Gamma\) takes values in unital, commutative monoids in \(\mathcal{F}(\Sigma; \mathbb{Q})\).
2. The functor \(\text{Inj}^{\text{Fin}}\) takes values in unital, commutative monoids in \(\mathcal{F}(\Sigma; \mathbb{Q})\).

Moreover, \(\vartheta^+ \text{Inj}^{\text{Fin}} \cong \vartheta^+ \text{Inj}^\Gamma\) takes values in unital, commutative monoids and the adjunction counit \(\vartheta^+ \text{Inj}^\Gamma \rightarrow \text{Inj}^\Gamma\) is a morphism of commutative monoids. Evaluated on \(X \in \text{Ob } \Gamma\) and \(m \in \text{Ob } \Sigma\), this map identifies as the surjection
   \[
   \mathbb{Q}[\text{Inj}^{\text{Fin}}(m, X)] \rightarrow \mathbb{Q}[\text{Inj}^\Gamma(m_+, X)]
   \]
   induced by extending a map by sending \(+\) to the basepoint of \(X\).

We now present the analogue of the natural \(A\)-module structure on \(L(A, A)\) given by restricting the above multiplicative structure.

In the following statement, we consider \(1 \oplus P^\Sigma_1\) as a unital commutative monoid in \(\mathcal{F}(\Sigma; \mathbb{Q})\) with respect to the convolution product, using the square-zero extension structure. (In fact, this is the unique unital commutative monoid structure on \(1 \oplus P^\Sigma_1\).)

Remark 14.10. — The Schur functor associated to \(1 \oplus P^\Sigma_1\) is \(V \mapsto \mathbb{Q} \oplus V\), considered as a square zero extension.

Lemma 14.11. —
1. The unital commutative monoid structure of \(\text{Inj}^{\text{Fin}}(-, 1)\) given by Corollary 14.9, where \(1\) is considered as an object of \(\text{Fin}\), identifies with the square zero extension \(1 \oplus P^\Sigma_1\) in \(\mathcal{F}(\Sigma; \mathbb{Q})\).
2. There is a natural inclusion on commutative monoids \(1 \oplus P^\Sigma_1 \hookrightarrow \vartheta^+ \vartheta^+ \text{Inj}^\Gamma\) in \(\mathcal{F}(\Gamma; \mathcal{F}(\Sigma; \mathbb{Q}))\), where \(1 \oplus P^\Sigma_1\) is considered as constant with respect to \(\Gamma\). This is induced by the inclusion of the basepoint.
In particular, \( \vartheta^* \vartheta^+ \text{Inj}^\Gamma \) (which is isomorphic to \( \vartheta^* \text{Inj}^{\text{Fin}} \)) takes values in \( (1 \oplus P^\Sigma) \)-modules in \( \mathcal{F}(\Sigma; \mathbb{Q}) \).

The \( (1 \oplus P^\Sigma) \)-module structure on \( \vartheta^* \vartheta^+ \text{Inj}^\Gamma \) restricts to \( (\vartheta^* \vartheta^+ \text{Inj}^\Gamma) \odot P^\Sigma \rightarrow \vartheta^* \vartheta^+ \text{Inj}^\Gamma \). One checks that this factors across the surjection \( \vartheta^* \vartheta^+ \text{Inj}^\Gamma \odot P^\Sigma \rightarrow \text{Inj}^\Gamma \) (induced by the adjunction unit) to give

\[
\text{Inj}^\Gamma \odot P^\Sigma \rightarrow \vartheta^* \vartheta^+ \text{Inj}^\Gamma \cong \vartheta^* \text{Inj}^{\text{Fin}}.
\]

(14.1)

For \( X \in \text{Ob} \Gamma \) and \( m \in \text{Ob} \Sigma \), by the definition of \( \odot \), this identifies with

\[
\bigoplus_{S \subseteq m \atop |S|=m-1} \mathbb{Q}[[\text{inj}_\Gamma(S+, X)] \rightarrow \mathbb{Q}[[\text{inj}^{\text{Fin}}(m, X)]
\]

that sends a generator \([i : S_+ \hookrightarrow X]\) to the corresponding generator \([i : m \hookrightarrow X]\), using the obvious identification \( S_+ \cong m \).

The following statement gives the analogue of the short exact sequence of Lemma 14.6.

**Proposition 14.12.** — The adjunction counit \( \vartheta^* \text{Inj}^{\text{Fin}} \cong \vartheta^* \vartheta^+ \text{Inj}^\Gamma \rightarrow \text{Inj}^\Gamma \) and the map (14.1) fit into a short exact sequence in \( (1 \oplus P^\Sigma) \)-modules in \( \mathcal{F}(\Gamma; F(\Sigma; \mathbb{Q})) \):

\[
0 \rightarrow \text{Inj}^\Gamma \odot P^\Sigma \rightarrow \vartheta^* \vartheta^+ \text{Inj}^\Gamma \rightarrow \text{Inj}^\Gamma \rightarrow 0,
\]

(14.2)

where \( \text{Inj}^\Gamma \) is considered as a module via restriction along the augmentation \( 1 \oplus P^\Sigma \rightarrow 1 \).

**Démonstration.** — The adjunction counit is clearly surjective and a morphism of \( (1 \oplus P^\Sigma) \)-modules.

The injectivity of (14.1) is clear from the explicit description given above which also shows that it maps to the kernel of the adjunction counit. Hence, it suffices to show exactness in the middle.

It suffices to show that, when evaluated on \( X \in \text{Ob} \Gamma \) and \( m \in \text{Ob} \Sigma \), the kernel of the adjunction counit is the image of the map (14.1). The adjunction counit is described explicitly in Corollary 14.9; the kernel is the subspace generated by maps \( m \hookrightarrow X \) that contain the basepoint of \( X \) in their image; this is the image of (14.1), by the explicit description of this map given above.

15. Higher Hochschild homology with coefficients \( \text{Inj}^\Gamma \)

In this section we treat higher Hochschild homology with coefficients in \( \mathcal{L}(A_V; \mathbb{Q}) \), where \( A_V \) is the square-zero extension \( \mathbb{Q} \oplus V \), restricted to a functor on \( \text{gr} \):

\[
Z^{sr} \mapsto HH_*(BZ^{sr}; \mathcal{L}(A_V, \mathbb{Q})).
\]

This is considered as a functor of \( V \in \text{Ob} \text{mod}_\mathbb{Q} \) and takes values in commutative graded \( \mathbb{Q} \)-algebras, using the shuffle product, by Proposition 13.10.

The main result of this section is Theorem 15.1 which establishes that this is an exponential functor; explicitly:

\[
HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q})) \cong \Psi(T_{\text{coalg}}(sV)).
\]
Using the Schur correspondence, since we are working over $\mathbb{Q}$, it is equivalent to study the functor
\[ Z^r \mapsto HH_*(BZ^r; \text{Inj}^r), \]
where the coefficients $\text{Inj}^r \in \mathcal{F}(\Sigma^{\text{op}} \times \Gamma; \mathbb{Q})$ are as in Section 13. By construction, this functor takes values in graded $\Sigma$-modules.

The main result of the section is equivalent to Theorem 15.7, which gives the isomorphism:
\[ HH_*(B(-); \text{Inj}^r) \cong \Psi(\mathbb{P}_{\text{coalg}}^\Gamma). \]

15.1. Coefficients $\mathcal{L}(A_V, \mathbb{Q})$. — Recall that $T_{\text{coalg}}(V)$ denotes the tensor coalgebra Hopf algebra (with deconcatenation coproduct and shuffle product). Koszul signs are introduced using the $(-)^!$ construction (see Notation 5.21). For the purposes of this section, it is convenient to treat $(-)^!$ via $V \mapsto T_{\text{coalg}}(sV)$, mapping to graded $\mathbb{Q}$-vector spaces, using $sV$ placed in homological degree one (cf. Remark 5.22).

This is a cocommutative Hopf algebra in graded vector spaces, with deconcatenation coproduct and shuffle product with the appropriate Koszul signs.

The exponential functor $\Psi$ is applied in this context by working in graded $\mathbb{Q}$-vector spaces with symmetry involving Koszul signs.

**Theorem 15.1.** — There is a natural isomorphism of functors with values in graded-commutative $\mathbb{Q}$-algebras:
\[ HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q})) \cong \Psi(T_{\text{coalg}}(sV)), \]
where $HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q}))$ is equipped with the shuffle product. This is natural with respect to $V \in \text{Ob mod}_\mathbb{Q}$.

**Démonstration.** — Proposition 13.18 implies that $HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q}))$ is an exponential functor on $\mathbf{gr}$ with values in graded $\mathbb{Q}$-vector spaces. Hence, by Theorem 5.5 it suffices to identify the Hopf algebra $HH_*(BZ; \mathcal{L}(A_V, \mathbb{Q})) = HH_*(S^1; \mathcal{L}(A_V, \mathbb{Q}))$.

The identification of the underlying augmented graded-commutative algebra is standard (cf. [Lod98, Section 4]). This can be seen by using the structure reviewed in Example 13.14. Namely, the normalized chain complex $N(\mathcal{L}(A, \mathbb{Q})(\Delta^1/\partial \Delta^1))$ is isomorphic to $V^{\otimes n}$ in degree $n$ and the product is the shuffle product (with Koszul signs). This is the underlying augmented graded commutative algebra structure of $T_{\text{coalg}}(sV)$.

For the coproduct one can proceed as in [AR05, Section 3] (this is written for higher Hochschild homology with coefficients in $\mathcal{L}(A, A)$ for $A$ a commutative ring – the arguments transpose mutatis mutandis to the current situation). This identifies the coproduct as the deconcatenation coproduct, as required.

**Remark 15.2.** — The functor $V \mapsto HH_*(B(-); \mathcal{L}(A_V, \mathbb{Q}))$ can be considered as a functor on $\mathbf{gr}$ with values in $\mathcal{F}(\mathbb{N} \times \text{mod}_\mathbb{Q}; \mathbb{Q})$. This takes values in pure objects of $\mathcal{F}(\mathbb{N} \times \text{mod}_\mathbb{Q}; \mathbb{Q})$, defined as follows:
An object $F$ of $\mathcal{F}(N \times \text{mod}_Q; \mathbb{Q})$ is pure if, for each $n \in \mathbb{N}$, the $n$th graded component (corresponding to functoriality with respect to $N$) is a homogeneous polynomial functor of degree $n$ (as a functor from $\text{mod}_Q$ to $\mathbb{Q}$-vector spaces), in the terminology of Definition 15.1.7.

The significance of purity is that the homological grading is determined by the polynomial degree of the underlying functor. In the next section this will be carried over across the Schur correspondence (see Definition 15.2 and Proposition 15.6), where the notion is essential so as to recover the homological grading.

15.2. Coefficients $\text{Inj}^\Gamma$. — The coefficients $\text{Inj}^\Gamma$ were introduced in Definition 14.1.1 adjusting the variance using $\Sigma \cong \Sigma^{\text{op}}$. $\text{Inj}^\Gamma$ can be considered as a $\Gamma$-module with values in $\mathcal{F}(\Sigma; \mathbb{Q})$. By Proposition 14.5, passing to the associated Schur functor gives:

$$L(A(-), \mathbb{Q}) \cong T \otimes \Sigma \text{Inj}^\Gamma.$$ 

We deduce:

**Proposition 15.3.** — For $X \in \text{Ob } \Delta^{\text{op}} \text{Set}_*$, there is a natural isomorphism

$$HH_*(X; L(A(-), \mathbb{Q})) \cong T \otimes \Sigma HH_*(X; \text{Inj}^\Gamma).$$

**Démonstration.** — This follows since the Schur functor construction $T \otimes \Sigma$ — is exact, hence commutes with the passage to homology.

By the Schur correspondence this implies that, to understand $HH_*(X; L(A_Y, \mathbb{Q}))$ naturally with respect to $V$, it is equivalent to understanding $HH_*(X; \text{Inj}^\Gamma)$ taking values in $\Sigma$-modules. This leads to the consideration of homologically graded $\Sigma$-modules; these are the object of $\mathcal{F}(N \times \Sigma; \mathbb{Q})$.

The following is the analogue of purity in the Schur functor context (cf. Remark 15.2).

**Definition 15.4.** — A graded $\Sigma$-module $F \in \text{Ob } \mathcal{F}(N \times \Sigma; \mathbb{Q})$ is pure if $F(d, n) = 0$ whenever $d \neq n$. Write $\mathcal{F}^\text{pure}(N \times \Sigma; \mathbb{Q})$ for the full subcategory of pure functors.

The convolution product $\circlearrowleft$ on $\Sigma$-modules passes to $N$-graded $\Sigma$-modules, using the tensor product of graded vector spaces. The symmetry $\tau$ has a graded analogue $\tau_\Sigma$, defined using the symmetry of graded $\mathbb{Q}$-vector spaces with Koszul signs, thus defining a symmetric monoidal structure $\bigl(\mathcal{F}(N \times \Sigma; \mathbb{Q}), \circlearrowleft, 1, \tau_\Sigma\bigr)$.

**Remark 15.5.** — The notation $\tau_\Sigma$ was chosen so as to indicate that the signs arise from the underlying symmetric monoidal structure of graded vector spaces (with Koszul signs). This choice affects the symmetric monoidal behaviour exhibited in Proposition 15.6.

It is clear that, if $F_1, F_2 \in \text{Ob } \mathcal{F}^\text{pure}(N \times \Sigma; \mathbb{Q})$, then so is $F_1 \circlearrowleft F_2$, hence $\circlearrowleft$ restricts to a symmetric monoidal structure on $\mathcal{F}^\text{pure}(N \times \Sigma; \mathbb{Q})$. In fact, one has the following:

**Proposition 15.6.** — The functor $\mathcal{F}(\Sigma; \mathbb{Q}) \to \mathcal{F}^\text{pure}(N \times \Sigma; \mathbb{Q})$ that sends $G \in \text{Ob } \mathcal{F}(\Sigma; k)$ to the pure graded functor with $G(n, n) = G(n)$ for $n \in \mathbb{N}$, is an isomorphism of symmetric monoidal categories with respect to $\bigl(\mathcal{F}(\Sigma; \mathbb{Q}), \circlearrowleft, 1, \sigma\bigr)$ and $\bigl(\mathcal{F}^\text{pure}(N \times \Sigma; \mathbb{Q}), \circlearrowleft, 1, \tau_\Sigma\bigr)$. 

Hence, the composite:

\[ \mathcal{F}(\Sigma; Q) \xrightarrow{(\cdot)^\dagger} \mathcal{F}(\Sigma; Q) \to \mathcal{F}^{\text{pure}}(\mathbb{N} \times \Sigma; Q) \]

is an isomorphism of symmetric monoidal categories, where the domain is equipped with the symmetric monoidal structure \((\mathcal{F}(\Sigma; Q), \odot, \mathbb{I}, \tau)\).

Using this, together with the Schur functor correspondence, Theorem 15.1 implies:

**Theorem 15.7.** — There is a natural isomorphism of \(\mathbb{N}\)-graded functors with values in \(\Sigma\)-modules:

\[ HH_\ast(B(-); \text{Inj}^\dagger) \cong \Psi(\mathcal{P}_{\text{coalg}}^\dagger), \]

where the right hand side is considered as a pure functor via Proposition 15.6.

**Démonstration.** — This follows by applying the Schur functor construction, which is symmetric monoidal, by Proposition 5.20. This property allows the naturality result, Proposition 3.12, for the exponential functor construction \(\Psi\) to be applied.

Using the identifications of Section 6, in the ungraded setting, it follows that the Schur functor associated to \(\mathcal{P}_{\text{coalg}}^\dagger\) identifies as \(T_{\text{coalg}}(-)\) as a commutative Hopf algebra.

The passage to the graded setting is encoded in the functor \((-)^\dagger\) and its compatibility with the Schur functor construction.

**Remark 15.8.** — Our viewpoint is that \(HH_\ast(B(-); \text{Inj}^\dagger)\) is the most natural object to consider in this context, rather than the associated Schur functor \(V \mapsto HH_\ast(B(-); L(A_V, Q))\).

16. Higher Hochschild homology with coefficients \(\vartheta^*\text{Inj}^\text{Fin}\)

In this section, we free up the base point, by considering higher Hochschild homology

\[ HH_\ast(B(-); L(A_V, A_V)) \]

with the coefficients in \(L(A_V, A_V)\) replacing \(L(A_V, Q)\) (as considered in Section 15). Once again, it is essential that these structures be considered functorially with respect to \(V \in \text{Ob mod}_Q\). By Proposition 13.20, the functor \(HH_*(B(-); L(A_V, A_V))\) on \(\mathfrak{g}r\) takes values in \(\mathcal{F}^{\text{Out}}(\mathbb{N} \times \mathfrak{g}r; Q)\), where \(\mathbb{N}\) corresponds to the homological grading.

The functor \(HH_*(B(-); L(A_V, A_V))\) is described in Theorem 16.5, which also treats the multiplicative structure. By the Schur correspondence, this is equivalent to studying

\[ HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin}) \]

in place of \(HH_*(B(-); \text{Inj}^\dagger)\) (as considered in Section 15). The description of \(HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin})\) is then deduced in Theorem 16.6.

In Section 16.3, we consider the decomposition of \(HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin})\) into isotypical components, using Theorem 16.6. The main result, Theorem 16.11, establishes the close relationship between higher Hochschild homology with coefficients \(\vartheta^*\text{Inj}^\text{Fin}\)
and the structure of $F_{<\infty}(\text{gr}; \mathbb{Q})$, notably of the injective cogenerators of this category. Explicitly, for $n \in \mathbb{N}^*$ and $\lambda \vdash n$, there are isomorphisms in $F^{\text{Out}}(\text{gr}; \mathbb{Q})$:

$$HH_*(B(-); \vartheta^* \text{Inj} \text{Fin}) \otimes \Sigma S_\lambda \cong \begin{cases} \omega \beta_n S_\lambda & * = n \\ \text{coker } \text{coad}_\lambda & * = n - 1 \\ 0 & \text{otherwise.} \end{cases}$$

As explained in Remark 16.12, this gives a conceptual, theoretical answer to a question of Turchin and Willwacher, although it does not yield the full calculation that they sought.

Finally, in Section 16.5, we show how understanding the structure of the polynomial functors on $\text{gr}$ that arise can be used to deduce information on the behaviour of higher Hochschild homology. Namely, using Proposition 16.15, we give a new proof of the result of Dundas and Tenti [DT18] showing that higher Hochschild homology is not a stable invariant (see Remark 16.16).

16.1. Coefficients $L(A_V, A_V)$. — The analysis of higher Hochschild homology with coefficients $L(A_V, A_V)$ is based on the short exact sequence of $\Gamma$-modules given by Lemma 16.6:

(16.1) \[ 0 \rightarrow V \otimes L(A_V, \mathbb{Q}) \rightarrow L(A_V, A_V) \rightarrow L(A_V, \mathbb{Q}) \rightarrow 0 \]

that is natural with respect to $V \in \text{Ob mod}_\mathbb{Q}$.

We also consider the multiplicative structures; Proposition 13.11 gives that $L(A_V, A_V)$ and $L(A_V, \mathbb{Q})$ take values in unital commutative $\mathbb{Q}$-algebras and the projection $L(A_V, A_V) \rightarrow L(A_V, \mathbb{Q})$ respects these structures.

Evaluated on a fixed finite pointed set, the multiplicative structure of $L(A_V, A_V)$ is given in terms of that of $L(A_V, \mathbb{Q})$ by:

**Lemma 16.1.** — For $Y \in \text{Ob } \Gamma$, (16.1) exhibits $L(A_V, A_V)(Y)$ as the square zero extension of the commutative algebra $L(A_V, \mathbb{Q})(Y)$ by the module $V \otimes L(A_V, \mathbb{Q})(Y)$. This is natural with respect to $V \in \text{Ob mod}_\mathbb{Q}$.

**Démonstration.** — This is immediate from the definition of the respective algebra structures, using that $A_V = \mathbb{Q} \oplus V$ is a square zero extension of $\mathbb{Q}$.

**Remark 16.2.** — Lemma 16.1 provides the splitting

$$L(A_V, A_V)(Y) \cong L(A_V, \mathbb{Q})(Y) \oplus (V \otimes L(A_V, \mathbb{Q})(Y)).$$

This splitting is natural with respect to $V \in \text{Ob mod}_\mathbb{Q}$ but is not natural with respect to $Y \in \text{Ob } \Gamma$.

From this we deduce the following general result:

**Proposition 16.3.** — For $X \in \text{Ob } \Delta^{op}\text{Set}_*$, the shuffle product gives natural graded-commutative $\mathbb{Q}$-algebra structures on $HH_*(X; L(A_V, A_V))$ and $HH_*(X; L(A_V, \mathbb{Q}))$.

The short exact sequence (16.1) induces a long exact sequence

$$\cdots \rightarrow V \otimes HH_*(X; L(A_V, \mathbb{Q})) \rightarrow HH_*(X; L(A_V, A_V)) \rightarrow HH_*(X; L(A_V, \mathbb{Q})) \rightarrow \cdots$$

such that
1. the map $HH_*(X; L(A_V, A_V)) \to HH_*(X; L(A_V, Q))$ is a morphism of graded-commutative algebras;
2. the image of $V \otimes HH_*(X; L(A_V, Q)) \to HH_*(X; L(A_V, A_V))$ is an ideal with trivial multiplication.

These structures are natural with respect to $V \in \text{Ob mod}_Q$.

Démonstration. — The multiplicative structures of $L(A_V, A_V)$ and $L(A_V, Q)$ induce the graded-commutative algebra structure on higher Hochschild homology via the shuffle product (see Proposition 13.16).

The long exact sequence in homology is induced by the short exact sequence of coefficients, using the obvious isomorphism $HH_*(X; V \otimes L(A_V, Q)) \cong V \otimes HH_*(X; L(A_V, Q))$. The multiplicative properties follow from Lemma 16.1 and Proposition 13.16.

In general, the connecting morphism is non-trivial, as will be seen below. More precisely, we specialize and consider the functor on gr given by exploiting the classifying space functor $Z^r \mapsto BZ^r$. This gives the long exact sequence of functors on gr:

$$
\rightarrow V \otimes HH_*(B(-); L(A_V, Q)) \rightarrow HH_*(B(-); L(A_V, A_V)) \rightarrow HH_*(B(-); L(A_V, Q)) \xrightarrow{d},
$$

where the connecting morphism is denoted $d$ and the sequence is natural with respect to $V \in \text{Ob mod}_Q$.

Theorem 15.1 gives the isomorphism of functors on gr:

$$
HH_*(B(-); L(A_V, Q)) \cong \Psi(T_{\text{coalg}}(sV)),
$$

where the homological grading is encoded by the homological suspension $sV$ (this corresponds to purity) and $\Psi$ is defined using the symmetry on graded $Q$-vector spaces with Koszul signs. Again, this is natural with respect to $V \in \text{Ob mod}_Q$.

Using this isomorphism and taking into account the degree shift, the connecting morphism of the long exact sequence has the form:

$$
d : \Psi(T_{\text{coalg}}(sV)) \to sV \otimes \Psi(T_{\text{coalg}}(sV)).
$$

The key input to understanding $HH_*(B(-); L(A_V, A_V))$ is the following:

**Proposition 16.4.** — The connecting morphism $d$ of the long exact sequence (16.2) identifies as

$$
m_{\text{coalg}} : \Psi(T_{\text{coalg}}(sV)) \to sV \otimes \Psi(T_{\text{coalg}}(sV))
$$

Démonstration. — First consider the map obtained by evaluating on $Z \in \text{Ob gr}$ (this is equivalent to considering higher Hochschild homology of $S^1$). The connecting morphism is thus of the form:

$$
T_{\text{coalg}}(sV) \to sV \otimes T_{\text{coalg}}(sV).
$$

This is calculated by using the differential on the normalized chain complex

$$
N(L(A_V, A_V)(\Delta^1/\partial\Delta^1)).
$$
As in Example 13.17 in degree $n$ this is an isomorphism to

$$ (Q \oplus V) \otimes (sV)^{\otimes n}. $$

The differential is induced by $d_0 + (-1)^n d_n$; in this case it is only non-trivial on the summand $Q \otimes (sV)^{\otimes n} \cong (sV)^{\otimes n}$, since the multiplication on $V$ is trivial. From this one deduces that the connecting map in this case is the graded coadjoint coaction coad.

This extends to the case of $\bigwedge_{i=1}^r \Delta^1 / \partial \Delta^1$ by exploiting the shuffle maps. This uses the analogue of Proposition 13.18, with $\mathcal{L}(A_V, A_V)$ in place of $\mathcal{L}(A, k)$, which provides the quasi-isomorphism:

$$ N(\mathcal{L}(A_V, A_V)(X)) \otimes_{A_V} N(\mathcal{L}(A_V, A_V)(Y)) \to N(\mathcal{L}(A_V, A_V)(X \vee Y)). $$

This implies that the normalized chain complex $N(\mathcal{L}(A_V, A_V)(\bigwedge_{i=1}^r \Delta^1 / \partial \Delta^1))$ is quasi-isomorphic to

$$ (Q \oplus V) \otimes (T_{\text{coalg}}(sV))^{\otimes r}, $$

with differential that is identified as above. Proceeding as in the case $r = 1$, one identifies the connecting map as required.

This leads to the main result of this section:

**Theorem 16.5.** — For $V \in \text{Ob mod}_Q$, there is a natural isomorphism in $F(N \times \text{gr}; Q)$:

$$ (16.3) \quad \HH^*(B(-); \mathcal{L}(A_V, A_V)) \cong \omega \Psi(T_{\text{coalg}}(sV)) \oplus \text{coker } (\text{coad}_{T_{\text{coalg}}(sV)})[-1], $$

where $[-1]$ denotes the shift in homological degree.

Moreover,

1. $\omega \Psi(T_{\text{coalg}}(sV))$ is a graded-commutative algebra;
2. $\text{coker } (\text{coad}_{T_{\text{coalg}}(sV)})$ is a graded $\omega \Psi(T_{\text{coalg}}(sV))$-module.

With respect to these structures, the isomorphism (16.3) is an isomorphism of graded-commutative algebras, where the right hand side is considered as a square-zero extension.

*These identifications are natural with respect to $V$. 

**Démonstration.** — Combining the long exact sequence (16.2) with the identification of the connecting morphism $\delta$ given in Proposition 16.4 one obtains the short exact sequence in $F(N \times \text{gr}; Q)$:

$$ 0 \to \text{coker } (\text{coad}_{T_{\text{coalg}}(sV)})[-1] \to \HH^*(B(-); \mathcal{L}(A_V, A_V)) \to \omega \Psi(T_{\text{coalg}}(sV)) \to 0 $$

that is natural with respect to $V$, using the construction of $\omega$ (see Proposition 10.6, which is stated for the ungraded case).

In homological degree $d$, considered as a functor of $V$, $\text{coker } (\text{coad}_{T_{\text{coalg}}(sV)})[-1]$ is homogeneous polynomial of degree $d + 1$ and $\omega \Psi(T_{\text{coalg}}(sV))$ is homogeneous polynomial of degree $d$. The fact that the category of polynomial functors on $\text{mod}_Q$ splits as the direct sum of its homogeneous components (cf. Remark 5.18) implies that the short exact sequence splits as a functor on $N \times \text{gr}$. This gives the first statement.
The multiplicative properties then follow from the general considerations of Proposition 16.3.

16.2. Coefficients \( \vartheta \ast \text{Inj}^\text{Fin} \). — There is a counterpart for \( \text{HH}^\ast (B(-); \vartheta \ast \text{Inj}^\text{Fin}) \) for Theorem 16.5 analogous to Theorem 15.7 for the coefficients \( \text{Inj}^\Gamma \). This can be deduced using the Schur correspondence.

Recall from Lemma 14.2 that \( \text{Inj}^\text{Fin} \) is isomorphic to \( \vartheta^+ \text{Inj}^\Gamma \) and hence \( \vartheta \ast \text{Inj}^\text{Fin} \) is isomorphic to \( \vartheta^+ \vartheta^+ \text{Inj}^\Gamma \). Proposition 14.5 identifies the associated Schur functor:

\[
\mathcal{L}(A(-), A(-)) \cong \mathbb{T} \otimes_\Sigma \vartheta^+ \vartheta^+ \text{Inj}^\Gamma \cong \mathbb{T} \otimes_\Sigma \vartheta^+ \text{Inj}^\text{Fin}.
\]

Under the Schur correspondence, calculating \( \text{HH}^\ast (B(-); \mathcal{L}(A_V, A_V)) \) naturally with respect to \( V \in \text{Ob mod}_Q \) is equivalent to studying \( \text{HH}^\ast (B(-); \vartheta \ast \text{Inj}^\text{Fin}) \). Theorem 16.5 thus implies:

**Theorem 16.6.** — There is a natural isomorphism in \( \mathcal{F}(\mathbb{N} \times \text{gr} \times \Sigma; Q) \):

\[
\text{HH}^\ast (B(-); \vartheta \ast \text{Inj}^\text{Fin}) \cong \omega_\Psi(\mathbb{P}_\Sigma^\uparrow) \oplus \text{coker } (\text{coad}_{\mathbb{P}_\Sigma^\uparrow})[-1]
\]

where \( \omega_\Psi(\mathbb{P}_\Sigma^\uparrow) \) and \( \text{coker } (\text{coad}_{\mathbb{P}_\Sigma^\uparrow}) \) are considered as pure graded functors.

**Remark 16.7.** — One can also consider the multiplicative structures. However, since \( \text{HH}^\ast (B(-); \vartheta \ast \text{Inj}^\text{Fin}) \) is not a pure graded functor, this cannot be encoded entirely in terms of the symmetry \( \tau_N \) as defined in Section 15.2.

However, one does have:

1. \( \omega_\Psi(\mathbb{P}_\Sigma^\uparrow) \) has the structure of a unital commutative monoid (with respect to the symmetry \( \tau_N \));
2. \( \text{coker } (\text{coad}_{\mathbb{P}_\Sigma^\uparrow}) \) that of a \( \omega_\Psi(\mathbb{P}_\Sigma^\uparrow) \)-module.

The isomorphism of Theorem 16.6 is compatible with these structures if the shift \([-1]\) in homological degree is taken into account.

**Remark 16.8.** — Theorem 16.6 can also be proved directly, mirroring the proof of Theorem 16.5. For this, the natural short exact sequence (16.1) is replaced by the short exact sequence (16.2) of Proposition 14.2:

\[
0 \to \text{Inj}^\Gamma \otimes P_1^\Sigma \to \vartheta^+ \vartheta^+ \text{Inj}^\Gamma \to \text{Inj}^\Gamma \to 0.
\]

The analysis of the associated long exact sequence then leads to the exact sequence (considered in \( \mathcal{F}(\text{gr} \times \Sigma; Q) \)) by neglecting the homological grading:

\[
0 \to \omega_\Psi(\mathbb{P}_\Sigma^\uparrow) \to \psi(\mathbb{P}_\Sigma^\uparrow) \to \omega_\Psi(\mathbb{P}_\Sigma^\uparrow) \otimes P_1^\Sigma \to \text{coker } (\text{coad}_{\mathbb{P}_\Sigma^\uparrow}) \to 0.
\]
16.3. Isotypical components. — In this section, we consider $HH_*(B(-); \text{Inj}^T)$ and $HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin})$ as objects of $\mathcal{F}(N \times \text{gr}; \mathcal{F}(\Sigma^p; \mathbb{Q})$. This allows us to exploit the functor $\otimes^\Sigma$ to form isotypical components.

Explicitly, for $\lambda \vdash n$ and the associated simple $\mathbb{Q}[\Sigma_n]$-module, $S_\lambda$, considered as an $\Sigma$-module supported on $n$, there are isomorphisms in $\mathcal{F}$:

$$HH_*(B(-); \text{Inj}^T) \otimes^\Sigma S_\lambda$$
$$HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin}) \otimes^\Sigma S_\lambda.$$ 

There are the corresponding decompositions into isotypical components:

$$HH_*(B(-); \text{Inj}^T)(n) \cong \bigoplus_{\lambda \vdash n} (HH_*(B(-); \text{Inj}^T) \otimes^\Sigma S_\lambda)^{\otimes \dim S_\lambda}$$
$$HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin})(n) \cong \bigoplus_{\lambda \vdash n} (HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin}) \otimes^\Sigma S_\lambda)^{\otimes \dim S_\lambda},$$

where $HH_*(B(-); \text{Inj}^T)(n)$ and $HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin})(n)$ correspond to evaluating on $n \in \text{Ob } \Sigma$.

Theorems 15.7 and 16.6 have the following Corollary:

**Corollary 16.9.** — For $n \in \mathbb{N}^*$ and $\lambda \vdash n$, there is an isomorphism in $\mathcal{F}(\text{gr}; \mathbb{Q})$:

$$HH_*(B(-); \text{Inj}^T) \otimes^\Sigma S_\lambda \cong \left\{ \begin{array}{ll}
(\Psi(\vartriangleleft_{\text{coalg}}^\Sigma)) \otimes^\Sigma S_\lambda & \ast = n \\
0 & \text{otherwise}.
\end{array} \right.$$ 

There are isomorphisms in $\mathcal{F}(\text{Out}^\Sigma(\text{gr}; \mathbb{Q}))$:

$$HH_*(B(-); \vartheta^*\text{Inj}^\text{Fin}) \otimes^\Sigma S_\lambda \cong \left\{ \begin{array}{ll}
(\omega(\vartriangleleft_{\text{coalg}}^\Sigma)) \otimes^\Sigma S_\lambda & \ast = n \\
(\text{coker } (\text{coad}_{\text{coalg}}^\Sigma)) \otimes^\Sigma S_\lambda & \ast = n - 1 \\
0 & \text{otherwise}.
\end{array} \right.$$ 

This result can be reformulated using the fundamental functors $\beta_d$ and $\omega \beta_d$ ($d \in \mathbb{N}$) of the theory of polynomial functors on $\text{gr}$. In the statement, $\preceq$ is the partial order on partitions of Notation B.2 for a partition $\lambda$, $\lambda^\dag$ denotes the conjugate partition.

**Proposition 16.10.** — For $n \in \mathbb{N}^*$, there are isomorphisms in $\mathcal{F}_<\infty(\text{gr}; \mathbb{Q})$:

$$\left(\Psi(\vartriangleleft_{\text{coalg}}^\Sigma)\right) \otimes^\Sigma S_\lambda \cong \beta_n S_{\lambda^\dag}$$
$$\left(\vartriangleleft_{\text{coalg}}^\Sigma \circ P\Sigma^\dag\right) \otimes^\Sigma S_\lambda \cong \bigoplus_{\mu \preceq \lambda} \beta_{n-1} S_{\mu^\dag}$$

$$\left(\omega(\vartriangleleft_{\text{coalg}}^\Sigma)\right) \otimes^\Sigma S_\lambda \cong \omega \beta_n S_{\lambda^\dag}.$$ 

Hence $(\text{coker } (\text{coad}_{\text{coalg}}^\Sigma)) \otimes^\Sigma S_\lambda$ is the cokernel of the map:

$$\beta_n S_{\lambda^\dag} \to \bigoplus_{\mu \preceq \lambda} \beta_{n-1} S_{\mu^\dag}.$$
corresponding to $\text{coad}$. This identifies with $\text{coad}_{\lambda^!}$, using the notation introduced in Proposition 12.1.

Démonstration. — By Proposition 10.10, $\Psi(\mathcal{P}^{\Sigma^!}_{\text{coalg}})$ is isomorphic to $(\Psi\mathcal{P}^{\Sigma}_{\text{coalg}})^!$, where the first functor $\Psi$ is calculated with respect to the signed symmetry $\sigma$ and the second with respect to $\tau$.

From the construction of the functor $(-)^!$ on $\Sigma$-modules, one deduces the isomorphisms:

$$\psi:\mathcal{P}^{\Sigma}_{\text{coalg}} \otimes \Sigma^* S^!_{\lambda^!} \cong \mathcal{P}^{\Sigma}_{\text{coalg}} \otimes \Sigma^! S^*_{\lambda^!}.$$

Theorem 7.13 provides the isomorphism $\psi: \mathcal{P}^{\Sigma}_{\text{coalg}} \otimes \Sigma^* S^!_{\lambda^!} \cong \beta^* S^*_{\lambda^!}$. This gives the first statement.

The second statement follows from the first by using the general behaviour of the functor $- \otimes P^\Sigma_1$ given in Example 5.7. This gives the isomorphism:

$$\psi:(\mathcal{P}^{\Sigma^!}_{\text{coalg}}) \otimes \Sigma^\ast S_{\lambda^!} \cong (\mathcal{P}^{\Sigma^!}_{\text{coalg}}) \otimes \Sigma^\ast S_{\lambda^!} \otimes \Sigma^\ast S_{\lambda^!} \otimes S_{\lambda^!} \otimes S_{\lambda^!} \otimes S_{\lambda^!}.$$

The third statement follows similarly by using Corollary 10.11.

The final statement follows by applying the exact functor $\otimes \Sigma^\ast S_{\lambda^!}$ to the exact sequence (16.4) and using the previous identifications; the identification with $\text{coad}_{\lambda^!}$ is straightforward, noting that $\mu \leq \lambda$ if and only if $\mu^! \leq \lambda^!$.

Putting together Corollary 16.9 with Proposition 16.10 one obtains the main result of this section:

**Theorem 16.11.** — For $\mu \in \mathbb{N}^*$ and $\lambda \vdash n$, there are isomorphisms in $\mathcal{F}^{\text{Out}}_{\infty}(\mathfrak{g}; \mathbb{Q})$:

$$\text{HH}_*(B(\mu); \psi^* \text{Inj}^\text{Fin}) \otimes \Sigma^* S_{\lambda^!} \cong \begin{cases} \psi_\ast S_{\lambda^!} & * = n \\ \text{coker (coad}_{\lambda^!}) & * = n - 1 \\ 0 & \text{otherwise} \end{cases}.$$

**Remark 16.12.** — Theorem 16.11 gives our interpretation of the splitting given by Turchin and Willwacher in [TW19] into isotypical components, as we explain below. Turchin and Willwacher work with higher Hochschild cohomology (dealt with below by using vector space duality) and give their splitting by working at the level of the associated Schur functors.

This leads to the modules $U^I_\lambda$ and $U^H_{\lambda}$ introduced in [TW19, Section 2.5]. With our viewpoint, these arise from functors on $\mathfrak{g}^{\text{op}}$ (the variance resulting from their usage of cohomology).

The corresponding dual functors on $\mathfrak{g}$ identify as

$$D_{\mathfrak{g}^{\text{op}}} U^I_\lambda = \omega^\ast \beta^\ast S^!_{\lambda^!},$$

$$D_{\mathfrak{g}^{\text{op}}} U^H_{\lambda} = \text{coker (coad}_{\lambda^!}).$$

Remark 12.4 implies that knowledge of the composition factors of $\omega^\ast \beta^\ast S^!_{\lambda^!}$ determines those of $\text{coker (coad}_{\lambda^!})$. In particular, the Turchin and Willwacher problem is equivalent to calculating the composition factors of $\omega^\ast \beta^\ast S^!_{\lambda^!}$, for each partition $\lambda$. 

We stress that the functor $\omega \beta_n S_{\lambda^!}$ has a conceptual interpretation in $F^{\text{Out}}_{<\infty}(\text{gr}; \mathbb{Q})$ as the injective envelope of the simple $\alpha_n S_{\lambda^!}$, by Theorem \[12.22\] in conjunction with Proposition \[14.13\].

**16.4. Splitting as Schur functors.** — The splitting of $\text{HH}_*(B(-); \partial^* \text{Inj}^{\text{Fin}})$ into isotypical components yields that of $V \mapsto \text{HH}_*(B(-); \mathcal{L}(A_V, A_V))$ as a Schur functor:

**Proposition 16.13.** — There is an isomorphism in $F(\mathbb{N} \times \text{gr}; F(\text{mod}_\mathbb{Q}; \mathbb{Q}))$:

$$\text{HH}_*(B(-); \mathcal{L}(A_V, A_V)) \cong \bigoplus_{n \in \mathbb{N}} \bigoplus_{\lambda \vdash n} (\text{HH}_*(B(-); \partial^* \text{Inj}^{\text{Fin}}) \otimes_{\Sigma} S_{\lambda}) \otimes S_{\lambda}(-),$$

where $S_{\lambda}(-)$ is the Schur functor associated to $S_{\lambda}$.

**Example 16.14.** — [TW19] Theorem 1 treats the case $V = \mathbb{Q}$, so that $A_V$ is the ring of dual numbers $\mathbb{Q}[e]$ (ungraded). The only partitions $\lambda$ for which $S_{\lambda}(\mathbb{Q}) \neq 0$ are the partitions $(n)$, for $n \in \mathbb{N}$. Hence, Proposition \[16.13\] gives the splitting:

$$\text{HH}_*(B(-); \mathcal{L}(\mathbb{Q}[e], \mathbb{Q}[e])) \cong \bigoplus_{n \in \mathbb{N}} \left( \bigoplus_{\lambda \vdash n} \text{HH}_*(B(-); \partial^* \text{Inj}^{\text{Fin}}) \otimes_{\Sigma} S_{(n)} \right) \otimes S^n(\mathbb{Q})$$

$$\cong \bigoplus_{n \in \mathbb{N}} \text{HH}_*(B(-); \partial^* \text{Inj}^{\text{Fin}}) \otimes_{\Sigma} S_{(n)},$$

where we have used that the $n$th symmetric power $S^n(\mathbb{Q})$ evaluated on $\mathbb{Q}$ is isomorphic to $\mathbb{Q}$.

Corollary \[16.3\] and Proposition \[16.10\] can be applied to $\text{HH}_*(B(-); \partial^* \text{Inj}^{\text{Fin}}) \otimes_{\Sigma} S_{(n)}$. In degree $n$ this identifies as $\omega \beta_n S_{(1^n)}$, using that the conjugate partition of $(n)$ is $(1^n)$. In degree $n - 1$ it is the cokernel of the map:

$$\text{coad}_{(1^n)} : \beta_n S_{(1^n)} \to \beta_{n-1} S_{(1^{n-1})}.$$  

This can be analysed as in Theorem \[12.23\] for example.

An alternative approach is that adopted by Turchin and Willwacher. Theorem \[16.5\] gives the isomorphism in $F(\mathbb{N} \times \text{gr}; \mathbb{Q})$:

$$\text{HH}_*(B(-); \mathcal{L}(A_\mathbb{Q}, A_\mathbb{Q})) \cong \omega \Psi(T^d_{\text{coad}}(\mathbb{Q})) \oplus \text{coker} (\text{coad}_{T^d_{\text{coad}}(\mathbb{Q})} \otimes \mathbb{Q})[-1],$$

and the Hopf algebra $T^d_{\text{coad}}(\mathbb{Q})$ identifies as the free graded-commutative algebra $\mathbb{S}(x, y)$, where $|x| = 1$ and $|y| = 2$; here $x$ is primitive and the reduced diagonal of $y$ is $\Delta y = x \otimes x$.

Turchin and Willwacher observed in [TW19] that the connecting morphism $\partial$ (corresponding to $\text{coad}$) identifies with $\Psi S(x, y) \to \Psi S(x, y)$, the derivation induced by the de Rham differential $d$ given by $x \mapsto 0, y \mapsto x$.

In particular acyclicity of $(S(x, y), d)$ relates ker $d$ and coker $d$, with an appropriate degree shift. As in the proof of Theorem \[12.23\] this determines the full structure.
16.5. Exploiting the functoriality with respect to \( \text{gr} \). — To illustrate the interest of these structural results, we consider the relationship between the higher Hochschild homology of the classifying space of free abelian groups.

For \( r \in \mathbb{N} \), consider the natural surjection \( \mathbb{Z}^r \rightarrow \mathbb{Z}^r \cong a(\mathbb{Z}^r) \), viewed as a natural transformation of functors from \( \text{gr} \) to groups. Composing with the functor on groups \( HH_*(B(\_); \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \) gives the natural transformation

\[
HH_*(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \rightarrow HH_*(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])),
\]

where the codomain lies in the essential image of \( F(\text{ab}; \mathbb{Q}) \) in \( F(\text{gr}; \mathbb{Q}) \).

**Proposition 16.15.** — For \( n \in \mathbb{N}^* \), the kernel of the natural transformation

\[
HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \rightarrow HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e]))
\]

contains the uniserial functor \( \text{soc} \) as a wedge summand.

**Démonstration.** — The functor \( \mathbb{Z}^r \rightarrow HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \) is given by Example 16.14 in conjunction with Theorem 12.23. Explicitly, by Theorem 16.11, this gives in degree \( n \geq 1 \):

\[
HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \cong \omega_n S_{(1^n)} \oplus \omega_{n-1} S_{(1^{n-1})},
\]

where the term \( \omega_{n-1} S_{(1^{n-1})} \) is the contribution from \( \text{coad}_{(1^{n+1})} \). By Theorem 12.23, the functor \( \omega_n S_{(1^n)} \) is uniserial, with socle length \( \frac{n + 1}{2} \).

Now, by construction, the functor \( \mathbb{Z}^r \rightarrow HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \) lies in the essential image of \( F_{\leq \infty}(\text{ab}; \mathbb{Q}) \) in \( F_{\leq \infty}(\text{gr}; \mathbb{Q}) \). In particular, this functor is semisimple.

The composite map

\[
\omega_n S_{(1^n)} \subset HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \rightarrow HH_n(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e]))
\]

is a morphism from the uniserial functor \( \omega_n S_{(1^n)} \) of socle length \( \frac{n + 1}{2} \) to a semisimple object. The socle filtration of a finite uniserial object identifies (up to reindexing) with its radical filtration. It follows that the kernel of the composite map contains \( \text{soc} \) as a wedge summand, by the defining properties of the radical filtration.

**Remark 16.16.** — Proposition 16.15 illustrates how dramatically higher Hochschild homology

\[
X \mapsto HH_*(X; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e]))
\]

fails to be a stable invariant, i.e., does not depend only upon the stable homotopy type of \( X \). (This was shown by Dundas and Tenti DT18, by a different argument.)

If higher Hochschild homology were a stable invariant, then

\[
HH_*(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e])) \rightarrow HH_*(B\mathbb{Z}^r; \mathcal{L}(\mathbb{Q}[^e], \mathbb{Q}[^e]))
\]

would be a monomorphism, since stably \( B\mathbb{Z}^r \) contains \( B\mathbb{Z}^r \) as a wedge summand (cf. DT18). Proposition 16.15 shows that this is not the case in homological degree \( n \geq 3 \).
17. Pirashvili’s Hodge filtration

In this section, we explain how Pirashvili’s Hodge filtration [Pir00b] is related to the functorial picture considered here.

The Hodge filtration is that associated to Pirashvili’s spectral sequence (recalled in Section 17.1 below) which calculates the higher Hochschild homology \( \text{HH}^\ast(X;L) \) of a pointed simplicial space \( X \) with coefficients in a \( \Gamma \)-module \( L \), starting from information given by certain Tor-groups for \( \Gamma \)-modules.

Sections 17.1 and 17.2 do not use the results of Sections 15 and 16. Then Section 17.3 applies the results of Sections 17.1 and 17.2 in conjunction with Theorem 15.7 to calculate some fundamental Ext-groups in \( \Gamma \)-modules.

In Section 17.2, we restrict to functors on \( \text{gr} \) by considering \( \text{HH}^\ast(B(-);L) \).

Theorem 17.8 gives a functorial description of the Hodge filtration of this functor and relates this to the canonical polynomial filtration with respect to \( \text{gr} \) (cf. Section 4). In particular, this result shows that, after passing to the associated graded of the Hodge filtration, higher Hochschild homology is given in terms of \( \Gamma \)-module functor homology, as explained in Remark 17.10.

Theorem 17.8 is used in Section 17.3 to calculate

\[
\text{Ext}^\ast_{\text{gr}(\Gamma;\mathbb{Q})}(\text{Inj}^\Gamma,\text{Inj}^\Gamma)
\]

where \( \text{Inj}^\Gamma \) is the \( \Gamma \)-module with values in \( \Sigma \)-modules introduced in Section 14.

The result is stated in Theorem 17.12 and is a shadow of the Koszul duality that underlies this story.

17.1. The Hodge filtration. — For \( X \) a pointed simplicial set and \( L \in \text{Ob} \mathcal{F}(\Gamma;\mathbb{Q}) \), Pirashvili [Pir00b, Theorem 2.4] constructed the Hodge filtration spectral sequence

\[
E^2_{pq} = \text{Tor}^\Gamma_p(\tau_q H_\ast(X;\mathbb{Q}),L) \Rightarrow \text{HH}_\ast(X;L).
\]

Here:

1. the functors \( \text{Tor}^\Gamma \) are the derived functors of the tensor product \( \otimes_\Gamma \) (cf. Section A.3);
2. \( H_\ast(X;\mathbb{Q}) \) is considered as a coaugmented coalgebra, as usual;
3. \( \tau_q H_\ast(X;\mathbb{Q}) \) is the degree \( q \) part of Pirashvili’s dual Loday construction \( \mathcal{T} H_\ast(X;\mathbb{Q}) \) on \( H_\ast(X;\mathbb{Q}) \). (For \( C \) a graded cocommutative, coaugmented \( \mathbb{Q} \)-coalgebra, \( \mathcal{T} C \) is the \( \Gamma^{op} \)-module \( n_+ \mapsto C^{\otimes n} \), which is ‘dual’ to the Loday construction \( \mathcal{L}(A,\mathbb{Q}) \) for augmented algebras of Section 13.2 – see [Pir00b] Section 1.7.)

The Hodge filtration of \( \text{HH}_\ast(X;L) \) is the filtration associated to Pirashvili’s spectral sequence (17.1).

**Remark 17.1.** —

1. The Hodge filtration and the associated spectral sequence are natural with respect to both \( X \) and \( L \).
2. In [TW19], in the case $X = BZ^r$, Turchin and Willwacher also work with a ‘Hodge filtration’ (in cohomology); the reader is warned that their filtration is not the dual of Pirashvili’s Hodge filtration considered here.

We shall apply vector space duality to various functor categories, corresponding to post-composition with $V \mapsto V^\sharp$. To simplify notation, in this section duality will be denoted simply by $D$ (as opposed to Notation A.1). For instance, duality relates $\Gamma$-modules and $\Gamma^\text{op}$-modules:

$$D : \mathcal{F}(\Gamma; \mathbb{Q})^{\text{op}} \to \mathcal{F}(\Gamma^{\text{op}}; \mathbb{Q}).$$

Duality also relates $\text{Tor}^\Gamma$ to $\text{Ext}^\ast$, under the appropriate finiteness hypotheses. The following is standard (recalling that an object of an abelian category is finite if it has a finite composition series):

**Proposition 17.2.** — For $F, G$ finite objects of $\mathcal{F}(\Gamma; \mathbb{Q})$, there is a natural isomorphism

$$\text{Tor}^\Gamma_\ast(DF, G)^\sharp \cong \text{Ext}^\ast(\mathcal{F}(\Gamma; \mathbb{Q}), \mathcal{F}(\Gamma^{\text{op}}; \mathbb{Q})).$$

This gives the following reinterpretation of the $E^2$-page of Pirashvili’s spectral sequence:

**Corollary 17.3.** — If $L$ is a finite $\Gamma$-module, $X$ is connected and $H_\ast(X; \mathbb{Q})$ has finite type as a graded $\mathbb{Q}$-vector space, the $E^2$-page of Pirashvili’s spectral sequence is

$$E^2_{pq} = \text{Ext}^2_{\mathcal{F}(\Gamma; \mathbb{Q})}(L, \mathcal{L}^q(H_\ast(X; \mathbb{Q}), \mathbb{Q}))^\sharp.$$

Here, the Loday construction $\mathcal{L}(\ast, \mathbb{Q})$ is applied in the graded context, with Koszul signs and $\mathcal{L}^q(H_\ast(X; \mathbb{Q}), \mathbb{Q})$ is the component of cohomological degree $q$.

**Démonstration.** — The hypothesis on $H_\ast(X; \mathbb{Q})$ ensures that $T_q H_\ast(X; \mathbb{Q})$ is a finite $\Gamma$-module and is dual to $\mathcal{L}^q(H_\ast(X; \mathbb{Q}), \mathbb{Q})$. The result thus follows from Proposition 17.2.

17.2. Specializing to classifying spaces of free groups. — We take $X$ to be the classifying space $BZ^r$, considered as a functor of the free group $Z^r$. The following is clear:

**Lemma 17.4.** — The functor from $\mathfrak{gr}^{\text{op}}$ to graded commutative, augmented algebras, $Z^r \mapsto H^*(BZ^r; \mathbb{Q})$, is isomorphic to the functor $\mathbb{Q} \otimes \mathfrak{sa}_{\mathbb{Q}}^1$, considered as the square-zero extension algebra of $\mathbb{Q}$ by the functorial $\mathbb{Q}$-module $\mathfrak{a}_{\mathbb{Q}}^1$ concentrated in cohomological degree one.

This allows the identification of $\mathcal{L}(H^*(B(\ast); \mathbb{Q}), \mathbb{Q})$:

**Lemma 17.5.** — The functor $Z^r \mapsto \mathcal{L}(H^*(BZ^r; \mathbb{Q}), \mathbb{Q})$, considered as an object of $\mathcal{F}(\mathbb{N} \times \mathfrak{gr}^{\text{op}} \times \Gamma; \mathbb{Q})$, is isomorphic to

$$\mathbb{T}(\mathfrak{sa}_{\mathbb{Q}}^1) \otimes \Sigma \text{Inj}^\Gamma.$$
In particular, in cohomological degree \( q \in \mathbb{N} \), the associated object of \( \mathcal{F}(\text{gr}^{op} \times \Gamma; \mathbb{Q}) \)

\[
(\text{sgn}_q \otimes (a_Q^\bullet)^{\otimes q}) \otimes_{\mathbb{E}_q} \text{Inj}^\Gamma(q, -) \cong (a_Q^\bullet)^{\otimes q} \otimes_{\mathbb{E}_q} (\text{sgn}_q \otimes \text{Inj}^\Gamma(q, -)),
\]

in which \( \mathbb{E}_q \) acts diagonally on the terms \( \text{sgn}_q \otimes - \).

Démonstration. — The first statement is a variant of Proposition 17.5, passing to the graded context. The second statement simply identifies the degree \( q \) component, using that the cohomological suspension introduces the Koszul signs corresponding to the signature representation \( \text{sgn}_q \).

\[ \square \]

**Notation 17.6.** — Write \( \text{Inj}^R \) for the \( \Sigma \times \Gamma \)-module \( (q, Y) \mapsto \text{sgn}_q \otimes \text{Inj}^\Gamma(q, Y) \).

**Remark 17.7.** —

1. \( \text{Inj}^R \) encodes the functor \( \mathcal{L}(H^*(B(\cdot); \mathbb{Q}), \mathbb{Q}) \), by Lemma 17.5.
2. Lemma 17.5 dualizes to give a description of \( \mathcal{T}H_*(B(\cdot); \mathbb{Q}) \), expressed in terms of the dual, \( D\text{Inj}^\Gamma \).

For any \( \Gamma \)-module, the Hodge filtration for \( HH_*(B(\cdot); L) \) is an increasing filtration (corresponding to filtering by \( p \leq t \) in the spectral sequence, for \( t \in \mathbb{N} \) indexing the term of the filtration). In a fixed homological degree \( d \), for current purposes it is useful to index this by \( q \), which gives the decreasing filtration of functors on \( \text{gr} \):

\[
\ldots \subset \mathfrak{g}\mathfrak{h}^{d+1}HH_d(B(\cdot); L) \subset \mathfrak{g}\mathfrak{h}^{d}HH_d(B(\cdot); L) \subset \ldots \subset \mathfrak{g}\mathfrak{h}^{0}HH_d(B(\cdot); L) = HH_d(B(\cdot); L)
\]

such that \( \mathfrak{g}\mathfrak{h}^{d+1}HH_d(B(\cdot); L) = 0 \).

The filtration quotients of this filtration are described by the following, in which \( (a_Q^\bullet)^{\dagger} \) denotes \( (\text{sgn}_q \otimes (a_Q^\bullet)^{\otimes q}) \) with diagonal action of \( \mathbb{E}_q \), and \( \alpha_q \) is the functor appearing in Theorem 14.4.

**Theorem 17.8.** — For \( L \in \text{Ob} \mathcal{F}(\Gamma; \mathbb{Q}) \), the Hodge filtration of \( HH_d(B(\cdot); L) \) has filtration quotients in homological degree \( d \):

\[
\mathfrak{g}\mathfrak{h}^dHH_d(B(\cdot); L)/\mathfrak{g}\mathfrak{h}^{d+1}HH_d(B(\cdot); L) \cong (a_Q^\bullet)^{\dagger} \otimes_{\mathbb{E}_q} \text{Tor}_{d-q}^*(\text{Inj}^\Gamma(q, -), L)
\]

In particular,

1. the functor \( HH_d(B(\cdot); L) \) has polynomial degree \( d \);  
2. the Hodge filtration of \( HH_d(B(\cdot); L) \in \text{Ob} \mathcal{F}(\text{gr}; \mathbb{Q}) \) coincides with the polynomial filtration (up to indexing).

Démonstration. — We use Pirashvili’s Hodge filtration spectral sequence [Pir00b, Theorem 2.4]. This has \( E^2 \)-page

\[
E^2_{pq} = \text{Tor}_{d-q}^*(T_dH_*(B(\cdot); \mathbb{Q}), L).
\]

Using the dual to Lemma 17.5, this is isomorphic to

\[
(a_Q^\bullet)^{\dagger} \otimes_{\mathbb{E}_q} \text{Tor}_{d-q}^*(\text{Inj}^\Gamma(q, -), L)
\]
where \( d = p + q \) and we have used that \((a_\otimes^q)^\dagger \otimes \mathfrak{S}_q\) — is exact, hence commutes with the formation of \( \text{Tor}^\Gamma \). This term can be rewritten using the functor \( \alpha_q \) as:
\[
\alpha_q(\text{Tor}^\Gamma_{d-q}(D\text{Inj}^\Gamma\dagger(q, -), L),
\]
where the twist by \( \text{sgn}_q \) has been incorporated as \( \text{Inj}^\Gamma\dagger \).

This implies that the \( q \)th row in the spectral sequence consists of functors on \( \text{gr} \) that are polynomial, homogeneous of degree exactly \( q \) (more precisely, they lie in the image of the functor \( \alpha_q \) of Section 4).

Since the spectral sequence is natural with respect to \( \text{gr} \), the differentials are morphisms in \( F(\text{gr}; \mathbb{Q}) \). We deduce that all differentials are zero, since there are no non-trivial morphisms between an object of the image of \( \alpha_q \) and an object of the image of \( \alpha_{q'} \) if \( q \neq q' \) (this is a consequence of the equality \( \text{Hom}_F(\text{gr}; \mathbb{Q})(a_\otimes^q, a_\otimes^{q'}) = 0 \), if \( q \neq q' \), as exploited in Section 4). It follows that the spectral sequence degenerates at the \( E^2 \)-page, giving the stated identification of the associated graded of the Hodge filtration.

This shows that the Hodge filtration of \( HH_d(B(-); L) \) is a finite length, decreasing filtration, with filtration quotient \( \mathfrak{S}_q/\mathfrak{S}_{q+1} \) a polynomial functor of degree \( q \) that lies in the image of \( \alpha_q \). In particular, \( HH_d(B(-); L) \) is polynomial of degree at most \( d \) and Proposition 4.12 implies that this filtration coincides with the polynomial filtration (up to indexing).

**Remark 17.9.** —
1. In \([\text{Pir00b}, \text{Theorem 2.6}]\) Pirashvili showed that the Hodge filtration spectral sequence for spheres degenerates, by using an ad hoc argument. In our setting, we can exploit the naturality with respect to \( \text{gr} \) to prove degeneracy.
2. The Hodge filtration of Theorem 17.8 does not split functorially. This can be seen by considering the structure of \( \text{HH}_*(B(-); \text{Inj}^\Gamma) \), using Theorem 15.7 and the identifications in Section 16.3; for an explicit example, consider the isotypical component of \( \lambda = (1^n) \) for \( n > 1 \).

**Remark 17.10.** — Theorem 17.8 shows that the associated graded of the Hodge filtration is determined by the \( \mathbb{N} \)-graded \( \Sigma \)-module:
\[
\text{Tor}^\Gamma_{*}(D\text{Inj}^\Gamma, L).
\]
These homology groups generalize the usual definition of functor homology for \( \Gamma \)-modules.

If \( L \) is a finite \( \Gamma \)-module, the groups can be expressed in terms of \( \text{Ext}^*_{F(\Gamma; \mathbb{Q})} \) using Proposition 17.2 as
\[
\text{Ext}^*_{F(\Gamma; \mathbb{Q})}(L, \text{Inj}^\Gamma)^\sharp.
\]

**17.3. Calculating (co)homology of \( \Gamma \)-modules.** — In this section we indicate how to use Theorem 17.8 to calculate certain Ext-groups in \( \Gamma \)-modules, exploiting our analysis of higher Hochschild homology with coefficients \( L = \text{Inj}^\Gamma \) (which takes values in \( \Sigma \)-modules).
Theorem 15.7 identifies:
\[ HH_\ast(B(-); \text{Inj}^\Gamma) \cong \Psi(P_{\Sigma \text{coalg}}^\dagger) \]  
(17.2)
as functors in \( F(N \times \text{gr} \times \Sigma; \mathbb{Q}) \), where \( N \) corresponds to the homological grading.

Theorem 17.8 gives that the associated graded of the polynomial filtration of \( \Psi(P_{\Sigma \text{coalg}}^\dagger) \) determines the family (for \( m, n \in \mathbb{N} \)) of \( S_m \times S_n \)-representations:
\[ \text{Ext}^\ast_{F(\Gamma; \mathbb{Q})}(\text{Inj}^\Gamma(n, -), \text{Inj}^\Gamma(m, -)), \]
where the \( S_m \)- and \( S_n \)-actions come from the \( \Sigma \)-module structure of \( \text{Inj}^\Gamma \). The rest of this section is devoted to outlining how this is done; the result is stated in Theorem 17.12.

We first extract the dagger by using the isomorphism given by Proposition 10.10:
\[ \Psi(P_{\Sigma \text{coalg}}^\dagger) \cong (\Psi(P_{\Sigma \text{coalg}}))^\dagger, \]  
(17.3)
which allows us to focus upon \( \Psi(P_{\Sigma \text{coalg}}) \).

Theorem 7.7 provides the isomorphism
\[ \beta \cong \Psi(P_{\Sigma \text{coalg}})^\dagger, \]  
(17.3)
where \( \beta \in \text{Ob} F(\text{gr} \times \Sigma; \mathbb{Q}) \) such that, for \( d \in \mathbb{N} \), \( \beta(-, d) \) is the functor \( \beta_d \mathbb{Q}[\mathcal{G}_d] \) on \( \text{gr} \). In particular, this is an injective in the category \( F_{<\infty}(\text{gr}; \mathbb{Q}) \) of polynomial functors on \( \text{gr} \), by the results of Section 7.

The functor represented by \( \beta(-, d) \) is described succinctly below by using the functor \( \text{grad}_{\Sigma\text{gr}} : F(\text{gr}; \mathbb{Q}) \to F(\Sigma; \mathbb{Q}) \) introduced in Definition 7.1. (Recall that, for \( F \) a polynomial functor on \( \mathbb{Q} \), \( \text{grad}_{\Sigma\text{gr}} F \) encodes the associated graded of the polynomial filtration of \( F \).)

Proposition 17.11. — For \( F \in F_{<\infty}(\text{gr}; \mathbb{Q}) \) and \( d \in \mathbb{N} \), there is a natural isomorphism of \( S_d \)-modules
\[ (\text{grad}_{\Sigma\text{gr}} F(d))^\sharp \cong \text{Hom}_{F(\text{gr}; \mathbb{Q})}(F, \beta(-, d)). \]

Démonstration. — This follows from the adjunctions for the functors \( \text{cr}_d, \text{gr}_{\Sigma\text{gr}} \), using the methods of section 7.1.

This is the main input into:

Theorem 17.12. — For \( m, n \in \mathbb{N}^\ast \), there is a natural isomorphism of \( S_m \times S_n^{\text{op}} \)-modules:
\[ \text{Ext}^\ast_{F(\Gamma; \mathbb{Q})}(\text{Inj}^\Gamma(n, -), \text{Inj}^\Gamma(m, -)) \]
\[ \cong \left\{ \begin{array}{ll} \text{sgn}_n \otimes \text{Hom}_{F(\text{gr}; \mathbb{Q})}(\beta(-, n), \beta(-, m)) \otimes \text{sgn}_m & \ast = n - m, \\ 0 & \text{otherwise.} \end{array} \right. \]

Démonstration. — Theorem 17.8 leads to the isomorphism
\[ \text{Ext}^\ast_{F(\Gamma; \mathbb{Q})}(\text{Inj}^\Gamma, \text{Inj}^{\Gamma\dagger}) \cong (\text{grad}_{\Sigma\text{gr}} HH_\ast(B(-); \text{Inj}^\Gamma))^\sharp. \]
The right hand side is calculated using Proposition 17.11 applied by using the isomorphisms (17.2) and (17.3). The details are left to the reader.
Remark 17.13. —

1. This theorem has a conceptual interpretation in terms of Koszul duality. This is treated (working with functors on $\mathfrak{gr}^{\text{op}}$) in [Pow24a] by using operadic Koszul duality.

2. The modules $\text{Hom}_{\mathcal{F}(\mathfrak{gr}; \mathbb{Q})}(\beta(\cdot, n), \beta(\cdot, m))$ can be calculated using standard methods of representation theory in terms of the family of representations $\text{Lie}(t)$, $t \in \mathbb{N}$, appearing in the Lie operad. (This is encoded in the theory developed in [Pow24a].)

PARTIE VI. APPENDICES

Appendix A. Background on functor categories

This appendix reviews the basic theory of functor categories, with the aim of making the paper reasonably self-contained.

A.1. Functor categories. — For $\mathcal{C}$ a small category and $\mathcal{A}$ an abelian category, let $\mathcal{F}(\mathcal{C}; \mathcal{A})$ denote the category of functors from $\mathcal{C}$ to $\mathcal{A}$. This is sometimes termed the category of $\mathcal{C}$-modules (with values in $\mathcal{A}$); it is an abelian category.

Evaluation on an object $C$ of $\mathcal{C}$ gives the exact functor $\text{ev}_C : \mathcal{F}(\mathcal{C}; \mathcal{A}) \to \mathcal{A}$.

If $(\mathcal{A}, \otimes, 1, \tau)$ is a symmetric monoidal structure, then $\mathcal{F}(\mathcal{C}; \mathcal{A})$ inherits a symmetric monoidal structure with tensor product defined objectwise in $\mathcal{A}$.

The shorthand $\mathcal{F}(\mathcal{C}; k)$ is used for $\mathcal{F}(\mathcal{C}; k - \text{mod})$. The category is equipped with tensor product $\otimes_k$ and has sufficiently many projectives and injectives. For example, the standard projective $P^C_C$ is $k[\text{Hom}_k(C, \cdot)]$; Yoneda’s lemma gives that $P^C_C$ corepresents evaluation on $C$.

Duality is a useful tool, especially when $k$ is a field:

Notation A.1. — For $k$ a field, denote by $D_\mathcal{C} : \mathcal{F}(\mathcal{C}; k) \to \mathcal{F}(\mathcal{C}^{\text{op}}; k)$ the functor given by $(D_\mathcal{C}F)(X) := F(X)^\sharp$, where $\sharp$ denotes vector space duality.

When $k$ is a field, the full subcategory of functors taking finite-dimensional values is denoted $\mathcal{F}^{\text{fd}}(\mathcal{C}; k) \subset \mathcal{F}(\mathcal{C}; k)$.

Proposition A.2. — (Cf. [Dja07] Proposition C.2.7.) If $k$ is a field, then the duality functors $D_\mathcal{C}$ and $D_{\mathcal{C}^{\text{op}}}$ are adjoint,

$$D_\mathcal{C} : \mathcal{F}(\mathcal{C}; k)^{\text{op}} \rightleftarrows \mathcal{F}(\mathcal{C}^{\text{op}}; k) : D_{\mathcal{C}^{\text{op}}},$$

and the adjunction restricts to an equivalence of categories

$$\mathcal{F}^{\text{fd}}(\mathcal{C}; k)^{\text{op}} \cong \mathcal{F}^{\text{fd}}(\mathcal{C}^{\text{op}}; k).$$

In particular, for $F \in \text{Ob} \mathcal{F}^{\text{fd}}(\mathcal{C}; k)$, the adjunction unit induces an isomorphism $F \cong D_{\mathcal{C}^{\text{op}}}D_\mathcal{C}F$. 

An adjunction between small categories induces an adjunction between the associated functor categories:

**Proposition A.3.** — Let \( \mathcal{A} \) be an abelian category and \( L: \mathcal{C} \rightleftarrows \mathcal{D}: R \) be an adjunction between small categories. Precomposition induces an adjunction

\[
R^* : \mathcal{F}(\mathcal{C}; \mathcal{A}) \rightleftarrows \mathcal{F}(\mathcal{D}; \mathcal{A}) : L^*
\]

of exact functors between abelian categories. If \( \mathcal{A} \) is tensor abelian, then the functors \( R^* \) and \( L^* \) are monoidal.

**Remark A.4.** — The unit \( \text{Id}_\mathcal{C} \to RL \) of the adjunction of Proposition [A.3] induces, by precomposition, \( \text{Id}_{\mathcal{F}(\mathcal{C}; \mathcal{A})} \to (RL)^* = L^*R^* \). This is the unit of the induced adjunction at the level of the functor categories. In particular, this explains why \( L^* \) is the right adjoint.

Moreover, developing this leads to a proof of the Proposition, using the formulation of an adjunction in terms of the unit and counit natural transformations.

**A.2. Polynomial functors.** — Throughout this section, suppose:

**Hypothesis A.5.** — The category \( \mathcal{C} \) is pointed by \( \ast \) and is equipped with monoidal structure \( \vee \) for which \( \ast \) is the unit.

The Eilenberg-Mac Lane notion of polynomial functor \([EML54]\) generalizes to the setting of \( \mathcal{F}(\mathcal{C}; \mathcal{A}) \), where \( \mathcal{A} \) is abelian, as in \([HPV15\text{ Section 3}]\).

**Notation A.6.** — For \((\mathcal{C}, \vee, \ast)\) as above, let \( \mathcal{F}_d(\mathcal{C}; \mathcal{A}) \subset \mathcal{F}(\mathcal{C}; \mathcal{A}) \) denote the full subcategory of polynomial functors of degree at most \( d \in \mathbb{N} \).

**Proposition A.7.** — (Cf. \([HPV15]\).) Suppose that \( \mathcal{C} \) satisfies Hypothesis \([A.5]\) for \( \alpha : \mathcal{A} \to \mathcal{B} \) an additive functor between abelian categories and \( d \in \mathbb{N} \), the functor \( \mathcal{F}(\mathcal{C}; \mathcal{A}) \to \mathcal{F}(\mathcal{C}; \mathcal{B}) \) induced by composition with \( \alpha \) restricts to \( \mathcal{F}_d(\mathcal{C}; \mathcal{A}) \to \mathcal{F}_d(\mathcal{C}; \mathcal{B}) \).

For the remainder of the section, suppose that \( \mathcal{A} = k - \text{mod} \).

**Notation A.8.** — For \( d \in \mathbb{N} \), let \( q_d^\mathcal{F} : \mathcal{F}(\mathcal{C}; k) \to \mathcal{F}_d(\mathcal{C}; k) \) denote the left adjoint to the inclusion \( \mathcal{F}_d(\mathcal{C}; k) \to \mathcal{F}(\mathcal{C}; k) \) and \( p_d^\mathcal{F} : \mathcal{F}(\mathcal{C}; k) \to \mathcal{F}_d(\mathcal{C}; k) \) the right adjoint. (Where no confusion can result, these will be denoted simply by \( q_d \) and \( p_d \)).

The following is standard:

**Proposition A.9.** — Suppose that \( \mathcal{C} \) satisfies Hypothesis \([A.5]\) and let \( d \in \mathbb{N} \).

1. The category \( \mathcal{F}_d(\mathcal{C}; k) \) is a thick subcategory of \( \mathcal{F}(\mathcal{C}; k) \) and is stable under limits and colimits.
2. The category \( \mathcal{F}_d(\mathcal{C}; k) \) has enough projectives and enough injectives.
3. The tensor product of \( \mathcal{F}(\mathcal{C}; k) \) restricts to

\[
\otimes : \mathcal{F}_d(\mathcal{C}; k) \times \mathcal{F}_e(\mathcal{C}; k) \to \mathcal{F}_{d+e}(\mathcal{C}; k).
\]

4. There are canonical inclusions \( \mathcal{F}_d(\mathcal{C}; k) \subset \mathcal{F}_{d+1}(\mathcal{C}; k) \subset \mathcal{F}(\mathcal{C}; k) \) which induce natural transformations: \( p_{d}^\mathcal{F} \to p_{d+1}^\mathcal{F} \leftarrow 1_{\mathcal{F}(\mathcal{C}; k)} \) and \( 1_{\mathcal{F}(\mathcal{C}; k)} \to q_{d+1}^\mathcal{F} \to q_{d}^\mathcal{F} \).
**Remark A.10.** — The category $(\mathcal{C}^{\text{op}}, \lor, \ast)$ satisfies Hypothesis A.5 so that polynomial functors are defined for contravariant functors; the covariant and contravariant notions of polynomial functor are related [HPV15 Section 3].

**Proposition A.11.** — (Cf. [HPV15,]) For $\mathcal{C}$ satisfying Hypothesis A.5 and $k$ a field, the duality adjunction restricts to $D_\mathcal{C} : F_d(\mathcal{C}; k)^{\text{op}} \rightleftarrows F_d(\mathcal{C}^{\text{op}}; k) : D_{\mathcal{C}^{\text{op}}}.

**A.3. Bifunctors.** — Let $\mathcal{C}$ and $\mathcal{D}$ be small categories; $\mathcal{F}(\mathcal{C} \times \mathcal{D}; k)$ is considered as the category of bifunctors on $\mathcal{C}$ and $\mathcal{D}$.

**Proposition A.12.** — For $\mathcal{C}$ and $\mathcal{D}$ small categories, there are equivalences of tensor abelian categories $\mathcal{F}(\mathcal{C} \times \mathcal{D}; k) \cong \mathcal{F}(\mathcal{C}; \mathcal{F}(\mathcal{D}; k)) \cong \mathcal{F}(\mathcal{D}; \mathcal{F}(\mathcal{C}; k)).$

**Lemma A.13.** — For $\mathcal{C}$ and $\mathcal{D}$ small categories, evaluation on $D \in \text{Ob} \mathcal{D}$ induces an exact, monoidal functor $\text{ev}_D : \mathcal{F}(\mathcal{C} \times \mathcal{D}; k) \to \mathcal{F}(\mathcal{C}; k), F(-, -) \mapsto F(-, D).$

**Notation A.14.** — Suppose that $\mathcal{C}$ satisfies Hypothesis A.5. For $d \in \mathbb{N}$, let $\mathcal{F}_{d}[\mathcal{C}](\mathcal{C} \times \mathcal{D}; k)$ denote the full subcategory of $\mathcal{F}(\mathcal{C} \times \mathcal{D}; k)$ that corresponds to $\mathcal{F}_d(\mathcal{C}; \mathcal{F}(\mathcal{D}; k))$ under the equivalence of Proposition A.12.

**Proposition A.15.** — Let $\mathcal{C}$ and $\mathcal{D}$ be small categories such that $\mathcal{C}$ satisfies Hypothesis A.5 and let $d \in \mathbb{N}$.

1. For $D \in \text{Ob} \mathcal{D}$, the evaluation functor $\text{ev}_D$ restricts to
   $$\text{ev}_D : \mathcal{F}_{d}[\mathcal{C}](\mathcal{C} \times \mathcal{D}; k) \to \mathcal{F}_d(\mathcal{C}; k).$$

2. A bifunctor $F \in \text{Ob} \mathcal{F}(\mathcal{C} \times \mathcal{D}; k)$ lies in $\mathcal{F}_{d}[\mathcal{C}](\mathcal{C} \times \mathcal{D}; k)$ if and only if $\text{ev}_D F$ lies in $\mathcal{F}_d(\mathcal{C}; k)$ for all $D \in \text{Ob} \mathcal{D}$.

**A.4. Tensor products over $\mathcal{C}$.** — The notion of external tensor product is familiar:

**Notation A.16.** — For $\mathcal{C}$, $\mathcal{D}$ small categories and $k$ a commutative ring, let $\mathbb{E}_k$ be the external tensor product: $\mathbb{E}_k : \mathcal{F}(\mathcal{C}; k) \times \mathcal{F}(\mathcal{D}; k) \to \mathcal{F}(\mathcal{C} \times \mathcal{D}; k), (F, G) \mapsto F(-) \otimes G(-).$ Where no confusion can result, this is written simply as $\mathbb{E}$.

**Notation A.17.** — For $\mathcal{C}$ a small category, let $\otimes_{\mathcal{C}} : \mathcal{F}(\mathcal{C}^{\text{op}}; k) \times \mathcal{F}(\mathcal{C}; k) \to k\text{-mod}$ denote the biadditive functor given by composing the external tensor product $\mathbb{E}$ with the coend $\mathcal{F}(\mathcal{C}^{\text{op}} \times \mathcal{C}; k) \to k\text{-mod}$.

**Remark A.18.** — For $F \in \text{Ob} \mathcal{F}(\mathcal{C}^{\text{op}}; k)$ and $G \in \text{Ob} \mathcal{F}(\mathcal{C}; k)$, where $\mathcal{C}$ is a small category, $F \otimes_{\mathcal{C}} G$ is the coequalizer of the diagram:

$$\bigoplus_{f \in \text{Hom}_{\mathcal{C}}(X, Y)} F(Y) \otimes G(X) \cong \bigoplus_{Z \in \text{Ob} \mathcal{C}} F(Z) \otimes G(Z),$$

where the arrows are determined by $F(X) \otimes G(X) \xrightarrow{F(f) \otimes \text{Id}} F(Y) \otimes G(X) \xrightarrow{\text{Id} \otimes G(f)} F(Y) \otimes G(Y).$ This corresponds to a generalization to "rings with many objects" of the usual tensor product of right and left modules over a unital, associative ring.

The naturality of $\otimes_{\mathcal{C}}$ gives:
Lemma A.19. — For small categories \( \mathcal{C}, \mathcal{D} \), the functor \( \otimes \mathcal{C} \) induces a biadditive functor: \( \otimes \mathcal{C} : \mathcal{F}(\mathcal{C}^{\text{op}} \times \mathcal{D}; k) \times \mathcal{F}(\mathcal{C}; k) \to \mathcal{F}(\mathcal{D}; k) \).

Appendix B. Representations of the symmetric groups in characteristic zero

This appendix provides a brief survey of the representation theory of the symmetric groups over \( \mathbb{Q} \) that is required here; the reader can consult standard references for this material, including [Ful97, FH91].

Recall the following standard definition:

Definition B.1. — A partition \( \lambda \) is a weakly decreasing sequence of natural numbers \( \lambda_i, i \in \mathbb{N}^* \) such that \( \lambda_i = 0 \) for \( i \gg 0 \). The size \( |\lambda| \) of \( \lambda \) is \( \sum \lambda_i \) and, if \( |\lambda| = n \), then \( \lambda \) is said to be a partition of \( n \), denoted \( \lambda \vdash n \). The length \( l(\lambda) \) of \( \lambda \) is the number of non-zero entries and a partition of length \( l \) is written simply as \( (\lambda_1, \ldots, \lambda_l) \).

The transpose partition \( \lambda^\dagger \) is defined by \( \lambda_i^\dagger = \sharp \{ j | \lambda_j \geq i \} \). (Geometrically this corresponds to reflecting the Young diagram representing \( \lambda \) in its diagonal.)

Notation B.2. — For partitions \( \lambda, \mu \) write \( \mu \preceq \lambda \) if \( \mu_i \leq \lambda_i \) for all terms of the partition (unspecified terms being taken as zero); equivalently, the Young diagram of \( \mu \) is contained within that of \( \lambda \).

The simple \( \mathbb{Q}[\mathfrak{S}_n] \)-modules (for \( n \in \mathbb{N} \)) are indexed by the partitions \( \lambda \vdash n \), the simple associated to \( \lambda \vdash n \) is written \( S_\lambda \).

Example B.3. — To fix conventions, for \( 0 < n \in \mathbb{N} \):
1. \( S_{(n)} \) is the trivial representation \( \mathbb{Q} \);
2. \( S_{(1^n)} \) is the sign representation \text{sgn};
3. \( S_{(n-1,1)} \) is the standard representation of dimension \( n - 1 \), given by the quotient of the permutation representation \( \mathbb{Q}[n] \) by the trivial representation (given by the trace).

Here and elsewhere, where no confusion can result, commas are omitted from the notation for partitions.

Remark B.4. — The dimension of \( S_\lambda \) can be calculated combinatorially from the partition \( \lambda \). For instance, it is the number of standard tableaux of type \( \lambda \). This dimension can also be calculated by the hook-length formula.

Proposition B.5. — Finite-dimensional representations of \( \mathbb{Q}[\mathfrak{S}_n] \) are self-dual under vector space duality \( (-)^* \); in particular, \( (S_\lambda)^* \cong S_\lambda \).

Notation B.6. — For \( M \) a representation of \( \mathbb{Q}[\mathfrak{S}_n] \), let \( M^\dagger \) denote the representation \( M \otimes \text{sgn}_n \) (with diagonal action), where \( \text{sgn}_n \) is the signature representation.

Example B.7. — If \( \lambda \vdash n \), then \( (S_\lambda)^\dagger \cong S_{\lambda^\dagger} \), so that the two usages of the notation \( ^\dagger \) are compatible.
Notation B.8. — For \( n \in \mathbb{N} \) and \( S_\lambda \) the simple \( \mathbb{Q} \mathfrak{S}_n \)-module induced by the partition \( \lambda \) of \( n \), let \( S_\lambda \) denote the Schur functor \( V \mapsto S_\lambda \otimes V^\otimes n \). (See Section 5 for Schur functors.)

Example B.9. — For \( n \in \mathbb{N} \),
1. \( S_{(n)} \) is the \( n \)-th symmetric power functor, \( V \mapsto S^n(V) \);
2. \( S_{(1^n)} \) is the \( n \)-th exterior power functor, \( V \mapsto \Lambda^n(V) \).

The Pieri rule is important for understanding the induction of representations of symmetric groups:

Proposition B.10. — For \( S_\lambda \) a simple representation of \( \mathbb{Q} \mathfrak{S}_n \), \( S_\lambda \uparrow^\mathbb{Q} S_{\lambda + \nu} \cong \bigoplus S_\mu \), where the sum is taken over partitions \( \mu \) such that \( |\mu| = 1 + |\lambda| \) and \( \lambda \subseteq \mu \).

Example B.11. — Let \( \lambda \) be a partition with \( |\lambda| = n \).
1. \( S_{(1^n+1)} \) is a factor of \( S_\lambda \uparrow^\mathbb{Q} \mathfrak{S}_{n+1} \) if and only if \( \lambda = (1^n) \), in which case \( S_{(1^n)} \uparrow^\mathbb{Q} \mathfrak{S}_{n+1} = S_{(1^n)} \oplus S_{(21^n-1)} \);
2. \( S_{(n+1)} \) is a factor of \( S_\lambda \uparrow^\mathbb{Q} S_{\lambda + \nu} \) if and only if \( \lambda = (n) \), in which case \( S_{(n)} \uparrow^\mathbb{Q} S_{\lambda + \nu} = S_{(n+1)} \oplus S_{(n)} \).

If \( M \) is a representation of \( \mathfrak{S}_m \) and \( N \) of \( \mathfrak{S}_n \), then \( M \otimes N \) is the representation of \( \mathfrak{S}_{m+n} \) given by
\[
(M \otimes N) \uparrow^{\mathfrak{S}_{m+n}} \mathfrak{S}_m \times \mathfrak{S}_n.
\]

For instance, for \( \lambda \vdash m \) and \( \mu \vdash n \), the Schur functor associate to \( S_\lambda \otimes S_\mu \) is \( S_\lambda \otimes S_\mu \).

Since the category \( \mathbb{Q} \mathfrak{S}_{m+n} \)-mod is semi-simple, this decomposes as a direct sum of simple modules.

Definition B.12. — For partitions \( \lambda, \mu, \nu \), the Littlewood-Richardson coefficient \( c_{\lambda \mu}^\nu \) is defined by the isomorphism \( S_\lambda \otimes S_\mu \cong \bigoplus S_\nu \).

Remark B.13. — From the definition, it is clear that \( c_{\lambda \mu}^\nu = 0 \) if \( |\nu| \neq |\lambda| + |\mu| \) and \( c_{\lambda \mu}^\nu = c_{\nu \lambda}^\mu = c_{\lambda \nu}^\mu = c_{\lambda \mu}^\nu \).

More importantly, the Littlewood-Richardson coefficients can be calculated combinatorially.

Theorem B.14. — For partitions \( \lambda, \mu, \nu \), the Littlewood-Richardson coefficient \( c_{\lambda \mu}^\nu \) is zero unless \( \lambda \subseteq \nu \). If \( \lambda \subseteq \nu \), \( c_{\lambda \mu}^\nu \) is the number of semi-standard skew tableaux of shape \( \nu \setminus \lambda \) and content \( \mu \) (that is \( i \) appears \( \mu_i \) times) which satisfy the following lattice word condition: the sequence obtained by concatenating its reversed rows is a lattice word (for each initial segment of the sequence and for each \( i \), \( i \) occurs at least as many times as \( i + 1 \)).

Example B.15. — The calculation of \( c_{\lambda \mu}^\nu \) is especially simple when \( \mu = (1^n) \). In this case, the lattice word condition implies:
1. \( c_{\lambda \mu}^{\nu} = 0 \) if \( \exists i \) such that \( \nu_i - \lambda_i > 1 \) (that is, if the skew tableau \( \nu \setminus \lambda \) has more than one box in any row).
2. in the remaining case, there is a unique semi-standard skew-tableau \( \nu \setminus \lambda \) with
content \( 1^n \) satisfying the lattice word condition (with increasing entries).

Thus, for example, \( c_{\lambda,1^n}^\nu = 0 \) if \( n > l(\nu) \).

**Example B.16.** — For convenience, the following Littlewood-Richardson decompositions are given:

\[
\begin{align*}
S(1) \otimes S(1) &= S(2) \oplus S(11) \\
S(2) \otimes S(1) &= S(3) \oplus S(21) \\
S(11) \otimes S(1) &= S(111) \oplus S(21) \\
S(3) \otimes S(1) &= S(4) \oplus S(31) \\
S(21) \otimes S(1) &= S(31) \oplus S(22) \oplus S(211) \\
S(111) \otimes S(1) &= S(1111) \oplus S(211) \\
S(2) \otimes S(2) &= S(4) \oplus S(31) \oplus S(22) \\
S(2) \otimes S(11) &= S(31) \oplus S(211) \\
S(11) \otimes S(11) &= S(1111) \oplus S(211) \oplus S(22)
\end{align*}
\]

Similarly, the plethysm operation for representations of symmetric groups are described by coefficients:

**Definition B.17.** — For partitions \( \lambda, \mu, \nu \), the plethysm coefficient \( p_{\lambda,\mu}^\nu \) is defined by
the isomorphism \( S_{\lambda} \circ S_{\mu} \cong \bigoplus_{\nu} S_{\nu} \otimes p_{\lambda,\mu}^\nu \), where \( S_{\lambda} \circ S_{\mu} \) is the representation associated to the composite functor \( S_{\lambda} \circ S_{\mu} \). (These coefficients are zero unless \( |\nu| = |\lambda| \cdot |\mu| \).)

**Remark B.18.** — Unlike the Littlewood-Richardson coefficients, there is no known general combinatorial description of the plethysm coefficients.

For reference we record the following:

**Lemma B.19.** — There are isomorphisms:

\[
\begin{align*}
S(11) \circ S(11) &\cong S(211) \\
S(2) \circ S(11) &\cong S(1111) \oplus S(22)
\end{align*}
\]

**Démonstration.** — This can be given an elementary proof. Since \( S(1) \circ S(1) \cong S(11) \oplus S(2) \), it follows easily that

\[
(S(11) \circ S(11)) \oplus (S(2) \circ S(11)) \cong S(11) \oplus S(11)
\]

and the latter identifies with \( S(1111) \oplus S(211) \oplus S(22) \) (see Example [11,16]). It remains to check how these factors are distributed.

The product of exterior powers induces \( S_{(11)} \circ S_{(11)} \rightarrow S_{(1111)} \) which is symmetric,
which shows that \( S_{(1111)} \) lies in \( S_{(2)} \circ S_{(11)} \). Moreover, evaluating the associated Schur
functors on \( Q^{\otimes 2} \) shows that \( S_{(22)} \) must also lie in \( S_{(2)} \circ S_{(11)} \).
B.1. The Cauchy identities. — The Cauchy identities in characteristic zero give a fundamental tool for considering symmetric (respectively exterior) powers applied to tensor products.

Use Notation B.8 for the Schur functors associated to simple representations.

**Proposition B.20.** — For $0 < n \in \mathbb{N}$, there are natural isomorphisms for $V, W \in \text{Ob}_{\text{mod}_{\mathbb{K}}}:
\begin{align*}
S^n(V \otimes W) &\cong \bigoplus_{\lambda \vdash n} S_{\lambda}(V) \otimes S_{\lambda}(W), \\
\Lambda^n(V \otimes W) &\cong \bigoplus_{\lambda \vdash n} S_{\lambda}(V) \otimes S_{\lambda'}(W),
\end{align*}
where the sum is taken over all partitions of $n$.

**Démonstration.** — This result is contained in [SS12, (6.2.8)].

Since the functorial nature is essential here, a proof is sketched. Namely, the result concerns bi-Schur functors and therefore reduces to a result about bimodules over the symmetric group $S_n$. The heart of the proof is the structure of $\mathbb{Q}[S_n]$ as a bimodule over itself. The decomposition into isotypical components say for the left action gives a decomposition as bimodules. Using the fact that the simple representations of $S_n$ are self-dual, there is a bimodule decomposition $\mathbb{Q}[S_n] \cong \bigoplus_{\lambda \vdash n} S_{\lambda} \boxtimes S_{\lambda}$. The Cauchy identities follow by using the fact that $S^n(V \otimes W)$ is the bi-Schur functor associated to the bimodule $\mathbb{Q} \otimes_{S_n} (\mathbb{Q}[S_n] \otimes \mathbb{Q}[S_n])$, where the left action is diagonal upon the tensor product. The result follows by the Schur Lemma. 

B.2. The Lie modules. —

**Notation B.21.** — Let $\text{Lie}(n) \in \text{Ob} \mathbb{Q}[S_n]_{-\text{mod}}, n \in \mathbb{N}$, denote the $n$th Lie module; these modules assemble to define $\text{Lie}(-) \in \text{Ob} F(S; \mathbb{Q})$, the $\Sigma$-module underlying the Lie operad (cf. [LV12, Section 1.3.3], [Reu93]).

**Notation B.22.** — Denote the associated Schur functors of degree $n \in \mathbb{N}$ by:
\begin{enumerate}
    \item $\text{Lie}(n)(V) := \text{Lie}(n) \otimes_{S_n} V^\otimes n$;
    \item $\text{Lie}(n)^\dagger(V) := \text{Lie}(n)^\dagger \otimes_{S_n} V^\otimes n$.
\end{enumerate}

**Remark B.23.** — By definition, the free Lie algebra $\mathbb{L}ie(V)$ on a $\mathbb{Q}$-vector space $V$ is:
\[
\mathbb{L}ie(V) \cong \bigoplus_{n \in \mathbb{N}} \text{Lie}(n) \otimes_{S_n} V^\otimes n.
\]
Example B.24. — From [Reu93] Table 8.1, page 208, one has the description of the first Lie($n$):

| Lie($n$) | Description |
|----------|-------------|
| Lie(1)   | $S(1)$     |
| Lie(2)   | $S(11)$    |
| Lie(3)   | $S(21)$    |
| Lie(4)   | $S(31) \oplus S(211)$ |
| Lie(5)   | $S(41) \oplus S(32) \oplus S(311) \oplus S(221) \oplus S(2111)$ |
| Lie(6)   | $S(51) \oplus S(42) \oplus S(411) \oplus S(33) \oplus S(321) \oplus S(3111) \oplus S(2211) \oplus S(21111)$ |

The following underlines both the complexity of the modules Lie($n$) and the special role played by the trivial and sign representations.

Theorem B.25. — [Reu93] Theorem 8.12] For $n \in \mathbb{N}^*$ and $\lambda \vdash n$, $S_\lambda$ is a composition factor of Lie($n$) if and only if $\lambda$ is not one of the following: (s) for $s \geq 2$; (1') for $t \geq 3$; (2$^2$); (2$^3$).

More precisely, one has the following determination of Lie($n$):

Theorem B.26. — [Reu93] Corollary 8.10] Let $(i, n) = 1$ for $i, n \in \mathbb{N}$. For $\lambda \vdash n$, the multiplicity of $S_\lambda$ as a composition factor of Lie($n$) is the number of standard tableaux of shape $\lambda$ and of major index congruent to $i \mod n$.

Remark B.27. — For a standard tableau $T$ of shape $\lambda \vdash n$, the descent set $D(T)$ of $T$ is the number of $i \in \{1, \ldots, n-1\}$ such that $i+1$ appears in a lower row than $i$ in $T$. The major index of $T$ is $\text{maj}(T) := \sum_{i \in D(T)} i$. 
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\( p^{\Sigma} \) standard projectives in \( F(\Sigma; \mathbb{Q}) \), page 34
\( \Omega \) left adjoint to \( F^\text{Out}(\text{gr}_{\text{op}}; k) \subset F(\text{gr}_{\text{op}}; k) \), page 48
\( \omega \) right adjoint to \( F^\text{Out}(\text{gr}; k) \subset F(\text{gr}; k) \), page 48
\( \text{Or} \) orientation \( \Sigma \)-module, page 31
\( \otimes_{\mathcal{C}} \) tensor product over category \( \mathcal{C} \), page 119
\( p^{\Sigma} \) cocommutative Hopf algebra in \( F(\Sigma; \mathbb{Q}) \), page 36
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$\Sigma_{\text{coalg}}$ commutative Hopf algebra in $\mathcal{F}(\Sigma; \mathbb{Q})$, page 36

$\Phi$ exponential functor construction $\text{Hopf}^{\text{com}}(\mathcal{M}) \to \mathcal{F}(\text{gr}^{\text{op}}; \mathcal{M})$, page 17

$\preceq$ partial order on the set of partitions, page 120

$\Psi$ exponential functor construction $\text{Hopf}^{\text{com}}(\mathcal{M}) \to \mathcal{F}(\text{gr}; \mathcal{M})$, page 17

$\tilde{\bar{d}}_d F$ $d$th subquotient of the polynomial filtration of $F$, page 23

$\mathcal{S}_{\lambda}$ Schur functor associated to $S_{\lambda}$, page 121

$\mathcal{S}_{\ast}$ category of sets, page 89

$\mathcal{S}_{\ast}$ category of pointed sets, page 89

$\sigma$ Koszul-signed symmetry for $\odot$, page 30

$\text{soc}(X)$ socle of $X$, page 25

$\text{soc}_n(X)$ $n$th term of the socle filtration of $X$, page 25

$\mathbb{T}$ tensor bifunctor, page 33

$\mathbb{T} \odot \Sigma$ Schur functor construction, page 33

$\tau$ symmetry for $\odot$, page 30

$\tau_2$ shift functor on $\mathcal{F}(\text{gr}; \mathbb{k})$, page 14

$\bar{\tau}_2$ reduced shift functor on $\mathcal{F}(\text{gr}; \mathbb{k})$, page 14

$\odot$ Day convolution product for $\mathcal{F}(\Sigma; \mathbb{Q})$, page 30

$\vartheta$ forgetful functor $\Gamma \to \text{Fin}$, page 89

$\vartheta^*$ restriction along $\vartheta$, page 89

$\vartheta^+$ restriction along $(-)_+$, page 89

$\mathbb{I}$ unit in $\mathcal{F}(\Sigma; \mathbb{Q})$, page 29

$\varepsilon_{\lambda, \mu}$ Littlewood-Richardson coefficient, page 121

$D_{\mathcal{C}}$ duality functor for $\mathcal{F}(\mathcal{C}; \mathbb{k})$, page 117

$HH_\ast(X; L)$ higher Hochschild homology, page 90

$P^\mathcal{C}$ standard projective associated to object $\mathcal{C}$ of $\mathcal{C}$, page 117

$P^{\text{gr}}$ standard projective in $\mathcal{F}(\text{gr}; \mathbb{k})$, page 14

$P^{\text{gr}}_d$ right adjoint to $F_d(\text{gr}; \mathbb{Q}) \subseteq \mathcal{F}(\text{gr}; \mathbb{Q})$, page 22

$P^{\mu}_{\lambda, \mu}$ plethysm coefficient, page 122

$P^{\text{gr}}_d$ left adjoint to $F_d(\text{gr}; \mathbb{Q}) \subseteq \mathcal{F}(\text{gr}; \mathbb{Q})$, page 22

$S^*$ free commutative $\mathbb{Q}$-algebra, page 63

$S_{\lambda}$ simple $\mathcal{S}_n$-module indexed by $\lambda \vdash n$, page 121
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