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Abstract. In practice, machine learning (ML) workflows require various different steps, from data preprocessing, missing value imputation, model selection, to model tuning as well as model evaluation. Many of these steps rely on human ML experts. AutoML – the field of automating these ML pipelines – tries to help practitioners to apply ML off-the-shelf without any expert knowledge. Most modern AutoML systems like autosklearn, H20-AutoML or TPOT aim for high predictive performance, thereby generating ensembles that consist almost exclusively of black-box models. This, in turn, makes the interpretation for the layperson more intricate and adds another layer of opacity for users. We propose an AutoML system that constructs an interpretable additive model that can be fitted using a highly scalable componentwise boosting algorithm. Our system provides tools for easy model interpretation such as visualizing partial effects and pairwise interactions, allows for a straightforward calculation of feature importance, and gives insights into the required model complexity to fit the given task. We introduce the general framework and outline its implementation autocompboost. To demonstrate the frameworks efficacy, we compare autocompboost to other existing systems based on the OpenML AutoML-Benchmark. Despite its restriction to an interpretable model space, our system is competitive in terms of predictive performance on most data sets while being more user-friendly and transparent.
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1 Introduction and Related Work

Machine learning (ML) models achieve state-of-the-art performances in many different fields of application. Their increasing complexity allows them to be adapted well to non-trivial data generating processes. However, applying ML in practice is usually accompanied with many more hurdles that require both time and expert knowledge. Challenges in the application of ML are, amongst others, proper data preprocessing, missing value imputation, and hyperparameter optimization (HPO). This so-called ML pipeline is usually non-trivial and requires a “human in the loop”. AutoML systems (Gijsbers et al., 2019) such as
Auto-WEKA (Kotthoff et al., 2019), Auto-sklearn (Feurer et al., 2019), or autotogboost (Thomas et al., 2018) attempt to automate ML pipelines based on well-defined routines. Human expert knowledge is encoded into an automated process to reduce input from the end user. Automation can also be more time-efficient and superior in predictive performance. To this end, many AutoML systems do not limit themselves to one type of ML model but instead try to solve, e.g., a Combined Algorithm Selection and Hyperparameter Optimization problem (CASH; Kotthoff et al., 2019). Results of AutoML systems are thus usually large ensembles of different models. Recent frameworks like AutoGluon-Tabular (Erickson et al., 2020) and Auto-PyTorch Tabular (Zimmer et al., 2021) even incorporate deep neural networks in their systems to further increase the model complexity.

Allowing AutoML systems to build complex ensembles of models increases the likelihood of the automated system to work well on most given data sets without further user input. The complexity of these ensembles, however, makes it harder for practitioners to understand the model’s decision process—an aspect of applied ML that is often at least as important as the predictive performance itself. This results in AutoML systems often not being adopted in practice (Drozdal et al., 2020) and leads researchers in the field of AutoML to raise the question of a trade-off between predictive performance and interpretability (Pfisterer et al., 2019; Freitas, 2019; Xanthopoulos et al., 2020). In this work, we hypothesize that this model complexity is in many cases unnecessary; an interpretable AutoML system performs equally well on most tasks, yet without the need to use additional interpretation tools or the uncertainty about the model’s decisions.

1.1 Our Contribution

We propose a scalable and flexible solution to both automate the ML pipeline targeted by most of the existing AutoML systems and to provide an inherently interpretable model that 1) does not require post-model fitting explanation methods, 2) automatically yields all the characteristics to understand the final chosen model, while 3) yielding (close to) state-of-the-art performance on most practical use cases. Our methodological contribution based on a novel stage- and componentwise boosting algorithm is accompanied by an application as well as benchmark experiments to underline the idea and efficacy of our approach. We have implemented our AutoML system in the R (R Core Team, 2021) package autocompboost available on GitHub[^1].

2 Automatic Componentwise Boosting

In the following, we explain our framework in two steps. First, Section 2.1 describes the details of our proposed algorithm to fit models based on the preprocessed data. The second part (Section 2.2) is concerned with the automation of applying the algorithm to a given task.

[^1]: github.com/Coorsaa/autocompboost
2.1 Fitting Engine

Instead of using an ensemble of different models, we propose using componentwise boosting (CWB; Bühlmann and Yu, 2003) as a fitting engine. CWB uses additive models as base learners iteratively fitted to pseudo residuals in each boosting iteration with a learning rate $\nu \in \mathbb{R}_+$. Due to the additivity of these updates and the structure of the base learners (linear models, splines, tensor-products splines), an interpretable model is obtained. Due to its componentwise nature, CWB also comes with an inherent feature selection mechanism, similar to the Lasso (Meinshausen et al., 2007). CWB can therefore be used for high-dimensional feature spaces ($n \ll p$ situations) and, when penalized properly, without a biased base learner selection towards more flexible terms (Hofner et al., 2011). Further advantages and extensions are given in Appendix A.

Instead of using the vanilla CWB algorithm, we propose a novel stagewise procedure that has all the advantages of CWB but allows practitioners to better control overfitting and provides further insights into the modeled relationships.

**Stagewise model fitting** We define the final model $f$ to be a combination of three parts: i) univariate (linear + non-linear), ii) pairwise interactions, and iii) deep interactions, resulting in $f(x) = f_{\text{uni}}(x) + f_{\text{pint}}(x) + f_{\text{deep}}(x)$, fitted in three consecutive stages. The number of boosting iterations of each stage is dynamically selected by early stopping. Hence, if no risk improvement on a validation set is observed $\kappa$ consecutive times (our default: $\kappa = 2$), the fitting proceeds to the next stage.

In the first stage, we use CWB on all available features $x \in \mathbb{R}^p$ to explain as much information as possible through univariate (partial) effects $f_j$ defined on each single feature $x_j$ and aggregated in $f_{\text{uni}}(x) = \sum_{j=1}^{p} f_j(x_j)$. If $x_j$ is a numerical feature, $f_j$ is decomposed into a linear and a non-linear part, and CWB can choose to select either one or both. The linear part $b_{j,\text{lin}}$ consists of an intercept and a linear feature effect. The non-linear part $b_{j,\text{nlin}}$ describes the deviation from this linearity using a penalized B-spline effect (Eilers and Marx, 1996b) centered around the linear effect. Centering the non-linear effect allows equal degrees-of-freedom to be defined for both base learners $b_{j,\text{lin}}$ and $b_{j,\text{nlin}}$, ensuring a fair selection between these two parts and an unbiased analysis of variance. Categorical features are included as linear effects using a dummy-encoding.

The second stage builds the model part $f_{\text{pint}}$ containing pairwise interactions $f_{ij}$ to model the interaction between features $x_i$ and $x_j$, $i \neq j$ in $x$. We initialize the model using the predictions $\hat{f}_{\text{uni}}(x)$ from the first stage as an offset and start with the corresponding pseudo residuals. These interactions are included using bivariate interactions of categorical variables, varying coefficient models (Hastie and Tibshirani, 1993) for mixed categorical-numerical interactions, and penalized tensor-product splines (Wood, 2017) for bivariate numerical interactions. For larger $p$, considering all possible pairwise interactions is infeasible. We use a filtering technique to include the $\psi \cdot 100\%$ most frequently selected interactions $I$ for $\psi \in (0, 1]$ in a random forest (RF) selection step (Breiman, 2001). The RF uses 500 trees and tree depth of two to allow the selection of only pair-
wise interactions. We then use CWB again to fit $f_{\text{pint}} = \sum_{(i,j) \in \mathcal{I}} f_{ij}(x_i, x_j)$ and refine the set of possible interactions due to its selective nature. As for the univariate model, the degrees-of-freedom are set equal for each $f_{ij}$ to ensure a fair interaction selection. We note that the result of this stage is still interpretable, and bivariate interactions can, e.g., be visualized in a surface plot as shown in Section 4.

A final third stage is used to explain the remaining variance left after the second stage. In contrast to the previous two stages, we use here a black-box model $f_{\text{deep}}(x) = \sum_{m=1}^{M_{\text{deep}}} T_m(x)$ including $M_{\text{deep}}$ deep trees $T_m$ as base learners. As for the second stage, the third stage starts with the pseudo residuals obtained after the second stage. This stage is able to represent deeper interactions and non-smooth feature effects. We can understand this stage as a measure of complexity needed to fit the given data and also as a measure of uncertainty about stages one and two. The smaller the fraction needed for stage three in the final model, the higher our confidence is with respect to the model’s interpretation.

2.2 The Bigger Picture

Our framework consists of three blocks composed into an AutoML pipeline. These blocks are data preprocessing, data modelling, and HPO (illustrated in Fig. 1 as blue frames). The first preprocessing block is automatically determined by the underlying task. This includes the removal of constant features, feature encoding, and collapsing levels of high cardinal factors. It also implements an automatic imputation of missing values (see Appendix D for details). The second block contains the model fitting (Section 2.1) while the third block is formed by HPO. We use Hyperband [Li et al., 2018] here, but the framework allows using any other tuning algorithm. Common applications of Hyperband are using the number of iterations as a multifidelity budget parameter. In our three-stage approach, we determine the number of boosting iterations in each stage using early stopping. Hence, instead of the boosting iterations, a subsampling rate is used as budget parameter. More specifically, multiple candidate models are fitted on a fraction of the complete data set based on the current subsampling rate and only the most promising candidates are used further for larger fractions. Due to

![Fig. 1: autocompboost's standard ML pipeline.](image-url)
the choice of the fitting algorithm, another advantage is the rather small HPO
search space, consisting only of HPs $\nu \in [0.001, 0.5]$ and $\psi \in [0.01, 0.2]$.

2.3 Implementation

The proposed framework is implemented in the R package `autocompboost` based
on `compboost` [Schalk et al., 2018] and the mlr3 ecosystem [Lang et al., 2019].
Model fitting is executed in C++, naturally allowing for fast and parallel com-
puting. The task-specific ML pipeline is defined via `mlr3pipelines` [Binder et al.,
2021], while HPO is based on Hyperband [Li et al., 2018] using `mlr3hyperband`.

3 Benchmark

To demonstrate that the proposed framework can keep up with performances
of state-of-the-art AutoML frameworks, we run our system on the OpenML
AutoML Benchmark [Gijsbers et al., 2019]. The benchmark is open-source –
allowing for easy and fair comparisons – and includes 39 data sets. For the com-
parison, each AutoML system is trained for 1 hour on each outer resampling fold
(10 fold cross-validation). More details can be found in Appendix E. Note that
the dataset portfolio only contains classification tasks, while our framework can
also be used without any restrictions for other types of tasks such as regression
with different loss functions and modelling count, functional, or survival data. On
a selection of 29 datasets, we run four different `autocompboost` configurations –
with and without deep interactions, both with and without HPO. Additionally
to the AutoML systems, [Gijsbers et al., 2019] provide results for a (tuned and
non-tuned) random forest and a constant predictor. We added a `glmnet` model,
tuned for 1 hour via random search to the comparison. The results are shown
in Figure 2 below and in detail in Table 2 in Appendix E. Results indicate that
`autocompboost` is in most tasks very competitive to other existing systems.

![Benchmark results](image)

Fig. 2: Benchmark results across all datasets for different AutoML systems (Auto-
WEKA, TPOT, H2O-AutoML, auto-sklearn), RF (tuned and with default val-
ues) as an ML model with good out-of-the-box performance, a GLM with elastic
net regularization as a comparable interpretable model, as well as four vari-
ants of our framework (ACWB). Left: boxplots of AUC performances for binary
classification tasks. Right: log-loss results for multiclass classification tasks.
4 Interpreting the framework

**autocomboost** automatically provides three important ways to interpret the final model: 1) the required complexity based on the decomposition of the model’s three stages; 2) feature or variable importance (VIP); 3) the estimated partial effects $f_j$ and $f_{ij}$ of the first and second stage. For the sake of illustration, we use the Adult data set described in detail in Appendix C.

**Required model complexity** During training, the train and validation risk is logged for each stage. This allows inference about the required model complexity by calculating the percentage of explained risk per stage. The explained risk of the univariate stage can be further decomposed into risk reduction by linear and non-linear effects. In particular, the fraction of explained risk within stages one and two divided by the total explained risk describes the degree to which the interpretable model contributes to the final predictions.

![Risk traces](image)

**Fig. 3:** Explained risk per stage and iteration mapped to the percentage of explained risk per stage as an indicator for the required complexity. Here, 53.6% of the risk is explained by the $f_{uni}$, 28.6% by $f_{pint}$, and 17.9% using deep trees.

**Variable importance** Similar to the overall risk reduction, the VIP is the risk reduced per feature, for which we make use of the base learner structure (details are given in Appendix C). The VIP allows the user to investigate which feature in the model is able to reduce the risk and to what extent.

**Explaining the model’s decision-making** Our routine provides two ways to explain the model’s decision-making. The first visualizes the partial effects and pairwise interactions (Figure 4). The second shows how each feature contributes to the prediction score for a new observation (Figure 5 in Appendix C).

![VIP and Partial effects](image)

**Fig. 4:** VIP (left) of stages one and two and Partial effects (right) of two numerical features with their decomposition into linear and non-linear effect (right, top), a categorical feature (right, bottom left), and an interaction (right, bottom right).
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A Componentwise boosting

CWB (Bühlmann and Yu, 2003) uses gradient boosting (Freund et al., 1996) by sequentially adding one base learner $b_k$ out of a set of base learners $B = \{b_k \mid k = 1, \ldots, K\}$ to the model. The objective of boosting is to minimize the empirical risk

$$R_f(D) = \sum_{(x,y) \in D} L(y, f(x))$$

w.r.t. a prediction model $f$ with loss function $L$ and data

$$D = \left( \left( x^{(1)}, y^{(1)} \right), \ldots, \left( x^{(n)}, y^{(n)} \right) \right)$$

containing the target vector $(y^{(1)}, \ldots, y^{(n)})^T \in \mathbb{R}^n$ and features

$$x_j = \left( x_j^{(1)}, \ldots, x_j^{(n)} \right)^T \in \mathbb{R}^n.$$ 

The collection of features is denoted as observations $x^{(i)} = (x_1^{(i)}, \ldots, x_p^{(i)})^T \in \mathbb{R}^p$. The prediction model $\hat{f}^{[m]}$ after $m$ boosting iterations is defined using an additive structure

$$\hat{f}^{[m]}(x) = \hat{f}^{[m-1]}(x) + \nu b_k^{[m]}(x|\hat{\theta}^{[m]}),$$

where the best-performing base learner $b_k^{[m]}(x|\hat{\theta}^{[m]})$ out of all base learners in $B$ is added in each iteration $m$. To obtain an interpretable model, $b_k(x|\theta_k)$ is parametrized by a structured additive model with parameter $\theta_k \in \mathbb{R}^{d_k}$ and estimate $\hat{\theta}^{[m]}_k$ in iteration $m$. The offset of the model $f^{[0]} = \arg\min_{c \in \mathbb{R}} \mathcal{R}_c(D)$ is found by choosing the constant $c$ that minimizes the risk. To find the best base learner $k^{[m]} \in \{1, \ldots, K\}$ in iteration $m$, each base learner $b_k$ is fitted to the so-called pseudo residuals $r^{[m]}$ with

$$r^{[m](i)} = \frac{\partial L(y^{(i)}, f(x^{(i)}))}{\partial f(x^{(i)})} \bigg|_{f = \hat{f}^{[m-1]}},$$

$i = 1, \ldots, n$. Therefore, the sum of squared errors

$$\text{SSE}_k^{[m]}(\theta_k) = \sum_i^n (b_k(x^{(i)}|\theta_k) - r^{[m](i)})^2$$

is minimized to find the best parameter estimates $\hat{\theta}_k^{[m]} = \arg\min_{\theta_k} \text{SSE}^{[m]}_k(\theta_k)$ for all $b_k \in B$. The index $k^{[m]} = \arg\min_{k \in \{1, \ldots, K\}} \text{SSE}_k^{[m]}(\hat{\theta}_k^{[m]})$ of the best model is then chosen by the smallest SSE. The parameter of the corresponding base learner of this iteration is defined as $\hat{\theta}^{[m]} = \hat{\theta}^{[m]}_{k^{[m]}}$.

A base learner $b_k$ selects the feature(s) of the input vector $x = (x_1, \ldots, x_p)^T \in \mathbb{R}^p$ required for modelling, e.g., the univariate linear regression model or splines.
This can be one feature \( x_i \), but also two features \( x_i \) and \( x_j \) for tensor splines.

The iterative boosting process is performed until a predefined number of boosting iterations is reached. Another option is to use stopping mechanisms, such as early stopping, or using a time budget for a dynamic stopping of the fitting process. We denote the number of boosting iterations used to fit the model with \( M \in \mathbb{N} \).

**Parameter aggregation** After fitting CWB, the whole model is defined by the sequence of selected base learners with estimated parameters \( \{ \hat{\theta}_1, \ldots, \hat{\theta}_M \} \).

We restrict the base learner to be linear in these parameters \( b_j(x|\theta_j) = x^T \theta_j \).

Therefore, two base learners \( b_{j^*}(x|\hat{\theta}^{[m]}) \) and \( b_{j^*(m')} (x|\hat{\theta}^{[m']}) \) can be aggregated to \( b_{j^*}(x|\hat{\theta}^{[m]} + \hat{\theta}^{[m']}) \).

This is further used to obtain parameter estimates for all base learners by calculating \( \hat{\theta}_j = \nu \sum_{m=1}^M \sum_{k=1}^K \mathbf{1}_{\{j = k^{[m]}\}} \hat{\theta}^{[m]} \) and is key for an inherent partial effects estimation and interpretation. The partial effect of the \( j \)-th feature \( f_j(x) \) is defined as aggregated base learner \( b_j(x|\hat{\theta}_j) \).

**Extensions and applications** CWB allows optimization of arbitrary differentiable loss functions and can thus be used for, e.g., multiclass classification, interval or survival regression, and probabilistic forecasts. It is also possible to quantify the epistemic uncertainty of CWB [Rügamer and Greven, 2020].

Many other extensions of the CWB algorithm exist, such as CWB for functional data [Brockhaus et al., 2020], boosting location, scale and shape models [Hofner et al., 2016], or probing for sparse and fast variable selection [Thomas et al., 2017]. Because of its interpretability properties, CWB is used in medical research, e.g., for oral cancer prediction [Saintigny et al., 2011], detection of synchronization in bioelectrical signals [Rügamer et al., 2018], or classifying pain syndromes [Liew et al., 2020].

**B Univariate model**

The first stage of our fitting procedure uses only univariate models, and each of the \( p \) features is included as separate base learner. Categorical features are included using a dummy encoding with a ridge penalty. Hence, if a categorical base learner is selected, all group parameters are updated at once. Numerical features are included by decomposing their effect into a linear and a non-linear effect. Hence, for each numerical feature \( x_j \), two base learners \( b_{j,\text{lin}} \) and \( b_{j,\text{centered}} \) are defined. The parameter vector \( \theta_{j,\text{lin}} = (\alpha_j, \beta_j)^T \) of \( b_{j,\text{lin}} \) contains a feature-specific intercept \( \alpha_j \) and a slope \( \beta_j \). The centered base learner \( b_{j,\text{centered}} \) uses a B-spline basis [Eilers and Marx, 1996a], where the parameter vector \( \gamma_j \in \mathbb{R}^{p_j} \) contains the weights of the \( p_j \) B-spline basis functions \( B_1(x_j), \ldots, B_{p_j}(x_j) \).

\(^2\) It is also possible to model more complex dependencies with a base learner, e.g., when using tree base learners. In this paper with a focus on interpretability, we restrict ourselves to regression models that can be represented by linear feature effects (after a B-spline basis function evaluation).
The B-spline basis is then centered around the linear effect to subtract the linear part from the basis. The non-linear base learner is then estimated using penalized least squares with a P-spline penalty. The partial effect $f_j$ of the numerical feature $x_j$ is thus given as sum of the two univariate base learners $f_j = b_{j,\text{lin}} + b_{j,\text{centered}}$.  

### C Variable importance

The VIP of feature $j$ is defined as

$$\text{VIP}_j = \sum_{m=1}^{M_{\text{uni}}} (R_{f_j^{(m-1)}}(D) - R_{f_j^{(m)}}(D))\mathbb{1}(k[m] = j).$$

The same formula is applied to calculate the VIP$_{ij}$ for interactions $(i, j) \in \mathcal{I}$ and $\hat{f}_{\text{pint}}$. For the Adult data, as shown in Figure 4, the two most important features during the univariate fitting stage are the marital status (marital.status) and a numeric representation of the education status (education.num), with the marital status reducing the risk twice as much as the education status. The dominating interaction is between age (age) and capital gain (capital.gain).

### D The Bigger Picture

Missing factors in our framework are by default imputed by their mode, while missing numeric values are sampled from all possible values with probabilities according to their empirical distribution. Hyperband, the algorithm used for HPO, can best be understood as repeated execution of the successive halving procedure (Jamieson and Talwalkar, 2016).

### E Benchmark setup

The original OpenML AutML benchmark consists of 39 datasets. Small- and medium-sized datasets are trained for 1 and 4 hours respectively, large datasets for 4 and 8 hours. The benchmark was initially run on Amazon Web Services m5.2xlarge (8 CPUs) instances inside a docker container. For our benchmark, we focus on the small to medium datasets with details described in Table 1.

We use the infrastructure of the Leibniz Supercomputing Centre (LRZ), operated by the Bavarian Academy of Sciences and Humanities. Using the R-package `batchtools` (Lang et al., 2017), our batch jobs ran on 8 core Haswell-based CPUs and 16Gb memory. On larger datasets and, in particular, multiclass tasks, `autocompboost` trained longer than 1 hour due to a preliminary and rather inefficient implementation using a one-versus-rest fitting procedure. Moreover, the benchmark results reveal that the implemented HPO method still offers potential for improvement.
| ID  | Name                                                      | # Instances | # Features | # Classes | # Missings | Numeric Features |
|-----|-----------------------------------------------------------|-------------|------------|-----------|------------|-----------------|
| 3   | kr-vs-kp                                                  | 3196        | 37         | 2         | 0          | 0               |
| 12  | mfeat-factors                                             | 2000        | 217        | 10        | 0          | 216             |
| 31  | credit-g                                                  | 1000        | 21         | 2         | 0          | 7               |
| 53  | vehicle                                                   | 846         | 19         | 4         | 0          | 18              |
| 3917| kr-1                                                      | 2109        | 22         | 2         | 0          | 21              |
| 3945| KDDCup99appetency                                        | 50000       | 231        | 2         | 8024152    | 192             |
| 7592| adult                                                     | 48842       | 15         | 2         | 6465       | 6               |
| 9552| phoneme                                                   | 5404        | 6          | 2         | 0          | 5               |
| 9977| nomao                                                     | 34465       | 119        | 2         | 0          | 89              |
| 1016| blood-transfusion-service-center                          | 748         | 5          | 2         | 0          | 4               |
| 14965| bank-marketing                                           | 45211       | 17         | 2         | 0          | 7               |
| 146619| connect-4                                              | 67557       | 43         | 3         | 0          | 0               |
| 146212| shuttle                                                | 58000       | 10         | 7         | 0          | 9               |
| 146606| higgs                                                   | 98050       | 29         | 2         | 0          | 28              |
| 146818| Australian                                             | 690         | 15         | 2         | 0          | 6               |
| 146821| car                                                     | 1728        | 7          | 4         | 0          | 0               |
| 146822| segment                                                | 2310        | 20         | 7         | 0          | 19              |
| 146825| Fashion-MNIST                                          | 79000       | 785        | 10        | 0          | 784             |
| 167120| numerai28.6                                           | 96320       | 22         | 2         | 0          | 21              |
| 168320| helena                                                  | 65196       | 28         | 100       | 0          | 27              |
| 168330| jenius                                                  | 83733       | 55         | 4         | 0          | 54              |
| 168311| violkert                                               | 58310       | 181        | 10        | 0          | 180             |
| 168335| MiniBooNE                                              | 130064      | 51         | 2         | 0          | 50              |
| 168337| guilleremo                                             | 20000       | 4297       | 2         | 0          | 4296            |
| 168338| ricardo                                                | 20000       | 4297       | 2         | 0          | 4296            |
| 168908| christine                                              | 5418        | 1637       | 2         | 0          | 1599            |
| 168909| dilbert                                                | 10000       | 2001       | 5         | 0          | 2000            |
| 168911| jasmine                                                | 2984        | 145        | 2         | 0          | 8               |
| 168912| sylvine                                                | 5124        | 21         | 2         | 0          | 20              |

Table 1: 30 small to medium sized datasets of the OpenML AutoML Benchmark.
Table 2: Results of the benchmark experiment based on 29 datasets (see Table 1). Results are presented as mean scores of a 10-fold crossvalidation. Best scores are presented as bold numbers. For the binary and multiclass classification tasks, the results are given by the AUC and the log-loss, respectively.
F Required model complexity

During model training of autocompboost for the three described stages, we denote the number of boosting iterations of each stage with $M_{\text{uni}}$, $M_{\text{pint}}$, and $M_{\text{deep}}$. Furthermore, the empirical risk of the intercept model $R_0 = R_{\hat{f}_0}(D)$, the univariate model $R_{\text{uni}} = R_{\hat{f}_{\text{uni}}}(D)$, the pairwise interaction model $R_{\text{pint}} = R_{\hat{f}_{\text{pint}}}(D)$, and the deep interaction model $R_{\text{deep}} = R_{\hat{f}_{\text{deep}}}(D)$ is logged. We define the fraction of explained risk per stage with

$$\rho_{\text{uni}} = (R_0 - R_{\text{uni}})/\delta_R$$

$$\rho_{\text{pint}} = (R_{\text{int}} - R_{\text{pint}})/\delta_R$$

$$\rho_{\text{deep}} = (R_{\text{pint}} - R_{\text{deep}})/\delta_R$$

with $\delta_R = R_0 - R_{\text{deep}}$. The value of $\rho$ indicates how much of the overall explained risk is explained by stage the respective stage. Hence, $\rho$ is an indicator of how much complexity of the model is required to obtain different levels of prediction accuracy.

G Application

Adult data set The Adult data was collected by the Census bureau. The binary classification task is to predict whether an adult earns more than $50,000. The given features are, for example, education, hours of work per week, or marital status. The predicted scores $\hat{f} \in \mathbb{R}$ are mapped via the logistic function $s(\hat{f}) = (1 + \exp(-\hat{f}))^{-1} \in (0, 1)$, which can be interpreted as probabilities for the positive class of earning more than $50,000. Hence, a predicted partial effect greater than zero favors the prediction of the positive class.

Required model complexity Figure 3 demonstrates that, for the Adult data, 53.6% of the risk is already explained by the univariate model and 28.6% by the pairwise interactions. Including deep trees into the model accounts for another 17.9% explained risk.

Explaining the models decision making Figure 4 (middle) shows how partial effects of both numerical and categorical features can be visualized. In our example, the effect of the feature age shows both linear and non-linear effects. The second most important feature education.num only selects the linear component.

Pairwise interactions $f_{ij}$ are visualized by plotting the effect surface in the two feature dimensions. Figure 4 demonstrates this, showing that especially younger adults with large capital gain likely have earnings greater than $50,000 per year.

If the third stage has a significant contribution for explaining the final model fit, interpretation based on the first two stages must be performed with caution due to two reasons. First, the major part of the model's prediction stems from the black box model, and interpreting the structured partial effects alone is likely to be misleading. Second, a potential overlap in the hypothesis space between
the interpretable stages and the black box stage might yield to an identifiability issue (see, e.g., Rügamer et al., 2021).

**Prediction decomposition** autocompboost also allows the user to better understand the system’s decision-making process when a new observation $x_0$ is used to predict the score $\hat{f}(\tilde{x})$. In this case, it can visualize the contribution of all univariate effects by calculating $f_j(\tilde{x}_j)$, pairwise interactions with $f_{ij}(\tilde{x}_i, \tilde{x}_j)$, and the black box part $f_{\text{deep}}(\tilde{x})$. Figure 5 shows this decomposition. The contribution of the black box part is summarized as “deep trees” contribution.

![Figure 5: Decomposition of how a new predicted score is calculated.](image)

**User-friendly interface** To further simplify the use of autocompboost, the previous explained techniques can be interactively visualized in a dashboard. Thereby, the user automatically obtains a pre-selection of important features, effects, and corresponding visualizations by only a few clicks. It is also possible to move the whole autocompboost pipeline into the dashboard, i.e., perform 1) task-creation, 2) data modelling and 3) interpretation in order to make interpretable ML models available to experienced ML users as well as a larger group of non-ML experts.