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Abstract  We address the old question whether a logical understanding of Quantum Mechanics requires abandoning some of the principles of classical logic. Against Putnam and others (Among whom we may count or not E. W. Beth, depending on how we interpret some of his statements), our answer is a clear “no”. Philosophically, our argument is based on combining a formal semantic approach, in the spirit of E. W. Beth’s proposal of applying Tarski’s semantical methods to the analysis of physical theories, with an empirical–experimental approach to Logic, as advocated by both Beth and Putnam, but understood by us in the view of the operational-realistic tradition of Jauch and Piron, i.e. as an investigation of “the logic of yes–no experiments” (or “questions”). Technically, we use the recently-developed setting of Quantum Dynamic Logic (Baltag and Smets 2005, 2008) to make explicit the operational meaning of quantum-mechanical concepts in our formal semantics. Based on our recent results (Baltag and Smets 2005), we show that the correct interpretation of quantum-logical connectives is dynamical, rather than purely propositional. We conclude that there is no contradiction between classical logic and (our dynamic reinterpretation of) quantum logic. Moreover, we argue that the Dynamic-Logical perspective leads to a better and deeper understanding of the “non-classicality” of quantum behavior than any perspective based on static Propositional Logic.
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1 Introduction

Does quantum mechanics force us to give up some basic principles of classical propositional logic, such as Distributivity (of Conjunction over Disjunction) or the principle of Bivalence? This question intrigued generations of logicians and philosophers (Birkhoff and von Neumann 1936; Putnam 1968; Dummett 1976; Friedman and Glymour 1972; Bell and Hallett 1982; Butrick 1971; Drieschner 1977; Gardner 1971; Stairs 1983; Jauch and Piron 1970; Hughes 1979) and the issue has still not been fully settled: Bacciagaluppi (2008) provides an in-depth overview from a modern perspective and clears up some of the misconceptions in the early discussion.

In this paper, we argue for a negative answer, using our work (Baltag and Smets 2005, 2008) on formal semantics for a Quantum Dynamic Logic. This is a conceptual paper; there are no essentially new mathematical results (although some easy consequences of our previous results are explicitly stated here for the first time). Instead, our aim is threefold: (1) to provide a philosophical and historical justification for the formal setting presented in Baltag and Smets (2005); (2) to use our results and discussion from Baltag and Smets (2005, 2006a, 2008) in order to advocate a new view on quantum logic, seen as a dynamic logic of non-classical information flow; (3) to apply this new perspective back to our original question above, and argue for a negative answer.

More specifically, we justify the semantic setting in Baltag and Smets (2005) by appealing to E. W. Beth’s proposals concerning the logical relevance of empirical–experimental investigations and the value of Tarskian semantical method for the logical understanding of physical theories. We interpret these proposals in accordance to the operational-experimentalist approach to quantum logic developed by the “Geneva school” led by Jauch and Piron (Jauch 1968; Jauch and Piron 1969, 1970; Piron 1976). According to these authors, a “rational” reconstruction of Quantum Mechanics should be stated in terms of the actual operational meaning of the fundamental quantum-mechanical concepts and principles, i.e. in terms of outcomes of possible experiments (“answers” to “questions”) that could in principle be performed on a given physical system. This approach might be called “operational-realist”, to distinguish it from the “pure” operationalism of neo-positivists and instrumentalists.

To make explicit this operational meaning in a formal-semantic way, we use the setting of Quantum Transition Systems introduced in Baltag and Smets (2005). These are dynamic models, obtained by abstracting from Hilbert spaces the main physically-relevant operational features: a physical system can be in a number of possible states; the system comes with a number of possible transition relations between states.

1 The difference between this approach and a “pure” operationalism is that the state of a system is not reduced to a list of all the observed results of actual experiments. Instead, it is defined in terms of “potential” or “counterfactual” experiments: what would be observed if a certain experiment was performed? This makes sense only in a non-positivist, realist perspective, in which a physical system exists in a definite “state” even if no experiment is ever actually performed.
relations corresponding to various physical actions; some of these actions are “tests” of physical properties, corresponding to successful yes–no measurements; the properties that can be definitely established by such tests are called testable; the testable properties are closed under dynamic modalities, i.e. the fact that a testable property is established by some “test” (of some possibly different property) is itself a testable property. Hence, rather than adopting the traditional view in quantum logic, we are lead to a dynamic logic, based on a classical (Boolean) propositional logic equipped with action modalities to deal with measurements, unitary evolutions as well as entanglement.

Based on this setting, we argue that the correct interpretation of quantum-logical connectives is in terms of dynamic “test”-modalities, rather than as purely propositional operators. Hence, the axioms of quantum logic should not be understood as alternatives to the classical logical principles, but as extensions of classical logic. To put it in a nutshell, our conclusion is that the laws of quantum logic talk about something else than the ones of classical logic: namely, they talk about a non-classical “logical dynamics” of (quantum) information, rather than about some non-classical alternative theory of “static” information (such as in non-Boolean, non-distributive, partial, paraconsistent or fuzzy logics). Moreover, we argue that only such a dynamic-logic perspective can provide a correct understanding of the logical foundations of Quantum Mechanics: in our view, the “non-classicality” of Quantum Mechanics is entirely due to the “non-classical” features of the flow of information in quantum systems.

The background of our position in this paper is the dynamic turn in Logic, a recent trend in logical studies that has been pursued (mainly, but not exclusively) by the Dutch school in modal logic lead by J. van Benthem, see e.g. van Benthem (1996, in press). The aim of logical dynamics is to capture in one and the same logical system both the results and the triggers for information change. This includes the study of traditional notions of logical consequence, but also the study of other informational processes such as dialogues, observations, measurements, communication and computation. This paradigm has given rise to a family of logical systems known as Dynamic Epistemic Logic (DEL), which forms a fast-growing research field today. One of the main ideas is that various non-classical “propositional” logics (such as intuitionistic logic, Lambek calculus, linear logic, relevance logics, non-monotonic logics, belief revision theories etc.) and logical and epistemological concepts, problems and puzzles (such as the nature of “knowledge” and its relation to justified belief, Fitch’s “knowability” paradox, Moore sentences etc.) can be better understood and elucidated if we think of them as being about actions, rather than propositions. According to this view, dynamic logics, with their two-tiered syntax (the “propositional” side and the “action” side), provide the proper setting for reinterpreting such non-classical logics (as action logics) in a way that makes them consistent with classical logic. Our dynamic reinterpretation of quantum logic is thus very much in the spirit of this general “dynamic turn” in Logic.

Even more generally, this view is connected to an older tradition in Computer Science of thinking about information systems in a dynamic manner: a “state” of a system is, in this view, identified only by the actions that can be (successfully) performed on the state. This view is embodied in the various semantic notions of
“process” that have been proposed in the CS literature: labeled transition systems, automata, coalgebras etc. Our work on quantum dynamic logic (Baltag and Smets 2004, 2005, 2006a,b, 2008) connects this tradition with the completely independent, but similar trend towards “dynamification” in the quantum logic community, trend started in Daniel (1989), Faure et al. (1995) and developed by the “Brussels school” in quantum logic, in a series of papers (Amira et al. 1998; Coecke et al. 2001, 2004; Coecke and Smets 2004; Smets 2001a, b, 2006).

2 Traditional quantum logic

In a short paragraph of his Grundlagen der Quantenmechanik (von Neumann 1932), von Neumann introduces the notion of a logical calculus based on the relation between the properties of a physical system and the projections defined on a Hilbert Space. This paragraph and the paper he wrote in 1936 together with Birkhoff, form the birth of quantum logic. Their aim was to discover the logical structure underlying Quantum Mechanics. They write that “based on admittedly heuristic arguments, one can reasonably expect to find a calculus of propositions which is formally indistinguishable from the calculus of linear subspaces with respect to set products, linear sums, and orthogonal complements—and resembles the usual calculus of propositions with respect to and, or, and not” (Birkhoff and von Neumann 1936, p. 1). By focusing on this structure, they argue that Distributivity (of conjunction over disjunction) is the “weakest link” in the algebra of logic.

To explain, let us start by assuming that any physical system is at each instant associated with a “state” in a fixed state space $\Sigma$. Piron (1990) refers for this to Cartan, who in 1920 introduced the notion of an abstract state space. For instance, the state space of a simple point particle can be set as $\mathbb{R}^7$, where the coordinates of a state $(\vec{p}, \vec{q}, t)$ are: the components of the momentum $\vec{p}$, the components of the position $\vec{q}$, and the time $t$. The properties of a system correspond to sets of states. Piron considers for example a point particle, for which the set of states $\{(\vec{p}, \vec{q}, t) \mid (\vec{p}, \vec{q}, t) \in \mathbb{R}^7 \text{ and } \vec{p} = \vec{p}_0\}$ characterizes the following property: “the particle possesses momentum $\vec{p}_0$.”

Indeed, in Classical Physics, every “logical property” of a system $\Sigma$, i.e. every set of states $P \subseteq \Sigma$, can be considered as a physically meaningful property (or “proposition”): if the property $P$ holds (i.e. if the system is in one of the states $s \in P$), then this is in principle observable. Given the state space $\Sigma$, the collection of all logical properties $\mathcal{P}(\Sigma)$ forms a complete distributive lattice. The lattice order relation is given by set inclusion and corresponds to the notion of logical consequence, or entailment, $P \Rightarrow Q$ between logical properties. The join is the set union $P \cup Q$, corresponding to the disjunction $P \lor Q$ of logical properties. The meet is the intersection $P \cap Q$, corresponding to the conjunction $P \land Q$ of logical properties. The bottom element is the empty set $\emptyset$, corresponding to the always-false proposition $\bot$. And the top element of the lattice is the set $\Sigma$ of all states, corresponding to the always-true proposition $\top$. The distributive lattice of logical properties forms a (complete) Boolean algebra if we define for every property a unique complement $\neg P := \Sigma \setminus P$ in correspondence with
the notion of classical negation. In other words, the logic of all physical properties of a system in Classical Physics is the usual Boolean logic.

However, the structure of the state space and of the associated lattice of properties is different in Quantum Mechanics. According to the Hilbert space formalism introduced by von Neumann, the “state” of a quantum-physical system is represented by a unitary vector in an infinite-dimensional Hilbert space $H$, or more precisely by the corresponding “ray” (one-dimensional subspace) generated by that vector. So the state space $\Sigma$ is given by the family of all such rays. The fundamental quantum-physical phenomenon is superposition: a superposition of two (or more) states is represented in the Hilbert space formalism by a linear combination of (the unitary vectors representing) the given states. For instance, in the famous example of Schrödinger’s cat, if we denote by $|1\rangle$ the state corresponding to “alive”, and by $|0\rangle$ the state corresponding to “dead”, then before opening the box the cat can well be in some superposed state $\alpha |1\rangle + \beta |0\rangle$ (for some $\alpha, \beta \in \mathbb{C}$ such that $|\alpha|^2 + |\beta|^2 = 1$).

The physical significance of superposition is that, if a physical experiment cannot distinguish between (the system being in two, or more) possible states $s_i$, then it cannot distinguish between them and any superposed states $\sum_i \alpha_i s_i$. Hence, the properties that can be directly “tested” by experiments must be given only by sets of states that are closed under superpositions: in a Hilbert space $H$, this corresponds to closed linear subspaces of $H$. Such properties that can be tested experimentally are called “experimental propositions”, or testable properties.

Let us denote by $L$ the family of all testable properties of a quantum-physical system. Since closure under superpositions is not a trivial requirement, it is obvious that not every logical property is testable: we have $L \nsubseteq \mathcal{P}(\Sigma)$. Moreover, it follows from the above that, when partially ordered by inclusion (logical entailment), the family of testable properties forms a lattice that is isomorphic to the lattice of all closed linear subspaces of an infinite-dimensional Hilbert space. Since the intersection of a family of closed linear subspaces is a closed linear subspace, the meet $P \land Q$ is then given by the intersection $P \cap Q$. Hence, we can identify the “quantum conjunction” of two quantum-testable properties $P$ and $Q$ with the classical conjunction $P \land Q$ of properties $P$ and $Q$ (seen as “logical properties”). However, the join, which we denote by $P \lor Q$, differs from the union $P \cup Q$, being instead given by the closed linear subspace generated by the union. So, “quantum disjunction” $P \lor Q$ is weaker than classical disjunction $P \lor Q$. In fact, quantum disjunction captures the physical notion of “superposition”: a state satisfies $P \lor Q$ iff it is a superposition (linear combination) of states satisfying $P$ or $Q$ (or both). Like $\mathcal{P}(\Sigma)$, $L$ is also a complete lattice, but it is a non-distributive one: the operation of taking the linear closure of the union does not distribute over intersection.

The complement $\Sigma \setminus P$ of a closed linear subspace is not necessarily a closed linear subspace. Hence, the family $L$ of testable properties is not closed under classical negation. However, for every testable $P$ there exists a special testable property $\sim P$, which is stronger than classical negation $\neg P$ and is called the orthocomplement of $P$: in a Hilbert space, it corresponds to the so-called orthogonal complement $P^\perp$ of the subspace $P$, composed of all vectors that are orthogonal on every vector in $P$. Note that the orthocomplement $\sim$ satisfies (but is not uniquely determined by) the two usual “Boolean laws” in the lattice $L : P \land \sim P = \perp, P \lor \sim P = \top$. In addition, the
orthocomplement satisfies an interesting law, called the Orthomodular Law: For all $P, Q \in L$, $P \subseteq Q$ implies $Q = P \sqcup (Q \cap \sim P)$. This law can be seen as a weakening of the Distributivity laws.

What is traditionally known as “Quantum Logic” is essentially an algebraic investigation of the orthomodular lattice $(L, \subseteq, \land, \sqcup, \sim)$ of all testable properties of a quantum system. Formally, the syntax of Quantum Logic ($QL$) is build up from a set of basic formulas $p$ (denoting some basic testable properties):

$$
\varphi ::= \bot \mid p \mid \sim \varphi \mid \varphi \land \varphi
$$

where the “top” and the join are definable in the usual way: $\top := \sim \bot$, $\varphi \sqcup \psi := \sim (\sim \varphi \land \sim \psi)$.

At the time when Quantum Logic was born, “formal logic” was conceived as being about providing a purely symbolic calculus, i.e. a syntax together with an axiomatic theory, so Birkhoff and von Neumann did not explicitly give a formal semantics for quantum logic. However, they clearly pointed to the Hilbert space interpretation (in terms of closed linear subspaces). But one of the aims of the early quantum logic project was to provide an axiomatization of Quantum Logic that is both complete (with respect to the Hilbert space interpretation) and given in purely qualitative (algebraic-logical) terms, without any reference to Hilbert spaces, probabilities or other quantitative notions. So the proposal of Birkhoff and von Neumann was that the language of orthocomplemented lattices was the appropriate qualitative abstraction to answer this question.

One problem encountered in the efforts towards a complete axiomatization was the lack of a “quantum implication”. Indeed, it seems to be impossible to find an experiment to test a proposition of the form “if $P$ then $Q$”. Indeed, there doesn’t exist any operation on testable properties that satisfies the classical form of Deduction Theorem for quantum logic. Nevertheless, the above syntax can define a connective $P \rightarrow^S Q$, the so-called “Sasaki hook”, satisfying a weak property of implication, namely that

$$
P \rightarrow^S Q = \top \text{ iff } P \subseteq Q.
$$

The desired connective is not given by the analogue of material implication $\sim \varphi \sqcup \psi$, but is defined by: $\varphi \rightarrow^S \psi ::= \sim \varphi \sqcup (\varphi \land \psi)$.

To obtain a completeness result, one may first want to have a more abstract formal semantics given in more qualitative terms than the “concrete” Hilbert semantics informally given by Birkhoff and von Neumann. Then Hilbert-completeness could be achieved via a Representation Theorem, stating that every abstract model can be canonically embedded in a “concrete” (Hilbert-space) model. Such an abstract semantical setting, together a modal-logic axiomatization, was proposed by Goldblatt (1984),

\footnote{This point was already noted by Birkhoff and von Neumann who remark in one of their footnotes that: “If $a, b$ are two physical qualities, then $a \cup b, a \cap b$ and $a' \ldots$ are physical qualities too … But $a \rightarrow b$ is not a physical quality; it is a relation between physical qualities” (Birkhoff and von Neumann 1936, p. 25).}
in terms of orthomodels (Kripke models with a symmetric irreflexive “orthogonality” relation), but it proved not to be Hilbert-complete. Indeed, the (Hilbert-valid) Orthomodularity Law not only fails to be valid on orthoframes, but it corresponds to no first-order frame condition (Goldblatt 1984). Nevertheless, Piron (1964, 1976) proposed an algebraic axiomatization, for which he proved a Representation Theorem w.r.t. “generalized Hilbert spaces”. This result was improved by Solèr (1995) and Mayet (1998), who added another axiom, obtaining an (abstract) Hilbert-completeness result (with respect to the standard infinite-dimensional Hilbert spaces). However, this axiomatization is not first-order: some of the axioms cannot be stated in the first-order (or modal) language of orthomodular lattices, but require quantification over higher-level objects, such as automorphisms of the given lattice. Moreover, some of the axioms have an artificial, un-intuitive character.

3 On the semantics of experimental theories

3.1 Putnam’s question: Is logic empirical?

In 1968, Putnam (Putnam 1968) asked the question with which we started our paper, stating it in the following form: could some of the “necessary truths” of classical logic ever turn out to be false for empirical reasons? Putnam gave a positive answer to this question, based on what we called the “traditional” view of Quantum Logic, and used it in support of his argument for a realist interpretation of quantum mechanics. As we saw, this “traditional” view is that Quantum Logic is an alternative propositional logic, having different laws than classical logic (e.g. Distributivity is replaced by a weaker version, Orthomodularity), but based on the same basic connectives acting at the same (propositional) level as classical logic. As a consequence, Putnam argued that adopting Quantum Logic implies a revision of classical logical principles. Not surprisingly, his 1968 paper triggered a lively debate among philosophers, physicists and quantum logicians about the nature of quantum logic and the very idea of having to revise our classical logic. There are many stances in this debate (see e.g. Dummett 1976; Friedman and Glymour 1972; Bell and Hallett 1982; Butrick 1971; Drieschner 1977; Gardner 1971; Stairs 1983; Jauch and Piron 1970; Hughes 1979).

According to an excellent modern overview of the discussion (Bacciagaluppi 2008), the currently most widely-held view seems to be based on the following three points: (a) quantum logic is suitable as a logic that locally replaces classical logic when used to describe “a class of propositions in the context of quantum mechanical experiments”, (b) it is still open whether or not quantum logic does globally replace classical logic, (c) quantum logic does not solve the quantum mechanical paradoxes.

The last of these points is probably the least controversial one and hence we will not give it much further attention in this paper. With respect to point (a), we have no problems if it is understood as saying that quantum logic is fit to describe quantum testable properties. However, not all physically meaningful propositions that can be

3 But note that the axioms of an orthomodular lattice are also Hilbert-incomplete (see Dalla Chiara et al. 2004 for a counter-example).
uttered about quantum systems deal with properties that are directly testable (in the sense of corresponding to closed linear subspaces of a Hilbert space).

Examples of properties that are not “testable” according to Quantum Logic are:

- “The System is not in state $s$”
- “The system is in state $s$ or state $t$”
- “The system is in a proper superposition state”
- “The system is in an entangled state”
- “The system is in a separable state” etc.

None of these properties is closed under superpositions (linear combinations). For instance, a linear combination of entangled states can be separable (i.e. non-entangled!), and vice-versa. However, it is obvious that properties like “entanglement” and “separability” are not only physically meaningful, but indispensable for any formulation of Quantum Mechanics. Such “not-testable” properties may not be directly tested by an experiment, but they can be inferred indirectly by testing other, stronger properties. For instance one can find out that the system is actually in some other state $t \neq s$ (by performing a successful test of state $t$), and thus infer that it is not in state $s$. Thus, “non-testable” does not imply “physically meaningless”. Hence even within quantum logic there should be space for classical logic. Moreover, even if one agrees that “quantum-testable” properties form a class that is of intrinsic interest, this still leaves the question of why these particular type of properties obey different logical laws. Simply deciding in an ad-hoc manner to “locally replace” classical logic when dealing with some specific domain of application cannot by itself constitute a principled answer to the above question!

In other words, even if one concedes that in some sense logic is “empirical” and that the classical laws could in principle fail, or be unapplicable to some given class of relevant propositions, it still needs to be checked if these laws actually do fail; and, if so, the fact still needs to be explained: in what sense these laws fail, and why? Only this would make intelligible and rational the otherwise apparently mystical action of “locally replacing” classical logic with another one.

3.2 Beth’s views on semantics and empirical sciences

The whole debate is still very interesting today, but what is maybe less well known is that Putnam was not the first to wonder about these issues. The view that classical logical laws are under threat due to the results of empirical investigations in the quantum realm, traces back to the work of the Dutch logician E.W. Beth.

Indeed, the development of quantum logic in the early thirties also caught Beth’s attention. At a symposium in Scheveningen in September 1947, Beth explains that von Neumann and others concluded that adopting the quantum principle of comple-

---

4 Among the first publications of Beth on this topic we find (Beth 1949a) as well as a summary of one of his lectures held in Paris during the workshop “Les Journées d’études de logique symbolique de Paris” organized by J.-L. Destouches at the Institut Henri Poincaré in January 1948. Beth gave two lectures at this workshop in Paris, in the last one he presented his work on the application of semantics to theories of physics (Beth 1948/49).
mentality boils down to a weakening of our logic. This led in his view to a real crisis of certainties, a change of our logical laws which is due not to a priori insight but due to the results of empirical investigations (Beth 1948). After Beth ended his presentation in Scheveningen, he got questioned on exactly this point. In his replies (which were published in Dutch in (Beth 1948)) he argued that in order to explain “phenomena of light” we need to look for a new language with new semantic and syntactic laws. Every language should be adapted to the structure of reality that is to be described. For Beth, a change of logic was a plausible option, as by weakening certain logical laws it becomes possible to reconcile contradictory theories. At the end of the 1940s, Beth consistently defended the relevance of empirical–experimental science to Logic, and argued that in particular quantum theory seems to require an abandonment of some of the classical logical principles. Indeed, in his 1948 text “Science as a cultural factor” (Beth 1948), Beth writes: “The principle of complementarity, formulated by Bohr, eliminated these embarrassing inferences from both theories [corpuscular and undulatory theories of light] with one stroke. On closer investigation von Neumann (1932) and others concluded that acceptance of the complementarity principle amounts to a weakening of logic. (...) This a veritable ‘foundational crisis’. Until recently, a radical change in the established laws of logic, not by virtue of aprioristic insight, but as a consequence of certain results of experimental research, was the very last thing that was considered possible. So it could have been expected that many would protest against this development in physics. Humanly speaking, these protests are understandable, but they lack objective foundation. (...) It will now be evident that the foundational crisis in the exact sciences—the example discussed above is only one of many cases—in no sense justifies misgivings as to the future of science. On the contrary: abandonment of principles once considered unassailable is the price to be paid for the progress of science” (Beth 1948, pp. 5–6).

This seems a clear defense of the same point of view later exposed by Putnam: Logic, as a discipline within Philosophy of Science, must “give in” to Physics; the applicability of logical laws to specific areas of reality is an empirical problem, which must be decided by empirical science. But on the other hand, in another 1948 text, Beth advocates a much more “active” attitude for philosophical logicians towards empirical science: “I would also like to emphasize that scientific philosophy does not necessarily have to take up a purely passive attitude towards science. On the contrary, it may influence the development of science by stimulating research and by exposing pseudo-scientific tendencies” (Beth 1968a, p. 31).

From deferential acceptance to “exposure” of pseudo-scientific “lessons” that some may hurry to extract from the latest scientific breakthroughs: the job of the “scientific philosopher” suddenly becomes rather exciting! Moreover, on the same page Beth explains that part of this job is to be taken by the logician: “The most important methods applied in scientific philosophy are: (1) Logical analysis, as propagated by Bertrand Russell and by the Vienna Circle. (2) Significs, socio-psycho-linguistic or semiotic procedures (Mannoury, C.W. Morris, Hollitscher). (3) Historical research (Couturat, Duhem, Enriques, Kelsen)” (Beth 1968a, p. 31). In the next paragraphs, Beth relates this task to the use of Tarski’s semantic method, giving it as an example of the successful use of Logic in dispelling the “pseudo-scientific tendencies” inspired in some philosophers by the existence of classical paradoxes: “The power of
the method of logical analysis is perhaps best demonstrated by Tarski’s investigations into the Aristotelian or absolute notion of truth. The Ancients already observed that the unlimited application of this notion gives rise to a contradiction which is known as the Paradox of the Liar. Modern logic has given this paradox a form which shows that it cannot be dismissed as a mere fallacy. Tarski has established a definition of truth which does justice to the intention of Aristotle’s definition without leading to contradictions” (Beth 1968a, p. 31). In the same text, on page 33, Beth goes on to argue for the value of Tarski’s semantical method in the analysis of scientific theories: “Semantics provides us with a “doctrine des vérités préalables” as postulated by Gonseth. I think it is a pity that Gonseth does not so far accept the methods and the results of semantics. Only a few months ago (Gonseth 1948) he repeated two objections which he had already made several years before (Gonseth, 1938, 1939) and which, in his opinion, had not been answered, namely: (1) semantics is based on naive realism, and (2) it is intended to give once for all a basis for all scientific activity. As a matter of fact, the first objection has been dealt with by Tarski himself (1944), while the second betrays a complete misunderstanding of the aims, the methods and the results of semantics. Therefore I would like to answer both objections together by pointing out that semantics in no way adopts a dogmatic point of view. It aims at clarifying the foundations of science, not at establishing an unshakable conviction. It achieves this by laying bare the hidden assumptions underlying symbolic logic and formal axiomatics. It does not claim to be able to justify these assumptions, but only shows that modern science takes them for granted.”

At the time, the semantical method was new and still debatable even within modern (formal) Logic. The standard way to present a logic was in purely syntactic-axiomatic terms, as a symbolic calculus, with no need for a formal semantics. Indeed, in a much later text, Beth writes: “Traditional logic operated on a semantical plane, i.e. in investigating the demonstrative force of the arguments it started from the meanings of the words and symbols occurring in those arguments. At first modern logic employed a purely formalistic method, which left these meanings out of account. Until Tarski gave a proof to the contrary, it was even believed that a semantic approach could never be exact” (Beth 1968b, p. 101).

Van Fraassen underlines the novelty of Beth’s semantical approach to philosophy of scientific theories: “But the most remarkable feature of the book [Natuurphilosophie], in retrospect, is an about-turn that appears in a note added to the book just before publication (p. 133). The change is a shift from rules of deduction still reminiscent to Carnap’s ‘logical syntax’ to semantic consequence relations in the sense of Tarski. It may not have seemed a great departure to Beth at the time, but in fact it is a turning point; to my mind it is the birth of what came to be called the semantic approach or semantic view later on. The new way of looking at physical theory here indicated is not developed in the book, but introduced in two short articles published around the same time (1948, ‘Analyse sémantique des théories physiques’; 1949, ‘Towards and up-to-date philosophy of the natural sciences’) and repeated—equally briefly—in the 1960 paper ‘Semantics of physical theories’. Reading the book with this ending in mind, the path to this break is visible from the beginning, and seems inevitable given how Beth viewed the historical development of the physical sciences” (van Benthem et al. 2008, p. 22). Van Fraassen summarizes Beth’s views and their contemporary
significance as follows: “In his work in philosophy of science, E.W. Beth’s aim was to apply the methods of formal semantics (as developed by Tarski et al.) to the analysis of theories in the natural sciences. (...) Beth then developed this point of view, which is related to those of von Neumann, Birkhoff, Destouches, and Weyl, in three articles (Beth 1948/49, 1949b, 1960). As we shall suggest, it is a point of view which has close affinities to much contemporary foundational work in physics. Beth’s opinion, in which I concur, is that his semantic approach represents a much more deep-going analysis of the structure of physical theories than the axiomatic and syntactical analysis which depicts such a theory as a symbolic calculus interpreted (partially) by a set of correspondence rules” (van Fraassen 1970, p. 325). As van Fraassen (1970, 1987) explains, the main idea is to exchange the axiomatic theory for models representing the actual behavior of a physical system. In this semantic account one starts with a set of states and specifies when a proposition (concerning physical magnitudes taking a certain value at a certain time) is true. Overall, this provides us with a characterization of physical theories which is “more faithful to current practice in foundational research in the sciences than the familiar picture of a partly interpreted axiomatic theory” (van Fraassen 1970).

3.3 The operational approach of the Geneva school

The so-called “operational approach” to quantum logic originated in the work of Jauch and Piron (Jauch 1968; Jauch and Piron 1969; Piron 1976). One of the underlying aims of their approach was to construct a theory about quantum systems that stays as close as possible to the phenomena, introducing theoretical concepts only when they are directly and convincingly motivated by empirical facts (Jauch and Piron 1970). Jauch and Piron refer to Birkhoff and von Neumann’s (1936) as a point of departure for what they call “the axiomatic reconstruction of quantum mechanics”. However, they find very unfortunate the use of the word “logic” in the title of Birkhoff and von Neumann’s paper: “Claims have been made that the paradoxes in quantum mechanics disappear only if they are analyzed not with ordinary logic but with a new kind of quantum logic instead. It should perhaps be mentioned that Bohr, on several occasions, rejected this point of view and Pauli too, has expressed similar doubts” (Jauch and Piron 1970, p. 167). Similarly, they note that the attempt of interpreting their own empirically-driven calculus for micro-systems as a non-classical logic, leads to difficulties. Their calculus is build up from propositions that are based on so-called yes–no experiments, or “questions.”5 The already mentioned impossibility of finding experimental arrangements to measure propositions of the form “if $P$ then $Q$” is seen by Jauch and Piron as indicating that “it would thus be better to avoid the term logic altogether in the

---

5 A “yes–no question” or so-called “definite experimental project” is taken “to be a real experimental procedure where we have defined in advance what would be the positive response should we perform the experiment” (Moore 1999, p. 65). We can think of the experimental procedure as a list of concrete actions which explicitly must or must not be performed in a specific way. Given that we execute such a procedure and that the conditions defining a positive result are known, we assign the response “yes” to the question if the conditions are satisfied and the response “no” otherwise. To summarize we quote Cattaneo and Nisticó (1991): “A question is both: (1) a description of an experiment to be carried out on the physical system considered; (2) a rule enabling us to interpret the possible results in terms of “yes” or “no”” (p. 1298).
designation of the lattice structure of general quantum mechanics” (Jauch and Piron 1970, p. 180).

Abandoning the name “logic” in Quantum Logic, as Jauch and Piron suggested, depends on what one understands “logic” to be about. Jauch and Piron adopted a clear operational and experimentalist point of view, a view which ties in close to our own framework of quantum logical dynamics and action-based reasoning. What they witnessed was the failure of describing static logical constructs via experimental means. Hence from our perspective, their conclusion can better be rephrased as follows. There is no problem with the term “logic” in the designation of the lattice structure of general quantum mechanics as long as this term is not restricted to static propositional logic. In our view the term “logic” incorporates “logical dynamics” and as such it does apply well to Quantum Logic. But the Jauch–Piron reluctance to use the term “logic” points precisely to the fact that this structure should not be understood as being on the same level as classical propositional logic.

4 Dynamic quantum logic

We have seen that, in accordance to the traditional view on Quantum Logic, the “logic” of quantum-testable properties is rather strange. Instead of a Boolean algebra, we get a non-distributive, orthomodular lattice, endowed with a negation-like orthocomplement operation. But does this imply that Quantum Mechanics requires us to give up the classical logical laws governing “static” properties or “propositions”? In this section we will argue that this is not the case.

Our goal is to follow Beth and the operationalist approach by first looking carefully at the actual physical and operational meaning of quantum-logical connectives. What we discover is that this meaning is essentially dynamic, having to do with the possible outcomes of “actions” (measurements) that can be performed on a system. Then we combine this operational perspective with Beth’s insistence on the value of a formal semantical approach to physical theories: we give a formal semantics for a dynamic logic, in the standard style used nowadays in Computer Science and Modal Logic (using “transition systems”, a model for dynamics essentially based on Kripke’s semantics for modal logic, itself an adaptation of Tarski’s semantics for first-order logic). We present a few results, then present our conclusions concerning the philosophical discussion presented in the previous sections.

4.1 Operational meanings are dynamical

Let us go back to the original “concrete” semantics for quantum logic, in terms of an infinite-dimensional Hilbert space. Why are “testable properties” to be identified with closed linear subspaces of $H$? Previously, we answered this question by saying that experiments cannot distinguish between states and their superpositions. But let us look more closely at the notion of “experiment” or “test”.

The prototypical quantum-mechanical experiment is given by measurements. A “measurement” is represented in the Hilbert-space formalism by a family of projectors onto mutually orthogonal subspaces of $H$. In principle, every measurement can
be reduced to a combination \textit{binary measurements}, also called \textit{bit measurements}. A binary measurement is a pair of projectors, one onto some given linear subspace \( P \), and the other onto its \textit{orthogonal complement}, denoted by \( P \perp \) or \( \sim P \). Following Piron, we can think of a binary measurement as a \textit{yes/no question}; if the answer is “yes”, then property \( P \) is established: it is known that \( P \) holds after the measurement (at the output-state); if the answer is “no”, then \( \sim P \) holds after the measurement (at the output-state). We will denote the first projector by \( P? \) and call it “(successful) test of property \( P \)”; the second projector will be denoted by \(( \sim P )? \), and call it “failed (unsuccessful) test of \( P \)” or equivalently “(successful) test of \( \sim P \)”.

The important thing is that performing a successful test \( P? \) only establishes that \( P \) holds after the test. A quantum measurement typically \textit{changes} the original state of the system: if the initial state is \( s \), then Quantum Mechanics tells us that the state after a successful test \( P? \) is given by the result of projecting \( s \) onto the subspace \( P \), i.e. by applying the projector to the original state to obtain \( P?(s) \) as the new state. This new state \( P?(s) \) lies indeed within the subspace \( P \). But \textit{nothing guarantees} that the original state \( s \) satisfied \( P \) as well!

Moreover, the actual (yes/no) outcome of a measurement is \textit{not} always uniquely determined by the input-state. Quantum measurements are inherently \textit{non-deterministic}; if the input-state \( s \) did not belong to subspace \( P \) nor to subspace \( P \perp \), then \textit{both answers} (yes and no) may be possible (with some probabilities). So even if we somehow \textit{knew} the original state \( s \) of the system, we may still be unable to predict \textit{with certainty} the result of the measurement (except in very special cases). However despite being non-deterministic, quantum measurements have the property that they are in a sense “consistent”. If a “yes” or “no” answer has been obtained after a measurement of \( P \), thus “establishing” property \( P \), then \textit{the same answer} will be obtained (with probability 1) if the same measurement is immediately repeated. As a consequence, quantum tests (projectors) are said to be \textit{idempotent} (where \( ; \) represents the composition of tests):

\[
P?; P? = P?
\]

More generally, a measurement of \( P \) gives the “yes” answer with probability 1 if and only if the state \( s \) of the system before the measurement lied within the space \( P \) (i.e. \( s \in P \)). This is the reason for which Jauch and Piron identify Einstein’s “elements of reality” (the “real” properties that actually hold in a system in state \( s \)) with the \textit{questions that are guaranteed to received the answer “yes”} (when performed on a system in state \( s \)): the tests that are necessarily successful (when the initial state \( s \)). These correspond precisely to the closed linear subspaces \( P \) such that \( s \in P \). Hence, a “testable property” can be identified with a closed linear subspace. A \textit{testable property \( P \) holds iff the test \( P? \) of \( P \) will surely succeed.}

What is then \textit{the operational meaning of the orthocomplement operation \( \sim P \)?} Suppose that for a measurement, we identified one of the possible outcomes as the “yes” answer, the other one as the “no” answer, and this defined a successful test \( P? \), and

\footnote{These tests correspond to what has been called “filters” by Piron (1976). A filter is an “ideal measurement of the first kind” (in the sense of W. Pauli).}
thus a testable property represented by the subspace $P$. We can now consider the same measurement, but in which the “yes” and “no” answer have been interchanged: this is another “question”. What is the testable property associated to the successful test corresponding to this question? Obtaining the answer “yes” to this new question with probability 1 is the same thing as obtaining the answer “no” to the original question with probability 1. In other words, this new test is guaranteed to succeed if and only if the original test is guaranteed to fail.

This is the true meaning of orthocomplement: $\neg P$ holds (at a state $s$) iff the test $P$ will surely fail (when performed on state $s$). This is not the same as saying that $P$ is false at $s$, but is much stronger: as already observed, $P$ may have been false at $s$ (i.e. $s \notin P$), and still there might be a non-zero probability that the test $P$ will succeed (when $s$ is neither in $P$ nor in the orthogonal subspace $P^\perp$).

We can easily capture the meaning of orthocomplement in a formula if we use the Dynamic Logic notation. Recall that, for an “action” or “program” $\pi$ and a property $P$, one can define in Dynamic Logic a new property $[\pi]P$ meaning that: if action $\pi$ was performed (on the current state of the system), then after that property $P$ would surely hold (at the output-state). The operator $[\pi]$ is called a dynamic modality, and the property $[\pi]P$ is called the “weakest precondition” that ensures $P$ (will necessarily hold) after (performing) $\pi$. The operational meaning of orthocomplement can be now formally stated as

$$\neg P = [P?]\perp$$

(where $\perp$ is the “always false” proposition): i.e. a successful test of $P$ is impossible (on the current state). The law of double-orthocomplementation $\neg\neg P = P$ can also be justified in this way: since $\neg\neg P$ is by definition the same as $[(\neg P)?]\perp$, this property holds iff a successful test for $\neg P$ is impossible; but as we saw, a successful test for $\neg P$ is nothing but an unsuccessful test for $P$; hence, $\neg\neg P$ holds iff an unsuccessful test for $P$ is impossible, i.e. iff the test for $P$ will surely succeed, which is the same as saying that $P$ itself holds.

What is the operational meaning of conjunction $P \land Q$? In other words, why does the classical conjunction (intersection) of two testable properties give us a testable property? The reason is that experiments are closed under non-deterministic choice. Given two tests $P$ and $Q$, we can design a new experiment, consisting of: first choosing arbitrarily either one of the two tests ($P$ or $Q$); then performing the chosen test, and recording the answer. It is easy to see that this new experiment will surely succeed (i.e. regardless of the choice) if and only if performing any of the two tests (on the curely) will surely succeed. In other words, the testable property tested by this experiment holds iff both properties $P$ and $Q$ hold. Hence, this testable property must correspond to the intersection $P \land Q$.

This clever argument, conceived by Piron, can also be formalized in Dynamic Logic. Recall that in Dynamic Logic (as elsewhere in Computer Science), the arbitrary (non-deterministic) choice between two actions $\pi_1$ and $\pi_2$ (“do either $\pi_1$ or $\pi_2$”) is denoted by $\pi \cup \pi_2$. Recall also the standard Dynamic Logic identity $[\pi_1 \cup \pi_2]P = [\pi_1]P \land [\pi_2]P$, saying that a property is guaranteed to hold after performing non-deterministically either $\pi_1$ or $\pi_2$ (chosen arbitrarily) iff it is guaranteed to hold both
after performing \( \pi_1 \) and after performing \( \pi_2 \). But, since the dynamic modalities can only directly express (as \( [\pi] \perp \)) the necessary failure of an action (but not necessary success!), we need to go via the orthocomplements when designing the above experiment: first choose arbitrarily either one of the two tests (\( P \) or \( Q \)); then performing the chosen test, but with the “yes” and “no” answers interchanged. This experiment can be denoted by \( (\sim P) \cup (\sim Q) \). Such an experiment will necessarily fail if and only if both \( P \) and \( Q \) hold, as witnessed by the following piece of equational reasoning:

\[
[(\sim P) \cup (\sim Q)] \perp = [(\sim P)] \perp \land [(\sim Q)] \perp = \sim \sim P \land \sim \sim Q = P \land Q.
\]

A similar argument can be given for the testability of quantum join \( P \sqcup Q \), though this of course follows from the above together with the identity \( P \sqcup Q = \sim (\sim P \land \sim Q) \).

Finally, the operational meaning of the “Sasaki hook” (quantum implication) \( P \rightarrow S Q \) is surprisingly simple: \( P \rightarrow S Q \) holds iff, after successfully performing \( P \) (on the current state of the system), property \( Q \) will surely hold (at the output-state, with probability 1). In other words, “quantum implication” is not a “static” implication at all, but it’s simply the “weakest precondition” captured by the dynamic modality for tests:

\[
P \rightarrow S Q = [P?]Q.
\]

4.2 The logic of quantum actions

In our technical papers (Baltag and Smets 2005, 2006a, 2008), we presented models for a Quantum Dynamic Logic, that encode the above-described “operational” meanings into a formal semantics, in accordance with Beth’s requests. We briefly summarize here these technical results.

In Baltag and Smets (2005) we gave an abstract notion of relational (Kripke) models for quantum logic, models called Quantum Transition Systems (QTS). A QTS \( \Sigma = (\Sigma, P \rightarrow a)_{P \subseteq \Sigma, a \in A} \) consists of a set of states \( \Sigma \) and a family of transition relations (binary accessibility relations) between those states, relations labeled either by subsets \( P \subseteq \Sigma \) of the state space or by elements \( a \) of a set \( A \) of basic “actions”. As before, states represent possible states of a physical system; and the transition relations describe the changes of state induced by possible actions that may be performed on the system. The relations of the form \( P \rightarrow \) correspond to “quantum tests” of the (strongest testable property implied by) property \( P \), while the relations of the form \( a \rightarrow \) correspond to “unitary actions” (also called “reversible evolutions” in Quantum Mechanics, and “quantum gates” in Quantum Computation). A QTS is required to satisfy a set of ten semantical frame conditions, that encode natural properties of measurements and evolutions.

An example of QTS is the “concrete” QTS \( \Sigma(H) \) given by an infinite-dimensional Hilbert space \( H \): here, the “states” correspond to rays (one-dimensional subspaces), while basic transition relations correspond to special kinds of linear maps on \( H \): the
tests $P \rightarrow ?$ are partially functional relations, given by the projector maps onto the closed linear subspace $P$ generated (by the set of states corresponding to) property $P$; the “unitary actions” are unitary linear maps $U$ on $H$.

In Baltag and Smets (2005) we prove a Representation Theorem, saying that every ("abstract") QTS is representable as such a “concrete” QTS, i.e. it can be canonically embedded in the QTS associated to an infinite-dimensional Hilbert space. Thus, our work improves on the older representation results by Piron, Solèr, Mayet and others on the Hilbert-complete axiomatizations of algebraic quantum logic. As already mentioned in the previous section, the Solèr–Mayet axiomatization was not first-order (in the language of orthomodular lattices), but it quantified over higher-order notions (such as the lattice automorphisms). Our dynamic-logical perspective treats “actions” seriously, as first-class objects of the logic (instead of referring to them indirectly as second-order concepts). This allows us to encode higher-order aspects into a modal language (with action modalities). So while our axiomatization is clearly different from the earlier results of Piron, Solèr and Mayet, the proof of our Hilbert-completeness result does connect back to theirs. For further details on these aspects we refer the interested reader to Baltag and Smets (2005).

In any QTS, one can generate a larger family of “quantum programs” $\pi$ by closing the family of basic transition relations under non-deterministic choice $\pi_1 \cup \pi_2$ (given by the union of the two relations, seen as sets of pairs), and relational composition $\pi_1 ; \pi_2$. The first operation $\pi_1 \cup \pi_2$ expresses non-determinism: “do either $\pi_1$ or $\pi_2$”; the second operation $\pi_1 ; \pi_2$ expresses temporal succession of actions: “first do $\pi_1$ then do $\pi_2$”. One may also consider iteration (Kleene star) of action $\pi^*$, but this is not needed for our purposes.

The language of our logic is taken to be the same language as the star-free fragment of Propositional Dynamic Logic (PDL). PDL has been developed in the domain of computer science, and is fit to reason about and verify the properties of programs (Harel et al. 2000). The syntax of PDL consists of two levels. The upper level is said to be “static” and consists of propositional formulas. The lower level is taken to be “dynamic” and consists of actions. Both levels are defined by mutual induction:

$$\varphi ::= c \mid p \mid \neg \varphi \mid \varphi \land \varphi \mid [\pi] \varphi$$

$$\pi ::= a \mid \varphi ? \mid \pi \cup \pi \mid \pi ; \pi$$

where the $c$’s come from a set of basic propositional constants that includes an “always false” constant $\perp$, the variables $p$ range over a given set of basic atomic propositions, and the basic action labels $a$ come from the same set $A$ as the ones in our models. As usual, $\neg$ is classical negation, $\land$ is classical conjunction. The semantics is given in a QTS in the obvious way, mapping each sentence $\varphi$ to a set $\|\varphi\| \subseteq \Sigma$ of states satisfying it, and mapping each program $\pi$ to a transition relation $\pi \rightarrow \subseteq \Sigma \times \Sigma$: tests $\varphi?$ are interpreted using the transition relations labeled by $\|\varphi\|$? etc; the dynamic modality is interpreted in the usual way, using the weakest precondition: $\|[\pi] \varphi\| = \{ s \in \Sigma : \forall t (s \rightarrow t \Rightarrow t \in \|\varphi\|) \}$. All other propositional operators keep their Boolean interpretation.
The resulting logic is called the *Logic of Quantum Actions (LQA)* in Baltag and Smets (2005). The reason we allow classical negation is the one explained in the previous section: since testable properties are not the only physically meaningful properties, we want to allow our logic to express as many such physical properties as possible. Indeed, not only we obtain a dynamic interpretation of all the non-classical connectives of traditional Quantum Logic, but (due to the presence of classical negation ¬ in LQA) LQA has strictly more expressive power than Quantum Logic. We can take e.g. the classical dual \( (\varphi ?) \psi := \neg[\varphi ?] \neg \psi \) of the weakest precondition, which corresponds to the existential modality in PDL: this expresses the possibility of actualizing a property \( \psi \) by a successful test of property \( \varphi \).\(^7\) This allows us to express that a property \( \varphi \) is potentially true at a given state, i.e. that it can be actualized by some measurement performed on the current state. Or equivalently we can say that the test \( \varphi ? \) may be successful. So the formula \( \Diamond \varphi \) expressing potentiality of \( \varphi \) can be defined as the possibility of testing for \( \varphi \), i.e. \( \Diamond \varphi := (\varphi ?)^\top \).

It is important to note that (even if we eliminate classical negation) LQA is a bivalent logical calculus, having only two truth values. Hence propositions in this logic either hold at a given state or they don’t, there are no extra values or value gaps in LQA.

Traditional quantum logic QL can be re-interpreted inside LQA, by defining inductively a translation map, that maps every formula \( \varphi \) of QL into a formula \( \varphi^\text{tr} \) of LQA: \( \bot^\text{tr} = \bot \), \( p^\text{tr} = p \), \( (\sim \varphi)^\text{tr} = [\varphi^\text{tr} ?] \bot \), \( (\varphi \land \psi)^\text{tr} = \varphi^\text{tr} \land \psi^\text{tr} \). It is easy to see that the translation map is faithful on Hilbert spaces: if \( \Sigma(H) \) is the concrete QTS induced by a Hilbert space \( H \), then for all states \( s \) and all QL-formulas \( \varphi \) we have

\[
s \models_H \varphi \iff s \models_{\Sigma(H)} \varphi^\text{tr}.
\]

Moreover, one can see that Quantum Logic is in fact equivalent (co-expressive) on Hilbert spaces with the negation-free unitary-action-free fragment of LQA: every formula of LQA in which no classical negations and no unitary actions \( a \) occur is equivalent to a formula of QL (and vice-versa).

Our above-mentioned Representation Theorem can be used to show that the translation of QL into LQA is actually faithful on arbitrary Quantum Transition Systems; more precisely, if for any QTS \( \Sigma \) we denote by \( i : \Sigma \leftrightarrow \Sigma(H) \) its canonical embedding into (the lattice of closed linear subspaces associated to) an infinite-dimensional Hilbert space \( H \), then we have, for all states \( s \) and all LQA-formulas \( \varphi \) of QL:

\[
s \models_{\Sigma} \varphi \iff s \models_{i(\Sigma)} \varphi^\text{tr}.
\]

As a consequence of these faithfulness results, LQA is a conservative extension of QL; i.e. for all formulas \( \varphi \) of QL, we have: \( \models \varphi \iff \models \varphi^\text{tr} \).

---

\(^7\) The quantum dual \( \sim [\varphi?] \sim \psi \) of the weakest precondition captures the (strongest) effect induced by (a given cause) \( \psi \) after a test \( \varphi ? \) is performed. This corresponds to what is known in CS as the strongest post-condition that is actualized by performing an action \( \varphi ? \) on a state satisfying (the precondition) \( \psi \).
5 Conclusions: quantum “non-classicality” is dynamical

In this paper we argued that the “non-classicality” of Quantum Logic is only due to the non-classical “dynamics” of quantum information, and thus it does not require any change of the classical laws governing “static” information. While accepting the challenge posed by the “empirical” view of Logic, we nevertheless found no empirically grounds within Quantum Mechanics to reject Classical Logic.

Let us recall (from Sect. 3) the first two points in the currently most widely-held view on Quantum Logic, according to the excellent overview in Bacciagaluppi (2008):

(a) quantum logic is suitable as a logic that locally replaces classical logic when used to describe “a class of propositions in the context of quantum mechanical experiments”;

(b) it is still open whether or not quantum logic does globally replace classical logic.

Our answer to (a) is that classical logic is, or at least, can be claimed to be (without any contradiction with Quantum Mechanics) the logic of all static propositions. Of course, if one arbitrarily restricts the family of properties to only some of them (the “testable” ones), then it might happen that this restricted class does not naturally form a Boolean algebra. However, as we pointed out in the examples given in Sect. 3, nothing shows that the “testable” properties are the only physically meaningful ones. Instead, what is physically interesting about “testable” properties is that they can be directly “tested”, i.e. one can design a “test” (a measurement) which applied to any system yields the “yes” answer if and only if after the test the system satisfies the given property. Also, it yields the “yes” answer with probability 1 if and only if before the test the system satisfied the given property.

Hence in the view we now put forward, the non-classical character of the “logic” of quantum-testable properties is not due to the fact that they are properties of a quantum system, but to the fact that we required them to be “testable” by quantum measurements. It is the non-classical nature of quantum actions (in particular, quantum tests) that explains the strangeness of quantum behavior. This has to do with the system’s behavior under interaction: a test is performed, some answer is obtained, and this establishes a “testable” property. It has nothing to do with the validity or non-validity of the laws of classical propositional logic: those laws were not even meant to talk about interactions or dynamics, but they were laws governing “static” information about systems at one fixed moment in time. The laws of testable properties are thus non-classical simply because they talk about something else than classical logic: they talk about the effects of potential changes. This answer forms the basis of our Quantum Dynamic Logic, and gives a principled explanation for the “non-classicality” of Quantum Logic. Classical logical laws are unapplicable to quantum-logical operators simply because these are not static-propositional operators! One can still concede that, in a sense, Quantum Logic “locally replaces” classical logic, but this happens only when attempting to describe in a quasi-propositional manner what in fact are dynamic properties governing quantum interactions. But the classical logical connectives are essentially static in nature: they are simply ways to combine and relate “static” propositions talking about a given system in the absence of any interaction. If one treats the quantum-logical operators appropriately (in terms of axioms about dynamic modalities), then quantum-logical laws can safely coexist within the same
logical calculus with the laws of classical propositional logic: indeed, our logic $LQA$ provides precisely such a common setting.

The point (b) is even more controversial: as explained in Bacciagaluppi (2008), it deals with the question whether quantum logic is the one and only “true logic” and if so it asks for the reasons why its connectives should replace the classical ones. Both answers “yes” and “no” are taken to be plausible answers for (b) in Bacciagaluppi (2008), where the arguments are influenced by the specific interpretation of quantum mechanics that one accepts. But our principled explanation to point (a) suggests that (b) is something of a red herring. We can see absolutely no empirical or conceptual reason why quantum logical connectives should “globally replace” the classical ones. As we saw, even when they “locally” do, they can in fact happily live with the classical ones together in the same calculus.

Our formalism is enlightening, because it dispels some of the mysticism surrounding Quantum Mechanics: there is no need to “evade” Classical Logic. All that Quantum Mechanics shows (and Quantum Dynamic Logic formalizes) is the fact that certain informational interactions change the systems involved; and moreover, they change them non-locally. (But this last aspect can only be formalized in the multi-partite version of our Quantum Dynamic Logic, see Baltag and Smets 2004, 2006a, 2008, 2010.) As a dynamic logic, quantum logic may still be in some sense “non-classical”: its tests do not behave like classical PDL tests, since they change the state. We see no problem with this. That is to say, we have no strong a priori logical intuitions that “tests” or other physical actions must behave “classically” in some (rather obscure) sense. The specific effects of a physical action are a matter of experimentation and not of a priori reasoning. However, we do have prior logical intuitions about negation and disjunction. We accept that these intuitions may be in principle be challenged by physical reality. But if we have to choose between accepting that measurements can sometimes change the state of a measured system or giving up all our intuitions about propositional connectives, the choice is easy! Our stance on this clearly goes against Putnam’s 1968 views in (Putnam 1968), where he states that “to stipulate that certain sentences shall be immune from revision is irrational if that stipulation may lead one into serious difficulties, such as having to postulate either mysterious disturbances by the measurement (or to say that the measurement brings what it measures into existence) or “hidden variables’” (Putnam 1968, p. 196).

We started by taking seriously Putnam’s (and Beth’s) empirical conception of Logic. In this spirit, we addressed the challenge posed by Quantum Logic by tracking back the original experimental-operational meaning of quantum-logical concepts, following the lead of the operationalist tradition of the Geneva school. We arrived (on the footprints of the Brussel school of quantum logic) to the conclusion that the true meaning of these concepts is dynamic. In the spirit of Beth and van Fraassen, we proceeded to give a formal semantics to quantum logic, based on this dynamic interpretation. We obtained a Quantum Dynamic Logic, very much in the spirit of the “dynamic turn” in logic promoted by the Dutch school. Our formal results allow us now to go back and address critically Putnam’s views about the inescapable necessity to give up the laws of classical logic. Instead of being “irrational”, the explanations based on “mysterious disturbances by the measurement” are seen to be correct, clear and providing a clean formal setting for quantum logic. In contrast, Putnam’s proposed “escape
from Logic” seems in the light of our formal semantical analysis very similar to the “pseudo-scientific tendencies” evoked by Beth: one of the false “lessons” that philosophers too often tend to “learn” in a hurry from empirical sciences. In other words, our semantic work can be claimed to have done exactly what Beth was expecting it to do!
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