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ABSTRACT

Beginning with cosmological initial conditions at $z = 100$, we simulate the effects of magnetic fields on the formation of Population III stars and compare our results with the predictions of Paper I. We use GADGET-2 to follow the evolution of the system while the field is weak. We introduce a new method for treating kinematic fields by tracking the evolution of the deformation tensor. The growth rate in this stage of the simulation is lower than expected for diffuse astrophysical plasmas, which have a very low resistivity (high magnetic Prandtl number); we attribute this to the large numerical resistivity in simulations, corresponding to a magnetic Prandtl number of order unity. When the magnetic field begins to be dynamically significant in the core of the minihalo at $z = 27$, we map it onto a uniform grid and follow the evolution in an adaptive mesh refinement, MHD simulation in ORION2. The nonlinear evolution of the field in the ORION2 simulation violates flux-freezing and is consistent with the theory proposed by Xu & Lazarian. The fields approach equipartition with kinetic energy at densities $\sim 10^{10} - 10^{12}$ cm$^{-3}$. When the same calculation is carried out in ORION2 with no magnetic fields, several protostars form, ranging in mass from $\sim 1$ to $30$ M$_\odot$; with magnetic fields, only a single $\sim 30$ M$_\odot$ protostar forms by the end of the simulation. Magnetic fields thus suppress the formation of low-mass Pop III stars, yielding a top-heavy Pop III IMF and contributing to the absence of observed Pop III stars.
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1 INTRODUCTION

Magnetic fields affect the formation of stars today by reducing the rate of star formation, suppressing fragmentation, and creating outflows (Krumholz & Federrath 2019). What were the effects of magnetic fields on the formation of the first stars? If magnetic fields suppress fragmentation in primordial stars, that would increase the mass of the first stars and act to prevent the formation of stars small enough ($\lesssim 0.8$ M$_\odot$) to survive until today. In Paper I (McKee et al. 2020), we reviewed the creation of magnetic fields via the Biermann battery (Biermann 1950; Biermann & Schlüter 1951) and their amplification in a small-scale dynamo (Batchelor 1950; Kazantsev 1968; Kulsrud & Anderson 1992; Schekochihin et al. 2002a,b; theory and astrophysical application: Schleicher et al. 2010; Schober et al. 2012a; Xu & Lazarian 2016, 2020). Because there is no direct observational evidence on how magnetic fields affect the formation of the first stars, this issue must be addressed through theory and simulation. As discussed in Paper I, the central challenge in simulating magnetic fields in the formation of the first stars is that the numerical viscosity and resistivity available with current computational resources are several orders of magnitude greater than the actual values. As a result, simulated dynamos amplify fields much more slowly than real dynamos. This has several consequences: the initial field in the simulation must be chosen to be much larger than in reality, the subsequent growth of the field is often due more to compression than to dynamo action, and the field becomes dynamically significant in a much smaller fraction of the mass.

In this work we simulate the formation of Pop III stars within a minihalo environment, beginning with cosmological initial conditions at $z = 100$ and eventually resolving down to scales of several au. In contrast to Machida & Doi (2013) and Peters et al. (2014), we self-consistently follow the evolution of the magnetic field over cosmological time scales, beginning at a redshift $z \approx 50$. In our simulations we do not include the streaming of the baryons relative to the dark matter (Tseliakhovich & Hirata 2010), which may increase the turbulent velocity dispersion of the collapsing gas (Stacy et al. 2011; Greif et al. 2011a) and thereby increase the rate at which the dynamo enhances minihalo magnetic fields. The streaming also delays the star formation and increases the minimum halo mass in which it can occur (Schauer et al. 2019).
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and references therein). We follow the protostellar growth for 2000 yr (longer than Machida & Doi 2013 and Peters et al. 2014), which is when the largest protostar reaches \( \sim 30 \, M_\odot \).

Recently, Sharda et al. (2020) have also studied the effect of magnetic fields on Population III star formation. They performed a suite of AMR-MHD simulations of the collapse of primordial clouds of mass 1000 \( M_\odot \) with initial magnetic fields ranging from \( 10^{-15} \, G \) to 30 \( \mu G \). They found that strong magnetic fields have a moderate effect in suppressing fragmentation in primordial clouds and a significant effect in reducing the number of low-mass stars. In a follow-up work, Sharda et al. (2021) studied how numerical resolution affects magnetic field growth within primordial protostellar disks. They increased the Jeans length resolution of a subset of the Sharda et al. (2020) simulations from 32 to 64 cells, and they found that even a small magnetic field (\( 10^{-15} \, G \)) can rapidly grow to dynamically significant levels through the small-scale turbulent dynamo; at later times, the field is amplified by a large-scale mean-field dynamo in the disk. They concluded that magnetic fields will alter the Pop III IMF regardless of initial field strength, which is consistent with the theoretical results of Paper I. Our study has key differences from those of Sharda et al. (2020) and Sharda et al. (2021): First, unlike their idealized initial conditions, we initialize our simulation on cosmological scales and then zoom to a region of \( \sim 1000 \, M_\odot \) (similar to their cores) that has a non-uniform turbulent Mach number, a more realistic cloud geometry, and a self-consistently initialized magnetic field. The zoom-in region has a minimum magnetic field value of roughly \( 10^{-5} \, G \), similar to their two largest initial magnetic fields, \( B_{\text{rms}} = 9 \times 10^{-6} \, G \) and \( B_{\text{rms}} = 2.8 \times 10^{-5} \, G \). Our study thus provides important evidence that simulations with more realistic initializations will also show suppressed fragmentation. Our study provides more detail on a single example of primordial star formation instead of the general statistical overview provided in their work. Finally, we compare our results of our simulation to the ones predicted theoretically in Paper I.

The content of this paper is somewhat complex in that we use two different numerical codes, the GADGET-2 SPH cosmological code and the ORION2 adaptive mesh refinement (AMR) MHD code, to track three stages in the formation of a Pop III star in the presence of a magnetic field, and then compare the results of these simulations with the predictions from Paper I. The outline of the paper is:

**SIMULATION**

2. Numerical Methodology
   2.1 Cosmological Simulation (GADGET-2 SPH)
   2.2 Pop III Star Formation Simulation (ORION2 AMR MHD)
3. Initial Collapse in a Cosmic Minihalo with Kinematic B (GADGET-2)
   3.1 Hydrodynamic Collapse
   3.2 Kinematic Evolution of the Magnetic Field
4. Final Stage Collapse (ORION2)
5. Evolution of the Protostar-Disk System (ORION2)
   5.1 Disk Fragmentation
   5.2 Sink Accretion and Merging: The IMF

**THEORY**

6. Theory vs Simulation: Growth of the Magnetic Field

6.1 Prediction for GADGET-2: The Kinematic Dynamo
6.2 Prediction for ORION2: The nonlinear dynamo

We then discuss the implications for the detection of Pop III stars and list the caveats in our treatment (Section 7), and we wrap up with a summary and our conclusions in Section 8. In the appendices we describe and test a new method for following the evolution of kinematic magnetic fields in SPH (Appendix A), the mapping from SPH to an AMR grid (Appendix B), refinement and sink particles in ORION2 (Appendix C), chemistry and cooling in ORION2 (Appendix D), and the growth rate of kinematic magnetic fields in simulations (Appendix E).

**2 NUMERICAL METHODOLOGY**

We performed high-resolution cosmological simulations of Pop III star formation in a minihalo environment in two main steps – the GADGET-2 cosmological simulation and the ORION2 primordial star-forming simulation. We first use the GADGET-2 SPH code to follow cosmological-scale evolution of the density from \( z = 100 \) to \( z = 27.5 \) and of kinematic magnetic fields starting at \( z \sim 50 \). After following the initial minihalo collapse in GADGET-2, the subsequent evolution of the primordial star-forming clump was continued in ORION2 with increased resolution and MHD physics.

Since our goal is to follow the development of the magnetic field by a small scale dynamo, resolution is a crucial issue. Federrath et al. (2011b) showed that the properties of turbulence in a gravitationally collapsing cloud are governed by the number of resolution elements per Jeans length, \( \lambda_J = (\pi c_s^2/Gp)^{1/2} = 1.19 \times 10^{13} (T_3/n_H)^{1/2} \) cm, where \( T_3 = T/(10^3 \, K) \). They inferred that a minimum of 16-32 cells per Jeans length were needed for the dynamo to operate. In Paper I, we showed that this resolution requirement corresponds to the minimum magnetic Reynolds number found by Haugen et al. (2004), provided the numerical magnetic Prandtl number (the ratio of the viscosity to the resistivity) is \( P_m \simeq 1 - 2 \), as found by Lesaffre & Balbus (2007). However, even at 128 cells per Jeans length, the simulations were not converged. As Federrath et al. (2011b) pointed out, the growth rate of the dynamo increases with Reynolds number (see Section 4 in Paper I), and since it is presently not possible to simulate the very large Reynolds numbers in astrophysics, one cannot expect to resolve the dynamo. Turk et al. (2012) studied the growth of the magnetic field during the formation of the first stars and found that a minimum of 64 cells per Jeans length was required for their somewhat more dissipative code to obtain dynamo action. Furthermore, they found that if the dynamo is insufficiently resolved, the simulated gas within a minihalo exhibits slower collapse and less magnetic field amplification as well as a more disk-like central gas morphology.

**2.1 Cosmological Simulation (GADGET-2 SPH)**

The cosmological simulation employed GADGET-2, a widely-tested three-dimensional \( N \)-body and SPH code (Springel 2005). It was initialized as described in Stacy & Bromm (2013), with a 1.4 Mpc (comoving) box containing \( 512^3 \) SPH gas particles and the same number of DM particles at
\[ z = 100. \] Positions and velocities were assigned to the particles in accordance with a $\Lambda$CDM cosmology with $\Omega = 0.7$, $\Omega_M = 0.3$, $\Omega_B = 0.04$, $\sigma_8 = 0.9$, and $h = 0.7$. Each gas particle had a mass of $m_{\text{sph}} = 120 M_\odot$, while DM particles had a mass of $m_{\text{DM}} = 770 M_\odot$. The Stacy & Bromm (2013) simulation followed the collapse and subsequent star formation of the first $\sim 10$ minihalos that formed within the cosmological box from $z \sim 15 - 30$.

Once the simulation was evolved to the point that the location of the first ten minihalos was ascertained, the cosmological box was reinitialized at $z = 100$ for each individual minihalo, but with 64 `child' particles added around a 100-140 kpc (physical) region where the target halo will form. Larger regions of refinement were used for minihalos whose mass originated from a larger area of the cosmological box. Particles at progressively larger distances from the minihalo were given increasingly large masses, such that in the refined initial conditions there was a total of $\sim 10^7$ particles. The most resolved particles were of mass $m_{\text{sph}} = 1.85 M_\odot$ and $m_{\text{DM}} = 12 M_\odot$.

For this current work, we use a slightly modified technique once this refined simulation reached $z \sim 50$. At this point we cut out the central 800 pc of SPH and DM particles around the target minihalo, where we chose the minihalo that had reached the highest maximum gas density. The cut-out region contained a total mass $\sim 6 \times 10^6 M_\odot$, which is ten times the mass of the virializing minihalo. We carried out two simulations, one at high resolution and one at low resolution. For the high resolution run, we split the SPH particles into 64 child particles with a mass $m_{\text{sph}} = 0.029 M_\odot$. Since the mass of gas in this stage of the simulation is $8 \times 10^3 M_\odot$, the high-resolution simulation had $2.7 \times 10^3$ gas particles. For the low resolution run, we split the SPH into 2 child particles, each of mass $0.92 M_\odot$.

Our goal for the SPH simulation was to follow the evolution of the kinematic dynamo, in which the field is so weak that it has no dynamical effects. As a result, we could follow the magnetic field evolution by tracking the evolution of the deformation tensor (see Appendix A) without invoking the full MHD equations. Tests of the accuracy of this formulation are described in Appendices A2 and A3 and shown in Fig. 1. Since our code treats only kinematic fields, the presence of magnetic monopoles associated with finite values of $\nabla \cdot B$ has no dynamical effects. The field is divergence-free in the second part of our simulation, which used the ORION2 MHD code.

As noted above, high resolution is important in simulating a dynamo. Federrath et al. (2011b) recommended that simulations use at least 64 cells per Jeans length for dynamo simulations, and Turk et al. (2012) adopted this recommendation. It is not clear how to implement this recommendation in an SPH code, and furthermore our treatment of the field is unique. In our simulation, the smoothing length for the high-resolution run was

\[ h_{\text{sph}} = h_f \left( \frac{m_{\text{sph}}}{\rho} \right)^{1/3} = 9.62 \times 10^{-8} \left( \frac{h_f m_{\text{sph}}^{1/3}}{n_H^{1/3}} \right) \text{ cm}, \tag{1} \]

where $m_{\text{sph}} = m_{\text{sph}}/(1 M_\odot)$ and $n_H$ is the density of H nuclei. The factor $h_f$ depends on the number of neighbour particles in a kernel; we set $h_f = 3.63$ so that at high resolution $h_f m_{\text{sph}}^{1/3} = 1.12$. The criterion for adequate resolution scales as

\[ \frac{\lambda_B}{h_{\text{sph}}} = 111 \frac{T_{\text{sph}}^{1/2}}{n_H^{1/6}}. \tag{2} \]

We anticipate that the dynamo will be well resolved at low densities, but not at high densities. Fig. 2 shows the relative behavior of the resolution in the Turk et al. (2012) simulation vs. that in the SPH stage of our simulation.

We continued the simulation until the the maximum density was $n_H \sim 10^8 \text{ cm}^{-3}$, corresponding to $\rho \sim 2 \times 10^{-16} \text{ g cm}^{-3}$. We assigned a value to the initial field such that the magnetic energy was 10 percent of the kinetic energy at that time (see Section 3.2). We then mapped the particles and magnetic field onto the grid of the ORION2 MHD code. This occurred at a redshift $z = 27.5$; the first star formed 9000 years later. We give more detail of this mapping procedure in Appendix B. Before the magnetic field values were mapped onto the ORION2 grid, we performed an additional divergence cleaning as described in Appendix A4.

2.2 Pop III Star Formation Simulation (ORION2 AMR MHD)

To treat the dynamical effects of the magnetic field, we use the ORION2 adaptive-mesh refinement (AMR), ideal MHD code (Li et al. 2012). For an accurate treatment of ideal MHD, the code uses constrained transport (CT) (Stone et al. 2008) coupled with a dimensionally unsplit corner transport

![Figure 1. Divergence error of the magnetic field for the high-resolution GADGET-2 simulation. The values of div $B$ are normalized to $|B|/h_{\text{sph}}$. Dashed red line follows the average divergence of over the range of density bins.](image-url)
Similar to the central 1 pc is generally that we can ignore the DM, since the total DM mass within 128 grid cells have a finite size, this means that the SPH particles outside the 0.5 pc box; since the SPH particles have a finite size, this means that the ONION2 density is accurate only within about 6 × 10^{17} cm of the center. The initial mass of gas in the ONION2 simulation was 1300 M_{\odot}. We employed outflow boundary conditions at the edge of the box, such that the gradients of the hydrodynamic quantities were set to zero when the system advances in time (e.g. Myers et al. 2013; Rosen et al. 2016). Once the simulation began, up to 8 additional levels of refinement were allowed. We ensured that the Jeans length was always resolved by at least 64 cells, as recommended by Federrath et al. (2011b) and Turk et al. (2012). On the finest level, one grid cell has a length of 4.7 × 10^{13} cm (3.1 au). We describe the criteria for refinement to higher levels in Appendix C. Cells on the highest level of refinement can additionally form mass-accreting sink particles, as also described in Appendix C. These sinks serve as numerical representations of Pop III protostars, and they accrete mass from within a radius of 4 grid cells (i.e. 12.5 au). We employed a merging criterion such that sinks are always merged if they come within the an accretion radius of each other, regardless of their mass (see Appendix C for further detail). To complete the simulation in a timely manner, we did not include radiation in our simulations. We therefore stopped the simulations 2000 yr after the first sink forms, when the most massive sink reached ∼ 30 M_{\odot} and radiative effects became important (e.g. Stacy et al. 2016).

The chemothermal evolution of each cell was updated at every time step. The adiabatic index was determined from the relative proportions of atomic and molecular gas. Here we mention in particular the uncertainty of the three-body H2 formation rate; we used the rate published by Forrey (2013). We describe the chemistry update procedure in more detail in Appendix D.

In sum, we followed the hydrodynamic evolution of the minihalo from z = 100 to 9000 yr before the formation of the first star using GADGET-2 SPH code; the evolution of the weak magnetic field during this time was tracked by following the evolution of the deformation tensor. When the field became dynamically important, we switched to the ONION2 AMR MHD simulation and followed the evolution of the field until 2000 years after the first star formed. We set t = 0 at the time of the formation of the first sink, so the transition from GADGET-2 to ONION2 occurred at t = −9000 yr. In addition to these two main simulations, we carried out a hydrodynamic run with ONION2 in order to determine the effects of magnetic fields on star formation and also a low-resolution simulation with GADGET-2.

3 INITIAL COLLAPSE IN A COSMIC MINIHALO WITH KINEMATIC B (GADGET-2)

3.1 Hydrodynamic Collapse

The initial stages of the collapse, beginning at z = 100 and leading to the first star, are covered by the GADGET-2 SPH simulation. Because the magnetic field has negligible strength in this state, the collapse is hydrodynamic. Fig. 3 shows the growth of the maximum density with time, while Fig. 4 is a snapshot of the density of the gas at the end of the SPH simulation. The roughly spherical shape with increasing density toward the center is consistent with previous cosmological simulations by various authors (Yoshida et al. 2006; Hirano et al. 2014). The temperature at the end of the GADGET-2 simulation is shown in Fig. 5.

In Paper I, we adopted the simple model of an impeded pressureless collapse for the the infall, in which the velocity is reduced by a factor \phi_{H} so that an initially uniform, static
spherically symmetric and cooling, the collapse time can be expressed as
\[ t_{\text{col}}(\rho) = \frac{4}{3\pi} \phi_t t_{ff}(\rho), \]
where \( t_{ff}(\rho) \) is the free-fall time at the initial density, \( \rho_0 \). Since the actual collapse is not pressureless, we expect that \( \phi_t \gg 1 \) so that the collapse is slowed. To infer the value of \( \phi_t \) from the simulation, we consider the collapse at late times, when the gravitational field is dominated by the gas. The infall velocity is then given by
\[ v_r = \frac{1}{\phi_t} \left( \frac{2GM(\rho)}{r} \right)^{1/2} (\rho \gg \rho_0), \]
where \( M(r) \) is the gas mass interior to \( r \). Integration of this equation under the assumption that \( \phi_t \) is constant implies that the time for the gas with a maximum density \( \rho \) to collapse to a star is
\[ t_{\text{col}}(\rho) = \phi_t t_{ff}(\rho), \]
where \( t_{ff}(\rho) \) is the free-fall time at a density \( \rho \). This time is shorter than the initial collapse time in equation (3) by a factor \( 4/3\pi \simeq 0.42 \) because here the gas is initially moving at the free-fall velocity. Fig. 6 shows the ratio of the collapse time to the free-fall time. Turk et al. (2012) obtained a similar result: For their run with 64 cells per Jeans length, they found a peak value \( t_{\text{col}}/t_{ff}(\rho) \simeq 7 \) at \( n_H \sim 500 \text{ cm}^{-3} \), similar to the peak value \( \sim 5 \) that we find at \( n_H \sim 600 \text{ cm}^{-3} \). Drawing upon the ORION2 results discussed in Section 4 below, we note that the gas collapsed from an initial peak density of \( 1.0 \times 10^8 \text{ cm}^{-3} \) to stellar densities in 9000 years, corresponding to \( t_{\text{col}} \simeq 2t_{ff} \); Turk et al. (2012) found the same ratio of \( t_{\text{col}}/t_{ff} \) for \( 10^7 \text{ cm}^{-3} \lesssim n_H \lesssim 10^{13} \text{ cm}^{-3} \). Our results show that \( \phi_t = (3\pi/4)t_{\text{col}}/t_{ff} = 2.36t_{\text{col}}/t_{ff} \) is in the range 4-12 over the entire range of densities in our simulations. In the density range covered by the GADGET-2 simulation (1 cm\(^{-3} \lesssim n_H \lesssim 10^8 \text{ cm}^{-3} \)), the average value of \( \phi_t \) is about 7, whereas in the ORION2 density range, we have \( t_{\text{col}}/t_{ff} \simeq 2 \) so that \( \phi_t \simeq 4.7 \).

The collapse of the gas generates turbulence. Previous simulations (Greif et al. 2012) of the collapse of minihalos of mass \( M_m \sim (2 - 3) \times 10^5 \text{ M}_\odot \) found turbulent velocities \( \sim 2 \text{ km s}^{-1} \), about half the virial velocity. In Fig. 7 we show the radial velocity relative to the density maximum and the turbulent velocity and Mach number, all measured at the end of the cosmological simulation. All velocities are measured relative to the velocity of the gas density peak and across 100 density bins, evenly spaced on a logarithmic scale. We define \( v_{\theta,i} \), as the velocity in the direction normal to both \( \hat{r} \) and the angular momentum of the shell. The turbulent Mach number in the \( i \)th shell, \( M_{\text{turb},i} \), is then defined as
\[ M_{\text{turb},i}^2 = 3|v_{\theta,i}|^2. \]

The decrease in the velocities at high densities is most likely due to limited resolution: For example, in the GADGET-2 simulation, the gas at \( n_H = 10^7 \text{ cm}^{-3} \) was at a radius \( r = 1.5 \times 10^{17} \text{ cm} \) and that at \( n_H = 10^8 \) was at \( r = 6 \times 10^{16} \text{ cm} \), whereas the resolution was \( 2 \times 10^{10} \text{ cm} \).

### 3.2 Kinematic Evolution of the Magnetic Field

As discussed in Section 2, our simulation of the evolution of the magnetic field occurred in two stages. In the first stage, we used the deformation tensor to track the evolution of a kinematic magnetic field with the GADGET-2 SPH code, starting at a redshift \( z = 54 \) and ending when the maximum density was \( 10^8 \text{ cm}^{-3} \). In the second stage, we mapped the data in a box of size 0.5 pc centered on the density maximum from the GADGET-2 code to the ORION2 code and followed the subsequent evolution of the field using ideal MHD. The absolute value of the field is irrelevant during the GADGET-2 simulation since it is purely kinematic, but a value must be chosen for the ORION2 MHD simulation. We chose an initial field \( B_0 = 4.5 \times 10^{-12} \text{ G (physical)} \) at \( z = 54 \), which corresponds to a field energy that was 10 percent of the kinetic energy at the onset of the ORION2 simulation. This initial field is much larger than the \( \sim 10^{-16} \text{ G} \) field expected from the Biermann battery operating in the turbulent minihalo (Paper I), but this is necessitated by the reduction in the dynamo growth rate due to the large numerical viscosity.

The growth of the field due to both compression and to dynamo action by the end of the GADGET-2 simulation is portrayed in Fig. 8, and the structure of the magnetic field is shown in the bottom panels of Fig. 4. At the end of the GADGET-2 simulation (\( t \sim -9000 \text{ yr} \)), the results can be fit with 4 power laws:
\[ B \simeq \begin{cases} 3.6 \times 10^{-11} n_H^{2/3} & \pm 0.05 \text{ dex} & (1 > n_H > 0.01), \\ 3.6 \times 10^{-10} n_H^{1.43} & \pm 0.10 \text{ dex} & (250 > n_H > 1), \\ 7.3 \times 10^{-10} n_H^{0.87} & \pm 0.06 \text{ dex} & (10^7 > n_H > 250), \\ 1.7 \times 10^{-8} n_H^{2/3} & \pm 0.02 \text{ dex} & (10^6 > n_H > 10^7), \end{cases} \]

where \( B \) is in G and \( n_H \) in \text{cm}^{-3}. (Keep in mind that the relative field strengths in this simulation are accurate, but the absolute values are significant only in that they provide continuity with the subsequent ORION2 MHD simulation.) Dynamo amplification begins at a density of \( n_H \sim 1 \text{ cm}^{-3} \), slows at a density of about 150 cm\(^{-3} \), and ends at a density of about \( 10^7 \text{ cm}^{-3} \). Most of the dynamo amplification occurs...
in the second of the four stages above; under the assumption that flux-freezing is valid, the dynamo amplifies the field by a factor 53 in this stage, whereas in the third stage the dynamo amplification is only a factor 9. Overall, most of the growth of the field during the GADGET-2 simulation is due to compression: the dynamo amplifies the field by a factor 470 out of the total amplification of $10^8$ for a density increase of a factor $10^8$ (the fact that both numbers are $10^8$ is a coincidence). If flux-freezing is violated, the dynamo is relatively more efficient (see the discussion below eq. 31).

The key assumption in our treatment of the magnetic field in GADGET-2 is that the kinetic energy is significantly greater than the magnetic energy. The equipartition field is

$$B_{\text{eq}} = (4\pi\rho)^{1/2}v_t = 5.30 \times 10^{-7} v_t\, n_H^{1/2} \text{ G.}$$

The typical velocity dispersion (see Fig. 7) is $1.5$ km s$^{-1}$. At the maximum density of $n_H = 10^8$ cm$^{-3}$ in the GADGET-2 simulation, the equipartition field is $8 \times 10^{-5}$ G, a little more that twice the field in the simulation (eq. 7). Since the dynamical effects are proportional to $B^2$, the kinematic assumption is well satisfied over much of the density range and marginally satisfied at the highest density.
4 FINAL STAGE COLLAPSE (ORION2)

Before magnetic fields become dynamically significant, we stop the simulation in GADGET-2 and continue it in the ORION2 MHD code to treat the dynamical effects of the fields accurately. The density and temperature in the ORION2 MHD simulation at the time of sink formation are shown in Fig. 5. Comparison of the MHD and hydro runs shows that the magnetic field affects the density and temperature only for \( r \gtrsim 10^{16} \) cm. The evolution of the density with time is shown in Fig. 10 (panel a). At the time the sink first forms and for \( 10^{15.5} \text{ cm} < r < 10^{18} \text{ cm} \), it is given approximately by

\[
  n_H = 1.0 \times 10^5 r_{18}^{-2.16} \text{ cm}^{-3},
\]

where \( r_{18} = r/(10^{18} \text{ cm}) \). This power law is quite close to the value 2.2 found by Omukai & Nishi (1998) in their 1D simulation of primordial star formation.

The ORION2 results on the chemical and thermal evolution displayed in Fig. 11 are consistent with previous work. This figure shows the state of the central 0.5 pc of gas just before initial sink particle formation. A fully molecular core of \( n_H > 10^{12} \text{ cm}^{-3} \) gas has formed in the dense region of \( n_H > 10^{12} \text{ cm}^{-3} \) gas. The adiabatic index evolved with density from approximately 5/3 to 7/5 as the gas transitioned to fully molecular at high densities.

The evolution of the field in this stage is shown in panels b and c of Fig. 10 and in Fig. 12. Most of the growth of the field in this stage is due to compression, as shown by the relative constancy of \( B/n_H^{2/3} \) at densities \( n_H > 10^7 \text{ cm}^{-3} \) in Fig. 12. Up to the point of sink formation (\( t = 0 \)), the maximum value of \( B/n_H^{2/3} \) occurs in the density range \( \sim 10^{7-8} \text{ cm}^{-3} \). For \( 3 \times 10^7 \text{ cm}^{-3} < n_H < 10^8 \text{ cm}^{-3} \), the ORION2 results for the magnetic field at \( t = 0 \) agree with the GADGET-2 results at \( t = -9000 \) yr to within 10 percent. This agreement makes sense since the free-fall time is less than 9000 yr only for \( n_H > 2.5 \times 10^7 \text{ cm}^{-3} \). At higher densities, a power-law fit to the field at \( t = 0 \) gives

\[
  B \simeq 7.7 \times 10^{-6} n_H^{0.59} \pm 0.05 \text{ dex} \quad (10^{12} > n_H > 4 \times 10^7)
\]
where again, $B$ is in G and $n_H$ in cm$^{-3}$. It should be noted that the actual slope of the $B - n_H$ relation varies with density: It is closer to $\frac{5}{3}$ than to 0.59 for $n_H \lesssim 8 \times 10^7$ cm$^{-3}$ and also for a short range around $n_H = 10^{10}$ cm$^{-3}$. The fact that the slope of the $B - n_H$ relation is less than 2/3 is consistent with the result of Xu & Lazarian (2020) that flux-freezing is violated in the nonlinear dynamo (see sections 6.1 and 6.2).

The slope 0.59 of the $B - n_H$ relation is intermediate between flux-freezing (slope of $\frac{5}{2}$) and equipartition (slope of $\frac{1}{2}$). As a result, the field gets closer to equipartition as the density increases. The equipartition field is

$$B_{eq} = 1.06 \times 10^{-6} \left( \frac{\nu}{\nu_c} \right) \frac{M_1^{1/2}}{\rho_H^{1/2}} \ G,$$

where we have normalized the turbulent velocity to the typical value for $n_H \lesssim 10^9$ cm$^{-3}$ in the lower panel of Fig. 7. The values of the specific energy of the magnetic field, the turbulence, and thermal motions are portrayed in Fig. 13a. Just before the formation of the first sink particle, the field energy is half the equipartition value at $n_H \approx 10^{10}$ cm$^{-3}$. The field becomes stronger than equipartition for $n_H \gtrsim 10^{12}$ cm$^{-3}$ because numerical viscosity damps the velocities at high densities, which are not well resolved (Fig. 7, lower panel).

5 EVOLUTION OF THE PROTOSTAR-DISK SYSTEM (ORION2)

We turn now to the results of the ORION2 simulation at $t > 0$, after the first sink has formed. A disk forms around this sink, and further sinks can form when it fragments. These sinks represent low-mass stars. To see how the magnetic field affects the formation of these stars, we compare the hydrodynamic ORION2 simulation with the main MHD ORION2 simulation.

5.1 Disk Fragmentation

5.1.1 Hydrodynamic case

We begin by discussing the results of the hydrodynamic run with ORION2. In the absence of rotation, fragmentation can occur in regions in which the enclosed mass exceeds the Bonnor-Ebert mass,

$$M_{BE} = \frac{c_s^2}{(G\rho)^{1/2}},$$

where $c_s^2$ is the sound speed. Dashed red line shows the result roughly follows $B_{eq}$ as determined at the end of the simulation result at higher densities. Dashed red line shows the result (Fig. 8).

$$M(r) = 4 \pi r^2 \rho(r) v(r).$$

Fig. 14 shows the accretion rate, $\dot{M}(r)$, versus radius at $t = 0$. At this time, the MHD and hydrodynamic cases look similar since magnetic fields do not yet have strong effects in the MHD case. In both cases $M$ ranges between $10^{-2}$ and $10^{-1} M_{\odot}$ yr$^{-1}$, consistent with the rate at which the sink mass grows (see Section 5.2).

In the hydrodynamic case, secondary sinks form throughout the 2000 yr following initial sink formation in regions of the disk where high accretion rates lead gas cells to become very dense and supercritical. In the hydrodynamic case, a supercritical grid cell is one in which $M > M_{BE}$, where $M$ is the mass within the grid cell and $M_{BE}$ is the Bonnor-Ebert mass (eq. 13). Sink cells are created when there are fewer than 4 grid cells per Jeans length at the finest level (level 8; see Appendix C), corresponding to one grid cell at level 6. (Recall that refinement to a higher level occurs when there are fewer than 64 cells per Jeans length, quite different from the criterion for sink formation.) To illustrate when the hydrodynamic case has periods of instability to fragmentation, Fig. 15 shows the maximum value of $M/M_{crit}$ on the sixth level of refinement (hereafter, the most critical level 6 cell). $(M/M_{crit})_{max}$ exceeds unity at multiple times after initial sink formation, generally close to times when secondary sinks form. There is not a one-to-one correspondence since sink formation is based on the density and temperature in the cells at the finest level of refinement (level 8), and the maximum density at that level generally exceeds the maximum density at level 6. Indeed, we found that $(M/M_{crit})_{max}$ at level 8 consistently exceeds unity when there is sink formation. To gain insight into the fragmentation, we plot $p_{max}$, the density in the most critical level 6 cell as a function of time in the left panel of Fig. 16. Times of high densities in these cells often correspond to periods of secondary sink formation.

Secondary sinks form in the disk at locations that range between 50 and 300 au from the initial sink (Fig. 17). We note a particular period of large $p_{max}$ and high $(M/M_{crit})_{max}$ at $t = 1000$ yr, when a burst of sink particle formation occurs (Fig. 18). The growth of disk instabilities and evolution of density are shown in Fig. 19. After the secondary sinks form within the densest gas in the hydrodynamic simulation, many of them are ejected to larger orbits in lower-density gas.
before reaching high masses, opening the possibility of long-
surviving low-mass Pop III stars. However, as we discuss in
the next section, this does not occur in the MHD simulation.

5.1.2 Effect of magnetic fields

We turn now to the results of the orion2 MHD simulation. After
initial sink particle formation, the magnetic field increases in
strength within the dense gas near the sink (Fig. 10). We note here that while sink particles accrete mass,
they do not accrete magnetic flux. For contemporary star
formation, the approximation that protostars do not accrete
flux is supported by observations that young stellar objects
have orders of magnitude less flux than the gas clouds from
which they form; theoretically, this is due to the effects of
non-ideal MHD (e.g., McKee & Ostriker 2007). Non-ideal ef-
fects are weaker near Pop III protostars since the ionizati-
on is higher than near contemporary protostars (e.g., compare
the results of Greif et al. 2012 for Pop III star formation with
those of Dapp et al. 2012 for contemporary star formation) and
the resistivity therefore lower. However, reconnection dif-
fusion efficiently allows magnetic flux to diffuse at a rate that
is independent of the resistivity (Lazarian 2014), so the ap-
proximation that most of the magnetic flux is not accreted
should be valid for Pop III stars as well. Because magnetic
flux is not allowed to accrete onto the sink particle whereas
mass does, the ratio of magnetic energy to mass (the specific
magnetic energy) initially increases (Fig. 13b). At late times
($t \gtrsim 1000$ yr) the magnetic energy slightly exceeds the ther-
mal and turbulent energies for high-density gas ($n_H \gtrsim 10^{10}$
cm$^{-3}$, corresponding to $r \lesssim 10^{16}$ cm) after sink forma-
tion.

The relative strength of magnetic and gravitational forces is
characterized by the magnetic critical mass, at which the
magnetic energy of the gas equals its self-gravitational energy,

$$M_c = M_{\phi} \frac{\Phi}{G/\pi}.$$  \hspace{1cm} (15)

where $\Phi$ is the magnetic flux and $c_\phi \simeq 1/(2\pi)$
(McKee & Ostriker 2007). Clouds that can undergo gravita-
tional collapse in the presence of a magnetic field are termed
magnetically supercritical ($M > M_{\phi}$), whereas those that
are magnetically supported so that they cannot collapse are
termed magnetically subcritical ($M_{\phi} > M$). Including the ef-
fects of both thermal pressure and magnetic fields, the critical
mass for gravitational collapse is (McKee 1989)

$$M_{\text{crit}} \simeq M_{\phi} + M_{\text{BE}}.$$  \hspace{1cm} (16)

The simulation shows that magnetic fields strongly sup-
press fragmentation: In contrast to the hydrodynamic run,
only two secondary sinks form, at approximately 30 and 300
years (Fig. 18). Furthermore, these sinks are very short-lived—
they form at 30-40 au from the main sink, and they quickly
merge with the main sink (see the following section). Fig. 15
shows that fragmentation is suppressed in the MHD case by
both thermal effects and magnetic effects. Thermal effects are
measured by $M/M_{\text{BE}} \propto (\rho/T)^{3/2}$, which is generally smaller
for the MHD case than the hydrodynamic case (Fig. 15). As
shown in Fig. 16, the lower density in the MHD case plays a
significant role in this: The mass in the most critical level 6

The simulation shows that magnetic fields strongly sup-
press fragmentation: In contrast to the hydrodynamic run,
only two secondary sinks form, at approximately 30 and 300
years (Fig. 18). Furthermore, these sinks are very short-lived—
they form at 30-40 au from the main sink, and they quickly
merge with the main sink (see the following section). Fig. 15
shows that fragmentation is suppressed in the MHD case by
both thermal effects and magnetic effects. Thermal effects are
measured by $M/M_{\text{BE}} \propto (\rho/T)^{3/2}$, which is generally smaller
for the MHD case than the hydrodynamic case (Fig. 15). As
shown in Fig. 16, the lower density in the MHD case plays a
significant role in this: The mass in the most critical level 6
cell never exceeds the Bonnor-Ebert mass, although it comes
close at $t \approx 1000$ yr. The strength of magnetic fields relative
to thermal pressure can be characterized by $\beta = 8\pi\rho c^2/B^2$. Fig.
16 shows the value of $\beta$ in the most critical level 6 cell,$\beta_{\text{max}}$, as a function of time. This value first drops below unity
at $t \approx 500$ yr. Decreases in $\beta_{\text{max}}$ tend to correspond to decreases in $\rho_{\text{max}}$ (left panel of Fig. 16), illustrating that mag-
netic fields can limit the ability of the gas to collapse to high
density. At late times ($t \gtrsim 1300$ yr), magnetic pressure
generally dominates thermal pressure in the most critical level 6
cell.

Magnetic fields also directly suppress fragmentation by sig-
ificantly increasing the critical mass for $t \gtrsim 500$ yr, when
$M_{\phi} \sim M_{\text{BE}}$. Together, thermal and magnetic effects keep
$M/M_{\text{crit}} < 0.4$. Fig. 20 shows that the area occupied by
strong magnetic fields increases with time.

Fig. 19 contrasts the MHD run, with no secondary sinks at
the times shown, with the hydrodynamic case, which has 7
secondary sinks at the final time. While the magnetic fields
do not significantly alter the large-scale morphology of the
star-forming disk, they are sufficiently strong on small scales
to inhibit secondary sink formation.

We note here that radiative feedback, which we did not
include in this simulation, has also been found to lower frag-

Figure 9. Density versus radius (left) and temperature versus density (right) at the point of initial sink formation ($t = 0$). Both the hydro and MHD cases in the orion2 simulations are shown.
However, Pop III radiative feedback typically has not been found to prevent fragmentation entirely (e.g. Stacy & Bromm 2014). Here we have found that magnetic fields can have even stronger fragmentation-suppressing effects at earlier times during sink accretion.

5.2 Sink Accretion and Merging: The IMF

The growth rate of the total sink mass in the hydro and MHD runs (Fig. 21) is similar for the initial 200 yr of accretion. Thereafter, the total sink mass increases much more rapidly in the hydro run due to the formation of several new sink particles (left panel of Fig. 18). The left panel of Fig. 21 also compares the hydro run with the equivalent 2016 \textsc{gadget-2} run, in which this same cosmological minihalo was simulated at a resolution length of \( \sim 1 \) au. The growth of the initial sink in the hydro run is closely consistent with the evolution seen in the 2016 \textsc{gadget-2} run only for the first 200 yr. After this, the total sink mass in the hydro run temporarily becomes considerably higher, which is likely due to the inclusion of radiative feedback in the 2016 \textsc{gadget-2} run. In both the hydro and MHD cases, after 200 yr the total sink mass is \( M_{\text{tot}} \sim 7 \, M_\odot \), while the overall accretion rate is a few times \( 10^{-2} \, M_\odot \, \text{yr}^{-1} \) (right panel of Fig. 18). While the total accretion rate remains high in the hydro run, it declines after about 200 yr in the MHD run; however, if the effect of mergers is eliminated, the accretion rate onto the most massive star in the hydro run is similar to that in the MHD run.

These results are in semi-quantitative agreement with the analytic theory of first star formation of Tan & McKee (2004). They determined the accretion rate onto the star-disk system, with a total mass \( m_{\text{tot}} = m_\star + m_d = (1 + f_d)m_\star \). They predicted that the disk was significantly larger than the accretion zone around the sink, so we compare our result with their result for the accretion rate onto the star itself,

\[
m_\star = 0.070 \left( \frac{\epsilon_{sd}K^{3/2}}{1 + f_d} \right) \frac{t_{\text{yr}}^{-3/10}}{10^3} \, M_\odot \, \text{yr}^{-1}
\]

from their equations (9) and (11), where \( \epsilon_{sd} \) represents the possible loss of mass from the disk due to outflows and

\[
K' = \frac{T_{\text{eff}}}{300 \, K} \left( \frac{10^4 \text{ cm}^{-3}}{n_H} \right)^{0.1}
\]

is a normalized entropy parameter for a gas with an effective ratio of specific heats \( \gamma = 1.1 \), which is typical of primordial star-forming gas (Omukai & Nishi 1998). The effective temperature \( T_{\text{eff}} = (1 + M^2/3)T \) includes the effects of turbulence. No outflows were observed in our simulations, so \( \epsilon_{sd} = 1 \). The low resolution of our simulation prevents an accurate determination of \( f_d \), so we shall adopt the Tan & McKee (2004) value, \( f_d = \frac{4}{3} \). They did not consider fragmentation or magnetic fields, so we compare with the total accretion rate for the hydrodynamic run. The predicted
Figure 11. Variation of different quantities with density in the Orion2 MHD simulation just prior to initial sink formation (\(t = 0\)). Top left: Temperature versus density. Top right: H\(^+\) fraction versus density. Bottom left: Adiabatic index \(\gamma\) versus density. Bottom right: H\(_2\) fraction versus density. This primordial gas evolution agrees well with previous work (e.g. Yoshida et al. 2006, Greif et al. 2012, Stacy and Bromm 2014).

Sink mergers occur rapidly in the hydro run (see Appendix C for more detail). Comparing the hydro and the 2016 GADGET-2 runs, more sinks form while a smaller number of these sinks merge together in the 2016 GADGET-2 run. This leads to a significantly higher number of surviving sinks at later times in the 2016 GADGET-2 run (dotted line in left panel of Fig. 18). The difference in sink number may be attributed to the smaller resolution length of 1 au as well as the inclusion of radiative feedback in the 2016 GADGET-2 run. In both the hydro and 2016 GADGET-2 runs, however, the sink merger rate becomes similar to the formation rate for \(t \gtrsim 1000\) yr. These rates cancel each other, yielding a roughly constant sink number at later times, \(\sim 10\) sinks in the hydro run and \(\sim 40\) sinks in the 2016 GADGET-2 run.

We also note a significant merger of two sinks with masses \(\sim 4\,M_\odot\) and \(\sim 12\,M_\odot\) at 600 yr in the hydro run, visible as the jump in the blue line in Fig. 21. In the last simulation snapshot prior to their merger, these two sinks had a relative distance and velocity of 50 au and 20 km s\(^{-1}\). These sinks were thus gravitationally bound. It is likely that the sink merger represents the formation of an unresolved binary star instead of a true protostellar merger. In their adiabatic expansion phases, Pop III protostars reach radii exceeding 100 \(R_\odot\); eventually, their radii decrease as the protostar evolves towards the zero-age main sequence (Tan & McKee 2004; Hosokawa et al. 2010). However, these protostellar sizes are small compared to the 12 au accretion radius of the sink cell, so we cannot be sure that the stars formed a binary instead of merging. Because a merger of such massive protostars would have led to significant radiative emission that
we do not include, our simulation more closely models the outcome of a tight binary.

Given these rates of sink formation, accretion, and merging, the final mass distribution of sinks (Fig. 22) differs considerably between the MHD and hydro runs. The hydro run has 9 sinks ranging in mass from $\lesssim 1$ to 27 $M_\odot$, and a combined sink mass of 60 $M_\odot$. Our results suggest that magnetic fields effects thus do not much alter the mass of the primary star, but they do prevent formation of additional lower-mass stars, thereby favoring a top-heavy IMF.

6 THEORY VS SIMULATION: GROWTH OF THE MAGNETIC FIELD

How does the growth of the magnetic field in a gravitationally collapsing cloud compare with that predicted in Paper I? The GADGET-2 simulation, which did not include the Lorentz force, followed the kinematic stage of the dynamo, whereas the ORION2 simulation primarily followed the nonlinear evolution in which magnetic forces are important. We consider each in turn.

6.1 Prediction for GADGET-2: The kinematic dynamo

The magnetic field in the gas that formed the first stars quite possibly originated via the Biermann battery and was then amplified by a small-scale dynamo. Field amplification occurred due to the stretching and folding of the field by turbulent motions. For Kolmogorov (i.e., subsonic) turbulence with an outer scale $L$, the properties of a kinematic dynamo (negligible Lorentz forces) are governed by two dimensionless numbers, the Reynolds number, $Re = L v_L / \nu$, where $v_L$ is the velocity in eddies of scale $L$ and $\nu$ is the kinematic viscosity, and the magnetic Reynolds number, $R_m = L v_L / \eta$, where $\eta$ is the resistivity. The ratio of these quantities is the magnetic Prandtl number,

$$P_m \equiv \frac{\nu}{\eta} = \frac{R_m}{Re},$$

which is generally large in astrophysical plasmas. (If the resistivity is due to ambipolar diffusion, it depends on the strength of the field and another dimensionless parameter enters—see Paper I). In Kolmogorov turbulence, the energy dissipation rate, $\epsilon \equiv \nu^2 / L$, is constant in the inertial range. The smallest eddies occur on the viscous scale, $\ell_\nu$, at which the local Reynolds number is unity, so that $\nu = \ell_\nu v_\nu$. It follows that

$$\ell_\nu = \left( \frac{\nu^3}{\epsilon} \right)^{1/4} = \frac{L}{Re^{3/4}},$$

$$v_\nu = \left( \epsilon \nu \right)^{1/4} = \frac{v_L}{Re^{1/4}}.$$\hspace{1cm} (20)

The eddy turnover rate at the viscous scale is

$$\Gamma_\nu = \frac{v_\nu}{\ell_\nu} = \left( \frac{v_L}{L} \right) Re^{1/2}.$$\hspace{1cm} (22)

In the kinematic stage of a dynamo, the field is too weak to have any dynamical effects and it grows exponentially; $B \propto \exp(\Gamma t)$. Astrophysical gases are generally characterized by very large Reynolds numbers. Furthermore, the magnetic Prandtl number is often large as well, particularly when the field is weak in a dynamo operating after recombination (Appendix A in Paper I). For $Re \gg 1$ and $P_m \gg 1$, the field is expected to be amplified on the time scale of the fastest eddies, $\sim \Gamma_\nu^{-1}$ (Kulsrud & Anderson 1992; Schekochihin et al. 2002a; Federrath et al. 2011b). We therefore express the growth rate of the field as

$$\Gamma = C_T \Gamma_\nu = C_T \left( \frac{v_L}{L} \right) Re^{1/2},$$ \hspace{1cm} (23)

where $C_T$ is a constant to be determined. In the numerical example they worked out, Kulsrud & Anderson (1992) estimated $C_T = 4\pi$. Schober et al. (2012a) solved the Kazantsev (1968) equation and found $C_T = 37/36 \simeq 1$ for Kolmogorov turbulence. The result $\Gamma = \Gamma_\nu$ for $Re, P_m \gg 1$ has generally been adopted in subsequent work (e.g., Xu & Lazarian 2016). During the operation of a dynamo, the field gets folded on smaller and smaller scales. When the smallest scale reaches the resistive scale (middle panel in Fig. 1 in Paper I), the growth rate of the field is reduced by a factor 3/8 (Kulsrud & Anderson 1992; Schekochihin et al. 2002a), so $C_T \simeq 3/8$. Xu & Lazarian (2016) suggested that this applies throughout the kinematic stage for $P_m \sim 1$. On the other hand, the results of numerical simulations (Haugen et al. 2004; Federrath et al. 2011a,b) are consistent with $C_T \ll 1$, presumably because of the greater importance of dissipation at the moderate values of the magnetic Prandtl number in simulations, $P_m \sim 1$ (see Appendix E).

The dynamo during star formation occurs in a contracting medium. In order to treat a dynamo in a time dependent background, the treatment in Paper I followed that of Schleicher et al. (2010) and Schober et al. (2012b) and took the time dependence as separable from the dynamo action. The evolution of the field was expressed as the product of a dynamo amplification factor, $A$, and a compression factor based on flux-freezing. When the flux is frozen to the plasma, the field will increase as $B \propto n_H^{2/3}$ for an isotropic, homologous collapse or when the field is randomly oriented...
on the scale of the collapse. The first condition is approximately satisfied for the collapsing gas in a minihalo, and the second is valid for small scale dynamo in a global collapse. Flux-freezing breaks down below the resistive scale, but the field on those scales makes only a negligible contribution to the total field. In this paper, we assume flux freezing only for the kinematic stage of the dynamo so that

\begin{equation}
B = B_0 \xi^{2/3} A_{\text{kin}},
\end{equation}

where \( \xi \equiv \rho / \rho_0 \) is the ratio of the density to its initial value and the dynamo amplification is exponential,

\begin{equation}
A_{\text{kin}} = \exp \left( C \Gamma \int \Gamma_\nu dt \right). 
\end{equation}

\begin{table}
\centering
\begin{tabular}{cccc}
\hline
Run & Sink Number & Max. Sink Mass [M_\odot] & Min. Sink Mass [M_\odot] & Total Sink Mass [M_\odot] \\
\hline
Hydro & 9 & 27 & 1 & 60 \\
MHD & 1 & 26 & - & 26 \\
\hline
\end{tabular}
\caption{Characteristics of the sink particles at the end of the hydro and MHD runs (t = 2000 yr). The hydro run has many sink particles form over a range of masses, while in the MHD run only one large sink particle survives.}
\end{table}
show that stars, the dynamo action was rapid so that the compression sinks formed. Secondary sinks form throughout the hydro run at indicate the time and initial distance at which smaller secondary main sink over time in the hydro simulation. Magenta-colored dots Figure 17. Distance of the three largest secondary sinks from the main sink over time in the hydro simulation. Magenta-colored dots indicate the time and initial distance at which smaller secondary sinks formed. Secondary sinks form throughout the hydro run at distances ranging from 50 to 300 au.

Paper I showed that in the case of the formation of the first stars, the dynamo action was rapid so that the compression factor $\xi^{2/3} \approx 1$. By contrast, the small value of $R_{\text{in}}$ in simulations leads to slower amplification than in reality, and as a result compression is important in increasing the field during the kinematic stage. Federrath et al. (2011b) showed that the outer scale of the turbulence in a gravitationally collapsing medium is approximately equal to the Jeans length,

$$\lambda_{\text{J}} = \frac{\pi c_{\text{s}}^{2}}{G\rho}^{1/2} = \left(\frac{32}{3}\right)^{1/2} c_{\text{s}} t_{\text{ff}},$$

so that

$$C_{T} \int \Gamma_{v} dt = \left(\frac{3}{32}\right)^{1/2} C_{T} \left(\langle M \rangle \int \frac{R^{1/2} dt}{t_{\text{ff}}} \right),$$

where $\langle M \rangle$ is the time-averaged value of the Mach number. The viscosity in SPH codes is $\nu_{\text{SPH}} = 0.06 c_{\text{s}} h_{\text{min}}$ (Bauer & Springel 2012), where the smoothing length is given in equation (1). With the aid of equation (I.80) (equation 80 in Paper I), this gives $Re = 720 v_{t,5} / n_{H}^{1/6}$, where $n_{H}$ is measured in cm$^{-3}$. In Paper I, we defined the integral

$$I_{\phi}(\xi_{1}, \xi) = \frac{1}{\phi_{H} t_{\text{ff},0}} \int_{t_{\text{ff}}(\xi)}^{t(\xi)} \xi^{2} dt,$$

where $\phi_{H}$ is defined in equation (3). Now, when the outer scale of the turbulence is the Jeans length, which varies as $\xi^{-1/2}$, it follows that $Re \propto \xi^{-1/6}$ from equation (I.C21); then $q = 5/12$ since $t_{\text{ff}} \propto \xi^{-1/2}$. Figures 6 and 7 show that $\phi_{H}$, which enters the integral implicitly through its effect on the rate of collapse, and $v_{t}$ both vary with density and therefore time. However, there is no systematic variation of these quantities, and furthermore the evaluation of $I_{\phi}$ is based on the assumption that $\phi_{H} = \text{const}$. We therefore take average values for these quantities and the temperature, which gives

$$C_{T} \int \Gamma_{v} dt = 3.17 \left(\frac{C_{T} v_{t,5}^{3/2} \phi_{H}}{T_{3}^{1/2} n_{H}^{1/12}}\right) I_{5/12}(1, \xi),$$

$$\cong 58 C_{T} I_{5/12}(1, \xi),$$

where we took $v_{t,5} = v_{t}/(10^{3} \text{ km s}^{-1}) = 1.5$, $\phi_{H} = 7$ (section 3), $T_{3} = T/(10^{3} \text{ K}) = 0.5$ and $n_{H,0} = 1 \text{ cm}^{-3}$, so that $\xi = n_{H}/(1 \text{ cm}^{-3})$. Equations (24) and (25) then imply

$$B = 3.6 \times 10^{-11} n_{H}^{2/3} \exp \left[58 C_{T} I_{5/12}(1, \xi)\right] G,$$

where we took the value of $B_{0}$ from equation (7). Evaluating $I_{5/12}(1, \xi)$ numerically, we find that equation (31) reproduces the simulation results over the entire range of dynamo amplification, $1 \text{ cm}^{-3} < n_{H} < 10^{7} \text{ cm}^{-3}$, to within a factor 2 for $C_{T} = 0.066$. Note that this agreement covers the growth of the field by a factor in excess of $10^{7}$ and includes the density ranges that were fit by the quite different power laws in equation (7), $B \propto n_{H}^{1.43}$ and $B \propto n_{H}^{0.87}$. The fit is very sensitive to the value of $C_{T}$: If it is increased by 10 percent, the agreement with the simulation is degraded from a factor 2 to a factor 3.5.
While $C_T$ is accurately determined for the parameters that we have chosen, it is actually the product of $C_T$ and the factors that enter the number 58 in equation (30) that is well determined; $C_T$ itself is as uncertain as those factors. Furthermore, we have followed Schleicher et al. (2010) and Schober et al. (2012b) in assuming that compression obeys flux-freezing, so that $B \propto \xi^{2/3}$ in equation (24). In section 6.2 below, we shall see that our simulation is consistent with $B \propto \xi^{0.54 \pm 0.58}$ for the nonlinear dynamo, which violates flux-freezing (Xu & Lazarian 2020). It is possible to get good fits to the data for the kinematic stage with exponents that differ from 2/3; for example, setting $B \propto \xi^{2/3}$ due to compression, but they did not investigate other possibilities.

In Paper I, we assumed that $C_T = 3/8$ for simulations based on an extrapolation of theoretical results for high values of $P_m$ to $P_m \simeq 1$ (Xu & Lazarian 2016), but here we find that $C_T$ is smaller by a factor 4 – 6. As discussed in Appendix E, the results of Federrath et al. (2011a)’s simulation of a static turbulent box correspond to $C_T \simeq 0.026$, whereas those of Federrath et al. (2011b) for a cloud undergoing a more rapid collapse than the cloud in our simulation correspond to $C_T \simeq 0.1$. The value of $C_T$ we have found is intermediate between these values, but closer to that of the collapsing cloud. We attribute the small growth rate of the collapsing cloud. We attribute the small growth rate of the kinematic dynamo in the formation of the first stars operates at low densities and high $P_m$, and we have no evidence that $C_T$ deviates from the theoretically expected value of 1 there.

As shown in section 3.2, the magnetic energy is less than about 20 percent of the kinetic energy during the GADGET-2 simulation. However, nonlinear effects first set in on small scales, when the energy density of the field matches the kinetic energy in viscous scale eddies (Xu & Lazarian 2016). This occurs at a magnetic field $B_\nu$ given by equation I.95,

$$B_\nu = (4\pi \nu)^{1/2} \nu_\nu = 1.00 \times 10^{-7} (h_f m_{\rm sph}^{1/3} v_{1/5}^{3/4} t_{1/5}^{11/24}) \, \text{G},$$

(32)

where $h_f m_{\rm sph}$ = 1.12 (eq. 1). For the average velocity of 1.5 km s$^{-1}$, this equals the simulated field summarized in equation (7) at a density $n_{H,\nu} \simeq 10^7$ cm$^{-3}$. Our kinematic assumption begins to fail on small scales shortly before we terminate the GADGET-2 simulation. It should be noted that $B_\nu \propto Re^{-1/4}$ (eq. 21), and since it is not possible to simulate the large Reynolds numbers found in Nature, the transition to a nonlinear dynamo occurs later in a simulation than in reality.

Haugen et al. (2004) showed that the dynamo ceases to operate below a critical value of the magnetic Reynolds number, $R_{m,\text{crit}} = 220$ (see Appendix E). For a fixed value of $P_m$, this corresponds to a critical value of $Re$. Since $Re$ in an SPH simulation varies as $n_H^{-1/3}$, as shown above, this critical value of $R_{m}$ corresponds to a maximum density for operation of the dynamo, $n_{H,\text{max}}$. Our simulation shows that dynamo amplification ceased at $n_H \simeq 10^7$ cm$^{-3}$ (eq. 7). For our SPH simulation, we expect (eq. I.82),

$$n_{H,\text{max}} = 1.14 \times 10^3 v_{1/5} t_{1/5}^{11/24} \, \text{pm} \, \text{cm}^{-3}.$$  

(33)

Even though $v_{1/5}$ and $P_m$ are uncertain by factors of only about 1.5 or so, the high powers to which they enter into this equation make the maximum density for the dynamo quite uncertain. In Paper I, we adopted $P_m = 1.4$; for the average turbulent velocity of 1.5 km s$^{-1}$ estimated above, this corresponds to $n_{H,\text{max}} = 2.7 \times 10^5$ cm$^{-3}$. On the other hand, if
$P_m = 2$, as adopted by Federrath et al. (2011a), this becomes $n_{H, \text{max}} = 6.6 \times 10^6 \text{ cm}^{-3}$, close to our simulation result. As a result, the best that can be said is that the simulation is consistent with the theoretical expectation for the value of $n_{H, \text{max}}$.

The predicted evolution of an SPH simulation of a small-scale dynamo was shown in Figure 4a in Paper I. Since $n_{H, \text{max}} \simeq n_{H, \nu} \simeq 10^7 \text{ cm}^{-3}$, the trajectory of the simulated dynamo is intermediate between the curves for $\phi_{\nu} = 1$ and 2 in the figure: it intersects the line for $n_{H, \text{max}}$ at about the same point that the line labeled $B_{\nu}$ does. This is to be expected, since the product $C_\Gamma \phi_{\nu} = 0.46$ in our simulation is between the values (3/8, 3/4) for the $\phi_{\nu} = (1, 2)$ curves in the figure.

### 6.2 Prediction for ORION2: The nonlinear dynamo

We switched from GADGET-2 to ORION2 when the peak density reached $n_{H} = 10^{8} \text{ cm}^{-3}$. As just noted, nonlinear effects become important on small scales when $B = B_{\nu}$. Since the numerical viscosity for grid-based codes differs from that for SPH codes, so does the value of $B_{\nu}$:

$$B_{\nu} = 1.11 \times 10^{-5} \left( \frac{J_{\text{max}}}{0.64} \right)^{1/3} v_{\text{turb}}^{1/2} n_{H}^{1/2} \text{ cm}^{-3}, \quad (34)$$

where $J_{\text{max}} = \max(\Delta x/\lambda_J)$ is the Jeans number (Appendix C), which we set equal to 1/64 as recommended by Federrath et al. (2011b). For a typical value of the turbulent velocity in the ORION2 run of 2 km s$^{-1}$, the simulated field reaches $B_{\nu}$ at a density $n_{H} = 7 \times 10^6 \text{ cm}^{-3}$. Since we focus on densities $\gtrsim 10^8 \text{ cm}^{-3}$ in the ORION2 simulation, the dynamo is always in the nonlinear stage in this simulation. We note that Turk et al. (2012) assumed a much weaker initial field than we did, $B_0 = 10^{-14} \text{G}$, and as a result their dynamo simulation was entirely in the kinematic stage.

The treatment of the nonlinear dynamo in Paper I followed the treatment of Schleicher et al. (2010) and Schober et al. (2012b) in assuming that the dynamo effect was independent of a change in the mean density so that the two effects added (eq. I.43). Xu & Lazarian (2020) have given a self-consistent derivation of the equation for a nonlinear dynamo in a time-dependent medium in which they drop this assumption. We generalize their treatment and follow the evolution of the dy-
Figure 20. Same as Fig. 19, but depicting B-field magnitude for the MHD run. Regions of high B-fields grow gradually larger over time, extending steadily further from the main sink.

Figure 21. Left: Comparison of sink masses in the ORION2 hydrodynamic simulation with the 2016 GADGET-2 simulation, which had higher resolution and radiative feedback. Solid black line shows the sum of all sinks in the ORION2 simulation; dashed black line is for the same halo in the 2016 GADGET-2 simulation. The solid (dotted) blue line shows shows the mass growth of the most massive sink in the ORION2 (GADGET-2) simulation, respectively. Right: Same as left panel, but for the ORION2 MHD run. Unlike in the hydro case, the largest sink in the MHD case has no secondary sinks to merge with and thus undergoes smoother growth rate.
time, which is a good approximation for the ORION2 stage of the collapse. Since the dissipation rate is independent of scale in the inertial range, it follows that \( \epsilon = \frac{v_p^2}{\tau_p} = \frac{v_p^4}{L} \propto \lambda^{-1} \) so that \( \epsilon = \epsilon_{\xi}(\xi/\xi_1)^{1/2} \). Evaluating \( \mathcal{E}_B/\mathrm{d} \ln t \) from both equations (35) and (37) and solving for \( \mathcal{E}_B \) gives

\[
\mathcal{E}_B = \left( \frac{\xi}{\xi_1} \right)^{\alpha} \mathcal{E}_{B_1} + \frac{\chi \epsilon_{\xi} \xi^2}{\xi_1} \int_{t_1}^{t} \xi(t') \xi(t')^{-a} \mathrm{d}t',
\]

where

\[
\alpha = \frac{1}{3} - \frac{10}{19} \chi_{\text{ref}}.
\]

Here we have replaced their factor \( 3/38 \approx 0.079 \) in equation (38) by a parameter, \( \chi \). We generally set \( \chi = 1/16 \approx 0.067 \), which is intermediate between \( 3/38 \) and \( 0.05 \), the result of the numerical simulation by Beresnyak (2012); it is close to 0.07, the result of the simulation of Cho et al. (2009). Xu & Lazarian (2020) chose the normalization \( \xi_1 = 1 \). They set \( \chi = 3/38 \), which corresponds to \( \alpha_{\xi} = \frac{1}{3} \) and \( \alpha = 4/57 \); equation (38) then agrees with their result. For the flux-freezing case, \( \alpha_{\xi} = 0 \) (so that \( \alpha = \frac{1}{3} \)), \( \xi_1 = \xi_{\nu} \), and \( \mathcal{E}_{B_1} = \mathcal{E}_{B_{\nu}} \) (the onset of the nonlinear stage), equation (38) agrees with equation I.44 in Paper I.

The first term in equation (38) represents compression of the initial field, whereas the second represents the effect of the dynamo. As emphasized by Xu & Lazarian (2020), their result that \( \alpha = 4/57 \) implies that compression has a weaker effect on the field than in the case of flux-freezing, \( B \propto \xi^{0.5/4+1/57} = \xi^{0.54} \) vs. \( B \propto \xi^{2/3} \). The homologous case is intermediate, \( B \propto \xi^{0.5/4+3/38} = \xi^{0.58} \).

Our goal here is to predict the field in the ORION2 simulation just before the first sink forms. As discussed above, the flux becomes disconnected from the gas in the sink, so it is not possible to follow the field evolution after sink formation. We focus on the gas at densities above the initial maximum of \( 10^8 \) cm\(^{-3} \) since gas at lower densities does not have time to evolve much before the sink forms. Since the initial density was \( n_0 \approx 1 \) cm\(^{-3} \), it follows that \( \xi > 10^8 \). The integral that enters equation (38) is proportional to the quantity \( I_{1/2-\alpha} \) defined in equation (28); for large \( \xi^{1/3} \) this quantity is given by equation I.B17:

\[
\int_{t_1}^{t} \xi^{2-\alpha} \mathrm{d}t \approx \frac{2\phi_B M_{\text{ref}}}{3\pi\alpha} \left( \frac{1}{\xi_1^3} - \frac{1}{\xi^3} \right).
\]

Evaluating the dissipation rate \( \epsilon_{\xi} \) with the aid of equation (26), we obtain

\[
\mathcal{E}_B = \left( \frac{\xi}{\xi_1} \right)^{\alpha} \mathcal{E}_{B_1} \left( \frac{\xi}{\xi_1} \right)^{-1}.
\]

We can re-express this in terms of the nonlinear dynamo amplification factor beginning at \( \xi_1, A_1 \), by factoring out the effect of compression of the initial field,

\[
\mathcal{E}_B = \left( \frac{\xi}{\xi_1} \right)^{\alpha} \mathcal{E}_{B_1} A_1^2,
\]

so that

\[
A_1^2 = 1 + 0.0081 \frac{\phi_B M_0}{a} \left( \frac{\chi}{1/16} \right) \left[ 1 - \left( \frac{\xi_1}{\xi} \right)^{\alpha} \right] \frac{4}{\mathcal{E}_{B_1}}.
\]

Dynamo amplification \( A_1^2 \gg 1 \) can be important only if the field is initially well below equipartition \( \mathcal{E}_{B_1} \ll \frac{1}{4} v_p^2 \).

The one remaining complication is that \( \xi_1 \) is a function of

Figure 22. Histogram of sink masses at the time of final simulation output (\( t = 2000 \) yr). Red depicts the result in the hydro case without magnetic fields, while blue shows the result in the MHD case when they are included. Only a single 26 M⊙ sink forms when magnetic fields are included, while a total of 9 sinks ranging from 1 to 27 M⊙ form in the hydro case. This demonstrates the extent to which magnetic fields suppress secondary sink formation.

\[
\mathcal{E}_B \mathcal{E}_{B_{\text{ref}}} \left( \frac{k_p}{k_{\text{ref}}} \right)^{5/2} \exp \left( \frac{3}{4} \int_{t_1}^{t} \Gamma \mathrm{d}t \right),
\]

where the subscript “ref” denotes a reference value and \( k_p \) is the wavelength at which the turbulent eddies in the inertial range are in equipartition with the field (Xu & Lazarian 2016). In the absence of dynamo action, \( \mathcal{E}_B = B^2/(8\pi \rho) \) would increase as \( \rho^{1/3} \) in an isotropic compression, so that \( \mathcal{E}_{B,\text{ref}} = \mathcal{E}_{B_1}(\xi/\xi_1)^{1/3} \) (Xu & Lazarian 2020). They couple the dynamo to the compression by assuming that the reference wavelength scales inversely with the Jeans length, \( k_{\text{ref}} \propto \lambda_J^{-1} \propto \xi^{1/2} \) for isothermal contraction. We refer to this as the Jeans-regulated case. Since the outer scale of the turbulence in a gravitationally collapsing cloud is the Jeans length (Federrath et al. 2011b), it follows that the velocity, and therefore the rate of change of the field, responds to the Jeans length. However, it is also plausible that the reference length responds in a homologous fashion to the contraction so that \( k_{\text{ref}} \propto \xi^{1/3} \). To allow for a range of possibilities, we write

\[
k_{\text{ref}} = (\xi/\xi_1)^{\alpha_{\text{ref}}} k_{\text{ref,1}},
\]

where \( \alpha_{\text{ref}} = (\frac{1}{2}, \frac{1}{3}, 0) \) for \( \alpha_{\text{ref}} = \lambda_J = \text{const} \) (Jeans-regulated, Xu & Lazarian 2020), \( k_{\text{ref,1}} = \text{const} \) (homologous), and \( k_{\text{ref}} = \text{const} \) (flux-freezing, Paper I), respectively.

We now follow the derivation of Xu & Lazarian (2020). The growth rate of field is \( \Gamma = \tau_p/v_p \), where \( v_p \) is the eddy velocity on the scale \( \ell_p \). Since the field is in equipartition with eddies on that scale, \( \mathcal{E}_B = \frac{1}{2} v_p^2 \). It follows that

\[
\Gamma \mathcal{E}_B = \frac{1}{2} \left( \frac{v_p^2}{\ell_p} \right) = \frac{1}{2} \mathcal{E}_B.
\]

They assume that the turbulent velocity is independent of
of position and therefore of $\xi$ for a medium with a spatially variable density as we are considering (see Fig. 10). By contrast, Xu & Lazarian (2020) considered a uniform medium and took $\xi_1 = 1$. The late stages of collapse are described by equation (4), which implies

$$\frac{r}{r_0} = \frac{r}{r_0} \left(\frac{\Delta t}{t_{tt,0}}\right)^{3/2},$$

where $\Delta t = t - t_1$. In terms of the compression ratio, $\xi = (r_0/r)^3$, this becomes

$$\xi_1^{1/2} - \xi^{-1/2} = \xi_{1u}^{1/2},$$

where $\xi_{1u}$ is the upper limit on $\xi_1$, corresponding to the initial compression of the gas that reaches the origin at a time $t$. The ORION2 simulation begins at $t_1 = -9000$ yr. We evaluate the field at $t = 0$, when gas with an initial density of $10^5$ cm$^{-3}$, corresponding to $\xi = 10^8$, reaches the origin. It follows that $\xi_{1u} = 10^8$, and one can show that the right-hand sides of equations (44) and (45) agree for $\phi_{\Omega} = 4.7$ (see below eq. 5) and $\Delta t = 9000$ yr.

The field in a nonlinear dynamo implies by equation (42) is

$$B = B_1 A_1 \left(\frac{\xi}{\xi_1}\right)^{(1 + a)/2},$$

where $B_1(\xi_1)$ is the value of the field at time $t_1$; in our case, $t_1 = -9000$ yr. According to equation (45), $\xi_1$ decreases from $\xi_{1u} = 10^8$ for $\xi \to \infty$ to 0.25$\xi_{1u}$ at $\xi = \xi_{1u}$. Equation (7) gives this field in our simulation as

$$B_1 = 1.7 \times 10^{-8} \xi_{1u}^{2/3} C$$

for $\xi_1$ in the range $10^7-8$, corresponding to $E_{B1} = 5.15 \times 10^6 \xi_{1u}^{2/3}$ cm$^{-2}$ s$^{-2}$. In the ORION2 simulation we have $n_{1u} \approx 2$, $T_3 \approx 1$ (corresponding to $M \approx 0.8$), and $\phi_{\Omega} = 4.7$. With the aid of equations (43) and (45), we evaluate this field and plot its ratio to the result of our simulation in Fig. 23.

Four cases are considered. The first three have $\chi = 1/16$: Flux freezing ($a = 1/3$); homologous response ($a = 3/19$); and Jeans-regulated ($a = 4/57$). The fourth case is the Jeans-regulated case with $\chi = 3/38$, as found by Xu & Lazarian (2020). A summary of the results over the range $3 \times 10^8 < \xi < 6 \times 10^{11}$ is

$$a = \frac{1}{3} : 1.28 < B/B_{\text{sim}} < 2.17,$$

$$a = \frac{3}{19} : 1.07 < B/B_{\text{sim}} < 1.19,$$

$$a = \frac{4}{57} : \left\{\begin{array}{ll}
0.86 < B/B_{\text{sim}} < 1.08, \\
0.93 < B/B_{\text{sim}} < 1.14 \quad (\chi = \frac{3}{38}),
\end{array}\right.$$

where $\chi = 1/16$ for the first three cases. The first case (flux-freezing) is clearly the worst and can be rejected. The homologous case ($a = 3/19$) has the smallest dispersion, whereas the Jeans-regulated cases ($a = 4/57$) are closest to unity, and they also maintain their fits over a somewhat larger range. All three are remarkably good fits when one considers that (1) the value of $E_{B1} \propto B^2$ that entered had an uncertainty of 0.04 dex $\approx 10$ percent from equation (7); (2) the theory assumes perfect spherical symmetry, which is not satisfied by the simulation; and (3) the density is approaching the maximum above which $R_m$ is too small for the dynamo to operate, $n_{H,\text{max}} = 1.2 \times 10^{12}$ cm$^{-3}$ (Paper I). (The value of $n_{H,\text{max}}$ here is much larger than for the GADGET-2 simulation, $10^{10}$ cm$^{-3}$, because we have chosen a higher resolution for the ORION2 simulation.)

Finally, (4) the field is approaching equipartition, but this was not taken into account. Equiapritation is reached when $E_B = \frac{1}{4} \xi_1^2$, which occurs at

$$\xi_{\text{eq}} = \xi_1 \left(1 + \frac{\chi \phi_{\Omega} M}{2 E_{B1}} \frac{\sqrt{6\pi a}}{v_t^2 + \chi \phi_{\Omega} M} \right)^{1/a}.$$  

The simulation was close to equipartition at $\xi \sim 10^{12}$, but the resolution was not high enough for an accurate treatment. We therefore consider the predicted value of $\xi$ for the case in which the field energy is half the turbulent energy, which is given by equation (51) with the 1 in the numerator replaced by 0.5. The Jeans-regulated case reaches this point at $\xi \sim 2 \times 10^{11}$, and the homologous case does so at $\xi \sim 1.7 \times 10^{10}$; the value given by the simulation is $\xi = 3.6 \times 10^{10}$, intermediate between these two predicted values.

As found in Paper I, the nonlinear dynamo is very inefficient in simulations that are possible now. Over the density range $10^8 - 10^{12}$ cm$^{-3}$, the simulation shows that the field grows by a factor 210; for $a = 4/57$, compression accounts for a factor 140 of this and the dynamo only a factor 1.5. Equations (43) and (47) imply that

$$A_1^3 \to 1 + \frac{0.25}{a T_3^{3/2}} \left(\frac{\phi_{\Omega}}{4.7} \left(\frac{v_{t,5}}{0.5}\right)^3 \frac{\chi}{1/16} \left(\frac{10^8}{\xi_{1u}}\right)^{1/3}\right.$$
We conclude that, as predicted in Paper I, the nonlinear dynamo is ineffective at amplifying the field in current numerical simulations of the formation of the first stars. We find here that flux-freezing is not a good approximation. Instead, we find good agreement with the theory developed by Xu & Lazarian (2020) or a variant thereof, in which compression increases the field by a factor in the range $\xi^{0.5+2/57} - \xi^{0.5+3/38}$ instead of $\xi^{2/3}$.

7 DISCUSSION

7.1 Implications for Pop III stars and their detection

The simulations we present here indicate that magnetic fields generated by a small-scale dynamo suppress fragmentation and the formation of lower-mass secondary stars. This would reduce the overall star formation efficiency within minihalos and skew the Pop III IMF to be more top-heavy.

The true Pop III IMF will become better constrained with future observations. Detection of low-mass Pop III stars within our own Milky Way or its satellites would provide direct confirmation that the Pop III IMF extends to $\lesssim 1 \, M_\odot$, and this in turn would suggest that magnetic fields within minihalos are not as strong as theory and our simulation predict. However, detecting Pop III stars is very challenging; under the reasonable assumption that Pop III stars would have a spatial distribution similar to that of extremely metal-poor (EMP) and ultra metal-poor (UMP) stars, Magg et al. (2019) conclude that there are fewer than 1650 Pop III stars in the entire halo of the Milky Way.

Discovering a Pop III star is complicated by the possibility that it may accrete metal-enriched gas over its lifetime before becoming incorporated into the Galaxy (e.g. Frebel et al. 2009; Johnson & Khochfar 2011; Komiya et al. 2015; Shen et al. 2017). The mass of metals gained depends on the path and accretion rate of the Pop III star as well as the strength of its stellar winds, and sufficient metal accretion may mask Pop III stars as Pop II. Tanaka et al. (2017) find that the combination of the stellar wind and magnetosphere of the Pop III star would prevent accretion, weakening metal-accretion as an explanation for the lack of detected Pop III stars today.

Since we terminated our simulation 2000 years after the formation of the first sink, we did not address the high-mass end of the Pop III IMF. However, observations should shed light on this. First, pair instability SNe (PISNe) as well as core collapse SNe (CCSNe) may be detectable by JWST out to $z \approx 10 - 15$, or even up to $z \approx 20$ for Type IIn SNe (e.g., see the review by Toma et al. 2016). Second, Pop III GRBs along with the metal-abundance ratios of their afterglow spectra may further constrain the high-mass end of the IMF. Abundances in EMP and UMP stars within the Galaxy and its satellites such as Segue 1 may provide additional clues about the mass of the Pop III stars, as Pop III supernovae may have enriched these later generations of stars (e.g. Heger & Woosley 2002; Frebel et al. 2014; Ji et al. 2015; Fraser et al. 2017).

How do the effects of magnetic fields in the formation of the first stars compare with those in contemporary star-forming regions? We addressed this problem theoretically in Paper I, where we found that the nonlinear dynamo could amplify the field to equipartition by a compression $\xi \sim 10^{3-4}$, corresponding to a density $\sim 10^{3-4} \, \text{cm}^{-3}$. As a result, the field strength would be comparable to that in contemporary star formation throughout much of the gravitational collapse; the principal difference would be that the field in contemporary star formation is much more ordered than that produced by a small-scale dynamo. What we have found in this paper is that numerical dissipation makes it impossible to accurately simulate the growth of the field in a star-forming region over cosmological time scales: Even though we began with an artificially large field of $4.5 \times 10^{-11} \, \text{G}$ at $z \simeq 50$, the field energy reached half the equipartition value only at a compression $\xi = 4 \times 10^{10}$.

7.2 Caveats

The principal caveat of our work is that the cosmological magnetic field remains unknown. The upper limit on the comoving field on a comoving scale of 1 Mpc set by Planck observations is $4.4 \, \text{nG}$ (Planck Collaboration et al. 2016). As earlier discussed, we assume that the magnetic field at $z \simeq 50$ is uniform on the scale of our cosmological box (1.4 Mpc comoving), and that it has a physical magnitude of $4.5 \times 10^{-12} \, \text{G}$, far smaller than the Planck upper limit of $11.4 \, \mu\text{G}$ at that redshift. In Paper I, we showed that the Biermann battery could create a field $B \sim 10^{-16} \, \text{G}$ in a cosmic minihalo at a redshift of 25, and that this could be amplified by a small-scale dynamo to approximate equipartition by the time that the gas density had increased to $n_\text{H} \sim 10^{3-4} \, \text{cm}^{-3}$, as just noted. Observational confirmation of dynamically significant magnetic fields at high redshifts would be valuable.

A second important caveat is that the numerical viscosity and resistivity in our simulation—indeed, in any simulations possible with current computers—are orders of magnitude larger than the physical values. In Paper I, we showed how this altered the evolution of the field in a small-scale dynamo. In order to have the field become dynamically significant, we had to begin with a field strength much greater than that expected from the Biermann battery. Furthermore, our simulation assumed ideal MHD, whereas in reality ambipolar diffusion determines the resistivity (Paper I); as a result, the resistivity varies as $B^2$, although it remains less than the numerical resistivity.

Other physics must also be included to predict the Pop III mass distribution in the minihalos we simulate. In particular, we do not include radiative feedback due to photodissociation and photoionization or possible protostellar outflows. For this reason we do not follow the evolution beyond when the most massive star surpasses $\sim 20 \, M_\odot$, since we expect radiative feedback to become important by this stage (Stacy et al. 2016, see also McKee & Tan 2008; Hosokawa et al. 2011; Hirano et al. 2014; Susa et al. 2014).

We also do not include the effects of the relative streaming motion between DM and baryons (Tseliakhovich & Hirata 2010), which may delay Pop III star formation by $\Delta z \sim 4$ and increase the turbulent velocity dispersion of the collapsing gas (Stacy et al. 2011). Higher turbulent velocities increase the rate at which the dynamo enhances minihalo magnetic fields. Relative streaming may additionally alter overall minihalo statistics and supermassive black hole formation (e.g., Maio et al. 2011; Naoz et al. 2012; Tanaka & Li 2014; Schauer et al. 2019).
Next, we note that the chemothermal rates used in our model are not perfectly constrained, and variation in these rates will also lead to differences in the collapse and fragmentation of primordial gas. In particular, Turk et al. (2011b) find that using different published rates of three-body $H_2$ formation (e.g. Palla et al. 1983; Flower & Harris 2007; Glover & Abel 2008) leads to significant differences in long-term disk stability and fragmentation. As mentioned in Section 2.2 and discussed in Appendix D, we use the rates of Forrey (2013), which fall between the higher rates published by Flower & Harris (2007) and lower rates published by Abel et al. (2002), allowing us to avoid the high and low extremes of proposed $H_2$ formation rates.

Finally we note that we have carried out only one MHD simulation, so it is not possible to draw firm conclusions on effect of magnetic fields on the IMF. Sharda et al. (2021) found that multiple stars form in 2/3 of their MHD simulations, whereas that was not the case in our MHD simulation. It should be noted that our results are not directly comparable to theirs since they began with an isolated turbulent cloud, whereas our initial conditions came from a cosmological simulation.

8 SUMMARY AND CONCLUSIONS

The purpose of this paper is two-fold: First to examine the impact of magnetic fields on the formation and growth of the first stars through a set of simulations initialized on cosmological scales, and second to compare the growth of the field from an initial low value with the theory developed in Paper I. This represents one of the first simulations in which magnetic fields self-consistently evolved from cosmological scales were included in the subsequent formation and evolution of a Pop III system. We first employed the SPH code GADGET-2 for the cosmological portion of the calculation, following the formation of a minihalo and dense central clump. This simulation extended from $z = 100$ to $z = 27.5$. The simulation was hydrodynamic, and we developed a method based on the deformation tensor to follow the kinematic evolution of the magnetic field in SPH (Appendix A). We then extracted a 0.5 pc$^3$ box from this simulation and mapped it onto an ORION2 AMR grid with full MHD (Appendix B). We chose the cosmological seed field to have the value $B_0 = 4.5 \times 10^{-12}$ G at $z = 54$ in order that the dynamical effects of the magnetic field were $\lesssim 10$ percent at the end of the GADGET-2 run. With both hydro and MHD runs in ORION2, we continued the evolution to densities of $\sim 10^{14}$ cm$^{-3}$ (although the accuracy declined above about $10^{12}$ cm$^{-3}$), replaced the resulting gravitationally unstable regions with sink particles (Appendix C), and followed the sink accretion stage for the next 2000 years.

Evolution of the magnetic field. We found that the magnetic field within the collapsing minihalo gas grew through compression and dynamo action to $\sim 10^{-5}$ G at a density of $10^5$ cm$^{-3}$, within an order of magnitude of field strengths observed in regions of contemporary star formation (e.g., Heiles & Troland 2005). By the end of the GADGET-2 simulation, the field reached $\sim 3.5$ mG at a density $n_H = 10^6$ cm$^{-3}$, a little less than half the equipartition value. In the subsequent ORION2 simulation, the field continued to grow to 1.0 G at a density $n_H \approx 10^{12}$ cm$^{-3}$ and was very close to equipartition.

Paper I presented a prediction of the results of the simulation based on determinations of the numerical viscosity in both SPH and AMR. Here we have found that two changes are needed to the theory in Paper I: First, we found that the growth rate of the field in the kinematic phase of a small-scale dynamo is 4-6 times less than that expected theoretically for the case of very high magnetic Prandtl numbers (section 6.1 and Appendix E). Previous simulations of kinematic dynamos also showed lower growth rates than predicted by theory; our results are intermediate between those of Federrath et al. (2011a) for a turbulent box and Federrath et al. (2011b) for a collapsing cloud. We attribute this reduction to the fact that the magnetic Prandtl number in numerical simulations is of order unity, so that resistivity plays an important role. With this adjustment in the growth rate, we found that theory and simulation agreed to within a factor 2 over 7 orders of magnitude increase in density. The kinematic phase of evolution of the actual dynamo that occurs in the formation of the first stars operates at high magnetic Prandtl numbers, and we have no evidence that the growth rate of the field there differs from the theoretically expected value. Second, we found that the nonlinear dynamo violates flux-freezing, as proposed by Xu & Lazarian (2020). Our results are consistent with both their Jeans-regulated model ($B \propto \xi^{0.5+2/57}$) and a homologous model ($B \propto \xi^{0.5+3/38}$). The simulated nonlinear dynamo is very inefficient: Over the range $10^{8} < n_H < 10^{12}$ cm$^{-3}$, it amplified the field by less than a factor 1.6. Real nonlinear dynamos are more efficient: We estimated that the nonlinear dynamo amplified the field in a cosmological minihalo by an order of magnitude in Paper I.

Effect of magnetic fields on star formation. Our principal result is that magnetic fields amplified by a small-scale dynamo in collapsing minihalos can suppress fragmentation in the formation of the first stars, thereby leading to a top-heavy IMF. In our magnetic simulation, two secondary sinks form but quickly merge with the primary sink, while only a single massive sink survives. When magnetic fields are not included, a similarly massive sink still forms, but about 10 secondary sinks survive as well, so that the total stellar mass is about twice as large. The total accretion rate in the hydrodynamic case is close to the prediction of Tan & McKee (2004).

We conclude that a small-scale dynamo generates a magnetic field that can significantly reduce the number of low-mass Pop III stars that form and thereby create a top-heavy IMF, in agreement with Sharda et al. (2021). As a result, magnetic fields may contribute to the rarity of low-mass Pop III stars, none of which has been observed to date.

ACKNOWLEDGMENTS

We thank Christoph Federrath, Alex Lazarian, Daniel Price, and Siyao Xu for valuable discussions, and we thank Andrew Cunningham for sharing data analysis routines with us. We thank Chalence Safranek-Shrader for significant contributions to the ORION2 chemothermal network, and also for valuable discussions when developing this work. We thank the referee for feedback which helped to significantly improve the content and clarity of this paper. CFM acknowledges the
hospitality of the Center for Computational Astrophysics of the Flatiron Institute in New York, where he was a visiting scholar at the end of this work. This research was supported in part by the NSF through grant AST-1211729 (A.S., C.F.M. and R.I.K.), by NASA through ATP grants NNX13ABB84G, NNX17AK39G, and 80NSSC20K0530 (C.F.M and R.I.K.), and by the US Department of Energy at the Lawrence Livermore National Laboratory under contract DE-AC52-07NA 27344 (R.I.K). This research was also supported by grants of high performance computing resources from the National Center of Supercomputing Application through grant TGMCA00N020, under the Extreme Science and Engineering Discovery Environment (XSEDE), which is supported by National Science Foundation grant number OCI-1053575, the computing resources provided by the NASA High-End Computing (HEC) Program through the NASA Advanced Supercomputing (NAS) Division at Ames Research Center (LLNL-JRNL-737724). Some figures in this work were generated using the yt toolkit (Turk et al. 2011a).

DATA AVAILABILITY STATEMENT
The data underlying this article will be shared on reasonable request to the corresponding author.

REFERENCES
Abel T., Bryan G. L., Norman M. L., 2002, Sci, 295, 93
Balsara D. S., Kim J., 2004, ApJ, 602, 1079
Batchelor G. K., 1950, Proceedings of the Royal London Society 201, 405
Bauer A., Springel V., 2012, MNRAS, 423, 2558
Beresnyak A., 2012, Phys. Rev. Lett., 108, 035002
Biermann L., Schlüter A., 1951, Physical Review, 82, 863
Cho J., Vishniac E. T., Beresnyak A., Lazarian A., Ryu D., 2009, ApJ, 693, 1449
Colella P., 1990, Journal of Computational Physics, 87, 171
Dapp W. B., Basu S., Kunz M. W., 2012, A&A, 541, A35
Dedner A., Kemm F., Kröner D., Munz C.-D., Schnitzer T., Wesenberg M., 2002, Journal Comp. Phys., 175, 645
Federrath C., Chabrier G., Schober J., Banerjee R., Klessen R. S., Schleicher D. R. G., 2011a, Physical Review Letters, 107, 114504
Federrath C., Sur S., Schleicher D. R. G., Banerjee R., Klessen R. S., 2011b, ApJ, 731, 62
Flower D. R., Harris G. J., 2007, MNRAS, 377, 705
Forrey R. C., 2013, ApJ, 773, L25
Fraser M., Casey A. R., Gilmore G., Heger A., Chan C., 2017, MNRAS, 468, 418
Frebel A., Johnson J. L., Bromm V., 2009, MNRAS, 392, L50
Frebel A., Simon J. D., Kirby E. N., 2014, ApJ, 786, 74
Glover S. C. O., Abel T., 2008, MNRAS, 388, 1627
Greif T. H., Johnson J. L., Klessen R. S., Bromm V., 2009, MNRAS, 399, 639
Greif T. H., White S. D. M., Klessen R. S., Springel V., 2011a, ApJ, 736, 147
Greif T., Springel V., White S., Glover S., Clark P., Smith R., Klessen R., Bromm V., 2011b, ApJ, 737, 75
Greif T. H., Bromm V., Clark F. C., Glover S. C. O., Smith R. J., Klessen R. S., Yoshida N., Springel V., 2012, MNRAS, 424, 399
Haugen N. E., Brandenburg A., Dohler W., 2004, Phys. Rev. E, 70, 016308
Heger A., Woosley S. E., 2002, ApJ, 567, 532
Heiles C., Troland T. H., 2005, ApJ, 624, 773
Hirano S., Bromm V., 2017, MNRAS, 470, 898
Hirano S., Hosokawa T., Yoshida N., Umeda H., Omukai K., Chiaki G., Yorke H. W., 2014, ApJ, 781, 60
Hosokawa T., Yorke H. W., Omukai K., 2010, ApJ, 721, 478
Hosokawa T., Omukai K., Yoshida N., Yorke H. W., 2011, Science, 334, 1250
Ji A. P., Frebel A., Bromm V., 2015, MNRAS, 454, 659
Johnson J. L., Khochfar S., 2011, MNRAS, 413, 1184
Kärtner F., 2016, A&A, 585, 72
Kim J., Ryu D., Jones T. W., Hong S. S., 1999, ApJ, 514, 506
Komiyama Y., Suda T., Fujimoto M. Y., 2015, ApJ, 808, L47
Krumholz M. R., Federrath C., 2019, Frontiers in Astronomy and Space Sciences, 6, 7
Krumholz M. R., McKee C. F., Klein R. I., 2004, ApJ, 611, 399
Krumholz M. R., Myers A. T., Klein R. I., McKee C. F., 2016, MNRAS, 460, 3272
Kulsrud R. M., Anderson S. W., 1992, ApJ, 396, 606
Lazarian A., 2014, Space Sci. Rev., 181, 1
Lesaffre P., Balbus S. A., 2007, MNRAS, 381, 319
Li P. S., Martin D. F., Klein R. I., McKee C. F., 2012, ApJ, 745, 139
Machida M. N., Doi K., 2013, MNRAS, 435, 3283
Magg M., Klessen R. S., Glover S. C. O., Li H., 2019, MNRAS, 487, 486
Maio U., Koopmans L. V. E., Ciardi B., 2011, MNRAS, 412, L40
Martin D. F., Colella P., 2000, Journal of Computational Physics, 163, 271
McKee C. F., 1989, ApJ, 345, 782
McKee C. F., Ostriker E. C., 2007, ARA&A, 45, 565
McKee C. F., Tan J. C., 2008, ApJ, 681, 771
McKee C. F., Stacy A., Li P. S., 2020, MNRAS, 496, 5528
Mignone A., Bodo G., Massaglia S., Matsakos T., Tesileanu O., Zanni C., Ferrari A., 2007, ApJS, 170, 228
Miyoshi T., Kusano K., 2005, Journal of Computational Physics, 208, 315
Myers A. T., McKee C. F., Cunningham A. J., Klein R. I., Krumholz M. R., 2013, ApJ, 766, 97
Naoz S., Yoshida N., Gnedin N. Y., 2012, ApJ, 747, 128
Newcomb W. A., 1962, Nuc. Fus. Sup., 2, 451
Omukai K., Nishi R., 1998, ApJ, 508, 141
Omukai K., Palla F., 2003, ApJ, 589, 677
Palla F., Salpeter E. E., Stahler S. W., 1983, AJ, 271, 632
Peters T., Schleicher D. R. G., Smith R. J., Schmidt W. K., Klessen R. S., 2014, MNRAS, 442, 3112
Planck Collaboration et al., 2016, A&A, 594, A19
Price D. J., 2012, Journal of Computational Physics, 231, 759
Price D. J., Monaghan J. J., 2005, MNRAS, 364, 384
Richardson M. L. A., Scannapieco E., Thacker R. J., 2013, ApJ, 771, 81
Rosen A. L., Krumholz M. R., McKee C. F., Klein R. I., 2016, MNRAS, 463, 2553
Schauer A. T. P., Glover S. C. O., Klessen R. S., Ceverino D., 2019, MNRAS, 484, 3510
Schekoichihi A. A., Cowley S. C., Hammett G. W., Marom J. L., McWilliams J. C., 2002a, New Journal of Physics, 4, 84
Schekoichihi A. A., Boldyrev S. A., Kulsrud R. M., 2002b, ApJ, 567, 828
Schleicher D. R. G., Banerjee R., Sur S., Arshakian T. G., Klessen R. S., Beck R., Spaans M., 2010, A&A, 522, A115
Schloerb D., Federrath C., Klessen R., Banerjee R., 2012a, Phys. Rev. E, 85, 026303
Schloerb D., Schleicher D., Federrath C., Glover S., Klessen R. S., Banerjee R., 2012b, ApJ, 754, 49
Sharad P., Federrath C., Krumholz M. R., 2020, MNRAS, 497, 336
Shard P., Federrath C., Krumholz M. R., Schleicher D. R. G., 2021, Monthly Notices of the Royal Astronomical Society, 505, 2014

MNRAS 000, 1–31 (2015)
Shen S., Kulkarni G., Madau P., Mayer L., 2017, MNRAS, 469, 4012
Springel V., 2005, MNRAS, 364, 1105
Springel V., Yoshida N., White S. D. M., 2001, New Astron., 6, 79
Stacy A., Bromm V., 2013, MNRAS, 433, 1094
Stacy A., Bromm V., 2014, ApJ, 785, 73
Stacy A., Bromm V., Loeb A., 2011, MNRAS, 413, 543
Stacy A., Greif T. H., Bromm V., 2012, MNRAS, 422, 290
Stacy A., Bromm V., Lee A. T., 2016, MNRAS, 462, 1397
Stone J. M., Gardiner T. A., Teuben P., Hawley J. F., Simon J. B., 2008, ApJS, 178, 137
Susa H., 2013, ApJ, 773, 185
Susa H., Hasegawa K., Tominaga N., 2014, ApJ, 792, 32
Tan J. C., McKee C. F., 2004, ApJ, 603, 383
Tanaka T. L., Li M., 2014, MNRAS, 439, 1092
Tanaka S. J., Chiaki G., Tominaga N., Susa H., 2017, ApJ, 844, 137
Toma K., Yoon S.-C., Bromm V., 2016, Space Sci. Rev., 202, 159
Tricco T. S., Price D. J., 2012, Journal Comp. Phys., 231, 7214
Tricco T. S., Price D. J., 2013, MNRAS, 436, 2810
Tseliakhovich D., Hirata C., 2010, Phys. Rev. D, 82, 083520
Turk M. J., Smith B. D., Oishi J. S., Skory S., Skillman S. W., Abel T., Norman M. L., 2011a, The Astrophysical Journal Supplement Series, 192, 9
Turk M. J., Clark P., Glover S. C. O., Greif T. H., Abel T., Klessen R., Bromm V., 2011b, ApJ, 736, 55
Turk M. J., Oishi J. S., Abel T., Bryan G. L., 2012, ApJ, 745, 154
Walén C., 1947, Arkiv for Astronomi, 33, 1
Xu S., Lazarian A., 2016, ApJ, 833, 215
Xu S., Lazarian A., 2020, ApJ, 899, 115
Yoshida N., Omukai K., Hernquist L., Abel T., 2006, ApJ, 652, 6
Zweibel E. G., McKee C. F., 1995, ApJ, 439, 779

APPENDIX A: MAGNETIC FIELD CALCULATION IN SPH

A1 Kinematic SPH Formulation

Here we describe a method of determining the evolution of a kinematic magnetic field using the deformation tensor. This enables us to follow the growth of a weak magnetic field in a hydrodynamic cosmological gadget-2 simulation. For each time step of the GADGET-2 simulation, we follow the relative motion of the SPH particles from $z = 100$ until the time when the particle properties are mapped onto the orion2 uniform grid, which occurs when the maximum density is $n_H \approx 10^8$ cm$^{-3}$. For particles that begin at $x_0$ and move to $x$ at a later time, the deformation tensor $D$ is defined as

$$D_{ij} = \frac{\partial x_i}{\partial x_0_j}$$  \hspace{1cm} (A1)

During this time, the density at a particle transitions from $\rho_0$ to $\rho$ as follows:

$$\rho(x) = \frac{\rho_0(x_0)}{|D|}.$$  \hspace{1cm} (A2)

Conservation of magnetic flux determines that the particle’s magnetic field correspondingly evolves from $B_0$ to $B$ as

$$\frac{B_i(x)}{\rho(x)} = D_{ij} \frac{B_0(x_0)}{\rho_0(x_0)}$$  \hspace{1cm} (A3)

(see Walén 1947; Newcomb 1962; Zweibel & McKee 1995).

To accurately calculate the components of $D$, we calculate the gradient as suggested in Price (2012) by solving

$$\chi^i \frac{\partial A_i}{\partial t} = \sum_b m_b (A_b - A_a) \nabla^j W_{ab}$$  \hspace{1cm} (A4)

where $\chi$ is the matrix quantity

$$\chi^i \equiv \sum_b m_b (r_b - r_a) \nabla^j W_{ab}.$$  \hspace{1cm} (A5)

and $W_{ab}$ is the smoothing kernel as defined in equation (B1). In equation A5, $a$ represents the particle in question, its set of kernel neighbors are denoted by $b$, $r_a$ and $r_b$ are the positions of particles $a$ and $b$, and $i$ and $j$ each represent a component along one of the three Cartesian axes. Each element of the three-by-three matrix $\chi$ is a kernel-weighted average of the neighbors of particle $a$ (see equation 72 of Price 2012), and we determine the elements of $\chi$ for each particle at each time step. From Equation A4 we find

$$\frac{\partial A_a}{\partial t} = (\chi^{-1})^i j \sum_b m_b (A_b - A_a) \nabla^j W_{ab}.$$  \hspace{1cm} (A6)

where $\chi^{-1}$ is the inverse of the matrix $\chi$. We next replace $A$ with $x$, the particle position at the subsequent time step. The deformation tensor is then

$$D_{ij} = \frac{\partial x_i}{\partial x_0_j} = (\chi^{-1})^{jk} \sum_b m_b (r_{b} - r_{a}) \nabla^k W_{ab}.$$  \hspace{1cm} (A7)

Note that this method follows only the advection of the magnetic field, and thus is appropriate only for dynamically insignificant fields. After being mapped onto the orion2 grid, the subsequent evolution of the field to dynamically significant strengths is followed with the orion2 MHD.

As the magnetic field is evolved in GADGET-2, we additionally apply the hyperbolic/parabolic divergence cleaning scheme of Dedner et al. (2002). We apply this to the SPH formulation as described in Tricco & Price (2012) (see also Price & Monaghan 2005). This scheme adds a divergence cleaning term to the time-evolution of the magnetic field:

$$\left( \frac{d B}{d t} \right)_{\psi} = -\nabla \psi,$$  \hspace{1cm} (A8)

where

$$\frac{d \psi}{d t} = -c_h \nabla \cdot B - \frac{\psi}{\tau}.$$  \hspace{1cm} (A9)

In the above equation, the first term is the hyperbolic term where the wave speed $c_h$ is typically set to the maximum signal propagation speed. The second term is the parabolic damping term where we set

$$\frac{1}{\tau} = \frac{\sigma c_h}{h_{\text{sm}}},$$  \hspace{1cm} (A10)

Here $\sigma$ is a dimensionless quantity specifying the damping strength (Tricco & Price 2012), and it can range from zero to one. We use $\sigma = 1$ since that best minimizes the remaining divergence error.

The first term of the equation for $d \psi/d t$ is discretized for a particle ‘a’ and neighbor particles ‘b’ in SPH as described in Tricco & Price (2012) eq. (30):

$$\frac{d \psi_a}{d t} = c_h^2 \frac{1}{\Omega_{a \rho a}} \sum_b m_b (B_a - B_b) \cdot \nabla_a W_{ab}(h_a),$$  \hspace{1cm} (A11)

where $\Omega_{a \rho a}$ is a term arising due to gradients in the smoothing length (see Tricco & Price 2012 for details). We set $\Omega_{a} = 1$ in order to simplify and increase the speed of the calculation. A direct calculation of $\Omega_{a}$ for a subset of the SPH particles at the final snapshot shows that $\Omega_{a}$ varies between 0.7
and 1.0 over the entire density range, while over 99% of the particles had $0.78 < \Omega_a < 0.85$. Setting $\Omega_a = 1$ thus had minimal affect other than effectively increasing the parameter $c_0^2$ by $\sim 25\%$, thereby slightly increasing the rate of divergence cleaning. With that approximation, the term for $dB/\partial t$ is discretized as in Tricco & Price (2012) eq. (34):

\[
\left(\frac{dB_a}{\partial t}\right)_{\psi} = -\rho_b \sum_b m_b \left[ \frac{v_\phi}{\rho_a^{1/2}} \nabla_a W_{ab} (h_a) + \frac{v_\theta}{\rho_a} \nabla_a W_{ab} (h_b) \right].
\]

(A12)

We also apply a switch for artificial resistivity as described in Tricco & Price (2013), particularly their equations (6) and (8):

\[
\left(\frac{dB_a}{\partial t}\right)_{\text{diss}} = \rho_b \sum_b m_b \frac{\alpha_{B,a} \nabla B_a}{\rho_{ab}} \cdot (B_a - B_b) \partial_a \nabla_a W_{ab}
\]

(A13)

with

\[
\alpha_{B,a} = \frac{h_{\text{gm},a} |\nabla B_a|}{[B_a]}. 
\]

(A14)

A2 The Cosine Whirl Test

To test our method of following magnetic field growth using the deformation tensor, we obtain an analytic solution for the field amplified by a steady azimuthal flow in the $x_1 - x_2$ plane. Let $\phi$ be the azimuthal angle, and assume $v_\phi = v_\phi(r)$. The initial location of a point is denoted by $(x_{01}, x_{02})$. Since it remains at constant radius $r = (x_{01}^2 + x_{02}^2)^{1/2}$, the initial location in cylindrical coordinates is $(r, \phi_0)$. Subsequently, we have $\phi = \phi_0 + \phi(r) t$, so that in cartesian coordinates

\[
\begin{align*}
    x_1 &= r \cos \phi = r \cos \left[ \cos^{-1} \left( \frac{x_{01}}{r} \right) + \phi(r) t \right], \\
    x_2 &= r \sin \phi = r \sin \left[ \sin^{-1} \left( \frac{x_{02}}{r} \right) + \phi(r) t \right].
\end{align*}
\]

(A15, A16)

For the components of Equation A3 we find

\[
\begin{align*}
    \frac{\partial x_1}{\partial x_{01}} &= \frac{1}{r^2} [x_{01} x_1 + x_{02} x_2 - a x_{01} x_2], \\
    \frac{\partial x_1}{\partial x_{02}} &= \frac{1}{r^2} [x_{02} x_1 - x_0 x_2 - a x_{02} x_2], \\
    \frac{\partial x_2}{\partial x_{01}} &= \frac{1}{r^2} [x_{01} x_2 - x_0 x_1 - a x_{01} x_1], \\
    \frac{\partial x_2}{\partial x_{02}} &= \frac{1}{r^2} [x_{02} x_2 + x_0 x_1 + a x_{02} x_1],
\end{align*}
\]

(A17, A18, A19, A20)

where

\[
a \equiv r \left[ \frac{\partial \phi(r)}{\partial r} \right] t \quad \text{(A21)}
\]

Note that $a = 0$ for uniform rotation. One can show that $\det(D) = 1$, so the density remains constant.

Now let us consider an initial field $B_0 = B_0 \hat{x}_1$. In this case we find

\[
\begin{align*}
    B &= B_0 \left( \frac{\partial x_1}{\partial x_{01}} \hat{x}_1 + \frac{\partial x_2}{\partial x_{01}} \hat{x}_2 \right) \\
    &= \frac{B_0}{r^2} (x_{01} x_1 + x_{02} x_2 - a x_{01} x_2) \hat{x}_1 \\
    &\quad + \frac{B_0}{r^2} (x_{01} x_2 - x_{02} x_1 + a x_{01} x_1) \hat{x}_2 \quad \text{(A22)}
\end{align*}
\]

The magnitude of the field satisfies

\[
B^2 = B_0^2 \left[ 1 - 2a \left( \frac{x_{01} x_0 x_{02} x_2}{r^2} \right) + a^2 \left( \frac{x_{01}^2}{r^2} \right) \right] \quad \text{(A23)}
\]

and is portrayed in Fig. A1.

To see the pattern of field reversals, consider the field along the $x_2$ axis. From equations (A15) and (A16) with $x_1 = 0$ and $x_2 = r$ we find

\[
\begin{align*}
    x_{01} &= r \cos \left( \frac{\pi}{2} - \phi t \right) = r \sin(\phi t), \\
    x_{02} &= r \sin \left( \frac{\pi}{2} - \phi t \right) = r \cos(\phi t),
\end{align*}
\]

(A24, A25)

so that

\[
B_1 = B_0 \left[ \cos \left( \phi t \right) - \sin \left( \phi t \right) \right].
\]

(A26)

Writing $a = \tan \delta$ yields

\[
B_1 = \frac{B_0}{\cos \delta} \cos \left( \phi t + \delta \right). 
\]

(A27)

One can furthermore show that $\cos \delta = (1 + a^2)^{-1/2}$, so that this becomes

\[
B_1 = B_0 \left( 1 + a^2 \right)^{1/2} \cos \left( \phi t + \tan^{-1} a \right). 
\]

(A28)

One can similarly show that

\[
B_2 = B_0 \left( \frac{x_{01}}{r} \right) = B_0 \sin \left( \phi t \right). 
\]

(A29)

Note that at late times the magnitude of $B_1$ increases linearly with time, whereas $B_2$ varies sinusoidally at all times.

To test the code we need a velocity pattern that is rigidly rotating near the origin and is motionless at the boundaries. A pattern that satisfies this and has a continuous first derivative is:

\[
\phi = \phi_1 \\
= \frac{\phi_1}{2} \left[ 1 + \cos \left( \frac{r - r_1}{r_2 - r_1} \right) \right] \quad \text{for} \ r_1 \leq r \leq r_2
\]

(A30, A31)

It follows that the quantity $a$ defined in Equation A21 is

\[
a = 0 \quad \text{for} \ 0 \leq r < r_1,
\]

\[
= -\frac{\phi_1}{2} \left( \frac{\pi r}{r_2 - r_1} \right) \sin \left( \frac{r - r_1}{r_2 - r_1} \right) \quad \text{for} \ r_1 \leq r \leq r_2.
\]

(A32, A33)

We may furthermore write $\dot{\phi} t$ in terms of the number of rotations:

\[
N \equiv \frac{\dot{\phi}}{2\pi} 
\]

(A34)

Then $B_1$ and $B_2$ depend on $2\pi N$, and at late times there are $2N + \frac{1}{2}$ field reversals in $B_1$ and $B_2$ between $r = r_1$ and $r = r_2$.

In our test we use a uniform distribution of $600^2$ and $1500^2$ SPH particles and evolve them according to the above cosine-whirl velocity structure within a simulation box of unit length, and the initial magnetic field is set to be uniform along the $x$-axis, $B = B_1 = 10^{-20}$ G. We set $r_1 = 0.25$ and $r_2 = 0.45$. We refer to these two tests as ‘sphLR’ and ‘sphHR,’ and the particles in these tests have smoothing lengths of $h_{\text{sm}} = 5 \times 10^{-3}$ and $1.5 \times 10^{-3}$, respectively. We additionally
Figure A1. Magnitude of magnetic field strength $B$ after one, two, and four rotations of the cosine whirl, as determined from the analytic solution. Color bar ranges over a factor 1000.

Figure A2. Probability distribution function of magnitude of $B$ after two, four, eight, and 16 rotations of the cosine whirl. Peak at $B = 10^{-20}$ G results from the portion of the fluid whose initial magnetic field remains unchanged. Solid green line shows the analytic solution. Dashed black and dotted magenta lines depict gridLR and gridHR. Dashed blue and dotted red lines represent sphLR and sphHR. The resolution requirements implied by these results for both SPH and grid simulations are given in equation (A37).
evolve uniform $512^2$ and $1024^2$ grids in ORION2 in the same way ('gridLR' and 'gridHR').

All test simulations remain consistent with the analytic solution after the central uniformly-rotating region has undergone four complete rotations. This is evident in the probability distribution functions and rms of the the magnitude of $B$, as shown in Figs. A2 and A3. We find that after approximately 6 rotations, sphLR (blue line in Fig. A2) begins to deviate from the analytic solution, while sphHR (red line) slightly deviates after 16 rotations.

As described above, there are approximately $2N$ field reversals between $r_1$ and $r_2$. This allows us to estimate the resolution needed to follow the whirl between $r_1$ and $r_2$:

$$c_{\text{ sph,sm}}^h = \frac{r_2 - r_1}{2N},$$

where $c_{\text{sph}}$ is the required number of smoothing lengths per field reversal. Approximating $N \sim 6$ and $N \sim 16$ for sphLR and sphHR, then in both cases $c_{\text{sph}} \sim 4$.

Similarly, for the AMR simulations, gridLR and gridHR no longer resolve the analytic solution after $N \sim 6$ and 12 rotations, respectively. This leads to the analogous relation,

$$c_{\text{grid,sm}}^h = \frac{r_2 - r_1}{2N},$$

where $c_{\text{grid}}$ is the length of one grid cell and $c_{\text{grid}} \sim 8$ is the number of grid cells needed to resolve a field reversal.

In more general terms, to resolve a field $B_z = \sin (2\pi y/\lambda)$ (i.e., one reversal), we would require either a grid or smoothing length of

$$l \leq \frac{\lambda}{2c_{\text{res}}},$$

where for our grid test $c_{\text{res}} \sim 8$ and for our SPH test $c_{\text{res}} \sim 4$.

### A3 Divergence Cleaning Test

We test our SPH divergence cleaning using a test similar to that presented in Price & Monaghan (2005) and Tricco & Price (2012). We introduce a magnetic field with artificial divergence within a cube of dimension $[1,1,1]$ with periodic boundary conditions. The box is uniformly filled with $100^3$ particles with density $\rho = 1$, pressure $P = 1$, and adiabatic index $\gamma = 5/3$. The velocity field is $[1,1,1]$. In addition, each particle has $B_z = 10^{-19}/\sqrt{4\pi}$. A perturbation to the $x$-component of the magnetic field is introduced as follows:

$$B_x = \frac{1}{\sqrt{4\pi}} \left[ \left( \frac{r}{r_0} \right)^8 - 2 \left( \frac{r}{r_0} \right)^4 + 1 \right] \quad \text{for} \; r < r_0,$$

where $r$ is the distance from the point $[0.2, 0.2, 0.2]$ and $r_0 = 0.1$.

Fig. A4 shows the result when the divergence is advected, when undamped cleaning is applied (purely hyperbolic), and when damped cleaning is applied (both hyperbolic and parabolic). For damped cleaning we apply $\sigma = 1.0$, and the divergence is quickly removed.

### A4 Additional Divergence Cleaning

We perform further divergence cleaning before applying the magnetic field determined from GADGET-2 to an ORION2 grid. We map the magnetic field of individual particles $B_{i,\text{sph}}$ onto the ORION2 grid in the same fashion as the other SPH quantities. Each grid cell center $(i,j,k)$ is assigned a value $B_{(i,j,k)}$. To satisfy the divergence condition, we perform a scalar divergence cleaning similar to that described in Kim et al. (1999) and Balsara & Kim (2004). In this method $B_{(i,j,k)}$ is defined such that

$$B = B_{\text{uncor}} + \nabla \phi$$

where $B_{\text{uncor}}$ is the uncorrected magnetic field, before divergence cleaning. The scalar function $\phi$ is defined as

$$\nabla^2 \phi = -\nabla \cdot B_{\text{uncor}},$$

so that $B_{(i,j,k)}$ is divergence free.

We determine $\phi$ using the Jacobi iterative method and assuming periodic boundary conditions. There was minimal overall change in the value of $B$ after divergence cleaning (see Fig. A5).

### APPENDIX B: MAPPING FROM SPH TO AMR

To initialize the ORION2 simulations we map data from the cosmological SPH GADGET-2 simulation onto a uniform ORION2 grid (cf. Richardson et al. 2013). Each SPH particle is described by a mass $m_a$, a smoothing length $h_a$, and a smoothing kernel $W(r, h_a)$:

$$W(r, h_a) = \frac{8}{\pi h_a^3} \begin{cases} 1 - 6 \left( \frac{r}{h_a} \right)^2 + 6 \left( \frac{r}{h_a} \right)^3, & 0 \leq \frac{r}{h_a} \leq \frac{1}{2}, \\ 2 \left( 1 - \frac{r}{h_a} \right)^3, & 0, \frac{1}{2} < \frac{r}{h_a} \leq 1, \\ 0, & \frac{r}{h_a} > 1, \end{cases}$$

(Springel et al. 2001), where $r$ is the distance to the particle $a$ from a given point in the computational box. The contribution of a particle $a$ to the density at a given point is

$$\rho_a(r) = m_a W(r, h_a).$$

We translate an SPH particle density to a corresponding density within an AMR grid cell $j$ by first considering the mass...
Figure A4. Blob of divergence within the magnetic field of a fluid moving at uniform velocity, as described in Appendix A3. Top row: No cleaning applied. The magnetic field is simply advected. Middle row: Undamped cleaning. Only the hyperbolic term is applied to the divergence cleaning term. Bottom row: Damped cleaning. Both the hyperbolic and parabolic terms are applied. Damped cleaning quickly removes the divergence.

The contribution of particle \( a \) to the cell:

\[
m_{aj} = \int_{\text{cell}} m_a W(r_{aj}; h_a) dV = m_a f_{aj} \tag{B3}
\]

where \( r_{aj} \) is the distance from the SPH particle to a point within the grid cell. The fraction \( f_{aj} \) of the kernel-weighted volume of particle \( a \) that overlaps with grid cell \( j \) is taken as

\[
f_{aj} = \int_{\text{cell}} W(r_{aj}; h_a) dV \simeq l_{\text{grid}}^3 \langle W \rangle \tag{B4}
\]

where \( \langle W \rangle \) is an estimate of the average value of the kernel and defined as

\[
\langle W \rangle = \frac{1}{N} \sum_{a=1}^{N} W(r_{aj}; h_a). \tag{B5}
\]

If an SPH particle is entirely enclosed with a grid cell, then we set \( f_{aj} = 1 \). Otherwise, for each partially overlapping particle-cell pair, we evaluate \( \langle W \rangle \) by summing over \( N = 2500 \) random points within the cell. We then check the standard deviation of the mean, \( \sigma \), of the 2500 values. If \( \sigma < 0.001 \), then \( \langle W \rangle \) is used in the final evaluation of \( f_{ab} \). Otherwise we take a separate sample of 2500 points. Once \( f_{aj} \) is determined for
all particles overlapping a cell, the density of cell $j$ is then

$$\rho_j = \sum_a f_{aj} \rho_a / l_{grid}^3. \quad (B6)$$

The other physical properties of the grid cell that must be initialized are the internal energy and the chemical abundance as well as the $x$, $y$, and $z$ components of velocity. For each particle we first subtract the center-of-mass velocity and momentum because during the mapping, SPH particles that are shifted small distances on high-resolution grids. At the peak densities above $\sim 8 \times 10^7$ cm$^{-3}$, representing approximately only the central $2^3$ grid cells, the ORION2 angular momentum is as much as twice as high as that for GADGET-2. However, at densities between $10^6$ cm$^{-3}$ and $\sim 5 \times 10^7$ cm$^{-3}$, the difference in angular momentum between the GADGET-2 simulation and the mapped ORION2 grid is generally of order ten percent or less. This difference increases again at densities less than $10^6$ cm$^{-3}$, but these regions undergo minimal evolution in the relatively short timescale of the ORION2 simulation.

To map the magnetic field onto the ORION2 grid, we apply the above method to each field component separately. We then apply the divergence cleaning to the grid as described in Section A4.

Our mapping procedure conserves the total mass, internal energy, and linear momentum when summed over the entire box. However, as discussed by Richardson et al. (2013), the mapping procedure does not conserve the total angular momentum because during the mapping, SPH particles that are offset from the center of the grid are effectively “moved” to the center of the grid while their velocities remain unchanged.

As shown in Fig. B1, this effect is minimal when particles are shifted small distances on high-resolution grids. At the peak densities above $\sim 8 \times 10^7$ cm$^{-3}$, representing approximately only the central $2^3$ grid cells, the ORION2 angular momentum is as much as twice as high as that for GADGET-2. However, at densities between $10^6$ cm$^{-3}$ and $\sim 5 \times 10^7$ cm$^{-3}$, the difference in angular momentum between the GADGET-2 simulation and the mapped ORION2 grid is generally of order ten percent or less. This difference increases again at densities less than $10^6$ cm$^{-3}$, but these regions undergo minimal evolution in the relatively short timescale of the ORION2 simulation.

To map the magnetic field onto the ORION2 grid, we apply the above method to each field component separately. We then apply the divergence cleaning to the grid as described in Section A4.

Figure A5. Divergence cleaning: Probability distribution function (pdf) of original magnetic field magnitude $B$ (blue line) as evolved during the GADGET-2 simulation and of divergence-cleaned component $B_{\text{clean}}$ (red line). Due to effective divergence cleaning throughout the SPH simulation, there was little additional change between $B$ and $B_{\text{clean}}$ when initializing the Orion2 simulation.

Figure B1. Specific angular momentum versus density in at the end of the GADGET-2 run (dotted line), and after the GADGET-2 SPH particles are mapped onto the ORION2 grid (solid blue line). Specific angular momentum is taken mass-weighted average within 200 density bins. At the high densities relevant to the ORION2 simulation timescale, the GADGET-2 data was mapped onto the grid with minimal error.

APPENDIX C: REFINEMENT AND SINKS IN ORION2

Cells on level $n$ that are flagged for refinement are sub-divided into 8 smaller cells of length $\Delta x_{n+1} = \Delta x_n/2$. Cells are flagged when they have a sufficiently large density or velocity gradient:

$$\nabla \rho > 0.8 \rho / \Delta x, \quad (C1)$$

$$\nabla v > 0.8 v / \Delta x. \quad (C2)$$

Cells are also refined to higher levels in order to ensure that they are smaller than $J_{\text{max}} \lambda_j^3$ – i.e., if they have $\rho_{\text{cell}} > \rho_{\text{max}}$, where $\rho_{\text{max}}$ is the density at which $\Delta x = J_{\text{max}} \lambda_j (\rho_{\text{max}})$,

$$\rho_{\text{max}} = \frac{\pi J_{\text{max}}^2 \rho^2}{G_{\Delta x^2}}. \quad (C3)$$

For grid refinement we set $J_{\text{max}} = 1/64$, as recommended by Federrath et al. (2011b) and Turk et al. (2012) to resolve turbulent magnetic field growth. However, for sink creation we set $J_{\text{max}} = 1/4$.

The sink formation and accretion within ORION2 are based upon the methods introduced in Krumholz et al. (2004). If a cell within the highest refinement level reaches a density greater than the above-defined Jeans density, then a sink is placed in that cell. In the MHD run, the density criterion is modified to account for the fragmentation-suppressing effect of magnetic pressure:

$$\rho_{\text{max}} = \frac{\pi J_{\text{max}}^2 \rho^2}{\Delta x^2} \left(1 + \frac{0.74}{\beta}\right), \quad (C4)$$

where $\beta = 8 \pi \rho c_s^2 / B^2$ characterizes the magnetic pressure relative to the thermal pressure (Myers et al. 2013). The initial mass of the sink is determined as

$$m_{\text{sink}} = [\rho - \rho_{\text{max}} (J_{\text{max}} = 0.25)] \Delta x^3. \quad (C5)$$

The density of the remaining gas in the cell is then $\rho_{\text{max}} (J_{\text{max}} = 0.25)$, and a proportional amount of momentum and energy is transferred to the sink as well (Krumholz et al.)
As discussed in Section 5.1.2, the magnetic field is left unchanged. A sink particle accretes mass from an accretion region with a radius of $4\Delta x$, where $\Delta x \sim 3$ au is the length of the most refined grid cell in our simulation. The accretion rate is set by the kernel-weighted average density of cells within this region along with the sound speed of the gas in the host cell and the relative velocity of the sink to the gas in its host cell (see Krumholz et al. 2004). To conserve angular momentum during accretion onto a sink particle, we use the following procedure: Once the mass to be accreted onto the sink is determined, this mass is divided among the cells in the accretion proportional to each cell’s kernel weight. The mass contribution from each cell is reduced depending on the fraction of the cell’s mass which would not reach the sink due to having too much angular momentum (see Krumholz et al. 2004 for details).

When there are multiple sinks within a single accretion region ($\sim 12$ au), these sinks are merged. While this is a crude approximation, doing significantly better would require a sophisticated sub-grid model. Greif et al. (2011b) merged gravitationally bound sinks within a radius of 100 au; removal of the gravitational binding criterion had only a modest effect on the number of protostars separated by more than 100 au. Primordial protostars are often inflated due to a high rate of gas accretion, with radii of the order of 1 au (Omukai & Palla 2003; Tan & McKee 2004; Hosokawa et al. 2010). The large radii of Pop III protostars increases the chance that close encounters will result in mergers, particularly as gas dynamical friction removes angular momentum from their orbit. Greif et al. (2011b) found that only about 1/5 of the protostars formed in their simulations avoided physical contact with another protostar, which likely would have resulted in a merger. In a simulation with very high resolution ($0.25 R_\odot$) so that sinks were not needed, Greif et al. (2012) found that about 2/3 of the stars that formed underwent mergers; however, the high resolution of this simulation meant that it stopped after only about 10 yr after the formation of the first protostar, so this is probably an underestimate of the merger fraction. Simulations by Hirano & Bromm (2017), which also did not employ sink particles, found that the rate of mergers depended upon the viscosity in the disk of the primary protostar and was high at high resolution ($m_{\text{dph}} = 0.01 M_\odot$). The results of these simulations imply efficient mergers and are thus qualitatively consistent with our merger criterion.

**APPENDIX D: CHEMISTRY AND COOLING IN ORION2**

Each cell’s temperature and chemical abundances are evolved using the same chemothermal network as described in detail by Greif et al. (2009) and used in Stacy et al. (2012). The code follows the abundance evolution of H, H$^+$, H$^-$, H$_2$, H$_2^+$, He, He$^+$, He$^{+2}$, and e$^-$, as well as the three deuterium species D, D$^+$, and HD. Every cell also has an adiabatic index $\gamma$ that is updated according its temperature and chemical abundances.

All relevant cooling mechanisms, including H$_2$ collisions with H and He as well as other H$_2$ molecules, are included. The thermal network also includes cooling through H$_2$ collisions with protons and electrons, H and He collisional excitation and ionization, recombination, bremsstrahlung, and inverse Compton scattering.

Further H$_2$ processes are included to properly model gas evolution to high densities. In particular, the chemistry and thermal network includes three-body H$_2$ formation and the concomitant H$_2$ formation heating, which become important at $n > 10^8$ cm$^{-3}$. As noted in Section 7.2, we use the rates presented in Forrey (2013), which are intermediate between the higher rates published by Flower & Harris (2007) and the lower rates published by Abel et al. (2002). When $n > 10^9$ cm$^{-3}$, cooling through H$_2$ ro-vibrational lines becomes less effective as these lines grow optically thick. We estimate the optical depth using an escape probability formalism together with the Sobolev approximation (see Yoshida et al. 2006; Greif et al. 2011b for further details).

To test the accuracy of this sub-grid model we compared simulations with Orion2, which was a simple 1 parsec test box from a minihalo taken from Stacy et al. (2012) onto an Orion2 grid and compare the gas evolution in both codes as the density peak evolves from $10^7$ to $10^{12}$ cm$^{-3}$ (Fig. D1). As expected, in both cases the gas remains roughly isothermal at $\sim 1000$ K and transitions from atomic fully molecular. This evolution is furthermore consistent with the results of previous cosmological simulations (e.g. Yoshida et al. 2006; Greif et al. 2011b; Stacy & Bromm 2013). The relative error between GADGET-2 and Orion2 was typically a few percent. This is less than the relative error between the original GADGET-2 run and a repeated run where we instead used the three-body H$_2$ rate of Flower & Harris (2007).

**APPENDIX E: GROWTH RATE OF THE KINEMATIC DYNAMO**

As discussed in Section 6, the growth rate of the field in a kinematic dynamo can be expressed as (eq. 23)

$$\Gamma = C_\Gamma \Gamma_\nu = C_\Gamma \left( \frac{\nu L}{T} \right) \Re^{-1/2},$$

where $C_\Gamma$ is a numerical constant. For large values of the magnetic Prandtl number, $C_\Gamma = (1, 3/8)$ when resistivity is negligible or important, respectively (Kulsrud & Anderson 1992; Schekochihin et al. 2002b). On the other hand, numerical simulations have found $C_\Gamma \ll 1$, presumably because of the greater importance of dissipation at the moderate values of the magnetic Prandtl number in simulations, $P_m \sim 1$ (Lesaffre & Balbus 2007). Haugen et al. (2004) verified the $\Re^{-1/2}$ dependence of the growth rate in a set of simulations with $P_m = 1$, so that $\Re = R_m$. They defined the Reynolds number in terms of the wavenumber of the driving eddies, $R_k = v_{\text{rms}}/k_f \Re = 2\pi$. A necessary condition for the operation of a kinematic dynamo is that $R_m$ be large enough that the growth of the field is more rapid than its dissipation, and they showed that this requires $R_m > 2\pi \times 35 P_m^{-1/2} = 220 P_m^{-1/2}$ for $3 \gtrsim P_m \gtrsim 0.1$. Paper I showed that this criterion agrees with the condition found by Federrath et al. (2011b) that the minimum resolution required for the operation of a dynamo in a collapsing cloud is between 16 and 32 cells per Jeans length. After converting $R_k$ to $\Re$ and replacing $R_m$ by $\Re = R_m/P_m$, their results
for $P_m = 1$ can be fit to within about 10% by

$$C_T = 8.3 \times 10^{-3} \left(1 - \frac{220}{Re}\right)^{1/2} \quad (P_m = 1)$$

for $Re \gtrsim 450$.

In a set of ideal MHD simulations with $128^3$ grid cells, Federrath et al. (2011a) explored the properties of small-scale dynamos as a function of the Mach number of the turbulence. Comparing the ideal MHD results with those from several non-ideal MHD simulations, they found that the ideal MHD simulations were consistent with $Re = 1500$ and $P_m = 2$. In Paper I we showed that the Reynolds number of a grid-based simulation is $Re = 2N_g^{4/3}$, which is 1290 for $N_g = 128$ and is in good agreement with Federrath et al. (2011a). They found $\Gamma \approx v_L/L$ for subsonic, solenoidally driven turbulence, which corresponds to $C_T \approx Re^{-1/2} = 0.026$. Compressively driven turbulence was much less effective at driving a dynamo. The growth rate found by Federrath et al. (2011a) is several times larger than that found by Haugen et al. (2004), possibly due to the difference in driving patterns and/or the fact that Federrath et al. (2004)'s simulation included explicit viscosity and resistivity whereas Federrath et al. (2011a)'s simulation was an ideal MHD simulation with numerical viscosity and resistivity. Since Federrath et al. (2011a) considered only one value of $Re$, they could not determine how the growth rate depends on $Re$.

Federrath et al. (2011b) studied the growth rate of kinematic dynamos in gravitationally collapsing clouds. They showed that the effective outer scale in such clouds is approximately equal to the Jeans length, $\lambda_J$. As noted above, the Reynolds number for a grid-based code is $Re \propto N_g^{4/3}$, where now $N_g$ is the number of grid cells per Jeans length. It follows that $Re$ is constant for an adaptive-mesh refinement simulation in which the number of cells per Jeans length is kept approximately constant. As a result, equation (27) becomes

$$\int \Gamma dt = \left(\frac{3}{32}\right)^{1/2} C_T Re^{1/2} \langle M \rangle \int dt,$$

where $\langle M \rangle$ is the time-averaged value of the Mach number.
Federrath et al. (2011b) define $\Omega$ as the coefficient of the integral, so it follows that

$$C_{\Gamma} = \left(\frac{32}{3}\right)^{1/2} \frac{\Omega}{\langle M \rangle Re^{1/2}}.$$  \hfill (E4)

They found $\Omega \simeq 0.1 J_{\text{max}}^{-0.3}$ for Jeans numbers $J_{\text{max}} = 1/32 - 1/128$; for $J_{\text{max}} = 1/16$, the growth rate is substantially reduced, so the critical magnetic Reynolds number corresponds to a resolution in the range $1/16 > J_{\text{max}} > 1/32$, as noted above. In the range of times over which they measured $\Omega$, the average Mach number was $\langle M \rangle \simeq 0.5$. Since the Reynolds number in the simulation is $Re = 2 N_{g}^{4/3} = 2/J_{\text{max}}^{4/3}$, their results imply

$$C_{\Gamma} \simeq 0.46 J_{\text{max}}^{0.37},$$  \hfill (E5)

which is 0.10 at their recommended value $J_{\text{max}} = 1/64$.

In contrast to Haugen et al. (2004)’s results for a turbulent box, there is no evidence for a gradual reduction in $C_{\Gamma}$ as $Re$ decreases; instead there is a dramatic reduction between $J_{\text{max}} = 1/32$ and $J_{\text{max}} = 1/16$.

In sum, Federrath and collaborators have found $C_{\Gamma} \simeq 0.026$ for a turbulent box with $N_{g} = 128$ (corresponding to $Re = 1500$), and $C_{\Gamma} \simeq 0.1$ for a cloud undergoing gravitational collapse at a resolution of 64 cells per Jeans length. We attribute this reduction in $C_{\Gamma}$ from the theoretically expected value to the moderate value of $P_{m}$ in simulations. It appears that this reduction is less severe in a collapsing cloud. In Section 3 we characterized the rate of collapse in terms of the ratio of the time taken to collapse to a star to the central freefall time, $t_{\text{coll}}/t_{ff}$. Analysis of the results of Federrath et al. (2011b) shows that over the time interval in which they determined $\Omega$, this ratio was $t_{\text{coll}}/t_{ff} \simeq 1.5$ in their simulation. By contrast, our simulation from cosmological initial conditions had a slower collapse, with $t_{\text{coll}}/t_{ff} \simeq 3$ during the GADGET-2 stage of the collapse and $t_{\text{coll}}/t_{ff} \simeq 2$ during the ORION2 stage. Since the GADGET-2 stage is intermediate between static conditions considered by Federrath et al. (2011a) and the rapid collapse considered by Federrath et al. (2011b), we anticipate that the value of $C_{\Gamma}$ is intermediate between the values for a static medium and a rapidly collapsing one, and this is borne out by the results discussed in the text.