Resource estimations for the Hamiltonian simulation in correlated electron materials
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Correlated electron materials, such as superconductors and magnetic materials, are regarded as fascinating targets in quantum computing. However, the quantitative resources, specifically the number of quantum gates and qubits, required to perform a quantum algorithm to simulate correlated electron materials remain unclear. In this study, we estimate the resources required for the Hamiltonian simulation algorithm for correlated electron materials, specifically for organic superconductors, iron-based superconductors, binary transition metal oxides, and perovskite oxides, using the fermionic swap network. The effective Hamiltonian derived using the \textit{ab initio} downfolding method is adopted for the Hamiltonian simulation, and a procedure for the resource estimation by using the fermionic swap network for the effective Hamiltonians including the exchange interactions is proposed. For example, in the system for the 10^2 unit cells, the estimated number of gates per Trotter step and qubits are approximately 10^4 and 10^3, respectively, on average for the correlated electron materials. Furthermore, our results show that the number of interaction terms in the effective Hamiltonian, especially for the Coulomb interaction terms, is dominant in the gate resources when the number of unit cells constituting the whole system is up to 10^2, whereas the number of fermionic swap operations is dominant when the number of unit cells is more than 10^3.

I. INTRODUCTION

Quantum computers are expected to more accurately solve computational problems in quantum chemistry and materials science beyond the conventional computers [1–14]. One key algorithm in quantum computation is the Hamiltonian simulation algorithm [15, 16], which simulates the real-time evolution of quantum systems. The Hamiltonian simulation can be used also for calculating static properties of the system using the quantum phase estimation algorithm [17–19]. The experimental demonstrations for the Hamiltonian simulation of lattice models [20, 22] and small molecules [23, 24] have been performed using quantum computers.

For applications on the computational problems in the future, resource estimations such as the number of qubits and quantum gates to perform the Hamiltonian simulation are important to mark a milestone. Hereafter, we represent the number of qubits and quantum gates as qubit and gate resources, respectively. Previously, resource estimations have been conducted for molecules [25, 26], a jellium [27, 28], and the Hubbard model [29]. However, the resource estimation for practically correlated electron materials such as unconventional superconductors, magnetic materials, and Mott insulators has not been reported even though research on correlated materials is a central topic in materials science [3, 30, 31].

In this work, we estimate the qubit and gate resources required for correlated electron materials in the Trotter-based Hamiltonian simulation. We consider the resource estimation for the single Trotter step of the Hamiltonian simulation using the fermionic swap (fswap) network [27, 32–35], where the fswap network is a method for estimating resources in quantum devices with the nearest-neighbor connectivity (e.g., superconducting and silicon qubit devices). The estimation has been conducted for 13 compounds of organic superconductors [36–39], iron-based superconductors [37–38], binary transition metal oxides $T'MO$ ($T'M = \text{Mn, Fe, Co, Ni}$) [39–41], and perovskite oxides $\text{SrMO}_3$ ($M = \text{V, Cr, Mn}$) [42–43]. The organic and iron-based superconductors are known as unconventional superconductors [44–46]. The binary transition metal oxides are Mott or charge-transfer insulators [40–41], and some perovskite oxides show magnetic properties [39, 42, 47]. In this study, we adopt effective Hamiltonians with orbitals around the Fermi level that mainly contribute to the electron correlation phenomena in the compounds (e.g., $\text{Fe}\ d$-orbitals of the iron-based superconducting material) based on the classical electronic structure calculation method, called the \textit{ab initio} downfolding [39]. The qubit resource is determined depending on the size of the effective Hamiltonian. For estimating the gate resource, we extend the fswap network to the effective Hamiltonian including the operations on four spin-orbitals because the effective Hamiltonian in this study is based on the localized basis, and the interactions on the four spin-orbitals are necessary; the fswap network in the previous works [27, 32–35] is limited to the interaction up to two spin-orbitals, and thus the methods.
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of the previous study cannot be directly applied to our study. Notably, this approach can be straightforwardly applied to (Trotter-based) near-term algorithms, such as the variational quantum algorithm using the Hamiltonian variational ansatz [48, 49].

The rest of this paper is organized as follows. First, an overview of the Trotter-based Hamiltonian simulation is described in Sec. II A. The procedures for obtaining the effective Hamiltonians and fswap network are respectively explained in Sec. II B and Sec. II C. The results of resource estimation are presented in Sec. II D, and future directions of this study are discussed in Sec. III.

II. RESULTS

A. Trotter-based Hamiltonian simulation

Assuming the Hamiltonian $H$ of the system is represented in terms of the local Hamiltonian, which acts on a small subset of the spin-orbitals, we can write the Hamiltonian as

$$H = \sum_i \hat{h}_i,$$  \hspace{1cm} (1)

where $\hat{h}_i$ is the local Hamiltonian. Due to the first order Trotter formula, the ideal unitary operator of time-evolution for some duration $t$, $U_{\text{ideal}} = e^{-iHt}$, can be approximated as

$$U_{\text{ideal}} = U_{\text{Trotter}}^{\frac{\Delta t}{\tau}} + O(t\Delta t),$$ \hspace{1cm} (2)

where $U_{\text{Trotter}} = \prod_i e^{-i\hat{h}_i\Delta t}$, and $\Delta t$ is a single time step. Therefore, the real time dynamics can only be simulated using the local operations. Henceforth, we will refer to $e^{-i\hat{h}_i\Delta t}$ in $U_{\text{Trotter}}$ as the interaction operator.

We estimate the gate resources required for $U_{\text{Trotter}}$, i.e., the single Trotter step, by evaluating the required number of controlled-NOT (CNOT) and arbitrary single-qubit gates for performing each interaction operator, whereas the qubit resource is determined by the Hamiltonian size since the qubit resource corresponds to the number of spin-orbitals in the Hamiltonian.

B. Construction of the effective Hamiltonian

The effective Hamiltonian $H$ is defined as

$$H = \sum_{\sigma} \sum_p t_{pp\sigma} n_{p\sigma} + \sum_{\sigma} \sum_{p < q} t_{pq\sigma}(a_{p\sigma}^\dagger a_{q\sigma} + a_{p\sigma}a_{q\sigma}^\dagger)
+ \sum_p U_{pp\sigma} n_{p\sigma} n_{p\sigma}
- \sum_{\sigma \rho \rho'} J_{p\sigma\rho} n_{p\sigma} n_{q\sigma}
+ \sum_{p < q} J_{pq\sigma}(a_{p\sigma}^\dagger a_{p\sigma} a_{q\sigma}^\dagger a_{q\sigma} + a_{q\sigma}^\dagger a_{q\sigma} A_{p\sigma}^\dagger A_{p\sigma}^\dagger)
- \sum_{p < q} J_{pq\rho}(a_{p\rho}^\dagger a_{p\rho} a_{q\rho}^\dagger a_{q\rho} + a_{q\rho}^\dagger a_{q\rho} A_{p\rho}^\dagger A_{p\rho}^\dagger),$$  \hspace{1cm} (3)

where the first and second terms come from one-body potentials, the third and fourth terms follow from the Coulomb interactions, and the last three terms from exchange interactions. $\sigma$ and $\sigma'$ are the spin indices, $p$ and $q$ are the orbital indices, $a_{p\sigma}^\dagger(a_{p\sigma})$ is the creation (annihilation) operator on spin-orbitals of $p\sigma$, and $n_{p\sigma}$ is $a_{p\sigma}^\dagger a_{p\sigma}$ and is called the particle number operator. $t_{pq\sigma}$ is the hopping integral between spin-orbitals of $p\sigma$ and $q\sigma$, and $U_{pq\sigma}$ and $J_{pq\sigma}$ are the effective Coulomb and effective exchange interactions between the orbitals of $p$ and $q$, respectively. Equation (3) is a general form of the effective Hamiltonian in the localized basis, and please see Ref. [50] for details of the Hamiltonian. Note that we arranged the index sequence of the last two terms in Eq. (3) as $p \uparrow, p \downarrow, q \uparrow$, and $q \downarrow$ from that in Ref. [50] for the swapping operation described later. We denote an initial sequence of qubit indices for the spin-orbital indices $p\sigma$ in the circuit by $(1\uparrow, 1\downarrow, 2\uparrow, 2\downarrow, \ldots)$ and use Jordan-Wigner encoding [51] to transform the fermionic operators $a_{p\sigma}^\dagger$ and $a_{p\sigma}$ to the Pauli operators. Furthermore, we consider systems under the periodic boundary condition and including only static interactions (zero frequency) in the Hamiltonian. Hereafter, we will refer to $t_{p\sigma\rho}$ and $t_{p\sigma\rho'}$ as $t$, $U_{p\sigma}$ and $U_{p\rho}$ as $U$, and $J_{p\sigma\rho}$ as $J$.

Table I shows the list of the target compounds. The compounds are classified as organic superconductors, iron-based superconductors, binary transition-metal oxides $TMO$ ($TM = Mn, Fe, Co, Ni$), and perovskite oxides $SrMO_3$ ($M = V, Cr, Mn$). For all the target compounds, we determined the crystal structure and target orbitals according to the previous studies [10, 11, 43, 40] by considering the condition that orbitals appearing in the effective Hamiltonian should be close to the Fermi level and mainly contribute to the electron correlation phenomena.

The interaction coefficients $t$, $U$, and $J$ in Eq. (3) were calculated using the $ab\text{ initio}$ downfolding method, consisting of three steps, namely, the band-structure calculation for the target material, calculation of the target orbitals and $t$, and calculation of $U$ and $J$ (the details of the procedures are described elsewhere [30, 40, 52–57]). First, we calculated the band-structure using den-
TABLE I. Classification of the compounds, target orbital, and number of qubits (spin-orbitals) per unit cell $N_{\text{qubits/cell}}$. TMTSF denotes tetramethyltetraselenafulvalene, and K$_3$C$_{60}$ is called K-doped fullerene. Doping and/or external pressure are required to experimentally observe the superconductivity for LaFeAsO and BaFe$_2$As$_2$ in the iron-based superconductor class and (TMTSF)$_2$PF$_6$ in the organic superconductor class.

| Classification                  | Compound                  | Target orbital        | $N_{\text{qubits/cell}}$ |
|--------------------------------|---------------------------|-----------------------|---------------------------|
| Organic superconductor         | (TMTSF)$_2$PF$_6$         | Linear combination of $p$-orbitals in TMTSF molecule | 4                        |
|                                | LaFeAsO                   | $p$-orbitals at a fullerene cage | 6                        |
|                                | BaFe$_2$As$_2$            | $d$-orbitals in Fe$^2$ | 20                       |
|                                | LiFeAs                     | $d$-orbitals in Fe$^2$ | 20                       |
|                                | FeSe                      | $d$-orbitals in Fe$^2$ | 20                       |
| Iron-based superconductor      | MnO                       | $d$-orbitals in Mn    | 10                       |
|                                | FeO                       | $d$-orbitals in Fe    | 10                       |
|                                | CoO                       | $d$-orbitals in Co    | 10                       |
|                                | NiO                       | $d$-orbitals in Ni    | 10                       |
| Binary transition metal oxide  | SrVO$_3$                 | $d$-orbitals in V     | 10                       |
|                                | SrCrO$_3$                | $d$-orbitals in Cr    | 10                       |
|                                | SrMnO$_3$                | $d$-orbitals in Mn    | 10                       |
| Perovskite oxide               |                           |                       |                           |

We define the number of unit cells, $N_{\text{cells}}$, as a variable to estimate the resources because the simulations with larger sizes than the unit cell will be performed in future applications (e.g., nonequilibrium dynamical simulations). Thus, the qubit resource is determined by multiplying the number of qubits per unit cell (“$N_{\text{qubit/cell}}$” in Table I) with $N_{\text{cells}}$, and is about one order of magnitude larger than $N_{\text{cells}}$ on average for the target compounds. For example, in LaFeAsO for 10$^2$ unit cells (e.g., 2D 10 × 10 system), 2 × 10$^3$ qubits are required. Note that the quantum device of the scale of 10$^3$ qubits may appear in the near future [71]. We will mainly discuss the gate resource estimation in the rest of this paper.

C. Fermionic swap network and the procedure in the Hamiltonian with the exchange interactions

When the Hamiltonian includes long-range interactions, the interaction operations between distant qubits in Eq. (2) are required to perform the Hamiltonian simulation. However, the operations are not directly executable on devices in which the operations are restricted to the neighboring qubit, such as superconducting and silicon qubit devices. A fswap network is a method that can perform the Hamiltonian simulations using only the nearest-neighbor operations, which are accomplished by the swapping operation between spin-orbital indices, the fswap operation. The fswap operator between two indices $p\sigma$ and $q\sigma'$ is defined as

$$f_{\text{swap}} = 1 + a_{p\sigma}^\dagger a_{q\sigma'} + a_{q\sigma'}^\dagger a_{p\sigma} - a_{p\sigma}^\dagger a_{p\sigma} - a_{q\sigma'}^\dagger a_{q\sigma'}$$

and holds properties of $f_{\text{swap}} a_{p\sigma} (f_{\text{swap}} a_{q\sigma'})^\dagger = a_{q\sigma'}^\dagger a_{p\sigma}$ and $f_{\text{swap}} a_{p\sigma} (f_{\text{swap}} a_{q\sigma'})^\dagger = a_{q\sigma'}^\dagger a_{p\sigma}$. For example, in a device with the one-dimensional and nearest-neighbor qubit coupling, the fswap network in the Hamiltonian simulation using one and two spin-orbitals has been implemented by executing the interaction and fswap opera-
tions between the neighboring qubits in a simply interchangeable manner [32]. The fswap network has also been applied to several fermionic Hamiltonians (including only interactions of one or two spin-orbitals) related to quantum chemistry [27, 35] and the Hubbard model [33, 34]. In this study, we propose the procedure of the fswap network to the Hamiltonian with the exchange interaction terms that operate on four spin-orbitals (see the last two terms in Eq. (3)). We mention that a procedure for executing the fswap network on the interaction operators of four spin-orbitals was proposed in the context of the unitary coupled cluster [72], although the number of fswap operators is larger than that of our procedure by \( N_{\text{qubits/cell}}N_{\text{cells}} \).

Figure 1 shows the fswap network procedure in a device with the one-dimensional qubit coupling for the Hamiltonian simulations including the operations on four spin-orbitals. Here, the fswap operation is executed on pairs of up and down spins with the same orbital index as in Fig. 1(a). The main component of the procedure is the swapping operation between the pairs specified by two orbital indices (pair swapping operation), as in Fig. 1(b). At each step, we interchangeably execute the interaction operations executable in the spin-orbital sequence and fswap operations between spin-orbitals on both sides of the black double-headed arrows. The four fswap operations are used in the pair swapping operation in Fig. 1(b). The interaction and fswap operations are implemented by CNOT and arbitrary one-qubit gates (see Appendix A for the circuit implementations).

The whole fswap network procedure is depicted in Fig. 1(c), and its pseudocode is given as Algorithm 1. At each step in Fig. 1(c), the pair swapping operations between the two pairs of the orbital index marked with red arrows are executed. The red arrows exist between 2 \( j \) pairs in the odd step and 2 \( j + 1 \) pairs in the even step, where \( j \in [0, \lfloor N_{\text{cells}}/2 \rfloor] \), and \( N_0 \) is the number of pairs. The operations are executed until the sequence of the orbital indices is reversed, as shown at the bottom in Fig. 1(c). Since the four indices of \( p \uparrow, p \downarrow, q \uparrow, \) and \( q \downarrow \) appear in this sequence for any \( p \) and \( q \) at some step during the fswap network, the procedure can be applied to the Hamiltonian with the terms for the four spin-orbitals as in exchange interaction terms.

Now, we explain the detail of the gate resource estimation using the fswap network based on CNOT gates and arbitrary one-qubit gates. We estimate the number of gates required for the single Trotter step \( U_{\text{Trotter}} \) in Eq. (2). The contributions to the gate resources for the interaction and the fswap operations can be described separately. The gate resource \( N_{\text{gates}} \) is represented as

\[
N_{\text{gates}} = \sum_{i_{\text{int}}} N_{\text{terms/cell}}^{i_{\text{int}}} N_{\text{gates}}^{i_{\text{int}}} + N_{\text{pairswap}}(4N_{\text{gates-fswap}}),
\]  

where the first and second terms in the right side expression represent the gate resources for the interaction and fswap operators, respectively. \( i_{\text{int}} \) is the interaction index, i.e., corresponds to one of the seven interactions in Eq. (3) (e.g., \( t_{\sigma \sigma} \) for spin-orbitals, \( N_{\text{terms}} \) is the number of interaction operators (or terms in the Hamiltonian) specified by \( i_{\text{int}} \), \( N_{\text{gates}}^{i_{\text{int}}} \) is the number of gates required for an interaction operator specified by \( i_{\text{int}} \), \( N_{\text{pairswap}} \) is the number of the pair swapping operations; \( N_{\text{gates-fswap}} \) is the number of gates required for the single fswap operation. The values of \( N_{\text{gates}}^{i_{\text{int}}} \) are listed in Table II. We considered three cases where one value for the one-qubit gate, that of the CNOT gate, or the summation of the values is assigned to \( N_{\text{gates}}^{i_{\text{int}}} \). Also, the value of \( N_{\text{gates-fswap}} \) in the one-qubit gate, that of the CNOT gate, and the summation of the values are 2, 2, and 4, respectively. Since Eq. (7) is an expression with the system size \( N_{\text{cells}} \) implicitly included in each term, we transformed Eq. (7) into the expression that explicitly includes \( N_{\text{cells}} \) for estimating the resource as a function of \( N_{\text{cells}} \),

\[
N_{\text{gates}}[N_{\text{cells}}] = \sum_{i_{\text{int}}} N_{\text{terms/cell}}^{i_{\text{int}}} N_{\text{gates}}^{i_{\text{int}}} + \frac{1}{2} (N_{\text{qubits/cell}} N_{\text{cells}}^2 - 2N_{\text{qubits/cell}} N_{\text{cells}} N_{\text{gates-fswap}}),
\]  

where \( N_{\text{terms/cell}}^{i_{\text{int}}} \) is the value of \( N_{\text{terms/cell}}^{i_{\text{int}}} \) per unit cell. We used the relation \( N_{\text{pairswap}} = \left( \frac{N_{\text{qubits/cell}} N_{\text{cells}}}{2} \right) \) to obtain Eq. (8) from Eq. (7). We estimated the gate resource using Eq. (8).
Function $15$

\begin{align*}
\text{return } & 16 \\
\text{step} & = 17 \\
\text{while } & \text{true} \quad \text{do} \\
\text{if } & \text{step is odd} \quad \text{then} \\
& \text{for } j = 0 \text{ to } \lfloor \frac{N_o - 2}{2} \rfloor \quad \text{do} \\
& \text{if } 2j + 3 > N_o \text{ then: break} \\
& \text{p} \quad \text{orbital index of } 2j + 2 \text{ pair} \\
& \text{q} \quad \text{orbital index of } 2j + 3 \text{ pair} \\
& \text{PairSwap}(p, q) \\
\text{if } & \text{step is even} \quad \text{then} \\
& \text{for } j = 0 \text{ to } \lfloor \frac{N_o - 2}{2} \rfloor \quad \text{do} \\
& \text{p} \quad \text{orbital index of } 2j + 1 \text{ pair} \\
& \text{q} \quad \text{orbital index of } 2j + 2 \text{ pair} \\
& \text{PairSwap}(p, q) \\
\text{if } & \text{the sequence of the orbital indices coincides} \\
& \text{with the reversed sequence from the initial one} \quad \text{then} \\
& \text{break} \\
& \text{step} \quad \text{← step + 1} \\
\text{return } & \text{WF}
\end{align*}

Hamiltonian simulation. Now we discuss only the values of the summation, “Sum,” in Table III.
The interaction and fswap terms as a function of other words, as $N$ where the values are averaged over all the compounds.

The value for NiO to that for MnO is smaller in $10^4$.

The resource estimation for the Hubbard model [33], the comparison of the results of the simple model for cell, $N$, counted for gates related to the fswap operations is.

Note that since $J$ for cell, $N$, denotes the summation of the number of interaction terms per unit cell, $N_{\text{terms/cell}}$, and the total number of gates of the interaction term per unit cell, $N_{\text{int}}$, terms/cell $N_{\text{gates}}$, in Fig. 2(b). Here, $N_{\text{int}}$ terms/cell for $|t|$ denotes the summation of the number of interaction terms for $t_{pp}$ and $t_{pq}$; $N_{\text{terms/cell}}$ for $J$ denotes that for $J_{pq}$. $N_{\text{gates}}$ for $|t|$, $U$, and $J$ are 15, 12, and 246, respectively, which are the total values in the row 1-2, 3-4, and 5-7 in the column “Sum” in Table II. Figure 2(b) indicates that $N_{\text{int}}$ terms/cell for $U$ is larger than those for $|t|$ and $J$ for all the compounds, except for BaFe$_2$As$_2$. Figure 2(c) holds the same trend. Note that since $N_{\text{terms/cell}}$ for $U$ and $|t|$ of BaFe$_2$As$_2$ are close and $N_{\text{gates}}$ for $|t|$ is larger than that for for $U$, $N_{\text{int}}$ terms/cell $N_{\text{gates}}$ for $U$ of BaFe$_2$As$_2$ is smaller than that for $|t|$. Furthermore, there are no terms for $J$ to be counted for $N_{\text{int}}$ terms/cell in the class of the organic superconductors. As a result, we found that constructing an effective Hamiltonian that reduces the number of terms related to the Coulomb interaction is effective in reducing resources for relatively small systems.

For relatively large systems (i.e., $N_{\text{cells}} \geq 10^3$), reducing the gate resource related to the fswap operations is effective. Especially, reducing $N_{\text{pairswap}}$ in Eq. (7), i.e., the number of the pair swapping or fswap operations has

### Table III. List of the estimated results for the number of gates in the target compounds.

| Classification | Compound | $N_{\text{gates}}[N_{\text{cells}} = 10^3]$ | $N_{\text{gates}}[N_{\text{cells}} = 10^4]$ | $N_{\text{gates}}[N_{\text{cells}} = 10^5]$ |
|-----------------|----------|---------------------------------|---------------------------------|---------------------------------|
| Organic superconductor | K$_2$CoF$_4$ | 5.0 × 10$^5$ 4.2 × 10$^5$ 9.2 × 10$^5$ | 3.7 × 10$^5$ 3.7 × 10$^5$ 7.4 × 10$^5$ | 3.6 × 10$^5$ 3.6 × 10$^5$ 7.2 × 10$^5$ |
| Iron-based superconductor | LaFeAsO | 6.5 × 10$^5$ 5.2 × 10$^5$ 1.2 × 10$^5$ | 4.2 × 10$^5$ 4.1 × 10$^5$ 8.4 × 10$^5$ | 4.0 × 10$^5$ 4.0 × 10$^5$ 8.0 × 10$^5$ |
| | FeSe | 6.7 × 10$^5$ 5.2 × 10$^5$ 1.2 × 10$^5$ | 4.3 × 10$^5$ 4.1 × 10$^5$ 8.4 × 10$^5$ | 4.0 × 10$^5$ 4.0 × 10$^5$ 8.0 × 10$^5$ |
| | LiFeAs | 1.3 × 10$^5$ 8.3 × 10$^5$ 2.1 × 10$^5$ | 4.9 × 10$^5$ 4.4 × 10$^5$ 9.3 × 10$^5$ | 4.1 × 10$^5$ 4.0 × 10$^5$ 8.1 × 10$^5$ |
| Binary transition metal oxide | MnO | 1.8 × 10$^5$ 1.4 × 10$^5$ 3.2 × 10$^5$ | 1.1 × 10$^5$ 1.0 × 10$^5$ 2.1 × 10$^5$ | 1.0 × 10$^5$ 1.0 × 10$^5$ 2.0 × 10$^5$ |
| | FeO | 3.0 × 10$^5$ 2.0 × 10$^5$ 5.1 × 10$^5$ | 1.2 × 10$^5$ 1.1 × 10$^5$ 2.3 × 10$^5$ | 1.0 × 10$^5$ 1.0 × 10$^5$ 2.0 × 10$^5$ |
| | CoO | 7.9 × 10$^5$ 4.4 × 10$^5$ 1.2 × 10$^5$ | 1.7 × 10$^5$ 1.3 × 10$^5$ 3.0 × 10$^5$ | 1.1 × 10$^5$ 1.0 × 10$^5$ 2.1 × 10$^5$ |
| | NiO | 9.5 × 10$^5$ 5.2 × 10$^5$ 1.5 × 10$^5$ | 1.9 × 10$^5$ 1.4 × 10$^5$ 3.3 × 10$^5$ | 1.1 × 10$^5$ 1.0 × 10$^5$ 2.1 × 10$^5$ |
| Perovskite oxide | SrVO$_3$ | 2.9 × 10$^6$ 1.9 × 10$^6$ 4.8 × 10$^5$ | 1.2 × 10$^5$ 1.1 × 10$^5$ 2.3 × 10$^5$ | 1.0 × 10$^5$ 1.0 × 10$^5$ 2.0 × 10$^5$ |
| | SrCrO$_3$ | 2.5 × 10$^6$ 1.7 × 10$^6$ | 4.2 × 10$^5$ 1.1 × 10$^5$ 2.2 × 10$^5$ | 1.0 × 10$^5$ 1.0 × 10$^5$ 2.0 × 10$^5$ |
| | SrMnO$_3$ | 2.9 × 10$^6$ 2.0 × 10$^6$ 4.9 × 10$^5$ | 1.2 × 10$^5$ 1.1 × 10$^5$ 2.3 × 10$^5$ | 1.0 × 10$^5$ 1.0 × 10$^5$ 2.0 × 10$^5$ |
| Average | 5.7 × 10$^5$ 3.7 × 10$^5$ 9.5 × 10$^5$ | 2.2 × 10$^5$ 2.0 × 10$^5$ 4.2 × 10$^5$ | 1.8 × 10$^5$ 1.8 × 10$^5$ 3.7 × 10$^5$ |

![Figure 3](image-url)  
**Figure 3.** $N_{\text{cells}}$ dependence for the number of gates in the interaction term (blue line), fswap term (red line), and the total (black dash line) in Eq. (8). The values are averaged over all the compounds.
a larger effect on the resource than reducing $N_{\text{gates-fswap}}$ since the value of $N_{\text{gates-fswap}}$ is only four. Therefore, it is worth considering the elimination of unnecessary fswap operations and the search for an efficient swapping order. Besides, the parallel execution of the fswap operation reduces the depth in the circuit even with the same number of gates as the serial execution. Specifically, the depth for the fswap operation reduces from $4 \times \left( \frac{N_{\text{unit/cell}} N_{\text{cells}}}{2} \right)$ to $3 \times \frac{N_{\text{unit/cell}} N_{\text{cells}}}{2}$ using the parallel execution.

III. CONCLUSION

In this study, we estimated the resources required for the Hamiltonian simulation in electron correlated materials. Specifically, we estimated the number of quantum gates and qubits required for the Trotter-based Hamiltonian simulation (per Trotter step) using the fermionic swap (fswap) network. Here, 13 target compounds classified as organic superconductors, iron-based superconductors, binary transition metal oxides, and perovskite oxides were selected for the resource estimation. We adopted the effective Hamiltonian with the orbitals and localized Wannier function, and constrained random phase approximation. Furthermore, we proposed the procedure that swaps any two pairs of up and down spin to perform the fswap network on the effective Hamiltonian with the exchange interactions.

We obtained that the estimated values of the numbers of the gates per Trotter step and qubits are $10^7 (10^8)$ and $10^3 (10^4)$, respectively, on averages for the 13 compounds with $10^3 (10^5)$ of $N_{\text{cells}}$, where $N_{\text{cells}}$ denotes the number of unit cells in the system. For example, $1.2 \times 10^2 (8.4 \times 10^3)$ gates per Trotter step and $2 \times 10^3 (2 \times 10^4)$ qubits are required in the system for $10^2 (10^3)$ of $N_{\text{cells}}$ in LaFeAsO.

Moreover, we analyzed the gate resource and found that the gate resources for the interaction and fswap operations scale as $O(N_{\text{cells}})$ and $O(N_{\text{cells}}^2)$, respectively. Additionally, on the average value of the 13 compounds, the number of interaction terms in the effective Hamiltonian, especially that of the Coulomb interaction terms, is dominant to the gate resource up to $N_{\text{cells}} \sim 10^2$. Therefore, reducing the number of Coulomb interaction terms is effective for gate cost reduction in relatively small systems. In relatively large systems ($N_{\text{cells}} \gtrsim 10^3$), the resource for the fswap operations, especially the number of fswap operations, is dominant, and thus reducing the number of fswap operations is effective.

Additionally, the error mitigation technique may be useful because it can increase the implementable number of gates in a quantum circuit when the number of errors in a quantum circuit is in the order of unity. Using the probabilistic error cancellation, a reliable quantum simulation can be realized when the condition $\varepsilon_{\text{TG}} N_{\text{steps}} \leq 2$ is kept, where $\varepsilon_{\text{TG}}$ is the error rate of two-qubit gates, and $N_{\text{steps}}$ is the number of two-qubit gates. The condition is derived from the fact that the two-qubit gate can be regarded as a main noise source of a quantum device. When $N_{\text{cells}}$ is $10^2$, i.e., $10^3$ qubits, the number of the two-qubit (CNOT) gates required for the Hamiltonian simulation of $N_{\text{steps}}$ steps is $N_{\text{steps}} \sim N_{\text{cells}} \times 10^6$ (see “Average” row in Table III). Therefore, when a quantum device can realize an error rate of $\varepsilon_{\text{TG}} \lesssim 2 N_{\text{steps}}^{-1} \times 10^{-6}$, the number of gates required for performing the Hamiltonian simulation in the size of $N_{\text{cells}} = 10^2$ will be executable (for example, see Refs. [16, 26] for the value of $N_{\text{steps}}$).

IV. ACKNOWLEDGMENTS

This work was partly supported by JSPS KAKENHI Grant Number 21H01742.

[1] Y. Cao, J. Romero, J. P. Olson, M. Degroote, P. D. Johnson, M. Kieferová, I. D. Kivlichan, T. Menke, B. Peropadre, N. P. D. Sawaya, S. Sim, L. Veis, and A. Aspuru-Guzik, Chem. Rev. 119, 10856 (2019).
[2] S. McArdle, S. Endo, A. Aspuru-Guzik, S. C. Benjamin, and X. Yuan, Rev. Mod. Phys. 92, 015003 (2020).
[3] B. Bauer, S. Bravyi, M. Motta, and G. Kin-Lic Chan, Chem. Rev. 120, 12685 (2020).
[4] N. Moll, P. Barkoutsos, L. S. Bishop, J. M. Chow, A. Cross, D. J. Egger, S. Filipp, A. Fuhrer, J. M. Gambetta, M. Ganzhorn, A. Kandala, A. Mezzacapo, P. Müller, W. Riess, G. Salis, J. Smolin, I. Tavernelli, and K. Temme, Quantum Sci. Technol. 3, 035033 (2018).
[5] V. E. Elfving, B. W. Broer, M. Webber, J. Gavartin, M. D. Hallis, K. P. Lorton, and A. Bochenarov, (2020), arXiv:2009.12472 [quant-ph].
[6] M. Motta and J. Rice, (2021), arXiv:2109.02873 [quant-ph].
[7] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin, R. Barends, R. Biswas, S. Boixo, F. G. S. L. Brandao, D. A. Buell, B. Burkett, Y. Chen, Z. Chen, B. Chiaro, R. Collins, W. Courtney, A. Dunsworth, E. Farhi, B. Foxen, A. Fowler, C. Gidney, M. Girvin, R. Graff, K. Guerin, S. Habegger, M. P. Harrigan, M. J. Hartmann, A. Ho, M. Hoffmann, T. Huang, T. S. Humble, S. V. Isakov, E. Jeffrey, Z. Jiang, D. Kafri, K. Kechedzhi, J. Kelly, P. V. Klimov, S. Knysz, A. Korotkov, F. Kostritsa, D. Landhuis, M. Lindmark, E. Lucero, D. Lyakh, S. Mandrà, J. R. McClean, M. McEwen, A. Megrant, X. Mi, K. Michielsen, M. Mohseni, J. Mutus, O. Naaman, M. Neely, C. Neill, M. Y. Niu, E. Ostby, A. Petukhov, J. C. Platt, C. Quintana, E. G. Rieffel, P. Roushan, N. C. Rubin, D. Sank, K. J. Satzinger, V. Smelyanskiy, K. J. Sung, M. D. Trevithick, A. Vainsencher, B. Villalonga, T. White, Z. J. Yao, P. Yeh, A. Zalcman, H. Neven, and J. M. Martinis,
As a computational condition in RESPACK, we confirmed the adoption of $k$-point grids sufficient to obtain all the interactions above the threshold of $|t|$, $U$, and $J$ because the maximum distance of the calculated interaction depends on the $k$-point grids.

As a computational condition in RESPACK, we confirmed the adoption of $k$-point grids sufficient to obtain all the interactions above the threshold of $|t|$, $U$, and $J$ because the maximum distance of the calculated interaction depends on the $k$-point grids.

The number of gates in the interaction operations in Table I and that in the fswap operation are derived from the circuits in Figs. 3(a) and (b), respectively. We derived the circuit implementations from the descriptions of Ref. [80] in Fig. 3(a) and Refs. [81, 82] in Fig. 3(b). In Fig. 3(a), $i_{\text{int}}$ is the interaction index, i.e., one of the seven interactions in Eq. (3) (e.g., $t_{ppn}n_{pr}$).

In our procedure of the fswap network, the spin-orbital indices mapped to the qubits are changed at each step in the procedure; the initial sequence of the indices is $(1 \uparrow, 1 \downarrow, 2 \uparrow, 2 \downarrow, \ldots)$, and the neighboring indices are swapped according to the procedure in Fig. 1 and Algorithm 1 by using the fswap operations. The sequence of the spin-orbital indices shown in Fig. 1(a) can appear during the fswap operations, in which two qubits connected with operations are physically neighboring pairs. Figure 1(b) shows the circuit for the fswap operation on neighboring qubits.
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FIG. 4. Quantum gates corresponding to each interaction operator of \( i_{int} \) and the fswap operator in our procedure. \( T \) in the box of the circuit is the one-qubit gate as \( \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\theta} \end{pmatrix} \). \( G \) is the global phase gate as \( e^{-i\theta} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), \( H \) is the Hadamard gate, \( Y \) is the \( R_y(\pi) \) gate, and \( R_z(\theta) \) is the \( R_z(\theta) \) gate, where \( \theta \) is the parameter determined with the interaction coefficient (see Ref. [80] for details). (a) Quantum gates for each interaction operator of \( i_{int} \). The spin-orbital indices are indicated on the left side of each circuit. The part enclosed by a dashed line in the circuit of the second row is assigned to a circuit with \( g = H \) substituted, followed by a circuit with \( g = Y \) in succession. The similar operation is performed for \( \{g_1, g_2, g_3, g_4\} \) in the last row. (b) A quantum gate for the fswap operator between the neighboring qubits.