Statistical downscaling to predict drought events using high resolution satellite based geopotential data
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Abstract. Drought prediction is a very challenging work due to high degree of uncertainty in the climate system. Geopotential height has been investigated as one of the dominant variables that can be used to predict drought events. This paper discussed the use of high resolution satellite based (reanalysis) data as the predictor of drought events, resulting on a high dimensional dataset. To deal with this, dimension reduction has been carried out by using Principle Component Analysis (PCA), prior to the development of the downscaling models which incorporate the past SPI (Standardized Precipitation Index) combined with the geopotential height at some specific atmospheric levels i.e. 500hPa, 850hPa, 900hPa, 975 hPa and 1000hPa. The SPI, as the drought risk measure is derived from the reduced dimension of precipitation data observed from the corresponding meteorological stations, while the geopotential height is reduced from gridded high resolution data. The downscaling process found the best model to predict the drought risk with various degree of R-squares. The outsample validation showed that predicting drought using SPI3 (three month period SPI) with geopotential at the 900hPa level as the predictor outperforms the others with R-square reaching 77%.

1. Introduction

Drought is a natural disaster which leads to a cross sectoral impact. Nusa Tenggara Timur (NTT) is one of the most vulnerable regions in Indonesia toward drought [1]. The statistic of Disaster Management Office (BPBD) Indonesia stated that there were 20 districts suffered from severe drought in 2015, impacted of 270 villages [2]. According to the Food Security Monitoring Bulletin, 10 districts in NTT Province have been the first priority districts which have been seriously impacted by drought. The meteorological office (BMKG) Indonesia has been effectively monitor the weather condition and tried to accurately describe the rainfall condition in order to predict the future drought events, however the prediction cannot be made accurately due to high variability of the topography in particular of regions located near the sea. To deal with this condition, statistical downscaling technique needs to be applied by developing models which are able to characterize the drought risk.

Basically, statistical downscaling uses the relationship between atmospheric circulation with precipitation to predict the changes on the local scale [3]. The local precipitation information is obtained from downscaling technique by transforming the global scale information into a local scale [4]. The statistical downscaling technique has been applied by many researchers to predict some weather phenomena (see Busuioc et al. [5], Uvo et al. [6], Fernandes [7] among others). This paper focused on predicting drought risk in NTT Indonesia. In this case, drought risk is represented by the Standardized Precipitation Index (SPI). There are some advantages of using SPI such as the ability to be calculated....
on different scale of time; SPI serves as an alert to drought events; SPI provides information about the severity level of the events, and SPI is simpler than the Palmer Drought Severity Index (PDSI) developed by Palmer [8]. The SPI identification involves of calculating the Joint Probability Function [9]. Furthermore, the dowscaling process needs to use predictors in the model. This paper investigated the role of geopotential height satellite data as the indicator of drought events. Ribeiro and Pires [4] used geopotential height as a potential predictor to build SPI prediction model in Portugal. Another works have used geopotential height as the predictor of weather events e.g. Huth and Kysely [10], Sailor et al. [12] as well as Chen and Chen [13].

The geopotential height is an atmospheric variable where the dataset is available on grid point basis. This research used high resolution grid scale i.e. 0.25° x 0.25°, leading to high dimensional dataset. Therefore, pre-processing needs to be carried out prior to applying the downscaling process. In this case, the Principle Component Analysis (PCA) is applied to reduce the dimension of the dataset. This work investigated the satellite based geopotential height at a certain atmospheric level which can be a leading indicator to predict the drought risk in NTT. Moreover, the downscaling process used dynamic regression models involving the time lags of the corresponding variable as the predictors due to presence of temporal correlation. The inclusion of time lags has never been applied in the works mentioned above.

2. Materials and Method
Statistical downscaling is a transfer function describing the functional relationship of global atmospheric circulation with local climate variables. The aim of statistical downscaling is to find the relationship between global and local scale of the climate parameters in order to predict the local scale climate variables onset, past or in the future. In the downscaling process, the gridded variables on the global scale are the predictors and the gridded variables on the local scale as the response [14].

This research used two different dataset i.e. monthly observed rainfall data recorded at the meteorological stations and Era-Interim reanalysis dataset (the geopotential height at 500, 850, 875, 900 and 1000 hPa) with grid resolution of 0.25° x 0.25° covering of 8°S-12°S and 118°E-125°E. Both dataset span from 1999-2015.

The steps of analysis are described as follows:
1. Pre-process the data using Principal Component Analysis (PCA), both the independent and dependent variables.
2. Calculate the SPI from the pre-processed rainfall data at the following scales: 1 month (SPI1), 2 month (SPI2) and 3 month (SPI3).
3. Split the data into two parts i.e. insample data covering the periods of 1999 to 2014, and testing data which covers the last 1 year observations.
4. Carry out statistical downscaling by building regression models involving the lag of SPI and geopotential height at different levels as the predictors.
5. Validate the model for outsample data using coefficients of determination (R-squares).

3. Results And Discussion

3.1. Stylized facts about rainfall data
The rainfall dataset has been collected from 9 meteorological stations covering the whole NTT province. The presented statistic in this section is the result of pre-processed data involving of imputation for missing values and outlier detection. Figure 1 depicts the monthly rainfall average from 1999 to 2015 observed at 9 stations in NTT.

From the figure 1, we observe that the rainfall observed at all meteorological stations showed similar pattern i.e. monsoon. The precipitation in Frans is relatively higher than in other places. The periods of May to October seems to be dry periods with very low rainfall intensity, while December to February have higher precipitation rate. Nevertheless, the precipitation rate is significantly below the average in Indonesia.
Dimension Reduction of Rainfall Data Using Principle Component Analysis (PCA)

The aim of the dimension reduction is to find a response variable which can preserve the data variability without losing many information in other variables. The number of component with the corresponding eigen value can be seen is listed in Table 1. Having more than one PC does not increase the explained information significantly. With one factor, the principle component will be able to explain 68.4% total variation of the data.

Table 1. Eigen value and total variance explained.

| Component | Eigen Value | Proportion of Variance |
|-----------|-------------|------------------------|
| 1         | 6.1557      | 0.684                  |
| 2         | 0.6683      | 0.074                  |
| 3         | 0.5855      | 0.065                  |
| 4         | 0.4841      | 0.054                  |
| 5         | 0.3422      | 0.038                  |
| 6         | 0.2925      | 0.032                  |
| 7         | 0.2396      | 0.027                  |
| 8         | 0.1864      | 0.021                  |
| 9         | 0.0458      | 0.005                  |

3.2. Standardized Precipitation Index (SPI)

The SPI is obtained from the reduced dimension of rainfall data. Table 2 listed the characteristic of SPI (for three kinds of SPI calculation) based on the drought intensity. We can see clearly that the number of dry events dominates the climate condition, in particular of using the SPI1 and SPI2 indicators. Moreover, based on Figure 2 we see that those three different SPI gave similar pattern.
### Table 2. Drought intensity in NTT.

| Criteria       | Number of event |
|----------------|-----------------|
|                | SPI1 | SPI2 | SPI3 |
| Severe drought | 5    | 6    | 6    |
| Medium drought | 9    | 7    | 7    |
| Drought        | 21   | 19   | 18   |
| Wet            | 16   | 19   | 21   |
| Medium wet     | 7    | 6    | 5    |
| Severe wet     | 5    | 4    | 5    |
| Total dry event| 35   | 32   | 31   |
| Total wet event| 28   | 29   | 31   |

### Figure 2. Annual average of SPI

The SPI analysis showed also that drought events mostly happened in 2004, while 2010 tends to be wet.

#### 3.3. Dimension Reduction of Satellite Geopotential Data using Principle Component Analysis (PCA)

The geopotential height data analyzed in this paper are observed at six different atmospheric levels i.e. 500 hPa, 850 hPa, 875 hPa, 900 hPa and 100 hPa, where all of them have the same period as rainfall dataset. Using grid scale of 0.25 x 0.25, we have in total 493 observations at each levels. The scree plots indicated that only one component has eigen value greater than one. It indicates that the data variation can be explained by 1 PC for each level. The scatter plots show that most of the cases have a linear pattern, which means also that we can proceed the statistical downscaling by linear regression models. Several plots show relatively random pattern indicating low relation between SPI and geopotential. The statistical downscaling process is carried out by building regression models between geopotential data as the predictor variable and SPI as the response. The multiple linear regression models listed in Table 3 have fulfilled the required assumptions such as normally distributed residual terms and no multicollinearity among predictors. The idea of involving SPI lags in the models is to have dynamic models with capacity to predict future drought event utilizing past information. All models are performed using in-sample data.
Table 3. Regression models for the downscaling process.

| Level  | Regression equation |
|--------|---------------------|
| 500 hPa | SPI1 = -63.1 + 0.226 SPI1_{t-1} - 0.000182 Z_{500} + 0.000132 Z_{500} + 0.0000163 Z_{500} - 0.000122 Z_{500} + 0.000075 Z_{500} + 0.000087 Z_{500} - 0.000061 Z_{500} |
| 850 hPa | SPI1 = 31.4 + 0.210 SPI1_{t-1} + 0.142 SPI1_{t-2} - 0.000197 Z_{850} + 0.000118 Z_{850} - 0.000126 Z_{850} - 0.000144 Z_{850} |
| 700 hPa | SPI1 = 20.1 + 0.841 SPI1_{t-1} - 0.292 SPI1_{t-3} + 0.178 SPI1_{t-4} - 0.000059 Z_{850} - 0.000081 Z_{850} - 0.000084 Z_{850} |
| 900 hPa | SPI1 = 36.3 + 0.124 SPI1_{t-1} + 0.185 SPI1_{t-2} - 0.000189 Z_{900} + 0.000177 Z_{900} - 0.000155 Z_{900} |
| 875 hPa | SPI1 = 26.8 + 0.811 SPI2_{t-1} - 0.373 SPI2_{t-2} + 0.202 SPI2_{t-3} - 0.000145 Z_{900} + 0.000151 Z_{900} - 0.000129 Z_{900} |
| 975 hPa | SPI1 = 39.0 + 0.818 SPI3_{t-1} - 0.288 SPI3_{t-3} + 0.168 SPI3_{t-4} - 0.0543 Z_{975} + 0.0385 Z_{975} - 0.0518 Z_{975} |

From the models, the validation is done by comparing the observed SPI with the prediction. We perform only the comparison using geopotential at the level of 500hPa as the predictor, as shown in Figure 3 for the sake of space. From the figure, we can clearly see some mis-predictions e.g. the observation in January showed a normal condition but it is predicted as wet, moreover in September the real condition is drought but it is predicted as normal.
Figure 3. Plots of the observed and predicted geopotential height at 500 hPa for: (a) SPI1, (b) SPI2, (c) SPI3.

Overall, from the plots we observed that prediction with SPI3 leads the lowest error. In order to evaluate the performance, two criterias are used i.e. mean square error (MSE) and R-square. Table 4 listed both criterias for insample and outsample data.

Table 4. MSEs and R-squares for insample and outsample data.

| Level     | Insample MSE | Insample R-Sq | Outsample MSE | Outsample R-Sq |
|-----------|--------------|---------------|---------------|----------------|
| 500hPa    | 0.9214       | 11.30%        | 0.68037       | 10.70%         |
|           | 0.489        | 53.60%        | 0.764154      | 69.07%         |
|           | 0.403        | 61.10%        | 0.47751       | 61.42%         |
| 850hPa    | 0.852        | 18.60%        | 0.460085      | 32.06%         |
|           | 0.463        | 56.40%        | 0.81037       | 69.31%         |
|           | 0.395        | 62.10%        | 0.422024      | 77.22%         |
| 875hPa    | 0.9298       | 10.00%        | 0.459457      | 32.15%         |
|           | 0.498        | 52.00%        | 0.611567      | 53.68%         |
|           | 0.395        | 62.10%        | 0.589823      | 68.16%         |
| 900hPa    | 0.8463       | 19.10%        | 0.861466      | 15.19%         |
|           | 0.462        | 55.70%        | 0.602885      | 61.95%         |
|           | 0.388        | 62.70%        | 0.416284      | 77.53%         |
| 975hPa    | 0.8335       | 20.30%        | 0.986155      | 19.90%         |
|           | 0.458        | 56.20%        | 0.762638      | 56.30%         |
|           | 0.377        | 64.00%        | 0.87545       | 63.90%         |
| 1000hPa   | 0.8371       | 20.00%        | 0.931845      | 19.90%         |
|           | 0.461        | 55.80%        | 0.68828      | 56.30%         |
|           | 0.379        | 63.80%        | 0.628441      | 63.90%         |

From Table 4, using SPI1 yileds on the highest MSE and lowest R-square in all cases, while SPI3 gives the best results by increasing the R-square significantly exceeding 60%. The accuracy of the models validated on testing data can be seen in Table 5 as well. The MSE and R-square of insample and outsample data showed a consistent result, which means that the SPI3 outperforms SPI1 and SPI2. Moreover, the R-squares of SPI3 in outsample are higher than insample in some cases. Among the results of SPI3, the highest R-square is obtained by setting the geopotential height at 900 hPa level as th
predictor, with the R-square reaches about 77.53%. Furthermore, using geopotential height at 850 hPa level gives slightly different result than 900hPa, where both of them have R-squares greater than 77%.

4. Conclusion
The result of preprocessing by PCA shows that only one PC can explain more than 90% total of variance. The statistical downscaling showed that predicting drought event using three monthly SPI (SPI3) will yield on more accurate prediction. Meanwhile, using monthly SPI tends to have very low prediction capacity. The best model uses information of past SPI3 (t-1 and t-4) and geopotential at t-3 and t-4. Although it is hard to explain the rationality behind the use of those lags in the model, but the model has been statistically validated to have the best performance with the R-square exceeding 77%.
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