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- At least 5% of questions submitted to search engines ask about causality.
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Since broccoli is so rich in fiber, too much of it can in fact cause diarrhea or even constipation. Fiber draws water into the GI tract, so if you aren’t drinking enough water then your GI tract may become dehydrated. This means the stools become hard and much more difficult to pass. Soluble fiber is the main culprit for this.
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Contributions

- Webis-CausalQA-22 dataset with 1.1M causal questions and answers.
- A set of rules to identify causal questions at near-perfect precision.
- Analysis of causal questions and a new taxonomy.
- Baseline question answering experiments on the dataset.
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Dataset Webis-CausalQA-22

- 10 existing QA datasets: PAQ, GooAQ, MS MARCO, SQuAD, etc.
-Datasets are well-known, large, and contain lexically diverse questions.
- A question is *causal* if answering it requires:
  1. identifying causal chains,
  2. inference on those chains,
  3. verbalizing the causal relations involved when answering it.
- 7 regex rules to identify causal questions:
  R1  *why*  e.g.: Why does mosquito bite itch?
  R2  *cause(s) ?*  e.g.: What causes broken blood vessels?
  *:
  R7  *what (to do|should be done)\^[if|to|when]  e.g.: What to do if my Xbox won’t connect to the Wi-Fi?
- Webis-CausalQA-22 contains ca. 1.1 million causal QA pairs.
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Benchmark

- UnifiedQA model, pre-trained and fine-tuned [Khashabi et al.; EMNLP ’20].

Dataset Random 90/10 split

| Dataset          | ROUGE-L | P  | R  | F1 | EM | F1  |
|------------------|---------|----|----|----|----|-----|
| PAQ              | 76,961  | 0.95| 0.95| 0.94| 0.91| 0.94 |
| GooAQ            | 14,629  | 0.17| 0.15| 0.15| 0.00| 0.19 |
| MS MARCO QnA     | 2,557   | 0.45| 0.42| 0.39| 0.13| 0.40 |
| Natural Questions| 121     | 0.37| 0.34| 0.32| 0.16| 0.33 |
| ELI5             | 13,104  | 0.16| 0.09| 0.10| 0.00| 0.12 |
| SearchQA         | 78      | 0.55| 0.54| 0.54| 0.47| 0.54 |
| SQuAD v. 2.0     | 321     | 0.96| 0.96| 0.95| 0.93| 0.95 |
| NewsQA           | 66      | 0.76| 0.76| 0.73| 0.58| 0.73 |
| HotpotQA         | 39      | 0.73| 0.73| 0.73| 0.67| 0.72 |
| TriviaQA         | 71      | 0.44| 0.43| 0.42| 0.28| 0.42 |
| Macro-averaged   | 107,947 | 0.55| 0.54| 0.53| 0.41| 0.53 |
| Micro-averaged   | 107,947 | 0.73| 0.72| 0.72| 0.65| 0.73 |
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- UnifiedQA model, pre-trained and fine-tuned [Khashabi et al.; EMNLP ’20].
- Highest $F_1$ on SQuAD is 0.93, while that of humans is 0.89 [Rajpurkar et al.; ACL ’18].

| Dataset                  | Random 90/10 split |
|--------------------------|--------------------|
|                          | N                  | Fine-tuned model |
|                          |                    | ROUGE-L          | Traditional |
|                          |                    | P  | R | $F_1$ | EM | $F_1$ |
| PAQ                      | 76,961             | 0.95 | 0.95 | 0.94 | 0.91 | 0.94 |
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Causal Questions in Web Search

- Data: 1.5 billion question-like Yandex log entries.
- Ca. 82 million (about 5%) causal questions found with the rules.
- “Why”-questions are most frequent (causal) questions
e.g.: Why can’t I log in into VKontakte? (cat. problem solving).
- Most of the questions about causes or effects target causes of medical
conditions or effects on health (cat. problem prevention).
- 90% of the “what happens if”-questions are about dream interpretation
e.g.: What will happen, if one dreams of pregnancy?
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Code and data: github.com/webis-de/COLING-22
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