COMPOSITION OF BINARY QUADRATIC FORMS
OVER NUMBER FIELDS

KRISTÝNA ZEMKOVÁ

Abstract. In this article, the standard correspondence between the ideal class group of a quadratic number field and the equivalence classes of binary quadratic forms of given discriminant is generalized to any base number field of narrow class number one. The article contains an explicit description of the correspondence. In the case of totally negative discriminants, equivalent conditions are given for a binary quadratic form to be totally positive definite.

1. Introduction

There are two classical definitions of composition of binary quadratic forms over \( \mathbb{Z} \): the first one, using bilinear substitutions, was described by Gauss in his Disquisitiones Arithmeticae in 1801; the second one, based on so-called “united forms”, is attributed to Gauss’s student, Dirichlet. Yet a completely different approach was taken by Dedekind. In modern terms, his idea was to associate a binary quadratic form with an appropriate module; the composition of quadratic forms is then translated as module multiplication.

Later on, all of these approaches were used to generalize composition of binary quadratic forms to more general base rings. In \([5]\), Butts and Estes determined domains, in which the “united-forms” composition holds. Kaplansky in \([12]\) used the module multiplication approach to give a full description of composition of binary quadratic forms over any Bézout domain. The relationship between Gauss composition and “united-form” composition over some classes of rings was studied by Butts and Dulin in \([3]\). Towber in \([21]\) used “oriented” binary quadratic forms to describe a composition over an arbitrary commutative ring with a unit, such that 2 is not a zero divisor. This last remaining restriction on the base ring was removed by Kneser in \([13]\), where he considered a binary quadratic module \( M \) as a module over its even Clifford algebra \( C^+(M) \); from this point of view, composition corresponds to the tensor product over \( C^+(M) \).

It was not until the beginning of the 21st century that Bhargava, in his famous article \([1]\), redefined Gauss composition, and discovered another 13 composition laws on other polynomials. The beauty of these composition laws is in using certain cubes of integers, and the result is based on a correspondence between integral cubes and triples of ideals. A few years later in 2011, Bhargava’s student Wood generalized Bhargava’s correspondence in \([22]\) and gave a complete statement of the relationship between binary quadratic forms and modules for quadratic algebras over any base ring. Later, in 2016, O’Dorney described the same kind of correspondence over any Dedekind domain in \([19]\).

It is worth noting that in all the aforementioned articles, if an equivalence of quadratic forms (in the classical sense) is defined, then only the equivalence given by matrices of determinant 1 is considered. This can be seen as somewhat unnatural, as the base ring may contain other units
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as well. In the case of the ring of integers of a number field, the most natural choice seems to be to consider any equivalence given by a matrix, determinant of which is a totally positive unit. Indeed, this approach was taken by Mastropietro in his thesis [16]; he described a construction of the correspondence between the ideal class group and the equivalence classes of binary quadratic forms, but only for the case when the base field is a real quadratic number field of class number one, and the discriminant is totally negative.

The aim of this article is to take into account an equivalence of binary quadratic forms given by all totally positive units of the base number field and to develop, in such settings, a Dedekind-like correspondence between classes of forms and an ideal class group. As the base field, we consider an arbitrary number field of narrow class number one; this is equivalent to having class number one together with the existence of units of all signs. These conditions are necessary for our approach: First, the class number has to be one, for a free module basis of any fractional ideal to exist, and second, units of all signs are needed in order for such a basis to be able to have any orientation. This paper is based on the first part of the author’s Master thesis [23]. The results of this paper are further used in [24] to generalize the composition of Bhargava’s cubes to rings of integers of number fields of narrow class number one.

First, we focus on base fields with at least one real embedding. Refined definitions of the equivalence of quadratic forms and of the ideal class group are given in Subsections 2.2 and 2.3; then Section 3 deals with the correspondence itself. The main results of the article are Theorem 3.7 together with Corollary 3.8. Afterwards, the results are applied in Section 4 to a study of positive definiteness of quadratic forms. At the end of the paper, Section 5 deals with the case when the base field is totally imaginary; the result is summarized in Theorem 5.6.

2. Preliminaries

Throughout the whole paper, we fix a number field $K$ of narrow class number one\footnote{We use the standard notation $h^+(K)$ for the narrow class number of $K$ and $h(K)$ for the class number of $K$.}; this is equivalent to $K$ being of class number one and having units of all signs (for a reference, see [10, Ch. V, (1.12)]). We write $\mathcal{O}_K$ for the ring of algebraic integers of $K$; the group of units of this ring is denoted by $U_K$, and $U_K^+$ stands for its subgroup of totally positive units. Assume that $K$ has exactly $r$ embeddings into real numbers, and let $\sigma_1, \ldots, \sigma_r$ be these embeddings. Moreover, suppose that $r \geq 1$, i.e., that $K$ is not totally imaginary.

Furthermore, we fix a relative quadratic extension $L$ of the number field $K$. Note that the Galois group $\text{Gal}(L/K)$ has two elements; if $\tau$ is the nontrivial element of this group, then, for $\alpha \in L$, we write $\overline{\alpha}$ instead of $\tau(\alpha)$.

2.1. Ideals. Since $h^+(K) = 1$, the ring $\mathcal{O}_L$ is a free $\mathcal{O}_K$-module; hence $\mathcal{O}_L = [1, \Omega]_{\mathcal{O}_K}$ for a suitable $\Omega \in \mathcal{O}_L$, and every (fractional) $\mathcal{O}_L$-ideal has a module basis of the form $[\alpha, \beta]_{\mathcal{O}_K}$ for some $\alpha, \beta \in L$ (see [18 Cor. p. 388] and [17 Prop. 2.24]). In both cases, the index $\mathcal{O}_K$ will be usually omitted. As an algebraic integer over $\mathcal{O}_K$, $\Omega$ is a root of a monic quadratic polynomial $x^2 + wx + z$ for some $w, z \in \mathcal{O}_K$; the other root is $\overline{\Omega}$. Put $D_{\Omega} = w^2 - 4z$, and note that, without loss of generality,

$$\Omega = \frac{-w + \sqrt{D_{\Omega}}}{2}, \quad \overline{\Omega} = \frac{-w - \sqrt{D_{\Omega}}}{2}. \quad (2.1)$$

Hence, $L = K\left(\sqrt{D_{\Omega}}\right)$, and

$$D_{\Omega} = (\Omega - \overline{\Omega})^2. \quad (2.2)$$

Moreover, the above choice of $\Omega$ and $\overline{\Omega}$ determines the square root of $D_{\Omega}$ uniquely as

$$\sqrt{D_{\Omega}} = \Omega - \overline{\Omega}. \quad (2.3)$$
Also note that $\mathcal{O}_L \subseteq \left\{ \frac{a}{2} + \frac{b}{2} \sqrt{\Omega} \mid a, b \in \mathcal{O}_K \right\}$.

One may expect the element $D_\Omega$ to be square-free (i.e., not divisible by $q^2$ for any $q \in \mathcal{O}_K \setminus \mathcal{U}_K$), but since $D_\Omega$ is the discriminant of a binary quadratic form, it may not always be the case. Hence, instead of that, we introduce the following definition of fundamental element: an element, which is “almost square-free” and a quadratic residue modulo 4 at the same time.

**Definition 2.1.** An element $d$ of $\mathcal{O}_K$ is called fundamental if $d$ is a quadratic residue modulo 4 in $\mathcal{O}_K$, and for every $\bar{p} \in \mathcal{O}_K \setminus \mathcal{U}_K$ such that $p^2 \mid d$ the following holds: $p \mid 2$ and $\frac{d}{p^2}$ is not a quadratic residue modulo 4 in $\mathcal{O}_K$.

In the case $K = \mathbb{Q}$, this definition agrees with the one of the fundamental discriminant. The following lemma shows that, from this point of view, $D_\Omega$ is “a fundamental discriminant over $K$”.

**Lemma 2.2.** $D_\Omega$ is fundamental.

*Proof.* Obviously, $D_\Omega = w^2 - 4z$ is a quadratic residue modulo 4.

Assume that there exists $p \in \mathcal{O}_K$ which is not a unit, and such that $p^2 \mid D_\Omega$; set $D' = \frac{D_\Omega}{p^2}$. Since $\sqrt{D'}$ is a root of the polynomial $x^2 - D'$, it is $\sqrt{D'} \in \mathcal{O}_L$; hence, there exist $a, b \in \mathcal{O}_K$ such that $\sqrt{D'} = a + b\Omega$ where $\Omega = \frac{-w + p\sqrt{D'}}{2}$. Comparing the coefficients at $\sqrt{D'}$, we get that $p$ must be a divisor of 2 in $\mathcal{O}_K$.

For contradiction, suppose that there exists $t \in \mathcal{O}_K$ such that $D' \equiv t^2 \pmod{4}$. We can find $m \in \mathcal{O}_K$ such that $D' = t^2 - 4m$; then the quadratic polynomial $x^2 + tx + m$ has the discriminant equal to $D'$ and a root $\kappa = \frac{-t + \sqrt{D'}}{2}$, which is an element of $\mathcal{O}_L$. Hence, there exist $a', b' \in \mathcal{O}_K$ such that $\kappa = a' + b'\Omega$, i.e.,

$$-t + \sqrt{D'} = a' + b'\frac{w - p\sqrt{D'}}{2}.$$

Comparing the coefficients at $\sqrt{D'}$, we obtain that $b'p = 1$. But that is not possible, because $b' \in \mathcal{O}_K$, and $p$ is not a unit. Hence, we have found the desired contradiction. \hfill \Box

On the other hand, if we take $D \in \mathcal{O}_K$ such that $K(\sqrt{D}) = L$, then clearly $p^2D = q^2D_\Omega$ for some $p, q \in \mathcal{O}_K$. Furthermore, if $D$ is fundamental, then $\frac{a}{q}$ has to be a unit, because both $\frac{D_\Omega}{p^2}$ and $\frac{q^2D_\Omega}{p^2}$ are quadratic residues modulo 4. We have proved the following lemma.

**Lemma 2.3.** Let $D$ be a fundamental element of $\mathcal{O}_K$ s.t. $K(\sqrt{D}) = L$. Then there exists $u \in \mathcal{U}_K$ such that $D = u^2D_\Omega$.

In the following, the word “ideal” will generally stand for a fractional ideal while to the usual meaning will be referred as to the “integral ideal”. Consider an ideal $I = [\alpha, \beta]$ in $\mathcal{O}_L$. Then there exists a $2 \times 2$ matrix $M$ consisting of elements of $K$ such that

$$\begin{pmatrix} \alpha \\ \beta \end{pmatrix} = M \cdot \begin{pmatrix} 1 \\ \Omega \end{pmatrix}.$$

Then also

$$\begin{pmatrix} \Omega & \alpha \\ \beta & \beta \end{pmatrix} = M \cdot \begin{pmatrix} 1 & 1 \\ \Omega & \Omega \end{pmatrix},$$

and thus

$$\det M = \frac{\Omega \beta - \alpha \beta}{\Omega - \Omega}. \quad (2.5)$$

The proofs of the following two lemmas are just direct computations.

**Lemma 2.4.** Let $I = [\alpha, \beta]$ be an ideal, $M$ the same matrix as above, $[p\alpha + r\beta, q\alpha + s\beta]$ another $\mathcal{O}_K$-module basis of $I$, and $\tilde{M}$ the matrix corresponding to this basis. Then $\det \tilde{M} = (ps - qr)\det M$. 

Lemma 2.5. \( \det M \in K \), and if \( \alpha, \beta \in \mathcal{O}_L \), then \( \det M \in \mathcal{O}_K \).

The relative norm of an element \( \alpha \) is defined as \( N_{L/K}(\alpha) = \alpha \overline{\alpha} \). If \( I \) is a fractional \( \mathcal{O}_L \)-ideal, then the \( \mathcal{O}_K \)-ideal \( N_{L/K}(I) = (N_{L/K}(\alpha) : \alpha \in I) \) is the relative norm of the ideal \( I \). Note that if \( I, J \) are two \( \mathcal{O}_L \)-ideals such that \( I \subseteq J \), then \( N_{L/K}(I) \subseteq N_{L/K}(J) \). For the relative norm of a principal ideal clearly holds that \( N_{L/K}(\alpha) = \left( N_{L/K}(\alpha) \right) \). In the general case, the ideal \( N_{L/K}(I) \) has to be principal as well, because \( h(K) = 1 \) by the assumption; its generator can be written explicitly in terms of the \( \mathcal{O}_K \)-module basis of \( I \), as the following lemma shows.

Lemma 2.6. Let \( I = [\alpha, \beta] \) be an ideal, and \( M \) the same matrix as above. Then \( \det M \) generates the \( \mathcal{O}_K \)-ideal \( N_{L/K}(I) \).

Proof. This is a well-known result holding for any finite Galois extension \( E/F \) such that \( h(F) = 1 \). The proof can be found, e.g., in [15, Th. 1].

Let us now determine what will be later recognized as the inverse class of an ideal. We need to start with a technical lemma, which will also turn out to be useful later in the proof of Proposition 3.1, as the elements here will be exactly the coefficients of the quadratic form obtained from the \([\alpha, \beta]\).

Lemma 2.7. Let \([\alpha, \beta]\) be an ideal, and \( M \) the same matrix as above. Then

\[
\frac{\alpha \overline{\alpha}}{\det M} \cdot \frac{\beta \overline{\beta}}{\det M} \cdot \frac{\alpha \overline{\beta} + \alpha \overline{\beta}}{\det M}
\]

are coprime elements of \( \mathcal{O}_K \).

Proof. We start by proving that \( \frac{\alpha \overline{\alpha}}{\det M}, \frac{\beta \overline{\beta}}{\det M}, \frac{\alpha \overline{\beta} + \alpha \overline{\beta}}{\det M} \in \mathcal{O}_K \). First, assume that \( \alpha, \beta \in \mathcal{O}_L \). Then \( \det M \in \mathcal{O}_K \) by Lemma 2.5, hence we need to show that the elements \( \alpha \overline{\alpha}, \beta \overline{\beta}, \alpha \overline{\beta} + \alpha \overline{\beta} \) are divisible by \( \det M \) in \( \mathcal{O}_K \). Since \( \alpha \in [\alpha, \beta] \), there is \( (\alpha) \subset [\alpha, \beta] \). It follows from Lemma 2.6 that \( (\alpha \overline{\alpha}) = (N_{L/K}(\alpha)) \subset N_{L/K}([\alpha, \beta]) = (\det M) \), and therefore \( \alpha \overline{\alpha} \) is divisible by \( \det M \) in \( \mathcal{O}_K \). By the same argument, \( \beta \overline{\beta} \) is divisible by \( \det M \) in \( \mathcal{O}_K \). Similarly, \( (\alpha + \beta) \subset [\alpha, \beta] \) implies that \( N_{L/K}(\alpha + \beta) \) is divisible by \( \det M \). Since \( N_{L/K}(\alpha + \beta) = \alpha \overline{\alpha} + \beta \overline{\beta} + \alpha \overline{\beta} + \alpha \overline{\beta} \), we see that \( \alpha \overline{\beta} + \alpha \overline{\beta} = N_{L/K}(\alpha + \beta) - \alpha \overline{\alpha} - \beta \overline{\beta} \) is divisible by \( \det M \) in \( \mathcal{O}_K \) as well.

In the general case, we can find \( k \in \mathcal{O}_K \) such that \( \alpha k, \beta k \in \mathcal{O}_L \). Hence, we may apply the first part of the proof to the ideal \([\alpha k, \beta k]\). Since the corresponding determinant is \( k^4 \det M \); the terms \( k^2 \) cancel out in the fractions.

Denote \( a = \frac{\alpha \overline{\alpha}}{\det M}, b = \frac{\beta \overline{\beta}}{\det M}, c = \frac{\alpha \overline{\beta} + \alpha \overline{\beta}}{\det M} \). To prove that \( a, b, c \) are coprime, first note that \( b^2 - 4ac = (\Omega - \Omega) = 0 \). Therefore, if \( a, b, c \) were divisible by an element \( p \in \mathcal{O}_K \setminus \mathcal{U}_K \), then \( \frac{D_a}{p^2} \) would be a quadratic residue modulo 4, which is not possible by Lemma 2.2.

Proposition 2.8. Let \([\alpha, \beta]\) be an ideal. Then

\[
[\alpha, \beta] \cdot [\overline{\alpha}, -\overline{\beta}] = (\det M)
\]

as \( \mathcal{O}_L \)-ideals.

Proof. Denote

\[
I = [\alpha, \beta], \quad J = \left[ \frac{\alpha}{\det M}, \frac{-\overline{\beta}}{\det M} \right].
\]

We will prove that \( IJ = [1, \Omega] \), which is equivalent to the statement of the proposition. Note that

\[
N_{L/K}(J) = \frac{1}{(\det M)^2} N_{L/K}([\overline{\alpha}, -\overline{\beta}]) = \left( \frac{1}{\det M} \right);
\]
therefore, \( \mathcal{N}_{L/K}(IJ) = (1) \) by the multiplicativity of the norm. Since we have \( \mathcal{N}_{L/K}([1,\Omega]) = (1) \), to prove that \([1,\Omega] = IJ\), we only need to show that \(1,\Omega \in IJ\) (see [15 Cor. to Th. 1]). As \(IJ\) is an \(\mathcal{O}_L\)-ideal as well, it even suffices to prove that \(1 \in IJ\).

Clearly,
\[
IJ = \left[ \frac{\alpha\alpha - \alpha\beta}{\det M}, \frac{-\alpha\beta - \beta\beta}{\det M}, \frac{-\alpha\beta}{\det M}, \frac{-\beta\beta}{\det M} \right]_{\mathcal{O}_K}.
\]

By Lemma 2.7,
\[
\gcd\left( \frac{\alpha\alpha}{\det M}, \frac{-\alpha\beta}{\det M}, \frac{\beta\beta}{\det M} \right) = 1;
\]
therefore, \(1 \in IJ\). \(\square\)

2.2. Quadratic forms. By binary quadratic forms over \(K\) we understand homogeneous polynomials in two variables of degree 2 with coefficients in \(\mathcal{O}_K\), i.e., \(Q(x, y) = ax^2 + bxy + cy^2\) with \(a, b, c \in \mathcal{O}_K\). For abbreviation, we will refer to them as quadratic forms. Then
\[
Q(x, y) = uQ(px + qy, rx + sy).
\]

Let \(Q(x, y) = ax^2 + bxy + cy^2\) and \(\tilde{Q}(x, y) = uQ(px + qy, rx + sy) = \tilde{a}x^2 + \tilde{b}xy + \tilde{c}y^2\) be equivalent quadratic forms. Then
\[
\tilde{a} = u(a(p^2 + bpr + cr^2)), \quad \tilde{b} = u(2apq + b(ps + qr) + 2crs), \quad \tilde{c} = u(aq^2 + bqs + cs^2),
\]
and
\[
\text{Disc}(\tilde{Q}) = \tilde{b}^2 - 4\tilde{a}\tilde{c} = u^2(ps - qr)^2(b^2 - 4ac) = u^2(ps - qr)^2\text{Disc}(Q).
\]

On the other hand, there is
\[
a = \frac{1}{u(ps - qr)^2}(\tilde{a}s^2 - \tilde{b}rs + \tilde{c}r^2), \quad b = \frac{1}{u(ps - qr)^2}(-2\tilde{q}ps + \tilde{b}(ps + qr) + 2\tilde{c}r), \quad c = \frac{1}{u(ps - qr)^2}(\tilde{a}q^2 - \tilde{p}pq + \tilde{c}p^2).
\]

We say that a quadratic form \(Q(x, y)\) represents \(m \in \mathcal{O}_K\) if there exist \(x_0, y_0 \in \mathcal{O}_K\) such that \(Q(x_0, y_0) = m\). A quadratic form \(Q(x, y) = ax^2 + bxy + cy^2\) is called primitive if \(\gcd(a, b, c) \in \mathcal{U}_K\).

We state two lemmas classical in the case of quadratic forms over \(Q\); we omit the proofs because they are analogous to that case.

Lemma 2.10. Equivalent quadratic forms represent the same elements of \(\mathcal{O}_K\) up to the multiplication by a totally positive unit.

Lemma 2.11. Let \(Q\) be a primitive quadratic form, and \(\tilde{Q} \sim Q\). Then \(\tilde{Q}\) is also primitive.
Note that all the elements of $D$ are fundamental (by Lemma 2.12). We will denote by $Q_D$ the set of all primitive quadratic forms of discriminant in $D$ modulo the equivalence relation described above:

$$Q_D = \{ Q(x, y) = ax^2 + bxy + cy^2 \mid a, b, c \in \mathcal{O}_K, \gcd(a, b, c) \in U_K, \text{Disc}(Q) \in D \} / \sim.$$

**Remark 2.13.** Note that if $\text{Disc}(Q) = u^2D_\Omega$ for $u \in U_K^\times$, then $\text{Disc}(\sqrt{u}Q) = D_\Omega$. Hence, in every class of $Q_D$, there is a quadratic form of discriminant exactly $D_\Omega$.

If $K$ is totally real (and of narrow class number one), then every totally positive unit is square of a unit (for a reference, see [3] Prop. 2.4]. Consider equivalent quadratic forms $Q$ and $Q'$, such that $\text{Disc}(Q) = \text{Disc}(Q')$, i.e.,

$$Q'(x, y) = \frac{1}{ps-qr}Q(px + qy, rx + sy)$$

for some $p, q, r, s \in \mathcal{O}_K$. If $u \in U_K$ is such that $ps - qr = u^2$, then

$$Q \left( \frac{p}{u}x + \frac{q}{u}y, \frac{r}{u}x + \frac{s}{u}y \right) = Q'(x, y)$$

gives the equivalence of $Q$ and $Q'$ with determinant 1. Therefore, in this case, our notion could be simplified to quadratic forms of the discriminant exactly $D_\Omega$, and to the equivalence by the matrices of determinant 1. But then a change of basis of an ideal may lead to obtaining inequivalent quadratic forms, as we will see in Subsection 3.1 (see Remark 3.1).

Let us prove two lemmas, which will be useful later.

**Lemma 2.13.** Let $\mu \in U_K$, and let $Q(x, y)$ be a quadratic form with $\text{Disc}(Q) \in D$. Then there exist $p_0, q_0, r_0, s_0 \in \mathcal{O}_K$ such that $p_0s_0 - q_0r_0 = \mu \overline{\mu}$ and $Q(x, y) = \frac{1}{p_0s_0 - q_0r_0}Q(p_0x + q_0y, r_0x + s_0y)$.

**Proof.** Let $Q(x, y) = ax^2 + bxy + cy^2$, and assume that $\text{Disc}(Q) = D_\Omega$ (multiply $Q$ by a suitable totally positive unit if needed). There exist $u, v \in \mathcal{O}_K$ such that $\mu = \frac{u}{v} + \sqrt{D_\Omega \frac{v}{u}}$, hence we have $\mu \overline{\mu} = \left( \frac{u}{v} \right)^2 - D_\Omega \left( \frac{v}{u} \right)^2$. From the condition $p_0s_0 - q_0r_0 = \mu \overline{\mu}$ and by comparing the coefficients of the quadratic forms (for $Q(p_0x + q_0y, r_0x + s_0y)$, we get the following system of equations:

$$p_0s_0 - q_0r_0 = \left( \frac{u}{v} \right)^2 - D_\Omega \left( \frac{v}{u} \right)^2,$$

$$a = ap_0^2 + bpr_0 + cr_0^2,$$

$$b = 2aq_0q_0 + b(p_0s_0 + q_0r_0) + 2cr_0s_0,$$

$$c = ap_0^2 + bq_0q_0 + cs_0^2.$$ (2.9)

One can check that

$$p_0 = \frac{u - bv}{2}, \quad q_0 = -cv, \quad r_0 = av, \quad s_0 = \frac{u + bv}{2}$$

fulfill the system of equations (2.9). It remains to show that $p_0, q_0, r_0, s_0$ are elements of $\mathcal{O}_K$. This is obvious for $q_0$ and $r_0$; for $p_0$ and $s_0$ it follows then from the fact that $p_0 + s_0 = u$ and $p_0s_0 = \mu \overline{\mu} + q_0r_0$ are elements of $\mathcal{O}_K$. 

**Lemma 2.14.** Let $Q(x, y) = ax^2 + bxy + cy^2$ be a quadratic form, $p, q, r, s \in \mathcal{O}_K$ such that $ps - qr \in U_K^\times$. Consider the quadratic form $\tilde{Q}(x, y) = Q(px + qy, rx + sy) = \tilde{a}x^2 + bxy + \tilde{c}y^2$.
equivalent to $Q(x, y)$. Denote $D = \text{Disc}(Q)$ and $\tilde{D} = \text{Disc}(\tilde{Q})$. Then, under the assumption that $\sqrt{\tilde{D}}/\sqrt{2} \in \mathcal{U}^+_R$, it holds

$$\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a} q + r \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a} s = -\frac{b + \sqrt{D}}{2a}.$$

Proof. As $\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}$ is a root of the quadratic polynomial $\tilde{Q}(x, 1) = \tilde{a}x^2 + \tilde{b}x + \tilde{c}$, we can write

$$\left(\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}, 1\right) \tilde{Q} \left(\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}, 1\right) = 0$$

$$\left(\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}, 1\right) \left(\frac{p}{q}, \frac{r}{s}\right) Q \left(\frac{p}{q}, \frac{r}{s}\right) \left(\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}, 1\right) = 0$$

$$\left(\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a} + q \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a} + s\right) Q \left(\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a} + q \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a} + s\right) = 0$$

$$\left(\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a} + q \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a} + s\right) \left(\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a}, 1\right) = 0$$

In particular, $\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a} q + r \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a} s$ has to be one of the roots of $Q(x, 1)$; either $\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}$ or $\frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a}$. Using that $\tilde{D} = \tilde{b}^2 - 4\tilde{a}\tilde{c}$, it is

$$\frac{p - \tilde{b} + \sqrt{\tilde{D}}}{2a} q + r \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2a} s = \left(2\tilde{a}q - \tilde{b}p + p\tilde{D}\right) \left(2\tilde{a}s - \tilde{b}r + r\tilde{D}\right)$$

Using the expression (2.7) with $u = 1$ and applying the assumption that $\sqrt{\tilde{D}}$ and $\sqrt{\tilde{D}}$ differ by a totally positive unit, we get that $\sqrt{\tilde{D}} = (ps - qr)\sqrt{\tilde{D}}$. Together with the first expression in (2.8), we get from the above equality that the coefficient in front of $\sqrt{\tilde{D}}$ is $\frac{1}{\alpha}$ as claimed. \qed

2.3. Relative Oriented Class Group. In the traditional correspondence, there are binary quadratic forms on one side, and the class group $\mathcal{O}_L = \mathcal{I}_L/\mathcal{P}_L$, or the narrow class group $\mathcal{O}_L^+ = \mathcal{I}_L/\mathcal{P}_L^+$, on the other side. Since we are working with number fields of higher degrees, the situation is a bit more complicated. Inspired by Bhargava’s definition of the class group, which considers the orientation of the bases of the ideals, we define the relative oriented class group with respect to the extension $L/K$. Compared to the rational numbers, our base field $K$ has $r$ real embeddings; therefore, instead of one sign, we consider $r$ signs: one for every real embedding. Later, in Section 2.3 we will see that these signs are closely connected to the positive definiteness of the corresponding quadratic forms.

In the following, we will work with tuples of the form $(I; \varepsilon_1, \ldots, \varepsilon_r)$ where $I$ is a fractional $\mathcal{O}_L$-ideal and $\varepsilon_i \in \{-1\}$ for $i = 1, \ldots, r$. Since any $\mathcal{O}_L$-ideal can be described by an $\mathcal{O}_K$-module basis as $I = [\alpha, \beta]$, we can assign the values to the $\varepsilon_i$’s by looking at the orientation of this basis at each real embedding: For every $i = 1, \ldots, r$ we set $\varepsilon_i = \text{sgn}(\sigma_i(\det M))$ where (as before) $$(\begin{pmatrix} \pi \\ \beta \end{pmatrix} \alpha \beta) = M \cdot \begin{pmatrix} 1 & 1 \\ \Omega & \Omega \end{pmatrix}.$$
i.e., \( \det M = \frac{\gamma \beta - \gamma \alpha}{\Omega - \Omega} \). To shorten the notation, we set \( \sgn(a) = (\sgn(\sigma_1(a)), \ldots, \sgn(\sigma_r(a))) \) for any \( a \in K \). So we get the tuple

\[
([\alpha, \beta]; \sgn(\sigma_1(\det M)), \ldots, \sgn(\sigma_r(\det M))) = ([\alpha, \beta]; \sgn(\det M)).
\]

In the special case of a principal ideal \((\gamma)\), the \(\mathcal{O}_K\)-module basis is \([\gamma, \gamma\Omega]\). Thus, the determinant of the corresponding matrix (as above) is \(\gamma\Omega = N_{L/K}(\gamma)\), and we get the tuple

\[
([\gamma]; \sgn(\gamma\Omega)).
\]

The following lemma shows that, under our assumption that \(K\) is of narrow class number one, we can find a basis of any ideal \(I\) of any prescribed orientation. With this view in mind, we will slightly misuse the terminology and call both of the tuples \((I; \varepsilon_1, \ldots, \varepsilon_r)\) and \(([\alpha, \beta]; \sgn(\det M))\) an oriented ideal.

**Lemma 2.15.** Let \(I\) be a fractional \(\mathcal{O}_L\)-ideal and \(\varepsilon_i \in \{\pm 1\}\) for \(i = 1, \ldots, r\). Then there exists a basis \([\alpha, \beta]\) of \(I\) such that \(\sgn(\det M) = (\varepsilon_1, \ldots, \varepsilon_r)\), where \(\det M = \frac{\gamma \beta - \gamma \alpha}{\Omega - \Omega} \).

**Proof.** Consider any basis \([\alpha, \beta]\) of the ideal \(I\), and multiply \(a\) by a unit \(u \in U_K\) with the appropriate \(\sgn(u)\) to get the desired orientation; such a unit exists by the assumption that the narrow class number of \(K\) is one.

For two oriented ideals \((I; \varepsilon_1, \ldots, \varepsilon_r)\) and \((J; \delta_1, \ldots, \delta_r)\), we can define its multiple component-wise as

\[
(I; \varepsilon_1, \ldots, \varepsilon_r) \cdot (J; \delta_1, \ldots, \delta_r) = (IJ; \varepsilon_1 \delta_1, \ldots, \varepsilon_r \delta_r).
\]

If these two ideals are \(([\alpha, \beta]; \sgn(\det M))\) and \(([\alpha', \beta']; \sgn(\det M'))\), then their multiple is the ideal \([\alpha, \beta][\alpha', \beta']\) with the orientation \(\sgn(\det M \cdot \det M')\). The existence of a basis of the ideal \([\alpha, \beta][\alpha', \beta']\) with such an orientation is guaranteed by the previous lemma. Note that here we need the condition that the field \(K\) is of narrow class number one; otherwise, there may not exist any basis of the multiple of two ideals with the required orientation.

If we multiply the oriented ideals \(([\alpha, \beta]; \sgn(\det M))\) and \(([\gamma]; \sgn(\gamma\Omega))\), one possible basis of the product is \([\gamma \alpha, \gamma \beta]\). The orientation of this basis is given by

\[
\begin{pmatrix}
\frac{\gamma \beta}{\gamma \alpha}
\end{pmatrix}
\]

hence \(\det M = \gamma\Omega\det M\), i.e., we guessed a basis of the right orientation. Therefore,

\[
([\gamma]; \sgn(\gamma\Omega)) \cdot ([\alpha, \beta]; \sgn(\det M)) = ([\gamma \alpha, \gamma \beta]; \sgn(\det M)).
\]

We can finally define the group which will stay on the other side of our desired correspondence.

**Definition 2.16.** Set

\[
\mathcal{I}^r_{L/K} = \{(I; \varepsilon_1, \ldots, \varepsilon_r) \mid I \text{ a fractional } \mathcal{O}_L\text{-ideal, } \varepsilon_i \in \{\pm 1\}, i = 1, \ldots, r\},
\]

\[
\mathcal{P}^r_{L/K} = \{([\gamma]; \sgn(\mathcal{N}_{L/K}(\gamma))) \mid \gamma \in L, \gamma \neq 0\}.
\]

Then the relative oriented class group of the field extension \(L/K\) is defined as

\[
\mathcal{O}^r_{L/K} = \mathcal{I}^r_{L/K} \bigg/ \mathcal{P}^r_{L/K}.
\]

If two oriented ideals \((I; \varepsilon_1, \ldots, \varepsilon_r)\) and \((J; \delta_1, \ldots, \delta_r)\) lie in the same class of \(\mathcal{O}^0_{L/K}\), we say that they are equivalent, and we write \((I; \varepsilon_1, \ldots, \varepsilon_r) \sim (J; \delta_1, \ldots, \delta_r)\).

---

\(^2\)Here we use \(\mathcal{N}_{L/K}(\gamma)\) rather than \(\gamma\Omega\) for the matter of possible generalization to other than quadratic extensions; see Remark 2.20.
With the multiplication defined above, \( I_L^\ell_{L/K} \) is an abelian group and \( P^\ell_{L/K} \) is its subgroup. Therefore, the group \( \mathcal{O}_L^\ell_{L/K} \) is well defined.

**Lemma 2.17.** The identity element of the group \( \mathcal{O}_L^\ell_{L/K} \) is \([1, \Omega]; +1, \ldots, +1\), and the inverse to \(([\alpha, \beta]; \text{sgn} (\det M)) \) is \(([\overline{\alpha}, -\overline{\beta}]; \text{sgn} (\det M)) \) (taking all of the oriented ideals as representatives of classes in \( \mathcal{O}_L^\ell_{L/K} \)).

*Proof.* The orientation of the ideal \([1, \Omega] \) is \((+1, \ldots, +1)\), because \( M \) is in this case the unit matrix. Hence, the oriented ideal \(([1, \Omega]; +1, \ldots, +1)\) is a representative of the identity element of the group \( \mathcal{O}_L^\ell_{L/K} \).

We know from Proposition 2.8 that \([\alpha, \beta] \cdot [\overline{\alpha}, -\overline{\beta}] = (\det M)\); since the orientation of the product \([\alpha, \beta] \cdot [\overline{\alpha}, -\overline{\beta}] \) is \( \text{sgn} ((\det M)^2) = \text{sgn} (\det M \cdot \det M) \), we even have that
\[
([\alpha, \beta]; \text{sgn} (\det M)) \cdot ([\overline{\alpha}, -\overline{\beta}]; \text{sgn} (\det M)) = ((\det M); \text{sgn} (\det M)) \in P^\ell_{L/K}.
\]
Thus, the oriented ideals \(([\alpha, \beta]; \text{sgn} (\det M)) \) and \(([\overline{\alpha}, -\overline{\beta}]; \text{sgn} (\det M)) \) represent the inverse classes in the group \( \mathcal{O}_L^\ell_{L/K} \).

The following lemma states an easy but very useful observation; the proof is immediate.

**Lemma 2.18.** Two oriented ideals \((I; \varepsilon_1, \ldots, \varepsilon_r)\) and \((J; \delta_1, \ldots, \delta_r)\) are equivalent if and only if there exists \( \gamma \in L \) such that \( \gamma I = J \) and \( \text{sgn} (\gamma I) = (\varepsilon_1 \delta_1, \ldots, \varepsilon_r \delta_r) \). Moreover, if \( I = J \), then \( \gamma \in U_L \).

At the end of this subsection, we compare the relative oriented class group \( \mathcal{O}_L^\ell_{L/K} \) with the class group \( \mathcal{O}_L \) of the number field \( L \). In the following, by \( \mathcal{O}_L \) is understood the principal \( \mathcal{O}_L \)-ideal generated by a unit (hence the identity element in the group \( \mathcal{O}_L \)), and by \( \{\mathcal{O}_L\} \) the one-element group.

**Proposition 2.19.** Denote \( H = \{\text{sgn} (N_{L/K} (\mu)) \mid \mu \in U_L \} \) and \( G \) the subgroup of \( \mathcal{O}_L^\ell_{L/K} \) isomorphic to \( \{\mathcal{O}_L\} \times (\pm 1)^r / H \) (more precisely, \( G \) is isomorphic to a subgroup of the group given by the representatives \( \{\mathcal{O}_L; \pm 1, \ldots, \pm 1\} \)). Then
\[
\mathcal{O}_L ≅ \mathcal{O}_L^\ell_{L/K} / G.
\]

*Proof.* Denote \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_r) \). Define maps \( f \) and \( g \):
\[
f: \quad \{\mathcal{O}_L\} \times (\pm 1)^r \to I_L^\ell_{L/K}
\]
\[
\{\mathcal{O}_L; \varepsilon\} \to (\mathcal{O}_L; \varepsilon)
\]
\[
g: \quad I_L^\ell_{L/K} \to I_L
\]
\[
(I; \varepsilon) \to I
\]
Then \( f \) is injective, \( g \) surjective, and \( \text{Ker} g = \{(\mathcal{O}_L; \varepsilon) \mid \varepsilon \in (\pm 1)^r\} = \text{Im} f \). Consider restrictions \( f' \) and \( g' \) of these two maps:
\[
f': \quad \{\mathcal{O}_L\} \times H \to P^\ell_{L/K}
\]
\[
(\mathcal{O}_L; \text{sgn} (N_{L/K} (\mu))) \to ((\mu); \text{sgn} (N_{L/K} (\mu)))
\]
\[
g': \quad P^\ell_{L/K} \to P_L
\]
\[
((\gamma); \text{sgn} (N_{L/K} (\gamma))) \to (\gamma)
\]
Note that \( f' \) is indeed a restriction of \( f \), as \( (\mu) = \mathcal{O}_L \) for any \( \mu \in U_L \). Again, \( f' \) is injective, \( g' \) is surjective, and \( \text{Ker} g' = \{((\gamma); \text{sgn} (N_{L/K} (\gamma))) \mid \gamma \in U_L \} = \text{Im} f' \). Hence, we obtain the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{O}_L & \xrightarrow{f} & I_L^\ell_{L/K} \\
\{\mathcal{O}_L\} \times H & \xrightarrow{f'} & P^\ell_{L/K} \\
(\mathcal{O}_L; \varepsilon) & \xrightarrow{g'} & (\mathcal{O}_L; \varepsilon)
\end{array}
\]
1 \longrightarrow \{\mathcal{O}_L\} \times \langle \pm 1 \rangle^r \overset{f}{\longrightarrow} \mathcal{I}^o_{L/K} \overset{g}{\longrightarrow} \mathcal{I}_L \longrightarrow 1

1 \longrightarrow \{\mathcal{O}_L\} \times H \overset{f'}{\longrightarrow} \mathcal{P}^o_{L/K} \overset{g'}{\longrightarrow} \mathcal{P}_L \longrightarrow 1

Note that Coker \(i_1 = \{\mathcal{O}_L\} \times \langle \pm 1 \rangle^r/H\), Coker \(i_2 = \mathcal{O}^o_{L/K}\), Coker \(i_3 = \mathcal{O}_L/K\), and Ker \(i_3 = 1\). Hence, by snake lemma, there is a short exact sequence:

\[1 \longrightarrow \{\mathcal{O}_L\} \times \langle \pm 1 \rangle^r/H \overset{i}{\longrightarrow} \mathcal{O}^o_{L/K} \longrightarrow \mathcal{O}_L \longrightarrow 1\]

This sequence gives us the required isomorphism

\[\mathcal{O}_L \cong \mathcal{O}^o_{L/K}/G\]

with \(G = \iota \left( \{\mathcal{O}_L\} \times \langle \pm 1 \rangle^r/H \right)\).

Remark 2.20. The relative oriented class group could be defined for any finite Galois extension \(E/F\) where the field \(F\) is of narrow class number one; Proposition 2.19 would remain true without any modifications.

3. Correspondence between Ideals and Quadratic Forms

3.1. From Ideals to Quadratic Forms. Let us define a map attaching a quadratic form to an oriented ideal.

\[\Phi : \mathcal{O}^o_{L/K} \longrightarrow \mathcal{Q}_D\]

\[([a, \beta] : \text{sgn} (\det M)) \mapsto \frac{1}{\det M} N_{L/K}(\alpha x - \beta y) = \frac{\alpha \bar{x}^2 - (\bar{x} \beta + \alpha \bar{y})xy + \bar{y} \beta^2 y^2}{\det M}\]

To be accurate, the map \(\Phi\) goes between the classes of oriented ideals and classes of quadratic forms; we omit the classes to relax the notation. We have to check that this map is well defined. First, let us see that the image of this map lies in \(\mathcal{Q}_D\).

Proposition 3.1. Let \((a, \beta) : \text{sgn} (\det M)\) be a representative of a class in \(\mathcal{O}^o_{L/K}\), and denote by \(Q_{a, \beta}\) its image under the map \(\Phi\). Then \(Q_{a, \beta}\) is a representative of a class of \(\mathcal{Q}_D\).

Proof. We have

\[Q_{a, \beta}(x, y) = \frac{\alpha \bar{x}^2 - (\bar{x} \beta + \alpha \bar{y})xy + \bar{y} \beta^2 y^2}{\det M} = \frac{\alpha \bar{x}^2 - (\bar{x} \beta + \alpha \bar{y})xy + \bar{y} \beta^2 y^2}{\det M}\]

Lemma 2.7 ensures both that the coefficients of \(Q_{a, \beta}\) are elements of \(\mathcal{O}_K\), and that this quadratic form is primitive. One easily computes that \(\text{Disc}(Q_{a, \beta}) = (\Omega - \bar{\Omega})^2\), which is an element of \(\mathcal{D}\).

To prove that the map \(\Phi\) does not depend on the choice of the representative of the class in \(\mathcal{O}^o_{L/K}\), we start with a lemma, which connects units from the quadratic extension with the equivalence of quadratic forms:

Lemma 3.2. Let \(Q\) be a primitive quadratic form, and \(p, q, r, s \in \mathcal{O}_K\) be such that \(ps - qr \in \mathcal{U}_K\). If there exists \(\mu \in \mathcal{U}_L\) such that \(\text{sgn} (\mu \overline{\mu}) = \text{sgn} (ps - qr)\), then \(Q(x, y) \sim \frac{1}{\mu \overline{\mu}} Q(px - qx, -rx + sy)\).

Proof. Use the elements \(p_0, q_0, r_0, s_0\) from Lemma 2.13: \(p_0s_0 - \overline{q_0r_0} = \mu \overline{\mu}\), and

\[Q(x, y) = \frac{1}{p_0s_0 - q_0r_0} Q(px + qy, rx + sy)\]
Note that $\frac{\operatorname{sgn}(p_0s_0 - q_0r_0)}{ps - qr} = \frac{\operatorname{sgn}(p\ell)}{\ell}$, and thus $\frac{ps - qr}{p_0s_0 - q_0r_0} \in \mathcal{U}_K^t$. We can find the equivalence between the quadratic forms $\frac{1}{ps - qr}Q(px - qy, -rx + sy)$ and $\frac{1}{p_0s_0 - q_0r_0}Q(p_0x + q_0y, r_0x + s_0y)$; this equivalence is obtained by the change of coordinates given by the matrix
\[
\begin{pmatrix}
p_0 \\
s_0 \\
r_0 \\
p_0s_0 - q_0r_0 \\
\end{pmatrix}
\begin{pmatrix}
p & -q \\
-\ell & s \\
\end{pmatrix}
^{-1},
\]
and by the multiplication by the totally positive unit $\frac{ps - qr}{p_0s_0 - q_0r_0}$. Finally,
\[
\frac{1}{ps - qr}Q(px - qy, -rx + sy) = \frac{1}{p_0s_0 - q_0r_0}Q(p_0x + q_0y, r_0x + s_0y) = Q(x, y).
\]

**Proposition 3.3.** The map $\Phi$ does not depend on the choice of the representative $([\alpha, \beta]: \operatorname{sgn}(\det M))$.

**Proof.** First, we would like to show that the definition of $\Phi$ is independent on the choice of the basis $[\alpha, \beta]$ of an ideal, i.e., that the quadratic form arising from the basis $[p\alpha + r\beta, q\alpha + s\beta]$, such that $p, q, r, s \in \mathcal{O}_K$, $ps - qr \in \mathcal{U}_K$, is equivalent to the one obtained from the basis $[\alpha, \beta]$; but this is not true, since the choice of the basis may change the orientation as well. Thus, we have to add an assumption that the oriented ideals obtained from these two bases are equivalent in $\mathcal{O}_L/\mathcal{K}$: Consider two oriented ideals
\[
\mathcal{I} = ([\alpha, \beta]: \operatorname{sgn}(\det M)), \quad \mathcal{J} = ([p\alpha + r\beta, q\alpha + s\beta]: \operatorname{sgn}(\det \tilde{M}))
\]
such that $p, q, r, s \in \mathcal{O}_K$, $ps - qr \in \mathcal{U}_K$, and assume $\mathcal{I} \sim \mathcal{J}$. Denote $Q(x, y) = \Phi(\mathcal{I})$, $\tilde{Q}(x, y) = \Phi(\mathcal{J})$; we need to prove that $Q \sim \tilde{Q}$. We have
\[
\tilde{Q}(x, y) = N_{L/K} \left( \frac{1}{ps - qr}Q(px - qy, -rx + sy) \right)
\]
where $\det \tilde{M} = (ps - qr) \det M$ by Lemma 2.3. Since $\mathcal{I} \sim \mathcal{J}$ and $[\alpha, \beta] = [p\alpha + r\beta, q\alpha + s\beta]$, there exists $\mu \in \mathcal{U}_L$ by Lemma 2.18 such that $\operatorname{sgn}(\mu p\ell) = \operatorname{sgn}(ps - qr)$. Thus, the quadratic forms $Q(x, y)$ and $\tilde{Q}(x, y)$ are equivalent by Lemma 3.2.

Now, let us consider any two equivalent oriented ideals; the equivalence is given by multiplication of a principal oriented ideal $([\gamma]: \operatorname{sgn}(\gamma \mathcal{I}))$. Thanks to the previous part of the proof, we may choose any bases we like. Thus, we consider the pair of oriented ideals $([\alpha, \beta]: \operatorname{sgn}(\det M))$ and $([\gamma\alpha, \gamma\beta]: \operatorname{sgn}(\gamma \mathcal{I} \det M))$. The situation in this case is much easier, because the image of the oriented ideal $([\gamma\alpha, \gamma\beta]: \operatorname{sgn}(\gamma \mathcal{I} \det M))$ under the map $\Phi$ is
\[
\frac{1}{\gamma \mathcal{I} \det M} N_{L/K} (\gamma \alpha x - \gamma \beta y) = \frac{\gamma \alpha \gamma \beta x^2 - (\gamma \alpha \gamma \beta + \gamma \alpha \gamma \beta)x y + \gamma \beta \gamma \beta y^2}{\gamma \mathcal{I} \det M}
\]
which is identical to the quadratic form obtained from $([\alpha, \beta]: \operatorname{sgn}(\det M))$. \qed
Remark 3.4. The first part of the previous proof explains why we allowed multiplication by a totally positive unit in the definition of the equivalence of quadratic forms. Otherwise, the change of the basis from \([\alpha, \beta]\) to \([p\alpha + r\beta, q\alpha + s\beta]\) may result in inequivalent quadratic forms. (The totally positive unit is hidden in the use of Lemma 3.2.)

3.2. From Quadratic Forms to Ideals. To get an oriented ideal from a quadratic form, define a map (again, we omit to write the classes)

\[
\Psi : Q_D \rightarrow \mathcal{O}_{L/K}^\circ
\]

\[
Q(x, y) = ax^2 + bxy + cy^2 \mapsto \left( a, -\frac{b + \sqrt{\text{Disc}(Q)}}{2} \right) : \text{sgn}(a)
\]

where the square root is chosen such that \(\sqrt{\text{Disc}(Q)} = u\sqrt{D_\Omega}\) for some \(u \in U_K^+\); this choice is possible because \(\text{Disc}(Q) \in \mathbb{Q}_D\) and it is unique since only one unit from the pair \(u\) and \(-u\) can be totally positive. (Recall that the value of \(\sqrt{D_\Omega}\) is fixed by the choice of \(\Omega\) and \(\Omega\), see (2.3).)

We have to show that this map is well defined.

Proposition 3.5. Let \(Q(x, y) = ax^2 + bxy + cy^2\) be a representative of a class in \(Q_D\). Then its image under the map \(\Psi\) is an element of \(I^0_{L/K}\).

Proof. Set \(D = \text{Disc}(Q)\), and let \(D = u^2 D_\Omega\) for a totally positive unit \(u \in U_K^+\). Recalling that \(\Omega = -w^2 + \sqrt{D_\Omega}\) by (2.1), we have

\[
a\Omega = \frac{b - uw}{2u} \cdot a + \frac{a}{u} \cdot \frac{-b + \sqrt{D}}{2},
\]

\[
-b + \sqrt{D} \Omega = -\frac{c}{u} \cdot a - \frac{b + uw}{2u} \cdot \frac{-b + \sqrt{D}}{2}.
\]

By (2.1) and (2.2), it is \(w^2 = (\Omega + \Omega)^2 = D_\Omega - 4\Omega\Omega\), thus \(u^2 w^2 = b^2 - 4ac - 4u^2\Omega\Omega\), and it follows that \(\frac{b+uw}{2u}, \frac{b-uw}{2u} = -\Omega\Omega \in \mathcal{O}_K\). As \(\frac{b+uw}{2u} + \frac{b-uw}{2u} = \frac{b}{u} \in \mathcal{O}_K\), too, it follows that \(\frac{b+uw}{2u}, \frac{b-uw}{2u} \in \mathcal{O}_K\).

Hence, \(\left[ a, -\frac{b + \sqrt{D}}{2} \right] \) is indeed an \(\mathcal{O}_L\)-ideal and we only need to compute the orientation of the basis.

Let \(M\) be a matrix such that

\[
\begin{pmatrix}
a & a \\
b + \sqrt{D} & b - \sqrt{D}
\end{pmatrix} = M \cdot \begin{pmatrix} 1 & 1 \\ \Omega & \Omega \end{pmatrix}.
\]

We need to prove that \(\text{sgn}(\det M) = \text{sgn}(a)\). There is

\[
\det M = \frac{a-\frac{b+\sqrt{D}}{2} - \frac{a-b-\sqrt{D}}{2}}{\Omega - \Omega} = \frac{a\sqrt{D}}{\Omega - \Omega} = ua.
\]

Since \(u\) is totally positive, we have \(\text{sgn}(\det M) = \text{sgn}(a)\). \(\square\)

Proposition 3.6. The map \(\Psi\) does not depend on the choice of the representative \(Q(x, y)\).

Proof. Let \(Q(x, y) = ax^2 + bxy + cy^2\) be a quadratic form of discriminant \(D \in D\), and \(v \in U_K^+\). Then

\[
\Psi(vQ(x, y)) = \left( \left[ va, -vb + \sqrt{v^2D} \right] : \text{sgn}(va) \right) = \left( \left[ a, -\frac{b + \sqrt{D}}{2} \right] : \text{sgn}(a) \right) = \Psi(Q(x, y)).
\]
Now, let \( p, q, r, s \in \mathcal{O}_K \) be such that \( ps - qr \in U_K^+ \), and consider the quadratic form \( \tilde{Q}(x, y) = Q(px + qy, rx + sy) = \tilde{a}x^2 + \tilde{b}xy + \tilde{c}y^2 \) with \( \text{Disc}(\tilde{Q}) = \tilde{D} \). We have
\[
\Psi(Q(x, y)) = \left( a, \frac{-b + \sqrt{D}}{2} : \text{sgn}(a) \right),
\]
\[
\Psi(\tilde{Q}(x, y)) = \left( \tilde{a}, \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2} : \text{sgn}(\tilde{a}) \right);
\]
we need to show that these two oriented ideals are equivalent.

Let us first examine only how to come from the basis \( \left[ a, \frac{-b + \sqrt{D}}{2} \right] \) to the basis \( \left[ a, \frac{-b + \sqrt{D}}{2} \right] \); we will deal with the orientations afterwards.

\[
\begin{array}{cccc}
[\tilde{a}, \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2}] & \tilde{A} & 1, \frac{-b + \sqrt{D}}{2a} & (q, p) - r \rightarrow \left[ p\frac{-b + \sqrt{D}}{2a} + q, r\frac{-b + \sqrt{D}}{2a} + s \right] \\
\left( \frac{r+2\sqrt{D}+s}{2a} \right) \rightarrow [0, 1] & (\text{Lem. } 2.43) & \tilde{b} \rightarrow \left[ \frac{-b + \sqrt{D}}{2a}, 1 \right] \\
& \left( \frac{1}{0} \right) & 1, \frac{-b + \sqrt{D}}{2a} & \rightarrow \left[ a, \frac{-b + \sqrt{D}}{2} \right]
\end{array}
\]

Recall that the multiplication of the basis by an element \( \gamma \) change the orientation by \( \text{sgn}(\gamma \gamma') \), and the transformation of the basis by a matrix \( M \) change the orientation by \( \text{sgn}(\det M) \). Since \( a \in K \), there is \( \overline{a}a = a^2 \), which is totally positive. Thus, the multiplication by \( a \) does not change the orientation; the same holds for \( \frac{1}{a} \in K \). Also, both \( -(ps - qr) \) and \( -1 \) are totally negative, and hence both the transformations by the matrices \( \left( \begin{array}{cc} q & p \\ s & r \end{array} \right) \) and \( \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \) change the orientation to the opposite one; together they does not affect the orientation. Therefore, the only impact might have the multiplication by \( \left( \frac{r - \tilde{b} + \sqrt{\tilde{D}}}{2a} + s \right)^{-1} \):

\[
\text{sgn} \left( \left( \frac{r - \tilde{b} + \sqrt{\tilde{D}}}{2a} + s \right)^{-1} \right) \left( \frac{r - \tilde{b} + \sqrt{\tilde{D}}}{2a} + s \right)^{-1}
\]
\[
\begin{aligned}
&= \text{sgn} \left( \left( \frac{r - \tilde{b} + \sqrt{\tilde{D}}}{2a} + s \right)^{-1} \right) \\
&= \text{sgn} \left( \left( \frac{r - \tilde{b} + \sqrt{\tilde{D}}}{2a} + s \right)^{-1} \right) \\
&= \text{sgn} \left( 4\tilde{a}(\tilde{a}s^2 - \tilde{b}rs + \tilde{c}s^2) \right) = \text{sgn} (4\tilde{a}(ps - qr)s) = \text{sgn} (\tilde{a})
\end{aligned}
\]

(we used the facts that \( 4\tilde{a}^2 \) and \( 4(ps - qr)^2 \) are totally positive). All the transformations changed the orientation from \( \text{sgn}(\tilde{a}) \) to \( \text{sgn}(\tilde{a}) \cdot \text{sgn}(\tilde{a}) = \text{sgn}(\tilde{a}^2) = \text{sgn}(a) \), and that is exactly the desired orientation. Hence, the oriented ideals \( \left[ a, \frac{-b + \sqrt{D}}{2} : \text{sgn}(a) \right] \) and \( \left[ \tilde{a}, \frac{-\tilde{b} + \sqrt{\tilde{D}}}{2} : \text{sgn}(\tilde{a}) \right] \) are equivalent. \( \square \)
3.3. Conclusion. We are ready to prove that the maps $\Phi$ and $\Psi$ defined in the two previous subsections are mutually inverse bijections.

**Theorem 3.7.** Let $K$ be a number field of narrow class number one with at least one real embedding, and let $D$ be a fundamental element of $\mathcal{O}_K$. Set $L = K(\sqrt{D})$, and $D = \{u^2 D \mid u \in \mathcal{O}_K^\times\}$. We have a bijection

$$Q_D \xrightarrow{1:1} \mathcal{O}_L^{\mathbb{P}^1}/K$$

where $\sqrt{\text{Disc}(Q)}$ and $\sqrt{D}$ are chosen such that $\sqrt{\text{Disc}(Q)}/\sqrt{D} \in \mathcal{O}_K^\times$.

**Proof.** Let $\Omega$ be such that $\mathcal{O}_L = \{1, \Omega\}$. By Lemma 2.3, there is a unit $u \in \mathcal{O}_K$ (not necessarily totally positive) such that $D = u^2 \Omega$; then we have $\mathcal{O}_L = \{1, u\Omega\}$ and $u^2 \Omega = (u\Omega - u\Omega)^2$. If we begin with the canonical basis $\{1, u\Omega\}$ of $\mathcal{O}_L$ instead of $\{1, \Omega\}$, we get the same results for $D$ in the place of $D\Omega$. Therefore, without loss of generality, we may assume that $D = D\Omega$ (and thus $\sqrt{D} = \Omega - \Omega$).

Let

$$I = \left(\begin{array}{cc} \alpha & \beta \\ \alpha \det M & \beta \det M \end{array}; \text{sgn}(\alpha \beta) \right)$$

be a representative of a class in $\mathcal{O}_L^{\mathbb{P}^1}/K$, and

$$Q_{\alpha, \beta}(x, y) = \frac{\alpha \beta x^2 - (\alpha + \beta)xy + \beta y^2}{\det M}$$

its image under the map $\Phi$; here we have $\text{Disc}(Q_{\alpha, \beta}) = (\Omega - \Omega)^2$. If we now use the map $\Psi$, we obtain the oriented ideal

$$I' = \left(\begin{array}{cc} \alpha \beta & \Omega - \Omega \\ \alpha \beta \det M & \beta \det M \end{array}; \text{sgn}(\alpha \beta) \right).$$

Since $\det M = \frac{\Omega - \Omega}{\Omega - \Omega}$, there is $\frac{\Omega - \Omega}{2 \det M} = \frac{\Omega - \Omega}{2 \det M} = \frac{\Omega - \Omega}{2 \det M} = \frac{\Omega - \Omega}{2 \det M}$. Thus,

$$I' = \left(\begin{array}{cc} \alpha \beta & \Omega - \Omega \\ \alpha \beta \det M & \beta \det M \end{array}; \text{sgn}(\alpha \beta) \right).$$

If we multiply $I'$ by the principal oriented ideal $\left(\begin{array}{cc} \det M & \det M \end{array}; \text{sgn}(\det M \det M) \right)$, we get exactly the ideal $I$. Therefore, $I \sim I' = \Psi\Phi(I)$, and $\Psi \circ \Phi = \text{id}_{\mathcal{O}_L^{\mathbb{P}^1}/K}$.

On the other hand, consider

$$Q(x, y) = ax^2 + bxy + cy^2,$$

a representative of a class in $Q_D$. Its image under the map $\Psi$ is the oriented ideal

$$\left(\begin{array}{cc} a & -b + \sqrt{\text{Disc}(Q)} \\ 2 & 2 \end{array}; \text{sgn}(a) \right).$$

Using the map $\Phi$, we get a quadratic form

$$Q'(x, y) = \frac{a^2 x^2 + abxy + \frac{b^2 - \text{Disc}(Q)}{4} y^2}{\det M'},$$

where

$$\sqrt{\text{Disc}(Q)}$$

and

$$\sqrt{D}$$

are chosen such that $\sqrt{\text{Disc}(Q)}/\sqrt{D} \in \mathcal{O}_K^\times$. 


Assume Corollary 3.8. Quadratic fields. The identity element of this group is represented by the quadratic form \[ \left( \begin{array}{cc} \frac{-b - \sqrt{\text{Disc}(Q)}}{2} & \frac{a}{2} \\ \frac{a}{2} & \frac{-b + \sqrt{\text{Disc}(Q)}}{2} \end{array} \right) = M' \cdot \left( \begin{array}{cc} 1 & 1 \\ \Omega & \Omega \end{array} \right), \]
and \( \det M' = u' a \) for a unit \( u' \in \mathcal{U}_K \) such that \( \sqrt{\text{Disc}(Q)} = u' (\Omega - \Omega) \). Hence,
\[ Q'(x, y) = \frac{1}{u'} (ax^2 + bxy + cy^2), \]
and \( Q \sim Q' = \Phi \Psi(Q) \). Therefore, \( \Phi \circ \Psi = \text{id}_{\mathcal{Q}_n} \). \hfill \Box

**Corollary 3.8.** \( \mathcal{Q}_D \) carries a group structure arising from the multiplication of ideals in \( K(\sqrt{D}) \). The identity element of this group is represented by the quadratic form \( x^2 - (\Omega + \Omega)xy + \Omega \mathcal{O} y^2 \), and the inverse element to \( ax^2 + bxy + cy^2 \) is the quadratic form \( ax^2 - bxy + cy^2 \).

**Proof.** The group structure of \( \mathcal{Q}_D \) is given by the bijection with \( \mathcal{O}_L^\circ / K \) from Theorem 3.7. The identity element is given as the image under the map \( \Phi \) of the oriented ideal \( \langle [1, \Omega]; +1, \ldots, +1 \rangle \) (which represents the identity element in \( \mathcal{O}_L^\circ / K \)); thus, the identity element is \( x^2 - (\Omega + \Omega)xy + \Omega \mathcal{O} y^2 \).

Consider the quadratic forms \( ax^2 + bxy + cy^2 \) and \( ax^2 - bxy + cy^2 \), and set \( D = b^2 - 4ac \). The images of these two quadratic forms under the map \( \Phi \) are the oriented ideals
\[ \left( \begin{array}{cc} a, -b + \sqrt{D} \\ 2 \end{array} \right) \uparrow \text{sgn} (a) \quad \text{and} \quad \left( \begin{array}{cc} b, a + \sqrt{D} \\ 2 \end{array} \right) \uparrow \text{sgn} (a), \]
which represent the mutually inverse classes of \( \mathcal{O}_L^\circ / K \) by Lemma 2.17. Hence, the quadratic forms \( ax^2 + bxy + cy^2 \) and \( ax^2 - bxy + cy^2 \) are inverse to each other. \hfill \Box

### 3.4. Quadratic fields
At the end of this section, let us look at the case of quadratic fields: Assume \( K = \mathbb{Q} \), and \( L = \mathbb{Q}(\sqrt{D}) \). In this case, there exists only one real embedding of \( K \), and that is the identity. Thus, Proposition 2.19 says that \( \mathcal{O}_L \simeq \mathcal{O}_L^\circ / G \) with \( G \simeq \{ \mathcal{O}_L \} \times \{ \text{sgn} \mathcal{N}_L(K) (\mu) \mid \mu \in \mathcal{U}_L \} \).

To give more precise results, we need to distinguish three possible cases according to the sign of \( D \) and the existence of a negative unit:

1. If \( D < 0 \), then there is \( \mathcal{N}_L/K(\gamma) > 0 \) for every \( \gamma \in \mathcal{L} \); therefore, the oriented ideals \( \langle [\alpha, \beta]; \text{sgn} (\text{det} M) \rangle \) and \( \langle [-\alpha, \beta]; -\text{sgn} (\text{det} M) \rangle \) cannot be equivalent, and it is easy to see that \( \mathcal{O}_L^\circ / K \simeq \mathcal{O}_L \times \langle \pm 1 \rangle \). Moreover, the quadratic forms \( ax^2 + bxy + cy^2 \) and \( -ax^2 + bxy - cy^2 \) cannot be equivalent either; if one of them is positive definite, then the other one is negative definite. This explains the factor \( \langle \pm 1 \rangle \) in the relative oriented class group because in the usual correspondence only positive definite forms are considered whenever \( D < 0 \).

2. Let \( D > 0 \), and assume that every unit has positive norm, i.e., for every \( \mu \in \mathcal{U}_L \) there is \( \mathcal{N}_L/K(\mu) = +1 \). Consider the following surjective homomorphism:
\[
\begin{align*}
f : \quad & \mathcal{I}_L \rightarrow \mathcal{O}_L^+ \\
(1; +1) & \mapsto \mathcal{I} \mathcal{P}_L^+ \\
(1; -1) & \mapsto \sqrt{D} \mathcal{I} \mathcal{P}_L^+ \end{align*}
\]
Since \( \text{Ker} f = \mathcal{P}_{L/K}^+ \), it follows that \( \mathcal{O}_L^0 / K \simeq \mathcal{O}_L^+ \). Furthermore, it is well known that in this case is \( \mathcal{O}_L^+ \simeq \mathcal{O}_L \times \langle \pm 1 \rangle \); hence, we have as well that \( \mathcal{O}_L^0 / K \simeq \mathcal{O}_L \times \langle \pm 1 \rangle \).

3. Finally, assume that \( D > 0 \), and that there exists a unit of negative norm, i.e., there exists \( \mu_0 \in \mathcal{U}_L \) such that \( \mathcal{N}_L/K(\mu_0) = -1 \); then \( H = \{ (+1), (-1) \} = \langle \pm 1 \rangle \). Therefore, we get directly
from Proposition 2.10 that $\mathcal{O}_{L/K}^\sigma \simeq \mathcal{O}_L$. Since it is well known that in this case the groups $\mathcal{O}_L$ and $\mathcal{O}_{L/K}^\sigma$ are isomorphic, we have as well that $\mathcal{O}_{L/K}^\sigma \simeq \mathcal{O}_L^\sigma$.

Let us summarize our observations into the following proposition:

**Proposition 3.9.** Let $K = Q$, and let $L = Q(\sqrt{\disc\Omega})$ for $D_\Omega$ a fundamental element of $Z$.

1. If $D_\Omega < 0$, then $\mathcal{O}_{L/Q}^\sigma \simeq \mathcal{O}_L \times \langle \pm 1 \rangle$.
2. If $D_\Omega > 0$ and $\mu \Omega = 1$ for every $\mu \in U_L$, then $\mathcal{O}_{L/Q}^\sigma \simeq \mathcal{O}_L \times \langle \pm 1 \rangle \simeq \mathcal{O}_L^\sigma$.
3. If $D_\Omega > 0$ and there exists $\mu \in U_L$ such that $\mu \Omega = -1$, then $\mathcal{O}_{L/Q}^\sigma \simeq \mathcal{O}_L \simeq \mathcal{O}_L^\sigma$.

**Remark 3.10.** The proposition shows us that the relative oriented class group $\mathcal{O}_{L/K}^\sigma$ and hence the correspondence between oriented ideals and quadratic forms is a generalization of Bhargava’s view to the classical correspondence; see [1, Section 3.2].

4. **TOTALLY POSITIVE DEFINITE QUADRATIC FORMS**

A very interesting and well-studied class of quadratic forms are the totally positive definite ones, which form a natural generalization of sums of squares. As such, they have been studied for example in the context of representations of totally positive integers, e.g., in 2, 3, 10, 11, 14, 19. Of course, a binary quadratic form can never be universal; nevertheless, our results may prove to be useful also in the study of quadratic forms of higher ranks.

Recall that we assume $K$ to have at least one real embedding. If $D_\Omega$ is totally negative (i.e., $\sigma_i(D_\Omega) < 0$ for all $i = 1, \ldots, r$; this fact will be denoted by $D_\Omega < 0$), then we can study totally positive definite quadratic forms. Recall that a quadratic form $Q(x, y) = ax^2 + bxy + cy^2$ is called **totally positive definite** if it holds that $\sigma_i(Q(x, y)) = i(a)x^2 + i(b)xy + i(c)y^2$ is positive definite for all $i = 1, \ldots, r$. It is clear from the matrix notation that $Q(x, y) = ax^2 + bxy + cy^2$ of discriminant in $D = \{u^2D_\Omega \mid u \in U_K\}$ is totally positive definite if and only if $a > 0$ (i.e., $a$ is totally positive). Hence, the image under the map $\Psi$ of a totally positive definite quadratic form $Q(x, y) = ax^2 + bxy + cy^2$ is the oriented ideal $\left(\left[a, \frac{b}{2} + \sqrt{\disc(Q)}\right]; +1, \ldots, +1\right)$. One may ask if it is possible to describe the totally positive definite quadratic forms in terms of the oriented ideals. We start with the following lemma, which claims that if $D_\Omega < 0$, then all ideals in the same class of $\mathcal{O}_{L/K}^\sigma$ have the same orientation.

**Lemma 4.1.** If $D_\Omega < 0$ and $(I; \varepsilon_1, \ldots, \varepsilon_r) \sim (J; \delta_1, \ldots, \delta_r)$, then $\varepsilon_i = \delta_i$ for all $i = 1, \ldots, r$.

**Proof.** By Lemma 2.13 if $(I; \varepsilon_1, \ldots, \varepsilon_r) \sim (J; \delta_1, \ldots, \delta_r)$, then there exists $\gamma \in L$ such that $J = \gamma I$ and $\delta_i = \sgn(\sigma_i(\gamma))\varepsilon_i$ for all $i = 1, \ldots, r$. Since $D_\Omega < 0$, there is $\gamma \in \mathcal{O}_L$ for every $\gamma \in L$. Therefore, $\sgn(\sigma_i(\gamma)) = +1$, and $\delta_i = \varepsilon_i$ for all $i = 1, \ldots, r$. \hfill $\Box$

**Proposition 4.2.** Let $D_\Omega < 0$, let $Q \in Q_D$, and let $i \in \{1, \ldots, r\}$. Then the following are equivalent:

(i) $\sigma_i(Q)$ is positive definite,

(ii) $Q$ is the image under the map $\Phi$ of $([\alpha, \beta]; \sgn(\det M))$ such that $\sigma_i(\det M) > 0$,

(iii) $Q$ is the image under the map $\Phi$ of $([\alpha, \beta]; \sgn(\det M))$ such that $\sigma_i\left(3\left(\frac{\alpha}{2}\right)\right) > 0$, where $3(c_1 + c_2\sqrt{D_\Omega}) = c_2$ for any $c_1, c_2 \in K$.

**Proof.** Let $Q(x, y) = ax^2 + bxy + cy^2$. Since $D_\Omega < 0$, the positive definiteness of $\sigma_i(Q)$ is given by the sign of $\sigma_i(a)$. First, we will prove that $(i) \Leftrightarrow (ii)$: Recall that

$$\Psi(Q) = \left(a, -\frac{b + \sqrt{\disc(Q)}}{2}; \sgn(a)\right).$$
If $I = ([\alpha, \beta]; \text{sgn}(\det M))$ is an oriented ideal such that $\Phi(I) = Q(x, y)$, then $\Psi \Phi(I) = \Psi(Q)$. Hence, since $I \sim \Psi \Phi(I)$, there is

$$([\alpha, \beta]; \text{sgn}(\det M)) \sim \left( \left[ a, \frac{-b + \sqrt{\text{Disc}(Q)}}{2} \right]; \text{sgn}(a) \right).$$

By the previous lemma, $\text{sgn}(\det M) = \text{sgn}(a)$. On the other hand, consider an oriented ideal $I = ([\alpha, \beta]; \text{sgn}(\det M))$. Then the first coefficient of the quadratic form $\Phi(I)$ is equal to $\alpha \beta \text{det} M$, and $\text{sgn}(\frac{\alpha \beta \text{det} M}{\text{det} M}) = \text{sgn}(\det M)$, because $\alpha \beta$ is totally positive. Therefore, $\sigma_i(Q)$ is positive definite if and only if $\text{sgn}(\det M) > 0$.

Let us prove $(ii) \iff (iii)$. Assume that $Q$ is the image under the map $\Phi$ of an oriented ideal $([\alpha, \beta]; \text{sgn}(\det M))$. Recall that $\Omega = \frac{-w + \sqrt{D}}{2}$ by (2.1), and write $\alpha = a_1 + a_2\sqrt{D\Omega}$, $\beta = b_1 + b_2\sqrt{D\Omega}$ for some $a_1, a_2, b_1, b_2 \in K$. One can easily compute that

$$\det M = \frac{\overline{\alpha} \beta - \alpha \overline{\beta}}{\Omega - \overline{\Omega}} = 2(a_1b_2 - a_2b_1),$$

and

$$\frac{\beta}{\alpha} = \frac{a_1b_1 - a_2b_2D\Omega + (a_1b_2 - a_2b_1)\sqrt{D\Omega}}{a_1^2 - a_2^2D\Omega}.$$

Thus,

$$\Im \left( \frac{\beta}{\alpha} \right) = \frac{a_1b_2 - a_2b_1}{a_1^2 - a_2^2D\Omega},$$

where $a_1^2 - a_2^2D\Omega$ is totally positive. Hence,

$$\text{sgn} \left( \Im \left( \frac{\beta}{\alpha} \right) \right) = \text{sgn} (a_1b_2 - a_2b_1) = \text{sgn} (\det M).$$

□

The result about totally positive quadratic forms follows immediately from Proposition 4.2.

**Corollary 4.3.** Let $D\Omega < 0$. A quadratic form is totally positive definite if and only if it is the image under the map $\Phi$ of an oriented ideal $([\alpha, \beta]; \text{sgn}(\det M))$ such that $\Im \left( \frac{\beta}{\alpha} \right)$ is totally positive.

5. **Totally Imaginary Fields**

This section (in particular the proof of Proposition 5.5) contains a serious mistake that cannot be corrected; see the appendix of [24].

From the very beginning of this paper, we assumed that the field $K$ has at least one embedding into real numbers. One real embedding is all it takes to be able to distinguish between units $u$ and $-u$: only one of them can be totally positive. This enabled us to fix the square root of $\text{Disc}(Q)$ uniquely as a multiple of $\sqrt{D\Omega}$ by a totally positive unit. In this section, we will extend the correspondence between (classes of) quadratic forms and a group to the case of totally imaginary field $K$. 
5.1. Motivation. Let us try to apply the construction from Sections 2 and 3 to the case of totally imaginary fields. Since there are no real embeddings, the notion of oriented ideals coincide with usual (fractional) ideals.

**Example 5.1.** Let \( K = \mathbb{Q}(i) \) and \( \Omega = \frac{1 + \sqrt{17}}{2} \), i.e., \( L = K(\sqrt{17}) \). Consider two quadratic forms:

\[
Q(x, y) = 2x^2 + 5xy + y^2 \quad \text{and} \quad Q'(x, y) = -2x^2 - 5xy - y^2,
\]
both of them of discriminant 17. Obviously, \( Q'(x, y) = -Q(x, y) \). Since \(-1 \in \mathcal{O}_K^*\), these two forms are equivalent. Now let \( I = \Psi(Q) \) and \( I' = \Psi(Q') \); the question is: Are these ideals equivalent in \( \mathcal{O}_L^* \)?

Assume that they are; then there exists \( \gamma \in L \setminus \{0\} \) such that \( I = (\gamma) \cdot I' \); in such case, \( \mathcal{N}_{L/K}(I) = \mathcal{N}_{L/K}(\gamma) \cdot \mathcal{N}_{L/K}(I') \). It is

\[
I = \left[ \frac{2, -5 + \sqrt{17}}{2} \right] \quad \text{and} \quad I' = \left[ \frac{-2, 5 + \sqrt{17}}{2} \right],
\]

and so we have \( \mathcal{N}_{L/K}(I) = (2) = (-2) = \mathcal{N}_{L/K}(I') \). It follows that \( \gamma \in \mathcal{U}_L \), and hence \( I = I' \).

Then necessarily \( \frac{5 + \sqrt{17}}{2} \in I \), so we can find \( x, y \in \mathbb{Z}[i] \) such that

\[
\frac{5 + \sqrt{17}}{2} = 2x + \frac{-5 + \sqrt{17}}{2}y.
\]

Comparing the imaginary parts on both sides, it follows that we can chose \( x, y \in \mathbb{Z} \). But then comparing the coefficients by \( \sqrt{17} \), we get that \( y = 1 \). Finally, it must hold \( 4x = 10 \), which is impossible. Therefore, the ideals \( I \) and \( I' \) cannot be equivalent.

The example above suggests that the problem is that \( Q \) and \( -Q \) are equivalent whereas the obtained ideals are not. But the real problem is that the map \( \Psi \) is not well defined: The choice of \( u \in \mathcal{U}_K^* \) such that \( \sqrt{\text{Disc}(Q)} = u\sqrt{D_{\Omega}} \) is not unique, as now both \( u \) and \( -u \) are totally positive.

We can fix that by choosing \( u \in \mathcal{U}_K^* \) such that \( \arg(u) \in [0, \pi) \) where \( \arg(u) = \varphi \) such that \( u = |u| \cdot (\cos \varphi + i \cdot \sin \varphi) \). What happens then with the pair of forms \( Q \) and \( -Q \)? Consider a quadratic form \( Q(x, y) = ax^2 + bxy + cy^2 \) of discriminant \( D \in \mathcal{D} \), we have

\[
\Psi(Q) = \left[ a, -b + \sqrt{D} \right] \quad \text{and} \quad \Psi(-Q) = \left[ -a, b + \sqrt{D} \right]
\]

where

\[
\left[ -a, b + \sqrt{D} \right] = \left[ a, -b - \sqrt{D} \right] = \left[ \pi, -b + \sqrt{D} \right].
\]

This means that we would like to make the ideals \([\alpha, \beta] \) and \([\pi, \beta] \) equivalent.

5.2. Preliminaries. We fix a totally imaginary number field \( K \) and its quadratic extension \( L \). We still need \( K \) to be of class number one (note that every element of \( K \) is totally positive, and hence \( h(K) = h^+(K) \)), so that every fractional \( \mathcal{O}_L \)-ideal has a two element \( \mathcal{O}_K \)-module basis. As before, for \( \alpha \in L \) we denote by \( \overline{\alpha} \) the image of \( \alpha \) under the nontrivial element of \( \text{Gal}(L/K) \) (thus \( \overline{\alpha} \) is not the complex conjugate of \( \alpha \)). In particular, if \( L = K(\sqrt{D_\Omega}) \) and \( a, b \in K \), then \( a + b\sqrt{D_\Omega} = a - b\sqrt{D_\Omega} \).

We will (carefully) use many computations and results from the previous sections.

All the results from Subsection 2.1 remain true. In particular, \( \mathcal{O}_L = [1, \Omega] \) and \( L = K(\sqrt{D_\Omega}) \) with \( \sqrt{D_\Omega} = \Omega - \overline{\Omega} \), and if \( L = K(\sqrt{D}) \) with \( D \in \mathcal{O}_K \) fundamental, then \( D = u^2D_\Omega \) for some \( u \in \mathcal{U}_K \).
From Subsection 2.2, we adopt the definition of equivalence of quadratic forms together with the sets \(D\) and \(Q_D\). In particular, if \(Q\) is a representative of a class in \(Q_D\), then \(\text{Disc}(Q) = u^2D_{\Omega}\) for some \(u \in U_{\Omega}^* = U_K^*\).

**Example 5.2** (Cf. Remark 2.12). We want to show that in the definition of equivalent quadratic forms, units other than 1 are important.

Let \(K = \mathbb{Q}(i)\), and consider the quadratic forms \(Q(x, y) = x^2 + 4xy + 2y^2\) and \(Q'(x, y) = ix^2 + 4xy - 2iy^2\). Clearly \(Q'(x, y) = -iQ(ix, y)\), but there is no matrix of determinant 1 which would provide the equivalence between \(Q\) and \(Q'\). That can be seen as follows: by the first equality of \(\text{2.10}\), we need to find \(p, r \in \mathbb{Z}[i]\) such that \(p^2 + 4pr + 2r^2 = i\). But that is not possible, because the imaginary part of \(p^2 + 4pr + 2r^2\) is divisible by 2.

We need to rectify the ambiguity of the square root of \(\text{Disc}(Q)\): Set \(\sqrt{\text{Disc}(Q)} = u\sqrt{D_\Omega}\) for \(u \in U_K\) such that \(\arg(u) \in [0, \pi)\) (where \(\arg(u) = \varphi\) such that \(u = |u| \cdot (\cos \varphi + i \cdot \sin \varphi)\)). Note that this condition hold for exactly one from the pair \(u\) and \(-u\), and hence this choice is always possible and unique.

We will also need Lemma 2.14 since it does not hold in the original formulation, we restate it here.

**Lemma 5.3.** Let \(Q(x, y) = ax^2 + bxy + cy^2\) be a quadratic form, and let \(p, q, r, s \in \mathcal{O}_K\) be such that \(ps - qr \in U_K^*\). Consider the quadratic form \(\tilde{Q}(x, y) = Q(px + qy, rx + sy) = \tilde{a}x^2 + bxy + \tilde{c}y^2\) equivalent to \(Q(x, y)\). Denote \(D = \text{Disc}(Q)\) and \(\tilde{D} = \text{Disc}(\tilde{Q})\). Then it holds

\[
\frac{p - b\sqrt{D}}{r - b\sqrt{D}} + q = \begin{cases} \frac{-b\sqrt{D}}{2a}, & \text{if } \arg(ps - qr) \in [0, \pi), \\ \frac{b\sqrt{D}}{2a}, & \text{if } \arg(ps - qr) \in [\pi, 2\pi). \end{cases}
\]

**Proof.** The only difference from the proof of Lemma 2.14 is at its end, where we now have to distinguish between two possibilities: \(\sqrt{D} = (ps - qr)\sqrt{D}\) if \(\arg(ps - qr) \in [0, \pi)\), and \(\sqrt{D} = -(ps - qr)\sqrt{D}\) if \(\arg(ps - qr) \in [\pi, 2\pi)\).

\(\square\)

### 5.3. Yet Another Class Group.

As we have seen in the motivation above, we have to change the group we work with in the desired correspondence.

Recall that \(I_L\) denotes the group of all \(\mathcal{O}_L\)-ideals and \(\mathcal{P}_L\) ist subgroup of principal ideals (where all ideals are fractional). If \(I\) is an \(\mathcal{O}_L\)-ideal, then \(I\mathcal{P}_L\) stands for its class in \(\mathcal{O}_L\). We set \(\mathcal{T} = \{\alpha \in I\} \subseteq \mathcal{O}_L\). Obviously, \(\alpha \in I\) if and only if \(\overline{\alpha} \in \overline{I}\), and hence \(\mathcal{T} \cdot \overline{\mathcal{T}} = \overline{I}\). If \(I = [\alpha, \beta]\), then \(\mathcal{T} = \overline{[\alpha, \beta]}\). Moreover, \((\gamma) = (\overline{\gamma})\) for any \(\gamma \in L\); thus, \(\overline{I}\mathcal{P}_L = \overline{I}\mathcal{P}_L\).

We define a subgroup \(\mathcal{G}_{L/K}\) of \(\mathcal{O}_L/\mathcal{O}_K\):

\[
\mathcal{G}_{L/K} = \left\{I(\overline{T})^{-1}\mathcal{P}_L \mid I \in I_L \right\}.
\]

This is indeed a group: If \(I(\overline{T})^{-1}\mathcal{P}_L, J(\overline{T})^{-1}\mathcal{P}_L \in \mathcal{G}_{L/K}\), then

\[
(I(\overline{T})^{-1}\mathcal{P}_L) \cdot (J(\overline{T})^{-1}\mathcal{P}_L) = (IJ)(\overline{T})^{-1}\mathcal{P}_L \in \mathcal{G}_{L/K}.
\]

Thus, we can define a group which will play the role of the relative oriented class group.

**Definition 5.4.** Let \(K\) be a totally imaginary field and \(L\) its quadratic extension. We set

\[
\mathcal{O}_{L/K}^\circ = \mathcal{O}_L \big/ \mathcal{G}_{L/K}
\]

and call it the imaginary class group. If two ideals \(I, J\) represent the same class of \(\mathcal{O}_{L/K}^\circ\), we write again \(I \sim J\) and say that they are equivalent.
Note that in $\mathcal{O}_{L/K}^i$ holds $I \sim \mathcal{T}$, so in particular $[\alpha, \beta] \sim [\overline{\alpha}, \overline{\beta}]$. By the same computation as in the proof of Proposition 2.3, we have that $[\alpha, \beta]^{-1} \sim [\overline{\alpha}, \overline{\beta}] = [\overline{\alpha}, \overline{\beta}]$; therefore, $[\alpha, \beta] \sim [\alpha, \beta]^{-1}$, and so every nontrivial element of the imaginary class group has order two.

5.4. The Correspondence. We define maps $\Phi'$ and $\Psi'$ analogous to the maps $\Phi$ and $\Psi$ from Section 3. As before, we omit to write the classes to simplify the notation.

$\Phi'$: $\mathcal{Q}_{L/K}^i \rightarrow \mathcal{Q}_D$

$[\alpha, \beta] \mapsto \frac{1}{\det M} N_{L/K}(\alpha x - \beta y) = \frac{\alpha p x^2 - (p \beta x + \overline{\beta} y x + \overline{\beta} \overline{y} x^2}{\det M}$

$\Psi'$: $\mathcal{Q}_D \rightarrow \mathcal{O}_{L/K}^i$

$Q(x, y) = ax^2 + bxy + cy^2 \mapsto \left[ a, \frac{-b + \sqrt{\text{Disc}(Q)}}{2} \right]$ where $\det M = \frac{\alpha^2 - \overline{\alpha}^2}{\pi - \overline{\pi}}$ and we set $\sqrt{\text{Disc}(Q)} = u\sqrt{D}$ for some $u \in \mathcal{U}_K$ such that $\arg(u) \in [0, \pi)$.

Proposition 5.5. The maps $\Phi'$ and $\Psi'$ are well-defined.

Proof. The proof that $\Psi'([\alpha, \beta])$ lies in $\mathcal{Q}_D$ is exactly the same as the proof of Proposition 3.1. To prove that $\Phi'$ does not depend on the choice of the representative, we proceed similar as in the proof of Proposition 3.3. First, let $[\alpha, \beta] = [p \alpha + q \beta, r \alpha + s \beta]$ for some $p, q, r, s \in \mathcal{O}_K$ such that $ps - qr \in \mathcal{U}_K$. Set $Q(x, y) = \Phi'([\alpha, \beta])$ and $\tilde{Q}(x, y) = \Phi'([p \alpha + q \beta, r \alpha + s \beta])$; as before, we get

$\tilde{Q}(x, y) = \frac{1}{ps - qr} Q(px - qy, -rx + sy)$.

But since now we have $\mathcal{U}_K^+ = \mathcal{U}_K$, the equivalence of $Q(x, y)$ and $\tilde{Q}(x, y)$ follows immediately. For $\gamma \in L \setminus \{0\}$, we get $\Phi'([\gamma \alpha, \gamma \beta]) = \Phi'([\alpha, \beta])$ exactly as before. Finally, it is easy to check that $\Phi'([\alpha, \beta]) = -\Phi'([\overline{\alpha}, \overline{\beta}])$ (where the minus sign comes from $\det M$), and since $-1 \in \mathcal{U}_K^+$, there is nothing to prove.

To prove that $\Psi'$ is well-defined, first of all note that the value of $\sqrt{\text{Disc}(Q)}$ is uniquely given (because the value of $\sqrt{D}$ is fixed). The proof that $\Psi'(Q) \in \mathcal{O}_{L/K}^i$ is the same as the proof of Proposition 3.3; in fact, it is even easier, because now we are not interested in the orientation. So it remains to prove that $\Psi'(Q)$ does not depend on the choice of the representative in $\mathcal{Q}_D$. We will proceed similar as in the proof of Proposition 3.6.

Let $v \in \mathcal{U}_K^+$; to compute $\Psi'(vQ)$, we have to distinguish two cases: If $\arg(v) \in [0, \pi)$, then $\sqrt{\text{Disc}(vQ)} = v\sqrt{\text{Disc}(Q)}$ and the proof is the same as before. On the other hand, if $\arg(v) \in [\pi, 2\pi)$, then $\sqrt{\text{Disc}(vQ)} = -v\sqrt{\text{Disc}(Q)}$; in such case

$\Psi'(Q) = \left[ a, \frac{-b + \sqrt{\text{Disc}(Q)}}{2} \right]$ and $\Psi'(vQ) = \left[ a, \frac{-b - \sqrt{\text{Disc}(Q)}}{2} \right]$.

But the second ideal is the conjugate of the first one, so the two ideals are equivalent in $\mathcal{O}_{L/K}^i$.

Finally, we have to compare the images of the forms $Q(x, y)$ and $Q(px + qy, rx + sy)$ by $\Phi'$, where $p, q, r, s \in \mathcal{O}_K$ are such that $ps - qr \in \mathcal{U}_K^+$. Again, we proceed as in the proof of Proposition 3.3 only now we use Lemma 5.3 instead of Lemma 2.14 thus, we get two possibilities, to which ideal $\Psi'(Q(px + qy, rx + sy))$ is equivalent, depending on $\arg(ps - qr)$: either $\left[ a, \frac{-b + \sqrt{\text{Disc}(Q)}}{2} \right]$ or $\left[ a, \frac{-b - \sqrt{\text{Disc}(Q)}}{2} \right]$. But these two ideals are equivalent in $\mathcal{O}_{L/K}^i$, so we are done. □
Finally, we can state the desired version of Theorem 3.7 and Corollary 3.8.  

**Theorem 5.6.** The maps $\Phi'$ and $\Psi'$ are mutually inverse bijections between $\mathbb{Q}_D$ and $\mathcal{O}_{L/K}$ and provide a group structure on $\mathbb{Q}_p$. The identity element of this group is represented by the form $x^2 - (\Omega + \overline{\Omega})xy + \Omega \overline{\Omega}y^2$ and each element is inverse to itself.

**Proof.** The only difference to the proofs of Theorem 3.7 and Corollary 3.8 is in the part about inverse elements; it has been explained at the end of Subsection 5.3 that each element of the group $\mathcal{O}_{L/K}$ is of order one or two, and thus inverse to itself; the statement follows. □
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