Supersymmetric proton decay revisited
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Abstract Encouraged by the advent of a new generation of underground detectors – JUNO, DUNE and Hyper-Kamiokande – that are projected to improve significantly on the present sensitivities to various baryon decay modes, we revisit baryon decay in the minimal supersymmetric SU(5) GUT. We discuss the phenomenological uncertainties associated with hadronic matrix elements and the value of the strong coupling \( \alpha_s \) – which are the most important – the weak mixing angle \( \theta_W \), quark masses including one-loop renormalization effects, quark mixing and novel GUT phases that are not visible in electroweak interaction processes. We apply our analysis to a variety of CMSSM, super- and sub-GUT scenarios in which soft supersymmetry-breaking parameters are assumed to be universal at, above and below the GUT scale, respectively. In many cases, we find that the next generation of underground detectors should be able to probe models with sparticle masses that are \( \mathcal{O}(10) \) TeV, beyond the reach of the LHC.

1 Introduction

The time is ripe to review and re-evaluate the prospects for observing proton decay in supersymmetric models.

On the one hand, we anticipate that a new generation of large underground neutrino detectors will be constructed in the coming years [1–4], with heightened sensitivity to a wide range of possible proton (and neutron) decay modes, including many suggested by minimal supersymmetric grand unified theory (GUT) models. As reviewed in [5,6] and discussed in more detail in Sect. 2, the JUNO experiment is expected to have 90% CL sensitivity to the proton decay mode at the level of a lifetime greater than \( 2 \times 10^{34} \) year after operating for 10 years – see Section 10 of [1], the DUNE experiment is expected to have 90% CL exclusion sensitivity to proton decay at the level of \( \sim 6.5 \times 10^{34} \) yr after 20 years – see Chapter 4 of Volume 2 of the DUNE CDR [2,3], and the Hyper-Kamiokande (Hyper-K) experiment is expected to have 90% CL exclusion sensitivity to proton decay at the level of \( \sim 5 \times 10^{34} \) yr after 20 years – see Section III.2 of the Hyper-Kamiokande TDR [4]. These sensitivities reach around an order of magnitude better than the current experimental limit [7,8].

On the other hand, searches at the LHC have pushed up the experimental lower limits on the masses of many particle species [9–12]. For example, searches for strongly-interacting sparticles by the ATLAS and CMS Collaborations have excluded them in mass ranges to \( \sim 2 \) TeV or more [13,14] when their data are interpreted in simplified supersymmetric models. In parallel, direct searches have improved upper limits on dark matter scattering cross sections [15–17], at least in models with simplifying assumptions about the input soft supersymmetry-breaking masses. These developments have two relevant implications: the absence of direct evidence of supersymmetry gives added motivation to indirect searches, e.g., via proton decay, and proton decay matrix elements are generically more suppressed if the sparticle spectrum is heavier.

When interpreting these broad changes in the experimental perspectives for detecting supersymmetric proton decay, there are several phenomenological considerations that need to be taken into account in calculating the proton decay rate in any specific supersymmetric scenario, as we discuss in this paper. Although our analysis is in the context of one specific model, namely the minimal supersymmetry-breaking...
ric SU(5) GUT, we expect our considerations to have broad applications to other models. First of all, we provide a treatment of the uncertainties in the hadronic matrix elements of the relevant nucleon decay operators, for which we use updated lattice calculations [18]. Secondly, we update the GUT matching of couplings, combining the best estimate of $\alpha_s(M_Z)$ and the latest experimental estimate of $\sin^2 \theta_W$. As we discuss in more detail below, the masses of the coloured GUT Higgses, $H_C$, are particularly sensitive to the value of $\sin^2 \theta_W$, and the current value leads to a smaller value of $M_{H_C}$ than some previous estimates, accelerating proton decay. We also consider the impacts of uncertainties in quark masses, and stress the importance of including one-loop mass-renormalization effects, which have an effect that is not negligible. We also review the implications of the present uncertainties in quark-mixing effects. The conventional Cabibbo–Kobayashi–Maskawa (CKM) matrix elements have experimental uncertainties that are small enough to be relatively unimportant for our purposes. However, we recall that in even the minimal supersymmetric GUT there are two additional CP-violating phases that are unconstrained by electroweak-scale measurements [19]. These can have significant effects on the magnitudes of the nucleon decay matrix elements, possibly even altering the expected hierarchy of proton decay modes [20].

The layout of this paper is as follows. After our discussion of the present and prospective experimental sensitivities to various possible nucleon decay modes in Sect. 2, we present a review of the minimal supersymmetric SU(5) model in Sect. 3.1; followed by a discussion of the basic elements in our proton decay calculation in Sect. 3.2. In Sect. 4 we discuss various phenomenological aspects of proton decay calculations and the relative uncertainties they introduce into the calculation of the proton lifetime.

We begin Sect. 4 with discussions of the dominant uncertainties originating in the hadronic matrix elements that feature in different GUT models for nucleon decay [18], and in the experimental input value of $\alpha_s$, in Sects. 4.1 and 4.2 respectively. The latter strongly affects the mass of the colour-triplet Higgs, whose strong sensitivity to $\sin^2 \theta_W$ through the GUT matching conditions is discussed in Sect. 4.3. The sensitivities to the second-generation quark masses, $m_t$ and $m_c$, are considered in Sect. 4.4, and we discuss the effects of their one-loop mass renormalizations in Sect. 4.5. Then, in Sect. 4.6 we review the status of quark mixing, and emphasize in Sect. 4.7 the important uncertainties associated with the additional CP-violating phases that appear even in the minimal SU(5) GUT. Possible implications of the non-unification of Yukawa couplings in this model are addressed in Sect. 4.8.

We apply these considerations to various GUT models in Sect. 5, including the constrained minimal supersymmetric Standard Model (CMSSM) in which the soft supersymmetry-breaking sfermion and gaugino masses are assumed to be universal at the GUT scale in Sect. 5.1 [20–35],[1] super-GUT models in which universality is imposed at a scale higher than the GUT scale [20,37–42] in Sect. 5.2, and sub-GUT models in which universality is imposed a lower scale [32–34,43,46] in Sect. 5.3.

Finally, Sect. 6 summarizes our analysis and discusses our conclusions. The main part of our analysis concentrates on proton decay mediated by dimension-five operators, but we add for completeness an Appendix concerning the dimension-six operators that mediate $p \rightarrow \pi^0 e^+$.  

2 Baryon decay: experimental status and prospects

The current lower limits on the lifetimes for many possible proton and neutron decay modes provided by the Super-Kamiokande experiment are summarized in Refs. [4,8,47,48]. As we review below, proton decay in the minimal supersymmetric SU(5) GUT is predominantly induced by the dimension-five effective operators [49,50] generated by color-triplet Higgs exchange. In this case, the most important decay mode is generally $p \rightarrow K^+\pi^−$, for which the current lower decay lifetime limit is $6.6 \times 10^{32}$ yr [7,8]. In the models we study, the decay $n \rightarrow K^0\pi^−$ is expected to occur at a similar rate, as these two decay channels are related through an SU(2) isospin rotation. However, the current lifetime limit on this decay mode is much weaker, $\tau(n \rightarrow K^0\pi^−) > 2.6 \times 10^{32}$ year [48,52], and we expect the future sensitivity also to be much less than that for $p \rightarrow K^+\pi^−$. As we discuss later, there are (small) regions of parameter space where the decay $p \rightarrow \pi^+\pi^0$ may occur at a rate comparable to $p \rightarrow K^+\pi^−$, but the current sensitivity to this decay mode, $\tau(p \rightarrow \pi^+\pi^0) > 3.9 \times 10^{32}$ year [53], is also considerably less than that for $p \rightarrow K^+\pi^−$. Although there have been no dedicated studies of the sensitivities of future detectors to this decay mode, we expect them also to be significantly weaker than those to $p \rightarrow K^+\pi^−$, and hence uncompetitive.

There are other decay channels that are suppressed in our analysis but can be sizeable in other situations. Among them, $p \rightarrow e^+\pi^0$ is of great importance as this decay mode is generally present in GUTs, particularly non-supersymmetric ones (see, for instance, Refs. [54–57]). This decay mode can dominate over $p \rightarrow K^+\pi^−$ even in supersymmetric GUT

---

1 We note that CMSSM like models are under increasing pressure as stronger limits on sparticle masses are imposed by LHC data [31,36]. Such large mass scales lead to a low p-value in any attempt to fit all data including the current $g_\mu - 2$ data. Nevertheless, in certain regions of parameter space, a viable dark matter candidate can be identified, and the CMSSM is a marked improvement over the standard model alone.

2 A preliminary update to the limit on this decay channel is reported in [51]: $\tau(p \rightarrow K^+\pi^−) > 8.2 \times 10^{33}$ year.
models if the supersymmetric particles are very heavy (see, e.g., Refs. [58,59]) or if the dimension-five proton decay operators are suppressed by some symmetry, as is the case in flipped SU(5) × U(1) GUT models [60–70]. In addition, the rate of this decay channel is enhanced if there exist vector-like SU(5) multiplets below the GUT scale [71]. The current limit on this decay mode is τ(p → e+π0) > 1.6 × 1034 year [72].

Other decay modes including charged leptons, such as p → μ+π0 and n → e+μ+π−, are usually subdominant, but can be important if there is flavour violation in fermion masses [73] or if the GUT group is different from SU(5) [74–82]. The present limits on these decay modes are τ(p → μ+π0) > 7.7 × 1033 year [72], τ(n → e+π−) > 5.3 × 1033 year [83], and τ(n → μ+π−) > 3.5 × 1033 year [83].

In the second column in Table 1 we summarize the current 90% CL limits on nucleon decay modes in units of 1033 year. For other decay modes, see Refs. [4,8,47,48].

JUNO is a liquid scintillator (linear alkylbenzene doped with 3 g/L 2,5-diphenyloxazole and 15 mg/L p-bis-(o-methylstyryl)-benzene) detector of 40 kt fiducial mass, located in Guangdong province, China [1]. This experiment was approved in 2013, construction started in 2015 [84], and operation is expected to start in 2021 [85]. The prospective 90% CL limit on the p → K+ν channel in 10 years is estimated to be τ(p → K+ν) > 1.9 × 1034 years [1], while the 3-σ discovery reach is estimated in Ref. [4] to be ~ 1.2 × 1034 years in 10 years. If JUNO starts in 2021, its sensitivity is expected to exceed the Super-Kamiokande bound by ~ 2026 [85].

There are several approved experiments with interesting prospects for detecting nucleon decay. Among them, the DUNE experiment [2,3] is expected to offer the best sensitivity to p → K+ν. The DUNE far detector is a liquid-argon time-projection chamber (LArTPC) with a 40 kt fiducial mass, located ~ 1.5 km underground at the Sanford Underground Research Facility in South Dakota, USA. This type of detector is advantageous for identifying K+, compared to water Cherenkov detectors such as Super-Kamiokande, since a slow K+ produced in the decay of a proton has a high ionization density. This information, as well as the reconstruction of the decay products associated with the K+, enables a LArTPC to identify the K+ track with high efficiency and thus to have a good sensitivity to nucleon decay channels with a K+ in the final state. The expected 90% CL limit on the p → K+ν channel in 10 (20) years is ~ 3.3 (6.5) × 1034 yrs [2,3], where the initial run with 10kt and adding another

10 kt each year for four years is assumed. The 3-σ discovery reach of DUNE is estimated in Ref. [4] based on the expected signal efficiency and background rates given in Refs. [2,3]: τ(p → K+ν) ∼ 3 (5) × 1034 yrs in 10 (20) years.

Hyper-Kamiokande (Hyper-K) is a water Cherenkov detector with a fiducial mass of 187 kt [4]. The candidate site of the Hyper-Kamiokande detector is in the Tochibora mine in Gifu prefecture, Japan, which is located 8 km south of Super-Kamiokande. It is challenging to detect the K+ from nucleon decays in a water Cherenkov detector since its momentum is below the Cherenkov light threshold, and thus only the decay products of K+ can be used for the identification of K+. The expected 90% CL limit on the p → K+ν channel in 10 (20) years is ~ 3.2 (5 × 1034 years [4]; if a second tank is installed after 6 years, the reach becomes ~ 4 (7) × 1034 years in 10 (20) years. The 3-σ discovery reach is ~ 2 (3) × 1034 years in 10 (20) years. We note that Hyper-K has not yet reported prospective sensitivities for p → n → π+ν.

In the third and fourth columns in Table 1, we summarize the future 3-σ discovery and 90% CL limit sensitivities, respectively, for 10 (and, where available, 20) year operations of the future experiments. As can be seen, considerable improvements in sensitivities are expected for many decay channels, including p → K+ν in particular.

3 Proton decay basics

3.1 Minimal supersymmetric SU(5) GUT model

Minimal supersymmetric SU(5) [86,87] is the simplest supersymmetric extension of the original SU(5) GUT model [88]. Matter superfields are embedded into three sets of 5(10) representations, Φi and Ψi, of the SU(5) gauge group, one per generation. The left-handed down-type antiquark and the left-handed lepton chiral superfields, \( \overline{D}_i \) and \( L_i \), respectively, reside in \( \Phi_i \), while the left-handed quark doublet, left-handed up-type antiquark, and left-handed charged-lepton chiral superfields, \( Q_i, \overline{U}_i, \) and \( E_i \), respectively, are in the \( \Psi_i \). Two chiral Higgs superfields \( H_u \) and \( H_d \) belong to \( 5 \) and \( \overline{5} \) representations, \( H \) and \( H^* \), respectively, which contain \( 3 \) and \( \overline{3} \) coloured Higgs superfields \( H_C \) and \( H^*_C \), respectively. Their vacuum expectation values (vevs) break the electroweak SU(2)×U(1) gauge group down spontaneously to U(1)EM. The SU(5) GUT gauge group is spontaneously broken by the vev of a 24 chiral superfield, \( \Sigma \equiv \sqrt{2} \text{Tr} A^A T^A \), to the Standard Model (SM) gauge group, where \( T^A (A = 1, \ldots, 24) \) are the generators of SU(5) with Tr\( (T^A T^B) = \delta_{AB}/2 \). The full renormalizable superpotential of the minimal supersymmetric SU(5) GUT (assuming R-parity conservation) is:
The supersymmetry-preserving breaking of the SU(5) GUT gauge group to the SM SU(3)
×SU(2)×U(1) gauge group occurs via a vev of the adjoint Higgs field \( \Sigma \) in the direction
\[
(\Sigma) = V \cdot \text{diag}(2, 2, 2, -3, -3),
\]
with \( V = 4\mu_{\Sigma}/\lambda' \). The GUT gauge bosons then acquire masses \( M_X = 5g_5 V \), where \( g_5 \) is the SU(5) gauge coupling. Since the coloured triplets in the \( H \) and \( \bar{H} \) representations are required to be heavy (as they mediate proton decay), while the corresponding doublets need to be light (they correspond to the MSSM Higgs doublets), we must split the masses of the doublet and triplet, which requires a fine-tuning condition \( \mu_H - 3\lambda V \ll V \). In this case, the color-triplet Higgs states have masses \( M_{H_c} = 5\lambda V \). In addition, the masses of the color and weak adjoint components of \( \Sigma \) are equal to \( M_{\Sigma} = 5\lambda' V/2 \), while the singlet component of \( \Sigma \) acquires a mass \( M_{\Sigma_3} = \lambda' V/2 \).

The Yukawa couplings \( (h_{10})_{ij} \) and \( (h_{\Xi})_{ij} \) in Eq. (1) have redundant degrees of freedom, some of which can be eliminated by field re-definitions of \( \Psi_i \) and \( \Phi_i \). The coupling \( (h_{10})_{ij} \) is a symmetric matrix, and thus has six independent complex components, while \( (h_{\Xi})_{ij} \) has nine. The field redefinitions form an \( U(3) \otimes U(3) \) transformation group, and thus the number of physical degrees of freedom is \( 12 + 18 - (9 \times 2) = 12 \). Among them, six correspond to quark mass eigenvalues and four to the CKM matrix elements, so there are two additional GUT phases [19]. In this paper, we follow Ref. [89] by adopting the basis in which
\[
(h_{10})_{ij} = e^{i\varphi_i} \delta_{ij} h_{10,j} ,
\]
(3)
\[
(h_{\Xi})_{ij} = V^i_j h_{\Xi,j} ,
\]
(4)
where \( h_{10,j} \) and \( h_{\Xi,j} \) are the eigenvalues of \( (h_{10})_{ij} \) and \( (h_{\Xi})_{ij} \), respectively. The phase factors \( \varphi_i \) satisfy the condition
\[
\sum_{i=1}^3 \varphi_i = 0,
\]
(5)
and thus two of them are independent. We discuss the effect of these GUT phases on the nucleon decay rates in Sect. 4.7.

The eigenvalues \( h_{10,j} \) and \( h_{\Xi,j} \) are obtained from the quark Yukawa couplings at the GUT scale. We use the same matching conditions as used in Ref. [20], namely
\[
h_{10,j} = \frac{1}{4} f_{u,j}(M_{\text{GUT}}), \quad h_{\Xi,j} = \frac{1}{\sqrt{2}} \left[ f_{d,j}(M_{\text{GUT}}) + f_{e,j}(M_{\text{GUT}}) \right],
\]
(6)
for the third-generation Yukawa couplings,\(^6\) while for the first- and second-generations we use
\[
h_{10,j} = \frac{1}{4} f_{u,j}(M_{\text{GUT}}), \quad h_{\Xi,j} = \sqrt{2} f_{d,j}(M_{\text{GUT}}),
\]
(7)
where \( f_{u,j}(M_{\text{GUT}}) \), \( f_{d,j}(M_{\text{GUT}}) \), and \( f_{e,j}(M_{\text{GUT}}) \) are the up-type, down-type, and charged lepton Yukawa couplings at the GUT scale \( M_{\text{GUT}} \), respectively, and \( V_{ij} \) are the CKM matrix elements. We note that there is an ambiguity in the determination of \( h_{\Xi,j} \), and discuss the implications of this ambiguity in Sect. 4.8.

\(^6\) These conditions are also used in Refs. [40–42].
The MSSM matter superfields are embedded into the SU(5) matter multiplets as

\[ \Psi_i \equiv \{ Q_i , e^{-i \psi_i} U_i , V_{ij} E_j \}, \quad \Phi_i \equiv \{ \overline{D}_i , L_i \}, \]  

so Eq. (1) leads to:  

\[ W_{\text{Yukawa}} = f_{ij} (Q^a_i \cdot H_d) \overline{U}_{ia} - V_{ij} f_{ij} (Q^a_i \cdot H_u) \overline{E}_{ja} - f_{ij} \overline{E} (L_j \cdot H_d) \]

\[ - \frac{1}{2} \epsilon^{abc} f_{ij} (Q^a_i \cdot Q^b_i) H_u^C + V_{ij} f_{ij} (Q^a_i \cdot L_j) \overline{E}_C a \]

\[ + f_{ij} V_{ij} \overline{U}_{ia} \overline{E}_j H_u^C - V_{ij} f_{ij} e^{-i \psi_i} \epsilon^{abc} \overline{U}_{ia} \overline{E}_j \overline{E} \cdot H_u^C, \]  

where \( a, b, c \) denote the colour indices, and the dots indicate contractions of SU(2)_L indices with the anti-symmetric tensor. We note that the new GUT phase factors \( (\tilde{3}) \) appear as expected since they are unobservable at the electroweak scale.

In the super-GUT models we discuss below, the supersymmetry-breaking soft mass terms for the MSSM fields are determined at the GUT scale (defined as the energy scale where the electroweak gauge couplings are unified) by a set of matching conditions. The soft supersymmetry-breaking terms in the minimal supersymmetric SU(5) GUT are

\[ L_{\text{soft}} = - \left( m^2_{10} \right)_{ij} \tilde{\psi}_i \tilde{\psi}_j - \left( m^2_{\Sigma} \right)_{ij} \tilde{\Phi}_i \tilde{\Phi}_j \]

\[ - m^2_{\overline{H}} |\overline{H}|^2 - m^2_{\overline{H}^C} |\overline{H}^C|^2 - m^2_{\Sigma} \text{Tr} (\Sigma \Sigma) \]

\[ - \left[ \frac{1}{2} M_{5} \tilde{\Psi}^A \tilde{\Psi}^A + A_{10} (h_{10})_{ij} \epsilon_{abc} H^C a \tilde{\psi}_i \tilde{\psi}_j \tilde{\psi}_a \tilde{\psi}_b \overline{H}_C b \right. \]

\[ + A_{\Sigma} (h_{\Sigma})_{ij} \tilde{\psi}_i \tilde{\psi}_j \tilde{\Phi}_a \tilde{\Phi}_b \overline{H} \overline{H} \]

\[ + B_{\Sigma} \mu \text{Tr} \Sigma + \frac{1}{6} A_{\lambda} \overline{\lambda} \text{Tr} \Sigma \overline{\Sigma} + B_{\lambda} \mu \overline{H} \overline{H} + h.c. \]  

(10)

where \( \tilde{\psi}_i \) and \( \tilde{\Phi}_i \) are the scalar components of \( \Psi_i \) and \( \Phi_i \), respectively, the \( \tilde{\lambda}^A \) are the SU(5) gauginos, and we use the same symbols for the scalar components of the Higgs fields as for the corresponding superfields.

In the CMSSM and its generalizations considered here we impose universality conditions for the soft-mass parameters at a soft supersymmetry-breaking mass input scale \( M_{10} \):

\[ \left( m^2_{10} \right)_{ij} = \left( m^2_{\Sigma} \right)_{ij} \equiv m^2_{\Sigma} \delta_{ij}. \]

\[ m_H = m_{\overline{H}} = m_{\Sigma} \equiv m_0, \]

\[ A_{10} = A_{\Sigma} = A_{\lambda} = A_{\lambda'} \equiv A_0, \]

\[ M_5 \equiv m_{1/2}. \]  

(11)

The bilinear soft SUSY-breaking terms \( B_{\Sigma} \) and \( B_{\lambda} \) are discussed below. When \( M_{10} = M_{\text{GUT}} \), the above conditions are equivalent to those in the CMSSM and the renormalization group equations (RGEs) are run between the weak and the GUT scale. When \( M_{10} < M_{\text{GUT}} \), as in sub-GUT models \([43–45]\), the RGEs are run only up to \( M_{10} \). In contrast, in the super-GUT scenario where \( M_{10} > M_{\text{GUT}} \) \([20,37–42]\), RGE running occurs for MSSM parameters between the weak and GUT scale, where they are matched into SU(5) GUT parameters which are then run up to \( M_{\text{GUT}} \). Boundary conditions are set at both the electroweak scale (e.g., for the gauge and Yukawa couplings) and at \( M_{10} \) (e.g., for the soft supersymmetry-breaking parameters). For a more complete discussion of the RGE evolution in super-GUT models, see Ref. \([20]\).

In the super-GUT scenario with \( M_{10} > M_{\text{GUT}} \), after the parameters listed in Eq. (11) are run down to \( M_{\text{GUT}} \) they are matched onto the corresponding MSSM parameters. Of particular importance are the matching conditions for the gauge couplings and gaugino masses. We use the \( \overline{\text{DR}} \) scheme for the gauge couplings, and include the one-loop threshold corrections due to the GUT-scale fields. We can then take linear combinations of the matching conditions to obtain the following convenient expressions \([20,89–91]\):

\[ \frac{3}{g_1^2 (Q)} - \frac{2}{g_2^2 (Q)} - \frac{1}{g_3^2 (Q)} = - \frac{3}{10 \pi^2} \ln \left( \frac{Q}{M_{\chi}} \right) - \frac{96 eV}{M_{\chi}}, \]  

(12)

\[ \frac{5}{g_1^2 (Q)} - \frac{3}{g_2^2 (Q)} - \frac{2}{g_3^2 (Q)} = - \frac{3}{2 \pi^2} \ln \left( \frac{Q^3}{M_{\chi}^2 M_{\Sigma}} \right), \]  

(13)

\[ \frac{5}{g_1^2 (Q)} + \frac{3}{g_2^2 (Q)} - \frac{2}{g_3^2 (Q)} = - \frac{15}{2 \pi^2} \ln \left( \frac{Q}{M_{\chi}} \right) + \frac{6}{g_2^2 (Q)} - \frac{144 eV}{M_{\chi}}, \]  

(14)

where \( g_1, g_2, g_3, \) and \( g_5 \) are the U(1), SU(2), SU(3), and SU(5) gauge couplings, respectively, and \( Q \) is a renormalization scale taken in our analysis to be the unification scale: \( Q = M_{\text{GUT}} \).\(^8\) The last terms in equations (12) and (14) represent the contribution from the dimension-five operator

\[ W_{\text{eff}}^{\lambda A} = \frac{c}{M_{\chi}} \text{Tr} \left[ \Sigma \overline{W} W \right], \]  

(15)

where \( \overline{W} \equiv \overline{V} A T A \) denotes the superfields corresponding to the field strengths of the SU(5) gauge vector bosons \( V \equiv Y A T A \). Since \( V / M_{\chi} \approx 10^{-2} \), these terms can be comparable to the one-loop threshold corrections, and thus should

\(^8\) Other implications of gauge coupling unification and proton decay on supersymmetric models were considered in \([92,93]\).
be taken into account when discussing gauge-coupling unification [94]. In what follows, we use the notation
\[
\epsilon \equiv 8cV/M_p.
\] (16)
The matching conditions for the gaugino masses are given by [59,94,95]:
\[
M_1 = \frac{g_1^2}{g_5^2} M_5 - \frac{g_5^2}{16\pi^2} \left[ 10M_5 - 10(A_{\lambda'} - B_\Sigma) - \frac{2}{3} B_H \right] - \epsilon g_1^2 \langle A_{\lambda'} - B_\Sigma \rangle \frac{2}{2}, \tag{17}
\]
\[
M_2 = \frac{g_2^2}{g_5^2} M_5 - \frac{g_5^2}{16\pi^2} \left[ 6M_5 - 6A_{\lambda'} + 4B_\Sigma \right] - 3g_2^2 \epsilon \langle A_{\lambda'} - B_\Sigma \rangle \frac{2}{2}, \tag{18}
\]
\[
M_3 = \frac{g_3^2}{g_5^2} M_5 - \frac{g_5^2}{16\pi^2} \left[ 4M_5 - 4A_{\lambda'} + B_\Sigma - B_H \right] + \epsilon g_3^2 \langle A_{\lambda'} - B_\Sigma \rangle. \tag{19}
\]
Again we see that the contributions of the dimension-five operator can be comparable to those of the one-loop threshold corrections.

In the absence of the dimension-five operator (i.e., when \( \epsilon = 0 \)), Eqs. (12–14) provide three conditions on the masses of \( M_{H_u}, M_{\Sigma}, \) and \( M_X \), as well as \( g_5 \). In addition, we can relate the three masses to the GUT Higgs vev \( V \) through the couplings \( \lambda, \lambda', \) and \( g_5 \) respectively. This gives us six constraints on the dimension-five coupling:
\[
\epsilon = \frac{1}{6g_5^2(M_{\text{GUT}})} - \frac{1}{6g_1^2(M_{\text{GUT}})} - \frac{1}{40\pi^2} \ln \left( \frac{M_{\text{GUT}}}{M_{H_u}} \right), \tag{20}
\]
which can be obtained from Eq. (12) with \( g_1(M_{\text{GUT}}) = g_2(M_{\text{GUT}}) \). We note that this relation for \( \epsilon \) can also be used in the CMSSM (in which \( M_{\text{in}} = M_{\text{GUT}} \)) if \( \lambda \) and \( \lambda' \) are specified, even if no running above the GUT scale is considered. As we will see, ‘turning on’ \( \epsilon \) enables the coloured Higgs mass to be increased, and thus increases the proton lifetime.

The remaining MSSM soft supersymmetry-breaking mass terms and trilinear couplings are related at \( M_{\text{GUT}} \) by
\[
m_Q^2 = m_{\tilde{t}}^2 = m_{\tilde{E}}^2 = m_{\tilde{10}}^2, \quad m_D^2 = m_{\tilde{L}}^2 = m_{\tilde{3}}^2, \quad m_H^2 = m_{\tilde{H}}^2, \quad m_{\tilde{H}_d}^2 = m_{\tilde{T}}^2.
\]
\[
A_t = A_{\tilde{10}}, \quad A_b = A_{\tilde{t}} = A_{\tilde{3}}.
\] (21)
The MSSM \( \mu \) and \( B \) terms are [96]
\[
\mu = \mu_H - 3\lambda V \left[ 1 + \frac{A_{\lambda'} - B_\Sigma}{2\mu} \right], \tag{22}
\]
\[
B = B_H + \frac{3\lambda V \Delta}{\mu} + \frac{6\lambda}{\lambda' \mu} \left[ (A_{\lambda'} - B_\Sigma)(2B_\Sigma - A_{\lambda'} + \Delta) - m_Z^2 \right], \tag{23}
\]
with
\[
\Delta \equiv A_{\lambda'} - B_\Sigma - A_\lambda + B_H. \tag{24}
\]
In the absence of a more elegant solution for the separation of the GUT and weak scales, we must tune \( |\mu_H - 3\lambda V| \) to be \( \mathcal{O}(M_{\text{SUSY}}) \). In practice, \( \mu \) and \( B \) are determined at the electroweak scale by the minimization of the Higgs potential as in the CMSSM. These are then run up to the scale where Eqs. (22) and (23) are applied. Then, using \( \Delta = 0 \) (which is stable against radiative corrections as shown in Ref. [97]), we can solve for \( B_H \) and \( B_\Sigma \) at the GUT scale, which are needed in the matching conditions for the gaugino masses.

As was pointed out in [20], Eqs. (23) and (24) have no solution unless we take \( A_{\lambda'} \geq 8m_{\tilde{3}}^2 \). For super-GUT theories with \( A_0 = 0 \), like in the focus-point case we consider below, this conditions is generally not satisfied. However, these types of models can satisfy this condition if the following Giudice–Masiero terms [98] are added to the Kähler potential:
\[
\Delta K = c_\Sigma (\Sigma^2) + c_H H \tilde{H} + h.c. \tag{25}
\]
Although the above terms only give a small correction to the \( B \) terms,
\[
\Delta B_\Sigma = \frac{2c_\Sigma m_{3/2}^2}{\mu \Sigma}, \tag{26}
\]
\[
\Delta B_{H} = \frac{2c_H m_{3/2}^2}{\mu H}. \tag{27}
\]
they give an important contribution to (23), since
\[
\frac{3\lambda V \Delta}{\mu} \rightarrow \left( c_H - \frac{12\lambda}{\lambda' \mu} c_\Sigma \right) \frac{2m_{3/2}^2}{\mu}, \tag{28}
\]
where \( m_{3/2} \) is the gravitino mass which sets the scale for \( m_0 \) and \( m_{1/2} \). The additional contributions in the above equations make it trivial to satisfy (23) even with \( A_0 = 0 \), see [99] for more discussion.

To summarize, the well-studied CMSSM is characterized by four parameters and one sign:
\[
m_0, m_{1/2}, A_0, \tan \beta, \ \text{sign}(\mu). \tag{29}
\]
In sub-GUT models we must in addition specify the input universality scale:

\[ M_{\text{in}}. \] (30)

and in super-GUT models we also need to specify the Higgs couplings:

\[ \lambda, \lambda'. \] (31)

which are fixed at \( Q = M_{\text{GUT}} \). As noted above, CMSSM models with non-zero values of \( \epsilon \) also require fixing these GUT Higgs couplings.

### 3.2 Nucleon decay in minimal supersymmetric SU(5)

We now review the calculation of the proton decay lifetime in the minimal supersymmetric SU(5) model [33,59,73,89, 100–104]. As we have seen in Sect. 2, the forthcoming experiments are expected to offer great sensitivities to nucleon decay. To make the best of these experiments, therefore, it is desirable to formulate a precise and systematic method for the computation of nucleon decay lifetimes. To that end, we adopt the method of effective field theories. In this method, the fundamental theory is matched onto a low-energy effective theory at a high-energy scale (the GUT scale in our case), where the effect of heavy states (the GUT-scale fields) is included into the Wilson coefficients of higher-dimensional effective operators. We then run the Wilson coefficients down to the hadronic scale by using RGEs, which allows us to resum large logarithmic radiative corrections due to the large hierarchy in energy scales. The long-distance QCD effect is taken into account through the calculation of hadronic matrix elements. With this procedure, we can separate the short- and long-range contributions to the decay amplitude in a consistent manner. Note that this prescription is the same as those used for the calculation of precision physics observables, such as flavour observables [105] and the dark matter-nucleon scattering cross section [106,107].

As we discussed above, the most important decay mode is \( p \to K^+ \bar{\nu} \), which is induced by the exchange of the colour-triplet Higgs multiplets [49,50]. The effective Lagrangian for this process is

\[ \mathcal{L}^{\text{eff}}_{\mathrm{SM}} = C_{ij}^{(2)} \mathcal{O}_{i133} + C_{ij}^{(2)} \mathcal{O}_{j1ik} + C_{jk}^{(2)} \mathcal{O}_{j1jk} + C_{jk}^{(2)} \mathcal{O}_{j1jk}, \] (36)

where the effective operators \( \mathcal{O}_{ijkl} \) and \( \mathcal{O}_{ijkl}^{\text{SR}} \) are defined by

\[ \mathcal{O}_{ijkl} = \int d^2 \theta \frac{1}{2} \epsilon_{abc} (Q_i^a \cdot Q_j^b)(Q_k^c \cdot L_l), \] (32)

\[ \mathcal{O}_{ijkl}^{\text{SR}} = \int d^2 \theta \epsilon_{abc} \bar{Q}_{ia} \bar{E}_j \bar{U}_{kb} \bar{D}_{lc}, \] (33)

and the Wilson coefficients \( C_{ijkl}^{SR} \) and \( C_{ijkl}^{SL} \) are given by

\[ C_{ijkl}^{SL} (M_{\text{GUT}}) = \frac{2 \sqrt{2}}{M_{\text{Hc}}} h_{10,i} e^{\phi_{i}} \delta^{ij} V_{i}^{*} h_{10,j}, \]

\[ C_{ijkl}^{SR} (M_{\text{GUT}}) = \frac{2 \sqrt{2}}{M_{\text{Hc}}} h_{10,i} V_{ij} V_{k}^{*} h_{5,j} e^{-i\phi_{k}}. \] (34)

We note that antisymmetry with respect to the colour indices requires that the operators include at least two generations of quarks. For this reason, the dominant decay modes generally contain a strange quark in the final state, such as \( p \to K^+ \bar{\nu} \) [108,109].

The Wilson coefficients \( C_{ijkl}^{SL} \) and \( C_{ijkl}^{SR} \) are run down to the supersymmetric scale \( M_{\text{SUSY}} \) using the RGEs

\[ \frac{d}{d \ln Q} C_{ijkl}^{SL} = \frac{1}{16 \pi^2} \left[ \frac{2}{5} s^2 - 6 g_2^2 - 8 g_3^2 + f_{u_1} + f_{d_2} + f_{g_2}^2 + f_{g_3}^2 + f_{d_2} + f_{g_2}^2 \right] C_{ijkl}^{SL}, \]

\[ \frac{d}{d \ln Q} C_{ijkl}^{SR} = \frac{1}{16 \pi^2} \left[ \frac{12}{5} s^2 - 8 g_3^2 + 2 f_{u_1} + 2 f_{g_2} + 2 f_{d_2} + 2 f_{g_2} \right] C_{ijkl}^{SR}, \] (35)

where \( Q \) denotes the renormalization scale. At the scale \( M_{\text{SUSY}} \), sfermions are integrated out via the wino- or Higgsino-exchange one-loop diagrams. The low-energy effective Lagrangian below the supersymmetric scale is then given by

\[ \mathcal{L}_{\text{SUSY}}^{\text{eff}} = C_{ij}^{(2)} \mathcal{O}_{i133} + C_{ij}^{(2)} \mathcal{O}_{j1ik} + C_{jk}^{(2)} \mathcal{O}_{j1jk} + C_{jk}^{(2)} \mathcal{O}_{j1jk}, \]

where the effective operators have the form

\[ \mathcal{O}_{ij} = \epsilon_{abc} (a_{R_i} d_{R_j})(Q_i^{c} \cdot L_{L}), \]

\[ \mathcal{O}_{ijkl} = \epsilon_{abc} \epsilon_{abc} \epsilon_{abc} \epsilon_{abc} \mathcal{O}_{LL}^{a} \mathcal{O}_{LJ}^{b} \mathcal{O}_{LJ}^{c} \mathcal{O}_{LJ}^{d} \] (37)

with \( i = 1, 2, j = 2, 3, k = 1, 2, 3 \), and their Wilson coefficients are evaluated as

\[ C_{ij}^{(2)} (M_{\text{SUSY}}) = \frac{f_{i} f_{j}}{(4 \pi^2)} C_{ij}^{(2)} (M_{\text{SUSY}}) F \left( \mu, m_{\mu}^2, m_{\tau}^2 \right), \]

\[ C_{ij}^{(2)} (M_{\text{SUSY}}) = \frac{f_{i} f_{j}}{(4 \pi^2)} C_{ij}^{(2)} (M_{\text{SUSY}}) F \left( M_{i}, m_{j}^2, m_{k}^2 \right) \]

\[ + F \left( M_{i}, m_{j}^2, m_{k}^2 \right), \]

\[ \mathcal{O}_{ij} (M_{\text{SUSY}}) = \frac{3 \alpha_2}{2 (4 \pi^2)} C_{ij}^{(2)} (M_{\text{SUSY}}) F \left( M_{i}, m_{j}^2, m_{k}^2 \right) \]

\[ + F \left( M_{i}, m_{j}^2, m_{k}^2 \right). \] (38)
with

\[
F(M, m_1^2, m_2^2) \equiv \frac{M}{m_1^2 - m_2^2} \times \left[ \frac{m_1^2}{m_1^2 - M^2} \ln \left( \frac{m_1^2}{M^2} \right) - \frac{m_2^2}{m_2^2 - M^2} \ln \left( \frac{m_2^2}{M^2} \right) \right].
\] (39)

From the supersymmetric breaking scale to the electroweak scale, we use the RGEs [110]

\[
\mu \frac{d}{d\mu} C_{ij}^\nu = \left[ \frac{\alpha_1}{4\pi} \left( -\frac{11}{10} + \frac{9}{2} \right) + \frac{\alpha_2}{4\pi} (-4) \right] C_{ij}^\nu + \frac{\gamma_i}{2 \left( 16\pi^2 \right)} C_{ij}^\nu,
\]

\[
\mu \frac{d}{d\mu} C_{jk}^{\tilde{W}} = \left[ \frac{\alpha_1}{4\pi} \left( -\frac{1}{5} + \frac{9}{2} \right) + \frac{\alpha_2}{4\pi} (-3) + \frac{\alpha_3}{4\pi} (-4) \right] C_{jk}^{\tilde{W}} + \frac{\gamma_j}{16\pi^2} C_{jk}^{\tilde{W}},
\]

\[
\mu \frac{d}{d\mu} C_{jk}^\nu = \left[ \frac{\alpha_1}{4\pi} \left( -\frac{1}{5} + \frac{9}{2} \right) + \frac{\alpha_2}{4\pi} (-3) + \frac{\alpha_3}{4\pi} (-4) \right] C_{jk}^\nu + \frac{\gamma_j}{4\pi} C_{jk}^\nu,
\]

where \( \gamma_{ij} \) denotes the SM up-type Yukawa couplings.

Below the electroweak scale, the effective interactions that give rise to the \( p \to K^+ \tilde{v}_l \) decay mode are described by

\[
\begin{align*}
\mathcal{L}(p \to K^+ \tilde{v}_l) &= C_{RL}(usdv_1)[\epsilon_{abc}(u_R^{a'}d_R^{b'}(|d_L^{c'}v_l|)]
+ C_{RL}(udsV_2)[\epsilon_{abc}(u_R^{a'}d_R^{b'}(|d_L^{c'}v_l|)]
+ C_{LL}(usdv_1)[\epsilon_{abc}(u_L^{a'}d_L^{b'}(|d_L^{c'}v_l|)]
+ C_{LL}(udsV_2)[\epsilon_{abc}(u_L^{a'}d_L^{b'}(|d_L^{c'}v_l|)],
\end{align*}
\] (41)

where the coefficients of these interactions are obtained at the electroweak scale as

\[
C_{RL}(usdv_1) = -V_{td}C_{L}^\nu (M_Z),
\]

\[
C_{RL}(udsV_2) = -V_{td}C_{2}^\nu (M_Z),
\]

\[
C_{LL}(usdv_1) = \sum_{j=2,3} V_{j1}V_{j2}C_{L}^{\tilde{W}} (M_Z),
\]

\[
C_{LL}(udsV_2) = \sum_{j=2,3} V_{j1}V_{j2}C_{2}^{\tilde{W}} (M_Z).
\] (42)

We then use the two-loop RGE given in Ref. [111] to evolve these coefficients down to the hadronic scale \( \mu_{\text{had}} = 2 \text{ GeV} \), and finally obtain the partial decay width of the \( p \to K^+ \tilde{v}_l \) mode as

\[
\Gamma(p \to K^+ \tilde{v}_l) = \frac{m_p}{32\pi} \left( 1 - \frac{m_\pi^2}{m_p^2} \right)^2 |\mathcal{A}(p \to K^+ \tilde{v}_l)|^2,
\] (43)
to represent the sum of decays to all neutrino flavors. The dimension-six nucleon decay can also be computed in a similar way, which we show in the “Appendix”, for completeness.

4 Uncertainties in nucleon decay calculations

In this section we discuss various uncertainties in the calculation of the proton decay rate for fixed values of the supersymmetric GUT model parameters. We start with the uncertainties in the hadronic matrix elements and the experimental input value of $\alpha_s$, which are generally the most important. We also consider the effects of uncertainties in the weak mixing angle, quark masses, loop corrections to quark Yukawa couplings, and quark mixing parameters. The experimental inputs for $\alpha_s$ and the quark masses that we use are listed in Table 2 [48]. As many of the contributions to the proton lifetime uncertainty are small compared to those arising from the matrix elements and the value of $\alpha_s$, we compute the “total” uncertainty in $\tau_p \equiv 1/\sum_i \Gamma(p \rightarrow K^{+}\bar{\nu}_i)$, we propagate only the effects of the matrix elements and the direct effect of $\alpha_s$ on $M_{HC}$, which is the most important source of sensitivity to the value of $\alpha_s$.

4.1 Hadronic matrix-element uncertainties

The hadronic matrix elements that determine directly the most relevant proton partial decay rates have been updated recently [18]. The improvement in the update provides a total accuracy of 10 to 15% of the matrix elements. Table 3 lists the values of the most relevant baryonic decay matrix elements calculated previously in [112] (second column) and recently in [18] (fourth column), including both the statistical and systematic uncertainties, which are indicated by (.) (.) (.) .

We see that in some cases the calculated matrix elements have changed significantly between [112] and [18], and that the uncertainties have been reduced substantially in every case. Both of these two simulations utilize the same gauge ensemble of $N_f = 2 + 1$ domain-wall fermions with the same lattice spacing $a = 0.11$ fm, lattice volume $(2.65)^3$ fm$^3$, and the pion mass 0.34–0.69 GeV, and directly compute the three-point function of the nucleon-to-pseudoscalar transition with an insertion of the baryon-number violating operators (“direct method”). In Ref. [18], they use an algorithm called all-mode-averaging (AMA) [113–115], with which the statistical error has significantly been reduced. In addition, an error in the renormalization-scheme matching factors was corrected in Ref. [18]; this leads to a 6–7% change in the matrix elements (see Footnote 2 in Ref. [18]). Notice that these simulations are still performed with an unphysical pion mass. A simulation at the physical point is on-going [116], which is expected to reduce the systematic uncertainty associated with the chiral extrapolation. All in all, a precision with $< 10\%$ uncertainty is expected to be achieved in 5 years [117].

We focus in this paper primarily on the $p \rightarrow K^{+}\bar{\nu}$ decay mode, which is determined by the four matrix elements that are featured in Fig. 1. This figure illustrates the sensitivities of the $p \rightarrow K^{+}\bar{\nu}$ decay rate to variations of these four hadronic matrix elements, which are each given in units of the total uncertainties of the new elements given in column 5 of the Table. Thus, $\sigma = 0$ corresponds to the current central value of each of the four matrix elements and $\sigma = \pm 1$ corresponds to adding (subtracting) the 1-$\sigma$ total uncertainty to (from) the corresponding hadronic matrix element. The previous values of these matrix elements would lie at $\sigma = -0.83$ for $(K^{+} | (us)_{R} d_{L}| p)$ and $(K^{+} | (us)_{L} d_{L}| p)$, $\sigma = 2.93$ for $(K^{+} | (ud)_{R} s_{L}| p)$ and $\sigma = -1.75$ for $(K^{+} | (ud)_{L} s_{L}| p)$, which are significant changes, especially for the last two. These large changes in the matrix elements are responsible

---

*Table 2 Experimental inputs [48]*

| $\alpha_s$  | 0.1181 ± 0.0011 |
| $m_t$       | 172.9 ± 0.4 GeV |
| $m_b$       | 4.18±0.03 GeV   |
| $m_c$       | 1.27 ± 0.02 GeV |
| $m_s$       | 0.093+0.011−0.005 GeV |
| $m_d$       | 0.00467+0.00048−0.00017 GeV |
| $m_u$       | 0.00216+0.00049−0.00026 GeV |

---

9 The effect of the uncertainties in $\alpha_s$ is greatly diminished when the operator (15) is considered, as we discuss below.

10 We note that there the PDG [48] lists an updated value of $\alpha_s = 0.1179 \pm 0.0010$, a change that is a small fraction of the uncertainty and does not affect our results significantly.

11 For example, changes in the renormalization-group (RG) running below $M_Z$ shift the Yukawa couplings of the light quarks at the GUT Scale by about 2 percent, a little more for charm. The shifts in the Yukawa couplings and the Wilson coefficients from the RG running above $M_Z$ are estimated to be smaller, as are the effects on the soft masses.

12 These papers also show the results obtained with the “indirect” method, where the hadron matrix elements are evaluated through the low-energy constants in the baryon chiral perturbation theory. It is found in Ref. [18] that the matrix elements obtained with the indirect method tend to be larger in magnitude than those obtained with the direct method. As discussed in Ref. [18], the direct method is expected to be more reliable since in the nucleon decay processes the pion in the final state has a sizable momentum, which spoils the validity of the chiral perturbation theory. For this reason, in our analysis, we only use the matrix elements obtained with the direct method. Notice that with this choice the resultant proton lifetimes tend to be longer, and thus we obtain a conservative limit.
Table 3 Comparison of lattice hadronic matrix element calculations

| Matrix element | Previous value [112] | Total error | New value [18] | Total error |
|----------------|----------------------|-------------|----------------|-------------|
| \( \langle \pi^0 | (ud)_{GU} | p \rangle \) | -0.103(23)(34) | 0.041 | -0.131(4)(13) | 0.013 |
| \( \langle \pi^0 | (ud)_{L} | p \rangle \) | 0.133(29)(28) | 0.040 | 0.134(5)(16) | 0.016 |
| \( \langle \pi^+ | (du)_{GU} | p \rangle \) | -0.146(33)(48) | 0.058 | -0.186(6)(18) | 0.019 |
| \( \langle \pi^+ | (du)_{L} | p \rangle \) | 0.188(41)(40) | 0.057 | 0.189(6)(22) | 0.023 |
| \( K^0 | (ud)_{UL} | p \rangle \) | 0.098(15)(12) | 0.019 | 0.103(3)(11) | 0.011 |
| \( K^0 | (us)_{UL} | p \rangle \) | 0.042(13)(8) | 0.015 | 0.057(2)(6) | 0.006 |
| \( K^+ | (us)_{UL} | p \rangle \) | -0.054(11)(9) | 0.014 | -0.049(2)(5) | 0.006 |
| \( K^+ | (us)_{DL} | p \rangle \) | 0.036(12)(7) | 0.014 | 0.041(2)(5) | 0.006 |
| \( K^+ | (ad)_{UL} | p \rangle \) | -0.093(24)(18) | 0.030 | -0.134(4)(14) | 0.014 |
| \( K^+ | (ad)_{UL} | p \rangle \) | 0.111(22)(16) | 0.027 | 0.139(4)(15) | 0.016 |
| \( K^+ | (ds)_{UL} | p \rangle \) | -0.044(12)(5) | 0.013 | -0.054(2)(6) | 0.006 |
| \( K^+ | (ds)_{UL} | p \rangle \) | -0.076(14)(9) | 0.017 | -0.098(3)(10) | 0.010 |
| \( \langle \pi^0 | (ud)_{UL} | p \rangle \) | 0.15(14)(17) | 0.022 | 0.006(2)(3) | 0.003 |
| \( \langle \pi^0 | (ud)_{UL} | p \rangle \) | 0.088(21)(16) | 0.026 | 0.113(3)(12) | 0.012 |

for the bulk of the reduction in the \( p \) lifetime relative to values found in previous work [20].

The sensitivities to the four matrix elements shown in Fig. 1 are for specific points in the CMSSM and super-GUT parameter spaces. In all cases, the reference points were chosen with \( \tan \beta = 5, A_0/m_0 = 3, m_{1/2} = 9.79 \, \text{TeV} \) and \( \mu > 0 \). We also chose \( (m_0, M_{\text{GUT}}) = (14.13 \, \text{TeV}, 1017 \, \text{GeV}) \) (upper left); \( (10 \, \text{TeV}, M_{\text{GUT}}) \) (upper right); \( (14.13 \, \text{TeV}, M_{\text{GUT}}) \) with \( c \neq 0 \) (lower left); \( (15.45 \, \text{TeV}, 1017 \, \text{GeV}) \) (lower right).

The upper two panels of Fig. 1 are based on a CMSSM input spectrum. In the upper left panel, the point lies on the stop coannihilation strip with \( m_h = 125 \, \text{GeV} \) (see below for more information on the relevance of this choice), whereas in the upper right panel the point is at lower \( m_0 \) where the stop mass is significantly larger. In the lower left panel, we allow the dimension-five coupling \( c \) in Eq. (15) to be non-zero for the same stop-coannihilation point. In this case, we see that while the relative sensitivity to the matrix elements is similar, the lifetime is significantly increased. Finally, in the lower right panel we show a super-GUT example with \( M_{\text{GUT}} = 10^{17} \, \text{GeV} \). Because the super-GUT running tends to reduce the stop mass relative to the other sfermion masses, the proton lifetime becomes much more sensitive to the Wilson coefficient arising from Higgsino exchange. This alters the sensitivity to the hadron matrix elements.

We illustrate in Fig. 2 the effect of the uncertainties in the hadronic matrix elements on the allowed ranges of the input parameters in a representative \( (m_{1/2}, m_0) \) plane of the CMSSM. Here and in the remaining figures in this section, we consider the \( (m_{1/2}, m_0) \) plane for the fixed values \( \tan \beta = 5, A_0/m_0 = 3 \) and \( \mu > 0 \). The input universality scale is taken to be the GUT scale, defined as the renormalization scale for which \( g_1 = g_2 \). There are in general two dark red shaded regions in each figure. The lower region where \( m_{1/2} \gg m_0 \) is excluded because there the lighter stau is the lightest supersymmetric particle (LSP), whereas the upper region with \( m_0 \gg m_{1/2} \) is excluded because there the lighter stop is the LSP. Along the boundary of the stop LSP region, there is a very thin blue strip where stop coannihilation [118–129] is effective in reducing the LSP relic density to match the cold dark matter density determined by Planck [130].

We allow the relic density to vary between \( 0.01 < \Omega_h h^2 < 2.0 \) to enhance the visibility of the strip in the figures. The points chosen in the left panels of Fig. 1 lie on this strip at \( m_{1/2} = 9.79 \, \text{TeV} \). We note that regions of the \( (m_{1/2}, m_0) \) plane that would correspond in a conventional cosmological scenario with adiabatic expansion to a cold dark matter density larger than that determined by Planck [130] would, however, be allowed in scenarios with late entropy generation. The bulk regions of the displayed planes could therefore be allowed in such a case. The red dotted lines are contours of constant Higgs masses between \( m_h = 122 \) and \( 130 \, \text{GeV} \) in increments of \( 1 \, \text{GeV} \) as calculated using FeynHiggs [132–137].

The solid black curve in Fig. 2 shows the contour of constant \( p \to K^+ \bar{\nu} \) lifetime set at its current lower limit of \( 0.066 \times 10^{35} \) yrs for central values of the matrix elements

---

13 The region where the LSP accounts for cold dark matter appears as a thin strip here, largely because we display only a particular slice of the parameter space with fixed \( \tan \beta \) and \( A_0 \). In a more general exploration of the CMSSM parameter space, the region of the \( (m_{1/2}, m_0) \) plane where the desired dark matter density can be attained is broader, see, e.g., [31].

14 For a recent analysis in such a scenario, see [131].
Fig. 1 Sensitivities of the proton decay rate to variations in units of the standard deviations of the matrix elements of the indicated 3-quark operators. In all cases, we chose reference points with $\tan \beta = 5$, $A_0/m_0 = 3$, $m_{1/2} = 9.79$ TeV and $\mu > 0$. We also chose (in TeV) $(m_0, M_{\text{in}}) = (14.13, M_{\text{GUT}})$ (upper left); $(10, M_{\text{GUT}})$ (upper right); $(14.13, M_{\text{GUT}})$, with $c \neq 0$ (lower left); $(15.45, 10^{17}$ GeV) (lower right). In each case, $\sigma = 0$ corresponds to the current central value of the matrix element from [18] and other parameters. Its location is significantly higher than in previous work [20], due to the numerous updates incorporated here. These include updates to the hadronic matrix elements, the value of $\alpha_s$ and the value of $\sin^2 \theta_W$, as well as the one-loop correction to the charm quark Yukawa coupling. The dotted black curve shows the shift in the lower limit induced by a $1-\sigma_{\text{tot}}$ increase in the $p \to K^+\bar{\nu}$ lifetime where, as described above, $\sigma_{\text{tot}}$ includes only the contributions from the variations in the matrix elements, $\sigma_{\text{had}}$, and the effect of the variation in $\alpha_s$ on $M_{\text{HC}}$, $\sigma^2_{\tau_P}$ (discussed further in the following section) added in quadrature:

$$
\sigma_{\text{tot}} = \sqrt{\sigma^2_{\text{had}} + \sigma^2_{\tau_P}}. 
$$

Here $\sigma_{\text{had}}$ is the combined uncertainty due to all the hadronic matrix elements entering into $\tau_P$, which can be read from the amplitude of Eq. (44). The contour corresponding to a $1-\sigma$ decrease in the proton lifetime is off the scale of the plot. The pair of dot-dashed curves show the $\pm 1\sigma$ uncertainty stemming from the hadronic matrix elements alone. That is, we are plotting the contours where $\tau_P \pm \sigma_{\text{had}} = 0.066 \times 10^{35}$ years.
4.2 Dependence on the strong coupling

Despite the impressive reduction of the uncertainty in the experimental value of $\alpha_s$ [48], the proton lifetime still varies drastically for a 1-$\sigma$ change in $\alpha_s$. This can be understood from Eqs. (12–14). In particular, Eq. (12) indicates that the mass of the coloured Higgs field, $M_{H_c}$, is exponentially sensitive to changes in $\alpha_s = g_3^2/4\pi$ [91]. As the relevant Wilson coefficients are inversely proportional to the coloured Higgs mass, the proton decay rate is proportional to $M_{H_c}^{-2}$, and so is quite sensitive to variations in $\alpha_s$.

To estimate numerically the sensitivity of the proton decay width to variation in $\alpha_s$, we solve Eq. (12) for $M_{H_c}$ and assume $\Gamma_p = K/M_{H_c}^2$ where $K$ is independent of $\alpha_s$. We then compute

$$\sigma_{\tau_p} \equiv \frac{d\tau_p}{d\alpha_s(M_Z)} (4\pi \Delta\alpha_s) = \frac{1}{\Gamma_p^2} \frac{d\Gamma_p}{d\alpha_s(M_Z)} (4\pi \Delta\alpha_s),$$

(52)

where $\Delta\alpha_s$ is the 1-$\sigma$ uncertainty in $\alpha_s$ and we have assumed that the variation of $M_{H_c}$ is dominantly determined by $g_3$. This then gives

$$\sigma_{\tau_p} \simeq \tau_p \left( \frac{10\pi}{3} \right) \left( \frac{\Delta\alpha_s}{\alpha_s(M_Z)^2} \right) = 0.83 \left( \frac{\Delta\alpha_s}{0.0011} \right)^2 \left( \frac{0.1181}{\alpha_s(M_Z)^2} \right)^2 \tau_p.$$  

(53)

However, a variation in $\alpha_s$ also leads to changes in the light quark masses of roughly 2% for a 1-$\sigma$ change in $\alpha_s$, which leads in turn to an 8% change in the proton decay rate. As indicated above, when we consider the ‘total’ proton lifetime uncertainty, the variation connected to the quark masses is not included, though it is included when we show the isolated effect using $\alpha_s \pm \Delta\alpha_s$. For this reason, the 1-$\sigma$ spread due to $\alpha_s$ shown below appears larger than the ‘total’ uncertainty.

The upper set of curves in Fig. 3 have been produced assuming that the coupling of the dimension-five operator $c$ vanishes. As in Fig. 2, the solid black curve in Fig. 3 shows the contour of constant $p \to K^+ \bar{\nu}$ lifetime set at its current lower limit of $0.066 \times 10^{35}$ yrs for central values of the matrix

\[\frac{\text{m}_0 (\text{GeV})}{\text{m}_1/2 (\text{GeV})} = 3, \tan\beta = 5, \mu > 0\]

\[\frac{\text{m}_0 (\text{GeV})}{\text{m}_1/2 (\text{GeV})} = 3, \tan\beta = 5, \mu > 0\]

Fig. 2 The $(m_{1/2}, m_0)$ plane for tan $\beta = 5$, $A_0/m_0 = 3$ and $\mu > 0$ in the CMSSM with GUT-scale universality, exhibiting in black the constraint on the lifetime of $p \to K^+ \bar{\nu}$ for the central value of all parameters in solid, for a one-standard-deviation variations in the hadronic matrix elements of the relevant 3-quark operators indicated in Table 3 (dot-dashed lines), and for a one-standard-deviation variations in both the hadronic matrix elements and $\alpha_s$ (dotted). The red dot-dashed contours show the lightest Higgs mass as calculated using FeynHiggs [132–137]. In the upper red shaded region, the lighter stop is the LSP, and in the lower red shaded region, the lighter stau is the LSP. In the blue strip along the stop LSP region, the LSP has an enlarged relic density range, $0.01 < w / h^2 < 2.0$, to enhance its visibility.

Fig. 3 Sensitivity of the $p \to K^+ \bar{\nu}$ lifetime to $\alpha_s$, assuming $\tan\beta = 5$, $A_0/m_0 = 3, \mu > 0$ in the CMSSM with GUT-scale universality. In the upper set of curves (with $c = 0$), the solid black curve corresponds to the current lower limit of $0.066 \times 10^{35}$ yrs on $\tau (p \to K^+ \bar{\nu})$ for central values of the matrix elements and model parameters, and the black dashed lines correspond to the variation of $\alpha_s$ within one standard deviation: $\alpha_s = 0.1181 \pm 0.0011$. The dotted curve corresponds to the shift in the solid curve when the decay rate is decreased by $\sigma_{\text{tot}}$. In the lower set of curves, the coupling associated with the dimension 5 operator is non-zero, and the meanings of the curves are similar. Also shown is the propagated uncertainty in $\alpha_s$ alone, shown by the dot-dashed curves, which are now clearly distinct from the dotted curves using $\sigma_{\text{tot}}$. 

\[\frac{\text{m}_0 (\text{GeV})}{\text{m}_1/2 (\text{GeV})} = 3, \tan\beta = 5, \mu > 0\]
elements and model parameters. Similarly, the dotted black curve shows the shift in the lower limit induced by a 1-σtot decrease in the proton decay rate.

We also show as dashed black lines in Fig. 3 the result of varying αs within its uncertainty ±0.0011 when determining all the supersymmetric spectrum and other observables, including τ(p → K+ν). The lower black dashed line in Fig. 3 corresponds to τ(p → K+ν) = 0.066 × 10^{35} yrs when calculated with αs = 0.1192, whereas the upper black dashed line corresponds to calculations with αs = 0.117, i.e., ±1 − σ excursions in αs. As noted above, the strong dependence on αs can be understood largely from the fact that varying αs affects M_{H_c}, but also from the variations in the values of the light quark masses when evolved both between M_Z and M_{GUT} and between 2 GeV or m_c and M_Z.

In particular, there are two aspects that affect the evolution between M_Z and M_{GUT}. First, the running of the light quark masses is completely controlled by αs due to the relatively small values of the couplings f_d, f_s and f_c:

\[ \beta_{f_d} = \frac{f_d^2}{8\pi^2} \left( 6 f_d^2 + 3(f_s^2 + f_c^2) - \frac{16}{3} g_s^2 - 3 g_s^2 - \frac{7}{9} g_s^2 \right), \]

\[ \beta_{f_s} = \frac{f_s^2}{8\pi^2} \left( 6 f_s^2 + 3(f_c^2 + f_b^2) + f_c^2 - \frac{16}{3} g_s^2 - 3 g_s^2 - \frac{7}{9} g_s^2 \right), \]

\[ \beta_{f_c} = \frac{f_c^2}{8\pi^2} \left( 6 f_c^2 + 3 f_b^2 + f_s^2 - \frac{16}{3} g_s^2 - 3 g_s^2 - \frac{13}{9} g_s^2 \right), \]

where \( g' = g_1 \sqrt{3/5} \). This contrasts with the running of the Yukawa couplings, e.g.,

\[ \beta_{f_b} = \frac{f_b^2}{8\pi^2} \left( f_b^2 + 6 f_b^2 + f_s^2 - \frac{16}{3} g_s^2 - 3 g_s^2 - \frac{7}{9} g_s^2 \right). \]

Secondly, the one-loop corrections, Δm_q, to light-quark masses due to gluino loops are also controlled by αs, e.g., for m_s [139]:

\[ \Delta m_s = -\frac{g_s^2}{12\pi^2} \left\{ B_1(M_3, m_{\tilde{t}_1}) + B_1(M_3, m_{\tilde{t}_2}) - \sin(2\theta_{m_s}) \left( \frac{M_3}{m_{\tilde{t}_1}} \right) B_0(M_3, m_{\tilde{t}_1}) - B_0(M_3, m_{\tilde{t}_2}) \right\} , \]

where B_0 and B_1 are the Passarino-Veltman functions given in Ref. [139], and \( \theta_{m_s} \) represents the mixing angle between the strange squarks \( \tilde{t}_1 \) and \( \tilde{t}_2 \) with mass eigenvalues of \( m_{\tilde{t}_1} \) and \( m_{\tilde{t}_2} \), respectively, which is determined by \( m_s(A_s + \mu \tan \beta)/(M_1^2 - M_2^2) \). Therefore, for larger αs there is a bigger change in m_q, and hence a bigger change in the value of the decay amplitude for the proton lifetime.

We note that the sensitivity to αs is more pronounced for \( \mu < 0 \) than for \( \mu > 0 \), simply because the angle \( \theta_{m_s} \) above changes sign due to the change of sign in \( \mu \), giving a bigger contribution to Δm_q for \( \mu < 0 \). For example, in the region of m_0 ≈ 10 TeV and M_{1/2} ≈ 10 TeV, the contribution to Δm_q from gluinos is of the order of 26% for \( \mu \) negative, while for \( \mu \) positive it is of order 13%.

As for the values of the light quark masses at M_Z, it is well known that αs increases considerably between M_Z and m_c. Hence a 1-σ change in αs affects by about 2% the estimation of the light quark masses at M_Z that we use as inputs to our calculations at M_Z, as shown in Table 4.

In contrast to the above analysis, we show in the lower set of curves in Fig. 3 the contours of τ(p → K+ν) = 0.066 × 10^{35} yrs when the dimension-five operator coupling, c, is allowed to be non-zero with \( \lambda \) and \( \lambda' \) fixed, e.g., here we set \( \lambda = 0.6 \) and \( \lambda' = 0.0001 \). In this case, Eq. (13) fixes the combination \( M_X^2 M_\Sigma \) that in turn fixes the the coloured Higgs mass:

\[ M_{H_c} = \lambda \left( \frac{2 M_X^2 M_\Sigma}{\lambda' g_s^2} \right)^{1/3}. \]

Then Eq. (53) becomes

\[ \sigma_{\tau_p} \simeq \tau_p \left( \frac{2\pi}{9} \right) \left( \frac{\Delta m}{\alpha_s(M_Z)^2} \right) \]

\[ = 0.055 \left( \frac{\Delta m}{0.1170} \right)^2 \left( \frac{0.1181}{\alpha_s(M_Z)} \right)^2 \tau_p. \]

Thus we expect the uncertainty in the proton lifetime to be significantly less sensitive to the uncertainty in αs, by a factor \( \sim 1/15 \).

This is seen in the lower set of curves in Fig. 3. Since M_{H_c} is now essentially fixed, the proton lifetime is substantially larger, and the limit contour (shown again as the solid curve) appears at lower m_{1/2} and m_0. On either side of the central curve, we show 3 sets of curves displaying the uncertainty due to αs. Nearest the centre, the dot-dashed curves correspond to the propagated variation due to αs alone. In the upper set of curves, we did not show this, as it would have been indistinguishable from the dotted curve showing the total sensitivity, which was dominated by αs. Here we see clearly that, with \( c \neq 0 \), the uncertainty due to αs is greatly diminished. The dashed curves show the shift in the limit contour when the values \( \alpha_s = 0.1170 \) and 0.1192 are used for the supersymmetric spectrum and all other observables,

| Table 4 Quark Masses (in GeV) at M_Z in the DR Prescription |
|-----------------|-----------------|-----------------|-----------------|
| m_q(M_Z)_{\alpha_s=0.117} | m_q(M_Z)_{\alpha_s=0.1181} | m_q(M_Z)_{\alpha_s=0.1192} |
| m_d | 2.70 × 10^{-3} | 2.67 × 10^{-3} | 2.64 × 10^{-3} |
| m_s | 5.37 × 10^{-2} | 5.31 × 10^{-2} | 5.25 × 10^{-2} |
| m_c | 0.633 | 0.622 | 0.610 |
as was done in computing the dashed curves in the upper part of the figure with \( c = 0 \). Finally, the dotted curves show the total propagated uncertainty, which is now dominated by the uncertainty in the matrix elements.

4.3 Dependence on the weak mixing angle

It was assumed in previous work [20] that \( \sin^2 \theta_W = 0.2325 \) in the \( \overline{\text{MS}} \) prescription, and this value was taken as an input condition at \( M_Z \). However, the precision of measurements of electroweak symmetry breaking (EWSB) observables warrants paying careful attention to the precise input value of \( \sin^2 \theta_W \), and in our calculations here we specify \( \sin^2 \theta_W \) in the \( \overline{\text{DR}} \) scheme, which can be extracted from

\[
\sin^2 \theta_W |_{\overline{\text{DR}}} = 1 - \left( \frac{M_{W,\text{susy}}^{\overline{\text{DR}}}(M_Z)}{M_{Z,\text{susy}}^{\overline{\text{DR}}}(M_Z)} \right)^2.
\]

where the quantities \( M_{W,\text{susy}}^{\overline{\text{DR}}}(M_Z) \) contain one-loop corrections to the \( W \) and \( Z \) boson masses calculated in the \( \overline{\text{DR}} \) scheme. Alternatively, \( \sin^2 \theta_W |_{\overline{\text{DR}}} \) can be extracted from

\[
\sin^2 \theta_W |_{\overline{\text{DR}}} = \frac{\sin^2 \theta_{W,\text{eff}}(M_Z)}{\text{Re} \hat{k}_\ell},
\]

where the current measurement of \( \sin^2 \theta_{W,\text{eff}}(M_Z) \) is 0.23155(4) [48], and

\[
\hat{k}_\ell = 1 + \frac{\hat{c}}{\hat{s}} \Pi_{Z,Y}(M_Z^2) - \Pi_{Z,Y}(0) + \frac{\hat{c}^2}{\pi \hat{s}^2} \log \hat{c}^2 - \frac{\hat{\alpha}}{4\pi \hat{s}^2} V_\ell(M_Z^2),
\]

where \( \Pi_{Z,Y}(p^2) \) is the mixed self-energy of \( Z \) and \( Y \) at the momentum scale \( p^2 \), and \( V_\ell \) is a function of the \( \overline{\text{DR}} \) quantities, \( \hat{s} = \sin \theta_{W,\text{susy}}^{\overline{\text{DR}}}(M_Z) \) and \( \hat{c}^2 = 1 - \hat{s}^2 \) [138,139].

In the expression Eq. (63) above, as a first approximation \( \hat{c} \) on the right-hand side of the equation can be taken as \( c = \cos \theta_{W,\text{eff}}(M_Z) \), rather than \( \hat{c} = \cos \theta_{W,\text{susy}}^{\overline{\text{DR}}}(M_Z) \). We choose to use \( \sin^2 \theta_{W,\text{eff}} \) as our starting-point, since the MSSM corrections to \( \sin^2 \theta_{W,\text{eff}}(M_Z) \) have been studied in some depth. In particular, for supersymmetric masses bigger than 1 TeV these corrections are known to be \( O(10^{-4}) \) and always negative [139].

The factor \( \hat{k}_\ell \) in Eq. (63) can be interpreted as the conversion factor to the \( \overline{\text{DR}} \) scheme, where typically \( 1/\text{Re} \hat{k}_\ell \) represents a decrease by another amount of \( O(10^{-4}) \). Therefore we expect \( \sin^2 \theta_{W,\text{susy}}^{\overline{\text{DR}}}(M_Z) \) to vary in the range (0.2312, 0.2315), depending on the supersymmetric contribution to \( \sin^2 \theta_{W,\text{eff}}(M_Z) \). Since the proton lifetime is relatively insensitive to variations of \( O(10^{-4}) \) in \( \sin^2 \theta_W |_{\overline{\text{DR}}} \), we see below, we consider a precise computation for each point of the parameter space to lie beyond the scope of this work.

We illustrate in Fig. 4 the sensitivity of the \( p \to K^+\bar{\nu} \) lifetime calculation to varying \( \sin^2 \theta_W |_{\overline{\text{DR}}} \) over the range 0.2312 to 0.2315, corresponding to the upper and lower black dashed lines. As in the previous figure, the solid black contour shows the contour \( \tau(p \to K^+\bar{\nu}) = 0.066 \times 10^{35} \) years for central values of the inputs, and the dotted black contour shows the shift in this limit due to the \( \sigma_{\text{tot}} \) uncertainty. The solid brown curve shows the corresponding contour calculated using \( \sin^2 \theta_W = 0.2325 \) in the \( \overline{\text{MS}} \) prescription.

**Fig. 4** Sensitivity of the proton decay rate to \( \sin^2 \theta_W |_{\overline{\text{DR}}} \) in the range 0.2312 to 0.2315 (upper and lower black dashed lines). As in the previous figure, the solid black contour shows the contour \( \tau(p \to K^+\bar{\nu}) = 0.066 \times 10^{35} \) yrs for central values of the inputs, and the dotted black contour shows the shift in this limit due to the \( \sigma_{\text{tot}} \) uncertainty. The solid brown curve shows the corresponding contour calculated using \( \sin^2 \theta_W = 0.2325 \) in the \( \overline{\text{MS}} \) prescription.

4.4 Sensitivities to quark masses

The amplitudes \( A(p \to K^+\bar{\nu}_i) \) for \( i = e, \mu, \tau \) are the following sums of products of the Wilson coefficients with hadronic matrix elements:

\[
A(p \to K^+\nu_e) = C_{LL}(udsv_e)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_e)(K^+(ud)Ls_L|p),
\]

\[
A(p \to K^+\nu_\mu) = C_{LL}(usd\bar{v}_\mu)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_\mu)(K^+(ud)Ls_L|p),
\]

\[
A(p \to K^+\nu_\tau) = C_{LL}(usd\bar{v}_\tau)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_\tau)(K^+(ud)Ls_L|p),
\]

\[
C_{LL}(udsv_e)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_e)(K^+(ud)Ls_L|p).
\]

\[
C_{LL}(usd\bar{v}_\mu)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_\mu)(K^+(ud)Ls_L|p),
\]

\[
C_{LL}(usd\bar{v}_\tau)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_\tau)(K^+(ud)Ls_L|p),
\]

\[
C_{LL}(udsv_e)(K^+(us)Ld_L|p) + C_{LL}(uds\bar{v}_e)(K^+(ud)Ls_L|p).
\]
\[ A(p \rightarrow K^+ \bar{\nu}_\tau) = C_{RL}(usd\nu_\tau)(K^+|(us)_{RDL}|p) + C_{RL}(usd\nu_\tau)(K^+|(ud)_{RSL}|p) + C_{LL}(usd\nu_\tau)(K^+|(us)_{LDL}|p) + C_{LL}(usd\nu_\tau)(K^+|(ud)_{LSL}|p). \]  

(64)

Wino exchange contributes to the Wilson coefficients \( C_{LL}(usd\nu_\tau) \) and \( C_{LL}(uds\nu_\tau) \), which may be approximated by

\[
C_{LL}(usd\nu_\tau) = C_{LL}(uds\nu_\tau) = \frac{2\alpha_s^2}{\sin 2\beta} \frac{m_t m_d M_2}{m_W^2 M^2_{\text{SUSY}}} V^*_{ud} V_{td} V_{ts} e^{i\phi_3}
\]

\[
\left(1 + e^{i(\phi_2 - \phi_3)} m_s V_{us} V_{ts} \right),
\]

(65)

where \( m_d \) are the masses of the down-type quarks. On the other hand, as can be seen from Eq. (42), Higgsino exchange contributes only to \( A(p \rightarrow K^+ \bar{\nu}_\tau) \), via \( C_{RL}(usd\nu_\tau) \) and \( C_{RL}(uds\nu_\tau) \), which are given approximately by

\[
C_{RL}(usd\nu_\tau) \simeq - \frac{\alpha_s^2}{\sin 2\beta} \frac{m_t m_d m_s \mu}{m_W^2 M^2_{\text{SUSY}}} V^*_{ub} V_{us} V_{td} e^{-i(\phi_2 + \phi_3)},
\]

(66)

\[
C_{RL}(uds\nu_\tau) \simeq - \frac{\alpha_s^2}{\sin 2\beta} \frac{m_t m_d m_s \mu}{m_W^2 M^2_{\text{SUSY}}} V^*_{ub} V_{us} V_{ts} e^{-i(\phi_2 + \phi_3)},
\]

(67)

We find that the total decay width \( \Gamma(p \rightarrow K^+ \bar{\nu}_\tau) = \sum_{i=\mu,\tau} \Gamma(p \rightarrow K^+ \bar{\nu}_i) \) is dominated throughout the plane by the contributions

\[
C_{RL}(uds\nu_\tau)(K^+|(us)_{RDL}|p), \quad C_{LL}(uds\nu_\mu)(K^+|(ud)_{RSL}|p),
\]

(68)

as a result of the dependences on quark masses, CKM elements and phases that we describe in this and the following sections.

We first discuss the sensitivity to \( m_s \) in the range \( m_s = 93^{+5}_{-11} \) MeV when \( \tan \beta = 5 \) and \( A_0/m_0 = 3 \), assuming GUT-scale universality. When the GUT phases are zero, all the contributions in Eq. (64) are of the same order and the contribution of the second term in \( C_{LL}(uds\nu_\mu) \) is maximized, see Eq. (65), rendering this contribution of the same size or, in most of the parameter space, even larger than that proportional to \( C_{RL}(uds\nu_\tau) \).

Since \( C_{LL}(uds\nu_\mu) \) is proportional to \( m_s \) and the uncertainty in \( m_s \) is between \(-5\% \) and \(+12\% \), any change in \( m_s \) affects the \( p \rightarrow K^+ \bar{\nu}_\tau \) lifetime more than the other quark masses. We show in Fig. 5 the \( p \rightarrow K^+ \bar{\nu}_\tau \) lifetime calculated with the central value of \( m_s \) (solid black line), while the black dashed lines correspond to 114 MeV (upper line) and 88 MeV (lower line). We see that this uncertainty is much smaller than that corresponding to the combined uncertainty from the hadronic matrix elements and \( \alpha_s \) (lower dotted line).

The second most important quark-mass sensitivity is that to \( m_c \), which contributes to the second term in Eq. (65). We vary \( m_c \) in the range \( m_c = 1.27 \pm 0.02 \) GeV, and find that, when \( \tan \beta = 5 \), \( A_0/m_0 = 3 \) and \( M_{\text{in}} = M_{\text{GUT}} \) the sensitivity to \( m_c \) is less than that due to the uncertainty in \( m_s \) as seen in Fig. 6.

The sensitivity to the masses \( m_d, m_b \) and \( m_t \) is very mild. We can see from Eq. (67) that \( C_{RL}(uds\nu_\tau) \propto m_d \), but the contribution to \( \tau(p \rightarrow K^+ \bar{\nu}_\tau) \) from this Wilson coefficient is suppressed when the GUT phases are chosen so as to maximize the contribution to \( A(p \rightarrow K^+ \bar{\nu}_\mu) \) proportional to \( C_{LL}(uds\nu_\mu)(K^+|(us)_{RDL}|p) \). Given the precision in the measurement of the top mass, \( m_t = 172.9 \pm 0.4 \) GeV [48], its effect on the \( p \)-lifetime is negligible, even though all the dominant Wilson coefficients, Eqs. (65) and (67), are proportional to \( f_t \). The sensitivity to \( m_b = 4.18^{+0.03}_{-0.02} \) GeV is also negligible, because it does not enter in either of the leading contributions, \( C_{RL}(uds\nu_\tau)(K^+|(us)_{RDL}|p) \) and \( C_{LL}(uds\nu_\mu)(K^+|(ud)_{RSL}|p) \), to the total decay amplitude.

### 4.5 Sensitivities to one-loop mass renormalization effects

In Sect. 4.2 we detailed how \( \alpha_s \) enters, and controls, the 1-loop corrections. In Table 5 we illustrate the effects of varying \( \alpha_s \) in the 1-loop corrections to the quark masses with exam-
The correction to $m_c$ within one standard deviation ($m_c = 1.27 \pm 0.02$ GeV) and the dotted line corresponds to the combined uncertainty from the hadronic matrix elements and $\alpha_s$. The dot-dashed curve shows the position of the lifetime limit when the 1-loop correction to $m_c$ is removed.

In the previous Section, we discussed how $m_d$, $m_s$, and $m_c$ enter the total decay width, as they contribute to Eqs. (65–67). In Figs. 5 and 6 we show the effects of the 1-loop corrections to $m_d$ and $m_c$. In Fig. 5, the dot-dashed line shows the position of the lifetime limit when the 1-loop corrections to $m_s$ are ignored. As one can see, the curve lies above the nominal central contour (where the correction is included), indicating that the correction to $m_s$ increases the lifetime and weakens the limit (allowing lower sparticle masses). The effect of the correction to $m_d$ is qualitatively similar but less important and is not shown. In contrast, the dot-dashed line in Fig. 6 shows the p-lifetime limit calculating $m_c (M_Z)$ without loop corrections. In this case, we see that the one-loop correction significantly decreases the proton lifetime, making the constraint stronger so that the central limit lies at higher sparticle masses. This effect has a bigger impact than the 1.6% variation due to the uncertainty in $m_c$.

4.6 Quark mixing uncertainties

The minimal SU(5) GUT does not contain a way to describe fermion mixing, but we know that any additional part of the theory which can describe it must reproduce at low energy the CKM elements within their experimental error. We therefore explore the sensitivity to this uncertainty through the fitted values of the Wolfenstein parameterisation of the CKM matrix [48].

The CKM phase $\delta$ plays no role, so the 3 relevant parameters are $A$, $\rho$, and $\lambda$. Of these, by far the greatest sensitivity is to $A$, as we illustrate in Fig. 7 assuming $A = 0.836 \pm 0.015$, $\tan \beta = 5$, $A_0/m_0 = 3$ and $M_{\text{in}} = M_{\text{GUT}}$. The dashed lines correspond to the variation of $A$ within one standard deviation ($A = 0.836 \pm 0.015$)
structure from that in Eq. (65) contributes to the GUT phase when the phases vary. However, the difference in the phase dependence of \(A\) respectively. It is not a surprise, then, that the sensitivity to coefficients in Eq. (65), their absolute values do not change phases. A general overview of the dependence of the lifetime on the quark mixing matrix reduces to those on the parameters, which have uncertainties of 1\(\lambda\) and \(\lambda\) parameters, which have uncertainties of 1\% and 0\%, respectively. It is not a surprise, then, that the sensitivity to \(A\) is comparable to that of that of \(m_e\), whose uncertainty is 1.6\%, see Fig. 6.

4.7 GUT phases

We now discuss the uncertainties associated with the GUT phases (3). Since the two terms in Eq. (65) have comparable magnitudes, the Wilson coefficients \(C_{LL}(uds\nu_i)\) and \(C_{RL}(uds\nu_i)\) may be suppressed in certain ranges of the GUT phases. A general overview of the dependence of the lifetime for \(p \rightarrow \pi^0\bar{\nu}\) in the plane of the two GUT phases \((\phi_2, \phi_3)\) for the CMSSM parameter choices \(\tan \beta = 5, A_0/m_0 = 3, m_0 = 14.13\) TeV and \(m_{1/2} = 9.79\) TeV in units of \(10^{33}\) years. The maximum value of the lifetime is indicated by a green triangle.

\[C_{RL}(uds\nu_i) \propto V^*_{tb}V_{ud}V_{ts} \approx -\lambda^3.\]

Hence the dependence on the quark mixing matrix reduces to those on the \(A\) and \(\lambda\) parameters, which have uncertainties of 1\% and 0\%, respectively. It is not a surprise, then, that the sensitivity to \(A\) is comparable to that of that of \(m_e\), whose uncertainty is 1.6\%, see Fig. 6.

As seen in the right panel of Fig. 9, the rate for \(p \rightarrow \pi^0\bar{\nu}\) (blue dotted line) is smaller than that for \(p \rightarrow K^+\bar{\nu}\) for all values of \(\phi_2\), though it becomes comparable for \(\phi_2 \sim 200^\circ\). The rate for \(n \rightarrow \pi^0\bar{\nu}\) (red dashed line) is always smaller than that for \(p \rightarrow \pi^+\bar{\nu}\) for the central values of the hadronic matrix elements that we use. As mentioned earlier, we do not consider the experimental searches for \(p \rightarrow \pi^+\bar{\nu}\) and \(n \rightarrow \pi^0\bar{\nu}\), as the current limits on these decays are significantly weaker than those for \(p \rightarrow K^+\bar{\nu}\), and no detailed studies are yet available for the next-generation detectors.

4.8 Yukawa non-unification

As can be seen in Eq. (9), in minimal SU(5) the lepton and down-type quark Yukawa couplings should be equal at the GUT scale. However, when running the physical values up from the electroweak scale, one finds that they are quite different for the first two generations, whereas Yukawa unification is a good approximation for the \(b\) and \(\tau\). The differences for the lighter generations can, however, easily be compensated by effects from physics above the GUT scale. In particular, operators of higher mass dimension induced at the Planck scale that contribute to the Yukawa couplings may account for this difference [140–144]. Among such

\[\phi_3 \text{ is chosen to maximize approximately the } p \rightarrow K^+\bar{\nu} \text{ lifetime. We see that the ratio between the rates for } p \rightarrow K^+\bar{\nu}_e,\mu \text{ (green dot-dashed line and blue dotted line, respectively) is independent of the GUT phase } \phi_2 \text{, whereas the rate for } p \rightarrow K^+\bar{\nu}_\tau \text{ (red dashed line) has a quite different dependence on } \phi_2. \text{ The solid black line is the total } p \rightarrow K^+\bar{\nu} \text{ decay rate.}

Another potentially important proton decay mode is \(p \rightarrow \pi^+\bar{\nu}\), whose decay amplitude is

\[A(p \rightarrow \pi^+\bar{\nu}) = C_{RL}(udd\nu_i)(\pi^+|(ud)d_L|p) + C_{LL}(udd\nu_i)(\pi^+|(ud)d_L|p),\]

where \(C_{RL}(udd\nu_i)\) is non-vanishing only for \(i = 3\). The neutron decay mode \(n \rightarrow \pi^0\bar{\nu}\) is also potentially important, and is given by the same Wilson operators:

\[A(n \rightarrow \pi^0\bar{\nu}) = C_{RL}(udd\nu_i)(\pi^0|(ud)d_L|n) + C_{LL}(udd\nu_i)(\pi^0|(ud)d_L|n).\]

In [20], which used older hadronic matrix elements, there were phase values where the rate to \(\pi^+\bar{\nu}\) was dominant.

Another approach is to utilize higher-dimensional Higgs representations [145], but we do not consider this possibility here, focusing instead on the minimal field content.
operators, those of lowest dimension are
\[ W_{\text{eff}}^{\Delta h} = \frac{c_{\Delta h,1}}{M_P} \Phi_{i\alpha} \Sigma^\alpha \bar{\psi}_j \psi_j \bar{H}_y + \frac{c_{\Delta h,2}}{M_P} \psi_i \psi_i \Phi_{j\alpha} \Sigma^\alpha H_y, \]
(71)

which yield Yukawa interaction terms when \( \Sigma \) acquires a vev. In particular, the first operator in Eq. (71) splits the lepton and down-type quark Yukawa couplings by the product of the superpotential coupling with \( V/M_P \sim 10^{-2} \), which is sufficient to explain the differences in the lepton and down-type quark Yukawa couplings for all of the three generations.

The operators in Eq. (71) also modify the couplings of the colour-triplet Higgs fields to the quark and lepton fields, and thus directly affect the proton decay amplitude. Our ignorance of the coefficients \( c_{\Delta h} \) in Eq. (71) leads to ambiguity in these couplings, which then results in the uncertainty in the Wilson coefficients in Eq. (34).

The range of this uncertainty is indicated by the differences between the quark and lepton Yukawa couplings. In the previous Sections we have chosen the quark Yukawa couplings, i.e., \( f_s \) and \( f_d \). Since \( f_s < f_d \), we would expect that in general using the strange-quark Yukawa coupling may yield a longer lifetime than using the muon coupling whereas, since \( f_d > f_e \), using the down-quark Yukawa coupling may give a shorter lifetime than using the electron coupling. These expectations are borne out in tests we have made using a CMSSM GUT point with \( \tan \beta = 5, A_0/m_0 = 3, m_{1/2} = 9.8 \text{ TeV}, m_0 = 14.1 \text{ TeV} \) and \( \mu > 0 \). Our default choice of Yukawa couplings, \( f_{s,d} \), yields a proton lifetime \( \simeq 5.4 \times 10^{33} \) y, whereas using \( f_{s,e} \) yields a lifetime \( \simeq 5.6 \times 10^{33} \) y, a 4% difference. On the other hand, replacing \( f_s \) by \( f_{d} \) yields a lifetime that is 23 times smaller. Thus, our choice \( f_{s,d} \) is quite conservative, and the most conservative choice \( f_{s,e} \) would have resulted in an insignificant difference.

In principle, couplings of the type (71) could also modify the pattern of quark mixing in GUT Higgs triplet interactions. However, we would not expect this to modify the generic prediction that the dominant proton decay mode should be into \( K^+ \pi \), which results from the combination of colour and flavour antisymmetry in the effective dimension-five interaction [108,109]. Nevertheless, it is clear that more detailed studies of this ambiguity in specific GUT models are warranted, though they lie beyond the scope of this paper.

5 Results

In this section we display \( (m_{1/2}, m_0) \) planes for various choices of the supersymmetric model parameters. For CMSSM models with GUT scale universality, we show two sets of proton decay limit contours. Those in black are for the minimal supersymmetric SU(5) GUT, and those in green are calculated assuming that the dimension-five operator in Eq. (15) is present with \( c \neq 0 \). In both cases, the solid lines correspond to the proton decay lifetime limit of \( 0.066 \times 10^{35} \) yrs using the Standard Model inputs described in the previous Section. We also show dot-dashed lines corresponding a lifetime \( \tau (p \rightarrow K^+ \pi) = 5 \times 10^{34} \) year, corresponding to the estimated 3-\( \sigma \) discovery sensitivity of the DUNE experiment after 20 years of operation (see Table 1). The dashed contours surrounding the solid contour correspond to the 1\( \sigma \) uncertainty in the position of the limit. As in the previous section, \( \sigma_{\text{tot}} \) takes into account the propagated uncertainties from the hadronic matrix elements and the strong coupling as it affects \( M_{H_c} \). For super-GUT CMSSM models,
the dimension-five operator is needed to satisfy the boundary conditions, and only one set of contours are shown and coloured black. At each point in the supersymmetric space, we choose the unknown GUT phases so as to minimize the $p \to K^+ \bar{\nu}$ decay rate.

In each $(m_{1/2}, m_0)$ plane, we show contours of $m_h$ calculated using \texttt{FeynHiggs 2.14.1} [137] that are consistent with the measured Higgs mass within the estimated calculational uncertainties. These are shown as red dot-dashed contours. Regions of the planes that are shaded brick red are excluded because there the LSP would be charged. Typically, in such regions at large $m_0$, the LSP is the lighter stop, and when present, brick red regions at lower $m_0$ contain a stau LSP. Regions shaded pink are excluded because there is no consistent electroweak symmetry-breaking vacuum. In addition, there are very narrow strips shaded blue where the LSP density calculated in standard Big Bang cosmology falls within the range allowed by Planck and other measurements. Here, to make these good relic density regions visible on the scale plotted, we allow the relic density to vary between $0.01 < \Omega_\chi h^2 < 2.0$. In other regions of the $(m_{1/2}, m_0)$ planes the LSP would generally be overdense in the absence of some scenario for modified cosmological evolution with entropy generation (see, e.g., Ref. [131]).
Table 6  Lifetimes at points with $\Omega_\chi h^2 \approx 0.12$, and $m_h \approx 125$ GeV. Masses are in TeV and lifetimes in units of $10^{33}$ years

|      | $m_{1/2}$ | $m_0$   | $m_\chi$ | $\tau_p(c = 0)$ | $\epsilon$ | $\tau_p(c \neq 0)$ |
|------|-----------|---------|-----------|------------------|------------|-------------------|
| Fig. 10a | 9.8      | 14.1    | 4.8       | 5.4 ± 4.6        | 0.0024     | 33 ± 6           |
| Fig. 10b | 6.4      | 10.6    | 3.0       | 1.5 ± 1.3        | 0.0030     | 16 ± 4           |
| Fig. 10c | 3.7      | 5.7     | 1.7       | 0.10 ± 0.09      | 0.0052     | 6.0 ± 1.4        |
| Fig. 10d | 6.1      | 10.2    | 2.9       | 0.65 ± 0.58      | 0.0036     | 11 ± 4           |
| Fig. 12a | 14.9     | 48.9    | 1.1       | 2.0 ± 1.7        | 0.0024     | 12 ± 2           |
| Fig. 12b | 9.5      | 27.9    | 1.1       | 0.24 ± 0.21      | 0.0032     | 3.0 ± 0.6        |
| Fig. 13a | –        | –       | –         | –                | –          | –                |
| Fig. 13b | 7.2      | 13.0    | 2.5       | –                | 0.0032     | 14 ± 5           |
| Fig. 13c | 3.6      | 6.1     | 1.4       | –                | 0.0054     | 5.7 ± 1.8        |
| Fig. 13d | 6.4      | 12.1    | 2.2       | –                | 0.0033     | 6.8 ± 2.2        |
| Fig. 14  | 18.9     | 59.4    | 1.1       | –                | 0.0021     | 22 ± 4           |
| Fig. 15  | 6.2      | 12.3    | 4.4       | 2.2 ± 1.9        | 0.0029     | 20 ± 4           |

5.1 The CMSSM

We begin the discussion of our main results with the CMSSM. We recall from Eq. (29) that the CMSSM is defined by four parameters given at the GUT scale, defined to be where the two electroweak gauge couplings are equal. Because we are primarily interested in calculating proton decay rates, we need to determine the mass of the coloured Higgs triplet, $M_{HC}$, which we obtain from the matching conditions in Eqs. (12–14). As discussed earlier, in the CMSSM with $M_{in} = M_{GUT}$, we do not run the RGEs above the GUT scale, and no additional matching to GUT scale parameters is needed. As a result, we can define CMSSM models with the dimension-five operator turned off, i.e., $c = 0$. When this operator is turned on, fixing $M_{HC}$ requires specifying the SU(5) Higgs couplings $\lambda$ and $\lambda'$. In all figures below with $A_0 \neq 0$, we have fixed $\lambda = 0.6$ and $\lambda' = 0.0001$. For $A_0 = 0$, we take $\lambda = 0.1$ instead, since otherwise the focus-point region would be pushed to very large values of $m_0$ where the RGE running becomes unstable. For more on the dependence of $\tau_p$ on these two GUT couplings, see [20].

We show in Fig. 10 four examples of CMSSM planes. In the two left panels, we assume $\tan \beta = 5$ with $A_0/m_0 = 3$, whereas in the right panels we take $A_0/m_0 = -4.2$ for the same value of $\tan \beta$. In the upper two panels we take $\mu > 0$, whereas $\mu < 0$ in the lower panels. These values are chosen so as to bring the relic density strip (shaded blue) in a position to intersect with experimentally viable values of the Higgs mass (allowing for uncertainties in the theoretical calculation of the Higgs mass).

The upper left panel of Fig. 10 corresponds to the same choice of parameters as used in the previous section. Indeed, this panel is essentially a simplified version of that shown in Fig. 3, keeping only the central contour limits (for both $c = 0$ (black) and $c \neq 0$ (green)) along with the variation of these contours by $\pm 1\sigma_{tot}$. (We recall that the strongest limit lies off the scale shown in the plot when $c = 0$.) Here and in all the other panels, the limit on the parameter space is greatly weakened when $c \neq 0$, as the coloured Higgs mass is much larger, being determined by Eq. (59) with our choices of $\lambda$ and $\lambda'$. In this panel, as in subsequent panels, we also show the location of the DUNE sensitivity $\tau_p = 5 \times 10^{34}$ yrs by the dot-dashed curve with $c \neq 0$. When $c = 0$, the contour often lies beyond the range shown. It is found in the upper right corner of the panels of Fig. 10, shown by the dot-dashed green curves, except for the case of $A_0/m_0 = 3$ and $\mu < 0$ (lower left panel), where it is outside the parameter ranges shown.

As an example, consider a point near $(m_{1/2}, m_0) = (9.8, 14.1)$ TeV. It corresponds to a bino LSP with mass of roughly 4.8 TeV that is nearly degenerate with the lighter stop. The Higgs mass is close to 125 GeV. With $c = 0$, this point has a lifetime which is slightly less than the experimental limit, but is well within one $\sigma$ of the limit. However, when $c \neq 0$ it lies safely above the lifetime limit. More specifically, with $c = 0$, we find $\tau_p = 5.4 \pm 4.6 \times 10^{33}$ years, whereas for the same choice of parameters when $c \neq 0$, we find $\tau_p = 3.3 \pm 0.6 \times 10^{34}$ years, a factor of over 6 times larger. This other examples discussed in this section are summarized in Table 6.

When $\mu < 0$ as in the lower left panel of Fig. 10, we see that the most important change is in the Higgs mass, which now requires significantly lower values of $(m_{1/2}, m_0)$ to obtain $m_h = 125$ GeV with the correct relic density. In this case, unless $c \neq 0$, the proton decay lifetime limit is badly violated. The DUNE sensitivity lies beyond the range shown, implying that this experiment should be able to explore fully this parameter range. In the right panels of Fig. 10 where $A_0/m_0 = -4.2$, the 125 GeV Higgs mass contours intersect the relic density strip at intermediate values of $(m_{1/2}, m_0)$.
However, both examples require $c \neq 0$ to be compatible with proton lifetime limit.

In Fig. 11, we show the proton lifetime calculated for $c = 0$ (black) and $c \neq 0$ (green) as functions of $m_{1/2}$ along selected stop coannihilation strips in the CMSSM and super-GUT models, with the corresponding scales on the left axes. The shaded bands surrounding the curves show the $\pm 1\sigma_{\text{tot}}$ uncertainties in our calculations. The red dot-dashed curves show the Higgs mass calculated with FeynHiggs 2.14.1 [137], with the corresponding scales on the right axes. The horizontal shaded region shows the estimated $\pm 3\text{ GeV}$ theoretical uncertainty in the calculated Higgs mass. The two horizontal lines show the current limit on the proton lifetime (solid) and expected 20-year DUNE [2,3] sensitivity limit (dot-dashed).

The upper left panel of Fig. 11 is computed in the CMSSM using $\tan \beta = 5$, $A_0/m_0 = 3$, $M_{\text{in}} = M_{\text{GUT}}$, and $\mu > 0$ as in the upper left panel of Fig. 10. In this case, we see that the current proton lifetime limit already excludes $m_{1/2} \lesssim 8 \text{ TeV}$ when $c = 0$, but there is a portion of the parameter space extending to $m_{1/2} \gtrsim 15 \text{ TeV}$ that is also consistent with the experimental value of the Higgs mass. When $c \neq 0$, the current proton lifetime limit allows the range of $m_{1/2} \gtrsim 5 \text{ TeV}$ where $m_h > 122 \text{ GeV}$ remains allowed. We also
see that DUNE [2, 3] should be able to explore the entire 
m_{1/2} range shown. The upper right panel assumes the same 
CMSSM input parameters, but with \( \mu < 0 \) as in the lower 
left panel of Fig. 10. In this case, when \( \epsilon = 0 \) the calculated 
Higgs mass exceeds 131 GeV when the proton lifetime is 
sufficiently long. In contrast, with \( \epsilon \neq 0 \), as in the case of \( \mu > 0 \), 
a range of \( m_{1/2} \gtrsim 3 \) TeV and \( \lesssim 7 \) TeV is compatible with 
the measurement of \( m_h \) as well as the current proton lifetime 
limit. Here too, DUNE [2, 3] should be able to explore the 
entire range of \( m_{1/2} \) allowed by \( m_h \).

A different region of the CMSSM parameter space where 
the relic density is acceptable is found when \( A_0/m_0 = 0 \) 
and \( m_0 \) is large, namely the focus-point region where \( \mu \rightarrow 0 \) 
[146–149]. The value of \( m_0 \) at a focus point is sensitive to \( \lambda \). 
For \( \lambda = 0.6 \), the value of \( m_0 \) needed to drive \( \mu \) close to zero is 
so large that the RGE running becomes unstable. Therefore, 
in our analysis of the focus-point region we take \( \lambda = 0.1 \) and 
\( \lambda' = 0.0001 \). Two examples of \( (m_{1/2}, m_0) \) planes exhibiting 
the focus-point region are shown in Fig. 12, where we have 
chosen \( \tan \beta = 3.25 \) (left panel) and \( \tan \beta = 4.0 \) (right 
panel). In both of these examples, the LSP is Higgsino-like 
along the focus-point strip, and its mass is therefore close to 
1.1 TeV everywhere along the strip [150, 151]. The strip in 
these panels appears relatively thick because we have (as in 
previous plots) shaded the region where \( 0.01 < \Omega_\chi^2 g^2 < 2 \). 
We note also the appearance of a red shaded strip below the 
focus point, where the chargino is the LSP.

In contrast to the previous examples, the proton lifetime 
constraints are not monotonic. Consider for example, the left 
panel of Fig. 12 with \( \epsilon = 0 \). We see two solid black contours 
corresponding to the proton lifetime limit of \( 0.066 \times 10^{35} \) 
years. One of the two spans the figure at \( m_0 \) between 10 and 
20 TeV. The 2nd contour is found inside the blue shaded 
region, just below the boundary where there is no radiative 
EWSB. Between the two, the proton lifetime is found to be 
greater than the limit. Also within the blue shaded region, 
there is the 1-\( \sigma \) limit on the lifetime contour (dotted black). 
Above this dotted line, the proton lifetime is too short. The 
unusual suppression of the proton lifetime near the focus 
point is due to the reduction in \( M_{H_c} \) as \( \mu \) decreases [104], 
which enhances the decay rate along the focus-point strip. In 
addition, the cancellation between the Higgsino- and Wino-
mediated pieces (important at values of \( m_0 \) between the solid 
black lines) disappears due to the suppression of the Higgsino 
contribution, leading to a shorter proton lifetime. These two 
effects combined give a proton lifetime that is too short along 
the focus-point strip. (See, for example, the entry in Table 6 
for this figure.)

Another interesting feature in this Figure is the fact that 
the \( c \neq 0 \) proton lifetime constraint is sometimes stronger 
than that for \( c = 0 \). This is because we have fixed the values of 
\( \lambda \) and \( \lambda' \), which effectively fix the coloured Higgs mass. 
If this value is smaller than the value determined by Eq. (59) 
for \( c = 0 \), then \( \epsilon \) in Eq. (16) suppresses the proton lifetime. 
In addition, for the regions with smaller \( m_{1/2} \) there is an 
enhancement in \( M_{H_c} \) for \( c \neq 0 \) relative to the case with 
\( c = 0 \), so the corresponding constraint (shown in green) is 
weaker. Additionally, in the upper left corner of Fig. 12, both 
the Wino and Higgsino mass go to zero, further suppressing 
the proton decay width, whereas the opposite is the case for
Fig. 13 Some $(m_{1/2}, m_0)$ planes in the super-GUT model with $M_{\text{in}} = 10^{17}$ GeV for $\tan \beta = 5, \mu > 0$ (upper panels), $\mu < 0$ (lower panels), $A_0/m_0 = 3$ (left panels), $A_0/m_0 = -4.2$ (right panels). The black lines are contours of the $p \to K^+ \bar{\nu}$ lifetime, as calculated varying the GUT phases to minimize this decay rate, using the central parameter values (solid) and their combined 1-$\sigma$ variations (dotted). The DUNE discovery sensitivity is shown by the black dot-dashed curves. The red dot dashed lines are the indicated contours of $m_h$ larger $m_{1/2}$. Finally, we see that for $c = 0$, the contour of $\tau_p - \sigma_{\text{tot}}$ is seen at low $m_{1/2}$ and $m_0 = 22 - 32$ TeV. Very near that, we see the DUNE contour (dot-dashed black loop). Outside the loop the lifetime is smaller than the expected DUNE reach.

In the right panel of Fig. 12, which has larger $\tan \beta$, nearly the entire region displayed is excluded by the proton lifetime constraint. The weaker constraint in this case is for $c = 0$, for which some region of parameter space is allowed if we consider a $1 - \sigma_{\text{tot}}$ variation in the lifetime. Table 6 gives details for a point corresponding to each panel where $m_h = 125$ GeV and $\Omega_\chi h^2 = 0.12$.

5.2 Super-GUT models

We next consider super-GUT models in which $M_{\text{in}} > M_{\text{GUT}}$, using for illustration $M_{\text{in}} = 10^{17}$ GeV. Since the RGEs must now be run above the GUT scale, we must apply all of the boundary conditions discussed in Section 3.1. In particular, since we fix $\lambda = 0.6$ and $\lambda' = 0.0001$ as in the previous section, we must take $c \neq 0$ in order to satisfy simultaneously Eqs. (12–14) and Eq. (59). The gaugino mass, $M_5$, scalar masses, and $A$-terms are fixed by Eq. (11), which are matched to MSSM parameters at the GUT scale using Eqs. (17–19) and Eq. (21). As in the CMSSM, we do not specify either of the GUT $B$-terms at $M_{\text{in}}$. Instead, again as in the CMSSM, $B$ (and $\mu$) are determined by the minimization of the Higgs...
potential at the weak scale. These are run up to the GUT scale and $B_H, B_\Sigma$ (and $\mu_H$) are given by Eqs. (22) and (9) with $\Delta = 0$. We recall that $\mu_\Sigma = \lambda' V / 4$, and note that $B_H$ and $B_\Sigma$ are needed in the gaugino matching conditions at $M_{GUT}$.

For better comparison with the CMSSM results in the previous Section, we choose the same input values of $\tan \beta$ and $A_0$, and our illustrative super-GUT $(m_{1/2}, m_0)$ planes are shown in Fig. 13. In each of the planes, we see pink shaded regions where the minimization of the Higgs potential fails to provide a solution for $\mu$. In the upper left panel, where $\tan \beta = 5$, $A_0/m_0 = 3$ and $\mu > 0$, we see that the proton lifetime sensitivity is relatively weak and in most of the stop coannihilation strip (shaded blue) the proton lifetime is sufficiently long. DUNE will be able to explore much of this strip, extending to $m_0 \sim 17$ TeV if proton decay is not seen. However, for this choice of parameters, the 125 GeV Higgs mass contour does not intersect the stop coannihilation region, which extends beyond the range shown. For this reason, no entry is given in Table 6 for this case. However, we note that the 123 GeV Higgs mass contour, which is acceptable given the uncertainties in the calculation of the Higgs mass, does intersect the stop coannihilation strip.

In contrast, the 125 GeV Higgs contours do intersect the relic density strips in all the three other panels of Fig. 13, and the locations of these intersections are summarized in Table 6. In the upper right panel, with $A_0/m_0 = -4.2$ and $\mu > 0$, the lifetime is well beyond the current limit, but well within the reach of DUNE. In the lower two panels, with $\mu < 0$, the current limit on the proton lifetime intersects the stop coannihilation strip for values of the Higgs mass that are consistent with experiment, with the calculational uncertainties.

The proton lifetime profiles as a function of $m_{1/2}$ along the stop coannihilation strip for the two super-GUT models with $\tan \beta = 5$ and $A_0/m_0 = 3$ are shown in the two lower panels of Fig. 11. As $c = 0$ is necessary to satisfy the boundary conditions, only one lifetime profile is shown in each panel. When $\mu > 0$, as noted earlier, the Higgs mass is low for the range of $m_{1/2}$ shown, whereas $m_h$ is consistent with experiment for a range of $m_{1/2} \gtrsim 2$ TeV and $\lesssim 7$ TeV for $\mu < 0$. Much of this range is compatible with the current proton lifetime limit. For both signs of $\mu$, DUNE [2,3] should be able to explore most of the range of $m_{1/2} \lesssim 15$ TeV.

We also show in Fig. 14 one example of a super-GUT model with $\tan \beta = 3.25$, $A_0 = 0$, $M_{in} = 10^{17}$ GeV and $\mu > 0$, which exhibits a focus-point strip at very high $m_0$. For this Figure, we again take $\lambda = 0.1$ and $\lambda' = 0.0001$. The dotted line corresponds to the DUNE discovery sensitivity. The region that cannot be probed by the DUNE experiment is for large sfermion masses and small Higgsino and Wino masses. The proton lifetime scales as either the Higgsino mass or Wino mass squared, divided by the sfermion masses to the fourth power, the lifetime is very long in regions where the Higgsino and Wino masses are small and the sfermion masses are large. However, the Higgs mass tends to be too light in these regions, even when considering the calculational uncertainties on the Higgs mass. Thus, DUNE should be able to probe all the viable parameter space in this illustrative example.
5.3 A sub-GUT model

Our final example is a subGUT model with $M_\text{in} = 10^{11}$ GeV. As in the CMSSM with $M_\text{in} = M_\text{GUT}$, in this case it is possible to set the dimension-five coupling $c = 0$, since the universality scale is below the GUT scale. The proton lifetime limit and its uncertainty for $c = 0$ are shown by the solid black contours, and the $1 - \sigma_\text{tot}$ line is dotted. For $c \neq 0$, the limit and the $1\sigma_\text{tot}$ uncertainties are in green and the proton decay constraint is significantly weaker.

6 Summary and discussion

We have analyzed in this paper the uncertainties associated with various phenomenological inputs in the calculation of the nucleon lifetime. We have used the minimal SU(5) GUT for this analysis, motivated by its relative simplicity, but in full knowledge of its shortcomings and the existence of more attractive alternatives. The considerations we have developed here could also be applied to any other specific GUT model, e.g., flipped SU(5) [131].

We have found that the largest uncertainties are those associated with lattice calculations of hadronic matrix elements, which have recently found significant changes in central values and reduced errors, and the strong coupling $\alpha_s$. We have also stressed the importance of using the appropriate value of $\sin^2 \theta_W$ in GUT calculations, while noting that its present uncertainty is of lesser importance. The most important quark mass uncertainty is that associated with $m_s$, followed by $m_c$, and we stress the importance of including one-loop mass renormalization effects. The most important CKM mixing uncertainty is that associated with the Wolfenstein parameter $A$. However, much larger uncertainties are associated with the GUT phases that are not observable in electroweak interactions, which can modify not only the dominant $p \to K^+\nu$ decay rates, but also modify significantly the branching ratios for other decay modes such as $p \to \pi^+\nu$. However, our overall conclusion is that $p \to K^+\nu$ is the most promising decay mode for the next generation of underground detectors, particularly DUNE. We have also commented on the ambiguities in the proton decay predictions associated with the discrepancies between the masses of the charged leptons and charged-1/3 quarks, which warrant detailed study in specific models.

In this paper we have applied our analysis to variants of the minimal supersymmetric GUT with universality of the soft supersymmetry-breaking parameters imposed at the GUT scale (the CMSSM), above it (super-GUTs) and below it (sub-GUTs) (Fig. 15). The uncertainties reviewed in the previous paragraph, combined with our lack of knowledge of the possible masses of supersymmetric particles, make it impossible to be specific about the nucleon lifetime, even in such well-defined models as those as we have studied. However, our analysis shows that in all these models large regions of model parameter space with sparticle masses $\lesssim O(10)$ TeV can be explored with the upcoming generation of underground detectors. This is illustrated in Fig. 16, where we display the ranges of $p \to K^+\nu$ lifetimes found in the CMSSM (see Fig. 11) for the cases $c = 0$ and $c \neq 0$ (blue bands) compared with the sensitivities of the JUNO, Hyper-K and DUNE experiments. The gray shaded area is excluded by the Super-Kamiokande experiment. We also show results for $p \to \pi^0 e^+$ in the CMSSM with $c \neq 0$ (green band), where we see that Hyper-K has some sensitivity, as discussed in the “Appendix” (Fig. 17).

It will be interesting to apply the considerations presented here to other GUT models such as flipped SU(5), in which dimension-five baryon decay operators are absent, and the leading baryon-number-violating operators have dimension 6. Some remarks about dimension-6 proton decay are presented in the Appendix. We have also highlighted the ambiguities associated with models of the first- and second-generation quark and lepton masses. Interest in these and
other issues in baryon decay will surely increase in the coming years as the start-up dates of JUNO, DUNE and Hyper-Kamiokande get closer. We trust that this paper will serve as a useful contribution to this coming trend.
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Appendix: Dimension-six proton decay

We describe in this appendix the calculation of the rate of proton decay induced by the exchange of the SU(5) gauge bosons, just for completeness. In this case, the relevant effective interactions are expressed by the following dimension-six effective operators:

\[ L^{\text{eff}}_6 = C^{ijkl}_{6(1)} \phi^{6(1)}_{ijkl} + C^{ijkl}_{6(2)} \phi^{6(2)}_{ijkl} + \text{h.c.}, \]  

(72)

where

\[ \phi^{6(1)}_{ijkl} = \int d^2 \theta d^2 \bar{\theta} \epsilon_{abc} \epsilon_{a'b'} (\bar{U}^i) (U^j) \bar{\epsilon}^b \epsilon^{b'} \bar{Q}^{a'}_L Q^b R_i, \]  

\[ \phi^{6(2)}_{ijkl} = \int d^2 \bar{\theta} d^2 \theta \epsilon_{abc} \epsilon_{a'b'} (\bar{U}^i) (U^j) \bar{\epsilon}^b \epsilon^{b'} \bar{Q}^{a'}_R Q^b R_i. \]  

(73)

\[ C^{ijkl}_{6(2)} \equiv \int d^2 \bar{\theta} d^2 \theta \epsilon_{abc} \epsilon_{a'b'} (\bar{U}^i) (U^j) \bar{\epsilon}^b \epsilon^{b'} \bar{Q}^{a'}_L Q^b R_i, \]  

\[ C^{ijkl}_{6(2)} \equiv \int d^2 \bar{\theta} d^2 \theta \epsilon_{abc} \epsilon_{a'b'} (\bar{U}^i) (U^j) \bar{\epsilon}^b \epsilon^{b'} \bar{Q}^{a'}_R Q^b R_i, \]  

(74)

and their Wilson coefficients are

\[ C^{ijkl}_{6(1)} = - \frac{g^2}{M_X^2} e^{\phi_i} \delta^{ik} \delta^{jl}, \]  

\[ C^{ijkl}_{6(2)} = - \frac{g^2}{M_X^2} e^{\phi_i} \delta^{ik} (V^*)^{jl}. \]  

(75)

We note that these coefficients have the identical phase factor, \( e^{\phi_i} \). As a result, this phase factor affects only the overall phase of the decay amplitude, and thus the decay rate is independent of this phase.

At the one-loop level, the RGEs of these coefficients can easily be solved. The coefficients are then matched at the electroweak scale onto the effective operators

\[ \mathcal{L} = C_{RL}(udl_i)[\epsilon_{abc} (u''_a d''_b) (u'_c l'_i)] + C_{LR}(udl_i)[\epsilon_{abc} (u''_a l'_D) (u'_c R'_i)], \]  

(76)

where

\[ C_{RL}(udl_i) = C_{6(1)}^{1111} (M_Z), \]  

\[ C_{LR}(udl_i) = V_{j1} [C_{6(1)}^{1111} (M_Z) + C_{6(2)}^{1111} (M_Z)]. \]  

(77)

We again use the two-loop results given in Ref. [111] for the QCD RGEs. The partial decay width for \( p \to e^+ \pi^0 \) is then given by

\[ \Gamma(p \to \pi^0 e^+) = \frac{m_p}{32 \pi} \left(1 - \frac{m_Z^2}{m_p^2}\right)^2 \left[|A_L(p \to \pi^0 e^+)|^2 + |A_R(p \to \pi^0 e^+)|^2\right], \]  

(78)

with

\[ A_L(p \to \pi^0 e^+) = - \frac{g^2}{M_X^2} \cdot A_1 \cdot \langle \pi^0 | ud | R \cdot \epsilon^L \rangle [p], \]  

\[ A_R(p \to \pi^0 e^+) = - \frac{g^2}{M_X^2} (1 + |V_{ud}|^2) \cdot A_2 \cdot \langle \pi^0 | ud | R \cdot \epsilon^L \rangle [p], \]  

(79)

where \( A_1 \) and \( A_2 \) are the renormalization factors:

\[ A_1 = A_L \cdot \left[ \frac{\alpha_3(M_{\text{SUSY}})}{\alpha_3(M_{\text{GUT}})} \right]^{\frac{5}{2}} \left[ \frac{\alpha_2(M_{\text{SUSY}})}{\alpha_2(M_{\text{GUT}})} \right]^{-\frac{1}{2}} \cdot \left[ \frac{\alpha_1(M_{\text{SUSY}})}{\alpha_1(M_{\text{GUT}})} \right]^{-\frac{3}{2}}. \]  

19 The two-loop RGEs are given in Ref. [152].
where we set $m = 0.8 T e V$, $\tan \beta = 5$, $A_0/m_0 = 3$, $\mu > 0$, with the green band showing the uncertainty. The horizontal dash-dotted and dotted lines show the 20-year 90% CL sensitivity of Hyper-K and DUNE, respectively, while the gray shaded area is excluded by Super-Kamiokande reach of the Hyper-Kamiokande experiment if $\lambda' = \mathcal{O}(1)$. In general, we find that $\tau(p \rightarrow e^+\pi^0)$ is well approximated by

$$\tau(p \rightarrow e^+\pi^0) \simeq 1.8 \times 10^{35} \times \left(\frac{M_X}{10^{16} \text{ GeV}}\right)^4 \text{ years.} \quad (83)$$

This expression shows that $p \rightarrow e^+\pi^0$ can be probed at Hyper-Kamiokande if $M_X \lesssim 10^{16}$ GeV.
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