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Abstract

In this paper, we present a sharp analysis for a class of alternating projected gradient descent algorithms which are used to solve the covariate adjusted precision matrix estimation problem in the high-dimensional setting. We demonstrate that these algorithms not only enjoy a linear rate of convergence in the absence of convexity, but also attain the optimal statistical rate (i.e., minimax rate). By introducing the generic chaining, our analysis removes the impractical resampling assumption used in the previous work. Moreover, our results also reveal a time-data tradeoff in this covariate adjusted precision matrix estimation problem. Numerical experiments are provided to verify our theoretical results.

I. INTRODUCTION

Multivariate linear regression problems [1] and their variants have received a lot of attention for their diverse applications such as genomics, econometrics, etc. In this paper, we consider one of their variants, the covariate adjusted precision matrix estimation problem [2], [3].

In general multivariate linear regression models, there are $n$ observations $y_i \in \mathbb{R}^m$ and predictor vectors $x_i \in \mathbb{R}^d$, and

$$y_i = \Gamma_i^T x_i + \epsilon_i,$$

for $i = 1, \ldots, n$, where $\Gamma_i \in \mathbb{R}^{d \times m}$ is the unknown regression coefficient matrix and $\{\epsilon_i\}_{i=1}^n$ are independent vectors following $\mathcal{N}(0, \Sigma_x)$. We could also write this model in the matrix form

$$Y = X\Gamma_* + E,$$

where $X = [x_1, \ldots, x_n]^T \in \mathbb{R}^{n \times d}$ is the predictor matrix, $Y = [y_1, \ldots, y_n]^T \in \mathbb{R}^{n \times m}$ is the data matrix, and $E = [\epsilon_1, \ldots, \epsilon_n]^T \in \mathbb{R}^{n \times m}$ is the noise matrix.

The objective of the covariate adjusted precision matrix estimation problem is to estimate the regression parameter $\Gamma_*$ and the precision matrix $\Omega_* = \Sigma_*^{-1}$ simultaneously. Both of the two parameters provide insights for exploring the interaction among data, especially in the high-dimensional setting. For instance, in graph theory, $\Gamma_*$ and $\Omega_*$ represent the directed graph and the undirected graph respectively. The edges of directed graphs indicate causal relationships and those of undirected graphs reveal conditional dependency relationships.

The estimation of precision matrices and regression coefficient matrices has been widely explored in a separate way. For example, estimating precision matrices is the objective of graphical models. Gaussian graphical models [6] are routinely applied to infer the precision matrix. They have achieved a great success in practical applications, such as interpreting the conditional independence between genes at the transcriptional level [7]. In the high-dimensional setting, the ambient dimension might be much larger than the number of observations and additional structural assumptions are required to guarantee the consistent estimation. With the sparsity prior, a neighborhood selection procedure is proposed in [8] and penalized maximum likelihood approaches are also used in [9]–[12]. On the other hand, in the high-dimensional regime, regression coefficient matrices could be estimated through least squares combined with structural information such as the reduced rank [1] and the group sparsity [13].

Besides the respective success, considering regression parameters and precision matrices jointly could even lead to a better result in many application scenarios. When applying the Gaussian graphical model to gene expression data, the introduction of genetic variants as the regression parameter would benefit the interpretation of gene regulation relationships [14], [15]. In [5], the influence from the key macroeconomic indicators to the returns of financial assets is modeled as regression parameters and the co-dependency relationships between the economic variables and the returns could be viewed as undirected edges in the layered network structures.

Compared with the diverse applications, the theoretical guarantee for the covariate adjusted precision matrix estimation is still being studied. Rothman et al. [16] use the multivariate regression with covariance estimation (MRCE) method to estimate the
regression parameters with the incorporation of the covariance information. In [17], Yin and Li introduce a sparse conditional Gaussian graphical model (cGGM) to estimate the sparse gene expression network and provide the asymptotic convergence result for the penalized likelihood estimation. Lee and Liu also consider the penalized maximum likelihood estimator for the joint estimation and explore its asymptotic convergence property in [18]. Both [17] and [18] only consider the asymptotic properties of the estimators, and neither of them explores the optimization performance guarantee for the algorithms. Compared with the mentioned asymptotic analysis, Cai et al. provide the non-asymptotic analysis for the statistical error of a two-stage procedure to jointly estimate the regression coefficients and the precision matrix in [2], while there is no algorithmic analysis about the algorithm. At the same time, the two-stage approach might lose the interdependency between the two parameters, as stated in [3]. To the best of our knowledge, [3] is the only work providing the non-asymptotic optimization performance guarantee for the algorithm to solve the covariate-adjusted precision matrix estimation problem. However, their analysis is based on an impractical resampling assumption, which requires a fresh batch of samples for each iteration. Moreover, their theoretical results are not sharp, since there is an additional logarithmic factor in the final estimation error compared with the minimal requirement. (2): We theoretically demonstrate that the increase of samples will accelerate the convergence rate of this model, which reveals that a time-data tradeoff exists for this problem. (3): Considering the non-convex property of this model, we also suggest a simplified initialization procedure with less input parameters, which could make the whole algorithm achieve a better performance. We then generalize our analysis framework to the alternating projected gradient descent with non-convex structural constraints.

In this paper, we first improve the analysis of the alternating gradient descent with hard thresholding applied to the covariate adjusted precision matrix estimation problem in [3] in the following three aspects: (1): By introducing the generic chaining, our analysis removes the impractical resampling assumption used in [3], which leads to a sharper analysis for this algorithm. More precisely, our analysis illustrates that this algorithm not only converges linearly in the absence of convexity, but also attains the minimax rate. At the same time, the requirement of samples to guarantee the successful recovery also matches the order of the minimal requirement. (2): We theoretically demonstrate that the increase of samples will accelerate the convergence rate of this algorithm, which reveals that a time-data tradeoff exists for this problem. (3): Considering the non-convex property of this model, we also suggest a simplified initialization procedure with less input parameters, which could make the whole algorithm achieve a better performance. We then generalize our analysis framework to the alternating projected gradient descent with general convex structural constraints.

II. MODEL AND ALGORITHM

To estimate the regression coefficient matrix $\Gamma_\star$ and the precision matrix $\Omega_\star$ in (2) jointly, we consider the maximum likelihood estimator according to the Gaussian mapping. Based on [3], [17], [18], the corresponding conditional negative log-likelihood function for model (2) could be represented as (neglect the constants)

$$f_n(\Gamma, \Omega) = -\log |\Omega| + \frac{1}{n} \text{tr} \left\{ (Y - X\Gamma)\Omega(Y - X\Gamma)^T \right\}.$$  

In the high-dimensional and underdetermined case, we need to refer to the structural information of parameters to guarantee the performance of estimation. The sparsity priors of $\Gamma_\star$ and $\Omega_\star$ have been considered in [2], [3], [5], [17]. In this paper, we follow the line of [3] and consider the following optimization problems

$$\min_{\Gamma, \Omega} -\log |\Omega| + \frac{1}{n} \text{tr} \left\{ (Y - X\Gamma)\Omega(Y - X\Gamma)^T \right\}$$  

subject to

$$\|\text{vec}(\Gamma^T\Omega^T)\|_0 \leq \|\text{vec}(\Gamma_\star^T\Omega_\star^T)\|_0,$$

$$\|\text{vec}(\Omega^T)\|_0 \leq \|\text{vec}(\Omega_\star^T)\|_0.$$  

The key challenge to analyze the model (4) is that the function $f_n(\Gamma, \Omega)$ is not jointly convex about $\Gamma$ and $\Omega$. There is another line of research [19]–[22] adopting a different parameterization which makes the objective function convex. The difference and comparison between these two models are provided in [5] and [3]. Despite the absence of the joint convexity, the loss function $f_n(\Gamma, \Omega)$ is still bi-convex. The bi-convexity guarantees the loss function is convex with respect to $\Gamma$ (\(\Omega\)) when $\Omega$ (\(\Gamma\)) is fixed. In this way, the alternating method is a natural choice. Alternating methods have been widely used to solve joint estimation problems, latent variable models and matrix factorization problems, such as [23]–[27]. However, the sharp analysis of the optimization performance guarantee for the model (4) is still absent.

Based on the bi-convex property of (4), [3] applies the alternating gradient descent with hard thresholding (Algorithm 1) to jointly estimate $\Gamma_\star$ and $\Omega_\star$. Here $\hat{H}(\Gamma, s)$ represents the hard thresholding operator, which only remains the top $s$ entries of $\Gamma$ in terms of magnitude [28].

Considering the non-convexity of the objective function in (4), a good initialization (Algorithm 2) is required to guarantee the estimation performance. We suggest the following initialization procedure. This procedure can be viewed as a simplification of the one in [3] by avoiding the use of two unknown parameters $\lambda_\Gamma$ and $\lambda_\Omega$, which have complicated upper bounds in the supplementary of [3].

---

**Algorithm 1**

1. **Initialization**: Choose an initial estimate $\hat{\Gamma}_0$ and $\hat{\Omega}_0$.
2. **Gradient Descent**: For $k = 1, 2, \ldots$,
   - Compute the gradient of the loss function with respect to $\Gamma$ using $\hat{\Omega}_{k-1}$.
   - Apply hard thresholding to the gradient to obtain $\hat{\Gamma}_k$.
   - Update $\hat{\Omega}_k$ using the previous $\hat{\Gamma}_k$.
3. **Convergence**: Stop if $\|\hat{\Gamma}_{k} - \hat{\Gamma}_{k-1}\|_2 < \epsilon$ or a maximum number of iterations is reached.

**Algorithm 2**

1. **Initialization**: Choose an initial estimate $\hat{\Gamma}_0$ and $\hat{\Omega}_0$.
2. **Randomization**: For $k = 1, 2, \ldots$,
   - Randomly choose $s$ entries of $\hat{\Gamma}_{k-1}$ and set them to zero.
   - Repeat for $\hat{\Omega}_{k-1}$.
3. **Convergence**: Stop if $\|\hat{\Gamma}_{k} - \hat{\Gamma}_{k-1}\|_2 < \epsilon$ or a maximum number of iterations is reached.
Algorithm 1: Alternating Gradient Descent with Hard Thresholding [3]

Input: Iteration number \( T \), step size \( \eta_T \), sparsity \( s_T \), \( s_\Omega \).

for \( t = 0 \) to \( T - 1 \) do
\[
\Gamma_{t+1} = \mathcal{HT}(\Gamma_t - \eta_T \nabla f_t(\Gamma_t, \Omega_t)), s_T
\]
\[
\Omega_{t+1} = \mathcal{HT}(\Omega_t - \eta_T \nabla_{\Omega} f_t(\Gamma_t, \Omega_t)), s_\Omega
\]
end for

Output: \( \Gamma_T, \Omega_T \)

Algorithm 2: Initialization

Input: Sparsity \( s_T, s_\Omega \).
\[
\Gamma_{ini} = \arg\min_{\|\text{vec}(\Gamma^*)\|_0 \leq s_T} \frac{1}{2}\|Y - X\Gamma\|_F^2
\]
\[
S = \frac{1}{\tau}(Y - X\Gamma_{ini})^T(Y - X\Gamma_{ini})
\]
\[
\Omega_{ini} = \mathcal{HT}(S^{-1}, s_\Omega)
\]
Output: \( \Gamma_{ini}, \Omega_{ini} \)

It is worth noting that the traditional optimization theory predicts that the alternating minimization method could only reach a sublinear rate even for jointly convex loss functions (without strongly convexity) [29, Theorem 4.1]. We will show in the next section that if we promote structural priors by projection operations (the hard thresholding operator \( \mathcal{HT}(\cdot, s) \)) could be viewed as the projection onto the set \( \{ \Gamma \mid \|\text{vec}(\Gamma^T)\|_0 \leq s \} \). Algorithm 1 would enjoy a linear rate even though the loss function in (4) is not jointly convex.

III. MAIN THEORY

A. Improved analysis of the alternating gradient descent with hard thresholding

In this section, we first present an improved analysis of the alternating gradient descent with hard thresholding in [3]. We begin by introducing two assumptions which are required by our analysis.

Assumption 1. The rows of \( E \) are independent with the distribution \( N(0, \Omega_*^{-1}) \). We suppose the eigenvalues of \( \Omega_* \) satisfy
\[
\nu_{\min} \leq \lambda_{\min}(\Omega_*) \leq \lambda_{\max}(\Omega_*) \leq \nu_{\max}, \tag{5}
\]
where \( \nu_{\min} > 0 \).

Assumption 2. Suppose \( X \) is independent with \( E \) and the rows of \( X \) are independent following the distribution \( N(0, \Sigma_X) \). Further, the eigenvalues of \( \Sigma_X \) satisfy
\[
\tau_{\min} \leq \lambda_{\min}(\Sigma_X) \leq \lambda_{\max}(\Sigma_X) \leq \tau_{\max}, \tag{6}
\]
where \( \tau_{\min} > 0 \).

The Gaussian assumption about \( X \) is required by the Hanson-Wright inequality [30] used in the proofs of Lemma 1 and 2 (in supplementary material). This assumption could be extended to the case where \( \text{vec}(X^T) \) satisfies the convex concentration property [31].

Remark 1 (Comparison with assumptions in [3]). In [3], the eigenvalues of \( \Gamma_* \) and \( \Omega_* \) are required to satisfy \( 1/\nu \leq \lambda_{\min}(\Omega_*) \leq \lambda_{\max}(\Omega_*) \leq \nu \) and \( 1/\tau \leq \lambda_{\min}(\Sigma_X) \leq \lambda_{\max}(\Sigma_X) \leq \tau \), where \( \nu \geq 1, \tau \geq 1 \). Their assumptions only adapt to the case where the eigenvalues of \( \Gamma_* \) and \( \Omega_* \) are centered around 1. If all the eigenvalues deviate from 1, large \( \nu \) and \( \tau \) are required, which would lead to pessimistic steps in the algorithm. Our Assumption 1 and 2 are not only weaker than the ones in [3], but also adapt to more general \( \Gamma_* \) and \( \Omega_* \). Moreover, the analysis in [2] and [3] requires \( \|\Omega_*\|_\infty \leq M \), where \( \|\Omega_*\|_\infty = \max_{1 \leq i \leq n} \sum_{j=1}^m (\Omega_*)_ij \). Our analysis does not rely on this condition.

Then we introduce some notations that are useful for our analysis.

Definition 1 (Gaussian width). The Gaussian width is a simple way to quantify the size of a set \( C \)
\[
\omega(C) := \mathbb{E}\sup_{x \in C} \langle g, x \rangle, \text{ where } g \sim N(0, I).
\]
In our analysis, we would frequently use the Gaussian widths of two sets, \( C_{2\Sigma_r} \cap \Sigma^{d_{m-1}} \) and \( C_{2\Omega_1} \cap \Sigma^{m^2-1} \). Here \( \Sigma^{d_{m-1}} \) and \( \Sigma^{m^2-1} \) represent the spheres with unit Frobenius norm in \( \mathbb{R}^{d \times m} \) and \( \mathbb{R}^{m \times m} \) respectively. \( C_{2\Sigma_r} \) and \( C_{2\Omega_1} \) are two sets defined as

\[
C_{2\Sigma_r} := \{ \Gamma \in \mathbb{R}^{d \times m} | \| \text{vec}(\Gamma^T) \|_0 \leq 2\Sigma_r \}, \\
C_{2\Omega_1} := \{ \Omega \in \mathbb{R}^{m \times m} | \| \text{vec}(\Omega^T) \|_0 \leq 2\Omega_1 \}.
\]

For simplicity, write \( \omega_r = \omega(C_{2\Sigma_r} \cap \Sigma^{d_{m-1}}) \) and \( \omega_{\Omega_1} = \omega(C_{2\Omega_1} \cap \Sigma^{m^2-1}) \) in the remained part.

We are now ready to exhibit the non-asymptotic optimization performance guarantee of the alternating gradient descent with hard thresholding (Algorithm 1) for the problem (4).

**Theorem 1 (Linear convergence).** Suppose the numbers of non-zero entries of \( \Gamma_* \) and \( \Omega_* \) are \( s_{\Gamma}^* \) and \( s_{\Omega}^* \) respectively. Under Assumption 1 and 2, let \( R = \min(\tau_{\min}\nu_{\min}/(2\tau_{\max}), 1/(8\tau_{\max}\nu_{\max}^2), 1) \). Algorithm 1 starts from \( \Gamma_0 \) and \( \Omega_0 \) satisfying \( \max(\|\Gamma_0 - \Gamma_*\|_F, \|\Omega_0 - \Omega_*\|_F) \leq R \). We set \( s_{\Gamma} \geq (1 + 4(1/\rho_{\text{pop}} - 1)^2)s_{\Gamma}^* \), \( s_{\Omega} \geq (1 + 4(1/\rho_{\text{pop}} - 1)^2)s_{\Omega}^* \), and set the step sizes as

\[
\eta_{\Gamma} = \frac{1}{\tau_{\max} \nu_{\max} + \nu_{\min} \tau_{\min}}, \\
\eta_{\Omega} = \frac{8\nu_{\max}^2 \nu_{\min}^2}{16\nu_{\max}^2 + \nu_{\min}^2}.
\]

If the number of measurements satisfies

\[
n \geq C_1 \frac{(\omega_{\Gamma} + \omega_{\Omega} + u)^2}{\rho_{\text{pop}} (1 - \sqrt{\rho_{\text{pop}}} R^2)},
\]

the alternating gradient descent with hard thresholding (Algorithm 1) would converge linearly and each iteration obeys

\[
\Delta_{t+1} \leq \rho^{t+1} \Delta_0 + \frac{\epsilon}{1 - \rho},
\]

with probability \( 1 - 14 \exp(-u^2) \), where \( \Delta_t = \max(\|\Gamma_t - \Gamma_*\|_F, \|\Omega_t - \Omega_*\|_F) \), \( \rho = \sqrt{\rho_{\text{pop}}} + \rho_{\text{sam}} \),

\[
\rho_{\text{pop}} \leq \max \left\{ 1 - \frac{\tau_{\min} \nu_{\min}}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}, \\
1 - \frac{\nu_{\min}^2}{16\nu_{\max}^2 + \nu_{\min}^2}\right\}
\]

\[
\rho_{\text{sam}} \leq \frac{C_2 \omega_{\Gamma} + \omega_{\Omega} + u}{\sqrt{\rho_{\text{pop}}}}.
\]

and

\[
\epsilon = \frac{C_3}{\sqrt{\rho_{\text{pop}}}} \max \left\{ \frac{1}{\sqrt{\tau_{\max} \nu_{\max}}}, \frac{\omega_{\Gamma} + u}{\sqrt{\nu_{\min} \omega_{\Omega} + u}} \right\}.
\]

Here, \( C_1, C_2 \) and \( C_3 \) are positive constants without relationships with \( \omega_{\Gamma}, \omega_{\Omega}, n \).

**Remark 2 (Comparison with the results in [3]).** Compared with [3], Theorem 1 improves theirs in the following three aspects. First, our proof does not rely on the impractical resampling assumption, which is used in [3] to simplify the analysis. Secondly, our estimation error attains the minimax rate and the requirement of samples is also rate-optimal, while there is an additional logarithmic factor in the estimation error and the requirement of samples in [3] caused by the resampling procedure. Thirdly, our result clearly reveals a time-data tradeoff in this problem.

**Remark 3 (Time-data tradeoffs).** It is not hard to find that the component \( \rho_{\text{sam}} \) in the convergence rate will decrease as the increase of samples. This implies that with the increase of the number of samples, Algorithm 1 will achieve a faster convergence rate, which theoretical demonstrates that a time-data tradeoff exists for the model (4). It is worth noting that the appearance of \( \rho_{\text{sam}} \) is a special product of our analysis. In [3], the components of \( \rho_{\text{sam}} \) are included in the noise part and they only consider the influence of the population loss function on the convergence rate.

**Remark 4 (Sharpness).** When the Gaussian width \( \omega_{\Gamma} \) is dominant, our estimation error about \( \Gamma_* \) is in the order of \( O(\sqrt{s_{\Gamma}^* \log(\rho_{\text{sam}}/s_{\Gamma}^*)}) \) [32, Exercise 10.3.8], which is in similar flavor with the results of linear inverse problems [33]–[35]. Additionally, our requirement of measurements is in the order of \( s_{\Gamma}^* \log(\rho_{\text{sam}}/s_{\Gamma}^*) \), which also matches the minimal number of measurements to guarantee the successful recovery in [36], [37]. When the Gaussian width \( \omega_{\Omega} \) is dominant, our estimation error about \( \Omega_* \) is in the order of \( O(\sqrt{s_{\Omega}^* \log(\rho_{\text{sam}}/s_{\Omega}^*)}) \), which coincides with the minimax lower bound for sparse precision matrix estimation in [38]. However, the estimation error of \( \Omega_* \) in [3] is in the order of \( O(\sqrt{\log n} \sqrt{s_{\Omega}^* \log(n/r)}) \) and there is an additional logarithmic factor compared with the minimax rate. Furthermore, the requirement of measurements in [3] also has an additional logarithmic factor caused by the resampling step.
Remark 5 (Technique to remove resampling). To remove the resampling assumption in [3], we have introduced the technique of the generic chaining [39] into our analysis. Actually, similar idea is also used in [24]. However, compared with [24], we have considered different observation model with different recovery algorithms. More importantly, we need to develop new mathematical tools to perform our theoretical analysis (e.g., two deviation inequalities: Lemma 1 and 2 in supplementary material).

Then, we present the convergence result for the initialization (Algorithm 2).

**Theorem 2 (Initialization).** Under Assumption 1 and 2, if the number of measurements satisfies
\[
n \geq C_4 \frac{(m + \omega_1 + u)^2}{R^2},
\]
then the output of Algorithm 2 satisfies
\[
\max(\|\Gamma_{ini} - \Gamma^*\|_F, \|\Omega_{ini} - \Omega^*\|_F) \leq R,
\]
with probability at least \(1 - 18 \exp(-u^2)\). Here \(C_4\) is a positive constant without relationship with \(\omega_1, m, n\).

**Remark 6.** We adopt a different initialization algorithm from [3] to avoid the selection of two unknown parameters \(\lambda_1\) and \(\lambda_\Omega\). The simulation results illustrate that this initialization could make the whole algorithm achieve a better performance.

**Remark 7.** In Theorem 4.7 of [3], the requirement of measurements contains the coefficient \(d^2\), which is of the same order as \(m^2\) in most situations.

### B. Extension to the model with general convex constraints

In many practical applications of machine learning, convex constraints are widely utilized to promote the structures. This fact motivates us to extend the above theoretical analysis to the model with general convex constraints.

For the regression parameter \(\Gamma\) and the precision matrix \(\Omega\), with general structural priors, we promote their structures by two convex functions \(\Omega_1(\cdot)\) and \(\Omega_\Omega(\cdot)\) respectively, and consider the following optimization problems
\[
\min_{\Gamma, \Omega} \frac{1}{n} \text{tr} \{ (Y - X\Gamma)\Omega(Y - X\Gamma)^T \} \\
\text{s.t. } \Omega_1(\Gamma) \leq \Omega_1(\Gamma^*), \quad \Omega_\Omega(\Omega) \leq \Omega_\Omega(\Omega^*)
\]
(15)

Similarly, based on the bi-convex property of (15), we apply the alternating projected gradient descent (Algorithm 3) to jointly estimate \(\Gamma^*\) and \(\Omega^*\). Here the two operators \(P_{\mathcal{K}_\Gamma}\) and \(P_{\mathcal{K}_\Omega}\) represent the orthogonal projection onto two sets \(\mathcal{K}_\Gamma\) and \(\mathcal{K}_\Omega\), where
\[
\mathcal{K}_\Gamma := \{ \Gamma \in \mathbb{R}^{d \times m} \mid \Omega_1(\Gamma) \leq \Omega_1(\Gamma^*) \},
\]
(16)
\[
\mathcal{K}_\Omega := \{ \Omega \in \mathbb{R}^{m \times m} \mid \Omega_\Omega(\Omega) \leq \Omega_\Omega(\Omega^*) \}.
\]
(17)

#### Algorithm 3: Alternating Projected Gradient Descent

**Input:** Iteration number \(T\), step size \(\eta_\Gamma, \eta_\Omega\), constraint set \(\mathcal{K}_\Gamma, \mathcal{K}_\Omega\).

**for** \(t = 0 \rightarrow T - 1\) **do**
\[
\Gamma_{t+1} = \mathcal{P}_{\mathcal{K}_\Gamma}(\Gamma_t - \eta_\Gamma \nabla_\Gamma f_n(\Gamma_t, \Omega_t))
\]
\[
\Omega_{t+1} = \mathcal{P}_{\mathcal{K}_\Omega}(\Omega_t - \eta_\Omega \nabla_\Omega f_n(\Gamma_t, \Omega_t))
\]
**end for**

**Output:** \(\Gamma_T, \Omega_T\)

Likewise, considering the non-convexity of the objective function of (15), we also refer to an initialization (Algorithm 4) for general structural priors to guarantee the estimation performance.

#### Algorithm 4: Initialization

**Input:** Constraint set \(\mathcal{K}_\Gamma, \mathcal{K}_\Omega\).
\[
\Gamma_{ini} = \arg\min_{\Gamma \in \mathcal{K}_\Gamma} \frac{1}{2} \| Y - X\Gamma \|_F^2
\]
\[
S = \frac{1}{n} (Y - X\Gamma_{ini})^T (Y - X\Gamma_{ini})
\]
\[
\Omega_{ini} = \mathcal{P}_{\mathcal{K}_\Omega}(S^{-1})
\]
**Output:** \(\Gamma_{ini}, \Omega_{ini}\)
In the remained analysis, we would frequently use the Gaussian widths of two sets, \( C_\Gamma \cap S^{dm-1} \) and \( C_\Omega \cap S^{m^2-1} \). Here, \( C_\Gamma \) and \( C_\Omega \) are two descent cones defined as

\[
C_\Gamma := \text{cone}(K_\Gamma - \Gamma_*), \quad C_\Omega := \text{cone}(K_\Omega - \Omega_*),
\]

where \( \text{cone}(C) \) represents the conic hull of the set \( C \), \( K_\Gamma \) and \( K_\Omega \) are defined in (16) and (17). For simplicity, we write \( \bar{\omega}_\Gamma = \omega(C_\Gamma \cap S^{dm-1}) \) and \( \bar{\omega}_\Omega = \omega(C_\Omega \cap S^{m^2-1}) \) in the remained part.

We are now ready to exhibit the linear convergence of the alternating projected gradient descent (Algorithm 3) for the problem (15).

**Theorem 3 (Linear convergence).** Under Assumption 1 and 2, suppose \( R = \min(\tau_{\min}\nu_{\min}/(2\tau_{\max}), 1/(8\tau_{\max}\nu_{\max}^2), 1) \). We start from \( \Gamma_0 \) and \( \Omega_0 \) satisfying \( \max(\|\Gamma_0 - \Gamma_*\|_F, \|\Omega_0 - \Omega_*\|_F) \leq R \) and set the step sizes as

\[
\eta_\Gamma = \frac{1}{\nu_{\max}\tau_{\max} + \nu_{\min}\tau_{\min}}, \quad \eta_\Omega = \frac{8\nu_{\max}^2\nu_{\min}}{16\nu_{\max}^2 + \nu_{\min}^2}.
\]

If the number of measurements satisfies

\[
n \geq C_5 (\bar{\omega}_\Gamma + \bar{\omega}_\Omega + u)^2 / (1 - \rho_{\text{pop}}^2) R^2,
\]

the alternating projected gradient descent (Algorithm 3) would converge linearly and each iteration obeys

\[
\Delta_{t+1} \leq \rho^{t+1} \Delta_0 + \frac{\epsilon}{1 - \rho},
\]

with probability \( 1 - 14 \exp(-u^2) \), where \( \Delta_t = \max(\|\Gamma_t - \Gamma_*\|_F, \|\Omega_t - \Omega_*\|_F) \). \( \rho = \rho_{\text{pop}} + \rho_{\text{sam}} \).

\[
\rho_{\text{pop}} \leq \max \left \{ 1 - \frac{\tau_{\min}\nu_{\min}}{\nu_{\max}\tau_{\max} + \tau_{\min}\nu_{\min}}, \frac{1 - \nu_{\min}^2}{16\nu_{\max}^2 + \nu_{\min}^2} \right \},
\]

\[
\rho_{\text{sam}} \leq C_\delta \frac{\bar{\omega}_\Gamma + \bar{\omega}_\Omega + u}{\sqrt{n}},
\]

and

\[
\epsilon = C_\tau \max \left \{ \frac{1}{\nu_{\max}\tau_{\max}}, \frac{\bar{\omega}_\Gamma + u}{\sqrt{n}}, \frac{\nu_{\min}^2}{\sqrt{n}} \right \}.
\]

Here, \( C_5, C_6 \) and \( C_7 \) are positive constants without relationships with \( \bar{\omega}_\Gamma, \bar{\omega}_\Omega, n \).

Then, we present the corresponding result for the initialization (Algorithm 4).

**Corollary 1 (Initialization).** Under Assumption 1 and 2, if the number of measurements satisfies

\[
n \geq C_8 \frac{(m + \bar{\omega}_\Gamma + u)^2}{R^2},
\]

then the output of Algorithm 4 satisfies

\[
\max(\|\Gamma_{\text{ini}} - \Gamma_*\|_F, \|\Omega_{\text{ini}} - \Omega_*\|_F) \leq R,
\]

with probability at least \( 1 - 18 \exp(-u^2) \). Here \( C_8 \) is a positive constant without relationship with \( \bar{\omega}_\Gamma, m, n \).

When \( \Omega_* \) is known, the model (15) degrades to the vanilla multivariate regression problem (25) and the alternating method reduces to the projected gradient descent (PGD). The details of PGD is provided in Algorithm 5, where the constraint set \( K_\Gamma \) is defined as (16).

\[
\min_{\Gamma} f_\nu(\Gamma) = \frac{1}{2n} \text{tr}((Y - X\Gamma)\Omega_s (Y - X\Gamma)^T)
\]

\[
s.t. \quad R_{\gamma}(\Gamma) \leq R_{\gamma}(\Gamma_*).
\]

Our analysis in Theorem 3 naturally adapts to this condition. In Corollary 2, we present the optimization performance guarantee of PGD, which could be viewed as an extension of the result in [35] to the multivariate regression problem.

**Corollary 2 (Linear convergence of PGD).** Under Assumption 1 and 2, we apply PGD starting from \( \Gamma_0 = 0 \) with the step size \( \eta_\gamma = 2/(\tau_{\max}\nu_{\max} + \tau_{\min}\nu_{\min}) \). When the number of measurements satisfies

\[
n \geq C_9 \frac{(\bar{\omega}_\Gamma + u)^2}{(1 - \rho_{\text{pop}})^2},
\]
Algorithm 5: Projected Gradient Descent

\[ \text{Input: Iteration number } T, \text{ step size } \eta_T, \text{ constraint set } \mathcal{K}_T. \]

\[ \text{for } t = 0 T \text{ to } 1 \text{ do} \]

\[ \Gamma_{t+1} = \mathcal{P}_{\mathcal{K}_T}(\Gamma_t - \eta_T \nabla f_n(\Gamma_t)) \]

\[ \text{end for} \]

\[ \text{Output: } \Gamma_T \]

we have

\[ \|\Gamma_{t+1} - \Gamma_*\|_F \leq \rho \|\Gamma_t - \Gamma_*\|_F + \epsilon \tag{27} \]

with probability at least \(1 - 4 \exp(-u^2)\). Here \( \rho = \rho_{\text{pop}} + \rho_{\Gamma, \text{sam}} \),

\[ \rho_{\text{pop}} \leq 1 - \frac{2\tau_{\min} \nu_{\min}}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}, \]

\[ \rho_{\Gamma, \text{sam}} \leq C_{10}, \]

and

\[ \epsilon \leq C_{11} \frac{1}{\sqrt{\tau_{\max} \nu_{\max}}} \frac{\tilde{\omega}_T + u}{\sqrt{n}}. \tag{28} \]

Here, \( C_9, C_{10}, \) and \( C_{11} \) are positive constants without relationship with \( \tilde{\omega}_T, n \).

IV. EXPERIMENTS

In this section, we verify our theoretical results with numerical simulations. Through the experiments, the support of \( \Gamma_* \) is selected at random and its entries have i.i.d \( \mathcal{N}(0,1) \) values. In our initialization algorithm, we perform 2 projected gradient descent iterations. All simulations are run on a PC with Intel i5-6500 and 16GB memory.

A. Comparison of estimation error and running time

In this part, we compare the estimation error and the running time of three methods. The first is the method in [3]. The second is Algorithm 1 and our initialization Algorithm 2. The third is Algorithm 3 and 4 with the \( l_1 \)-norm as the regularizers.

We consider three scenarios. The rows of the predictor matrix \( X \) are generated independently from the distribution \( \mathcal{N}(0, \Sigma_X) \). The covariance matrix \( \Sigma_X \) follows a band graph, where \( \Sigma_{X, i, i+1} = 0.5, \Sigma_{X, i, i-1} = 0.25 \) and \( \Sigma_{X, i} = 0 \), for \(|i-j| > 1\). The precision matrix also follows a band graph, where \( \Omega_{i, i} = 0.6, \Omega_{i, i+1} = \Omega_{i, i+1} = 0.18 \) and \( \Omega_{i, i} = 0 \), for \(|i-j| > 1\). We set \( s_1^T = 200 \) and record the average running time and the average relative estimation errors of 50 experiments.

| TABLE I | COMPARISON BETWEEN THREE METHODS. |
|------------------|-----------------|--------|
| Methods | \( n = 6000, m = 100, d = 100 \) | \( \|\Gamma - \Gamma_*\|_F \) | \( \|\Omega - \Omega_*\|_F \) | Time |
| [3] | 0.034 | 0.024 | 55.98 |
| Algorithm 1 and 2 | 0.033 | 0.023 | 4.02 |
| Algorithm 3 and 4 | 0.055 | 0.062 | 3.67 |
| Methods | \( n = 18000, m = 150, d = 150 \) | \( \|\Gamma - \Gamma_*\|_F \) | \( \|\Omega - \Omega_*\|_F \) | Time |
| [3] | 0.102 | 0.017 | 165.77 |
| Algorithm 1 and 2 | 0.018 | 0.014 | 12.96 |
| Algorithm 3 and 4 | 0.035 | 0.041 | 12.18 |
| Methods | \( n = 20000, m = 200, d = 200 \) | \( \|\Gamma - \Gamma_*\|_F \) | \( \|\Omega - \Omega_*\|_F \) | Time |
| [3] | 0.104 | 0.016 | 235.18 |
| Algorithm 1 and 2 | 0.017 | 0.013 | 21.04 |
| Algorithm 3 and 4 | 0.035 | 0.041 | 19.97 |

In Table I, the smaller estimation error and less running time of Algorithm 1 and 2 (compared with the method in [3]) come from the different initialization procedures. The larger estimation error of Algorithm 3 and 4 (compared with Algorithm 1 and 2) is because we use the convex \( l_1 \)-norm as a surrogate of the nonconvex \( l_0 \)-norm.
B. Comparison of requirement for samples to guarantee successful recovery

In this part, we illustrate how many samples are required to guarantee the successful recovery by three methods. The first is the method in [3] labeled as AltIHT. The second is Algorithm 1 and our initialization Algorithm 2. The third is Algorithm 3 and 4 with the $l_1$-norm as the regularizers.

We set $d = m = 50$, $s^\star = 200$. The rows of the predictor matrix $X$ are generated independently from the distribution $\mathcal{N}(0, I_d)$. The precision matrix follows a block diagonal graph. Every block has the format $(1 \ 0.2 \ 0.2 \ 1)$. We record the empirical success rate averaged over 100 replications. Here a replication is successful if the relative estimation errors of $\Gamma$ and $\Omega$ satisfy $||\hat{\Gamma} - \Gamma^\star||_F/||\Gamma^\star||_F < 10^{-1}$ and $||\hat{\Omega} - \Omega^\star||_F/||\Omega^\star||_F < 10^{-1}$.

![Fig. 1. Empirical success rates of three methods under different number of samples.](image)

In Figure 1, the method of Algorithm 1 and 2 benefits from our initialization and requires the least samples. Though the method of Algorithm 3 and 4 also adopts our initialization, it requires more samples because of using the $l_1$-norm instead of the nonconvex $l_0$-norm. This point also matches the phenomenon that the $l_0$-norm would lead to a sharper phase transition curve for linear inverse problems in [35]. The benefit of our initialization could also be verified from the fact that the original AltIHT in [3] requires the most samples.

C. Time-data tradeoffs

To verify the time-data tradeoffs phenomenon, we perform Algorithm 1 and our initialization (Algorithm 2) under different numbers of measurements $n_1 = 3000$, $n_2 = 4000$, $n_3 = 5000$. We set $d = m = 100$, $s^\star = 400$. The rows of the predictor matrix $X$ are generated independently from the distribution $\mathcal{N}(0, I_d)$. The precision matrix follows a band graph, where $\Omega^\star_{ii} = 1$, $\Omega^\star_{i,i+1} = \Omega^\star_{i+1,i} = 0.4$ and $\Omega^\star_{ij} = 0$, for $|i - j| > 1$. Each scenario is repeated for 50 trials.

![Fig. 2. (a) Convergence of $||\Gamma_t - \Gamma^\star||_F/||\Gamma^\star||_F$. (b) Convergence of $||\Omega_t - \Omega^\star||_F/||\Omega^\star||_F$.](image)
In Figure 2(a) and 2(b), we present the convergence results for $\|\Gamma_t - \Gamma^*\|_F / \|\Gamma^*\|_F$ and $\|\Omega_t - \Omega^*\|_F / \|\Omega^*\|_F$. From the figures we could illustrate more data would lead to faster convergence rates and smaller estimation errors, which support the theoretical result in Theorem 1. For Algorithm 3 and 4 with the $l_1$-norm, the results are similar and we do not include them in this manuscript.

D. Statistical estimation error

In this part, we verify the scaling of the statistical estimation error of Algorithm 1 and our initialization (Algorithm 2).

We consider two different scenarios, the $\Gamma^*$-sparsity dominated case and the $\Omega^*$-sparsity dominated case. For the $\Gamma^*$-sparsity dominated case, we set $d = m = 50$ and consider $s_{\Gamma}^* = 200, 250, 300$ three conditions. For the $\Omega^*$-sparsity dominated case, we set $d = 50$ and consider $m = 56, 66, 76$ three conditions corresponding to $s_{\Omega}^* = 112, 132, 152$. The rows of the predictor matrix $X$ are generated independently from the distribution $N(0, I_d)$. The precision matrix follows a block diagonal graph. Every block has the format $\begin{pmatrix} 1 & 0.3 \\ 0.3 & 1 \end{pmatrix}$. Each scenario is repeated for 400 trials.

The scalings of estimation errors about $\Gamma^*$ and $\Omega^*$ are presented in Figure 3 and 4. The diagrams illustrate the estimation errors of $\Gamma^*$ and $\Omega^*$ are proportion to $\omega_\Gamma / \sqrt{n}$ and $\omega_\Omega / \sqrt{n}$ respectively without any logarithmic factor, which verifies our theoretical result in Theorem 1. For Algorithm 3 and 4 with the $l_1$-norm, the results are similar and we do not include them in this manuscript.
E. Network structure learning on S&P 500 stock data

In this part, we apply Algorithm 1 and our initialization (Algorithm 2) to analyze the network structure of the stocks in the S&P 500 index. The stock data consists of 1259 daily closing prices for 434 companies in the S&P 500 index between February 8, 2013 and February 7, 2018 [40]. In this way, we get 1259 data vectors, each of which contains the closing prices of all stocks on a trading day. To make the data stationary, we calculate the log-returns \( \{ r_t \}_{t=1}^{T-1} \) of stocks by

\[
r_{t,i} = \log \left( \frac{p_{t+1,i}}{p_{t,i}} \right), \quad t = 1, \ldots, T - 1,
\]

where \( p_{t,i} \) represents the closing price of stock \( i \) at day \( t \). Then we construct the predictor matrix \( X = [r_1, \ldots, r_{T-2}]^T \) and the data matrix \( Y = [r_2, \ldots, r_{T-1}]^T \). In the simulation, the step sizes and the constraint parameters are selected through 5-fold cross validation.

\[ \begin{pmatrix} \text{(a) Precision matrix estimated by Algorithm 1 and 2} & \text{(b) Precision matrix estimated by the method in [3]} \\ 50 & 100 & 150 & 200 & 250 \end{pmatrix} \]

Fig. 5. Sparsity patterns of precision matrices estimated by two methods. From top left to bottom right, the selected sectors are Energy, Information Technology, Health Care, Materials, Utilities and Financials.

In Figure 5(a), the sparsity pattern of the precision matrix estimated by Algorithm 1 and 2 illustrates that there are strong conditional dependency relationships among the stocks in the same sector. This phenomenon is also recorded in [41]. In Figure 5(b), we also present the sparsity pattern of the precision matrix estimated by the method in [3] for comparison, which indicates similar relationships among the stocks in the same sector.

V. DISCUSSION

In this paper, we provide a sharp analysis of a class of alternating projected gradient descent algorithms for the covariate adjusted precision matrix estimation problem. It would be an interesting direction to combine our analysis with practical applications, such as time series models and low rank matrices estimation in [42].
Supplementary for A Sharp Analysis of Covariate Adjusted Precision Matrix Estimation via Alternating Projected Gradient Descent

In this supplementary, we present the complete proof for the theoretical results in the paper. We use \( C \) and \( c \) to denote positive constants which might change from line to line throughout the paper.

VI. PRELIMINARIES

The core of our analysis is the sample-based analysis for the iterations. The following two lemmas illustrate the mixed tails of terms like \( \langle U, X^T X \rangle \) and \( \langle U, X^T E \rangle \), which would appear many times in the remained part.

**Lemma 1.** Suppose \( U \in \mathbb{R}^{d \times d} \), \( X \in \mathbb{R}^{n \times d} \) and \( \text{vec}(X^T) \) follows the distribution \( \mathcal{N}(0, \mathcal{Y}_X) \). We have the tail bound

\[
P(|\text{tr}(UX^T)| - \mathbb{E}\text{tr}(UX^T)| > u) \leq 2 \exp(-c \min(\frac{u^2}{\sqrt{n}\mathcal{Y}_X^2\|U\|_F^2}, \frac{u}{\|\mathcal{Y}_X\|\|U\|_F})),
\]

where \( c \) is a positive constant.

**Lemma 2.** Consider \( U \in \mathbb{R}^{m \times d} \), \( X \in \mathbb{R}^{n \times d} \) and \( E \in \mathbb{R}^{n \times m} \). Suppose \( X \) is independent with \( E \) and \( \text{vec}(X^T) \sim \mathcal{N}(0, \mathcal{Y}_X) \), \( \text{vec}(E^T) \sim \mathcal{N}(0, \mathcal{Y}_E) \). Then

\[
P(|\text{tr}(EUX^T)| > u) \leq 2 \exp(-c \min(\frac{u^2}{\mathcal{Y}_E^2\|U\|_F^2}, \frac{u}{\|\mathcal{Y}_E\|\|U\|_F})),
\]

where \( c \) is a positive constant.

The following lemma is the fundamental tool to analyze the suprema of random processes with a mixed tail, which is based on the generic chaining [39] itself.

**Lemma 3.** [43, Theorem 3.5] Let \( d_1, d_2 \) be two semi-metrics on \( T \). Suppose the random process \((X_t)_{t \in T}\) has a mixed tail

\[
P(|X_t - X_s| > u) \leq 2 \exp(-\min(\frac{u^2}{d_2(t,s)^2}, \frac{u}{d_1(t,s)})),
\]

then we could derive

\[
P(\sup_{t \in T} |X_t - X_{t_0}| > C(\gamma_2(T,d_2) + \gamma_1(T,d_1) + u\Delta_2(T) + u^2\Delta_1(T))) \leq 2 \exp(-u^2),
\]

where \( C \) is a positive constant and \( \Delta_2(T) \) (\( \Delta_1(T) \)) is the diameter of \( T \) with respect to \( d_2 \) (\( d_1 \)).

Here, we introduce the definition of \( \gamma_\alpha \)-functional used in the above lemma.

**Definition 2 (\( \gamma_\alpha \)-functional).** Let \((T, d)\) be a semi-metric space. For any \( 0 < \alpha < \infty \), the \( \gamma_\alpha \)-functional of \((T, d)\) is defined as

\[
\gamma_\alpha(T, d) = \inf_T \sup_{t \in T} \sum_{n=0}^{\infty} 2^{\frac{n}{\alpha}} d(t, T_n),
\]

where \( d(t, T_n) = \inf_{s \in T_n} d(t, s) \) and the infimum in (34) is taken over all admissible sequences.

VII. MODEL

The corresponding negative log-likelihood function is

\[
f_n(\Gamma, \Omega) = -\log |\Omega| + \frac{1}{n} \text{tr} \left\{ (Y - X\Gamma)\Omega(Y - X\Gamma)^T \right\}
\]

\[
= -\log |\Omega| + \frac{1}{n} \text{tr} \left\{ (\Gamma - \Gamma_*)^T X^TX(\Gamma - \Gamma_*)\Omega - 2E^TX(\Gamma - \Gamma_*)\Omega + E^TE\Omega \right\},
\]

where \( X \in \mathbb{R}^{n \times d}, Y \in \mathbb{R}^{n \times m}, \Gamma \in \mathbb{R}^{d \times m}, \Omega \in \mathbb{R}^{m \times m} \). Without the generality, we suppose \( \Omega \) is symmetric. The population loss function is

\[
f(\Gamma, \Omega) = -\log |\Omega| + \text{tr} \left\{ (\Gamma - \Gamma_*)^T \Sigma X(\Gamma - \Gamma_*)\Omega + \Omega^{-1} \right\}.
\]
For the convenience of analysis, we collect the corresponding gradients and Hessian matrices here

$$\nabla_G f_n(\Gamma, \Omega) = \frac{2}{n} X^T X (\Gamma - \Gamma_*) \Omega - \frac{2}{n} X^T E \Omega,$$  

(37)

$$\nabla_{\Omega} f_n(\Gamma, \Omega) = -\Omega^{-1} + \frac{1}{n} (\Gamma - \Gamma_*)^T X^T X (\Gamma - \Gamma_*) - \frac{2}{n} (\Gamma - \Gamma_*)^T X^T E + \frac{1}{n} E^T E,$$  

(38)

$$\nabla_G f(\Gamma, \Omega) = 2 \Sigma X (\Gamma - \Gamma_*),$$  

(39)

$$\nabla_{\Omega} f(\Gamma, \Omega) = -\Omega^{-1} + (\Gamma - \Gamma_*)^T \Sigma X (\Gamma - \Gamma_*) + \Omega^{-1},$$  

(40)

$$\nabla^2_G f(\Gamma, \Omega) = \Omega \otimes 2 \Sigma X,$$  

(41)

$$\nabla^2_{\Omega} f(\Gamma, \Omega) = \Omega^{-1} \otimes \Omega^{-1}.$$  

(42)

Here $\nabla^2_G f(\Gamma, \Omega)$ and $\nabla^2_{\Omega} f(\Gamma, \Omega)$ is in the sense of vectorization.

In [3], the authors introduce the following local properties of the population function $f(\Gamma, \Omega)$ required by the analysis.

**Lemma 4.** Under Assumption 1 and 2, for any $\Gamma, \Gamma' \in B_F(\Gamma_*; R)$, we have

$$\nu_{\min} \tau_{\min} \|\Gamma' - \Gamma\|^2_F \leq f(\Gamma', \Omega_*) - f(\Gamma, \Omega_*) - \langle \nabla f(\Gamma, \Omega_*), \Gamma' - \Gamma \rangle \leq \nu_{\max} \tau_{\max} \|\Gamma' - \Gamma\|_F.$$  

(43)

**Lemma 5.** Under Assumption 1 and 2, for any $\Omega, \Omega' \in B_F(\Omega_*; R)$ where $R \leq \frac{\nu_{\min}}{2}$, we have

$$\frac{1}{\nu_{\min}} \|\Omega' - \Omega\|^2_F \leq f(\Gamma_*, \Omega') - f(\Gamma_*, \Omega) - \langle \nabla f(\Gamma_*, \Omega), \Omega' - \Omega \rangle \leq \frac{2}{\nu_{\min}} \|\Omega' - \Omega\|_F.$$  

(44)

**Lemma 6.** Under Assumption 1 and Assumption 2, for any $\Omega \in B_F(\Omega_*; R)$, we could derive

$$\|\nabla_G f(\Gamma_*, \Omega) - \nabla_G f(\Gamma, \Omega)\|_F \leq 2 \tau_{\max} R \|\Omega - \Omega_*\|_F.$$  

(45)

For any $\Gamma \in B_F(\Gamma_*; R)$, we could derive

$$\|\nabla_{\Omega} f(\Gamma_*, \Omega) - \nabla_{\Omega} f(\Gamma, \Omega)\|_F \leq \tau_{\max} R \|\Gamma - \Gamma_*\|_F.$$  

(46)

VIII. ANALYSIS OF THE ALTERNATING GRADIENT DESCENT WITH HARD THRESHOLDING (PROOF OF THEOREM 1)

Our analysis is based on the facts $\Gamma_t \in B_F(\Gamma_*; R)$ and $\Omega_t \in B_F(\Omega_*; R)$.

A. Analysis of the iteration about $\Gamma$

First, we introduce two helpful lemmas for our analysis.

With the following lemma, we could deal with terms with the hard thresholding operator.

**Lemma 7.** [44] Suppose $x^*$ is a sparse vector satisfying $\|x^*\|_0 \leq s_*$. $\mathcal{H}T(\cdot, s)$ is the hard thresholding operator with $s \geq s_*$. Then we could bound the difference $\|\mathcal{H}T(x, s) - x^*\|_2$ for any $x$ by

$$\|\mathcal{H}T(x, s) - x^*\|_2 \leq (1 + \frac{2 \sqrt{s_*}}{\sqrt{s} - s_*}) \|x - x^*\|_2.$$  

(47)

The following lemma lays a foundation for the convergence analysis of gradient descent iterations.

**Lemma 8.** [45] Suppose $f(x)$ is $\mu$-strongly convex and $L$-smooth. With the step size $\eta = \frac{2}{(L + \mu)}$, the gradient descent iteration would contract as

$$\|x - \eta \nabla f(x) - x^*\|_2 \leq \frac{L - \mu}{L + \mu} \|x - x^*\|_2.$$  

(48)

where $x^*$ is the optimal point.

We set the step sizes as

$$\eta_\Gamma = \frac{1}{\nu_{\max} \tau_{\max} + \nu_{\min} \tau_{\min}} \quad \text{and} \quad \eta_\Omega = \frac{8 \nu_{\max}^2 \nu_{\min}^2}{16 \nu_{\max}^2 \nu_{\min}^2}.$$  

(49)

We write $\mathcal{I} = \mathcal{I}_{t+1} \cup \mathcal{I}_s$, where $\mathcal{I}_{t+1}$ and $\mathcal{I}_s$ are the support sets of $\Gamma_{t+1}$ and $\Gamma_*$, respectively.
Now, we could rewrite $\|\Gamma_{t+1} - \Gamma_*\|_F$ as
\[
\|\Gamma_{t+1} - \Gamma_*\|_F \\
= \|\mathcal{H}T((\Gamma_t - \eta_t \nabla f_n(\Gamma_t, \Omega_t))_T, s_T) - \Gamma_*\|_F \\
\leq \sqrt{1 + \frac{2\sqrt{s_T}}{\sqrt{s_T} - s_T}} \|\Gamma_t - \eta_t \nabla f_n(\Gamma_t, \Omega_t) - \Gamma_*\|_F \\
\leq \sqrt{1 + \frac{2\sqrt{s_T}}{\sqrt{s_T} - s_T}} (\|\Gamma_t - \eta_t \nabla f(\Gamma_t, \Omega_t)\|_F - \Gamma_*|_{\Omega_t}) + \eta_t \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F \\
\leq \sqrt{1 + \frac{2\sqrt{s_T}}{\sqrt{s_T} - s_T}} (\|\Gamma_t - \eta_t \nabla f(\Gamma_t, \Omega_t)\|_F - \Gamma_*|_{\Omega_t}) + \eta_t \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F ,
\]
where the first inequality is based on Lemma 7.

The first term of (52) could be bounded by the strong convexity and the smoothness of the population function $f(\Gamma, \Omega)$ about $\Gamma$ in Lemma 4 and the corresponding convergence result in Lemma 8
\[
\|\Gamma_t - \eta_t \nabla f(\Gamma_t, \Omega_t) - \Gamma_*\|_F \leq \frac{\tau_{\max}\rho_{\max} - \tau_{\min}\rho_{\min}}{\tau_{\max}\rho_{\max} + \tau_{\min}\rho_{\min}} \|\Gamma_t - \Gamma_*\|_F .
\]

The second term of (52) could be rewritten as
\[
\|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F \leq \|\nabla f(\Gamma_t, \Omega_t) - \nabla f(\Gamma_t, \Omega_t)\|_F + \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F .
\]
The first part could be bounded by the Lipschitz property of $\nabla f(\Gamma, \cdot)$ about $\Omega$ around $\Omega_*$ in Lemma 6
\[
\|\nabla f(\Gamma_t, \Omega_t) - \nabla f(\Gamma_t, \Omega_t)\|_F \leq 2\tau_{\max} R\|\Omega_t - \Omega_*\|_F .
\]
The second part is associated with the sample loss function $f_n(\Gamma, \Omega)$ and needs the sample-based analysis in the following lemma.

**Lemma 9.** Under Assumption 1 and 2, we set $\eta_t = \frac{1}{\tau_{\max}\rho_{\max} + \tau_{\min}\rho_{\min}}$. For any $\Gamma_t \in B_F(\Gamma_*, R)$ and $\Omega_t \in B_F(\Omega_*, R)$, the difference $(\nabla f_n(\Gamma_t, \Omega_t))_T$ could be bounded by
\[
\eta_t \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F \leq C_{\Gamma, \Omega} \frac{1}{\tau_{\max}\rho_{\max} + \tau_{\min}\rho_{\min}} \left( \frac{R}{\sqrt{\nu_{\max}}} \omega_T + \omega_T + u \sqrt{n} \right) \|\Omega_t - \Omega_*\|_F + \frac{\omega_T + u}{\sqrt{n}} \|\Gamma_t - \Gamma_*\|_F
\]
with probability at least $1 - 8\exp(-u^2)$, when $n \geq (\omega_T + \omega_T + u)^2$.

**B. Analysis of the iteration about $\Omega$**

Similarly, we write $\mathcal{T} = \mathcal{T}_{t+1} \cup \mathcal{T}_*$, where $\mathcal{T}_{t+1}$ and $\mathcal{T}_*$ are the support sets of $\Omega_{t+1}$ and $\Omega_*$, respectively. For $\mathcal{T}$ contains $\mathcal{T}_{t+1}$ and $\mathcal{T}_*$, we could rearrange $\|\Omega_{t+1} - \Omega_*\|_F$ as
\[
\|\Omega_{t+1} - \Omega_*\|_F = \|\mathcal{H}T((\Omega_t - \eta_t \nabla f_n(\Gamma_t, \Omega_t))_T, s_T) - \Omega_*\|_F \\
\leq \sqrt{1 + \frac{2\sqrt{s_T}}{\sqrt{s_T} - s_T}} \|\Omega_t - \eta_t \nabla f(\Gamma_t, \Omega_t)\|_F - \Omega_*|_{\Omega_t} + \eta_t \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F \\
\leq \sqrt{1 + \frac{2\sqrt{s_T}}{\sqrt{s_T} - s_T}} \|\Omega_t - \eta_t \nabla f(\Gamma_t, \Omega_t)\|_F - \Omega_*|_{\Omega_t} + \eta_t \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F ,
\]
where the first inequality is based on Lemma 7.

The first term of (59) could be bounded by the strong convexity and the smoothness of the population function $f(\Gamma, \Omega)$ about $\Omega$ in Lemma 5 and the corresponding convergence result in Lemma 8
\[
\|\Omega_t - \eta_t \nabla f(\Gamma_t, \Omega_t)\|_F - \Omega_*|_{\Omega_t} \leq \frac{16\sigma_{\Omega}^2}{16\rho_{\max}^2 + \rho_{\min}^2} \|\Gamma_t - \Gamma_*\|_F .
\]
The second term of (59) could be rewritten as
\[
\|\nabla f(\Gamma, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F \leq \|\nabla f(\Gamma, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F + \|\nabla f_n(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F.
\] (61)

The first part could be bounded by the Lipschitz property of \(\nabla f(\cdot, \Omega)\) about \(\Gamma\) around \(\Gamma_s\) in Lemma 6
\[
\|\nabla f(\Gamma_s, \Omega_t) - \nabla f(\Gamma_t, \Omega_t)\|_F \leq \tau_{\text{max}} R \|\Gamma_t - \Gamma_s\|_F.
\] (62)

The second part is associated with the sample loss function \(f_n(\Gamma, \Omega)\) and needs the sample-based analysis in the following lemma.

**Lemma 10.** Under the same condition as Lemma 9, for any \(\Gamma_t \in \mathbb{B}_F(\Gamma_s, R)\) and \(\Omega_t \in \mathbb{B}_F(\Omega_s, R)\), the difference \(\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\) could be bounded by
\[
\eta_t \|\nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\|_F \leq C_t \sqrt{2 \tau_{\text{max}}^2 + \nu_{\text{min}}^2} \left(\tau_{\text{max}} R \left\|\Gamma_t - \Gamma_s\right\|_F + \sqrt{\tau_{\text{max}}^2 \omega + \omega_\Gamma + u} + \frac{1}{\nu_{\text{min}}} \frac{\omega_\Gamma + u}{\sqrt{n}}\right),
\] (63)
with probability at least \(1 - 6 \exp(-u^2)\), when \(n \geq (\omega_\Gamma + \omega_\Omega + u)^2\).

**C. Analysis of the whole convergence result**

We define the convergence parameter \(\rho_{\text{pop}}\) associated with the population loss function as
\[
\rho_{\text{pop}} = \max(1 - \frac{2 \tau_{\text{min}}^2 \nu_{\text{min}}^2}{\tau_{\text{max}} R}, 1 - \frac{2 \tau_{\text{min}}^2 \nu_{\text{min}}^2}{\tau_{\text{max}} R + \tau_{\text{min}}^2 \nu_{\text{min}}^2}),
\] (64)

where the inequality is from \(R \leq \min(2 \tau_{\text{max}}, \frac{1}{\sqrt{\tau_{\text{max}}^2 \nu_{\text{max}}^2}})\), which guarantees \(\rho_{\text{pop}} < 1\). By the assumptions \(s_{\text{Gamma}} \geq (1 + 4(1/\rho_{\text{pop}} - 1)^2) s_{\text{Gamma}}^*\) and \(s_{\Omega} \geq (1 + 4(1/\rho_{\text{pop}} - 1)^2) s_{\Omega}^*\), we could bound the two parameters associated with the hard thresholding operation by
\[
\max(\sqrt{1 + \frac{2 \sqrt{s_{\text{Gamma}}}}\sqrt{s_{\text{Gamma}}}} \sqrt{1 + \frac{2 \sqrt{s_{\Omega}}}{\sqrt{s_{\Omega}} + \sqrt{s_{\Omega}}}}) \leq \frac{1}{\sqrt{\rho_{\text{pop}}}}.
\] (65)

Then, we consider all components of \(\|\Gamma_{t+1} - \Gamma_s\|_F\). Taking (53), (55) and Lemma 9 into (52), we could derive
\[
\|\Gamma_{t+1} - \Gamma_s\|_F \leq \sqrt{1 + \frac{2 \sqrt{s_{\text{Gamma}}}}{\sqrt{s_{\text{Gamma}}}} \left\{\frac{\tau_{\text{max}} R}{\tau_{\text{max}} \nu_{\text{max}} + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Gamma_t - \Gamma_s\right\|_F + \frac{2 \tau_{\text{max}} R}{\tau_{\text{max}} \nu_{\text{max}} + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Omega_t - \Omega_s\right\|_F + \eta_t \sup_{V \in \mathcal{G}_{2\tau} \cap S_{\text{Gamma}} - 1} \left\{\langle V, \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\rangle\right\} \right\} + \frac{\rho_{\text{Gamma}}}{\sqrt{\rho_{\text{pop}}}} \max(\|\Gamma_t - \Gamma_s\|_F, \|\Omega_t - \Omega_s\|_F) + \epsilon_t \right\}
\] (66)

where the second inequality is based on the assumption of \(s_{\text{Gamma}}\) in (65) and the third inequality is from (64).

Here
\[
\rho_{\text{Gamma}} = \frac{\tau_{\text{max}} \nu_{\text{max}} + \tau_{\text{min}} \nu_{\text{min}}}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\{\frac{\tau_{\text{max}} R}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Gamma_t - \Gamma_s\right\|_F + \frac{\tau_{\text{max}} R}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Omega_t - \Omega_s\right\|_F + \eta_t \sup_{V \in \mathcal{G}_{2\tau} \cap S_{\text{Gamma}} - 1} \left\{\langle V, \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\rangle\right\} \right\} + \frac{\rho_{\text{Gamma}}}{\sqrt{\rho_{\text{pop}}}} \max(\|\Gamma_t - \Gamma_s\|_F, \|\Omega_t - \Omega_s\|_F) + \epsilon_t \right\}
\] (67)
\[
\rho_{\text{Gamma}} = \frac{\tau_{\text{max}} \nu_{\text{max}} + \tau_{\text{min}} \nu_{\text{min}}}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\{\frac{\tau_{\text{max}} R}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Gamma_t - \Gamma_s\right\|_F + \frac{\tau_{\text{max}} R}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Omega_t - \Omega_s\right\|_F + \eta_t \sup_{V \in \mathcal{G}_{2\tau} \cap S_{\text{Gamma}} - 1} \left\{\langle V, \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\rangle\right\} \right\} + \frac{\rho_{\text{Gamma}}}{\sqrt{\rho_{\text{pop}}}} \max(\|\Gamma_t - \Gamma_s\|_F, \|\Omega_t - \Omega_s\|_F) + \epsilon_t \right\}
\] (68)
\[
\epsilon_t = \frac{\tau_{\text{max}} \nu_{\text{max}} + \tau_{\text{min}} \nu_{\text{min}}}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\{\frac{\tau_{\text{max}} R}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Gamma_t - \Gamma_s\right\|_F + \frac{\tau_{\text{max}} R}{\tau_{\text{max}} R + \tau_{\text{min}} \nu_{\text{min}}} \left\|\Omega_t - \Omega_s\right\|_F + \eta_t \sup_{V \in \mathcal{G}_{2\tau} \cap S_{\text{Gamma}} - 1} \left\{\langle V, \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t)\rangle\right\} \right\} + \frac{\rho_{\text{Gamma}}}{\sqrt{\rho_{\text{pop}}}} \max(\|\Gamma_t - \Gamma_s\|_F, \|\Omega_t - \Omega_s\|_F) + \epsilon_t \right\}
\] (69)

If we want \(\|\Gamma_{t+1} - \Gamma_s\|_F \leq R\), we need to guarantee
\[
(\sqrt{\rho_{\text{pop}}} + \rho_{\text{Gamma}}) R + \epsilon_t \leq R
\] (70)
Then, we could derive
\[ \epsilon_{\Gamma} + \rho_{\Gamma, \text{sam}} R \leq \left( 1 - \sqrt{\rho_{\text{pop}}} \right) R. \] (71)

Next, we consider all components of \( \| \Omega_{t+1} - \Omega_{\ast} \|_F \).

Taking (60), (62) and Lemma 10 into (59), we could derive
\[
\| \Omega_{t+1} - \Omega_{\ast} \|_F \\
\leq \left( 1 + \frac{2 \sqrt{s_{\Omega}}}{\sqrt{s_{\Omega} - s_{\Omega}}} \right) \left\{ \frac{16 \nu_{\max}^2 - \nu_{\min}^2}{16 \nu_{\max}^2 + \nu_{\min}^2} \| \Omega_t - \Omega_{\ast} \|_F + \frac{8 \nu_{\max}^2 \nu_{\min} \tau_{\max} R}{16 \nu_{\max}^2 + \nu_{\min}^2} \| \Gamma_t - \Gamma_{\ast} \|_F \\
+ \eta_{\Omega} \sup_{\nu \in \mathbb{C}_2} \nu \Omega_{\ast} \Gamma_{\ast} R (\nu + \nu_{\min}) \right\} \\
\leq \left( \sqrt{\rho_{\text{pop}} + \rho_{\Gamma, \text{sam}}} \right) \max(\| \Gamma_t - \Gamma_{\ast} \|_F, \| \Omega_t - \Omega_{\ast} \|_F) + \epsilon_{\Omega} \\
\leq \left( \sqrt{\rho_{\text{pop}} + \rho_{\Gamma, \text{sam}}} \right) \max(\| \Gamma_t - \Gamma_{\ast} \|_F, \| \Omega_t - \Omega_{\ast} \|_F) + \epsilon_{\Omega}, \tag{73}
\]

where the second inequality is based on the assumption of \( s_{\Omega} \) in (65) and the third inequality is from (64).

Here
\[
\rho_{\Omega, \text{pop}} = \frac{16 \nu_{\max}^2 - \nu_{\min}^2}{16 \nu_{\max}^2 + \nu_{\min}^2} \min(\tau_{\max} R, \omega_{\Gamma} + \omega_{\Omega} + u) \\
\rho_{\Gamma, \text{sam}} = \frac{C_{\Gamma, 1} \nu_{\max} \nu_{\min}^2}{\sqrt{\rho_{\text{pop}}}} \left( \frac{\tau_{\max} R, \omega_{\Gamma} + \omega_{\Omega} + u}{\sqrt{n}} + \sqrt{\nu_{\min} \omega_{\Gamma} + \omega_{\Omega} + u} \right) \\
\epsilon_{\Omega} = \frac{C_{\Omega, 1} \nu_{\max} \nu_{\min}^2}{\sqrt{\rho_{\text{pop}}}} \frac{1}{\nu_{\min} \sqrt{n}} \omega_{\Omega} + u \\
\leq \frac{C_{\Omega, 1}}{\sqrt{\rho_{\text{pop}}}} \frac{\omega_{\Omega} + u}{\sqrt{n}}. \tag{76}
\]

If we want \( \| \Omega_{t+1} - \Omega_{\ast} \|_F \leq R \), we need to guarantee
\[
(\sqrt{\rho_{\text{pop}}} + \rho_{\Gamma, \text{sam}}) R + \epsilon_{\Omega} \leq R. \tag{77}
\]

Then, we could derive
\[
\epsilon_{\Omega} + \rho_{\Omega, \text{sam}} R \leq \left( 1 - \sqrt{\rho_{\text{pop}}} \right) R. \tag{78}
\]

When the number of measurements satisfies
\[
\sqrt{n} \geq C_{\Gamma, 3} \frac{\omega_{\Gamma} + \omega_{\Omega} + u}{\sqrt{\rho_{\text{pop}}}} R^\dagger, \tag{79}
\]

we could guarantee \( \| \Omega_{t+1} - \Omega_{\ast} \|_F \leq R \).

Finally, we consider \( \| \Gamma_t + \Gamma_{\ast} \|_F \) and \( \| \Omega_{t+1} - \Omega_{\ast} \|_F \) as a whole and derive
\[
\max(\| \Gamma_t + \Gamma_{\ast} \|_F, \| \Omega_{t+1} - \Omega_{\ast} \|_F) \\
\leq \left( \sqrt{\rho_{\text{pop}}} + \max(\rho_{\Gamma, \text{sam}}, \rho_{\Omega, \text{sam}}) \right) \max(\| \Gamma_t - \Gamma_{\ast} \|_F, \| \Omega_t - \Omega_{\ast} \|_F) + \max(\epsilon_{\Gamma}, \epsilon_{\Omega}). \tag{80}
\]

We also define \( \rho_{\text{sam}} = \max(\rho_{\Gamma, \text{sam}}, \rho_{\Omega, \text{sam}}) \) and \( \epsilon = \max(\epsilon_{\Gamma}, \epsilon_{\Omega}) \).
D. Analysis of initialization (Proof of Theorem 2)

The initialization of \( \Gamma \) is derived from the following optimization problem
\[
\min_{\Gamma} \frac{1}{2} \| Y - X\Gamma \|_F^2
\]
subject to \( \| \text{vec}(\Gamma^T) \|_0 \leq s_\Gamma. \) (81)

The initialization of \( \Omega \) is derived from the following optimization problem
\[
\min_{\Omega} \frac{1}{2} \| \Omega - S^{-1} \|_F^2
\]
subject to \( \| \text{vec}(\Omega^T) \|_0 \leq s_\Omega, \) (82)

where \( S = (Y - X\Gamma_{\text{ini}})^T(Y - X\Gamma_{\text{ini}})/n. \)

The error \( \| \Gamma_{\text{ini}} - \Gamma_\ast \|_F \) is analyzed as the Lasso.

**Lemma 11.** When \( \sqrt{n} \geq C_{t,5} \frac{t_{\max}^2 \nu_{\min}^2}{\tau_{\min}^2 \nu_{\min}} \), we could derive
\[
\| \Gamma_{\text{ini}} - \Gamma_\ast \|_F \leq C_{t,5} \frac{\omega_T + u}{\sqrt{n}} \frac{t_{\max}^2 \nu_{\min}^2}{\tau_{\min}^2 \nu_{\min}}.
\]
with probability at least \( 1 - 4 \exp(-u^2) \).

When \( n \geq C_{t,6} (\omega_T + u)^2/R^2 \), we could derive
\[
\| \Gamma_{\text{ini}} - \Gamma_\ast \|_F \leq R.
\] (84)

The analysis of \( \| \Omega_{\text{ini}} - \Omega_\ast \|_F \) is more complicated.

**Lemma 12.** When \( \sqrt{n} > C_{t,4} \frac{t_{\max} \nu_{\min}}{\tau_{\min} \nu_{\min}} \), we could derive
\[
\| \Omega_{\text{ini}} - \Omega_\ast \|_F \leq C_{t,5} \frac{\omega_T + u}{\sqrt{n}} \frac{t_{\max} \nu_{\min}}{\tau_{\min} \nu_{\min}} \frac{m}{R^2},
\]
with probability at least \( 1 - 18 \exp(-u^2) \).

When \( n > C_{t,6} (m + \omega_T + u)^2/R^2 \), we could derive \( \| \Omega_{\text{ini}} - \Omega_\ast \|_F \leq R. \)

IX. ANALYSIS OF ALTERNATING PROJECTED GRADIENT DESCENT FOR GENERAL CONVEX REGULARIZERS (PROOF OF THEOREM 3)

Our analysis is based on the facts \( \Gamma_t \in B_F(\Gamma_\ast, R) \) and \( \Omega_t \in B_F(\Omega_\ast, R). \)

A. Analysis of the iteration about \( \Gamma \)

With the following lemma, we could bound the distance between the point after projection and the point in the constraint by a supremum of a series of inner products.

**Lemma 13.** Suppose \( \bar{x} = P_C(y) \), where \( C = \{ x \mid \mathcal{R}(x) \leq \mathcal{R}(x^\ast) \} \) and \( \mathcal{R}(\cdot) \) is a convex function. Then we could bound \( \| x - x^\ast \|_2 \) as
\[
\| x - x^\ast \|_2 \leq \sup_{v \in C \cap S_2} \langle v, y - x^\ast \rangle,
\]
where \( C = \text{cone}(D) \) is the decent cone, \( D = K - \{ x^\ast \} \) is the descent set and \( S_2 \) is the sphere with unit Euclidean norm.

Now, we could rewrite \( \| \Gamma_{t+1} - \Gamma_\ast \|_F \) as
\[
\begin{align*}
\| \Gamma_{t+1} - \Gamma_\ast \|_F &= \| P_{K_t}(\Gamma_t - \eta_T \nabla_T f_n(\Gamma_t, \Omega_t)) - \Gamma_\ast \|_F \\
&\leq \sup_{V \in \mathcal{C}_t \cap S^{d-1}} \langle V, \Gamma_t - \Gamma_\ast - \eta_T \nabla_T f_n(\Gamma_t, \Omega_t) \rangle \\
&= \sup_{V \in \mathcal{C}_t \cap S^{d-1}} \langle V, \Gamma_t - \Gamma_\ast - \eta_T \nabla_T f_n(\Gamma_t, \Omega_t) \rangle \\
&\quad + \eta_T (\nabla_T f_n(\Gamma_t, \Omega_t) - \nabla_T f_n(\Gamma_\ast, \Omega_t)) + \eta_T (\nabla_T f_n(\Gamma_t, \Omega_t) - \nabla_T f_n(\Gamma_\ast, \Omega_t)) \\
&\leq \| \Gamma_t - \eta_T \nabla_T f_n(\Gamma_t, \Omega_t) - \Gamma_\ast \|_F + \eta_T \| \nabla_T f_n(\Gamma_t, \Omega_t) - \nabla_T f_n(\Gamma_\ast, \Omega_t) \|_F \\
&\quad + \eta_T \sup_{V \in \mathcal{C}_t \cap S^{d-1}} \langle V, \nabla_T f_n(\Gamma_t, \Omega_t) - \nabla_T f_n(\Gamma_\ast, \Omega_t) \rangle,
\end{align*}
\]
(87–89)
where the first inequality is based on Lemma 13 and the last inequality is from the Cauchy–Schwarz inequality. The first and second terms of (92) have been bounded in the previous analysis. The third term of (92) could be analyzed in the same way as Lemma 9 with a different set $C_\Gamma$.

**Lemma 14.** Under Assumption 1 and 2, we set $\eta_\Gamma = \frac{1}{\nu_{\max}^\Gamma \max \nu_{\min}^\Gamma \min}$. For any $\Gamma_t \in B_p(\Gamma_\ast, R)$ and $\Omega_t \in B_p(\Omega_\ast, R)$, the term $\eta_\Gamma \sup_{V \in C_\Gamma \cap \mathbb{S}^{m-1}} \langle V, \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle$ could be bounded by

$$
\eta_\Gamma \sup_{V \in C_\Gamma \cap \mathbb{S}^{m-1}} \langle V, \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle
\leq C_{\Gamma,1} \frac{\nu_{\max}^\Gamma \max + \nu_{\min}^\Gamma \min}{\nu_{\max}^\Gamma} \left( \frac{R}{\sqrt{n}} \left| \bar{\omega}_\Gamma + \bar{\omega}_\Omega + u \right| \Omega_t - \Omega_\ast \right)_F + \frac{1}{\sqrt{n}} \left( \bar{\omega}_\Gamma + \bar{\omega}_\Omega + u \right) \left| \Omega_t - \Omega_\ast \right)_F, \tag{93}
$$

with probability at least $1 - 8 \exp(-u^2)$, when $n \geq (\bar{\omega}_\Gamma + \bar{\omega}_\Omega + u)^2$.

**B. Analysis of the iteration about $\Omega$**

First, we could rearrange $\left| \Omega_{t+1} - \Omega_\ast \right)_F$ as

$$
\left| \Omega_{t+1} - \Omega_\ast \right)_F
= \left| \mathcal{P}_{C_\Omega} \Omega_t - \eta_\Omega \nabla f_n(\Gamma_t, \Omega_t) - \Omega_\ast \right)_F, \tag{94}
$$

$$
\leq \sup_{V \in C_\Omega \cap \mathbb{S}^{m-1}} \langle V, \Omega_t - \Omega_\ast - \eta_\Omega \nabla f_n(\Gamma_t, \Omega_t) \rangle, \tag{95}
$$

$$
= \sup_{V \in C_\Omega \cap \mathbb{S}^{m-1}} \langle V, \Omega_t - \Omega_\ast - \eta_\Omega \nabla f(\Gamma_t, \Omega_t) \rangle
+ \eta_\Omega \nabla f_n(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle \left| \Omega_t - \Omega_\ast \right)_F + \eta_\Omega \left| \nabla f(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle \right|_F \tag{97}
$$

$$
+ \eta_\Omega \sup_{V \in C_\Omega \cap \mathbb{S}^{m-1}} \langle V, \nabla f_n(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle \right|_F \tag{98}
$$

where the first inequality is based on Lemma 13 and the last inequality is from the Cauchy–Schwarz inequality. The first and second terms of (99) have been bounded in the previous analysis. The third term of (99) could be analyzed in the same way as Lemma 10 with a different set $C_\Omega$.

**Lemma 15.** Under the same condition as Lemma 14. For any $\Gamma_t \in B_p(\Gamma_\ast, R)$ and $\Omega_t \in B_p(\Omega_\ast, R)$, the term $\eta_\Omega \sup_{V \in C_\Omega \cap \mathbb{S}^{m-1}} \langle V, \nabla f_n(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle$ could be bounded by

$$
\eta_\Omega \sup_{V \in C_\Omega \cap \mathbb{S}^{m-1}} \langle V, \nabla f_n(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle
\leq C_{\Omega,1} \frac{\nu_{\max}^\Omega \max \nu_{\min}^\Omega \min}{\nu_{\max}^\Omega} \left( \frac{R}{\sqrt{n}} \left| \bar{\omega}_\Gamma + \bar{\omega}_\Omega + u \right| \Omega_t - \Omega_\ast \right)_F + \frac{1}{\sqrt{n}} \left( \bar{\omega}_\Gamma + \bar{\omega}_\Omega + u \right) \left| \Omega_t - \Omega_\ast \right)_F, \tag{100}
$$

with probability at least $1 - 6 \exp(-u^2)$, when $n \geq (\bar{\omega}_\Gamma + \bar{\omega}_\Omega + u)^2$.

**C. Analysis of the whole convergence result**

Then, we consider all components of $\left| \| \Gamma_{t+1} - \Gamma_\ast \|_F \right.$ and derive

$$
\left| \| \Gamma_{t+1} - \Gamma_\ast \|_F \right.
\leq \frac{\tau_{\max}^\Gamma \max}{\nu_{\min}^\Gamma \min} \left( \left| \Gamma_t - \Gamma_\ast \right|_F + \frac{2\tau_{\max}^\Gamma R}{\nu_{\max}^\Gamma \max + \nu_{\min}^\Gamma \min} \left| \Omega_t - \Omega_\ast \right|_F \right.
+ \eta_\Gamma \sup_{V \in C_\Gamma \cap \mathbb{S}^{m-1}} \langle V, \nabla f_n(\Gamma_t, \Omega_t) - \nabla f_n(\Gamma_t, \Omega_t) \rangle \right|_F \tag{101}
$$

$$
\leq (\rho_{\Gamma, \ast} \max + \rho_{\Gamma, \ast} \min) \max(\| \Gamma_t - \Gamma_\ast \|_F, \| \Omega_t - \Omega_\ast \|_F) + \epsilon_\Gamma, \tag{101}
$$
we could guarantee when the number of measurements satisfies

\[ \sqrt{n} \geq C_{\Gamma,1} \frac{\bar{\omega}_T + \bar{\omega}_Q + u}{1 - \rho_{\text{pop}}} \]  

If we want \( \| \Gamma_{t+1} - \Gamma_* \|_F \leq R \), we need to guarantee

\[ (\rho_{\text{Gamma}} + \rho_{\text{Gamma}}) R + \epsilon_{\Gamma} \leq R \]  

or

\[ \epsilon_{\Gamma} + \rho_{\text{Gamma}} R \leq (1 - \rho_{\text{Gamma}}) R. \]  

Then, we could derive

\[ \epsilon_{\Gamma} + \rho_{\text{Gamma}} R \leq C_{\Gamma,1} \frac{\bar{\omega}_T + \bar{\omega}_Q + u}{\sqrt{n}}. \]  

When the number of measurements satisfies

\[ \sqrt{n} \geq C_{\Gamma,2} \frac{\bar{\omega}_T + \bar{\omega}_Q + u}{1 - \rho_{\text{Gamma}}} R. \]  

we could guarantee \( \| \Omega_{t+1} - \Omega_* \|_F \leq R. \)

Next, we consider all components of \( \| \Omega_{t+1} - \Omega_* \|_F \) and derive

\[ \| \Omega_{t+1} - \Omega_* \|_F \leq C_{\Omega,1} \frac{\bar{\omega}_T + \bar{\omega}_Q + u}{\sqrt{n}} \]  

where

\[ \rho_{\Omega, \text{pop}} = \frac{16 \nu_{\text{max}} - \nu_{\text{min}}}{16 \nu_{\text{max}} + \nu_{\text{min}}} \]  

\[ \rho_{\Omega, \text{sam}} = C_{\Omega,1} \frac{8 \nu_{\text{max}}^2}{16 \nu_{\text{max}} + \nu_{\text{min}}} \]  

If we want \( \| \Omega_{t+1} - \Omega_* \|_F \leq R \), we need to guarantee

\[ (\rho_{\Omega, \text{pop}} + \rho_{\Omega, \text{sam}}) R + \epsilon_{\Omega} \leq R \]  

or

\[ \epsilon_{\Omega} + \rho_{\Omega, \text{sam}} R \leq (1 - \rho_{\Omega, \text{pop}}) R. \]  

Then, we could derive

\[ \epsilon_{\Omega} + \rho_{\Omega, \text{sam}} R \leq C_{\Omega,1} \frac{8 \nu_{\text{max}}^2}{16 \nu_{\text{max}} + \nu_{\text{min}}} \frac{1}{\sqrt{n}} \]  

\[ \leq C_{\Omega,1} \frac{\bar{\omega}_T + \bar{\omega}_Q + u}{\sqrt{n}}. \]
When the number of measurements satisfies
\[\sqrt{n} \geq C_{\Omega} \left( \hat{\omega}_l + \omega_{\Omega} + a \right) \left( 1 - \rho_{\Omega, pop} \right) R,\]  
(114)
we could guarantee \(\|\Gamma_{t+1} - \Omega_s\|_F \leq R.\)

Finally, we consider \(\|\Gamma_{t+1} - \Gamma_*\|_F\) and \(\|\Omega_{t+1} - \Omega_s\|_F\) as a whole and derive
\[
\max (\|\Gamma_{t+1} - \Gamma_*\|_F, \|\Omega_{t+1} - \Omega_s\|_F) \\
\leq (\max (\rho_{\Omega, pop}, \rho_{\Omega, pop}) + \max (\rho_{\Omega, sam}, \rho_{\Omega, sam})) \max (\|\Gamma_t - \Gamma_*\|_F, \|\Omega_t - \Omega_s\|_F) + \max (\epsilon_{\Gamma}, \epsilon_{\Omega}).
\]  
(115)

We define the convergence parameter \(\rho_{pop}\) associated with the population loss function as
\[
\rho_{pop} = \max (\rho_{\Omega, pop}, \rho_{\Omega, pop})
\]
\[
= \max \left( \frac{2 \tau_{\min} \nu_{\min} + \tau_{\min} \nu_{\min}^2}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}, \frac{2 \tau_{\max} \rho_{\min}^2 + \tau_{\min} \nu_{\min}^2}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}, \frac{16 \nu_{\max}^2 + \nu_{\min}^2}{16 \nu_{\max}^2 + \nu_{\min}^2}, \frac{16 \nu_{\max}^2 + \nu_{\min}^2}{16 \nu_{\max}^2 + \nu_{\min}^2} \right)
\]
(116)
where the last inequality is from \(R \leq \min (\frac{2 \tau_{\min} \nu_{\min} + \tau_{\min} \nu_{\min}^2}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}, \frac{16 \nu_{\max}^2 + \nu_{\min}^2}{16 \nu_{\max}^2 + \nu_{\min}^2}),\) which guarantees \(\rho_{pop} < 1.\)

We also define \(\rho_{\Omega, sam} = \max (\rho_{\Omega, sam}, \rho_{\Omega, sam})\) and \(\epsilon = \max (\epsilon_{\Gamma}, \epsilon_{\Omega}).\)

The proof of Corollary 4 is the same as Theorem 2 apart from a different set \(C_{\Omega}.\)

X. ANALYSIS OF ORDINARY PROJECTED GRADIENT DESCENT (PROOF OF COROLLARY 2)

In this condition, the loss function becomes
\[f_n(\Gamma) = \frac{1}{2n} \text{tr}((Y - X\Gamma)\Omega_s(Y - X\Gamma)^T).\]
(117)

The corresponding gradients and Hessian matrix are
\[
\nabla f_n(\Gamma) = \frac{1}{n} X^T X (\Gamma - \Gamma_s) \Omega_s - \frac{1}{n} X^T E \Omega_s
\]
(118)
\[
\nabla^2 f(\Gamma) = \Omega_s \otimes X
\]
(119)
\[
\nabla^2 f(\Gamma) = \Omega_s \otimes X
\]
(120)

We set the step sizes as
\[
\eta_t = \frac{2}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}.
\]
(121)

We could write the projected gradient descent iteration as
\[
\|\Gamma_{t+1} - \Gamma_*\|_F = \|\mathcal{P}_{C_{\Omega}}(\Gamma_t - \eta_t \nabla f_n(\Gamma_t)) - \Gamma_*\|_F \\
\leq \sup_{V \in C_{\Omega} \cap S_{dm-1}} \langle V, \Gamma_t - \Gamma_* - \eta_t \nabla f_n(\Gamma_t) \rangle \\
\leq \|\Gamma_t - \Gamma_* - \eta_t \nabla f(\Gamma_t)\|_F + \eta_t \sup_{V \in C_{\Omega} \cap S_{dm-1}} \langle V, \nabla f(\Gamma_t) - \nabla f_n(\Gamma_t) \rangle,
\]
where the first inequality is based on Lemma 13 and the second inequality is from the Cauchy–Schwarz inequality.

The first term could be bounded by the strong convexity and the smoothness of \(f(\Gamma),\) which could be derived from the Hessian matrix \(\nabla^2 f(\Gamma)\) (120) and Assumption 1, 2. With Lemma 8, we have
\[
\|\Gamma_{t} - \eta_t \nabla f(\Gamma_t) - \Gamma_*\|_F \leq \frac{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}}{\tau_{\max} \nu_{\max} + \tau_{\min} \nu_{\min}} \|\Gamma_{t} - \Gamma_*\|_F.
\]
(122)

The second term could be rewritten as
\[
\eta_t \sup_{V \in C_{\Omega} \cap S_{dm-1}} \langle V, \nabla f(\Gamma_t) - \nabla f_n(\Gamma_t) \rangle = \eta_t \sup_{V \in C_{\Omega} \cap S_{dm-1}} \langle V, (\Sigma X - \frac{1}{n} X^T X)(\Gamma_t - \Gamma_*) \Omega_s + \frac{1}{n} X^T E \Omega_s \rangle
\]
\[
\leq \eta_t \sup_{V \in C_{\Omega} \cap S_{dm-1}} \langle V, (\Sigma X - \frac{1}{n} X^T X)(\Gamma_t - \Gamma_*) \Omega_s \rangle + \eta_t \sup_{V \in C_{\Omega} \cap S_{dm-1}} \langle V, \frac{1}{n} X^T E \Omega_s \rangle.
\]
(123)

These two parts have been analyzed in Lemma 9. The next two lemmas follow the same procedures as Lemma 21 and Lemma 23.
Lemma 16. Under the condition of $n \geq (\bar{\omega}_T + u)^2$, we could derive
\begin{equation}
P(\sup_{U, V \in C_{\Gamma} \cap S^{m-1}} \langle V, (\Sigma X - \frac{X^T X}{n}) U \Omega \rangle > C_{\Gamma, 7} \| \Sigma X \| \Omega \| (\frac{\bar{\omega}_T + u}{\sqrt{n}})) \leq 2 \exp(-u^2). \tag{124}
\end{equation}

Lemma 17. Under the condition of $n \geq (\bar{\omega}_T + u)^2$, we could derive
\begin{equation}
P(\sup_{V \in C_{\Gamma} \cap S^{m-1}} \langle V, \frac{1}{n} X^T E \Omega \rangle > C_{\Gamma, 8} \| \Sigma X \| \Omega \| (\frac{\bar{\omega}_T + u}{\sqrt{n}})) \leq 2 \exp(-u^2). \tag{125}
\end{equation}

We set
\begin{equation}
\rho_{\text{pop}} = \frac{\tau_{\text{max}}\nu_{\text{max}} - \tau_{\text{min}}\nu_{\text{min}}}{\tau_{\text{max}}\nu_{\text{max}} + \tau_{\text{min}}\nu_{\text{min}}} = 1 - \frac{2\tau_{\text{min}}\nu_{\text{min}}}{\tau_{\text{max}}\nu_{\text{max}} + \tau_{\text{min}}\nu_{\text{min}}}. \tag{126}
\end{equation}

When $n \geq (\bar{\omega}_T + u)^2$, we could derive
\[ \| \Gamma_{t+1} - \Gamma_* \|_F \leq (\rho_{\text{pop}} + 2C_{\Gamma, 7} \frac{\tau_{\text{max}}\nu_{\text{max}}}{\tau_{\text{max}}\nu_{\text{max}} + \tau_{\text{min}}\nu_{\text{min}}} \bar{\omega}_T + u \sqrt{n}) \| \Gamma_t - \Gamma_* \|_F + 2C_{\Gamma, 8} \frac{\tau_{\text{max}}\nu_{\text{max}}}{\tau_{\text{max}}\nu_{\text{max}} + \tau_{\text{min}}\nu_{\text{min}}} \frac{1}{\sqrt{\tau_{\text{max}}\nu_{\text{max}}}} \frac{\bar{\omega}_T + u}{\sqrt{n}}, \] with probability at least $1 - 4 \exp(-u^2)$.

Here we define
\begin{equation}
\rho_{\text{tr, sam}} = 2C_{\Gamma, 7} \frac{\tau_{\text{max}}\nu_{\text{max}}}{\tau_{\text{max}}\nu_{\text{max}} + \tau_{\text{min}}\nu_{\text{min}}} \bar{\omega}_T + u \sqrt{n}, \tag{127}
\end{equation}
and
\begin{equation}
\epsilon = 2C_{\Gamma, 8} \frac{\tau_{\text{max}}\nu_{\text{max}}}{\tau_{\text{max}}\nu_{\text{max}} + \tau_{\text{min}}\nu_{\text{min}}} \frac{1}{\sqrt{\tau_{\text{max}}\nu_{\text{max}}}} \frac{\bar{\omega}_T + u}{\sqrt{n}} \leq C_{\Gamma, 10} \frac{1}{\sqrt{\tau_{\text{max}}\nu_{\text{max}}}} \frac{\bar{\omega}_T + u}{\sqrt{n}}. \tag{128}
\end{equation}

XI. PROOF OF TECHNICAL LEMMAS

We use $C$ and $c$ to denote positive constants which might change from line to line throughout this part.

A. Proof of Lemma 1

This lemma could be viewed as a proposition of the Hanson-Wright inequality.

Lemma 18 (Hanson-Wright inequality [30]). Suppose $x$ is a random vector with independent sub-Gaussian components $x_i$ satisfying $\mathbb{E}[x_i^2] = 0$ and $\|x_i\|_{\psi_2} \leq K$. $A \in \mathbb{R}^{n \times n}$ is a fixed matrix. For $u > 0$, we could get
\begin{equation}
P(|x^T Ax - \mathbb{E}x^T Ax| > u) \leq 2 \exp(-c \min(-\frac{u^2}{K^4\|A\|_F^2}, \frac{u}{K^2\|A\|})), \tag{129}
\end{equation}
where $c > 0$ is a constant.

We could rearrange
\begin{equation}
\text{tr}(XX^T) = \text{vec}(X^T)^T(I_n \otimes U)\text{vec}(X^T) = \text{vec}(X^T)^T \Upsilon_X^+(I_n \otimes U) \Upsilon_X^+ \text{vec}(X^T). \tag{130}
\end{equation}

In this way, $\Upsilon_X^+ \text{vec}(X^T)$ becomes an isotropic Gaussian vector. Combining the rotation invariance of Gaussian vectors, we could derive
\begin{equation}
P(|\text{tr}(XX^T) - \mathbb{E}\text{tr}(XX^T)| > u) = P(|\langle g^T \Upsilon_X^+(I_n \otimes U) \Upsilon_X^+ g - \mathbb{E}g^T \Upsilon_X^+(I_n \otimes U) \Upsilon_X^+ g \rangle > u) \leq 2 \exp(-c \min(-\frac{u^2}{\|\Upsilon_X^+(I_n \otimes U) \Upsilon_X^+ \|_F^2 \| \Upsilon_X^+(I_n \otimes U) \Upsilon_X^+ \|})), \tag{131}
\end{equation}
where $g$ is a vector with independent standard Gaussian entries and the first inequality is based on Lemma 18. In the second inequality, we use $\|AB\|_F \leq \|A\|\|B\|_F$, $\|AB\| \leq \|A\|\|B\|$ and $\|A\| \leq \|A\|_F$ for two matrices $A$ and $B$. 
B. Proof of Lemma 2

This lemma could be viewed as an extension of the Bernstein’s inequality (Theorem 2.8.1 in [32]).

From the independence between \(X\) and \(E\) and the rotation invariance of Gaussian vectors, we could derive

\[
P(\|\text{tr}(EUX^T)\| > u) = P(\|\text{vec}(X^T)(I_n \otimes U^T)\text{vec}(E^T)\| > u) = P(\|g_X^T Y_X^T (I_n \otimes U^T) Y_E^T g_E\| > u),
\]

where \(g_E\) and \(g_X\) are two independent vectors with independent standard Gaussian entries.

We set \(Q = Y_X^T (I_n \otimes U^T) Y_E^T\) with the singular value decomposition \(U_Q \Sigma_Q V_Q\), where \(U_Q\) and \(V_Q\) are two unitary matrices.

We adopt the rotation invariance of Gaussian vectors again and derive

\[
P(\|g_X^T Y_X^T (I_n \otimes U^T) Y_E^T g_E\| > u) = P(\|g_X^T U_Q \Sigma_Q V_Q g_E\| > u)
\]

\[
= P(\|g_X^T \Sigma_Q g_E\| > u)
\]

\[
= P(\|\sum_{i=1}^{n m} \sigma_i \hat{g}_i \hat{g}_i^*\| > u)
\]

\[
\leq 2 \exp(-c \min(\frac{u^2}{\Sigma_Q F} , \frac{u}{\| \Sigma_Q \|}))
\]

\[
\leq 2 \exp(-c \min(\frac{u^2}{n \| Y_X^T \|^2 \| Y_E^T \|^2 \| U \|^F \| Y_X^T \Sigma_Q Y_E^T \|^F} , \frac{u}{\| \Sigma_Q \|}))
\]

where \(g_E\) and \(g_X\) are two independent vectors with independent standard Gaussian entries, \(\{ \hat{g}_i \}\) and \(\{ \hat{g}_i^* \}\) are entries of \(g_E\) and \(g_X\) respectively, \(\{ \sigma_i \}\) are singular values of \(Q\), for \(i = 1, \ldots, nm\). Here, we suppose \(m < d\). In the second equality, we use the rotation invariance of Gaussian vectors. The first inequality is based on the Bernstein’s inequality for the sum of the product of independent Gaussian variables. We also use \(\| Q \|_F = \| \Sigma_Q \|_F\), \(\| Q \| = \| \Sigma_Q \|\) and \(\| AB \|_F \leq \| A \| \| B \|_F\), \(\| A B \| \leq \| A \| \| B \|\), \(\| A \| \leq \| A \|_F\) for two matrices \(A\) and \(B\) in the last inequality.

C. Proof of Lemma 13

From the definition of projection, \(\hat{x}\) is the optimal solution of the following optimization problem

\[
\hat{x} = \arg\min_x \iota_K(x) + \frac{1}{2} \| x - y \|_2^2,
\]

where \(\iota_K(\cdot)\) is the indicator function defined as

\[
\iota_K(x) = \begin{cases} 0 & \text{if } x \in K, \\ \infty & \text{otherwise.} \end{cases}
\]

According to the fact that \(\hat{x}\) is the optimal solution, we could derive

\[
0 \in \partial \iota_K(\hat{x}) + \hat{x} - y = \partial \iota_K(\hat{x}) + \hat{x} - x^* + x^* - y.
\]

After reformulation, we could derive

\[
-(\hat{x} - x^* + x^* - y) \in \partial \iota_K(\hat{x}) = N(\hat{x}; K),
\]

where \(N(\hat{x}; K)\) is the normal cone of \(K\) at \(\hat{x}\). Here we adopt the fact that \(\partial \iota_K(\hat{x}) = N(\hat{x}; K)\) from [46, Example 2.32] and the normal cone at \(x \in K\) is defined in [46, Definition 9] as

\[
N(\hat{x}; K) := \{ v \mid \langle v, x - \hat{x} \rangle \leq 0, \forall x \in K \}.
\]

Combining with the definition of normal cone (135), we could get

\[
\langle - (\hat{x} - x^* + x^* - y), x^* - \hat{x} \rangle \leq 0,
\]

where we use the fact \(x^* \in K\).

Then it is easy to verify that

\[
\| \hat{x} - x^* \|^2_2 \leq \langle \hat{x} - x^*, y - x^* \rangle \leq \sup_{v \in \mathcal{C} \cap S_2} \langle v, y - x^* \rangle \| \hat{x} - x^* \|_2,
\]

where the second inequality is from \((\hat{x} - x^*)/\| \hat{x} - x^* \|_2 \in \mathcal{C} \cap S_2\).
D. Proof of Lemma 9

We first rewrite \( \nabla f_1(\Gamma, \Omega) - \nabla f_n(\Gamma, \Omega) \) as
\[
\nabla f_1(\Gamma, \Omega) - \nabla f_n(\Gamma, \Omega) = 2\Sigma X(\Gamma - \Gamma_*)\Omega_t - \frac{2}{n}X^T X(\Gamma - \Gamma_*)\Omega_t - \frac{2}{n}X^T E\Omega_t,
\]
(138)

With the definition of \( C_{2\gamma} \), we can derive
\[
\|(\nabla f_1(\Gamma, \Omega) - \nabla f_n(\Gamma, \Omega))_T\|_F \leq \sup_{V \in C_{2\gamma} \cap S^d} \langle V, \nabla f_1(\Gamma, \Omega) - \nabla f_n(\Gamma, \Omega) \rangle,
\]
(139)

where we use the fact \( \text{Card}(I) \leq 2\gamma \).

In this way, to bound \( \|(\nabla f_1(\Gamma, \Omega) - \nabla f_n(\Gamma, \Omega))_T\|_F \), we need to deal with four suprema of random processes.

The supreme of the random process associated with the first term of (138) could be bounded by Lemma 1 and 3. We need to verify it has a mixed tail. We rewrite the random process as
\[
\langle V, 2(\Sigma X - \frac{X^T X}{n})(\Gamma - \Gamma_*)\Omega_t \rangle = \langle V, 2(\Sigma X - \frac{X^T X}{n})PU \rangle\Gamma_t - \Gamma_*\|\Omega_t - \Omega_*\|_F,
\]
(140)

where \( P, V \in C_{2\gamma} \cap S_d \) and \( U \in C_{2\gamma} \cap S^{m-1} \).

Then we could rearrange the increment as
\[
X_{U,V,P} - X_{W,Z,Q} = \langle V, 2(\Sigma X - \frac{X^T X}{n})PU \rangle - \langle Z, 2(\Sigma X - \frac{X^T X}{n})QW \rangle
\]
\[
= \mathbb{E}[\frac{1}{n}\text{vec}(X^T(I_n \otimes (PUV^T - QWZ^T))\text{vec}(X^T))] - \frac{2}{n}\text{vec}(X^T(I_n \otimes (PUV^T - QWZ^T))\text{vec}(X^T)).
\]

We could further rearrange \( PUV^T - QWZ^T \) as
\[
PUV^T - QWZ^T = \frac{1}{2}P(U - W)(V + Z)^T + \frac{1}{2}P(U + W)(V - Z)^T + (P - Q)WZ^T.
\]
(141)

Its Frobenius norm could be bounded as
\[
\|PUV^T - QWZ^T\|_F^2 \leq 4\|U - W\|_F^2 + 4\|V - Z\|_F^2 + 2\|P - Q\|_F^2 \leq 4\|U\|_F^2 - \|W\|_F^2.
\]
(142)

Combining Lemma 1 with \( X_{U,V,P} - X_{W,Z,Q} \), we could derive the mixed tail
\[
P(|\langle V, 2(\Sigma X - \frac{X^T X}{n})PU \rangle - \langle Z, 2(\Sigma X - \frac{X^T X}{n})QW \rangle| > u)
\]
\[
\leq 2\exp(-c\min(u^2\|\Sigma X\|_F^2\|\frac{U}{\|P\|_F} - \frac{W}{\|Q\|_F}\|^2, \frac{u}{\frac{1}{n}\|\Sigma X\|_F})),
\]
(144)

where we use \( \|Y_X\| = \|\Sigma X\| \) under Assumption 2.

This means the increment has a mixed tail with \( d_2 = 4\|\Sigma X\|_F/\sqrt{n} \) and \( d_1 = 4\|\Sigma X\|_F/\|P\|_F \).

With Lemma 3, we could derive the event
\[
\sup_{P,V \in C_{2\gamma} \cap S^d} \frac{\sup}{U \in C_{2\gamma} \cap S^{d-1}} |\langle V, 2(\Sigma X - \frac{X^T X}{n})PU \rangle| > C(\gamma_2, d_2) + \gamma_1(T, d_1) + u\Delta_2(T) + u^2\Delta_1(T)
\]
(145)

holds with probability at most \( 2\exp(-u^2) \). Here \( T = C_{2\gamma} \cap S^{m^2-1} \times C_{2\gamma} \cap S^{d(m-1)} \times C_{2\gamma} \cap S^{d(m-1)}. \)

We adopt the following lemma to transfer the \( \gamma_1 \)-functional to the \( \gamma_2 \)-functional and deal with the coefficients of metrics.

Lemma 19. [47] For \( \gamma_\alpha \)-functional, we have
\[
\gamma_1(S, \| \cdot \|_2) \leq \gamma_2^2(S, \| \cdot \|_2)
\]
(146)
\[
\gamma_\alpha(S, cd) = c_\gamma(S, d),
\]
(147)
where \( \alpha > 0, c > 0 \).
Combining with the Talagrand’s majorizing measure theorem [39], we could bound the \( \gamma_2 \)-functional by the Gaussian width

\[
\gamma_2(T, \| \cdot \|_F) \leq C(\omega(C_{2n^p} \cap S_{dm}^{d-1})^2 + \omega(C_{2n^p} \cap S_{m^2}^{m-1})),
\]

where the Frobenius norm for a matrix is equivalent to the \( l_2 \) norm for a vector.

Then we could rearrange (145) further and derive the event

\[
\sup_{P, V \in C_{2n^p} \cap S_{dm}^{d-1}} \sup_{U \in C_{2n^p} \cap S_{m^2}^{m-1}} \| (V, 2(\Sigma X - \frac{X^TX}{n})PU) \| > C(4\|\Sigma X\| \frac{\omega_T + \omega_\Omega}{\sqrt{n}} + 4\|\Sigma X\| \frac{(\omega_T + \omega_\Omega)^2}{n} + 4\|\Sigma X\| \frac{u}{\sqrt{n}} \Delta_F(T) + 4\|\Sigma X\| \frac{u^2}{\Delta_F(T)})
\]

holds with probability at most \( 2 \exp(-u^2) \).

From the facts \( (\omega_T + \omega_\Omega)^2 + u^2 \leq (\omega_T + \omega_\Omega + u)^2 \) and \( \Delta_F(T) \leq 6 \), we could derive the following lemma when the term \( (\omega_T + \omega_\Omega + u)/\sqrt{n} \) is dominant.

**Lemma 20. Under** the condition of \( n \geq (\omega_T + \omega_\Omega + u)^2 \), we have

\[
P(\sup_{P, V \in C_{2n^p} \cap S_{dm}^{d-1}} \sup_{U \in C_{2n^p} \cap S_{m^2}^{m-1}} \| (V, 2(\Sigma X - \frac{X^TX}{n})PU) \| > C\|\Sigma X\| \frac{(\omega_T + \omega_\Omega + u)}{\sqrt{n}}) \leq 2 \exp(-u^2).
\]

The random process associated with the second term of (138) could be written as

\[
\| (2(\Sigma X - \frac{X^TX}{n})\Gamma_t - \Gamma_s) \|_F \leq \sup_{U, V \in C_{2n^p} \cap S_{dm}^{d-1}} \| (V, 2(\Sigma X - \frac{X^TX}{n})U\Omega_s) \| \| \Gamma_t - \Gamma_s \|_F.
\]

We rearrange the random process \( X_{U, V} - X_{Z, W} \) as

\[
X_{U, V} - X_{Z, W} = (V, 2(\Sigma X - \frac{X^TX}{n})U\Omega_s) - (V, 2(\Sigma X - \frac{X^TX}{n})Z\Omega_s)
\]

\[
= \mathbb{E}[\frac{2}{n} \text{vec}(X^T) (I_n \otimes (U\Omega_s, V^T - Z\Omega_s, W^T)) \text{vec}(X^T)] - \frac{2}{n} \text{vec}(X^T) (I_n \otimes (U\Omega_s, V^T - Z\Omega_s, W^T)) \text{vec}(X^T).
\]

From the facts

\[
U\Omega_s, V^T - Z\Omega_s, W^T = (U - Z)\Omega_s, V^T + Z\Omega_s, (V - W)^T
\]

and

\[
\| U\Omega_s, V^T - Z\Omega_s, W^T \|_F \leq 2\|\Omega_s\|_F \| U - Z \|_F^2 + 2\|\Omega_s\|_F^2 \| V - W \|_F^2,
\]

we could derive the mixed tail according to Lemma 1

\[
P(\| (V, 2(\Sigma X - \frac{X^TX}{n})U\Omega_s) \| > u) \leq 2 \exp(-c \min \{ \frac{u^2}{\|\Sigma X\|_F^2 \|\Omega_s\|_F^2 \| (U - V) \|_F^2}, \frac{4u}{\|\Sigma X\|_F \|\Omega_s\|_F \| (U - V) \|_F} \}).
\]

Combining with Lemma 3, we have the following lemma.

**Lemma 21. When** \( n \geq (\omega_T + u)^2 \), we could derive

\[
P(\sup_{U, V \in C_{2n^p} \cap S_{dm}^{d-1}} \| (V, 2(\Sigma X - \frac{X^TX}{n})U\Omega_s) \| > C\|\Sigma X\| \|\Omega_s\| \frac{(\omega_T + u)}{\sqrt{n}}) \leq 2 \exp(-u^2).
\]

The random process associated with the third term of (138) could be written as

\[
\| (\frac{2}{n} \text{vec}(E^T) \Omega_t - \Omega_s) \|_F \leq \sup_{V \in C_{2n^p} \cap S_{dm}^{d-1}} \| (V, 2\frac{2}{n} X^TEP) \| \|\Omega_t - \Omega_s\|_F.
\]

The random process \( X_{V, P} - X_{Z, Q} \) could be rearranged as

\[
X_{V, P} - X_{Z, Q} = (V, \frac{2}{n} X^TEP) - (Z, \frac{2}{n} X^TEQ) = \frac{2}{n} \text{vec}(E^T)^T (I_n \otimes (P^T - QZ^T)) \text{vec}(X^T).
\]
From the facts
\[ PV^T - QZ^T = (P - Q)V^T + Q(V - Z)^T \] (158)
and
\[ \| PV^T - QZ^T \|_F^2 = 2\| P - Q \|_F^2 + 2\| V - Z \|_F^2, \] (159)
we could derive the mixed tail according to Lemma 2
\[
P(|\langle V, \frac{2}{n} X^T EP \rangle - \langle Z, \frac{2}{n} X^T EQ \rangle > t) \leq 2 \exp(-c \min\left(\frac{t^2}{\frac{2}{n}\| \Omega \|_2^2 \| \Sigma^\frac{1}{2}_X \|_F^2 \| (V - Z) \|_F^2 \right) \leq 2 \exp(-u^2). \] (160)
Combining with Lemma 3, we have the following lemma.

**Lemma 22.** Under the condition of \( n \geq (\omega^T + \omega_1 + u)^2 \), we could derive
\[
P(\sup_{V \in \mathbb{C}^{2n \times t} \cap S^{2m-1}} |\langle V, \frac{2}{n} X^T E \Omega_s \rangle| > u) \leq 2 \exp(-u^2). \] (161)

The random process associated with the fourth term of (138) could be written as
\[
\| \langle \frac{2}{n} X \Omega_s \rangle \|_F \leq \sup_{V \in \mathbb{C}^{2n \times t} \cap S^{2m-1}} |\langle V, \frac{2}{n} X^T E \Omega_s \rangle|. \] (162)

We arrange the random process \( X_V - X_Z \) as
\[
X_V - X_Z = \langle V, \frac{2}{n} X^T E \Omega_s \rangle - \langle Z, \frac{2}{n} X^T E \Omega_s \rangle = \frac{2}{n} \text{vec}(E^T)(I_n \otimes (\Omega_s V^T - \Omega_s Z^T))\text{vec}(X^T). \] (163)

Then we could derive the mixed tail according to Lemma 2
\[
P(|\langle V, \frac{2}{n} X^T E \Omega_s \rangle - \langle Z, \frac{2}{n} X^T E \Omega_s \rangle > u) \leq 2 \exp(-c \min\left(\frac{u^2}{\frac{2}{n}\| \Omega \|_2^2 \| \Sigma^\frac{1}{2}_X \|_F^2 \| (V - Z) \|_F^2 \right) \],\) (164)
where we use the fact \( \text{vec}(E \Omega_s) \sim N(0, I_n \otimes \Omega_s) \) under Assumption 1.

Combining with Lemma 3, we have the following lemma.

**Lemma 23.** Under the condition of \( n \geq (\omega^T + u)^2 \), we could derive
\[
P(\sup_{V \in \mathbb{C}^{2n \times t} \cap S^{2m-1}} |\langle V, \frac{2}{n} X^T E \Omega_s \rangle| > u) \leq 2 \exp(-u^2). \] (165)

Taking Lemma 20, 21, 22 and 23 into consideration, we could derive the event
\[
\| (\nabla_{\Gamma} f(\Gamma_t, \Omega_s) - \nabla_{\Gamma} f_s(\Gamma_t, \Omega_s)) \|_F \leq C(\| \Sigma^\frac{1}{2}_X \| \| (\omega^T + \omega_1 + u) \|^2 \| \Gamma_t - \Gamma_s \|_F + \| \Omega_s \|_F + \| \Omega_s \|_F \| \nabla_{\Gamma} f(\Gamma_t, \Omega_s) \|_F ) \] (166)
\[
\leq C(\max_{\nu_\Gamma}(\omega^T + \omega_1 + u) \| \Omega_s \|_F + \| \Omega_s \|_F \| \nabla_{\Gamma} f(\Gamma_t, \Omega_s) \|_F ) \] (167)
holds with probability at least \( 1 - 8 \exp(-u^2) \), when \( n \geq (\omega^T + \omega_1 + u)^2 \). Here we use Assumption 1, 2 and \( \max(\| \Gamma_t - \Gamma_s \|_F, \| \Omega_t - \Omega_s \|_F ) \leq R$.
E. Proof of Lemma 10

We first rewrite $\nabla_\Omega f(\Gamma_t, \Omega_t) - \nabla_{\Omega_0} f_0(\Gamma_t, \Omega_t)$ as

$$\nabla_\Omega f(\Gamma_t, \Omega_t) - \nabla_{\Omega_0} f_0(\Gamma_t, \Omega_t) = (\Gamma_t - \Gamma_\star)^T (\Sigma_X - \frac{X^T X}{n})(\Gamma_t - \Gamma_\star) + \frac{2}{n} (\Gamma_t - \Gamma_\star)^T X^T E + (\Omega_0^{-1} - \frac{1}{n} E^T E). \quad (166)$$

With the definition of $C_{2n\Omega}$, we could derive

$$\| \nabla_\Omega f(\Gamma_t, \Omega_t) - \nabla_{\Omega_0} f_0(\Gamma_t, \Omega_t) \|_{\mathcal{F}} \leq \sup_{V \in C_{2n\Omega} \cap S^{m-1}} \langle V, \nabla_\Omega f(\Gamma_t, \Omega_t) - \nabla_{\Omega_0} f_0(\Gamma_t, \Omega_t) \rangle, \quad (167)$$

where we use the fact Card($\mathcal{T}$) $\leq 2n\Omega$.

In this way, to bound $\| \nabla_\Omega f(\Gamma_t, \Omega_t) - \nabla_{\Omega_0} f_0(\Gamma_t, \Omega_t) \|_{\mathcal{F}}$ and $\sup_{V \in C_{2n\Omega} \cap S^{m-1}} \langle V, \nabla_\Omega f(\Gamma_t, \Omega_t) - \nabla_{\Omega_0} f_0(\Gamma_t, \Omega_t) \rangle$, we need to deal with three suprema of random processes.

The random process associated with the first term of (166) could be written as

$$\sup_{V \in C_{2n\Omega} \cap S^{m-1}} \langle V, (\Gamma_t - \Gamma_\star)^T (\Sigma_X - \frac{X^T X}{n})(\Gamma_t - \Gamma_\star) \leq \sup_{U \in C_{2n\Omega} \cap S^{m-1}} \langle V, U^T (\Sigma_X - \frac{X^T X}{n})U \| (\Gamma_t - \Gamma_\star)^2. \quad (168)$$

We could rearrange the random process $X_U, V - X_{W, Z}$ as

$$X_U, V - X_{W, Z} = \mathbb{E}\left[\frac{1}{n} \text{vec}(X^T)^T(I_n \otimes (\Sigma X - \frac{X^T X}{n})) \text{vec}(X^T)\right] = \frac{1}{n} \text{vec}(X^T)^T(I_n \otimes (\Sigma X - \frac{X^T X}{n})) \text{vec}(X^T). \quad (169)$$

From the facts

$$U^T U^T - W Z^T W^T = \frac{1}{2}(U - W)V^T(U + W)^T + \frac{1}{2}(U + W)V^T(U - W)^T + W(V - Z)^T W^T \quad (170)$$

and

$$\|U^T U^T - W Z^T W^T\|^2 \leq 8\|U - W\|^2 + 2\|V - Z\|^2, \quad (171)$$

we could derive the mixed tail according to Lemma 1

$$P\left(\|\langle V, U^T (\Sigma_X - \frac{X^T X}{n})U \rangle - \langle Z, W^T (\Sigma_X - \frac{X^T X}{n})W \rangle\| > u\right)$$

$$\leq 2\exp(-c\min\left(\frac{u^2}{\frac{1}{n}\|\Sigma X\|^2\|(\frac{U}{V}) - (\frac{W}{Z})\|^2_F}, \frac{2\Sigma X\|\Sigma X\|^2\|(\frac{U}{V}) - (\frac{W}{Z})\|^2_F}\right)). \quad (172)$$

Combining with Lemma 3, we have the following lemma.

**Lemma 24.** When $n \geq C(\omega_F + \omega \Omega + u)^2$, we could derive

$$P\left(\sup_{U \in C_{2n\Omega} \cap S^{m-1}} \|\langle V, U^T (\Sigma_X - \frac{X^T X}{n})U \rangle \| \geq C\|\Sigma X\|\left(\frac{\omega_F + \omega \Omega + u}{\sqrt{n}}\right)\right) \leq 2\exp(-u^2). \quad (173)$$

The random process associated with the second term of (166) could be written as

$$\sup_{V \in C_{2n\Omega} \cap S^{m-1}} \langle V, \frac{2}{n}(\Gamma_t - \Gamma_\star)^T X^T E \rangle \leq \sup_{U \in C_{2n\Omega} \cap S^{m-1}} \langle V, \frac{2}{n} U^T X^T E \rangle \| (\Gamma_t - \Gamma_\star)\|_{\mathcal{F}}. \quad (174)$$

The random process $X_U, V - X_{W, Z}$ could be rearranged as

$$X_U, V - X_{W, Z} = \text{vec}(E^T)^T(I_n \otimes (V^T U^T - Z^T W^T)) \text{vec}(X^T). \quad (175)$$

From the fact

$$V^T U^T - Z^T W^T = (V - Z)^T U^T + Z^T (U - W)^T, \quad (176)$$

we could derive the mixed tail according to Lemma 2

$$P\left(\|\langle V, \frac{2}{n} U^T X^T E \rangle - \langle Z, \frac{2}{n} W^T X^T E \rangle\| > u\right)$$

$$\leq 2\exp(-c\min\left(\frac{u^2}{\frac{1}{n}\|\Omega_\star\|^2\|\Sigma X\|^2\|(\frac{U}{V}) - (\frac{W}{Z})\|^2_F}, \frac{2\Sigma X\|\Omega_\star\|^2\|\Sigma X\|^2\|(\frac{U}{V}) - (\frac{W}{Z})\|^2_F}\right)). \quad (177)$$
Combining with Lemma 3, we have the following lemma.

**Lemma 25.** When \( n \geq (\omega_T + \omega_\Omega + u)^2 \), we can derive

\[
P\left( \sup_{V \in C_{2n} \cap S^{dn-1}} \left| \langle V, \frac{2}{n} E^T XU \rangle \right| > C \left\| \Omega_*^{-\frac{3}{2}} \left\| \Sigma_X \frac{2}{\sqrt{n}} \left( \frac{\omega_T + \omega_\Omega + u}{\sqrt{n}} \right) \right\| \right\| \leq 2 \exp(-u^2). \right)
\]  

(178)

The random process associated with the third term of (166) could be written as

\[
\sup_{V \in C_{2n} \cap S^{dn-1}} \langle V, \Omega_*^{-1} - \frac{1}{n} E^T E \rangle.
\]

(179)

The random process \( X_V - X_Z \) could be rearranged as

\[
X_V - X_Z = E\left[ \frac{1}{n} \text{vec}(E^T) (I_n \otimes (V^T - Z^T)) \text{vec}(E^T) \right] - \frac{1}{n} \text{vec}(E^T) (I_n \otimes (V^T - Z^T)) \text{vec}(E^T).
\]

(180)

We could derive the mixed tail according to Lemma 1

\[
P(\langle V - Z, \Omega_*^{-1} - \frac{1}{n} E^T E \rangle > u) \leq 2 \exp(-c \min\left( \frac{u^2}{n \| \Omega_*^{-1} \| \| V - Z \|_F^2}, \frac{u}{n} \| \Omega_*^{-1} \| \| V - Z \|_F \right)).
\]

(181)

Combining with Lemma 3, we have the following lemma.

**Lemma 26.** When \( n \geq (\omega_\Omega + u)^2 \), we can derive

\[
P(\sup_{V \in C_{2n} \cap S^{dn-1}} \left| \langle V, \Omega_*^{-1} - \frac{1}{n} E^T E \rangle \right| > C \left\| \Omega_*^{-1} \left( \frac{\omega_T + \omega_\Omega + u}{\sqrt{n}} \right) \right\| \leq 2 \exp(-u^2). \right)
\]  

(182)

Taking Lemma 24, 25 and 26 into consideration, we could derive the event

\[

\left\| \langle \nabla \Omega f(\Gamma_\text{ini}, \Omega) - \nabla \Omega f_n(\Gamma_\text{ini}, \Omega) \rangle \right\|_F \leq \sup_{V \in C_{2n} \cap S^{dn-1}} \left( \langle V, \Sigma_X^{-\frac{1}{2}} \left( \frac{\omega_T + \omega_\Omega + u}{\sqrt{n}} \right) \rangle \right) \|
\]

\[

\left\| \Gamma_t - \Gamma_* \right\|_F^2 + \left\| \Omega_*^{-\frac{1}{2}} \Sigma_X^{-\frac{1}{2}} \right\|^2 \left( \frac{\omega_T + \omega_\Omega + u}{\sqrt{n}} \right) \|
\]

\[

\left\| \Gamma_t - \Gamma_* \right\|_F + \left\| \Omega_*^{-\frac{1}{2}} \right\| \left( \frac{\omega_T + \omega_\Omega + u}{\sqrt{n}} \right) + \frac{1}{\nu_{\text{min}}} \left( \frac{\omega_T + \omega_\Omega + u}{\sqrt{n}} \right)
\]

hold with probability at least \( 1 - 6 \exp(-u^2) \), when \( n \geq (\omega_T + \omega_T + u)^2 \). Here we use Assumption 1, 2 and \( \| \Gamma_t - \Gamma_* \|_F \leq R \).

**F. Proof of Lemma 11**

From the optimality of \( \Gamma_\text{ini} \), we could derive

\[
\frac{1}{2} \| Y - XT_{\text{ini}} \|_F^2 \leq \frac{1}{2} \| Y - XT_* \|_F^2.
\]

(183)

After rearrangement, we could get

\[
\frac{1}{2n} \| X (\Gamma_\text{ini} - \Gamma_*) \|_F^2 \leq \frac{1}{n} \langle E, X (\Gamma_\text{ini} - \Gamma_*) \rangle.
\]

(184)

The left hand of (184) could be rewritten as

\[
\frac{1}{2n} \| X (\Gamma_\text{ini} - \Gamma_*) \|_F^2 = \frac{1}{2n} \langle U, X^T XU \rangle \| \Gamma_\text{ini} - \Gamma_* \|_F^2
\]

(185)

where \( U \in C_{2n} \cap S^{dn-1} \). Here we use the fact \( \Gamma_\text{ini} - \Gamma_* \in C_{2n} \).

Then we illustrate the random process \( X_U = \langle U, (\Sigma_X - \frac{2}{n} XU) U \rangle \) has a mixed tail.

We rearrange \( X_U - X_W \) as

\[
X_U - X_W = E\left[ \frac{1}{n} \text{vec}(X^T) (I_n \otimes (UU^T - WW^T)) \text{vec}(X^T) \right] - \frac{1}{n} \text{vec}(X^T) (I_n \otimes (UU^T - WW^T)) \text{vec}(X^T).
\]

From the fact

\[
UU^T - WW^T = \frac{1}{2} (U + W)(U - W)^T + \frac{1}{2} (U - W)(U + W)^T,
\]

(186)
we could derive

\[ P(\|U, (\Sigma_X - \frac{X^T X}{n})U\| - (W, (\Sigma_X - \frac{X^T X}{n})W) > u) \leq 2 \exp(-c \min\left(\frac{1}{\|\Sigma_X\| F^2} \|U - W\|_F^2, \frac{u}{\|\Sigma_X\| F} \|U - W\|_F)\)), \]

where we use Lemma 1. Then we could derive the following statement by Lemma 3.

**Lemma 27.** When \( n \geq (\omega_1 + u)^2 \), we could derive

\[ P\left( \sup_{U \in C_{2\tau^1} \cap S^{dm-1}} \| (U, (\Sigma_X - \frac{X^T X}{n})U) > C \| \Sigma_X \| \left( \frac{\omega_1 + u}{\sqrt{n}} \right) \right) \leq 2 \exp(-u^2). \]  

(187)

From the above lemma we could derive

\[ \frac{1}{\| X \left( \Gamma^\alpha - \Gamma^* \right) \|_F^2} \geq \frac{1}{2} (\lambda_{min}(\Sigma_X) - C \lambda_{max}(\Sigma_X) (\frac{\omega_1 + u}{\sqrt{n}})) \| \Gamma^\alpha - \Gamma^* \|_F^2, \]

with probability at least \( 1 - 2 \exp(-u^2) \).

The right hand of (184) could be rewritten as

\[ \frac{1}{n} \left\langle E, X (\Gamma^\alpha - \Gamma^* \right \rangle = \frac{1}{n} \left\langle V, X^T E \right \rangle \| \Gamma^\alpha - \Gamma^* \|_F, \]

(189)

where \( V \in C_{2\tau^1} \cap S^{dm-1} \).

Then we illustrate the random process \( X_{\nu} = \frac{1}{n} \langle V, X^T E \rangle \) has a mixed tail.

\[ X_{\nu} = X_{\nu} = \frac{1}{n} \langle V, X^T E \rangle - \frac{1}{n} \langle Z, X^T E \rangle = \frac{1}{n} \text{vec}(E^T T (I_n \otimes (V^T - Z^T)) \text{vec}(X^T). \]

(190)

With Lemma 2 and Lemma 3, we could derive

\[ P(\| \frac{1}{n} \langle V, X^T E \rangle - \frac{1}{n} \langle Z, X^T E \rangle \| > u) \leq 2 \exp(-c \min\left(\frac{1}{\| \Sigma_X \| F} \|I_n \otimes (V^T - Z^T)\|_F^2, \frac{1}{\| \Omega^* \| F} \|U - W\|_F)\)), \]

and the following lemma.

**Lemma 28.** Under the condition of \( n \geq (\omega_1 + u)^2 \), we could derive

\[ P\left( \sup_{V \in C_{2\tau^1} \cap S^{dm-1}} \| (V, \frac{1}{n} X^T E) \| > C \| \Omega^* \| \| \Sigma_X \| \left( \frac{\omega_1 + u}{\sqrt{n}} \right) \right) \leq 2 \exp(-u^2). \]  

(191)

Taking the two processes into consideration, we could derive

\[ \| \Gamma^\alpha - \Gamma^* \|_F \leq C \lambda_{max}(\Sigma_X) \left( \frac{\omega_1 + u}{\sqrt{n}} \right) \| \Omega^* \|_F \]

\[ \leq 2 C \lambda_{max}(\Sigma_X) \left( \frac{\omega_1 + u}{\sqrt{n}} \| \Omega^* \|_F \right) \]

\[ \leq 2 C \lambda_{max}(\Sigma_X) \left( \frac{\omega_1 + u}{\sqrt{n}} \right) \| \Omega^* \|_F, \]

(192)

with probability at least \( 1 - 4 \exp(-u^2) \), when \( \sqrt{n} \geq 2 C \lambda_{max}(\Sigma_X) (\omega_1 + u) \). Here, we use Assumption 1 and 2.

**G. Proof of Lemma 12**

From the optimality of \( \Omega_{*} \), we could derive

\[ \frac{1}{2} \| \Omega_{*} - \Omega_{*} - (S^{-1} - \Omega_{*}) \|_F^2 \leq \frac{1}{2} \| S^{-1} - \Omega_{*} \|_F^2. \]

(193)

After rearrangement, we could derive

\[ \frac{1}{2} \| \Omega_{*} - \Omega_{*} \|_F^2 \leq (\Omega_{*} - \Omega_{*}) \| S^{-1} - \Omega_{*} \|_F \]

\[ \leq \| \Omega_{*} - \Omega_{*} \|_F \| S^{-1} - \Omega_{*} \| \| \Omega_{*} - S \| \| \Omega_{*} - S \|_F, \]

(194)
where the second inequality is from the Cauchy–Schwarz inequality and we use $\|AB\|_F \leq \|A\|\|B\|_F$ for two matrices $A$ and $B$ in the last inequality.

We still need to deal with two terms associated with random processes, $\|\Omega^{-1}_\tau - S\|_F$ and $\|S^{-1}\|$.

**Lemma 29.** The event

$$\|\Omega^{-1}_\tau - S\|_F \leq C\frac{\nu_{\max}^2 \nu_{\min}^2}{\tau_{\min}^2 \nu_{\min}^2} m + \omega T + u$$

(195)

holds with probability at least $1 - 12\exp(-u^2)$, when $\sqrt{n} \geq 2C\nu_{\max}\tau_{\min}\nu_{\min}(m + \omega T + u)$.

Our method to bound $\|S^{-1}\|$ is inspired by [24]. To upper bound $\|S^{-1}\|$, we need to lower bound $\lambda_{\min}(S)$.

**Lemma 30.** The event

$$\lambda_{\min}(S) \geq \frac{c}{\nu_{\max}}$$

(196)

holds with probability $1 - 10\exp(-u^2)$, when $\sqrt{n} > 2C\nu_{\max}\tau_{\min}\nu_{\min}(m + \omega T + u)$.

Then we could derive $\|S^{-1}\| \leq \nu_{\max}/c$.

Considering the two above lemmas, we derive the final result.

The event

$$\|\Omega_{\tau_i} - \Omega\|_F \leq 2\|S^{-1}\|\|\Omega\|_F \|\Omega^{-1}_\tau - S\|_F$$

(197)

$$\leq 2\frac{\nu_{\max}}{c}\nu_{\max}C\frac{\nu_{\max}^2 \nu_{\min}^2}{\tau_{\min}^2 \nu_{\min}^2} m + \omega T + u$$

(198)

$$\leq C\frac{\nu_{\max}^2 \nu_{\min}^2}{\tau_{\min}^2 \nu_{\min}^2} m + \omega T + u$$

(199)

holds with probability $1 - 18\exp(-u^2)$, when $\sqrt{n} > 2C\nu_{\max}\tau_{\min}\nu_{\min}(m + \omega T + u)$.

### H. Proof of Lemma 29

The term $\|\Omega^{-1}_\tau - S\|_F$ could be rewritten as

$$\|\Omega^{-1}_\tau - S\|_F$$

$$= \|\Omega_{\tau_i} - \Omega\|_F$$

$$\leq (\Omega_{\tau_i} - \Omega_{\tau})^T \frac{X^T X}{n} \Omega_{\tau_i} - \Omega_{\tau})^T \frac{X^T E}{n} \Omega_{\tau_i} - \Omega_{\tau})^T \frac{X^T}{n} (\Omega_{\tau_i} - \Omega_{\tau}) + \frac{E^T}{n} (\Omega_{\tau_i} - \Omega_{\tau}) - \Omega^{-1}_\tau$$

$$+ (\Omega_{\tau_i} - \Omega_{\tau})^T \Sigma X (\Omega_{\tau_i} - \Omega_{\tau})$$

$$= \sup_{V \in S^{m^2-1}} (V, (\Omega_{\tau_i} - \Omega_{\tau})^T \frac{X^T X}{n} \Sigma X (\Omega_{\tau_i} - \Omega_{\tau}) - \Omega^{-1}_\tau$$

$$+ (\Omega_{\tau_i} - \Omega_{\tau})^T \Sigma X (\Omega_{\tau_i} - \Omega_{\tau})).$$

We still bound these terms by Lemma 1, 2 and 3.

From the facts

$$UV^T U^T - W Z^T W^T = \frac{1}{2}(U + W)V^T(U - W)^T + \frac{1}{2}(U - W)V^T(U + W)^T + W(V - Z)^T W^T$$

(200)

and

$$\|UV^T U^T - W Z^T W^T\|_F^2 \leq 8\|U - W\|_F^2 + 2\|V - Z\|_F^2,$$

(201)

we could derive the mixed tail according to Lemma 1

$$P(|\langle V, U^T X^T X \rangle_U| - E(\langle V, U^T X^T X \rangle_U) > (\Sigma W^T X^T X W) + E(\langle Z, W^T X^T X W \rangle) + u)$$

$$\leq 2 \exp(-c \min(\frac{n^2}{\|\Sigma X\|_F^2 (\|U\|_F^2) + \frac{u^2}{\|\Sigma X\|_F^2 (\|U\|_F^2)}})).$$

(202)

Then the supremum of the random process could be bounded as

$$P(\sup_{V \in S^{m^2-1}} |\langle V, U^T X^T X \rangle_U| - E(\langle V, U^T X^T X \rangle_U) > C\|\Sigma X\|_F^2 \frac{(m + \omega T + u)}{\sqrt{n}} \leq 2 \exp(-u^2),$$

(203)

when $n \geq (m + \omega T + u)^2$, according to Lemma 3.
Following the procedure of Lemma 25, the second and third terms could be bounded as
\[ P(\sup_{V \in S^{m-1}} |\langle V, U^T \frac{X^T E}{n} \rangle| > C\|\Omega_* \| \|X\|_2 \sqrt{m + \omega_T + u} \sqrt{n}) \leq 2 \exp(-u^2), \] (204)
when \( n \geq (m + \omega_T + u)^2 \).

Following the procedure of Lemma 26, the fourth term could be bounded as
\[ P(\sup_{V \in S^{m-1}} |\langle V, \frac{E^T E}{n} - \Omega_*^{-1} \rangle| > C\|\Omega_*^{-1} \| \|X\|_2 \sqrt{m + u} \sqrt{n}) \leq 2 \exp(-u^2), \] (205)
when \( n \geq (m + u)^2 \).

The last term could be bounded as
\[ \| (\Gamma_{\text{ini}} - \Gamma_*)^T \Sigma_X (\Gamma_{\text{ini}} - \Gamma_*) \|_F \leq \| \Sigma_X \| \| \Gamma_{\text{ini}} - \Gamma_* \|_F^2. \]

Taking all terms into consideration, we could derive the event
\[ \| \Omega_*^{-1} - S \|_F \leq C(\|\Sigma_X \|(1 + \frac{m + \omega_T + u}{\sqrt{n}})\|\Gamma_{\text{ini}} - \Gamma_* \|_F^2 + C\|\Omega_*^{-1} \| \|\Gamma_{\text{ini}} - \Gamma_* \|_F + \|\Omega_*^{-1} \| \frac{m + u}{\sqrt{n}}) \]
\[ \leq C\frac{\tau_{\max}}{\tau_{\min} \nu_{\min}} (1 + \frac{m + \omega_T + u}{\sqrt{n}})\omega_T (\frac{m + u}{\sqrt{n}}) + \frac{\tau_{\max}}{\tau_{\min} \nu_{\min}} \frac{m + \omega_T + u}{\sqrt{n}} \frac{m + u}{\sqrt{n}} + \frac{1}{\nu_{\min}} \frac{m + u}{\sqrt{n}} \]
holds with probability at least \( 1 - 12 \exp(-u^2) \), when \( \sqrt{n} \geq 2C\frac{\tau_{\max}}{\tau_{\min} \nu_{\min}} (m + \omega_T + u) \).

I. Proof of Lemma 30

We could rewrite \( v^T S v \) as
\[ v^T S v = v^T \left( (\Gamma_{\text{ini}} - \Gamma_*)^T \frac{X^T X}{n} (\Gamma_{\text{ini}} - \Gamma_*) - (\Gamma_{\text{ini}} - \Gamma_*)^T \frac{X^T E}{n} - \frac{E^T X}{n} (\Gamma_{\text{ini}} - \Gamma_*) + \frac{E^T E}{n} \right) v \]
\[ = v^T \left( (\Gamma_{\text{ini}} - \Gamma_*)^T \left( \frac{X^T X}{n} - \Sigma_X \right) (\Gamma_{\text{ini}} - \Gamma_*) - 2 (\Gamma_{\text{ini}} - \Gamma_*)^T \frac{X^T E}{n} + \frac{E^T E}{n} - \Omega_*^{-1} \right) v + \left( (\Gamma_{\text{ini}} - \Gamma_*)^T \Sigma_X (\Gamma_{\text{ini}} - \Gamma_*) + \Omega_*^{-1} \right) v \]
where we use the fact that \( (\Gamma_{\text{ini}} - \Gamma_*)^T \Sigma_X (\Gamma_{\text{ini}} - \Gamma_*) \) is positive semidefinite.

We need to deal with three random processes. The first term is bounded by the following lemma.

**Lemma 31.** The event
\[ \inf_{U \in C_2 \cup \omega_{\text{dsym}}} v^T U^T \left( \frac{X^T X}{n} - \Sigma_X \right) U v \| \Gamma_{\text{ini}} - \Gamma_* \|_F^2 \geq -C \| \Sigma_X \| \sqrt{m + \omega_T + u} \| \Gamma_{\text{ini}} - \Gamma_* \|_F^2 \] (206)
holds with probability \( 1 - 2 \exp(-u^2) \), when \( n > (\sqrt{m} + \omega_T + u)^2 \).

The second term could be rewritten as
\[ v^T (\Gamma_{\text{ini}} - \Gamma_*)^T \frac{X^T E}{n} v = v^T U^T \frac{X^T E}{n} v \| \Gamma_{\text{ini}} - \Gamma_* \|_F, \] (207)
where \( U \in C_2 \cup \omega_{\text{dsym}} \).

We could rearrange \( X_U v - X_W z \) as
\[ X_{U,v} - X_{W,z} = v^T U^T \frac{X^T E}{n} v - z^T W^T \frac{X^T E}{n} z = \frac{1}{n} \text{vec}(E^T) (I_n \otimes (v^T U^T - z z^T W^T)) \text{vec}(X^T). \]
From the facts
\[ v^T U^T - z z^T W^T = \frac{1}{2} (v + z)(v - z)^T U^T + \frac{1}{2} (v - z)(v + z)^T U^T + z z^T (U - W)^T \] (208)
and
\[ \|vv^T U^T - zz^T W^T\|_F^2 \leq 8\|v - z\|^2_F + 2U - W\|_F^2 \leq 8\left(\frac{U}{w^T}\right) - \left(\frac{W}{z^T}\right)^2, \] (209)

we could derive the mixed tail according to Lemma 2
\[ P\left(\frac{1}{n} \text{vec}(E^T) (I_n \otimes (vv^T U^T - zz^T W^T)) \text{vec}(X^T) \right| u) \leq 2 \exp\left(-\min\left(\frac{u^2}{8\|\Sigma X\|^2 \|\Omega_2\|^2 \|U\|_F^2, \frac{2\|\Sigma X\|^2 \|\Omega_2\|^2 \|U\|_F^2}{\sqrt{n}}\right)\right). \] (210)

Then we could derive from Lemma 3
\[ P\left(\sup_{U \in C_{2n}, \Gamma, \Omega \in S^{n-1}} \left|v^T U^T XE/n - v\right| > C\|\Sigma X\|^2 \|\Omega_2\|^2 \|\Gamma\|_{\text{min}} - \|\Gamma\|_{\text{F}}\leq 2 \exp(-u^2), \] (211)

when \( n > (\sqrt{m} + \omega_T + u)^2 \).

Now we deal with the third term. From the facts
\[ vv^T - zz^T = \frac{1}{2}(v + z)(v - z)^T + \frac{1}{2}(v - z)(v + z)^T \] (212)

and
\[ \|vv^T - zz^T\|_F^2 \leq 4\|v - z\|^2, \] (213)

we could get the mixed tail according to Lemma 1
\[ P\left(\|v^T (\frac{1}{n} E^T - \Omega^{-1}_2) - v - z^T (\frac{1}{n} E^T - \Omega^{-1}_2) z\| > u\right) \leq 2 \exp\left(-\min\left(\frac{u^2}{8\|\Omega_2^{-1}\|^2 \|v - z\|^2_F, \frac{2\|\Omega_2^{-1}\|^2 \|v - z\|^2_F}{\sqrt{n}}\right)\right). \] (214)

Then we could derive
\[ P\left(\sup_{u \in S^{n-1}} \left|v^T (\frac{1}{n} E^T - \Omega^{-1}_2) \right| u \right| > C\|\Omega_2^{-1}\|^2 \|v - z\|_F \leq 2 \exp(-u^2), \] (215)

when \( n > (\sqrt{m} + u)^2 \), according to Lemma 3.

Taking all parts into consideration, we could derive
\[ \begin{align*}
v^T S v &\geq -C\|\Sigma X\|^2 \|\Omega_2\|^2 \|\Gamma\|_{\text{min}} - \|\Gamma\|_{\text{F}}^2 + 2C\|\Sigma X\|^2 \|\Omega_2\|^2 \|\Gamma\|_{\text{min}} - \|\Gamma\|_{\text{F}}^2 - C\|\Omega_2^{-1}\|^2 \|\sqrt{m} + u\|_F \leq 1 - 10 \exp(-u^2), \text{when } \sqrt{n} > 2C\|\Omega_2^{-1}\|^2 \|\sqrt{m} + u\|_F, \end{align*} \] (216)

\[ \text{with probability } 1 - 10 \exp(-u^2), \text{ when } \sqrt{n} > 2C\|\Omega_2^{-1}\|^2 \|\sqrt{m} + u\|_F, \text{ where we use Lemma 11.} \]

J. Proof of Lemma 31

We could rewrite the term as
\[ \lambda_{\text{min}}((\Gamma_{\text{min}} - \Gamma_{\text{max}})^T (X^T X/n - \Sigma X)(\Gamma_{\text{min}} - \Gamma_{\text{max}})) \geq \inf_{U \in C_{2n}, \Gamma \in S^{n-1}} v^T U^T (X^T X/n - \Sigma X) U v \|\Gamma_{\text{min}} - \Gamma_{\text{max}}\|^2_F. \] (217)

From the facts
\[ Uvv^T U^T - Wzz^T W^T = (U - W)vv^T U^T + \frac{W(v + z)(v - z)^T U^T}{2} + \frac{W(v - z)(v + z)^T U^T}{2} + Wzz^T (U - W)^T \] (218)

and
\[ \|Uvv^T U^T - Wzz^T W^T\|_F^2 \leq 6\|U - W\|_F^2 + 16\|v - z\|^2, \] (219)

we could derive the mixed tail according to Lemma 1
\[ P\left(\|\text{vec}(X^T) T (Uvv^T U^T - Wzz^T W^T) \text{vec}(X) - E[\text{vec}(X^T)^T (Uvv^T U^T - Wzz^T W^T) \text{vec}(X)]\right| u \right) \leq 2 \exp\left(-\min\left(\frac{u^2}{8\|\Sigma X\|^2 \|\Omega_2\|^2 \|U\|_F^2, \frac{2\|\Sigma X\|^2 \|\Omega_2\|^2 \|U\|_F^2}{\sqrt{n}}\right)\right). \]
Then we could derive
\[
P(\sup_{U \in C_{2^{t^*}}} \sup_{v \in \delta^m \setminus 1} |v^T U^T X^T X/n - E[v^T U^T X^T X/n]Uv| > C\|\Sigma_X\|^\frac{\sqrt{m} + \omega_T + u}{\sqrt{n}}) \leq 2 \exp(-u^2),
\]
when \( n > (\sqrt{m} + \omega_T + u)^2 \), according to Lemma 3.

**XII. ADDITIONAL EXPERIMENTAL MATERIALS**

**A. Structured matrices estimation**

In this part, we present the sparse patterns of the estimated matrices produced by Algorithm 1 and our initialization (Algorithm 2).

We set \( d = m = 100, \ s^*_T = 100 \). The rows of the predictor matrix \( X \) are generated independently from the distribution \( \mathcal{N}(0, I_d) \). The precision matrix follows a block diagonal graph. Every block is a \( 5 \times 5 \) matrix, whose diagonal entries are 1 and the other entries are 0.3. The number of measurements is set as 3000.

In Figure 6 and 7, we compare the original regression coefficient matrix \( \Gamma^* \) and the precision matrix \( \Omega^* \), with their estimations \( \hat{\Gamma} \) and \( \hat{\Omega} \) respectively. These figures illustrate that Algorithm 1 and our initialization (Algorithm 2) could recover the sparse structures of \( \Gamma^* \) and \( \Omega^* \), and verify our theoretical results. For Algorithm 3 and 4 with the \( l_1 \)-norm, the results are similar and we do not include them in this manuscript.
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