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ABSTRACT

We study the star formation efficiency (SFE) in simulations and observations of turbulent, magnetized, molecular clouds. We find that the probability density functions (PDFs) of the density and the column density in our simulations with solenoidal, mixed, and compressive forcing of turbulence, sonic Mach numbers of 3–50, and magnetic fields in the super- to the trans-Alfvénic regime all develop power-law tails of flattening slope with increasing SFE. The high-density tails of the PDFs are consistent with equivalent radial density profiles, \(\rho \propto r^{-\kappa}\) with \(\kappa \sim 1.5–2.5\), in agreement with observations. Studying velocity–size scalings, we find that all the simulations are consistent with the observed \(v \propto \ell^{1/2}\) scaling of supersonic turbulence and seem to approach Kolmogorov turbulence with \(v \propto \ell^{1/3}\) below the sonic scale. The velocity–size scaling is, however, largely independent of the SFE. In contrast, the density–size and column density–size scalings are highly sensitive to star formation. We find that the power-law slope \(\alpha\) of the density power spectrum, \(P_{\text{DP}}(\rho, k) \propto k^\alpha\), or equivalently the \(\Delta\)-variance spectrum of the column density, \(\sigma^2_\ell(\Sigma, \ell) \propto \ell^{-\alpha}\), switches sign from \(\alpha \lesssim 0\) for SFE \(\sim 0\) to \(\alpha \gtrsim 0\) when star formation proceeds (SFE \(> 0\)). We provide a relation to compute the SFE from a measurement of \(\alpha\). Studying the literature, we find values ranging from \(\alpha = -1.6\) to +1.6 in observations covering scales from the large-scale atomic medium, over cold molecular clouds, down to dense star-forming cores. From those \(\alpha\) values, we infer SFEs and find good agreement with independent measurements based on young stellar object (YSO) counts, where available. Our SFE–\(\alpha\) relation provides an independent estimate of the SFE based on the column density map of a cloud alone, without requiring a priori knowledge of star formation activity or YSO counts.
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1. INTRODUCTION

The most important physical processes determining star formation are turbulence, gravity, and magnetic fields (see the reviews by Mac Low & Klessen 2004; Elmegreen & Scalo 2004; Scalo & Elmegreen 2004; McKee & Ostriker 2007). On one hand, molecular cloud turbulence—because it is supersonic—compresses interstellar gas in shocks and filaments. If a critical amount of mass is swept up in a local compression, that gas can become gravitationally unstable and collapse, giving birth to new stars. On the other hand, turbulence and magnetic fields together carry about the same amount of energy as there is in gravitational binding energy and collapse, giving birth to new stars. On the other hand, turbulence and magnetic fields provide large-scale support in a whole molecular cloud (e.g., Stahler & Palla 2004). Thus, both turbulence and magnetic fields provide large-scale support against global cloud collapse. That support is needed, because otherwise molecular clouds would simply collapse as a whole, which is not observed (Zuckerman & Palmer 1974; Zuckerman & Evans 1974). The role of gravity and magnetic pressure is unidirectional: gravity always acts to promote collapse, while magnetic pressure always counteracts collapse. The role of turbulence, on the other hand, is dual: it provides global support, but at the same time produces local compression—the seeds for stellar birth.

Hence, turbulence, gravity, and magnetic fields are crucial for our understanding of star formation. These three physical effects are likely the major players in controlling the star formation rate (SFR) in the Milky Way and potentially in other galaxies, as discussed in Federrath & Klessen (2012, hereafter Paper I). There, we compared theoretical and numerical models of the SFR with observations of Galactic clouds, finding very good agreement for a wide range of physical parameters, including extreme cases of turbulent forcing (solenoidal versus compressive forcing of the turbulence), sonic Mach numbers between 3 and 50, and magnetic fields ranging from the super-Alfvénic to the trans-Alfvénic regime, all in the range of parameters observed in real molecular clouds.

Despite this large variety of physical parameters, the conversion of gas into stars is always quite inefficient in molecular clouds, with star formation efficiencies (SFEs) of typically only a few percent (Myers et al. 1986; Evans et al. 2009; Lada et al. 2010). However, it is still poorly understood why this is the case. It is the aim of this study to shed light on this subject by providing a detailed analysis of the SFE in the simulations of Paper I and comparing them to observations of Galactic clouds.

The SFE of clouds is often uncertain or unknown. The main difficulty in estimating the SFE lies in obtaining a clear census of young stellar objects (YSOs), in particular in dense and confused regions where many protostellar disks are embedded and closely packed, such that the YSO population is often underestimated in observations. There is some indication that the SFE ranges from less than 1% up to 50% in most clouds, depending on the particular cloud studied, its physical parameters, the actual sub-region considered inside that cloud, and the evolutionary stage of that region. This is a very wide range of SFEs. The aim of this paper is to advance our understanding of the physical processes that determine this range and provide measures to constrain the SFE for a particular cloud region observed. For instance, considered as a whole, giant molecular clouds typically only convert at most a few percent of their gas into stars (e.g., Myers et al. 1986; Evans et al. 2009). In contrast, when looking at regions of dense core and cluster formation, observers
find higher SFEs (e.g., Wilking & Lada 1983; Beuther et al. 2002; Koenig et al. 2008), eventually approaching the local efficiency $\epsilon$ on scales of individual protostellar cores. This local efficiency $\epsilon$ determines the gas fraction of a single protostellar accretion envelope that actually ends up on the protostar(s) forming in a dense core. Although gas is efficiently falling onto the protostar, jets, winds, and outflows launched from the protostellar disk counteract the inflow, thereby limiting accretion such that $\epsilon < 1$. We estimated this local efficiency with $\epsilon \sim 30\%–70\%$ by comparing our simulations with Galactic observations by Heiderman et al. (2010) in Paper I. It is thus plausible that the SFE naturally approaches the local efficiency $\epsilon$ on sufficiently small scales, when a single, dense, star-forming core is considered.

Here, we investigate the dependence of the SFE on molecular cloud scales and on physical parameters, such as the driving of turbulence, the sonic and Alfvén Mach numbers, and the virial parameter of a cloud. First, we study the structure of the column density and how it changes with SFE in Section 3. We then discuss the dependencies of the probability density functions (PDFs) of the volumetric and column densities in Section 4. We find that the PDFs depend on the forcing of the turbulence and on the sonic and Alfvén Mach numbers. The PDFs develop power-law tails of flattening slope in all our numerical models when star formation proceeds, as seen in observations of clouds (Kainulainen et al. 2009; Schneider et al. 2012), suggesting that the PDF can be used to infer the SFE. In Section 5, however, we find that a more reliable and independent distinction between star-forming and quiescent clouds is possible by studying the spatial scaling of column density with Fourier or $\Delta$-variance analyses (Ossenkopf et al. 2001), i.e., by studying the density–size scaling in molecular clouds. We extend this qualitative discriminator of star formation to a quantitative method for estimating the SFE in Section 6, by measuring how the slope $\alpha$ of the density power spectrum changes with SFE, depending on the forcing of turbulence, the sonic Mach number, and the magnetic field. Inverting this relation yields a function $SFE(\alpha)$, which can be used to estimate SFE from a measurement of $\alpha$ in a dust or integrated molecular line map. The advantage of this new method is that no a priori knowledge of star formation activity or YSO counts is required to estimate SFE. In Section 7 we apply this method to observations and compare inferred SFEs with independent estimates, indicating good agreement. In Section 8, we discuss uncertainties and limitations of the new method. Our conclusions are summarized in Section 9.

2. NUMERICAL SIMULATIONS

Our numerical simulation techniques are explained in detail in Paper I. Here we only give a brief overview of the most important aspects of the simulation methodology and provide a complete list of simulation parameters as in Paper I.

We use the adaptive mesh refinement (AMR; Berger & Colella 1989) code FLASH ver. 2.5 (Fryxell et al. 2000; Dubey et al. 2008) to model isothermal, self-gravitating, magnetohydrodynamic (MHD) turbulence on three-dimensional (3D), periodic grids with resolutions of $N_{\text{res}} = 128^3–1024^3$ grid points. These are all uniform–grid simulations, except for one $N_{\text{res}}^3 = 1024^3$ simulation, where we use a root grid with 512$^3$ cells and one level of AMR with a refinement criterion to ensure that the local Jeans length is covered with at least 32 grid cells, in order to resolve turbulent vorticity and magnetic field amplification on the Jeans scale (Sur et al. 2010; Federrath et al. 2011a; Turk et al. 2012). For solving the MHD equations, we use the HLL3R positive-definite Riemann solver (Waagan et al. 2011). The MHD equations are closed with an isothermal equation of state, which is a reasonable approximation for dense, molecular gas of solar metallicity, over a wide range of densities (Wolfire et al. 1995; Omukai et al. 2005; Pavlovskii et al. 2006; Glover & Mac Low 2007a, 2007b; Glover et al. 2010; Hill et al. 2011; Hennebmann et al. 2012). The self-gravity of the gas is computed with a multi-grid Poisson solver (see Ricker 2008).

2.1. Turbulent Forcing

To drive turbulence in the simulations, we apply a stochastic acceleration field $\mathbf{F}_{\text{stir}}$ as a momentum and energy source term. $\mathbf{F}_{\text{stir}}$ only contains large-scale modes, $1 < k < 3$, where most of the power is injected at the $k = 2$ mode in Fourier space, which corresponds to half of the box size $L$ in physical space. We thus model turbulent forcing on large scales, as favored by molecular cloud observations (e.g., Ossenkopf & Mac Low 2002; Heyer et al. 2006; Brunt et al. 2009; Roman-Duval et al. 2011). Smaller scales, $k \geq 3$, are not affected directly by the forcing, such that turbulence can develop self-consistently there. We use the Ornstein–Uhlenbeck process to model $\mathbf{F}_{\text{stir}}$, which is a well-defined stochastic process with a finite autocorrelation timescale (Eswaran & Pope 1988; Schmidt et al. 2006). We set the autocorrelation time equal to the turbulent crossing time on the largest scales of the system, $T = L/(2MC_s)$, with the rms sonic Mach number $M$ and the constant sound speed $c_s = 0.2$ km s$^{-1}$, leading to a smoothly varying stochastic forcing in space and time (see Schmidt et al. 2009; Federrath et al. 2010b; Konstandin et al. 2012a; Paper I for details).

We can adjust the mixture of solenoidal and compressive modes of our turbulent forcing, by applying a projection in Fourier space. Here we compare simulations with solenoidal forcing ($\nabla \cdot \mathbf{F}_{\text{stir}} = 0$) and compressive forcing ($\nabla \times \mathbf{F}_{\text{stir}} = 0$), as well as an intermediate mixture of both. Solenoidal and compressive forcing are extreme cases, while in real molecular clouds we expect some mixture with a range of possible ratios between solenoidal and compressive modes (see the discussion of physical drivers of turbulence and their mode characteristics in Paper I). For instance, Motte et al. (1998) describe a scenario in which the observed alignment of young protostars in the $\rho$ Ophiuchi central region could have been triggered by a shock compression, induced by a supernova/wind shell and/or expanding H II regions from nearby OB associations. Such expanding shells are compressive forcing mechanisms because they primarily excite compressible velocity modes.

2.2. Sink Particles

In order to model collapse and accretion, we use an advanced AMR-based approach for sink particles, in which only bound and collapsing gas is accreted (see Federrath et al. 2010a for a detailed analysis). The key feature of this approach is to define a control volume centered on grid cells exceeding a density threshold. Truelove et al. (1997) found that the Jeans length must be resolved with at least four grid cells to avoid artificial fragmentation, leading to a resolution-dependent density threshold criterion for triggering sink particle creation checks,

$$\rho_{\text{sink}} = \frac{\pi c_s^2}{4G r_{\text{sink}}^2},$$

where the sink particle accretion radius $r_{\text{sink}}$ is set to 2.5 grid-cell lengths at the maximum level of refinement, corresponding to half a Jeans length at $\rho_{\text{sink}}$. This guarantees that the Jeans length...
is still resolved with five grid cells prior to potential sink particle creation to avoid artificial fragmentation.

Grid cells exceeding the density threshold given by Equation (1), however, do not form sink particles right away. First, a spherical control volume with radius $r_{\text{sink}}$ is defined around the cell exceeding $\rho_{\text{sink}}$, in which a series of checks for gravitational instability and collapse are performed. If all checks are passed, a sink particle is created in the center of the control volume. This procedure avoids spurious sink particle formation and allows us to trace only truly collapsing and star-forming gas.

Once a sink particle is created, it can gain mass by accreting gas from the AMR grid, but only if this gas exceeds the threshold mass, is inside the sink particle accretion radius, is bound to the particle, and is collapsing toward it. If all these criteria are fulfilled, the excess mass above the density threshold defined by Equation (1) is removed from the MHD system and added to the sink particle, such that mass, momentum, and angular momentum are conserved by construction (see Federrath et al. 2010a, 2011a for details).

Sink particle gravity is computed by direct $N$-body summation over all sink particles and grid cells. We use a second-order-accurate Leapfrog integrator to advance the sink particles on a time step that allows us to resolve close and highly eccentric orbits of sink particles without introducing significant errors on super-resolution grid scales, as tested in Federrath et al. (2010a).

2.3. Initial Conditions, Procedures, and List of Models

We start our numerical experiments with uniform density and zero velocities. The forcing term $F_{\text{str}}$ (see Section 2.1) drives random motions, until a state of fully developed, supersonic turbulence is reached after two large-scale turbulent crossing times, $2T = L/(4c_s)$, as found in previous studies (e.g., Klessen et al. 2000; Klessen 2001; Heitsch et al. 2001; Federrath et al. 2009, 2010b; Price & Federrath 2010; Micic et al. 2012).

This fully developed turbulent state is the initial condition for our star formation experiments, when self-gravity is added and formation of sink particles is allowed. We denote this time as $t = 0$ in the following.

All our numerical simulations and their basic parameters are listed in Table 1. These parameters were chosen to roughly follow observed properties of molecular clouds, covering a range of cloud sizes $L \sim 0.3$–200 pc, masses $M_c \sim 300$ to $4 \times 10^6 M_\odot$, and velocity dispersions $\sigma_v \sim 0.6$–10 km s$^{-1}$ (e.g., Larson 1981; Solomon et al. 1987; Falgarone et al. 1992; Ossenkopf & Mac Low 2002; Heyer & Brun 2004; Heyer et al. 2009; Roman-Duval et al. 2011), with typical cloud scalings summarized and discussed in Mac Low & Klessen (2004) and McKee & Ostriker (2007). For the MHD models, we chose magnetic field strengths consistent with the range observed in clouds of that size and density (see Crutcher 1999; Heiles & Troland 2005; Crutcher et al. 2010). We compare models with initial line-of-sight magnetic field strengths $B_{0,z} = 1, 3,$ and 10 $\mu$G.

2.4. Definition of the SFE

We use the standard definition of the SFE (e.g., Myers et al. 1986), which is the mass in star-forming gas (stars), $M_s$, divided by the total mass of the cloud,

$$\text{SFE} = \frac{M_s}{M_s + M_{\text{gas}}} = \frac{M_s}{M_c}. \quad (2)$$

We measure $M_s$ in the simulations simply by taking the sum of all sink particle masses formed in the simulation at a given time. The denominator in Equation (2) is constant over time and given by the total cloud mass, $M_c$, in Table 1, because our computational boxes are closed, without global gas inflow or outflow. Gas that is turned into sinks is removed from the gas phase to conserve the total mass in the system.

3. EVOLUTION OF THE CLOUD STRUCTURE

After the initial turbulent state has been established (see Section 2.3), we study the subsequent evolution under the influence of self-gravity. First, we look at how the column density structure changes with increasing SFE in Figures 1 and 2. We see that density contrasts increase with increasing sonic Mach number (from left to right: $M \sim 3, 10$, and 50). For a given Mach number, solenoidal forcing (Figure 1) produces significantly less variation in the column density than compressive forcing (Figure 2). Star formation (increasing SFE from top to bottom in the figures) affects mostly the small-scale structure where collapse proceeds, but it also reaches to large scales, best seen in the runs with $M \sim 3$. There, we also find evidence for global collapse, while star formation is locally much faster in the high Mach number ($M \sim 10$ and 50) cases, such that no significant global collapse occurs even when SFE = 20% is reached. This is because in the high Mach number cases, turbulence alone provides significant local compression, such that small-scale structures quickly proceed to collapse. For instance, in the most extreme case ($M \sim 50$ with compressive forcing; right panels in Figure 2), the large-scale structure does not change at all during the short time required to wind up 20% of the gas in bound cores and stars. In contrast, the turbulent density seeds in the $M \sim 3$ runs have such a low amplitude that large-scale gravitational contraction is required to increase the local densities to the point when star formation can proceed. This behavior is reflected in the SFRs of all our simulations, ranging over two orders of magnitude, depending on the virial parameter, the turbulent forcing, the sonic Mach number, and the Alfvén Mach number, studied in detail in Paper I.

The column density evolution and dependence on the forcing and the sonic Mach number give us a visual impression of the time dependence and spatial distribution of star formation. We immediately see that the density variance depends on the sonic Mach number and the forcing already in the purely turbulent regime (top rows in Figures 1 and 2) and becomes stronger on small scales, where star formation occurs. Stars form primarily in dense filaments, with more massive stars being located mostly at intersections of multiple filaments or where filaments seem to bend. There, mass is transported to the protostars more efficiently because it is funneled through multiple filaments toward their intersections where gravitational focusing occurs (Burkert & Hartmann 2004). Similar structures and the correlation of star formation with filaments and their intersections have been observed in molecular clouds (e.g., André et al. 2010; Schneider et al. 2010, 2012; Arzoumanian et al. 2011). Supersonic turbulence and gravity are the natural physical processes that can produce such filaments in gas that can cool sufficiently to roughly maintain a constant temperature over a wide range of densities (see Peters et al. 2012, and references therein), as seen in the observations and in the present simulations.

In order to gain more insight into the correlation of gas density with star formation, we investigate density and column density PDFs in the following.
4. THE DENSITY PDF

The density PDF of the turbulent gas is a key for analytic models of the core and stellar initial mass functions (Padoan & Nordlund 2002; Hennebelle & Chabrier 2008, 2009; Elmegreen 2011; Veltchev et al. 2011; Donkov et al. 2012; Parravano et al. 2012; Hopkins 2012a, 2012c), the Kennicutt–Schmidt relation (Krumholz & McKee 2005; Tassis 2007), the SFE (Elmegreen 2008), and the SFR (Krumholz & McKee 2005; Padoan & Nordlund 2011; Hennebelle & Chabrier 2011; Paper I). We investigate the dependences of the PDF on the forcing of the turbulence, the Mach number, and the magnetic field and pay specific attention to its dependence on the SFE in the following.

4.1. The Density PDF of Supersonic, Isothermal Turbulence

Studies of non-gravitating, isothermal turbulence show that the density PDF is close to a lognormal distribution,

\[ p_s(s) = \frac{1}{\sqrt{2\pi} \sigma_s} \exp \left( -\frac{(s-s_0)^2}{2\sigma_s^2} \right), \]

expressed in terms of the logarithmic density,

\[ s \equiv \ln \left( \rho / \rho_0 \right). \]

The PDF is a normal (Gaussian) distribution in \( s \) and hence a lognormal distribution in \( \rho \). The quantities \( \rho_0 \) and \( s_0 \) denote the mean density and mean logarithmic density, the latter of which is related to the standard deviation \( \sigma_s \) by \( s_0 = -\sigma_s^2 / 2 \) due to the normalization and mass-conservation constraints of the PDF (Vázquez-Semadeni 1994; Li et al. 2003; Federrath et al. 2008b).

The standard deviation \( \sigma_s \) in Equation (3) is a measure of how much the density varies in a turbulent medium and depends on (1) the amount of compression induced by the turbulent forcing
mechanism, (2) the sonic Mach number, and (3) the magnetic pressure. Molina et al. (2012) provide a rigorous derivation of the variance of the PDF,

$$\sigma_s^2 = \ln \left( 1 + b^2 \frac{M^2}{\beta + 1} \right),$$

(5) with the forcing parameter $b$, the sonic rms Mach number $M$, and the ratio of thermal to magnetic pressure, which can be expressed as the ratio of sound to Alfvén speed or as the ratio of Alfvén to sonic Mach number, $\beta = \frac{\gamma c_s^2}{\gamma v_A^2} = \frac{2M_A^2}{M^2}$. The forcing parameter $b$ in Equation (5) was shown to vary smoothly between $b \sim 1/3$ for purely solenoidal
(divergence-free) forcing and \( b \sim 1 \) for purely compressive (curly free) forcing of the turbulence (see Section 2.1; Federrath et al. 2008b, 2010b; Schmidt et al. 2009; Seifried et al. 2011; Micic et al. 2012; Konstandin et al. 2012a). A stochastic mixture of forcing modes in 3D space leads to \( b \sim 0.4 \) (see Figure 8 in Federrath et al. 2010b).

When gravity is included and significant collapse sets in, the density PDF develops a power-law tail at high densities (Klessen 2000), which we concentrate on in the following.

4.2. The Density PDF of Self-gravitating Turbulence

4.2.1. Volumetric Density PDFs

Figure 3 shows the volumetric density PDFs of \( s = \ln(\rho/\rho_0) \) for hydrodynamic runs with different forcing (from left to right: solenoidal, mixed, and compressive forcing) and different Mach number (from top to bottom: \( \mathcal{M} \sim 3, 5, 10, 20, \) and 50) at a fixed resolution of 256\(^3\) grid cells. Each panel shows the time evolution, with the initial turbulent state \( t = 0 \), with...
Figure 3. Probability distribution functions (PDFs) of the logarithmic density $s \equiv \ln(\rho/\rho_0)$ for hydrodynamic ($B_0 = 0 \, \mu G$) models with solenoidal (left), mixed (middle), and compressive forcing (right) and sonic Mach numbers $\mathcal{M} \sim 3, 5, 10, 20, 50$ (from top to bottom) at different times: $t = 0$ (state of fully developed turbulence; solid), SFE = 0% (right before first sink particle forms; dotted), SFE = 5% (dashed), and SFE = 20% (dot-dashed). The standard deviation of the PDFs increases with increasing Mach number and more compressive forcing. All PDFs develop power-law tails at high densities of flattening slope with increasing SFE. The three power-law lines below the legend in each panel show slopes of power-law PDFs equivalent to PDFs obtained for volumetric, radial density profiles $\rho(r) \propto r^{-\kappa}$ with $\kappa = 1$ (dotted), $\kappa = 2$ (solid), and $\kappa = 3$ (dashed), according to Equation (9).

(A color version of this figure is available in the online journal.)

SFE = 0, representing the time right before the first sink particle forms, and when the simulation reached SFE = 5% and 20%. The initial turbulent state, $t = 0$, can be approximated with lognormal distributions, Equation (3), in the low Mach number cases, while larger Mach numbers lead to stronger deviations from the perfect lognormal shape. This is partly caused by numerical and partly caused by physical effects. The numerical effects are poor sampling and limited resolution at high Mach number (Price & Federrath 2010; Price et al. 2011; Konstandin et al. 2012b). We explore the resolution dependence and the influence of different random sampling in Appendices A and C. The physical effect introducing deviations from lognormal statistics is an increased intermittency for high Mach number turbulence, producing larger skewness and...
kurtosis in the distributions (Klessen 2000; Kritsuk et al. 2007; Burkhart et al. 2009; Federrath et al. 2010b; Hopkins 2012b). Although both numerics and physics affect the wings of the PDFs, we can draw general conclusions from the trends seen in Figure 3.

At late times, all simulations develop power-law tails when the gas collapses to high densities. This effect is clearly time-dependent, such that the slope of the tail becomes flatter as more and more gas collapses. This was seen first in smoothed particle hydrodynamics (SPH) simulations by Klessen (2000) and later confirmed in grid simulations with tracer particles (Federrath et al. 2008a) and in pure grid simulations (Dib & Burkert 2005; Vázquez-Semadeni et al. 2008; Cho & Kim 2011; Kritsuk et al. 2011b; Ballesteros-Paredes et al. 2011; Collins et al. 2012; Safranek-Shrader et al. 2012), though with a significantly narrower parameter range than studied here. All those previous numerical models (except the study by Klessen 2000, which on the other hand had a very low resolution of only about 70^3 effective SPH particles) were limited in that they could not follow the collapse to late stages with SFEs much larger than SFE \( \geq 0 \) because they did not include sink particles (see Section 2.2). For instance, Kritsuk et al. (2011b) and Collins et al. (2012) had to stop their simulations when the first overdensities started to collapse because the simulations become prohibitively slow and the resolution criterion for collapsing gas is violated at late times (see Section 2.2). Using sink particles here, we can follow the development of the high-density tail in the PDFs to much later times. To guide the eye, we draw power-law PDFs that would be obtained for purely radial density distributions,

\[
\rho(r) \propto r^{-\kappa},
\]

with \( \kappa = 1, 2, \) and 3 (dotted, solid, and dashed power-law lines in each panel). Here we compare PDF slopes in terms of this equivalent radial density profile. This enables a direct comparison of the slopes in the tails of the density PDF from different numerical, theoretical, and observational studies because the slope of the equivalent radial profile can always be computed from any representation of the density PDF (e.g., volume-weighted or mass-weighted, linear or logarithmic density, volume or column density). We provide a derivation of the relationship between volume and column density PDFs and their equivalent radial density profiles below. A comparison of high-density PDF tails in terms of equivalent radial density profiles is furthermore motivated by the fact that the dense parts of molecular clouds eventually develop self-gravitating cores, which can be approximated with such radial power-law profiles as studied in theory (e.g., Larson 1969; Penston 1969; Shu 1977; Whitworth & Summers 1985), numerical simulations (e.g., Foster & Chevalier 1993; Banerjee & Pudritz 2007; Federrath et al. 2011c), and observations (Könnyves et al. 2010; Arzoumanian et al. 2011; Hill et al. 2011; Schneider et al. 2012).

Here we use volume-weighted PDFs of the natural logarithm of density, \( p_s \) with \( s = \ln(\rho/\rho_0) \), as in Equation (3). The PDF \( p_s \) is related to the PDF of the density, \( p_\rho \), by (e.g., Li et al. 2003; Federrath et al. 2011c)

\[
p_s = \rho \ p_\rho.
\]

The PDF \( p_\rho \) in turn is a measure of the volume fraction with gas of density \( \rho \) and is thus defined as

\[
p_\rho \propto dV/d\rho = (dV/dr)(dr/d\rho) \propto \rho^{-(3/\kappa+1)},
\]

with the volume \( V \propto r^3 \). Substituting this into Equation (7), we find

\[
p_s \propto \rho^{-3/\kappa} \propto \exp(-3s/\kappa).
\]

In analogy, we can derive the power-law scaling of the PDF of column density \( \eta = \ln(\Sigma/\Sigma_0) \), defined in analogy to \( s \), is

\[
\eta = \Sigma \propto r^2.
\]

The logarithmic column density PDF of \( \eta = \ln(\Sigma/\Sigma_0) \), where \( \Sigma \) is the mean column density of the region considered. The power-law slopes for radial, volumetric density profiles are given in analog to Figure 3 for \( \kappa = 1, 2, \) and 3 in each panel. The transformation of slopes between the volumetric and the column density PDFs is obtained by comparing Equations (9) and (11). Intermittency and sampling effects are more pronounced in the column density PDFs than in the volumetric density PDFs. We also added error bars to indicate the variation of the \( \eta \)-PDF when three different projections of the same cloud are considered. The general trends with different models are similar to the volumetric density PDFs of Figure 3. The statistics at low column density are more strongly affected by sampling and projection effects, but the power-law tails at high densities are significant and can be measured in molecular cloud observations (e.g., Kainulainen et al. 2009; Schneider et al. 2012).

The power-law slope of the high-density PDF tails depends on the range chosen to fit and on the SFE. It may also depend on physical parameters (different forcing and/or Mach number, etc.), but—unlike the standard deviation of the PDF, Equation (5)—the power-law slope does not seem to depend strongly on the forcing or the sonic Mach number of the turbulence. Here, we only highlight general trends without fitting slopes, because of limited resolution, sampling, and general uncertainties in setting the fit range. However, we clearly find that the high-density tail in both volumetric and column density PDFs of Figures 3 and 4 flattens with increasing SFE, or equivalently, the corresponding radial density profile, Equation (6), steepens from \( \kappa \lesssim 1.5 \) for SFE \( \sim 0 \) to \( \kappa \sim 1.5−2.5 \) between SFE \( \sim 0 \) and SFE \( \sim 20\% \) in all numerical models. Our estimates of \( \kappa \) agree well with the range of equivalent radial power-law slopes inferred in recent \textit{Herschel} observations, \( \kappa \sim 1.5−2.5 \) (Arzoumanian et al. 2011), suggesting SFEs in the range SFE \( \sim 0\%−20\% \).

Kritsuk et al. (2011b) provide a very detailed measurement of the slope in their single model with mixed forcing at \( M \sim 6 \). They find a global PDF slope corresponding to \( \kappa \sim 1.8 \) at the latest time available in their simulation. Steeper global power-law slopes were not obtained in Kritsuk et al. (2011b), probably because they had to stop the simulation as soon as the first overdensity went into collapse. We find a similar global slope in our model with mixed forcing at \( M \sim 5 \) when
Figure 4. Same as Figure 3, but for the logarithmic column density $\eta \equiv \ln(\Sigma/\Sigma_0)$ with the mean column density $\Sigma_0$. Error bars indicate the uncertainty in the PDFs when three different projection directions (along the $x$-, $y$-, or $z$-axes) of the same cloud are compared. The column density PDFs are more noisy but follow the same trends as the volumetric density PDFs in Figure 3. However, the standard deviation is smaller in $p_\eta$ than $p_s$, because of projection (Fischera & Dopita 2004; Federrath et al. 2010b; Brunt et al. 2010a, 2010b; Seo 2012), and the power-law tails have a different slope (compare Equations (9) and (11)).

(SFE $\sim 0$. However, our results for different forcing and sonic Mach numbers suggest that the slope of the high-density tail of the PDF is not universal. Moreover, the PDF slope is clearly time-dependent and flattens in all our models, consistent with previous studies probing a more limited physical parameter range (Cho & Kim 2011; Collins et al. 2012).

4.2.3. The PDF of Magnetized Clouds

Figure 5 shows a comparison of volumetric (top) and column density PDFs (bottom) for simulations with magnetic fields, $B_0 = 0 \mu G$ (left), $1 \mu G$ (middle), and $3 \mu G$ (right). According to Equation (5), the density variance should decrease with increasing magnetic pressure. Indeed, the PDFs become narrower with decreasing plasma $\beta$ or decreasing $M_A$ (see Table 1), as observed in Collins et al. (2012) and quantified in Molina et al. (2012). The high-density power-law slope, however, does not seem to exhibit a clear trend with magnetic field strength. Collins et al. (2012) report a weak steepening of the tail with decreasing $\beta$, but that depends again on the time and fit range chosen.
Correlating model parameters with measured PDF slopes for different SFE would be a natural way to proceed in follow-up studies, in order to learn about the state of a cloud by measuring its column density PDF. For instance, the standard deviation (width) of the PDF shows a clear dependence on the forcing, the Mach number, and the magnetic field strength. These dependences have been studied theoretically and numerically for volumetric density PDFs (Passot & Vázquez-Semadeni 1998; Nordlund & Padoan 1999; Federrath et al. 2008b; Price et al. 2011; Molina et al. 2012; Konstandin et al. 2012b) and were extended to the study of column density PDFs (Fischera & Brunt 2004; Brunt et al. 2010a, 2010b; Brunt 2010; Burkhart & Lazarian 2012; Kainulainen & Tan 2012; Seon 2012). We clearly see in Figures 3 and 4 that the standard deviation of the PDF becomes larger as $M$ is increased and as the forcing becomes more compressive, while we see in Figure 5 that the standard deviation decreases with increasing magnetic field strength. Thus, a promising goal would be to relate PDF parameters with cloud properties, in order to constrain the evolutionary stage and physical parameters of a cloud, e.g., star-forming versus quiescent (Kainulainen et al. 2009), pressure-confined or not (Kainulainen et al. 2011), influenced by ionizing radiation, or other environmental effects (Schneider et al. 2012), by measuring column density PDFs and comparing them with simulations.

5. VELOCITY, DENSITY, AND COLUMN DENSITY SCALINGS OF MOLECULAR CLOUDS

In this section, we study the spatial scaling of turbulent velocity, density, and column density. In particular, we find that the column density power spectrum is a powerful tool to distinguish star-forming from non-star-forming clouds.

5.1. Definition of the Fourier Power Spectrum

Fourier power spectra are commonly used in turbulence analysis to study the scaling and correlation of a given physical quantity $q(\ell)$ (e.g., velocity, density, or combinations) with spatial scale $\ell$. Since the analysis is carried out in Fourier space, the spatial scale simply transforms to a wavenumber scale $k = 2\pi/\ell$. The $D$-dimensional Fourier transform of $q(\ell)$ with $\ell = \{\ell_1, \ldots, \ell_D\}$ is defined as

$$\hat{q}(k) = \frac{1}{(2\pi)^{D/2}} \int q(\ell) e^{-i k \cdot \ell} d^D \ell,$$  

(12)

where we denote the Fourier transform of $q(\ell)$ with $\hat{q}(k)$, where $\ell, k \in \mathbb{R}^D$. The spatial scale $\ell$ is in the range $[0, L]$ with the maximum spatial scale $L$ corresponding to the smallest wavenumber $2\pi/L$, i.e., the largest scale of a cloud or in a column density map. Note that in this definition of the $D$-dimensional Fourier transform, $\hat{q}$ has units of $[q L^{D/2}]$, such that $\int \hat{q} \cdot \hat{q}^* d^D k$ always yields a quantity with units of the original physical variable $q^2$.

With the definition of the Fourier transform, Equation (12), the 3D ($D=3$) Fourier power spectrum of $q$ is given by

$$P_{3D}(q, k) = (\hat{q} \cdot \hat{q}^* 4\pi k^2)_{k},$$  

(13)

as an average of $\hat{q} \cdot \hat{q}^*$ over a spherical shell with radius $k = |k|$ and thickness $dk$ in Fourier space, where $\hat{q}^*$ denotes the complex conjugate of $\hat{q}$. In analogy, the two-dimensional ($2D, D=2$) power spectrum,

$$P_{2D}(q, k) = |\hat{q} \cdot \hat{q}^* 2\pi k|_{k},$$  

(14)

is defined as an average over a ring with radius $k$ and thickness $dk$. As a result of the definition of the $D$-dimensional Fourier transform, both $P_{3D}(q, k)$ and $P_{2D}(q, k)$ have the same units $[q^2/k]$. 

Figure 5. Top row: same as Figure 3, but for models with mixed forcing at $M \sim 10$ and varying initial magnetic field $B_0 = 0 \mu G$ (left), $1 \mu G$ (middle), and $3 \mu G$ (right) at $512^3$ resolution. Bottom row: same as top row, but for the column density PDFs as in Figure 4. The density variance decreases with increasing magnetic field strength, in agreement with the theoretical prediction given by Equation (5). High-density power-law tails develop in all models, but no clear trend with magnetic field strength is seen.

(A color version of this figure is available in the online journal.)
5.2. Definition of the $\Delta$-variance Spectrum

The $\Delta$-variance technique provides a complementary method for measuring the scaling exponent of Fourier spectra in the physical domain by applying a wavelet transformation (Stutzki et al. 1998). We here use the $\Delta$-variance tool developed and provided by Ossenkopf et al. (2008) for 2D maps. This tool implements an improved version of the original $\Delta$-variance (Stutzki et al. 1998; Bensch et al. 2001), capable of treating non-periodic edges and taking into account variations in signal to noise, which is important for applying the method to observational maps (e.g., Schneider et al. 2011). The $\Delta$-variance measures the amount of structure in an observational map, by filtering the data set $q(\ell)$ with a symmetric up–down function $\bigodot_{\ell}$ (typically a French-hat or Mexican-hat filter) of size $\ell$ and computing the variance of the filtered data set as a function of filter size $\ell$. The $\Delta$-variance is defined as

$$\sigma_{\Delta}^2(q, \ell) = \left( \left( q(\mathbf{x}) * \bigodot_{\ell} \right)(\mathbf{x}) \right)^2,$$

where the average is computed over all data points at positions $\mathbf{x} = \{x_1, x_2\}$ for a 2D map $q(\mathbf{x})$. The operator $*$ denotes a convolution, which, in practice, is carried out in Fourier space. We use the original French-hat filter with a diameter ratio of $3.0$ as in previous studies using the $\Delta$-variance technique (e.g., Stutzki et al. 1998; Mac Low & Ossenkopf 2000; Ossenkopf et al. 2001, 2006; Ossenkopf & Mac Low 2002). There is some uncertainty introduced by the filter type and diameter chosen, but for turbulent systems, the $\Delta$-variance does not significantly depend on that choice (Ossenkopf et al. 2008). Here, we apply the $\Delta$-variance only to the column density, i.e., $q \equiv \Sigma$ in Equation (15). The relation between $\sigma_{\Delta}^2(\Sigma, \ell)$ and the Fourier power spectrum of the density, $P_{3D}(\rho, k)$, is explained in the next section.

5.3. Relation between $P_{3D}$ and $\sigma_{\Delta}^2$

Assuming a power-law scaling of the 3D density power spectrum,

$$P_{3D}(\rho, k) \propto k^\alpha,$$

and a power-law scaling of the 2D column density power spectrum,

$$P_{2D}(\Sigma, k) \propto k^{\beta},$$

we see from the definitions (13) and (14) that they are directly related by

$$P_{3D} = 2kP_{2D} \propto k^{\alpha} \propto k^{\beta+1}.$$

Moreover, considering the spatial scaling of the column density $\Sigma$ in real space (instead of wavenumber space), we have to recall that $P_{2D}(\Sigma) \propto d\Sigma^2/dk$. Thus,

$$\Sigma^2 \propto P_{2D}k \propto P_{3D} \propto k^{\beta+1} \propto \varepsilon^{-(\beta+1)} \propto \varepsilon^{-\alpha}.$$

This result shows that the $\Delta$-variance power spectrum of $\Sigma$ defined in Equation (15) is simply related to the 3D Fourier power spectrum of $\rho$ by

$$\sigma_{\Delta}^2(\Sigma, \ell) \propto P_{3D}(\rho, k) \propto \Sigma^2 \propto \varepsilon^{-\alpha}$$

for $P_{3D}(\rho, k) \propto k^\alpha$. Thus, the $\Delta$-variance slope of $\Sigma$ is simply the negative slope of the power spectrum of $\rho$, if both follow power-law scalings. We will make use of this result in Section 7 below.

5.4. Velocity Spectra

We start by considering velocity spectra in order to compare them with previous results for supersonic turbulence and to study their Mach number and forcing dependences. Figure 6 shows power spectra of the velocity vector $\mathbf{v}$ normalized by
the sound speed $c_s$, i.e., the local Mach number. Thus, we set $q = v/c_s$ in Equation (13) and define the shortcut $v' \equiv v/c_s$.

Since the simulations cover a wide range of rms Mach numbers $M \sim 3$–50, and hence the absolute power of each spectrum varies depending on $M$, we chose to normalize all velocity power spectra by their individual integral in Figure 6, such that the shape of the spectra (and in particular their slopes) can be more easily compared between the different numerical models. Moreover, the spectra are compensated by $k^2$, such that a horizontal line would correspond to a power-law spectrum $\propto k^{-2}$ as in Burgers (1948) turbulence. For comparison, we plot two dotted lines with power-law scaling $\propto k^{-5/3}$ (Kolmogorov 1941) and $\propto k^{-2}$ (Burgers 1948).

Before starting to analyze the dependence of the power spectra on the forcing, sonic Mach number, and magnetic field, we first have to identify the scales on which the spectra are robust, numerically converged, and can be directly compared. At small wavenumbers, $k \sim 1$–3, the turbulent forcing directly affects the spectra because kinetic energy is injected there (see Section 2.1), which then self-consistently cascades down to smaller scales (larger wavenumbers). At the high-wavenumber end, numerical resolution and the bottleneck effect (Falkovich 1994; Dobler et al. 2003) affect the spectra. As shown in previous studies, scales smaller than about 30 grid cells, i.e., $k > k_{\text{diff}}$ with $k_{\text{diff}} \sim 512/30 \sim 17$ for the 512$^3$-resolution spectra analyzed here, are typically affected by numerical diffusion (Kitsionas et al. 2009; Federrath et al. 2010b, 2011c; Price & Federrath 2010; Sur et al. 2010; Kritsuk et al. 2011a). Moreover, the bottleneck effect could in principle affect the spectra at slightly smaller wavenumbers than $k_{\text{diff}}$. However, previous studies indicate that the bottleneck effect has a minor impact on velocity spectra of supersonic turbulence (unlike in mildly compressible or incompressible turbulence; see Dobler et al. 2003). Compressive forcing, in particular, does not seem to produce a significant bottleneck effect at all (see the 1024$^3$ resolution spectra of $M \sim 5.5$ turbulence with solenoidal and compressive forcing in Federrath et al. 2010b). This is likely because steeper spectra (e.g., $\propto k^{-2}$ as in highly compressible, supersonic turbulence) have a smaller correction due to the bottleneck effect than shallower spectra (e.g., $\propto k^{-5/3}$ as in incompressible turbulence; Falkovich 1994), and so the bottleneck effect is weaker in supersonic than in incompressible turbulence. Thus, both forcing ($k < 3$) and primarily numerical diffusion ($k > 17$) limit the scaling range in which all power spectra can be reasonably analyzed and compared. The remaining, intermediate range is quite small but still allows us to draw general conclusions. In order to leave some tolerance on both ends, we define the approximate inertial range here as $5 \lesssim k \lesssim 15$.

In Figure 6, we see that the purely turbulent velocity spectra ($t = 0$, solid lines) are roughly consistent with power laws, $P_{3D} \propto k^{-5/3}$, for Kolmogorov (1941) turbulence below the sonic scale ($k > k_s$) and are generally consistent with $P_{3D} \propto k^{-2}$ on scales larger than the sonic scale ($k < k_s$). We calculate the sonic scale as in Schmidt et al. (2009) and Federrath et al. (2010b) by evaluating the implicit integral definition $\int_{k_s}^{\infty} P_{3D}(v/c_s, k) dk = 1$. This definition states that the kinetic energy $\langle v^2 \rangle/2$ on all scales $k > k_s$ must be equal to the sound energy $c_s^2/2$ (note that here we did not include a factor of 1/2 in the definition of the power spectrum, Equation (13), so it simply cancels on both sides of the integral definition of $k_s$).

The sonic scale thus separates supersonic scales ($k < k_s$) from subsonic scales ($k > k_s$). We indicate $k_s$ by the vertical lines on top of the abscissas in Figure 6. It shifts to smaller scales (higher $k$) for models with increasing $M$, which simply means that a larger fraction of resolved wavenumbers remains in the supersonic regime. Hence, in the $M \sim 50$ runs, the turbulence is supersonic on all scales, and the sonic wavenumber is larger than the cutoff wavenumber given by the numerical resolution. On the other hand, in the $M \sim 3$ runs, the sonic scale is in the resolved range of scales, where the spectra are consistent with $\propto k^{-5/3}$ scaling for $k > k_s$. Even though the spectra are quite noisy (because we only consider one realization of the turbulence at a fixed time) and the range of scales for analysis is limited as explained above, we find a flattening of the spectra from $P \propto k^{-2}$ in the supersonic regime ($k < k_s$) to $P \propto k^{-5/3}$ in the subsonic regime ($k > k_s$).

Compressive forcing exhibits slightly steeper spectra than solenoidal forcing for any given Mach number. This is because compressive forcing produces stronger shocks, and hence we expect a scaling closer to Burgers (1948) scaling, $P \propto k^{-2}$. A slight steepening of velocity spectra was previously seen only in simulations with $M \sim 5$–6, in which solenoidal forcing yielded a slope of $-1.86 \pm 0.05$ and compressive forcing a slope of $-1.94 \pm 0.05$ (Federrath et al. 2009, 2010b). The reason for the slightly steeper velocity spectra is that compressive forcing excites a larger fraction of compressible modes at any given $M$ (Federrath et al. 2011b), which—in the limit of a hypersonically turbulent velocity field, completely filled with shocks—is the essence of Burgers (1948) scaling of turbulence.

Observations of molecular clouds support a velocity scaling between $k^{-5/3}$ (Kolmogorov) and $k^{-2}$ (Burgers), corresponding to $v \propto \ell^{1/3}$ and $v \propto \ell^{1/2}$, respectively, with most clouds exhibiting a scaling closer to Burgers turbulence (Larson 1981; Solomon et al. 1987; Falgarone et al. 1992; Ossenkopf & Mac Low 2002; Heyer & Brun 2004; Roman-Duval et al. 2011). Hence, both solenoidal and compressive forcing produce velocity scalings consistent with observations.

Our velocity spectra do not strongly change when star formation proceeds, as can be seen by comparing the $t = 0$ and SFE = 0%, 5%, and 20% curves in Figure 6. Only the runs with $M \sim 3$ show a significant dependence on SFE, because in those models, global collapse starts to increase the velocity power on large scales, $k \sim 1$, and thus reduces the relative power on smaller scales, because of the normalization of the spectra. Thus, velocity spectra do not seem to be a suitable indicator for star formation, unless the collapse is global, which is typically not observed (Zuckerman & Palmer 1974; Zuckerman & Evans 1974; Krumholz & Tan 2007; Evans et al. 2009).\footnote{See, however, the discussion in Vázquez-Semadeni et al. (2010) suggesting that global collapse drives turbulence and star formation. For instance, Klessen & Hennebelle (2010) have argued and Federrath et al. (2011c) have shown that collapse and accretion do drive turbulence, but at the same time, the turbulence produced in this conversion from gravitational energy cannot hold the collapse. So global collapse would still be observed, unless the stars form much more quickly than global contraction occurs, adding an additional source of turbulence, possibly capable of holding the global collapse or even dispersing the cloud.}

Our results provide an explanation for the insensitivity of the principal component analysis of velocity fluctuations measured with CO lines in the comparison of Rosette (a star-forming cloud) and G216–2.5 (a quiescent cloud) found in Heyer et al. (2006). CO traces primarily the large-scale structure of molecular clouds because the 1–0 and 2–1 rotational transition lines become optically thick at relatively low column density for both $^{12}$CO and $^{13}$CO. The results in Figure 6 indeed indicate that large-scale velocity analyses of a molecular cloud are not particularly sensitive to star formation. In the next section,
however, we show that the density and column density power spectra do depend on star formation, even on relatively large scales, and correlate with the SFE.

5.5. Density and Column Density Spectra

For the density and column density spectra, we define $\rho' \equiv \rho/\rho_0 - 1$ and $\Sigma' \equiv \Sigma/\Sigma_0 - 1$ with the mean density $\rho_0$ and the mean column density $\Sigma_0$. We then set $q = \rho'$ in Equation (13), which defines $P_{3D}(\rho', k)$, and set $q = \Sigma'$ in Equation (14), defining $P_{2D}(\Sigma', k)$. The normalization by the mean values is useful, because it enables a direct comparison of the spectra, even when the absolute density and column density scales are different in the various simulation models (see Table 1).

Figure 7 shows the same as Figure 6, but for the density and column density fluctuation spectra. Note that we expect $P_{3D}(\rho', k) \sim 2kP_{2D}(\Sigma', k)$ from Equation (18), which is well confirmed in Figure 7, showing $2kP_{2D}(\Sigma', k)$ as thick lines and $P_{3D}(\rho', k)$ as thin lines superimposed. The match is quite close, as expected for nearly isotropic, turbulent density distributions. The gray error bars indicate variations of $P_{3D}(\Sigma', k)$ with different projection directions along the $x$-, $y$-, and $z$-axes, showing that there is no significant variation of the column density spectra with projection direction.

We plot density spectra for different times and SFEs, $t = 0$ and SFE = 0%, 5%, and 20% in Figure 7. We see that the dependence of $P_{3D}(\rho', k)$ and $P_{2D}(\Sigma', k)$ on SFE is very strong. All spectra have a negative slope $\alpha$ in the purely turbulent regime before self-gravity is considered in the simulations ($t = 0$) until the first sink particle forms (SFE = 0). We here quote the slope $\alpha$ of the 3D density spectrum by fitting a power law within the approximate inertial range, $5 \leq k \leq 15$, with $P_{3D}(\rho', k) \propto k^{-\alpha}$. Note that the column density power spectrum $P_{2D}(\Sigma', k) \propto k^{-1}$ (see Equation (18)), which is why we plot $2kP_{2D}$, also exhibiting the slope $\alpha$. For SFE = 5%, this slope becomes positive and increases further for SFE = 20% in all numerical models, irrespective of the forcing and sonic Mach number. This result and our measurements of the slope $\alpha$ do not depend on numerical resolution or statistical sampling of the turbulence as demonstrated in Figures 13 and 14.

The difference of $\alpha$ between $t = 0$ and SFE = 20% is largest in the $M \sim 3$ runs, intermediate for $M \sim 10$, and smallest in the $M \sim 50$ simulations. Comparing different forcing, we see that, on average, solenoidal forcing produces systematically larger slopes $\alpha$ than compressive forcing at any given Mach number. This has been noticed previously by Federrath et al. (2009), but only for $M \sim 5$–6 simulations in the purely turbulent regime, and is related to the different fractal dimensions $D_f$ obtained for solenoidal forcing ($D_f \sim 2.6$) and compressive forcing ($D_f \sim 2.3$). Here we see that the higher the Mach number, the smaller are the differences between solenoidal and compressive forcing, which is plausible, because we expect both forcings to produce a statistically identical network of pure shocks for $M \to \infty$, which is the theoretical limit of Burgers turbulence. We also see that in this limit, the differences in slope with time and SFE become smaller, because gas at very high Mach numbers is so strongly compressed in shocks and dense filaments that collapse does not change the density structure as much as in the case of lower Mach numbers. However, the fact that the slope $\alpha$ is negative for SFE $\sim 0$ and becomes positive for SFE $\geq 0$ is robust, even when the Mach number is increased from $M \sim 3$ to 50, and even when the forcing is varied from one extreme (solenoidal forcing) to the opposite extreme (compressive forcing).

In Figure 8, we see the same general trend of increasing slope $\alpha$ with SFE in the MHD simulations with $M \sim 10$ and mixed forcing. The density power spectra do not seem to depend systematically on the magnetic field strength, consistent with the conclusion drawn in Collins et al. (2012). The spectra for $B = 1 \mu G$ and $3 \mu G$ have a slope $\alpha$ that is slightly larger.
by about 0.2 on average) than in the $B = 0$ case, which is a relatively small but noticeable difference. However, the change in slope from $\alpha < 0$ for SFE $\sim 0$ to $\alpha > 0$ for SFE $\gtrsim 0$ is clearly seen in the MHD models in Figure 8, as before in Figure 7 for different forcing and sonic Mach number.

All density spectra in Figures 7 and 8 are broadly consistent with previous studies exploring a limited subset of the parameter space analyzed in this study (Beresnyak et al. 2005; Kowal et al. 2007; Kritsuk et al. 2007; Federrath et al. 2009; Collins et al. 2012). Here we show that all density spectra exhibit a flattening with increasing Mach number for both solenoidal and compressive forcing, consistent with a previous study of purely solenoidal forcing (Kim & Ryu 2005). However, the most striking result is that all density spectra exhibit negative power-law slopes for SFE $\sim 0$ but turn to positive slopes for SFE $> 0$, making them a potentially powerful tool to distinguish star-forming clouds (SFE $> 0$) from clouds that did not (yet) form stars (SFE $= 0$). Moreover, the slope of the density spectra increases roughly monotonically with increasing SFE (explored in more detail below). Here we show that the switching in slope from negative to positive $\alpha$ of the density and column density spectra is universal, holding in clouds with $M = 3–50$ for solenoidal and compressive forcing, as well as for different magnetic field strengths. This universal behavior of the density spectrum is a signpost of gravitational collapse when star formation proceeds. As more and more power in the density field moves to smaller scales where star formation occurs, the density spectrum rises on those scales and causes the significant change of the slope $\alpha$ that we see here.

5.6. Delta-variance Spectra of the Column Density

As a more practical approach to measure the density power spectrum in molecular cloud observations, we now study the $\Delta$-variance spectra, defined in Section 5.2. The $\Delta$-variance spectra provided by Ossenkopf et al. (2008) can treat spatial variations in the signal-to-noise ratio, as well as non-periodic boundaries, making it a useful tool to measure the column density spectrum in observational maps. For pure power-law distributions, the $\Delta$-variance of the column density, $\sigma^2_{\Delta}(\Sigma, \ell)$, gives information equivalent to Fourier spectra (Stutzki et al. 1998) and is related to the 3D density power spectrum $P_{3D} (\rho, k)$ via Equation (20).

Figure 9 shows the same models and times as in Figure 7, but for the $\Delta$-variance spectra of the column density contrast $\sigma^2_{\Delta}(\Sigma/\Sigma_0, \ell)$, where we divide by the mean column density $\Sigma_0$ to facilitate the comparison between different models. As for the Fourier spectra of the density and column density in Figure 7, we see that the slope of $\sigma^2_{\Delta}(\Sigma/\Sigma_0, \ell)$ depends sensitively on local collapse and star formation. A similar trend was reported in simulations analyzed by Ossenkopf et al. (2001), yet with a much more limited dynamic range and set of parameters. The basic effect was already seen in that study, but Ossenkopf et al. (2001) did not relate the slope $\alpha$ to the SFE, because of the relatively large uncertainties in their simulations. For the present set of simulations, however, we can determine the slopes $\alpha$ reliably in the approximate inertial range, $0.06 \leq \ell/L \leq 0.2$, without being affected by numerical resolution issues (see Figure 13).

We recast the slope of the $\Delta$-variance into the slope $\alpha$ of $P_{3D}(\rho, k)$ via Equation (20) to make them directly comparable to the Fourier spectrum slopes. Comparing the slopes $\alpha$ in Figures 7 and 9, we find good agreement. The difference in slopes between the $\Delta$-variance and the Fourier spectra is typically less than $\pm 0.3$, caused by statistical uncertainties in the fit range and by the fact that the inertial range is only approximately described by a power law. However, the changes in slope with increasing SFE are clearly significant and consistent with the results obtained in Figure 7.

Moreover, we find that the $\Delta$-variance slopes of runs with different magnetic field also agree well with the Fourier spectra shown in Figure 8. The general conclusion from all spectra is thus robust: the slope $\alpha$ switches sign from negative to positive when star formation proceeds (SFE $> 0$), irrespective of the sonic Mach number, the forcing, or the magnetic field strength.

6. ESTIMATING THE SFE

In the previous section, we showed that the spectral slope $\alpha$ of all density power spectra switches from negative to positive when star formation proceeds. We now study the quantitative dependence of $\alpha$ on SFE. Figure 11 shows $\langle \alpha \rangle$ averaged between the Fourier spectra (Figures 7 and 8) and the $\Delta$-variance spectra (Figures 9 and 10) as a function of SFE. We see that $\alpha$ increases with SFE from $\alpha < 0$ for SFE $\sim 0$ to $\alpha > 0$ for SFE $> 0$, except for the $M \sim 50$ models (top panel), where $\alpha \sim 0$ for SFE $\sim 0$. These high Mach number models also show the slowest increase, from $\alpha \sim 0$ for SFE $\sim 0$ to $\alpha \sim 0.8$ for SFE $= 20\%$. The $M \sim 3$ models, on the other hand, show a much stronger difference between SFE $\sim 0$ and SFE $> 0$. This can be explained by the fact that the density structure changes significantly during collapse in the low Mach number models, while the global structure is almost unaffected during star formation in the high Mach number cases, because the latter already contain most of the mass in high-density filaments caused by turbulent compression (see Figures 1 and 2).
For a given sonic Mach number, we see that solenoidal forcing always produces higher $\alpha$ than compressive forcing (top panel in Figure 11). However, the differences between the forcings become smaller as the Mach number increases. This is quite plausible, because in the hypersonic limit ($M \rightarrow \infty$), we expect both solenoidal and compressive forcing to produce maximum compression, resulting in a network of pure shocks as in Burgers (1948) turbulence. The differences between solenoidal and compressive forcing with $M \sim 50$ are indeed not significant, indicated by the overlapping error bars in those two cases (circles and stars). Real molecular clouds have sonic Mach numbers in the range $M \sim 2$–50, with most clouds exhibiting $M \sim 10$, where differences between the forcings become pronounced when SFE $\gtrsim 5\%$ (triangles and squares). For Mach numbers $M \sim 3$ (crosses and diamonds), the differences between solenoidal and compressive forcing are significant in both the purely turbulent (SFE $\sim 0$) and star-forming regimes (SFE $> 0$).

The bottom panel of Figure 11 shows that adding a magnetic field does not change $\alpha$ significantly, except in the late stages of star formation when SFE $> 10\%$. There, the higher the magnetic field, the slightly larger becomes $\alpha$.

In order to better distinguish models with different physical parameters and to provide a quantitative measure of the relation between $\alpha$ and SFE, we made empirical fits to the data in Figure 11. We use the following model function for fitting:

$$\alpha = p_0 - \exp(p_1 - p_2 \times \text{SFE}(%)),$$

with parameters $p_0$, $p_1$, and $p_2$, because of its simplicity and because it can be inverted. The positive-definite inverse function

$$\text{SFE}(%) = \max\{0, \left[\frac{1}{p_2} - \ln(p_0 - \alpha \pm 0.2)\right]/p_2\}$$

thus provides an estimate of the SFE when $\alpha$ is measured from an observational map. We included an uncertainty in $\alpha \pm 0.2$, reflecting the typical uncertainty of $\alpha$ in the simulations to establish the relation in Equation (22). In practice, the uncertainties in $\alpha$ are likely somewhat higher than $\pm 0.2$ when applied to real observations, so any further uncertainties (of systematic or statistical nature) must be added accordingly. Sources of such uncertainties and limitations of the present approach are discussed in Section 8. The fit parameters $p_0$, $p_1$, and $p_2$ are listed in Table 2 for each numerical model in Figure 11. The fit curves are shown in Figure 11 as solid lines.
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**Table 3**

| Cloud/Region                  | Ref. | Tracer         | α   | SFE |
|-------------------------------|------|----------------|-----|-----|
| (01) Ursa Major cirrus        | HI 21 cm | 1.6 ± 0.2 | ∼0% |
| (02) Polaris Flare (IRAM)     | 12CO 1 → 0 | 1.3 ± 0.2 | ∼0% |
| (03) Polaris Flare (KOSMA)    | 12CO 2 → 1 | 1.1 ± 0.2 | ∼0% |
| (04) Polaris Flare (CRAO)     | 13CO 1 → 0 | 1.0 ± 0.2 | ∼0% |
| (05) Polaris Flare (IRAM)     | 12CO 2 → 1 | 0.9 ± 0.2 | <1% |
| (06) Vela                    | Dust extinc. | 0.9 ± 0.2 | <1% |
| (07) Polaris Flare           | 13CO 1 → 0 | 0.8 ± 0.1 | <1% |
| (08) Perseus/NGC 1333        | 13CO 1 → 0 | 0.8 ± 0.2 | <1% |
| (09) Coalsack                | Dust extinc. | 0.8 ± 0.3 | <2% |
| (10) Orion A                 | 13CO 1 → 0 | 0.7 ± 0.2 | <2% |
| (11) Orion B                 | 13CO 1 → 0 | 0.6 ± 0.2 | <2% |
| (12) Polaris Flare (CIA)      | 12CO 1 → 0 | 0.6 ± 0.2 | <2% |
| (13) Lupus                   | Dust extinc. | 0.6 ± 0.2 | <2% |
| (14) Mon OB1                 | Dust extinc. | 0.6 ± 0.2 | <2% |
| (15) Mon OB1/NGC 2264       | Dust extinc. | 0.5 ± 0.1 | <2% |
| (16) Rosette                 | Dust extinc. | 0.5 ± 0.3 | <4% |
| (17) IC 5146                 | Dust extinc. | 0.4 ± 0.2 | <4% |
| (18) Mon R2                  | 13CO 1 → 0 | 0.4 ± 0.3 | <4% |
| (19) Mon OB1/NGC 2264       | 13CO 1 → 0 | 0.4 ± 0.3 | <4% |
| (20) Orion A+B               | Dust extinc. | 0.3 ± 0.2 | <4% |
| (21) Pipe                    | Dust extinc. | 0.3 ± 0.2 | <4% |
| (22) Corona Australis        | Dust extinc. | 0.3 ± 0.3 | <5% |
| (23) Perseus                  | Dust extinc. | 0.2 ± 0.2 | <5% |
| (24) Mon R2                  | Dust extinc. | 0.1 ± 0.2 | <6% |
| (25) Taurus                  | Dust extinc. | 0.0 ± 0.2 | <10% |
| (26) W3                      | Dust extinc. | 0.0 ± 0.2 | <10% |
| (27) Chamaeleon              | Dust extinc. | 0.0 ± 0.2 | <10% |
| (28) Cygnus X                | 13CO 1 → 0 | 0.2 ± 0.2 | <17% |
| (29) Serpens core            | Dust emiss. | 1.6 ± 0.4 | >8% |

Notes. The upper and lower limits of the SFE quoted in the last column were estimated based on comparing the range of spectral slopes α (including the maximum uncertainties in Equation (22) combined with the additional fit uncertainties for α from the observations; see discussion in Section 8) with the numerical simulations in Figure 11, covering a wide range of physical conditions ($M \sim 3$–$50$ with solenoidal and compressive forcing, and different magnetic field strengths). Equation (22) together with Table 2 provide direct relations SFE(α) fitted to the simulation data in Figure 11. References. (1) Fourier analysis by Miville-Deschênes et al. (2003); (2) reanalysis of Δ-variance estimates in Bensch et al. (2001); (3) reanalysis of Δ-variance estimates in Schneider et al. (2011); (4) Δ-variance by Stutzki et al. (1998); (5) Δ-variance by Ossenkopf et al. (2001).

forming (SFE > 0) from quiescent (purely turbulent) clouds (SFE ∼ 0). Moreover, if an independent estimate of the sonic Mach number is available (e.g., Burkhardt et al. 2009) and if the forcing can be constrained (Brunt et al. 2010a, 2010b; Brunt 2010; Konstandin et al. 2012b; Kainulainen & Tan 2012; Seon 2012), measuring α and comparing it with the present set of numerical simulations may give a hint on the SFE of an observed cloud, by inverting the curves shown in Figure 11. This inversion is given by Equation (22) with the fit parameters in Table 2. Similarly, if SFE and $M$ were known for a given cloud, Figure 11 could be used to constrain the forcing in that cloud.

7. COMPARISON WITH OBSERVATIONS

Figure 11 showed that the spectral slope $\alpha$ is sensitive to the SFE. Thus, by measuring that slope in interstellar cloud regions, we can constrain the SFE of observed clouds. Table 3 lists estimates of $\alpha$ measured with different tracers and for different cloud regions, taken from various sources in the literature.

**Table 2**

| HD Models (Figure 11, Top) | $p_0$ | $p_1$ | $p_2$ |
|-----------------------------|------|------|------|
| Solenoidal, $M \sim 3$, $B_0 = 0$ μG | 1.990 | 0.788 | 0.097 |
| Compressive, $M \sim 3$, $B_0 = 0$ μG | 1.288 | 0.653 | 0.117 |
| Solenoidal, $M \sim 10$, $B_0 = 0$ μG | 1.633 | 0.721 | 0.136 |
| Compressive, $M \sim 10$, $B_0 = 0$ μG | 1.149 | 0.332 | 0.097 |
| Solenoidal, $M \sim 50$, $B_0 = 0$ μG | 0.988 | 0.014 | 0.099 |
| Compressive, $M \sim 50$, $B_0 = 0$ μG | 3.437 | 1.216 | 0.010 |

| MHD Models (Figure 11, Bottom) | $p_0$ | $p_1$ | $p_2$ |
|-------------------------------|------|------|------|
| Mixed, $M \sim 10$, $B_0 = 0$ μG | 0.921 | 0.389 | 0.356 |
| Mixed, $M \sim 10$, $B_0 = 1$ μG | 1.175 | 0.450 | 0.192 |
| Mixed, $M \sim 10$, $B_0 = 3$ μG | 1.478 | 0.642 | 0.169 |

Note. The model function for fitting is given by Equation (21).

Gray shaded regions centered on the best-fit curves indicate an uncertainty range of ±0.2 in $\alpha$.

The dependence of $\alpha$ on SFE seen in Figure 11 and provided by Equation (21) with the fit parameters in Table 2 suggests that by measuring the spectral slope $\alpha$ in an observational map of dust or molecular column density (e.g., by using the Δ-variance technique described in Section 5.2), one can distinguish star-forming (SFE > 0) from quiescent (purely turbulent) clouds (SFE ∼ 0). Moreover, if an independent estimate of the sonic Mach number is available (e.g., Burkhardt et al. 2009) and if the forcing can be constrained (Brunt et al. 2010a, 2010b; Brunt 2010; Konstandin et al. 2012b; Kainulainen & Tan 2012; Seon 2012), measuring α and comparing it with the present set of numerical simulations may give a hint on the SFE of an observed cloud, by inverting the curves shown in Figure 11. This inversion is given by Equation (22) with the fit parameters in Table 2. Similarly, if SFE and $M$ were known for a given cloud, Figure 11 could be used to constrain the forcing in that cloud.
We find slopes in the range $\alpha \sim -1.6$ to $+1.6$ and sort each observation in Table 3 by $\alpha$ in ascending order (from top to bottom). For each of the following observational estimates, we include both the uncertainties given by the inversion, Equation (22), combined with the fit uncertainties from the observation quoted in Table 3 (see also the discussion in Section 8 on other uncertainties and limitations). Our observational estimates of the SFE are thus conservative and strictly yield only upper or lower limits for the SFE.

The first entry in Table 3 is from a Fourier analysis of the 21 cm line of atomic hydrogen of the high Galactic latitude Ursa Major “cirrus” by Miville-Deschênes et al. (2003). They find a spectral slope $\alpha \sim -1.6 \pm 0.2$. Comparing this value, including the uncertainties in both simulations (Figure 11 and Equation (22)) and observations (Table 3), we estimate that the Ursa Major cirrus has an SFE $\sim 0$. This is because even the maximum slope, $\alpha \sim -1.4$, is significantly negative and any of our numerical simulations did not produce stars for $\alpha \lesssim -1$. Although molecular condensations have been detected in the Ursa Major cirrus, it appears to have essentially no star formation activity, likely because of the high virial parameters estimated for this cloud (de Vries et al. 1987). This is in good agreement with our findings of SFE $\sim 0$, based on the comparison of the observed slope $\alpha$ with our numerical simulations.

Entries 2–5, 7, and 12 in Table 3 are for observations of the Polaris Flare by Stutzki et al. (1998) and Bensch et al. (2001) with different instruments (IRAM, KOSMA, FCRAO, CfA) and different molecular transitions of $^{13}$CO and $^{12}$CO. We see some variation of the derived slope $\alpha$ from $-1.3$ to $-0.6$, depending on the telescope and tracer used, as well as on the spatial scales over which the slope was determined (Bensch et al. 2001). Thus, we reanalyzed the $\Delta$-variance data in Bensch et al. (2001), fitting average power laws over a wider range of scales than considered in Bensch et al. (2001), in order to obtain a rough estimate of the slope $\alpha$ less affected by the particular choice of scales for the fit. We find that our reanalysis mostly agrees with the estimates of $\alpha$ in Bensch et al. (2001). We see that the overall slope $\alpha$ in the Polaris Flare is of order $-1$, from which we estimate SFE $\sim 0$ based on the model fits of Figure 11 and Equation (22) in the Polaris Flare, with a formal upper limit of SFE $< 2\%$. This is in good agreement with observations of the Polaris Flare, showing no sign of star formation activity, although the Saxophone region does seem to indicate some trace of gravitational contraction (N. Schneider et al. 2012, private communication), which, however, has not led to any star formation in the cloud yet.

Entries 6, 8, and 9 are for dust extinction and CO observations of Vela, NGC 1333 in Perseus, and the Coalsack by Schneider et al. (2011) and Bensch et al. (2001). The values of $\alpha$ from $-0.9 \pm 0.2$ to $-0.8 \pm 0.3$ were estimated based on average fits to the $\Delta$-variance plots in Schneider et al. (2011) and Bensch et al. (2001), taking into account a broad range of scales and all the error bars of those analyses. The purpose of our reanalysis is to obtain general trends of the slope $\alpha$, without constraining the fits to relatively small scales as done in Schneider et al. (2011) and Bensch et al. (2001). This is why we find slightly different slopes here compared to their small-scale fits. These values of $\alpha$ indicate SFE $\sim 0$ with an upper limit of SFE $< 1\%$ in Vela and NGC 1333 and SFE $< 2\%$ in Coalsack. The latter is in agreement with an independent estimate of star formation activity in Coalsack, suggesting relatively low SFE (Kainulainen et al. 2009).

 Estimates of $\alpha$ for the following clouds and cloud regions (entries 10, 11, and 13–24) range from $\alpha \sim -0.7 \pm 0.2$ to $-0.1 \pm 0.2$, suggesting SFEs in the range SFE $\sim 0$ to a maximum of $6\%$, when comparing to the range of SFEs obtained in the simulations for such $\alpha$ (see Figure 11, Equation (22), and Table 2). Those clouds include Lupus, Rosette, Pipe, Corona Australis, and Perseus, which indeed seem to be consistent with low to moderate star formation activity (compare, e.g., Table 1 in Kainulainen et al. 2009). A notable exception may seem Orion A+B, which contain a large number of YSOs, indicating high star formation activity. In a recent survey of Orion A+B, Megeath et al. (2012) indeed detected 3479 YSOs. However, Orion A+B are also quite massive with $M_\odot \sim 1.9 \times 10^5 M_\odot$ (Wilson et al. 2005). Assuming that YSOs produce stars with a mean mass of about $\langle m \rangle \sim 0.3 M_\odot$ (which is in between the mean masses of the present-day stellar mass function, $\langle m \rangle = 0.25 M_\odot$, and the initial mass function, $\langle m \rangle = 0.37 M_\odot$, for disk galaxies; see Chabrier 2003), we can estimate the SFE of Orion A+B with SFE $\sim 3500 \times 0.3 M_\odot / 1.9 \times 10^5 M_\odot \sim 0.6\%$. A similar estimate based on YSO counts and assuming a median mass for each YSO of $0.5 M_\odot$ is provided in Lada et al. (2010). From their Table 2, we can compute SFE $\sim \text{SFR} / \text{SF} \times 0.2 \text{Myr}$ (Evans et al. 2009; Heiderman et al. 2010; Lada et al. 2010). Using the values quoted for the low extinction threshold, $A_k \geq 0.1$ mag, covering almost the whole cloud, we obtain SFE $\sim 2.1\%$ for Orion A and SFE $\sim 0.4\%$ for Orion B, consistent with our own estimate above. Those SFEs obtained from YSO counts, however, are likely lower limits, because of the limited detectability of YSOs on small spatial scales in crowded, dense regions. The YSO completeness achieved with Spitzer may only be $50\%$ averaged over the inner 0.5 pc of the Trapezium region in Orion, and only $30\%$ within a radius of 0.2 pc (Evans et al. 2009; Gutermuth et al. 2011). Thus, SFE estimates based on YSO counts can be quite uncertain. However, they do fall in the range SFE $= 0\%$–$4\%$ that we obtain for Orion A+B by using the slope $\alpha$ listed in Table 3. Thus, even if no information on YSOs is available for a given cloud, we can still get a lower and upper limit of the SFE from the slope $\alpha$, which is directly measurable from the column density map of a cloud alone.

Taurus, W3, and Chamaeleon (entries 25–27) all have $\alpha = 0.0 \pm 0.2$, indicating SFE $= 0\%$–$10\%$. For instance, Taurus has a total molecular mass of about $1.5 \times 10^8 M_\odot$ (Pineda et al. 2010), and more than 300 YSOs were detected (see Table 1 in Kainulainen et al. 2009; Elias 1978). Similar to our estimate for Orion A+B above, we find SFE $\sim 300 \times 0.3 M_\odot / 1.5 \times 10^8 M_\odot \sim 0.6\%$. Another estimate based on YSO counts in Lada et al. (2010) yields SFE $\sim 1.1\%$ (again using their low extinction threshold value to define $M_\text{SF}$). Both are consistent with our formal upper limit of SFE $< 10\%$ from $\alpha$, but significantly smaller than the mean, SFE $\sim 5\%$. Taurus is indeed somewhat special, in that it may be more dominated by magnetic fields than other clouds. Recent observations suggest that turbulence in Taurus is trans-Alfvénic (Heyer & Brunt 2012), leading to lower SFRs than in super-Alfvénic clouds (see Paper I). The rather low SFE in Taurus may thus be a result of the relatively strong magnetic fields there. Our estimate of SFE $= 0\%$–$10\%$ from the slope $\alpha$ is slightly biased toward larger values of SFE because stronger magnetic fields also produce slightly larger $\alpha$ (see Figure 11, bottom panel).

Cloud region 28 in Table 3 is a $\Delta$-variance measurement by Schneider et al. (2011) of the Cygnus X giant molecular cloud from a high-resolution $^{13}$CO integrated intensity map. Cygnus X...
is one of the most massive and most active star-forming regions in the Galaxy, including both old and young populations of stars (Schneider et al. 2006). On well-resolved scales, between 4 and 20 pc, we find a power-law slope $\alpha \sim 0.2 \pm 0.2$ from Figure 2 in Schneider et al. (2011). Comparing this slope to our simulation models in Figure 11, we estimate that Cygnus X has an SFE in the range $SFE = 0\%–17\%$. The lower limit of the SFE is formally obtained from the lower limit of $\alpha$, while we actually know that Cygnus X is forming stars, so $SFE > 0$. In particular, the massive DR21 filament in Cygnus X shows signs of infall (Schneider et al. 2010), which is likely the reason for Cygnus X exhibiting a slightly positive $\alpha$ on length scales representative of that filament (length $\sim 20$ pc, width $\sim 5$ pc) and sub-filaments collapsing toward the main filament (Schneider et al. 2010; Hennemann et al. 2012). The range $SFE = 0\%–17\%$ found for Cygnus X is relatively large but—to the best of our knowledge—the only currently available estimate of the SFE for the whole Cygnus X giant molecular cloud complex.

Finally, Ossenkopf et al. (2001) studied the $\Delta$-variance spectrum of the Serpens core observed by Testi & Sargent (1998). Ossenkopf et al. (2001) estimated a slope $\alpha = 1.6 \pm 0.4$, which is clearly positive and larger than any of the previous cloud regions studied, indicating $SFE > 8\%$ (last entry in Table 3). Based on the total available gas mass and the mass spectrum of condensations reported in Testi & Sargent (1998), we estimate an independent lower limit of the SFE in the Serpens core of $SFE > 5\%$. Recently, Maury et al. (2011) reported $SFE \sim 7\%–15\%$ in Serpens South and W40. Another independent estimate by Olmi & Testi (2002) suggests an $SFE \sim 25\%–50\%$ in the region where most protostellar cores and protostars are located. All independent estimates agree with the lower limit, $SFE > 8\%$, that we find here based on $\alpha$. It is indeed plausible that the Serpens core region has a relatively high SFE because—unlike the large-scale cloud regions studied above—the Serpens core is a small-scale, high-density region, where eventually we expect a relatively large fraction of the gas to be accreted by stars. The Serpens core region is close to the limit where the SFE approaches the local efficiency $\epsilon$, i.e., the mass fraction of gas of an individual dense core that will actually fall onto the protostar. Theoretical, numerical, and observational estimates suggest that $\epsilon = 0.25–0.7$ (Matzner & McKee 2000; Wang et al. 2010; Beuther et al. 2002). For instance, Wilking & Lada (1983) find $\epsilon \sim 0.3–0.5$, and Olmi & Testi (2002) find $\epsilon \sim 0.25–0.5$. Comparing the SFR and gas column densities in our numerical simulations with Galactic observations by Heiderman et al. (2010) in Paper I, we found best-fit values $\epsilon \sim 0.3–0.7$, which seem to suggest typical local efficiencies of $\epsilon \sim 0.5$, in good agreement with the aforementioned independent estimates. Thus, about half of the gas in a dense core is accreted by the protostar, while the other half remains in the envelope or is driven out of the core by winds, jets, and outflows.

8. UNCERTAINTIES AND LIMITATIONS

8.1. Relation between $\alpha$ and SFE

In Section 6 we calibrated a simple, empirical relation given by Equation (22) between the spectral slope $\alpha$ of the column density and the SFE in the numerical simulations of Section 2. This relation can be applied to observational maps in which $\alpha$ can be measured with Fourier techniques such as the $\Delta$-variance method, to obtain an estimate of the SFE in the observed region. Equation (22) only includes an uncertainty in $\alpha \pm 0.2$ as suggested by our calibration with numerical simulations. The practical uncertainties in $\alpha$ when measured in an observational map, however, can be higher than that. Such uncertainties include finite telescope resolution, signal-to-noise ratio, and sensitivity limits for a given observational tracer of column density. For instance, dust emission, extinction, and molecular line emission all suffer from sensitivity limits in both the high and low column density regimes (e.g., molecular lines become optically thick at high column density or detectors are simply not sensitive enough to trace very low column density). Such statistical and systematic uncertainties are not included in Equation (22) and must be added accordingly.

8.2. Global versus Local Efficiencies

A primary goal of this paper is to understand the transition from the global SFE on large scales (e.g., a whole molecular cloud) to the local core formation efficiency $\epsilon$. The latter denotes the fraction of gas in a dense core that eventually goes into the star. This is not $100\%$ because some fraction, $1 - \epsilon$, of the gas in the core does not fall onto the protostar, but is driven out of the core by outflows, winds, and/or jets during the formation of the protostar in the center of the accretion disk. Without specifying what mechanisms (e.g., radiative and/or magnetic) cause the gas flow out of the core or how it actually happens, we simply note that we expect a local efficiency $\epsilon \approx 0.3–0.7$ (Matzner & McKee 2000; Paper I, and references therein). However, even the best high-resolution observations of individual cores are just beginning to investigate this local regime of star formation and constrain $\epsilon$. In surveys of structure and star formation activity of molecular clouds on intermediate and large scales, such cores appear as sites of high column density, but their internal structure is often not resolved. Thus, the actual amount of gas contributing to star formation is uncertain, and so is the actual total SFE. We note that we did not take into account the local efficiency $\epsilon$ in Equation (22) because the simulations did not include any form of feedback such as winds, jets, or outflows from the protostellar objects. Such feedback effects are not accounted for and hence add to the uncertainty in the true SFE when Equation (22) is applied to observational data.

Given the local efficiencies $\epsilon \approx 0.3–0.7$, it would seem reasonable to adjust the inferred SFE via Equation (22) down by the factor $\epsilon$ to estimate the actual total SFE of a cloud. In the application of Equation (22) to the observations presented in Section 7, however, we did not make such an adjustment, because we think that the same adjustment would be necessary in the case of YSO counts to infer the SFE. This is because the effect of the local efficiency $\epsilon$ is typically also not accounted for when estimating the typical mass of a YSO, since those observations are limited in resolution and likely include a significant fraction of gas/dust in the core that may not all be accreted by the star. Thus, the local efficiency $\epsilon$ due to feedback introduces uncertainties as discussed above, which, however, similarly apply to SFE estimates obtained with YSO counts.

8.3. Definition of the SFE in Closed and Open Systems

We furthermore note that the simulations studied here are highly idealized and can suffer from resolution issues. However, the effects of limited resolution are relatively small for our measurement of $\alpha$, and we do understand them quite well (see Appendix B). A more severe issue is the choice of boundary conditions in the simulations. They are periodic in all directions. We discuss the limitations of this and related,
different approaches to treat boundaries in Paper I. For the present study of the SFE, the main limitation lies in the fact that our computational boxes are closed, so there is no gas inflow or outflow. Real molecular clouds are not isolated, closed objects, but exchange mass with the medium in which they are embedded. This poses a general problem and uncertainty in defining the SFE. Imagine, for instance, a cloud accreting more gas from the outside than is turned into stars inside in the same amount of time. In that case, the SFE would go down, even though stars form continuously, simply because the total gas content in the region of interest increases due to accretion from the outside. An even more remarkable thought experiment is one in which star formation has stopped at a given SFE in a given volume, and suppose the stars formed in that region now blow away all the remaining gas in their surroundings and drive it out of that volume (e.g., by driving winds). According to the standard definition of the SFE in Equation (2), would remain the same in this process, but would go down, leading to an increasing SFE, even though no more stars form. This is an example emphasizing that one must be quite careful with interpreting SFEs in open systems. Such definitions of the SFE in open systems are discussed in Vázquez-Semadeni et al. (2010) and Feldmann & Gnedin (2011).

9. SUMMARY AND CONCLUSIONS

We studied the SFE in simulations of supersonic, self-gravitating, magnetized turbulence. In Paper I, we found that the simulations yield SFRs varying by orders of magnitude, depending on the virial parameter, on the forcing of the turbulence, and on the sonic and Alfvén Mach numbers, consistent with observed SFR column densities. Here, we focused on the SFE and find that the density and column density distributions change significantly when star formation occurs and when the SFE increases. We find that the column density scaling is particularly sensitive to the SFE, enabling us to estimate the SFE from column density observations, , , (Larson 1981; Solomon et al. 1987; Falgarone et al. 1992; Ossenkopf & Mac Low 2002; Heyer & Brun 2004; Roman-Doval et al. 2011), suggesting highly compressible, supersonic turbulence of Burgers type on large scales. We find evidence for a transition to subsonic, Kolmogorov turbulence with , (see Figure 6). The velocity spectra are largely insensitive to star formation.

5. Unlike the velocity spectra, we find a strong change of the density and column density spectra with the onset of star formation. The slope of vs. or equivalently of the -variance spectrum of column density, , , , which are both related to the column density spectrum via Equations (18) and (20), switches sign from for in all our models, despite the wide range of physical cloud conditions probed in the simulations ( ). We confirmed this result for the slope with an independent measurement based on the -variance technique, suitable for molecular cloud observations (see Figures 9 and 10).

7. Studying the detailed dependence of the slope on SFE in all our numerical models, we find that the SFE can be estimated by measuring (see Figure 11). We provide a fitted relation, , in Equation (22) for each numerical model set with best-fit parameters listed in Table 2.

8. We compared observational measurements of in an H I cloud, in several giant molecular clouds and sub-regions, and in a dense star-forming core, with values ranging from to , all listed in Table 3. We infer the SFE for each cloud or region studied and show that negative typically indicates SFE , consistent with observations. Clouds with and larger do form stars and exhibit a range of SFEs, which is monotonically increasing with . Estimates of SFE from are consistent with independent measurements based on YSO counts, where available. However, the SFE( ) relations found here provide an independent estimate of SFE based on a column density map alone, without requiring a priori knowledge of star formation activity or YSO counts for a given cloud.

The overall agreement between our simulations and observations of Galactic clouds concerning the SFE studied here and the SFR in Paper I is promising. We conclude that supersonic, magnetized turbulence is a key process, likely controlling the SFRs and SFEs of molecular clouds in the Milky Way and potentially in other galaxies.
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Figure 12. Same as Figure 3, but for a study of the influence of the numerical resolution on the density PDF for SFE = 0% and SFE = 20% in three representative models. Left: solenoidal forcing with $M \sim 10$ at resolutions of $128^3$, $256^3$, and $512^3$ grid cells. Middle: same as left panel, but for compressive forcing with $M \sim 10$. Right: compressive forcing with $M \sim 50$ at resolutions of $256^3$, $512^3$, and $1024^3$. Model parameters are listed in Table 1.

(A color version of this figure is available in the online journal.)

Figure 13. Same as Figure 12, but for a resolution study of the density and column density Fourier spectra as in Figure 7. The significant change in slope $\alpha$ with SFE is clearly seen, even for our lowest numerical resolution.

(A color version of this figure is available in the online journal.)
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APPENDIX A

DEPENDENCE OF THE DENSITY PDFs ON RESOLUTION

Figure 12 shows a resolution study of the density PDF $p(s)$ for our two Mach 10 models with solenoidal and compressive forcing (left and middle panel) and for our Mach 50 model with compressive forcing (right panel) at SFE = 0% and SFE = 20%. We compare resolutions $N_{\text{res}} = 128$, 256, and 512 for the Mach 10 models. We see no significant resolution dependence for $N_{\text{res}} \geq 256$ in the lognormal part of the PDF, but a clear resolution dependence in the power-law tail, stretching the PDF to higher $s$ when the resolution is increased. In the solenoidal forcing case (left panel), we find a break in the power law at $s_{\text{break}} \sim 4.0, 5.2$, and 6.5 for $N_{\text{res}} = 128$, 256, and 512, respectively. These breaks seem to correlate with the density threshold for sink particle creation, Equation (1), $s_{\text{sink}} \sim \ln(\rho_{\text{sink}}/\rho_0) \sim 3.1, 4.5$, and 5.9, shown as vertical short lines on top of the abscissa ($N_{\text{res}} = 128$: dotted; 256: dashed; and 512: solid), but are slightly higher than that. The PDF for densities $s < s_{\text{break}}$ shows a resolution dependence for $N_{\text{res}} \leq 256$, but $s > s_{\text{break}}$ shifts to higher densities when the resolution is increased. The compressive forcing model with Mach 10 (middle panel) does not show such a break, but a cutoff at large $s$, which shifts to higher $s$ with increasing resolution, similar to the cutoff seen in the solenoidal forcing model at large $s$. The PDF of the Mach 50, compressive forcing case (right panel) does not show a significant resolution dependence for the range of densities and $p(s)$ analyzed here ($N_{\text{res}} = 256$: dotted; 512: dashed; and 1024: solid), even though the sink particle creation densities are quite low (see the vertical lines on top of the abscissa).

APPENDIX B

DEPENDENCE OF THE FOURIER SPECTRA ON RESOLUTION

Figure 13 shows the same resolution study as in Figure 12, but for the density and column density power spectra as in Figure 7. This resolution study demonstrates that density and column density spectra are converged for $k \ll N_{\text{res}}/15$. In contrast, velocity spectra are only converged for $k \ll N_{\text{res}}/30$ (Federrath et al. 2010b, 2011c). This is because resolving the kinetic energy content of a vortex (which is a vector quantity) requires at least 30 grid cells. Here we find that about 15 grid cells are sufficient to resolve turbulent and collapsing density structures. This in turn suggests that resolving the Jeans length with 15 grid cells would be sufficient to capture the density structures in collapse simulations but is insufficient to resolve kinetic vorticity and potential small-scale dynamo amplification of magnetic fields (both of which are vector quantities), which still requires at least 30 grid cells per Jeans length (Sur et al. 2010; Federrath et al. 2011c). The slopes $\alpha$ that we estimate in Figures 7–10 are
obtained in a converged range of scales, and hence these slopes are not affected by numerical resolution.

APPENDIX C

DEPENDENCE OF THE DENSITY PDFs AND FOURIER SPECTRA ON THE RANDOM SEED

Figure 14 (left) indicates statistical fluctuations mostly in the low- and high-density tails of the PDFs when different random seeds of the turbulence (seed1, seed2, seed3) are considered. This gives us an impression of the statistical uncertainties of the PDFs. The right panel shows the density and column density spectra of the same models, also indicating statistical fluctuations, which manifest in different amplitudes of the spectra, but the power-law slopes do not vary significantly with random seed.
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Figure 14. Left: same as Figure 12, but for a study of the influence of different random seeds of the turbulence (seed1, seed2, seed3) on the PDF for SFE = 0% and SFE = 20% in three mixed-forcing runs with $\lambda \sim 10$ and $512^3$ resolution (see Table 1). Right: same as left panel, but for the density and column density spectra as in Figure 13.

(A color version of this figure is available in the online journal.)
