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Abstract

Generative adversarial networks (GANs) synthesize realistic images from a random latent vector. While many studies have explored various training configurations and architectures for GANs, the problem of inverting a generative model to extract latent vectors of given input images has been inadequately investigated. Although there is exactly one generated image per random vector, the mapping from an image to its recovered latent vector can have more than one solution. We train a ResNet architecture to recover a latent vector for a given image that can be used to generate a face nearly identical to the target. We use a perceptual loss to embed face details in the recovered latent vector while maintaining visual quality using a pixel loss. The vast majority of studies on latent vector recovery perform well only on generated images, we argue that our method can be used to determine a mapping between real human faces and latent-space vectors that contain most of the important face style details. In addition, our proposed method projects generated faces to their latent-space with high fidelity and speed. At last, we demonstrate the performance of our approach on both real and generated faces.

Introduction

Generative adversarial networks (Goodfellow et al. 2014) train two networks simultaneously, a generator and a discriminator. The generator network aims at synthesizing samples as realistic as possible while the discriminator’s objective is to distinguish between real and fake samples. This min-max two player game optimizes both networks to compete with each other and boost their respective performances. When given a training dataset, GANs are capable of generating new samples that have similar characteristics with the training samples. Generators receive random latent vectors that are usually sampled from either uniform or normal distributions.

We can invert the generator to recover the latent vector of a given image. Recovered latent vectors can be used as a measure of GAN performance (Creswell and Bharath 2018) as well as a method to find out about the features a GAN has learned from its training dataset. In the case that a proper latent vector is not found for an image, we can conclude that certain features in the image cannot be modeled by the generator. This conclusion can be used as a quantitative measure to compare performances of different GANs. Moreover, by extracting proper latent vectors of real images, we can train GANs to modify images of the natural image manifold towards a desired direction (Zhu et al. 2016) (Huh et al. 2020), for example applying styles to real faces. In addition, linear operations on latent vectors result in meaningful changes in generated images (Radford, Metz, and Chintala 2015), for example adding latent vectors of a person who is smiling to the latent vector of a neutral face will result in a new smiley face. Another example is linearly transforming the latent vector to manipulate memorability of generated images (Goetschalckx et al. 2019). Thus mapping from image space to latent space can be useful in classification or retrieval tasks.

Despite the many applications for inverting generators for real images, there are only a few papers focusing on this topic. The majority of related publications focus on retrieving latent vectors of generated images. Recent latent-vector-recovery methods usually perform poorly on real images and even those that have demonstrated results on real image datasets are rarely tested on human faces. Therefore, we believe a novel approach that is capable of regaining the z-space vector of a given natural image will be an asset to a variety of applications.

(Creswell and Bharath 2018) proposed an approach to invert any pre-trained GAN using gradient descent with pixel-loss as the reconstruction loss. This method recovers the latent vector of an input image in a way that when fed into the GAN a similar image to the target is generated. They indicate that this inverted GAN can be used as both a qualitative and quantitative measure for evaluating GANs. The generated faces used in this work have very low quality, here we use progressively growing GANs (Karras et al. 2017) to synthesize more reliable faces with higher resolution. Additionally, Creswell and Bharath evaluate their model only on the same dataset with which they trained the GANs, which might not provide information on the methods performance on other natural images. The biggest downside of gradient-based methods is that they tend to fall into local minima which results in poor reconstructed latent vectors. Stochastic clipping, introduced in (Lipton and Tripathi 2017), can recover the true latent vectors for DCGAN (Radford, Metz, and Chintala 2015) generated images with high fidelity. Nevertheless, these techniques need to converge the
gradient descent for each test image separately. For example (Lipton and Tripathi 2017) needs 20k iterations of gradient descent to reconstruct good images and this can be extremely time consuming especially when we plan to extract latent vectors of many images. Furthermore, recent GANs are becoming much deeper and are much more challenging to invert than DCGAN (Bau et al. 2019).

Another common approach for extracting latent space vectors of images is training an encoder network alongside the GAN (Donahue, Krähenbühl, and Darrell 2016)(Dumoulin et al. 2016). The encoder learns to invert the generated image to its original latent vector. The downside of this technique is that the encoder might overfit and lead to poorly reconstructed images, specifically those images that are drawn from a different distribution than the training set. In addition, this method is not applicable for pre-trained GANs because it has to be trained with the GAN at the same time. Moreover, training a third network adds more parameters and therefore is not efficient in resource consumption. The method described in (Luo et al. 2017) learns an encoder but after training the GAN. Hence, this method is able to handle pre-trained networks. However, the problem of overfitting persists.

In this paper, our focus is on inverse mapping of face GANs. We train a residual neural network (ResNet18) (He et al. 2016) to extract latent vectors of given face images. This study focuses on recovering latent vectors of both generated faces in addition to extracting face details and styles of real human faces. First, we train ResNet with only generated faces using pixel and perceptual loss. This approach performs well in the inverse mapping of generated faces and finds nearly identical recovered latent vectors to the ground truths three orders of magnitude faster than gradient-based alternatives.

Transferring styles of images using GANs has been the subject of many recent studies. In this investigation, we focus on extracting face details such as hair style, gender, pose, facial expressions, etc. when extracting latent vectors of the natural faces. Then we use the recovered vector to generate new faces that contain the same styles as the real input face images. In order to map natural faces to latent space vectors that contain their style information, we train the network simultaneously on generated and natural face images. We transfer latent-space information from generated faces while extracting detailed facial information using pixel and perceptual loss of the real faces. Training based on pixel loss between recovered latent vectors of generated images and their ground truth latent vectors (z-loss) helps the model to learn the mapping between image-space and latent-space. The pixel and perceptual loss between reconstructed and natural images aids the network to generate faces with similar attributes to the target.

In this work our contributions are the following:

• We propose a new approach for recovering latent vectors of generated faces using deep residual neural networks. This technique reconstructs images similar to the target much faster than optimization-based solutions.
• Using a combination of pixel, perceptual, and z-loss, we are able to map given natural face images to latent space counterparts that contain similar facial information and style attributes. The reconstructed latent vector can be fed to a GAN to generate an image with identical characteristics to the target.

• We present results of latent vector recovery for images from other datasets (that GAN was not trained on) which proves the generalizability of our model to other datasets.

Related Works

Despite the many applications of GAN inversion, this area is still an open research problem when dealing with natural input images, specifically pictures of human faces. Methods focusing on projecting images into the corresponding GAN latent vectors can be categorized into four major groups.

The first category trains an encoder network alongside the GAN (Donahue, Krähenbühl, and Darrell 2016)(Dumoulin et al. 2016). The encoder learns to map the generated image back to its latent vector. The encoder adds more parameters to the training, which is not efficient in terms of resource usage. Moreover, this network can easily overfit to the training data, which leads to poor reconstructed latent vectors as well as substandard performance as an evaluation measure for GANs. In addition, such techniques require simultaneous training with the GAN, meaning they cannot be used on pre-trained GANs. Such drawbacks have motivated more recent studies to move in a different direction. (Luo et al. 2017) have trained the encoder based on a pre-trained GAN. Although this method overcomes the challenge of handling pre-trained networks, the problems of overfitting and inefficient resource consumption persist.

A large and growing body of the literature has investigated optimization-based solutions (Creswell and Bharath 2018)(Lipton and Tripathi 2017). They use gradient descent to optimize the problem of projecting images into the latent vectors that can be used to regenerate those images. They start with a random latent vector, $z'$, sampled from the distribution on which the generator was trained. The goal is to minimize the L2 norm between the target image and the image generated by $z'$ using gradient descent. At each iteration, $z$ is updated to generate an image more accurate to the target until they converge. Lipton and Tripathi introduced stochastic clipping to bound reconstructed latent vectors to the original domain. This technique performs better than solely gradient descent with exceptionally high recovery accuracy on DCGAN generated images, which results in generating images indistinguishable from the target. While the results of this work seem promising, they are usually obtained after numerous iterations of gradient descent, and therefore time to convergence can be a huge barrier when recovering latent vectors of many images. In addition, more recent deep GANs, such as the 15-layer progressive GAN used in this work, are much more challenging to invert than a DCGAN. Additionally, this approach performs poorly when applied to real input faces.

The third category of methods combines the previously mentioned approaches to benefit from both. These methods first use an encoder to obtain initial $z'$, then use gradient
descent to optimize the problem (Bau et al. 2020) (Bau et al. 2019). Despite the fact that recovered vectors are very similar to the original z-space vector, they generate blurry images with inadequate texture details.

Recent work proposed in (Huh et al. 2020) has shown improvement in transforming and recovering latent vectors of natural images. They use a gradient-free Covariance Matrix Adaptation (CMA) optimizer to recover the corresponding latent vector of a given target image. They have also evaluated various optimizers for the GAN inversion problem and found BasinCMA (Wampler and Popović 2009) to be the best. This technique updates CMA after taking a predefined number of gradient-descent steps, which benefits from the advantages of both methods. Despite outstanding improvement in visual quality of the generated images using recovered latent vectors, this work focused on BigGAN (Brock, Donahue, and Simonyan 2018) pre-trained on ImageNet (Deng et al. 2009), which does not have a human face class. Moreover, this approach still requires a considerable amount of time to converge for each input image.

A number of studies have begun to examine neural-network-based approaches with perceptual similarity metrics to map images to latent-space (Zhu et al. 2016) (Dosovitskiy and Brox 2016). The neural network uses a combination of pixel and perceptual loss to find the inverse mapping of image-space into latent-space. These methods are much faster but previously were not visually as good as optimization-based techniques. We believe that by using this approach with the right deep neural network and use of proper objective functions, we will be able to achieve faces identical to the target with much less computation time.

**Style transfer:** Several studies (Zhu et al. 2016) (Bau et al. 2020) (Brock et al. 2016) have used latent vector recovery methods for real image manipulation and style transfer. They first extract a latent vector that generates an image as similar as possible to the input image, then update the latent representation in order to smoothly transform the generated image and add the desired styles. This transformation is extremely sensitive because it has to apply edits to the image while keeping it inside the natural image manifold. There is a relatively small body of literature that investigates adding styles to natural faces or adding human face styles to generated faces. Even though StyleGAN (Karras, Laine, and Aila 2019) focuses on transferring face styles using GANs, its creators use latent z vectors of generated faces to embed styles into different layers of the generator rather than natural images. We argue that our framework is capable of extracting important facial details and embedding them into the recovered latent vector, which will be fed into a pre-trained generator to synthesis the desired output. Hence, our approach can be used to add natural-face styles to generated images of any pre-trained generator.

**Method**

**Overview**

In this work, we train a residual neural network (ResNet18) in order to map an input image to its corresponding latent vector using a combination of a reconstruction loss and a perceptual loss. Mean Absolute Error (MAE) is used as the reconstruction loss.

We introduce two frameworks: the first architecture (Figure 1) trains the network on generated faces for which we have the ground truth latent vectors. The second architecture deals with natural human faces using a pixel loss and a perceptual loss between the reconstructed face and the target as well as the z-loss. The overview of our proposed framework for real human faces is depicted in Figure 2.
Generative adversarial networks
GANs train two networks simultaneously. The generator network aims at synthesizing fake samples as realistic as possible while the discriminator’s goal is to distinguish between real and fake samples. This min-max two player game and the competition between the generator and the discriminator optimizes their performance. Given a training dataset, GANs are capable of generating new samples that have similar characteristics with the training samples.

Mapping strategy
Our goal is to train a deep neural network that is capable of mapping samples from image-space into latent vector space (z-space) using a dataset of generated images and their matching ground truth latent vectors. Since residual blocks are a necessity when it comes to training deep networks (Zhang et al. 2017) we decided to train a residual neural network (ResNet18) to find the mapping. A training dataset of 100k generated faces and their ground truth latent vectors was created using a progressive GAN (proGAN) trained on 128x128 CelebA faces (Liu et al. 2015).

When training on only generated faces, MAE between features extracted from the last layer of ResNet18 and ground truth latent vectors was created using a progressive GAN (proGAN) trained on 128x128 CelebA faces (Liu et al. 2015).

Next, we attempted to find the mapping for natural human faces by using MAE and perceptual loss between the reconstructed image and target as well as simultaneous training of ResNet on both natural and generated faces. The combination of MAE and perceptual loss helped the model to generate images similar to the real target, while training on generated faces with their ground truth latent vectors helped ResNet in learning an accurate inverse mapping.

Objective function
Generated images: When training ResNet on generated faces, we were able to use ground truth latent vectors, random vectors that were originally used to generate training images. The MAE loss between features extracted from the last layer of ResNet and the corresponding ground truth latent vector, the z-loss, was fed backwards into the network in order to find the best inverse mapping.

Recent work on perceptual loss for style transfer (Johnson, Alahi, and Fei-Fei 2016) shows that we are able to generate images with high fidelity by defining and optimizing a perceptual loss. The perceptual loss can be extracted from various layers of pre-trained networks. We obtained perceptual loss from 21 concatenation layers of a FaceNet (Schroff, Kalenichenko, and Philbin 2015) pre-trained on MS-Celeb-1M. Adding perceptual loss results in visually better faces with adequate texture.

Natural images: Since the ground truth latent vectors for real faces are not available, we used a reconstruction loss which is the MAE between real faces and generated faces us-
Figure 3: The loss when training ResNet on generated faces. Vertical and horizontal axes show the loss and hours of training respectively.

Figure 4: Original generated faces are presented in column (a). Column (b) is the generated faces of recovered latent vectors by (a) using gradient-descent method with 200 iterations. Column (c) applies stochastic clipping while updating gradient descent. Column (d) is our method, which utilizes our trained ResNet to map generated images to their corresponding latent vectors. Column (e) is our ResNet trained using both pixel and perceptual loss.

Table 1: Comparing gradient-based methods with ours based on PSNR, FID score and the computation time (in seconds) for each method.

| Model                   | PSNR | FID | Time     |
|-------------------------|------|-----|----------|
| Adam                    | 18.41| 1.96| 1143.90  |
| Stochastic Clipping     | 19.06| 1.98| 1135.24  |
| Pixel-ResNet(ours)      | 11.06| 1.94| 3.27     |
| Pixel-Perceptual ResNet(ours) | 16.30| 1.98| 3.96     |

Experiments and Results

Latent vector recovery of generated faces

In order to evaluate the performance of our model in mapping generated faces to latent vector peers, we set up an experiment to both qualitatively and quantitatively compare our results with gradient-based methods.

Gradient-based techniques update gradient descent for a variable number of iterations, so choosing the right number of iterations is critical in obtaining optimal results. In some cases, updating is stopped when the loss is below a certain threshold, which means a different number of iterations is required for different generated faces and some might need up to 100k iterations of gradient descent to converge. In this work we chose 200 iterations to make our comparison viable in terms of computation time.
Figure 5: The results for mapping natural faces to latent-space vectors that contain same style and facial features. The faces in each row represent how recovered latent vectors understand the gender, hair style and emotions of the target image respectively.

Figure 6: Recovered latent vectors preserve the pose of the target face.

We generated 50 faces using proGAN to test the recovery of latent vectors using four different methods: gradient descent, gradient descent with stochastic clipping, our ResNet model trained based on pixel loss, and our ResNet trained on both pixel and perceptual loss. Gradient descent was implemented using an Adam optimizer with 0.01 learning rate and MAE loss. Stochastic clipping binds latent vectors to [-1, 1] range. If a number is less than -1 or bigger than 1, we simply replace it with a random number within the range. Our ResNet18 architecture for this experiment was trained using the framework shown in Figure 1. The experiment was conducted on a Nvidia GeForce RTX 2080 TI GPU.

Qualitative results are presented in Figure 4. We compared our method trained with solely pixel loss and also both pixel and perceptual loss with gradient-based alternatives. Adding perceptual loss improves visual quality and results in faces indistinguishable from the target (see the comparison of Figure 4a (targets) and Figure 4e (generated images with recovered latent vectors using our method).

Quantitative results are reported in Table 1. What stands out in the table is that our method is significantly faster than other state-of-the-art techniques while having slightly lower PSNR. We compromise visual quality (to a negligible degree) for three orders of magnitude faster latent vector recovery. The difference in PSNR metric is negligible compared to the significantly lower computation time. Interestingly, in terms of Frechet Inception Distance (FID) score, which is calculated based on cosine distance between embeddings extracted from the last layer of the pre-trained FaceNet, our method performs slightly better than gradient-based alternatives. We can therefore conclude that our recovered latent vectors reconstruct better face features and also perform better in identification tasks.

**Style transfer using natural faces**

Mapping real human faces to latent-space vectors, which leads to regenerating those faces using GANs, is extremely challenging and very little was found in the literature on this topic. Our proposed architecture for natural faces extracts latent vectors that contain important facial information on the given real face. These facial details include face shape, gender, hair/beard style, smile, pose, etc. and will then be applied to the generated faces. This approach can be a means to control the face image synthesis process by altering the latent vector based on given styles.

In order to evaluate our ResNet model in style transformation from real to generated faces, we conducted an experiment on the AR face dataset (Martinez 1998). AR is a strictly constrained face dataset that includes over 4000 frontal view face images of 126 identities (70 males and 56 females). Facial impressions, illumination and occlusion of the participants are controlled, but there are no restrictions on what people are wearing (make up, glasses, hair style, etc.). The pictures were taken in the same conditions in two different sessions separated by two weeks.

The findings of this experiment indicate that projecting a
real face image into latent-space using a deep residual network trained on pixel, perceptual and z-loss results in a latent vector that can be used to generate a face with similar styles as the input. Figure 5 illustrates the style transformation of a generated face given natural input faces on the AR face dataset. The recovered latent vector includes information about the gender, hair/beard style, facial expressions (for example smile) and many other attributes of the natural face.

In addition, we conducted another experiment on high quality pictures of real human faces with different poses to indicate that recovered latent vectors not only preserve hair style, gender and facial expressions, but also generate faces with the same pose (Figure 6).

**Conclusion**

In this paper, we proposed a method to project generated face images into latent-space extremely fast with high visual quality using deep residual neural networks trained with pixel and perceptual loss. The second major finding was that training the same architecture on pixel and perceptual loss for real faces plus z-loss between generated faces and their ground truth latent vectors will bring about a latent vector that contains important facial details and styles of the input face, such as gender, pose, emotion, hair/beard style, etc.

The results of this research support the idea that, even though optimization-based approaches are performing well in inverting generators and obtaining accurate latent vectors, deep residual networks in our method are capable of performing the same tasks with relatively identical quality and incredibly faster speed.

The insights gained from this study may be of assistance in other problems that involve mapping a huge number of images to their corresponding latent vectors and then finding a new mapping or transformation within the latent-space to generate desired images.

In this study, we substantiated that training a deep neural network on a combination of pixel, perceptual and z-loss can be used to create a latent vector that includes important details and styles of the target real human faces. Though, it still remains an open question if recovering an accurate latent vector for real faces is possible, especially in terms of identity information.

**References**

[Bau et al. 2019] Bau, D.; Zhu, J.-Y.; Wulff, J.; Peebles, W.; Strobelt, H.; Zhou, B.; and Torralba, A. 2019. Seeing what a gan cannot generate. In Proceedings of the IEEE International Conference on Computer Vision. 4502–4511.

[Bau et al. 2020] Bau, D.; Strobelt, H.; Peebles, W.; Zhou, B.; Zhu, J.-Y.; Torralba, A.; et al. 2020. Semantic image manipulation with a generative image prior. arXiv preprint arXiv:2005.07727.

[Brock et al. 2016] Brock, A.; Lim, T.; Ritchie, J. M.; and Weston, N. 2016. Neural photo editing with introspective adversarial networks. arXiv preprint arXiv:1609.07093.

[Brock, Donahue, and Simonyan 2018] Brock, A.; Donahue, J.; and Simonyan, K. 2018. Large scale gan training for high fidelity natural image synthesis. arXiv preprint arXiv:1809.11096.

[Cao et al. 2018] Cao, Q.; Shen, L.; Xie, W.; Parkhi, O. M.; and Zisserman, A. 2018. Vggface2: A dataset for recognising faces across pose and age. In 2018 13th IEEE International Conference on Automatic Face & Gesture Recognition (FG 2018), 67–74. IEEE.

[Creswell and Bharath 2018] Creswell, A., and Bharath, A. A. 2018. Inverting the generator of a generative adversarial network. IEEE transactions on neural networks and learning systems 30(7):1967–1974.

[Deng et al. 2009] Deng, J.; Dong, W.; Socher, R.; Li, L.-J.; Li, K.; and Fei-Fei, L. 2009. Imagenet: A large-scale hierarchical image database. In 2009 IEEE conference on computer vision and pattern recognition, 248–255. Ieee.

[Donahue, Krähenbühl, and Darrell 2016] Donahue, J.; Krähenbühl, P.; and Darrell, T. 2016. Adversarial feature learning. arXiv preprint arXiv:1605.09782.

[Dosovitskiy and Brox 2016] Dosovitskiy, A., and Brox, T. 2016. Generating images with perceptual similarity metrics based on deep networks. In Advances in neural information processing systems, 658–666.

[Dumoulin et al. 2016] Dumoulin, V.; Belghazi, I.; Poole, B.; Mastropietro, O.; Lamb, A.; Arjovsky, M.; and Courville, A. 2016. Adversarially learned inference. arXiv preprint arXiv:1606.00704.

[Goetschalckx et al. 2019] Goetschalckx, L.; Andonian, A.; Oliva, A.; and Isola, P. 2019. Ganalyze: Toward visual definitions of cognitive image properties. In Proceedings of the IEEE International Conference on Computer Vision, 5744–5753.

[Goodfellow et al. 2014] Goodfellow, I.; Pouget-Abadie, J.; Mirza, M.; Xu, B.; Warde-Farley, D.; Ozair, S.; Courville, A.; and Bengio, Y. 2014. Generative adversarial nets. In Advances in neural information processing systems, 2672–2680.

[He et al. 2016] He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, 770–778.

[Huh et al. 2020] Huh, M.; Zhang, R.; Zhu, J.-Y.; Paris, S.; and Hertzmann, A. 2020. Transforming and projecting images into class-conditional generative networks. arXiv preprint arXiv:2005.01703.

[Johnson, Alahi, and Fei-Fei 2016] Johnson, J.; Alahi, A.; and Fei-Fei, L. 2016. Perceptual losses for real-time style transfer and super-resolution. In European conference on computer vision, 694–711. Springer.

[Karras et al. 2017] Karras, T.; Aila, T.; Laine, S.; and Lehtinen, J. 2017. Progressive growing of gans for improved quality, stability, and variation. arXiv preprint arXiv:1710.10196.

[Karras, Laine, and Aila 2019] Karras, T.; Laine, S.; and Aila, T. 2019. A style-based generator architecture for generative adversarial networks. In Proceedings of the
IEEE conference on computer vision and pattern recognition, 4401–4410.

[Lipton and Tripathi 2017] Lipton, Z. C., and Tripathi, S. 2017. Precise recovery of latent vectors from generative adversarial networks. arXiv preprint arXiv:1702.04782.

[Liu et al. 2015] Liu, Z.; Luo, P.; Wang, X.; and Tang, X. 2015. Deep learning face attributes in the wild. In Proceedings of the IEEE international conference on computer vision, 3730–3738.

[Luo et al. 2017] Luo, J.; Xu, Y.; Tang, C.; and Lv, J. 2017. Learning inverse mapping by autoencoder based generative adversarial nets. In International Conference on Neural Information Processing, 207–216. Springer.

[Martinez 1998] Martinez, A. M. 1998. The ar face database. CVC Technical Report24.

[Radford, Metz, and Chintala 2015] Radford, A.; Metz, L.; and Chintala, S. 2015. Unsupervised representation learning with deep convolutional generative adversarial networks. arXiv preprint arXiv:1511.06434.

[Schroff, Kalenichenko, and Philbin 2015] Schroff, F.; Kalenichenko, D.; and Philbin, J. 2015. Facenet: A unified embedding for face recognition and clustering. In Proceedings of the IEEE conference on computer vision and pattern recognition, 815–823.

[Wampler and Popović 2009] Wampler, K., and Popović, Z. 2009. Optimal gait and form for animal locomotion. ACM Transactions on Graphics (TOG) 28(3):1–8.

[Zhang et al. 2017] Zhang, K.; Zuo, W.; Chen, Y.; Meng, D.; and Zhang, L. 2017. Beyond a gaussian denoiser: Residual learning of deep cnn for image denoising. IEEE Transactions on Image Processing 26(7):3142–3155.

[Zhu et al. 2016] Zhu, J.-Y.; Krähenbühl, P.; Shechtman, E.; and Efros, A. A. 2016. Generative visual manipulation on the natural image manifold. In European conference on computer vision, 597–613. Springer.