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Abstract—Recent advances in power system State Estimation (SE) have included equivalent circuit models for representing measurement data that allows incorporation of both PMU and RTU measurements within the state estimator. In this paper, we introduce a probabilistic framework with a new RTU model that renders the complete SE problem linear while not affecting its accuracy. It is demonstrated that the probabilistic state of a system can be efficiently and accurately estimated not only with the uncertainties from the measurement data, but also while including variations from transmission network models. To demonstrate accuracy and scalability we present probabilistic state estimation results for the 82k test case that represents the transmission level grid of the entire USA. It is shown that the estimated state distributions include the true grid state, while their mean exactly corresponds to the estimated deterministic state obtained from the nonlinear state estimator.
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I. INTRODUCTION

R eliable operation and control of an electrical power system is a very complex task, requiring a power system operator to perpetually monitor the current state of the system. This is accomplished by collecting measurement data from a multitude of points and variables in the system, each of which include some uncertainty attached to them. To account for the errors, uncertainties and other real-world problems such as faulty communication to the operator, the raw data is processed in a way to find the most likely state of the system. Hence, an accurate and robust State Estimator (SE) is an important part of this data processing tool chain to guarantee reliable power system operations decisions [1]. However, SE formulations are generally nonlinear and as such can suffer from non-convergence in real world scenarios [2].

To observe the state of power systems two types of measurement devices are deployed. Traditionally, and most commonly used are Remote Terminal Units (RTUs), which provide measurements of the phasor voltage and current magnitudes as well as angle difference between them. With the availability of geolocation systems, like GPS, that facilitate precise time coordination, it becomes possible to monitor power systems with much higher precision. For instance, Phasor Measurement Units (PMUs) use time-synchronization to precisely measure voltage and current phasors. However, even though this technology was first introduced in the early 1990s, there are still relatively few PMUs employed in today’s power systems due to cost. Therefore, SE algorithms based on assumptions of significant data uncertainty remained.

The first mathematical formulation for power system state estimation was introduced by Schweppe in 1968 and later improved in [3]-[4]. It assumes a Gaussian distribution of measurement errors as well as known grid topology, and further aims to estimate the state of the power system by minimizing the mean square of the measurement errors (MSE). In this formulation, the state of the power system is described in terms of voltage magnitudes and phase angles at every bus of the system model whose governing equations are defined in terms of a power mismatch formulation.

Formulating the network constraints in rectangular coordinates using power [5] or current mismatch equations [6] has been explored as well. The latter has the advantage of rendering PMU measurement data linear, and hence the linear state estimation algorithms for systems observed fully with PMU measurements are proposed in [7]-[8]. This is, however, not a realistic scenario in present day systems, since only 1500 PMUs were employed on the entire continental US as recently as 2016 [9]. Therefore, different schemes have been proposed to combine hybrid measurement datasets within a state estimator. Namely, multistage algorithms handling RTU measurements and PMU data in a separate stages [10], as well as formulations integrating both kinds of measurements simultaneously [11]. Notably, the aforementioned SE algorithms use the assumption of independent measurements, while some work has been done to address this assumption and propose improved algorithms [12].

The equivalent circuit based formulation for power-flow simulations was recently introduced [13] as an extension of previous work on current-voltage formulations [14]. It was shown that any physics based data, including that from measurement devices such as PMUs and RTUs [15], can be represented by an equivalent circuit model within the proposed framework [13]. These circuit-based models and corresponding adaptation of circuit simulation algorithms were demonstrated to improve convergence robustness and scalability to large system sizes [13]. Additionally, the circuit formalism provides insight regarding the physical characteristics of the power grid, thereby enabling new modeling approaches [16].
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The equivalent circuit formulation was also demonstrated to enable optimization within the same framework, referred to as Equivalent Circuit Programming (ECP). This formulation was applied to find power flow feasibility in [17] and optimal power flow solution in [18]. In an ECP formulation, the objective function together with its constraints is modeled as a circuit problem, where the operating point of the circuit represents a solution of the optimization problem. As with other equivalent circuit formulations, it is possible to apply circuit simulation heuristics to ensure convergence for what are otherwise very difficult nonlinear problems. A linear state estimation algorithm, based on an equivalent circuit formulation, and including RTUs and PMUs, was demonstrated in [19]. In this paper we rederive a linear RTU model that is enabled by the feasibility power flow capability in [17], and use it to formulate an ECP problem that represents a linear state estimation that includes both RTU and PMU data. We show that the introduced formulation represents a deterministic linear SE algorithm that does not sacrifice accuracy. Additionally, since no iterative process is required to solve for the estimated state, this algorithm does not suffer from convergence issues for real world systems as nonlinear algorithms do [2]. Given the efficiency of the problem solution, we can further evaluate the probabilistic state using Monte Carlo do [2]. The equivalent circuit formulation was shown to represent a robust and scalable framework for simulating the steady-state response of a power system [13]. As with the current injection method, the governing power flow equations are formulated in terms of current and voltage state variables. This eliminates the inherent nonlinearities introduced by a power mismatch formulation in modeling the transmission network constraints. Of course, the nonlinearities are now introduced in representing the transmission network constraints. This defines a mapping for linear circuit elements in the original network to linear elements of its adjoint network \( \bar{N} \) the following holds

\[
I^T V = \Xi^T \lambda = \Xi^T V = I^T \bar{V} = 0
\]

(1)

\[I^T \lambda - \Xi^T V = 0\]

(2)

Hence, (2) is true for \( N \) and \( \bar{N} \) as well. A linear circuit with a complex admittance matrix \( Y \) can be formulated as

\[I = YV.\]

(3)

Combining (2) and (3) results in

\[V^T (Y^H \lambda) = V^T \Xi\]

(4)

which in order to satisfy Tellegen’s theorem defines the admittance matrix of the adjoint circuit to be

\[Y_{adj} = Y^H.\]

(5)

This defines a mapping for linear circuit elements in the original network to linear elements of its adjoint network. As described in [22], the mapping from original to adjoint circuit sets all primal sources to zero, creating a trivial operating point for the adjoint circuit. A formalism to define the adjoint
elements of nonlinear circuit elements is discussed in [17]-[18],
and follows the same steps as described in (1)-(5).

With the defined relationship between the primal and adjoint circuit,
the governing equations of an ECP problem are obtained
by coupling the primal and its adjoint (dual) circuit,
which corresponds to obtaining the necessary KKT optimality
conditions [26] of an optimization problem. In the case of a
power grid optimization problem, the ECP governing equations
represent the real and imaginary equations of the power flow
formulation (ECF) that are coupled with the respective real and
imaginary parts of the adjoint network equations. These adjoint
network equations also represent the dual equations from the
necessary KKT conditions [26], and apart from two added
terms, have the same structure as the adjoint networks defined
by Tellegen’s theorem. First, for the formulation proposed here,
gradients of the optimization’s objective function are added as
adjoint sources [18]. Secondly, terms that define the coupling
between adjacent and primal networks are added that also
augment the primal network equations [17]. A coarse
explanation of the mechanism of the resulting optimization
algorithm is that the coupling between the adjoint and the
primal networks steers the original system to an optimal
solution in terms of the objective function that is embedded in
the adjoint network equations. This description holds for
optimizations that include equality constraints. To incorporate
inequality constraints, refer to [18] for the corresponding
circuit-based modeling and derivation of the complementary
slackness conditions. Lastly, by looking at these equations as
equivalent circuits, circuit simulation methods can be exploited
to develop efficient heuristics to solve these otherwise hard to
solve problems.

C. Feasibility Sources as optimization tool

ECP can be used to formulate an optimization problem to
determine and quantify infeasibilities in power flow simulations
[17]. This capability is critical for enabling the derivation of the
linear RTU model proposed in this paper, therefore it is briefly
described here.

The Feasibility Power Flow algorithm is derived as follows.
A solution to a power flow problem can be found by linearizing
and iteratively solving a set of current injection equations:

\[ Y_{GB} V + I(V) = 0 \]  \hspace{1cm} (6)

where \( Y_{GB} \) represents the split-admittance matrix, while \( I(V) \)
represents the nonlinear current injection vector (e.g. constant
power models). Importantly, due to the nonlinear currents \( I(V) \),
the solution to (6) may not be able to satisfy KCL at every node,
thereby resulting in an infeasible power flow case. With the
feasibility optimization approach, current sources, \( I_F \), are added
to all (or selected) nodes of a system, and further minimized to
locate and quantify the power flow infeasibilities. Namely, it is equivalent to
finding the closest feasible system state given the network
constraints with incorporation of PMU and RTU measurement
deVICES.

A solution to the constrained optimization problem from (7)-
(8), is found by formulating the Lagrangian as

\[ L(V, I_F, \lambda) = \frac{1}{2} \|I_F\|^2 + \lambda^T (Y_{GB} V + I(V) - I_F) \]  \hspace{1cm} (9)

and differentiating it to obtain the necessary optimality (KKT)
conditions:

\[ \frac{\partial L}{\partial \lambda} \rightarrow Y_{GB} V + I(V) - I_F = 0 \]  \hspace{1cm} (10)

\[ \frac{\partial L}{\partial V} \rightarrow [Y_{GB}^T + J^T(V)] \lambda = 0 \]  \hspace{1cm} (11)

\[ \frac{\partial L}{\partial I_F} \rightarrow I_F = \lambda \]  \hspace{1cm} (12)

Where (10) are the power flow equations with included
feasibility sources representing the primal problem (as split-
circuits), while (11) defines the governing adjoint circuit
equations, with the first order sensitivity matrix \( J(V) \), as
derived in [17]. Next, (12) provides the relationship between
the feasibility currents \( I_F \) and the Lagrange multipliers \( \lambda \)
that can be used to further eliminate the \( I_F \) variables. As described in
Section II. B., the primal and dual problems from (10)-(11)
represent the governing equations of two coupled nonlinear
split-circuits (primal and adjoint) that can be linearized and
iteratively solved by applying circuit simulation techniques
[21]. Furthermore, if a calculated operating point satisfies the
second order sufficiency KKT conditions [26], it also represents
an optimal solution to the power flow feasibility problem [17].

III. EQUIVALENT CIRCUIT MODELS OF MEASURED DATA AND
STATE ESTIMATION PROBLEM

Power System State Estimation (SE) can be formulated as an
optimization problem that is similar to the aforementioned
feasibility power flow formulation. Namely, it is equivalent to
finding the closest feasible system state given the network
constraints with incorporation of PMU and RTU measurement
deVICES.

A. Network Model

For SE algorithms, the network topology that is represented
by transmission lines, transformers, and shunts, is assumed to
be known. Our approach is based on models that are identical
to those used for power flow and other SE algorithms [13].
Since network equations are linear in current-voltage based
formulations [27], the network equations governing the SE
algorithm are linear as well [13].

B. PMU Model

A PMU measurement model consists of real and imaginary
voltage measurements on a bus, as well as real and imaginary
current measurements for branches from that bus. To make use of
both types of measurements they are combined in the PMU
model with current source conductances, as seen in Fig. 2.
For each branch measurement the current \(I_j\) through the source conductance \(G_{PMU}\) is a metric for the measurement error of the PMU. For example, if the measurement values \(V_{PMU}^r\) and \(I_{PMU}^r\) perfectly depict the state of the system, the currents \(I_{PMU}^r\) inject just as much current into the system that the terminal voltages \(V_{PMU}^r\) are equal to the voltages \(V_{PMU}^r\), thereby setting the current through the source conductances \(I_{PMU}^r\) to zero. A deviation of any of the measured values \(V_{PMU}, I_{PMU}\) from the real state of the system causes a current proportional to the resulting voltage difference to flow through the respective conductances \(G_{PMU}\). Hence, an algorithm to minimize measurement errors can be designed by minimizing the currents through the PMU source conductances \(G_{PMU}\) \((I_{G_{PMU}})\).

C. RTU Models

Assuming that an RTU measures the voltage magnitude on a bus \(V_m\) and the apparent power on a branch from that bus \((S_{RTU} = I_{RTU} + j Q_{RTU})\), we can define an admittance \(Y_m\) that maps to the mean measurement values [15],

\[
Y_m = G_m + jB_m = \frac{S_{RTU}}{V_m^2} \tag{13}
\]

and preserves angle as well as amplitude information of the original measurements. Each value for \(G_m\) and \(B_m\) can be negative, depicting generation of real power, and capacitive or inductive behavior of the bus.

1) Nonlinear \(\Delta Y_{RTU}\)-RTU model

To derive the nonlinear \(\Delta Y_{RTU}\)-RTU model [15], we first define the difference between the RTU measurement means \((G_m, B_m)\) and the variables of the RTU model \((G_{RTU}, B_{RTU})\) as:

\[
\Delta G = G_{RTU} - G_m, \tag{14}
\]

\[
\Delta B = B_{RTU} - B_m. \tag{15}
\]

Therefore, minimizing the \(\Delta Y_{RTU}\)-RTU measurement error corresponds to minimizing the conductance/susceptance mismatch, \(\Delta G\) and \(\Delta B\). Most importantly, since the RTU model represents a shunt element, its governing equations can be defined in terms of real and imaginary RTU current injections [15]:

\[
I_{BY}^R = (\Delta G + G_m)V_R + (\Delta B + B_m)V_i, \tag{16}
\]

\[
I_{BY}^I = (\Delta G + G_m)V_i - (\Delta B + B_m)V_R, \tag{17}
\]

where \(G_{RTU}\) and \(B_{RTU}\) are now expressed in terms of (14)-(15). The circuit representation of (16) and (17) is shown in Fig. 3. Importantly, the current terms proportional to RTU conductance/susceptance difference variables are nonlinear, hence the complete SE problem becomes nonlinear [15].

2) Linear \(\Delta Y_{RTU}\)-RTU Model

A linear RTU equivalent circuit model was recently proposed in [19], where RTU measurements are represented by current sources. Therein, the RTU measurement error is optimized by minimizing the difference between the RTU current variables and terms equivalent to (16)-(17) at the measurement means. In this paper, we use the circuit formalism to further understand and rederive the linear RTU [19] and present the \(\Delta I_{RTU}\)-RTU model defined in terms of the recently introduced feasibility currents [17].

To arrive at the \(\Delta I_{RTU}\)-RTU model, we replace the \(\Delta G\) and \(\Delta B\) terms that introduce the nonlinearities within the \(\Delta Y_{RTU}\)-RTU with feasibility current sources [17]. Now, instead of minimizing the conductance/susceptance mismatch to obtain the estimated system state, the current mismatches \(\Delta I_{RTU}^R\) are minimized.

\[
I_{BY}^R = G_mV_R + B_mV_i + \Delta I_{RTU}^R, \tag{18}
\]

\[
I_{BY}^I = G_mV_i - B_mV_R + \Delta I_{RTU}^I. \tag{19}
\]

The equivalent circuit model of the \(\Delta I_{RTU}\)-RTU is depicted in Fig. 4.

![Fig. 4 Equivalent circuit of the \(\Delta I_{RTU}\)-RTU.](image)

As we will see in the results section, the \(\Delta I_{RTU}\)-RTU and \(\Delta Y_{RTU}\)-RTU concepts provide very similar results. The main advantage of the \(\Delta I_{RTU}\)-RTU model lies in the fact that only linear circuit elements are used, and hence, given linear network constraints and a linear PMU model, the whole state estimation algorithm can be expressed as a linear problem.

D. Defining the SE optimization problem

We can now define different deterministic SE algorithms by combining any of the introduced RTU and/or PMU models with the models of a power system topology as optimization problems that minimize the differences from the measurement means. This formulation is equivalent to minimizing the squares of the measurement errors under the constraint of fulfilling the network equations. The objective function of an algorithm including PMU models and one of the two RTU models can be defined as:

\[
\min_{\chi} \mathcal{F} = \left\|I_{G_{PMU}}^R\right\|_2^2 + \mathcal{Y}_{RTU} \left\|\Delta I_{RTU}: \left\|\Delta G\right\|_2^2 + \left\|\Delta B\right\|_2^2\right\|_2 \tag{20}
\]

that is subjected to network constraints. Herein, \(\chi\) is the state vector of the optimization problem, \(I_{G_{PMU}}^R\) represents the vector of real and imaginary currents that correspond to the mismatch in the PMU models, and depending on the choice of the RTU model, the objective is either to minimize their conductance/susceptance mismatch or their infeasibility currents.

Importantly, the choice of the \(\Delta Y_{RTU}\)-RTU model results in a nonlinear algorithm, while by choosing the \(\Delta I_{RTU}\)-RTU model, a fully linear deterministic SE algorithm is defined.

To augment these formulations, the vector of RTU weighting factors, \(\mathcal{Y}_{RTU}\), can be used to account for RTU data with variable uncertainty attached to it. Weighting of measurements based on their uncertainty is proposed in the classical SE algorithm [3], and provides an important addition to account for the real world SE challenge of unreliable data. It is important to note that, by
design, our PMU models include a weighting factor implicitly within the equivalent circuit representation. The conductance \( G_{PMU} \) serves as a weighting factor by adjusting the currents \( I_{PMU}^{RJ} \) in relation to the difference between the measurement voltage and the terminal voltage.

While equivalent circuit models for SE were used in \([15]\), and the defined nonlinear optimization problem was solved within a commercial optimization toolbox, for this work we derive models in terms of ECP and natively solve the optimization using a C++ implementation of the equivalent circuit based simulation tool, SUGAR (Simulation of Unified Grid Analysis and Renewables) \([13]\).

### E. ECP for solving the SE Problem

To find the full PMU model for ECP, we continue by deriving its adjoint circuit model by shorting the voltage sources of Fig. 2 and opening the corresponding current sources \([17]\). This results in the linear adjoint circuit that consists of a conductance \( G_{PMU} \) connected to ground.

![Fig. 5 Adjoint equivalent circuit of the PMU model. Here, sources of the primary model are off, \( V_T^{RJ} \) are variables (the primary voltages), \( V_{PMU}^{RJ} \) are constants (the measurement values), and \( \kappa = 2 G_{PMU} \).

Furthermore, the gradient information of the objective function that augments the adjoint circuit is derived by expressing the real and the imaginary \( I_{PMU}^{RJ} \) as

\[
I_{PMU}^{RJ} = G_{PMU}(V_T^{RJ} - V_{PMU}^{RJ}).
\]

Plugging (21) into (20) and calculating the gradient

\[
-\nabla \mathcal{F}(\mathbf{X}) = 2 G_{PMU} V_T^{RJ} - 2 G_{PMU} V_{PMU}^{RJ},
\]

(22)

corresponds to the values of the additional adjoint sources. Here, the terms proportional to the \( V_{PMU}^{RJ} \) (the PMU voltage measurement values) are modeled as constant current sources and the terms proportional to \( V_T^{RJ} \) (PMU terminal voltage variables) are modeled as controlled sources of the corresponding voltages, \( V_{PMU}^{RJ} \). This leads to the adjoint part of a PMU’s ECP model that is depicted in Fig. 5.

The full RTU models are derived in a similar fashion. For both models, their admittance admittance provides the basis of their ECP models. Now, the construction of the full \( \Delta I_{RTU} \)-RTU model is straightforward since an inseasibility current source does not have an adjoint circuit element, but rather is directly coupled to the primal circuits by the adjoint voltages, \( \lambda^{RJ} \) \([17]\).

To derive the final part of the adjoint ECP model of a \( \Delta I_{RTU} \)-RTU, the formalism to derive nonlinear adjoint models as described in \([17]\) is used. In addition to the linear adjoint admittance, this results in bilinear equations in terms of the models’ variables \( (G_{RTU}, B_{RTU}) \) with \( V_R^{RJ} \) as well as with \( \lambda_{RJ} \), that are further linearized to enable solution via N-R. The use of the nonlinear RTU model results in a nonlinear optimization algorithm. Hence, numerically obtained solutions are verified by formulating sufficient conditions to ensure convergence to an optimum \([26]\).

### F. Probabilistic State Estimation

Historically, due to the computational complexity and unreliable convergence properties, state estimation algorithms were formulated in a deterministic way to find the most likely power system state under measurement uncertainties. However, measurement uncertainties are not the only uncertain component in the problem. Parameters of network models are subject to uncertainty as well. One reason for this is that they are usually modeled for specific environmental parameters. A probabilistic picture of the estimated system state including measurement uncertainties and network uncertainties enables a much better understanding of possible grid states for the investigated set of measurements. For example, with a probabilistic algorithm it is now possible to quantify risks in the power system state in a probabilistic way, providing additional information for early decision making.

In this paper we use a Simple Random Sampling Monte Carlo simulation approach on top of the linear SE algorithm to arrive at a linear probabilistic state estimation algorithm. This SE algorithm builds on a Monte Carlo simulations approach for probabilistic power flow that was introduced in \([28]\) and uses a thread level parallel extension of SUGAR in C++. This approach was augmented to include a modern, fast pseudo random number generator with multiple parallel streams and very good statistical properties \([29]\). A separate data pass was added to effectively adapt the linear probabilistic parameters of the network, PMU, and RTU models for each Monte Carlo sample. The results show that the efficiency of this formulation enables scaling to very large system sizes.

### IV. RESULTS

Our synthetic test cases were generated as follows. State estimation sample cases were first created by solving a power flow test case within the SUGAR C++ code base \([28]\). This power flow solution is interpreted as the true system state, and the vector of complex voltages is denoted as \( \mathbf{X} \). Then, based on statistical inputs, PMU and RTU measurement models were randomly assigned to every bus of the system, thereby replacing the original power flow models on that bus. The power flow topology remains unchanged. The final step to create a deterministic SE case is to assign PMU and RTU measurement values by superimposing randomly created measurement errors on the pre-calculated true system states. All of this is done within the same code base to enable effective creation of multiple deterministic SE samples to calculate statistics for the performance measures of the algorithms that will be compared. The assignment of a PMU or RTU model to a certain bus remains unchanged when multiple deterministic SE samples are created.

In the following experiments the accuracy of the state estimation algorithms is measured by the sum of squared errors over the state estimation solution vector

\[
\sigma_{ss} = (\mathbf{X}_{est} - \mathbf{X})^T(\mathbf{X}_{est} - \mathbf{X}),
\]

(23)

as well as the maximum error of a solution component

\[
\sigma_{max} = \max |\mathbf{X}_{est} - \mathbf{X}|.
\]

(24)

Both measures are calculated from the voltage solution vector in rectangular coordinates.
The deterministic algorithms are tested for five power system cases, ranging from 500 to 82k buses. They represent a synthetic power grid model of the state of South Carolina with 500 buses (SC) [20], a model of the French transmission system with 6515 buses (RTE) [30], a model of a pan European transmission system with 13659 buses (PEGASE) [30], as well as synthetic models of the US eastern interconnection with about 70k buses (East), and a synthetic 82k bus system model of the entire USA [20].

For the presented experiments we assume that 4% of system buses are observed by PMU measurement data without error and 6% of the system buses have PMU measurements including a measurement error. All other buses are observed by RTUs.

All PMUs use the same model with a source conductance $G_{PMU}$ of 10 p.u. Imperfect PMUs are assumed to have normally distributed errors with a standard deviation of 0.02% of the mean of each measured value ($V_{PMU} / f_{PMU}$).

A. Comparing the $\Delta I_{RTU}$-RTU to the $\Delta Y_{RTU}$-RTU model

In the first experiment, the linear $\Delta I_{RTU}$-RTU is compared to the nonlinear $\Delta Y_{RTU}$-RTU model. Here, all RTUs are assumed to have a normally distributed voltage magnitude measurement error with a standard deviation of 0.4% and a normally distributed error with a standard deviation of 1% for the measurements of real and reactive power. Since all RTUs are modeled as having the same uncertainty, RTU weighting factors are not used in this first experiment as specified in the first experiment.

Table 1 Comparison between linear $\Delta I_{RTU}$-RTU and nonlinear $\Delta Y_{RTU}$-RTU. To arrive at measures of $\sigma_{SS}$ and $\sigma_{max}$ state estimation cases are created until the 99% confidence interval is smaller than 5% of the mean of the measures.

|        | $\Delta I_{RTU}$-RTU | $\Delta Y_{RTU}$-RTU |
|--------|----------------------|----------------------|
| SC     | 1.24e-4              | 9.29e-5              |
| RTE    | 3.13e-3              | 2.62e-3              |
| PEGASE | 1.01e-2              | 9.39e-3              |
| East   | 9.45e-3              | 1.16e-2              |
| USA    | 1.13e-2              | 1.28e-2              |

Since SE cases are created by a randomized algorithm, multiple state estimation cases have to be evaluated to make valid statements about an algorithm’s quality. In this paper we evaluate deterministic SE samples until the remaining uncertainty of the created measure (i.e. $\sigma_{SS}$ or $\sigma_{max}$) is less than 5% of its mean value in a 99% confidence interval. For example, for the $\Delta I_{RTU}$-RTU algorithm applied to the SC test case, 578 SE cases were evaluated until the 99% confidence interval for the $\sigma_{SS}$ measure was evaluated smaller than $[1.24E-4 \pm 1.24E-4*0.05]$. With this in mind, we can state that the $\Delta I_{RTU}$-RTU results are similar to the results of the $\Delta Y_{RTU}$-RTU. In fact, for bigger systems, the linear $\Delta I_{RTU}$-RTU outperformed the $\Delta Y_{RTU}$-RTU model while providing a clear computational advantage.

This is further demonstrated by the result in Fig. 6 that compares the SE error distributions based on both models for the USA testcase. For this testcase, the majority of the SE error stems from a small number of buses, thus explaining the similar results for the SE performance measures, $\sigma_{SS}$ and $\sigma_{max}$.

![Fig. 6 Sum of squared voltage errors ($V_{\text{error}}^2$) for each bus of the 82k bus USA system based on the two different RTU models for the same state estimation case.](image)

B. Including RTU weighting factors

To study the influence of RTU weighting factors on the SE algorithms we assume that for 10% of the RTU measurements no current data is available. This accounts for various situations, such as unreliable communication to the affected measurement devices. To make a good guess for the missing data, we assume that under normal conditions the system state changes little between intervals and estimate the measurement as being the value from the previous cycle. For these measurements we assume a 10 times higher standard deviation, resulting in a 10 times lower weight for the affected measurements. For all other measurements we keep the same statistical assumptions as specified in the first experiment.

Table 2 Comparison of $\sigma_{SS}$ and $\sigma_{max}$ measures for weighted and non-weighted RTUs and for systems with 10% of RTUs having ten times higher uncertainty.

|        | $\sigma_{SS}$ | $\Delta I_{RTU}$-RTU | $\Delta Y_{RTU}$-RTU |
|--------|---------------|----------------------|----------------------|
| SC     | 7.82e-4       | 1.01e-3              | 4.19e-4              |
| RTE    | 4.54e-2       | 7.91e-2              | 2.90e-2              |
| PEGASE | 2.10e-1       | 2.45e-1              | 1.49e-1              |
| East   | 1.16e-1       | 1.70e-1              | 5.71e-2              |
| USA    | 1.84e-1       | 2.47e-1              | 9.32e-2              |

Table 2 shows the influence of RTU weighting factors for the measures $\sigma_{SS}$ and $\sigma_{max}$. These results are created using the same algorithm that was applied in the first experiment to arrive at 99% confidence intervals that are no bigger than 5% of the corresponding mean.

Creating deterministic SE samples where 10% of the measurements have an order of magnitude range of standard deviation values is testing unweighted algorithms to the extreme. Nonetheless, both unweighted algorithms are able to recover high quality SE results for all cases. Just as in the first experiment, the $\Delta I_{RTU}$-RTU performs similar to the $\Delta Y_{RTU}$-RTU and keeps outperforming the nonlinear algorithm for bigger cases.

After including RTU weighting, the results show that both algorithms recover an improved state estimate for every system. However, RTU weighting improves the SE result of the nonlinear algorithm more than the result of the linear algorithm.
Now the $\Delta Y_{\text{RTU}}$-RTU slightly outperforms the $\Delta Y_{\text{RTU}}$-RTU for all cases.

C. Probabilistic State Estimation

Results for the linear probabilistic state estimation algorithm are presented for a synthetic USA transmission power system case [20] with 82k buses. As in the previous examples, we assume that 10% of system buses are observed by PMUs, such that, 40% are perfect measurements and 60% have 0.02% normally distributed measurement uncertainty ($V_{\text{PMU}}^{R}, V_{\text{PMU}}^{I}$). Furthermore, RTUs have 1% normally distributed measurement uncertainty for their real and reactive power injections, and 0.4% for their voltage magnitude measurement.

With this, a deterministic SE case based on the synthetic USA system [20] is created and evaluated with the linear probabilistic SE algorithm. For each of the following experiments, $10^4$ Monte Carlo samples are created by sampling from the uncertainty distributions of the SE case.

While both, the deterministic SE case, and the Monte Carlo sample are created by a randomized algorithm using the same uncertainty distributions, a clear distinction has to be made between them. The deterministic SE case is created by adding randomized errors to the previously calculated true system states, while a Monte Carlo sample is created without the knowledge of the true system state by reintroducing uncertainty distributions around the randomized measurements.

In the first probabilistic experiment, only measurement uncertainties of PMUs and RTUs are included. Results for four selected buses are presented as green probability density functions (PDFs) of voltage magnitudes in Fig. 7 and of voltage angles in Fig. 8.

The distributions change notably with the distance of the observed bus from the closest PMU measurement. For Fig. 7 and Fig. 8, the closest PMU-measured buses are: (a) 4 hops away, (b) 5 hops away, (c) one hop away, and (d) is a PMU measured bus. The difference in the SE comparisons between (c) and (d) in Fig. 7 and Fig. 8, however, is not due to the one hop difference in distance from the closest PMU measurement bus, but due to the difference between imperfect and perfect PMU measurements.

While there is a clear advantage in knowing the probabilistic picture of a state estimation result, the full potential of this algorithm is only applied if all uncertainties in the model are quantifiable in a realistic way. By including all known uncertainties and possibly their correlations, more meaningful probabilistic results are created. To explore the impact of this additional uncertainty, we add models for transmission line and transformer variations. To quantify these uncertainties, we include a temperature dependence on resistive losses that adds to the base uncertainty of the modeled components, resulting in the assumed uncertainties for the second probabilistic experiment presented in Table 3.

Table 3 Standard deviations of normally distributed uncertainty values of transmission line and transformer series elements.

| Network uncertainties | $\sigma_R$ [% of mean] | $\sigma_X$ [% of mean] |
|-----------------------|-----------------------|-----------------------|
| Transmission line     | 5%                    | 0.5%                  |
| Transformer           | 0.5%                  | 0.1%                  |

We compare the probabilistic results of the second experiment that are presented as black PDFs in Fig. 7 and Fig. 8, with the ones from the first experiment. The additional uncertainties produce a widening of the PDFs for some buses, establishing a non-trivial influence of the network uncertainties on the probabilistic states. For example, in Fig. 7, figures (a) and (d) show close to zero difference in their standard deviations while pictures (b) and (c) display a clear widening in their possible states. Little influence of network uncertainty is not surprising for the PMU measured bus (d), but not as simple to explain for the RTU measured bus (a).

By comparing figures (b) and (c) of Fig. 7 and Fig. 8, we find that the effects of the network uncertainties on the voltage angles are less than those on voltage magnitudes. This is explained by the relatively higher dependence of the voltage magnitudes on the resistive losses.

The ability to observe and quantify the effects of model uncertainties on different system variables clearly present the advantages of probabilistic algorithms for SE.

Notably, the true state of the (synthetic data) system, plotted in a dashed vertical blue line in Fig. 7 and Fig. 8, is always inside the PDFs of the probabilistic result. We also find that the
mean of the probabilistic ($\Delta I_{RTU}$-RTU) results almost perfectly coincides with the solution of the nonlinear deterministic $\Delta I_{RTU}$-RTU algorithm, plotted in a dashed vertical red line in Fig. 7 and Fig. 8.

D. Discussion of the probabilistic algorithm

The linear probabilistic algorithm that was implemented in C++ was used to evaluate 10⁴ Monte Carlo samples of the 82k bus case in 23 minutes on an Intel Xeon server CPU (E5-2620) running on 2.10GHz using 28 of 32 possible threads. Monte Carlo samples of this algorithm are independent and have close to constant runtime, hence it is expected to scale linearly with additional CPUs. Taking this into account, we think that the probabilistic algorithm has the potential to scale well enough to be used in an operations setting for interconnection size systems with currently available hardware, where off the shelf shared memory servers can scale to hundreds of CPU cores.

The current algorithm assumes independence of every probabilistic variable, which is generally not the case. Measurements that are only connected through a single network connection, or more general measurements that are in close proximity to each other, will have some correlation with each other. Future work will consider adding models of these correlations to further improve the quality of the results.

V. Conclusion

This paper describes a novel linear probabilistic state estimation algorithm based on formulating the SE as optimization problem that is expressed in terms of equivalent circuit models. A PMU model and a nonlinear RTU model were re-derived and presented for this formulation. A linear RTU model was further proposed to facilitate a fully linear state estimation algorithm. Both RTU models were compared and evaluated using measures of state estimation quality. Both models were found to produce comparable results for the studied systems. For bigger systems, the linear RTU model was found to outperform the nonlinear model. To address data with different uncertainty, weighted RTU algorithms were explored. Finally, a linear probabilistic state estimation algorithm including network uncertainties was proposed and shown to scale to large system sizes that are representative of entire transmission systems for large countries, such as the US.
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