Insight into the Charge Density Wave Gap from Contrast Inversion in Topographic STM Images
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Charge density waves (CDWs) are understood in great detail in one dimension, but they remain largely enigmatic in two-dimensional systems. In particular, numerous aspects of the associated energy gap and the formation mechanism are not fully understood. Two long-standing riddles are the amplitude and position of the CDW gap with respect to the Fermi level \( (E_F) \) and the frequent absence of CDW contrast inversion (CI) between opposite bias scanning tunneling microscopy (STM) images. Here, we find compelling evidence that these two issues are intimately related. Combining density functional theory and STM to analyze the CDW pattern and modulation amplitude in \( 1T-TiSe_2 \), we find that CI takes place at an unexpected negative sample bias because the CDW gap opens away from \( E_F \), deep inside the valence band. This bias becomes increasingly negative as the CDW gap shifts to higher binding energy with electron doping. This study shows the importance of CI in STM images to identify periodic modulations with a CDW and to gain valuable insight into the CDW gap, whose measurement is notoriously controversial.
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Introduction.—The charge density wave (CDW) ground state is an atomic length scale periodic modulation, combining lattice and charge degrees of freedom [1]. The precise mechanism driving this phase transition remains largely unknown. Fermi surface nesting, electron-electron or electron-phonon interactions, and coupling of electrons to other degrees of freedom in the host crystal are among the main mechanisms discussed over the years [2,3].

Below the CDW phase transition temperature, atoms rearrange into periodic lattice distortions. Concomitantly, charge is redistributed in real space to form alternating regions of charge accumulation and charge depletion. In the classic Peierls mechanism, mostly states in the vicinity of the Fermi level \( (E_F) \) are involved in the CDW formation and a gap opens at \( E_F \).

Scanning tunneling microscopy (STM), owing to its high spatial topographic resolution, is an ideal probe to characterize the real space charge ordering. In the Peierls scenario, constant current STM images of the CDW depend on sample bias voltage \( (V_b) \) polarity: negative bias will show enhanced intensity over charge accumulation regions, whereas images of the same area at positive bias will show enhanced intensity over charge depleted regions. This is known as contrast inversion (CI) of the CDW STM pattern.

Contrast inversion is often considered a hallmark of the CDW contribution to the STM topographic signal. However, clear CI between opposite polarity STM images has only been reported in very rare cases [4,5], including high temperature superconductors [6] and transition metal dichalcogenides [7]. In a thorough theoretical analysis for \( 2H-NbSe_2 \), Sacks et al. [8] conclude that CI does not take place in this material due to band structure effects. They further contend that CI is in general not expected for two-dimensional CDW systems. In a more recent STM study of TaS\(_2\), TaSe\(_2\) and NbSe\(_2\), Dai et al. [9] conclude that strong lattice distortions completely mask possible CI arising from electronic contributions to the CDW amplitude in the topography.

In addition to the real space reconstruction introduced above, the CDW ground state is also characterized by a gap in the electronic density of states (DOS). For strong coupling CDW materials the gap does in general not open for all momenta or necessarily at the Fermi level [10,11]. In particular for TiSe\(_2\), the Ti 3\(d_z^2\) and the Se 4\(p_z\) bands only marginally participate in the CDW reconstruction [12–14]. Moreover, the electronic nature of this compound is still a matter of debate. For instance, recent angle-resolved photoemission spectroscopy (ARPES) studies find either semiconducting [13] or semimetallic [14] behavior with the bands affected differently upon the CDW transition.

Since the CDW gap opens only in a small portion of the band structure and scanning tunneling spectroscopy (STS)
is a momentum averaging technique, STS spectra lack distinct spectroscopic features allowing a sure identification of a momentum dependent CDW gap. Moreover, clear disentanglement of CDW related reductions of the DOS from band structure features are further complicated in TiSe$_2$ due to its debated electronic nature. Therefore, determining the amplitude and position of the CDW gap with respect to $E_F$ by STS is problematic. Here, instead of spectroscopic data, we focus on bias dependent topographic images, which we demonstrate to provide novel insight into the CDW gap and contrast inversion. Supported by DFT simulations and a simple one-dimensional model, topographic images show that the absence of CI in opposite concentration, shifting to higher binding energy with increasing electron content. Interestingly, there is a practical limit as to how far CI can be observed at negative bias (see Supplemental Material Sec. II for extended DFT data [16]). Indeed, for high enough doping, CDW contrast disappears altogether before the negative bias voltage where contrast inversion would actually appear.

The STM data and DFT simulations of Fig. 1 reveal a remarkable doping dependence of the energy where CI occurs. The disagreement between experiment and DFT for undoped TiSe$_2$ is likely to arise from two different sources: first, the well-known problem with DFT underestimating band gaps means that the fine details of the TiSe$_2$ gap will not be perfectly accurate; second, the well-known self-doping of TiSe$_2$ with excess Ti in experiments, which will shift the Fermi level. Bias dependent STM images of the CDW near single atom defects also suggest a doping dependence of the CI. Most of the area imaged in Fig. 2 does not show any CI between $-100$ and $+100$ mV, as already pointed out in Fig. 1. However, there is contrast inversion between these two biases in the right-hand side region of Figs. 2(e) and 2(f), between the defects marked A and B. This region with inverted contrast is expanding with increasing negative sample bias to encompass most of the field of view at $-300$ mV [Figs. 2(a)–2(d)].

Comparing with DFT simulations, the absence of CI at opposite biases in the central regions of Fig. 2, away from the defects, is consistent with a globally electron-doped system. The contrast around the defects indicates that the doping is locally modified: while defects C and D behave markedly as electron donors, the presence of CI near zero bias in the region between defects A and B suggests that they have a light hole-doping character, such that their combined action turns the area towards neutrality. The result is an increasing electron doping gradient from defects A and B to defects C and D, with the strongest electron doping character around defect D [27]. The role of defects and bias dependent STM imaging has been discussed previously in 2H-NbSe$_2$ [28]. However, the focus of that study was on the ability of defects to stabilize the CDW phase near the transition temperature without addressing CI and local doping effects. Note that while we observe a marked spatial dependence of the CI due to local doping, the corresponding shift of the STS spectra is very small (see Supplemental Material Fig. S2 for additional STS data [16]).
As mentioned in the introduction, there are very few topographic STM studies reporting contrast inversion for any CDW material in the literature[4,9,29]. In most cases, the focus has been on comparing images taken at opposite polarities, as would be expected in a classic Peierls transition. Here, we find that images taken at low opposite biases are indeed very similar, while clear CI is observed between images measured at selected negative biases. In the following, we demonstrate that this observation is a direct consequence of a CDW gap opening below \( E_F \) (corresponding to \( V_b = 0 \) V) and shifting to higher binding energy with increasing electron doping.

First, we demonstrate that the observed contrast inversion in the STM micrographs is indeed a CDW feature. To this end, we consider two real space images of the CDW taken at two different biases below \( E_F \). Figures 3(a) and 3(b) are magnifications from Figs. 2(b) and 2(e) of the uniform region in between the defects A − D, where we decided to keep defect A, visible in the top right corner of the cropped images, as a reference point. Figure 3(a) was acquired at a large negative bias, where the periodic pattern reflects the charge accumulation associated with the CDW reconstruction in TiSe\(_2\). Figure 3(b) was acquired at a smaller negative bias closer to the Fermi level, and shows the corresponding periodic pattern of charge depletion.

If the differences between the two images in Figs. 3(a) and 3(b) are due to the CDW, they should be related through an inversion of the periodic charge order reconstruction pattern. To verify this, we numerically invert the contrast of the CDW signal of the charge depletion image in Fig. 3(b) in the following way. First, we apply Fourier filtering to separate the signal corresponding to the CDW from the rest of the image. We then invert this CDW image and recombine the result with the rest of the original micrograph (see Supplemental Material Sec. V for more details [16]). The resulting image shown in Fig. 3(c) is in excellent agreement with the experimental charge accumulation image in Fig. 3(a). Alternatively, if we invert not only the CDW component, but the full image, including the atomic lattice contrast in Fig. 3(b), we obtain a completely different topographic pattern unable to reproduce the experimental one [Fig. 3(d)]. The contrast was acquired at a large negative bias, where the periodic pattern reflects the charge accumulation associated with the CDW reconstruction in TiSe\(_2\).
difference between the two STM topographies in Figs. 3(a) and 3(b) is thus definitely due to the CDW contrast inversion.

An interesting aspect of the STM images in Figs. 2(e)–2(f) is that we not only observe the same CDW pattern at ±100 mV opposite polarities in some regions, they also show the same CDW modulation amplitude defined as the peak-to-peak amplitude of the local CDW topographic signal (see Sec. VI in the Supplemental Material for the technical details of the analysis [16]). Such close correspondence (both in phase and amplitude) between opposite polarity topography is not possible if the CDW gap opens across the Fermi level as we show in the simple one-dimensional model illustrated in Fig. 4.

Let us consider a one-dimensional (1D) BCS-like local density of states (DOS) [9], with a partial gap centered at \( E_F \) [Fig. 4(c)] and a harmonic spatial modulation where the states above and below the gap midpoint are spatially 180° out of phase [Fig. 4(a)]. A constant current STM image amounts to integrating over all states from \( E_F \) up to the imaging bias at each sampling point. Similarly, we reconstruct a bias dependent topography by integrating our model local DOS [Fig. 4(a)] between \( E_F \) and the imaging bias at each position, including a finite thermal smearing [Fig. 4(b)]. When the CDW gap is centered on \( E_F \) [Fig. 4(a)], the integration at positive (negative) bias runs over primarily depleted (accumulated) states. In this case, CDW CI (equivalent to a \( \pi \) shift for a harmonic density profile) is expected between opposite polarity images. This can be seen explicitly as a \( \pi \)-phase shift at \( E_F \) [Fig. 4(c)] in the phase as a function of imaging bias of the calculated sinusoidal CDW signal in Fig. 4(b). This situation certainly does not describe our experimental data. Indeed, in this case, one does not expect to image the same CDW pattern at positive and negative sample bias, contrary to our observations reproduced in the Figs. 1 and 2.

A very different bias dependence of the phase appears when shifting the CDW gap below the Fermi level, as illustrated in Fig. 4(f). In this case, positive bias STM imaging still involves integration over primarily depleted states as in the absence of a shift. However, imaging up to a finite negative bias corresponding to the middle of the CDW gap (\(-V_{\text{mid}}\)) will still reflect depleted states [Fig. 4(d)], in contrast to the unshifted case. Hence, the CDW pattern corresponds to depleted charge regions when imaging at biases between \(-V_{\text{mid}}\) and a finite positive bias. No CI is expected between opposite polarity images in the range \( \pm V_{\text{mid}} \) [Fig. 4(e), solid and dotted red lines], in agreement with experiment.

Reducing the bias voltage below \(-V_{\text{mid}}\) both charge depletion and charge accumulation in the local density of states contribute to the tunneling current. Within the harmonic and symmetric charge redistribution model considered here, the CDW contrast is then progressively reduced to ultimately disappear at a compensation bias voltage \(-V_{\text{comp}} = -2V_{\text{mid}}\) [Fig. 4(e), dotted black line]. One will have to set the bias voltage below \(-V_{\text{comp}}\) to reveal the CDW pattern corresponding to charge accumulation. Consequently, contrast inversion does not happen at \( E_F \), but at a negative bias \(-V_{\text{comp}}\) corresponding to

\[
\int_{-V_{\text{comp}}}^{-V_{\text{mid}}} \rho(E) \, dE = \int_{-V_{\text{mid}}}^{0} \rho(E) \, dE,
\]

where \( \rho(E) \) is the local DOS.

Note that \(-V_{\text{comp}}\) can be larger than the maximum negative bias where CDW contrast is still achievable, in which case contrast inversion cannot be observed. This is the case, for example, in Cu intercalated TiSe\(_2\) [27]. The actual values of \(-V_{\text{mid}}\) and \( V_{\text{comp}} \) will depend on the detailed material band structure.

In case the gap is centered at \( E_F \), the CDW contrast is zero for all biases within the gap, or vanishingly small when including thermal smearing effects (see Fig. S5 in Supplemental Material [16]). The situation changes completely when the gap is shifted below the Fermi level.

![FIG. 4. One-dimensional model description of the CDW contribution to the STM topography. (a) Spatial and energy dependent CDW local DOS with the CDW gap centered at \( E_F \). (b) Corresponding topography traces with inverted contrast between opposite polarity traces, and (c) their bias dependent phases: contrast inversion happens at \( E_F \). (d) Spatial and energy dependent CDW local DOS with the CDW gap shifted below \( E_F \). (e) Corresponding topography traces at selected bias voltages and (f) their bias dependent phases: contrast inversion happens below \( E_F \). The solid black line in panel (c) and (f) illustrate the BCS-like model DOS used in the modeling.](image-url)
As shown above, the bias range where STM imaging involves integration over primarily depleted states is no longer confined to positive biases, but extends to finite negative biases. At these negative biases, STM imaging will show the same CDW pattern as at positive bias. Remarkably, for a large enough shift of the gap, we do not only expect the same pattern but also the same CDW modulation amplitude at selected opposite polarity biases as shown in Fig. 5b in the Supplemental Material (see Sec. VI in Supplemental Material for a detailed comparison of the data with the model) [16]. Another striking feature is that the CDW amplitude will remain finite for biases inside the CDW gap when the latter is shifted below $E_F$. Whether the CDW gap is at $E_F$ or below, the CDW contrast will vanish for large enough imaging biases when the weight of the reconstructed states relative to the unreconstructed states becomes too small to resolve.

The simple 1D model introduced in Fig. 4 reproduces all the topographic CDW features observed by STM on TiSe$_2$. Considering the bias dependent CDW modulation amplitude in a region away from any defect, we can make a rough estimate of the gap amplitude and position below $E_F$ (see Supplemental Material Fig. S5 [16]). For a region near the middle of Fig. 2, we find a good correspondence between the data and the 1D model for a CDW gap width of $\Delta = 70$ meV and a shift of $\pm 1.3 \Delta$. This result is perfectly consistent with the rigid band shift moving the CDW gap to higher binding energy as a function of electron doping observed by ARPES [30,31] and STM [27]. In our experiments, we observe local variations of the doping and associated band shift near atomic impurities, which provide a unique opportunity to verify our model predictions in a single experiment. Depending on sample bias and distance from these atomic dopants, we observe all three contrast configurations discussed in Fig. 4(e). STM images reveal CDW patterns corresponding to charge accumulation regions, to charge depletion regions and regions without contrast corresponding to imaging at $-V_{\text{comp}}$ (Fig. 2). Note that finding CI at a finite negative sample bias in pristine TiSe$_2$ is consistent with electron doping due to the unavoidable Ti self-doping.

Conclusions.—The comprehensive STM study presented here provides an alternative experimental insight into the amplitude and position of the CDW gap with respect to $E_F$, which both are still controversial [32–37]. Analyzing the bias dependence of the CDW modulation amplitude and phase, we find compelling evidence that the gap is not pinned to the Fermi level. This directly explains the absence of CDW contrast inversion between opposite polarity STM images as would be expected in the classic Peierls description. Such insight may prove instrumental in associating unknown periodic structures in STM images with a CDW. We demonstrate that CI in TiSe$_2$ can take place at negative bias voltages significantly away from the Fermi level, with a remarkable dependence on the local doping. We find this dependence is a direct consequence of the bands and the CDW gap shifting to higher binding energy upon electron doping. The simple model we propose further explains the absence of CI in Cu doped TiSe$_2$ as due to the CDW gap shifting significantly below the Fermi level [27]. The doping dependent CI we observe by STM poses explicit constraints on any model description of the CDW phase transition in TiSe$_2$. It suggests in particular that the CDW formation involves primarily electronic states away from the Fermi level, which implies that the transition cannot be driven by a particular topology of the Fermi surface. The system gains energy through the momentum dependent electron-phonon and electron-electron interactions, emphasizing the strongly correlated nature of electrons in the CDW phase of TiSe$_2$.
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