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Distributed optimization algorithms have been widely used in machine learning. While those algorithms have the merits in parallel processing and protecting data security, they often suffer from slow convergence. This paper focuses on how a small amount of data sharing could benefit distributed optimization and learning. Specifically, we examine higher-order optimization algorithms including distributed multi-block alternating direction method of multipliers (ADMM) and preconditioned conjugate gradient method (PCG).

The contribution of this paper is three-folded. First, in theory, we answer when and why distributed optimization algorithms are slow by identifying the worst data structure. Surprisingly, while PCG algorithm converges slowly under heterogeneous data structure, for distributed ADMM, data homogeneity leads to the worst performance. This result challenges the common belief that data heterogeneity hurts convergence, highlighting the need for a universal approach on altering data structure for different algorithms. Second, in practice, we propose a meta-algorithm of data sharing, with its tailored applications in multi-block ADMM and PCG methods. By only sharing a small amount of prefixed data (e.g. 1%), our algorithms provide good quality estimators in different machine learning tasks within much fewer iterations, while purely distributed optimization algorithms may take hundreds more times of iterations to converge. Finally, in philosophy, we argue that even minimal collaboration can have huge synergy, which is a concept that extends beyond the realm of optimization analysis. We hope that the discovery resulting from this paper would encourage even a small amount of data sharing among different regions to combat difficult global learning problems.
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1. Introduction

Distributed optimization algorithms have been widely used in large scale machine learning problems [Eckstein and Bertsekas (1992a), Boyd et al. (2011), Nishihara et al. (2015)]. The benefit of distributed algorithms is two-folded. Firstly, by distributing the workload to local data centers,
distributed optimization algorithms could potentially reduce the required computation time from parallel computing and processing. A salient feature of most machine learning problems is that the objectives are separable, and distributed optimization algorithms could exploit the benefit of having separable objectives. Secondly, distributed optimization algorithms are preferred when data communication between agents is costly. However, in practice, distributed optimization algorithms often suffer from slow convergence to the target tolerance level when applied to large scale machine learning problems [Ghadimi et al. (2014), Nilsson et al. (2018)].

This work aims at providing a solution to boost the convergence speed for applying distributed optimization algorithms in machine learning problems, from both theoretical and practical aspects. We first provide a theoretical answer to the following questions: why distributed optimization algorithms can sometimes have unsatisfactory performance in terms of convergence speed, and what kind of data distribution leads to such slow convergence. Surprisingly, we found that, contradicting to the well-established results that data heterogeneity hurts convergence speed, for certain algorithms, data homogeneity leads to worst convergence speed. This result sheds light on the importance for the need of a universal approach on altering data distribution across agents for different distributed optimization algorithms. With theoretical guidance, this paper provides a meta data-sharing algorithm that only requires sharing a small amount of pre-fixed data to build a global data pool. And we numerically show that only a small amount of data share is sufficient to improve the convergence speed for different distributed optimization algorithms. With tailored design on utilizing the shared data to different distributed algorithms, we are able to enjoy both the benefit from faster convergence from data sharing, and from parallel computing by keeping the main structure of the optimization algorithms closer to a distributed manner. Sharing a small amount of data is also of great practical importance, as most of the time, sharing all the data from local agents and building a centralized optimization algorithm may not be a feasible solution due to either high cost of data communication, or constraints on communication regarding privacy and security concerns. However, building a global data pool from a one-time communication on a small amount of pre-fixed data is way less costly compared to centralized optimization by sharing all data to central server. Besides, when the local agents process a hybrid of private data and synthetic data, sharing synthetic data across agents is feasible and would not violate privacy or security constraints [Giuffrè and Shung (2023)].

More importantly, philosophically, the results provided in this paper confirm the synergy of even minimal degree of collaboration, which is a concept that goes beyond the regime of optimization analysis. Many studies have examined the benefit of data sharing, in aspects of data-driven decision making, supply chain management and revenue management to name a few [Lee et al. (2000),
Shang et al. (2016), Feasey and de Streel (2020), Choe et al. (2023). In this work, we show that data sharing not only increases the social surplus and individual utility, but also improves the efficiency in optimization algorithms. And such benefit could be achieved with even 5% of sharing pre-fixed data. And the synergy of collaboration across agents is amplified in data-driven decision making, through both the knowledge spillover effect in utility analysis, and the improved efficiency when applying optimization algorithms in data-driven problems. Hence, we hope that the discovery resulted from this paper would encourage even a small amount of data sharing among different regions to combat difficult global learning problems.

2. Literature Review

Our paper examines how a small amount of data sharing benefits distributed optimization algorithms when applying to machine learning problems, with focus on multi-block ADMM algorithm and PCG methods. In this section, we first review literature related to multi-block ADMM and PCG algorithms. One stream of work, federated learning, is also closely related to applying distributed optimization in machine learning. We review the literature in federated learning and point out the differences between our work and federated learning, in hope that the results presented in this paper would also shed lights in federated learning algorithm design. Lastly, we then review literature related in distributed optimization and federated learning, with focus on the negative impacts of data heterogeneity. Contrary to those study, our result shows that data heterogeneity can sometimes benefit higher-order optimization algorithms, which suggests that a simple solution to mitigate the challenge of data heterogeneity is to “order-up”.

ADMM algorithms have been widely viewed as an optimization method that lies in between first order methods and second order methods, and many researchers have found that ADMM algorithms are well-suited for large scale statistical inference and machine learning problems [Boyd et al. (2011), Mohan et al. (2014), Huang and Sidiropoulos (2016), Taylor et al. (2016)]. The traditional two-block ADMM algorithm and its convergence analysis have been excessively explored [Gabay and Mercier (1976), Eckstein and Bertsekas (1992a), He et al. (2012), Monteiro and Svaiter (2013), Glowinski (2014), Deng and Yin (2016)]. However, the two-block ADMM is not well-suited for solving large scale machine learning problems, as it requires processing and factorization for a large matrix, which is both time and space consuming [Stellato et al. (2018), Zarepisheh et al. (2018), Lin et al. (2017)]. Instead, variants of multi-block ADMM emerges, several prevailing multi-block ADMM algorithms include distributed ADMM [Eckstein and Bertsekas (1992b), He and Yuan (2012), Ouyang et al. (2013)], cyclic ADMM [Hestenes (1969), Powell (1978)], and randomized multi-block ADMM [Sun et al. (2020), Mihić et al. (2020)]. While distributed ADMM is known to be robust for convergence under any choice of step size parameter, many studies have also found
that the convergence rate of primal distributed ADMM is highly sensitive to the choice of step size, and may suffer from slow convergence once the step-size is not well-tuned [Ghadimi et al. (2014), Nishihara et al. (2015), Iutzeler et al. (2015)]. On the other hand, while cyclic ADMM can boost up the convergence rate sometimes compared with distributed ADMM, it is not guaranteed to converge for all instances in theory [Chen et al. (2017)]. Mihić et al. (2020) first introduced data-share across different blocks in multi-block ADMM algorithm. However, their algorithm requires a full randomized data exchange across blocks at each iteration, which may not be feasible in practice if there is data security concerns. Moreover, it might require more computation and communication cost under full randomization scheme.

Similar as ADMM algorithms, conjugate gradient methods have also been considered as lying between first order gradient methods and second order Newton’s method [Luenberger et al. (1984), Shewchuk et al. (1994)]. Conjugate gradient methods have been recently applied to not only solving large scale linear system, but also machine learning tasks with parallel implementation [Le et al. (2011), Helfenstein and Koko (2012), Hsia et al. (2018)]. The convergence of conjugate gradient method has been well-studied, and many studies assure on the point that preconditioning is indispensable to algorithm performance improvement, as ill-conditioning of matrix often leads to divergence, which leads to the prevailing preconditioned conjugate gradient method (PCG) [Axelsson and Lindskog (1986), Kaasschieter (1988), Kaporin (1994), Herzog and Sachs (2010)]. Recently, Drineas and Mahoney (2016) introduce a randomized sampling process to improve the computational efficiency in preconditioning of large-scale matrix. However, their algorithm is designed to solve large scale linear algebra problems, and cannot be directly applied to distributed learning problems.

Federated learning is also related to our work. Federated learning is a machine learning technique that trains the data/observations in decentralized local data sets [Konečný et al. (2015), Bonawitz et al. (2019)]. In the setup of federated learning, most literature assumes that the center only has access to the intermediate training weights of local agents without exchanging raw data [McMahan et al. (2017), Stich (2018), Khaled et al. (2020), Yuan and Ma (2020)]. And the common prevailing algorithms employed in federated learning are first-order based (e.g. FedAvg, FSVRG [Mangasarian (1995), McMahan et al. (2017), Zhou and Cong (2017), Nilsson et al. (2018)]), while several studies “order-up” the gradient based algorithm [Agafonov et al. (2022)]. Although the regime of our study in distributed optimization with data sharing does not directly belong to the setup in federated learning, where the raw data remains private. We still believe that in practice, when local agents possess a hybrid of data sets which contains both privacy-sensitive and less privacy-sensitive data, exchanging a small amount of less privacy-sensitive raw data across agents could benefit algorithm
performance. And we hope our results in distributed optimization could shed lights in federated learning algorithm design.

In all previous streams of literature related to distributed optimization and federated learning, data heterogeneity across local agents typically leads to adverse effects. Specifically, for first-order algorithms, data heterogeneity is often viewed as a major challenge in speeding up training methods [Wang et al. (2020), Woodworth et al. (2020), Karimireddy et al. (2020)]. Several survey papers [Gao et al. (2022), Ye et al. (2023)] have also summarized the negative impact of data heterogeneity in federated learning framework. And currently, many first-order based distributed learning algorithms provide unsatisfying training results with heterogeneous data sources [Li et al. (2022), Mendieta et al. (2022)]. In our paper, we show that contrary to those results, when applying higher-order optimization algorithms, data heterogeneity may have positive impacts on boosting up the convergence speed. This suggests that one way to mitigate the challenge of data heterogeneity may simply be order-up the optimization algorithms, and shift from first-order based training methods to higher order optimization methods in machine learning.

Our main theoretical contribution to the previous literature in multi-block ADMM, PCG methods, and impact of data heterogeneity to distributed optimization, is on discovering when and why the distributed optimization algorithms suffer from slow convergence. To answer those questions, we apply new technical method with matrix Jensen inequality to show that for multi-block distributed ADMM, data homogeneity hurts convergence. The high level intuition lies in that the ADMM algorithm updates the dual variable by averaging over the local auxiliaries/estimators which are essentially the product of inverse of local matrices. And the dual updating has the least momentum when the local matrices are similar by matrix Jensen inequality. Hence, any data sharing that increases the difference between local matrices would boost up the momentum for dual updating. While our proof techniques depend on the linear mapping of the algorithm which is only valid when the objective is quadratic under least square regression, in the numerical experiments, we found that data-sharing also helps logistic regression. As whether multi-block ADMM would still have linear convergence rate for general objectives is still an open problem (Han et al. (2018), Liu et al. (2018)), we decide to focus on the regime of direct comparing the linear convergence rate under quadratic objectives in this paper, and put the analysis with general convex objectives in future works. Numerically, we contribute to previous streams of literature by presenting a novel idea of creating a data pool with a small amount of prefixed shared data across local agents, and utilizing this data pool in each iteration later. We find that such approach is effective for both least square and logistic machine learning tasks.
This paper is organized as follows. Section 3 answers when and why multi-block ADMM and PCG methods suffer from slow convergence. We show that while data heterogeneity hurts PCG methods, it benefits multi-block ADMM methods under certain regime. Section 4 provides the design of a meta-algorithm of data sharing, with tailored application to multi-block ADMM and PCG methods. We further apply the tailored algorithms to least square and logistic regressions with both synthetic and public benchmark data sets (UCI machine learning regression repository [Dua and Graff (2017)]). Numerically, we show that with 5% of data share, our algorithms converge ten or hundreds more times faster than those without data sharing. Section 5 concludes our work, provides future research directions, and echoes on encouraging even small amount of data sharing among different regions to combat difficult global learning problems.

3. Theory

In this paper, we mainly focus on multi-block distributed Alternating Direction Method of Multipliers (ADMM) and preconditioned conjugate gradient methods (PCG), which are both known as the algorithms in between the first order gradient descent method and the second order Newton’s methods. Specifically, we consider the following distributed statistical learning problem. Let \((x_j \in \mathbb{R}^{1 \times p}, y_j \in \mathbb{R})\) be the model data and dependent variable pair. The data pair \((x_j, y_j)\) locates at different local agents. We assume there are \(b\) agents, each of the agent possesses \(s_i\) numbers of observations \((X_i = [x_{1i}; \ldots; x_{si}] \in \mathbb{R}^{s_i \times p}, y_i = [y_{1i}; \ldots; y_{si}] \in \mathbb{R}^{s_i \times 1})\), with \(i \in \{1, \ldots, b\}\), with \((x_{i,j}, y_{i,j})\) being the \(j^{th}\) data pair associated with \(i^{th}\) agent. Let the total number of observations \(n = \sum_{i=1}^{b} s_i\).

We denote \(X = [X_1; \ldots; X_b] \in \mathbb{R}^{n \times p}\), and \(y = [y_1; \ldots; y_b]\) as the aggregate model data matrix and dependent variable vector. In this paper, we consider the case where centralized optimizing by uploading all local data to one machine is not feasible, which implies that one cannot directly operates with \((X, y)\). This is common in practice when either the data communication across agents is costly, or there is privacy/security constraints associated with certain data sets.

A decision maker tries to find \(\beta \in \mathbb{R}^p\) that minimizes the following global loss function

\[
F((X, y); \beta) = \sum_{i=1}^{b} \sum_{j=1}^{s_i} f((x_{i,j}, y_{i,j}); \beta)
\]  

where \(f((x, y); \beta)\) is the regression model choice of the decision maker. Several commonly used regression models include least squares regression \(f((x, y); \beta) = \|x\beta - y\|_2^2\), ridge \(f((x, y); \beta) = \|x\beta - y\|_2^2 + \alpha \|\beta\|_2^2\), lasso \(f((x, y); \beta) = \|x\beta - y\|_2^2 + \alpha \|\beta\|_1\), elastic net \(f((x, y) = \|x\beta - y\|_2^2 + \alpha \|\beta\|_1 + (1 - \alpha) \|\beta\|_2^2\), and logistic regression \(f((x, y); \beta) = log(1 + exp(-yx\beta))\).
3.1. Application in distributed multi-block distributed ADMM method

Consider the following classic formulation to solve problem (1) with distributed ADMM by introducing auxiliary $\beta_i$ to the optimization problem for each local agent.

$$\min_b \sum_{i=1}^{b} \sum_{j=1}^{s_i} f((x_{i,j}, y_{i,j}); \beta_i)$$
$$s.t. \quad \beta_i - \beta = 0 \quad \forall \ i = 1, \ldots, b$$

(2)

To apply the primal distributed ADMM algorithm, the decision maker solves the relaxed augmented Lagrangian problem. Let $\lambda_{t,i}$ be the dual with respect to the constraint $\beta_i - \beta = 0$, and $\rho_p$ the step size to the primal distributed ADMM. The augmented Lagrangian is thus given by

$$L(\beta_i, \beta, \lambda_t) = \sum_{i=1}^{b} \sum_{j=1}^{s_i} f((x_{i,j}, y_{i,j}); \beta_i) + \sum_{i=1}^{b} \lambda_{t,i}^T (\beta_i - \beta) + \sum_{i=1}^{b} \frac{\rho_p}{2} (\beta_i - \beta)^T (\beta_i - \beta)$$

(3)

The algorithm of primal distributed ADMM is as follows.

**Algorithm 1** Primal Distributed ADMM for solving (2)

**Initialization**: $t = 0$, step size $\rho_p \in \mathbb{R}^+$, $\beta_t \in \mathbb{R}^p$, $\lambda_{t,i} \in \mathbb{R}^p$, $\beta_{t,i} \in \mathbb{R}^p$ for all $i \in \{1, \ldots, b\}$, and stopping rule $\tau$

**while** $t \leq \tau$ **do**

Each local agent $i$ updates $\beta_{t+1,i}$ in parallel by

$$\beta_{t+1,i} = \arg \min_{\beta_i \in \mathbb{R}^p} \sum_{j=1}^{s_i} f((x_{i,j}, y_{i,j}); \beta_i) + \lambda_{t,i}^T (\beta_i - \beta') + \frac{\rho_p}{2} (\beta_i - \beta)^T (\beta_i - \beta')$$

Decision maker updates

$$\beta_{t+1} = \frac{1}{b} \sum_{i=1}^{b} \beta_{t+1,i} + \frac{1}{b \rho_p} \sum_{i=1}^{b} \lambda_{t,i} \lambda_{t+1,i} - \lambda_{t,i} + \rho_p (\beta_{t+1,i} - \beta_{t+1})$$

**end while**

**Output**: $\beta_{\tau}$ as global estimator

Specifically, when applying to least square regression, the problem becomes a quadratic optimization with linear constraints. In this section, we focus on providing the theory for the least square regression.

$$\min_{\beta_i, \beta} \sum_{i=1}^{b} \frac{1}{2} (x_i \beta_i - y_i)^T (x_i \beta_i - y_i)$$
$$s.t. \quad \beta_i - \beta = 0 \quad \forall \ i$$

(4)

While many studies have already studied the impact of global matrix conditioning [Eckstein and Bertsekas (1992b), Iutzeler et al. (2015), Makhdoumi and Ozdaglar (2017)], our work is the first to study how local data structure impacts the convergence speed for distributed ADMM. In order to focus on the impact of local data structure, we first introduce the following assumption on the
global data matrix $\mathbf{X}$. We assume the global covariance matrix $\mathbf{X}^T \mathbf{X}$ has fixed conditioning number. Without loss of generality, we further assume that the global covariance matrix is normalized by its Frobenius norm, hence the largest eigenvalue of the global covariance matrix is smaller than 1\(^1\). Fixing the global matrix conditioning allows us to purely focus on the effect on how data structure influences convergence. Also it’s worth noticing that any data share across local centers would not influence the conditioning of the global covariance matrix. However, data sharing still significantly changes the local data structure, hence, influencing the convergence speed.

**Assumption 3.1.** The regressor matrix $\mathbf{X}$ is normalized by its Frobenius norm $\|\mathbf{X}\|_F$, and the smallest and largest eigenvalue of $\mathbf{X}^T \mathbf{X}$, $\underline{q}$ and $\bar{q}$ are fixed, with $\mathbf{X}_i^T \mathbf{X}_i > 0$ for all $i \in \{1, \ldots, b\}$.

Before introducing the main theorem, we provides an illustrating example on showing how data structure influences the convergence rate under the case matrix conditioning $\underline{q}$ and $\bar{q}$ fixed. Consider a simple case with feature dimensionality $p = 1$, number of agents $b = 2$ and step size $\rho_p = 1$. In the first scenario, the original model matrix $\tilde{\mathbf{X}}_i$ and the model matrix after normalizing by Frobenius norm, $\mathbf{X}_i$ are given by

$$
\begin{align*}
\tilde{\mathbf{X}}_1 &= \begin{bmatrix} 0.99 \\ 0.01 \end{bmatrix}, & \tilde{\mathbf{X}}_2 &= \begin{bmatrix} 0.9 \\ 0.1 \end{bmatrix}, & \mathbf{X}_1 &= \begin{bmatrix} 0.7379 \\ 0.0075 \end{bmatrix}, & \mathbf{X}_2 &= \begin{bmatrix} 0.6708 \\ 0.0745 \end{bmatrix} \quad (5)
\end{align*}
$$

Here, as feature dimensionality $p = 1$, $\bar{q} = \underline{q} = 1$. If we directly applying Algorithm 1, the linear convergence rate, which is also the spectrum of the linear mapping matrix, is given by 0.6661. However, consider the second scenario, where we just swap the distribution of data without changing model matrix condition $\underline{q}$ and $\bar{q}$.

$$
\begin{align*}
\tilde{\mathbf{X}}_1 &= \begin{bmatrix} 0.99 \\ 0.9 \end{bmatrix}, & \tilde{\mathbf{X}}_2 &= \begin{bmatrix} 0.01 \\ 0.1 \end{bmatrix}, & \mathbf{X}_1 &= \begin{bmatrix} 0.7379 \\ 0.6708 \end{bmatrix}, & \mathbf{X}_2 &= \begin{bmatrix} 0.0075 \\ 0.0745 \end{bmatrix} \quad (6)
\end{align*}
$$

The convergence rate of applying Algorithm 1 is given by 0.5264. In fact, one could show that, for primal distributed ADMM the worst case convergence rate is 0.6667 and the best convergence rate one could achieve is 0.5 with $b = 2$ and feature dimensionality $p = 1$. Here, data structure significantly influences on the convergence rate of primal distributed ADMM from near worst convergence rate to near optimal convergence rate. From this illustrating example, we notice that if different agent shares similar model covariance matrix $\mathbf{D}_i = \mathbf{X}_i^T \mathbf{X}_i$, primal distributed ADMM suffers from convergence.

\(^1\)In the proof provided in appendix, one would notice that normalizing the global covariance matrix is similar as adjusting the step size $\rho_p$. Since we allow step size to vary across $(0, \infty)$, normalizing is without loss of generality.
We further generalize the previous example. Let \( D_i = X_i^T X_i \), and \( c_i = -X_i^T y_i \), following algorithm 1, the updating process becomes

\[
(\rho P + D_i)\beta_{t+1}^i = \rho_p \beta^i - \lambda^i - c_i
\]

\[
\beta_{t+1}^i = \frac{1}{b} \sum_i \beta_{t+1}^i + \frac{1}{bp_p} \sum_i \lambda^i
\]

\[
\lambda_{t+1}^i = \lambda^i + \rho_p (\beta_{t+1}^i - \beta_{t}^i)
\]

(7)

The process in (7) could be represented as a linear mapping system. Following Iutzeler et al. (2015), \( \xi_{k+1} = \rho_p \bar{\beta}_{k+1} + \bar{\lambda}^k \) is sufficient to represent the system dynamics, where \( \bar{\beta}^{k+1} = [\beta_{1}^{k+1}; \ldots; \beta_{i}^{k+1}; \ldots; \beta_{b}^{k+1}] \in \mathbb{R}^{bp \times 1} \), and \( \bar{\lambda}^k = [\lambda_{1}^k; \ldots; \lambda_{i}^k; \ldots; \lambda_{b}^k] \in \mathbb{R}^{bp \times 1} \). The mapping matrix of the primal distributed ADMM is given by

\[
M_p = \left( I - P - \left( I + \frac{D}{\rho_p} \right)^{-1} \right) (I - 2P)
\]

(8)

where \( P = b^{-1}1_b 1_b^T \otimes I_p \) is the projection matrix. Here \( 1_b \) is size \( b \times 1 \) all one vector; \( I_p \) is size \( p \times p \) identity matrix; \( D = \text{diag}([D_1, \ldots, D_i, \ldots, D_b]) \) is the block diagonal matrix of \( D_i \); and \( \otimes \) represents the tensor product of \( b^{-1}1_b 1_b^T \) and \( I_p \).

As shown before, for least square regression the primal distributed ADMM uses \( M_p \) for linear updating. Since we are comparing algorithms under linear convergence regime, we define the convergence rate of primal distributed ADMM as the spectral radius of linear mapping matrix \( M_p \), \( \rho(M_p) \). From previous literature, primal distributed ADMM converges for any constant step size and \( \rho(M_p) < 1 \) (Eckstein and Bertsekas (1992b)). The data structure that leads to worst convergence rate depends on the choice of step size \( \rho_p \). In the following theorem, we provides the results when step size is relatively large.

**Theorem 3.2.** For \( \rho_p > \bar{q} \), the linear convergence rate of distributed ADMM is upper bounded by \( \frac{bp_p^{bp}}{bp_p + \bar{q}} \), and the upper bound is achieved when \( X_i^T X_i = X_j^T X_j \) for all \( i, j \in \{1, \ldots, b\} \).

Theorem 3.2 provides the tight upper bound on the convergence rate of distributed ADMM. To our knowledge, this is the first result on providing how data structure influences the convergence rate, and provides tight upper bound on the convergence rate of primal distributed ADMM with fixed model matrix conditioning \( \bar{q} \) and \( q \). Surprisingly, data homogeneity leads to worst data structure for higher order optimization algorithms, which challenges the conventional belief on data heterogeneity hurts convergence for distributed learning algorithms. The detailed proof is provided in appendix A.1. We present the sketch of proof here for high level intuition. To show that such convergence rate attains upper bound, we first show that the eigenvalue of \( M_p \) is real, which is
not trivial as \( M_p \) is non-symmetric. With this, one could further apply matrix Jensen equality to prove Theorem 3.2. The key proof lies in the intrinsic updating rules of distributed ADMM that involves taking average of local auxiliary variables when updating the global variable \( \beta \) and the dual variables \( \lambda_i \). And updating each local auxiliary variable is based on taking the inverse of the local covariance matrix. When \( X_i^T X_i \) and \( X_j^T X_j \) are closer, averaging the inverse of local covariance matrices provides smaller momentum on pushing the dual variables to converge to the KKT point.

The following corollary shows the benefit of data sharing under data homogeneity.

**Corollary 3.2.1.** When \( X_i^T X_i = X_j^T X_j \) for all \( i, j \in \{1, \ldots, b\} \), any data share that changes the local covariance matrix strictly improves the linear convergence rate of distributed ADMM.

It’s worth to have some further discussions on Theorem 3.2. Firstly, notice that the upper bound on convergence speed is increasing with respect to number of data centers \( b \), and decreasing with \( q \). These two effects are more intuitively direct, as more number of centers hurts convergence, and ill conditioning of model matrix also hurts convergence. More importantly, from Theorem 3.2 we know data homogeneity hurts convergence for higher order optimization algorithms as distributed ADMM. However, one popular technique in machine learning is data augmentation, where the decision maker creates synthetic agents by augmenting existing data through scaling, flipping, or rotation, to name a few. Such data augmentation technique tends to increase data homogeneity across agents. While data homogeneity may benefits the first order algorithms [Wang et al. (2020), Li et al. (2022)], it hurts higher order distributed primal-dual optimization algorithms. And one needs to carefully apply data augmentation together with higher order optimization algorithms.

Theorem 3.2 provides bounds on convergence rate and worst case data structure when step size is relatively large. We introduce the following theorem when step size is relatively small and \( b = 2 \). Let \( \lambda(D_i) \) be the smallest eigenvalue of \( D_i \), and \( q_1 \) be the smallest eigenvalue among all \( D_i \). From Assumption 3.1, \( q_1 > 0 \). The following theorem on worst case data structure and upper bound on convergence rate holds for \( b = 2 \).

**Theorem 3.3.** For \( \rho_p < q_1 \) and \( b = 2 \), the convergence rate of distributed ADMM is upper bounded by \( \frac{q_1}{2 \rho_p + \bar{q}} \), and the upper bound is achieved when \( X_1^T X_1 = X_2^T X_2 \).

Theorem 3.3 provides the worst case data structure when \( b = 2 \). The detailed proof is provided in appendix A.2. The worst case data structure is similar as in Theorem 3.2. When \( b = 2 \), data homogeneity still hurts convergence. However, for \( b > 2 \), with relative small step size \( \rho_p < q_1 \), the
system becomes more complex. Firstly, the data structure with $D_i = D_j$ for all $i, j \in \{1, \ldots, b\}$ does not provide an upper bound for the convergence rate. In appendix, we show that under the structure where $D_i = D_j$ for all $i, j \in \{1, \ldots, b\}$ and $\rho_p < q_1$, the convergence rate is given by $\frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p}$, which decreases as number of blocks increases. This suggests that the data structure of $D_i = D_j$ may not be the worst case data structure when $b > 2$. In the following proposition, we provide an upper bound on the convergence rate for smaller step size $\rho_p$ and $b > 2$.

**Proposition 3.4.** For $\rho_p < q_1$, the convergence rate of distributed ADMM is upper bounded by $\frac{\bar{q}}{\rho_p + \bar{q}}$, and there exists a data structure that provides convergence rate of $\frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p}$.

The proving technique used in Proposition 3.4 is different from Theorem 3.2. Instead, we use the classic bound on $\rho(M) \leq \rho(\frac{1}{2}M^T + \frac{1}{2}M)$ for non-symmetric matrix. Hence, the bound is not tight. The data structure that provides convergence rate of $\frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p}$ tries to mimic the worst case data structure under two block distributed ADMM by having two agents possessing the majority of data with similar structures, and the rest of agents possessing minimum data to ensure that local covariance matrices have strictly positive eigenvalues. And the convergence rate of the data structure provided in Proposition 3.4 is strictly higher compared with the data structure of $D_i = D_j$ for all $i, j \in \{1, \ldots, b\}$.

Lastly, we compare our results with other common optimization method that is also widely used in learning across local data centers, first-order method of gradient descent. Here, we assume the decision maker could perform a synchronized aggregation scheme with local full gradient information, which differs from the prevailing federated learning algorithms. Nevertheless, updating with synchronized full gradients provides an upper bound for federated learning algorithms, where federated learning uses sampled gradient with asynchronous updating. While distributed ADMM converges for any constant step size, gradient descent method converges only when step size is within some specific range. For least square regression, the convergence rate is given by the spectrum of matrix $M_{GD} = (I - \rho_p X^T X)$, where $\rho_p$ is the step size. We provide the following corollary on comparing the convergence rate between gradient descent and distributed ADMM for least square regression under same choice of step size. From proposition 3.5, the convergence rate of gradient descent method is better than the convergence rate of distributed ADMM for only a specific sweet range of step size.

**Proposition 3.5.** For $\rho_p \in (0, s_1) \cup (s_2, \infty)$, $\rho(M_p) < \rho(M_{GD})$, where

$$s_1 = \min \left( \frac{1}{q} - \bar{q}, q_1 \right), \quad s_2 = \frac{2b - \bar{q}q + \sqrt{4b^2 + (\bar{q}q)^2}}{2b\bar{q}}.$$
From proposition 3.5, firstly, we are convinced that higher order optimization algorithms like distributed ADMM have its merits in faster and robust convergence. As gradient descent method is not guaranteed to converge for any choice of step size. Secondly, it’s not surprising that choosing a good step size is crucial for faster convergence, for all algorithms. However, our result shows that distributed ADMM method outperforms gradient method for a large range of step size choices. This implies the first order method is more sensitive to the parameter selection, and the first order method could only perform well within a small range of “sweet-spot” step size.

3.2. Application in PCG method

In this section, we consider using PCG method for solving problem (4), which is equivalent as solving the following linear system with distributed conjugate gradient method.

\[ \sum_{i=1}^{b} X_i^T X_i = \sum_{i=1}^{b} X_i^T y_i \]  

The algorithm of conjugate gradient method with distributed preconditioners is as follows.

**Algorithm 2** Conjugate gradient method with local preconditioning

**Initialization:** \( t = 0 \), \( \beta_0 = r_0^T y \); local pre-conditioner matrices \( H_i \), \( p_0 = H_i r_0^T \) stopping rule \( \tau \)

Decision maker receives \( r_0^T, p_0^T \), calculates \( r_0 = \sum_i r_0^T, p_0 = \sum_i p_0^T \) and broadcasts it to each agent

\[ \text{while } t \leq \tau \text{ do} \]

\[ \text{Each agent calculates } r_k^T H_i r_k \text{ and } p_k^T X_i^T X_i p_k \text{ and sends to decision maker} \]

Decision maker updates \( \alpha_k = \frac{\sum_i r_k^T H_i r_k}{\sum_i p_k^T X_i^T X_i p_k} \) and sends to each agent

Each agent calculates \( \alpha_k X_i^T X_i p_k \) and sends to decision maker

Decision maker updates \( \beta_{k+1} = \beta_k + \alpha_k p_k, \ r_{k+1} = r_k - \sum_i \alpha_k X_i^T X_i p_k \) and sends to each agent

Each agent calculates \( H_i r_{k+1} \), \( r_{k+1}^T H_i r_{k+1} \) and sends to decision maker

Decision maker updates \( t_k = \frac{\sum_i r_{k+1}^T H_i r_{k+1}}{\sum_i r_k^T H_i r_k} \), \( p_{k+1} = \sum_i H_i r_{k+1} + t_k p_k \) and sends to each agent

\[ \text{end while} \]

**Output:** \( \beta_\tau \) as global estimator

From the algorithm description, conjugate gradient with local preconditioning takes more communications between agents and the decision maker compared with distributed ADMM algorithm, which may not be ideal, if the cost of communication between agents and decision maker is high. In the meantime, local preconditioning performs good if the sum of the local preconditioning matrix \( H = \sum_i H_i \) is a good approximation of \( (X^T X)^{-1} \), where \( X^T X = \sum_i X_i^T X_i \). However, without data
sharing, each of the agent could only determine $H_i$ based on local information of $X_i^T X_i$, and without data sharing, approximating $X^T X$ with only local information is hard. However, if one can share sampled data that is representative to the local agent’s data distribution, the local preconditioning with data sharing could perform much better.

We first introduce an approach on constructing local pre-conditioners with shared data, and provide a theoretical improvement on convergence rate for preconditioned conjugate gradient (PCG) with data sharing. We further show that preconditioning is helpful for faster convergence with numerical experiments. Let $X_{s_i} \in \mathbb{R}^{r_i \times p}$ be the selected shared data from agent $i$ with $X_i \in \mathbb{R}^{s \times p}$. We construct local preconditioning matrix with global data share as $H_i^g = \left( \frac{1}{b_i} X_i^T X_i + \sum_{j \neq i} \frac{1}{b_j} X_j^T X_j \right)^{-1}$. Intuitively, $H_i$ tries to create an estimate of $(X^T X)^{-1}$ with the information from the sampled data. We compare the convergence rate of local preconditioning with shared data to conjugate gradient without preconditioning, and conjugate gradient with local preconditioning of $H_i = (X_i^T X_i)^{-1}$. The following example shows that data sharing is essential for preconditioning.

Proposition 3.6. When solving the linear system $Ax = b$, where $A = \sum_{i=1}^b A_i$, there exists data structure such that the condition number of $HA$ could be arbitrarily large if we construct local preconditioning matrix $H$ without data share; while with data share, the condition number of $HA$ decreases and converges to 1.

Consider the case where we have two agents, both of them possess $s$ observations with feature dimension $p = 2$. Agent 1 possess $(X_1, Y_1)$, and $X_1 = [x_1^1; \ldots; x_1^1; \ldots; x_1^s]$ with $x_1^i = \frac{1}{\sqrt{s}} (1, \xi_i)$. Agent 2 possess $(X_2, Y_2)$, and $X_2 = [x_2^1; \ldots; x_2^1; \ldots; x_2^s]$ with $x_2^i = \frac{1}{\sqrt{s}} (1, \xi_i)$. $\xi_i$ and $\xi_j$ are i.i.d. Gaussian random variables $\epsilon_1 N(0,1)$ and $\epsilon_2 N(0,1)$. In order to perform least square regression, one needs to solve the linear system of $\sum_{i=1}^b A_i = b$, where

$$A_1 = X_1^T X_1 = \begin{bmatrix} 1 & a_1 \\ a_1 & b_1 \end{bmatrix} \quad A_2 = X_2^T X_1 = \begin{bmatrix} 1 & a_2 \\ a_2 & b_2 \end{bmatrix} \quad b = \sum_{i=1}^b X_i^T y_i$$

(10)

with $a_1, a_2$ following gaussian distribution $\frac{1}{\sqrt{b_1}} N(0,1)$, $\frac{1}{\sqrt{b_2}} N(0,1)$ respectively, and $b_1$, $b_2$ following chi-squared distribution $\frac{1}{2} \chi_b$ and $\frac{1}{2} \chi_b$ respectively. As the number of observations $s$ increases, $A_1$ and $A_2$ converges to

$$A_1 = \begin{bmatrix} 1 & 0 \\ 0 & \epsilon_1^2 \end{bmatrix} \quad A_2 = \begin{bmatrix} 1 & 0 \\ 0 & \epsilon_2^2 \end{bmatrix}$$

(11)

Let $\epsilon_2 = \frac{1}{\epsilon_1}$, and take $\epsilon_1$ to be small enough, without data sharing, the local preconditioning matrix at agent 1 is given by $H_1 = (X_1^T X_1)^{-1}$, and the conditioning number of $H_1 A$ is $\frac{2+1}{2\epsilon_1^2}$. The local preconditioning matrix at agent 2 is given by $H_2 = (X_2^T X_2)^{-1}$, and the conditioning number of $H_2 A$ is $\frac{2}{1+\epsilon_1^2}$. Simply apply local preconditioning provides the aggregated preconditioning matrix
of $H_{local} = H_1 + H_2$, and the conditioning number of $H_{local}A$ is $\frac{(\epsilon^2 + 1)^2}{4\epsilon^2}$. However, with any linear fraction amount of data share, if we construct local preconditioning matrix with global data share as $H^g_i = (\frac{1}{b}X_i^T X_i + \sum_{j \neq i \neq r} \frac{1}{\sigma_j} X_{\sigma_j}^T X_{\sigma_j})^{-1}$, with $H_{global} = \sum_{i=1}^b H^g_i$, one could show that as $s$ increases, the conditioning number of $H_{global}A$ converges to 1. In the numerical results, we assume local agents have heterogeneous data sources. We implement PCG method with local preconditioners and global preconditioners with data sharing, and we compared the result with conjugate gradient method without preconditioning. Under PCG method, data heterogeneity hurts convergence. However, a small amount of data sharing helps providing a much better preconditioner, which mitigates the challenge of data heterogeneity.

To summarize the theory section, we find that data heterogeneity has complex effect on algorithm convergence rate. While under PCG method, data heterogeneity hurts convergence, under multi-block distributed ADMM method, data heterogeneity benefits convergence. This result highlights the need for a universal approach on altering data distribution for different algorithms. In the following section, we introduce a meta data-sharing algorithm, and provide numerical evidence on how data sharing could significantly improve convergence speed for different higher order algorithms.

4. Algorithms Design and Numerical Results

4.1. Data sharing algorithm

In this section, we describe the sampling procedure to enable data sharing across local agents. The meta-algorithm of data sharing is simple and easy to implement – it samples $\alpha b\%$ of data uniform randomly from each agents, and builds a global data pool with the total $\alpha b\%$ prefixed sampled data. The benefit of having a global data pool is two-folded – (a) it allows the decision maker to have the freedom on changing the local data structure; (b) it allows the decision maker to have an unbiased sketch of the global higher order information of the objective function, e.g., the sketch of Hessian information.

**Algorithm 3** Meta-algorithm of data sharing

**Sampling Procedure**: Randomly sample $\frac{\alpha}{b}\%$ of data pairs from each agent one-time

Let $r \in \mathbb{Z}^{m \times 1}$ be the index of selected data ($m = \lfloor \alpha \% n \rfloor$). Let $r_i$ be the index of selected data at agent $i$, and $l_i$ be the index of data remains local at agent $i$.

**Output**: global data pool $(X_r, y_r) = ([X_{r_1}; \ldots; X_{r_b}]; [y_{r_1}; \ldots; y_{r_b}])$ with shared access to all local agents.

With the meta-algorithm of data sharing and the global data pool, now the distributed optimization algorithms have the access to a sketch of the global data. From numerical evidence, we are
convinced that we only need a small amount of data share to improve the convergence speed. Setting \( \alpha \) at a low level also allows us to enjoy the benefits from distributed optimization with parallel computation. As the majority of data still remains at local, the algorithm could take advantages from such structure. For example, the algorithm could pre-factorize the local data observation matrix for faster computation. Hence, without specification, we fix \( \alpha \) to be 5% across numerical experiments. After we decide on the desirable level of data share, for each distributed optimization algorithm, we still need to carefully design how the algorithm should utilize the global data pool efficiently with theory guidance. In the next section, we implement the algorithms with careful and tailored design on utilizing data sharing for multi-block ADMM and PCG method.

The numerical result section is organized as follows. Section 4.2 provides the algorithm design for multi-block ADMM with data-sharing. We further show the numerical results for both the least square regression and the logistic regression, and compare our performance with distributed multi-block ADMM without data sharing, together with other variants of multi-block ADMM algorithms. Section 4.3 provides the algorithm design for PCG method with data sharing.

### 4.2. Apply data sharing in multi-block ADMM methods

In this section, we present results on both the least square regression and logistic regression. For least square regression, we test the algorithms on the benchmark of UCI machine learning repository regression data (Dua and Graff (2017)). And we compare the absolute loss among different algorithms, with absolute loss \( AL = \| \beta^* - \hat{\beta} \|_2 \), where \( \beta^* \) is the optimal estimator and \( \hat{\beta} \) is the estimator produced by each algorithm. We further add a L2 regularization for all regression problems in order to guarantee the uniqueness of \( \beta^* \). For logistic regression, we generate the synthetic data with Gaussian noise and the ground truth estimator \( \beta^* \). We further compare the absolute loss \( AL = \| \beta^* - \hat{\beta} \|_2 \), where \( \beta^* \) is the optimal estimator and \( \hat{\beta} \) is the estimator produced by each algorithm.

Firstly, from previous result, we know that the worst case data structure for distributed ADMM depends on the relations between the step size and the local data matrix conditioning. And making the local data structure differ from each other would improve the convergence speed. Hence, a simple and direct way to improve the performance of distributed ADMM is to allocate all the global data pool to one existing agent/block, in order to make that block have different data structure from others. We test the modified distributed ADMM with global data, and compare it with classic distributed ADMM in UCI machine learning repository regression data. With fixed number of iteration equals to 200, block number equals to 4, and percentage of sample \( \alpha = 5\% \), the accuracy

\(^2\) All the codes in Section 4 are public available at https://github.com/mingxiz/data_sharing_matlab.
of estimator $\beta$ improves for 13 out of 14 problem instances. Besides, compared with the distributed ADMM without data sharing, in average distributed ADMM with data sharing decreases the absolute loss by 20%.

However, 20% decrease in absolute loss is not satisfying. Here, we carefully design a randomized multi-block ADMM algorithm to better utilize the global data pool. We further introduce a tailored multi-block ADMM algorithm – the Dual Randomly Assembled and Permuted ADMM (DRAP-ADMM). We use the least square regression as an example to illustrate the idea of DRAP-ADMM. One could design DRAP-ADMM for different loss functions by introducing the conjugate functions.

Introducing the auxiliary $\zeta$, the primal problem could also be formulated as

$$\min_{\zeta} \frac{1}{2} \zeta^T \zeta \quad s.t. \quad X\beta - y = \zeta \quad (12)$$

And let $t$ be the dual variables with respect to the primal constraints $X\beta - y = \zeta$. Taking the dual with respect to problem (12), we have

$$\min_t \frac{1}{2} t^T t + y^T t \quad s.t. \quad X^T t = 0 \quad (13)$$

The augmented Lagrangian is thus given by

$$L(t, \beta) = \frac{1}{2} t^T t + y^T t - \beta^T X t + \frac{\rho_d}{2} t^T X X^T t \quad (14)$$

The global estimator $\beta$ is the dual variable with respect to the constraint $X^T t = 0$ and $\rho_d$ be the step-size of dual problem. The reason we take dual is that, the dual variables $t$ serves as a label for each (potentially) exchanged data pair, and the randomization is more effective in the dual space. We show that simply taking the dual does not improve the convergence speed. The following proposition guarantees that, the primal distributed algorithm and dual distributed algorithm are exactly the same in terms of computation and convergence rate. The proof is provided in appendix A.5.

**Proposition 4.1.** The primal distributed ADMM algorithm and the dual distributed ADMM algorithm have exactly the same linear convergence rate if the step size for primal and dual algorithms satisfies $\rho_p \rho_d = 1$ when applied to the least square regression under the partition of blocks with $X = [X_1; \ldots; X_b]$ and $y = [y_1; \ldots; y_b]$. 

Proposition 4.1 states that by only taking the dual of the problem would not impact the convergence speed, and more delicate design on the algorithms is required to enjoy the benefit of data sharing. Hence, we design the Dual Randomly Assembled and Permuted ADMM (DRAP-ADMM) under the inspiration of Mihić et al. (2020). DRAP-ADMM updates the auxiliary variables following a random permuted order across each agent. We present the high level idea on how we utilize the global data pool as follows. Firstly, the meta-algorithm of data sharing randomly selects a subset of data $(X_{r_i}, y_{r_i})$ from agent $i$, and builds the global data pool $(X_{\cdot r}, y_{\cdot r})$. When designing the algorithm, each agent $i$ may first pre-compute and pre-factorize $X_l^T X_l$ in order to enjoy the benefit of the distributed structure, where $X_l$ is the local data at agent $i$. Then, at each iteration, each agent $i$ receives a random sample (without replacement) from the global data pool. The size of received data from global data pool is the same as the size that the agent $i$ contributes to the pool initially. Finally, we random permute the update order across agents at each iteration. The general algorithm of DRAP-ADMM is provided in Algorithm 4.

**Algorithm 4 DRAP-ADMM**

**Initialization**: $t = 0$, global data pool $(X_{r}, y_{r})$, step size $\rho_d \in \mathbb{R}^+$ $t_i \in \mathbb{R}^n$, $\beta_t \in \mathbb{R}^p$, and stopping rule $\tau$

**while** $t \leq \tau$ **do**

Random permute $r$ to $\sigma_t(r)$, partition $\sigma_t(r) = [\sigma^1_t(r); \ldots; \sigma^b_t(r)]$ according to $|r_i|$ (size of $r_i$).

Random permute the block-wise update order $\xi_t(b) = [\xi^1_t, \ldots, \xi^b_t]$

For $i = \xi^1_t, \ldots, \xi^b_t$

Let $\sigma_i^t = l_i \cup \sigma(r)$. Agent $i$ updates $t_i^{\sigma_i^t} = \arg \min_{B_{r_i} \in [r_i]} L(t_i^{\sigma_i^t}, \ldots, t_i^{\sigma_i^{i-1}}, t_i, t_i^{\sigma_i^{i+1}}, \ldots, t_i^{\sigma_i^b}, \beta_t)$

Decision maker updates $\beta_{t+1} = \beta_t - \rho_d X_t^T t_{t+1}$

**end while**

**Output**: $\beta_\tau$ as global estimator

As the majority of data still remains local, DRAP-ADMM could both enjoy the benefit of pre-factorization for solving local training tasks, and utilize the shared data to change the local data structure constantly, in order to avoid an unfavorable data structure that leads to slow convergence. In order to better utilize the global data pool, we use random permuted updating order instead of distributed updating order. In appendix A.6, we show the benefit of having a random permute updating – it improves the convergence rate under the worst case data structure compared with distributed updating scheme. Further, a random assemble of local blocks with global data pool would further help improve the convergence speed, and following a similar proof in Sun et al. (2015)
and Milić et al. (2020), one could show that DRAP-ADMM converges in expectation for linearly constrained quadratic optimization problems.

There are several other variants of multi-block ADMM algorithms, including the symmetric Gauss-Seidel multi-block ADMM (double-sweep ADMM) [Floudas and Pardalos (2008), Xiao et al. (2019)] and the random-permuted ADMM [Sun et al. (2020)]. In the following numerical experiments provided in Table 1, we use UCI machine learning regression data Dua and Graff (2017) to first compare the performance of DRAP-ADMM with (1) primal distributed ADMM, (2) double-sweep ADMM, (3) cyclic-ADMM and (4) RP-ADMM. Besides, since the meta-algorithm of data sharing could also be applied to primal-distributed ADMM, double-sweep ADMM, and RP-ADMM in a similar way as in DRAP-ADMM, we also compare the DRAP-ADMM with (5) primal distributed ADMM with data-share, (6) double-sweep ADMM with data-share, and (7) RP-ADMM with data-share. We fix step-size to be $\rho = 1$ for both the primal algorithms and the dual algorithms in order to eliminate the effect of step-size choices. And we set the percentage of shared data $\alpha = 5\%$. The data set has dimensionality of $n = 463,715$ and $p = 90$. From this set of experiments, we are convinced that, firstly, the performance of multi-block ADMM algorithm significantly improves with only a small amount of data share. Secondly, the random permute updating order seems to be the most compatible algorithm to a small amount of data-sharing, compared with other multi-block updating orders.

| Algorithm                           | Fix run time = 100 s | Fix number of iteration = 200 |
|-------------------------------------|----------------------|-------------------------------|
| Primal Distributed ADMM            | $2.98 \times 10^{-3}$| $4.10 \times 10^{-2}$        |
| Double-Sweep ADMM                  | $5.92 \times 10^{-3}$| $3.44 \times 10^{1}$        |
| Cyclic ADMM                        | $5.66 \times 10^{-6}$| $3.44 \times 10^{4}$        |
| Random Permuted ADMM               | $6.62 \times 10^{-6}$| $3.44 \times 10^{4}$        |
| Primal Distributed ADMM with data sharing | $2.41 \times 10^{-3}$| $4.01 \times 10^{-2}$        |
| Double-Sweep ADMM with data sharing | $3.80 \times 10^{-9}$| $1.44 \times 10^{-5}$        |
| Cyclic ADMM with data sharing       | $3.07 \times 10^{-9}$| $1.13 \times 10^{-5}$        |
| DRAP-ADMM                          | $1.12 \times 10^{-9}$| $9.25 \times 10^{-6}$        |

Table 1 Absolute Loss of different multi-block ADMM algorithms for L2 regression estimation on data set Year Prediction MSD

From previous experiments, we are convinced that DRAP-ADMM performs better than the other variants of multi-block ADMM methods. In the following numerical results, we compare DRAP-ADMM with primal distributed ADMM without data sharing. Firstly, we examine the sensitivity of convergence speed to percentage of data shared. We find that, $\alpha$ does not need to be very large for significant efficiency improvement, and a small amount of data sharing is sufficient to boost convergence speed. The following figure (Figure 1) reports the sensitivity of convergence speed
to the percentage of data shared. We fix the same convergence criteria to be $\|\beta_t - \beta_{t-1}\| \leq 10^{-4}$ for all different values of $\alpha$. It’s worth mentioning that the required time for convergence with no data shared ($\alpha = 0$) is 2403.72 seconds. And in Figure 1 (a), by sharing even 1% of data, the required time to converge decreases to 221.60 seconds. Similarly, the required number of iterations for converging to the same target tolerance level with no data shared is 3952. And in Figure 1 (b), by sharing 1% of data, the required number of iterations to converge decreases to 307.

![Figure 1](image)

**Figure 1** Comparison between distributed multi-block ADMM and multi-block ADMM with data sharing.

$\alpha\% = 0$ implies sharing no data, and $\alpha\% = 1$, implies sharing all data.

As we only need a small amount of data sharing, in the following experiments, we fix $\alpha\% = 5\%$. The following table shows more numerical results we performed on UCI machine learning repository. We set number of agents to be 4. We fix the step-size $\rho_p = \rho_d = 1$ for primal distributed ADMM and DRAP-ADMM. Note setting step-size equals to 1 does not favor the primal ADMM nor the dual ADMM, as we show that the primal distributed ADMM and dual distributed ADMM share the same convergence rate when $\rho_p \rho_d = 1$. We consider two stopping rules, fixing the same number or iteration, or the same run time.

From Table 2, we observe that compared with primal distributed ADMM, a small amount of data sharing with DRAP-ADMM algorithm could attain a good quality predictor within much fewer number of iterations or time. Specifically, with 200 iterations, DRAP-ADMM significantly outperforms primal distributed ADMM. This suggests that DRAP-ADMM algorithms with a small amount of data sharing could be a good solution when the cost per iterations is high. For example, in practice, when conducting regression prediction with healthcare trial data, the decision maker (researcher) would have to present physically to each hospitals in order to perform optimization with local data. Hence, minimizing number of iteration required would be a major objective for
decision maker when performing estimation across agents. Nonetheless, we observe that DRAP-ADMM still enjoys some benefit even when we fix the run time.

For general regression analysis including logistic regression, DRAP-ADMM would still apply. The logistic regression minimizes the following objective

$$
\min \sum_{i=1}^{b} \sum_{j=1}^{n_i} \log(1 + \exp(-y_{i,j}x_{i,j}\beta))
$$

with $y_{i,j} \in \{-1, 1\}$. Similarly one could apply distributed ADMM to solve logistic regression following Algorithm 1. One need to take the conjugate function of the primal objective, and solves a different optimization problem for each agent. When designing the ADMM method for logistic regression, one could introduce the auxiliary variables in order to further improve the efficiency of the algorithm. For DRAP-ADMM, let $\mathcal{X} = y \cdot X$, we solve the following dual problem

$$
\min \sum_{i=1}^{b} \sum_{j=1}^{n_i} t_{i,j} \log(t_{i,j}) + (1 - t_{i,j}) \log(1 - t_{i,j})
\text{s.t.} \quad \mathcal{X}^T z = 0 \quad \cdots \beta
\quad t - z = 0 \quad \cdots \xi
$$

In Table 3, we present the result on comparing the performances across gradient descent method (with backtracking step-size), primal distributed ADMM and DRAP-ADMM (with step-size equals to 1). A widely used algorithm for solving logistic problem is via Newton’s method. To further compare the algorithms, we select the benchmark algorithm to be the Newton’s method. We need to point out here that the classic Newton’s method requires centralized learning and optimization,
which is not the focus of this paper. Nonetheless, we use centralized Newton’s method as the benchmark, and show that distributed optimization with data sharing could outperform centralized optimization method in aspect of convergence rate. Similarly, we fix $\alpha = 5\%$. We report the relative ratio in the absolute loss with benchmark of centralized Newton’s method. The relative ratio in the absolute loss is defined as $r_{AL} = \frac{AL_{AL} - AL_{newton}}{AL_{newton}}$. We fix block numbers equals to 4 and the number of iterations to be 10 for all the different algorithms. We expect the Newton’s method to perform well and a positive relative ratio of $r_{AL}$ is not surprising, as we allow the Newton’s method to perform centralized optimization. However, notice that $r_{AL} < 0$ implies that under fixed iteration, the algorithm outperforms centralized Newton’s method with smaller absolute value. We report the average of relative ratio in the absolute loss for each size of problem instances with 20 sample of experiments.

| $n$  | $p$  | Gradient Descent | Primal Distributed | DRAP-ADMM |
|------|------|------------------|--------------------|-----------|
| 500  | 20   | $8.18 \times 10^{-3}$ | $9.55 \times 10^{-3}$ | $-6.73 \times 10^{-3}$ |
| 800  | 40   | $2.53 \times 10^{-3}$ | $2.97 \times 10^{-3}$ | $-5.89 \times 10^{-3}$ |
| 1000 | 100  | $4.38 \times 10^{-4}$ | $5.18 \times 10^{-4}$ | $-2.23 \times 10^{-3}$ |

Table 3 Relative ratio of absolute loss on logistic regression

From Table 3, we observe that primal distributed ADMM method performs similarly as gradient method. Several previous studies have already shown that ADMM method may not be suitable for logistic regression (e.g. Gopal and Yang (2013)). However, it’s worth mentioning that with 5% of data sharing, multi-block ADMM could even out-perform centralized optimization method in terms of convergence speed. These results shed light on the importance of data sharing in the design of multi-block ADMM method. With a small amount of data sharing, one could hugely boost the convergence speed for multi-block ADMM method.

4.3. Apply data sharing in PCG methods

In this section, we apply data sharing algorithm in PCG method. We use the global data pool to construct more efficient local preconditioning matrices. With global data pool $X^g$, we could construct the local preconditioning matrix

$$H_i = \frac{1}{b} [X_i^T X_i + \sum_{j \neq i} \frac{s_j}{|r_j|} X_{r_j}^T X_{r_j}]^{-1}$$

Intuitively, we use the sampled data to sketch the data structure from other agents in order to estimate the global Hessian. The following numerical experiment considers the synthetic data with 2 agents. Each agent has number of observations $n = 1000$ with feature dimension $p = 500$. Data possessed in agent 1 follow independent and identical standard Gaussian distributed. Data
possessed in agent 2 follow independent and identical uniform distribution. We report the relative residuals in L2 norm, $\|b - Ax_t\|_2^2 / \|b\|_2^2$, at each iteration $t$. From Figure (2), we are convinced that the preconditioning with global data pool performs better than all the preconditioning methods without data share.

5. Conclusions

In this paper, we focus on how a small amount of data sharing benefits distributed optimization and learning, with focus on higher order optimization algorithms including distributed multi-block alternating direction method of multipliers (ADMM) method and preconditioned conjugate gradient (PCG) method. Theoretically, we answer the questions on when and why distributed optimization algorithms may sometimes suffer from slow convergence. Surprisingly, while PCG method suffers under data heterogeneity, for distributed ADMM algorithm, data heterogeneity may lead to faster convergence, which is contrary to conventional result that data heterogeneity hurts convergence. To answer the question of why this counter-intuitive phenomenon happens in distributed ADMM, we show that the key lies in the mechanism for updating dual variables by averaging across local estimators. And data homogeneity leads to weakening the momentum for dual updating. This result not only suggests that a simple approach to mitigate the challenge of data heterogeneity is to “order-up” the optimization algorithms, but also highlights the need for a universal approach, which is easy to implement in practice, on altering the local data structures to boost convergence rate for different optimization algorithms. With the guidance from theory works, we further develop a meta-algorithm of data sharing that builds a global data pool from pulling a small amount of prefixed data from each agent. We observe that sharing a small amount of data across agents may
have huge synergy in improving algorithm convergence speed, and 1% of data sharing leads to around 10 times speed up for higher order optimization algorithms. We hope that the results provided in this paper would encourage collaborative efforts from different regions to combat difficult global learning problems.

For future work, firstly, in theory part, providing analysis on how the convergence speed depends on the percentage of data shared is an exciting on-going work. We believe that the convergence rates of different algorithms may have different dependence on the percentage of data shared, and more theoretical work could be done in order to further guide the decision on how much data to be shared. Secondly, while in this paper we only focused on higher-order optimization algorithms including multi-block ADMM and PCG methods, one could also apply data sharing to other higher-order distributed optimization algorithms. Another exciting direction is to consider data-masking the global data pool for privacy concerns. Several exciting future research directions are to study how data-masking may impact the convergence speed, and to examine the trade-off between privacy and efficiency.
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Appendix

A. Proofs on Section 3
A.1. Proof on Theorem 3.2

To prove Theorem 3.2, notice that the mapping matrix of primal distributed ADMM is given by $M_p = I - P - \Phi + 2\Phi P$, where $\Phi = (I + \frac{1}{\rho_p}D)^{-1}$. Let $\lambda \in \text{eig}(M_p)$, and $v$ be the eigenvector associated with $\lambda$, we have $\lambda$ and $v$ satisfies

$$(I - \Phi + (2\Phi - I)P)v = \lambda v. \tag{18}$$

For all block $i \in \{1, \ldots, b\}$, equation (18) becomes

$$(I - \Phi_i)v_i + (2\Phi_i - I)\bar{v} = \lambda v_i \quad \forall i, \tag{19}$$

where $\Phi_i = (I + \frac{1}{\rho_p}D_i)^{-1}$, $v_i \in \mathbb{R}^{s \times 1}$ is the $i^{th}$ block of $v$ (the $\{s(i-1) + 1, s(i-1) + 2, \ldots, si\}^{th}$ row of $v$), and $\bar{v} = \frac{1}{b}\sum_{i=1}^{b}v_i$ is the average of $v_i$.

We first give the proof of a special case where $D_i = D_j$ for all $i,j \in \{1, \ldots, b\}$. Later we show that, such data structure is indeed the worst data structure that leads to highest spectrum of mapping matrix $M_p$ for the distributed ADMM with fixed $\bar{q}$ and $q$ when $\rho_p > \bar{q}$. Let $\tilde{X}$ be the model matrix under the worst case data structure where $D_i = D_j = \frac{1}{b}\tilde{X}^T\tilde{X}$, equation (19) becomes

$$\left(I - \left(I + \frac{1}{b\rho_p}\tilde{X}^T\tilde{X}\right)^{-1}\right)v_i + \left(2\left(I + \frac{1}{b\rho_p}\tilde{X}^T\tilde{X}\right)^{-1} - I\right)\bar{v} = \lambda v_i \quad \forall i. \tag{20}$$

Let $M_s$ be the primal distributed mapping matrix under $\tilde{X}$, and let $\lambda$ and $v$ be the eigenvalue and eigenvector pairs of $M_s$, the following lemma holds.

Lemma A.1.

$$\lambda \neq 0 \in \text{eig}(M_s) \iff \frac{b\rho_p(1-\lambda)}{\lambda} \in \text{eig}(\tilde{X}^T\tilde{X}) \quad \text{or} \quad \frac{b\rho_p\lambda}{1-\lambda} \in \text{eig}(\tilde{X}^T\tilde{X})$$

Proof. Suppose $\lambda \neq 0 \in \text{eig}(M_s)$, let $\lambda$ and $v$ be the eigenvalue and eigenvector pairs of $M_s$. Consider the following two cases:

Case 1. $\bar{v} = \frac{1}{b}\sum_{i=1}^{b}v_i \neq 0$.

We first show $\lambda \neq 0 \in \text{eig}(M_s) \Rightarrow \frac{b\rho_p(1-\lambda)}{\lambda} \in \text{eig}(\tilde{X}^T\tilde{X})$. Sum over equation (20) across centers $i$ and take average,

$$\left(I + \frac{1}{b\rho_p}\tilde{X}^T\tilde{X}\right)^{-1}\bar{v} = \lambda\bar{v}. \tag{21}$$
With some algebra
\[ \tilde{X}^T \tilde{X} \mathbf{v} = \frac{bp_p(1 - \lambda)}{\lambda} \mathbf{v}. \]  
(22)

Since \( \mathbf{v} \neq 0 \) and \( \lambda \neq 0 \), we conclude that \( \frac{bp_p(1 - \lambda)}{\lambda} \) is an eigenvalue of \( \tilde{X}^T \tilde{X} \).

We then show \( \lambda \neq 0 \in eig(\mathbf{M}_s) \) if \( \frac{bp_p(1 - \lambda)}{\lambda} \in eig(\tilde{X}^T \tilde{X}) \). Suppose \( \frac{bp_p(1 - \lambda)}{\lambda} \in eig(\tilde{X}^T \tilde{X}) \), let \( \frac{bp_p(1 - \lambda)}{\lambda} \) and \( \mathbf{v} \) be the eigenvalue eigenvector pair of \( \tilde{X}^T \tilde{X} \), we have \( \lambda \neq 0 \) and \( \mathbf{v} \neq 0 \). And it’s easy to verify that \( \lambda \) and \( \mathbf{v} = [\tilde{v}; \ldots; \tilde{v}] \) satisfies equation (20) for all \( i \). Hence, \( \lambda \in eig(\mathbf{M}_s) \).

**Case 2.** \( \mathbf{v} = \frac{1}{b} \sum_{i=1}^{b} \mathbf{v}_i = 0 \).

To prove \( \lambda \neq 0 \in eig(\mathbf{M}_s) \Rightarrow \frac{bp_p \lambda}{1 - \lambda} \in eig(\tilde{X}^T \tilde{X}) \), we first claim that if \( \lambda, \mathbf{v} \) are eigenvalue eigenvector pair associated with \( \mathbf{M}_s \) and \( \mathbf{v} = \frac{1}{b} \sum_{i=1}^{b} \mathbf{v}_i = 0 \), then \( \lambda \neq 1 \), so \( \frac{bp_p \lambda}{1 - \lambda} \) is well-defined. To see this, suppose \( \lambda = 1 \in eig(\mathbf{M}_s) \) and the associated eigenvector pair \( \mathbf{v} \) satisfies \( \mathbf{v} = 0 \), (20) becomes
\[ \left( 2 \left( I + \frac{1}{bp_p} \tilde{X}^T \tilde{X} \right)^{-1} - I \right) \mathbf{v} = \left( I + \frac{1}{bp_p} \tilde{X}^T \tilde{X} \right)^{-1} \mathbf{v}_i \quad \forall i. \]  
(23)

With some algebra
\[ \mathbf{v}_i = \left( I - \frac{1}{bp_p} \tilde{X}^T \tilde{X} \right) \mathbf{v} \quad \forall i. \]  
(24)

As \( \mathbf{v} = 0 \), \( \mathbf{v}_i = 0 \) for all \( i \), which contradicts to the fact that \( \mathbf{v} \) is the eigenvector of \( \mathbf{M}_s \). Hence when \( \mathbf{v} = 0 \), if \( \lambda \in eig(\mathbf{M}_s) \), \( \lambda \neq 1 \). And \( \frac{bp_p \lambda}{1 - \lambda} \) is well-defined.

Take any non-zero \( \mathbf{v}_i \) (which exists as \( \mathbf{v} \neq 0 \)), equation (20) becomes
\[ \left( I - \left( I + \frac{1}{bp_p} \tilde{X}^T \tilde{X} \right)^{-1} \right) \mathbf{v}_i = \lambda \mathbf{v}_i. \]  
(25)

With some algebra
\[ \tilde{X}^T \tilde{X} \mathbf{v}_i = \frac{bp_p \lambda}{1 - \lambda} \mathbf{v}_i. \]  
(26)

Since \( \mathbf{v}_i \neq 0 \) and \( \lambda \neq 1 \), we conclude that \( \frac{bp_p \lambda}{1 - \lambda} \in eig(\tilde{X}^T \tilde{X}) \).

To prove \( \lambda \neq 0 \in eig(\mathbf{M}_s) \Rightarrow \frac{bp_p \lambda}{1 - \lambda} \in eig(\tilde{X}^T \tilde{X}) \), suppose \( \frac{bp_p \lambda}{1 - \lambda} \in eig(\tilde{X}^T \tilde{X}) \), let \( \mathbf{v} \) be the associated eigenvector pair, \( \lambda \neq 1 \). Let \( \mathbf{v} \) be such that \( \mathbf{v}_i = \tilde{v} \) and \( \mathbf{v}_j = -\frac{1}{b - 1} \tilde{v} \) for all \( j \neq i \), we have \( \mathbf{v} = \frac{1}{b} \sum_{i=1}^{b} \mathbf{v}_i = 0 \), and it’s easy to verify that \( \lambda \) and \( \mathbf{v} \) satisfies equation (20) for all \( i \).

With Lemma A.1, let \( \tilde{q} \in eig(\tilde{X}^T \tilde{X}) \) and \( \lambda \in eig(\mathbf{M}_s) \), we have \( \lambda = \frac{bp_p}{bp_p + \tilde{q}} \) or \( \lambda = -\frac{\tilde{q}}{bp_p + \tilde{q}} \). As \( \tilde{X}^T \tilde{X} \) has fixed largest eigenvalue \( \tilde{q} \), \( \rho_p > \tilde{q} \) and \( b \geq 2 \), \( \frac{bp_p}{bp_p + \tilde{q}} > \frac{-\tilde{q}}{bp_p + \tilde{q}} \). As \( \tilde{X}^T \tilde{X} \) has fixed smallest eigenvalue \( \tilde{q} \), the spectral radius of \( \mathbf{M}_s \) is given by
\[ \rho(\mathbf{M}_s) = \frac{bp_p}{bp_p + \tilde{q}}. \]  
(27)
To prove Theorem 3.2, we first introduce the following lemma to guarantee that the eigenvalues of mapping matrix $M_p$ is in the real space for $\rho_p > \bar{q}$.

**Lemma A.2.** Let $\lambda(M_p)$ be the eigenvalue of mapping matrix $M_p$ with $\rho_p > \bar{q}$. $\lambda(M_p) \in \mathbb{R}$.

**Proof.** Note $M_p = (I - \Phi) + (2\Phi - I)P$, let $S = 2\Phi - I$, $S$ is a block diagonal matrix with each diagonal block $i$ given by $S_i = 2\left(I + \frac{1}{\rho_p}D_i\right)^{-1} - I$. For $\rho_p > \bar{q}$, $S_i > 0$ for all blocks $i$. To prove this, let $q_i \in eig(D_i)$, since $\rho_p > \bar{q}$, we have the spectral radius of $\rho\left(\frac{1}{\rho_p}D_i\right) < 1$, and the Neumann series exist, with $S_i = 2\sum_{k=0}^{\infty}(-1)^k \left(\frac{1}{\rho_p}D_i\right)^k - I$, so $S_i$ is a polynomial function of $D_i$, and the eigenvalue of $S_i$ is $\frac{2}{1 + \bar{q}/\rho_p} - 1 > 0$.

Since $S_i > 0$ for all $i$ and $S$ is a block diagonal matrix with $S_i > 0$, $S > 0$, and there exists an invertible matrix $B \in \mathbb{R}^{bp \times bp}$ such that $S = B^T B$. Note that $M_p S = (I - \Phi)S + (2\Phi - I)P(2\Phi - I)$ and $SM_p^T = S(I - \Phi) + (2\Phi - I)P(2\Phi - I)$. Since $S(I - \Phi) = -I + 3\Phi - 2\Phi^2$, $\Phi$ is symmetric, $S(I - \Phi)$ symmetric, and $M_p S = SM_p^T$. Equivalently, $B^{-1}M_p B = (B^{-1}M_p B)^T$. Let $\hat{\lambda}$ and $\hat{v}$ be the eigenvalue eigenvector pair of $B^{-1}M_p B$. Since $B^{-1}M_p B$ is symmetric, $\hat{\lambda} \in \mathbb{R}$, and $B^{-1}M_p B\hat{v} = \hat{\lambda}\hat{v}$. Hence $\hat{\lambda}$ and $B\hat{v} \neq 0$ are the eigenvalue eigenvector pair of $M_p$, and $\lambda(M_p) \in \mathbb{R}$. \qed

With Lemma A.2, we could transfer the spectrum of $M_p$ to the eigenvalues of $M_p$, and we prove theorem 3.2 by contradiction. From convergence of distributed ADMM (e.g. Eckstein and Bertsekas (1992b), He and Yuan (2012), Ouyang et al. (2013), Xu et al. (2017)), $\rho(M_p) < 1$.

Suppose that $\rho(M_p) > \frac{b\rho_p}{b\rho_p + 2}$. This implies there exists $\lambda \in eig(M_p)$ and $\lambda \in \left(\frac{b\rho_p}{b\rho_p + 2}, 1\right)$ or $\lambda \in \left(-1, -\frac{b\rho_p}{b\rho_p + 2}\right)$. We start to prove by contradiction for the two different cases.

**Case 1.** Suppose $\lambda \in eig(M_p)$ and $\lambda \in \left(\frac{b\rho_p}{b\rho_p + 2}, 1\right)$.

**Proof.** Suppose there exists $\lambda \in \left(\frac{b}{b + \lambda_{min}(X^TX)}, 1\right)$ and $\lambda$ is the eigenvalue of $M_p$. Let $v = [v_1; \ldots; v_i; \ldots; v_b]$ be the eigenvector associated with $\lambda$. $\lambda$ and $v$ satisfy equation (19). Summing over all the $b$ equations and taking the average on both side, we have

$$
-\frac{1}{b} \sum_{i=1}^{b} \Phi_i v_i + \frac{2}{b} \sum_{i=1}^{b} \Phi_i \bar{v} = \lambda \bar{v}.
$$

(28)

Besides, from equation (19), if $\lambda \in eig(M_p)$, with some algebra

$$
((1 - \lambda)I - \Phi_i)v_i = (I - 2\Phi_i)\bar{v}.
$$

(29)
Following the assumption that $\lambda \in \left(\frac{bp_p}{bp_p + q}, 1\right)$, $(1 - \lambda)I - \Phi_i$ exists. To see this, notice

$$(1 - \lambda)I - \Phi_i)^{-1} = -\lambda^{-1}\Phi_i^{-1}\left(I - \frac{1 - \lambda}{\lambda p_p}D_i\right)^{-1}. \quad (30)$$

As $\frac{bp_p}{bp_p + q} > \frac{1}{2}$, suppose $\lambda \in \left(\frac{bp_p}{bp_p + q}, 1\right)$, $\lambda \in (\frac{1}{2}, 1)$, and $\frac{1 - \lambda}{\lambda p_p} \in (0, 1)$. And since $X$ is normalized by its Frobenius norm, $\text{eig}(X^TX) \in (0, 1)$, so $\text{eig}(D_i) \in (0, 1)$, $(I - \frac{1 - \lambda}{\lambda p_p}D_i) > 0$, and the inverse of $(I - \frac{1 - \lambda}{\lambda p_p}D_i)$ exists. In fact, following the notation of Plemmons (1977), $(I - \frac{1 - \lambda}{\lambda p_p}D_i)$ is a $M$-matrix, so its inverse exists with $(I - \frac{1 - \lambda}{\lambda p_p}D_i)^{-1} > 0$ and $(I - \frac{1 - \lambda}{\lambda p_p}D_i)$ is inverse positive. Hence $(1 - \lambda)I - \Phi_i)^{-1}$ exists, and

$$v_i = ((1 - \lambda)I - \Phi_i)^{-1}(1 - 2\Phi_i)v. \quad (31)$$

Notice that $\bar{v} \neq 0$. If $\bar{v} = 0$, $v_i = 0$ for all $i$ and this contradicts with the assumption that $v$ is the eigenvector of $M$. Plugging equation (31) into (28),

$$\frac{1}{b}\sum_{i=1}^{b}[2\Phi_i - \Phi_i((1 - \lambda) - \Phi_i)^{-1}(I - 2\Phi_i)]\bar{v} = \lambda\bar{v}. \quad (32)$$

With some algebra,

$$2\Phi_i - \Phi_i((1 - \lambda) - \Phi_i)^{-1}(I - 2\Phi_i) = -(2\lambda - 1)\Phi_i((1 - \lambda)I - \Phi_i)^{-1}$$

$$= -(2\lambda - 1)\Phi_i(((1 - \lambda)\Phi_i^{-1} - I)\Phi_i)^{-1} = (2\lambda - 1)\left(\lambda I - \frac{1 - \lambda}{\rho_p}D_i\right)^{-1}. \quad (33)$$

Equation (32) becomes

$$\frac{1}{b}\sum_{i=1}^{b}\left[(2\lambda - 1)\left(\lambda I - \frac{1 - \lambda}{\rho_p}D_i\right)^{-1}\right]v = \lambda\bar{v}. \quad (34)$$

Let

$$f(t|X, v) = \bar{v}^T\left(\frac{1}{b}\sum_{i=1}^{b}\left[(2t - 1)\left(tI - \frac{1 - t}{\rho_p}D_i\right)^{-1}\right]\right)\bar{v} - tv^Tv, \quad (35)$$

where $\bar{v}^T$ is the transpose of $\bar{v}$ and $\bar{v} \in \mathbb{R}^{p \times 1}$. Let $X$ be the associated model matrix of $M_p$, the following relation holds

$$\lambda \in \text{eig}(M_p) \Rightarrow \text{there exists } \bar{v} \in \mathbb{R}^{p \times 1} \neq 0 \text{ such that } f(\lambda|X, \bar{v}) = 0. \quad (36)$$

To see this, let $\lambda$ and $v$ be the eigenvalue eigenvector pair of $M_p$, since $\lambda \in \mathbb{R}$ and $M_p \in \mathbb{R}^{bp \times bp}$, so $v \in \mathbb{R}^{bp \times 1}$. Let $\bar{v} = \sum_{i=1}^{b} v_i$, from equation 31, $\bar{v} \in \mathbb{R}^{p \times 1} \neq 0$, and it’s easy to verify that $f(\lambda|X, \bar{v}) = 0$ for $\lambda \in \text{eig}(M_p)$ and $\bar{v}$.

We further prove $\lambda \notin \left(\frac{\rho_p}{\rho_p + q}, 1\right)$ by showing that for all $t \in \left(\frac{\rho_p}{\rho_p + q}, 1\right)$ and any $\bar{v} \neq 0$, $f(t|X, \bar{v}) > 0$, which contradicts to (36), hence if $\lambda \in \text{eig}(M_p)$, $\lambda \leq \frac{bp_p}{bp_p + q}$. 
Let $\tilde{X}$ be the model matrix such that $D_i = D_j$ for all $\{i, j\} \in \{1, \ldots, b\}$ and let $\bar{t} = \frac{b \rho_{p}}{b \rho_{p} + q^2}$. By Lemma A.1, $\bar{t} \in \text{eig}(M_\bar{t})$, and $f(\bar{t})\tilde{X}, \bar{v}) = 0$, with $\bar{v} = \frac{1}{b} \sum_{i=1}^{b} v_i$ and $v = [v_1; \ldots; v_i; \ldots; v_b]$ the associated eigenvector to $\bar{t}$. We propose the following claims to show that for all $t \in (\bar{t}, 1)$, $f(t|X, \bar{v}) > 0$ for all $X$ satisfies assumption 3.1 and $\bar{v} \neq 0$.

**Claim 1:** $f(\bar{t})\tilde{X}, \bar{v}) \geq 0$ for all $\bar{v} \neq 0$.

**Proof.** When $D_i = D_j$ for all $\{i, j\} \in \{1, \ldots, b\}$, we have

$$f(\bar{t})\tilde{X}, \bar{v}) = \bar{v}^T \left( \frac{2\bar{t} - 1}{\bar{t}} \left( I - \frac{1 - \bar{t}}{t \rho_{p}} \tilde{X}^T \tilde{X} \right)^{-1} - \bar{t} I \right) \bar{v}. \tag{37}$$

It’s sufficient to show that

$$\frac{2\bar{t} - 1}{\bar{t}} \left( I - \frac{1 - \bar{t}}{t \rho_{p}} \tilde{X}^T \tilde{X} \right)^{-1} - \bar{t} I \succeq 0. \tag{38}$$

Note $\bar{t} = \frac{b \rho_{p}}{b \rho_{p} + q^2}$, (38) is equivalent as

$$\left( I - \frac{q}{b^2 \rho_{p}^2} \tilde{X}^T \tilde{X} \right)^{-1} \succeq \frac{b^2 \rho_{p}^2}{b^2 \rho_{p}^2 - q^2} I. \tag{39}$$

Note that the spectral radius of $\frac{q}{b^2 \rho_{p}^2} \tilde{X}^T \tilde{X}$, $\rho \left( \frac{q}{b^2 \rho_{p}^2} \tilde{X}^T \tilde{X} \right) = \frac{q}{b^2 \rho_{p}^2} < 1$. Hence the Neumann series exists and $\left( I - \frac{q}{b^2 \rho_{p}^2} \tilde{X}^T \tilde{X} \right)^{-1}$ could be written as the polynomial of $\tilde{X}^T \tilde{X}$. And let $\bar{q}$ be the eigenvalue of $\tilde{X}^T \tilde{X}$, the eigenvalue of $\left( I - \frac{q}{b^2 \rho_{p}^2} \tilde{X}^T \tilde{X} \right)^{-1}$ is given by $\frac{b^2 \rho_{p}^2}{b^2 \rho_{p}^2 - q^2}$, which is lowerbounded by $\frac{b^2 \rho_{p}^2}{b^2 \rho_{p}^2 - q^2}$. So (39) holds and $f(\bar{t})\tilde{X}, \bar{v}) \geq 0$. □

**Claim 2:** $f(\bar{t})|X, \bar{v}) \geq 0$, with strict inequality holds when $D_i - D_j$ is non-singular for all $i$ and $j$.

**Proof.** Note for any $X = [X_1, \ldots, X_i, \ldots, X_b]$ and $\bar{v} \neq 0$,

$$f(\bar{t})|X, \bar{v}) = \bar{v}^T \left( \frac{2\bar{t} - 1}{\bar{t}} \left[ \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1 - \bar{t})}{t \rho_{p}} D_i \right)^{-1} \right] - \bar{t} I \right) \bar{v}. \tag{40}$$

We first show that for any $X = [X_1, \ldots, X_i, \ldots, X_b]$ and $\bar{v} \neq 0$,

$$f(\bar{t})|X, \bar{v}) - \bar{v}^T \left( \frac{2\bar{t} - 1}{\bar{t}} \left[ \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1 - \bar{t})}{t \rho_{p}} D_i \right)^{-1} \right] - \bar{t} I \right) \bar{v} \tag{41}$$

$$= \frac{2\bar{t} - 1}{\bar{t}} \bar{v}^T \left[ \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1 - \bar{t})}{t \rho_{p}} D_i \right)^{-1} \right] - \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1 - \bar{t})}{t \rho_{p}} D_i \right) \bar{v} \geq 0. \tag{42}$$
And when $D_i - D_j$ non singular
\[
    f(\bar{t}|X, \bar{v}) - \bar{v}^T \left( \frac{2\bar{t} - 1}{t} \left[ \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1-\bar{t})}{\bar{t}\rho_p} D_i \right) \right]^{-1} - \bar{t} I \right) \bar{v} > 0. \tag{43}
\]

Since $\bar{t} > \frac{1}{2}$, $\frac{2\bar{t} - 1}{t} > 0$. It’s sufficient to show that
\[
    \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{1-\bar{t}}{\bar{t}\rho_p} D_i \right)^{-1} \geq \left( \frac{1}{b} \sum_{i=1}^{b} I - \frac{1-\bar{t}}{\bar{t}\rho_p} D_i \right)^{-1}, \tag{44}
\]
and when $D_i - D_j$ is non-singular for all $i, j \in \{1, \ldots, b\}$,
\[
    \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{1-\bar{t}}{\bar{t}\rho_p} D_i \right)^{-1} > \left( \frac{1}{b} \sum_{i=1}^{b} I - \frac{1-\bar{t}}{\bar{t}\rho_p} D_i \right)^{-1}. \tag{45}
\]

To prove this, we notice that matrix inverse is a (strictly) convex operation. Specifically note that $\left( I - \frac{1-\bar{t}}{\bar{t}\rho_p} D_i \right)^{-1} > 0$ for all $i$. Following the Brinkhuis et al. (2005), for positive definite matrix $X$ and $Y$, with $\alpha \in [0, 1]$, the following identity holds
\[
    \alpha X^{-1} + (1-\alpha) Y^{-1} - [\alpha X + (1-\alpha) Y]^{-1} = \alpha(1-\alpha) X^{-1}(Y - X) Y^{-1}[\alpha Y^{-1} + (1-\alpha) X^{-1}] Y^{-1}(Y - X) X^{-1}. \tag{46}
\]

So for $\alpha \in [0, 1]$, $X, Y \succ 0$
\[
    \alpha X^{-1} + (1-\alpha) Y^{-1} \succeq [\alpha X + (1-\alpha) Y]^{-1}, \tag{47}
\]
with the following equation holds when $\alpha \in (0, 1)$ and $X - Y$ non singular
\[
    \alpha X^{-1} + (1-\alpha) Y^{-1} \succ [\alpha X + (1-\alpha) Y]^{-1}. \tag{48}
\]

By induction on applying (47) and (48), we prove (44) and (45). We further show that,
\[
    \bar{v}^T \left( \frac{2\bar{t} - 1}{t} \left[ \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1-\bar{t})}{\bar{t}\rho_p} D_i \right) \right]^{-1} - \bar{t} I \right) \bar{v} \geq 0. \tag{49}
\]

Note
\[
    \bar{v}^T \left( \frac{2\bar{t} - 1}{t} \left[ \frac{1}{b} \sum_{i=1}^{b} \left( I - \frac{(1-\bar{t})}{\bar{t}\rho_p} D_i \right) \right]^{-1} - \bar{t} I \right) \bar{v} = \bar{v}^T \left( \frac{2\bar{t} - 1}{t} \left[ I - \frac{(1-\bar{t})}{\bar{t}\rho_p} \frac{X^T X}{b} \right] \right) \bar{v}, \tag{50}
\]

it’s sufficient to show
\[
    \frac{2\bar{t} - 1}{t} \left[ I - \frac{(1-\bar{t})}{\bar{t}\rho_p} \frac{X^T X}{b} \right] \succ - \bar{t} I \succ 0. \tag{51}
\]

Following (39), this is equivalent as showing
\[
    \left( I - \frac{q}{b^2 \rho_p^2} X^T X \right)^{-1} \succeq \frac{b^2 \rho_p^2}{b^2 \rho_p^2 - q^2} I. \tag{52}
\]
Similarly, let \( q = eig(X^TX) \), the eigenvalue of \( \left( I - \frac{q}{\mu_p^2}X^TX \right)^{-1} \) is given by \( \frac{\mu_p^2}{\mu_p^2 - q} \), which is lowerbounded by \( \frac{\mu_p^2}{\mu_p^2 - q} \). So (52) holds, hence we prove (49) holds. And we finish the proof on Claim 2.

\[ \square \]

**Claim 3:** \( f(t|X,\bar{v}) > 0 \) for all \( t \in (\bar{t},1) \), \( X \) and \( \bar{v} \neq 0 \).

**Proof.** Firstly, notice that given \( X \), \( f(t|X,\bar{v}) \) is a twice differentiable continuous function on \( t \) for \( t \in (\bar{x},1) \), and \( f(1|X,\bar{v}) = 0 \). Furthermore,

\[
\frac{\partial f(t|X,\bar{v})}{\partial t} = \bar{v}^T \left[ \frac{1}{b} \sum_{i=1}^{b} 2 \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} - \frac{1}{b} \sum_{i=1}^{b} (2t-1) \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} \left( I + \frac{1}{\rho_p} D_i \right) \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} - I \right] \bar{v}
\]

(53)

When \( t = 1 \),

\[
\frac{\partial f(t|X,\bar{v})}{\partial t} \bigg|_{t=1} = -\bar{v}^T \left[ \frac{1}{b\rho_p} X^TX \right] \bar{v} < 0.
\]

(54)

And with some algebra, the second order derivative with respect to \( t \) is given by

\[
\frac{\partial^2 f(t|X,\bar{v})}{\partial t^2} = \bar{v}^T \left[ \frac{2}{b} \sum_{i=1}^{b} \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} M'_i \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} \right] \bar{v},
\]

(55)

where

\[
M'_i = -2 \left( I + \frac{D_i}{\rho_p} \right) + (2t-1) \left( I + \frac{D_i}{\rho_p} \right)^2 \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} \left( I + \frac{D_i}{\rho_p} \right)
\]

\[
= -2 \left( I + \frac{D_i}{\rho_p} \right) + (2t-1) \left( I + \frac{D_i}{\rho_p} \right)^2 \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1}
\]

\[
= \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} \left[ -2 \left( I + \frac{D_i}{\rho_p} \right) \left( tI - \frac{1-t}{\rho_p} D_i \right)^2 + (2t-1) \left( tI - \frac{1-t}{\rho_p} D_i \right) \left( I + \frac{D_i}{\rho_p} \right) \right] \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1}.
\]

(56)

The second and third inequality come from the fact that \( \left( I + \frac{D_i}{\rho_p} \right) \) and \( \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} \) commute.

\[
\left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1} \left( I + \frac{D_i}{\rho_p} \right) = \frac{1}{t} \left( I - \frac{1-t}{t\rho_p} D_i \right)^{-1} \left( I + \frac{D_i}{\rho_p} \right)
\]

\[
= \frac{1}{t} \sum_{k=0}^{\infty} \left( \frac{1-t}{t\rho_p} D_i \right)^k \left( I + \frac{D_i}{\rho_p} \right)
\]

\[
= \frac{1}{t} \sum_{k=0}^{\infty} \left( I + \frac{D_i}{\rho_p} \right) \left( \frac{1-t}{t\rho_p} D_i \right)^k
\]

\[
= \left( I + \frac{D_i}{\rho_p} \right) \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-1}.
\]

(57)

And

\[
\frac{\partial^2 f(t|X,\bar{v})}{\partial t^2} = \bar{v}^T \left[ \frac{2}{b} \sum_{i=1}^{b} \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-2} M_i \left( tI - \frac{1-t}{\rho_p} D_i \right)^{-2} \right] \bar{v},
\]

(58)
where
\[
M_i = -2 \left( I + \frac{D_i}{\rho_p} \right) \left( tI - \frac{1 - t}{\rho_p} D_i \right)^2 + (2t - 1) \left( tI - \frac{1 - t}{\rho_p} D_i \right) \left( I + \frac{D_i}{\rho_p} \right)^2.
\] (59)

Note that \(M_i\) is a polynomial function of \(D_i\). Let \(M_i = P(D_i)\), where
\[
P(x) = \left( \frac{x^2}{\rho_p^2} - 1 \right) \left( t - \frac{x(1 - t)}{\rho_p} \right).
\] (60)

Let \(\lambda_i \in eig(D_i)\), we have \(P(\lambda_i) \in eig(M_i)\). And for \(\lambda_i \in (0, 1)\) and \(t \in \left( \frac{1}{2}, 1 \right)\), \(P(\lambda_i) < 0\), hence \(M_i < 0\) for all \(i\), and
\[
\frac{\partial^2 f(t|X, \bar{v})}{\partial t^2} < 0, \quad \text{for } t \in \left( \frac{1}{2}, 1 \right).
\] (61)

Combining the fact that \(\bar{v} > 0\), \(f(\bar{t}|X, \bar{v}) \geq 0\), and \(f(1|X, \bar{v}) = 0\), \(\frac{\partial f(t|X, \bar{v})}{\partial t}|_{t=1} < 0\), \(\frac{\partial^2 f(t|X, \bar{v})}{\partial t^2} < 0\), \(f(t|X, \bar{v}) > 0\) for all \(t \in (\bar{t}, 1)\), and we finish the proof of Claim 3. \(\square\)

Suppose \(\lambda \in eig(M_p)\) and \(\lambda \in \left( \frac{b\rho_p}{\rho_p + b}, 1 \right)\), there must exist \(\bar{v} \neq 0\) such that \(f(\lambda|X, \bar{v}) = 0\). However, for all \(t \in \left( \frac{b\rho_p}{\rho_p + b}, 1 \right)\) and \(\bar{v} \neq 0\), \(f(t|X, \bar{v}) > 0\). Hence if \(\lambda \in eig(M_p)\), \(\lambda \notin \left( \frac{b\rho_p}{\rho_p + b}, 1 \right)\). And we finish the proof by contradiction for Case 1. \(\square\)

**Case 2.** Suppose \(\lambda \in eig(M_p)\) and \(\lambda \in \left( -1, -\frac{b\rho_p}{\rho_p + b} \right)\).

**Proof.** Similarly, \((1 - \lambda)^{-1}\) exists. To see this, notice
\[
((1 - \lambda)I - \Phi_i)^{-1} = -\lambda^{-1} \Phi_i^{-1} \left( I - \frac{1 - \lambda}{\lambda \rho_p} D_i \right)^{-1}.
\] (62)

As \(\left( I - \frac{1 - \lambda}{\lambda \rho_p} D_i \right)\) is positive definite, the inverse exists. And
\[
\mathbf{v}_i = ((1 - \lambda)I - \Phi_i)^{-1}(1 - 2\Phi_i)\bar{v}.
\] (63)

Hence we have \(\bar{v} \neq 0\), as if \(\bar{v} = 0\), \(\mathbf{v}_i = 0\) for all \(i\) which contradicts to \(\mathbf{v}_i\) is a valid eigenvector.

Let
\[
f(t|X, \bar{v}) = \bar{v}^T \left( \frac{1}{b} \sum_{i=1}^{b} \hat{M}_i \right) \bar{v},
\] (64)

where
\[
\hat{M}_i = \frac{2t - 1}{t} \left( I - \frac{1 - t}{tp_p} D_i \right)^{-1} - t I.
\] (65)

The following relation holds
\[
\lambda \in eig(M_p) \Rightarrow \text{there exists } \bar{v} \in \mathbb{R}^{p \times 1} \neq 0 \text{ such that } f(\lambda|X, \bar{v}) = 0.
\] (66)

For \(t \in \left( -1, -\frac{b\rho_p}{\rho_p + b} \right)\), \(I - \frac{1 - t}{tp_p} D_i > 0\), so the inverse is also positive definite, and \(\frac{2t - 1}{t} > 0\), so \(\hat{M}_i > 0\) for all \(i\), and \(f(t|X, \bar{v}) > 0\) for all \(t \in \left( -1, -\frac{b\rho_p}{\rho_p + b} \right)\) and \(\bar{v} \neq 0\).
Hence if \( \lambda \in eig(M_p) \), \( \lambda \notin \left(-1, -\frac{b_p}{b_p + q}\right) \). And we finish the proof by contradiction for Case 2.

\[ \square \]

With the previous proof on contradiction, we conclude that \( \lambda \notin \left(-\frac{b_p}{b_p + q}, 1\right) \) and \( \lambda \notin \left(-1, -\frac{b_p}{b_p + q}\right) \). Hence for \( \rho_p > q \), the convergence rate of distributed ADMM is upper bounded by \( \frac{b_p}{b_p + q} \) and the upperbound is achieved when \( D_i = D_j \) for all \( i, j \in \{1, \ldots, b\} \).

### A.2. Proof on Theorem 3.3

To prove Theorem 3.3, we first introduce the following lemma to guarantee that the eigenvalues of mapping matrix \( M_p \) is in the real space for \( \rho_p < q_1 \).

**Lemma A.3.** Let \( \lambda(M_p) \) be the eigenvalue of mapping matrix \( M_p \) with \( \rho_p < q_1 \). \( \lambda(M_p) \in \mathbb{R} \).

**Proof.** Note \( M_p = (I - \Phi) - (I - 2\Phi)P \), let \( S = I - 2\Phi \), \( S \) is a block diagonal matrix with each diagonal block \( i \) given by \( S_i = I - 2\left(I + \frac{1}{\rho_p} D_i\right)^{-1} \). For \( \rho_p < q_1 \), \( S_i > 0 \) for all blocks \( i \). To prove this, let \( q_i \in eig(D_i) \), \( \frac{\rho_p}{\rho_p + q_i} \in eig\left(I + \frac{1}{\rho_p} D_i\right)^{-1} \), hence \( \frac{q_i - \rho_p}{\rho_p + q_i} \in eig(S_i) \). Since \( \rho_p < q_1 \), \( S_i > 0 \), and \( S > 0 \), following similar proof in Lemma A.2, \( \lambda(M_p) \in \mathbb{R} \).

With Lemma A.3, we are ready to prove Theorem 3.3.

**Proof.** Since \( eig(M_p) = eig(M_p^T) \), consider \( M_p^T = (I - \Phi) - P(I - 2\Phi) = \frac{1}{\rho_p} \Phi D + P \Phi \left(I - \frac{1}{\rho_p} D\right) \). For \( b = 2 \), let \( \lambda \in eig(M_p^T) \) and \( v = [v_1; v_2] \) be the unit eigenvector associated with \( \lambda \). Since \( M_p \in \mathbb{R}^{2p \times 2p} \) and \( \lambda \in \mathbb{R} \), \( v \in \mathbb{R}^{2p \times 1} \), \( v^T v = 1 \). And \( \lambda, v = [v_1; v_2] \) satisfies

\[
\frac{1}{\rho_p} \Phi_1 D_1 v_1 + \frac{1}{2} \sum_{i=1}^{b} \Phi_i \left(I - \frac{1}{\rho_p} D_i\right) v_i = \lambda v_1, \quad (67)
\]

\[
\frac{1}{\rho_p} \Phi_2 D_2 v_2 + \frac{1}{2} \sum_{i=1}^{b} \Phi_i \left(I - \frac{1}{\rho_p} D_i\right) v_i = \lambda v_2. \quad (68)
\]

With some algebra, we have

\[
\frac{1}{2} v_1 + \frac{1}{2} \Phi_2 \left(I - \frac{1}{\rho_p} D_2\right) v_2 = \lambda v_1, \quad (69)
\]

\[
\frac{1}{2} v_2 + \frac{1}{2} \Phi_1 \left(I - \frac{1}{\rho_p} D_1\right) v_1 = \lambda v_2. \quad (70)
\]

Multiply equation (69) by \( v_1^T \) and (70) by \( v_1^T \) on both side,

\[
\frac{1}{2} v_1^T v_1 + \frac{1}{2} v_1^T \Phi_2 \left(I - \frac{1}{\rho_p} D_2\right) v_2 = \lambda v_1^T v_1, \quad (71)
\]
\[
\frac{1}{2}v_2^T v_2 + \frac{1}{2}v_2^T \Phi_1 \left( I - \frac{1}{\rho_p} D_1 \right) v_1 = \lambda v_2^T v_2. \tag{72}
\]

Sum over equation (71) and (72), as \( v \) is the unit eigenvector

\[
\lambda = \frac{1}{2} + \frac{1}{2}v_1^T \Phi_2 \left( I - \frac{1}{\rho_p} D_2 \right) v_2 + \frac{1}{2}v_2^T \Phi_1 \left( I - \frac{1}{\rho_p} D_1 \right) v_1. \tag{73}
\]

Since \( \Phi_i \left( I - \frac{1}{\rho_p} D_i \right) = -(I - 2\Phi_i) \prec 0 \) for all \( i = 1, 2 \), there exists \( A \) and \( B \) such that \( \Phi_1 \left( I - \frac{1}{\rho_p} D_1 \right) = -A^T A \) and \( \Phi_1 \left( I - \frac{1}{\rho_p} D_1 \right) = -B^T B \), we have

\[
\lambda = \frac{1}{2} + \frac{1}{2}v_1^T \Phi_2 \left( I - \frac{1}{\rho_p} D_2 \right) v_2 + \frac{1}{2}v_2^T \Phi_1 \left( I - \frac{1}{\rho_p} D_1 \right) v_1
\]

\[
= \frac{1}{2} + \frac{1}{2}v_1^T (A^T A) v_2 + \frac{1}{2}v_2^T (-B^T B) v_1
\]

\[
\leq \frac{1}{2} + \frac{1}{2} |v_1^T A^T A v_2| + \frac{1}{2} |v_2^T B^T B v_1|
\]

\[
\leq \frac{1}{2} + \frac{1}{2} \left[ \frac{(A v_1)^T (A v_1)}{2} + \frac{(A v_2)^T (A v_2)}{2} \right]
\]

\[
= \frac{1}{2} + \frac{1}{2} \left[ \frac{1}{2} (I - 2 \Phi_1) + \frac{1}{2} (I - 2 \Phi_2) \right] v_1 + v_2^T \left[ \frac{1}{2} (I - 2 \Phi_1) + \frac{1}{2} (I - 2 \Phi_2) \right] v_2
\]

\[
= 1 - \frac{1}{2} \left( v_1^T (\Phi_1 + \Phi_2) v_1 + v_2^T (\Phi_1 + \Phi_2) v_2 \right).
\]

The first inequality comes from triangle inequality, the second inequality comes from Cauchy-Schwarz and the third inequality comes from AMGM. By matrix convexity from (47), we have

\[
\frac{1}{2} \Phi_1 + \frac{1}{2} \Phi_2 \succeq \left( I + \frac{X^T X}{2\rho_p} \right)^{-1}
\]

\[
\frac{1}{2}v_1^T (\Phi_1 + \Phi_2) v_1 \succeq v_1^T \left( I + \frac{X^T X}{2\rho_p} \right)^{-1} v_1, \quad \frac{1}{2}v_2^T (\Phi_1 + \Phi_2) v_2 \succeq v_2^T \left( I + \frac{X^T X}{2\rho_p} \right)^{-1} \] \( v_2, \tag{76} \)

and

\[
\lambda \leq 1 - v_1^T \left( I + \frac{X^T X}{2\rho_p} \right)^{-1} v_1 - v_2^T \left( I + \frac{X^T X}{2\rho_p} \right)^{-1} v_2. \tag{77} \]

Let \( q \in eig(X^T X) \), since \( eigh \left( I + \frac{X^T X}{2\rho_p} \right) = \frac{2\rho_p}{2\rho_p + q} \), by definition of \( \bar{q} \), we have

\[
\left( I + \frac{X^T X}{2\rho_p} \right)^{-1} \succeq \frac{2\rho_p}{2\rho_p + \bar{q}} I
\]

and

\[
v_1^T \left( I + \frac{X^T X}{2\rho_p} \right)^{-1} v_1 \succeq \frac{2\rho_p}{2\rho_p + \bar{q}} v_1^T v_1, \quad v_2^T \left( I + \frac{X^T X}{2\rho_p} \right)^{-1} v_2 \succeq \frac{2\rho_p}{2\rho_p + \bar{q}} v_2^T v_2. \tag{79} \]
Hence, by the fact that $v^Tv = 1$

$$\lambda \leq 1 - \frac{2\rho_p}{2\rho_p + \bar{q}} = \frac{\bar{q}}{2\rho_p + \bar{q}}. \tag{80}$$

We further show that when $D_1 = D_2$, $\lambda = \frac{\bar{q}}{2\rho_p + \bar{q}}$. By Lemma A.1, let $\bar{q} \in e(i_{g(\hat{X}^T\hat{X})})$, where $\hat{X}$ is the model matrix with $D_1 = D_2$, and $\lambda \in e(i_{g(M_u)})$, we have when $b = 2$, $\lambda = \frac{2\rho_p}{2\rho_p + \bar{q}}$ or $\lambda = \frac{\bar{q}}{2\rho_p + \bar{q}}$. Hence the upper bound is achieved when $D_1 = D_2$. \hfill \Box

### A.3. Proof on Proposition 3.4

We first show that for $\rho_p < q_1$, the convergence rate of distributed ADMM is upper bounded by $\frac{\bar{q}}{\rho_p + q}$. 

**Proof.** Following Lemma A.3, let $\lambda \in e(i_{g(M_p)}) \in \mathbb{R}$. Since $\rho(M_p) \leq \rho(\frac{1}{2}M_p + \frac{1}{2}M_p^T)$, define $\hat{M}_p$ as

$$\hat{M}_p = \frac{1}{2}M_p + \frac{1}{2}M_p^T = I - \Phi + \Phi P + P \Phi - P. \tag{81}$$

Let $\hat{\lambda}$ and $\hat{v} = [v_1; \ldots; v_b]$ be the associated eigenvalue eigenvector pair of $\hat{M}_p$, we have $\hat{\lambda}$ and $\hat{v}$ satisfies

$$(I - \Phi + \Phi P + P \Phi - P)v = \lambda v. \tag{82}$$

Multiply $P$ by both side and let $\bar{v} = \sum_{i=1}^{b} v_i$, $\hat{\lambda}$ and $\hat{v}$ satisfies

$$P \Phi P \hat{v} = \lambda P \hat{v}, \quad \frac{1}{b} \sum_{j} \Phi_j \bar{v} = \hat{\lambda} \bar{v}. \tag{83}$$

We consider two cases, $\bar{v} \neq 0$ or $\bar{v} = 0$.

**Case 1. $\bar{v} \neq 0$.**

Since $\bar{v} \neq 0$, from equation 83, $\hat{\lambda} \in e(i_{g(\hat{M}_p)})$ implies $\hat{\lambda} \in e(i_{g(\frac{1}{b} \sum_{j} \Phi_j)})$, and by Weyl’s theorem,

$$\rho(\frac{1}{b} \sum_{j} \Phi_j) \leq \frac{1}{b} \sum_{j} \rho(\Phi_j). \tag{84}$$

And let $q_1 = \min_{i=1, \ldots, b}$

$$\rho(\Phi_j) \leq \frac{\rho_p}{\rho_p + q_1} \quad \forall j. \tag{85}$$

Hence

$$\rho(M_p) \leq \rho(\hat{M}_p) \leq \frac{\rho_p}{\rho_p + q_1} \leq \frac{\bar{q}}{\rho_p + \bar{q}}. \tag{86}$$

**Case 2. $\bar{v} = 0$.**
Since \( \mathbf{v} = \mathbf{Pv} = 0 \), let \( \hat{\lambda} \in \text{eig}(\hat{M}_p) \) and \( \mathbf{v} \) be the unit eigenvector \( (\mathbf{v}^T \mathbf{v} = 1) \), the following equation holds

\[
(I - \Phi + \Phi \mathbf{P} + \mathbf{P} \Phi - \mathbf{P}) \mathbf{v} = (I - \Phi + \Phi \mathbf{P}) \mathbf{v} = \hat{\lambda} \mathbf{v}.
\]  

(87)

As \( \mathbf{P} = \mathbf{P}^T \), multiply both side by \( \mathbf{v}^T \)

\[
1 - \mathbf{v}^T \Phi \mathbf{v} + (\mathbf{Pv})^T \Phi \mathbf{v} = \hat{\lambda}, \quad \hat{\lambda} = 1 - \mathbf{v}^T \Phi \mathbf{v}.
\]  

(88)

Let \( q_2 = \max_{i=1,\ldots,b} \rho(D_i) \), by the fact that \( \Phi - \frac{\rho_p}{\rho_p + q_2} \mathbf{I} \succ 0 \), \( \hat{\lambda} \) is upperbounded by

\[
\hat{\lambda} = 1 - \mathbf{v}^T \Phi \mathbf{v} \leq 1 - \frac{\rho_p}{\rho_p + q_2}.
\]  

(89)

Since \( \bar{q} = \rho(\mathbf{X}^T \mathbf{X}) \geq q_2 \),

\[
\rho(\mathbf{M}_p) \leq \hat{\lambda} \leq 1 - \frac{\rho_p}{\rho_p + q_2} \leq 1 - \frac{\rho_p}{\rho_p + \bar{q}} = \frac{\bar{q}}{\rho_p + \bar{q}}.
\]  

(90)

We proved that for \( \rho_p < q_1 \), the convergence rate of distributed ADMM is upper bounded by \( \frac{\bar{q}}{\rho_p + \bar{q}} \).

\[ \square \]

We further construct a data structure that provides the convergence rate of \( \frac{\bar{q} - (b-2)p_p}{2\rho_p + \bar{q} - (b-2)p_p} \). Consider the data structure with \( \mathbf{D}_1 = \mathbf{D}_2 = \frac{1}{2}(\mathbf{X}^T \mathbf{X} - (b-2)p_p \mathbf{I}) \), and \( \mathbf{D}_j = \rho_p \mathbf{I} \) for \( j \neq 1,2 \). We first show that under such data structure, the spectrum of mapping matrix is upperbounded by \( \frac{\bar{q} - (b-2)p_p}{2\rho_p + \bar{q} - (b-2)p_p} \), then provide a valid eigenvalue-eigenvector pair that achieves such convergence rate. Note by assuming \( \rho_p < p_1 \), \( D_i > 0 \) for all \( i \in \{1,\ldots,b\} \). Following Lemma A.3, let \( \lambda \in \mathbb{R} \) and \( \mathbf{v} = [\mathbf{v}_1;\ldots;\mathbf{v}_b] \in \mathbb{R}^{b \times 1} \) be the eigenvalue eigenvector pair of \( \mathbf{M}_p^T \) under the specific data structure, the following equation holds for each block \( i \in \{1,\ldots,b\} \).

\[
\frac{1}{\rho_p} \Phi_i \mathbf{D}_i \mathbf{v}_i + \frac{1}{b} \sum_{j=1}^{b} \Phi_j \left( I - \frac{1}{\rho_p} \mathbf{D}_j \right) \mathbf{v}_j = \lambda \mathbf{v}_i, \quad \forall \ i.
\]  

(91)

Multiply both side by \( \mathbf{v}_i^T \), with some algebra,

\[
\mathbf{v}_i^T \frac{1}{\rho_p} \Phi_i \mathbf{D}_i \mathbf{v}_1 + \frac{1}{b} \left( \mathbf{v}_i^T \Phi_i \left( I - \frac{1}{\rho_p} \mathbf{D}_1 \right) \mathbf{v}_1 + \mathbf{v}_i^T \Phi_1 \left( I - \frac{1}{\rho_p} \mathbf{D}_1 \right) \mathbf{v}_2 \right) = \lambda \mathbf{v}_i^T \mathbf{v}_1,
\]  

(92)

\[
\mathbf{v}_i^T \frac{1}{\rho_p} \Phi_i \mathbf{D}_i \mathbf{v}_2 + \frac{1}{b} \left( \mathbf{v}_i^T \Phi_i \left( I - \frac{1}{\rho_p} \mathbf{D}_1 \right) \mathbf{v}_1 + \mathbf{v}_i^T \Phi_1 \left( I - \frac{1}{\rho_p} \mathbf{D}_1 \right) \mathbf{v}_2 \right) = \lambda \mathbf{v}_i^T \mathbf{v}_2,
\]  

(93)

\[
\frac{1}{2} \mathbf{v}_i^T \mathbf{v}_i + \frac{1}{b} \left( \mathbf{v}_i^T \Phi_i \left( I - \frac{1}{\rho_p} \mathbf{D}_1 \right) \mathbf{v}_1 + \mathbf{v}_i^T \Phi_1 \left( I - \frac{1}{\rho_p} \mathbf{D}_1 \right) \mathbf{v}_2 \right) = \lambda \mathbf{v}_i^T \mathbf{v}_1, \quad \forall \ i \neq 1,2.
\]  

(94)
Assuming unit eigenvector, we have

\[ |\lambda| \leq |v_1^T \left( \frac{1}{b} \Phi_1 + \frac{b}{b-1} \rho_p \Phi_1 D_1 \right) v_1| + |v_2^T \left( \frac{1}{b} \Phi_1 + \frac{b}{b-1} \rho_p \Phi_1 D_1 \right) v_2| + \frac{2}{b} |v_1^T \Phi_1 \left( I - \frac{1}{\rho_p} D_1 \right) v_2| \]

\[ \leq v_1^T \left( \frac{1}{b} \Phi_1 + \frac{b}{b-1} \rho_p \Phi_1 D_1 \right) v_1 + v_2^T \left( \frac{1}{b} \Phi_1 + \frac{b}{b-1} \rho_p \Phi_1 D_1 \right) v_2 + \frac{1}{b} v_1^T \Phi_1 \left( \frac{1}{\rho_p} D_1 - I \right) v_1 + \frac{1}{b} v_2^T \Phi_1 \left( \frac{1}{\rho_p} D_1 - I \right) v_2 \]

\[ \leq v_1^T \left( \frac{1}{\rho_p} \Phi_1 D_1 \right) v_1 + v_2^T \left( \frac{1}{\rho_p} \Phi_1 D_1 \right) v_2 \leq \frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p} \]

(95)

where the second inequality is similar as in equations (74). We further show there exist an eigenvalue eigenvector pair that achieves such convergence rate. Let \((\frac{1}{2} \bar{q} - (b-2)\rho_p, \hat{v})\) be the associated eigenvalue eigenvector pair of \(D_1\), let \(\lambda = \frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p}\), and \(v = [\hat{v}; -\hat{v}; 0; \ldots; 0]\), it’s easy to verify that \((\lambda, v)\) is a valid eigenvalue-eigenvector pair of \(M_p^T\).

We next show that the convergence rate of \(\frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p}\) is higher than the previous worst case data structure of \(D_i = D_j\) for all \(i, j\). When \(\rho_p < q_1\), following Lemma A.1, the convergence rate under the data structure of \(D_i = D_j\) is given by \(\frac{\bar{q}}{b\rho_p + \bar{q}}\), and it’s sufficient to show

\[ \frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p} \geq \frac{\bar{q}}{b\rho_p + \bar{q}}. \]  

(96)

with some algebra, one needs to show that

\[ \rho_p(\bar{q} - b\rho_p)(b - 2) \geq 0. \]  

(97)

As \(b \geq 0\), and \(\rho_p < q_1\), by Wely’s theorem,

\[ b\rho_p \leq \sum_{i=1}^{b} \lambda(D_i) \leq \lambda(X^T X) \leq \bar{q}. \]  

(98)

Hence \(\frac{\bar{q} - (b-2)\rho_p}{2\rho_p + \bar{q} - (b-2)\rho_p}\) is higher than the previous worst case data structure of \(D_i = D_j\) for all \(i, j\).

A.4. Proof on Proposition 3.5

As \(M_{GD} = I - \rho_p X^T X\), the convergence rate is given by \(\max\{1 - \rho_p q, \rho_p \bar{q} - 1\}\). First, consider \(\rho_p > \bar{q}\), the upper bound on convergence rate of distributed ADMM is \(\frac{b\rho_p}{b\rho_p + \bar{q}}\). And for \(\rho_p > \frac{2}{\sqrt{\bar{q}} + 2}\),

\[ \max\{1 - \rho_p q, \rho_p \bar{q} - 1\} = \rho \bar{q} - 1. \]

It’s easy to verify that for \(\rho_p > s_2 = \frac{2\bar{q} - \bar{q}^2 + \sqrt{4\bar{q}^2 + (\bar{q})^2}}{2\bar{q}}\), \(\frac{b\rho_p}{b\rho_p + \bar{q}} < \rho \bar{q} - 1\). Also, note that \(s_2 > \frac{2}{\sqrt{\bar{q}} + 2} > \bar{q}\), hence \(\rho(M_p) < \rho(M_{GD})\). This implies for step size \(\rho_p > s_2\), fixing same step-size, primal distributed ADMM converges faster than gradient descent for any data structure.
For \( \rho_p < q_1 \), the upper bound on convergence rate of distributed ADMM is \( \frac{d}{\rho_p + q} \). For \( \rho_p < \frac{2}{q+2} \), \( \max\{1 - \rho_p q, \rho_p q - 1\} = 1 - \rho_p q \). It’s also easy to verify that for \( \rho_p < s_1 \), \( 1 - \rho_p q > \frac{d}{\rho_p + q} \). Hence \( \rho(M_p) < \rho(M_GD) \). This implies for step size \( \rho_p < s_1 \), fixing same step-size, primal distributed ADMM converges faster than gradient descent for any data structure.

### A.5. Proofs on primal distributed ADMM and dual distributed ADMM sharing exactly the same convergence rate

**Proof.** We need to show that the dual parallel algorithm could be represented as a linear system with mapping matrix \( M_d \), such that \( M_d = M_p = (I - P - \rho_p(D + \rho_p I)^{-1})(I - 2P) \).

Introducing the auxiliary variables, the dual distributed ADMM solves the following optimization problem under the same partition of blocks with \( X = [X_1; \ldots; X_b] \) and \( y = [y_1; \ldots; y_b] \).

\[
\min_T \frac{1}{2} \sum_{i=1}^{b} t_i^T y_i + y_i^T t_i \\
\text{s.t.} \quad X_i^T t_i - v_i = 0 \\
\quad \sum_{i=1}^{b} v_i = 0
\]  

Let \( \rho_d \) be the step size with respect to the augmented Lagrangian, the augmented Lagrangian of the dual problem is given by

\[
L(t_i, v_i, \beta) = \frac{1}{2} \sum_{i=1}^{b} t_i^T t_i + y_i^T t_i - \beta^T (X_i^T t_i - v_i) + \frac{b \rho_d}{2} (X_i^T t_i - v_i)^T (X_i^T t_i - v_i). 
\]  

(100)

And the updating follows the rule

\[
(\rho_d X_i X_i^T + I)t_i^{k+1} = \rho_d X_i v_i^k + X_i \beta^k - y_i \\
v_i^{k+1} = X_i t_i^{k+1} - \frac{1}{b} \sum_{i=1}^{b} X_i t_i^{k+1} \\
\beta^{k+1} = \beta^k - \frac{\rho_d}{b} \sum_{i=1}^{b} X_i t_i^{k+1}. 
\]  

(101)

Introducing \( \mu_i = X_i^T t_i \), we have updating \( t_i^{k+1} \) is equivalent as solving the following linear equations

\[
t_i^{k+1} + \rho_d X_i \mu_i^{k+1} = \rho_d X_i v_i^k + X_i \beta^k - y_i, \\
\mu_i^{k+1} = X_i^T t_i^{k+1}
\]  

(102)

. Rearranging

\[
t_i^{k+1} = -\rho_d X_i \mu_i^{k+1} + \rho_d X_i v_i^k + X_i \beta^k - y_i, \\
\mu_i^{k+1} = -\rho_d X_i^T X_i \mu_i^{k+1} + \rho_d X_i^T X_i v_i^k + X_i^T X_i \beta^k - X_i^T y_i.
\]  

(103)
And equation (101) is equivalent as
\[
(\rho_d X^T X_i + I)\mu_i^{k+1} = \rho_d X^T X_i v_i^k + X^T X_i \beta_i^k - X^T y_i,
\]
\[
v_i^{k+1} = \mu_i^{k+1} - \frac{1}{b} \sum_{j=1}^b \mu_j^{k+1},
\]
\[
\beta_i^{k+1} = \beta_i^k - \frac{\rho_d}{b} \sum_{j=1}^b \mu_j^{k+1}.
\]
(104)

Let \(\eta_i^{k+1} = \rho_d \mu_i^{k+1} - \beta_i^k\), where \(\mu_i^{k+1} = [\mu_1; \ldots; \mu_i; \ldots; \mu_b] \in \mathbb{R}^{bp \times 1}\), and \(\beta_i^k = [\beta_1^k; \ldots; \beta_i^k; \ldots; \beta_k^k] \in \mathbb{R}^{bp \times 1}\). \(\eta_i^{k+1}\) is sufficient to capture the dynamic of the system. And the system follows
\[
\tilde{\beta}_i^{k+1} = \beta_i^k - \frac{\rho_d}{b} \sum_{j=1}^b \mu_j^{k+1} = -P \eta_i^{k+1},
\]
\[
v_i^{k+1} = \mu_i^{k+1} - P \mu_i^{k+1} = \frac{1}{\rho_d} (I - P) \eta_i^{k+1},
\]
\[
\eta_i^k = \rho_d \mu_i^k - \tilde{\beta}_i^{k-1} = \rho_d v_i^k - \tilde{\beta}_i^k,
\]
(105)

where \(v_i^{k+1} = [v_1^{k+1}; \ldots; v_i^{k+1}; \ldots; v_b^{k+1}]\). Since the system can be represented by \(\eta_i\), let \(c_i = X_i^T y_i\), and \(c = [c_1; \ldots; c_b]\) the mapping of \(\eta_i\) follows
\[
(\rho_d D + I) \mu_i^{k+1} = \rho_d D v_i^k + D \tilde{\beta}_i^k - c,
\]
\[
\mu_i^{k+1} = (\rho_d D + I)^{-1} D (I - P) \eta_i^k - (\rho_d D + I)^{-1} DP \eta_i^k - (\rho_d D + I)^{-1} c,
\]
(106)
\[
= (\rho_d D + I)^{-1} D (I - 2P) \eta_i^k - (\rho_d D + I)^{-1} c.
\]

And
\[
\eta_i^{k+1} = \rho_d \mu_i^{k+1} - \tilde{\beta}_i^k
\]
\[
= \rho_d (\rho_d D + I)^{-1} D (I - 2P) \eta_i^k + P \eta_i^k - \rho_d (\rho_d D + I)^{-1} c
\]
(107)
\[
= [(D + \rho_d I)^{-1} D (I - 2P) + P] \eta_i^k - \rho_d (\rho_d D + I)^{-1} c.
\]

We further have \(M_d\) is given by
\[
M_d = [(D + I / \rho_d)^{-1} D (I - 2P) + P].
\]
(108)

When \(\rho_d \rho_p = 1\),
\[
M_d = [(D + \rho_p I)^{-1} D (I - 2P) + P].
\]
(109)

It’s sufficient to show that \(M_p = (I - P - \rho_p (D + \rho_p I)^{-1})(I - 2P) = M_d\). Notice that \((I - P)(I - 2P) = I - P\), and \(M_d = (I - P - \rho_p (D + \rho_p I)^{-1})(I - 2P)\), it’s sufficient to show that
\[
I - P - \rho_p (D + \rho_p I)^{-1} (I - 2P) = (D + \rho_p I)^{-1} D (I - 2P) + P,
\]
(110)

which is obvious as
\[
I = (D + \rho_p I)(D + \rho_p I)^{-1}
\]
\[
I - \rho_p (D + \rho_p I)^{-1} = (D + \rho_p I)^{-1} D
\]
(111)
\[
I - 2P - \rho_p (D + \rho_p I)^{-1} (I - 2P) = (D + \rho_p I)^{-1} D (I - 2P).
\]
where the second equality holds because \((D + \rho_p I)^{-1}D = D(D + \rho_p I)^{-1}\), as \(D\) and \((D + \rho_p I)^{-1}\) are both symmetric. And by proving \(M_d = M_p\), we finish the proof on Proposition 4.1.

\[ \square \]

A.6. Proof on dual RP ADMM converges faster than dual distributed ADMM under worst-case data structure

Consider the following optimization problem

\[
\begin{align*}
\min_t & \quad \frac{1}{2} t^T t + y^T t \\
\text{s.t.} & \quad X^T t = 0
\end{align*}
\]

(112)

The augmented Lagrangian is thus given by

\[
L(t, \beta) = \frac{1}{2} t^T t + y^T t - \beta^T X^t + \frac{\rho_d}{2} t^T XX^t t
\]

(113)

Each agent \(i\) possesses \((X_i, y_i)\) with \(i = \{1, \ldots, b\}\) agents. Consider the following RP multi-block ADMM algorithm

**Algorithm 5** RP ADMM for solving (112)

**Initialization**: \(t = 0\), step size \(\rho_d \in \mathbb{R}^+\) \(t_i \in [t_1^i; \ldots; t_i^b] \in \mathbb{R}^n\), \(\beta_i \in \mathbb{R}^p\), and stopping rule \(\tau\)

while \(t \leq \tau\) do

random permute update order \(\sigma(b) = [\sigma_1, \ldots, \sigma_i, \ldots, \sigma_b]\)

while \(i \leq b\) do

Agent \(\sigma_i\) updates \(t_{i+1}^\sigma\) by

\[
t_{i+1}^\sigma = \arg\min_{t^\sigma_i} L(t_1^i; \ldots; t_{i+1}^{\sigma_i-1}; t_i^{\sigma_i}; t_{i+1}^{\sigma_i+1}; \ldots; t_b^i, \beta_i)
\]

end while

Decision maker updates \(\beta_{i+1} = \beta_i - \rho_d X^T t_{i+1}\)

end while

**Output**: \(\beta_\tau\) as global estimator

We prove that when \(\rho_d = 1\), under worst case data structure, dual RP ADMM in expectation converges faster than dual distributed ADMM for 2, 3 and 4 block ADMM. Our proving technique requires solving the polynomial function of degree equals to number of blocks, and we focus on the case where the polynomials have analytical solutions. The reason we take \(\rho_d = 1\) is because, when \(\rho_d = \rho_p = 1\), the dual distributed ADMM shares exactly same convergence rate as primal distributed ADMM, and we could utilize the previous theorem in order to fairly compare the convergence rate of primal algorithm and dual algorithm by separating the effect of step-size choice.
Theorem A.4. For \( \rho_p = \rho_d = 1 \), under the data structure of \( D_i = D_j \) for all \( i, j \in \{1, \ldots, b\} \), the expected convergence rate of dual RP-ADMM is smaller than the convergence rate of distributed ADMM for \( b \in \{2, 3\} \).

The sketch of proof is as follows. To prove Theorem A.4, we show that for any random permuted update order across blocks, the spectrum of linear mapping matrix under cyclic ADMM is upper bounded and is smaller than the distributed ADMM. We then use Weyl’s theorem to show that the spectrum of the expected mapping matrix of RP-ADMM is upper bounded by the average of the spectrum of cyclic ADMM. In order to prove Theorem A.4, we first introduce the following theorem to provide the tight upper bound of linear convergence rate of cyclic ADMM.

Theorem A.5. For \( \rho_d = 1 \), under the data structure of \( D_i = D_j \) for all \( i, j \in \{1, \ldots, b\} \), the convergence rate of dual cyclic ADMM \( \rho(M_c) \) is unique solution to the function \( f(x) = \frac{x}{1-x} \left( 1 - \left( \frac{2x-1}{x^2} \right)^{1/b} \right) \).

with \( b \in \{2, 3\} \). Moreover, dual cyclic ADMM converges faster than distributed ADMM under such data structure with \( \rho_p = \rho_d = 1 \).

Proof. Without loss of generosity, in this proof we consider the ascending update order from block 1 to block \( b \). Similarly, introducing \( \mu_i = X_i^T t_i \), we have at period \( k \), updating \( t_i^{k+1} \) and \( \beta^{k+1} \) is equivalent as

\[
\rho_d X_i^T X_i \left( \sum_{j=1}^{i} \mu_j^{k+1} + \sum_{j=i+1}^{b} \mu_j^k \right) + \mu_i^{k+1} = X_i^T X_i \beta^k - X_i^T y_i;
\]

(114)

\[
\beta^{k+1} = \beta^k - \rho_d \sum_{i=1}^{b} \mu_i^{k+1}.
\]

We first show that Let \( L \) be the lower block triangular matrix with \( L_{i,j} = X_i^T X_j \) for \( j \leq i \), and \( L_{i,j} = 0 \) for \( j > i \). For example, when \( b = 3 \), we have

\[
L = \begin{bmatrix}
X_1^T X_1, & 0, & 0 \\
X_1^T X_2, & X_2^T X_2, & 0 \\
X_1^T X_3, & X_2^T X_3, & X_3^T X_3
\end{bmatrix}.
\]

(115)

Following the same definition on \( P \) and \( D \), and let \( E = [I_p; \ldots; I_p] \in \mathbb{R}^{p \times b} \), \( \mu^{k+1} = [\mu_1^{k+1}; \ldots; \mu_b^{k+1}] \in \mathbb{R}^{b_p \times 1} \), the previous updating system could be written as

\[
\begin{bmatrix}
I + \rho_d L, & 0 \\
0, & I + \rho_d E E^T
\end{bmatrix} \begin{bmatrix}
\mu_k^{k+1} \\
\beta_k^{k+1}
\end{bmatrix} = \begin{bmatrix}
(I + \rho_d L) - (I + \rho_d b \Phi P) \Phi E & I \\
0 & I
\end{bmatrix} \begin{bmatrix}
\mu_k^k \\
\beta_k^k
\end{bmatrix} - \begin{bmatrix}
X_i^T y_i \\
0
\end{bmatrix}.
\]

(116)

And the linear mapping matrix of cyclic updating is given by

\[
M_c = \begin{bmatrix}
(I + \rho_d L)^{-1}, & 0 \\
-\rho_d E E^T (I + \rho_d L)^{-1}, & I
\end{bmatrix} \begin{bmatrix}
(I + \rho_d L) - (I + \rho_d b \Phi P) \Phi E & I \\
0 & I
\end{bmatrix}.
\]

(117)
By the fact $eig(AB) = eig(BA)$ for matrix $A, B \in \mathbb{R}^{n \times n}$, it's sufficient to consider the eigenvalue of the following matrix

$$M'_c = \begin{bmatrix} (I + \rho_d L) - (I + \rho_d \Phi P) & \Phi E \\ 0 & I \end{bmatrix} \begin{bmatrix} (I + \rho_d L)^{-1}, & 0 \\ -\rho_d E^T(I + \rho_d L)^{-1}, & I \end{bmatrix} = \begin{bmatrix} I - (I + 2\rho_d \Phi P)(I + \rho_d L)^{-1} \Phi E & \rho_d E^T(I + \rho_d L)^{-1} I \end{bmatrix}.$$ (118)

We have, when $\rho_d = 1$,

$$M'_c = \begin{bmatrix} (L - 2\rho \Phi P)(I + L)^{-1} \Phi E \\ -E^T(I + L)^{-1} & I \end{bmatrix}.$$ (119)

Let $v = [v_1; v_2]$ be the associated eigenvector pair of $\lambda$, the following equations holds

$$(L - 2\rho \Phi P)(I + L)^{-1}v_1 + \Phi E v_2 = \lambda v_1,$$

$$-E^T(I + L)^{-1}v_1 + v_2 = \lambda v_2.$$ (120)

Under the data structure of $D_i = D_j$ for all $i, j \in \{1, \ldots, b\}$, we first prove that $\lambda \neq 1$. Suppose $\lambda = 1$, we have

$$-E^T(I + L)^{-1}v_1 = 0,$$ (121)

which implies

$$L(I + L)^{-1}v_1 + \Phi E v_2 = v_1.$$ (122)

Firstly, $v_1 \neq 0$, if $v_1 = 0$, we have $\Phi E v_2 = 0$, which implies $v_2 = 0$, and that contradicts to $v = [v_1; v_2]$ being an eigenvector. Let $m = (I + L)^{-1}v_1$, we have $\Phi E v_2 = m$, and by equation (120), $Pm = 0$, and $P\Phi E v_2 = \Phi E v_2$, hence $P\Phi E v_2 = \Phi E v_2 = Pm = 0$, which implies $v_2 = 0$, and we have $m = 0$. This contradicts to $v = [v_1; v_2]$ being an eigenvector, as $m = 0$ implies $v_1 = 0$ given $(I + L)^{-1} \succ 0$.

Since $\lambda \neq 1$, we have

$$v_2 = \frac{1}{1 - \lambda} E^T(I + L)^{-1}v_1,$$ (123)

substituting $v_2$ into previous equation,

$$(L - 2b \Phi P)(I + L)^{-1}v_1 + \frac{1}{1 - \lambda} \Phi EE^T(I + L)^{-1}v_1 = \lambda v_1.$$ (124)

We claim that $v_1 \neq 0$, if $v_1 = 0$, $v_2 = \lambda v_2$, since $\lambda \neq 1$, $v_2 = 0$ which contradicts to the fact that $[v_1, v_2]$ is an eigenvector. We then introduce $m = [m_1; \ldots; m_b] = (I + L)^{-1}v_1 \neq 0$ where $m_i \in \mathbb{R}^{p \times 1}$.

With some algebra,

$$(1 - \lambda)^2 L m + (2\lambda - 1)b \Phi P m = \lambda(1 - \lambda)m.$$ (125)

Let $D = \frac{X^T X}{b} = D_i$ for all $i$, this implies for all $i \in \{1, \ldots, b\}$, we have the following equations holds

$$(1 - \lambda)^2 D \sum_{j=1}^i m_j + (2\lambda - 1)D \sum_{j=1}^b m_j = \lambda(1 - \lambda)m_i \quad \forall i,$$ (126)
and

\[ m_{i-1} = \left( I - \frac{1-\lambda}{\lambda} \bar{D} \right) m_i. \]  

\( (126) \)

We first show that \( m_b \neq 0 \). Suppose \( m_b = 0 \), we have from the \( b^{th} \) equation in (125),

\[ \lambda^2 \bar{D} \sum_{j=1}^{b} m_j = 0. \]

\( (127) \)

Since we consider non-zero eigenvalues, and by the fact \( \bar{D} \succ 0 \), equation (127) implies that \( \sum_{j=1}^{b} m_j = 0 \) which further implies for the \((b-1)^{th}\) equation, we have

\[ (1-\lambda)^2 \bar{D} \sum_{j=1}^{b-1} m_j = \lambda(1-\lambda)m_{b-1}. \]

\( (128) \)

Since \( m_b = 0 \), \( \sum_{j=1}^{b-1} m_j = \sum_{j=1}^{b} m_j = 0 \), and \( m_{b-1} = 0 \), by the induction we would have \( m = [m_1; \ldots; m_b] = 0 \) which contradicts to the fact that \( m \neq 0 \). With some algebra, equations (125) implies that

\[ \frac{\lambda}{1-\lambda} \bar{D} \sum_{j=1}^{b} \left( I - \frac{1-\lambda}{\lambda} \bar{D} \right)^{b-j} m_b = m_b. \]

\( (129) \)

Let \( M_{\lambda} = \frac{\lambda}{1-\lambda} \bar{D} \sum_{j=1}^{b} \left( I - \frac{1-\lambda}{\lambda} \bar{D} \right)^{b-j} \), if \( \lambda \in \text{eig}(M_c) \), \( 1 \in \text{eig}(M_{\lambda}) \). Moreover, since \( M_{\lambda} \) is a polynomial function of \( \bar{D} \), let \( p \in \text{eig}(\bar{D}) \), the eigenvalue of \( M_{\lambda} \) is given by

\[ \frac{\lambda^2}{(1-\lambda)^2} \left( 1 - \left( 1 - \frac{1-\lambda}{\lambda} p \right)^b \right). \]

\( (130) \)

And if \( \lambda \neq 1 \in \text{eig}(M_c) \), \( \lambda \) is the solution of the following equation with \( p \in (0, \frac{1}{b}) \)

\[ f(\lambda) = \left( 1 - \frac{1-\lambda}{\lambda} p \right)^b - \frac{2\lambda - 1}{\lambda^2}. \]

\( (131) \)

Rearranging previous polynomial, the largest solution (in absolute value) to equation (131) which is not equal to 1 is given by the unique solution to the function \( f(x) = \frac{q}{2} \), where

\[ g(x) = \frac{x}{1-x} \left( 1 - \left( \frac{2x - 1}{x^2} \right)^{1/b} \right). \]

\( (132) \)

Also one could verify that for \( b = 2, 3 \), the largest solution (in absolute value) is given by

\[ x_2 = \frac{1+q^2}{(1+q)^2}, \]

\[ x_3 = \frac{1+3q^2+2q^3+\sqrt{1+6q^2-3q^4}}{2(1+3q+3q^2+q^3)}. \]

\( (133) \)
One could further check for $q \in (0, \frac{1}{b})$, $1 + 6q^2 - 3q^4 > 0$. Further, for distributed ADMM, by Theorem 3.2, for $\rho_p = 1$ the spectrum of distributed ADMM mapping matrix is given by $\frac{b}{b+q}$. One can check for $b = 2$, $\frac{b}{b+q} - \frac{1+q^2}{(1+q)^2} = \frac{q(3-q^2)}{(1+q)^2(2+q)} > 0$, and for $b = 3$, $\frac{b}{b+q} - \frac{1+q^2+2q^3+\sqrt{1+6q^2-3q^4}}{2(1+3q^2+3q^4+q^6)} = \frac{3+q(17+q(3+q)(3-2q))-(3+q)(\sqrt{1+6q^2-3q^4})}{(3+q)(2(1+q)^3)} > 0$, where $(3+q(17+q(3+q)(3-2q))^2-(3+q)(\sqrt{1+6q^2-3q^4})^2 = 4q(1+q)^3(24-9q^2+q^4) > 0$. Hence, dual cyclic ADMM converges faster than distributed ADMM under such data structure with $\rho_p = \rho_d = 1$.

While we conjecture similar result holds for general $b$, there is no explicit expression for the solution of higher order polynomials. One could further show that the expected mapping matrix of RP-ADMM is the average of cyclic ADMM with different update orders across blocks, and for each specific update order, by Theorem A.5, the spectrum of cyclic ADMM mapping matrix is upper bounded by the spectrum of distributed ADMM mapping matrix. Hence, by Weyl’s theorem, the expected spectrum of RP-ADMM mapping matrix is smaller than the spectrum of distributed ADMM mapping matrix. With the theory guidance, when designing DRAP-ADMM, we apply the random updated order across block as random permuted.