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Abstract
Technological advances of virtually every kind pose risks to society including fairness and bias. We review a long-standing wisdom that a widespread practical deployment of any technology may produce “adverse side effects” misusing the knowhow. This includes AI but AI systems are not solely responsible for societal risks. We describe some of the common and AI specific risks in health industries and other sectors and propose both broad and specific solutions. Each technology requires very specialized and informed tracking, monitoring and creative solutions. We postulate that AI systems are uniquely poised to produce conceptual and methodological solutions to both fairness and bias in automated decision-making systems. We propose a simple “intelligent system quotient” that may correspond to their adverse societal impact and outline a multi-tier architecture for producing solutions of increasing complexity to these risks. We also propose that universities may consider forming interdisciplinary Study of Future Technology Centers to investigate and predict the fuller range of risks posed by technology and seek both common and AI specific solutions using computational, technical, conceptual and ethical thinking and analysis.

Introduction
Artificial Intelligence (AI) [1-6] has been recently dominating the technology news by demonstrating remarkable practical advances and applications across many domains. But in parallel, it also created an avalanche of critiques both inside and outside the field creating anxiety and perhaps even fear of AI and the risks presents. The analysis of this topic from experts in AI usually address specific technical, theoretical or ethical issues and risks that are indeed receiving increased attention from thousands of trained AI scientists and engineers. However, the accounts
received from external sources are routinely narrowly informed and often conflate AI specific risks and concerns with broad challenges that are shared by many technologies and Data Science in general and include many predictive methods such that Statistics, Epidemiology, Economics, Behavioral Sciences, Biomedical Informatics, Systems Engineering, Organizational Science and more. In this conceptual perspective, we aim to present a broad analysis of this topic hoping to produce a clearer, birds eye view of AI and future risks it may evolve to produce. We begin with an a repeated but not particularly broadly informed critique of AI, singling out the bias exhibited by machine learning systems exemplified by the “POV: Artificial Intelligence Has a Powerful Brain, but It Still Needs a Heart”:

“That problem is twofold: there are the underpinnings of technology itself, and there is the application of AI in ethical and unbiased ways. Machines may be fast learners, but the data they learn from are often a compilation of human decisions. If those decisions are freighted with bias, and they often are, AI can bake that in too, creating a system that is perpetually unfair. Research has shown, for example, that some AI-powered facial recognition software returns more false matches for African Americans than it does for white people. Such technological shortcomings are exacerbated by AI’s failure to recognize them as shortcomings, as humans might do. Algorithms do not self-correct. They self-reinforce”, Azer Bestavros, Boston University.

We generally agree with this sentiment and the need for a broad discussion on human rights in a fair and open society [7]. Discrimination should not be tolerated in neither society nor computer systems [8] [9, 10]. However, we feel that much is missed in these narrowly targeted perspectives that single out AI as the sole perpetrator of bias. The popular press picks up on these views and the fear of AI is amplified in the popular media. Fear is rarely a good impetus for long term rational solutions. Here we will argue that the current fairness, bias and inadequate risk assessment concerns are important but are not exclusive to AI and are broadly applicable to most of data science and related predictive methodologies. Thus, we MUST separate broadly applicable concerns that require general and common solutions (such as ethics, causality, experiment design, trust in computers or quality of data) and AI specific challenges such as reasoning about knowledge, artificial culture, collective intelligence or evolution of a super-intelligence. A helmet might be a good solution for a person riding on a bike or a passenger on a rocket to space. But there are many unique challenges, risks and complexity associated with advanced AI technologies. The heterogeneity of intelligent systems, technologies and risks require a broad philosophical, scientific and engineering approach to repairing the world (Tikkun Olam) defined by a society of humans and intelligent systems.

**AI Systems are Complex, Rapidly Evolving and Difficult to Anticipate**

In order to fully anticipate and prevent AI risks we need to have some appreciation for the broad goals of AI and a vision that can anticipate emerging challenges. The rapid progress in AI requires a big picture of the field in order to predict risks and produce solutions. In Figure 1 we tried to visualize the AI field as a multidimensional hypercube that captures several of the many dimensions that define AI. We placed many of the major AI landmarks on just a bounded region of a single plane demonstrating the big picture, imagination and technical prowess required to make progress in AI and anticipate future risks. bigger picture. The range of applications of intelligent systems is virtually unbounded, thus the problem of AI safety and bias requires a broader examination of the common and specific risks across the many modalities of the field.
AI has many subfields and a long term vision
Core applications: speech, language, vision, robotics.
Core AI
Machine Learning (ML): Inductive Inference, Classification
Knowledge Representation and Acquisition
Automated Reasoning (AR)
Planning, Decision Making
Applications
GENERAL AI = INTEGRATION OF ML + AR + KEY APPLICATIONS

AI is not alone in creating bias and fairness challenges

We first note that rarely do we see scholars accuse a t-test or other textbook statistical procedures of lack of soul or absence of heart. Because AI in its ultimate vision is aimed to mimic human intelligence, it is tempting to associate AI algorithms with “human traits” like a “mind”, “heart” or “empathy” [17]. However, non-specialists struggle to isolate AI specific challenges and more basic problems in data and predictive sciences that are shared with other fields. In many cases it is not the AI technology that is to blame. The real challenges hide in the experimental design, lack of proper treatment of causality, confounders, human errors and many others logical, statistical and logistic problems and trade-offs. These challenges are intricately shared between AI and other predictive inference algorithms deployed universally. Moreover, these issues are fundamental in “establishing trust in networks of computers and humans” [15, 18, 19] and human centered computing [10]. The complexity of these interdisciplinary challenges and their significant crossovers in evolving AI systems is summarized in Figure 2.

Virtually every time we use a statistical inference or a predictive classification, the outcome might be biased by the data used in the study or implicit design decisions. Even if it’s a simple test used routinely to compare the means of populations or comparing individuals to these means. For instance, an admission to college is based in part on comparing the GPA or a GRE score of an
applicant with the mean of admitted students. If these scores are lower in some population an implicit bias is created. Every time we apply for a loan or insurance coverage, textbook statistical procedures are used in evaluating our applications. Similar issues of fairness, relative risk and bias arise. As one example, a geographic location can be easily disguised as a parameter that might discriminate against a particular race or socio-economic slice. Insurance companies routinely assess risk and make policy decisions based on data that may include the age, gender or employment status of applicants producing implicit biases. The Affordable Care Act partially addressed discrimination issues found in U.S. health insurance systems and introduced improved anti-discrimination coverage and provisions. However, many challenges remain. In a different discourse, a statistical algorithm called COMPAS was used to evaluate the risk a criminal defendant might commit a crime after release. Here, a hidden from public view statistic was deployed to keep human beings jailed. As a final example from the world of cancer medicine, the NPI statistical score has been used in routine clinical to predict prognosis of a breast cancer patient and guide treatment. None of these methods use AI, however, all inherently biased by the distribution of data used to derive these statistics.

Now, let’s consider another area where data science is routinely used for critical life and death decisions. A clinical test (diagnostic) or a drug are typically tested on a specific population. There is no AI, just textbook statistics so far but these clinical decisions are inherently biased by the patient cohorts selected for the trial, confounders or proper treatment of causality. While the design of these cohorts aims to be randomized, it’s difficult to completely purge data bias. For instance, clinical trials often choose to eliminate patients with independent health issues but in practice such patients are obviously more common than not in real clinical settings. It’s actually becoming even further complicated with precision medicine, as cohorts are increasingly biased towards successful trials on genetically targeted populations. The book “Overdosed America” by Johns Abramson documents the fact that Pharmaceutical companies often conduct clinical trials on adult men but the drugs are prescribed much more broadly and might include off label use in women. One growing concern is the off-label use of anti-depressants in the pediatric population without robust evidence of effectiveness in this population as they are typically clinically tested on adults only [20, 21]. Thus, these clinical decisions are guided by simple statistical inferences derived from biased cohorts in a similar fashion to the bias complex machine learning programs may produce if they are trained on small and biased (by design) data that does not represent the general clinically targeted population.

The majority of genomic DNA reports we receive today are not based on an all-encompassing catalogue of race specific genomes and are likely to produce increased error in under-represented populations [22]. These reports are produced by algorithms using textbook statistics. No AI so far. The situation is significantly more complex in epidemiological human studies over large populations where it is even more challenging to obtain accurate recommendations due to bias, confounders, missing data and the challenges of dealing with causality. We recently saw a bit of that in the public debate about whether red meat causes cardiovascular events following one large but controversial study that appeared to claim otherwise.

This brings us to the broad role of causality [23] in addressing ethnical computing generally and AI specifically. Gender discrimination should be eliminated in any form. Indeed, AI programs that “learn” from text may start exhibiting biases already engrained in the data such as a homemaker must be a woman and a pilot must be a man. This bias should be tracked, documented and corrected. However, AI does not explain the salary disparity in the pay of American soccer players which is human made, conceivably due to a flawed economic or behavioral marketing analysis. A recent study on gender discrimination in NIH reviews showed that women are receiving lower scores than men. However, a deeper examination illustrates an
important confounder, namely the emphasis in the grant. It is theoretically possible that the applications submitted by women scientists were enriched in patient centered research vs male applications that were more focused on more technical and less translational work. It is challenging to de-convolve these variables and it is conceivable that both patient centered and applications from females are scored more harshly in panel reviews. Interventions could help to untangle this complexity [23]. Similar to data bias, explicit or implicit preferences, and other fundamental issues, causality is at the core of evaluating fairness and is broadly applicable.

To reiterate many of the concerns about bias, fairness, risk and utilities in computerized decision and predictive modeling systems are not exclusive to AI. The conceptual issues touch on fundamental topics in decision theory, rationality, expected utilities, subjective probabilities, causality and theory of preferences and their applications in forecasting or prediction [10, 24-26], theory and evolution of cooperation [27-29] and philosophy of morality. The practical issues are equally challenging and involve basic ethics and right and wrong reasoning. E.g. balancing the important need to deliver a life-saving drug to a needy population and conducting a prohibitively costly large clinical trial. The “incidentalome”, or the trade-off to detect a disease early and raising false alarm resulting in costly follow-ups is a common challenge in defensive medicine. A most dramatic illustration of the trade-offs and biases in predictive sciences is the apparent underestimate of how fast global climate changes are taking place, the causal role of human made impact and the enormous risks posed by not responding to it in a timely fashion.

History and Unique AI Risks

A historical perspective may be insightful as well. Prof. Joseph Weizenbaum at MIT was an early crusader, warning us of the risks posed by AI more than 40 years ago. He was the famous father of Elisa (a rudimentary AI algorithm that mimics a therapist). But Prof. Weizenbaum was thinking broadly about all technologies that produced unintended consequences and risks and he feared AI will follow the same course. Today this broad list may include air pollution, misuse of opioids, food industry, the internet and many more.

Norbert Wiener was another pioneer in AI sounding off early concerns about automation. Systems engineers are aware of the fact that the simple thermostat we use in our homes to control temperature or glucose sensors used for diabetes management are evolutionary ancestors of much more complex modern control and AI systems deployed in robots for surgical planning or clinical trials. The conceptual multi-layer architecture in modern deep learning systems [30] can be ascertained from early systems theory [31]. Of course, it took great technical genius, inspiration and heroic perspiration to scale it up to modern deep learning capabilities. But any automation and AI share risks independent of whether they respond to a simple sensor, computer vision or natural language. In recognition of the early developments in automation and system engineering which were subsequently scaled up and generalized by AI scientists to complex, general and highly scalable AI methods (see supplement) we refer to our informal goal as a “heart filter”.

There are indeed, technical and logical challenges that are specific to AI software. At the technical level, lack of interpretability in deep AI systems stirred many developments to make AI more explainable. These efforts towards greater transparency are found in many AI laboratories but we will just mention the recent emphasis on transparency by Prof. Yoshua Bengio and his group, the long standing emphasis on causality by Prof. Judea Pearl at UCLA and the programmable AI frameworks at Berkeley among others [12-15].
However, if one actually thinks imaginatively, AI also poses long term risks that are unique to the field. For instance, consider the eventual risk AI poses for education. Eventually, AI will develop a transformative and useful capability to write essays and perhaps even books. But imagine students in schools using this natural language technology in the same way they use Mathematica to do college level math today. There would be no simple way to detect it.

AI has an exponentially increasing role in biological discovery [32-36] producing a long term prohibitive challenge in tracing predictions to their experimental evidence, separating computational hypotheses and facts. Similarly, consider the more radical proposals and emerging trend to use AI to guide scientific inquiry as described in the COMBREX (Computational Bridges to Experiments) PROJECT and Robot Scientist [37, 38]. These proposals go back to the founders of AI and will create their own challenges in prioritizing semi-automated scientific research.

While much attention has been directed to the biases that may affect specific minorities, less work has been done on small groups such as people with disabilities. Speech recognition or machine translation systems used by the speaking impaired and Parkinson’s or Alzheimer’s patients might make critical errors resulting in accidents.

There is an inherent cultural risk associated with deep learning and other black box methods that take in big data and produce solutions. These techniques do not require deep domain expertise and over time can make all of us intellectually lazy and have a profound impact on science, medicine, engineering and culture. My old colleague at Johns Hopkins Fred Jelinek was one of the fathers of statistical speech and language processing. His group at IBM included a number of luminaries that pioneered the early ideas that revolutionized practical speech systems leading to Alexa and Siri and subsequently the almost inconceivable rapid progress in practical machine translation. Fred used to say “Every time I fire a linguist, the performance of my speech system goes up”. A deeply profound and disturbing prediction of the impact AI black boxes could have on culture and science.

There are hundreds of similarly imaginative applications of AI that may create significant and unique challenges that are not relevant to other fields. These specialized anomalies created by sophisticated AI systems should not be conflated with more rudimentary bias and fairness issues and challenges that must be studied and combatted broadly (Figure 2).

Solutions: AI can be our best friend in implementing the “Heart Filter”

First and foremost, we note that AI software and methodologies can actually be deployed effectively to reduce biases created by cultural or technological practices. This idea can be implemented by training AI algorithms to recognize bias or using high level AI languages based on logic or other fair representations to program transparent and fair decisions or allocation of resources. We actually expect AI coupled with community science [37, 39] to play a significant role in reducing or mitigating some of the risks by appropriately monitoring human and technological activities, improving compliance and early identification of anomalies, producing timely reports and planning algorithms with quantified expected utilities or built in preference logics. We can already see the early seeds of such AI software developed to detect profiling, discover problematic behaviors [40], improve clinical processes in cancer and more [18, 41-48]. At the more fundamental level, we expect causal networks and causality based inference methods to play an increasing role in implementing fairness in predictive systems including AI.
In summary, the “Heart Filter” should be applied to every predictive or decision science and related technologies not just AI. Technological advances of virtually every kind pose risks to society. Both cars and planes can be turned into destructive weapons without proper control and oversight. Seat belts, speed limits and automation (including AI based navigation) are solutions for risks created by both technologies. But each technology requires very specialized and informed tracking, monitoring and creative solutions. Universities may consider forming interdisciplinary Study of Future Technology Centers to investigate and predict the fuller range of risks and seek both common and AI specific solutions using computational and ethical thinking. These centers should identify key conceptual, ethical, technical and engineering challenges. The study of causality has demonstrated a multi-disciplinary impact at all four levels. Network science is another example of common issues and includes topics such as studying influence in networks [49-52] and network propagation methods [53, 54]. Ultimately, a widespread practical deployment of any technology might produce “adverse side effects” misusing the knowhow. The recent developments related to false advertisement on social networks is one such example. We may need to start designing appropriate “social trials” in analogy to clinical trials to test technologies on selected cohorts that are best in assessing comparative effectiveness and adverse effects. We may need Consumer Reports style solutions or we may even consider forming an agency similar to CDC (e.g., Center for Technology Control (CTC)) that will provide both detection and rapid response to any rapidly growing risks produced by predictive technologies. In analogy to mobile health, intelligent sensor networks [55, 56] and “computer-health” maps [57, 58] may provide a platform for early detection of anomalous human-computer behaviors. However, we remain
optimistic about the role of AI in an open and ethical society of humans and computers [15, 42, 51]. Figure 2 summarizes some of these proposed solutions.

We close by an old but still relevant insight stipulated the philosopher of science Carl Popper: “To conclude, Popper’s theory of knowledge and of science seems to support the view that in order to do good science, we need also to become a specific kind of person, and hence, being a scientist is not just a logical or epistemological endeavor, but ethical as well.” Emanuele Ratti (see supplement). This recommendation should apply to both humans and computers.
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SUPPLEMENT

We provide selected recommendations for both broad and highly technical readings sorted by topics. The recommendations vary in technical difficulty from popular articles to complex mathematical analysis. The readings are all over the map by design to illustrate the common challenges across disciplines and the solutions offered by both AI and General Data Science. We obviously cannot cover all the relevant knowledge. There are many subareas in AI that emphasize development or learning of logical, probabilistic and other ways to code declarative or procedural knowledge such as medical ontologies. There are innumerable AI applications in areas such as machine translation, finance, commerce, industrial robotics, information retrieval and summarization, web-search and more. One area we plan to explore in more detail in the future is the important issue of AI and tracing provenance and causal explanations. We hope this perspective allows to sample a few landmarks and elucidate both common and specialized challenges in confronting adverse consequences in building and deploying AI systems and contrasting them with common problems that emerge in statistical and decisions sciences.
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