Optical estimation of Gaussian processes without phase reference using Fock states
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While a general Gaussian process is phase sensitive, a stable phase reference is required to take advantage of this feature. When the reference is missing, either due to volatile nature of the measured sample or technical limitations of the measurement, the resulting process appears as random in phase. Under this condition, there are two single-mode Gaussian processes, displacement and squeezing, and we show that these two can be efficiently estimated using photon number states and photon number resolving detectors. For separate estimation of displacement and squeezing the practical estimation errors for ensembles of hundreds of probes can saturate the Cramér-Rao bound even for arbitrarily small values of the estimated parameters and under realistic losses. The estimation of displacement with Fock states always outperforms estimation with the help of Gaussian states with equivalent energy and optimal measurement. For estimation of squeezing Fock states outperform Gaussian methods when their energy is large enough. Finally, we show that Fock states can also be used to estimate the displacement and the squeezing simultaneously.

I. INTRODUCTION

Quantum metrology with light estimates unknown parameters of quantum processes and reveals the limits of the existing measurements arising from treating the measuring probes as physical systems in specific optimized quantum states [1–4]. In many cases these limits surpass the precision that can be obtained by using probes in classical states, which are those that can be described without use of quantum optics. Typical examples can be found in optical interferometry [5], where the precision of measuring phase can be improved by using squeezed states of light [6–9], or elaborately constructed superpositions of individual photons [10–12]. A specific case of optical interferometry relies on homodyne detection [13], where the reference arm of the interferometer is represented by a classical local oscillator beam [7, 9], which leaves only the probe to be prepared in a quantum states. It was shown that even in this semi-single mode scenario, nonclassical quantum states can be used to enhance measurement of phase [7, 9] and displacement [14, 16].

However, while the nonclassical quantum states have been shown to significantly outperform the classical methods in ideal cases [7, 10], they are highly vulnerable to experimental imperfections. In Gaussian scenarios [9, 14, 17–22], such as employing squeezed states to boost interferometry, the losses of the quantum state simply reduce its effectiveness [8, 9]. In non-Gaussian cases, such as employing so-called NOON states used for estimation of phase, losses can completely remove the quantum advantage [12, 22], while recent progress tries to alleviate this effect [24].

A significant source of imperfections in optical interferometry is the fluctuation of phase in the measured sample. It is particularly hindering to the estimation of phase sensitive processes, such as Gaussian displacement and squeezing, or to any strategies employing phase sensitive resources, such as squeezed states and homodyne detection. Keeping the phase steady requires active stabilization inside the sample which may not always be feasible. However, control of the phase is not necessary for estimating strength of the phase sensitive operations. This was shown in a recent trapped ion experiment [25], where the size of displacement, a generally phase sensitive operation, was estimated without any kind of phase reference, just relying on Fock state preparation and measurement.

In this paper we show that optical estimation of the strength of Gaussian operations, displacement and squeezing, can be indeed realized without any phase reference with Fock states and measurements in photon number basis. For the case of displacement, this approach surpasses even optimal Gaussian methods, which are based on homodyne detection and squeezed states with equivalent energy and which use the phase reference. In the case of squeezing estimation, Fock states are generally comparable to Gaussian methods at weak energies, overcoming them for larger energies of the probe states. Our probe states do not need to be pure and can have advantage over the Gaussian probe states even for realistic losses of the order of 20%. Finally we show that this approach can be useful for simultaneous estimation of both quantities [26].
II. GENERAL MODEL

In our quantum sensing protocol for Gaussian processes without a stable phase, represented by a superposition of quantum evolution with all phases, we start with an ensemble of $M$ probes prepared in a well-defined quantum state that is fully under our control. The probes then sequentially interact with a sample, undergoing weak phase randomized Gaussian evolution in the process, and are measured by a specific measurement. The measured data are then evaluated with the help of maximum likelihood estimator (MLE) to extract the unknown parameters of the Gaussian operation. In our analysis we will focus on photon number resolving detectors (PNRD).

In the absence of stable phase in the sample, the general Gaussian evolution of the probe state $\hat{\rho}_{in}$ can be represented by a completely positive trace preserving map $M$:

$$\hat{\rho}_f(N_c, N_s) = M(\hat{\rho}_{in}) = \int_0^{2\pi} \int_0^{2\pi} \frac{d\phi_1}{2\pi} \frac{d\phi_2}{2\pi} \hat{D}(\sqrt{N_c}e^{i\phi_1})\hat{S}(\sqrt{N_s}e^{i\phi_2})\hat{\rho}_{in}\hat{S}^\dagger(\sqrt{N_s}e^{i\phi_2})\hat{D}^\dagger(\sqrt{N_c}e^{i\phi_1}),$$

where $\hat{D}(\alpha) = \exp(\alpha\hat{a}^\dagger - \alpha^*\hat{a})$ and $\hat{S}(\xi) = \exp([\xi\hat{a}^2 - \xi^*\hat{a}^2]/2)$ represent the unitary Gaussian displacement and squeezing operations, respectively. However, it should be noted that, due to the phase randomization, the overall operation is neither unitary, nor Gaussian. In contrast to general pure Gaussian unitary with five parameters, the phase indeterminate operation has only two free parameters: $N_c$ related to the average linearized energy added by the displacement, and $N_s$ related to the energy added by the squeezing. On vacuum state $\hat{\rho}_{in} = |0\rangle\langle 0|$, the added energies of the two operations are given as $N_c$ for displacement and $\sinh^2(\sqrt{N_s})$ for squeezing. In the limit of weak strengths $N_S$ and $N_c$, which is the regime we are interested in, phase insensitive displacement and squeezing operations commute and the average photon number is increased by $N_S + N_c$.

Before we proceed, let us establish some theoretical framework by briefly recalling the quantum Cramér-Rao (QCR) inequality and the quantum Fisher information (FI). QCR inequality states that for a given probe and channel that encodes an unknown parameter of interest $\theta$, the estimation error of any unbiased estimator is bounded by the inverse of quantum FI [27, 28],

$$\Delta^2 \theta \geq \frac{1}{MH(\theta)},$$

where the variance $\Delta^2 \theta = \langle (\theta^{est} - \theta)^2 \rangle$ is the estimation error, and $M$ is the number of trials in an experiment, and $H(\theta) = \text{Tr}\left(\hat{\rho}_0\hat{L}_\theta^2\right)$ is the FI of the probe state after the encoding. It is known that the lower bound is asymptotically saturable by using MLE [29–31]. In experiments, the optimal precision suggested by equality in (2) is obtained by an optimal positive operator valued measurement (POVM), which can be found by the eigenbasis of the symmetric logarithmic derivative operator $\hat{L}_\theta$ satisfying an equation,

$$\frac{\partial\hat{L}_\theta}{\partial \theta} = \frac{\hat{L}_\theta\hat{\rho}_f + \hat{\rho}_f\hat{L}_\theta}{2}.$$  

If the density matrix of the output state is diagonalized as $\hat{\rho}_f = \sum_n \rho_n |\psi_n\rangle\langle \psi_n|$, the symmetric logarithmic derivative operator is given $\hat{L}_\theta = 2\sum_{n,m}(\frac{\langle \psi_n | \partial_\theta \hat{\rho}_f | \psi_m \rangle}{\rho_n + \rho_m}) |\psi_n\rangle\langle \psi_m|$ [32]. When the optimal measurement is chosen, the classical FI becomes the quantum FI where $p(n|\theta) = \text{Tr}(\hat{\rho}_f\hat{\Pi}_n)$ with $\left\{\hat{\Pi}_n\right\}$ being an optimal POVM, i.e. the projectors of eigenstates of $\hat{L}_\theta$. According to QCR inequality (2), FI lower-bounds the estimation error obtainable during the actual measurement by $\Delta^2 N_c = 1/MF$ where $M$ is the number of trials. In a general scenario, however, there is no guarantee that this bound can be achieved with a practical number of $M$ although it is achievable using the MLE in an asymptotic regime of $M \to \infty$. In the following sections, we present the estimation error of our scenario obtained by the MLE for a finite number of $M$.

Map (1) is phase insensitive; it commutes with any phase shift applied to the state of the probe. Consequently, if the probe state is phase insensitive it remains so. This suggests that a well-defined phase of the probe may not be required for optimal estimation. This can be illustrated on an example of probe prepared in Fock state $\hat{\rho}_{in} = |m\rangle\langle m|$. Such probe is pure but completely phase insensitive. In the limit of weak strengths $N_c, N_s \ll 1$, map (1) transforms
the initial pure state of the probe into a mixture of Fock states with weights as:

\begin{align}
p(m-2|N_c,N_s) &\simeq N_s m(m-1)/4 \\
p(m-1|N_c,N_s) &\simeq N_s m \\
p(m|N_c,N_s) &\simeq 1 - N_c(2m+1) - N_s(m^2 + m + 1)/2 \\
p(m+1|N_c,N_s) &\simeq N_c(m+1) \\
p(m+2|N_c,N_s) &\simeq N_s(m+2)(m+1)/4.
\end{align}

Since the state is diagonal in the Fock basis these weights can be perfectly measured by PNRD. In this important limit we can see that the displacement and squeezing unitaries act in a complementary way - displacement changes the photon number by one, squeezing changes it by two. This indicates that in this limit the two operations can be discerned independently.

The measured data, with the help of Eqs. (5)-(9), can be used to construct MLEs for each parameter. Let us denote the number of outcomes corresponding to detecting particular state $|k\rangle$ by $n_k$ with $k \in \{m-2, m-1, m, m+1, m+2\}$; thus, $\sum_{k=m-2}^{m+2} n_k = M$, where $M$ is again the total number of trials. We simply ignore the outcome out of the above range since the probability is negligible for very small strength of the signal. By maximizing the log-likelihood function $\log L(\mathcal{D} = \{n_k\}|N_c, N_s) = \sum_k n_k \log p(k|N_c, N_s)$ for each parameter $N_c$ and $N_s$, one can find that the MLE is written as

\begin{equation}
N_c = \frac{n_{m-1} + n_{m+1}}{M(2m + 1)}, \quad \text{and} \quad N_s = \frac{2(n_{m-2} + n_{m+2})}{M(m^2 + m + 1)},
\end{equation}

and that they are unbiased for any $M > 0$, i.e., $\langle N_c^{\text{est}} \rangle = N_c$ and $\langle N_s^{\text{est}} \rangle = N_s$, where the bracket represents the average over all possible outcomes. The form of the MLEs, in particular the exclusive use of the respective count numbers $n_k$, implies that each parameter can be estimated simultaneously without knowing the other parameter.

In addition, from the same equations we can derive classical FI to evaluate the estimation of $N_c$ and $N_s$ by using a PNRD, which we can then compared to the upper limit given by quantum FI for the optimal detector. For the case of phase insensitive states, PNRD gives us full available information and the classical FI is equal to quantum FI. Based on Eqs. (5)-(9), the classical FI of Fock states can be approximately found to be:

\begin{equation}
F(N_c) \approx \frac{2m + 1}{N_c},
\end{equation}

for displacement and

\begin{equation}
F(N_s) \approx \frac{m^2 + m + 1}{2N_s},
\end{equation}

for squeezing in the limit of $N_c, N_s \ll 1$. In this limit, one can derive the average estimation error of ML estimators

\begin{equation}
\Delta^2 N_c \approx \frac{N_c}{M(2m+1)} \quad \text{and} \quad \Delta^2 N_s \approx \frac{2N_s}{M(m^2 + m + 1)},
\end{equation}

which is consistent with the FI. For both of them the performance improves with the increased Fock number of the probe, linearly in the case of displacement while quadratically in the case of the squeezing. Both quantities diverge as the signal decreases, but the relative estimation errors, which are given as inverse of the Fisher information relative to the signal, $R = \frac{1}{F(N_c)N_c}$, with $i = c, s$; attain constant value. In the next sections, we will analyze how these values can be obtained with a realistic number of probes and how is the procedure affected by realistic processing and imperfections in comparison to results obtainable with Gaussian resources.

III. DISPLACEMENT ESTIMATION WITH FOCK STATE PROBE

Let us first analyze situations in which the displacement operation is the only relevant effect. In this case, the operation is represented by map (1) with the squeezing parameter $N_s = 0$. It transforms the initial Fock state $|m\rangle\langle m|$ into a mixed state

\begin{equation}
\hat{\rho}_f(N_c) = \int_0^{2\pi} \frac{d\phi}{2\pi} \hat{D}(\sqrt{N_c}e^{i\phi})|m\rangle\langle m| \hat{D}^\dagger(\sqrt{N_c}e^{i\phi}) = \sum_{n=0}^{\infty} p(n|N_c)|n\rangle\langle n|,
\end{equation}
For comparison we can consider practical Gaussian estimation methods employing Gaussian probes and stable phase outcome estimation problem of estimator for any number of copies different Fock states. It is worth noting that when the signal strength is small is practically achievable with a finite \( M \) scaling does not depend on the estimated value. Both the dependence on \( N \) from quantum FI, represented by lines. In Fig. 1a we can see that, for probe in state \( \text{est} \), the protocol of the MLE of Eq. (10) is the optimal procedure. The derivation of the FI is supplied in Appendix A. It should be noted that the monotonous increase of FI with the energy of the state \( N \), which is exactly the value approached by the approximate relation (11). It implies that in the limit of weak strength \( N_c \ll 1 \), the protocol of the MLE of Eq. (10) is the optimal procedure. The derivation of the FI is supplied in Appendix A. It should be noted that the monotonous increase of FI with the energy of the state \( m \) requires the measurement in the Fock basis. If the measurement was replaced by measurement of the mean energy \( \langle \hat{n} \rangle \), the size of displacement could still be inferred, but the error of the measurement increases with \( m \) (see Appendix B for detail).

To see whether practical errors can reach the bounds given by classical FI, we have performed a numerical simulation of the full protocol of estimating displacement with Fock state probes and PNRD. For each scenario given by a different \( m \) and \( N_c \), we have generated 3000 sets of simulated data \( D \) with probability distributions \( p(n|N_c) \) and evaluated them with a MLE, \( N_c^{\text{est}} \), obtained by numerical maximization over a finite range, corresponding to a prior knowledge, of the log-likelihood function:

\[
\log L(D \equiv \{n_k|N_c\}) = \sum_{k=0}^{\infty} n_k \log p(k|N_c),
\]

which is exactly the value approached by the approximate relation (11). It implies that in the limit of weak strength \( N_c \ll 1 \), the protocol of the MLE of Eq. (10) is the optimal procedure. The derivation of the FI is supplied in Appendix A. It should be noted that the monotonous increase of FI with the energy of the state \( m \) requires the measurement in the Fock basis. If the measurement was replaced by measurement of the mean energy \( \langle \hat{n} \rangle \), the size of displacement could still be inferred, but the error of the measurement increases with \( m \) (see Appendix B for detail).

To see whether practical errors can reach the bounds given by classical FI, we have performed a numerical simulation of the full protocol of estimating displacement with Fock state probes and PNRD. For each scenario given by a different \( m \) and \( N_c \), we have generated 3000 sets of simulated data \( D \) with probability distributions \( p(n|N_c) \) and evaluated them with a MLE, \( N_c^{\text{est}} \), obtained by numerical maximization over a finite range, corresponding to a prior knowledge, of the log-likelihood function:

\[
\log L(D \equiv \{n_k|N_c\}) = \sum_{k=0}^{\infty} n_k \log p(k|N_c),
\]

where \( n_k \) is the number of outcomes for \( k \) photons. The estimated value \( N_c^{\text{est}} \) was then compared to the true value \( N_c \) to obtain the estimation error \( \Delta^2 N_c = (N_c^{\text{est}} - N_c)^2 \) and compared to the QCR bound. The results of the simulations can be seen in Fig. 1 where the simulated runs, marked by points, are compared to the bounds derived from quantum FI, represented by lines. In Fig. 1a we can see that, for probe in state \( |3\rangle \), the realistic estimation error shows the same scaling as the bounds given by FI, saturates this bound already for \( M = 500 \) and that this scaling does not depend on the estimated value. Both the dependence on \( M \) and \( N_c \) show that the QCR bound is practically achievable with a finite \( M \). Fig. 1b then confirms that this behavior holds even for probes prepared in different Fock states. It is worth noting that when the signal strength is small \( N_c \ll 1 \), the process becomes a binary outcome estimation problem of \( n_{m-1} + n_{m+1} \) and \( n_m \) in Eq. (10) so that the CR inequality is saturated by the ML estimator for any number of copies \( M \) as shown in (13).

Since quantum FI for Fock state probes is achievable by estimation with PNRD, we can use it for further analysis. For comparison we can consider practical Gaussian estimation methods employing Gaussian probes and stable phase
between the input and the measured state. Even though the operation is random in phase, the stable phase is actually the most optimistic scenario for the Gaussian tools, because it enables noise reduction coming from squeezed vacuum fluctuations \[34\]. If we lifted these assumptions and considered phase randomized Gaussian states or, equivalently, Gaussian states with phase randomized detection, their performance would be necessarily worse than that of Fock states. For our comparison we shall therefore consider quantum FI of phase sensitive Gaussian states which might be higher than what can be achievable by Gaussian measurements. In this way we are comparing realistic estimation based on Fock states with the upper bound for Gaussian states.

Let us denote the output state from a channel with a parameter \( \theta \) as \( \hat{\rho}_\theta \). In our case, the unknown parameter \( \theta \) corresponds to the amount of energy \( N_c \) pumped by the displacement. The quantum FI of these density matrix can be found \[28\]:

\[
H(\theta) = 4\frac{[1 - \mathcal{F}(\hat{\rho}_\theta, \hat{\rho}_{\theta + d\theta})]}{d\theta^2},
\]

where \( \mathcal{F}(\hat{\rho}_0, \hat{\rho}_1) = \left( \text{Tr} \sqrt{\hat{\rho}_0^{1/2} \hat{\rho}_1 \hat{\rho}_0^{1/2}} \right)^2 \) is the quantum fidelity between two quantum states \( \hat{\rho}_0 \) and \( \hat{\rho}_1 \). Any Gaussian probe in a pure state can be expressed as a displaced squeezed vacuum state \( \hat{D}(\beta)\hat{S}(\zeta)|0\rangle \). Finding the optimal Gaussian probe requires maximization of the FI over the two parameters \( \beta \) and \( \zeta \) under the chosen constraints such as the total mean photon number in the input state. One can easily check that the value of \( \beta \) does not change the precision; thus, the optimal Gaussian probe is a squeezed state without any displacement possessing the lowest energy. In Fig. 2 we show the comparison of classical FI for Fock probes with PNRD, marked by dots, quantum FI of optimized Gaussian probes with equal energy, marked by solid lines, and quantum FI for vacuum state, marked by dashed lines, for the estimation of the unknown phase-insensitive displacement operations with various \( N_c \). We can see that the Fock state probes are superior to optimal Gaussian probes with the same mean photon number for the entire range of displacement strengths even though the former requires no phase stability and the latter may use arbitrary coherent detection schemes. This improvement is most prominent for large values \( N_c \). Note that since quantum FI is used to assess the achievable estimation precision of Gaussian states, and the final state from a squeezed state probe is generally phase-sensitive, we are implicitly assuming that a stable reference beam outside of the sensor is prepared and may be properly used for phase-sensitive measurement. Without this reference the state needs to be treated as phase randomized squeezed state, which always performs worse than Fock state with equivalent energy, and is even definitely inferior to the vacuum state for low energies.

Let us now discuss the effects of optical imperfections, such as losses, to ensure the validity of the results in practical scenarios. The photon-loss process, which is the main imperfection for light, can be described by quantum master equation in the interaction picture as \[33\]

\[
\frac{d\hat{\rho}}{dt} = \frac{\gamma}{2} (2\hat{a}\hat{\rho}\hat{a}^\dagger - \hat{\rho}\hat{a}^\dagger\hat{a} - \hat{a}^\dagger\hat{a}\hat{\rho}),
\]

where \( \gamma \) is the loss parameter. The loss rate is defined as \( 1 - \eta = 1 - e^{-\gamma t} \) with \( t \geq 0 \) describing the monotonous decay of the coherence terms. This dynamics can be equivalently described with a virtual beam splitter interaction.
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FIG. 2. Comparison between the lower bounds on estimation error given by the inverse of classical FI of Fock states with PNRD (dots), quantum FI of squeezed states with mean photon number equal to \( m \) (solid lines), and quantum FI of coherent states (dashed lines) with mean photon number equal to \( m \). Quantum FI for squeezed states was calculated numerically. Different colors correspond to different values of the estimated parameter, \( N_c = 0.1, 0.3, 0.5, 1.0, 2.0 \), and are specified by the color bar. The squeezing required for energies equivalent to \( m = 2, 4, 6, 8, 10 \) amounts to \( 10.0, 12.5, 14.1, 15.3, 16.2 \) dB.
then the losses after the displacing sample and before the displacing sample can be related as coupling the probe with a zero temperature bath. The losses can manifest either before the sample and thus represent imperfection of the measurement. To be more exact, if we represent the losses by completely positive trace-preserving displacement estimation, the two losses act in almost the exactly the same way, only the one after the channel also reduces the measured quantity. To be more exact, if we represent the losses by completely positive trace-preserving map \[23\]

\[
\hat{L}_\eta(\hat{\rho}) = \sum_{k=0}^{\infty} \hat{A}_k \hat{\rho} \hat{A}_k^\dagger, \quad \hat{A}_k = \sqrt{1 - \eta^k} \sqrt{\eta^k} \hat{a} \hat{a}^\dagger, \quad (20)
\]

then the losses after the displacing sample and before the displacing sample can be related as \(\hat{L}_\eta(\sqrt{N_c} \hat{\rho}_{in} \hat{D}^\dagger(\sqrt{N_c})) = \hat{D}(\sqrt{N_c}) \hat{L}_\eta(\hat{\rho}_{in}) \hat{D}^\dagger(\sqrt{N_c})\). We can see that the losses affect the probe in exactly the same way and the only difference is in scaling of the estimated parameter. Displacement adding energy \(N_c\) before the loss is equivalent to displacement adding energy \(\eta N_c\) after the loss. In addition, this behavior remains also for the Gaussian states. For the sake of simplicity we can therefore consider only the losses before the sample. It should be noted that we assume \(\eta\) is known through prior measurements and not a subject of the estimation.

In numerical simulation shown in Fig. 3 the theoretical Fock state distribution \(p(n|N_c, \eta)\) was used to generate 1000 sets of data, which were then used, through MLE algorithm, to obtain the unknown value \(N_c\) and estimate the error \(\Delta^2 N_c\). The theoretical distribution \(p(n|N_c, \eta)\) was obtained by using virtual beam splitter model represented by Eq. (19). In Fig. 3(a) are the numerically obtained errors for probe state \(|3\rangle\) for three different levels of loss, represented by points, compared to quantum FI of the same probe states represented by solid lines. We can see that the errors saturate the CR bound even in the presence of loss and keep the same scaling as the ideal scenario for various \(M\). In Fig. 3(b) are the same errors plotted with respect to range of losses and compared to optimal Gaussian limits (dotted lines) by squeezed state with the same energy are evaluated from the inverse quantum FI without the losses.

![FIG. 3. Simulation for displacement estimation in the presence of photon-loss before the sample. Dots and solid lines represent estimation errors and inverse quantum FI. (a) Against the number of copies \(M\) for different loss rates, \(\eta = 1, 0.9, 0.7\) for \(N_c = 1.0\) and \(|m = 3\rangle\) and \(M = 500\). Classical limits (dashed lines) given by coherent states, and optimal Gaussian limits (dotted lines) by squeezed state with the same energy are evaluated from the inverse quantum FI without the losses.](image.png)

**IV. SQUEEZING ESTIMATION WITH FOCK STATE PROBE**

Let us now turn to the scenario in which we are interested only in the strength of an unknown squeezing operation that can be represented by map \(\mathcal{M}\) in (11) with \(N_c = 0\). We can analyze this scenario in the same way as the previous...
FIG. 4. Simulation for squeezing parameter estimation. The solid lines and circle dots represent the estimation error based on CR bound and simulation averaged over 3000 trials using MLE with the full number statistics $p(n|N_s)$. (a) Against the number of copies $M$ for $N_s = 0.1, 0.3, 0.5$. (b) Against the energy added by squeezing $N_s$ for $m = 0, 1, 2, 3, 4$. The number of copies for simulation is $M = 500$. After this phase-insensitive squeezing operation, a Fock state $|m\rangle$ transforms to a mixed state

$$\hat{\rho}_f(N_s) = \int_0^{2\pi} \frac{d\phi}{2\pi} S(\sqrt{N_s}e^{i\phi})|m\rangle\langle m| S^\dagger(\sqrt{N_s}e^{i\phi}) = \sum_{n=0}^{\infty} p(n|N_s)|n\rangle\langle n|,$$

where

$$p(n|N_s) = |\langle n|S(\sqrt{N_s})|m\rangle|^2 = \frac{n!m!}{2^{n-m} \cosh^{2m+1}\sqrt{N_s}} S(\sqrt{N_s}, m, n) \quad \text{when } |m-n| \text{ is even}$$

$$= 0 \quad \text{when } |m-n| \text{ is odd},$$

with

$$S(r, m, n) = \left| \sum_k (-1)^k \frac{\sinh 2k r}{2^{2k} k!(m-2k)! (n-m/2)!} \right|^2.$$  

Here, the sum is taken for integers $m$ for which the argument of the factorials is positive. For input Fock states we can explicitly calculate the quantum FI, which is again equal to classical FI for measurement in Fock state basis,

$$F(N_s) = \frac{m^2 + m + \frac{1}{2}}{2N_s}. $$

The derivation is similar to that of displacement estimation and is supplied in Appendix A. We can thus analyze the estimation errors again in realistic scenario by numerical simulation. Similar to the displacement estimation case, as the strength of the signal $N_s$ decreases, the estimation error by ML estimator of (10) saturates the QCR bound for any number of $M$ as shown in (13).

In Fig. 4(a) and (b), these numerically obtained errors, marked by dots, are shown relative to the number of copies $M$ and value of the measured squeezing $N_s$, respectively. They are again compared to quantum FI represented by solid lines. In both cases we can see that the estimation with Fock states and PNRD again approaches the precision predicted by the CR bound for a broad range of parameters. Increasing the photon number $m$ of the Fock state probe leads to better performance for the estimation of the phase-insensitive squeezing operation.

Again we can compare the performance of Fock states to the Gaussian methods. When the Gaussian methods cannot take advantage of stable phase, the Gaussian probes can be expressed as mixtures of Fock states and therefore exhibit inferior performance. Numerical tests have confirmed that, in contrast to the displacement estimation, phase randomized squeezed states with arbitrary energy always perform worse than the vacuum state. To see the limits of the Fock-state-based estimation, we compare them to the optimal Gaussian estimation that takes advantage of phase reference. Here, in contrast to the displacement, a pre-displacement of the probe improves the estimation contrast...
while increasing mean photon number of the state of the probe. However, our numerical simulations revealed that the improvement gained by this displacement is, with regards to the number of photons added, smaller than what would be gained by additional squeezing with the same number of added photons. We therefore compared the estimation error obtained by Fock states with the FI of Gaussian probes of coherent states or squeezed vacuum states without loss to obtain a strict threshold. Fig. 5 shows the mean photon number of (a) squeezed or (b) coherent states that have the same estimation error as the inverse of the classical FI exhibited by various Fock states and PNRD. The comparison shows that the Fock states are more energy-efficient than the Gaussian states in most cases. This is not the case for estimation of squeezing for small values of $N_s$ and small $m$. It should be noted that in optical sensing, Gaussian states are generally easier to prepare than Fock states, but the difficulty varies wildly. Coherent states can be prepared routinely and are significantly more feasible than impure squeezed states. Preparing completely pure squeezed states, on the other hand, has difficulties comparable to preparation of Fock states. Comparison of equal mean photon numbers in Fig. 5 shows that to attain the same precision with Gaussian states, significantly higher energy is required, which might be an issue for some applications [40]. It is worthwhile to emphasize that our numerical calculation of quantum FI of Gaussian states showed by fitting with respect to the mean photon number that the scaling of quantum FI of coherent state and squeezed state is linear and quadratic with the mean photon number of the probe.

The bounds for coherent and squeezed states can now help us in evaluating the performance of the estimation with Fock states under losses. The first important observation is that there is no simple relation in the estimation of squeezing between the effect of losses before and after the sample. This is because squeezing can lead to entanglement between the probe and the after-sample-bath, which then alters the properties of the probes. However, in the limit of low values of estimated parameter $N_s \ll 1$, the effect of squeezing is linearized and this difference can be neglected. In this regime, losses after the channel would alter the estimated value, but the qualitative behavior of the error rates would remain the same. Since this is the regime we are most often interested in, we can again, for the sake of simplicity of analysis, consider only the case with losses before the channel.

We again performed numerical simulation for the estimation errors of squeezing under loss, which are shown in Fig. 6 (a) relative to number of copies $M$ and (b) relative to the loss rate $1 - \eta$. Both figures show that, similarly to the scenario of displacement estimation, the estimation errors under loss approach the CR bound and that the scaling with $M$ remains consistent. While for small values of $N_s$ and $m$ the Fock states and squeezed states with optimal coherent detection are comparable such as $N_s = 0.1$ and $m = 3$, the Fock states enable attaining a better scaling of precision for large $N_s$ and $m$ as suggested by Fig. 5 (b) and Fig. 6 (b) for small $1 - \eta$.

V. SIMULTANEOUS ESTIMATION OF DISPLACEMENT AND SQUEEZING

Finally, let us consider a general scenario in which both quantities, $N_c$ and $N_s$, appear at the same time and are estimated simultaneously. This can be part of characterization of a general Gaussian process. Another way this scenario can arise is when squeezing, the nonlinear process we want to characterize, is accompanied by noise with Poissonian distribution that can not be separated from the process. In this scenario we need to attempt simultaneous estimation of both quantities even though we are only ultimately interested in one.

![Graph](image-url) FIG. 5. Average photons required to attain the same quantum FI as classical FI of Fock states with PNRD (a) using squeezed states, (b) using coherent states. The left (right) plot shows that in overall, squeezed (coherent) states require more photon numbers than Fock states.
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Thus, when the off-diagonal element of the FI matrix is much smaller than the diagonal elements, the estimation error of each parameter is bounded by the inverse of each diagonal element of the FI matrix. In this case, we can interpret the inequalities as that of a single-parameter estimation where any information about the other parameters is not required to estimate the parameter of interest.

The second difficulty is that even when one is estimating a single parameter, since the other parameters are involved, the diagonal elements of quantum (classical) FI may decrease. For instance, when we estimate the squeezing parameter \( N_s \), the displacement process in Map (26), written as \( w(n|k) \), plays a role of a noisy process in the measurement setup. Similarly when we estimate the displacement parameter \( N_c \), the squeezing process in Map (26), written as \( q(k|m) \), plays a role of a preparation error. Thus, generally when more than one parameter is involved, the estimation error may decrease. We investigate our case by numerical simulation focusing on these difficulties.

In Fig. 7(a) and (b), we show the numerically calculated the lower bounds of the estimation errors for two different sets of measured values. We numerically confirmed that the off-diagonal elements are very small compared to the diagonal elements \( (H_{N_c,N_c}^2/H_{N_c,N_s} H_{N_s,N_c}) < 10^{-3} \) in Fig. 7(a) and \( (H_{N_c,N_s}^2/H_{N_c,N_c} H_{N_s,N_c} < 1.2 \times 10^{-2} \) in Fig. 7(b)), which means that we do not suffer from the first difficulty in this regime and that the inverse of the diagonal components of FI matrix approximately give the lower bounds of the estimation errors of each quantity as written in Eqs. (32) and (33). This is best seen for small values of estimated parameters in Fig. 7(a) where the off-diagonal elements are truly negligible and errors are practically identical, whether both quantities are measured or just single ones. In Fig. 7(b), where the estimated parameters are not as small, the quantities start disturbing each other and the deviation from the individual estimations increase. When the estimated parameters are not small enough, the role of the other parameter as a noisy process becomes so dominant that highly nonclassical states such as Fock states of large photon numbers may cease to give a small estimation error as shown in Fig. 7(b).

**VI. CONCLUSION**

In this work, we have investigated the possibility of using Fock states and photon number resolving detectors for parameter estimation of single mode Gaussian unitaries in the absence of stable phase reference. This scenario is relevant in optical sensing when stable phase reference is unavailable through the sample, for example because of random nature of the examined operation and the light emitted by the sample is weak.

To accommodate both points of view, we have evaluated the performance of Fock states under realistic environment and compared them to the optimal performance of phase-sensitive Gaussian states with no loss and optimal quantum measurement. We found out that for estimation of both weak displacement and squeezing, the Fock states together with Fock basis detection can, already for ensemble of 500 trials saturate the Cramér-Rao bound and provide error rates surpassing optimal Gaussian states with equivalent mean photon number. Loss incurred in the sample or during preparation of the probes limits the quality of the estimation. The influence generally depends on the strength of the measured interaction. When \( N_c, N_s \approx 0.5 \), Fock states outperform the Gaussian bounds even when affected by 20% losses. When \( N_c, N_s \approx 0.1 \), loss of 20% can be tolerated when compared to coherent states, but less then 5% loss brings the Fock states above the level of pure squeezed states. Simultaneous estimation of both squeezing
and displacement is also possible without being disturbed from each other and it works best in the limit of small parameters, $N_e, N_S < 0.1$, when the operations are effectively independent. Together, these features can allow either multi-parameter estimation of an optical Gaussian process in various systems, including atomic physics and solid-state physics, or estimation of new squeezing processes under inherent Poissonian noise. The method can also be extended for estimation of higher order processes which encompass joint $n$- photon effects.

Experimental application of the procedure relies on Fock states and measurements in Fock basis. The measurement requires photon number resolving detectors. Transition edge sensors (TES) [12, 40] is well known to be promising in this area as they are already capable of resolving up to 12 photons with estimated 0.98 detection efficiency [47]. Alternatively, detector with photon number resolving capability can be constructed from an array of on-off detectors [18, 54], or it can be, for purposes of proof-of-concept tests, replaced altogether by homodyne tomography. The photon number resolving detectors can be also used for preparation of the Fock states for the probes. Detecting a specific Fock state in one mode of a two-mode squeezed state generated by Optical Parametric Oscillator (OPO) projects the other mode into the same Fock state and is a technique often employed in quantum optics. It is also possible to generate the necessary Fock states by merging single photon states [55], which can be generated by quantum dots [56–60]. A proof-of-principle experimental test of the estimation method could be immediately realized with Fock states [1] or [2], conditionally obtained from an OPO, measured by TES and homodyne tomography for the verification purposes. Finally, the detection method can be also considered outside the area of quantum optics. For example, experiments with trapped ions are well suited both for preparation of Fock states and estimating their altered Fock state distribution [10, 25].
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APPENDIX A: QUANTUM FISHER INFORMATION

Let us consider a unitary operation $\hat{U} = e^{-i\hat{H}\theta}$ where the Hamiltonian $\hat{H}$ generates $\theta$. In the case of displacement, $\hat{H} = \hat{a} + \hat{a}^\dagger$, and for squeezing, $\hat{H} = i(\hat{a}^2 - \hat{a}^\dagger2)$. After the phase-randomized displacement or squeezing operation, the output state can be written as

$$\hat{\rho}_f = \sum_{n=0}^{\infty} p(n|m) |n\rangle \langle n| = \sum_{n=0}^{\infty} |\langle n|\hat{U}|m\rangle|^2 |n\rangle \langle n|. \quad (A1)$$

Let us first consider displacement estimation, $\hat{U} = e^{\alpha\hat{a}^\dagger - \alpha^*\hat{a}}$. Since the final state is diagonal in Fock basis, the derivation of classical Fisher information of $p(n|m)$ is sufficient. The classical Fisher information for $|\alpha|$ is written as

$$F(|\alpha|) = \sum_{n=0}^{\infty} \frac{1}{p(n|m)} \left( \frac{\partial p(n|m)}{\partial |\alpha|} \right)^2. \quad (A2)$$

Assuming $\alpha$ to be real without loss of generality, the differential term is simplified as

$$\left( \frac{\partial p(n|m)}{\partial |\alpha|} \right)^2 = \left( -\langle n|\hat{D}(\alpha)|m\rangle \langle m|\hat{D}^\dagger(\alpha)(\hat{a}^\dagger - \hat{a})|n\rangle + \langle n|\hat{D}(\alpha)(\hat{a}^\dagger - \hat{a})|m\rangle \langle m|\hat{D}^\dagger(\alpha)|n\rangle \right)^2 \quad (A3)$$

$$= \left( \langle n|\hat{D}(\alpha)|m\rangle \langle m|\hat{D}^\dagger(\alpha)(\hat{a}^\dagger - \hat{a})|n\rangle \right)^2 + \left( \langle n|\hat{D}(\alpha)(\hat{a}^\dagger - \hat{a})|m\rangle \langle m|\hat{D}^\dagger(\alpha)|n\rangle \right)^2$$

$$- 2\langle n|\hat{D}(\alpha)|m\rangle \langle m|\hat{D}^\dagger(\alpha)(\hat{a}^\dagger - \hat{a})|n\rangle \langle n|\hat{D}(\alpha)(\hat{a}^\dagger - \hat{a})|m\rangle \langle m|\hat{D}^\dagger(\alpha)|n\rangle \quad (A4)$$

$$= 4p(n|m) \langle m|\hat{D}^\dagger(\alpha)(\hat{a}^\dagger - \hat{a})|n\rangle \langle n|\hat{D}(\alpha)(\hat{a} - \hat{a}^\dagger)|m\rangle. \quad (A5)$$
Finally, we obtain the Fisher information
\[
F(|α|) = 4 \langle m | \hat{D}^\dagger(α) (\hat{a}^\dagger - \hat{a}) \hat{D}(α)(\hat{a} - \hat{a}^\dagger) | m \rangle = 4 \langle m | (\hat{a}^\dagger - \hat{a}) (\hat{a} - \hat{a}^\dagger) | m \rangle = 8m + 4. \tag{A6}
\]
Similarly, one can check that \(F(r) = 2(m^2 + m + 1)\).
Since we are interested in the Fisher information about \(N_c = |α|^2\), one can use the chain-rule for the classical Fisher information such as,
\[
F(N_c) = \sum_{n=0}^{\infty} \frac{1}{p(n|m)} \left( \frac{\partial p(n|m)}{\partial N_c} \right)^2 = \frac{1}{4N_c} \sum_{n=0}^{\infty} \frac{1}{p(n|m)} \left( \frac{\partial p(n|m)}{\partial |α|} \right)^2 = \frac{F(|α|)}{4N_c} = \frac{2m + 1}{N_c}. \tag{A7}
\]
Similarly, the Fisher information about \(N_s = r^2\) is obtained by
\[
F(N_s) = \sum_{n=0}^{\infty} \frac{1}{p(n|m)} \left( \frac{\partial p(n|m)}{\partial N_s} \right)^2 = \frac{1}{4N_s} \sum_{n=0}^{\infty} \frac{1}{p(n|m)} \left( \frac{\partial p(n|m)}{\partial r} \right)^2 = \frac{F(r)}{4N_s} = \frac{m^2 + m + 1}{2N_s}. \tag{A8}
\]

**APPENDIX B: ESTIMATING DISPLACEMENT BY MEAN INTENSITY MEASUREMENT**

When we are able to measure average energy of the probe but not the exact Fock state distribution we can only use the averaged moments
\[
\langle \hat{n} \rangle = m + N_c \tag{B1}
\]
\[
\langle \hat{n}^2 \rangle = m^2 + 2N_c(2m + 1) + N_c^2 \tag{B2}
\]
\[
\Delta^2 \hat{n} = \langle \hat{n}^2 \rangle - \langle \hat{n} \rangle^2 = 2N_c(m + 1). \tag{B3}
\]
The signal-to-noise ratio (SNR) can be defined where the signal is the change in the average photon number of the probe and the noise is the uncertainty in the photon number as
\[
\text{SNR} = \frac{\langle \hat{n} \rangle - m}{\sqrt{\Delta^2 \hat{n}}} = \sqrt{\frac{N_c}{2(m + 1)}}. \tag{B4}
\]
Here, we notice that SNR has completely inverse tendencies from the Fisher information against \(m\) and \(N_c\), i.e. a larger precision for for a small \(m\) and a large \(N_c\). The linearized sensitivity \((\Delta^2 N_c) \frac{\hat{O}}{\partial \langle \hat{n} \rangle / \partial N_c}^2\) based on \(\langle \hat{n} \rangle\) gives an information about the uncertainty of \(N_c\) by measuring the observable \(\hat{O}\) which is given as
\[
(\Delta^2 N_c) \hat{n} = \frac{\Delta^2 \hat{n}}{(\partial \langle \hat{n} \rangle / \partial N_c)^2} = 2N_c(m + 1). \tag{B5}
\]
Similarly, we can test the linearized sensitivity based on the second moment,
\[
\frac{\langle \hat{n}^4 \rangle - \langle \hat{n}^2 \rangle^2}{(\partial \langle \hat{n}^2 \rangle / \partial N_c)^2} \simeq \frac{1}{2} m N_c, \tag{B6}
\]
\[
\frac{\langle \hat{n}^4 \rangle - \langle \hat{n}^2 \rangle^2}{(\partial \langle \hat{n}^2 \rangle / \partial N_c)^2} \simeq \frac{1}{2} m N_c, \tag{B7}
\]
where the approximation is under the condition of a small \(N_c\) and a large \(m\). It shows that the error based on the second moment also increases with \(m\). Note that a high linearized sensitivity indicates a less precise measurement, or a large error. The error increases with \(m\) and the best probe is the vacuum probe, and therefore the Fock state probes do not give any advantage. Therefore, we know that the gain in Fisher information of Eq. \([10]\) cannot be obtained by simply using the information about average photon number \(\langle \hat{n} \rangle\). These results imply that the information about mean values does not provide the scalings of sensitivity available by estimation strategies with PNRD.
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