Validation of an algorithm for predicting the remaining useful life, for a model with linear degradation
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Abstract. This paper aimed to validate a working tool, component of the Predictive Maintenance Toolbox ™, produced by Matlab (MathWorks), in the case of a procedure for monitoring the operation of mechanical systems, in order to diagnose a failure of the process and to estimate the remaining useful life (RUL). This toolbox provides toolsets, materialized in function files, for labeling data, designing condition indicators, and estimating a parameter named the remaining useful life of a machine. You can analyze and label machine data imported from local files, cloud storage, and distributed file systems. The algorithm suggested by Matlab (software owned by MathWorks) was used in detail to process part of the data set provided freely by NASA through The Prognostics Data Repository. Of the 4 data sets, only one was used for this paper. Each data set is composed of 3 working files, in text format, for training, test and algorithm validation, and solution statement, respectively. The results obtained confirm the validity of the computer-assisted training system, diagnostics, prognosis, and validation tools, on a statistical basis, in the case of consistent databases.

1. Introduction
Monitoring the operation status of industrial equipment provides data on their condition, [1], [2]. Any failure, or deterioration of the state of the installations, can be detected, and preventive measures can be taken within an appropriate cycle to avoid catastrophic failures. This is done by monitoring parameters such as vibration, solid wear in the oil, noise emission, etc. Changes to these parameters help detect the spread of defects, diagnose the causes of the problem, and anticipate failure. Maintenance can be supported, so corrective actions can be planned accordingly. Applying condition monitoring in machines and installations leads to savings in maintenance costs and improved availability and safety, [3], [4].

The main function of monitoring the operating condition of a mechanical system, machine, or installation is to provide an almost accurate diagnosis of the condition of the machine and its rate of change, so that preventive measures can be taken at a given time. Knowledge of the condition of the machines can be obtained by selecting a parameter that indicates the deterioration of the condition of the machine. The value of this parameter can be measured periodically or continuously. In some cars, the deterioration of the conditions develops so fast that it is possible that there are only a few seconds between the detection of faults and the total failure. In such cases, continuous or online monitoring with an automatic shutdown of the system or machine is recommended.
2. Fault detection and diagnosis

When a process error occurs, it must be detected as soon as possible. The fault detection system must indicate that something is wrong in the process. After detection, the fault is diagnosed, then isolated, and an attempt is made to detect the cause of the fault. Typically, the techniques used to detect and diagnose defects are divided into two general categories: estimation methods and pattern recognition methods, [1], [3], [5], [6].

Fault detection and diagnosis is currently a significant issue in process automation, [5, 6]. Screening and diagnostic methods based on pattern recognition and expert systems, respectively, have been suggested to solve the problem of singularity (anomaly, [6]), as defined by a process failure. Various methods and techniques have been suggested in the literature, such as model-based techniques such as pattern recognition, neural networks, with a lot of possible architectures for diagnosing errors. The neural network was the first automatic technique for learning the various situations that define a system failure.

Usually, an anomaly is considered that non-compliant state that does not respect the development of expected behavior, therefore, the problem of detecting an anomaly is reduced to find, in the available data set, those data models that do not follow the rules, which are out of general description process. As a general approach, these anomalies, or non-compliant models, are often referred to as exceptional values, discordant observations, exceptions, aberrations, surprises, peculiarities, or contaminants in different fields of application, [7]. Of these, anomalies and outliers are two terms most commonly used in the context of anomaly detection, sometimes interchangeably. Examples of anomaly detection are found in a wide range of applications, such as credit card fraud, insurance or health care detection, cybersecurity intrusion detection, critical security breach detection, and military surveillance of enemy activities. The importance of anomaly detection is since data anomalies translate into relevant, often critical, information that can be used in a wide variety of fields of application.

Figure 1.- Normal regions and anomalies data, [3]

Figure 1 illustrates the scattering of anomalies in a simple set of data represented in a two-dimensional graph. There are two well-defined regions, in which the data are grouped, each representing the normal behavior of a system, or systems, while the scattered, discordant data, sufficiently distant from the two typical regions are singularities, or anomalies of this data set, [8]. It is essential that these anomalies are not treated as "noisy". Noises are generally defined as obstacles in the work of analysis of phenomena and processes and must be treated as component parts of the mathematical model of the process, [1, 2, 3, 4, 9, 10, 11]. Considering a linear model, which expresses the relation between the time series of the inputs, $X_t$, and the time series of the outputs, $Y_t$, in the form:
\[
Y_t = \nu(B)X_t + N_t
\]  

(1)

where, \( \nu(B) = \nu_0 + \nu_1B + \nu_2B^2 + \ldots \), is the transfer function, expressed polynomially, and which denotes the dynamic relationship between outputs and inputs, in which \( B \) is a **backward shift operator** (given an observable time series \( z_t \), with the components: \( z_1, z_2, \ldots, z_N \), then \( Bz_t = z_{t-1}, B^m z_t = z_{t-m} \), while \( N_t \), represents the filtered component of the noise superimposed over the input signal, \( a_t \), and which influences (transforms) the \( z_t \) component as follows:

\[
z_t = \mu + a_t + \psi_1a_{t-1} + \psi_2a_{t-2} + \ldots = \mu + \psi(B)a_t
\]  

(2)

where \( \mu \) is a parameter that generally expresses the "level" of \( z_t \), and \( a_t \) is a sequence of random components, weighted, after the weighted operator \( \psi(B) = 1 + \psi_1B + \psi_2B^2 + \ldots \), called the filter transfer function (this is different in definition and mathematical model, of anomalies, singularities, etc.: \( N_t = \psi(B)a_t \), so that the analysis of the behavior of a process, or system, imposes the determination, both of the transfer function, \( \nu(B) \), and of the transfer function of the filter, \( \psi(B) \). [1], [2], [9], [10].

An iterative numerical procedure is presented in [12], starting from the analysis of two classes of outliers, generated by dynamic models of exceptional interventions, at unknown moments of time: innovative outlier (IO) and an additive outlier (AO). Starting from a stochastic process model, \( x_t \), following an autoregressive-integrated-moving average (ARIMA) model (possibly with the characteristics \( p \)-a positive integer indicating the degree of the nonseasonal autoregressive polynomial, \( d \)-a non-negative integer indicating the degree of nonseasonal integration in the linear time series, \( q \)-a positive integer indicating the degree of the nonseasonal moving average polynomial known), [1], [13], [14]:

\[
\phi(B)\alpha(B)x_t = \theta(B)a_t
\]  

(3)

where \( B \) is the **backward shift operator**, defined above; \( \phi(B) = (1 - \phi_1B - \phi_2B^2 - \ldots - \phi_pB^p) \); and \( \theta(B) = (1 - \theta_1B - \theta_2B^2 - \ldots - \theta_qB^q) \); there are two polynomials whose roots lie outside the circle with unit radius \( \alpha(B) = (1 - B)^d_1(1 - B^d_2)^d_2; d = d_1 + sd_2 \); and \( a_t \) has been defined above, has the definition as a function of \( N_t = \psi(B)a_t \). The model of an exceptional external intervention, [10], [12], is mathematically represented by a dynamic model:

\[
z_t = \frac{\omega(B)}{\beta(B)}\zeta_t^{(T)} + x_t
\]

where

\[
\zeta_t^{(T)} = \begin{cases} 
1 & \text{for } t = T \\
0 & \text{otherwise}
\end{cases}
\]  

(4)
The significance of the parameter $\zeta^{(T)}_t$ is: the moment when the intervention takes place on the process $x_t$, and the respective operators $\omega(B) = (\omega_0 - \omega_1 B - \omega_2 B^2 - \ldots - \omega_s B^s)$; are two polynomials depending on $B$, whose ratio $\omega(B)/\beta(B)$ characterizes the dynamic behavior of the intervention. Proving that these interventions can cause pronounced bias in the procedure for calculating and estimating correlations, partial autocorrelations, and autoregressive moving average (ARMA) parameters, it is obvious the need to find a method to identify and determine these interventions, respectively eliminate their effects. Assuming that the two classes of interventions in the time series model, innovational outlier (IO) and an additive outlier (AO), are characterized, each by the following models (the operators used here, $\theta(B), \phi(B), \alpha(B)$ have been previously defined), [10], [12], [15]:

- a dynamic model for the innovative outlier (IO)

$$z_t = \frac{\theta(B)}{\phi(B)\alpha(B)} \omega \zeta^{(T)}_t + x_t$$  \hspace{1cm} (5)

- a dynamic model for the additive outlier (AO)

$$z_t = \omega \zeta^{(T)}_t + x_t$$  \hspace{1cm} (6)

If the last relations are rewritten, in terms of a random sequence, $a_t$, we obtain:

- for innovational outlier (IO)

$$z_t = \frac{\theta(B)}{\phi(B)\alpha(B)} \{a_t + \omega \zeta^{(T)}_t\}$$  \hspace{1cm} (7)

- for additive outlier (AO)

$$z_t = \frac{\theta(B)}{\phi(B)\alpha(B)} a_t + \omega \zeta^{(T)}_t$$  \hspace{1cm} (8)

Thus, analyzing the last two models, it is found that additive outlier (AO), affects the time series model only at the level of observation $T$, while innovational outlier (IO), is an exceptional intervention, that means an unusual event, at time $T$, but which affects all observations, $z_T, z_{T+1}, z_{T+2} \ldots$, which follows, from that moment, through the $\frac{\theta(B)}{\phi(B)\alpha(B)}$ term.

### 3. Experimental setup

Datasets are delivered, [11], [16], [17], [18], in directories and files consisting of several time series. Each set of data is further divided into training and testing subsets. Each time series comes from a different engine - that is, the data can be considered to be from a group of engines of the same type. The experiment begins with each engine having a certain degree of initial wear and different levels of manufacturing accuracy classes that are not known to the user. This wear and the level of manufacture are considered normal; i.e., it is not considered a state of error. There are three condition settings that have an important effect on engine performance and functional characteristics. These operational
settings are included in the data (operational setting 1; operational setting 2; operational setting 3. The data is contaminated with sensor noise.

Each engine runs typically at the beginning of each time series and, according to the experimental scenario, develops a failure at some point during the series. In the training set, the defect increases in amplitude, eventually generating system failure. In the test set, the time series ends shortly before the system fails. The aim of the research is to predict the number of operating cycles remaining before the failure of the test set, i.e., the number of operating cycles after the last cycle in which the engine will continue to run. A vector of true remaining useful life (RUL) values, which was also provided for the test data. The data is provided as a text file structured as tables with 26 columns of numbers, separated by spaces, cell arrays, and column vectors, in txt files. Each row is a snapshot of the data taken during a single operational cycle, and each column is a different variable. The columns correspond to the variables, to the table header of the data structure:

1) unit number
2) time, in cycles
3) operational setting 1
4) operational setting 2
5) operational setting 3
6) sensor measurement 1
7) sensor measurement 2
...
26) sensor measurement 26

The experimental scheme and the appropriate scenario belong to NASA, The Prognostics Center of Excellence (PCoE) at Ames Research Center, Turbofan Engine Degradation Simulation Data Set, [11], [16].

4. Results and Discussions

Data used here were received from NASA’s database, The Prognostics Center of Excellence (PCoE) at Ames Research Center, Turbofan Engine Degradation Simulation Data Set, [16], were preprocessed in Matlab (all the file functions designed for this algorithm was used in original form, same as definitions and statements were used in original form, [17], [18]), using the specific loadData helper function, which converts the text file, data in tables, in cell array files as well as in vector files. The basic file, "degradationData", is a cellular structure, with 100 cells, arranged vectorially in a single column. Each cell represents a table of numerical data, arranged in different numbers of rows (samples) and 26 columns. Rows represent a time sequence, i.e., a set of 26 values collected at a time, value according to the second column, "time". The columns represent the variables defined in Section “3. Experimental setup”: 1) unit number; 2) time, in cycles; 3) operational setting 1; 4) operational setting 2; 5) operational setting 3; 6) sensor measurement 1; 7) sensor measurement 2; ...; 26) sensor measurement 26.

Preprocessing in Matlab is a continuous process, so it is inappropriate to call it "pre", as definitions of variables, their processing, are performed throughout the workflow.

The converted data, from the table to the cell structure, "degradationData" with dimensions: 249x1 cells, is partitioned (using the cvpartition function) into data needed for training (200 of the 249 cells of the degradationData time series). A partition of this primary data (49 cells from degradationData) will be used for the validation process, to evaluate the performance of the procedure/algorithmm.

In figure 2 and figure 3, one can analyze the plots of data evolution for a group of 7 sensors/graph, on 2 samples, and 5 samples, respectively. This analysis is not very performant or efficient because there
Figure 2. Graphical representation of data evolution for a group of sensors, on 2 samples

Figure 3. Graphical representation of data evolution for a group of sensors, on 5 samples

are no obvious trends in data measurements. To have a clearer image, in mind, of the evolution/trend of the chart, to be able to highlight and extract clear trends of degradation, respectively marking the occurrence of any trend of failure, the three settings of the operations will be used (different, for each sensor). It should be noted that each member of the ensemble contains 3 operating conditions:
"op_setting_1", "op_setting_2" and "op_setting_3". First, the data will be extracted from each cell of the degradationData structure (249 cells, each cell is a table with 49473 rows and 26 columns), as column vectors, then these vectors will be concatenated into an extended table with 43352 rows and 26 columns. Then, from this table, with 49473 rows (samples) the data corresponding to the 3 columns of the operating conditions: "op_setting_1", "op_setting_2" and "op_setting_3" are extracted, and next will be grouped in an array with 49473 rows and 3 columns, by vertical concatenation.

Considering two working regimes: "clustering" and "normalization", there are three graphical representations captured in figures 4, 5, and 6, respectively, which can simplify the analysis of the evolution trend of the data collected from each sensor. Thus, figures 4 and 5 are valid for data processing in clustering mode, and the last of these two shows that the small distances between the different operating points, the centroids, coincide with the operating points (6 regimes, respectively, distinct operating points). The K-means algorithm is used to automatically locate the 6 clusters. Repeating the algorithm 5 times, and the results are identical: 0.377212.

Figure 4. The 6 operating points in clustering mode

Figure 5. The simultaneous plot of the clustering results and the identified cluster centroids (with "x" marker)
Figure 6 shows the trend of evolutions, mostly positive (increasing graph), of data collected from sensors # 2, # 3, # 4, #8, #9, #11, #13 and # 17. Graphical representations are now, after data normalization, more expressive and easy to be analyzed. This is the most important gain of the normalization operation.

Figure 6. Using the data normalized by the working regime, the degradation trends for some sensor measurements:

a) sensors #1 to #7

b) sensors #8 to #14

c) sensors #15 to #21
Figure 7 concentrates on two subfigures, the most trendable measurements, which in fact show a strongly increasing trend, in the evolution graph. Once the data has been normalized, the graphical representation is more obviously expressive.

![Figure 7. The selected most trendable sensor measurements](image)

Next, we’ll go to the creation of a health indicator, from fusing the measured data. A system is supposed to start behaving poorly, starting from a state of operation in accordance with the rules within which it was designed, called a state of "health". If one considers the state of health a function, the value 1 is assigned to the state of health at the beginning, and to the failure, the value zero is assigned to it. It can be considered that the health condition has a linear evolution, the degradation being linearly between 1 and 0. The measured and collected data will be fused with the 21 sensors in a so-called health indicator, based on similarity. Several models and fusing techniques can be used in this case, [11], [13], [17], [18]. Figure 8 shows the linear representation of evolutions in three cases: 5 samples, 25 samples, and 100 samples.
Figure 8. Three cases of the health condition evolution trend

The slope of the lines in Figure 8 is consistent with the rate of degradation of the systems represented by the data collected from the sensors. Linear regression, therefore, can be chosen as a model for Health
Condition Indicator, in which the data for characterizing the regressors are those corresponding to the sensors with the highest trendability: #2, #3, #4, #8, #9, #11, #13 and #17, plots in Figure 9.

Figure 9. Plots of the fused Health Condition Indicator for training data in three cases: 5 samples; 25 samples and 50 samples.
One may repeat the data normalization process and the sensor fusion process for the validation data set, figure 9.

Figure 10. Plots of the fused Health Condition Indicator for validation data in three cases: 10 samples; 25 samples and 49 samples

a) 10 samples

b) 25 samples

c) 49 samples
Figure 11. The RUL validation data truncated at 50% (red curve)

Figure 12. The predicted RUL (green vertical) compared to the true RUL (red vertical) and the probability density function (black curve) of the estimated RUL_{50%}

Figure 13. The RUL validation data truncated at 70% (red curve)

Figure 14. The predicted RUL (green vertical) compared to the true RUL (red vertical) and the probability density function (black curve) of the estimated RUL_{70%}

Figure 15. The RUL validation data truncated at 90% (red curve)

Figure 16. The predicted RUL (green vertical) compared to the true RUL (red vertical) and the probability density function (black curve) of the estimated RUL_{90%}
Using the training data, one can now build a model of Remaining Useful Life with residuals-based that is compared for fit compared to fused data, mathematically using a second-order polynomial curve. The fit error is calculated as the difference between the training data in the structure of the health indicator of the machine and the estimation data of the same health indicator of the machine. The residualSimilarityModel Matlab function is used to estimate the remaining RUL of a component with a similarity model based on the residual comparison. This method can be applied in this case because it has data sets that characterize degradation profiles for a set of similar components, with the same specifications, and the dynamics of the degradation process are known. This stage of the algorithm consists of two distinct steps: configuring the model (residualSimilarityModel) and comparing the data obtained in this model with the fused trained data. To similarity RUL model may evaluate in three partial data sets will be used, i.e., samples of 50%, 70%, and 90% of the previously determined validation set, to predict its RUL, figures 11 to 16.

![RUL Prediction Error using first 50% of each validation ensemble member](image1)

![RUL Prediction Error using first 70% of each validation ensemble member](image2)

![RUL Prediction Error using first 90% of each validation ensemble member](image3)

**Figure 17.** The histogram of the error versus probability distribution.

In figure 17 is represented the histogram of the error between estimated RUL and true RUL for each breakpoint with a probability distribution when the evaluation was made for all validation data.

5. Conclusion

In practice, a lot of applications and calculation systems, algorithms, and elaborate schemes for predicting the remaining useful life are used, [3], [4], [11], [16], [17], [18]. By definition, widely accepted, degradation models extrapolate past behavior to predict a future state. This type of RUL calculation fits a linear model, most often, or exponentially adapted to the degradation profile of a condition indicator (also called health indicator), taking into account the degradation profiles of the user as a whole. Then, for the training validation, the degradation profile of the test component is used to statistically calculate the time remaining until the indicator reaches a prescribed threshold. These models are most useful when there is a known value of the status indicator indicating a fault. Of the two available types of degradation models: the linear degradation model (linearDegradationModel) and the exponential degradation model (exponentialDegradationModel), the first model was used in the paper, as the collected data have a linear degradation profile (using statistical procedures) and the degradation type is not cumulative. The computational algorithm used here briefly states that after the degradation model is created, or the data are preprocessed so that it meets the degradation profile, the model is initialized using historical health data of an assembly with similar components, such as many machines,
or equipment, manufactured to the same specifications, to do this, a specific fit function is used, after which appropriate calculations can determine it, predicted RUL of similar components using predictRUL.
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