ResUNet-a: a deep learning framework for semantic segmentation of remotely sensed data
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Abstract

Scene understanding of high resolution aerial images is of great importance for the task of automated monitoring in various remote sensing applications. Due to the large within-class and small between-class variance in pixel values of objects of interest, this remains a challenging task. In recent years, deep convolutional neural networks have started being used in remote sensing applications and demonstrate state of the art performance for pixel level classification of objects. Here we present a novel deep learning architecture, ResUNet-a, that combines ideas from various state of the art modules used in computer vision for semantic segmentation tasks. We analyse the performance of several flavours of the Generalized Dice loss for semantic segmentation, and we introduce a novel variant loss function for semantic segmentation of objects that has better convergence properties and behaves well even under the presence of highly imbalanced classes. The performance of our modeling framework is evaluated on the ISPRS 2D Potsdam dataset. Results show state-of-the-art performance with an average F1 score of 92.9\% over all classes for our best model.
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1. Introduction

Semantic labelling of very high resolution (VHR) remotely-sensed images, \textit{i.e.}, the task of assigning a category to every pixel in an image, is of great interest for a wide range of urban applications including land-use planning, infrastructure management, as well as urban sprawl detection (Matikainen and Karila, 2011; Zhang and Seto, 2011; Lu et al., 2017; Goldblatt et al., 2018). Labelling tasks generally focus on extracting one specific category, \textit{e.g.}, building, road, or certain vegetation types (Li et al., 2015; Cheng et al., 2017; Wen et al., 2017), or multiple classes all together (Paisitkriangkrai et al., 2016; Långkvist et al., 2016; Liu et al., 2018; Marmanis et al., 2018).

Extracting spatially consistent information in urban environments from remotely-sensed imagery remains particularly challenging for two main reasons. First, urban classes often display a high within-class variability and a low between-class variability. On the one hand, man-made objects of the same semantic class are often built in different materials and with different structures, leading to an incredible diversity of colors, sizes, shapes, and textures. On the other hand, semantically-different man-made objects can present similar characteristics, \textit{e.g.}, cement rooftops, cement sidewalks, and cement roads. Therefore, objects with similar spectral signatures can belong to completely different classes. Second, the intricate three-dimensional structure of urban environments is favourable to interactions between these objects, \textit{e.g.}, through occlusions and cast shadows.

Circumventing these issues requires going beyond the sole use of spectral information and including geometric elements of the urban class appearance such as pattern, shape, size, context, and orientation. Nonetheless, pixel-based classifications still fail to satisfy the accuracy requirements because they are affected by the salt-and-pepper effect and cannot fully exploit the rich information content of VHR data (Myint et al., 2011; Li and Shao, 2014). GEographic Object-Based Imagery Analysis (GEOBIA) is an alternative image processing approach that seeks to group pixels into meaningful objects based on specified parameters (Blaschke et al., 2014). Popular image segmentation algorithm in remote sensing include watershed segmentation (Vincent and Soille, 1991), multi-resolution segmentation (Baatz and Schäpe, 2000) and mean-shift segmentation (Comaniciu and Meer, 2002). In addition, GEOBIA also allows to compute additional attributes related to the texture, context, and shape of the objects, which can then be added to the classification feature set. However, there is no universally-accepted method to identify the segmentation parameters that provide optimal pixel grouping, which implies the GEOBIA is still highly interactive and includes subjective trial-and-error methods and arbitrary decisions. Furthermore, image segmentation might fail to simultaneously address the wide range of object sizes that one typically encounters in urban landscapes ranging from finely structure objects such as cars and trees to larger objects such as buildings. Another drawback is that GEOBIA relies on pre-selected features for which the maximum attainable accuracy is \textit{a priori} unknown. While several methods have been devised to extract and select features, these methods are not themselves learned from the data, and are thus potentially sub-optimal.

In recent years, deep learning methods and Convolutional Neural Networks (CNNs) in particular (LeCun et al., 1989)
have surpassed traditional methods in various computer vision tasks, such as object detection, semantic, and instance segmentation (see Rawat and Wang, 2017, for a comprehensive review). Some of the key advantages of CNN-based algorithms is that they provide end-to-end solutions, that require minimal feature engineering which offer greater generalization capabilities. They also perform object-based classification, i.e., they take into account features that characterize entire image objects, thereby reducing the salt-and-pepper effect that affects conventional classifiers.

Our approach to annotate image pixels with class labels is object-based, that is, the algorithm extracts characteristic features from whole (or parts of) objects that exist in images such as cars, trees, or corners of buildings and assigns a vector of class probabilities to each pixel. In contrast, using standard classifiers such as random forests, the probability of each class per pixel is based on features inherent in the spectral signature only. Features based on spectral signatures contain less information than features based on objects. For example, looking at a car we understand not only it’s spectral features (color) but also how these vary as well as the extent these occupy in an image. In addition, we understand that it is more probable a car to be surrounded by pixels belonging to a road, and less probable to be surrounded by pixels belonging to buildings. In the field of computer vision, there is a vast literature on various modules used in convolutional neural networks that make use of this idea of "per object classification". These modules, such as atrous convolutions (Chen et al., 2016) and pyramid pooling (He et al., 2014; Zhao et al., 2017), boost the algorithmic performance on semantic segmentation tasks. In addition, after the residual networks era (He et al., 2015) it is now possible to train deeper neural networks avoiding to a great extent the problem of vanishing (or exploding) gradients.

Here, we introduce a novel Fully Convolutional Network (FCN) for semantic segmentation, termed ResUNet-a . This network combines ideas distilled from computer vision applications of deep learning, and demonstrates competitive performance. In addition, we describe a modeling framework consisting of a new loss function that behaves well for semantic segmentation problems with class imbalance as well as for regression problems. In summary, the main contributions of this paper are the following:

1. A novel architecture for understanding and labeling very high resolution images. The architecture combines many state-of-the-art components that boost the performance of per-pixel classification. We present two variants of the basic architecture, a single task and a multi-task one.

2. We analyze the performance of various flavours of the Dice coefficient for semantic segmentation. Based on our findings, we introduce a variant of the Dice loss function that speeds up the convergence of semantic segmentation tasks and improves performance. Our results indicate that the new loss function behaves well even when there is a large class imbalance. This loss can also be used for continuous variables when the target domain of values is in the range [0,1].

In addition, we also present a data augmentation methodology, where the input is viewed in multiple scales during training by the algorithm, that improves performance and avoids overfitting. The performance of ResUNet-a was tested using the Potsdam data set made available through the ISPRS competition (ISPRS). Validation results show that ResUNet-a achieves state-of-the-art results.

This article is organized as follows. In section 2 we provide a short review of related work on the topic of semantic segmentation focused on the field of remote sensing. In section 3, we detail the model architecture and the modeling framework. Section 4 describes the data set we used for training our algorithm. In section 5 we provide an experimental analysis that justifies the design choices for our modeling framework. Finally, section 6 presents the performance evaluation of our algorithm and comparison with other published results. Readers are referred to sections Appendix A for a description of our software implementation and hardware configurations, and to section Appendix B for the full error maps on unseen test data.

2. Related Work

The task of semantic segmentation has attracted significant interest in the latest years, not only in the field of computer vision community but also in other disciplines (e.g. biomedical imaging, remote sensing) where automated annotation of images is an important process. In particular, specialized techniques have been developed over different disciplines, since there are task-specific peculiarities that the community of computer vision does not have to address (and vice versa).

Starting from the computer vision community, when first introduced, Fully Convolutional Networks (hereafter FCN) for semantic segmentation (Long et al., 2014), improved the state of the art by a significant margin (20% relative improvement over the state of the art on the PASCAL VOC (Everingham et al., 2010) 2011 and 2012 test sets). The authors replaced the last fully connected layers with convolutional layers. The original resolution was achieved with a combination of upsampling and skip connections. Additional improvements have been presented with the use of deelab models (Chen et al., 2016, 2017), that first showcased the importance of atrous convolutions for the task of semantic segmentation. Their model uses also a conditioned random field as a post processing step in order to refine the final segmentation. A significant contribution in the field of computer vision came from the community of biomedical imaging and in particular, the U-Net architecture (Ronneberger et al., 2015) that introduced the encoder-decoder paradigm, for upsampling gradually from lower size features to the original image size. Currently, the state of the art on the computer vision datasets is considered to be mask-rcnn (He et al., 2017), that performs various tasks (object localization, semantic segmentation, instance segmentation, pose estimation etc). A key element of the success of this architecture is its multitasking nature.

There has been a quick uptake of the approach in the remote sensing community and various solutions based on deep learning have been presented recently (e.g., Audebert et al.,
transform coded in our models:

3.1. Architecture (section 3.4). The training strategy and software implementation we followed on performing inference on large images faster convergence and higher performance (section 3.2), data in full detail (section 3.1), a novel loss function design to achieve the art performance on the ISPRS Potsdam and Vaihingen data. The authors, utilized a dense-unet like architecture, where they also incorporated group convolutions to process independently the Digital Surface Model from the true orthophoto, presenting an interesting data fusion approach. Liu et al. (2018) introduced the CASIA network, that consists of a deep encoder and self-cascaded convolutional units. The architecture achieved state of the art performance on the ISPRS Potsdam and Vaihingen data. This architecture departs from the traditional encoder-decoder prototype and can utilize pre-trained networks.

3. The ResUNet-a framework

In this section, we introduce the architecture of ResUNet-a in full detail (section 3.1), a novel loss function design to achieve faster convergence and higher performance (section 3.2), data augmentation methodology (section 3.3) as well as the methodology we followed on performing inference on large images (section 3.4). The training strategy and software implementation characteristics can be found in Appendix A.

3.1. Architecture

Our architecture combines the following set of modules encoded in our models:

1. A UNet (Ronneberger et al., 2015) backbone architecture, i.e., the encoder-decoder paradigm, is selected for smooth and gradual transitions from the image to the segmentation mask.

2. To achieve consistent training as the depth of the network increases, the building blocks of the U-Net architecture were replaced with modified residual blocks of convolutional layers (He et al., 2016). Residual blocks remove to a great extent the problem of vanishing and exploding gradients that is present in deep architectures.

3. For better understanding across scales, multiple parallel atrous convolutions (Chen et al., 2016, 2017) with different dilation rates are employed within each residual building block. Although it is not completely clear why atrous convolutions perform well, the intuition behind their usage is that they increase the receptive field of each layer. The rationale of using these multiple-scale layers is to extract object features at various receptive field scales. The hope is that this will improve performance by identifying correlations between objects at different locations in the image.

4. In order to enhance the performance of the network by including background context information we use the pyramid scene parsing pooling (Zhao et al., 2017) layer. In shallow architectures, where the last layer of the encoder has a size no less than 16x16 pixels, we use this layer in two locations within the architecture: after the encoder part (i.e., middle of the network) and the second last layer before the creation of the segmentation mask. For deeper architectures, we use this layer only close to the last output layer.

5. In addition to the standard architecture that has a single segmentation mask layer as output, we also present two models where we perform multi-task learning. The algorithm learns simultaneously four complementary tasks. The first is the segmentation mask. The second is the common boundary between the segmentation masks that is known to improve performance for semantic segmentation (Bertasius et al., 2015; Marmanis et al., 2018). The third is the distance transform (Borgefors, 1986) of the segmentation mask. The fourth is the actual colored image, in HSV color space. That is, the identity transform of the content, but in a different color space.

We term our network ResUNet-a because it consists of residual building blocks with multiple atrous convolutions and a UNet backbone architecture. We present two basic architectures, ResUNet-a d6 and ResUNet-a d7, that differ in their depth, i.e. the total number of layers. In ResUNet-a d6 the encoder part consists of six ResBlock-a building blocks followed by a PSPPooling layer. In ResUNet-a d7 the encoder consists of seven ResBlock-a building blocks. For each of the d6 or d7 models, there are also three different output possibilities: a single task segmentation layer, a multi-task layer (mstk), and a conditioned multi-task output layer (cmtsk). The difference between the mstk and cmtsk output layers is how the various complementary tasks (i.e. the boundary, the distance map, and the color) are used for the determination of the main target task, which is the semantic segmentation prediction. In the following we present in detail these models, starting from the basic ResUNet-a d6.

3.1.1. ResUNet-a

The ResUNet-a d6 network consists of stacked layers of modified residual building blocks (ResBlock-a), in an encoder-decoder style (UNet). The input is initially subjected to a convolution layer of kernel size (1, 1) to increase the number of features to the desired initial filter size. A (1, 1) convolution layer was used in order to avoid any information loss from the initial image by summarizing features across pixels with a larger kernel. Then follow the residual blocks. In each residual block (Fig. 1b), we used as many as three in parallel atrous convolutions in addition to the standard set of two convolutions of the residual network architecture, i.e., there were up to four parallel branches of sets of two stacked convolutional layers. After the convolutions, the output is added to the initial input in the
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Figure 1: Overview of the ResUNet-a d6 network. (a) The left (downward) branch is the encoder part of the architecture. The right (upward) branch is the decoder. The last convolutional layer has as many channels as there are distinct classes. (b) Building block of the ResUNet-a network. Each unit within the residual block has the same number of filters with all other units. Here \( d_1, \ldots, d_n \) designate different dilation rates, (c) Pyramid scene parsing pooling layer. Pooling takes place in \( 1/1, 1/2, 1/4 \) and \( 1/8 \) portions of the original image.

spirit of residual building blocks. We decided to sum the various atrous branches (instead of concatenating them) because it is known that the residual blocks of two successive convolutional layers demonstrate constant condition number of the Hessian of the loss function, irrespective of the depth of the network Li et al. (2016). Therefore the summation scheme is easier to train (in comparison with the concatenation of features). In the encoder part of the network, the output of each of the residual blocks is downsampled with a convolution of kernel size of one and stride of two. At the end of both the encoder and the decoder part, there exists a PSPooling operator (Zhao et al., 2017). In the PSPooling operator (Fig. 1c), the initial input is split in channel (feature) space in 4 equal partitions. Then we perform max pooling operation in successive splits of the input layer, in 1, 4, 16 and 64 partitions. Note that in the middle layer (Layer 13 has size: \([\text{batch size}] \times 1024 \times 8 \times 8\)), the split of 64 corresponds to the actual total size of the input (so we have no additional gain with respect to max pooling from the last split). In Fig. 1a we present the full architecture of ResUNet-a (see also Table 1). In the decoder part, the upsampling is being done with the use of nearest neighbours interpolation followed by a normed convolution with a kernel size of one. By normed convolution, denoted with Conv2DN, we mean a set of a single 2D convolution followed by a BatchNorm layer. This approach for increasing the resolution of the convolution features was used in order to avoid the checkerboard artifact in the segmentation mask (Odena et al., 2016). The combination of layers from the encoder and decoder parts is being performed with the Combine layer (Table 2). This module concatenates the two inputs and subjects them to a normed convolution that brings the number of features to the desired size.

The ResUNet-a d7 model is deeper than the corresponding d6 model, by one resunet building block both in the encoder and decoder parts. We have tested two versions of this deeper architecture that differ in the way the pooling takes place in the middle of the network. In version 1 (hereafter d7v1) the PSPooling Layer (Layer 13) is replaced with one additional building block, that is a standard resnet block (see Table 3 for
3.1.2. Multitasking ResUNet-a

This version of ResUNet-a replaces the last layer (Layer 31) with a multitasking block (Fig. 2). The multiple tasks are complementary. These are (a) the prediction of the semantic segmentation mask, (b) the detection of the common

| Layer # | Layer Type                      |
|---------|---------------------------------|
| 1       | Input                           |
| 2       | RelU(Input1)                     |
| 3       | Concat(Layer2,Input2)            |
| 3       | Conv2D(k=1,d=1,s=1)             |

Table 3: Details of the replacement of the middle PSPPooling layer (Layer 13 from Table 1) for the ResUNet-a d7 model.

| Layer # | Layer Type                      |
|---------|---------------------------------|
|         | input                           |
|         | Layer 12                        |
|         | A                               |
|         | Conv2D(f=2048,k=1,d=1,s=2)      |
|         | B                               |
|         | ResBlock-a(f=2048,k=3,d=1,s=1)  |
|         | C                               |
|         | MaxPooling(kernel=2,stride=2)   |
|         | D                               |
|         | UpSample(Layer C)               |
|         | E                               |
|         | Concat(Layer D, Layer 12)       |
|         | F                               |
|         | Conv2D(f=2048,kernel=1)         |

Figure 2: Multi-task output layer of the ResUNet-a network. Referring to the example of ResUNet-a d6, Layers 29, 30 and 31 are replaced with one of two variants of the multi-task layer. The first one, the conditioned multitask layer, combines the various intermediate products progressively so as the final segmentation layer to take a “decision” based on inference from previous results. The simple multi-task layer keeps the tasks independent.

3.1.1.2. Multitasking ResUNet-a

This version of ResUNet-a replaces the last layer (Layer 31) with a multitasking block (Fig. 2). The multiple tasks are complementary. These are (a) the prediction of the semantic segmentation mask, (b) the detection of the common

| Layer # | Layer Type                      |
|---------|---------------------------------|
| 1       | Conv2D(f=32,k=1,d=1,s=1)        |
| 2       | ResBlock-a(f=32,k=3,d=[1,3,15,31],s=1) |
| 3       | Conv2D(f=64,k=1,d=1,s=2)        |
| 4       | ResBlock-a(f=64,k=3,d=[1,3,15,31],s=1) |
| 5       | Conv2D(f=128,k=1,d=1,s=2)       |
| 6       | ResBlock-a(f=128,k=3,d=[1,3,15],s=1) |
| 7       | Conv2D(f=256,k=1,d=1,s=2)       |
| 8       | ResBlock-a(f=256,k=3,d=[1,3,15],s=1) |
| 9       | Conv2D(f=512,k=1,d=1,s=2)       |
| 10      | ResBlock-a(f=512,k=3,d=1,s=1)    |
| 11      | Conv2D(f=1024,k=1,d=1,s=2)      |
| 12      | ResBlock-a(f=1024,k=3,d=1,s=1)   |
| 13      | PSPPooling                      |
| 14      | UpSample(f=512)                 |
| 15      | Combine(f=512, Layers 14 & 10)  |
| 16      | ResBlock-a(f=512,k=3,d=1,s=1)    |
| 17      | UpSample(f=256)                 |
| 18      | Combine(f=256, Layers 17 & 8)   |
| 19      | ResBlock-a(f=256,k=3,d=1,s=1)    |
| 20      | UpSample(f=128)                 |
| 21      | Combine(f=128, Layers 20 & 6)   |
| 22      | ResBlock-a(f=128,k=3,d=1,s=1)    |
| 23      | UpSample(f=64)                  |
| 24      | Combine(f=64, Layers 23 & 4)    |
| 25      | ResBlock-a(f=64,k=3,d=1,s=1)     |
| 26      | UpSample(f=32)                  |
| 27      | Combine(f=32, Layers 26 & 2)    |
| 28      | ResBlock-a(f=32,k=3,d=1,s=1)     |
| 29      | Combine(f=32, Layers 28 & 1)    |
| 30      | PSPPooling                      |
| 31      | Conv2D(f=NCasses,k=1,d=1,s=1)    |
| 32      | Softmax(dim = 1)                |

Table 1: Details of the ResUNet-a layers for the d6 model. Here f stands for the number of output channels (or features, the input number of features is deduced from the previous layers). k is the convolution kernel size. d is the dilation rate, s the stride of the convolution operation. In all convolution operations we used appropriate zero padding to keep the dimensions of the produced feature maps equal to the input feature map (unless downsampling).
boundaries between classes, (c) the reconstruction of the distance map and (e) the reconstruction of the original image in HSV color space. Our choice of using a different color space than the original input was guided by the principle that: (a) we wanted to avoid the identity transform in order to exclude the algorithm recovering trivial solutions and (b) the HSV (or HSL) colorspace matches closely the human perception of color. A. Vadivel (2005). It is important to note that these additional labels are derived using standard computer vision libraries from the initial image and segmentation mask, without the need for additional information (e.g. separately annotated boundaries). The idea here is that all these tasks are complementary and should help the target task that we are after. Indeed, the distance map provides information for the topological connectivity of the segmentation mask as well as the extent of the objects (for example if we have an image with a “car” (object class) on a “road” (another object class), then the ground truth of the mask of the “road” will have a hole exactly to the location of the pixels corresponding to the “car” object). The boundary helps in better understanding the extent of the segmentation mask. Finally, the colorspace transformation provides additional information for the correlation between color variations and object extent. It also helps to keep “alive” the information of the fine details of the original image to its full extent until the final output layer. The rationale here is similar with the idea behind the concatenation of higher order features (first layers) with lower order features that exist in the UNet backbone architecture: the encoder layers have finer details about the original image as the corresponding tensor index notation, i.e

$$\{p_i \mid i \in \mathbb{R}\} : \mathbb{R}^2 \rightarrow [0, 1].$$

The gradients however, of these loss functions behave differently for gradient based optimization, i.e., for deep learning applications, as demonstrated in Milletari et al. (2016). In the remainder of this paper, we call Dice loss, the loss function with the functional form with the summation of probabilities and labels in the denominator (Eq. 1). We also use the name Tanimoto for the $D_3$ loss function (Eq. 3) and designate it with the letter $T \equiv D_3$.

We found empirically that the loss functions containing squares in the denominator behave better in pointing to the ground truth.
irrespective of the random initial configuration of weights. In addition, we found that we can achieve faster training convergence by complementing the loss with a dual form that measures the overlap area of the complement of the regions of interest. That is, if \( p_i \) measures the probability of the \( i \)th pixel to belong in class \( l \), the complement loss is defined as \( T(1 - p_i, 1 - l_i) \), where the subtraction is performed element-wise, e.g. \( 1 - p_i = \{1 - p_1, 1 - p_2, \ldots, 1 - p_n\} \) etc. The intuition behind the usage of the complement in the loss function comes from the fact that the numerator of the Dice coefficient, \( \sum p_i l_i \), can be viewed as an inner product between the probability vector, \( p = [p_i] \) and the ground truth label vector, \( l = [l_i] \). Then, the part of the probabilities vector, \( p_i \), that corresponds to the elements of the label vector, \( l_i \), that have zero entries, does not alter the value of the inner product\(^4\). We, therefore, propose that the best flow of gradients (hence faster training) is achieved using as a loss function the average of \( T(p_i, l_i) \) with its complement, \( T(1 - p_i, 1 - l_i) \):

\[
\bar{T}(p_i, l_i) = \frac{T(p_i, l_i) + T(1 - p_i, 1 - l_i)}{2}.
\]

3.2.2. Experimental comparison with other Dice loss functions

In order to justify these choices, we present an example with a single 2D ground truth vector, \( l = (1, 0) \), and a vector of probabilities \( p = (p_x, p_y) \in \{0, 1\}^2 \). We consider the following six loss functions:

1. the Dice coefficient, \( D_1(p_i, l_i) \) (Eq. 1)
2. the Dice coefficient with its complement:

\[
\bar{D}_1(p_i, l_i) = (D_1(p_i, l_i) + D_1(1 - p_i, 1 - l_i))/2
\]

3. The Dice coefficient \( D_2(p_i, l_i) \) (Eq. 2).
4. the Dice coefficient with its complement, \( \bar{D}_2 \).
5. the Tanimoto coefficient, \( T(p_i, l_i) \) (Eq. 3).
6. the Tanimoto coefficient with its complement, \( \bar{T}(p_i, l_i) \) (Eq. 4).

In Fig. 3 we present the gradient fields of the various loss functions (top panels), as well as the Laplacians of these (i.e. 2nd order derivatives, bottom panels). The ground truth is marked with a black dot. What is important in these plots is that for a random initialization of the weights for a neural network, the loss function will take a (random) value in the area within \([0, 1]^2\). The quality of the loss function then, as a suitable criterion for training deep learning models, is whether the gradients, from every point of the area in the plot, direct the solution towards the ground truth point. Intuitively we also expect that the behavior of the gradients is even better, if the local extrema of the loss on the ground truth, is also a local extremum of the Laplacian of the loss. As it is evident from Fig. 3 this is not the case for all loss functions.

In more detail, in Fig. 3a, we plot the gradient field of the Dice coefficient based loss, \( D_1(p_i, l_i) \), in Fig. 3b the Dice loss with its complement, \( \bar{D}_1(p_i, l_i) \). From Fig. 3a, it is evident that for a random initialization (which is often the case in deep learning) at some point \((p_x, p_y)\), the gradients of the loss with respect to \( p_x, p_y \) will not necessary direct to the ground truth point \((1, 0)\). In this respect, the generalized Dice loss with complement (Fig. 3b) behaves better. However, it is apparent that the gradient flow lines do not pass through the ground truth point for all possible pairs of values \((p_x, p_y)\). In Fig 3c, we present the second functional form of the dice loss, \( D_2 \) and in Fig. 3d the dice with complement \( \bar{D}_2 \). In Fig 3e, we present the Tanimoto-based loss, i.e. \( D_3 \), and in Fig. 3f the Tanimoto with complement, \( \bar{T} \). In all these cases, the gradient flow lines pass through the ground truth point. However, the functional forms

\(\text{Figure 3: Contour plots of the gradient flow (top row) and Laplacian operator (bottom row) for the various versions of the Dice loss functions (Eq 1–3), } D_1, \text{ as well as the functional forms with complements, } \bar{D}_1. \text{ The black dot corresponds to the ground truth value (1,0). From left to right we have a) } D_1, b) D_1, c) D_2, d) D_2, e) D_3, f) \bar{D}_3. \text{ The bottom panels, (g) – (l) are the corresponding Laplacian operators of these.}\)
with complement, \( D_2, \hat{T} \), have the gradient lines flow straight towards the ground truth irrespective of the (random) initialization point. The Laplacians of these loss functions are presented in the panels Fig. 3g - Fig. 3l. It is clear that the extremum of the Laplacian operator is closer to the ground truth values only for the cases where we consider the loss functions with complement. In addition, the Tanimoto with complement has steeper gradients close to the ground truth. Interestingly, the Laplacian of the Tanimoto functional form \( (D_3) \) has extremum values closer to the ground truth point in comparison with the \( D_2 \) functional form.

In summary, the Tanimoto loss with complement has gradient flow lines that are straight lines (geodesics, i.e. they follow the shortest path) pointing to the ground truth from any random initialization point, and the second order derivative has extremum on the location of the ground truth. This demonstrates, according to our opinion, the superiority of the Tanimoto with complement as a loss function, among the family of loss functions based on the Dice coefficient, for training deep learning models.

### 3.2.3. Tanimoto with complement as a regression loss

It should be stressed, that if we restrict the output of the neural network in the range \([0, 1]\) (with the use of softmax or sigmoid activations) then the Tanimoto loss can be used to recover also continuous variables in the range \([0, 1]\). In Fig. 4 we present an example of this, for a ground truth vector of \( l = (0.25, 0.85) \). In the top panels, we plot the gradient flow of the Tanimoto (left) and Tanimoto with complement (right) functions. In the bottom panels, we plot the corresponding functions obtained after applying the Laplacian operator to the loss functions. This is an appealing property for the case of multi-task learning, where one of the complementary goals is a continuous loss function. The reason being that the gradients of these components will have similar magnitude scale and the training will be equally balanced to all complementary tasks. In contrast, when we use different functional form functions for different tasks in the optimization, we have to explicitly balance the gradients of the different components, with the extra cost of having to find the additional hyperparameter(s). For example, assuming we have two complementary tasks described by different functional form functions, \( L_1 \) and \( L_2 \), then the total loss must be balanced with the usage of some (unknown) hyperparameter \( a \) that needs to be calculated: \( L_{\text{total}} = L_1 + aL_2 \).

In Fig. 5 we plot the gradient flow for three different members of the Dice family loss functional forms. From left to right we plot the standard Dice loss \( (D_1, \text{Eq. (1)}, \text{Sudre et al. 2017}) \), Dice loss with squares in the denominator \( (D_2, \text{Eq. (2)}, \text{Milletari et al. 2016}) \), Tanimoto with complement \( (\text{Eq. (4)}, \text{this work}) \). The “ground truth” \((0.5, 0.5)\) is represented with a black dot. In contrast, the Dice loss \( D_1 \) is not suitable for this usage, while \( D_2 \) has a clear asymmetry that affects the gradients magnitude around the ground truth.

**Figure 4**: Top panels: gradient flow of the Tanimoto (top left) and Tanimoto with complement (top right) loss functions for a continuous target value. Bottom panels: corresponding Laplacian of the gradients. The “ground truth”, \((0.25, 0.85)\) is represented with a black dot.

**Figure 5**: Gradient flow of the Dice family of losses for three different functional forms. From left to right: standard Dice loss \( (D_1, \text{Eq. (1)}, \text{Sudre et al. 2017}) \), Dice loss with squares in the denominator \( (D_2, \text{Eq. (2)}, \text{Milletari et al. 2016}) \), Tanimoto with complement \( (\text{Eq. (4)}, \text{this work}) \). The “ground truth”, \((0.5, 0.5)\) is represented with a black dot. It is clear that Tanimoto with complement has gradient flow (i.e. gradient magnitudes and direction) that is symmetric around the ground truth point, thus making it suitable for continuous regression problems. In contrast the Dice loss \( D_1 \) is not suitable for this usage, while \( D_2 \) has a clear asymmetry that affects the gradients magnitude around the ground truth.

**3.2.4. Generalization to multiclass imbalanced problems**

Following the Dice loss modification of Sudre et al. (2017) for including weights per class, we generalize the Tanimoto loss for multi-class labelling of images:

\[
T(p_{ij}, l_{ij}) = \frac{\sum_{j=1}^{N_{\text{class}}} w_j \sum_{i=1}^{N_{\text{pixel}}} p_{ij} l_{ij}}{\sum_{j=1}^{N_{\text{class}}} w_j \sum_{i=1}^{N_{\text{pixel}}} (p_{ij}^2 + l_{ij}^2 - p_{ij} l_{ij})}
\]

(5)

Here \( w_j \) are the weights per class \( J \), \( p_{ij} \) is the probability of pixel \( i \) belonging to class \( J \) and \( l_{ij} \) is the label of pixel \( i \) belonging to class \( J \). Weights are derived following the inverse
“volume” weighting scheme per Crum et al. (2006):

\[ w_j = V_j^2, \]

where \( V_j \) is the total sum of true positives per class \( J \), \( V_j = \sum_{l=1}^{N_{\text{pixels}}} l_{ij} \). In the following we will exclusively use the weighted Tanimoto (Eq. 5) with complement. \( \tilde{T}(p_{ij}, l_{ij}) = (T(p_{ij}, l_{ij}) + T(1 - p_{ij}, 1 - l_{ij}))/2 \), and we will refer to it simply as the Tanimoto loss.

### 3.3. Data augmentation

To avoid overfitting, we relied on geometric data augmentation so that, in each iteration, the algorithm never sees the exact same set of images (i.e. the batch of images is always different). Each pair of image and ground truth mask are rotated at a random angle, with a random centre and zoomed in/out according to a random scale factor. The parts of the image that are left out from the frame after the transformation are filled in with reflect padding. This data augmentation methodology is particularly useful for aerial images of urban areas due to the high degree of reflect symmetry these areas have by design. We also used random reflections in \( x, y \) directions as an additional data augmentation routine.

The regularization approach is illustrated in Fig. 6 for a single datum of the ISPRS Potsdam dataset (top row, FoV x 4 dataset). From left to right, we show the false color infrared image of a 256x256 image patch, the corresponding digital elevation model, and the ground truth mask. In rows 2-4, we provide examples of the random transformations of the original image. By exposing the algorithm to different perspectives of the same objects scenery, we encode the prior knowledge that the algorithm should be able to identify the objects for all possible affine transformations. That is, we make the segmentation task invariant in affine transformations. This is quite similar to the functionality of the Spatial Transformer Network (Jaderberg et al., 2015), with the difference that this information is hardcoded in the data rather than the internal layers of the network. It should be noted that several authors report performance gains when they use inputs viewed at different scales, e.g., Audebert et al. (2016) and Yang et al. (2018).

### 3.4. Inference methodology

In this section, we detail the approach we followed for performing inference over large true orthophoto that exceeds the 256x256 size of the image patches we use during training.

As detailed in the introduction, FCNs such as ResUNet-a use contextual information to increase their performance. In practice, this means that in a single 256x256 window for inference, the pixels that are closer to the edges will not be classified as confidently as the ones close to the center because more contextual information is available to central pixels. Indeed, contextual information for the edge pixels is limited since there is no information outside the boundaries of the image patch. To further improve the performance of the algorithm and provide seamless segmentation masks, the inference is enhanced with multiple overlapping inference windows. This is like deciding on the classification result from multiple views (sliding windows) of the same objects. This type of approach is also used for large-scale land cover classification to combine classification in a seamless map (Lambert et al., 2016; Waldner et al., 2017).

Practically, we perform multiple overlapping windows passes over the whole tile and store the class probabilities for each pixel and each pass. The final class probability vector \((\hat{p}_i(x, y))\) is obtained using the average of all the prediction views. The sliding window has size equal to the tile dimensions (256x256), however, we step through the whole image in strides of 256/4 = 64 pixels, in order to get multiple inference probabilities for each pixel. In order to account for the lack of information outside the tile boundaries, we pad each tile with reflect padding at a size equal to 256/2 = 128 pixels (Ronneberger et al., 2015).
4. Data and preprocessing

We sourced data from the ISPRS 2D Semantic Labelling Challenge and in particular the Potsdam data set (ISPRS). The data consist of a set of true orthophoto (TOP) extracted from a larger mosaic, and a Digital Surface Model (DSM). The TOP consists of the four spectral bands in the visible (VIS; red (R), green (G), and blue (G)) and in the near infrared (NIR) and the ground sampling distance is 5 cm. The normalized DSM layer provides information on the height of each pixel as the ground elevation was subtracted. The four spectral bands (VISNIR) and the normalized DSM were stacked (VISNIR+DSM) to be used to train the semantic segmentation models. The labels consist of six classes, namely impervious surfaces, buildings, cars, low vegetation, trees, and background.

Unlike conventional pixel-based (e.g. random forests) or GEOBIA approaches, CNNs have the ability to “see” image objects in their contexts, which provides additional information to discriminate between classes. Thus, working with large image patches maximizes the competitive advantage of CNNs, however, limits to the maximum patch size are dictated by memory restrictions of the GPU hardware. We have created two versions of the training data. In the first version, we resampled the image tiles to half their original resolution and extracted image patches of size 256x256 pixels to train the network. The reduction of the original tile size to half was decided with the mindset that we can include more context information per image patch. This resulted in image patches with four times larger Field of View (hereafter FoV) for the same 256x256 patch size. We will refer to this dataset as FoV×1 as it includes 4 times larger Field of View (area) in a single 256x256 image patch (in comparison with 256x256 image patches extracted directly from the original unscaled dataset). In the second version of the training data, we kept the full resolution tiles and again extracted image patches of size 256x256 pixels. We will refer to this dataset as FoV×4. The 256x256 image patch size was the maximum size that the memory capacity of our hardware configuration could handle (see Appendix A) so as to process a meaningfully large batch of datums. Each of the 256x256 patches used for training was extracted from a sliding window swiped over the whole tile at a stride, i.e., step, of 128 pixels. This approach guarantees that all pixels at the edge of a patch become central pixels in subsequent patches. After slicing the original images, we split the 256x256 patches into a training set, a validation set, and a test set with the following ratios: 0.8-0.1-0.1.

The purpose of the two distinct datasets is: the FoV×4 is useful in order to understand how much (if any) the increased context information improves the performance of the algorithm. It also allows us to perform more experiments much faster due to the decreased volume of data. The FoV×4 dataset is approximately ~50GB, with ~10k of pairs of images, masks. The FoV×1 has volume size of ~250GB, and ~40k pairs of images, masks. In addition, the FoV×4 is a useful benchmark on how the algorithm behaves with a smaller amount of data than the one provided. Finally, the FoV×1 version is used in order to compare the performance of our architecture with other published results.

4.1. Accuracy assessment

For each tile of the test set, we constructed the confusion matrix and extracted the several accuracy metrics such as the overall accuracy (OA), the precision, the recall, and the F1-score ($F_1$):

$$\text{OA} = \frac{TP + TN}{FP + FN}$$

$$\text{precision} = \frac{TP}{TP + FP}$$

$$\text{recall} = \frac{TP}{TP + FN}$$

$$F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$$

where $TP$, $FP$, $FN$, and $TN$ are the true positive, false positive, false negative and true negative classifications, respectively.

In addition, for the validation dataset (for which we have ground truth labels), we use the Matthews Correlation Coefficient (hereafter MCC, Matthews 1975):

$$\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

5. Architecture and Tanimoto loss experimental analysis

In this section, we perform an experimental analysis of the ResUnet-a architecture as well as the performance of the Tanimoto with complement loss function.

5.1. Architecture ablation study

In this section, we design two experiments in order to evaluate the performance of the various modules that we use in the ResUnet-a architecture. In these experiments we used the FoV×1 dataset, as this is the dataset that will be the ultimate testbed of ResUnet-a performance against other modeling frameworks. Our metric for understanding the performance gains of the various models tested is the model complexity and training convergence: if model A has greater (or equal) number of parameters than model B, and model A converges faster to optimality than model B, then it is most likely that will also achieve the highest overall score.

In the first experiment we test the convergent properties of our architecture. In this, we are not interested in the final performance (after learning rate reduction and finetuning) which is a very time consuming operation, but how ResUnet-a behaves during training for the same fixed set of hyperparameters and epochs. We start by training a baseline model, a modified ResUnet (Zhang et al., 2017) where in order to keep the number of parameters identical with the case with atrous, we use the same ResUnet-a building blocks with dilation rate equal to 1.
for all parallel residual blocks (i.e. there are no atrous convolutions). This is similar in philosophy with the wide residual networks (Zagoruyko and Komodakis, 2016), however, there are no dropout layers. Then, we modify this baseline by increasing the dilation rate, thus adding atrous convolutions (model: ResUNet + Atrous). It should be clear that the only difference between the models ResUNet and ResUNet + Atrous is that the latter has different dilation rates than the former, i.e. they have identical number of parameters. Then we add PSPPooling in both the middle and the end of the framework (model: ResUNet + Atrous + PSP), and finally we apply the conditioned multitasking, i.e. the full ResUNet-a model (model: ResUNet + Atrous + PSP + CMTSK). The differences in performance of the convergence rates is incremental with each module addition. This performance difference can be seen in Fig. 7 and is substantial. In Fig. 7 we plot the Matthews correlation coefficient (MCC) for all models. The MCC was calculated using the success rate over all classes. The baseline ResUNet requires approximately 120 epochs to achieve the same performance level that ResUNet-a - cmtsk achieves in epoch \(\sim 40\). The mere change from simple (ResUNet) to atrous convolutions (model ResUNet+ Atrous) almost doubles the convergence rate. The inclusion of the PSP module (both middle and end) provides additional learning capacity, however, it also comes with training instability. This is fixed by adding the conditioned multitasking module in the final model. Clearly, each module addition: (a) increases the complexity of the model since it increases the total number of parameters and (b) it improves the convergence performance.

Next, we are interested in evaluating the importance of the PSPPooling layer. In our experiments we found this layer to be more important in the middle of the network than before the last output layers. For this purpose, we train two ResUNet-a d7 models, the d7v1 and d7v2, that are identical in all aspects except that the latter has a PSPPooling layer in the middle. Both models are trained with the same fixed set of hyperparameters (i.e. no learning rate reduction takes place during training). In Fig 8 we show the convergence evolution of these networks. It is clear that the model with the PSPPooling layer in the middle (i.e. v2) converges much faster to optimality, despite the fact that it has greater complexity (i.e. number of parameters) than the model d7v1.

In addition to the above, we have to note that when the network performs erroneous inference, due to the PSPPooling layer in the end, this may appear in the form of square blocks, indicating the influence of the pooling area in square subregions of the output. The last PSPPooling layer is in particular problematic when dealing with regression output problems. This is the reason why we did not use it in the evaluation of color and distance transform modules in the multitasking networks.

Comparing ResUNet-a-mtsk and ResUNet-a-cmtsk models (on the basis of the d7v1 feature extractor), we find that the latter demonstrates smaller variance in the values of the loss function (and in consequence, the performance metric) during training. In Fig. 9 we present an example of the comparative training evolution of the ResUNet-a d7v1 mtsk versus the ResUNet-a d7v1 cmtsk models. It is clear that the conditioned inference model demonstrates smaller variance, and that, despite the random fluctuations of the MCC coefficient, the median performance of the conditioned multitasking model is higher than the median performance of the simple multitasking model. This helps in stabilizing the gradient updates and results slightly better performance. We have also found that the inclusion of the identity reconstruction of the input image (in HSV colorspace) helps further to reduce the variance of the performance metric.

Our conclusion is that the greatest gain in using the conditioned multi-task model is in faster and consistent convergence to optimal values, as well as better segmentation of the boundaries (in comparison with the single output models).

5.2. Performance evaluation of the proposed loss function

In order to demonstrate the performance difference between the Dice loss as defined in Crum et al. (2006) and the Tanimoto loss, and the Tanimoto with complement (Eq. 4) we train three
identical models with the same set of hyper-parameters. The weighting scheme is the same for all losses. In this experiment we used the FoV×4 dataset, in order to complete it shorter time. As the loss function cannot be responsible for overfitting (only the model capacity can lead to such behavior) our results persist also with the larger FoV×1 dataset. In Fig. 10 we plot the Matthews correlation coefficient (MCC). In this particular example, we are not interested in achieving maximum performance by reducing the learning rate and pushing the boundaries of what the model can achieve. We are only interested to compare the relative performance for the same training epochs between the different losses with an identical set of fixed hyper-parameters. It is evident that the Dice loss stagnates to lower values, while the Tanimoto loss with complement converges faster to an optimal value. The difference in performance is significant: the Tanimoto loss with complement achieves for the same number of epochs an MCC = 85.99, while the Dice loss stagnates at MCC = 80.72. The Tanimoto loss without complement (Eq. 5) gives a similar performance with the Tanimoto with complement, however, it converges relatively slower and demonstrates greater variance. In all experiments we performed, the Tanimoto with complement gave us the best performance.

6. Results and discussion

In this section, we present and discuss the performance of ResUnet-a. We also compare the efficiency of our model with results from architectures of other authors. We present results in both the FoV×4 and FoV×1 versions of the ISPRS Potsdam dataset. It should be noted that the ground truth masks of the test set were made publicly available on June 2018. Since then, the ISPRS 2D semantic label online test results are not being updated. The ground truth labels used to calculate the performance scores are the ones with the eroded boundaries.

6.1. Design of experiments

In Section 5 we tested the convergence properties of the various modules that ResUnet-a uses. In this section, our goal is to train the best convergent models until optimality and compare their performance. To this aim we document the following set of representative experiments: (a) ResUnet-a d6 vs ResUnet-a d6 mtsk. The relative comparison of this will give us the performance boost between single task and conditioned multitasking models, keeping everything else the same. (b) ResUnet-a d7v1 mtsk vs ResUnet-a d7v1 conditioned mtsk. Here we are trying to see if conditioned multitasking improves performance over simple multitasking. In order to reduce computation time, we train these models with the FoV×4 dataset. Finally, we train the two best models, ResUnet-a d6 mtsk and ResUnet-a d7v2 cmtsk on the FoV×1 dataset, in order to see if there are performance differences due to different Field of Views as well as compare our models with the results from other authors.

6.2. Performance of ResUnet-a on the FoV×4 dataset

ResUnet-a d6 (i.e. the model with no multi-task output) shows competitive performance in all classes (Table 4). The worst result (excluding the class “Background”) for this model comes in the class “Trees”, where it seems that ResUnet-a d6 systematically under segments the area close to their boundary. This is partially owed to the fact that we reduced the size of the original image, and fine details required for the detailed extent of trees cannot be identified by the algorithm. In fact, even for a human, the annotated boundaries of trees are not always clear (e.g. see Fig. 11). The ResUnet-a d6 cmtsk model provides a significant performance boost over the single task ResUnet-a d6 model, for the classes “Building”, “LowVeg” and “Tree”. In these classes it also outperforms the deeper models d7v1 (which, however, do not include the PSPPooling layer at the end of the encoder). This is due to the explicit requirement for the algorithm to reconstruct also the boundaries and the distance map and use them to further refine the segmentation mask. As a result, the algorithm gains a “better understanding” of the
Table 4: Potsdam comparison of results (F1 score and overall accuracy - OA) for the various ResUNet-a models trained on the FoV×4 and FoV×1 datasets. Highest score is marked with bold. The average F1-score was calculated using all classes except the “Background” class. The overall accuracy, was calculated including the “Background” category.

| Methods      | DataSet | ImSurface | Building | LowVeg | Tree | Car | Avg. F1 | OA   |
|--------------|---------|-----------|----------|--------|------|-----|---------|------|
| ResUNet-a d6 | (FoV×4) | 92.7      | 97.1     | 86.4   | 85.8 | 95.8| 91.6    | 90.1 |
| ResUNet-a d6 cmtsk | (FoV×4) | 91.4      | 97.6     | 87.4   | 88.1 | 95.3| 91.9    | 90.1 |
| [2pt] ResUNet-a d7v1 mtsk | (FoV×4) | 92.9      | 97.2     | 86.8   | 87.4 | 96.0| 92.1    | 90.6 |
| ResUNet-a d7v1 cmtsk | (FoV×4) | 92.9      | 97.2     | 87.0   | 87.5 | 95.8| 92.1    | 90.7 |
| ResUNet-a d6 cmtsk | (FoV×1) | 93.0      | 97.2     | 87.5   | 88.4 | 96.1| 92.4    | 91.0 |
| ResUNet-a d7v2 cmtsk | (FoV×1) | 93.5      | 97.2     | 88.2   | 89.2 | 96.4| 92.9    | 91.5 |

Figure 11: ResUNet-a d7v1 cmtsk inference on unseen test patches of size 256x256 (FoV×4). From left to right: rgb image, digital elevation map, ground truth, and prediction.

- The ResUNet-a d7v1 cmtsk model demonstrates slightly increased performance over all of the tested models (Table 4, although differences are marginal for the FoV×4 dataset, and vary between classes). In addition, there are some annotation

- fine details of objects, even if in some cases it is difficult for humans to clearly identify their boundaries.

errors to the dataset that eventually prove to be an upper bound to the performance. In Fig. 11 we give an example of inference on 256x256 patches of images on unseen test data. In Fig. 12 we provide an example of the inference performed by \textit{ResUNet-a d7v1 cmtsk} for all the predictive tasks (boundary, distance transform, segmentation, and identity reconstruction).

In all rows, the left column corresponds to the same ground truth image. In the first row, from left to right: input image, ground truth segmentation mask, inference segmentation mask. Second row, middle and right: ground truth boundary and inference heat map of the confidence of the algorithm for characterizing pixels as boundaries. The more faint the boundaries are, the less confident is the algorithm for their characterization as boundaries. Third row, middle and right: distance map and inferred distance map. Last row, middle: reconstructed image in HSV space. Right image: average error over all channels between the original RGB image and the reconstructed one. The reconstruction is excellent suggesting that the Tanimoto loss can be used for identity mappings, whenever these are required (as a means of regularization or for Generative Adversarial Networks training (Goodfellow et al., 2014), e.g. Zhu et al. (2017)).

Finally, in Table 4, we provide a relative comparison between models trained in the FoVx4 and FoVx1 versions of the datasets. Clearly, there is a performance boost when using the higher resolution dataset (FoVx1) for the classes that require finer details. However, for the class “Building” the score is actually better with the wider Field of View (FoVx4, model d6 cmtsk) dataset.

6.3. Comparison with other modeling frameworks

In this section, we compare the performance of the \textit{ResUNet-a} modeling framework with a representative sample of (peer reviewed) alternative convolutional neural network models. For this comparison we evaluate the models trained on the FoVx1 dataset. The modeling frameworks we compare against \textit{ResUNet-a} have published results on the ISPRS website. These are: UZ 1 (Volpi and Tuia, 2017), RIT_L7 (Liu et al., 2017b), RIT_4 (Piramanyagam et al., 2018), DST_5 (Sherrah, 2016), CAS_Y3 (ISPRS), CASIA2 (Liu et al., 2018), DPN_MFFL (Pan et al., 2018b), and HSN+OI+WBP (Liu et al., 2017a). To the best of our knowledge, at the time of writing this manuscript, these consist of the best performing models in the competition. For comparison, we provide the F1-score per class over all test tiles, the average F1-score over all classes over all test tiles, and the overall accuracy. Note that the average F1-score was calculated using all classes except the “Background” class. The overall accuracy, for \textit{ResUNet-a}, was calculated including the “Background” category.

In Table 5 we provide the comparative results, per class, as well as the average F1 score and overall accuracy for the \textit{ResUNet-a d6 cmtsk} and \textit{ResUNet-a d7v2 cmtsk} models as well as results from other authors. \textit{ResUNet-a d6} performs very well in accordance with other state of the art modeling...
frameworks, and it ranks overall 3rd (average F1). It should be stressed that for the majority of the results, the performance differences are marginal. Going deeper, the ResUNet-a d7v2 model rank 1st among the representative sample of competing models, in all classes, thus clearly demonstrating the improvement over the state of the art. In Table 6 we provide the confusion matrix, over all test tiles, for this particular model.

It should be noted that some of the contributors (e.g., CASIA2, RIT_A, DST_5) in the ISPRS competition used networks with pre-trained weights on external large data sets (e.g. ImageNet, Deng et al., 2009) and fine-tuning, i.e. a methodology called transfer learning (Pan and Yang, 2010, see also Penatti et al. (2015), Xie et al. (2015) for remote sensing applications). In particular, CASIA2, that has the 2nd highest overall score, used as a basis a state of the art pre-trained ResNet101 (He et al., 2015; Xie et al., 2015) network. In contrast, ResUNet-a was trained from random weights initialization only on the ISPRS Potsdam data set. Although it has been demonstrated that such a strategy does not influence the final performance, i.e. it is possible to achieve the same performance without pre-trained weights (He et al., 2018), this comes at the expense of a very long training time.

To visualize the performance of ResUNet-a, we generated error maps that indicate incorrect (correct) classification in red (green). All summary statistics and error maps were created using the software provided on the ISPRS competition website. For all of our inference results, we used the ground truth masks with eroded boundaries as suggested by the curators of the ISPRS Potsdam data set. Although it has been demonstrated that such a strategy does not influence the final performance, it is possible to achieve the same performance without pre-trained weights (He et al., 2018), this comes at the expense of a very long training time.

To visualize the performance of ResUNet-a, we generated error maps that indicate incorrect (correct) classification in red (green). All summary statistics and error maps were created using the software provided on the ISPRS competition website. For all of our inference results, we used the ground truth masks with eroded boundaries as suggested by the curators of the ISPRS Potsdam data set (ISPRS). This allows interested readers to have a clear picture of the strengths and weaknesses of our algorithm in comparison with online published results. In Fig. 14 we provide the input image (left column), the error map between the inferred and ground truth masks (middle column) and the inference (right column) for a sample of four test tiles. In Appendix B we present the evaluation results for the rest of the test TOP tiles, per class. In all of these figures, for each row, from left to right: original image tile, error map and inference using our best model (ResUNet-a_cmtsk d7v2).

### 7. Conclusions

In this work, we present a new deep learning modeling framework, for semantic segmentation of high resolution aerial images. The framework consists of a novel multitasking deep learning architecture for semantic segmentation and a new variant of the Dice loss that we term Tanimoto.

Our deep learning architecture, ResUNet-a, is based on the encoder/decoder paradigm, where standard convolutions are replaced with ResNet units that contain multiple in parallel atrous convolutions. Pyramid scene parsing pooling is included in the middle and end of the network. The best performant variant of our models are conditioned multitasking models which predict among with the segmentation mask also the boundaries of the various classes, the distance transform (that provides information for the topological connectivity of the objects) as well as the identity reconstruction of the input image. The additionally inferred tasks, are re-used internally into the network before the final segmentation mask is produced. That is, the final segmentation mask is conditioned on the inference result of the boundaries of the objects as well as the distance transform of their segmentation mask. We show experimentally that the conditioned multitasking improves the performance of the inferred semantic segmentation classes. The ground truth labels that are used during training for the boundaries, as well as the distance transform, can be both calculated very easily from the ground truth segmentation mask using standard computer vision software (OpenCV).

We analyze the performance of various flavours of the Dice loss and introduce a novel variant of this as a loss function, the Tanimoto loss. This loss can also be used for regression problems. This is an appealing property that makes this loss useful for the case of multitasking problems in that it results in balanced gradients for all tasks during training. We show experimentally that the Tanimoto loss speeds up the training convergence and behaves well under the presence of heavily imbalanced data sets.

The performance of our framework is evaluated on the 2D semantic segmentation ISPRS Potsdam data set. Our best model, ResUNet-a d7v2 achieves top rank performance in comparison with other published results (Table 5) and demonstrates a clear improvement over the state of the art. The combination

| Methods | ImSurface | Building | Low-Veg | Tree | Car | Avg. F1 | OA |
|---------|-----------|----------|---------|------|-----|---------|----|
| UZ_1 (Volpi and Tua, 2017) | 89.3 | 95.4 | 81.8 | 80.5 | 86.5 | 86.7 | 85.8 |
| RIT_J-7 (Liu et al., 2017b) | 91.2 | 94.6 | 85.1 | 85.1 | 92.8 | 89.8 | 88.4 |
| RIT_4 (Piramanyagam et al., 2018) | 92.6 | 97.0 | 86.9 | 87.4 | 95.2 | 91.8 | 90.3 |
| DST_5 (Sherrah, 2016) | 92.5 | 96.4 | 86.7 | 88.8 | 94.7 | 91.7 | 90.3 |
| CAS_Y3 (ISPRS) | 92.2 | 95.7 | 87.2 | 87.6 | 93.6 | 91.7 | 90.1 |
| CASIA2 (Liu et al., 2018) | 93.3 | 92.0 | 87.1 | 88.4 | 96.2 | 92.5 | 91.1 |
| DPN_MFLL (Pan et al., 2018b) | 92.4 | 96.4 | 87.8 | 88.0 | 95.7 | 92.1 | 90.4 |
| HSN+O=WB (Liu et al., 2017a) | 91.8 | 95.7 | 84.4 | 79.6 | 88.3 | 87.9 | 89.4 |
| ResUNet-a d6 cmtsk (FoV×1) | [93.0] | 97.2 | 87.5 | [88.4] | [96.1] | [92.4] | [91.0] |
| ResUNet-a d7v2 cmtsk (FoV×1) | 93.5 | 97.2 | 88.2 | 89.2 | 96.4 | 92.9 | 91.5 |
Figure 14: ResNet-50 best model results for tiles 2-13, 2-14, 3-13 and 3-14. From left to right, input image, difference between ground truth and predictions, inference map.
of ResUNet-a conditioned multitasking with the proposed loss function is a reliable solution for performant semantic segmentation tasks.
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Figure A.15: Learning rate finder process for the FoV×1 dataset. The model used was ResUNet-a d6 cmtsk. For this particular training profile, our learning rate choice was 0.001, although a little higher values are possible (see Smith 2018 for details).

In this section, we present classification results and error maps for all the test TOP tiles of the Potsdam ISPRS dataset.

Appendix A. Software implementation and training characteristics

ResUNet-a was built and trained using the mxnet deep learning library (Chen et al., 2015), under the GLUON API. Each of the models trained on the FoV×4 dataset was trained with a batch size of 256 on a single node containing 4 NVIDIA Tesla P100 GPUs in CSIRO HPC facilities. Due to the complexity of the network, the batch size in a single GPU iteration cannot be made larger than ~ 10 (per GPU). In order to increase the batch size we used manual gradient aggregation8. For the models trained on the FoV×1 dataset we used a batch size of 480 in order to speed up the computation. These were trained in a distributed scheme, using the ring allreduce algorithm, and in particular it’s implementation on Hovkovoov (Sergeevo and Balso, 2018) for the mxnet (Chen et al., 2015) deep learning library. The optimal learning rate for all runs was set by the methodology developed in Smith (2018). In particular, by monitoring the loss error during training for a continuously increasing learning rate, starting from a very low value. An example is shown in Fig. A.15: The optimal learning rate is approximately the point of steepest decent of the loss functions. This process was complete in approximately 1 epoch and it can be applied in a distributed scheme as well. We found it more useful than the linear learning rate scaling that is used for large batch size (Goyal et al., 2017) in distributed optimization.

For all models, we used the Adam (Kingma and Ba, 2014) optimizer, with an initial learning rate of 0.001 (initial learning rate can also be set higher for this dataset, see Fig. A.15), momentum parameters ($\beta_1,\beta_2$) = (0.9,0.999). The learning rate was reduced by an order of magnitude whenever the validation loss stopped decreasing. Overall we reduced the learning rate 3 times. We have also experimented with smaller batch sizes. In particular, with a batch size of 32, the training is unstable. This is owed mainly to the fact that we used 4 GPUs for training, therefore the batch size per GPU is 8, and this is not sufficient for the Batch Normalization layers that use only the data per GPU for the estimation of running means of their parameters. When we experimented with synchronized Batch Normalization layers (Ioffe and Szegedy, 2015; Zhang et al., 2018), this increased the stability of the training dramatically even with a batch size as small as 32. However, due to the GPU synchronization, this was a slow operation that proved to be impractical for our purposes.

A software implementation for the ResUNet-a models that relate to this work can be found on github9.

Appendix B. Inference results

In this section, we present classification results and error maps for all the test TOP tiles of the Potsdam ISPRS dataset.

---

8A short tutorial on manual gradient aggregation with the gluon API in the mxnet framework can be found online.

9https://github.com/feevos/resuneta
Figure B.16: ResUNet-a best model results for tiles 4-13, 4-14, 4-15, 5-13. From left to right, input image, difference between ground truth and predictions, inference map.
Figure B.17: As Fig. B.16 for tiles 5-14, 5-15, 6-13, 6-14
Figure B.18: As Fig. B.16 for tiles 6-15, 7-13