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Abstract
A linear connection is associated with a nonlinear connection on a vector bundle by a linearization procedure. Our definition is intrinsic in terms of vector fields on the bundle. For a connection on an affine bundle, our procedure can be applied after homogenization and restriction. Several applications in classical mechanics are provided.
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1. Introduction

Connection theory is an important subject in differential geometry, with many relevant applications in various areas of Physics [19]. In classical mechanics, linear and nonlinear connections appear as a valuable tool in the study of several problems, such as reduction by symmetry groups [20], some special non-holonomic systems [1, 4] or the geometry of second-order differential equations and the Inverse Problem [18], to mention a few. In particular, the geometry of second-order differential equations (SODE) is dominated by the existence of a nonlinear connection canonically associated with such a differential equation on the tangent bundle for the autonomous case [8], and on a first jet bundle for the non-autonomous case [11].

A second step in this direction was the introduction of a linear connection associated with a nonlinear one by a kind of linearization procedure [25]. It was successfully used in the problem of the existence and construction of coordinates in which a SODE is linear in velocities or linear in all coordinates. In fact, this connection was implicit in our previous work on derivations of forms [26, 27], and it was the key in the solution of the problem of decoupling a SODE [28]. Later, the linearization of the connection was extended to the non-autonomous case [10],
where the main difficulty was caused by the fact that the first jet bundle is not a vector bundle but an affine bundle.

To our knowledge, the linearization of a nonlinear connection on a vector bundle appears for the first time in [36]. Vilms refers to such a connection as the Berwald connection, since it was apparently used by Berwald in Finsler Geometry, where the tangent bundle is the relevant bundle. However, the definition provided by Vilms is given in local coordinates, which makes its meaning unclear, and more importantly makes it difficult to extract relevant information about the original connection. To this end, our definition in [22, 25] was given intrinsically in terms of brackets of vector fields on the tangent bundle. In this paper, we shall extend our definition to cover the case of a nonlinear connection on a general vector bundle.

The aim of this paper is twofold. On one hand, we shall provide an intrinsic definition for the linearization of a nonlinear connection on a general vector bundle, not necessarily a tangent bundle. We shall provide a simple expression for the covariant derivative in terms of vector fields on the total space of the bundle. This generalization allows us to extend some results known to be true in the case of the tangent bundle, in order to study properties of nonlinear connections defined on other vector bundles. The case of a nonlinear connection defined on a cotangent bundle (the natural space to study Hamiltonian Mechanics) will be considered in some detail. A simple application will show how our theory can be used to determine interesting properties of completely integrable systems, and this is just an indication of the kind of results that future research on this field will produce.

On the other hand, we shall show how to linearize a nonlinear connection defined on a general affine bundle. Our approach consists in applying the same linearization construction to a homogeneous connection defined naturally (on an appropriate vector bundle) in terms of the original nonlinear connection. This guarantees that the properties of the linearized connection also hold true in the case of affine bundles. The resulting linearized connection is an affine connection (in the terminology of [31, 32]; not to be confused with an affine connection on a manifold), and generalizes to arbitrary affine bundles the linear connection that we obtained in the case of the first jet bundle in [10, 32]. In particular, it will be shown that the choice of the connection that we did in [10] is the natural one.

In the light of our new results, we shall revisit some of the applications mentioned above about geometric properties of second-order (autonomous and non-autonomous) differential equations. On the other hand, we shall give simple and shorter proofs of the most relevant results. We shall consider in detail the case of a nonlinear connection on the cotangent bundle. Its main properties and the relation to the canonical symplectic structure will be established. As an application, we shall show how our theory can be used to extract important information in the theory of completely integrable systems, where the nonlinear connection is defined by the completely integrable structure itself.

1.1. Organization of the paper

In section 2, we establish the necessary preliminaries on vector bundles and Ehresmann connections that we shall be using in the rest of the paper. In section 3 the linearization of a nonlinear connection on a vector bundle will be defined, and we shall establish its main properties (parallel transport, curvature and homogeneity). In section 4, we shall extend the linearization procedure to the case of nonlinear connections defined on affine bundles. Examples and applications will be given in section 5, where the emphasis is in new proofs of our results in previous papers on the geometry of second-order differential equations. In section 6, we shall study the peculiarities of nonlinear connections on cotangent bundles mainly related with
the canonical symplectic structure. The paper ends with some conclusions and an outlook of future research.

2. Preliminaries

All objects in this paper are assumed in the $C^\infty$ category. The tangent bundle to a manifold $M$ will be denoted $\tau_M : TM \to M$, and the cotangent bundle by $\pi_M : T^*M \to M$. The $C^\infty(M)$-module of vector fields on $M$ will be denoted $X(M)$. The Lie derivative with respect to a vector field $X \in X(M)$ will be denoted by $\mathcal{L}_X$. The set of sections of a fiber bundle $\nu : B \to M$ will be denoted by $\text{Sec}(B)$.

Given a map $f : N \to M$ and a fiber bundle $\nu : B \to M$, the pullback bundle $\nu_1 : f^*B \to N$ has total space $f^*B = \{(n, b) \in N \times B \mid \nu(b) = f(n)\}$ and projection $\nu_1(n, b) = n$. A section of $\nu_1 : f^*B \to N$ can be canonically identified with a section of $B$ along $f$, that is, a map $\sigma : N \to B$ such that $\nu \circ \sigma = f$. For the details see [7, 33]. In what follows in this paper, we shall assume such identification, i.e. whenever we talk about a section of $f^*B$ we shall think of it as a map from $N$ to $B$ as above, or in other words, the set of sections of the pullback bundle will be identified with

$$\text{Sec}(f^*B) \equiv \{ \sigma : N \to B \mid \nu \circ \sigma = f \}. \quad (2.1)$$

A section $\sigma \in \text{Sec}(f^*B)$ is said to be basic if there exists a section $\alpha \in \text{Sec}(B)$ such that $\sigma = \alpha \circ f$. We shall frequently identify both sections, i.e. $\alpha$ indicates both the section of $B$ and the section of $f^*B$, and the context will make clear the meaning. When $f = \nu$, the pullback bundle $\nu_1 : \nu^*B \to B$ carries a canonical section $\mathbb{1}$ given by the identity map in the manifold $B$, that is $\mathbb{1}(b) = b$.

We shall mainly be concerned with the case of a vector bundle $\pi : E \to M$. The pullback $\nu_1 : \nu^*E \to N$ is also a vector bundle. In most cases of interest to us, the map $f$ is just the projection $\pi$. By a (regular) distribution along $\pi$ we mean a sub-bundle of $\pi^*E$. A distribution $\mathcal{D}$ along $\pi$ is said to be basic if there exists a sub-bundle $F \subset E$ such that $\mathcal{D} = \pi^*F$. Equivalently, a distribution is basic if it is generated by basic sections.

Local coordinates $(x^i)$ defined on some open set $U$ of the base $M$ and a local basis $\{e_\alpha\}$ of sections of $E|_U$ determine local coordinates $(x^i, u^A)$ on $E$, as well as local coordinates $(x^i, u^A, w^a)$ on $\pi^*E$. The bundle projection $\nu_1 : \pi^*E \to E$ reads $\nu_1(x^i, u^A, w^a) = (x^i, u^A)$. The canonical section has the local expression $\mathbb{1} = u^Ae_\alpha$.

The vertical sub-bundle $\tau^V_E \equiv \tau_E|_{\mathcal{V}E} : \mathcal{V}E = \text{Ker}(T\pi) \to E$ can be canonically identified with the pullback bundle $\nu_1 : \pi^*E \to E$ by means of the vertical lifting map $\xi^V : \pi^*E \to \tau^V_E$, defined by $\xi^V(a, b) = \frac{\partial}{\partial b}(a + sb)|_{s=0}$ for every $(a, b) \in \pi^*E$. For a section $\sigma \in \text{Sec}(\pi^*E)$ the vertical lift of $\sigma$ is the vector field $\sigma^V \in \mathcal{V}(E)$ given by $\sigma^V = \xi^V \circ \sigma$. The vertical lift of the canonical section is the Liouville vector field $\Delta = \xi^V$, the infinitesimal generator of dilations along the fibers.

Let $\nu : F \to N$ be another vector bundle. Let $\phi : E \to F$ be a (generally nonlinear) map fibered over $\varphi : M \to N$. The fibre derivative of $\phi$ is the vector bundle map $\nabla \phi : \pi^*E \to \nu^*F$ over $\phi$ defined by the equation $\xi^V \circ \nabla \phi = T\phi \circ \xi^V$. In local coordinates as above, if the local expression of $\phi$ is $\phi(x^i, u^A) = (\phi^a(x^i), \phi^b(x^i, u^A))$, then the local expression of $\nabla \phi$ is

$$\nabla \phi \frac{\partial}{\partial u^A} = \frac{\partial \phi^a}{\partial u^b}(x^i, u^A) e_\alpha.$$
2.1. Connections

For a vector bundle \( \pi : E \to M \), there is a short exact sequence of vector bundles over \( E \)

\[
0 \longrightarrow \pi^* E \xrightarrow{\pi^*} TE \xrightarrow{p_E} \pi^* TM \longrightarrow 0,
\]

(2.2)

where \( p_E : TE \to \pi^*(TM) \) is the projection \( p_E(V) = (\tau_E(V), T\pi(V)) \). This sequence is known as the fundamental sequence of \( \pi : E \to M \).

A connection on the vector bundle \( E \) is a (right) splitting of the fundamental sequence; that is, a map \( \xi^H : \pi^* TM \to TE \) such that \( p_E \circ \xi^H = \text{id}_{\pi^* (TM)} \). Equivalently, a connection is given by the associated left splitting of that sequence; that is, the map \( \kappa : TE \to \pi^* E \) such that \( \kappa \circ \xi^V = \text{id}_{\pi^* E} \) and \( \kappa \circ \xi^H = 0 \). The map \( \xi^H \) is said to be the horizontal lifting, and the map \( \kappa \) is usually known as the connector map (also Dombrowski connection map). See [33] for the general theory of connections on vector bundles.

A connection decomposes \( TE \) as a direct sum \( TE = \text{Hor} \oplus \text{Ver} \), where \( \text{Hor} = \text{Im}(\xi^H) = \text{Ker}(\kappa) \) is said to be the horizontal sub-bundle. The projectors over the horizontal and vertical sub-bundles are given by \( P_H = \xi^H \circ p_E \) and \( P_V = \xi^V \circ \kappa \). For a vector field \( X \) along \( \pi \), i.e. a section \( \xi^H \in \text{Sec}(\pi^* TM) \), the horizontal lift of \( X \) is the vector field \( X^H \in \mathfrak{X}(E) \) given by \( X^H = \xi^H \circ X \). The curvature of the connection is the \( E \)-valued 2-form \( R : \pi^*((TM \wedge TM)) \to \pi^* E \) defined by

\[
R(X,Y) = \kappa([X^H, Y^H]), \quad X,Y \in \text{Sec}(\pi^* TM).
\]

(2.3)

In a local coordinate system as above, a local basis for \( \text{Hor} \) is given by the local vector fields \( H_i = (\partial/\partial x^i)^H \). This vector fields have the expression

\[
H_i = \frac{\partial}{\partial x^i} - \Gamma^i_j(x,u) \frac{\partial}{\partial u^j},
\]

(2.4)

for some smooth functions \( \Gamma^i_j \in C^\infty(E) \), known as the connection coefficients in the given coordinate system. To complete a local basis of vector fields on \( E \), we shall use the vector fields \( V_\lambda = (e_\lambda)^V = \partial/\partial u^\lambda \). The components of the curvature are

\[
R^\lambda_{ij} = \left< \epsilon^\lambda, R \left( \frac{\partial}{\partial x^i}, \frac{\partial}{\partial x^j} \right) \right> = H_j(\Gamma^\lambda_i) - H_i(\Gamma^\lambda_j),
\]

(2.5)

where \( \{\epsilon^\lambda\} \) is the dual basis of \( \{e_\lambda\} \).

For \( \lambda \in \mathbb{R} \), let \( \mu_\lambda : E \to E \) be the multiplication map, \( \mu_\lambda(a) = \lambda a \). A connection \( \xi^H \) is said to be linear if \( \xi^H(\lambda a, v) = \lambda \xi^H(a, v) \) for every \( \lambda \in \mathbb{R} \) and every \( (a, v) \in \pi^* TM \). In this case, the connection coefficients are linear functions in the fibre coordinates \( \Gamma^i_j(x,u) = \Gamma^i_j(x)u^\lambda \).

If the connection is not smooth on the zero section, then the above condition guarantees only homogeneity of the connection. For a homogeneous connection, the connection coefficients are homogeneous functions with degree 1 on the fibre coordinates.

A linear connection on \( \pi : E \to M \) can be equivalently defined by a covariant derivative operator; that is, an \( \mathbb{R} \)-bilinear map \( D : \mathfrak{X}(M) \times \text{Sec}(E) \to \text{Sec}(E) \), \( (X, \sigma) \mapsto D_X \sigma \), such that \( D_{\partial \sigma}(f \sigma) = fD_X \sigma \) and \( D_X(f \sigma) = X(f)\sigma + fD_X \sigma \) for every \( f \in C^\infty(M) \), \( X \in \mathfrak{X}(M) \) and \( \sigma \in \text{Sec}(E) \). In terms of the connection map, the covariant derivative of a section \( \sigma \in \text{Sec}(E) \) is given by \( D_X \sigma = \kappa(T\sigma(X)) \). The connection coefficients \( \Gamma^i_j(x,u) = \Gamma^i_j(x)u^\lambda \) can be recovered from the covariant derivative of the elements of the basis \( \{e_\lambda\} \) by means of \( D_{\partial/\partial u^\lambda} \epsilon_\beta = \Gamma^\lambda_\beta(x)e_\lambda \). For a fixed \( \sigma \in \text{Sec}(E) \) and every \( m \in M \), the value of \( D_X \sigma \) at \( m \) depends only on the value of \( X \) at \( m \). Thus, for \( v \in T_mM \) we can write \( D_v \sigma = (D_X \sigma)(m) \) for any \( X \in \mathfrak{X}(M) \) such that \( \pi(m) = \nu \).
A map \( f : N \to M \) defines a connection on \( f^*E \) by pullback. When the connection is linear, the associated covariant derivative \( D \) is determined by the relation \( \mathcal{D}_v (\sigma \circ f) = D_h (\sigma) \) for every \( v \in TN \) and every \( \sigma \in \text{Sec}(E) \). In general, it is not necessary to make any notational distinction between \( D \) and \( \mathcal{D} \).

For a curve \( \gamma : [t_0, t_1] \to M \) a section \( \sigma \) of \( E \) along \( \gamma \) is parallel if, as a curve, it is horizontal, \( \dot{\sigma}(t) \in T_{\gamma(t)}E \) for all \( t \in [t_0, t_1] \). Equivalently, \( \sigma \) is parallel if \( D_{\gamma(t)} \sigma = 0 \). For a vector \( a \in E_{\gamma(t_0)} \), if \( \sigma(t) \) is the solution of the initial value problem \( D_{\gamma(t)} \sigma = 0 \), \( \sigma(t_0) = a \), then the parallel transport of \( a \) along \( \gamma \) is the vector \( \sigma(t_1) \in E_{\gamma(t_1)} \). If the curve \( \gamma \) is an integral curve of a vector field \( X \in \mathfrak{X}(M) \), then the parallel section \( \sigma \) with initial value \( a \) is \( \sigma(t) = \phi_t(a) \), where \( \phi_t \) is the flow of the horizontal lift \( X^H \in \mathfrak{X}(E) \) of \( X \).

A linear connection on the tangent bundle \( \tau_M : TM \to M \) to a manifold \( M \) is said to be a linear connection on the manifold \( M \).

**Remark 2.1.** On many occasions, one has to consider connections which are smooth except on a submanifold \( C \subset E \) which contains the zero section. A frequent case is that of homogeneous connections, i.e. connections that satisfy the property \( \xi^H(\lambda p, v) = T_{\mu}(\xi^H(p, v)) \) for all \( \lambda \in \mathbb{R} - \{0\} \) and all \( (p, v) \in \pi^*E \), with \( p \notin C \). In such cases, what we have is a horizontal distribution on \( TE|_{E - C} \to E - C \). This possibility will be assumed, but it will not be indicated explicitly in the notation. \( \diamond \)

### 3. Linearization of a nonlinear connection on a vector bundle

A nonlinear connection on a vector bundle \( \pi : E \to M \) defines a linear connection on the pullback bundle \( \pi_1 : \pi^*E \to E \) which will be called the linearization of the nonlinear connection. We shall define such linear connection by means of the associated covariant derivative.

**Theorem 3.1.** The map \( D : \mathfrak{X}(E) \times \text{Sec}(\pi^*E) \to \text{Sec}(\pi^*E) \), given by

\[
D_u \sigma = \kappa \left( [P_H(U), \sigma^V] + T\sigma(P_V(U)) \right) \quad (3.1)
\]

is a covariant derivative on the vector bundle \( \pi_1 : \pi^*E \to E \).

**Proof.** It is clear that \( D_u \sigma \) is a well-defined section of \( \pi^*E \), and that it is \( \mathbb{R} \)-linear in both arguments, so we just need to prove that \( D \) is \( C^\infty(E) \)-linear in the first argument and a derivation of the second. For any function \( f \in C^\infty(E) \) we have

\[
D_u f \sigma = \kappa \left( [P_H(U), \sigma^V] + f T\sigma(P_V(U)) \right)
\]

\[
= \kappa \left( -\sigma^V(f)P_H(U) + f[PH(U), \sigma^V] + fT\sigma(P_V(U)) \right)
\]

\[
= f \kappa \left( [P_H(U), \sigma^V] + T\sigma(P_V(U)) \right)
\]

\[
= f D_u \sigma ,
\]

where we have used \( \kappa \circ P_H = 0 \). On the other hand,
\[ D_U(f \sigma) = \kappa \left( [P_H(U), f \sigma^V] + T(f \sigma)(P_V(U)) \right) \]
\[ = \kappa \left( [P_H(U)(f), \sigma^V] + fT\sigma(P_V(U)) + P_V(U)(f)\sigma^V \right) \]
\[ = (P_H(U)(f) + P_V(U)(f))\kappa(\sigma^V) + f\kappa \left( [P_H(U), \sigma^V] + T\sigma(P_V(U)) \right) \]
\[ = U(f)\sigma + fD_U\sigma, \]

where we have used \( T(f \sigma)(V) = V(f)\sigma^V + fT\sigma(V) \), and \( \kappa(\sigma^V) = \sigma \).

Since any vector field \( U \in \mathcal{X}(E) \) can be written in the form \( U = X^Hi + \eta^V \) for \( X \in \text{Sec}(\pi^*TM) \) and \( \eta \in \text{Sec}(\pi^*E) \), the linear connection \( D \) is determined by

\[ D_X^Hi \sigma = \kappa([X^Hi, \sigma^V]) \quad \text{and} \quad D_{\eta^V} \sigma = \kappa(T\sigma(\eta^V)). \quad (3.2) \]

The horizontal distribution associated with the covariant derivative \( D \) will be denoted \( \text{Hor} \), and accordingly the horizontal lifting map by \( \xi^Hi \).

**Remark 3.2.** When the connection \( \text{Hor} \) is linear with covariant derivative \( \nabla \) then the covariant derivative obtained by linearization of \( \text{Hor} \) is just the pullback of \( \nabla \) by \( \pi \), as it is indicated by (3.2).

To finish this subsection, we notice that, as any linear connection, the connection \( D \) on \( \text{pr}_1 : \pi^*E \to E \) has an associated dual linear connection on the dual vector bundle \( \text{pr}_1 : \pi^*E^* \to E \).

### 3.1. Connection coefficients

Consider local coordinates \((x^i)\) on \( M \) and a local basis \( \{e^A\} \) of sections of \( E \). Let \((x^i, u^A)\) be the induced local coordinate system on \( E \) and \((x^i, u^A, w^A)\) the induced local coordinate system on \( \pi^*E \). The covariant derivative of the elements of the basis \( \{e_A\} \) is given by

\[ D_{\partial x^i} e_A = \partial \Gamma^B_A / \partial u^B(x, u) e_B, \]
\[ D_{\partial u^A} e_A = 0. \quad (3.3) \]

As we see, the connection coefficients of the linear connection are the linearization of the nonlinear connection coefficients along the directions of the fibre.

**Remark 3.3.** Henceforth in this paper, we shall use the notation

\[ \Gamma^A_{ib} = \partial \Gamma^A_i / \partial u^b. \quad (3.4) \]

For a section \( \sigma = \sigma^A(x, u)e_A \) and a vector field \( U = U^iH_i + U^AV_A \) we have

\[ D_U\sigma = \{ U^i[H_i(\sigma^A) + \Gamma^A_{ib} \sigma^B] + U^B V_B(\sigma^A) \} e_A. \quad (3.5) \]

The horizontal distribution \( \text{Hor} \subset T(\pi^*E) \) associated with the linear connection is locally spanned by the horizontal lift \( \{H_i, H_A\} \) of the coordinate vectorfields \( \{\partial/\partial x^i, \partial/\partial u^A\} \),
\[ \hat{H}_i = \left( \frac{\partial}{\partial x^i} \right) \hat{H} = \frac{\partial}{\partial x^i} - \Gamma^A_{ib}(x,u)w^B \frac{\partial}{\partial w^A}, \]
\[ \hat{H}_A = \left( \frac{\partial}{\partial u^A} \right) \hat{H} = \frac{\partial}{\partial u^A}. \]

The annihilator of \( \text{Hor} \) is generated by the 1-forms \( dw^A + \Gamma^A_{ib}(x,u)dx^i \).

3.2. Homogeneity

The covariant derivative of the canonical section carries important information about the homogeneity of the connection. For a vertical vector field \( \eta^V \), we have
\[ D_{\eta^V} \Pi = \eta. \]

Indeed, \( D_{\eta^V} \Pi = \kappa(T(\eta^V)) = \kappa(\eta^V) = \eta \), where we have taken into account that, as a section along \( \pi \), the canonical section is the identity map in \( E \).

For a horizontal vector field \( X^H \) we have
\[ D_{X^\Pi} \Pi = \kappa([X^H, \eta^V]) = \kappa([X^H, \Delta]) = -\kappa(\mathcal{L}_\Delta X^H). \]

Therefore, \( D_{X^\Pi} \Pi \) measures the homogeneity of the nonlinear connection. When the connection is smooth everywhere, it is well known that homogeneity is equivalent to linearity. Therefore, we have the following result.

**Proposition 3.4.** The connection \( \text{Hor} \) is homogeneous if and only if \( D_{X^\Pi} \Pi = 0 \). If the connection is smooth on the zero section, then it is linear if and only if \( D_{X^\Pi} \Pi = 0 \).

**Proof.** From \( D_{X^\Pi} \Pi = -\kappa(\mathcal{L}_\Delta X^H) \) it follows that \( D_{X^\Pi} \Pi = 0 \) for all \( X \) if and only if the horizontal distribution is invariant under the flow of \( \Delta \), i.e. under the diffeomorphisms \( D_\Delta(a) = e^a \). In other words, if and only if \( \text{Hor} \) is invariant under multiplication by positive real numbers.

**Definition 3.5.** The \( E \)-valued 1-form \( t \) along \( \Pi \) defined by \( t(X) = -D_{X^\Pi} \Pi \) is called the tension tensor of the connection.

In local coordinates the tension reads \( t = (\Gamma^A_{ib} - \Gamma^A_{ib}w^B)e_A \otimes dx^i \).

3.3. Parallel transport

The parallel transport defined by the linearized connection can be easily related to the geometry of the nonlinear connection, as (3.2) reveals. The following result generalizes those in [9, 21].

**Theorem 3.6.** The linearized connection is characterized by the following parallel transport rules:

- Parallel transport along a vertical curve is the standard complete parallelism on the vertical fibre (as a vector space).
- For a horizontal curve embedded in the flow \( \phi_t \) of the horizontal lift \( X^H \) of a basic vector field \( X \in \mathfrak{X}(M) \), the parallel transport map is \( \psi_t = \kappa \circ T \phi_t \circ \xi^V \).
Proof. Let \( \gamma : [t_0, t_1] \to E \) be a curve contained in the fibre \( E_m = \pi^{-1}(m) \) for some \( m \in M \), i.e. \( \pi(\gamma(t)) = m \) for all \( t \in [t_0, t_1] \). Let \( p_0 = \gamma(t_0) \) and \( p_1 = \gamma(t_1) \) be the endpoints of \( \gamma \). A section \( \sigma \in \text{Sec}(\pi^*E) \) is parallel along \( \gamma \) if \( D_{\dot{\gamma}}(t) = 0 \) for all \( t \in [t_0, t_1] \). Since \( \dot{\gamma}(t) \) is vertical, from the definition of the linear connection \( D \) we have that \( D_{\dot{\gamma}}(t) = \kappa(T\sigma(\dot{\gamma})) \). It follows that \( \sigma \) is parallel if and only if \( \kappa(D_{\dot{\gamma}}(t)) = 0 \). The curve \( \sigma \circ \gamma \) takes values on the fibre \( E_m \), whence it follows that the tangent vector to this curve is vertical, and thus \( \kappa(D_{\dot{\gamma}}(t)) = 0 \) if and only if \( \kappa(D_{\dot{\gamma}}(t)) = 0 \) for all \( t \in [t_0, t_1] \). Therefore, \( \sigma \circ \gamma \) is constant, and the parallel transport of \( (\gamma(t_0), \sigma(p_0)) \) along \( \gamma \) is \( (\gamma(t_1), \sigma(p_1)) = (\gamma(t_1), \sigma(p_0)) \). Hence, the parallel transport rule along curves in \( E_m \) is independent of the curve \( \gamma \) that joins the endpoint \( p_0 \) and \( p_1 \), and thus a complete parallelism on \( E_m \).

Let \( X \) be a vector field on \( M \), and \( X^H \in \mathfrak{X}(E) \) its horizontal lift with respect to the given nonlinear connection. Denote by \( \psi_t \) the flow of \( X \), and by \( \phi_t \) the flow of \( X^H \), so that \( \pi \circ \phi_t = \varphi_\tau \circ \pi \). Consider the family of maps \( \psi_s = \kappa \circ T\phi_s \circ \xi^V \). We shall show that \( \psi_s \) is a local flow on \( \pi^*E \) which projects to \( \phi_s \). Indeed, for \( s = 0 \) we have \( \psi_0 = \kappa \circ \xi^V = \text{id}_{\pi^*E} \), and for \( s, t \in \mathbb{R} \) (as long as all terms are defined)
\[
\psi_s \circ \psi_t = \kappa \circ T\phi_s \circ \xi^V \circ \kappa \circ T\phi_t \circ \xi^V = \kappa \circ T\phi_s \circ P_V \circ T\phi_t \circ \xi^V = \kappa \circ T\phi_s \circ T\phi_t \circ \xi^V = \kappa \circ T\phi_{s+t} \circ \xi^V = \psi_{s+t},
\]
where we have used that \( P_V = \xi^V \circ \kappa \), and that \( T\phi_s \circ \xi^V \) takes vertical values due to the projectability of the flow \( \phi_s \). Moreover,
\[
\pr_1 \circ \psi_s \circ \psi_t = \pr_1 \circ \kappa \circ T\phi_s \circ \xi^V = \tau_E \circ T\phi_s \circ \xi^V = \phi_s \circ \tau_E \circ \xi^V = \phi_s \circ \pr_1,
\]
so that \( \psi_s \) projects to \( \phi_s \).

To end the proof, we just need to show that \( D_{\dot{\gamma}}(\sigma) = \frac{\dot{\gamma}}{\kappa} (\psi_{-s} \circ \sigma \circ \phi_s) \big|_{s=0} \), so that \( \psi_s \) is the flow of the horizontal lift for the linearized connection of \( X^H \), and hence the parallel transport map along the flow of \( X^H \). First, notice that
\[
\psi_{-s} \circ \sigma \circ \phi_s = \kappa \circ T\phi_{-s} \circ \xi^V \circ \sigma \circ \phi_s = \kappa \circ T\phi_{-s} \circ \sigma^V \circ \phi_s.
\]
If \( p \in E \), the curve \( s \mapsto T\phi_{-s} \circ \sigma^V \circ \phi_s(p) \) takes values on the vector space \( E_\pi(p) \), so that, taking the derivative
\[
\frac{d}{ds}(\psi_{-s} \circ \sigma \circ \phi_s)(p) \big|_{s=0} = \frac{d}{ds}(\kappa(T\phi_{-s}(\sigma^V(\phi_s(p)))) \big|_{s=0} = \kappa\left( \frac{d}{ds}(T\phi_{-s}(\sigma^V(\phi_s(p)))) \big|_{s=0} \right),
\]
\[
= \kappa\left( [\mathcal{L}_{\xi^V}\sigma^V](p) \right) = \kappa([X^H, \sigma^V])(p) = (D_{\dot{\gamma}}(\sigma))(p).
\]
As this relation holds true for every \( p \in E \), the second statement is proved.

The given rules of parallel transport determine the connection, as equations (3.2) determine the covariant derivative \( D \).
Remark 3.7. Theorem 3.6 expresses in a different manner in what sense the connection $D$ is the linearization of the nonlinear connection. When the connection is linear, the flow $\phi_t$ of $X^H$ is a linear map in $E$, which is but the parallel transport map along the integral curves of $X$. When the connection is nonlinear, we can linearize the flow by means of

$$\frac{d}{dt} \phi_t(p + ta)\bigg|_{t=0} = T\phi(\xi^\eta(\phi_t(p),a))$$

which is a vertical vector to whom we apply the inverse of $\xi^\eta$ (in other words $\kappa$) to get a vector back in the fibre $E_{\kappa(\xi)}$. In other words, the parallel transport along horizontal curves is the fibre derivative $\psi = T\phi$ of the the flow of $X^H$.

A frequent problem one encounters is to decide whether a given section along $\pi$ or a given distribution along $\pi$ is basic. We recall that a section $\sigma \in \text{Sec}(\pi^*E)$ is said to be basic if there exists a section $\beta \in \text{Sec}(E)$ such that $\sigma = \beta \circ \pi$. A distribution $\mathcal{D}$ along $\pi$ is said to be basic if there exists a sub-bundle $F \subset E$ such that $\mathcal{D} = \pi^*F$.

Proposition 3.8. A section $\sigma \in \text{Sec}(\pi^*E)$ is basic if and only if $D_{\mathcal{N}}\sigma = 0$ for every $\eta \in \text{Sec}(\pi^*E)$. A distribution $\mathcal{D} \subset \pi^*E$ is basic if and only if $D_{\mathcal{N}}\mathcal{D} \subset \mathcal{D}$ for every $\eta \in \text{Sec}(\pi^*E)$.

Proof. If $\sigma$ is basic it is of the form $\sigma = \beta \circ \pi$ for some section $\beta \in \text{Sec}(E)$. Then $D_{\mathcal{N}}\sigma = \kappa(T\beta \circ T\pi(\eta^\beta)) = 0$ for all $\eta \in \text{Sec}(\pi^*E)$. Conversely, if $D_{\mathcal{N}}\sigma = 0$ for all $\eta \in \text{Sec}(\pi^*E)$, we have that $\sigma$ is parallel along any vertical curve. From proposition 3.6, it follows that $\sigma(a) = \sigma(b)$ for all $a,b \in E_m$ and all $m \in M$. Defining $\beta(m) = \sigma(0_m)$, we have that $\sigma = \beta \circ \pi$.

If $\mathcal{D}$ is basic, there exists a finite family $\{\beta_1\}$ of sections of $E$ such that any section $\sigma$ in $\mathcal{D}$ is of the form $\sigma = \sum_j f_j(\beta_1 \circ \pi)$ for some functions $f_j \in C^\infty(E)$. Then $D_{\mathcal{N}}\mathcal{D} \subset \mathcal{D}$ for all $\eta \in \text{Sec}(\pi^*E)$ we have that $\mathcal{D}$ is invariant under parallel transport along any vertical curve. For $a \in E$ let $D(a) \subset E_{\pi(a)}$ be the vector subspace $D(a) = \text{pr}_1(\mathcal{D}(a))$, so that $\mathcal{D}(a) = (a, D(a))$. From proposition 3.6 it follows that $D(a) = D(b)$ for all $a,b \in E$ such that $\pi(a) = \pi(b)$. Defining $F(m) = D(0_m)$ for every $m \in M$ we have that $\mathcal{D} = \pi^*F$.

Due to the linearity in the first argument of the covariant derivative, the above properties can be equivalently stated as follows. A section $\sigma \in \text{Sec}(\pi^*E)$ is basic if and only if $D_u\sigma = 0$ for all $u \in \text{Ver} \pi$. A distribution $\mathcal{D} \subset \pi^*E$ is basic if and only if $D_u\mathcal{D} \subset \mathcal{D}(\tau_E(u))$ for all $\sigma \in \text{Sec}(\mathcal{D})$ and all $u \in \text{Ver} \pi$.

3.4. Natural prolongation

The procedure described in this paper, which assigns a connection on the pullback bundle $\pi^*E$ to a nonlinear one on the bundle $E$, can be properly understood as a prolongation. The pullback bundle $\text{pr}_1 : \pi^*E \to E$ can be identified (via the vertical lifting) with the vertical bundle $\tau^V_E \equiv \tau_E|_{\text{Ver} E} : \text{Ver} E \to E$. Under this identification, the linearized connection can be considered as a connection on the vertical bundle.

A systematic study of the functorial prolongation of a connection on a (not necessarily linear) bundle $B \to M$ to a connection on the vertical bundle has been carried out in [13–15]. In [14], it is proved that a bundle functor $G$ on the category of fibred manifolds admits a functorial operator lifting connections on $B \to M$ to connections on $GB \to B$ if and only if
the functor $G$ is a trivial bundle functor $B \mapsto GB = B \times W$, for some manifold $W$. As a consequence of this result, since the vertical functor is not a trivial functor, we deduce that there is no natural operator transforming connections on $B \to M$ to connections on $\text{Ver} B \to B$. However, as has already been remarked in [14], the obstruction for the existence of such a natural operator may disappear if we consider some additional structure. In [17], by restricting to the subcategory of affine bundles, it is shown that there exists only a 1-parameter family of first order natural operators (natural on local isomorphisms of affine bundles) transforming connections on $\pi : E \to M$ into connections on $\tau E : E \to E$. Our linearization procedure transforms a connection on a vector bundle (a particular case of an affine bundle) into a linear connection on the pullback bundle, or equivalently to the vertical bundle. From the expression of the connection coefficients of the linearized connection, it is clear that our construction is a first order differential operator; and from the definition (see equation (3.1)), it is easy to see that it is a natural operation, as it is constructed geometrically only in terms of brackets, the vertical lifting and the connection itself. Therefore, it should coincide with one of the members of the abovementioned family.

With the notation in this paper, the 1-parameter family of connections $\overline{\text{Hor}}_{\lambda}$, $\lambda \in \mathbb{R}$, described in [17] (section 46.10) is given as the annihilator of the 1-forms

$$\text{d}w^A + \Gamma^{A}_{B}(x,u)w^Bdx^B + \lambda(\text{d}u^A + \Gamma^{A}_{B}(x,u)dx^B).$$

However, no explicit intrinsic construction is provided in [17]. Inspired by the result of theorem 3.6, a long but straightforward coordinate calculation shows that the horizontal lifting $\xi^{\Omega}_{A} : (\tau E)^* TE \to T\overline{\text{Ver}} E$ associated with the connection $\overline{\text{Hor}}_{\lambda}$ on $\overline{\text{Ver}} E \to E$ is given by

$$\xi^{\Omega}_{A}(v,w) = \chi_E\left( T\xi^{\Omega}_{A}(v, 0_{T\pi(w)}) \right) + T\xi^{\Omega}_{A}\left( w - \xi^{\Omega}(a, T\pi(w)), \xi^{\Omega}(b, \lambda\kappa(w)) \right),$$

where $\chi_E : T\overline{\text{Ver}} E \to T\overline{\text{Ver}} E$ is the canonical involution and $(a, b) = (\xi^{\Omega})^{-1}(v)$. Our connection corresponds to $\lambda = 0$, and it is the only one in the family which is linear (all the rest are affine connections).

We can resume the contents of this subsection by saying that the linearized connection defined in this paper is the only linear connection on the pullback bundle (or equivalently in the vertical bundle) that can be obtained as a first order natural prolongation of a general connection on a vector bundle, and that for general bundles a similar construction is not possible.

### 3.5. Curvature

The curvature tensor of the linear connection $D$ is defined by

$$\text{Curv}(U, V)\sigma = [D_{U}, D_{V}]\sigma - D_{[U, V]}\sigma,$$

for $U, V \in \mathfrak{X}(E)$ and $\sigma \in \text{Sec}(\pi^* E)$. It is clear that this tensor must be related to the curvature of the initial nonlinear connection.

We first notice that the $\mathfrak{V} \mathfrak{V}$-component vanishes

$$\text{Curv}(\xi^{\mathfrak{V}}, \eta^{\mathfrak{V}})\sigma = 0.$$

This follows immediately from the parallel transport rule along vertical curves. A more direct proof is as follows. Curv is a tensor, so that we just need to show that it vanishes when applied to the elements of some generating family. Taking a basic section $\sigma \in \text{Sec}(E)$ then $D_{\xi^{\mathfrak{V}}}\sigma = 0$, $D_{\eta^{\mathfrak{V}}}\sigma = 0$ and $D_{[\xi^{\mathfrak{V}}, \eta^{\mathfrak{V}}]}\sigma = 0$, from where $\text{Curv}(\xi^{\mathfrak{V}}, \eta^{\mathfrak{V}})\sigma = 0$ follows.

For the $\mathfrak{V} \mathfrak{H}$-component $\text{Curv}(\xi^{\mathfrak{V}}, \eta^{\mathfrak{H}})\sigma$ we have the coordinate expression
Curv(\(V_B, H_i\))e_A = \frac{\partial \Gamma_{i\alpha}^C}{\partial u^\beta} e_C = \frac{\partial^2 \Gamma_{i}^{C}}{\partial u^\alpha \partial u^\beta} e_C, \tag{3.10}

which is clearly symmetric in the indices \(A, B\). It follows that

\[
\text{Curv}(\eta^V, X^H)\sigma = \text{Curv}(\sigma^V, X^H)\eta. \tag{3.11}
\]

Finally, for the HH-component we have the coordinate expression

\[
\text{Curv}(H_i, H_j)e_A = [H_i(\Gamma_{j\beta}^\alpha) - H_j(\Gamma_{i\beta}^\alpha) + \Gamma_{i\beta}^\gamma \Gamma_{j\gamma}^\alpha - \Gamma_{j\beta}^\gamma \Gamma_{i\gamma}^\alpha] e_B. \tag{3.12}
\]

The term \(H_i(\Gamma_{j\beta}^\alpha)\) can be written as

\[
H_i(\Gamma_{j\beta}^\alpha) = H_i(V_A(\Gamma_{j\beta}^\alpha)) = [H_i, V_A](\Gamma_{j\beta}^\alpha) + V_A(H_i(\Gamma_{j\beta}^\alpha)) = \Gamma_{i\alpha}^C V_A(\Gamma_{j\beta}^C) + V_A(H_i(\Gamma_{j\beta}^C)) = \Gamma_{i\alpha}^C V_A(H_i(\Gamma_{j\beta}^C)),
\]

from where

\[
\text{Curv}(H_i, H_j)e_A = [V_A(H_i(\Gamma_{j\beta}^\alpha)) - V_A(H_j(\Gamma_{i\beta}^\alpha))] e_B = -V_A(R_{ij\beta}^\alpha) e_B. \tag{3.13}
\]

Therefore, the HH-component provides a linearization along the fibre of the curvature of the nonlinear connection. Later on, we shall rewrite this relation in intrinsic terms.

The following result gives an interpretation of the VH-component of the curvature of the connection \(D\).

**Proposition 3.9.** The VH-component of the curvature, \((\eta, X) \mapsto \text{Curv}(\eta^V, X^H),\) vanishes if and only if there exists a linear connection \(\nabla\) on \(\pi: E \to M\) such that \(D\) is the pullback of \(\nabla\) by \(\pi\). In such case the curvature tensor of \(\nabla\) is \(\text{Curv}^\nabla (X, Y)\sigma = \text{Curv}(X^H, Y^H)\sigma\) for all \(X, Y \in \mathfrak{X}(M)\) and \(\sigma \in \text{Sec}(E)\).

**Proof.** Let \(D\) be the pullback by \(\pi\) of a linear connection \(\nabla\) on \(E\). For every \(X \in \mathfrak{X}(M)\) and every \(\sigma \in \text{Sec}(E)\) we have that \(D^\eta \sigma\) is basic; concretely, \(D^\eta \sigma = (\nabla_X \sigma) \circ \pi\). It follows that \(D^\eta \sigma, D^\eta D_X^\eta \sigma\) vanish for every \(\eta \in \text{Sec}(E)\). But \(D^\eta |_{\eta^V, X^H} \sigma\) also vanishes, because \([\eta^V, X^H]\) is vertical, from where \(\text{Curv}(\eta^V, X^H)\sigma = D^\eta \sigma = D^\eta D_X^\eta \sigma - D^\eta D_X^\eta \sigma = 0\).

Conversely, let \(X \in \mathfrak{X}(M)\) and \(\sigma \in \text{Sec}(E)\). We will prove that if \(\text{Curv}(\eta^V, X^H)\sigma = 0\) for all \(\eta \in \text{Sec}(E)\) then \(D^\eta \sigma\) is basic. Indeed, since \(D^\eta \sigma = 0\),

\[
D^\eta(D^\eta \sigma) = D^\eta D^\eta \sigma - D^\eta D^\eta \sigma = D^\eta |_{\eta^V, X^H} \sigma = 0
\]

where we have used that \([\eta^V, X^H]\) is a vertical vector field.

It follows that there exists a section \(\nabla_X \sigma \in \text{Sec}(E)\) such that \(D_X^\eta \sigma = (\nabla_X \sigma) \circ \pi\). The operator \(\nabla\) is a linear connection, due to the properties of \(D\). Also, \(D^\eta \sigma = 0\), and hence \(D\) is the pullback by \(\nabla\) of \(\nabla\).

The formula for the curvature follows from the structure equations for the curvature tensor (see [33], paragraph 2.65).

**Remark 3.10.** In fact, the vanishing of the VH-component of the curvature characterizes those connections which are affine (in the sense explained below in section 4). The difference between the connection \(\text{Hor}\) and the connection \(\nabla\) in proposition 3.9 is given by the tension
3.5.1 Bianchi identities. Any linear connection satisfies a set of identities, known as Bianchi identities, which are deduced from the Jacobi identity for the covariant derivatives, $\sum[D_U, [D_V, D_W]] = 0$ where the sum is over cyclic permutations of $U, V, W$. They can be expressed as

$$\sum \left( [D_U \text{Curv}(V, W)] \sigma + \text{Curv}(U, [V, W]) \sigma \right) = 0.$$ 

Written in this form, they do not look very appealing, but they carry important information about derivatives of the different components of the curvature.

To obtain more explicit expressions, it is convenient to define the following tensors along $\pi$, which determine the curvature tensor $\text{Curv}$:

- $\text{Rie} : \pi^*(TM \otimes TM \otimes E) \rightarrow \pi^*E$ by
  $$\text{Rie}(X, Y) \sigma = \text{Curv}(X^H, Y^H) \sigma,$$

- $\theta : \pi^*(E \otimes TM) \rightarrow \pi^*E$ by
  $$\theta(\sigma, \zeta) Y = \text{Curv}(\zeta^V, Y^H) \sigma.$$

Notice that $\theta$ is symmetric, while $\text{Rie}$ is skewsymmetric.

In order to find simpler expressions of the Bianchi identities, we shall use an auxiliary linear connection on $\pi^*TM \rightarrow E$. We shall assume that the covariant derivative $D$ of such connection satisfies the following natural condition: for every vertical vector field $V \in \mathfrak{X}(E)$

$$D_V Z = T\pi([V, Z^H]), \quad \forall Z \in \text{Sec}(\pi^*TM). \quad (3.14)$$

Connections satisfying this property will be said to be compatible. For instance, if $\nabla$ is a linear connection on the base manifold $M$ then the connection $D_V Z = \nabla_{P_U(U)} Z + T\pi([P_V(U), Z^H])$ is a connection on $\pi^*TM \rightarrow E$ satisfying such a condition. The torsion tensor $T$ of the connection $D$ is the tensor field defined by

$$T(X, Y) = D_X Y - D_Y X - [X, Y], \quad \forall X, Y \in \mathfrak{X}(M).$$

A compatible connection having been fixed, we can conveniently write the different brackets of vector fields in $E$ in terms of covariant derivatives:

$$[X^H, Y^H] = (D_{X^H} Y^H) - (D_{Y^H} X^H) - T(X, Y)^H + R(X, Y)^V$$
$$[X^H, \eta^V] = (D_{X^H} \eta^V) - (D_{\eta^V} X^H)$$
$$[\xi^V, \eta^V] = (D_{\xi^V} \eta^V) - (D_{\eta^V} \xi^V). \quad (3.15)$$

We shall use the following notation: $D^V_H \sigma = D_{\eta^V} \sigma$, $D_H^V Z = D_{\eta^V} Z$, and similarly $D^H_H \sigma = D_{X^H} \sigma$, $D^H_H Z = D_{X^H} Z$, for $\eta, \sigma \in \text{Sec}(\pi^*E)$ and $X, Z \in \text{Sec}(\pi^*TM)$. In this way the covariant operators $D^H$ and $D^V$ can act over tensor fields along $\pi$ with mixed arguments in $E$ and $TM$. For instance, equation (3.13) can be written simply as
\[
\text{Rie}(X,Y)\sigma = -(D^Y_X)R(X,Y),
\]
which exactly means \(\text{Rie}(X,Y)\sigma = -D_{Y^\nu}R(X,Y) + R(D_{Y^\nu}X,Y) + R(X,D_{Y^\nu}Y)\).

Using this machinery, a long but straightforward calculation shows that the Bianchi identities can be written in the form

\[
\sum \left\{ (D^0_X\text{Rie})(Y,Z)\sigma - \text{Rie}(X,T(Y,Z)) - \theta(\sigma,R(Y,Z))X \right\} = 0
\]

\[
(D^0_Y\text{Rie})(X,Y)\sigma = (D^0_Y\theta)(\sigma,\eta)Y - (D^0_Y\theta)(\sigma,\eta)X + \theta(\sigma,\eta)T(X,Y)
\]

\[
(D^0_Y\theta)(\sigma,\zeta)X = (D^0_Y\theta)(\sigma,\eta)X.
\]

It is important to note that, while the Bianchi identities depend only on the connection \(D\), these latter expressions depend also on the choice of the connection \(D\), as the operator \(D^\H\) does. On the other hand, notice that the operator \(D^\V\) does not depend on the choice of the connection \(D\), as long as condition (3.14) is satisfied.

In terms of the operators \(D^\V\) and \(D^\H\), the tension and the curvature are related via the following identities.

**Proposition 3.11.** The tension satisfies the following properties:

\[
(D^\V_L)(X) = \theta(L,\zeta)X
\]

\[
(D^\V_Y)(X) = -(D^\H_L)(X) + \tau(T(X,Y)) + R(X,Y) + \text{Rie}(X,Y)\mathbb{I} = 0,
\]

for \(X,Y \in \text{Sec}(\pi^*TM)\) and \(\zeta \in \text{Sec}(\pi^*E)\).

**Proof.** We have

\[
\theta(L,\zeta)X = \text{Curv}(\zeta^\V,\zeta^\H)\mathbb{I}
\]

\[
= D_{\zeta^\V}D_{X^\nu}\mathbb{I} - D_{X^\nu}D_{\zeta^\V}\mathbb{I} - D_{[\zeta^\V,X^\nu]}\mathbb{I}
\]

\[
= -D_{\zeta^\V}(t(X)) - D_{X^\nu}(\zeta) + D_{[D_{\zeta^\V}\zeta^\V](-D_{\zeta^\V}X)^\nu}\mathbb{I}
\]

\[
= -D_{\zeta^\V}(t(X)) - t(D_{\zeta^\V}X)
\]

\[
= D^\V_L(t(X)) - t(D^\V_L X)
\]

which proves the first relation.

The curvature term \(\text{Rie}(X,Y)\mathbb{I}\) is equal to

\[
\text{Rie}(X,Y)\mathbb{I} = \text{Curv}(X^\H,Y^\H)\mathbb{I}
\]

\[
= D_{X^\nu}D_{Y^\nu}\mathbb{I} - D_{Y^\nu}D_{X^\nu}\mathbb{I} - D_{[X^\nu,Y^\nu]}\mathbb{I}
\]

\[
= -D_{X^\nu}(t(Y)) + D_{Y^\nu}(t(X)) - D_{[X^\nu,Y^\nu]}\mathbb{I}.
\]

Using \([X^\H,Y^\H] = \{D_{X^\nu}Y - D_{Y^\nu}X - T(X,Y)\}^\H + R(X,Y)^\H\), we get that the term \(D_{[X^\nu,Y^\nu]}\mathbb{I}\) is equal to

\[
D_{[X^\nu,Y^\nu]}\mathbb{I} = -t(D_{X^\nu}Y) + t(D_{Y^\nu}X) + t(T(X,Y)) + R(X,Y).
\]
Thus,
\[
\text{Rie}(X, Y) \| = -D^H_X(t(Y)) + D^H_Y(t(X)) + t(D^H_XY) - t(D^H_YX) - t(T(X, Y)) - R(X, Y),
\]
which proves the second.$\square$

In particular, if $\theta = 0$, then $t$ is basic. If, moreover, $R = 0$ then the exterior covariant derivative with respect to the pullback connection $\nabla$ (see proposition 3.9) vanishes.

3.6. The lifted connection

The pair of connections $(D, D)$ allows to define a linear connection on the tangent bundle $\tau_E : TE \to E$ (i.e. a linear connection on the manifold $E$) by means of
\[
\nabla_U W = (D_U T \pi(W))^H + (D_U \kappa(W))^V,
\]
for $U, W \in \mathfrak{X}(E)$. In more explicit terms
\[
\nabla_U (X^H + \sigma^V) = (D_U X)^H + (D_U \sigma)^V,
\]
for $U \in \mathfrak{X}(E)$, $X \in \text{Sec}(\pi^* TM)$ and $\sigma \in \text{Sec}(\pi^* E)$. Obviously, this connection carries the same information as both connections. This is the kind of connection defined in [2] for the case $E = TM$, where one can choose $D = D$, and it is related to the connection in [30].

3.7. Integral sections

An integral section of an Ehresmann connection on $\pi : E \to M$ is a section $\alpha \in \text{Sec}(E)$, such that
\[
T \alpha(v) = \zeta^H(\alpha(\tau_M(v)), v) \quad \forall v \in TM.
\]
Equivalent, $\alpha$ is an integral section if for any vector field $X \in \mathfrak{X}(M)$ we have $T \alpha \circ X = X^H \circ \alpha$.

In local coordinates, a section $\alpha = \alpha^A(x)e_A$ is an integral section of the connection if and only if it satisfies the partial differential equation
\[
\frac{\partial \alpha^A}{\partial x^j}(x^i) + \Gamma^A_i(x, \alpha(x)) = 0.
\]
The first order integrability conditions for this system of partial differential equations impose the vanishing of the curvature on the image of an integral section. When the curvature vanishes, Frobenius’ theorem ensures that there exists a local integral section trough any point of $E$.

**Proposition 3.12.** Every integral section $\alpha$ defines by pullback a linear connection $^\alpha D$ on the bundle $\pi : E \to M$, whose covariant derivative is given by
\[
^\alpha D_X \sigma = \kappa([X^H, \sigma^V]) \circ \alpha
\]
for $\sigma \in \text{Sec}(E)$ and $X \in \mathfrak{X}(M)$. The coefficients of this connection are $\Gamma^A_i(x, \alpha(x))$. The curvature tensor of $^\alpha D$ is given by $^\alpha \text{Curv}(X, Y)\sigma = [\text{Curv}(X^H, Y^H)]\sigma \circ \alpha$.

**Proof.** The pullback of the linear connection $D$ by the map $\alpha : M \to E$ defines a linear connection $^\alpha D$ on the bundle $\alpha^*(\pi^* E) \to M$. But this bundle is canonically isomorphic
to $E \to M$, because $\pi \circ \alpha = \text{id}_E$. The formula for the covariant derivative follows by via the observation that any tangent vector to the image of $\alpha$ is a horizontal vector field. In other words, from $T\alpha \circ X = X^\mathbb{H} \circ \alpha$ it follows that $^aDX\sigma = ^aDX(\sigma \circ \pi \circ \alpha) = D_{T\alpha \circ X}\sigma = D_x\circ \sigma \circ (X^\mathbb{H},\sigma^\mathbb{V}) \circ \alpha$. The formula for the curvature follows from the structure equations for the curvature (see [33], paragraph 2.65).

4. Linearization of a connection on an affine bundle

In many situations, the bundle on which a nonlinear connection is defined is not a vector bundle but an affine bundle $A \to M$ modeled on a vector bundle $\pi : V \to M$. In such cases, the fundamental sequence is

$$0 \longrightarrow \pi^*V \xrightarrow{i_0^*} TA \xrightarrow{j_*} \pi^*TM \longrightarrow 0,$$

and the above construction is not readily applicable. We shall extend the linearization process to the affine case by a natural procedure of homogenization and restriction.

4.1. The linear span of an affine space

It is convenient to think on an affine space as an affine hyperplane embedded in a bigger vector space, as in [29]. Let $A$ be a real finite dimensional affine space modeled on a vector space $V$. There exists a canonically defined vector space $\tilde{A}$, known as the linear span of $A$, endowed with a foliation by affine hyperplanes $A_\lambda$ indexed by real numbers $\lambda \in \mathbb{R}$, such that $A$ is canonically identified with $A_1$ and $V$ is canonically identified with $A_0$ (which is a vector subspace of $\tilde{A}$). In other words, there exists a short exact sequence of vector spaces

$$0 \longrightarrow V \xrightarrow{i_0} A_0 \xrightarrow{j} \mathbb{R} \longrightarrow 0,$$  \hspace{1cm} (4.1)

and the hyperplanes $A_\lambda$ are the level sets of the function $\lambda$, i.e. $A_\lambda = j^{-1}(\lambda)$ for $\lambda \in \mathbb{R}$.

The above sequence can be constructed as follows. The vector space $\tilde{A} = \text{Aff}(A,\mathbb{R})$ of affine functions defined on $A$ is called the (extended) affine dual of $A$. It fits in an exact sequence of vector spaces

$$0 \longrightarrow \mathbb{R} \xrightarrow{k} A \xrightarrow{l} V^* \longrightarrow 0,$$  \hspace{1cm} (4.2)

where the map $k$ associates to the real number $\lambda$ the constant function with value $\lambda$, and the map $l$ associates with an affine function its linear part. Then the dual vector space $\tilde{A} = (A^\dagger)^*$ satisfies the conditions we have imposed, and the sequence (4.1) is just the dual of (4.2). The immersion $i_1 : A \to \tilde{A}$ is given by evaluation, $i_1(a)(\varphi) = \varphi(a)$ for all $\varphi \in A^\dagger$. The map $i_1$ is affine and the associated linear map is the canonical immersion $i_0 : V \to \tilde{A}$.

Conversely, it is easy to see that if $0 \longrightarrow V \xrightarrow{i_0} B \xrightarrow{j} \mathbb{R} \longrightarrow 0$ is an exact sequence of vector spaces then $A = j^{-1}(1)$ is an affine subspace modeled on $i(V) = j^{-1}(0)$, and $B$ is canonically isomorphic to $\tilde{A}$.

Every point in $\tilde{A} - i_0(V)$ can be written in the form $z = \lambda i_1(a)$ for $\lambda \in \mathbb{R}$ and $a \in A$ uniquely defined. In fact, $\lambda = j(z)$, and hence $i_1(a) = z/j(z)$. This allows to extend any function $f$ defined on $A$ to a homogeneous function $\tilde{f}$ defined on $A - i_0(V)$ by $\tilde{f}(\lambda i_1(a)) = \lambda f(a)$. Taking an affine frame $(O,\{e_1,\ldots,e_n\})$ on $A$ we have a local basis $\{\tilde{e}_0,\tilde{e}_1,\ldots,\tilde{e}_n\}$ of $\tilde{A}$ given by $\tilde{e}_0 = i_1(O)$ and $\tilde{e}_i = i_0(e_i)$ for $i = 1,\ldots,n$. Such a basis will be denoted simply by $\{\tilde{e}_0,\tilde{e}_1,\ldots,\tilde{e}_n\}$: the meaning will be clear in context. As a consequence, the
affine coordinates \((y^1, \ldots, y^a)\) on \(\mathcal{A}\) associated with that frame, define linear coordinates 
\((z^0, z^1, \ldots, z^a)\) on \(\mathcal{A}\). The maps \(i_1\) and \(i_0\) have the expression \(i_1(y^1, \ldots, y^a) = (1, y^1, \ldots, y^a)\)
and \(i_0(z^1, \ldots, z^a) = (0, z^1, \ldots, z^a)\). The map \(j\) has the expression \(j(z^0, z^1, \ldots, z^a) = z^0\). The affine space \(\mathcal{A}\) is identified with the hyperplane \(z^0 = 1\), and the vector space \(V\) with the hyperplane \(z^0 = 0\). More generally, the equation for the hyperplane \(A_\lambda \subset \mathcal{A}\) is \(z^0 = \lambda\).

**Remark 4.1.** It is important to note that the first element of the dual basis, \(e^0 \in \mathcal{A}^\dagger = \mathcal{A}^*\), is but the affine function \(j\), and hence it is canonically defined independently of the choice of frame.

**4.2. Linearization of a connection**

The above constructions can be applied fiberwise to an affine bundle \(\pi : \mathcal{A} \to M\) modeled on some vector bundle \(\pi : V \to M\). In this way, we have defined a vector bundle \(\hat{\pi} : \hat{\mathcal{A}} \to M\), with fibres \(\hat{A}_m = \mathcal{A}_m\) for \(m \in M\), and canonical immersions \(i_1 : \mathcal{A} \to \hat{\mathcal{A}}\) and \(i_0 : V \to \hat{\mathcal{A}}\) over the identity in \(M\). The canonical section on \(\mathcal{A}\) will be denoted by \(\hat{1}\), and the canonical section on \(A\) will be denoted by \(\hat{1}_\mathcal{A}\). We have the obvious property \(i_1 \circ \hat{1}_\mathcal{A} = \hat{1} \circ i_1\).

A local section \(O \in \text{Sec}(\mathcal{A})\) and a local basis \(\{e_0, e_1, \ldots, e_a\}\) of sections of \(\mathcal{A}\) define a local basis \(\{e_0, e_1, \ldots, e_a\}\) of sections of \(\hat{\mathcal{A}}\) given by \(e_0 = i_1 \circ O\) and \(e_A = i_0 \circ O\). Taking local coordinates \((x')\) on the base \(M\), we have associated coordinates \((x', y^A)\) on \(\mathcal{A}\). \((x', z^A)\) on \(V\) and \((x', z^0, z^A)\) on \(\hat{\mathcal{A}}\), and the canonical immersions are \(i_1(x', y^A) = (x', 1, y^A)\) and \(i_0(x', z^A) = (x', 0, z^A)\).

**Remark 4.2.** Henceforth in this paper, we shall consider \(V\) and \(\mathcal{A}\) as submanifolds of \(\hat{\mathcal{A}}\), and consequently the maps \(i_0\) and \(i_1\) will be omitted.

Given a nonlinear connection \(\text{Hor} \subset T\mathcal{A}\) on \(\mathcal{A}\), we can define a nonlinear connection \(\text{Hor}\) on \(\hat{\mathcal{A}} \to V\) as the unique homogeneous connection on \(\mathcal{A}\) whose restriction to \(\mathcal{A} \subset \hat{\mathcal{A}}\) coincides with \(\text{Hor}\). The details of this construction are as follows. Every element \(z \in \hat{\mathcal{A}} - V\) is of the form \(z = \lambda a\) for \(\lambda \in \mathbb{R} - \{0\}\) and \(a \in A_{\pi(z)}\). For \(\lambda \in \mathbb{R}\) we denote by \(\mu_\lambda\) the multiplication map \(\mu_\lambda : \mathcal{A} \to \mathcal{A}\) given by \(\mu_\lambda(z) = \lambda z\). Then we define the nonlinear connection \(\text{Hor}\) in \(\hat{\mathcal{A}} - V\) by the horizontal lift

\[
\xi^\mathcal{H}(\lambda a, v) = T\mu_\lambda \xi^\mathcal{H}(a, v). \tag{4.3}
\]

It is clear that \(\xi^\mathcal{H}\) coincides with \(\xi^\mathcal{H}\) on the points in \(\mathcal{A}\), and that the extended connection \(\xi^\mathcal{H}\) is homogeneous,

\[
\xi^\mathcal{H}(\lambda z, v) = T\mu_\lambda (\xi^\mathcal{H}(z, v)), \quad \lambda \in \mathbb{R} - \{0\} \tag{4.4}
\]

but, nonlinear in general, because it is not defined on the submanifold \(V\). It follows that \([X^\mathcal{H}, \Delta] = 0\) for any vector field \(X \in \mathfrak{X}(\mathcal{M})\), where \(\Delta\) is the Liouville vector field on \(\mathcal{A}\).

Moreover, this connection has the important property that \(\text{Hor}\) is tangent to the foliation by hyperplanes, that is, for every \(z \in \hat{\mathcal{A}} - V\) we have that \(\text{Hor}\) is tangent to the hyperplane \(A_{\pi(z)}\). This is due to the property \(\mu_\lambda(A_\rho) = A_{\lambda \rho}\) for \(\rho \neq 0\), and hence \(T\mu_\lambda(T\mathcal{A}) = T\lambda\) for \(\rho = 1\).

In local coordinates, \((x', y^A)\) on \(\mathcal{A}\) and \((x', z^0, z^A)\) on \(\hat{\mathcal{A}}\), if the expression of the horizontal lift \(H_1\) is

\[
H_1 \bigg|_{(x,y)} \frac{\partial}{\partial x} \bigg|_{(x,y)} - \Gamma^1_A(x,y) \frac{\partial}{\partial y^A} \bigg|_{(x,y)},
\]

then the expression of the horizontal lift \(\hat{H}_1\) is
\[
\tilde{H}_i \big|_{(x, z^0, z)} = \frac{\partial}{\partial x^i} \big|_{(x, z^0, z)} - z^0 \Gamma^A_i(x, z/z^0) \frac{\partial}{\partial z^A} \big|_{(x, z^0, z)}. \tag{4.5}
\]

In other words the connection coefficients are
\[
\tilde{\Gamma}_0^i(x, z^0, z) = 0, \\
\tilde{\Gamma}_A^i(x, z^0, z) = z^0 \Gamma_0^A(x, z/z^0). \tag{4.6}
\]

The homogeneous nonlinear connection can be linearized, as explained in Section 3, obtaining a covariant derivative \(\tilde{D}\) on the bundle \(\tilde{\pi}^*A \to \tilde{A} - V\). Finally we can restrict \(\tilde{D}\) to the submanifold \(A \subset \tilde{A} - V\) (in other words, we pull back the connection by the inclusion \(i_1 : A \to \tilde{A}\)), and we get a covariant derivative \(D\) on the bundle \(\pi^*A \to A\), which is the linearized connection that we are looking for.

**Definition 4.3.** The linearization of a nonlinear connection on an affine bundle \(\pi : A \to M\) is the restriction to \(A\) of the linearization of the homogeneous extension of the connection to \(\tilde{A} - V\).

It is important to note that, as \(A\) is away from the singular set \(V\), the above connection is smooth on the whole manifold \(A\).

The fact that the connection that we really linearize is homogeneous implies that the tension vanishes. Thus, we have the following result.

**Proposition 4.4.** The nonlinear connection can be recovered from the linearization via the expression
\[
DU \bar{I} = \kappa(U). \tag{4.7}
\]

**Proof.** We prove that the corresponding relation holds true for the homogeneous connection.

For a horizontal vector field \(U = X^H\), in view of proposition 3.4, we have \(\tilde{D}_{\chi^0} \bar{I} = 0\), because \(\tilde{D}\) is the linearization of a homogeneous connection. For a vertical lift \(U = \alpha^V\) we also know that \(\tilde{D}_{\chi^0} \bar{I} = \alpha\). Thus \(\tilde{D}_{\chi^0 + \alpha^V} \bar{I} = \alpha = \tilde{\kappa}(\alpha^V) = \kappa(X^H + \alpha^V)\). By restricting to points in \(A \subset \tilde{A}\) we get the result. \(\Box\)

**4.3. An explicit expression for \(D\)**

The linearized connection \(D\) can be obtained from the definition, by homogenization and restriction,
\[
(DU\sigma)(a) \overset{\text{def}}{=} (\tilde{D}_U\sigma)(a) = \tilde{\kappa} \left( [\tilde{P}_H(U), \sigma^V] + T\sigma(\tilde{P}_V(U)) \right)(a), \quad a \in A,
\]
where \(\tilde{U}\) is any extension of \(U \in \mathfrak{X}(A)\) to a vector field on \(\tilde{A} - V\) (for instance, the homogeneous extension). While this expression is well-defined in \(\tilde{A}\), and the second term is just \(\kappa(T\sigma(P_V(U)))(a)\), we must notice that the first term is not directly computable in terms of vector fields tangent to \(A\). Essentially, the problem is that a vertical lift is not tangent to \(A\). This is clear, for instance, for the vertical lift of the canonical section \(\bar{I}\) of \(\tilde{A}\), for which \(\bar{I}^V = \Delta\), which is not tangent to the hyperplane foliation but tangent to the transversal rays \(R_z = \{ \lambda z \mid \lambda \in \mathbb{R} \}\).
However, once a point \( a \in A \) has been fixed, and setting \( m = \pi(a) \), every vector \( z \in \tilde{A}_m \) can be written as a sum \( z = \langle e^0, z \rangle a + (z - \langle e^0, z \rangle a). \) The vector \( \tilde{z} = z - \langle e^0, z \rangle a \) is in \( V_m \) because \( j(\tilde{z}) = \langle e^0, \tilde{z} \rangle = \langle e^0, z - \langle e^0, z \rangle a \rangle = 0. \) Thus, the fibre \( \tilde{A}_m \) decomposes as a direct sum \( \tilde{A}_m = \langle a \rangle \oplus V_m \). As a consequence, the \( \infty(A) \)-module \( \text{Sec}(\pi^*\tilde{A}) \) decomposes as a direct sum \( \text{Sec}(\pi^*\tilde{A}) = \langle I \rangle \oplus \text{Sec}(\pi^*V) \); every section \( \sigma \in \text{Sec}(\pi^*\tilde{A}) \) can be written in a unique way as a sum

\[
\sigma = \langle e^0, \sigma \rangle I + \tilde{\sigma}, \quad \tilde{\sigma} = \sigma - \langle e^0, \sigma \rangle I \in \text{Sec}(\pi^*V).
\] (4.8)

Taking these decompositions into account, we have the following explicit expression for the covariant derivative.

**Proposition 4.5.** The covariant derivative \( D \) can be expressed in terms of vector fields on \( A \) in the form

\[
D_U \sigma = \kappa \left( [P_H(U), \sigma^V] + T\sigma(P_0(U)) \right) + P_H(U)(\langle e^0, \sigma \rangle) I,
\] (4.9)

for every \( U \in \mathfrak{X}(A) \) and every \( \sigma \in \text{Sec}(\pi^*\tilde{A}). \)

**Proof.** We prove a similar expression for the linearization \( \tilde{D} \) of the homogeneous extension, and later we restrict this to \( A \). Obviously, for a given section \( \sigma \in \text{Sec}(\pi^*\tilde{A}) \) we can always write it as \( \sigma = \langle e^0, \sigma \rangle I + \tilde{\sigma} \), with \( \tilde{\sigma} = \sigma - \langle e^0, \sigma \rangle I \). At points in \( A \) this is just the decomposition (4.8). Note, however, that \( \tilde{\sigma} \) takes values in \( V \) only at points in \( A \).

The result is obvious for a vertical vector field \( U \) on \( A \). For a horizontal lift \( U = X^H \) of a vector field \( X \in \mathfrak{X}(M) \), using the decomposition (4.8), we have

\[
\tilde{D}_X^H \sigma = \tilde{\kappa}(X^H, \sigma^V)
= \tilde{\kappa}(X^H, \sigma^V + \langle e^0, \sigma \rangle I^V)
= \tilde{\kappa}(X^H, \sigma^V) + [X^H, \langle e^0, \sigma \rangle \Delta]
= \tilde{\kappa}(X^H, \sigma^V) + \kappa(X^H([e^0, \sigma]) \Delta)
= \tilde{\kappa}(X^H, \sigma^V) + X^H([\langle e^0, \sigma \rangle]) I,
\]

where we have taken into account that \( X^H \) is homogeneous, and hence \( [X^H, \Delta] = 0 \), and that \( \tilde{\kappa}(\Delta) = I \).

For a general horizontal vector field \( H \), we can write \( H = \sum f_i X^H_i \) for some finite family \( \{X_i\} \) of vector fields on \( M \) and some functions \( f_i \in \infty(A) \). Then

\[
[H, \sigma^V] = \sum f_i \left( [X^H_i, \sigma^V] + X^H_i([\langle e^0, \sigma \rangle] \Delta) \right) - \sum f_i \sigma^V(f_i) X^H_i.
\]

When applying \( \tilde{\kappa} \), the last term vanishes, and we obtain

\[
\tilde{\kappa}([H, \sigma^V]) = \sum f_i \tilde{D}_{X^H_i} \sigma = \tilde{D}_H \sigma.
\]
Therefore, we have
\[
\hat{D}_U \sigma = \hat{\kappa} \left( P_U (\tilde{U}), \sigma^V \right) + T \sigma (P_{\hat{q}} (\tilde{U})) + P_H (\tilde{U}) (\langle e^0, \sigma \rangle) \tilde{I}.
\]

Finally, restricting to points in \( A \), every vector field appearing in the right-hand side of the above expression is tangent to \( A \subset A \), and we get (4.9).

4.4. Coordinate expressions

Taking a local frame as indicated above and the associated coordinates, and considering the local basis of vector fields
\[
H_i = \frac{\partial}{\partial x^i} - \Gamma^A_i (x, y) \frac{\partial}{\partial y^A}, \quad V_A = \frac{\partial}{\partial y^A},
\]
proceeding via a straightforward calculation from equation (4.6) we get
\[
D_H e_0 = (\Gamma^i_B - y^A \Gamma^i_{AB}) e_B, \quad D_V e_0 = 0,
\]
\[
D_H e_A = \Gamma^i_A e_B, \quad D_V e_A = 0,
\]
(4.11)
where, as before, we are using the notation \( \Gamma^A_i = \partial \Gamma^A_i / \partial y^A \). The coefficient \( \Gamma^A_i - y^B \Gamma^A_{iB} \) will be denoted \( \Gamma^A_i \).

Let \( U \in X(A) \) be a vector field with local expression \( U = U^i H_i + U^A V_A \). For a section \( \sigma \in \text{Sec}(\pi^* A) \) with coordinate expression \( \sigma = \sigma^0 e_0 + \sigma^A e_A \) the covariant derivative of \( \sigma \) has the expression
\[
D_U \sigma = U(\sigma^0) e_0 + \{ U^i [H_i (\sigma^A)] + \Gamma^A_i \sigma^0 + \Gamma^A_{iB} \sigma^B \} + U^C V_C (\sigma^A) \}
\]
(4.12)
In particular, for a section \( \zeta \in \text{Sec}(\pi^* V) \) with coordinate expression \( \zeta = \zeta^A e_A \), the covariant derivative of \( \zeta \) has the expression
\[
D_U \zeta = \{ U^i [H_i (\zeta^A)] + \Gamma^A_{iB} \zeta^B \} + U^C V_C (\zeta^A) \}
\]
(4.13)
and for a section \( \eta \in \text{Sec}(\pi^* A) \) with coordinate expression \( \eta = e_0 + \eta^A e_A \) the covariant derivative of \( \sigma \) has the expression
\[
D_U \sigma = \{ U^i [H_i (\eta^A)] + \Gamma^A_i \eta^0 + \Gamma^A_{iB} \eta^B \} + U^C V_C (\eta^A) \}
\]
(4.14)

4.5. The linearized connection is affine

The word affine connection applies to two different types of connection. On one hand, a linear connection on the tangent bundle \( \tau_M : TM \rightarrow M \) is said to be an affine connection on the base manifold \( M \). On the other, a nonlinear connection on an affine bundle such that its connection coefficients are affine functions is also said to be an affine connection on that affine bundle. It is in this second sense that we use the word affine in this paper.

An affine connection on an affine bundle \( \pi : A \rightarrow M \) is characterized by the existence of a covariant derivative \( \nabla \) on the vector bundle \( \pi : V \rightarrow M \) and an operator \( \nabla : \mathcal{X}(M) \times \text{Sec}(A) \rightarrow \text{Sec}(V) \), which is \( C^\infty(M) \)-linear in the first argument, and satisfies
\[
\nabla_X (\sigma + \zeta) = \nabla_X \sigma + \nabla_X \zeta, \quad \forall \sigma \in \text{Sec}(A), \zeta \in \text{Sec}(V).
\]
A (standard) covariant derivative $\tilde{\nabla}$ on $\hat{A}$ can be defined such that $\tilde{\nabla}_X$ coincides with $\nabla_X$ on sections taking values in $A \subset \hat{A}$. It can be shown that a covariant derivative $\nabla$ on $\hat{A}$ is the covariant derivative associated with an affine connection if and only if $\nabla_X e^0 = 0$ for all $X \in \mathfrak{X}(M)$. See [31, 32] for the details.

Alternatively, in the terminology of this paper, an affine connection on an affine bundle $\pi : A \to M$ is a nonlinear connection on $A$ such that its homogeneous extension to $\hat{A}$ happens to be linear (i.e. smooth on $\hat{A}$ including $V$).

In our case, given a nonlinear connection on $A$, the linearized connection $\tilde{D}$ is defined on the vector bundle $pr_1 : \pi^*\hat{A} \to A$. Equation (4.14) shows that the connection coefficients are affine functions, indicating that $D$ is an affine connection on this bundle. We shall give a direct proof of this fact.

**Proposition 4.6.** The section $e^0 \in \text{Sec}(\pi^*A^1)$ is parallel:

$$D_U e^0 = 0, \quad \forall U \in \mathfrak{X}(A).$$

The vector sub-bundle $\pi^*V \subset \pi^*\hat{A}$ and the affine sub-bundle $\pi^*A \subset \pi^*\hat{A}$ are invariant under parallel transport:

$$D_U \text{Sec}(\pi^*V) \subset \text{Sec}(\pi^*V), \quad \forall U \in \mathfrak{X}(A)$$

$$D_U \text{Sec}(\pi^*A) \subset \text{Sec}(\pi^*V), \quad \forall U \in \mathfrak{X}(A).$$

**Proof.** An important fact to note is that the differential 1-form $\omega^0 \circ \tilde{\kappa} \in \text{Sec}(T^*\hat{A})$ is the exterior differential of the function $\tilde{\kappa}$; that is, $\omega^0 \circ \tilde{\kappa} = dj$.

We first prove that $\tilde{D}_U e^0 = 0$ for all $U \in \mathfrak{X}(\hat{A} - V)$. For every $\sigma \in \text{Sec}(\pi^*\hat{A})$ we have

$$\langle \tilde{D}_U e^0, \sigma \rangle = U(\langle e^0, \sigma \rangle) - \langle e^0, \tilde{D}_U \sigma \rangle = U(\langle e^0, \sigma \rangle) - \langle dj, [\tilde{P}_U(U), \sigma^Y] \rangle - \langle dj, T\sigma(\tilde{P}_U(U)) \rangle.

The second term in this sum is

$$\langle dj, [\tilde{P}_U(U), \sigma^Y] \rangle = \tilde{P}_U(U)(\sigma^Y(j)) - \sigma^Y(\tilde{P}_U(U)(j)) = \tilde{P}_U(U)(\langle e^0, \sigma \rangle),$$

where we have used $\tilde{P}_U(U)(j) = 0$ (the horizontal distribution is tangent to the hyperplane foliation) and $\sigma^Y(j) = \langle dj, \sigma^Y \rangle = \langle e^0 \circ \kappa, \sigma^Y \rangle = \langle e^0, \kappa(\sigma^Y) \rangle = \langle e^0, \sigma \rangle$. The third term in the above sum is

$$\langle dj, T\sigma(\tilde{P}_U(U)) \rangle = \tilde{P}_U(U)(\sigma \circ \sigma) = \tilde{P}_U(U)(\langle e^0, \sigma \rangle).$$

Thus,

$$\langle \tilde{D}_U e^0, \sigma \rangle = U(\langle e^0, \sigma \rangle) - \tilde{P}_U(U)(\langle e^0, \sigma \rangle) - \tilde{P}_U(U)(\langle e^0, \sigma \rangle) = 0.$$

From this property, restricting to points in $A \subset \hat{A}$, we get $D_U e^0 = 0$ for all $U \in \mathfrak{X}(A)$.

But also from that property it immediately follows that the covariant derivative of a section taking values on a hyperplane $A_\lambda$ is a section taking values in $V$. The result follows by taking $\lambda = 1$ for $A$ and $\lambda = 0$ for $V$, and, of course, restricting to points in $A$. \[\square\]
Due to the linearity in the first argument of the covariant derivative, the above properties can be equivalently stated as: \( D_u\kappa^0 = 0 \) for all \( u \in TA \); \( D_u\eta \in V_{\pi(\tau_1(u))} \) for all \( \eta \in \Sec(\pi^*V) \) and all \( u \in TA \); and \( D_u\sigma \in V_{\pi(\tau_1(u))} \) for all \( \sigma \in \Sec(\pi^*A) \) and all \( u \in TA \).

**Remark 4.7.** Proposition 4.6 establishes that the linearization of a nonlinear connection is an affine connection on the affine bundle \( \pi: \mathcal{E} \to \mathcal{A} \). Moreover, when the initial nonlinear connection on \( \mathcal{A} \) is already affine with \((\nabla, \nabla)\) the associated covariant operators, then the restriction of \( D \) to \( \pi^*V \) is the pullback by \( \pi \) of the linear connection \( \nabla \), the restriction of \( D \) to \( \pi^*A \) is the pullback by \( \pi \) of the affine operator \( \nabla \), and the connection \( \tilde{D} \) is the pullback by \( \tilde{\pi} \) of the linear connection \( \nabla \).

To finish this section, it is worth mentioning that, in the affine case, parallel transport is the parallel transport defined by the linearization of the homogeneous connection. Parallel transport in \( \mathcal{A} \) preserves the foliation by hyperplanes: if \( \gamma \) is a curve in \( \mathcal{A} \) and \( z \) is a point in \( \mathcal{A}_\lambda \), then the parallel transport of \( z \) along \( \gamma \) remains in \( \mathcal{A}_\lambda \). Therefore, the restriction of parallel transport to the affine sub-bundle \( \pi^*\mathcal{A}_\lambda \to \mathcal{A} \) is an affine map for \( \lambda \neq 0 \), and a linear map for \( \lambda = 0 \). In particular, for \( \lambda = 1 \) parallel transport in \( \pi^*A \to \mathcal{A} \) is an affine map whose associated linear map is the parallel transport in \( \pi^*V = \pi^*A_0 \to \mathcal{A} \).

### 5. Examples and applications

We consider in this section the cases of a connection on a tangent bundle and on a first jet bundle, with special emphasis on connections defined by a SODE. We shall show how the results in this paper cover those in our previous papers [10, 21, 25], and we shall give simpler proofs of some such results. We postpone to the next section the analysis of connections on a cotangent bundle.

#### 5.1. Connections on a tangent bundle

Inspired by our previous work on derivations of forms along the tangent bundle projection [26, 27], for an Ehresmann connection on the tangent bundle we defined in [25] the linear connection on \( \pi_1: \tau_\mathcal{M}TM \to TM \) with covariant derivative

\[
D_UZ = \kappa([P_U(U), Z^V]) + T_{\tau\mathcal{M}}([P_V(U), Z^H]),
\]

for \( U \in \mathcal{X}(TM) \), \( Z \in \Sec(\tau_{\mathcal{M}}TM) \). In that paper, the notation \( P_V(U)^i \) was used instead of \( \kappa(U) \). We now show that this connection is a particular case of the one given in this paper, by showing that both expressions coincide whenever \( E = TM \).

We have only to show that \( T_{\tau\mathcal{M}} \circ [P_V(U), Z^H] = \kappa(TZ(P_V(U))) \), or equivalently, \( T_{\tau\mathcal{M}}([V, Z^H]) = \kappa(TZ(V)) \) for any vertical vector field \( V \in \mathcal{X}(TM) \), or equivalently that \( S([V, Z^H]) = TZ(V) \), where \( S \) is the vertical endomorphism of \( TTM \). For local coordinates \((x^i, v^i)\) on \( TM \), if \( V = V^i(x, v) \frac{\partial}{\partial v^i} \) and \( Z = Z^i(x, v) \frac{\partial}{\partial v^i} \) we have

\[
TZ(V) = V^i \frac{\partial Z^j}{\partial v^i} \frac{\partial}{\partial v^j},
\]

and on the other hand

\[
[V, Z^H] = V^k \frac{\partial Z^i}{\partial v^k} \left( \frac{\partial}{\partial v^i} - \Gamma^j_i \frac{\partial}{\partial v^j} \right) - Z^i V^k \frac{\partial \Gamma^j_i}{\partial v^k} \frac{\partial}{\partial v^j} - Z^i H_j(V^k) \frac{\partial}{\partial v^k}.
\]
so that \( S([V, Z]) = V_j \frac{\partial Z_i}{\partial x^j} \), and the two expressions coincide.

As a consequence of this fact, the connection \( D \) itself is compatible (satisfies the condition (3.14)), and we can use \( D = D \) in order to calculate Bianchi identities as expressed in (3.17).

The aim of [25] was to characterize those SODE on \( M \) which are linear in velocities or linear in all variables. We briefly review here part of these results.

The canonical section in \( \tau^*_H TM \) coincides with the total time derivative operator \( T \) with coordinate expression

\[
\mathcal{I}_{TM} = T = v^j \frac{\partial}{\partial x^j}.
\]

A SODE vector field is a vectorfield \( \Gamma \in X(TM) \) which projects to \( T \). It has a local expression

\[
\Gamma^j = v^j \frac{\partial}{\partial x^j} + f^j(x, v) \frac{\partial}{\partial v^j}.
\]

(5.2)

It determines a nonlinear connection with connection coefficients

\[
\Gamma^j_i = -\frac{1}{2} \frac{\partial f^j}{\partial v^i}.
\]

(5.3)

The details can be found in [8, 16].

A key property of the connection defined by a SODE is that it is symmetric, in the sense that the connection coefficients satisfy the symmetry condition \( \Gamma^j_ik = \Gamma^j_ik \), or in more intrinsic terms, the torsion vanishes:

\[
[X, Y] = D_XH Y - D_YH X, \quad \forall X, Y \in \mathfrak{X}(M).
\]

In fact, any nonlinear connection satisfying this property is the connection defined by a SODE.

As a consequence we have the following fundamental property for SODE connections.

**Proposition 5.1.** If a distribution \( \mathcal{D} \subset \pi^*(TM) \) is parallel, then it is basic, and the base distribution is integrable.

**Proof.** As a consequence of proposition 3.8, if \( \mathcal{D} \) is parallel, then it is basic: \( \mathcal{D} = \pi^* F \), for some sub-bundle \( F \subset TM \). Moreover, the bracket of two vector fields on \( F \) is \( [X, Y] = D_XY - D_YX \).

As both \( D_XY \) and \( D_YX \) take values in \( F \), we have that \( [X, Y] \) takes also values on \( \mathcal{D} \). Thus \( F \) is involutive, and hence integrable. \( \square \)

Another geometric object associated with the SODE \( \Gamma \) is the (generalized) Jacobi endomorphism \( \Phi \) which is a \((1,1)\)-tensor field along the tangent bundle projection defined by \( \Phi(X) = \kappa([\Gamma, X]) \) for every \( X \in \text{Sec}(\tau^*_H TM) \). It has components

\[
\Phi^j_i = -\frac{\partial f^j}{\partial x^i} - \Gamma^k_i \Gamma^j_k - \Gamma^j_i \Gamma^k_j.
\]

(5.4)

See [27] for the definition and [34] for applications.

**Proposition 5.2.** Let \( \Gamma \in \mathfrak{X}(TM) \) be a SODE. There exist coordinates \((x^i)\) on \( M \) such that the differential equation for the integral curves of \( \Gamma \) is

- linear in velocities, i.e.
  \[
  x^i = A_i^j(x) v^j + b^i(x)
  \]

if and only if the linearized connection \( D \) is flat. The coefficients \( A_i^j \) are constant if and only if the tension is parallel.
• linear in all variables, i.e.
\[ \dot{x}^i = A^i_j v^j + B^i_j x^j + c^i \]
if and only if the linearized connection \( D \) is flat and the Jacobi endomorphism \( \Phi \) is parallel.

The details of the proof are in [25].

Further applications of the linear connection to the inverse Problem of Lagrangian mechanics can be found in [12, 34]. Also application to the decoupling of second-order differential equations can be found in [28]. The problem of decoupling (for non-autonomous SODEs) will be reviewed in the next subsection.

5.2. Connections on the first jet bundle

The linearization of a connection was extended to the non-autonomous setting in [10]. The non-autonomous formalism is developed in the first jet bundle \( \pi = \tau : J^1 \tau \rightarrow M \) to a bundle \( \pi : M \rightarrow \mathbb{R} \). The bundle \( J^1 \tau \) is an affine bundle modeled on the vector bundle \( \text{Ver}(\tau) = \ker(T\tau) \subset TM \), and therefore the theory developed in section 4 applies to this case. Indeed, with the notation in this paper the connection on the bundle \( \text{pr}_1 : \pi^*(TM) \rightarrow J^1 \tau \) defined in [10] reads
\[ D_U \sigma = \kappa([P_H(U), \sigma^V]) + T\pi([P_V(U), \sigma^H]) + P_H(U)(\langle \sigma, dt \rangle) T. \] (5.5)

As in the autonomous case, the term \( T\pi([P_V(U), \sigma^H]) \) can be easily seen to be equal to \( \kappa(T\sigma(P_V(U))) \), so that this connection coincides with the one given in proposition 4.5.

In [10] the linear connection was defined by looking for an expression similar to the one in the autonomous case [25] and the extra term \( P_H(U)(\langle \sigma, dt \rangle) T \) was introduced to satisfy all the requirements of being a connection, but there was some freedom in the choice. We have seen, in this paper, that this is the natural choice.

We shall denote by \( t \) the canonical coordinate in \( \mathbb{R} \), and we shall take local coordinates \((t, x^i)\) on \( M \) adapted to the projection \( \tau \). They induce coordinates \((t, x^i, v^i)\) in \( J^1 \pi \). In our local expressions, we shall use only this kind of coordinate system.

On \( J^1 \tau \) the canonical section coincides with the non-autonomous total time derivative operator \( \mathbb{T}_{\mathcal{J}^1 \tau} = T \) with coordinate expression
\[ \mathbb{T} = \frac{\partial}{\partial t} + v^j \frac{\partial}{\partial x^i}. \]

A non-autonomous SODE \( \Gamma \) is a vector field \( \Gamma \in \mathfrak{X}(J^1 \tau) \) which projects to the canonical section. Its integral curves are 1-jet prolongations of sections of \( \tau \), and \( \Gamma \) has a local expression of the form
\[ \Gamma = \frac{\partial}{\partial t} + v^j \frac{\partial}{\partial x^i} + f^i(t, x, v) \frac{\partial}{\partial v^i}. \]

A SODE \( \Gamma \) defines a nonlinear connection on the affine bundle \( \pi : J^1 \tau \rightarrow M \) with connection coefficients given by
\[ \Gamma^i_0 = \frac{1}{2} v^j \frac{\partial f^i}{\partial v^j} - f^i \quad \text{and} \quad \Gamma^i_j = - \frac{1}{2} \frac{\partial f^i}{\partial v^j}. \] (5.6)

An intrinsic definition in terms of the vertical endomorphism can be found in [11].
To define the associated linear connection as indicated in the previous section, we should find its homogeneous extension and then linearize it. However, alternatively, the homogeneous extension of such nonlinear connection can be directly obtained as the nonlinear connection defined by the autonomous SODE \( \Gamma_h \in \mathcal{X}(TM - \text{Ver}(\tau)) \) known as the homogeneous SODE-extension of \( \Gamma \). In local coordinates, \((t, x^i, w^\beta, w^\theta)\) in \( TM \) the homogeneous SODE \( \Gamma_h \) has the expression

\[
\Gamma_h = w^\theta \frac{\partial}{\partial t} + w^\beta \frac{\partial}{\partial x^\beta} + (w^\theta) \gamma f^i(t, x^i, w^\beta / w^\theta) \frac{\partial}{\partial w^\theta},
\]

from where (5.6) follows immediately.

In more intrinsic terms, the homogeneous SODE \( \Gamma_h \) can be defined as follows. For a point \( v_0 \in J^1 \tau \) we set \( t_0 = \tau(\pi(v_0)) \). Let \( \gamma : \mathbb{R} \to M \) be the integral section of \( \Gamma \) through the point \( v_0 \) so that \( \Gamma \circ J^1 \gamma = \frac{d}{dt} J^1 \gamma \) and \( J^0_0 \gamma = v_0 \). For \( \lambda \in \mathbb{R} - \{0\} \) we define the curve \( \eta : \mathbb{R} \to M \) by \( \eta(s) = \gamma(t_0 + \lambda s) \). Then the value of \( \Gamma_h \in \mathcal{X}(TM - \text{Ver}(\tau)) \) at the point \( z = \lambda v_0 \in TM \) is defined by

\[
\Gamma_h(z) = \frac{d}{ds} \left( \frac{d\eta}{ds} \right) \bigg|_{s=0}.
\]

In this way, the integral curves of \( \Gamma_h \) are reparameterization of the integral curves of \( \Gamma \) with constant speed \( \lambda \) in the variable \( t \).

The vector field \( \Gamma_h \) is homogeneous but, in general, it is not defined on the submanifold \( \text{Ver}(\tau) \subset TM \). Therefore, it is a homogeneous spray. In fact, \( \Gamma_h \) can be extended continuously to \( \text{Ver}(\tau) \) if and only if the functions \( f^i(t, x^i, v) \) are polynomials of degree two in the variables \( v \). As a consequence the tension of this connection vanishes.

The benefits of this approach are clear: being the restriction to the affine bundle \( J^1 \tau \) of an autonomous SODE connection, every property that we have seen for the autonomous case applies also to the non-autonomous case, with some simplifications due to the fact that \( \Gamma_h \) is a homogeneous spray, and hence \( \Gamma \) is the horizontal lift of the canonical section \( \Gamma = \text{TH} \).

Due to the fact that \( \Gamma \) is horizontal, in the non-autonomous setting, the Jacobi endomorphism is part of the curvature tensor

\[
\Phi(X) = \kappa(\Gamma, X^H) = R(T, X), \quad X \in \text{Sec}(\pi^* \text{Ver}(\tau)),
\]

and has the same coordinate expression (5.4) as in the autonomous case (but now all functions also depend on the variable \( t \)). In principle, one can consider the action of \( \Phi \) on the full bundle \( \pi^* TM \), but we have restricted to the vertical bundle because for \( X = T \), we clearly have \( \kappa(\Gamma, T^H) = \kappa(\Gamma, T) = 0 \), which carries no information.

As an application, we consider the problem of decoupling a second-order differential equation. We say that a SODE \( \Gamma \) is locally submersive if in a neighborhood of every point in \( M \) there exists a coordinate system \((t, x^i, x^\alpha)\) on \( M \) such that the differential equation for the integral curves of \( \Gamma \) has the form

\[
\begin{aligned}
\dot{x}^i &= f^i(t, x^i, \dot{x}^i), \\
\dot{x}^\alpha &= f^\alpha(t, x^i, x^\beta, \dot{x}^i, \dot{x}^\beta),
\end{aligned}
\]

\( i, j = 1, \ldots, d \) \( \alpha, \beta = d + 1, \ldots, n \).

We shall say that \( \Gamma \) locally decouples if these equations are furthermore of the form

\[
\begin{aligned}
\dot{x}^i &= f^i(t, x^i, \dot{x}^i), \\
\dot{x}^\alpha &= f^\alpha(t, x^\beta, \dot{x}^\beta),
\end{aligned}
\]

\( i, j = 1, \ldots, d \) \( \beta = d + 1, \ldots, n \).
Note that our coordinate systems are always assumed to be adapted to the fibration \( \tau : M \to \mathbb{R} \). That is, we only consider coordinate transformations of the form \( \tilde{t} = t, \ x^i = \psi^i(t, x^j) \).

We say that a distribution \( \mathcal{D} \) along \( \pi \) is vertical if \( \mathcal{D} \subset \pi^*(\text{Ver}(\tau)) \).

**Theorem 5.3.** Let \( \Gamma \in \mathfrak{X}(J^1\tau) \) be a SODE. Then

- \( \Gamma \) is locally submersive if and only if there exists a non-trivial \( \Phi \)-invariant parallel vertical distribution.
- \( \Gamma \) locally decouples if and only if there exists a pair of non-trivial \( \Phi \)-invariant parallel complementary vertical distributions.

**Proof.** If a vertical distribution \( \mathcal{D} \) is parallel, then it is basic, and the base distribution is integrable. We can find coordinates \((t, x^i, x^\alpha)\) on \( M \) such that the annihilator of \( \mathcal{D} \) in \( \pi^*(\text{Ver}(\tau)) \) is generated by \( \{dx^\alpha\} \). From \( \{dx^\alpha, D_t(\partial/\partial x^i)\} = 0 \) it follows that \( \Gamma^{i\alpha} = 0 \), so that \( \partial f^i/\partial x^\alpha = 0 \). The \( \Phi \)-invariance condition implies that

\[
0 = \Phi^i_{\alpha} = -\frac{\partial f^i}{\partial x^\alpha} - \Gamma^{j\alpha} \Gamma^{i}_{j\beta} - \Gamma^{i\beta} \Gamma^{j}_{\alpha} - \Gamma^{i}(\Gamma^{j}_{\alpha}) = -\frac{\partial f^j}{\partial x^\alpha}.
\]

Therefore, in this coordinate system \( f \) depends only on the coordinates \((t, x^i, v^j)\) but not on \((x^\alpha, \tau)\). This proves the first statement.

For the second, since the distributions are complementary on \( \text{Ver}(\tau) \), i.e. \( \mathcal{D}_1 \oplus \mathcal{D}_2 = \pi^*(\text{Ver}(\tau)) \), we can find coordinates \((t, x^i, x^\alpha)\) on \( M \) such that the annihilator of \( \mathcal{D}_1 \) is generated by \( \{dx^\alpha\} \) and the annihilator of \( \mathcal{D}_2 \) is generated by \( \{dx^i\} \). In this coordinate system we have \( \Gamma^{i\alpha} = 0 \) and \( \Phi^i_{\alpha} = \Phi^j_{\alpha} = 0 \) from where it follows that \( \partial f^i/\partial x^\alpha = \partial f^\alpha/\partial v^j = 0 \) and \( \partial f^j/\partial x^\alpha = \partial f^\alpha/\partial x^i = 0 \). Hence \( \Gamma \) decouples.

The situation where a SODE decouples completely as a system of \( n \) independent second-order 1D differential equations was studied in [3]. Generalized submersiveness was studied in [35]. Further applications to the inverse problem of the Lagrangian Mechanics can be found in [18].

### 6. Connections on a cotangent bundle

The theory developed in this paper makes it possible to linearize connections on any vector bundle. In respect to Mechanics, the most relevant vector bundle is the cotangent bundle to a manifold. We show here how our results specialize to this case, and we explore some further properties of the linear connection. In particular, it will be shown that the geometry of the linearized connection can be an important tool in Hamiltonian Mechanics.

For the cotangent bundle \( \pi_M : T^*M \to M \) to a manifold \( M \), the fundamental sequence is

\[
0 \longrightarrow \pi_M T^*M \xrightarrow{\iota^*} TT^*M \xrightarrow{p_M} \pi_M^*TM \longrightarrow 0,
\]

where \( p_M = (\tau_{T^*M}, T\pi_M) \). Given a nonlinear connection on the cotangent bundle, every vector field \( U \in \mathfrak{X}(T^*M) \) can be written in a unique way as a sum \( U = X^M + \eta^\alpha \), for \( X \) a vector field along \( \pi_M \) and \( \eta \) a differential 1-form along \( \pi_M \) (i.e. \( X \in \text{Sec}(\pi_M^*TM) \) and \( \eta \in \text{Sec}(\pi_M^*TM) \)).

In local coordinates \((x^i, p_i)\) on the cotangent bundle, the horizontal lift \( H_i \) of a coordinate vector field \( \partial/\partial x^i \) has the expression
\[ H_i = \frac{\partial}{\partial x^i} - \Gamma_{ij}^{k}(x,p) \frac{\partial}{\partial p^j}. \]  
(6.1)

The connection coefficients of the linearized connection are
\[ \Gamma^k_{ij} = \frac{\partial \Gamma_{ij}^{k}}{\partial p^k}, \]  
(6.2)
and the coordinate expression of the covariant derivative is given by
\[ D_{X^i} \alpha = X^i[H_i(\alpha_j) + \alpha_k \Gamma^k_{ij}] dx^j \]
\[ D_{\alpha^i} \alpha = \alpha^i \frac{\partial \alpha_k}{\partial p^i} dx^k. \]
(6.3)

As in the previous cases we can give an alternative expression of the linearized connection in terms of Lie derivatives provided that we accept some identifications. Let \( \alpha \) be a 1-form along \( \pi_M \). We can identify \( \alpha \) with a \( \pi_M \)-semibasic 1-form \( \bar{\alpha} \). The Lie derivative of \( \bar{\alpha} \) with respect to a vertical vector field \( V \) is again a \( \pi_M \)-semibasic 1-form, and hence \( L_V \alpha \) can be identified with a 1-form along \( \pi_M \). If we write the resulting 1-form along \( \pi_M \) simply as \( L_V \alpha \), then we have \( \kappa(T(\alpha(V))) = L_V \alpha \), which can be easily proved in coordinates. Therefore, with the above identifications, the linearized connection has the expression
\[ DU \alpha = \kappa([P_H(U), \alpha^V]) + L_{P_H(U)} \alpha. \]  
(6.4)

The dual connection to \( D \) is a connection on \( \pi_M^* TTM \rightarrow T^* M \) that satisfies the compatibility condition (3.14). Therefore, considering the connection \( D \) as the dual connection of \( D \), we have that the expressions (3.15) and (3.17) hold with \( D = D \). In particular,
\[ [X^H, \alpha^V] = (D_{X^H} \alpha)^V - (D_{\alpha^V} X)^H, \]  
(6.5)
for \( X \) a vector field along \( \pi_M \) and \( \alpha \) a 1-form along \( \pi_M \). In fact, this expression determines the linear connection \( D \), together with its dual. Obviously, the lifted connection \( V \) on the manifold \( T^* M \) can be defined without any auxiliary connection.

The torsion of the linear connection (i.e. of the dual to the linearized connection) has the expression
\[ T = -\frac{1}{2} (\Gamma^k_{ij} - \Gamma^k_{ji}) dx^i \wedge dx^j \wedge \frac{\partial}{\partial x^k}. \]

For a function \( f \in C^{\infty}(T^* M) \) we shall denote by \( df^H \) the 1-form along \( \pi_M \) defined by \( \langle df^H, X \rangle = X^H(f) \). Similarly, we shall denote by \( df^V \) the vector field along \( \pi_M \) defined by \( \langle \alpha, df^V \rangle = \alpha^V(f) \). In terms of these objects, the differential of a function \( f \in C^{\infty}(T^* M) \) can be obtained from
\[ \langle df, X^H + \alpha^V \rangle = \langle df^H, X \rangle + \langle \alpha, df^V \rangle, \]  
(6.6)
for \( X \in \text{Sec}(\pi_M^* TM) \) and \( \alpha \in \text{Sec}(\pi_M^* T^* M) \).

61. Relation with symplectic geometry

The geometry of the cotangent bundle is dominated by the canonical symplectic structure. We can expect that our results will be related to this structure.

The canonical section on \( T^* M \) can be identified with the Liouville 1-form \( \theta = \delta_0 \), by means of the identification of a \( \pi_M \)-semibasic 1-form with a section along the projection \( \pi_M \).
This is clear in coordinates since both have the same coordinate expression \( p_i dx^i \). The tension is a 2-covariant tensor along \( \pi_M \), \( t(X,Y) = -(D_{\theta_0} \theta_0, Y) \), which in local coordinates reads
\[
t = -D^H \theta_0 = (\Gamma_{ij} - \Gamma^k_{ji} p_k) dx^i \otimes dx^j.
\] (6.7)

Proposition 3.4 can be rephrased as follows.

**Proposition 6.1.** A connection on the cotangent bundle \( \pi_M : T^* M \to M \) is homogeneous if and only if \( D_{\theta_0} \theta_0 = 0 \) for all \( X \in \text{Sec}(\pi_M^* TM) \).

We consider the canonical symplectic structure \( \omega_0 = -d\theta_0 \) on the cotangent bundle. As is well known, the vertical sub-bundle is a Lagrangian sub-bundle for the canonical symplectic form \( \omega_0 \), so that \( \omega_0(\alpha^V, \beta^V) = 0 \) for all \( \alpha, \beta \in \text{Sec}(\pi_M^* T^* M) \). For a horizontal and a vertical vector field, it is easy to see that
\[
\omega_0(X^H, Y^H) = 0,
\] (6.8)
for all \( X \in \text{Sec}(\pi_M^* TM) \) and all \( \alpha \in \text{Sec}(\pi_M T^* M) \).

**Definition 6.2.** A nonlinear connection on \( T^* M \) is said to be symmetric if the horizontal sub-bundle is a Lagrangian sub-bundle with respect to \( \omega_0 \), i.e.
\[
\omega_0(X^H, Y^H) = 0, \quad \forall X, Y \in \text{Sec}(\pi_M^* TM).
\]

This terminology is motivated by the fact that the connection is symmetric if and only if the connection coefficients are symmetric: \( \Gamma_{ij}(x,p) = \Gamma_{ji}(x,p) \). Thus, \( \sigma(X,Y) = \omega_0(X^H, Y^H) \) is a 2-form along \( \pi_M \), measuring the symmetry of the nonlinear connection, and can be properly called the torsion of the nonlinear connection. It has the local expression \( \sigma = \frac{1}{2}(\Gamma_{ij} - \Gamma^k_{ji} p_k) dx^i \wedge dx^j \). The vertical differential of the torsion of the nonlinear connection, up to a sign, is the torsion \( T \) of the associated linear connection,
\[
\langle T(X,Y), \zeta \rangle = -(D_{\zeta \sigma})\langle X,Y \rangle, \quad \forall X, Y \in \text{Sec}(\pi_M^* TM).
\]

Notice that for a symmetric nonlinear connection, the tension is a symmetric 2-covariant tensor.

**Proposition 6.3.** For a symmetric connection the Hamiltonian vector field associated with a function \( f \in C^\infty(T^* M) \) can be decomposed in the form
\[
X_f = (d^H f)^H - (d^H f)^V.
\] (6.9)

Conversely, if this equation holds for every function \( f \in C^\infty(T^* M) \), then the connection is symmetric.

**Proof.** The vector field \( X_f \) is the solution of the equation \( i_{X_f} \omega_0 = df \). We can write \( X_f = Z^H + \eta^V \) for uniquely defined \( Z \in \text{Sec}(\pi_M^* TM) \) and \( \eta \in \text{Sec}(\pi_M T^* M) \). For any \( Y \in \text{Sec}(\pi_M^* TM) \), using equation (6.8) and taking into account that the horizontal sub-bundle is Lagrangian, we get
\[
\omega_0(X_f, Y^H) = \omega_0(\eta^V, Y^H) = -\langle \eta, Y \rangle.
\]

On the other hand, from the definition of \( d^H f \) we have
\[
\langle df, Y^H \rangle = Y^H f = \langle d^H f, Y \rangle.
\]
whence we get $\eta = -d^H f$.

Similarly, as the vertical sub-bundle is also Lagrangian, for every $\sigma \in \text{Sec}(\pi^*_H T^*_M)$ we have
\[ \omega_0(X_f, \sigma^V) = \omega_0(Z^H, \sigma^V) = \langle \sigma, Z \rangle, \]
and, on the other hand,
\[ \langle d^f, \sigma^V \rangle = \sigma^V f = \langle \sigma, d^V f \rangle, \]
whence we get $Z = d^V f$. We conclude that $X_f = (d^V f)^H - (d^H f)^V$.

Conversely, for every $X \in \mathfrak{X}(M)$ we consider the function $f = \langle \theta_0, X \rangle \in C^\infty(TM)$, which satisfies $d^H f = X$. Then for every $Y \in \mathfrak{X}(M)$ we have
\[ \omega_0(X^H, Y^H) = \omega_0((d^V f)^H, Y^H) \]
\[ = \omega_0(X_f, (d^V f)^V, Y^H) \]
\[ = \omega_0(X_f, Y^H) - \omega_0((d^V f)^V, Y^H) \]
\[ = \langle d^f, Y^H \rangle - \langle d^H f, Y \rangle \]
\[ = 0, \]
showing that the horizontal distribution is Lagrangian.

\[ \square \]

**Proposition 6.4.** For a symmetric connection on the cotangent bundle, the Poisson bracket of two functions $f, g \in C^\infty(T^*M)$ can be written in the form
\[ \{ f, g \} = \langle d^H f, d^V g \rangle - \langle d^V g, d^H f \rangle. \]  
(6.10)

Conversely, if this equation holds for all $f, g \in C^\infty(T^*M)$, then the connection is symmetric.

**Proof.** For a symmetric connection we have
\[ \{ f, g \} = \omega_0(X_f, X_g) \]
\[ = \omega_0((d^V f)^H, (d^V g)^H) - (d^V g)^H - (d^H g)^V \]
\[ = \omega_0((d^V g)^H, (d^V f)^V) \]
\[ = \langle d^f, (d^V g)^H \rangle - \langle d^H g, d^V f \rangle. \]

Conversely, if (6.10) holds for every $f, g \in C^\infty(T^*M)$ then
\[ \langle d^f, X_g \rangle = \{ f, g \} \]
\[ = \langle d^H f, d^V g \rangle - \langle d^V g, d^H f \rangle \]
\[ = \langle d^f, (d^V g)^H \rangle - \langle d^H g, (d^V g)^V \rangle. \]

As this expression holds for every function $f$, we have that $X_g = (d^V g)^H - (d^H g)^V$ for every function $g$, and proposition 6.3 implies that the connection is symmetric. 

We finally mention the following two simple properties valid for a symmetric nonlinear connection:
• The curvature satisfies the following identity
\[ \sum \langle R(X, Y), Z \rangle = 0, \]
where the sum is over cyclic permutations of \(X, Y, Z \in \text{Sec}(\pi^*_M TM)\). Indeed, computing the expression of \(d\omega_0(X^H, Y^H, Z^H) = 0\), for \(X, Y, Z \in \mathcal{X}(M)\), by Cartan formula for the exterior differential we have
\[ 0 = d\omega_0(X^H, Y^H, Z^H) = \sum X^H \omega_0(Y^H, Z^H) - \omega_0([X^H, Y^H], Z^H) \]
\[ = - \sum \omega_0([X, Y]^H, Z^H) - \omega_0(R(X, Y)V, Z^H) \]
\[ = \sum \langle R(X, Y), Z \rangle. \]

• The lifted linear connection \(\nabla\) on the manifold \(TM\) is a symplectic connection, \(\nabla\omega_0 = 0\). This fact is easy to see in coordinates by taking into account that the symplectic form can be written \(\omega_0 = H^\prime \lrcorner \lrcorner V_i\), where \(H^\prime = dx^i\) and \(V_j = \partial p_i + \Gamma_{ij} dx^j\) are the elements of the dual basis of \(\{H_i, V^i\}\).

6.2. Completely integrable systems and Hamilton–Jacobi theory

The linearization of a connection on the cotangent bundle can be used to obtain information on some problems in Hamiltonian Mechanics. We shall show, here, a very simple application to the study of properties of completely integrable systems.

Consider a completely integrable Hamiltonian system on \(TM\) with Hamiltonian function \(H \in C^\infty(T^*M)\). Let \(\{f_1, \ldots, f_n\}\) be functionally independent constants of the motion for \(H\) which are in involution. The Hamiltonian \(H\) is functionally dependent on such functions, usually the first of them being taken. We shall, moreover, assume the following natural transversality condition, and hence a nonlinear connection on \(TM\). In equivalent terms, \(\text{Hor}\) is the annihilator of the linear span of \(\{df_1, \ldots, df_n\}\), so that \(d^H f_i = 0\). On the other hand, the functions \(\{f_1, \ldots, f_n\}\) are in involution, i.e. satisfy \(\{f_i, f_j\} = 0\), and hence proposition 6.4 implies that \(\text{Hor}\) is an integrable Lagrangian distribution. Thus, \(\text{Hor}\) is a flat symmetric nonlinear connection on \(TM\).

From a dual point of view, a solution of the Hamilton–Jacobi equation for \(H\) is a closed 1-form \(\alpha \in \text{Sec}(T^*M)\) such that \(H\) is constant on the image of \(\alpha\), i.e. \(H(x, \alpha(x)) = c\) (constant). Locally \(\alpha = dS\) for some function \(S\), and we get the standard form of the Hamilton–Jacobi equation \(H(x, \frac{dS}{dt}) = c\).

**Proposition 6.5.** Let \(\text{Hor}\) be a symmetric nonlinear connection on \(TM\), such that \(d^H H = 0\). Every integral section of \(\text{Hor}\) is a solution of the Hamilton–Jacobi equation.

**Proof.** Let \(\alpha\) be an integral section of \(\text{Hor}\). For every vector \(v \in TM\), if \(m = \tau_M(v)\), we have
\[ \langle d(H \circ \alpha), v \rangle = v(H \circ \alpha) = T\alpha(v)H = \xi^H(\alpha(m), v)H = \langle d^H H(\alpha(m)), v \rangle = 0. \]
Therefore, \(H \circ \alpha\) is locally constant.
Moreover, $\alpha$ is closed, because the connection is symmetric. Indeed, for every $m \in M$ and every $v, w \in T_m M$ we have

$$(\alpha^* \omega_0)_m(v, w) = \omega_0(T_\alpha(v), T_\alpha(w)) = \omega_0(\xi^H(\alpha(m), v), \xi^H(\alpha(m), w)) = 0,$$

because $\text{Hor}$ is Lagrangian. Therefore, $\alpha^* \omega_0 = -\pi_M^*(d\alpha) = 0$, and hence $\alpha$ is closed.

Notice that for a completely integrable system, in the above proposition we can interchange $H$ with any other of the functions $f_i$, which also satisfies $d^i f_i = 0$.

A complete solution of the Hamilton–Jacobi equation is a foliation of $T^* M$ where every leaf is the image of a solution of the Hamilton–Jacobi equation. As is well known, if the Hamilton–Jacobi equation admits a complete integral, then $H$ is completely integrable. The relation between the complete integral and the family of first integrals in involution

$$\{f_1, \ldots, f_n\}$$

is as follows. Parameterizing (perhaps locally) the complete integral so that $\{\alpha_{\lambda}\}_{\lambda \in \Lambda}, \Lambda \subset \mathbb{R}^n$, is a family of closed 1-forms we get a (local) diffeomorphism $\psi : M \times \Lambda \to T^* M$. The second component of the inverse $\psi^{-1} : T^* M \to M \times \mathbb{R}^n$ defines a function $F = (f_1, \ldots, f_n) : T^* M \to \mathbb{R}^n$ whose components are in involution. By construction, we have that $\text{Im} \psi = F^{-1}(\lambda)$. See [5, 6] for the details.

We shall next analyze the simplest possible situation, in which the horizontal distribution associated with a completely integrable geodesic Hamiltonian system defines (by linearization) a flat linear connection.

Let $g$ be a pseudo-Riemannian metric on $M$. We consider the inverse metric $G = g^{-1}$ on $T^* M$ and the associated Hamiltonian

$$H(p) = \frac{1}{2} G_{\pi_M(p)}(p, p), \quad p \in T^* M.$$

$H$ is said to be a geodesic Hamiltonian because the solutions of Hamilton equations, when projected to $M$, are the geodesics of the metric $g$. In local coordinates,

$$H(x^i, p_i) = \frac{1}{2} g^{ij}(x^i) p_ip_j.$$

**Theorem 6.6.** Let $H$ be a completely integrable geodesic Hamiltonian with metric $g$. If the associated linearized connection is flat then

- The nonlinear connection is in fact linear, and equal to the dual of the Levi-Civita connection $\nabla$ for the metric $g$.
- The Hamilton–Jacobi equation is separable in any $\nabla$-affine coordinate system.
- In any $\nabla$-affine coordinate system, all coordinates are ignorable.

**Proof.** Let $\text{Hor}$ be the nonlinear connection defined by the complete integrable system, and let $D$ be the linearized connection. If $D$ is flat, there exists a flat linear connection $\nabla$ on $T^* M$ such that $D$ is the pullback of $\nabla$. Moreover, $\nabla$ is symmetric, because $D$ is symmetric. It follows that $M$ is an affine manifold.

In a system of $\nabla$-affine coordinates $(x^i)$ in $M$, the coefficients of the nonlinear connection are basic local functions, $\Gamma_{ij}^k = \Gamma_{ij}^k(x)$. On the other hand, as $d^i H$ is linearly dependent on $\{df_1, \ldots, df_n\}$ we have that $d^i H = 0$. In the above coordinates this expression reads $d^i H = \Gamma_{ij}^k(x) \frac{\partial H}{\partial p_j} = 0$. Taking the derivative with respect to $p_j$ of this expression, we get
\[
\frac{\partial^2 H}{\partial x^i \partial p_k} = \Gamma_{ij} g^{jk}. 
\] 

The left-hand side of this expression is linear in momenta, while the right-hand side is a basic function, so that both must vanish. The right-hand side is \( \Gamma_{ij} g^{jk} = 0 \), and hence \( \Gamma_{ij} = 0 \). Therefore, the connection \( \text{Hor} \) and the connection \( \nabla \) (as a nonlinear connection) both have null connection coefficients in the same coordinates, so that they are equal. From the vanishing of the left-hand side of (*) we have \( \partial g^{jk} / \partial x^i = 0 \) and hence \( \nabla G = 0 \). Therefore, \( \nabla \) is a symmetric and isometric connection and hence the dual of the Levi-Civita connection for \( g \).

This proves the first statement.

Let \( \alpha \) be any integral section of \( \text{Hor} \). In \( \nabla \)-affine coordinates \( \partial \alpha_i / \partial x^j = 0 \) because the connection coefficients vanishes. Therefore, the general solution of the equation of integral sections is \( \alpha = \sum \lambda_i dx^i \) for \( \lambda = (\lambda_1, \ldots, \lambda_n) \in \mathbb{R}^n \). As a consequence of proposition 6.5 we have found a complete solution of the Hamilton–Jacobi equation in separated form \( \alpha = \sum \lambda_i p_i \) does not depend on the coordinates \( x^i \). Thus all them are ignorable coordinates.

Finally, in any \( \nabla \)-affine coordinate system the metric coefficients are constant, \( g^{ij}(x) = \delta^{ij} \), so that \( H = \frac{1}{2} \delta^{ij} p_i p_j \) does not depend on the coordinates \( x^i \). Thus all them are ignorable coordinates.

\[
\square
\]

In the above proof, to simplify the arguments, we have used some coordinate calculations. Let us indicate how this calculations can be done intrinsically. The first step in the proof shows that \( D \) is the pullback of a flat symmetric connection \( \nabla \). From the equation \( dH = 0 \) taking covariant derivatives with respect to a vertical vector field, and using that the linear connection is flat, we can easily get \( DX H (dV H) = 0 \). Taking again covariant derivatives with respect to a vertical vector field, we arrive at \( DX H G = 0 \), where one has to use that the linear connection is flat and the equality \( D_{\alpha V} D_{\beta V} H = G(\alpha, \beta) \) for every \( \alpha, \beta \in \text{Sec}(T^* M) \). Since \( G \) is a basic tensor and \( D \) is the pullback of \( \nabla \), one has \( \nabla G = 0 \), and hence \( \nabla \) is the dual of the Levi-Civita connection for the metric \( g \).

\section{Conclusions and outlook}

In this paper, we have extended to general vector bundles the procedure of linearization of a nonlinear connection, following the ideas in [25], for a tangent bundle, and [10], for the case of a first jet bundle. We have shown that the construction of the linearized connection in the affine case can be considered as a particular case of the linearization on a vector bundle of the homogenization of the connection.

We have given an interpretation of the parallel transport rule defined by such a connection, and we have studied the curvature of the linear connection. In particular a convenient expression of the Bianchi identities is provided.

As a relevant example, we have studied nonlinear connections on the cotangent bundle, and we have shown that our results can be very useful in studying problems in Hamiltonian Mechanics. The simple problem that we have considered shows that further research is needed to understand problems related to completely integrable systems—as is, for instance, the separability of the Hamilton–Jacobi equation.

Finally, a more general notion of connection on Lie algebroids and more generally on anchored vector and affine bundles was considered in [31, 32]. Let us briefly indicate how our theory can be further extended to this case. If \( \pi : E \to M \) is a vector bundle and \( \tau : A \to M, \rho \) is an anchored vector bundle, we just have to take the correct “tangent space”
$T^b_A E = \{(a, V) \in A_{\pi(b)} \times T_{\pi(b)} E \mid \rho(a) = T\pi(V)\}$ at every point $b \in E$, and generalize our setting by considering the exact sequence $0 \to \pi^* E \xrightarrow{\xi^V} T^b_A E \xrightarrow{p} \pi^* A \to 0$ of vector bundles over $E$. Here, the map $p : T^b_A E \to \pi^* A$ is $p(a, V_b) = (b, a)$, and the vertical lifting is considered as a map $\xi^V : \pi^* E \to T^b_A E$ given by $\xi^V(b, c) = (0_{\pi(b)}, \frac{d}{dt}(b + tc)|_{t=0})$. See [23, 24] for more information on these spaces and maps. A generalized $A$-connection on $E$ is just a splitting of this sequence. The details of these constructions will be given elsewhere.
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