A SOM-based Gradient-Free Deep Learning Method with Convergence Analysis

Shaosheng Xu, Jinde Cao, Yichao Cao, Tong Wang, Wenhua Qian

Abstract—As gradient descent method in deep learning causes a series of questions, this paper proposes a novel gradient-free deep learning structure. By adding a new module into traditional Self-Organizing Map and introducing residual into the map, a Deep Valued Self-Organizing Map network is constructed. And analysis about the convergence performance of such a deep valued Self-Organizing Map network is proved in this paper, which gives an inequality about the designed parameters with the dimension of inputs and the loss of prediction.
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I. INTRODUCTION

At present, the field of deep learning is developing rapidly, and layers of neural network go deeper and deeper. From the 3-5 layers’ neural networks at the beginning to hundreds-layers’ ones nowadays, the expression abilities of these networks have made a qualitative leap. However, the convergence method of them still mainly depends on the gradient-descent method [1]. With the development of optimization theory and the application of various new activation functions, the gradient-descent method based deep learning technologies has been improved gradually [2], [4]. However, the problem of gradient explosion/vanishing still can not be solved completely. Moreover, the design of neural network hyper-parameters still lacks complete theory and it quite depends on the experience of researchers.

Our motivation is to design a method that can discard the gradient back propagation process in deep learning. There are two methods that attract our attention: Self-Organizing Map (SOM) and the residual idea. The former, also called Kohonen network [5], [6], is an typical unsupervised learning proposed by Professor Teuvo Kohonen of Helsinki University in Finland in 1981. Kohonen thinks that when such a model receives external inputs, it will be distinguished as different corresponding classes, which have different response characteristics to input modes and the process is finished automatically. And such characteristics are like those in the self-organization of mammal’s brain. The advantage of SOM is that no gradient information is used in the training process, which ensures that the gradient explosion/vanishing problem never exists in this network. However, SOM can not integrate label information into training, which mean the supervised learning task cannot be achieved by this structure. And because of lacking deep structure, SOM’s comprehensive ability on complex logy is weak.

A hierarchical self-organizing map(HSOM) has been proposed in 1992 [7]. Since the best matching neuron in SOM is closest to the input pattern and obtains the most effective information in the input, the authors made the best matching neuron feed back to the next self-organizing map as the input, which can save the network storage and reduce the computing cost. The effectiveness of HSOM has been proved in face recognition. While [8] focused on pattern recognition in time series and applies hierarchical self-organizing mapping (HSOM) to gesture recognition and achieves good results in 2008. After comparing traditional clustering methods, [9] proposed a general and online self-organizing map learning strategy, which is called self-organizing incremental neural network in 2006. This strategy introduces the insertion of the new node and the deletion of nodes with low probability density on self-organizing mapping network. Experiments show that this strategy can represent the topology of non-stationary data well in online learning and life-long learning tasks. And in order to reduce the number of network parameters and optimize the stability of structure, They put forward Enhanced Self-Organizing Incremental Neural Network (ESOINNN) [10] in the next year, which uses a single layer network instead of the two-layer structure of SOINN.

A great breakthrough was made in 2016, Deep Self-organizing Maps (DSOM) [11] was put forward by combining deep learning and self-organizing maps, which includes a self-organizing mapping layer composed of multiple self-organizing networks for extracting the information of different receptive field and a sampling layer is used to organizes the best matching neurons of each SOM, and constructs a fresh two-dimensional grid, whose function is to construct more global information at higher layers. The results show that DSOM performs well in extracting high-level abstract features. However, the excessive consumption of DSOM calculation limits its application. [12] put forward parallelizable deep self-organizing maps(PD-SOM) in 2017, the advantage of this network is that SOM of different sizes is used to learn features of different responses in the same layer, and PD-SOM originates from the unsupervised learning and does not use tags during training. Experiments show that the running time of PD-SOM is reduced by 18% compared with DSOM.
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The ideal of the residual is proposed by Microsoft Research Institute in 2015. The main contribution of the residual is the discovery of degradation and the invention of shortcut connection aiming at the degradation phenomenon, which greatly eliminates the problem of too deep neural network training difficulty.

This paper proposes a novel deep SOM network with supervised learning structure based on the original intention of DSOM and the basic idea of the residual. In the beginning of the design, we improved the original SOM and introduced a learning mechanism to each neuron, so that the network realizes the function of supervised learning. Then, we send the residual of the Lethe to each neuron, so that the network realizes the function of the design, we improved the original SOM and introduced a shortcut connection aiming at the degradation phenomenon, which greatly eliminates the problem of too deep neural network training difficulty.

Next, in order to introduce the supervision mechanism, we add a new variable \( L_j \), \( j = 1, 2, ..., N \), called Lethe, into each output neuron and denote each output neuron as \( (W_j, L_j) \). At the same time, the input changes from \( X \) into \( (X; b) \), where \( b \) is the label or target. For classification task, it is recommended that \( b \in [0, 1]^m \) in most cases, while \( b \in \mathbb{R}^2 \) is suggested for the fitting task. Here \( L_j \) is valued in the same space where \( b \) is. The learning rule of it is designed as

\[
\begin{aligned}
L_m & \leftarrow L_m + \frac{b - L_m}{K_m}, \\
K_m & \leftarrow K_m + 1,
\end{aligned}
\]

where, \( K_m \) is an positive integer who cumulates the updating times of the m neuron.

Furthermore, the outputs of our designed module includes not only the Lethe but also the difference between the input vector and the weight of the m. Which means the item \( X - W_m \) is put into consideration in our research. Now we name our proposed module as Valued Self-Organizing Mapping(VSOM). For a batch of inputs \( \{(X(\tau); b(\tau)) | \tau = 1, 2, ..., \Gamma\} \), the surprised learning rule of it is listed as follows:

\[
\begin{aligned}
m(\tau) & = \arg \min_{m \in 1, 2, ..., N} \rho(X(\tau), W_j), \\
W_j & \leftarrow W_j + \alpha_{\tau} \eta_{\tau,j,m}(X(\tau) - W_j), \\
L_m(\tau) & \leftarrow L_m(\tau) + \frac{b(\tau) - L_m(\tau)}{K_m(\tau)}, \\
K_m(\tau) & \leftarrow K_m(\tau) + 1, \\
\hat{X}(\tau) & = X(\tau) - W_m(\tau), \\
\hat{b}(\tau) & = b(\tau) - L_m(\tau),
\end{aligned}
\]

where \( \rho(., .) \) is some distance function. Next, a neighborhood of the \( m \) is determined, and the weight vector of the neurons in the neighborhood is adjusted according to the following formula.

\[
W_j \leftarrow W_j + \alpha \eta_{j,m}(X - W_j),
\]

where \( \alpha \) is learning rate and \( \eta_{j,m} \) is a measure between the neuron \( j \) and the neuron \( j, m \), which is determined both by the topology of the output layer and the number of learning round. The adjustment process makes the weight vector of inner neuron close to the direction of input vector. With the learning, the learning rate may continue to decline, as well as the range of the neighborhood of best matching neuron. Gradually, the weight vectors of output neurons are separated from each other and each represents a cluster in the input space while the topology of the output layer is still reserved. It can be seen that SOM is an unsupervised process, whose output neuron is composed of weight \( W_j \).

Remark II.1. As SOM can implement automatic clustering in unsupervised case, the cluster’s label must maintain the the label’s value, if the input vector with the same label automatically clustered. However, in general, every cluster may not have the same label, especially for the continuous function fitting task, there is no identical label nearly. Meanwhile, according to the update rules, it is easy to prove that any \( L_j \) will
converge to the weighted average value of its cluster’s labels. Suppose \( \{(X(\tau_0); b(\tau_0))|k = 1, 2, ... , \Gamma_0\} \) are clustered into the some m neuron \( C_{j0} \), the Lethe \( L_{j0} = \frac{1}{\Gamma_0} \sum_{k=1}^{\Gamma_0} b(\tau_k) \rightarrow E[b(\tau)|m(\tau) = j_0] \), where \( E[\cdot|\cdot] \) is conditional expectation \[15\]. It is obviously that the condition in the conditional expectation forms a subset of \( \Omega = \{1, 2, ..., \Gamma\} \). According to the discussion, we define \( \mathcal{H} \) to be a \( \sigma \)-algebra \[16\] generated by the subsets \( \{\tau|m(\tau) = j\} \), \( j = 1, 2, ..., N \), which is denoted by \( \mathcal{H} = \sigma(\{\tau|m(\tau) = j\}, j = 1, 2, ..., N) \) and we can estimate the Lethe as \( L_{m(\tau)} = E[b(\tau)|\mathcal{H}] \). If each \( \Gamma_j = ||\{\tau|m(\tau) = j\}|| \) is big enough, where the symbol \( ||A|| \) means the number of the members in set \( A \). In the same way we have done before, it is to get the following estimation \( W_{m(\tau)} = E[X(\tau)|\mathcal{H}] \). For further discussing, we replace the notations \( \mathcal{H}, X, b, W_j \) and \( m \) by \( \mathcal{H}_1, X_0, b_0, W_j^{(0)} \) and \( m_0 \) and the outputs of Eqs. (2), by getting rid of some trivial expressions, can be rewritten in a brief formation,

\[
\begin{align*}
\mathcal{H}_1 &= \sigma(\{\tau|m_0(\tau) = j\}, j = 1, 2, ..., N), \\
X_1 &= X_0 - E[X_0|\mathcal{H}_1], \\
b_1 &= b_0 - E[b_0|\mathcal{H}_1],
\end{align*}
\]

and the updating details are

\[
\begin{align*}
m_0(\tau) &= \arg \min_{j = 1, 2, ..., N} \rho(X_0(\tau), W_j^{(0)}), \\
W_j^{(0)} &= W_j^{(0)} + \alpha_{\tau} \eta_{\tau,j,m_0(\tau)}(X_0(\tau) - W_j^{(0)}), \\
L_{m_0(\tau)}^0 &= L_{m_0(\tau)}^0 + \frac{b_1(\tau) - L_{m_0(\tau)}^0}{K_{m_0(\tau)}}, \\
K_{m(\tau)} &= K_{m(\tau)} + 1,
\end{align*}
\]

and

\[
\mathcal{H}_1 = \sigma(\{\tau|m_0(\tau) = j\}, j = 1, 2, ..., N).
\]

**III. THE STRUCTURE OF DEEP VSOM NETWORK**

As gradient-based methods are usually used in the optimizer of the deep learning, the gradient vanishing or explosion always confused many researchers. Although there are some way trying to avoid gradient vanishing or explosion, which actually partly solved such a confusing problem, the ghostly gradient vanishing or explosion still appears by surprise \[17\]– \[19\]. Nevertheless, the task of hyper parameters’ adjustment in deep learning demands a lot of work. As many researchers make a lot of effort on these problems, this paper tries to give an answer in another way. That is, instead of solving the gradient vanishing or explosion problem, we just abandoned the gradient when we make our proposed network go deep. Now, we consider the VSOM module proposed in the former section as a layer. The inputs of the layer are \( \{(X_0(\tau); b_0(\tau))|\tau = 1, 2, ..., \Gamma\} \) and the outputs are \( \{X_1(\tau); b_1(\tau))|\tau = 1, 2, ..., \Gamma\} \). A natural way to deep the structure is to succeed the outputs of this layer and send them into an new layer. While, there are two questions need to answer in advance.

First, \( b_1(\tau) \) is the residual between the original inputs target and the conditional expectation which is estimated by the Lethe in the layer. No matter what kind of the problem there is, fitting or classification, \( b_1(\tau) \) can be embedded in a \( D \)-dimensional field. Continuous or not, it has zero conditional expectation on \( \mathcal{H}_1 \) and can be obtained in the training process only. During testing or working after training, the Lethe \( L_{m_0(\tau)}^0 \) or say estimation of conditional expectation of the label in training set, can be observed. Fig. 2 illustrates the different working modes on training and testing respectively.

Second, the intuitive meaning of \( X_1(\tau) \) is the division and superposition of the domain space. Suppose \( W_{m_0}^{(0)} \) are the cluster centers, then \( X_1(\tau) \) is the difference vector from the vector of the nearest cluster center \( W_{m_0}^{(0)}(\tau) \) to the vectors of the input \( X_0(\tau) \), which is the difference vector from \( W_{m_0}^{(0)}(\tau) \) to \( X_0(\tau) \). If \( \{X_0(\tau)|\tau = 1, 2, ..., \Gamma\} \) are uniformly distributed in the domain space, the difference vectors are also uniform. According to the definition, each cluster center is set to be \( 0 \) in \( \mathcal{X}_1(\tau) \), that is to say, all clusters are superimposed.
with the center as the coincidence point. Mathematically, this process can be summarized as

\[ \hat{X}_{(1)}(\tau) = \sum_{j=1}^{N} \hat{X}_{(1)}(\tau) \delta(m(\tau), j), \]

where \( \delta(i, j) = 1 \), if and only if \( i = j \), else \( \delta(i, j) = 0 \). For convenience, we use the Norm-1 distance, which means \( \rho(x, y) = ||x - y||_1 \), and display the division and superposition process intuitively in Fig. 3(a). It can be seen that the output \( \hat{X}_{(1)}(\tau) \) is a single VSOM layer, and the final prediction of the label of sample \( X_{(0)}(\tau) \) is

\[ p(\tau) = \sum_{\tau=0}^{n-1} p_{(1)}(\tau). \]

The structure of VSOM with different modes are illustrated in Fig. 4.

**Remark III.1.** As discussion in Remark II.1, the outputs of each layers can be rewritten as

\[
\begin{align*}
\hat{X}_{(1)}(\tau) &= B_{(1)}(\hat{X}_{(1)}(\tau) - \mathbb{E}[X_{(0)}|\hat{S}_{t+1}]), \\
b_{(t+1)}(\tau) &= b_{(t)}(\tau) - \mathbb{E}[b_{(t)}|\hat{S}_{t+1}], \quad \text{for } t = 0, 1, ..., n - 1,
\end{align*}
\]

where \( B_{(1)} \) is a affine mapping from \( \mathbb{R}^D \) to \( \mathbb{R}^D \). And for some \( i \), it has the forms as bellow,

\[ B_i(x) = \mathcal{K}_i \oplus (x - \mathcal{B}_i), \]

where \( \mathcal{K}_i \) and \( \mathcal{B}_i \) have the same dimensions with \( x \) and \( \oplus \) means Hardamard product. Both \( \mathcal{K}_i \) and \( \mathcal{B}_i \) must be irrelative with the sample’s number in a batch. The difference of decomposition abilities of one with batch normalization and one without batch normalization is illustrated in Fig. 3(b) and Fig. 3(c).

Now we construct a novel deep learning model named Deep VSOM(DVSOM) Network. Suppose there are \( n \) layers in this Network, \((W^{(t)}, m, L^{(t)}, K^{(t)}, B_{(t)})\) for \( t = 0, 1, ..., n - 1 \) and for each \( t \), \((W^{(t)}, m, L^{(t)}, K^{(t)})\) is a single VSOM layer, where

\[
\begin{align*}
W^{(t)} &= (W_1^{(t)}, W_2^{(t)}, ..., W_N^{(t)}), \\
L^{(t)} &= (L_1^{(t)}, L_2^{(t)}, ..., L_N^{(t)}), \\
K^{(t)} &= (K_1^{(t)}, K_2^{(t)}, ..., K_N^{(t)}).
\end{align*}
\]

Then for the training set \( \{(X_{(0)}(\tau); b_{(0)}(\tau)), \tau = 1, 2, ..., \Gamma \} \), the training process of \( n \)-layers DVSOM Network is

\[
\begin{align*}
m_{(t)}(\tau) &= \arg \min_{j=1, 2, ..., N} \rho(X_{(1)}(\tau), W_{j}^{(t)}), \\
W_{j}^{(t+1)} &= W_{j}^{(t)} + \alpha \eta_{\tau,j,m_{(t)}}(X_{(1)}(\tau) - W_{j}^{(t)}), \\
L_{m_{(t+1)}}^{(t+1)} &= L_{m_{(t)}}^{(t)} + \frac{b_{(t)}(\tau) - L_{m_{(t)}}^{(t)}}{K_{m_{(t)}}^{(t)}}, \\
K_{m_{(t+1)}}^{(t+1)} &= K_{m_{(t)}}^{(t)} + 1, \\
X_{(t+1)}(\tau) &= B_{(t+1)}(X_{(t+1)}(\tau) - W_{m_{(t)}}^{(t)}), \\
b_{(t+1)}(\tau) &= b_{(t)}(\tau) - L_{m_{(t)}}^{(t)}, \\
\tau &= 0, 1, 2, ..., \Gamma,
\end{align*}
\]

for each \( t = 0, 1, ..., n - 1 \), the model is trained in order. And for the testing set \( \{\hat{X}_{(0)}(\tau), \tau = 1, 2, ..., \Gamma \} \), the testing process of this network is

\[
\begin{align*}
m_{(t)}(\tau) &= \arg \min_{j=1, 2, ..., N} \rho(\hat{X}_{(1)}(\tau), W_{j}^{(t)}), \\
\hat{X}_{(t+1)}(\tau) &= B_{(t+1)}(\hat{X}_{(t+1)}(\tau) - W_{m_{(t)}}^{(t)}), \\
p_{(t)}(\tau) &= L_{m_{(t)}}^{(t)}, \\
\tau &= 1, 2, ..., \Gamma,
\end{align*}
\]

and the final prediction of the label of sample \( \hat{X}_{(0)}(\tau) \) is

\[ p(\tau) = \sum_{\tau=0}^{n-1} p_{(t)}(\tau). \]

Vectors are in a smaller size than the input ones. If we put them directly into a next layer, it may cause the space vanishing little by little when layers goes deep and finally fail to form clusters in deep layer. For that reason, it is necessary to introduce a batch normalization layer [20] succeed the outputs of each layer. That is

\[ X_{(1)} = B_{(1)}(\hat{X}_{(1)}), \]

where \( B_{(1)} \) is a affine mapping from \( \mathbb{R}^D \) to \( \mathbb{R}^D \). And for some \( i \), it has the forms as bellow,
Remark III.2. From the training process, it can be seen that
\[ b_{(0)}(\tau) = L_{m(0)}(\tau) + b_{(1)}(\tau) = L_{m(1)}(\tau) + b_{(2)}(\tau) = \ldots = \sum_{l=0}^{n-1} L_{m(l)}(\tau) + b_{(n)}(\tau). \]
It yields that, on the training set,
\[ b_{(0)}(\tau) = p(\tau) + b_{(n)}(\tau). \]

It can be seen that \( b_{(n)}(\tau) \) is loss of the predict. From pervious the discussion in this paper, it yields
\[ E[b_{(0)} - p] = E[b_{(n)}] = E[E[b_{(n)}|\mathcal{F}_n]] = 0, \]
which means that the prediction has a bias of 0. Now it is expected that the variance \( \mathbb{D}[b_{(n)}] = E[b_{(n)}^2] \) is small enough or it declines as the number layers increases.

IV. Convergence Analysis

At the beginning of this section, we assume that the distribution of samples \{\( X_{(\tau)}(\tau), \tau = 1, 2, \ldots, \Gamma \)\} in domain space is uniform and the number of them sufficient, so, after the training process proceeding, \{\( X_{(\tau)}(\tau), \tau = 1, 2, \ldots, \Gamma \)\} in each layer is also uniform distributed with sufficient number according to the analysis in the former section. For convenience, we assume that all neurons of an output layer form different cluster centers and the space of input vectors is bounded.

More strictly, let the samples be dense in domain space everywhere and the clustering is uniform. When every time the sample go through a VSOM layer, the samples will be cut into \( N \) parts. Because of the density of the samples, any neighborhood of any point of each part has intersection with other parts after superposition. In other words, after going through the next VSOM layer, each part will be divided into \( N \) parts again, so after \( n \) VSOM layers, the sequence corresponding to the original sample will be divided into \( N^n \) parts with the same size.

Now let us deal with the original equation in Eqs. (4), i.e.
\[ b_{(l+1)}(\tau) = b_{(l)}(\tau) - E[b_{(l)}|\mathcal{F}_{l+1}]. \]
By the analysis in Remark III.2 the variance of residuals of the \( l \)-layer is \( E[b_{(l)}^2] \), and according to Theorem IV.1, the following recurrence relation holds,
\[ E[b_{(l+1)}^2] = E[b_{(l)}^2] - E[(E[b_{(l)}|\mathcal{F}_{l+1}])^2]. \]  

Theorem IV.1. For stochastic variables \( \xi, \eta \) and a \( \sigma \)-algebra \( \mathcal{F}, \) the following equation
\[ E[\eta^2] = E[\xi^2] - E[(E[\xi|\mathcal{F}])^2] \]
holds, if they satisfy
\[ \eta = \xi - E[\xi|\mathcal{F}]. \]
Proof. Considering that \( E[\eta^2|\mathcal{F}] = E[\xi^2|\mathcal{F}] - (E[\xi|\mathcal{F}])^2 \) and according to the law of total expectation [21], the Eq. (4) holds. \( \square \)

For all \( l \in \{0, 1, \ldots, n - 1\} \), if there is a non-negative \( \varphi \), which satisfies that
\[ \frac{E[(E[b_{(l)}|\mathcal{F}_{l+1}])^2]}{E[b_{(l)}^2]} \geq \varphi, \]
it can be seen that \( E[b_{(n)}^2] \leq (1 - \varphi)^n E[b_{(0)}^2] \) according to Eq. (5).

According to Jensen’s Inequality [22] and the law of total expectation, \( \varphi \leq 1 \) definitively. And \( \varphi \geq 0 \) is also obvious. Besides, a better estimation of \( \varphi \) is difficult indeed, as both of 0 and 1 can be reached really. It seems that \( \varphi \) depends on the specific situation.

For the linear function fitting task, \( b(X) = kX \), where \( X \in [-B, B]^D \) is a \((D \times 1)\)-shape vector and \( k \) is a \((1 \times D)\)-shape vector. For convenience, we assume the cluster centers of any VSOM layer are uniform distributed on an identical fastest descending line, and suppose each layer has \( N = 2^m \) neurons. According to the method of calculus,
\[ \frac{E[(E[b_{(l)}|\mathcal{F}_{l+1}])^2]}{E[b_{(l)}^2]} = \frac{N^2 - 1}{N^2}, \]
so the loss \( E[b_{(n)}^2] = E[b_{(0)}^2](\frac{1}{N^2})^n \). But in a \( D \)-dimensional space, the effective cluster centers’ projection on a fastest descending line is approximately proportional to \( \sqrt{N} \) as the distribution of these centers is uniform as assumed before. So we finally estimate the \( \text{loss} = E[b_{(n)}^2] = p_1(\frac{1}{N})^{p_0 \sqrt{N}}, \) i.e.,
\[ \log(\text{loss}) = p_0 \frac{n}{D} \log \left( \frac{1}{N} \right) + \log p_1, \]
where \( p_0 \) and \( p_1 \) are both positive.

Remark IV.2. It can be seen that the loss is an exponential function with the depth of network as the exponent. According to the mechanics of VSOM, if there is any bias in \( b(\cdot) \), the bias will be filtered rapidly in the 0th layer of DVSOM, so the influence of bias can be ignored. And it is obvious that \( p_1 = p_1(k) \) satisfies \( ||k|| \leq C_k \Rightarrow \exists C_p > 0, p_1 \leq C_p \).

For the same loss and number of neurons, the depth is proportional to the dimension of the domain space. It is
an ideal conclusion as we assume that the cluster centers are uniformly distributed in the domain space, while this assumption may be broken when the division times rise.

![3-layer DVSOM's prediction of a linear function.](image1)

![3-layer DVSOM's prediction of an absolute function.](image2)

![3-layer DVSOM's prediction of an absolute function.](image3)

![3-layer DVSOM's prediction of a cosine function.](image4)

Fig. 5. The predictions of DVSOM whose each layer has two neurons. (a) and (b) are from the DVSOM without "unfolding", while (c) and (d) are from the DVSOM with "unfolding" in each layer.

Another problem may arise when the condition expectation vanishes. Take the Eq. (5), when \( E[b_1]\) tends to 0, we get \( E[b_1] = 0 \). That problem happens on even functions with symmetric intervals when there is only two neurons in a layer, as seen in Fig. 5 (a) and (b). To avoid this problem, the main idea is to prevent \( E[b_i] \) being 0 and this idea can be achieved by select a series of subsets of \( \Omega = \{1, 2, ..., \Gamma\} \), for example \( \Omega_1, \Omega_2, ..., \Omega_k \), which satisfy \( \Omega_i \cap \Omega_j = \emptyset \) for all \( i \neq j \) and \( \bigcup_{i=1}^{\Gamma} \Omega_i = \Omega \), are not the elements of \( \sigma\)-Algebra \( \mathcal{F}_{i+1} \), so that \( E[\gamma_i b_i] \neq 0 \). So the recurrence relation can be rewritten as,

\[
I_{\Omega_i} b_i(1+1)(\tau) = I_{\Omega_i} b_i(\tau) - E[I_{\Omega_i} b_i(\tau) | \mathcal{F}_{i+1}],
\]

where \( I_A \) is an indicator function, \( I_A(x) = 1 \) if \( x \in A \) else \( I_A(x) = 0 \). At least, such series of subsets must exist unless \( b_i = 0 \), a.s., while it is still a question that how to find such series of subsets. Fortunately, the atoms in \( \mathcal{F}_1 \) are not the elements in \( \mathcal{F}_{i+1} \) according to the discussion in the beginning of this section. So we use the symbol \( \Omega_i \) instead, and rewritten the recurrence relation as below,

\[
I_{\Omega_i^1} b_i(1+1)(\tau) = I_{\Omega_i^1} b_i(\tau) - E[I_{\Omega_i^1} b_i(\tau) | \mathcal{F}_{i+1}],
\]

and we name such a operation “unfolding” in the 1-th layer as \( \Omega_i^1 \in \mathcal{F}_1 \). If the network “unfolding” in each layer, it is technically equivalent to denote that \( \Omega_i^1 \) takes the atoms of \( \mathcal{F}_i \). The results of “unfolding” are displayed in Fig. 5 (c) and (d).

That is, for any nonlinear function which is uniformly differentiable and with bounded derivatives, it can be approximated by a linear function in a local area when the size of such a area tends to zero, so with the “unfolding” operation introduced in each layer the final loss will tend to loss of the linear function case. By now we can summarize the discussion in this section as the theorem bellow.

**Theorem IV.3.** For any nonlinear target function which uniformly differentiable and with bounded derivatives, the DVSOM with “unfolding” in each layer has the estimation of loss. That is, for some positive number \( C_p \),

\[
\log(\text{loss}) \leq -p_0 \frac{n}{D} \log (N) + \log C_p.
\]

**Proof.** For any \( x_0 \in \mathbb{R}^D \) and a nonlinear uniformly differentiable function \( f(x) \in \mathbb{R}^D \) space, there is a linear approximation \( f(x) = k(x_0)(x - x_0) + b(x_0) + o(||x - x_0||) \) in the neighbourhood \( U(x_0, \delta) \), where \( o(\cdot) \) represent the higher order infinitesimal of \( a \).

Meanwhile, this function is with bounded derivatives. It means that there exists a positive number \( C_k \), so that \( \sup_{x_0 \in \mathbb{R}^D} ||k(x_0)|| \leq C_k \), according to Remark IV.2 we get \( \sup_{x_0 \in \mathbb{R}^D} ||p(k(x_0))|| \leq C_p \). By integrate the previous discussion in this section, Inequality (8) holds.

**Remark IV.4.** Rigorously, there is a small deviation in the estimation of \( C_p \) in the proof caused by \( o(||x - x_0||) \). While, as discussed in the beginning of this section, the divided parts of input vectors space is \( 2^n \). It means the diameter of the \( x_0 \)’s neighbourhood is proportional to \( 2^n \). That is, the deviation caused by \( o(||x - x_0||) \) is \( o\left(2^{\frac{n}{2}}\right) \) and it can be fixed by defining a constant \( C > o\left(2^{\frac{n}{2}}\right) \) and let \( C_p \leftarrow C_p + C \). The correctness of the theorem is not affected.

**V. Numerical Experiment**

In this section, the convergence theorem is verified by a series of numerical experiments. At the beginning, we set \( \alpha = 0.03 \) and \( \eta_{i,j} = \frac{1}{i+i+1} \), for \( |i - j| \leq 1 \) else \( \eta_{i,j} = 0 \). And the parameters \( \mathcal{K} \) and \( \mathcal{B} \) of batch normalization are updated by,

\[
\begin{align*}
\hat{X}_{(i)} &\leftarrow \frac{1}{\Gamma} \sum_{\tau=1}^{\Gamma} X_{(i)}(\tau), \\
B_i &\leftarrow 0.05\hat{X}_{(i)} + 0.95B_i, \\
\mathcal{K}_i &\leftarrow 0.05 \left( \frac{1}{\Gamma} \sum_{\tau=1}^{\Gamma} \left( X_{(i)}(\tau) - \hat{X}_{(i)} \right)^2 + 0.95\mathcal{K}_i \right).
\end{align*}
\]

Let the number of layers of DVSOM range from 1 to 5, that of neurons, denoted by \( N \), in each layer range from 2 to 7 and the dimensions of input vectors, denoted by \( D \), range from 1 to 5. And three test functions are selected, as shown in Table I, which represent the linear, the periodic and asymmetric cases.

| Function | Range    |
|----------|----------|
| \( x_i + 0.1 \) | \([-1, 1]\)² |
| \( \cos(5x_i + 0.1) \) | \([-1, 1]\)² |
| \( \exp(0.5x_i + 0.1) \) | \([-1, 1]\)² |

It can be seen that the logarithm of
loss is directly proportional to the number of network layers and the logarithm of the number of neurons in each layer, but inverse proportional to the dimension of input vectors. And when the number of network layers is low (1-2), seen Figs. 6(c)(d), 7(c)(d) and 8(c)(d), the expression ability of DVSOM is really limited, as we analyzed before.

VI. CONCLUSION

This paper has proposed a novel structure of deep learning and its training process is totally gradient-free. Through the innovation of SOM structure, we have introduced the Lethe into the original neuron to make the neuron equip with the ability of supervised learning, so that the ability can be extended to form VSOM layer. On this basis, differences between the input vectors and the best matching neuron and the residuals of Lethe have been taken as new inputs into the next VSOM layer with batch normalization on the differences. Meanwhile, ”unfolding” has been added into each layer of the network to enhance the ability of spatial decomposition. On this basis, VSOM has gone deeper and finally formed DSOM. More importantly, the network convergence theory concerning with the structure’ parameters has been proved and given an inequality about the relationship between depth, width, dimensions of space and the loss. Finally, numerical experiments has verified out convergence theory.
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