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Abstract—For real-world wireless sensor networks (WSNs), the invulnerability of the network is very critical, because a cascading failure would cause a serious effect on the whole network performance. Network survivability is closely dependent on the topology structure of a network. In this paper, we meticulously study the topology characteristics of WSNs based on the complex network theory. According to scale-free and small-world features of complex networks, the nodes of WSNs are divided into different types, including common node, super node, and sink node. From the point of view of invulnerability in complex networks, the influence of different types of nodes on the sensor networks’ invulnerability is analyzed. Simulation experiments show that adding super nodes to the WSNs would significantly improve network survivability.
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1 Introduction

WSNs are remotely located autonomous networks which consist of a great number of wireless sensors with wireless information transmission functions [1]. WSNs are widely used in the following domains: environmental monitoring, heat transfer, industrial process monitoring and control, traffic control, military, and so on [2, 3].

In general, WSNs consist of hundreds of wireless sensors which are connected with other sensors. Because they are battery-operated and remotely-deployed, sensor nodes in WSNs are prone to malware attacks [4]. Hence, how to ensure network survivability is one of the crucial problems in WSNs.

There are many realistic systems which can be described in terms of complex networks in nature and society [5], such as online social networks [6,7], protein-protein interaction networks [8], the Internet [9,10], and transportation networks [11,12]; therefore, a wide range of specialists have paid considerable attention to the topology structure characteristics of complex networks.

There are two well-known types of complex networks: scale-free networks [13] and small-world networks [14,15]. This discovery and definition of the two networks
indicate that the research of complex network topology has entered a new era. The scale-free networks are represented by node degree with power-law distribution. The small-world networks have special topological characteristics—short average path lengths and high clustering. However, with the growing importance and popularity of complex networks, a lot of other network topology characteristics have been proposed as well.

Recently, the study of complex networks has been expanded to network invulnerability. If those complex networks are robust enough, they become significantly more vulnerable to random failures and malicious attacks and exhibit cascading failures. The existing research on the invulnerability of WSNs has almost come to a standstill [16,17]. The impact of failure vertex on the other connected vertexes may not be taken into consideration. However, if a sensor node fails in WSNs, its load would be redistributed to its adjoining nodes. The continuously increasing load may go beyond the processing capacity of some nodes, leading the application to fail in these nodes as well, and a cascading problem in the whole network would eventually occur. This occurrence is called a cascading failure [18]. It seriously affects the performance of WSNs and can even cause the collapse of the entire network. Therefore, when designing the topology of WSNs, we should consider not only the network performance, but also controlling the cascading failure effectively.

Some empirical research shows that scale-free networks have strong survivability [19-22]. So the scale-free networks have become the mainstream topology of WSNs.

There have been numerous research findings about cascading breakdowns in complex networks over the past few years. Motter (2002) presented a cascading failure evolution model which revealed the causes of cascading effects [23]. Souza et al., (2014) further found that there were power-law features for the cascading breakdown of scale-free networks [24]. Some deductions about cascading breakdowns form the scale-free network topological structure are given by Deng et al., (2010) [25]. Meanwhile, Dobson et al., (2010) proposed an optimization algorithm on controlling cascading failure based on node importance [26]. Finally, Chen et al., (2013) proposed Souzaan optimal model suppressing cascading failure in weighted complex networks [27].

However, nearly all existing research depends on optimizing node performance to restrict cascading breakdowns instead of applying complex network topology. But the node performance of WSNs is fixed; therefore, we need to improve the invulnerability of WSNs through the topology characteristics of WSNs based on complex networks.

In this paper, we firstly analyze the topological characteristics of complex networks. Then we consider the influence of node distribution in the scale-free topology of WSNs on cascading failure before introducing a super node with higher performance, which will be connected with the sink node. On the basis of the above research, we put forward a cascading breakdown evolution model for WSNs with a scale-free topological structure.

The rest of this paper is organized as follows. Firstly, we explain how to build WSNs with a scale-free topological structure in Section 2. In Section 3, a cascading failure evolution model based on scale-free topological structure for WSNs is pro-
posed. In Section 4, simulation experiments and an analysis are given. Section 5 summarizes our findings.

2 WSN Models with Scale-free Topology

For large-scale WSNs, the critical problem is the resource limitation of the nodes. So the topology construction of WSNs should consider the types and distribution of nodes.

WSNs usually need to fix the relative position of sensors and a long-term link. The common WSNs' topology consists of \( N \) sensor nodes which are located symmetrically in a \( U \times V \) rectangular scope; each sensor node is distributed at the intersection. The coordinate position is labeled as \((u, v)\), where \(0 \leq u \leq U-1, 0 \leq v \leq V-1\). The WSNs' topology presents the Mesh structure, which is shown in Figure 1.

For the purpose of constructing WSNs with scale-free nodes of one type, super nodes with higher performance are introduced. These nodes make direct long-distance communication between super nodes and sink nodes possible. Besides, super nodes can also communicate with the common nodes. So they are a suitable solution for introducing a "shortcut" in WSNs.

![Fig. 1. The Mesh topology of WSNs](http://www.i-joe.org)

Assume that the coordinate position of the common node \( N_i \) is \((u_i, v_i)\), the position of another common node \( N_j \) is \((u_j, v_j)\), and their sink node is \((u_s, v_s)\). Firstly, we calculate the shortest distance between the common node \( N_i \) and \( N_j \) through the sink node without the super node.
As shown in Figure 2, if the common node $N_i$ is far away from the sink node, we can add a super node $N_i$ that can connect to the sink node through the super node.

![Figure 2. The topology of WSNs after adding super nodes](image)

The shortest distance for node $N_i$ to the nearest super node is:

$$D(N_i, S) = |u_i - u_s| + |v_i - v_s|$$  \hspace{1cm} (1)

$$D(N_j, S) = |u_j - u_s| + |v_j - v_s|$$  \hspace{1cm} (2)

According to Eqs. (1), (2) and (3), we can know, when $D(N_i, S) \geq D'(N_j, S)$, the node will select a super node to add. On the contrary, when $D(N_i, S) < D'(N_j, S)$, the node $N_i$ will not choose to add a super node.

Based on the topology of WSNs after adding a super node, the average path length of all nodes to super nodes or sink nodes in WSNs is shown as:
\[ L_{\text{average}} = \frac{1}{n} \sum_{i=1}^{n} D_{i-\text{sink}} \]  

(4)

where \( n \) represents the number of wireless sensors in WSNs, \( D_{i-\text{sink}} \) is the distance for node \( i \) from the super node to the sink node. So the shortest path for the common node \( i \) to the sink node in WSNs can be shown as:

\[ D_{i-\text{sink}} = \min(D(N_i,S), D(N_i,S)) \]  

(5)

Assuming we add \( w \) super nodes to a WSN, the probability of the common nodes connecting to a super node is \( \rho_{i,w} \), thus the average path length of the common node to the super node or sink node can be shown as:

\[ L_{\text{average}}(w) = \frac{1}{n} \sum_{i=1}^{n} [\rho_{i,w} D(N_i,S) + (1 - \rho_{i,w})D(N_i,S)] \]  

(6)

The initial value of the average path length is:

\[ L_{\text{average}}(0) = \frac{1}{n} \sum_{i=1}^{n} D(N_i,S) \]  

(7)

The ratio of the average path length of node to super node or sink node is defined as:

\[ R_{\text{average}}(w) = \frac{L_{\text{average}}(w)}{L_{\text{average}}(0)} \]  

(8)

3 Cascading Failure Model Based on Scale-free Topological Structure

In WSNs, the load of a node refers to the quantity of information on the node [28]. Based on the degree distribution of nodes in WSNs with scale-free topological structures, the load of node \( i \) can be defined as:

\[ E_i = k_i^\beta \]  

(9)

where \( E_i \) is the load of node \( i \), \( k_i \) is the degree of node \( i \), and \( \beta \) is a variable which can adjust the intensity of the node load.

Assume node \( i \) is a neighbour of node \( j \) in a WSN. If node \( j \) becomes invalid, the load of node \( j \) would be redistributed to its neighbours. Thus the load of node \( i \) would be altered. The load distribution equation is defined as:
\[ E_i = E_i + \Delta_{ij} = E_i + E_j / k_j \]  

(10)

where \( \Delta_{ij} \) represents the final load of node \( i \), \( \Delta_{ij} \) is a new increase load, and \( k_j \) is the degree of node \( j \).

Because of limited resources, the node performance of WSNs with scale-free topological structures can be assumed a constant. The performance of each node can be defined as

\[ p_i = p_0 \]  

(11)

where \( p_i \) is the performance of node \( i \), and \( p_0 \) is a constant value.

The cascading failure process of WSNs can be explained as follows: The failure of any vertex \( j \) would redistribute its own load to its neighbouring nodes. If the load of one neighbour vertex \( i \) after redistribution becomes greater than its performance \( p_0 \), the vertex \( i \) would fail as well. The load of vertex \( i \) would be further spread to its neighbours, and so on in a vicious circle. The whole network would be down.

Based on complex network theory, the degree distribution of scale-free networks is

\[ f(x) = \frac{x^k}{\max_{k_{\min}} k_{\max}} \]  

(12)

where \( k_{\min} \) and \( k_{\max} \) are the min and max node degrees in complex networks.

A node with degree \( k \) is chosen randomly, its failure probability is \( q(k) \), and the generating function of the failure probability of a vertex whose degree is \( k+1 \) could be shown as:

\[ f_i(x) = \sum_{k_{\min}}^{k_{\max}-1} q(k)x^k = \frac{\sum_{k_{\min}}^{k_{\max}} q(k)x^k}{x} \]  

(13)

The failure probability \( q(k) \) in Eq. (13) could be redefined as:

\[ q(k) = \sum_{k_{\min}}^{k_{\max}} \theta_{rk} = \sum_{k_{\min}}^{k_{\max}} p_1(\tau)p_2(k)p_3(\tau k) \]  

(14)

where \( \theta_{rk} \) represents the probability that a common vertex with degree \( \tau \) connected with a neighbour node with degree \( k \) is the probability of stochastically choosing a common node with degree \( \tau \), and \( p_3(\tau) = p(\tau) \). Then we can get
\[ p_2(k) = \frac{k_p(k)}{\sum_{k^{\text{min}}}^k k_r(k)} \]  

\( p_3(k) \) is the probability that a vertex with degree \( \tau \) causes the failure of another vertex with degree \( k \). As the total load of the vertex with degree \( \tau \) is \( E = \tau^\alpha \), the definition of \( p_3(k) \) is shown as

\[ p_3(\tau k) = \frac{\tau^\alpha}{\alpha < \frac{\ln c_0}{\ln k_{\text{max}}}} \]

where \( \tau^\alpha / \tau \) is the new increase load of a vertex with degree \( k \), and \( c_0 - k^\alpha \) is the remaining performance of a vertex with degree \( k \).

So \( q(k) \) could be redefined as follows:

\[ q(k) = \sum_{k^{\text{min}}}^k c \tau^{-\lambda} \sum_{k^{\text{min}}}^k k^{\lambda-1} \frac{\tau^\alpha}{\tau} \frac{c_0 - k^\alpha}{(k_{\text{max}}^{\lambda} - k_{\text{min}}^{\lambda})} \]

\[ (17) \]

According to Eq. (17), we could achieve the generation function for the remaining part of the network after cascading failure.

\[ h_1(x) = xq(0) + xq(1)h_1(x) + xq(2)[h_1(x)]^2 + \ldots = xf_1(h_1(x)) \]

\[ (18) \]

According to Eq. (18), it can be seen that the generating function of the remaining network, except for the largest connected component, is shown as

\[ h_0(x) = xf_0(h_1(x)) \]

\[ (19) \]

Thus, according to Eqs. (13) and (17), we can get

\[ f_1(h_1(x)) = \sum_{k_{\text{min}}}^{k_{\text{max}}} q(k)[h_1(x)]^{k-1} = \sum_{k_{\text{min}}}^{k_{\text{max}}} \sum_{\tau_{\text{min}}}^{\tau_{\text{max}}} \frac{c(2 - \lambda)\tau^\alpha - 1}{(k_{\text{max}}^{\lambda} - k_{\text{min}}^{\lambda})(c_0 - k^\alpha)}[h_1(x)]^{k-1} \]

\[ (20) \]

According to Eq. (18), we can get

\[ h_1(1) = g_1(h_1(1)) = \sum_{k_{\text{min}}}^{k_{\text{max}}} \sum_{\tau_{\text{min}}}^{\tau_{\text{max}}} \frac{c(2 - \lambda)\tau^\alpha - 1}{(k_{\text{max}}^{\lambda} - k_{\text{min}}^{\lambda})(c_0 - k^\alpha)}[h_1(1)]^{k-1} \]

\[ (21) \]

According to Eq. (21), we can get \( h_1(1) = w \), and according to Eq. (19), \( h_0(1) \) can be defined as
Then based on Eq. (12), we can get

$$h_0(1) = f_0(w)$$  \hspace{1cm} (22)$$

where $w$ represents the min number of the following equation

$$w = \sum_{k=k_{\min}}^{k_{\max}} \sum_{\tau=k_{\min}}^{\tau_{\max}} \frac{c(2-\lambda)\tau^{n-\lambda-1}k^{1-\lambda}}{(k_{\max}^{2-\lambda} - k_{\min}^{2-\lambda})(c_0 - k^m)} [w]^{k-1}$$

$$\hspace{1cm} (24)$$

4 Simulation Experiments and Analysis

In the simulation, a $20 \times 20$ Mesh topology network is generated. The sink nodes are located in $(0, 0)$ and $(10m, 10m)$; Other common nodes are located in the crossing points of the Mesh topology. The network topology is shown in Figure 3.

Fig. 3. The topology of simulation networks
In Figure 4, the relation between the number of super nodes added in the simulation network and the average path length (APL) is given. From Figure 4, we can see that the APL of these nodes connected to the sink nodes decreases fast after adding some super nodes to the network.

![APL with change of super nodes](image)

Fig. 4. APL with change of super nodes

In order to test the validity of our cascading failure model, the topology structure before and after the network breakdown are compared. The topology change is shown in Figure 5.

Then we compare the lifetime of WSNs before prevention, after prevention and no cascading breakdown in Figure 6.
From Figure 6, we can conclude that the lifetime of the network after prevention is far smaller than that without a cascading breakdown. This is because our cascading breakdown model greatly weakens the impact of a cascading breakdown on WSNs’ capabilities.
Random failure is one of the most common problems in the real world. The random failure of the three situations is shown in Figure 7.

From Figure 7, we can know that the network topology with no cascading breakdown and after prevention is nearly the same when the equal amount of random failure nodes is deleted.

The change in the maximal connected graph with selected failure vertex for all situations is shown in Figure 8.

From Figure 8, we can see that when the same amount of nodes is deleted, the largest connected graph of the network with no cascading breakdown and after prevention is a bit larger than that before prevention.

**Fig. 7.** Observation of the topology under random failure

**Fig. 8.** Observation of the topology under random failure
5 Conclusions

In this paper, we start out by introducing the application of complex network theory in WSNs. Based on the topology characteristics of scale-free networks, we put forward high-performing super nodes which can communicate with the sink nodes to connect to the common nodes. A cascading breakdown evolution model based on the scale-free topological structure is proposed. Simulation experiments have shown the validity of our model.
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