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Abstract. This paper proposes a CNN-based (Convolutional Neural Network based) network to detect altered face picture, which can cover the most common face swap methods. The network uses an autoencoder which is pre-trained on the original images to reconstruct the input images. The reconstructed one and the input image are then processed by the SRM filter which can extract the noise distribution of images. We then feed the minus result of two processed results into a CNN architecture to predict whether the input image is original or tampered. The model was trained and evaluated in FaceForensics dataset and state-of-art face swap method. Experimental results demonstrate the effectiveness of our network.

1. Introduction

Images are important media that commonly used for both daily communication and crucial situation like political or commercial cases. But with the great progress achieved in computer vision and image process, changing the content of original images without detection have become much easier. With some user-friendly software like Photoshop and Meitu, everyone can do some manipulation to the original picture without authorization and post to the Internet. Distinguishing the original picture with tampered one become much more important than ever. Especially images involve face regions. There are many advanced applications can automatically swap two faces or manipulate one’s facial features benefited by the face detection and recognition techniques. Plenty of pictures on the Internet that are well tampered with fake face for fun or some other reasons which can always cause misleading and confusions in some situations. And with recently rising deep learning technology, many advanced image-to-image translating methods have been proposed to change the human face based on generative model. The result can be hard to distinguish for human even after close observation.

In order to tell the difference between real and fake pictures, there has already been a great achievement in this particular field. Some traditional methods such as error level analysis (ELA) [1], local noise features [2] and camera filter array (CFA) [3] have been developed. Recently, neural network has been widely used in picture forensics and have obtained the promised results. However most of the current approaches concentrate on general image tamper techniques such as copy-move, splicing, removal et al. and cannot totally combat the well shopped fake face pictures on the Internet.

Since unlike other image manipulation detection, photos with altered faces usually are well tampered and has no semantic difference with the origin one. The detection should pay more attention on the facial feature differences together with the differences between the face and the rest of the picture, which suggests more fine-grained features to learn.
2. Related Work

Research on image forensics has achieved great progress in recent years and plenty of detecting methods have been proposed. Prior works include some low-level feature analysis such as error level analysis (ELA) that rely on the compression artifacts caused by the lossy compression of the JPEG image, and some improved method based on the double image compression and Discrete Cosine Transform (DTC) coefficient analysis [4,5] could achieve a better result. There are also some methods based on the fingerprints left by internal camera processors such as Camera Response Function (CRF) [6] and photo response non-uniformity (PRNU) noise pattern [7]. And the work of Yerushalmy I and HelOr H. [8] directly rely on the physical structure and characteristics of digital cameras. What’s more, Color Filter Array (CFA) based methods has also been proved to be efficient such as the method proposed by Popescu AC and Farid H [9], which quantify the specific correlations introduced by CFA interpolation to automatically detect image tampering. And there are also many pixel level statistic methods such as using possibility map [10] and statistical properties of natural photographic images [11].

With recent success of deep learning approaches in computer vision and image process filed, researchers apply deep learning in photo forensic field, which have achieved a promised result. Bondi L et.al [12] use convolutional neural network (CNN) to detect different image patches under the camera model theory that assuming all the pixels from the same picture should have same character. Chen Jiansheng, et al.[13] apply convolutional neural network in median filtering image forensics, and feed the median filtering residual into the later network. Other deep learning architecture such as autoencoder and Long short-term memory (LSTM) network also perform well in image anomaly detection task except using CNN. Zhang et al. [14] use a staked autoencoder to learn complex features for each individual image patches, and then integrate the contextual information of each patch to perform the final results. Cozzolino D and Verdoliva L [15] use autoencoder to generate implicit information from the noise data to detect the anomaly. Jawadul H and Amit K. et.al employ a hybrid CNN-LSTM model to discriminate the features between altered and original areas.

Recently, local noise feature-based method like steganalysis rich model (SRM) [16] has been widely used in image forensic. Cozzolino D and Verdoliva L extract local noise features from image using SRM filters and then feed into convolutional neural network architecture. Peng Zhou et al. [17] also use a steganalysis feature extractor to pre-process images before feed into the patch triplet stream. Their later work [18] also adopt the same structure but instead of using all 30 SRM filter kernels, they only choose 3 kernels which can still achieve a decent performance with lower computational cost.

![Figure 1. Architecture of Proposed Network](image-url)
Inspired by those prior work, we designed a network that adopt both autoencoder and SRM filters as well as face classification stream to jointly detect the tampered face images.

3. Proposed Method

Inspired by the recent work and newly released dataset, this paper proposed a CNN-based architecture to detect the manipulated face images. The proposed network using a pre-trained autoencoder to reconstruct image from input ones, which works kind of like a filter that can rebuilt the input image that close to the input one when the input is untampered, but the similarity would be much less when the input is tampered. The model then combined the steganalysis rich model (SRM), which has been proved to be effective in image manipulation detection, to extract the noise distribution of two images. We use the minus result of those two processed images and then feed into the fine designed VGG16 [19] network to get the final prediction result. The full architecture is shown in figure 1.

To train and evaluate our network, we adopt a large-scale dataset for forgery detection in human face called FaceForensics [20], which is a video dataset contains 500,000 frames from 1004 videos collected from Youtube and the tampered data was created by applying state-of-the-art Face-to-Face approach [21] on the original data.

3.1. Autoencoder

An autoencoder is a type of artificial neural network used to learn the data representation through iterative forward and backward training. It includes two part, the encoder and decoder, the encoder encodes the data into low level representation and the decoder is designed to perform an opposite operation that reconstruct the data to produce a result as close as possible to input data. The encoder and decoder can be presented in (1) and (2), while the (3) shows the loss function training the network. And the (4) shows the parameters updated by gradient descent.

\[
\hat{x}_j = \phi^{-1}(h_j) = f(x_j)
\]

\[
J(f) = \frac{1}{n} \sum_{i=1}^{n} || f(x_i) - x_i ||^2_2
\]

\[
g = \frac{dJ}{df} = \frac{1}{n} \sum_{i=1}^{n} g_i = \frac{2}{n} \sum_{i=1}^{n} (f(x_i) - x_i)
\]

When update the parameters of autoencoder using gradient descent as (4) shows, the gradient is averaged over all training data, so an autoencoder dose not try to reduce the error of single datum but the overall error. We can measure the error reduction in single datum by using effective gradient magnitude using (5)

\[
geffect_i = \frac{\langle g_i, \bar{g} \rangle}{|| g_i ||} = || \bar{g} || \cos \theta(g_i, \bar{g})
\]

Where \( \theta(g_i, \bar{g}) \) is the angle between \( g_i \) and \( \bar{g} \). According to the research of Xia Y et.al [22], the angle for a positive datum is often smaller than it is for an outlier, leading to larger effective gradient magnitude. In another words, the reconstruction errors of positive data are always smaller than that of outliers.

Based on this idea, the network is first pre-trained off-line on original picture to fully learn the positive data distribution, after that, it could reconstruct the positive image with good accuracy while negative ones with large errors, which means the original images and the altered ones would get a quite
different reconstructed result through the network. And this kind of difference could be used for later distinguish work. After pre-training the CAE, we freeze all parameters of this autoencoder and does not involve this into training. It will only be used as an image filter in the final network.

3.2. Noise Distribution of Image
Visual features are not quite enough to cover all the face tamper operations. Pictures that well altered with sophisticated methods can reduce any kinds of splicing boundary and color inconsistent cannot be detected by only using the visual features. So we adopt this noise classification stream to utilize the local noise distribution of images to get more information about the tampered face area. According to the work of [18], We use the same 3 SRM kernels to reduce the computational cost and speed up the process, which is showed in (6).

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 2 & -2 & 2 & -1 & 0 \\
0 & -2 & -4 & 2 & 0 & 1 \\
0 & -1 & 2 & -1 & 0 & 4 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

(6)

And to demonstrate the effectiveness of the SRM filter, we pick an original image and it’s corresponding tampered one from dataset to perform minus operation before and after SRM filter, which is shown in figure 2.

![Figure 2. The Noise Feature of both Original and Altered Images Extracted by SRM Filters. The Third Column Shows the Subtraction Result of Previous Two Columns. (The Subtraction Value is Round to be Integer)](image)

3.3. Classification
After processed by the SRM filter, we perform minus operation between two images to get an intermediate result. Figure 3 shows the minus results between original untampered input and tampered input. To speed up the training process, we adopt VGG16 and perform a transfer learning process in this part.

4. Experiments
In this section, we demonstrate our architecture on FaceForensics dataset and compared with other state-of-the-art classification method on this dataset. What’s more, to prove the effectiveness beyond the dataset, we also test our model in several state-of-art open-sourced face-swap method found in github.

4.1. Setting Up Datasets
FaceForensics dataset is a large-scale dataset created by using automated version of Face2Face approach. All videos are downloaded from Youtube and cut down to short continuous clips that
contain mostly frontal faces. The dataset is divided into three parts, the training set, the validation set and the test set. All sets include number-balanced original and altered images. The training set, the test set and the validation set include 736270, 155490 and 151052 images, respectively. The figure 3 shows some examples of original and altered images from dataset.

![Figure 3. Some Examples of Original and Altered Images from Faceforensics Dataset](image)

4.2. Training Model
Firstly, we pre-train the CAE on the positive original data until the reconstruction loss is converged into an acceptable level that the reconstructed image is very close to the input one, then save the weights of the network. In addition, to prevent the over-fitting to the dataset, we also used some public available face dataset [23, 24, 25] while training the CAE.

Then, we perform an end-to-end training process using the whole dataset including the untampered original images the tampered ones.

4.3. Testing and Compared with Other Methods
We evaluated the model using the test set of the dataset which have 77745*2 pictures. And compared with traditional classification architecture VGG16 and Resnet [26]. We use the H.264 compressed data with quantization parameter 35 since the uncompressed data is too easy to classify. The test result is shown in table 1.

What’s more, to prove the effectiveness of our model, we also trained three face-swap models found in github which all using state-of-art methods to produce tampered face images for testing. The face-swap models we used are PRNet [27, 28], DeepFaceLab [29] and face2face-demo [30]. All those three models are trained using video and image data from FaceForensics dataset and use the same swap paradigm that swap the same person’s face in the same scenes, which make the result image looks more real and only difference would be the face region. The test result in those tampered images produced by above three model is shown in table 2, and those images are using the same compression method as well.

| method   | accuracy |
|----------|----------|
| VGG16    | 78.13    |
| ResNet   | 82.45    |
| Ours     | 90.76    |

| method                | accuracy |
|-----------------------|----------|
| PRNet                 | 90.80    |
| DeepFaceLab           | 94.87    |
| face2face-demo        | 93.14    |

5. Conclusions
We propose a CNN-based architecture for tampered face detection. The experimental result shows that our approach outperforms other prior works. What’s more, since this paper has proved that combined with a pre-trained autoencoder, the negative input could have much difference with the reconstructed
one compared to the positive input. This method could be used in all kinds of binary classification problem and hopefully could produce a better performance compared to the previous methods.
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