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Non-reciprocal interactions are present in many systems out of equilibrium. The rate of entropy production is a measure that quantifies the time irreversibility of a system, and thus how far it is from equilibrium. In this work, we introduce a non-motile active particle system where activity originates from asymmetric, pairwise interaction forces that result in an injection of energy at the microscopic scale. We calculate stationary correlation functions and entropy production rate in three exactly solvable cases, and analyse a more general case in a perturbation theory as an expansion in weak interactions using a fully microscopic description. Our results show that equilibrium may be recovered by adjusting the diffusion constants despite non-reciprocity, revealing an equivalence in the absolute amplitude of the force and diffusivity. We support our analytical results with numerical simulations.

Introduction.—Non-reciprocal interactions are those that do not obey Newton’s third law (actio equal reactio). These generate intrinsically out-of-equilibrium dynamics [1–3] and are often invoked to model striking dynamical pattern formation such as flocking [4, 5], worming [6] or travelling states [7]. Common mechanisms that break reciprocity are (anti-)alignment [8] and vision cone interactions [9–11]. Non-reciprocal interactions between two species play a crucial role in numerous biological processes, such as predator-prey dynamics [12, 13] or collective cell migration [14]. Non-reciprocity is found in attractive-repulsive interactions giving rise, for example, to the chase-and-run dynamics present between a dog and a herd of sheep [14]: while the dog runs toward the sheep, sheep fearfully run away from the dog, following a trajectory such as in Fig. 1(a).

Systems with non-reciprocal interactions are generally out of equilibrium, which is characterised by the breakdown of time-reversal symmetry. The rate of entropy production has become, over the last decade, a prominent measure of irreversibility that quantifies how far from equilibrium a system is [15–18]. Measuring and calculating the entropy production rate is, therefore, key to understanding the non-equilibrium behaviour of a system and poses a major theoretical challenge in the case of interacting many-particle active systems. Recent studies have focused on the thermodynamic properties of non-reciprocity in a system described by coupled, linear Langevin equations [1, 2, 19]. Reference [1] showed that there exist systems with non-reciprocal interactions that do satisfy detailed balance. However, a fully microscopic calculation of the entropy production of a many-particle system with non-linear and non-reciprocal interaction forces is lacking. The power of microscopic theories in the study of active particle systems lies in the direct link they establish between agents’ properties and their emergent phenomena. Deriving exact results that serve as benchmark is thus of paramount importance [15, 17].

In this letter, we introduce a non-motile active particle system that is driven out of equilibrium by non-reciprocal interactions between one particle and the rest [20]. We use a fully microscopic description to calculate correlation functions and entropy production. We consider three exactly solvable cases and a fourth, more general case using a perturbative field theory. Our perturbative approach provides a systematic framework to calculate correlation functions and the short-time propagator, both of which are essential to calculate the entropy production rate [15, 21–23]. Our analytical results are
compared with the average rate of dissipated heat along the stochastic trajectories of the particles in Sekimoto’s framework [1, 24–26], showing good agreement within the domain where our perturbative treatment holds. We address the regime of small to intermediate particle numbers, and establish the path from microscopic dynamics to emergent effective interactions.

Following the example of chase-and-run dynamics described above, we consider a one-dimensional system with two types of particles: one particle of species A at position $x$ and $N$ particles of species B at $y = (y_1, \ldots, y_N)$, with diffusion constants $D_1$ and $D_2$, and drifts $u_1$ and $u_2$, that live on a ring of length $L$. The interaction forces are mediated by the periodic and bounded pair potentials $V_1$ and $V_2$, resulting in the additional effective drifts $\sum_i \partial_x V_i(x - y_i)$ for particle A and $-\partial_x V_2(y_i - x)$ for each particle B. According to the structure of these pair interactions, B particles do not directly interact with each other, although their trajectories are effectively coupled by means of particle A, as we discuss below.

The system dynamics are described by the coupled, overdamped Langevin equations,

$$\dot{x} = u_1 - \sum_{i=1}^{N} V'_1(x - y_i) + \xi(t), \tag{1a}$$

$$\dot{y}_i = u_2 - V'_2(y_i - x) + \xi_i(t), \tag{1b}$$

where $\xi$ and $\xi_i$ are Gaussian white noises, with correlations $\langle \xi(t)\xi(t') \rangle = 2D_1 \delta(t - t')$ and $\langle \xi_i(t)\xi_j(t') \rangle = 2D_2 \delta_{ij}\delta(t - t')$. We assume Boltzmann constant and mobility to be unity, and therefore deem the diffusion constants to essentially be temperatures. The stationary probability currents of $x$ and $y$ are $J_x = -\left(-u_1 + \sum_{i=1}^{N} V'_1(x - y_i) + D_1 \partial_x \right)P(x, y)$ and $J_y = -\left(-u_2 + V'_2(y_i - x) + D_2 \partial_y \right)P(x, y)$, where $P(x, y)$ is the joint probability density of state $x, y$ [27]. If interactions are reciprocal, namely the interaction potentials satisfy $V_1(\ell) = V_2(\ell) = V(\ell)$ with $\ell = x - y$, then forces are conservative because Eq. (1) can be derived from the Hamiltonian $H = -u_1 x + \sum_{i=1}^{N} (-u_2 y_i + V(x - y_i))$. Conversely, non-reciprocal interactions result in non-conservative forces. Fig. 1 shows particle trajectories described by Eq. (1) with different combinations of attractive and repulsive potentials, illustrating the breakdown of time-reversal symmetry in the active systems in Figs. 1(a) and 1(b), in contrast to the passive systems in Figs. 1(c) and 1(d). We simulate particle trajectories described by Eq. (1) using standard Brownian dynamics simulations.

We calculate the entropy production to quantify the irreversibility of this system [16–18]. In Gaspard’s framework [16], the entropy production of a Markov process is

$$\dot{S}(t) = \lim_{\tau \to 0} \frac{1}{(N!)^2} \int_0^L dxdy \int_0^L dxd'y dy' \left\{ \frac{P(x, y; t)W(x, y \to x', y'; \tau)}{P(x', y'; t)W(x', y' \to x, y; \tau)} \right\}, \tag{2}$$

where $W(x, y \to x', y'; \tau)$ is the transition probability for the system to go from state $x, y$ to state $x', y'$ in an interval of time $\tau$. The Gibbs factor $1/N!$ in each integral over $y$ in Eq. (2) accounts for the phase space of the positions of B particles being that of indistinguishable particles in the continuum, where the probability that two particles are found at the same position has zero measure.

Using the framework established in [15], the entropy production in Eq. (2) in the stationary state simplifies to

$$\dot{S} = \int_0^L dx dy \left\{ -V''_1(x - y) + \frac{1}{D_1} \left( \frac{u_1}{N} - V'_1(x - y) \right)^2 - V''_2(y - x) + \frac{1}{D_2} \left( u_2 - V'_2(y - x) \right)^2 \right\} P^{(1+N)}_2(x, y)
+ \int_0^L dx dy dy' \frac{1}{D_1} \left( \frac{u_1}{N} - V'_1(x - y) \right) \left( \frac{u_1}{N} - V'_1(x - y') \right) P^{(1+N)}_3(x, y, y'), \tag{3}$$

which is derived in the Supplemental Material (SM). Eq. (3) shows that the entropy production of this system depends on the two-point $P^{(1+N)}_2$ and three-point $P^{(1+N)}_3$ correlation functions [15]. In the absence of an exact solution, we calculate these correlation functions perturbatively, using a Doi-Peliti field theory that captures the microscopic dynamics of Eq. (1).

Two-particle system.—The system with one particle of each species is tractable exactly. Without self-propulsion, $u_1 = u_2 = 0$, the two-point correlation function is the barometric formula [27, 28]

$$P^{(2)}_2(x, y) = \frac{1}{L^N} e^{-\frac{V_1(x - y) + V_2(y - x)}{D_1 + D_2}}, \tag{4}$$

with $N$ such that $\int_0^L dx dy P^{(2)}_2(x, y) = 1$, which is represented with dashed lines in Fig. 2. The three-point
correlation function is naturally $P_3^{(2)} = 0$. Setting the probability currents to zero, $J_x = 0$ and $J_y = 0$, gives the condition for detailed balance for this system,

$$
\frac{V_1^N(x - y)}{D_1} = -\frac{V_2^N(y - x)}{D_2},
$$

(5)

showing an equivalent role in the amplitude of interaction force and diffusion. The system can therefore be out of equilibrium due to particle interactions even in the absence of self-propulsion. The detailed balance condition in Eq. (5) is consistent with the detailed balance condition found in [1] for the special case of harmonic interaction potentials. Using Eq. (4) in Eq. (3), the stationary entropy production is

$$
\dot{S} = \int_0^L d\ell \frac{\rho(\ell)}{D_1 + D_2} \left( \sqrt{\frac{D_2}{D_1}} V_1'(-\ell) + \sqrt{\frac{D_1}{D_2}} V_2'(-\ell) \right)^2,
$$

(6)

where $\rho(x - y) = L P_2^{(2)}(x, y)$. The entropy production is zero only if Eq. (5) is satisfied. Fig. 3 shows $\dot{S}$ for the two-particle case, $N = 1$, for sinusoidal interaction potentials.

Equilibrium system.—Imposing the detailed balance condition in Eq. (5) and zero drifts $u_1 = u_2 = 0$, the stationary joint probability density is

$$
P(x, y) = \frac{1}{LN} e^{-\sum_{i=1}^N \frac{V_1((x-y) \cdot D_1 + y \cdot D_2)}{V_2((x-y) \cdot D_1 + y \cdot D_2)}},
$$

(7)

with normalisation $N$ such that $\int_0^L dx \int_0^L dy P(x, y) = N!$. The probability currents vanish, implying that the detailed balance condition in Eq. (5) generalises to the many-particle system.

Chase and run.—The limiting case where interaction forces between species are attractive-repulsive with equal magnitude and equal directions is of particular interest both for its biological motivation [14], as well as for its mathematical tractability. Assuming that interaction potentials satisfy $V_1(\ell) = -V_2(\ell) \equiv V(\ell)$, the two-particle system is uniformly distributed, Eq. (4), because the distance $\ell = x - y$ diffuses in the comoving frame, and it is the centre of mass that spins with velocity $-V'$. By the same reasoning, the stationary joint probability density stays uniform when adding new particles to the system. By marginalisation, the $n$-point correlation function is

$$
P_n^{(1+N)}(x, y_1, \ldots, y_{n-1}) = \frac{N!}{(N - n + 1) L^n},
$$

(8)

for $n \geq 1$. The entropy production in Eq. (3) is, thus,

$$
\dot{S} = \frac{N}{L} \left( \frac{1}{D_1} + \frac{1}{D_2} \right) \int_0^L d\ell (V'(\ell))^2,
$$

(9)

yielding an exact result for arbitrary particle number $N$. Eq. (9) shows that the system with attractive-repulsive interactions is out of equilibrium independently of the
FIG. 4. Effective interactions between particles of species B. (a) Phase diagram showing effective attraction (red) and repulsion (blue) varying $a_1$ and $a_2$, as predicted by the amplitude of the two-point correlation function $P_{B,B}^{(1+N)}(y,y')$ of two B particles at $y$ and $y'$, in the presence of an A particle, insets show frequent configurations in each regime. (b) Rescaled $P_{B,B}^{(1+N)}$, with sinusoidal interaction potentials, and $a_1 = −0.2$, $a_2 = 0.15$, $D_1 = 1$, $D_3 = 0.1$, $u_1 = u_2 = 0$, $L = 2$. Symbols indicate numerical estimates, and solid line, perturbative result (SM).

magnitude of interaction forces, as indicated in Fig. 3. Indeed, the chaser tends to run behind the chased, exhibiting the breakdown of time-reversal symmetry.

Sinusoidal interaction potentials.—To explore the parameter space of attractive and repulsive interactions, we consider sinusoidal potentials $V_1(ℓ) = a_1 \cos k_1 ℓ$ and $V_2(ℓ) = a_2 \cos k_1 ℓ$, with $k_1 = 2\pi/L$. The signs of $a_1$ and $a_2$ determine whether interactions are attractive or repulsive: negative amplitudes result in attraction, whereas positive amplitudes result in repulsion, as shown in Fig. 1.

We derive the two-point and three-point correlation functions, in a perturbative expansion valid at small amplitudes $a_1$ and $a_2$ compared to the diffusion constants $D_1$ and $D_2$ in the SM. In Fig. 2, we show the two-point correlation function $P_{B,B}^{(1+N)}(x,y)$ of the A particle at position $x$ and one out of $N$ particles of species B at $y$, as a function of the distance $x−y$, varying $N$. Due to attractive interactions, short distances are favoured over longer distances, which is more prominent as $N$ increases. Fig. 2 shows good agreement for small to intermediate $N$ and illustrates how the deviation of the numerical estimates from the perturbative prediction increases with $N$.

Using the correlation functions $P_{B,B}^{(1+N)}$ and $P_{B,B}^{(1+N)}$ in Eq. (3) we obtain the entropy production $\dot{S}$, derived in the SM, which is shown in Fig. 3 as a function of $a_1$ (solid lines). The behaviour of $\dot{S}$ is shown for two ranges of $N$: the small to large particle number in Fig. 3(b), and the small to intermediate particle numbers in Fig. 3(b). Following Sekimoto’s framework [1, 24–26], in Fig. 3 we compare the perturbative result for $\dot{S}$ with the total entropy production $\dot{S} = \dot{Q}_x/\mathcal{T}_1 + \sum_{i=1}^{N} \dot{Q}_{y_i}/\mathcal{T}_2$ estimated numerically from the average rate of dissipated energy along particle trajectories, $\dot{Q}_x = \langle (\dot{x}(t) − \xi(t)) \circ dz(t) \rangle / dt$ and $\dot{Q}_{y_i} = \langle (\dot{y}_i(t) − \xi_i(t)) \circ dz_i(t) \rangle / dt$, where $\circ$ denotes the Stratonovich product and where the temperatures are $\mathcal{T}_1 = D_1/(k_B\mu)$, and $\mathcal{T}_2 = D_2/(k_B\mu)$, with Boltzmann constant $k_B$ and mobility $\mu$ set to unity.

Fig. 3 shows that the entropy production $\dot{S}$ increases smoothly for amplitudes away from the equilibrium $a_1 = a_2 D_1/D_2$, and for increasing $N$. It further shows that $\dot{S}$ grows faster in the attractive-repulsive regime ($a_1 < 0$) than in the repulsive-repulsive regime ($a_1 > 0$). The cases of chase-and-run dynamics, reciprocal interactions and equilibrium are indicated. Here, since the diffusion constants are different, $D_1 \neq D_2$, the system with reciprocal interactions does not satisfy the condition for detailed balance in Eq. (5) and is thus out of equilibrium. The agreement is excellent between numerical results and perturbative predictions within the validity regime, that is for $|a_1|$ and $N$ sufficiently small. Increasing either of those parameters leads to larger deviation of the numerical estimates from the perturbative prediction.

Effective interactions.—Although particles of species B do not directly interact with each other according to Eq. (1), their trajectories are correlated through the particle of species A, as illustrated in Fig. 1. In Figs. 1(c) and (d), for instance, B particles visibly display effective attraction. Marginalising the three-point correlation function, $\int_0^L dx P_{B,B}^{(1+N)}(x,y,y') = P_{B,B}^{(1+N)}(y,y')$, reveals correlations between any two particles of species B at positions $y$ and $y'$, that we identify as effective interactions, with a sign (attractive or repulsive) that depends on the amplitudes $a_1$ and $a_2$, derived in the SM. We found that B particles display effective repulsion if $a_1 > −a_2 > 0$ or $−a_1 > a_2 > 0$ (blue area in the phase diagram in Fig. 4(a)), no correlation if $a_1 = −a_2$ or $a_2 = 0$ (white lines), and effective attraction other-
wise (red area). Based on this prediction, which is of second order in the perturbation expansion, we explored the two-point correlation function $P^{1+2N}_{B,B}$ for an example of effective repulsion in the regime $-a_1 > a_2 > 0$, see Fig. 4(b), which shows that long distances are more frequent than short distances between any two B particles. The underlying microscopic mechanism is the following: the attraction felt by particle A is stronger than the repulsion felt by B particles, so that A captures one of the B particles, while the rest escape.

Conclusions.— We have studied the role of non-reciprocal interactions in the environmental entropy change using a fully microscopic description. We have shown that non-reciprocal forces generally break detailed balance, resulting in a local injection of energy and turning a system of non-motile particles into an active one. To our knowledge, this is the first microscopic field theory of an interacting, many-particle active system. Our framework can be extended to estimate the extractable work in other physical systems, such as asymmetrically shaped objects immersed in active baths that have been proposed in the context of autonomous engines.
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Supplemental Material: Entropy production of non-reciprocal interactions
Ziluo Zhang and Rosalba Garcia-Millan

ENTROPY PRODUCTION

We calculate the internal entropy production rate in Eq. (2) of this Markov process via \[15–18\]. At stationarity, the internal entropy production simplifies as the probability \( P \) disappears from the logarithm \[15, 17, 22\],

\[
\dot{S} = \lim_{\tau \to 0} \frac{1}{(N!)^2} \int_0^L dx' \int_0^L dy' \frac{dy dN}{dN} P(x, y) \dot{W}(x, y \to x', y'; \tau) \ln \left( \frac{W(x, y \to x', y'; \tau)}{W(x', y' \to x, y; \tau)} \right), \tag{S-1}
\]

where \( P(x, y) = \lim_{t \to \infty} P(x, y; t) \) is the stationary density. Following the approach in \[15\] we obtain the transition rate \( \lim_{\tau \to 0} \dot{W}(x, y \to x', y'; \tau) = \dot{W}(x, y \to x', y'; 0) \) from the Fokker-Planck Eq. (S-7),

\[
\dot{W}(x, y \to x', y'; 0) = \left\{ D_1 \partial_{xx'} - u_1 \partial_{x'} + \sum_{i=1}^N \left( D_2 \partial_{y_i y_i'} - u_2 \partial_{y_i'} + V_1'(x - y_i) \partial_{x'} + V_2'(y_i - x) \partial_{y_i'} \right) \right\} \delta(x' - x) \delta(y' - y), \tag{S-2}
\]

and the short-time limit of the logarithm of the ratio of propagators,

\[
\lim_{\tau \to 0} \ln \left( \frac{W(x, y \to x', y'; \tau)}{W(x', y' \to x, y; \tau)} \right) = \sum_{i=1}^N \left\{ \frac{x' - x}{2D_1} \left( \frac{u_1}{N} - V_1'(x - y_i) + \frac{u_1}{N} - V_1'(x' - y_i') \right) \right. \\
+ \frac{y_i' - y_i}{2D_2} \left( u_2 - V_2'(y_i - x) + u_2 - V_2'(y_i' - x') \right) \left. \right\}. \tag{S-3}
\]

Substituting Eqs. (S-2) and (S-3) into (S-1), using the normalisation that accounts for B particles being indistinguishable \( \int_0^L dx dN \frac{dy}{dN} P(x, y) = N! \), and integrating by parts, we obtain

\[
\dot{S} = \frac{1}{N!} \int_0^L dx dN \frac{dy}{dN} \left\{ - \sum_{i=1}^N V_1''(x - y_i) + \frac{1}{D_1} \left( u_1 - \sum_{i=1}^N V_1'(x - y_i) \right)^2 \\
- \sum_{i=1}^N V_2''(y_i - x) + \sum_{i=1}^N \frac{1}{D_2} \left( u_2 - V_2'(y_i - x) \right)^2 \right\} P(x, y). \tag{S-4}
\]

Using the following marginalisation property of the \( n \)-point correlation function,

\[
\int dy_{n-1} P_n^{(1+N)}(x, y_1, \ldots, y_{n-1}) = (N - n + 2) P_n^{(1+N)}(x, y_1, \ldots, y_{n-2}), \tag{S-5}
\]

we arrive at Eq. (3).

In the many-particle system with sinusoidal interaction potentials and zero drift, the leading order behaviour of the entropy production is obtained by substituting Eqs. (S-28) and (S-32) into Eq. (3),

\[
\dot{S} = \frac{2\pi^2 N}{L^2} \left[ \left( \frac{a_1^2}{D_1} + \frac{a_2^2}{D_2} - (a_1 + a_2)^2 \right) \left( 1 - \frac{1}{8} \frac{(a_1 + a_2)^2}{D_1 + D_2} \right) - (N - 1) \frac{a_1(a_1 + a_2)(D_1a_2 - D_2a_1)^2}{D_1D_2(D_1 + D_2)^2(D_1 + 2D_2)} \right] + \text{h.o.t.}, \tag{S-6}
\]

shown in Fig. 3. In the validity regime, the leading order of the entropy production in (S-6) is nonnegative, as can be seen by using the Cauchy-Schwarz inequality \( a_1^2/D_1 + a_2^2/D_2 \geq (a_1 + a_2)^2/(D_1 + D_2) \). In fact, the first term in the right-hand side of Eq. (S-6) vanishes if \( a_1/D_1 = a_2/D_2 \), which is, precisely, the detailed balance condition for this case, Eq. (5). However, outside of this validity regime, Eq. (S-6) clearly provides an unphysical result, as the entropy production rate is predicted to be negative. The remedy to this unphysical result lies in the higher order corrections in the perturbation expansion.
DOI-PELITI FIELD THEORY OF AN INTERACTING PARTICLE SYSTEM

The Fokker-Planck equation of the joint probability density $P(x,y;t)$ of the system described by Eq. (1) is

$$\partial_t P(x,y;t) = \left\{ D_1 \partial_x^2 - u_1 \partial_x + \sum_{i=1}^N (D_2 \partial_{y_i}^2 - u_2 \partial_{y_i}) \right\} P(x,y;t)$$

(S-7a)

$$+ \sum_{i=1}^N \left\{ \partial_x (V_1(y_i - x)P(x,y;t)) + \partial_{y_i} (V_2(y_i - x)P(x,y;t)) \right\} ,$$

(S-7b)

where $P(x,y;t)$ is invariant under permutations of the positions $y_i$ due to the indistinguishability of B particles.

The Doi-Peliti action of this stochastic process follows from the Fokker-Planck Eq. (S-7) [15, 29, 30]. We introduce the annihilation field $\phi(x,t)$ and the Doi-shifted creation field $\tilde{\phi}(x,t)$ for species A and, similarly, $\psi(y,t)$ and $\tilde{\psi}(y,t)$ for species B. Even though there may be multiple particles of each species, the action functional $A[\phi, \tilde{\phi}, \psi, \tilde{\psi}]$ is derived from the single particle dynamics [15]. In this paper, we use the convention that an observable $\langle \ast \rangle = \int D[\phi, \tilde{\phi}, \psi, \tilde{\psi}] \exp \{ A[\phi, \tilde{\phi}, \psi, \tilde{\psi}] \}$. We split the action into two parts, $A = A_0 + A_{\text{pert}}$, where $A_0$, derived from (S-7a), governs free motion of particles,

$$A_0 = \int dt \int_0^L dx \tilde{\phi} \left\{ - \partial_t + D_1 \partial_x^2 - u_1 \partial_x \right\} \phi + \int dt \int_0^L dy \tilde{\psi} \left\{ - \partial_t + D_2 \partial_y^2 - u_2 \partial_y \right\} \psi ,$$

(S-8)

and $A_{\text{pert}}$, derived from (S-7b), governs particle interactions [31]

$$A_{\text{pert}} = - \int dt \int_0^L dx \int_0^L dy \left\{ (\partial_x \tilde{\phi}) \phi [\partial_x V_1(x-y)] (\tilde{\psi} + 1) + (\partial_y \tilde{\psi}) \psi [\partial_y V_2(y-x)] (\tilde{\phi} + 1) \phi \right\} .$$

(S-9)

To derive $A_0$, we have used that the number of particles is conserved and, therefore, $\int dx \tilde{\phi}(x) \phi(x,t) = 1$ and $\int dy \tilde{\psi}(y) \psi(y,t) = 1$. To derive the first term in $A_{\text{pert}}$, we have used that the effect of interactions on A particles at $x$ due to the presence of B particles at $y$ is proportional to the number of B particles $y$, which is measured by the number operator $\psi^\dag \psi = (\tilde{\psi} + 1)\psi$, where $\psi^\dag = (\tilde{\psi} + 1)$ is the creator field. The second term in $A_{\text{pert}}$ is derived similarly. To calculate an observable $\ast$, we do so order by order, in the perturbation expansion $\langle \ast \rangle = \langle \ast \exp (A_{\text{pert}}) \rangle_0 = \langle \ast (1 + A_{\text{pert}} + \ldots) \rangle_0$ about the Gaussian model given by $A_0$ assuming weak interactions.

We express the fields in Fourier space following the convention

$$\langle \tilde{\phi} (x,t) \rangle = \frac{1}{L} \sum_n \int d\omega e^{-i\omega t + ik_n x} \langle \tilde{\phi} (\omega) \rangle$$

and similarly for $\langle \tilde{\psi} (x,t) \rangle$.

(S-10)

where $\delta = d/(2\pi)$ and $k_n = 2\pi n/L$, and similarly for $\langle \psi \rangle$, as well as the interaction potentials,

$$V_1(x-y) = \frac{1}{L} \sum_n e^{ik_n(x-y)} \mu_n ,$$

(S-11a)

$$V_2(x-y) = \frac{1}{L} \sum_n e^{ik_n(x-y)} \nu_n .$$

(S-11b)

The Gaussian part of the action in Eq. (S-8) in Fourier space reads

$$A_0 \left\{ \phi_n(\omega), \tilde{\phi}_n(\omega'), \psi_n(\omega), \tilde{\psi}_n(\omega') \right\} = \int d\omega d\omega' \delta(\omega + \omega') \frac{1}{L^2} \sum_{n,n'} \delta(n,n') \cdot L \delta_{n,n'}$$

$$\times \left\{ \tilde{\phi}_n(\omega') (-i\omega + D_1 k_n^2 - iu_1 k_n) \phi_n(\omega) + \tilde{\psi}_n(\omega') (-i\omega + D_2 k_n^2 - iu_2 k_n) \psi_n(\omega) \right\},$$

(S-12)

and the part governing interactions in Eq. (S-9) is,

$$A_{\text{pert}} \left\{ \phi_n(\omega_1), \tilde{\phi}_n(\omega'_1), \psi_n(\omega_2), \tilde{\psi}_n(\omega'_2) \right\}$$

(S-13)
\[
\begin{align*}
&= \int \mathrm{d} \omega_1 \mathrm{d} \omega_1' \mathrm{d} \omega_2 \mathrm{d} \omega_2' \delta(\omega_1 + \omega_1' + \omega_2 + \omega_2') \frac{1}{L^4} \sum_{n,n',m,m'} L \delta_{n+n'+m+m',0} \\
&\quad \times (\mu_{-n-n',k_n' k_{n-n'}} + \nu_{-m-m',k_m' k_{m-m'}}) \delta n' (\omega_1') \phi_n(\omega_1) \tilde{\psi}_m'(\omega_2') \psi_m(\omega_2) \\
&\quad + \int \mathrm{d} \omega_1 \mathrm{d} \omega_1' \mathrm{d} \omega_2 \delta(\omega_1 + \omega_1' + \omega_2) \frac{1}{L^4} \sum_{n,n',m} L \delta_{n+n'+m,0} \mu_{-n-n',k_n' k_{n-n'}} \delta n' (\omega_1') \phi_n(\omega_1) \tilde{\psi}_m(\omega_2) \\
&\quad + \int \mathrm{d} \omega_1 \mathrm{d} \omega_2 \mathrm{d} \omega_2' \delta(\omega_1 + \omega_2 + \omega_2') \frac{1}{L^4} \sum_{n,n',m,m'} L \delta_{n+n+m+m',0} \nu_{-m-m',k_m' k_{m-m'}} \phi_n(\omega_1) \tilde{\psi}_m'(\omega_2') \psi_m(\omega_2) . \quad \text{(S-14)}
\end{align*}
\]

The bare propagators in Fourier space read, from Eq. (S-12),

\[
\begin{align*}
\phi^{\prime n}(\omega) \phi^{n'}(\omega') & \doteq \langle \phi_n(\omega) \phi_{n'}(\omega') \rangle_0 = \frac{L \delta_{n+n',0} \delta(\omega + \omega')}{-i\omega + D_1 k_n^2 + iu_1 k_n + r} , \quad \text{(S-15a)} \\
\psi^{n}(\omega) \psi^{n'}(\omega') & \doteq \langle \psi_n(\omega) \psi_{n'}(\omega') \rangle_0 = \frac{L \delta_{n+n',0} \delta(\omega + \omega')}{-i\omega + D_2 k_n^2 + iu_2 k_n + r} , \quad \text{(S-15b)}
\end{align*}
\]

where \( r \) is the mass, \( \delta = 2\pi\delta \) is the Dirac \( \delta \) function and \( \delta_{n,m} \) is the Kronecker \( \delta \) function. The mass \( r \) is to be taken to zero after inverting the Fourier transform. In Eq. (S-15), the diagrams \( \bullet \bullet \bullet \bullet \) and \( \bullet \bullet \) represent the bare propagators of species A and B respectively, where time is read from right to left. The nonlinear couplings in \( A_\text{pert} \) involve a four-point vertex and three-point vertices,

\[
\begin{align*}
\phi^{\prime n'} & \doteq \frac{1}{L^2} (\mu_{-n-n',k_n' k_{n-n'}} + \nu_{-m-m',k_m' k_{m-m'}}) \delta_{n+n'+m+m',0} \delta(\omega_1 + \omega_1' + \omega_2 + \omega_2') , \quad \text{(S-16a)} \\
\psi^{n'} & \doteq \frac{1}{L^2} \mu_{-n-n',k_n' k_{n-n'}} \delta_{n+n'+m+m',0} \delta(\omega_1 + \omega_1' + \omega_2) , \quad \text{(S-16b)} \\
\psi^{n'} & \doteq \frac{1}{L^2} \nu_{-m-m',k_m' k_{m-m'}} \delta_{n+n+m+m',0} \delta(\omega_1 + \omega_2 + \omega_2') . \quad \text{(S-16c)}
\end{align*}
\]

The dashed line \( \cdots \cdots \) represents an interaction between two particles mediated by a potential. Diagrammatically, a potential has a similar representation as a propagator, with the difference that it is represented vertically, since the potential has no time dependence because its effect is propagated instantly.

**TWO-POINT CORRELATION FUNCTION**

**Two-particle system**

The stationary correlation function \( P^{(2)}_2(x, y) = \lim_{t \to \infty} \langle \phi(x, t) \psi(y, t) \phi^\dagger(x_0, t_0) \psi^\dagger(y_0, t_0) \rangle \) gives the probability that particles A and B are found at positions \( x \) and \( y \), respectively, in the limit \( t \to \infty \). Since the system is finite and the dynamics are conservative, the existence of the stationary limit is guaranteed. Doi-shifting the creation fields in the observable, \( \phi^\dagger = 1 + \bar{\phi} \) and \( \psi^\dagger = 1 + \bar{\psi} \), produces \( \langle \phi \psi \phi^\dagger \psi^\dagger \rangle = \langle \phi \bar{\psi} \bar{\phi} \psi \rangle + \langle \phi \psi \bar{\phi} \bar{\psi} \rangle + \langle \phi \bar{\psi} \psi \bar{\phi} \rangle + \langle \phi \bar{\psi} \bar{\phi} \psi \rangle \), where the last three terms are all zero because there is no matching vertex in \( A_\text{pert} \).

The stationary correlation function

\[
P^{(2)}_2(x, y) = \lim_{t \to \infty} \langle \phi(x, t) \psi(y, t) \bar{\phi}(x_0, t_0) \bar{\psi}(y_0, t_0) \rangle \doteq \frac{x}{y} + \frac{x}{y} + \frac{x}{y} + \frac{x}{y} + \ldots \quad \text{(S-17)}
\]
is independent of the initial conditions $x_0$, $y_0$ since the only contributing Fourier modes in the limit $t \to \infty$ are the zeroth modes $\tilde{\phi}_0$ and $\tilde{\psi}_0$ [22, 32]. This is reflected in the diagrams by their amputated incoming legs. We expand the Fourier space representation of the two-point correlation

$$P_2^{(2)}(x, y) = \frac{1}{L^2} \sum_{n=-\infty}^{\infty} e^{ik_n(x-y)} \left\langle \tilde{\phi}_n \tilde{\psi}_n \right\rangle_0 ,$$

perturbatively in small $\mu$ and $\nu$ compared to the diffusion constants $D_1$ and $D_2$,

$$\left\langle \tilde{\phi}_n \tilde{\psi}_n \right\rangle_0 = \sum_{j=0}^{\infty} \frac{1}{j!} \left\langle \tilde{\phi}_n \tilde{\psi}_n (A_{\text{pert}})^j \right\rangle_0 = \sum_{j=0}^{\infty} G_j(n) .$$

The $j$-th order in the perturbation expansion of the $n$-th Fourier mode of $P_2^{(2)}$ is, diagrammatically,

$$G_j(n) = \begin{array}{ccccccc}
  & & & & & \vdots & \\
  & & & & & \vdots & \\
  & & & & & \vdots & \\
  & & & & & \vdots & \\
  & & & & & \vdots & \\
 -n & -m & \cdots & -n & -m & \cdots & -n & -m \\
\end{array} ,$$

where the incoming legs carry the zeroth Fourier mode only. The $j$-th order correction $G_j$ is made of $j$ four-legged interaction vertices attached to $j$ propagators of each species forming a chain of $j-1$ loops. The $(j+1)$-th order $G_{j+1}$ is generated from $G_j$ by attaching an interaction vertex (S-16a) to the outgoing legs, effectively creating a new loop,

$$G_{j+1}(n) = \sum_m \int d\omega \begin{array}{ccccccc}
  & & & & & \vdots & \\
  & & & & & \vdots & \\
  & & & & & \vdots & \\
  & & & & & \vdots & \\
  & & & & & \vdots & \\
 n, \omega & -n & -m & \cdots & -n & -m & \cdots & -n & -m \\
\end{array} ,$$

$$= \frac{1}{L} \sum_m \int d\omega n \frac{\mu_{n-m} k_{n-m} + \nu_{-n+m} k_{n+m}}{(-i\omega + D_1 k_n^2 + i u_1 k_n)(i\omega + D_2 k_n^2 - i u_2 k_n)} G_j(n)$$

$$= \frac{L_n}{L} \sum_m \frac{\mu_{n-m} + \nu_{-n+m}}{D_1 + D_2} k_n + i(u_1 - u_2) G_j(n) ,$$

where $L_n = 1 - \delta_{n,0}$ ensures that $G_j(0) = 0$ for $j > 0$. The zeroth-order term is, trivially, the constant zeroth Fourier mode $G_0(n) = L^2 \delta_{n,0}$.

The iterative scheme in Eq. (S-21) has the same structure as the recurrence relation found in the stationary probability distribution of a drift-diffusive particle in a periodic potential [28]. Therefore, by mapping the two systems, the two-point correlation function follows straight-forwardly, $P_2^{(2)}(x, y) = \rho(x-y)/L$, with

$$\rho(\ell) = \frac{1}{LN} e^{-\frac{(\nu_1 + \nu_2)(-u_1 - u_2)\ell}{u_1 + u_2}} \int_{\ell}^{\ell+L} d\ell' e^{\frac{\nu_1 (\ell') + \nu_2 (\ell') - (u_1 - u_2)\ell'}{u_1 + u_2}} ,$$

where the constant $\mathcal{N}$ is such that $\int_0^L d\ell \rho(\ell) = 1$ [27, Eq. (11.37)], shown in Fig. 2. Although our argument is based on a perturbation expansion about small couplings $\nu$ and $\mu$, the exact result in Eq. (S-22) is valid for any couplings because the map between $G_{j+1}$ in Eq. (S-21) and the analogous $G_{j+1}$ in [28] holds for all orders $j \in \{0, 1, \ldots \}$.

**Many-particle system**

In the many-particle system, the two-point correlation function $P_2^{(1+N)}(x, y)$ is the probability of finding the only particle of species A at position $x$, and one out of $N$ particles of species B at $y$. This observable is represented as the following path integral and diagrammatic perturbation expansion,

$$P_2^{(1+N)}(x, y) = \lim_{t\to\infty} N \left\langle \phi(x, t) \psi(y, t) \phi^\dagger(x_0, t_0) \psi^\dagger(y_1, t_0) \psi^\dagger(y_2, t_0) \ldots \psi^\dagger(y_N, t_0) \right\rangle$$
\[ \lim_{t \to \infty} N \left( \frac{x}{y} + \frac{x}{y} + \frac{x}{y} + \ldots \right) + (N - 1) \left( \frac{x}{y} + \frac{x}{y} + \frac{x}{y} + \ldots \right) + \ldots \right), \quad (S-23) \]

up to third order in the interaction vertices. In principle, there are more terms that enter in this observable than those shown in Eq. (S-23). However, terms such as

\[ \lim_{t \to \infty} \frac{x}{y} = \lim_{t \to \infty} \frac{x}{y} = \lim_{t \to \infty} \frac{x}{y} = 0 \] \quad (S-24)

do not contribute in the limit \( t \to \infty \) because of factors \( k_0 \) in the interaction vertices in Eq. (S-16).

The sinusoidal interaction potentials \( V_1(\ell) = a_1 \cos k_1 \ell \) and \( V_2(\ell) = a_2 \cos k_1 \ell \) only have two nonzero Fourier modes,

\[ \mu_1 = \mu_{-1} = \frac{a_1 L}{2}, \quad \nu_1 = \nu_{-1} = \frac{a_2 L}{2}, \] \quad (S-25)

and \( \mu_n = \nu_n = 0 \) for \( n \neq \pm 1 \), and we further assume zero drift \( u_1 = u_2 = 0 \). The terms in Eq. (S-23) involving the only A particle and one of the B particles are, therefore,

\[ \lim_{t \to \infty} \frac{x}{y} = \frac{1}{L^2} \sum_n e^{ik_n(x-y)} G_0(n) = \frac{1}{L^2} \] \quad (S-26a)

\[ \lim_{t \to \infty} \frac{x}{y} = -\frac{1}{L^2} \sum_n e^{ik_n(x-y)} G_1(n) = -\frac{1}{L^2} \left( \frac{a_1 + a_2}{D_1 + D_2} \right) \cos k_1(x-y) \] \quad (S-26b)

\[ \lim_{t \to \infty} \frac{x}{y} = \frac{1}{L^2} \sum_n e^{ik_n(x-y)} G_2(n) = \frac{1}{L^2} \left( \frac{a_1 + a_2}{D_1 + D_2} \right)^2 \cos k_2(x-y) \] \quad (S-26c)

\[ \lim_{t \to \infty} \frac{x}{y} = \frac{1}{L^2} \sum_n e^{ik_n(x-y)} G_3(n) = \frac{1}{L^2} \left( \frac{a_1 + a_2}{D_1 + D_2} \right)^3 \left( \frac{\cos k_1(x-y) - \cos k_3(x-y)}{8} \right) \] \quad (S-26d)

where \( G_j(n) \) is defined in Eq. (S-20). The terms in Eq. (S-23) involving two B particles are,

\[ \lim_{t \to \infty} \frac{x}{y} = \frac{1}{L^5} \sum_{n,i} e^{ik_n(x-y)} \int d\omega d\omega' \]

\[ \frac{(\mu_n k_{-n}k_n + \nu_{-n}k_n k_{-n}) \mu_{-i}k_{-n} k_{-i}(\mu_{i} k_{-n} - k_{i} + \nu_{-i} k_{n} - k_{i})}{(-i\omega + D_1 k_n^2 + r)(-i\omega + D_2 k_n^2 + r)} \]

\[ = \frac{1}{L^2} \frac{a_1 (a_1 + a_2) D_2}{4 D_2 (D_1 + D_2)^2 (2 D_1 + D_2)} \cos k_1(x-y) \] \quad (S-27a)
We assume sinusoidal interaction potentials \( V_1(\ell) = a_1 \cos k_1 \ell \) and \( V_2(\ell) = a_2 \cos k_1 \ell \), and zero drifts \( u_1 = u_2 = 0 \). We distinguish two types of terms in Eq. \((S-29)\): those where a propagator is decoupled from the other two propagators, and those where all three propagators are coupled through interaction vertices. In the first case, the corresponding diagrams can be calculated straightforwardly using the results in \((S-26)\) multiplying by \(1/L\). For example,

\[
\begin{align*}
\lim_{t\to\infty} N(N-1) \left( y' \right)_x y + \left( y' \right)_y x + \left( y' \right)_y x + \left( y' \right)_x y + \left( y' \right)_y x + \left( y' \right)_x y + \ldots
\end{align*}
\]

\[
(S-29)
\]

Then, we only need to evaluate the last two diagrams in \((S-29)\), which are symmetric under swapping \( y \) and \( y' \),

\[
\lim_{t\to\infty} N(N-1) \left( y' \right)_x y + \left( y' \right)_y x = \frac{1}{L^3} \int \frac{d\omega d\omega'}{2\pi} e^{ik_x(x-y)+ik_x(x-y')} \int d\omega d\omega' \]

\[
\sum_{n,m} \left( \frac{\mu_n \nu_{-n} \mu_{-m} \nu_{-m}}{(-i(\omega + \omega') + D_1 k_{n+m}^2 + r)(-i(\omega + \omega') + D_1 k_{n+m}^2 + r)} \right) Dr_1^2 + Dr_2^2 + Dr_3^2 + r (i\omega' + D_3 k_{n+m}^2 + r)
\]

\[
= \frac{1}{2L^3} \frac{a_1 + a_2}{D_1 + D_2} \left\{ \frac{a_2}{2D_2} \cos k_1(y-y') + \frac{a_2 + 2a_1}{4D_1 + 2D_2} \cos k_1(2x-y-y') \right\} .
\]

\[
(S-31)
\]

In fact, Eq. \((S-31)\) is invariant under exchange of \( y \) and \( y' \), so the two last terms in the right-hand side of \((S-29)\) are therefore equal. We obtain the three-point correlation function up to second order in the perturbation expansion by
using Eqs. (S-26) and (S-31), in Eq. (S-29),

\[
P_3^{(1+N)}(x, y, y') = \frac{N(N-1)}{L^3} \left[ 1 - \frac{a_1 + a_2}{D_1 + D_2} \left( \cos k_1(x - y) + \cos k_1(x - y') \right) \right. \\
+ \frac{1}{4} \left( \frac{a_1 + a_2}{D_1 + D_2} \right)^2 \left( \cos k_2(x - y) + \cos k_2(x - y') \right) \\
+ \frac{a_1 + a_2}{2(D_1 + D_2)} \left\{ \frac{a_2}{D_2} \cos k_1(y - y') + \frac{2a_1 + a_2}{2D_1 + D_2} \cos k_1(2x - y - y') \right\} \bigg] + \text{h.o.t.} \tag{S-32}
\]

The correlation functions in Eqs. (S-28) and (S-32) can also be obtained by performing a Taylor expansion about the equilibrium distribution in Eq. (7), with \( a_1/D_1 = a_2/D_2 \), where the normalisation constant also needs to be expanded.

Marginalising Eq. (S-32), we obtain the two-point correlation function between two particles of species B at positions \( y \) and \( y' \),

\[
P_{B,B}^{(1+N)}(y, y') = \int_0^L dx \! P_3^{(1+N)}(x, y, y') = \frac{N(N-1)}{L^2} \left[ 1 + \frac{a_2(a_1 + a_2)}{2D_2(D_1 + D_2)} \cos k_1(y - y') \right] + \text{h.o.t.} \tag{S-33}
\]

whose second-order correction indicates the effective interactions between particles of species B, shown in Fig. 4.