On-shell extension of distributions

DOROTHEA BAHNS\textsuperscript{1}, MICHAL WROCHNA\textsuperscript{2}

\textsuperscript{1}Courant Research Centre “Higher Order Structures in Mathematics”
\textsuperscript{2}RTG “Mathematical Structures in Modern Quantum Physics”

\textsuperscript{1,2}Universität Göttingen, Bunsenstr. 3-5, D - 37073 Göttingen, Germany
e-mail: \textsuperscript{1}bahns@uni-math.gwdg.de, \textsuperscript{2}wrochna@uni-math.gwdg.de

Abstract

We consider distributions on $\mathbb{R}^n \setminus \{0\}$ which satisfy a given set of partial differential equations and provide criteria for the existence of extensions to $\mathbb{R}^n$ that satisfy the same set of equations on $\mathbb{R}^n$.

We use the results to construct distributions satisfying specific renormalisation conditions in the Epstein and Glaser approach to perturbative quantum field theory. Contrary to other approaches, we provide a unified approach to treat Lorentz covariance, invariance under global gauge group and almost homogeneity, as well as discrete symmetries. We show that all such symmetries can be recovered by applying a linear map defined for all degrees of divergence.

Using similar techniques, we find a relation between on-shell and off-shell time-ordered products involving higher derivatives of the fields.

1 Introduction

In the program of Epstein and Glaser [EG73], the renormalisation problem in quantum field theory is reformulated as a problem of extending distributions defined on $\mathbb{R}^n \setminus \{0\} =: \hat{\mathbb{R}}^n$ to distributions on $\mathbb{R}^n$. By construction, any two extensions can differ by a distribution supported in 0, and one way to constrain this ambiguity is to require that the extension should have the same scaling degree as the original distribution. In quantum field theory, the ambiguity is further constrained by imposing physically motivated renormalisation conditions. Such conditions include the requirement that if $u \in \mathcal{D}'(\hat{\mathbb{R}}^n)$ respects a global symmetry, e.g. it is invariant under the Lorentz group or a global gauge group, then the same should hold for its extension to $\mathbb{R}^n$. Another such condition, which turned out to be essential in renormalisation on both flat and on curved space-time [HW02], is the requirement that if $u$ is homogeneous, its extension should be homogeneous as well, or at least it should behave as much like a homogeneous distribution as possible (a property which can be properly formulated in terms of almost homogeneous distributions).

A problem which at first sight seems to be unrelated to such renormalisation conditions occurs in the construction of on-shell time ordered products involving higher derivatives of
quantum fields. Roughly speaking, one wishes to extend to $\mathbb{R}^n$ an expression in $\mathcal{D}'(\hat{\mathbb{R}}^n)$ involving derivatives of the Feynman propagator and Heaviside theta functions such that the extension satisfies the (free) equation of motion. The possibility of finding such an extension can be rephrased using the relation between on-shell time-ordered products (ordinarily used in quantum field theory) and off-shell products, the latter of which have proved to be better suited for a theoretical study of Epstein-Glaser renormalisation [DF03, DF04].

The main idea in our approach is that all these problems can be formulated and solved in a unified framework, by restating them in terms of the existence of extensions which solve a set of (differential) equations. More precisely, we state the following extension problem:

Let $\{Q^i\}_{i=1}^k$ be a family of differential operators on $\mathbb{R}^n$ with smooth coefficients, and let $u$ be a distribution in $\mathcal{D}'(\hat{\mathbb{R}}^n)$ that satisfies

$$Q^i u = 0 \quad \text{on} \quad \hat{\mathbb{R}}^n \quad (i = 1, \ldots, k).$$

Find $\dot{u} \in \mathcal{D}'(\mathbb{R}^n)$ such that $\dot{u} = u$ on $\hat{\mathbb{R}}^n$ and $Q^i \dot{u} = 0$ on $\mathbb{R}^n$ ($i = 1, \ldots, k$). If such extensions $\dot{u}$ exist, we call them on-shell extensions (w.r.t. $\{Q^i\}_{i=1}^k$).

Indeed, invariance of a distribution under the action of a connected Lie group is equivalent to it being a solution of its infinitesimal generators. (Almost) homogeneity is described using (powers of) the operator $\sum_i x_i \partial_i - a$. In the construction of on-shell time-ordered products, the differential operator of interest is the Klein-Gordon operator $(\Box + m^2)$. To include discrete symmetries, we will consider a more general class of operators later.

On the mathematical side, the ‘on-shell extension’ problem we consider is closely related to the so-called Bochner’s extension problem, an issue which we explain in the text.

One advantage of our reformulation is the following. The various constructions and prescriptions to implement renormalisation conditions proposed so far in e.g. [Sch95, Pra99, GB03, LG03, DF04, HW02], see also [DGB12], are each limited to a particular type of symmetry. Therefore, the simultaneous implementation of a number of different conditions requires cumbersome proofs of compatibility. Our framework on the other hand, allows for a compact formulation of e.g. sufficient conditions on the existence of extensions subject to different renormalisation conditions, such as Lorentz invariance considered together with almost homogeneity and (eventually) parity. Moreover, it exhibits a new feature of Epstein-Glaser renormalisation: a renormalisation condition corresponding to a (differential) operator $Q$ can be imposed by applying a linear map to a generic extension (which is a solution of $Q$ on $\hat{\mathbb{R}}^n$). This statement extends to the case of several renormalisation conditions.

Concerning the relation between on-shell and off-shell time-ordered products, we would like to point out that it was given in [DF03, DF04] in terms of a recurrence relation for which an explicit solution was found in [BD08]. In our framework we find a more compact formula, which contrary to that given in [BD08] does not contain unnatural combinatorial factors. Instead, the coefficients which appear in our formula are simply eigenvalues of certain finite-dimensional operators directly related to the Klein-Gordon operator.

The paper is organized as follows. In Section 2 we recall the definition of the scaling degree and degree of divergence, and review basic facts on distributions and extensions. Section
contains the main ideas and results. First, in subsection 3.1, we introduce the notion of operators of essential order \( m \) on \( D'((\mathbb{R}^n)) \). Such operators generalize differential operators and will enable us to treat discrete symmetries. In subsection 3.2 we equip the finite dimensional spaces of distributions of given maximal order supported at the origin with a scalar product. The restrictions of operators \( Q : D'((\mathbb{R}^n)) \to D'((\mathbb{R}^n)) \) to these spaces play an important role in subsection 3.2, especially for Theorem 3.6. This theorem provides a solution to the extension problem with respect to an operator \( Q \) of arbitrary essential order in the sense that it lists different statements which are equivalent to the existence of on-shell extensions, and provides a candidate for such an extension. This candidate can be calculated explicitly and only requires one to find the eigenvalues of a finite dimensional matrix. Special cases, examples and generalizations are then discussed. Of particular interest is Theorem 3.13 which states sufficient, and easy-to-check conditions that ensure the existence of on-shell extensions w.r.t. an operator of essential order 0. We then explain how the extension problem with respect to a finite number of operators is solved. Section 4 is devoted to the construction of on-shell time-ordered products involving higher derivatives of the fields. We clarify how the relation between the on-shell and the off-shell formalism can be formulated and understood in our framework. Only this last section requires knowledge of quantum field theory. An outlook is presented in Section 5.

2 Preliminaries

2.1 Notations

Throughout the paper, we use the notation \( \mathring{\mathbb{R}}^n = \mathbb{R}^n \setminus \{0\} \).

For a continuous operator \( Q : D(\mathbb{R}^n) \to D(\mathbb{R}^n) \), we denote its transpose by \( Q^t : D'(\mathbb{R}^n) \to D'(\mathbb{R}^n) \), i.e. \( \langle Qu, \varphi \rangle = \langle u, Q^t \varphi \rangle \), \( u \in D'(\mathbb{R}^n), \varphi \in D(\mathbb{R}^n) \).

2.2 Scaling degree and degree of divergence

We start by recalling the definition of Steinman’s scaling degree of a distribution [Ste71], a notion which has proved to be very useful in renormalised perturbation theory. Most notably, it allowed (after a suitable generalization) to extend the Epstein-Glaser approach to curved spacetimes [BF00]. It does not seem to have entered the mathematical literature as such, although similar estimates have been used in e.g. [Est98], see also [Mey98] and references therein. Note also that Steinman’s scaling degree is a degenerate case of Weinstein’s degree of a distribution [Wei78].

Consider the natural action of the dilation group \( \mathbb{R}_{>0} \) on \( D(\mathbb{R}^n) \) and its dual on \( D'(\mathbb{R}^n) \), i.e. for a distribution \( u \in D'(\mathbb{R}^n) \) and \( \lambda > 0 \) set

\[
\langle u_\lambda, \varphi \rangle := \lambda^{-n} \langle u, \varphi(\lambda^{-1} \cdot) \rangle, \quad \varphi \in D(\mathbb{R}^n).
\]

Definition 2.1. The scaling degree of \( u \in D'(\mathbb{R}^n) \), denoted \( sd u \), is the infimum over all \( \omega \in \mathbb{R} \) s.t. \( \lim_{\lambda \to 0} \lambda^\omega u_\lambda = 0 \) in \( D'(\mathbb{R}^n) \). The degree of divergence of \( u \) is \( \deg u := sd u - n \).

The degree of divergence of a distribution \( u \in D'(\mathbb{R}^n) \), denoted also \( \deg u \), is defined analogously (one simply replaces \( D(\mathbb{R}^n) \) by \( D(\mathbb{R}^n) \) and \( D'(\mathbb{R}^n) \) by \( D'(\mathbb{R}^n) \) in the above
dimensional subspace of the origin. We will use the degree of divergence rather than the scaling degree, as it is more convenient in our framework. As a basic example, observe that the derivatives of the δ-distribution $δ^{(α)}$ on $\mathbb{R}^n$ have degree of divergence $|α|$. A function in $C^\infty(\mathbb{R}^n)$, considered as an element of $\mathcal{D}'(\mathbb{R}^n)$, has degree of divergence at most $-n$. A distribution which is homogeneous of degree $α \in \mathbb{C}$ on $\mathbb{R}^n$ (resp. $\hat{\mathbb{R}}^n$) has degree of divergence $-\text{Re } α - n$ in $\mathcal{D}'(\mathbb{R}^n)$ (resp. $\mathcal{D}'(\hat{\mathbb{R}}^n)$).

Let us briefly recall the basic properties of the degree of divergence, which were proved in [BF00, Lemma 5.1].

**Lemma 2.2.** Let $u \in \mathcal{D}'(\mathbb{R}^n)$ and assume $\deg u < \infty$. Then:

1. For $α \in \mathbb{N}^n$, $\deg(∂^α u) ≤ \deg u + |α|$.
2. For $α \in \mathbb{N}^n$, $\deg(x^α u) ≤ \deg u - |α|$.
3. Let $f \in C^\infty(\mathbb{R}^n)$ and assume $f^{(α)}(0) = 0$ for $|α| ≤ k - 1$, then $\deg(f u) ≤ \deg u - k$.
4. Let $v \in \mathcal{D}'(\mathbb{R}^k)$ then $\text{sd}(u \otimes v) ≤ \text{sd } u + \text{sd } v$.

**2.3 Extension of distributions**

Let us recall the basic ingredients of the construction of extensions of distributions. Essentially, we follow [BF00], but for later purposes, we make systematic use of the following spaces of distributions. Denote by $\mathcal{D}'(\{0\})$ the space of distributions supported at $\{0\}$. For $r ≥ 0$, let $\mathcal{D}'(\{0\})_{≤r}$ be the subspace of $\mathcal{D}'(\{0\})$ given by those of maximal degree $r$,

$$\mathcal{D}'(\{0\})_{≤r} = \text{span } \{v ∈ \mathcal{D}'(\{0\}) : \deg v ≤ r\} = \text{span } \{δ^{(α)} ∈ \mathcal{D}'(\mathbb{R}^n) : |α| ≤ r\}.$$ 

On the other hand, consider the space of all test functions vanishing up to order $r$ at $x = 0$:

$$\mathcal{D}_r(\mathbb{R}^n) := \{φ ∈ \mathcal{D}(\mathbb{R}^n) : (∂^α φ)(0) = 0 \ \forall α ∈ \mathbb{N}^n_0, |α| ≤ r\}. \quad (2.1)$$

It will be convenient to generalize this definition in the following way. Let $K$ be a finite dimensional subspace of $\mathcal{D}'(\{0\})$. Set

$$\mathcal{D}'_K(\mathbb{R}^n) := \{φ ∈ \mathcal{D}(\mathbb{R}^n) : ⟨v, φ⟩ = 0 \ \forall v ∈ K\}.$$ 

Clearly, $\mathcal{D}_r(\mathbb{R}^n)$ equals $\mathcal{D}'_K(\mathbb{R}^n)$ with $K = \mathcal{D}'(\{0\})_{≤r}$. Observe that the scaling degree of a distribution in $\mathcal{D}'_K(\mathbb{R}^n)$ can be defined in an analogous way to the scaling degree in $\mathcal{D}'(\mathbb{R}^n)$. We now restate Theorem 5.2 from [BF00] as follows:

**Proposition 2.3.** Let $u ∈ \mathcal{D}'(\mathbb{R}^n)$ have degree of divergence $r := \deg u < \infty$. Then it admits a unique extension $\tilde{u} ∈ \mathcal{D}_r(\mathbb{R}^n)$ with the same degree of divergence $r$, given by

$$⟨\tilde{u}, φ⟩ := \lim_{ρ → ∞} ⟨u, (1 − ∂^ρ) φ⟩, \quad φ ∈ \mathcal{D}_r(\mathbb{R}^n) \quad (2.2)$$

where $∂^ρ(x) := ∂(2^ρ x)$ and $∂$ is an arbitrary function in $\mathcal{D}(\mathbb{R}^n)$ such that $∂ = 1$ in a neighbourhood of the origin.

---

1Strictly speaking, the third claim is considered there only for $k = 0$, but the case $k ≥ 1$ follows immediately by noting that under the assumptions, such $f$ equals $x^β g$ for some $g ∈ C^\infty(\mathbb{R}^n), |β| = k$, and then using 2.
Lemma 2.4. Let \( K \) be a finite dimensional subspace of \( \mathcal{D}'(\mathbb{R}^n) \), let \( \{v_i\}_{i \in I} \) be a basis of \( K \), and assume \( \{\psi_i\}_{i \in I} \) is a family \( \psi_i \in \mathcal{D}(\mathbb{R}^n) \) s.t. \( \langle v_i, \psi_j \rangle = \delta_{ij} \). Then
\[
W \varphi = \varphi - \sum_{i \in I} \langle v_i, \varphi \rangle \psi_i
\]
defines a projection \( W : \mathcal{D}(\mathbb{R}^n) \to \mathcal{D}_K(\mathbb{R}^n) \). Conversely, if \( W : \mathcal{D}(\mathbb{R}^n) \to \mathcal{D}_K(\mathbb{R}^n) \) is a projection, there is a family \( \{\psi_i\}_{i \in I} \) with the above properties.

Lemma 2.5. Let \( u \in \mathcal{D}_K(\mathbb{R}^n) \) and let \( W : \mathcal{D}(\mathbb{R}^n) \to \mathcal{D}_K(\mathbb{R}^n) \) be a projection. Then \( \langle Wu, \varphi \rangle = \langle u, \varphi \rangle \) for all \( \varphi \in \mathcal{D}_K(\mathbb{R}^n) \) and deg \( Wu = \deg u \).

Taking into account that \( \deg s(\alpha) = |\alpha| \), we find the following important result on the existence of extensions with the same degree of divergence.

Corollary 2.6. ([BF00]) Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) be a distribution with \( \deg u < \infty \). Then there is an extension \( \hat{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \hat{u} = \deg u \). Each such extension can be written as \( \hat{u} = W \tilde{u} \), where \( \tilde{u} \) is the unique extension of \( u \) in \( \mathcal{D}'_r(\mathbb{R}^n) \) and \( W : \mathcal{D}(\mathbb{R}^n) \to \mathcal{D}_r(\mathbb{R}^n) \) is a projection. Moreover, two arbitrary extensions with the above properties differ by an element of \( \mathcal{D}'(\{0\}) \).

While each extension of \( u \) with the same degree of divergence can be constructed as above by using a projection \( W \), it can sometimes be more convenient to use some other operator \( V \) which maps \( \mathcal{D}(\mathbb{R}^n) \) to \( \mathcal{D}_r(\mathbb{R}^n) \) and check whether \( V \bar{u} \) is an extension of \( u \) with the correct degree of divergence. Indeed, this approach will prove to be more convenient in directly constructing on-shell extensions (cf. Proposition 3.12).

3 On-shell extension problem

3.1 Essential order

Our aim is to implement symmetries, i.e. we will ask our extensions to satisfy a set of given equations. In order to include discrete symmetries, we consider more general operators from \( \mathcal{D}'(\mathbb{R}^n) \) to \( \mathcal{D}'(\mathbb{R}^n) \) rather than just differential operators.

Definition 3.1. We say that \( Q : \mathcal{D}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n) \) is an operator of essential order \( q \) if
- \( Q \) is the transpose of a linear operator \( Q^t : C^\infty(\mathbb{R}^n) \to C^\infty(\mathbb{R}^n) \) which continuously maps \( \mathcal{D}(\mathbb{R}^n) \) and \( \mathcal{D}'(\mathbb{R}^n) \) to themselves;
- \( q \in \mathbb{N}_0 \) is the lowest number such that \( \deg Qu \leq \deg u + q \) for all \( u \in \mathcal{D}'(\mathbb{R}^n) \).

This means that \( W^t : \mathcal{D}(\mathbb{R}^n) \to \mathcal{D}_r(\mathbb{R}^n) \) is continuous and \( (W^t)^2 = W^t \).
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Basic examples for such operators are of course differential operators, for which the essential degree was already considered in [Nik07]: a differential operator of order \( m \) has essential order smaller or equal \( m \). More precisely, a differential operator \( Q = \sum_{|\alpha| \leq m} a_\alpha(x) \partial^\alpha \) has essential order \( q \), where \( q \) is the smallest possible non-negative number s.t. \( (\partial^\beta a_\alpha)(0) = 0 \) for \( |\beta| \leq |\alpha| - q - 1 \). In particular, \( Q \) has essential order \( 0 \) if \( (\partial^\beta a_\alpha)(0) = 0 \) for \( |\beta| \leq |\alpha| - 1 \).

Let us now check that \( Q \) maps \( D'((\mathbb{R}^n)^c) \to D'((\mathbb{R}^n)^c) \) to themselves.

1. By definition of the weak topology.
2. The first assertion is obvious. For the second one it suffices to notice that for any \( v \in D'((\mathbb{R}^n)^c) \) the expression \( \langle Qv, \varphi \rangle \) only depends on the restriction of \( \varphi \) to an arbitrary small neighbourhood of 0.
3. Let \( \varphi \in D_{K_1}(\mathbb{R}^n) \), then \( Q^i \varphi \in D_{K_2}(\mathbb{R}^n) \), since for any \( v \in K_2 \), i.e. \( v \in D'((\mathbb{R}^n)^c) \) such that \( Qv \in K_1 \), we have \( \langle v, Q^i \varphi \rangle = \langle Qv, \varphi \rangle = 0 \).

\[ \square \]

The following two lemmas give examples of operators of essential degree \( 0 \), for which we usually reserve the symbol \( R \).

Lemma 3.2. Let \( Q : D'((\mathbb{R}^n)^c) \to D'((\mathbb{R}^n)^c) \) be an operator of essential order \( q \). Then

1. \( Q \) is continuous in the \( D'((\mathbb{R}^n)^c) \) topology;
2. \( Q \) maps \( D'((\mathbb{R}^n)^c) \) and \( D'((\emptyset)) \) to themselves.
3. Let \( K_1 \) be a linear subspace of \( D'((\emptyset)) \). Then \( Q^i \) maps \( D_{K_1}(\mathbb{R}^n) \) to \( D_{K_2}(\mathbb{R}^n) \), where

\[ K_2 = \{ v \in D'((\emptyset)) | Qv \in K_1 \} \]

In particular, \( Q^i \) maps \( D(\mathbb{R}^n) \) to \( D_K(\mathbb{R}^n) \), where \( K = \text{Ker}(Q|_{D'((\emptyset))}) \).

Proof.

1. By definition of the weak topology.
2. The first assertion is obvious. For the second one it suffices to notice that for any \( v \in D'((\emptyset)) \) the expression \( \langle Qv, \varphi \rangle \) only depends on the restriction of \( \varphi \) to an arbitrary small neighbourhood of 0.
3. Let \( \varphi \in D_{K_1}(\mathbb{R}^n) \), then \( Q^i \varphi \in D_{K_2}(\mathbb{R}^n) \), since for any \( v \in K_2 \), i.e. \( v \in D'((\emptyset)) \) such that \( Qv \in K_1 \), we have \( \langle v, Q^i \varphi \rangle = \langle Qv, \varphi \rangle = 0 \).

\[ \square \]

Lemma 3.3. Let \( R \) be an infinitesimal generator of a Lie group \( G \) acting on \( \mathbb{R}^n \) such that 0 is a fixed point. Then \( R \) is an operator of essential degree \( 0 \).

Proof. Indeed, \( R = \sum_{i=1}^n \xi_i(x) \partial_i \), where \( \xi_i(0) = 0 \) (as follows from, i.e., [Olv95, Ex. 2.68]).

\[ \square \]

Lemma 3.4. Let \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \) be a \( C^\infty \) diffeomorphism s.t. \( \Phi(0) = 0 \). Then the operator given by \( Ru := u - \Phi^*u \) for \( u \in D'(\mathbb{R}^n) \) is an operator of essential degree \( 0 \).

Proof. Since \( \Phi(0) = 0 \), we find that \( \text{supp} \varphi \cap \{0\} = \emptyset \) implies \( \text{supp}(\Phi^* \varphi) \cap \{0\} = \emptyset \). Let us now check that \( \text{sd}(\Phi^*u) \leq \text{sd} u \) for all \( u \in D'(\mathbb{R}^n) \). Indeed, \( \tau^{-\omega} \langle u, \varphi(\tau x) \rangle \to 0 \) for all \( \varphi \in D(\mathbb{R}^n) \) implies that \( \tau^{-\omega} \langle u, (\Phi^* \varphi)(\tau x) \rangle \to 0 \) for all \( \phi \in D(\mathbb{R}^n) \), so \( \tau^{-\omega} \langle \Phi^*u, \phi(\tau x) \rangle \to 0 \).

\[ \square \]

These two cases are of particular importance in our applications. To see this, first recall that a distribution \( u \in D'(\mathbb{R}^n) \) is invariant under the induced action of a connected Lie group.
Let us stress that this definition depends on the essential order of \( G \). Now, if 0 is a fixed point of the action of \( G \) on \( \mathbb{R}^n \), then by the first of the above lemmas, the infinitesimal generators are of essential order 0.

Similarly, discrete symmetries entail operators of essential degree 0, as they are of the form discussed in the second lemma. For instance, even distributions are in the kernel of the operator \( R^+ u := u - u(-\cdot) \), and odd ones in that of \( R^- u := u + u(-\cdot) \).

### 3.2 Spaces of distributions supported at the origin

Recall that \( D'(\{0\}) \) denotes the finite dimensional vector space spanned by derivatives of the delta distribution up to order \( r \). It will turn out to be very useful to equip it with a scalar product. To this end, for \( r \geq 0 \) define the maps

\[
S_r : D'(\{0\}) \rightarrow C^\infty(\mathbb{R}^n), \quad S_r v := \sum_{|\alpha| \leq r} \frac{x^\alpha}{\alpha!} \{v, x^\alpha\}, \quad v \in D'(\{0\})
\]

(3.1)

\[
T_r : C^\infty(\mathbb{R}^n) \rightarrow D'(\{0\}), \quad T_r f := \sum_{|\alpha| \leq r} \frac{\delta^{(\alpha)}(f)}{\alpha!}, \quad f \in C^\infty(\mathbb{R}^n).
\]

(3.2)

One can easily check that \( T_r S_r = \text{id} \) on \( D'(\{0\}) \) and \( S_r T_r = \text{id} \) on the space of polynomials of degree \( \leq r \). Now set

\[
(v|w)_r := \langle \bar{v}, S_r w \rangle = \sum_{|\alpha| \leq r} \frac{1}{\alpha!} \langle \bar{v}, x^\alpha \rangle \langle w, x^\alpha \rangle = \langle w, S_r \bar{v} \rangle, \quad v, w \in D'(\{0\})
\]

where the bar denotes ordinary complex conjugation. Writing elements \( v, w \) of \( D'(\{0\}) \) as linear combinations \( v = \sum_{|\alpha| \leq r} v_\alpha \delta^{(\alpha)}, \quad w = \sum_{|\alpha| \leq r} w_\alpha \delta^{(\alpha)} \), with \( v_\alpha, w_\alpha \in \mathbb{C} \), we have

\[
(v|w)_r = \langle \sum_{|\alpha| \leq r} \bar{v}_\alpha \delta^{(\alpha)}, \sum_{|\beta| \leq r} (-1)^{|\beta|} w_\beta x^\beta \rangle = \sum_{|\alpha| \leq r} \alpha! \bar{v}_\alpha w_\alpha,
\]

therefore it is evident that \( (\cdot|\cdot)_r \) is a scalar product on \( D'(\{0\}) \).

Let \( Q : D'(\mathbb{R}^n) \rightarrow D'(\mathbb{R}^n) \) be an operator of essential order \( q \). We denote

\[
Q|_r : D'(\{0\}) \rightarrow D'(\{0\})
\]

the restriction of \( Q \) to \( D'(\{0\}) \), understood as an operator from \( D'(\{0\}) \) to \( D'(\{0\}) \). Let us stress that this definition depends on the essential order of \( Q \). The next lemma characterizes the adjoint of \( Q|_r \). Its proof relies essentially on the fact that, by assumption, \( Q^t \) maps \( C^\infty(\mathbb{R}^n) \) to \( C^\infty(\mathbb{R}^n) \).

**Lemma 3.5.** Let \( Q \) have essential order \( q \). Then the adjoint of \( Q|_r : D'(\{0\}) \rightarrow D'(\{0\}) \) is

\[
(Q|_r)^* = T_r Q^{\dagger}_r S_{r+q} : D'(\{0\}) \rightarrow D'(\{0\})
\]

(3.3)

Moreover, if \( Q^t \) maps polynomials of order \( \leq r + q \) to elements of

\[
\{ f \in C^\infty(\mathbb{R}^n) : f^{(\alpha)}(0) = 0, \quad |\alpha| > r \},
\]

then for all \( s \geq r \) the operator \( (Q|_s)^* \) restricted to \( D'(\{0\}) \) is equal to \( (Q|_r)^* \).
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Proof. For any \( v \in \mathcal{D}'(\{0\})_{\leq r+q} \) and \( w \in \mathcal{D}'(\{0\})_{\leq r} \) one has
\[
(v|w)_{r+q} = (\tilde{v}, S_{r+q}Qw) = (Qw, S_{r+q}\tilde{v})
= (w, Q^kS_{r+q}\tilde{v}, S_0w) = (T_sQ^kS_{r+q}\tilde{v}, S_0w) = (T_s\overline{Q}^kS_{r+q}w|w)_s,
\]
so (3.3) follows from the particular case \( r = s \). For the second claim, observe that \( S_{s+q} \) coincides with \( S_{r+q} \) on \( \mathcal{D}'(\{0\})_{\leq r+q} \) and \( T_s \) coincides with \( T_r \) on the space (3.4). Therefore, \( T_s\overline{Q}^kS_{s+q} \) restricted to \( \mathcal{D}'(\{0\})_{\leq r+q} \) equals \( T_r\overline{Q}^kS_{r+q} \).
\( \square \)

### 3.3 On-shell extension — single operator case

Let us specify the problem we already outlined in the introduction, first for the case when only one operator is considered.

**Problem** — Let \( Q : \mathcal{D}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n) \) be an operator of essential order \( q \). Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) have degree of divergence \( r := \deg u < \infty \) and assume
\[
Qu = 0 \quad \text{on} \quad \mathbb{R}^n.
\]

Find \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) such that \( \tilde{u} = u \) on \( \mathbb{R}^n \) and \( Q\tilde{u} = 0 \) on \( \mathbb{R}^n \). If such extension(s) exist, we call them *on-shell extensions* w.r.t. \( Q \).

The next theorem is the core of our paper. It is based on the observation that if \( u \in \mathcal{D}'(\mathbb{R}^n) \) is a solution for \( Q \) on \( \mathbb{R}^n \) and on-shell extensions exist, then an arbitrary extension of \( u \) with the same degree of divergence is on-shell modulo an element of \( \text{Ran}(Q|_r) \) (where \( r = \deg u \)). If the problem was purely finite-dimensional, we could get rid of the remainder in \( \text{Ran}(Q|_r) \) by using an orthogonal projection to \( (\text{Ran}(Q|_r))^\perp \). Observe that any such projection can be expressed as a polynomial in the operator \( (Q|_r)^*Q|_r \). As we show below, it suffices to consider such polynomials in \( (Q|_r)^*Q \) instead, to get an operator with the desired properties which is well-defined on distributions \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \).

**Theorem 3.6.** Let \( Q : \mathcal{D}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n) \) be an operator of essential order \( q \). Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) have \( r := \deg u < \infty \) and assume
\[
Qu = 0 \quad \text{on} \quad \mathbb{R}^n.
\]

Then the following statements are equivalent:

a) There is an extension \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \tilde{u} = r \) such that \( Q\tilde{u} = 0 \) on \( \mathbb{R}^n \) (that is, \( \tilde{u} \) has on-shell extensions);

b) \( Q\tilde{u} \in \text{Ran}(Q|_r) \) for all extensions \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \tilde{u} = r \);

c) \( Q\tilde{u} \in \text{Ran}(Q|_r) \) for some extension \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \tilde{u} = r \);

d) \( Qp_r((Q|_r)^*Q)\tilde{u} = 0 \) for all extensions \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \tilde{u} = r \), where \( p_r \)
is the polynomial \( p_r(z) := \prod_{\lambda}(1 - z/\lambda) \), the product being taken over all nonzero \( \lambda \in \text{sp}((Q|_r)(Q|_r)^*) \);
e) \( Q_{p_r}(((Q_{|r})^*Q)\hat{u} = 0 \) for some extension \( \hat{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \hat{u} = r \), where \( p_r \) is as above.

**Proof.** a)⇒b): Assume \( Q\hat{u} = 0 \). Since for all extensions \( \hat{u} \) of \( u \) with \( \deg \hat{u} = \deg u = r \) we have \( \hat{u} = \hat{u} + v \) for some \( v \in \mathcal{D}'((\{0\})_{\leq r}) \), it follows that \( Q\hat{u} = Q(\hat{u} + v) = Qv \in \text{Ran}(Q_{|r}). \)

b)⇒c): \( \hat{u} \) is a candidate for an on-shell extension. To calculate it explicitly, one only has to find the extension of \( u \).

c)⇒d): Let us note first that in the expression \( p_r((Q_{|r})^*Q)\hat{u} \), the operator \((Q_{|r})^*\) appears always in front of \( Q\hat{u} \in \mathcal{D}'((\{0\})_{\leq r+q}) \), so that \((Q_{|r})^*\) acts indeed on elements of \( Q\hat{u} \in \mathcal{D}'((\{0\})_{\leq r+q}) \), so \( p_r((Q_{|r})^*Q)\hat{u} \) is well-defined. We then have

\[ Q_{p_r}((Q_{|r})^*Q)\hat{u} = p_r((Q_{|r})^*Q)\hat{u} = p_r((Q_{|r})^*)(Q_{|r})^*Q\hat{u} \]

If \( Q\hat{u} \in \text{Ran}(Q_{|r}) \), then this last expression vanishes because \( p_r((Q_{|r})^*)(Q_{|r})^*\) is the orthogonal projection to \( \text{Ker}(Q_{|r})^* = (\text{Ran}(Q_{|r}))^\perp \).

d)⇒e): is obvious.

e)⇒a): Set \( \hat{u} := p_r((Q_{|r})^*Q)\hat{u} \). Since \( p_r(0) = 1 \) and \((Q_{|r})^*Q\hat{u} \in \mathcal{D}'((\{0\})_{\leq r}) \), \( \hat{u} \) is an extension of \( u \) and \( \deg \hat{u} = r \). Therefore \( \hat{u} \) is a solution with the required properties.

Theorem 3.6 has an important consequence: Given an arbitrary extension \( \hat{u} \), by statement d), the distribution

\[ \hat{u} := p_r((Q_{|r})^*Q)\hat{u} \]

is a candidate for an on-shell extension. To calculate it explicitly, one only has to find the eigenvalues of the finite-dimensional matrix \((Q_{|r})(Q_{|r})^*\).

There is another remarkable feature of the map \( \hat{u} \mapsto p_r((Q_{|r})^*Q)\hat{u} \). It turns out that under additional conditions (often satisfied in practice), it is linear on the space of extensions to \( \mathbb{R}^n \) of solutions of \( Q \) on \( \mathbb{R}^n \), provided that on-shell extensions exist. Therefore, one can obtain on-shell extensions from generic extensions by applying a certain fixed linear map. This statement is obvious when one speaks only of distributions with a fixed scaling degree \( r \). However, it is not at all evident if one considers distributions with different degrees of divergence, for both the definition of \( p_r \) and \((Q_{|r})^*\) depend on \( r \).

**Proposition 3.7.** Let \( Q \) have essential order \( q \) and assume that for all \( r \in \mathbb{N}_0 \), \( Q^i \) maps polynomials of order \( \leq r + q \) to elements of

\[ \{ f \in C^\infty(\mathbb{R}^n) : f^{(\alpha)}(0) = 0, \ |\alpha| > r \}. \]

Let \( \mathcal{U}_Q(\mathbb{R}^n) \) be the space of all \( u \in \mathcal{D}'(\mathbb{R}^n) \) with finite degree of divergence s.t. \( Qu = 0 \) on \( \mathbb{R}^n \) and \( u \) has an on-shell extension for \( Q \). Let \( \mathcal{U}_Q(\mathbb{R}^n) \) consist of all extensions of elements of \( \mathcal{U}_Q(\mathbb{R}^n) \) with no greater degree of divergence. The map

\[ \mathcal{U}_Q(\mathbb{R}^n) \ni \hat{u} \mapsto p_r((Q_{|r})^*Q)\hat{u} \in \mathcal{D}'(\mathbb{R}^n) \]

is linear (where \( r = \deg \hat{u} \) and \( p_r \) is as in Theorem 3.6).
**Proof.** Let \( \hat{u}_1, \hat{u}_2 \in \mathcal{Q}_Q(\mathbb{R}^n) \) and denote \( r_1 = \deg u_1, r_2 = \deg u_2 \) and \( r = \deg(u_1 + u_2) \leq \max\{r_1, r_2\} \). To prove that

\[
p_r((Q|_r)^*Q) (\hat{u}_1 + \hat{u}_2) = p_{r_1}((Q|_{r_1})^*Q) \hat{u}_1 + p_{r_2}((Q|_{r_2})^*Q) \hat{u}_2
\]

it suffices to show that

\[
0 = \left[ p_{r'}((Q|_{r'})^*Q) - p_r((Q|_r)^*Q) \right] \hat{u}
\]

for all \( r' \geq r \) and \( \hat{u} \in \mathcal{Q}(Q) \) with \( \deg \hat{u} = r \). One has

\[
\left[ p_{r'}((Q|_{r'})^*Q) - p_r((Q|_r)^*Q) \right] \hat{u} = (p_{r'} - p_r)((Q|_r)^*Q) \hat{u}
\]

because \((Q|_{r'})^*\) restricted to \( \mathcal{D}'(\{0\})_{\leq r+q} \) equals \((Q|_r)^*\) by Lemma 3.5. Since \((p_{r'} - p_r)(0) = 0\), the expression \((p_{r'} - p_r)((Q|_r)^*Q)\) is the sum of elements of the form \(((Q|_r)^*Q)^k\). For \(Qu \in \mathcal{D}'(\{0\})_{\leq r+q}\), we conclude \((p_{r'} - p_r)((Q|_r)^*Q)\hat{u} \in \text{Ran}(Q|_r)^*\). On the other hand, \(p_r((Q|_r)^*Q)\hat{u} \in \text{Ker}(Q|_r)\) by Theorem 3.6 and one can repeat the arguments in the proof therein to show also \((p_{r'} - p_r)((Q|_r)^*Q)\hat{u} \in \text{Ker}(Q|_r)\). It follows that \((p_{r'} - p_r)((Q|_r)^*Q)\hat{u}\) belongs to \(\text{Ker}(Q|_r) = (\text{Ran}(Q|_r)^*)^\perp\), hence vanishes.

**Remark 3.8.** The problem of finding on-shell extensions can be thought as a variant of the following Bochner’s extension problem:

Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) and assume \( Pu = 0 \) on \( \mathbb{R}^n \). Does \( Pu = 0 \) hold on \( \mathbb{R}^n \)?

If \( Pu = 0 \) on \( \mathbb{R}^n \), one says that \( u \) has a removable singularity for \( P \) at 0, see [RS10] and references therein for a collection of results on that subject. Observe that the assumption \( Pu = 0 \) on \( \mathbb{R}^n \) implies that \( Pu \) is supported in 0, and a computation of the degree of divergence gives \( Pu \in \mathcal{D}'(\{0\})_{\leq r+m} \), where \( r = \deg u \) and \( m \) is the essential order of \( P \). In particular, we obtain that \( Pu = 0 \) on \( \mathbb{R}^n \) if \( \deg u < -m \). This gives a useful sufficient condition for removable singularities, which can be rephrased in terms of commonly used function spaces such as \( L^p \) or Sobolev spaces, more suitable for various applications outside quantum field theory. On the other hand, the theorems proved in our paper are particularly useful in the more singular case when \( \deg u \geq -m \) as a distribution on \( \mathbb{R}^n \).

### 3.4 Operators of essential order 0

As we have seen, operators of essential order 0 are of special interest in the applications. Moreover, they map \( \mathcal{D}'(\{0\})_{\leq r} \) to itself, so one can study the natural subclasses consisting of self-adjoint or normal operators and use their special properties in the analysis. Also, for an operator of essential order 0, we will give sufficient conditions for the existence of on-shell extensions which are easy to check.

In what follows, \( R : \mathcal{D}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n) \) is always an operator of essential order 0.

If \( R|_r \) is normal, then \( \text{Ker}(R|_r) = \text{Ker}(R|_r)^* = \text{Ker}(R|_r)^k \) for \( k \in \mathbb{N}_0 \). This fact is used in the proof of the next proposition, which provides additional information when no on-shell extension exists for \( R \) (or more generally \( R^k \)). This will for instance be the case for homogeneous distributions of degree \( a \) s.t. \( -a \in \mathbb{N}_0 + n \), which in general do not have homogeneous extensions to \( \mathbb{R}^n \).
**Proposition 3.9.** Let $R$ be of essential order $0$. Let $u \in \mathcal{D}'(\mathbb{R}^n)$ have degree of divergence $r < \infty$ and suppose $R^k u = 0$ on $\mathbb{R}^n$ for some $k \in \mathbb{N}_0$. If $R|_r$ is normal, there exists an extension $\bar{u} \in \mathcal{D}'(\mathbb{R}^n)$ of $u$ with $\deg \bar{u} = \deg u$ such that $R^{k+1} \bar{u} = 0$ on $\mathbb{R}^n$.

More precisely, one can take $\bar{u} = p_r((R^k|_r)^*R^k)\dot{u}$, where $\dot{u} \in \mathcal{D}'(\mathbb{R}^n)$ is an arbitrary extension of $u$ with $\deg \dot{u} = \deg u$ and $p_r(z) = \prod_{\lambda}(1 - z/\lambda)$, the product being taken over all nonzero $\lambda \in \text{sp}((R^k|_r)(R^k|_r)^*)$.

**Proof.** One has

$$R^{k+1} \bar{u} = R^{k+1}p_r((R^k|_r)^*R^k)\dot{u} = Rp_r(R^k(R^k|_r)^*R^k)\dot{u} = Rp_r((R^k|_r)(R^k|_r)^*)R^k\dot{u}.$$ 

This vanishes because $R^k\dot{u} \in \mathcal{D}'(\{0\})_{<r}$ and $p_r((R^k|_r)(R^k|_r)^*)$ is the orthogonal projection to $\text{Ker}(R^k|_r)^*$, which by normality of $R|_r$ equals $\text{Ker}(R|_r)$. □

An analogue of Proposition 3.7 is available:

**Proposition 3.10.** Let $R$ be of essential order $0$ and assume that for each $r \in \mathbb{N}_0$, $R|_r$ is normal and $R^i$ maps polynomials of order $\leq r$ to elements of

$$\{ f \in C^\infty(\mathbb{R}^n) : f^{(\alpha)}(0) = 0, \ |\alpha| > r \}.$$ 

Let $\mathcal{N}_R(\mathbb{R}^n)$ be the space of all $u \in \mathcal{D}'(\mathbb{R}^n)$ with finite degree of divergence such that $R^k u = 0$ on $\mathbb{R}^n$ for some $k \in \mathbb{N}_0$. Let $\mathcal{N}_R(\mathbb{R}^n)$ consist of all extensions of elements of $\mathcal{N}_R(\mathbb{R}^n)$ with no greater degree of divergence. The map

$$\mathcal{N}_R(\mathbb{R}^n) \ni \dot{u} \mapsto p_r((R^k|_r)^*R^k)\dot{u} \in \mathcal{D}'(\mathbb{R}^n)$$

is linear, where $p_r$ is as in Proposition 3.9 and $k$ is taken to be sufficiently high.

**Proof.** Let $r = \deg \dot{u}$ and let $k \in \mathbb{N}_0$ be such that $R^k u = 0$. Analogously to the proof of Proposition 3.9, one shows that for any $\dot{u} \in \mathcal{N}_R(\mathbb{R}^n)$, $r' \geq r$ and $k' \geq k$,

$$\left[p_{r'}((R^{k'}|_{r'})^*R^{k'}) - p_r((R^k|_r)^*R^k)\right] \dot{u} \in \text{Ran}(R^{k'})$$

and that this expression also belongs to $\text{Ker}(R|_r) = \text{Ker}(R|_r)^k = (\text{Ran}(R^k|_r)^*)^\perp$, hence vanishes. □

In the case when on-shell extensions for $R$ exist, they can also be obtained as follows using the resolvent of $R|_r$.

**Proposition 3.11.** Let $R$ be an operator of essential order $0$. Assume $u \in \mathcal{D}'(\mathbb{R}^n)$ has degree of divergence $r < \infty$, satisfies $Ru = 0$ and has on-shell extensions. If $R|_r$ is normal then $\bar{u} := \lim_{\varepsilon \to 0} (1 - [(R - i\varepsilon)|_r]^{-1} R)\dot{u}$ is an on-shell extension, where $\dot{u}$ is an arbitrary extension of $u$ to $\mathbb{R}^n$ with the same degree of divergence.
Proof. By continuity of $R$,

$$R \ddot{u} = R \lim_{\varepsilon \to 0} (1 - [(R - i\varepsilon)]_{|r})^{-1} R) \dot{u} = \lim_{\varepsilon \to 0} (1 - R [(R - i\varepsilon)]_{|r})^{-1} R \ddot{u}$$
$$= \lim_{\varepsilon \to 0} (1 - (R - i\varepsilon)[(R - i\varepsilon)]_{|r})^{-1} R \dot{u} = \lim_{\varepsilon \to 0} (-i\varepsilon)[(R - i\varepsilon)]_{|r}^{-1} R \dot{u}.$$

The operator $(-i\varepsilon)[(R - i\varepsilon)]_{|r}^{-1}$ converges to the orthogonal projection to $\text{Ker} R|_{r} = \text{Ker}(R|_{r})^{*}$ and by assumption $\ddot{u} \in \text{Ran} R|_{r}$, therefore the above expression vanishes.

Let us now examine the special case when $R|_{r}$ is self-adjoint. Then, the operator $p_{r}(\text{Ker}(R|_{r})^{*})$ in Theorem 3.6 can be replaced by $p_{r}(R_{2})$. The gain is that $p_{r}(R_{2})$ makes sense as an operator acting on arbitrary distributions. Even better, it is well defined as an operator from $\mathcal{D}_{c}^{\prime}(\mathbb{R}^{n})$ to $\mathcal{D}^{\prime}(\mathbb{R}^{n})$, where $\mathcal{K} = \text{Ker}(R|_{r})$. This fact can be used to construct directly an on-shell extension $\ddot{u}$, that is without referring to some generic extension $\dot{u}$. In the following proposition, the polynomial $p_{r}$ (defined using the eigenvalues of $R_{2}$) is replaced by a polynomial $b_{r}$ defined using the eigenvalues of $R$, which makes the formulae slightly more compact.

**Proposition 3.12.** Let $R$ be of essential order 0 and assume $\text{Ker}(R|_{r})^{*} = R|_{r}$. Assume $u \in \mathcal{D}^{\prime}(\mathbb{R}^{n})$ has degree of divergence $r < \infty$ and satisfies $\ddot{u} = 0$ on $\mathbb{R}^{n}$. Suppose that $u$ has an on-shell extension for $R$. Denote $\mathcal{K} = \text{Ker}(R|_{r})$ and let $W^{t} : \mathcal{D}(\mathbb{R}^{n}) \to \mathcal{D}_{\mathcal{K}}^{\prime}(\mathbb{R}^{n})$ be a projection. Set

$$\ddot{u} := W_{b_{r}}(R)\ddot{u},$$

where $\ddot{u}$ is the unique extension of $u$ in $\mathcal{D}_{c}^{\prime}(\mathbb{R}^{n})$ with $\deg \ddot{u} = \deg u$, and $b_{r}$ is the polynomial

$$b_{r}(z) = \prod_{\lambda \in \text{sp}(R|_{r}) \setminus \{0\}} (1 - z/\lambda).$$

Then $\ddot{u}$ is an extension of $u$ in $\mathcal{D}^{\prime}(\mathbb{R}^{n})$ with $\deg \ddot{u} = \deg u$ and $\ddot{u} = 0$ on $\mathbb{R}^{n}$.

**Proof.** The projection $W^{t}$ can be written as

$$W^{t}\varphi = \varphi - \sum_{i \in I} \langle w_{i}, \varphi \rangle \phi_{i},$$

where $\{w_{i}\}_{i \in I}$ is a basis of $\mathcal{K} = \text{Ker}(R|_{r}) = \text{Ran}(b_{r}(R|_{r}))$ and $\{\phi_{i}\}_{i \in I}$ are elements of $\mathcal{D}(\mathbb{R}^{n})$ such that $\langle w_{i}, \phi_{j} \rangle = \delta_{ij}$. Let us choose $\{v_{i}\}_{i \in I}, v_{i} \in I$ in such way that $b_{r}(R)v_{i} = w_{i}$ (which is always possible for dimensional reasons). Set

$$V^{t}\varphi := \varphi - \sum_{i \in I} \langle v_{i}, \varphi \rangle b_{r}(R^{t})\phi_{i}$$

Since $\langle v_{i}, b_{r}(R^{t})\phi_{j} \rangle = \langle b_{r}(R)v_{i}, \phi_{j} \rangle = \delta_{ij}, V^{t} : \mathcal{D}(\mathbb{R}^{n}) \to \mathcal{D}_{K^{\perp}}^{\prime}(\mathbb{R}^{n})$ is a projection and a short computation gives $V^{t}b_{r}(R^{t}) = b_{r}(R^{t})V^{t}$. Since $b_{r}(R^{t})$ maps $\mathcal{D}(\mathbb{R}^{n})$ to $\mathcal{D}_{K^{\perp}}^{\prime}(\mathbb{R}^{n})$, we have $Z^{t}b_{r}(R^{t}) = b_{r}(R^{t})$ for any projection $Z^{t} : \mathcal{D}(\mathbb{R}^{n}) \to \mathcal{D}_{K^{\perp}}^{\prime}(\mathbb{R}^{n})$. Thus,

$$\ddot{u} = W_{b_{r}}(R)\ddot{u} = b_{r}(R)ZV\ddot{u}.$$
By 3. of Lemma 3.2, $V^t$ maps $D_{K^+}(\mathbb{R}^n)$ to $D_r(\mathbb{R}^n)$, hence $V^t Z^t$ maps $D(\mathbb{R}^n)$ to $D_r(\mathbb{R}^n)$. It follows that $\dot{u} := ZV\tilde{u}$ is an element of $D'(\mathbb{R}^n)$ and $\tilde{u} = b_r(R)\dot{u}$. By Theorem 3.6 (with $b_r(R)$ playing the role of $p_r(R^2)$), $\tilde{u}$ is an element of $D'(\mathbb{R}^n)$ with the required properties. □

In the next theorem we give several conditions on $R$ which ensure the existence of on-shell extensions for all degrees of divergence $r \geq 0$. Note that these conditions are of rather different nature.

**Theorem 3.13.** Let $R$ be an operator of essential order 0, let $u \in D'(\mathbb{R}^n)$ have degree of divergence $r < \infty$ and assume $Ru = 0$ on $\mathbb{R}^n$. Assume at least one of the following holds:

1) $\text{Ker}(R|_r) = \{0\}$;

2) $R^t$ maps polynomials of degree $\leq r$ to polynomials of degree $\leq r$ and $\text{supp } u$ is compact;

3) $R^t$ maps polynomials of degree $\leq r$ to polynomials of degree $\leq r$ and there exist $\psi, \phi \in D(\mathbb{R}^n)$ s.t. $\psi \equiv 1$ in a neighbourhood of 0 and $R^t\psi = \phi R^t$;

Then $u$ admits an on-shell extension, i.e. an extension $\dot{u} \in D'(\mathbb{R}^n)$ s.t. $\text{deg } \dot{u} = r$ and $R\dot{u} = 0$ on $\mathbb{R}^n$.

**Proof.**

1) If $\text{Ker}(R|_r) = \{0\}$ then $\text{Ran}(R|_r) = D'(\mathbb{R}^n)_{\leq r}$ and b) of Theorem 3.6 is trivially satisfied.

2) Let $\dot{u} \in D'(\mathbb{R}^n)$ be an arbitrary extension of $u$ with the same degree of divergence. We want to show that b) of Theorem 3.6 is satisfied, or equivalently

$$\langle R\dot{u}|v \rangle_r = 0 \quad \forall v \in (\text{Ran}(R|_r))_{\perp}.$$  

(3.6)

Using that $u$ is compactly supported, we obtain

$$\langle R\dot{u}|v \rangle_r = \langle R\dot{u}, S_r v \rangle = \langle \overline{R\dot{u}}, \overline{R^t S_r v} \rangle.$$

To show that the expression above vanishes, let us remark that $v \in \text{Ran}(R|_r))_{\perp}$ means

$$0 = \langle Rw|v \rangle_r = \langle \overline{Rw}, \overline{R^t S_r v} \rangle = \langle \overline{w}, \overline{R^t S_r v} \rangle \quad \forall w \in D'(\mathbb{R}^n)_{\leq r},$$

which implies $\overline{R^t S_r v} = 0$.

3) Let us show that (3.6) holds. We have

$$\langle R\dot{u}|v \rangle_r = \langle \overline{R\dot{u}}, S_r v \rangle = \langle \overline{R\dot{u}}, \overline{R^t \psi} S_r v \rangle = \langle \overline{\dot{u}}, \overline{R^t \psi S_r v} \rangle = \langle \overline{\dot{u}}, \overline{\phi R^t S_r v} \rangle,$$

where in the second equality we used that $R\dot{u}$ is supported at $\{0\}$. The expression above vanishes because as previously, $\overline{R^t S_r v} = 0$. □

Let us emphasize that if condition 1) holds then the on-shell extension $\dot{u}$ is unique. Condition 3) is satisfied if $R$ is for instance one of the infinitesimal generators of rotations.
3.4.1 Example — homogeneous and almost homogeneous distributions

The canonical example for extension of singular distributions are homogeneous distributions. We will now show that the known results on extensions of homogeneous or almost homogeneous distributions which appear in renormalisation are easily recovered in our approach.

**Proposition 3.14.** ([Hör83], Thm 3.2.3) Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) be homogeneous of degree \( a \in \mathbb{C} \), i.e.
\[
(\sum_{i=1}^{n} x_i \partial_i - a)u = 0 \quad \text{on } \mathbb{R}^n.
\]
If \( -\text{Re} \, a \notin \mathbb{N}_0 + n \) then \( u \) has a unique homogeneous extension \( \hat{u} \in \mathcal{D}'(\mathbb{R}^n) \) (i.e. \( \sum_{i=1}^{n} x_i \partial_i - a)\hat{u} = 0 \) on \( \mathbb{R}^n \).

**Proof.** Clearly, \( R := \sum_{i=1}^{n} x_i \partial_i - a \) is an operator of essential order 0. By Theorem 3.13, for an on-shell extension to exist it is sufficient that \( \text{Ker}(R|_r) = \{0\} \) for all \( r \in \mathbb{N}_0 \) (and in such case it is unique). Since \( R|_r\delta^{(\alpha)} = R\delta^{(\alpha)} = -(|\alpha| + n + a)\delta^{(\alpha)} \), we have
\[
|\text{det } R|_r| = \left| \prod_{|\alpha| \leq -\text{Re} a - n} (|\alpha| + n + a) \right|,
\]
so that \( -\text{Re} \, a \notin \mathbb{N}_0 + n \) entails \( |\text{det } R|_r| \neq 0 \).

The following proposition concerns distributions of generalized homogeneity. It is a variant of [HW02, Lem. 4.1], see also [DF04, Prop. 4]) and [Kel10, Cor. 1.15].

**Proposition 3.15.** Let \( a_1, \ldots, a_k \in \mathbb{C} \). Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) and assume \( \prod_{j=1}^{k} R(a_j)u = 0 \) on \( \mathbb{R}^n \), where \( R(a) := (\sum_{i=1}^{n} x_i \partial_i - a) \). If \( -\text{Re} \, a_j \notin \mathbb{N}_0 + n \), then \( u \) has a unique extension \( \hat{u} \in \mathcal{D}'(\mathbb{R}^n) \) s.t. \( \prod_{j=1}^{k} R(a_j)\hat{u} = 0 \) on \( \mathbb{R}^n \).

**Proof.** We use Theorem 3.13 as in Proposition 3.14. We need to prove that \( \prod_{j=1}^{k} R(a_j) \) restricted to \( \mathcal{D}'(\{0\}) \) has trivial kernel for \( r \in \mathbb{N}_0 \). But this readily follows from the same property for the operators \( R(a_j) \) that was shown in the proof of Proposition 3.14.

If \( u \) is as above with all \( a_j \)'s equal, one speaks of an *almost homogeneous distribution* (or *associate homogeneous distribution*, cf. [NST11] and references therein). If the \( a_j \)'s are pairwise distinct, one speaks of a *heterogeneous distribution*.

Since for arbitrary \( r \in \mathbb{N}_0 \), \( R(a)|_r \) is diagonal in the basis \( \{\delta^{(\alpha)}\}_{|\alpha| \leq r} \), it is normal. As a straightforward corollary from Proposition 3.9 one recovers the following result on almost homogeneous distributions.

**Proposition 3.16.** Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) and assume \( R(a)^k u = 0 \) on \( \mathbb{R}^n \). Then there exists an extension \( \hat{u} \in \mathcal{D}'(\mathbb{R}^n) \) with the same degree of divergence s.t. \( R(a)^{k+1}\hat{u} = 0 \) on \( \mathbb{R}^n \).

3.5 On-shell extension — multiple operators

Let us now move on to the more general problem where instead of a single operator \( Q \), several operators \( \{Q^i\}_{i=1}^{k} \) are considered.

If the operators \( \{Q^i\}_{i=1}^{k} \) commute pairwise, one can easily generalize the results of sections 3.3 and 3.4. For instance, the generalization of the key part of Theorem 3.6 reads:
Theorem 3.17. Let \( \{Q^i\}_{i=1}^k \) be a family of mutually commuting operators of arbitrary essential order. Let \( u \in \mathcal{D}'(\mathbb{R}^n) \) have \( r := \deg u < \infty \) and let it satisfy
\[ Q^i u = 0 \quad \text{on } \mathbb{R}^n, \quad i = 1, \ldots, k. \]

The following are equivalent:

a) There is an extension \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \tilde{u} = \deg u \) such that \( Q^i \tilde{u} = 0 \) on \( \mathbb{R}^n \) \((i = 1, \ldots, k)\);

b) For all extensions \( \hat{u} \in \mathcal{D}'(\mathbb{R}^n) \) of \( u \) with \( \deg \hat{u} = \deg u \), one has
\[ Q^j \prod_{i=1}^k p^j_i((Q^i|_r)^*Q^i)^{*}\hat{u} = 0, \quad j = 1, \ldots, k, \]
where \( p^j_i \) is the polynomial \( p^j_i(z) := \prod \lambda (1 - z/\lambda) \), the product being taken over all nonzero \( \lambda \in \text{sp}((Q^i|_r)(Q^i|_r)^*) \).

In the case when the operators \( Q^i \) do not commute pairwise, one strategy is to find a polynomial of the \( Q^i \)'s (or several mutually commuting ones), which commutes (respectively, commute) with all the \( Q^i \)'s. If the set of solutions of this operator (respectively, the joint set of solutions of these operators) coincides with the joint set of solutions of the \( Q^i \)'s, then one is reduced to the case of a single operator (or several mutually commuting ones). This requirement can be formulated as follows:

Assumption C — Assume there exist mutually commuting operators \( \{C^j\}_{j=1}^{k'} \) which are polynomials of the \( Q^i \)'s, commute with all the \( Q^i \)'s and satisfy
\[ \bigcap_{j=1}^{k'} \text{Ker}(C^j|_r) = \bigcap_{i=1}^k \text{Ker}(Q^i|_r). \]

Of course, provided mutually commuting operators exist, one inclusion is always guaranteed. The non-trivial part in the assumption is that the joint kernel of the operators \( C^j \) should not be larger than that of the original operators. Observe that often in the applications, those \( Q^j \) which do not commute among themselves form a Lie algebra, and the \( C^j \) are the Lie algebra’s Casimir operators. Below we give a criterion for existence of on-shell extensions which is particularly useful in this context.

Theorem 3.18. Let \( \{R^i\}_{i=1}^k \) be a set of operators of essential degree 0, let \( u \in \mathcal{D}'(\mathbb{R}^n) \) have degree of divergence \( r < \infty \) and assume
\[ R^i u = 0 \quad \text{on } \mathbb{R}^n, \quad i = 1, \ldots, k. \]

Let \( C \) be a polynomial in the variables \( R^i \) \((i = 1, \ldots, k)\) with no term of degree one or zero. Assume that
\[ (C|_r)^* = C|_r, \quad CR^i = R^i C, \quad i = 1, \ldots, k. \]
and that the following stronger form of Assumption C is satisfied
\[ \text{Ker} C = \bigcap_{i=1}^k \text{Ker} R^i. \]

Then \( u \) has an on-shell extension, i.e., an extension \( \tilde{u} \in \mathcal{D}'(\mathbb{R}^n) \) with \( \deg \tilde{u} = r \) s.t. \( R^i \tilde{u} = 0 \) on \( \mathbb{R}^n \) for \( i = 1, \ldots, k. \)
Proof. Since $C \rvert_r$ is self-adjoint, there is a polynomial $b_r$ s.t. $b_r(C \rvert_r)$ is the orthogonal projection to $\text{Ker}(C \rvert_r)^\perp = \text{Ker} C \rvert_r$, namely

$$b_r(z) = \prod_{\lambda \in \text{sp}(C \rvert_r) \setminus \{0\}} (1 - z / \lambda).$$

Let $\hat{u} \in D'(\mathbb{R}^n)$ be an arbitrary extension of $u$ with degree of divergence $r$ and set $\check{u} := b_r(C)\hat{u}$. Clearly, $\check{u}$ is an extension of $u$ with degree of divergence $r$. Moreover,

$$R^i \hat{u} = R^i b_r(C)\hat{u} = b_r(C \rvert_r) R^i \hat{u} \in \text{Ker} C = \bigcap_{j=1}^k \text{Ker} R^j, \quad i = 1, \ldots, k$$

hence $R^i R^j \hat{u} = 0$ for all $i, j$ and consequently $C \check{u} = 0$, which entails $R^i \hat{u} = 0$.

The above theorem can be used to treat Lorentz symmetry, by taking $C = (x_\mu \partial_\nu - x_\nu \partial_\mu)(x^\mu \partial^\nu - x^\nu \partial^\mu)$ (the quadratic Casimir for the Lorentz group) and $R_i$ proportional to generators of rotations and boosts. It was proved [DF04] that the kernel of this operator corresponds indeed to Lorentz invariant distributions, the operator $b_r(C)$ was also used therein in the construction of on-shell extensions.

**Application — renormalisation conditions in scalar theory**

As an application of our framework, we show how can one treat the symmetries which arise in a scalar quantum field theory. In this particular case our method essentially reduces to the arguments used in [DF04], except that we obtain an additional result on linearity of the map $\mathcal{R}$ defined below.

**Corollary 3.19.** Let $\mathcal{U}(\mathbb{R}^n)$ denote the space of all distributions $u \in D'(\mathbb{R}^n)$ with finite degree of divergence such that:

a. $u$ is Lorentz-invariant;

b. $u$ is the finite sum of almost homogeneous distributions of integer degree.

Let $\mathcal{U}(\mathbb{R}^n)$ be the space of extensions of elements of $\mathcal{U}(\mathbb{R}^n)$ to $\mathbb{R}^n$ with no greater degree of divergence. Then there is a linear map $\mathcal{R} : \mathcal{U}(\mathbb{R}^n) \mapsto \mathcal{U}(\mathbb{R}^n)$ s.t. for all $\hat{u} \in \mathcal{U}(\mathbb{R}^n)$

1. $\mathcal{R}\hat{u} = \hat{u}$ on $\mathbb{R}^n$

2. $\mathcal{R}\hat{u}$ is Lorentz-invariant;

3. $\mathcal{R}\hat{u}$ is the finite sum of almost homogeneous distributions. More precisely, if $\hat{u}$ is almost homogeneous of degree $a \in \mathbb{Z}$ and order $k \in \mathbb{N}_0$ on $\mathbb{R}^n$, then $\mathcal{R}\hat{u}$ is almost homogeneous on $\mathbb{R}^n$ of degree $a$ and order $k$ if $k \notin \mathbb{N}_0 + n$ and of order $k + 1$ otherwise.

**Proof.** Let $C = (x_\mu \partial_\nu - x_\nu \partial_\mu)$ and $R(a) = \sum_{i=1}^n x_i \partial_i - a$ as in subsection 3.4.1. For any $u \in \mathcal{U}(\mathbb{R}^n)$, $C \check{u} = 0$ on $\mathbb{R}^n$ and there is a sequence of non-negative integers $\{N_j\}_{j \in \mathbb{Z}}$ s.t. $N_j = 0$ for almost all $j$ and $\prod_{j \in \mathbb{Z}} R(j)^{N_j} \check{u} = 0$ on $\mathbb{R}^n$. Set

$$\mathcal{R}\hat{u} = p_r(\prod_{j \in \mathbb{Z}} R(j)^{2N_j}) b_r(C)\hat{u},$$

where $r = \deg \hat{u}$, $b_r(z) := \prod_{\lambda \in \text{sp}(C \rvert_r) \setminus \{0\}} (1 - z / \lambda)$ where the product runs over all $\lambda \in \text{sp}(C \rvert_r) \setminus \{0\}$, $p_r(z) := \prod_{\lambda \in \mathbb{R}} (1 - z / \lambda)$ where the product runs over all $\lambda \in \text{sp}(\prod_{j \in \mathbb{Z}} R(j)^{2N_j} \rvert_r) \setminus \{0\}$. Since
$C_{r}$ and $\prod_{j \in \mathbb{Z}} R(j)^{N_j}$, are self-adjoint for any $r$, the arguments from Proposition 3.10 give linearity of $R$. Property 3 is proved as in subsection 3.4.1. Based on the fact that $C$ satisfies the conditions in Theorem 3.18, we deduce that property 2 holds. That these two properties can be satisfied simultaneously is due to the fact that the $R(j)$ commute with $C$.  

\[\]  

### 3.6 Vector-valued distributions

Let us consider distributions in $\mathcal{D}'(\mathbb{R}^n, \mathbb{R}^q)$, $\mathcal{D}'(\mathbb{R}^n, \mathbb{R}^q)$. We use the notation $\langle u, \varphi \rangle = \sum_{i=1}^{q} \langle u_i, \varphi_i \rangle$ for the pairing between $\mathcal{D}'(\mathbb{R}^n, \mathbb{R}^q)$ and $\mathcal{D}(\mathbb{R}^n, \mathbb{R}^q)$, where $u = (u_1, \ldots, u_q) \in \mathcal{D}'(\mathbb{R}^n, \mathbb{R}^q)$ and $\varphi = (\varphi_1, \ldots, \varphi_q) \in \mathcal{D}'(\mathbb{R}^n, \mathbb{R}^q)$. With this notation, the definition of the scaling degree extends verbatim to the case of vector-valued distributions, and so do the results on extension of distributions. One easily sees that

$$\text{sd} u = \max_{i=1, \ldots, q} (\text{sd} u_i).$$

In practice, one is often interested in the following situation. Let $G$ be a Lie group acting on $\mathbb{R}^n$ and consider the group action on $\mathbb{R}^n \times \mathbb{R}^q$ given by

$$g : (x, u) \mapsto (g \cdot x, \mu(g, x) u), \quad g \in G, \ x \in \mathbb{R}^n, \ u \in \mathbb{R}^q,$$

where $\mu : G \times \mathbb{R}^n \to \text{GL}(q)$ satisfies

$$\mu(g \cdot h, x) = \mu(g, h \cdot x) \mu(h, x), \quad \mu(e, x) = \mathbb{I}$$

for all $g, h \in G, \ x \in \mathbb{R}^n$. This property of $\mu$ guarantees that (3.7) defines an action of $G$. In applications in renormalisation one is mostly interested in the case $\mu(g, x)$ does not depend on $x$. The associated **infinitesimal generators** are of the form

$$R = \sum_{i=1}^{n} \xi^i(x) \frac{\partial}{\partial x^i} + \sum_{\alpha, \beta=1}^{q} h^\alpha_{\beta}(x) u^\beta \frac{\partial}{\partial u^\alpha},$$

where $\sum_{i=1}^{n} \xi^i(x) \frac{\partial}{\partial x^i}$ is the infinitesimal generator of $G$ acting on $\mathbb{R}^n$, associated to some element $v$ of the Lie algebra of $G$ and $h(x) = \frac{d}{dt} \mu(\exp(v t), x)|_{t=0}$ (see [Olv95] for details). Now, the results of sections 3.3 and 3.4 directly carry over, and extensions which are on-shell w.r.t. the above operator $R$ can be constructed in the same manner as described there.

### 4 On-shell and off-shell time-ordered products

In this final section, we will rephrase the link between on-shell and off-shell time-ordered products within our framework. We will assume knowledge of perturbative quantum field theory in position space. First recall that the time-ordered product in scalar quantum field theory (of second order) is formally written as

$$T(\varphi(x)\varphi(y)) = \theta(x^0 - y^0)\varphi(x)\varphi(y) + \theta(y^0 - x^0)\varphi(y)\varphi(x),$$
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where $\varphi(x)$ is the free field and $\theta$ is the Heaviside theta distribution. By Wick’s theorem, $T(\varphi(x)\varphi(y))$ is equal to the normal product $\varphi(x)\varphi(y)$ plus the singular distribution

$$\theta(z^0)\Delta_+(z) + \theta(-z^0)\Delta_+(-z),$$

where $z = x - y$ and $\Delta_+$ is the positive-frequency solution for $\Box + m^2$, and where the product of $\theta$ and $\Delta_+$ is well-defined by Hörmander’s criterion [Hör83, Thm 8.4] as a distribution in $\mathcal{D}'(\mathbb{R}^n)$. It is in fact the Feynman propagator $\Delta_F \in \mathcal{D}'(\mathbb{R}^n)$. One can also view (4.1) as a distribution on $\mathbb{R}^n$. Since its degree of divergence is $-2$, it admits a unique extension to $\mathbb{R}^n$ with the same degree of divergence as given by Theorem 3.6. Of course, this construction again yields the Feynman propagator on $\mathbb{R}^n$.

Ambiguities arise when one considers higher derivatives of the fields. For instance, applying Wick’s theorem to $T((\partial_x^\alpha \varphi(x))\partial_y^\nu \varphi(y))$, the contribution which cannot be extended unambiguously, is

$$-\theta(z^0)\partial^\alpha \partial^\nu \Delta_+(z) - \theta(-z^0)\partial^\alpha \partial^\nu \Delta_+(-z).$$

The degree of divergence of this distribution is 0. Consequently, its extensions to $\mathbb{R}^n$ are no longer uniquely fixed by requiring that they have the same degree of divergence. Requiring additionally Lorentz covariance, one obtains that the most general form of any such extension is

$$\partial^\alpha \partial^\nu \Delta_F(z) + C g^{\mu\nu} \delta(z),$$

where $C$ is an arbitrary constant. The choice $C = 0$, or more generally, a prescription for the time-ordered product which would make it ‘commute’ with derivatives, seems to be the simplest one. Such a choice, however, is inconsistent with the requirement that the fields are on-shell in the sense of the equation of motion, i.e. in our language on-shell w.r.t. the Klein-Gordon operator, $(\Box + m^2)\varphi = 0$. Indeed, setting $C = 0$ would imply for instance

$$(\Box_x + m^2)T(\varphi(x)\varphi(y)) = (\Box_x + m^2)\Delta_F(x - y) = -i\delta(x - y),$$

whereas the Klein-Gordon on-shell condition yields $T((\Box_x + m^2)\varphi(x)\varphi(y)) = 0$.

Most of the physics literature uses on-shell time-ordered products. The off-shell formalism, developed in [DF03, DF04], is based on a time-ordered product which commutes with the derivatives of the fields. For this reason it has many advantages over the on-shell formalism, an especially remarkable one being the possibility of writing in a compact form the so-called Master Ward Identity, which serves as a universal renormalisation condition.

### 4.1 Definition of the off-shell to on-shell map

Let us briefly recall the definition of the off-shell and on-shell algebras of fields. An off-shell field $\varphi(x)$ is an evaluation functional on $C^\infty(\mathbb{R}^n)$ (the classical configuration space), namely $(\varphi(x))(h) := h(x)$ for $h \in C^\infty(\mathbb{R}^n)$. The derivatives of off-shell fields are defined by $(\partial^\alpha \varphi(x))(h) := \partial^\alpha h(x)$. The algebra of off-shell fields $\mathcal{P}$ is the commutative algebra generated by elements of the form $\partial^\alpha \varphi(x)$ with respect to the pointwise product, i.e. $(\partial^{\alpha_1} \varphi(x)\partial^{\alpha_2} \varphi(x))(h) := \partial^{\alpha_1} h(x)\partial^{\alpha_2} h(x)$. The algebra of on-shell fields is the quotient algebra $\mathcal{P}_0 := \mathcal{P}/\mathcal{J}$, where $\mathcal{J}$ is the ideal

$$\mathcal{J} := \{\sum_{\alpha \in \mathbb{N}_0} B_\alpha \partial^\alpha (\Box + m^2) \varphi : B_\alpha \in \mathcal{P}\}.$$
We denote by $\pi : \mathcal{P} \to \mathcal{P}_0$ the canonical surjection, i.e. $\pi(B) = B + \mathcal{J}$ for $B \in \mathcal{P}$. One can easily see that it is a homomorphism of algebras. The derivatives of on-shell fields are defined for $A \in \mathcal{P}_0$ by $\partial^\mu A := \pi\partial^\mu B$, where $B$ is an arbitrary element of $\mathcal{P}$ such that $\pi(B) = A$. One can check that this does not depend on the choice of $B$ and that one has $(\Box + m^2)\pi\varphi = 0$ in $\mathcal{P}_0$ for any $\varphi \in \mathcal{P}$ — this is the on-shell property.

The on-shell time-ordered product $T_{on}$ of order $k$ is a map from $\mathcal{P}_0^\otimes k$ to operator-valued distributions. The axioms defining $T_{on}$ and its inductive construction are the basic components of the Epstein and Glaser approach to renormalisation and are a subject covered exhaustively by the literature [EG73]. The off-shell time-ordered product $T_{off}$ of order $k$ is a map from $\mathcal{P}^\otimes k$ to operator-valued distributions which satisfies axioms that are analogous to those defining $T_{on}$, see [DF03] for a detailed discussion. In the present setting, we are merely interested in the following result which relates $T_{on}$ and $T_{off}$:

**Theorem 4.1 ([DF03, DF04, BD08])**. There exists a unique linear map $S \mapsto \chi(S)$ from differential operators with constant coefficients to differential operators with constant coefficients such that:

a) $\chi(S(\Box + m^2)) = 0$ for all $S$;

b) for any $S = \partial_{\mu_1} \ldots \partial_{\mu_k}$, $\chi(S)$ transforms under Lorentz transformations as $S$;

c) $\text{ord } \chi(S) \leq \text{ord } S$ for all $S$;

d) there is a linear map $S \mapsto \chi_1(S)$ s.t. $\chi(S) - S = \chi_1(S)(\Box + m^2)$.

Now, on-shell and off-shell time-ordered products of order $k$ are related by

$$T_{on}(A_1 \otimes \cdots \otimes A_k) = T_{off}(\sigma(A_1) \otimes \cdots \otimes \sigma(A_k)), \quad A_i \in \mathcal{P}_0,$$

where $\sigma : \mathcal{P}_0 \to \mathcal{P}$ is the unique linear algebra homomorphism s.t. $\sigma\pi(S\varphi) = \chi(S)\varphi$ for all $S, \varphi$.

This recurrence has been solved in [BD08] in an explicit way. Although the result is certainly well-suited for practical use, it involves long combinatorial expressions which do not seem to have a deeper interpretation. For the sake of completeness, we quote below the explicit formula for $\chi$ obtained in [BD08].

**Theorem 4.2 ([BD08])**. The map $\chi$ from Theorem 4.1 is given by

$$\chi(\partial_{\mu_1} \ldots \partial_{\mu_k}) = \sum_{j=0}^{k/2} \alpha_j^k P_j^k(\partial_{\mu_1} \ldots \partial_{\mu_k}),$$

where $P_j^k(S) = \frac{j}{k} \Lambda^j(S)$, $\Lambda(\partial_{\mu_1} \ldots \partial_{\mu_k}) = \sum_{i<j} g_{\mu_i \mu_j} \partial_{\mu_1} \ldots \hat{\mu_i} \ldots \hat{\mu_j} \ldots \partial_{\mu_k}$ (where $\hat{\mu}$ means $\mu_i$ is removed), $\alpha_0^k = 0$ and for $j > 0$

$$\alpha_j^k = (-1)^j(\Box + m^2) \sum_{p=0}^{j-1} \binom{j-1}{p} m^{2p} \Box^{j-1-p} \prod_{q=0}^{j-1} (n + 2k - 2p - 2q - 4)^{-1}.$$
4.2 Construction of the map in the present setting

In our setting, the problem can be formulated as follows. We are given a fundamental solution $\Delta_F \in \mathcal{D}'(\mathbb{R}^n)$ of $Q = \Box + m^2$. Given a partial differential operator $S$ with constant coefficients, we want to replace $S\Delta_F$ with a distribution which agrees with the latter on $\mathbb{R}^n$ and is, moreover, 0 when $S = (\Box + m^2)$. More precisely, the question is to associate to each differential operator $S$ with constant coefficients a distribution $\Theta(S) \in \mathcal{D}'(\mathbb{R}^n)$ such that:

1. $\Theta(S) = S\Delta_F$ on $\mathbb{R}^n$;
2. $\deg \Theta(S) \leq \deg S\Delta_F$;
3. the assignment $S \mapsto \Theta(S)$ is linear;
4. $\Theta(S)$ is Lorentz-covariant;
5. $\Theta(S(\Box + m^2)) = 0$ for all $S$.

Provided that $\Theta(S)$ satisfies the above properties, it can be used to define directly the on-shell time-ordered product of order two. It will, however, be more convenient to relate $\Theta(S)$ to the map considered in [BD08] which gives the connection between between the on-shell and off-shell time-ordered products of order $k$, cf. Theorem 4.1 and 4.2.

**Theorem 4.3.** Let $Q : \mathcal{D}'(\mathbb{R}^n) \to \mathcal{D}'(\mathbb{R}^n)$ be a nonzero differential operator of order $q$ with constant coefficients and assume $v \in \mathcal{D}'(\mathbb{R}^n)$ satisfies $\deg v = -q$ and $Qv = c\delta$ for some $c \in \mathbb{C}$. Assign to a differential operator $S$ of order $s$ with constant coefficients the distribution

$$\Theta(S) := p_s((Q|_s)^*Q)Sv \in \mathcal{D}'(\mathbb{R}^n),$$

Then the mapping $S \mapsto \Theta(S)$ is linear. Moreover, $\Theta(SQ) = 0$ for each differential operator $S$ with constant coefficients.

**Proof.** For linearity, we have to prove that if $s' \geq s$ then $p_{s'}((Q|_{s'})^*Q)Sv$ equals $p_s((Q|_s)^*Q)Sv$. Because $Q$ has no nonzero solutions in $\mathcal{D}'(\{0\})$, this is equivalent to

$$Q \left[ p_{s'}((Q|_{s'})^*Q) - p_s((Q|_s)^*Q) \right] Sv = 0.$$

One has

$$Q \left[ p_{s'}((Q|_{s'})^*Q) - p_s((Q|_s)^*Q) \right] Sv = \left[ p_{s'}(Q(Q|_{s'})^*) - p_s(Q(Q|_s)^*) \right] SQv = c \left[ p_{s'}(Q(Q|_{s'})^*) - p_s(Q(Q|_s)^*) \right] S\delta.$$

To prove that the last expression vanishes it suffices to show $p_{s'}(Q(Q|_{s'})^*)$ and $p_s(Q(Q|_s)^*)$ coincide on $\mathcal{D}'(\{0\})_{\leq s}$. Indeed, as operators from $\mathcal{D}'(\{0\})_{\leq s+q}$ to $\mathcal{D}'(\{0\})_{\leq s}$, these are orthogonal projections to the same space, as follows from Lemma 3.5.

To prove $\Theta(SQ) = 0$, let us remark that this is equivalent to $Q\Theta(SQ) = 0$, as $Q$ has no nonzero solutions in $\mathcal{D}'(\{0\})$. We have

$$Q\Theta(SQ) = Qp_{s+q}((Q|_{s+q})^*Q)SQv = p_{s+q}(Q(Q|_{s+q})^*)QS\delta.$$
Clearly, \(QS\delta \in \text{Ran}(Q|_{s+q}) = (\text{Ker}(Q|_{s+q})^*)^\bot\), so it is projected out by \(p_{s+q}(Q|_{s+q})^*\).

The next lemma gives the connection between the map \(S \mapsto \Theta(S)\) and a generalized version of the map \(\chi\) from Theorem 4.1 and 4.2.

**Lemma 4.4.** Let \(Q\) and \(v\) be as in Theorem 4.3. There is a linear map \(S \mapsto \chi(S)\) on the space of differential operators with constant coefficients, s.t. \(|\text{ord}\chi(S)\leq |\text{ord}\ S\) and \(\Theta(S) = \chi(S)v\) for all \(S\).

**Proof.** Since \(\Theta(S) - Sv \in \mathcal{D}'(\{0\})_{\leq s-q}\), it can be written as \(\chi_1(S)\delta\) for some differential operator \(\chi_1(S)\) with constant coefficients of order \(s - q\). More precisely, \(\chi_1(S) = S_{s-q}[\Theta(S) - Sv](-\partial)\), hence the assignment \(S \mapsto \chi_1(S)\) is linear. The map \(S \mapsto \chi(S) := \chi_1(S)Q + S\) satisfies the required properties.

Setting \(Q = \Box + m^2\) and \(v = \Delta_F\), it follows automatically that \(\chi\) satisfies the conditions given in Theorem 4.1 except Lorentz covariance. But it easy to see that \(\chi\) is defined purely using Lorentz covariant quantities.

**Corollary 4.5.** Let \(Q = \Box + m^2\), \(v = \Delta_F\), let \(\Theta(S)\) be as in Theorem 4.3 and \(\chi\) as in Lemma 4.4. Then \(\chi\) satisfies the conditions listed in Theorem 4.1.

The adjoint of \((\Box + m^2)|_r\) is easily computed from Lemma 3.5. One has \([(\Box + m^2)|_r]^* = P_r[(x_\mu x^\mu + m^2)|_{r+2}]\), where \(P_r\) is the orthogonal projection to \(\mathcal{D}'(\{0\})_{\leq r}\). In particular if \(m = 0\), since \(x_\mu x^\mu\) maps \(\mathcal{D}'(\{0\})_{\leq r+2}\) to \(\mathcal{D}'(\{0\})_{\leq r}\), this simplifies to \((\Box)|_r^* = x_\mu x^\mu|_{r+2}\). Consequently the distribution \(\Theta(S)\) from Theorem 4.3 equals

\[
\Theta(S) = p_s(x_\mu x^\mu \Box)S\Delta_F.
\]

(Without the obligation to restrict \(x_\mu x^\mu\) to a subspace of \(\mathcal{D}'(\{0\})\)).

## 5 Outlook

We have set up a unified formalism to treat the different renormalisation conditions which appear in quantum field theory.

From the mathematical point of view, our analysis confirms once more that Steinman’s scaling degree is a very natural notion in the problem of extension of distributions. We expect to find interesting applications in the various problems in singular analysis of partial differential equations, where for technical reasons one has to work with distributions on \(\mathbb{R}^n \setminus \{0\}\) rather than \(\mathbb{R}^n\). To this end, one would first need to make the connection between distributions of specific scaling degree and spaces of distributions used in microlocal singular analysis.

On a separate note, it is natural to ask whether a generalization of our results to operator-valued distributions is possible, at least in the case of bounded operators. Such kind of result would be helpful in establishing a position-space approach to renormalisation which does not refer to Wick’s theorem to reduce the problem to ordinary distributions.
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