Adaptive Panoramic Video Multicast Streaming with Limited FoV Feedback
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Virtual reality (VR) provides an immersive 360-degree viewing experience and has been widely used in many areas. However, the transmission of panoramic video usually places a large demand on bandwidth; thus, it is difficult to ensure a reliable quality of experience (QoE) under a limited bandwidth. In this paper, we propose a field-of-view (FoV) prediction methodology based on limited FoV feedback that can fuse the heat map and FoV information to generate a user view. The former is obtained through saliency detection, while the latter is extracted from some user perspectives randomly, and it contains the FoV information of all users. Then, we design a QoE-driven panoramic video streaming system with a client/server (C/S) architecture, in which the server performs rate adaptation based on the bandwidth and the predicted FoV. We then formulate it as a nonlinear integer programming (NLP) problem and propose an optimal algorithm that combines the Karush–Kuhn–Tucker (KKT) conditions with the branch-and-bound method to solve this problem. Finally, we evaluate our system in a simulation environment, and the results show that the system performs better than the baseline.

1. Introduction

Virtual reality (VR) technology has recently become increasingly important with the rise in demand for interactive applications. As one of the most important applications of VR, 360-degree video has become increasingly popular. With the help of a head-mounted display (HMD), users can freely adjust their heads to change the direction of the view, which provides an extraordinary immersive experience and a sense of depth in all directions. However, the motion-to-photon latency requirement for 360-degree video must be less than 20 ms [1]; otherwise, visually induced motion sickness (VIMS) will occur [2]. From the network perspective, the transmission of 360-degree video requires substantial bandwidth resources. There is a very large gap between the bandwidth capacity of traditional wireless technologies and the bandwidth demand of 360-degree video streaming. For example, the bandwidth demand is at least 4.2 Gbps when streaming 360-degree video with 4K resolution at 120 frames per second (FPS) [3], which greatly exceeds the current wireless (e.g., cellular) network bandwidth. Therefore, it is very difficult to transmit 360-degree video with full-quality streaming at 4K or higher resolution. This challenge is more serious for real-time 360-degree video streaming.

Due to the limitations of the display device, users can watch only approximately 12%–15% of the whole 360-degree video by wearing an HMD, which is commonly called the FoV [4]. Therefore, transmitting whole 360-degree content, as is the strategy of YouTube [5], results in a large waste of bandwidth and computing resources. One of the most popular methods for 360-degree video transmission is tile-based adaptive transmission, which divides 360-degree video frames into multiple tiles in space and encodes the tiles into multibitrate segments. Then, those tiles covering the users’ FoV are transmitted with high quality, while those tiles outside the FoV are not transmitted or are transmitted but with lower quality. The two most important schemes in tile-based adaptive transmission are rate adaptation and viewport adaptation [6–8].
The rate adaptation methods focus on avoiding possible degradation of video quality or stalling under harsh network conditions for 360-degree video streaming. Considering the dynamic and uncertain effects of FoV and network conditions, it is important to make a decision between the video quality, bandwidth efficiency, and FoV switching latency. The goal of rate adaptation is to investigate adaptively controlling the video bitrate to achieve the optimal QoE for 360-degree video streams. For instance, in [6], the authors developed different QoE evaluation criteria and designed tile-based adaptive 360-degree video streaming to maximize the user QoE.

The viewport adaptation is used to adapt to a user’s head movement by predicting the FoV. Since a user’s FoV can only cover part of the full 360-degree scene at any given moment, it is possible to take a tile-based partial delivery approach by predicting the user’s FoV in advance to transmit only the relevant tiles. However, due to the randomness and uncertainty of head movements, the accuracy of FoV prediction may be poor. Transmitting only the predicted FoV area may result in the viewer’s real FoV not covering any content, which will greatly affect his or her QoE. Therefore, to improve the user QoE, non-FoV areas usually also need to be transmitted with lower quality. When the client requests video tiles, the server should select a suitable quality level of the video tiles for the next moment in real time. The quality level of the video tiles covering the entire 360-degree scene is randomly assigned and transmitted if the FoV prediction cannot be performed in real time, which may cause the video tile that the user wants to watch to be of low quality, thereby affecting the user’s QoE.

For adaptive transmission, it is important to upload the real-time FoV information of users through the uplink channel, which can help the video server select the optimal representation transmission in a 360-degree video streaming system. However, in some video multicast applications such as VR theater, each user can choose the angle of interest to view a 360-degree video by wearing an HMD and request video tiles wirelessly. Since the channels of the current communication system are asymmetric and the bandwidth of the uplink channel is much smaller than that of the downlink channel, the uplink wireless network bandwidth cannot support the upload of FoV information for all users in real time, which could result in the feedback explosion problem [9]. At this time, only a small number of users can upload FoV information. Hence, it is a challenge to show how to use only a small amount of FoV information for optimal multicast video transmission.

The challenges mainly arise from two aspects: First, it is difficult to accurately predict a user’s FoV. For instance, [10, 11] proposed utilizing the current FoV of a user to represent his or her future FoV, but their prediction horizon is very short. Moreover, the method requires uploading a large amount of user viewport information to ensure the accuracy of the prediction. Then, it is difficult to design a simple yet effective rate adaptation algorithm to tackle the variation of network bandwidth. Kan et al. [12] proposed a deep reinforcement learning (DRL)-based rate adaptation algorithm to maximize the user QoE. DRL offers a good performance, but its complexity is very high, and its calculation speed is slow.

Considering that humans share similar watching behaviors [13], each user will be attracted to the saliency area of a video, which represents the area that most users may watch. Therefore, performing saliency detection on a video can reveal the saliency areas, though this method has certain errors. We then use the FoV information of a small number of users to calibrate the saliency area to obtain more accurate viewport information of all users, which is then used as the basis for optimizing the transmission system. Thus, in this paper, a 360-degree video real-time adaptive transmission system based on limited FoV feedback is proposed. Specifically, the server extracts video saliency and combines it with limited ground-truth FoV feedback information to estimate the area most probably watched. We use a low computation fusion algorithm to perform a real-time prediction. Then, the estimation results and wireless network bandwidth are used to select the appropriate quality level transmission for each tile to maximize the QoE of all users.

We define the transmission problem of the designed system as a nonlinear integer optimization problem. To solve this problem, we design an algorithm combining the KKT conditions and the branch-and-bound method.

In summary, our contributions are as follows:

1. We propose a QoE-optimized 360-degree video streaming system with limited FoV feedback.
2. We propose a multi-user viewport prediction method, which fuses the viewport of other users and saliency maps derived from the video sequence to obtain the FoV prediction results.
3. We propose an optimal algorithm that combines the KKT conditions with the branch-and-bound method to solve the optimization problem.
4. We propose a multi-user QoE-driven model to allocate the best bitrate for each tile. We simulate the QoE optimization model and conduct exhaustive experiments on a simulation testbed.

The remainder of this paper is organized as follows. Section 2 introduces the related work on 360-degree video and adaptive 360-degree video streaming. Section 3 describes the system models and formulates the optimization problem. In Section 4, we specifically describe the viewport prediction approach. Section 5 designs the KKT conditions with the branch-and-bound algorithm. A performance evaluation and comparison are presented in Section 6. Finally, the conclusions of this paper are given in Section 7.

2. Related Work

This section introduces the related schemes on the QoE model and 360-degree video streaming in the literature.

A 360-degree video can be recorded through a single omnidirectional camera (e.g., Samsung Gear 360), or multiple cameras can be used to record separate videos that are then combined into a 360-degree video by software aggregation and stitching. To facilitate the storage and
processing of 360-degree video from a spherical domain, 360-degree video from a spherical domain is typically projected onto a two-dimensional (2D) plane [14]. Since 360-degree video in 2D format can be reprojected onto a spherical plane by the HMD [15], the user can enjoy spherical video content by wearing the HMD. Compared with traditional video, transmitting a 360-degree video requires higher bandwidth. Hence, tile-based adaptive streaming is proposed to reduce the required transmission bandwidth and avoid possible degradation of video quality or stalling under poor network conditions.

Currently, the projection formats of 360-degree video include the cubemap projection (CMP) format, equi-rectangular projection (ERP) format, and truncated pyramid projection (TSP) format. Because the ERP and CMP formats outperform the TSP format, they are the most widely used in practice [16]. In this paper, the QoE-optimized transmission method proposed is based on the ERP format. After projecting the sphere onto a 2D plane in the ERP format, a 360-degree video undergoes tile-based adaptive streaming. In tile-based adaptive streaming, the server typically first temporally divides the 360-degree video with the ERP format into multiple groups of pictures (GoPs), each of which contains a certain number of video frames. The server then spatially divides each GoP into multiple tiles and encodes them at different bitrates. According to the network bandwidth and FoV, the server adaptively selects an optimal quality level for each tile and transmits it to the client. In the tile-based adaptive transmission, either viewpoint adaptation or rate adaptation can be carried out. The core of the former is to predict the user viewpoint, and the core of the latter is the allocation of resources by the server.

As the key role in viewpoint adaptive streaming, FoV prediction is of crucial importance. The purpose of predicting a user’s future FoV is to deliver the appropriate part of the future video segment. The FoV prediction algorithms in the literature [10, 11, 17–24] can be categorized into two classes: trajectory-based and content-based. For instance, Feng et al. [11] proposed a naive prediction method that directly utilizes the user’s current viewpoint to represent her/his future viewpoint, which can achieve an accuracy rate of more than 90% in a short time interval. However, when predicting the user’s position in the next 2 seconds, the prediction accuracy rate quickly drops. Inaccurate FoV prediction may cause a mismatch between the content prefetched in the buffer and the content covered by the viewer’s actual FoV. In [17], long short-term memory (LSTM) is used to encode the history of the FoV scan path and combines hidden state features with visual features to make predictions 1 second in advance. In [18], two deep reinforcement learning models were proposed: first, an offline model is used to estimate the heat map of each frame of potential FoV based on visual features only, and then an online model is used to predict head motion based on past observed head positions and the heat maps of the offline model. A more recent work [19] treats the viewpoint prediction as a sequence learning problem and proposes predicting the target user’s future viewpoint based on not only the user’s own past viewpoint trajectory but also the future viewpoint locations of other users. In addition, the authors in [20, 24] proposed a cross-user learning-based approach to improve the FoV prediction accuracy by exploiting the users’ similar region-of-interest when watching the same video.

To maximize the QoE under a bandwidth-constrained condition, the authors in [12, 25–30] studied adaptive 360-degree video streaming. Among them, [12, 26, 27] assumed that the user viewpoint is known and directly considered rate adaptation for tiles. For example, [12] proposed a DRL-based rate adaptation algorithm to maximize the user’s QoE by adapting the transmitted video quality to the time-varying network bandwidth. Li et al. [26] proposed a QoE-driven live system for 360-degree video, where the video server performs rate adaptation based on the uplink and downlink bandwidths and the real-time FoV information of each user. In addition, there are studies that combine viewpoint adaptation and rate adaptation. For instance, Xie et al. [29] proposed an adaptive-tile-based streaming media transmission system based on a probabilistic model, named 360ProbDASH, which combined viewpoint adaptation and rate adaptation to solve the QoE-driven optimization problem. In [15], the authors proposed an adaptive method combining viewpoint and rate, which uses Gaussian and Zipf models to predict the user’s viewpoint and optimize the user’s QoE using a two-stage optimization algorithm. In contrast to [15], our adaptive method combining rate and viewpoint is based on limited FoV feedback. We perform multiuser viewpoint prediction by fusing other users’ viewports and saliency maps obtained from video sequences and optimize the multiuser QoE by combining the KKT conditions with the branch-and-bound method. Given the FoV and bandwidth estimation, the authors in [30] proposed server-side rate adaptation for 360-degree adaptive video streaming based on probability tile visibility.

3. 360-Degree Video Streaming System Overview

In this section, we introduce the application scenario, our 360-degree video real-time streaming system with limited FoV feedback, which predicts the FoV of all users and allocates downlink wireless resources based on the prediction results to maximize the overall QoE.

3.1. System Model. Considering the application scenario shown in Figure 1, everyone can choose the viewing angle of interest by wearing an HMD in a VR theater. The video server divides a complete 360-degree video into tiles that are encoded at different bitrates and selects the appropriate video content to transmit to the user according to the user’s FoV. The video transmission is also affected by the downlink channel bandwidth. To provide the best QoE for all users, the existing streaming system assumes that all users upload FoV information in real time. However, because a large number of users are located in a small area, the uplink wireless network bandwidth cannot support the burden of all users uploading their FoVs at the same time, which greatly affects the results of transmission system optimization. To obtain
the FoV information of all users, we first extract the saliency heat map of the video, which represents the area that most users may watch. Then, we use the ground-truth viewport of a small number of users as the calibration to improve the prediction accuracy.

In this paper, we design an adaptive 360-degree video streaming system based on limited FoV feedback. The system needs to make decisions in both the spatial domain (i.e., which tiles to acquire) and the quality domain (i.e., which qualities to acquire), which together constitute a very large search space. We first determine the tiles to be acquired based on the FoV prediction and then determine the quality level of the tiles through a rate adaptation algorithm. As shown in Figure 2, the system mainly consists of two parts: processing modules on both the server side and the client side.

The server performs a series of processes on the uploaded original 360-degree video. First, the original 360-degree video is transmitted as GoPs in time. The server spatially divides each GoP into many tiles, where each GoP consists of tiles of the same size, and then the server encodes each tile into a different quality level. The server’s FoV estimation module predicts the user’s viewport at each moment based on the heat map obtained by the 360-degree video saliency detection and the user’s real-time FoV feedback. Finally, on the basis of the user FoV prediction, the server combines the feedback downlink wireless channel bandwidth information for rate-adaptive transmission, selects an optimal quality level for each tile, and transmits it to the client. Among them, the viewport prediction module is the most important module in the server.

The viewport prediction module extracts saliency heat maps of the 360-degree video and combines them with a limited number of user viewports via fusion to obtain more accurate information about the FoV of all users. We use a low computation fusion method, which calculates the similarity of pixel blocks through the regional covariance between the extracted heat map and the user’s real-time viewport. Then, the similar pixel blocks between the heat map and the user’s viewport are merged to obtain a fused image, which is the predicted FoV of all users. The computational complexity of this method is low; thus, the user’s FoV can be predicted in real time.

At the client side, after a series of processes such as decoding, mapping, and rendering, the encoded tiles are finally synthesized into a complete 360-degree video and presented to the user through an HMD. In addition, the client transmits the real-time viewport information of a small number of users to the server through the uplink feedback channel, which helps in the prediction of the FoV of all users. As mentioned above, it is difficult for current asymmetric wireless communication networks to achieve real-time transmission of a large number of user viewports. To solve this problem, the client uploads only a certain amount of viewport information of each user to the server under the limitations of the bandwidth.

### 3.2. Problem Formation

Suppose that a 360-degree video is divided into $K$ GoPs (denoted by $k$) and is spatially divided into $T$ tiles (denoted by $t$). Each tile is encoded into $D$ representations (denoted by $d$) at different quality levels. When receiving a request to download tiles from the client, the server adaptively selects an optimal quality level for each tile based on the FoV prediction result and the network bandwidth. We denote the bitrates of tile $t$ with representation $d$ in GoP $k$ by $\theta_{k,t,d}$. Assume that the bandwidth when transmitting the $k$-th GoP is $B_k$.

We use the FoV prediction method described above to predict the viewports of all users in advance so that we can obtain a set of tiles covered by the predicted FoV. For user $n$, $T_{n, FoV}$ denotes the tiles covered by its FoV. To accurately model the experience of watching a 360-degree video, we use the QoE metric for user $n$ as follows, which is similar to [31]:

$$
\text{QoE}_n = \sum_{k=1}^{K} \sum_{t=1}^{T_{k, FoV}} \sum_{d=1}^{D} q(\chi_{k,t,d} \times \theta_{k,t,d}) - \alpha \times \\
\sum_{k=1}^{K} \sum_{t=1}^{T_{k, FoV}} \sum_{d=1}^{D} \chi(\chi_{k,t,d} \times \theta_{k,t,d} > B_k) \times T_k - \beta \times \\
\sum_{k=1}^{K} \sum_{t=1}^{T_{k, FoV}} \sum_{d=1}^{D} (q(\chi_{k,t,d} \times \theta_{k,t,d}) - q(\chi_{k,t,d} \times \theta_{k,t,d}))^2, 
$$

(1)

where $\chi_{k,t,d}$ denotes the bitrate of tile $t$ with bitrate level $d$ in the $k$-th GoP. $\chi_{k,t,d}$ is a binary variable, which equals 1 if tile $t$ is transmitted with bitrate level $d$ in the $k$-th GoP and 0 otherwise. Function $q$ is a mapping function, which maps the bitrate of tile $t$ to the user’s perceived quality. In this paper, we use the logarithm of the received bitrate as the form of function $q$, which conforms to the vision effect of the human eye.

The second term of (1) represents the number of stalls. Regardless of the effect of the buffers, we assume that stalling will occur when the bitrate is greater than the bandwidth $B_k$ of the $k$-th GoP and the stall time is approximately equal to the duration of the $k$-th GoP. $\chi(\chi_{k,t,d} \times \theta_{k,t,d} > B_k)$ is an indicator function, the value of which is 1 when $\chi_{k,t,d} \times \theta_{k,t,d} > B_k$ and 0 otherwise. This means that in one GoP, when...
the bandwidth is less than the video bitrate, stalling will occur. \( T_k \) is the duration of the \( k \)-th GoP.

The third term of (1) shows how the quality switches will impair the QoE. \( q(\chi_{k+\ell,t,d} \times \theta_{k+\ell,t,d}) - q(\chi_{k,t,d} \times \theta_{k,t,d}) \) considers the quality switches between the consequent GoPs. \( \alpha \) and \( \beta \) are nonnegative parameters used to balance the three factors.

To maximize the QoE of all users, our optimization problem is defined as follows:

\[
\max_{\mathbf{m} \in \mathbb{N}} \sum_{n} \text{QoE}_n, \tag{2}
\]

s.t.

\[
\sum_{d \in D} \chi_{k,t,d} = 1, \quad \forall k \in [1,K], \forall t \in [1,T_{\text{FoV}}], \tag{3}
\]

\[
\sum_{k \in K} \sum_{t \in T_{\text{FoV}}} \sum_{d \in D} \chi_{k,t,d} \times \theta_{k,t,d} \leq \sum_{k \in K} B_k. \tag{4}
\]

Constraint (3) means that only one quality level can be selected for any video block. Constraint (4) indicates that the total bitrate of the transmitted video cannot exceed the bandwidth provided by the channel.

4. Viewport Estimation Based on Limited FOV Feedback

Ideally, if the head movements of all viewers during a 360-degree video session can be perfectly obtained, we can generate the best-tiled sequence that consumes the minimal bandwidth. However, due to the asymmetry of the wireless network, only a small number of users can upload viewport information in real time. Thus, we try to combine the real-time viewport information of a limited number of users with the saliency detection method of a 360-degree video to predict the most attractive area. First, we perform saliency detection on the video to obtain a video composed of saliency maps. Then, we use a small amount of user feedback FOV information to fuse the saliency maps derived from the video sequence to obtain more accurate information of all users’ FOV. In addition, we combine the saliency map with the FOV feedback information via a low-computational-complexity fusion method due to its delay characteristics.

4.1. 360-Degree Video Saliency Detection. The human visual system (HVS) mechanism indicates that only a small region receives the most visual attention at high resolutions, while other peripheral regions receive negligible attention at low resolutions [32]. Additionally, a human’s attention is more easily captured by the moving parts of objects. The goal of saliency detection is to analyze the video frames to find the areas to which users are most likely to be attracted.

To predict human attention, 360-degree video saliency detection has been extensively studied in recent years. Common deep learning (DL) methods can achieve good results in detecting the salient features of videos. In this paper, we use 360-degree video saliency detection similar to that in [33], which developed a deep neural network (DNN) architecture that combines an object-to-motion convolutional neural network (OM-CNN) and a saliency-structured convolutional long short-term memory (SS-ConvLSTM) network. A saliency heat map of each frame is generated from the 2D layers of SS-ConvLSTM, which uses the spatiotemporal features of the OM-CNN as its input. Specifically, in the OM-CNN, the objective subnet generates a cross-net mask on the features of the convolutional layers in the moving subnet. Then, the spatial features from the objective subnet and the temporal features from the motion subnet are concatenated by normalizing the proposed hierarchical features to generate the spatiotemporal features of the OM-CNN. Furthermore, taking the OM-CNN features as the input, SS-ConvLSTM leverages both the long-term and short-term correlations of the input features through the memory cells and hidden states of the 1st and 2nd LSTM layers at the last frame. Finally, the hidden states of the 2nd LSTM layer are fed into the 2D layers to generate a final saliency map. Afterward, the interframe saliency maps of a video can be generated, which take into account both the structured output with a center bias and the cross-frame transitions of human attention maps.
Because it is difficult to process a panoramic video in the spherical domain, a 360-degree video is usually projected onto a 2D plane, which causes a certain degree of distortion. The ERP projection directly uses the latitude and longitude on the sphere as the vertical and horizontal coordinates on the original frame, respectively, which results in greater distortion in the polar region of the sphere. The CMP projection maps a spherical video to an external cube. The upper and lower faces of the cube correspond to the polar regions, and the four faces in the middle correspond to the equatorial region. This solution has less distortion in the polar region of the sphere; thus, we first convert the panorama into 2D videos with the CMP projection and then perform saliency extraction with the OM-CNN and SS-ConvLSTM method. This process is illustrated in Figure 3.

4.2. User Viewport. To extract the FoV, the server needs to parse the viewer’s head movement data collected from the HMD, usually expressed as \((X, Y, Z)\) in the Euler angle coordinate system, where \(X\) is the roll angle, \(Y\) is the pitch angle, and \(Z\) is the yaw angle. First, we can obtain the longitude and latitude with

\[
\phi = \sin^{-1}\left(\frac{Y}{\sqrt{X^2 + Y^2 + Z^2}}\right),
\]

\[
\psi = \tan^{-1}\left(-\frac{Z}{X}\right),
\]

where \(\phi\) and \(\psi\) denote the longitude and latitude, respectively.

Then, the user viewport can be calculated by

\[
\omega = \left(\frac{\phi}{2\pi} + 0.5\right) \times W,
\]

\[
h = \left(\frac{\psi}{\pi} + 0.5\right) \times H,
\]

where \(W\) and \(H\) are the width and height of the image, respectively.

The FoV is a rectangular area that is approximately 110 × 90 degrees (for the HTC VIVE HMD). To obtain a grayscale image, we assume that the intensity value of the viewport area follows a 2D Gaussian distribution, while the non-FoV region has an intensity value of 0.

4.3. Viewport Estimation Based on Saliency and Limited FoV Feedback. In this paper, we try to estimate the user viewport by fusing the saliency maps derived from the video sequence and the uploaded limited FoV information. The fusion module takes the saliency heat map and several viewport heat maps as its input. Then, the input images are divided into small regions, named pixel blocks, each containing several pixels. We can calculate the similarity of the corresponding pixel blocks based on the area covariance information and finally select similar pixel blocks to generate the estimation heat map. It is worth noting that the running time will increase as the complexity of the fusion method increases, which makes it difficult to perform real-time estimation and will impair the user experience. In this paper, we select the regional covariance features as a similarity measurement to construct a lightweight FoV estimation algorithm. The fusion process is shown in Figure 4.

First, the input image is divided into pixel blocks, each containing \(m \times n\) pixels. Let \((I(x, y))\) represent the intensity value of pixel \((x, y)\). Then, we select the following metrics as the features for the similarity calculation:

1. Intensity value \((I(x, y))\) for pixel \((x, y)\).
2. Horizontal partial derivative value \((\partial I(x, y)/\partial x) = I(x + 1, y) - I(x, y)\).
3. Vertical partial derivative value \((\partial I(x, y)/\partial y) = I(x, y + 1) - I(x, y)\).

Then, we obtain the following statistical feature vector combinations:

\[
\varnothing(I(x, y), x, y) = \left(x, y, I(x, y), \frac{\partial I(x, y)}{\partial x}, \frac{\partial I(x, y)}{\partial y}\right).
\]

For a single block \(r\) with \(m \times n\) pixels, we calculate the covariance matrix as follows:

\[
C_r = \frac{1}{mn-1} \sum_{x=1}^{m} \sum_{y=1}^{n} \left(\varnothing(I(x, y), x, y) - \mu\right) \cdot \left(\varnothing(I(x, y), x, y) - \mu\right)^T,
\]

\[
\mu_r = \frac{1}{mn} \sum_{x=1}^{m} \sum_{y=1}^{n} \varnothing(I(x, y), x, y),
\]

where \(\mu\) represents the mean feature value of the pixel block of \(\{\varnothing(I(x, y), x, y)\}_{x=1,2,...,m, y=1,2,...,n}\).

Based on the covariance matrix, we can calculate the Euclidean distance between two pixel blocks as their similarity metric and then use it as a basis to merge the saliency map and ground-truth feedback FoV. In this paper, we define the similarity between two pixel blocks \(r\) and \(s\) as

\[
d(r, s) = \sqrt{(\mu_r - \mu_s)^T \cdot (C_r + C_s)^{-1} \cdot (\mu_r - \mu_s)}.
\]

Obviously, the smaller the distance between the covariance matrices of two image pixel blocks, the more similar the two pixel blocks will be, and vice versa.

First, we cut the saliency map and FoV grayscale image into small pixel blocks, then calculate the Euclidean distance between blocks with the same position in any two heat maps, and normalize it to \([0, 1]\). If the distance is smaller than a certain threshold \(T\), we consider the two pixel blocks as highly similar, meaning that this part of the video block is attractive, as measured by saliency detection software and real users. The heat maps should be merged, and we simply add together the two pixel blocks as the prediction result of the user’s FoV.

5. QoE-Driven Rate Adaptation Algorithm

Rate adaptation of 360-degree video streaming involves two sequential procedures: viewport prediction and rate
allocation among the tiles. According to the result of FoV fusion, the area of interest of all users can be estimated. The remaining problem is how to determine the bitrate combination of tiles to improve the user QoE, which can be expressed as a QoE-driven multiuser resource allocation problem. By analyzing the QoE problem, we find that the problem is a nonlinear integer programming problem, which can be certified to be NP-hard. We approximate the indicator function in the QoE model with a logarithmic function so that the QoE function becomes a continuous function. This problem becomes a nonlinear programming problem, which can be solved using the KKT conditions. The Lagrangian function of the problem is as follows (7):

$$L(\chi_{k,t,d}, \lambda, \omega) = -\sum_{n \in N} QoE_n + \lambda h(\chi_{k,t,d}) + \omega g(\chi_{k,t,d}),$$

where

$$h(\chi_{k,t,d}) = \sum_{d \in D} \chi_{k,t,d} - 1,$$

$$g(\chi_{k,t,d}) = \sum_{k \in K} \sum_{t \in T_n \forall} \sum_{d \in D} \chi_{k,t,d} \times \theta_{k,t,d} - \sum_{k \in K} B_k.$$  

Thus, we can obtain the relevant KKT conditions:

$$\frac{\partial L(\chi_{k,t,d}, \lambda, \omega)}{\partial \chi_{k,t,d}} = - \sum_{n \in N} \frac{\partial QoE_n}{\partial \chi_{k,t,d}} + \lambda \frac{\partial h(\chi_{k,t,d})}{\partial \chi_{k,t,d}} + \omega \frac{\partial g(\chi_{k,t,d})}{\partial \chi_{k,t,d}} = 0,$$

$$\lambda \neq 0,$$

$$\omega > 0,$$

$$h(\chi_{k,t,d}) = 0,$$

$$g(\chi_{k,t,d}) < 0,$$

5.1. KKT Conditions. First, we approximate the indicator function in the QoE model with a logarithmic function and relax $\chi_{k,t,d}$ to continuous variables, we can solve the relaxed problem by applying the KKT conditions and the Lagrangian function. Then, we can obtain the optimal value of the original problem. Then, we use the branch-and-bound method to find the optimal solution, which meets the 0-1 constraint, to the obtained nonlinear problem.
\[ \omega G(x_{k,t,d}) = 0. \] (18)

Among them, (12) is a necessary condition brought about when taking the extreme value of the Lagrange function, (13) is the Lagrange coefficient constraint (equation case), (14) is the inequality constraint case, (15) and (16) are the original constraint conditions, and (17) is the complementary relaxation condition. According to the KKT condition solving theorem, if the original problem is a convex problem, then the solutions that satisfy the KKT conditions are also the optimal solutions of the original problem. Thus, by combining (12)–(17) related to the KKT conditions, the optimal solution of the relaxed nonlinear problem can be obtained, which is denoted by \( \chi_{\text{relax}} \) and then the branch-and-bound method can be used to find the 0-1 variable solution.

5.2. Branch-and-Bound Method. The branch-and-bound algorithm designed to solve problem P1 is shown in Algorithm 1. The initial inputs are \( x_{\text{relax}} \) and \( G_{\text{relax}} \), where \( x_{\text{relax}} \) represents the solution to the corresponding relaxation problem solved using the KKT conditions. \( G_{\text{relax}} \) represents the value of the corresponding optimal objective function. The output is the solution to the 0-1 variable \( \chi_{0-1} \) and the corresponding optimal objective function value \( G_{0-1} \).

6. Simulations and Experiments

To evaluate the performance of the proposed system, we perform exhaustive simulations and experiments.

6.1. FoV Estimation. We downloaded 4 360-degree videos from YouTube, each with at least 4K resolution (3840 pixels wide) and 24 frames per second. The duration of each video ranges from 20 to 40 seconds. Table 1 summarizes the content features of the four videos. We used an HTC VIVE as our HMD to play the 360-degree video clips to capture the head movement data of each viewer. 15 students were recruited to participate in the experiment. All participants reported normal or corrected-to-normal vision in the HMD setting. Each participant watched these four videos in a row. Video scenes were played sequentially with the starting point fixed (0° in latitude and 180° in longitude). The HTC VIVE was recalibrated before the next participant watched the video. During the experiment, the VIVE cinema open-source player collected the head orientation data (including the pitch, yaw, and roll) from built-in sensors at a high sampling rate (approximately 200 Hz). When watching the videos, each participant was free to explore the entire video scene.

To validate the effectiveness of our prediction method (denoted as VP), we estimated the users’ viewpoints by fusing the saliency maps obtained from the video sequence and the uploaded limited FoV information. We first performed saliency detection on the original video to obtain a video composed of saliency maps, as shown in Figure 5. Then, we used a small amount of user FoV information at time \( \tau \) to fuse the saliency map at time \( \tau + \tau_0 \) obtained from the video sequence to obtain the FoV of all users at time \( \tau + \tau_0 \). Among them, \( \tau_0 \) represents the interval of time from time \( \tau \) used to predict the future. We chose four sets of interval time \( \tau_0 = \{0.2 s, 0.5 s, 1 s, 2 s\} \) to perform FoV prediction on the entire video, similar to the procedure in [11]. To verify the performance of this prediction method, we compared it with the following two baseline methods: (1) an algorithm that does not consider the user viewpoint but performs only saliency detection on the video (denoted as Saliency Only) and (2) an algorithm that does not incorporate video saliency detection but only averages the user viewports (denoted as Viewport Only).

6.1.1. Tile Overlap Ratio. The heat-map-based FoV prediction method is intended for tile-based streaming systems where the client can request multiple tiles based on the predicted FoV heat map. Therefore, we used the tile overlap ratio as a performance indicator to evaluate the heat-map-based methods [19]. First, we determined the total number of tiles with nonzero values in the actual user FoV heat map. Next, we determined that the predicted heat map has a nonzero tile and determined the nonzero tile that predicted the overlap of the FoV heat map with the actual user FoV heat map. The ratio of the total number of nonzero overlapping tiles to the total number of nonzero tiles in the actual user FoV heat map is the tile overlap ratio.

The experiment first analyzed the performance of the prediction method under different prediction time intervals. Figure 6 shows the accuracy of the prediction method for 10 consecutive predictions of 0.2 s in the future. It can be seen from the figure that in the 10 predictions, the accuracy of our prediction method was higher than that of the two baseline methods.

In Figures 7(a) and 7(b) we compare the performance of the prediction methods under different time conditions. From the figure, we find that as the prediction time interval increases, the tile overlap ratio decreases. However, the tile overlap ratio of our proposed method is still higher than that of the two baseline methods. The higher the tile overlap ratio is, the more accurate the prediction result will be. In other words, our prediction method has the highest average accuracy compared with the baseline method. Use of the saliency heat maps and salient feature maps of other users can provide the best performance.

In addition, the experiment in this paper analyzes the influence of the number of feedback user viewports on the prediction method. Figures 8(a) and 8(b) show the effect of the number of feedback user viewports on the performance of the prediction method. Our method and Viewport Only include the user viewports to the prediction, and the tile overlap ratio increases as the number of feedback user viewports increases. Saliency Only does not consider the user viewport, and the change in the number of user perspectives does not affect the baseline method.

Figure 9 shows the relationship between our method and different time conditions and the number of feedback user viewports. The tile overlap ratio increases as the number of
feedback user viewports increases and decreases as the prediction time interval increases.

6.2. Tile Rate Allocation. To solve the optimization problem, we proposed a rate-adaptive algorithm based on the combined KKT conditions and branch-and-bound method (denoted as Algorithm 1). During the simulation, we first divided the 360-degree video into 10 GoPs, with the duration of each being 1 second, taking into account the FoV prediction result, and then divided each GoP into $4 \times 4$ tiles of the same size. We encoded 5 bitrate levels for

---

**Algorithm 1: Branch-and-bound algorithm for solving the problem.**

**Input:** $\chi_{relax}$ Optimal objective function value for relaxation problem; $G_{relax}$ Optimal objective function value for relaxation problem; $\epsilon$ Any value in the range $(0, 1)$;

**Output:** $\chi_{0-1}$ The optimal solution to problem $p - 1$ that meets the 0-1 constraint condition; $G_{0-1}$ The optimal objective function solution corresponding to the optimal 0-1 solution to problem $p - 1$.

1. **Initialization:** $k = 0$, $L = 0$, $U = G_{relax}$
2. Choose any solution $\chi_j$ that does not meet the 0-1 constraints from $\chi_{relax}$, that is, $\chi_j \in (0, 1)$.
3. If $0 < \chi_j < \epsilon$ then
   4. Add the constraint $\chi_j = 0$ to problem $p - 1$ to form subproblem I.
   5. Else
      6. Add the constraint $\chi_j = 1$ to problem $p - 1$ to form subproblem II.
   7. End if
8. $k++$, continue to find the solutions to the relaxation problems in subproblems I and II (denoted as $\chi_k$), where the optimal objective function value is $G_k$.
9. Find the maximum value of the optimal objective function as the new upper bound, that is, $U = \max\{G_k, \chi_k \in (0, 1)\}$
10. From the branches that meet the 0-1 condition, find the maximum value of the objective function as the new lower bound.
   $L = \max\{G_k, \chi_k \in (0, 1)\}$
11. If $G_k < L$ then
12. Cut this branch.
13. Else if $G_k > L$ and $\chi_k \in (0, 1)$ then,
14. Return to step 2 and repeat.
15. Else
16. The optimal solution to the then problem $p - 1$ has been found, that is, $\chi_{0-1} = \chi_k$ and $G_{0-1} = G_k$
17. End if

---

**Table 1: Parameters of the four original videos used in the experiments.**

| Sequence | Video name | Resolution | Frame rate | Duration (s) |
|----------|------------|------------|------------|--------------|
| 1        | Movie      | 3840 × 1920| 25 fps     | 21           |
| 2        | Game       | 3840 × 2160| 24 fps     | 30           |
| 3        | Basketball | 3840 × 1920| 25 fps     | 22           |
| 4        | Concert    | 3840 × 1920| 30 fps     | 23           |

---

**Figure 5:** The saliency maps of only one frame are shown for each selected video. The prediction map is derived by combining the saliency map with the ground-truth user viewpoint.

**Figure 6:** Example result of 10 consecutive predictions, with an interval time $t_0 = 0.2$ s.
each tile and set the bitrate levels to $\{0.2, 0.4, 0.6, 0.8, 1\}$ Mbps.

To verify the performance of this algorithm, we compared it with two other tile-based rate adaptation schemes: greedy [11] (denoted as Algorithm 2), where tiles in the predicted FoV region of users are allocated with high quality, while the remaining tiles are allocated with the lowest quality, and baseline (denoted as Algorithm 3), where all the tiles are transmitted to the users with the same quality and the FoV prediction is not taken into account. This is a simple algorithm and, thus, is used widely in practice [6].

The experiments in this paper evaluated the impact of the bandwidth in the downlink on the overall QoE of the system. In Figure 10, we can observe that the proposed algorithm can achieve higher QoE values under different bandwidth conditions and that the value of the QoE increases as the bandwidth increases. In addition, the QoE value of our proposed algorithm is significantly higher than that of the baseline method.
To further verify the performance of the proposed scheme and make the simulation more realistic, we conducted simulations using real-world network traces [34] with perfect knowledge of future network conditions. The simulation results are shown in Figure 11(a). From the simulation results, we can observe that the proposed algorithm can achieve a higher QoE value with all four LTE traces because we have effectively allocated the resources.

6.2.1. Perceived Quality Level. Figure 11(b) plots the average quality level of tiles for each streaming scheme. The average quality level of tiles produced by our scheme is the highest.

![Figure 9: Tile overlapping ratio under different time conditions and different numbers of feedback user viewports.](image)

![Figure 10: Relationship between downlink bandwidth and system QoE value.](image)
6.2.2. User Perception Ratio. This is the ratio between the actual bitrate consumed by the user and the predicted overall video bitrate. Figure 11(c) shows the ratio between the actual consumed and the overall video bitrate. The results show that the user perception ratios for our method significantly outperform those of Algorithm 2 and Algorithm 3.

Moreover, we also analyzed the impact of the number of feedback user viewports on the QoE value of all users. In our method and Algorithm 2, the FoV prediction is considered, and the accuracy of the FoV prediction is affected by the number of user viewports, thereby affecting the user QoE value. It can be found from Figure 12 that our method and Algorithm 2 increase as the number of feedback user viewports increases, as does the user QoE. However, Algorithm 3 does not consider the user FoV prediction; hence, the change in the number of viewports does not affect the user QoE.

Figure 11: Comparison of 3 streaming schemes over the LTE network. (a) QoE value. (b) Perceived quality level. (c) User perception ration.
In this paper, we propose an FoV prediction method based on limited FoV feedback, which fuses and corrects the heat map obtained by saliency detection and FoV information randomly extracted from a small number of users to generate a user view to obtain a more accurate FoV prediction result for all users. We use this as a basis to optimize the transmission system. A multiuser QoE-driven 360-degree video streaming system is designed for adaptive 360-degree video streaming. According to the predicted FoV, under the constraint of the total transmission bitrate, by combining the KKT conditions and the branch-and-bound method, our algorithm can choose the optimal quality level for each video block, maximizing the QoE of all users. The simulation results show that the performance of our algorithm is superior to that of other schemes.
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