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Abstract

In this study, an extension of the generalized Lindley distribution using the Marshall-Olkin method and its own sub-models is presented. This new model for modelling survival and lifetime data is flexible. Several statistical properties and characterizations of the subject distribution along with its reliability analysis are presented. Statistical inference for the new family such as the Maximum likelihood estimators and the asymptotic variance covariance matrix of the unknown parameters are discussed. A simulation study is considered to compare the efficiency of the different estimators based on mean square error criterion. Finally, a real data set is analyzed to show the flexibility of our proposed model compared with the fit attained by some other competitive distributions.

1 Introduction

Recently, many researchers have suggested new generalization for life time distributions used in statistics and possess flexibility in applications. Although the wide range of applications of the Lindley distribution [1] has a wide range of applications, it does not provide a good fit for modeling phenomenon with non-monotone failure rates, such as bathtub upside down failure shaped. For this lack of flexibility, many authors proposed a new generalizations of the traditional Lindley distribution by adding one or more shape parameters to add more flexibility to the PDF and the hazard rate function. Extended generalized Lindley (EGL) distribution is a very important lifetime and survival distribution which can be used as an effective alternative to the well known distributions such as generalized Lindley (GL), Lindley (L) and exponential distributions. It has different applications in modelling various types of data including economics and actuarial sciences data because its hazard rate can be increasing, decreasing, upside down bathtub shaped and unimodal. In addition, this model presented a better fit to data resulting in accurate results and predictions, which should facilitate better public policy in a wide range of areas including medicine, genetics, environmental health, reliability, survival analysis and actuarial sciences data because its hazard rate can be increasing, decreasing, upside down bathtub shaped and unimodal. Several types of lifetime model distribution have been proposed in literature. Zakerzadah and Dolati [2] presented GL distribution and studied its statistical properties and applications. Also, Oluyede and Yang [3] introduced a new class of GL distributions with applications. Nadarajah et al. [4] introduced GL distribution with shape...
and scale parameters $\gamma, \lambda$, respectively, the probability density function (PDF) is given by

$$f(x) = \frac{\gamma \lambda^2}{1 + \lambda} (1 + x)e^{-\lambda x} \left[1 - \frac{1 + \lambda + \lambda x}{1 + \lambda} e^{-\lambda x}\right]^{\gamma - 1}, \quad x > 0, \quad (\lambda, \gamma > 0)$$

(1)

and cumulative distribution function (CDF) is

$$F(x) = \left[1 - \frac{1 + \lambda + \lambda x}{1 + \lambda} e^{-\lambda x}\right]^\gamma, \quad x > 0, \quad (\lambda, \gamma > 0).$$

(2)

On the other hand, Marshall and Olkin [5] proposed a method of adding a new shape parameter to any well-known distribution whose CDF denoted by $F(x)$, as follows

$$G(x; \delta) = \frac{F(x)}{1 - (1 - \delta)F(x)}, \quad x \in \mathbb{R}, \delta > 0, \delta = 1 - \delta.$$

(3)

where $\delta > 0$. Many new distributions have been proposed in the literature by considering $F(x)$ to be normal distribution by Ghitany et al. [6], Birnbaum-Saunders distribution by Lemonte [7]. The Marshall-Olkin (M-O) extended distributions have an interesting failure rate function facilitating its use in modeling real situations in a better manner than the basic distribution. For more details see Cordeiro and Lemonte [8], Okasha and Kayid [9] and Okasha and Al-Shomrani [10]. The supplemental parameter $\delta$ involved in the transformed distribution described in Eq (3) is called the “tilt parameter”. In fact, the failure rate functions $h(x)$ and $r(x)$ corresponding to the transformed distribution and the initial distribution are such that, for all $x \geq 0$, one has $h(x) \leq r(x)$ if $\delta > 1$ and $h(x) \geq r(x)$ if $0 < \delta \leq 1$. This means that the failure rate of the new distribution is shifted below (respectively above) when $\delta > 1$ (respectively when $0 < \delta \leq 1$). Many authors used Marshall and Olkin’s (1997) method to generate a new continuous distribution by taking the baseline $F(x)$ of any known distribution. Okasha et al. [11] introduced a detailed study of M-O Extended inverse Weibull which can be obtained as a mathematical property with estimation of the maximum Likelihood and stress-strength parameter. Benkhelifa [12] also proposed properties and applications for the M-O extended generalized Lindley distribution. Okasha and Shrahili [13] obtained various results on the M-O Burr type XII Distribution in the context of reliability properties and survival analysis. In this paper we propose a new extension of the GL distribution called the M-O Extended Generalized Lindley Distribution and study some of its properties. The present work is organized as follow: (1) definition of the probability density function, cumulative distribution function and survival function of the EGL distribution. (2) presentation of the obtained values of some properties of the new distribution such as (reversed) failure rate, (reversed) mean residual lifetime, quantiles, moments, order statistics and stochastic ordering. (3) discussion of maximum likelihood estimates (MLEs) and asymptotic confidence intervals from the Fisher information matrix (FIM) of the model parameters. (4) An application of the extended distribution to waiting times (in minutes) before service of 100 bank customers is given showing that the present model provides a better fit to the real data than some other known distributions. Finally, conclusions and remarks of the current and future research are presented.

### 2 New family and its own sub-models

This section proposes the new family distribution and derives density and survival functions from this family.
2.1 New family description

Let $\Lambda = (\lambda, \gamma, \delta)$ and inserting Eq (2) in Eq (3), a new distribution denoted as $\text{EGLD}(x; \Lambda)$ can be obtained. Then, the CDF of the $\text{EGLD}$ can be obtained as:

$$G(x; \Lambda) = \frac{\kappa}{1 - \delta(1 - \kappa)}, \quad x > 0, \quad \Lambda > 0,$$

where $\kappa = \left(1 - \frac{\gamma \lambda + 1}{k + 1}\right)^{\frac{1}{\gamma}}$.

The corresponding survival function (SF) and the PDF are defined by

$$\bar{G}(x; \Lambda) = \frac{\delta(1 - \kappa)}{1 - \delta(1 - \kappa)}, \quad x > 0, \quad \Lambda > 0,$$

and

$$g(x; \Lambda) = \frac{\lambda^2 x^x}{\lambda + 1} \left(\frac{\kappa^{1 - \gamma}}{\delta + \delta \kappa}\right)^x e^{\lambda x}. \quad x > 0, \quad \Lambda > 0,$$

respectively. The next proposition presents the behavior of the pdf of the $\text{EGLD}(x; \Lambda)$ with various choices of parameters.

**Proposition 2.1.** Let $X \sim \text{EGLD}(x; \Lambda)$, then:

1. If $\gamma < 1$, then $X$ has a decreasing pdf.
2. If $\gamma \geq 1$, then $X$ has an increasing pdf.
3. If $\gamma \geq 1$, then $X$ upside-down bathtub shaped.

Fig (1) shows the various shapes of the PDF of the EGLD given by Eq (6) by choosing the scale parameter, $\lambda$, to be 2.90 in all the cases and different values of the shape parameters. Fig (1) indicates that the proposed distribution is suitable to model the right skewed data.

2.2 Special models of the new family

The next example shows that the new family contains the GL and L distributions as special cases.

**Special cases 1.** Let $X \sim \text{EGLD}(x; \Lambda)$, then

1. If $\delta = 1$ in Eq (6), then $X \sim \text{GLD}(x; \lambda, \gamma)$.
2. If $\delta = \gamma = 1$ in Eq (6), then $X \sim \text{LD}(x; \lambda)$.

3 Reliability and statistical properties

In this section, reliability and some statistical properties of the $\text{EGLD}$ are presented, especially quintile function, moments, (reversed) failure rate, mean residual life, order statistics and stochastic orderings.
3.1 Failure rate and mean residual life

Let $T \leq 0$ be a continuous random variable with cdf $F(t)$ and pdf $f(t)$, the failure rate (FR) function of the EGLD is defined as

$$h(t) = \lim_{\Delta t \to 0} \frac{P(T < t + \Delta t | T > t)}{\Delta t} = \frac{g(t)}{G(t)}. \tag{7}$$

For the EGLD, the failure rate function $h(t)$ is

$$h(t; \delta) = \frac{t^{\lambda - 1} e^{-\lambda t}}{(\lambda + 1) (\kappa - 1) (\delta (\kappa - 1) - \kappa)}.$$ \tag{8}

where

$$\kappa = 1 - \frac{t^{\lambda + \gamma} e^{-\lambda t}}{\lambda + 1}. \tag{9}$$

**Proposition 3.1.** Let $h(t)$ be the failure rate function of a random variable $T$ distributed according to EGLD ($\Lambda$). Then

1. $h(t)$ is increasing for $\lambda < 1$ and $\gamma > 1$.
2. $h(t)$ is bathtub shaped for $\lambda > 1$ and $\gamma > 1$. 

![PDF](https://doi.org/10.1371/journal.pone.0244328.g001)
3. $h(t)$ is decreasing for $\lambda < 1$ and $\gamma < 1$.

The mean residual life (MRL) can be obtained by general formula (see Navarro et al. [14])

$$M_r(t) = E(T - t|T > t) = \frac{1}{G(t)} \int_t^\infty G(x)dx, \quad t > 0. \quad (10)$$

**Lemma 3.2.** Let $T \sim EGLD(t; \Lambda)$, then the MRL function of a lifetime random variable is given by:

$$M_r(t) = \frac{(\delta - 1)\kappa^\gamma - \delta}{\delta(\kappa^\gamma - 1)} E(t; \lambda, \gamma, \delta), \quad (11)$$

where

$$E(t; \Lambda) = \frac{\delta(1 + \lambda)}{\lambda} \sum_{k,j=0}^{\infty} \binom{k+1}{j} \binom{\gamma}{t} \left(\frac{-1}{(1+\lambda)^{k+1}}\right) e^{\delta(1+\lambda)} \Gamma(i + 1, i(1 + \lambda + \lambda t)), \quad (12)$$

and

$$\Gamma(a, y) = \int_y^\infty y^{a-1}e^{-y}dy. \quad (13)$$

be the upper incomplete gamma, for more details, see Wall [15].

Fig (2) shows the different shapes of its FR and MRL for some selected parameters values with scale parameter one. This Figure indicates that the **EGLD** FR can be monotonically increasing and MRL can be monotonically decreasing.

### 3.2 Reversed failure rate and mean inactivity time

For a continuous distribution with pdf, $g(t)$, and CDF, $G(t)$, the failure rate function, also known as the reversed failure rate (RHR) function, is defined as

$$r(t) = \lim_{\Delta t \to 0} \frac{P(T > t - \Delta t | T \leq t)}{\Delta t} = \frac{g(t)}{G(t)}. \quad (14)$$

For the **EGLD**, the reversed failure rate function $r(t)$ is

$$r(t; \delta) = \frac{\lambda^2 \gamma \delta}{(\lambda + 1) \kappa(\delta \kappa^\gamma + \delta)} \left( \frac{t + 1}{\lambda + 1} \right) e^{-\lambda t}. \quad (15)$$

For a continuous distribution with pdf $g(t)$ and cdf $G(t)$, the mean inactivity time (MIT) function is defined as

$$m(t) = \frac{1}{G(t)} \int_t^\infty G(x)dx, \quad t > 0. \quad (16)$$

For the **EGLD**, the mean inactivity time function $m(t)$ is

$$m(t) = \frac{\kappa^\gamma}{1 - (1 - \delta)(1 - \kappa^\gamma)} D(t; \lambda, \gamma, \delta, 1), \quad (17)$$
Fig 2. Plots FR and MRL of the EGLD with $\lambda = 2.9$. Figure (2) shows the different shapes of its FR and MRL for some selected parameters values with scale parameter one. This Figure indicates that the EGLD FR can be monotonically increasing and MRL can be monotonically decreasing.
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where

$$D(t; \Lambda, a) = \sum_{k, l=b}^{\infty} \binom{k}{j} \left( \gamma(j + 1) - 1 \right) \frac{\lambda_i}{1 + \lambda_i} \frac{(-1)^{i+j}(1 - \delta)^{l} e^{(1+l)}}{(\lambda_i)^{1+b}}$$

$$\times \{ \Gamma(i + a, i(1 + \lambda_i)) - \Gamma(i + a, i(1 + \lambda_i)) \},$$

(18)

For a continuous distribution with pdf $g(t)$ and CDF $G(t)$, the strong mean inactivity time (SMIT) function is defined as

$$m^*(t) = \frac{1}{G(t)} \int_{0}^{t} 2xG(x)dx. \quad t > 0.$$  

(19)

For the EGLD, the strong mean inactivity time function $m^*$ is

$$m^*(t) = \frac{2\kappa^2}{1 - (1 - \delta)(1 - \kappa^2)} (D(t; \Lambda, 2) - D(t; \Lambda, 1)).$$  

(20)

Fig (3) shows the different shapes of its RHR and MIT for some selected parameters values with scale parameter one. This Figure indicates that the EGLD RHR can be monotonically decreasing and MIT can be monotonically increasing.

### 3.3 Renyi entropy

Entropy has been used in areas like physics (sparse kernel density estimation), medicine (molecular imaging of tumors) and engineering (measure the randomness of systems). The entropy is a measure of variation of the uncertainty of a random variable $X$ with density function $f(x)$. The Rényi entropy (RE) [16] of order $b$ is defined as

$$H_b = \frac{1}{1 - b} \log \left( \int_{-\infty}^{\infty} g(x)^b dx \right), \quad b > 0, b \neq 1.$$  

(21)

For the EGLD$(x; \Lambda)$ in (6) can be obtained as

$$H_b = \frac{b}{1 - b} \log \left( \frac{\lambda^2}{\delta(\lambda_i + 1)} \right) + \frac{1}{1 - b} \log \left\{ \sum_{j=0}^{\infty} \left( \frac{\delta - 1}{\delta} \right)^j \frac{1 + \lambda_i}{\lambda_i} C_{0,b}(\lambda_i, \gamma) \right\}.$$  

Table 1 present the critical points of the reliability functions of the EGLD. These values can be determined numerically using R and Maple.$^1$.

### 3.4 Quantiles and moments

**Lemma 3.3.** Let $X \sim \text{EGLD} (x; \Lambda)$. Then, the $q$th quantile function, denoted by $(x_q)_{\text{EGLD}}$, is given by

$$\left( x_q \right)_{\text{EGLD}} = \left[ 1 + \frac{\lambda^2}{\delta(\lambda_i + 1)} (x_q)_{\text{EGLD}} \right] ^{\frac{1}{\gamma}}.$$  

(22)

**Remark 3.4**
Fig 3. Plots RHR and MIT of the EGLD with $\lambda = 2.9$. Figure (3) shows the different shapes of its RHR and MIT for some selected parameters values with scale parameter one. This Figure indicates that the EGLD RHR can be monotonically decreasing and MIT can be monotonically increasing.
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The median of the EGLD ($x; \Lambda$) as
\[
\text{Med}_{\text{GLE}}(X) = \ln \left[ \frac{1 + \frac{\lambda}{1+\delta} \text{Med}_{\text{GLE}}(X)}{1 - \left( \frac{\delta}{1+\delta} \right)^{\frac{1}{1+\delta}}} \right].
\]  
(23)

- The $q$th quantiles of the GL ($x; \lambda, \gamma$) model as
\[
\text{Med}_{\text{GL}}(X) = \ln \left[ \frac{1 + \frac{\lambda}{1+\delta} \text{Med}_{\text{GL}}(X)}{1 - \left( \frac{\delta}{1+\delta} \right)^{\frac{1}{1+\delta}}} \right].
\]  
(24)

- The $q$th quantiles of the L($x; \lambda$) model as
\[
\text{Med}_{\text{L}}(X) = \ln \left( 2 \left( 1 + \frac{\lambda}{1+\gamma} \text{Med}_{\text{L}}(X) \right) \right)^{\frac{1}{\gamma}}.
\]  
(25)

The next lemma are need in the noncentral moment of the EGLD.

**Lemma 3.5.** For $\lambda > 0$ and $\gamma > 0$. Let
\[
C_{r,u,p}(\lambda, \gamma) = \frac{\lambda}{1+\lambda} \int_0^\infty x^r (1+x)^p e^{-ux} \left[ 1 - \frac{1 + \lambda + \lambda x}{1+\lambda} e^{-\lambda x} \right]^u dx,
\]
we have
\[
C_{r,u,p}(\lambda, \gamma) = \sum_{i=0}^\infty \sum_{j=0}^\infty (-1)^i \binom{\gamma (k+u) - u}{i} \binom{i}{j} \binom{p}{j} \left( \frac{\lambda}{1+\lambda} \right)^{j+1} \Gamma (r+j+l+1) \left( u \lambda (j+1) \right)^{r+j+l+1}.
\]
Proposition 3.6. Let $X \sim EGLD(x; \Lambda)$. Then, the noncentral moment of $X$ has the following form:

$$m_{0}^{r} = \left(\frac{\delta - 1}{\delta}\right)^{k} (k + 1)C_{1,1}(\lambda, \gamma)$$

assuming that $\Lambda > 0$.

Based on proposition (3.6), the following measures hold for every $\Lambda > 0$ of the EGLD $(x; \Lambda)$.

$$\mu_{2}(x; \Lambda) = \frac{\lambda_{2}}{\delta} \sum_{k=0}^{\infty} \left(\frac{\delta - 1}{\delta}\right)^{k} (k + 1)C_{2,1}(\lambda, \gamma), \quad (27)$$

and the variance of the EGLD $(x; \Lambda)$ as

$$\sigma^{2} = \frac{\lambda_{2}}{\delta} \sum_{k=0}^{\infty} \left(\frac{\delta - 1}{\delta}\right)^{k} (k + 1)\{C_{2,1}(\lambda, \gamma) - C_{1,1}^{2}(\lambda, \gamma)\}. \quad (28)$$

The measures of skewness and kurtosis are computed using the following expressions:

$$\text{Skewness} = \frac{\mu^{3}}{\mu^{2}} - 3\frac{\mu^{3}}{(\mu^{2})^{2}}$$

$$\text{Kurtosis} = \frac{\mu^{4}}{(\mu^{2})^{2}} - 3$$

Table 2 lists the first six moments, variance, skewness and kurtosis for the EGLD $(x; \Lambda)$ for some selected values for $\delta$ by choosing the scale and shape parameters to be one in all cases.

3.5 Order statistics

Order statistics have various applications in many different areas of statistical theories and applications such as quality control testing and reliability. Let $X_{1}, \ldots, X_{n}$ be a random sample.
of size \( n \) from the \( \text{EGLD}(x; \Lambda) \). The PDF of the \( i^{th} \) order statistic, \( X_{E_{i}} \), is defined by

\[
f_{i,n}(x) = \frac{\lambda^2 \beta^{n-i+1}}{(1+\lambda)B(i, n - i + 1)} \frac{k^{n-i}(1 - \kappa)^{n-i}}{(\delta + \kappa)^{n-i+1}}
\]

where \( B(.) \) is the beta function. Also, the joint pdf of the \((i, j)^{th}\) order statistic, \( X_{E_{i}} \), \( X_{E_{j}} \), \( n - 1 \leq i < j \leq n \), is defined by

\[
f_{i,j,n}(x, y) = e[F(x)]^{j-1}[F(y) - F(x)]^{n-j}(1 - F(y))^{m-j}f(x)f(y)
\]

\[
= e \left( \frac{\lambda^2}{1+\lambda} \right)^2 \frac{\beta^{n-j}(\kappa_1 \kappa_2)^{1/\lambda} (1 - \kappa)^{n-j} (\kappa_1 - \kappa_2)^{n-j-1}}{\Gamma(\delta + \kappa_1)\Gamma(\delta + \kappa_2)}
\]

\[
\times (1 + y_i)(1 + y_j)e^{-(\kappa_1 + \kappa_2)y},
\]

where \( \kappa_i = \left( 1 - \frac{1+\lambda^2}{x_i^{\lambda - 1}} e^{-x_i} \right)^{\lambda} \) and \( e = \frac{n!}{(i-1)!(j-1)!m(j)} \).

3.6 Stochastic orderings

Stochastic orders have many applications in different fields such as income, actuarial science, wealth inequality, engineering, medical and biological sciences, lifetime, queueing theory and reliability analysis (Shaked and Shanthikumar [17]). Let \( X_1 \) and \( X_2 \) be univariate random variables with distribution functions \( G_1(x) \) and \( G_2(x) \) and reliability functions \( \overline{G}_1(x) \) and \( \overline{G}_2(x) \), respectively, with corresponding probability densities \( g_1(x), g_2(x) \).

- If \( G_1(x) \geq G_2(x), \forall x \), then \( X_1 \leq_{st} X_2 \) (stochastically ordering).
- If \( g_1(x) \geq g_2(x), \forall x \), then \( X_1 \leq_{pr} X_2 \) (likelihood ratio ordering).
- If \( h_1(x) \geq h_2(x), \forall x \), then \( X_1 \leq_{hr} X_2 \) (hazard rate ordering).
- If \( m_1(x) \geq m_2(x), \forall x \), then \( X_1 \leq_{mrl} X_2 \) (mean residual life ordering).
- If \( G_1(x)/G_2(x) \) is decreasing, \( \forall x \), then \( X_1 \leq_{rhr} X_2 \) (reversed hazard rate ordering).

From the last stochastic orders, the following implications are satisfied (Shaked and Shanthikumar [17]):

\[
X_1 \leq_{rhr} X_2 \iff X_1 \leq_{pr} X_2 \iff X_1 \leq_{hr} X_2 \iff X_1 \leq_{mrl} X_2 \iff X_1 \leq_{rhr} X_2.
\]

The next theorem propose the \( \text{EGLD} \) are ordered with respect to the strongest likelihood ratio ordering when suitable assumptions are satisfied.

**Theorem 3.7.** Let \( X \) and \( Y \) be univariate random variables such that \( X \sim \text{EGLD}(\lambda, \gamma, \delta_1) \) and \( Y \sim \text{EGLD}(\lambda, \gamma, \delta_2) \) If \( \delta_1 < \delta_2 \), then

\[
X \leq_{pr} Y, X \leq_{hr} Y, X \leq_{mrl} Y.
\]
4 Maximum likelihood estimates

Let \( x = (x_1, x_2, \ldots, x_n) \) of a random sample of size \( n \) from \( \text{EGLD} \) with three parameters \( (\Lambda = (\lambda, \gamma, \delta)) \). The log-likelihood function (LLF) takes the form

\[
\psi(x_1, \ldots, x_n | \delta) = \sum_{i=1}^{n} \log(x_i + 1) - \sum_{i=1}^{n} \log(-\lambda + \lambda x_i + (\lambda + 1)e^{\lambda x_i} - 1)
-2\sum_{i=1}^{n} \log\left(\delta + (1 - \delta)\left(1 - \frac{(\lambda + \lambda x_i + 1)e^{\lambda x_i}}{\lambda + 1}\right)^{\gamma}\right) + n \log(\delta)
\]

(33)

\[ + n \log(\gamma) + 2n \log(\lambda) + \gamma \sum_{i=1}^{n} \log\left(1 - \frac{(\lambda + \lambda x_i + 1)e^{\lambda x_i}}{\lambda + 1}\right).\]

The MLEs of the unknown parameters \( \lambda, \gamma \) and \( \delta \) can be obtained by solving the

\[
\Psi_{\lambda} = \frac{\partial \psi}{\partial \lambda} = \frac{2n \lambda}{\lambda} - \sum_{i=1}^{n} x_i \left(\frac{\lambda + 1}{(\lambda + 1)(e^{\lambda x_i} - 1) - \lambda x_i}\right)
+ \sum_{i=1}^{n} \frac{(\hat{\psi})_i}{\nu_i} - 2\sum_{i=1}^{n} \frac{(\delta - 1)(\hat{\psi})_i}{(\delta - 1)\nu_i - \delta},
\]

(34)

\[
\Psi_{\gamma} = \frac{\partial \psi}{\partial \gamma} = \frac{n}{\gamma} + \sum_{i=1}^{n} \frac{(\hat{\psi})_i}{\nu_i} - 2\sum_{i=1}^{n} \frac{(1 - \delta)(\hat{\psi})_i}{(1 - \delta)\nu_i + \delta},
\]

(35)

\[
\Psi_{\delta} = \frac{\partial \psi}{\partial \delta} = \frac{n}{\delta} - 2\sum_{i=1}^{n} \frac{1 - \nu_i}{\delta + (1 - \delta)\nu_i}.
\]

(36)

These equations can be solved numerically by using statistical software. The asymptotic confidence intervals (CIs) for the parameters of \( \text{EGLD}(\Lambda) \) distribution are given according to the asymptotic distribution of the maximum likelihood estimates (MLEs) of the parameters. For more details about the maximum likelihood estimates see for example Dong et al. [18], Chen et al. [19] and Chen et al. [20]. The second derivatives of the LLF of \( \text{EGLD} \) with respect to \( \Lambda \) are given in the Appendix part [B], from Eqs (41)–(46). The estimators are approximately bi-variate normal with mean \( \Lambda \) and the observed information matrix is given by

\[
I_{\psi}(\Lambda) = -\frac{\partial^2 \psi}{\partial \Lambda \partial \Lambda} = \begin{bmatrix}
\Psi_{\lambda\lambda} & \Psi_{\lambda\gamma} & \Psi_{\lambda\delta} \\
\Psi_{\gamma\lambda} & \Psi_{\gamma\gamma} & \Psi_{\gamma\delta} \\
\Psi_{\delta\lambda} & \Psi_{\delta\gamma} & \Psi_{\delta\delta}
\end{bmatrix}_{\lambda, \gamma, \delta}
\]

(37)

The 100(1−\( \alpha \))% approximate two-sided confidence intervals (CIs) for the parameters \( \lambda, \gamma \) and \( \delta \) are

\[
\hat{\lambda} \pm Z_{\alpha/2} \sqrt{\text{Var}(\hat{\lambda})}, \quad \hat{\gamma} \pm Z_{\alpha/2} \sqrt{\text{Var}(\hat{\gamma})} \quad \text{and} \quad \hat{\delta} \pm Z_{\alpha/2} \sqrt{\text{Var}(\hat{\delta})}
\]

respectively, where \( Z_{\alpha/2} \) is the upper \( (\alpha/2)th \) percentile of the standard normal distribution and \( \text{Var}(\hat{\lambda}), \text{Var}(\hat{\gamma}) \) and \( \text{Var}(\hat{\delta}) \) are given by the diagonal elements of \( I^{-1}(\Lambda) \) and it’s called the variance of \( \hat{\lambda}, \hat{\gamma} \) and \( \hat{\delta} \).
5 Simulation study

In this section, a simulation study by considering different parameters values and different samples sizes is conducted to decide which estimation method provides the best estimates in terms of minimum mean square error (MSE). The samples sizes are selected to be 30, 50, 70, 100, 150 and the parameters values are selected to be \((\lambda, \gamma, \delta) = (2.90, 3.00, 0.70)\) and \((0.20, 2.70, 0.90)\). The process is replicated 1000 times for each setting and the average estimates, the average Bias and the average MSEs are computed. For more details about the MSEs see for example Zeng et al. [21], Zeng et al. [22], Zeng et al. [23] and Zeng et al. [24]. These values are tabulated in Table 3. The results in these tables show that the four estimation methods provide an asymptotically unbiased estimates where the estimates tend to the true parameters values as the sample size increases. Also it is noted that the MSEs decreases in all the cases for the different estimates as the sample size increases. In addition, the simulation results shows that the LSEs have the smallest MSEs in most of the cases.

6 Application: Waiting time

The next data set studied the service of 100 bank customers and waiting times (in minutes). These data were considered by Ghitany et al. [25] and given by Table 4. To show the applicability of the proposed distribution and the different estimators presented in the previous sections one real data set is analyzed and shows the significance of our
new distribution. We compare the results of the EGLD with GL and L distributions. We first use the maximum likelihood method to estimate the unknown parameters of the competitive distributions. These estimates are displayed in Table 5.

The observed information of the data and the asymptotic covariance matrix of MLEs, respectively, are

\[
I_0(\hat{\lambda}, \hat{\gamma}, \hat{\delta}) = \begin{pmatrix}
7510.98 & -578.926 & -1036.28 \\
-578.926 & 70.0194 & 89.0158 \\
-1036.28 & 89.0158 & 155.088
\end{pmatrix}, \tag{38}
\]

and

\[
I_0^{-1}(\hat{\lambda}, \hat{\gamma}, \hat{\delta}) = \begin{pmatrix}
0.00174401 & -0.00146198 & 0.0124924 \\
-0.00146198 & 0.0540601 & -0.0407976 \\
0.0124924 & -0.0407976 & 0.113337
\end{pmatrix}. \tag{39}
\]

Therefor, 95% two-sided asymptotic confidence intervals for the parameters $\lambda$, $\gamma$, and $\delta$ respectively, are [0.161736,0.183251], [1.40029, 1.52008] and [0.374721, 0.548166]. Some goodness of fit measures are displayed in Table 6. From this table we can note the following:

- According to maximum log-likelihood criterion for goodness of fit and $-\log L$, the order of best fit for the above models is: Best EGLD ⇒ GLD ⇒ LD Worst.
- To compare the different models with the EGLD we obtain the Kolmogorov-Smirnov (K-S) statistic as well as its p-value. These statistics are displayed also in Table 7 for the data set. From these results, we can conclude that the EGLD has the K-S value 0.040985 and the highest p-value 0.956357 among all other competitive models, therefore it can be selected as the best model.
• According to A and W, the order of best fit for the above models is: Best GLD ⇒ LD ⇒ EGLD Worst.

• According to these statistics, the EGLD model fits the current data set better than the other models.

In order to see how well the EGLD fits this data, we introduce the hypotheses test statistic as well as its p-value. The hypotheses are as follows:

\[ H_0 : F = F_{EGLD} \text{ versus } H_1 : F \neq F_{EGLD} . \]

Furthermore, likelihood ratio test (LRT) has been used to determine the appropriateness of the model. The hypotheses are as follows:

According to these statistics, the calculated LRT statistic is greater than the critical point for this test, which is 9.210; also, the p-value is small. Furthermore, we conclude that this data fits the EGLD much better the GL and L distributions. Fig (4) shows plots of the estimated cumulative and estimated densities of the fitted models for the data data described below.

![Plots estimated CDF and PDF of models for the data set.](https://doi.org/10.1371/journal.pone.0244328.g004)
Concluding remarks

Introducing a new model of the EGLD is the main goal of this article. This model has the characteristic of being capable of failure criteria and modeling various shapes of aging. The proposed distribution contains one scale and two shape parameters. The distributions GL, L and among others are sub-models of the EGLD and studied in this article. Some statistical properties of the new distribution are discussed. Estimation methods are used to estimate the unknown parameters of the proposed distribution. The efficiency of the different estimators are compared via simulation study in terms of minimum mean square errors. The simulation study shows that the least square estimates perform better than other proposed methods.

Finally, two real data sets are analyzed showing that the new distribution is very competitive as compared to some well known distribution with three or more than three parameters. A future work is to estimate procedures of stress-strength reliability for Generalized Lindley Distribution. Another future work is to study and compare the Bayesian estimation based on maximum likelihood and based on maximum product of spacing to estimate the stress-strength reliability of Generalized Lindley Distribution.

Appendix

[A] Proofs of lemma and theorem.

Proof of Lemma 3.5

\[
C_{r,s,p}(\lambda, \gamma) = \frac{\gamma}{1 + \lambda} \int_0^\infty \frac{x^p}{(1 + x)^{p+1}} e^{-(1 + \lambda)x} \left[ 1 - \frac{\lambda x}{1 + \lambda} e^{-x \lambda} \right]^{\gamma(k + u) - u} dx
\]

\[= \frac{\gamma}{1 + \lambda} \sum_{i=0}^\infty \left( \frac{\lambda x}{1 + \lambda} \right)^i \int_0^\infty x^p e^{-(1 + \lambda)x} \left( 1 + \frac{\lambda x}{1 + \lambda} \right)^{j+1} dx.
\]

By changing \(\sum_{i=0}^\infty \sum_{j=0}^i\) to \(\sum_{j=0}^\infty \sum_{i=j}^\infty\) in the last equation and hence, the proof is completed.

Proof of Theorem (3.7)

First note that

\[
\frac{f(x)}{g(x)} = \frac{\lambda x}{\lambda x} \left[ \frac{\lambda x}{\lambda x} \right]^2
\]

\[= \frac{\delta_1}{\delta_2} \left[ \frac{\delta_2}{\delta_1} - (\delta_2 - 1) \nu(x) \right]^2.
\]

\[= \frac{\delta_1}{\delta_2} \left[ \frac{\delta_2}{\delta_1} - (\delta_2 - 1) \nu(x) \right]^2.
\]
Since, $\delta_1 < \delta_2$,  
\[
\frac{d}{dx} \left[ \frac{f(x)}{g(x)} \right] = \frac{2\lambda^2 \gamma \delta_1 (\delta_2 - \delta_1) (x + 1) \nu(x) ((\delta_2 - 1) \nu(x) - \delta_2)}{\delta_1 (\lambda + \lambda x - (\lambda + 1) e^{2x} + 1) ((\delta_1 - 1) \nu(x) - \delta_1)^3} < 0.
\]

where

\[
\nu(x) = \left(1 - \frac{(\lambda + \lambda x + 1) e^{-2x}}{\lambda + 1}\right)^{\gamma}.
\]

Hence, $f(x)/g(x)$ is decreasing in $x$. That is $X \leq_Y Y$. The remaining statements follows from the implications Eq (31).

[B] The entries of the FIM for EGL distribution with respect to $\lambda$, $\gamma$ and $\delta$ are given by the following equations:

\[
\Psi_{\lambda\lambda} = \frac{\partial^2 \psi}{\partial \lambda^2} = -\gamma \sum_{i=1}^{n} \lambda x_i (2\lambda + (\lambda^2 + 2\lambda - 1)(\lambda + 1)^2 e^{2x_i} + 1) + \lambda (\lambda + 1)^3 e^{2x_i} \nu_i^2 \\
+ \sum_{i=1}^{n} (e^{x_i} - 1)^2 + x_i (e^{x_i} (x_i (\lambda + 2) + \lambda (\lambda + 1) x_i - 1) - 2) + x_i + 2) \\
\frac{(\lambda + 1)^2 e^{2x_i} \nu_i^2}{(\lambda + 1)^2 e^{2x_i} \nu_i^2} \\
- 2 \sum_{i=1}^{n} \gamma (1 - \delta) x_i \nu_i^2 e^{-2x_i} (\lambda^2 \gamma (\delta - 1) \nu_i x_i (\lambda + (\lambda + 1) x_i + 2)^2 \\
- \lambda^2 (\gamma - 1) x_i ((\delta - 1) \nu_i - \delta) (\lambda + (\lambda + 1) x_i + 2)^2 + ((\delta - 1) \nu_i - \delta) \\
\times ((\lambda + 1) e^{x_i} - 1) - \lambda x_i) x_i (\lambda^3 + 3\lambda^2 + \lambda + (\lambda + 1)^2 \lambda x_i - 1) - 2) \\
- \gamma \sum_{i=1}^{n} 2 (\lambda + 1) (e^{x_i} - 1) - 2n \frac{(\lambda + 1)^4 e^{2x_i} \nu_i^2}{(\lambda + 1)^2 e^{2x_i} \nu_i^2} - \frac{2n}{\lambda^2},
\]

\[
\Psi_{\gamma\gamma} = \frac{\partial^2 \psi}{\partial \gamma^2} = 2 \sum_{i=1}^{n} \frac{(\delta - 1) \delta (\nu_i)^2}{\nu_i (\delta - (\delta - 1) \nu_i)} + \frac{n}{\gamma^2},
\]

\[
\Psi_{\delta\delta} = \frac{\partial^2 \psi}{\partial \delta^2} = 2 \sum_{i=1}^{n} \frac{(1 - \nu_i)^2}{\nu_i (\delta + (1 - \nu_i))^2} + \frac{n}{\delta^2},
\]

\[
\Psi_{x\gamma} = \frac{\partial^2 \psi}{\partial x \partial \gamma} = \frac{1}{\gamma} \sum_{i=1}^{n} (\nu_i)^2 \frac{(\nu_i)^2}{\nu_i} + \frac{2}{\gamma} \sum_{i=1}^{n} (\nu_i)^2 \frac{(\nu_i)^2}{(\delta - (\delta - 1) \nu_i) + \gamma \delta (\nu_i)}{(\delta - (\delta - 1) \nu_i)^2},
\]

\[
\Psi_{x\delta} = \frac{\partial^2 \psi}{\partial x \partial \delta} = 2 \sum_{i=1}^{n} \frac{(\nu_i)^2}{(\delta - (\delta - 1) \nu_i)^2},
\]

\[
\Psi_{\gamma\delta} = \frac{\partial^2 \psi}{\partial \gamma \partial \delta} = 2 \sum_{i=1}^{n} \frac{(\nu_i)^2}{(\delta - (\delta - 1) \nu_i)^2},
\]

\[
\Psi_{\delta\gamma} = \frac{\partial^2 \psi}{\partial \delta \partial \gamma} = 2 \sum_{i=1}^{n} \frac{(\nu_i)^2}{(\delta - (\delta - 1) \nu_i)^2},
\]
where
\[
\nu_i = \nu_i(\lambda, \gamma, \delta) = \left( 1 - \frac{e^{-\lambda x_i}}{\lambda + 1} \right)^{\lambda + 1},
\]
\[
(\bar{v}_i)_k = -\frac{\lambda \gamma x_i (\lambda + \lambda x_i + x_i + 2) \left( 1 - \frac{e^{(\lambda - 1)/(\lambda + 1)}}{\lambda + 1} \right)^{\lambda + 1}}{(\lambda + 1)(\lambda + \lambda x_i - (\lambda + 1)e^{x_i} + 1)}
\]
\[
(\bar{v}_i)_y = \left( 1 - \frac{e^{(\lambda - 1)/(\lambda + 1)}}{\lambda + 1} \right)^{\lambda + 1} \log \left( 1 - \frac{e^{(\lambda - 1)/(\lambda + 1)}}{\lambda + 1} \right)
\]
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