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In inhomogeneous dielectric media the divergence of the electromagnetic stress is related to the gradients of \( \varepsilon \) and \( \mu \), which is a consequence of Maxwell’s equations. Investigating spherically symmetric media we show that this seemingly universal relationship is violated for electromagnetic vacuum forces such as the generalized van der Waals and Casimir forces. The stress needs to acquire an additional anomalous pressure. The anomaly is a result of renormalization, the need to subtract infinities in the stress for getting a finite, physical force. The anomalous pressure appears in the stress in media like dark energy appears in the energy-momentum tensor in general relativity. We propose and analyse an experiment to probe the van der Waals anomaly with ultracold atoms. The experiment may not only test an unusual phenomenon of quantum forces, but also an analogue of dark energy, shedding light where nothing is known empirically.

I. INTRODUCTION

Van der Waals forces\(^{1,2}\) dominate the microcosm of the nanoworld: they cause electrically neutral atoms and molecules to interact with each other on submicron scales. The force is generated by vacuum fluctuations that electrically polarize these particles. Other vacuum forces\(^{3,4}\) such as the Casimir force\(^{5}\) we can understand\(^{6}\) as the net effect of van der Waals interactions between the constituents of dielectric media (taking retardation into account\(^{7}\)). There they cause stresses in the material described by the electric and the magnetic components \( \sigma_E \) and \( \sigma_M \) of Abraham’s stress tensor\(^{8,9}\). Differences in these stresses create forces.

Van der Waals and Casimir forces in dielectric media need to be renormalized, for otherwise their energy and stress were infinite. The renormalization is local: it depends on the electric permittivity \( \varepsilon \) and the magnetic permeability \( \mu \) as functions of space \( r \). We know this from piece–wise homogeneous materials\(^{10}\), where the renormalizer depends on the \( \varepsilon \) and \( \mu \) of each piece. For sandwiches of several materials, the renormalization procedure does not only give finite results, but its quantitative predictions\(^{11,12}\) have agreed with high–precision measurements\(^{10,12}\). There is thus empirical evidence for the locality of renormalization.

The question is: how local is renormalization? This question arises in inhomogeneous media\(^{13}\) where \( \varepsilon(r) \) and \( \mu(r) \) vary gradually. Suppose we would approximate a given inhomogeneous medium with a sequence of homogeneous pieces, making each piece finer and finer. The renormalized stress on each piece is always finite, but the limit is not: the sequence of stresses diverges. From this follows that, if macroscopic electromagnetism can account for vacuum forces in media at all, the renormalizer must also depend on derivatives of \( \varepsilon(r) \) and \( \mu(r) \). It should be still sufficiently local, it cannot depend on all derivatives of \( \varepsilon \) and \( \mu \), for otherwise the difference between the bare stress and the renormalizer would vanish, the stress would get lost in renormalization. So how local is renormalization?

We know from planar inhomogeneous media\(^{13,14}\) (where \( \varepsilon \) and \( \mu \) vary in one direction) that the renormalizing Green function must depend on the derivatives of \( \varepsilon \) and \( \mu \) up to second order, it is not enough to take the gradients of \( \varepsilon \) and \( \mu \) into account. Furthermore, second–order locality is not only necessary, but sufficient for getting finite stresses, provided \( \varepsilon \) and \( \mu \) depend on frequency and tend to unity sufficiently fast for large frequencies\(^{15}\) as is the case for real materials.\(^{16,17}\)

Experimental tests of this second–order renormalization procedure have been proposed\(^{18}\), but not carried out yet.

In this paper, we take the next step and study spherically symmetric media. Like in the planar case\(^{13,14}\), the symmetry preserves the polarizations of the electromagnetic field that would normally get mixed in inhomogeneous media, which considerably simplifies the problem. Spherically piece–wise homogeneous media introduce problems of their own\(^{19–25}\), but here we avoid them by taking \( \varepsilon(r) \) and \( \mu(r) \) as gradually varying with radius \( r \).

In our paper we use Lifshitz theory\(^{1,26–28}\) to calculate vacuum forces. This is the theory that agrees best with experiments on the Casimir force\(^{29–31}\). Lifshitz theory uses the fluctuation–dissipation theorem\(^{32}\) to relate the quantum stress of the vacuum to classical electromagnetic Green functions. The renormalization is carried out by subtracting from the total Green function the outgoing part such that only the scattered part remains. The physical picture behind this renormalization procedure is the idea that van der Waals or Casimir forces\(^{1,26–28}\) are caused by the scattering of virtual electromagnetic waves at the boundaries or inhomogeneities of media. The outgoing Green function depends on the local dielectric environment, on \( \varepsilon(r) \) and \( \mu(r) \), and so renormalization is local.

Like in the planar case\(^{13,14}\), we postulate second–order locality for the renormalizing Green function. However, we find that we need to subtract not only the zeroth–order Green function \( D_0 \), but also the first-order \( D_1 \) to get a finite vacuum stress. The Green function \( D_0 \) describes a purely outgoing wave, whereas \( D_1 \) captures the first scattering at inhomogeneities around the point of emission. As renormalization is local, the choice of the renormalizing Green function must not depend on the global symmetry of the material — whether it is planar or spherically symmetric must not matter there. We thus conclude that one should always subtract both the outgoing wave and first–order scattering in renormalization.
It is not entirely clear what the meaning of this modified renormalization is. Subtracting the outgoing wave has a definite physical meaning: what is left are the scattered virtual electromagnetic waves, and those are the ones causing vacuum forces. But what is the meaning of the first-order scattering we need to subtract as well? Maybe the best description for renormalization is this: in the context of van der Waals and Casimir forces, renormalization is the removal of the near field. Each infinitesimal cell of the medium acts like an emitter and a receiver of virtual electromagnetic waves, but the receiver should not interact with the near field of the emitter.

In our procedure we identify and subtract this field.

In adopting this renormalization procedure, we deduce a remarkable feature of generalized van der Waals forces in inhomogeneous media: we find that the electric and magnetic stresses $\sigma_E$ and $\sigma_M$ should be replaced as

$$\sigma_F \rightarrow \sigma_F + \frac{p}{2},$$

with $p$ given by Eqs. (30) and (35) for spherically symmetric media. This phenomenon we call van der Waals anomaly, because it corresponds to the trace anomaly of conformally invariant fields in curved space–time\textsuperscript{29} where the energy–momentum tensor $T^\alpha_\beta$ gets replaced by

$$T^\alpha_\beta \rightarrow T^\alpha_\beta + \varepsilon \Lambda \delta^\alpha_\beta.$$  \hspace{1cm} (2)

The energy–momentum contribution $\varepsilon \Lambda \delta^\alpha_\beta$ has exactly the form of the cosmological constant\textsuperscript{25,26}, written on the right-hand side of Einstein’s field equations\textsuperscript{27,28}, but it is not necessarily constant. Such a contribution to $T^\alpha_\beta$ is called dark energy\textsuperscript{29}.

Following other analogues of cosmology in condensed–matter physics\textsuperscript{29,30}, the van der Waals anomaly thus establishes an analogue of dark energy.

A problem of our modified renormalization procedure is the fact that first scattering, described by $D_1$ in Eq. (29), is only defined in the asymptotic expansion of the Green function for large frequencies. This expansion captures the infinities of the stress, because those appear in the high–frequency limit, but it does not necessarily describe correctly the finite part of the stress. However, the central quantity of this paper, the anomalous pressure $p$, we calculate to leading order in frequency. Corrections to $p$ will be practically negligible.

What exactly is the quantity we calculate? As renormalization is local, it may affect identities for the electromagnetic field one would normally take for granted, as they follow from Maxwell’s equations, such as

$$\nabla \cdot (\sigma_E + \sigma_M) = \frac{\nabla \varepsilon}{\varepsilon} \text{tr} \sigma_E + \frac{\nabla \mu}{\mu} \text{tr} \sigma_M$$  \hspace{1cm} (3)

for the electric and magnetic components of Abrahams’ stress tensor with

$$\sigma_E = E \otimes D - \frac{E \cdot D}{2} \mathbb{1}, \quad \sigma_M = B \otimes H - \frac{B \cdot H}{2} \mathbb{1}$$  \hspace{1cm} (4)

where in isotropic dielectric media and in SI units:

$$D = \varepsilon_0 \varepsilon E, \quad B = \mu_0 \mu H, \quad \varepsilon_0 \mu_0 = c^{-2}.$$  \hspace{1cm} (5)

The Abraham identity of Eq. (3) relates the divergence of the stress to gradients in $\varepsilon$ and $\mu$. In our paper we show that the electromagnetic stresses need to be replaced according to Eq. (1) for the identity to hold. This is the phenomenon we call van der Waals anomaly. The additional pressure $p$ in the stress we call the anomalous pressure.

The anomaly is a direct consequence of the locality of our near–field renormalization that takes first scattering into account. In particular, it is the result of the violation of reciprocity by renormalization\textsuperscript{29}, as follows. Since the renormalizing Green function depends on the local dielectric environment, the emitted and the received Green functions will be different, violating reciprocity. The exchange of virtual electromagnetic waves creates the van der Waals and Casimir forces\textsuperscript{25,26}, and so the recoil imbalance causes a momentum imbalance: the pressure $p$. This anomalous pressure depends only on local dielectric properties, and we have found explicit expressions, Eqs. (30) and (35), for the planar and the spherical case.

Our analysis indicates that the dilute limit of vacuum forces (the limit of vanishing density) is dominated by local dielectric quantities. This is because the van der Waals anomaly dominates the dilute limit. We see this as follows: Eq. (3) with replacement (1) implies that $\nabla \cdot (\sigma_E + \sigma_M) + \nabla p$ vanishes quadratically in density, because $\nabla \varepsilon$ and $\nabla \mu$ go at least linearly with density and the renormalized stresses are at least linear in density. Now, $p$ depends on the local values of $\varepsilon$ and $\mu$ and their derivatives up to second order, which implies that $p$ is linear in density. We thus conclude that $\nabla \cdot (\sigma_E + \sigma_M) \sim -\nabla p$ in the dilute limit and that the vacuum forces are local. From this also follows that $\nabla \cdot (\sigma_E + \sigma_M)$ is linear in density in the dilute limit\textsuperscript{24}, in contrast to what has been widely believed\textsuperscript{25,26} without questioning.

The dilute limit opens up the possibility of experimental tests of the van der Waals anomaly with ultracold atoms\textsuperscript{42}. In our paper we outline the basic ideas for such tests and estimate the required measurement precision. Note that such experiments would not only probe the anomaly, but also additional assumptions we need to make: we assume that the anomaly gives the electric and the magnetic stress directly and equally, and we assume that the dielectric force is the Helmholtz force\textsuperscript{43} even for vacuum fluctuations. Our estimation indicates that these measurements are within the range of current experiments.

Such experiments may test more than just a curious phenomenon in Casimir physics, as the van der Waals anomaly is an analogue of dark energy in condensed–matter physics. While dark energy amounts to the most abundant form of mass (70%) in the universe\textsuperscript{44}, its theoretical understanding has been riddled with problems\textsuperscript{45}. Testing an analogue of dark energy in the laboratory may give some much–needed empirical guidance to elucidate the matter.

How exactly is the van der Waals anomaly in dielectric media related to the trace anomaly\textsuperscript{29} in space–time? Dielectric media appear to electromagnetic fields like curved space\textsuperscript{45,48}. In the case of impedance–matched media,

$$\varepsilon = \mu = n,$$ \hspace{1cm} (6)
the effective geometry is exact, with line element
\[ ds^2 = n^2 dr^2 \] (7)
and, consequently, spatial metric tensor \( g_{ij} = n^2 \eta_{ij} \), its inverse \( g^{ij} = n^{-2} \eta^{ij} \) and determinant \( g = n^6 \). For impedance matching, the electric and magnetic vacuum stresses are the same, \( \sigma_E = \sigma_M \), and the total stress is a tensor density \( \sigma = \sigma_E + \sigma_M = \sqrt{g} \tau \) with \( \tau \) being a symmetric tensor \( \tau^i_j \). We obtain for the covariant divergence of a symmetric tensor:
\[ \tau^i_j = \frac{1}{\sqrt{g}} \partial_i \sqrt{g} \tau^i_j - \frac{1}{2} (\partial_j g_{ik}) \tau^{ik} \] (8)
\[ \frac{1}{n^3} \left( \nabla \cdot \sigma - \nabla n \cdot \sigma \right), \] (9)
which gives Eq. (3) in the impedance–matched case of Eq. (6) if we require \( \tau^i_j = 0 \). Therefore, in impedance–matched media where the medium corresponds to an exact geometry, the Abraham identity is equivalent to the covariant conservation of momentum. In curved space–time, the trace anomaly (2) plays the same role: it serves to restore the covariant conservation of energy–momentum (2). The van der Waals anomaly in dielectric media is thus an analogue of the trace anomaly in space–time, and the trace anomaly appears as dark energy in Einstein’s field equations.

The van der Waals anomaly might be more than just an analogue, it might actually be the archetype of a mechanism that explains dark energy without the need of new physics, as an effect of quantum electromagnetism. This explanation appears to be in agreement with astronomical data resolving the tension between the measured Hubble constant and its prediction from the Cosmic Microwave Background. It is therefore possible that the same force that rules the microcosm of the nanoworld does also rule the macrocosmos of the expanding universe. Time and tests will tell.

II. SPHERICAL SYMMETRY

Our theory is based on the Lifshitz theory26–28 of vacuum forces in dielectric media where renormalization is performed by subtracting the outgoing wave from the bare Green function. The electromagnetic Green function \( G \) describes the vector potential at position \( r \) created by a point dipole at \( r_0 \) oscillating with frequency \( \omega \). It is a bi–tensor with one index referring to the direction of the vector potential and the other to the dipole direction. The vacuum stress is calculated from \( G \) in the limit \( r_0 \sim r \) by integration along positive imaginary frequencies and differentiations with respect to \( r \) and \( r_0 \). If there is a symmetry that preserves the two polarizations of light, the Green bi–tensor gets reduced to two scalar Green functions. In the planar case, these are the Green functions \( g_E \) and \( g_M \) of the electric and the magnetic polarizations. There either the electric or the magnetic field remains orthogonal to the propagation direction and the direction in which the medium varies. In a general inhomogeneous medium, the polarizations mix; it takes a high degree of symmetry to preserve them.

A. Setting the scene

Consider a rotationally symmetric medium. We employ spherical coordinates \( \{ r, \theta, \phi \} \) and require
\[ \epsilon = \epsilon(r), \quad \mu = \mu(r). \] (10)
Without writing this explicitly, we also assume that \( \epsilon \) and \( \mu \) depend on frequency (which will become important for renormalization25). In spherically–symmetric media, the stress depends only on \( r \) and has no shear,
\[ \sigma = \text{diag}(\sigma_r^r, \sigma_\theta^\theta, \sigma_\phi^\phi) \] (11)
with
\[ \sigma_\theta^\theta = \sigma_\phi^\phi. \] (12)
The simplest of such media is a homogeneous dielectric sphere embedded in a uniform background25 (with \( \epsilon = \epsilon_1, \mu = \mu_1 \) inside and \( \epsilon = \epsilon_2, \mu = \mu_2 \) outside the radius of the sphere). Despite extensive effort27,53–56 there is still no general solution for the Casimir force in this case. One of the major difficulties of this seemingly simple problem is posed by the sharp interface between the sphere and the background. The issue is that even renormalized vacuum fields tend to infinity at interfaces24. For piece–wise homogeneous planar media these infinities do not matter, but for spherically symmetric media they do. To see this, consider the divergence of the stress (that gives the force density in mechanical equilibrium28). We get in spherical coordinates
\[ (\nabla \cdot \sigma)_r = \partial_r \sigma_r^r + 2 \frac{r}{r} \sigma_r^r - 2 \frac{r}{r} \sigma_\theta^\theta. \] (13)
At a spherical interface, \((\nabla \cdot \sigma)_r\), must be a delta function, and so the radial stress \( \sigma_r^r \) must be discontinuous. But both \( \sigma_r^r \) and \( \sigma_\theta^\theta \) vary and tend to infinity at the interface28. These diverging contribution cancel each other in the force density24, but their cancellation is subtle and not fully understood when \( \epsilon \) and \( \mu \) depend on frequency. For planar media, on the other hand, the stress \( \sigma_x^x \) orthogonal to the interface is finite and piece–wise constant, and the diverging stresses in the other directions, \( \sigma_x^y = \sigma_y^x \), do not contribute to the force, as \((\nabla \cdot \sigma)_z = \partial_z \sigma_z^z\). There this problem does not occur. Here we avoid it by assuming \( \epsilon(r) \) and \( \mu(r) \) to be continuous.

B. Spectral stresses

Lifshitz theory relates the stress to the electromagnetic Green function in the form of an integral along positive imaginary frequencies,28:
\[ \sigma = \frac{-\hbar c}{2\pi} \int_0^\infty W dk \bigg|_{r_0 \to r} \] (14)
written here in terms of the imaginary wavenumber \( k \) for the frequency \( \omega = i\kappa \). The spectral stresses \( W \) depend on the Green function, and on the source and observation points \( r_0 \).
and \( r \). The limit \( r_0 \to r \) is taken in the integral of Eq. (14) but not before. Spherical symmetry implies that the \( W \) are functions of \( r \) and \( r_0 \), and of the angle \( \gamma \) between the origin, \( r \) and \( r_0 \). The limit \( r_0 \to r \) corresponds then to \( r_0 \to r \) and \( \gamma \to 0 \).

We use the symbol \( W_{\mu}^{IE} \) to denote the contribution of the \( P \)-polarization to the \( P \)-component of the stress in \( j \)-direction, and obtain (Appendix A):

\[
\begin{align*}
W_{\mu}^{IE} & = \varepsilon \kappa^2 g_E, \\
W_{\mu}^{IM} & = -\frac{\partial_r r \partial_\mu r_0 g_E}{\mu r_0} - W_{\theta M}^{\theta}, \\
W_{\theta M}^{\theta} & = \frac{\partial_\theta \sin \gamma \partial_\mu g_E}{\mu^2 \sin \gamma},
\end{align*}
\]

for the electric polarization, and the equivalent expressions for the magnetic polarization with \( \varepsilon \leftrightarrow \mu \) and \( E \leftrightarrow M \). All other spectral stresses vanish. In the limit of large radii the expressions reproduce the planar case but not before. Spherical symmetry implies that the in the wave equation (18) is the Laplacian of \( -\kappa^2 g_E + \mu^{-1} \nabla \cdot \nabla_0 g_E \) for the electric polarization and \( W_{\mu}^{IM} = \mu \kappa^2 g_M - \varepsilon^{-1} \nabla \cdot \nabla_0 g_M \) for the magnetic polarization.

**C. Scalar Green functions**

The two polarizations are described by the two scalar Green functions \( g_P \). Like in the planar case, we write them as

\[
\phi = \nu_0 D \tag{16}
\]

(dropping the polarization–index) with \( \nu_0 = \nu(r_0) \) and \( \nu_E = \mu, \quad \nu_M = \varepsilon \). We show in Appendix A that \( D \) obeys the wave equation

\[
\nabla \cdot \nu \nabla D - \frac{R^r_e}{n^2} D - \kappa^2 D = \frac{\delta(r - r_0)}{n^2} \tag{18}
\]

in terms of the refractive index \( n \) with

\[
n^2 = \varepsilon \mu \tag{19}
\]

and the abbreviation

\[
R^r_e = \frac{2}{n^2 \nu} \left( \frac{\nu''}{\nu} - \nu'' - \nu' \right) \tag{20}
\]

where the primes denote differentiations with respect to \( r \). In the impedance–matched case \( n = 1 \) when the medium establishes an exact geometry with line element \( \gamma \) the term \( n^{-2} \nabla \cdot n \nabla \) in the wave equation (18) is the Laplacian of a scalar and \( R^r_e \) becomes the radial component of the Ricci tensor. In the planar case, one obtains the same wave equation with \( R^r_e \) replaced by \( R^r_e \). The wave equations for \( D \) thus assume an entirely geometrical form. Finally, for spherical symmetry we have:

\[
\nabla \cdot \nu \nabla \nu = \frac{\partial_r r^2 \nu \partial_r r_0}{r^2 \nu} + \frac{\partial_\gamma \sin \gamma \partial_\gamma}{r^2 \sin \gamma}. \tag{21}
\]

Expressions (16)-(21) determine the scalar Green functions and hence the spectral stresses.

**D. Abraham identity**

The Abraham identity, Eq. (3), follows from Maxwell’s equations in general. Let us see how it follows from the wave equation (13) in our case. We obtain from the expression for \( W_{\mu}^{IE} \) in Eq. (15) by straightforward differentiation

\[
\left( \partial_r + \partial_r \nu + \frac{2}{r} - \frac{\varepsilon'}{\varepsilon} \right) W_{\mu}^{IE} = D_0 D_E \tag{22}
\]

in the limit \( r_0 \sim r \) where \( D_0 \) denotes the differential operator

\[
D_0 = \frac{\kappa^2}{r_0^2} \partial_r r_0 \nu_0 n^2 + \frac{\kappa^2}{r^2} \partial_r r \nu n_0^2. \tag{23}
\]

We also obtain for \( W_{\mu}^{IE} \) and \( W_{\theta M}^{\theta} \) in the limit \( r_0 \sim r \):

\[
\left( \partial_r + \partial_r \nu + \frac{2}{r} - \frac{\mu'}{\mu} \right) W_{\mu}^{IE} - \left( 2 + \frac{2 \mu'}{\mu} \right) W_{\theta M}^{\theta} = D_1 D_E \tag{24}
\]

with the differential operator

\[
D_1 = \frac{1}{r_0^2} \partial_r r_0 \nu_0 n^2 \left( -\nabla \cdot \frac{\mu \nu \nabla}{n^2} + \frac{R^r_e}{2} \right) + \frac{1}{r^2} \partial_r r \nu n_0^2 \left( -\nabla_0 \cdot \mu_0 \frac{\nabla_0}{n_0^2} \mu_0 + \frac{R^r_{0e}}{2} \right) \tag{25}
\]

using Eq. (21) for the Laplacians. For the magnetic polarization we obtain the corresponding expressions by interchanging \( E \leftrightarrow M \) and \( \varepsilon \leftrightarrow \mu \).

Inspecting the differential operators, we see that the sum \( D_0 + D_1 \) applied to \( D_E \) contains the left–hand side of the wave equation (13) for \( r \) and also for \( r_0 \). For \( r \neq r_0 \) the right–hand side of Eq. (13) vanishes. So the sum of the left–hand sides of Eqs. (22) and (24) vanishes, too, provided \( g_E \) satisfies the same wave equation in \( r_0 \) as it does in \( r \). This is the case if the Green functions are reciprocal,

\[
D(r, r_0) = D(r_0, r). \tag{26}
\]

The stresses are calculated after the limit \( r_0 \to r \) is taken in Eq. (14), which implies that \( \partial_r \sigma \) corresponds to the sum of \( \partial_r W \) and \( \partial_\gamma W \) in the spectral stresses. These and the \( 2/r \) terms in Eqs. (22) and (24) form the divergence of the stress according to Eq. (13), and \( \sigma^r \nu + \sigma^\theta = \sigma^r + \sigma^\theta + \sigma^\phi \) gives \( \nu \sigma \). We thus obtain the Abraham identity (3), provided the Green functions are reciprocal. Yet renormalization breaks reciprocity, as we show next.

**III. RENORMALIZATION**

The field of Casimir physics began with Casimir’s three–page paper in 1948. There he did two things: calculate the force between two perfect mirrors and handwave the justification for renormalization. The latter has haunted the field ever since. Renormalization is necessary, because the bare stress calculated, for example, using the procedure of Sec. II is infinite. One may view the infinity of the bare vacuum energy and
stress as an inevitable feature of quantum field theory or as an artefact of the theory. In either case, the infinity needs to be subtracted to get meaningful results. This process of subtraction is called renormalization. In Lifshitz renormalization, the subtraction is performed on the Green functions. There the diverging part stems from high frequencies and is therefore well-captured in geometrical optics.

A. Geometrical optics

Let us briefly summarize geometrical optics in spherically-symmetric media (further details in Appendix B). In the asymptotic limit of large $\kappa$ the Green function $D$ approaches

$$D \sim D_0 + D_1$$

with

$$D_0 = A_0 e^{-\kappa s}$$

and (for $r \sim r_0$)

$$D_1 = \beta_1 d_1, \quad d_1 = \frac{A_0 s}{\kappa} e^{-\kappa s}$$

where $s$ denotes the optical path length with increment $ds$ given by Eq. (7) and $A_0$ the amplitude. The contribution $D_0$ describes a purely outgoing wave, while $D_1$ captures the first reflection in inhomogeneities near the point of emission.

Renormalization depends on the local values of $\varepsilon$ and $\mu$. Consider the vicinity of $D_0$ up to quadratic order. One verifies that $D_0 + D_1$ satisfies the wave equation (18) up to $O(\kappa^{-1})$. One also finds that both $s$ and $A_0$ are reciprocal up to quadratic order (Appendix B). From this follows, according to Eqs. (28) and (29), that $D_0$ and $d_1$ are reciprocal. However, the prefactor $\beta_1$ of $d_1$ turns out to be nonreciprocal: it is given by (Appendix B):

$$\beta_1 = \frac{1}{24n^2} \left( \frac{n'^2 - 2n\nabla^2 n}{n^2} + \frac{6\nu_n'' - 9\nu_2^2}{\nu^2} \right)$$

evaluated at $r = r_0$. Equation (30) closely resembles the result for planar media where $\nabla^2 n = n''$ and the primes denote $\partial_r$ whereas here $\nabla^2 n = n'' + (2/r)n'$ and the primes stand for $\partial_r$. Unlike the planar case, the spherical $D_1$ does not contribute to the stress, and this contribution diverges (Appendix C). For getting a finite result one therefore needs to subtract from the bare Green function $D$ both $D_0$ and $D_1$. Appendix D proves the convergence of the stress calculated according to this procedure. As renormalization is local, it must not depend on the global symmetry of the medium — whether it is planar or spherically symmetric should not play any role. We thus conclude that we should renormalize with $D_0 + D_1$ in general, even in the planar case.

B. Reciprocity violation

The reciprocity-violating first-scattering amplitude $\beta_1$ is going to be responsible for the violation of the Abraham identity (3). Consider the spectral stresses $W$ in Eq. (14). Here the violation of the Abraham identity is described by the sum of the left-hand sides of Eqs. (24) and (25) with definitions (24) and (25). We call this sum $Q$. The wave equation (18) would remove all of the terms in $Q$ if not only $D_0$ were reciprocal, but also $D_1 = \beta_1 d_1$. However, in $\nabla \cdot \nu' \beta_1 (r_0) d_1$ the amplitude $\beta_1$ appears as a constant, whereas in $\nabla_0 \cdot \nu_0' \nabla_0 \beta_1 (r_0) d_1$ we get the extra terms $d_1 \nabla_0 \cdot \nu_0' \nabla_0 \beta_1 + 2\nu_0 (\nabla_0 \beta_1) \cdot (\nabla_0 d_1)$. We thus obtain:

$$Q = -\frac{1}{r} \partial_r \nu' \left( \frac{\partial_r r_0^2 \nu_0' \partial_r \nu_0 \beta_1}{r_0^2 \nu_0} + 2(\partial_r \nu_0 \beta_1) \partial_r \nu_0 \right) d_1$$

evaluated for $r_0 \to r$. Note that Eq. (31) is only valid up to $O(\kappa^{-1})$ since $D_0 + D_1$ solves the wave equation only up to this order. For large $\kappa$ the dominant term in $Q$ is given by the highest power in $\kappa$. According to Eq. (29) this term is produced by $\partial_r \partial_r \nu_0 e^{-\kappa s}$, which is quadratic in $\kappa$ for $r_0 \to r$. In this limit the optical length $s$ approaches $\rho_0$ where $\rho$ denotes the distance $\rho = |r - r_0|$. Consequently, we obtain:

$$\partial_r \partial_r \nu_0 e^{-\kappa s} \sim \kappa^2 n^2 e^{-\kappa p \rho_0}$$

(32)

Furthermore, the amplitude $A_0$ approaches $-4\pi \nu \rho^{-1}$, because near the point of emission the wave equation (18) reduces to the Laplace equation $\nabla^2 D = \delta(r - r_0)/\nu$ with this solution. Taking all this into account, we get

$$Q \sim \kappa^3 \frac{n^3}{2\pi} \beta_1' e^{-\kappa p \rho_0}$$

where we kept a finite distance $\rho_0$ between emitter and receiver that should be of atomic size.

C. Anomalous pressure

Equation (33) describes the violation of the Abraham identity for the spectral stress of the renormalizer. We give a minus sign to account for the subtraction in renormalization, $W = -Q$ in Eq. (14), and obtain the result

$$(\nabla \cdot \sigma)_r = \frac{\varepsilon'}{\varepsilon} \varepsilon \sigma_\varepsilon + \frac{\mu'}{\mu} \mu \sigma_\mu - n^3 \partial_r \frac{p}{n^3}$$

(34)

for the total stress $\sigma = \sigma_\varepsilon + \sigma_\mu$ with the pressure

$$p = \frac{\hbar c}{(2\pi)^2} \int_0^\infty n^3 (\beta_1 \varepsilon E + \beta_2 \varepsilon M) e^{-\kappa p \rho_0} \kappa d\kappa.$$ 

(35)

In Eq. (34) we pulled $\varepsilon'/\varepsilon$ and $\mu'/\mu$ out of the spectral integral (14) for simplicity. In reality, $\varepsilon'/\varepsilon$ and $\mu'/\mu$ depend on $\kappa$ and therefore should be left inside the integral or regarded as operators outside. Equation (35) shows that the anomalous pressure depends on the sum of the scattering amplitudes of the two polarizations. Finally, as $n^3 (p/n^3)' = p' - (3/2)(\varepsilon'/\varepsilon + \mu'/\mu)$, we can apply Eqs. (34) and (35) in a remarkably simple form: as the van der Waals anomaly (1) in the Abraham identity (3).
D. Cosmological considerations

Without dispersion (frequency dependence of \( \varepsilon \) and \( \mu \)) the anomalous pressure of Eq. (35) would diverge like \((n\rho_0)^{-2}\). This does not occur in ordinary dielectric media where \( \varepsilon \) and \( \mu \) fall off like \( \kappa^{-2} \) beyond the last resonance of the material. Therefore the pressure integral (35) does only logarithmically depend on the atomic size \( \rho_0 \) (and the precise value of the cutoff \( \rho_0 \) does not matter in comparison with the other contributions to \( \rho \)). But now think of the curved space of general relativity as a medium according to Eq. (6). We obtain as our anomalous pressure is given by the scattering amplitude of curvature and \( k \in \{−1, 0, 1\} \) its sign. Space acts as an impedance–matched medium according to Eq. (6). We obtain as

\[
f_p = \sqrt{\frac{hG}{c^3}}
\]

with \( G \) being Newton’s gravitational constant. Our analogy would thus suggest that \( n\rho_0 \) for the medium of space lies in the order of the Planck length \( \ell_p \) of Eq. (36). In this case, the pressure (35) may have a cosmologically relevant gravitational effect \( G\rho_p \) as both \( G \) and \( h \) drop out. It depends on the details whether it does.

According to the cosmological principle, space is homogeneous and isotropic, as empirically verified in astronomical surveys. For homogeneous and isotropic space, the refractive index is given by

\[
n = \frac{2n_1}{1 + k(r/a)^2}
\]

with constant \( n_1 \) and scale factor \( a \) where \( a \) gives the radius of curvature and \( k \in \{−1, 0, 1\} \) its sign. Space acts as an impedance–matched medium according to Eq. (6). We obtain from Eqs. (30) and (37):

\[
\beta_1 = \beta_1 = \frac{1}{6n^3} \left( \frac{n''}{r} - \frac{2n'^2}{n} \right) = 0.
\]

There is no scattering in maximally symmetric space, and as our anomalous pressure is given by the scattering amplitude, there is no anomaly, provided \( a \) is indeed constant.

However, the universe is expanding, the scale factor \( a \) is growing with time. The time–dependence of \( a \) generates a dynamical Casimir effect \(^{47} \) with a trace anomaly \(^{36} \) that also goes as \((n\rho_0)^{-2}\). If we take for \( n\rho_0 \) the Planck length \( \ell_p \) we obtain the correct order of magnitude of the cosmological constant. \(^{47} \) Moreover, a recent comparison \(^{48} \) with astronomical data has found that the anomaly \(^{36} \) appears to agree not only on the order of magnitude, but with the details of the cosmic expansion, as measured by supernova explosions, Baryon Acoustic Oscillations and the Cosmic Microwave Background. The theory may resolve the Hubble tension \(^{41} \) without invoking new, untested physics \(^{47} \) (but rather by revisiting aspects of quantum electromagnetism that have been neglected for decades).

The van der Waals anomaly, although not acting in the homogeneous and isotropic space of cosmology, is the archetype of this theory.

IV. POSSIBLE EXPERIMENT

Trace anomalies have been theoretically predicted a considerable time ago, but they have never been experimentally tested. Here we describe the idea for an experimental test with Bose–Einstein condensates of alkali atoms. At first glance, alkali condensates might not appear as the most likely candidates for demonstrating delicate dielectric effects, as they are dilute gases with low density and hence low dielectric response, but the possibility to optically excite and probe elementary excitations with well–defined spatial structures may very well outweigh this disadvantage.

A. Dilute gases

Let us first discuss some consequences of the diluteness of Bose Einstein condensates within the context of the van der Waals anomaly that apply to other dilute gases as well. The renormalized vacuum stresses \( \sigma_E \) and \( \sigma_M \) are caused by the scattering of virtual electromagnetic waves on inhomogeneities. As these are proportional to the number density \( \rho \), they too must be at least linear in \( \rho \), but so are also \( \varepsilon' \) and \( \mu' \) in Eq. (34). From this and the van der Waals anomaly (1) follows in the limit of vanishing density:

\[
\nabla \cdot (\sigma_E + \sigma_M) \sim -\nabla p.
\]

Assuming that the stress is isotropic in this limit, we integrate:

\[
\sigma_E + \sigma_M \sim -p \frac{\rho}{2}.
\]

As \( p \) enters both \( \sigma_E \) and \( \sigma_M \) equally in the van der Waals anomaly (1) we further assume that the stresses are equal in the dilute limit, and get

\[
\sigma_E \sim -\frac{p}{2}.
\]

These ideas suggest that in the dilute limit the electric and magnetic stresses are entirely given by the anomalous pressure and hence by local dielectric properties (by \( \varepsilon \) and \( \mu \) and their derivatives up to second order).

Consider a dilute gas with \( \mu = 1 \) (such as the alkali Bose–Einstein condensates). In the dilute limit we have:

\[
\varepsilon = 1 + \chi, \quad \chi = \frac{\alpha}{\varepsilon_0} \rho
\]

where \( \alpha \) denotes the polarisability. Neglecting in Eq. (30) all terms of higher order in \( \rho \) we obtain in the planar and the spherical case:

\[
\beta_{1E} + \beta_{1M} = \frac{\alpha}{6\varepsilon_0} \left( \frac{\partial^2 \rho}{\partial r^2} - \frac{n}{r} \rho \right) \quad \text{(planar)}.
\]

In either case, the resulting van der Waals anomaly is linear in density. This and Eq. (40) confirms the previous, controversial result that the vacuum stress on a homogeneous sphere in a uniform background is linear in the dilute limit, despite
the pairwise nature of van der Waals interactions — and the very existence of the van der Waals anomaly invalidates the criticism as a whole. However, the divergence of the stress does not necessarily give the force density, at least not in mechanical equilibrium.

The force in dielectrics is the Helmholtz force obtained by varying the free energy with respect to the density, keeping all external charges and currents constant. In this way one gets the force density

\[ f = \nabla \frac{\partial \varepsilon}{\partial \rho} \rho - \frac{E \cdot D}{2} - \frac{E \cdot D}{2} \nabla \varepsilon. \]

(44)

In the dilute limit, the Helmholtz force becomes the dipole force with

\[ f = -\rho \nabla V \]

(45)
in terms of the dipole potential

\[ V = -\frac{\alpha}{2} E^2 = \frac{\alpha}{\varepsilon_0} \text{tr} \sigma E. \]

(46)

We assume this expression also for vacuum forces (and integrate over the entire spectrum of the polarisability as a function of imaginary wavenumber \( \kappa \)).

### B. Estimation

Let us first estimate the effect of the van der Waals anomaly on Bose–Einstein condensates. Consider a simple toy model: the particle in a box. Suppose the quantum gas is confined by optical forces to a box of height \( a \) (in \( z \)-direction) and width and length \( b \). Assume further that the gas is made non–interacting by Feshbach resonance. One can create excited states in \( z \)-direction, for example by applying optical pulses. Suppose, for simplicity, that the gas is homogeneous in the other directions. We thus have for the number density

\[ \rho = 2 \rho_0 \sin^2 k_l z, \quad k_l = \frac{\pi}{a} l \]

with positive integer \( l \), and average density

\[ \rho_0 = \frac{N}{ab^2} \]

(48)

where \( N \) denotes the total number of atoms. Without atom–atom collisions — and without van der Waals anomaly — the energies of these states are just the ones of a quantum particle in a box:

\[ E_l = \hbar^2 k_l^2 \frac{m}{2} \]

(49)

where \( m \) denotes the atomic mass. The van der Waals anomaly will create a perturbation of the energies we calculate by first–order perturbation theory, averaging the dipole potential of Eq. (46) over the spatial probability distribution of an individual atom \( \rho/N \). We obtain from Eqs. (35), (41), (43) and (47)

\[ \langle V \rangle_{E_l} = \delta_0 \]

(50)

with

\[ \delta_0 = \frac{\rho_0}{4\pi\lambda_C^3} \frac{\langle \alpha \rangle^2}{\varepsilon_0} \kappa \mathrm{d} \kappa \]

(51)

where \( \lambda_C \) denotes the Compton wavelength

\[ \lambda_C = \frac{2\pi\hbar}{mc}. \]

(52)

In the integral (45) over the imaginary wavenumbers \( \kappa \), we have replaced the exponential by a hard cutoff \( \kappa_0 \). We see that the van der Waals anomaly appears as a density–dependent contribution to the effective mass, independent of quantum number \( l \).

Let us estimate the magnitude of this contribution. The most frequently used atom for Bose–Einstein condensates is Rubidium. It has a Compton wavelength of \( \lambda_C \approx 2.5 \times 10^{-15} \text{m} \). As a rough approximation we assume the polarizability as being constant and \( \alpha \approx \frac{10^7}{\varepsilon_0} \approx 300 \times 4\pi \alpha_0^2 \) in atomic units (with Bohr radius \( a_B \)). We assume the cutoff in the optical range: \( \kappa_0 = 2\pi/\lambda_C \) with \( \lambda_C = 0.5 \mu \text{m} \). Finally we suppose that \( 10^6 \) atoms are confined in a box of \( a = 100 \mu \text{m} \) and \( b = 10 \mu \text{m} \). This gives \( \delta_0 = 10^{-4} \) as a rough estimate of the relative contribution of the van der Waals anomaly to the energy. The details depend on the actual polarizabilities as a function of imaginary frequency. The effect is small, but not out of the range of precision experiments.

The modified spectrum can be probed by exciting motional states of the trapped condensate. The excitation lines should vary with density as indicated in Eqs. (50) and (51). The atom–atom collision energy does also vary with density, though. We have assumed that the collisions are reduced to zero by Feshbach resonance, but a residual interaction will always remain in practice. However, its contribution to the energy does depend differently on \( l \). As the collision term in the Gross–Pitaevskii equation is proportional to \( \rho \), the relative contribution to the energy goes with \( \langle \rho \rangle / E_l \propto l^{-2} \) for the density profile of Eq. (47). The different scaling with quantum number \( l \) may serve to discriminate between the residual atom–atom collisions and the van der Waals anomaly.

### C. Harmonic trap

Consider now a spherically symmetric harmonic trap of frequency \( \Omega \). As before, atomic collisions shall be switched off by Feshbach resonance. Without atom–atom interaction, the spherically–symmetric eigenstates \( \psi_l \) obey the Schrödinger equation:

\[ E_l \psi_l = -\frac{\hbar^2}{2m} \left( \nabla_r^2 + \frac{2}{r} \nabla_r \right) \psi_l + \frac{m\Omega^2}{2} r^2 \psi_l. \]

(53)

We scale the position \( r \) in terms of the characteristic length \( a \) as

\[ r = a \xi, \quad \xi = \frac{\hbar}{m\Omega}, \]

(54)
and obtain the energies

\[ E_l = \hbar \Omega \left( 2l + \frac{3}{2} \right) \]  \hspace{1cm} (55)

with non-negative integer \( l \), and the wave functions

\[ \psi_l = \frac{N_l}{\xi} \exp \left( -\frac{\xi^2}{2} \right) H_{2l+1}(\xi) \]  \hspace{1cm} (56)

in terms of the Hermite polynomial. The wave functions are normalized to unity with respect to \( \xi \) by

\[ N_l^2 = \frac{1}{\pi^{3/2} 2^{2l+2} (2l+1)!}. \]  \hspace{1cm} (57)

Writing the number density \( \rho \) of the condensate as

\[ \rho = \rho_0 \psi_l^2 \]  \hspace{1cm} (58)

with average density

\[ \rho_0 = \frac{N}{a^3} \]  \hspace{1cm} (59)

we obtain from Eq. \((43)\) in the spherical case the result:

\[ \frac{\langle V \rangle}{\Omega} = \delta_0 \int_0^\infty \left( \partial^2_{\xi^2} \psi_l^2 - \frac{\partial_{\xi^2} \psi_l^2}{\xi} \right) 4\pi \xi^2 d\xi \]  \hspace{1cm} (60)

with \( \delta_0 \) given by Eqs. \((51)\) and \((52)\). The integral is dominated by small \( \xi \). We apply the asymptotics of the Hermite polynomial \( H_{2l+1}(\xi) \) for large index and small variable,

\[ \psi_l \sim (-1)^l \sin \left( \sqrt{4l+3} \xi \right) \left( 4l+2 \right)^{1/4} \pi^{1/2} \xi, \]  \hspace{1cm} (61)

and arrive at an approximation of Eq. \((60)\) that is quite accurate for \( l \geq 1 \):

\[ \frac{\langle V \rangle}{\Omega} \sim \frac{\delta_0}{3\pi^2} \frac{(4l+3)^{3/2}}{2l+1}. \]  \hspace{1cm} (62)

For \( l = 0 \) we have

\[ \frac{\langle V \rangle}{\Omega} = \frac{\delta_0}{\sqrt{2} \pi^{3/2}}. \]  \hspace{1cm} (63)

In the harmonic trap, the relative contribution \( \langle V \rangle/E_l \) of the van der Waals anomaly to the energy varies with \( l \) as \( (4l+3)^{1/2}/(2l+1) \sim l^{-1/2} \) in contrast to the condensate in a box where \( \langle V \rangle/E_l = \text{const.} \) This is because harmonic-oscillator states are not rigidly confined, but reach to the classical turning points that depend on the energy, which reduces the density. We can also work out the effect of collisions: the collision term in the Gross–Pitaevskii equation scales with

\[ \langle \rho \rangle \sim \frac{\rho_0}{2\pi^2} \frac{(4l+3)^{1/2}}{2l+1} \]  \hspace{1cm} (64)

for \( l \geq 1 \),

\[ \langle \rho \rangle = \frac{\rho_0}{(2\pi)^{3/2}} \]  \hspace{1cm} (65)

Like for the condensate in a box, the ratio \( \langle V \rangle/\langle \rho \rangle \) goes with the energy \( E_l \), which allows to discriminate the van der Waals anomaly from residual collisions.

Overall we found the effect of the anomaly to be in the range of \( 10^{-4} \) of the energy. The van der Waals anomaly can be distinguished from the influence of residual collisions, and it can be measured by probing the transition frequencies of a trapped Bose–Einstein condensate, following Schawlow’s motto for precision measurements: “never measure anything but frequency”.
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**Appendix A: Green function and stress**

In this appendix we derive the expression for the Abraham stress as a function of the scalar Green functions \( g_E \) and \( g_M \). Throughout, we use the vector spherical harmonic notation introduced and discussed in Appendix E.

### 1. Scalar Green functions

We start with \( G(r, r_0) \), the matrix Green function (the Green bi–tensor) defined as the solution of the inhomogeneous wave equation

\[ \nabla \times \frac{1}{\mu} \nabla \times G + \varepsilon \kappa^2 G = \delta(r - r_0) \]  \hspace{1cm} (A1)

for imaginary wavelengths \( \kappa \). Equation \((A1)\) is solved by decomposing the matrix Green function into two contributions \( G_E \) and \( G_M \) that originate from the two electromagnetic polarisations preserved in spherically symmetric media, and a contact term \( G_C \):

\[ G = G_E + G_M + G_C \]  \hspace{1cm} (A2)

where each polarisation corresponds to one of the scalar Green functions \( g_E \) and \( g_M \) as

\[ G_E = -\sum_{lm} \frac{g_E^{lm}(r, r_0)}{l(l+1)} \Phi_{lm}(\theta, \phi) \otimes \Phi_{lm}^*(\theta_0, \phi_0), \]

\[ G_M = \frac{1}{\kappa^2 \varepsilon(r) \varepsilon(r_0)} \sum_{lm} \nabla \times \frac{g_M^{lm}(r, r_0)}{l(l+1)} \Phi_{lm}(\theta, \phi) \otimes \Phi_{lm}^*(\theta_0, \phi_0) \times \nabla_0 \]  \hspace{1cm} (A3)

in terms of the vector spherical harmonics \( \Phi_{lm}(\theta, \phi) \) described in Appendix E. We are going to specify the contact term later on. Let us first focus on the component \( G_E \) of
the $E$–polarization. Consider Eq. (A1) applied to $G_E$ only. From the curl identities of the vector spherical harmonics [Eqs. (3.12) of Barrera et al.]

$$\nabla \times \frac{1}{\mu} \nabla \times f(r) \Phi_{lm} = \frac{1}{r \nu} \frac{1}{\mu} \partial_r r \partial_r f(r) \Phi_{lm}$$  \hspace{1cm} (A4)$$

for an arbitrary function $f(r)$. We see that for $G_E$ the left–hand side of the inhomogeneous wave equation (A1) consists entirely of $\Phi_{lm} \otimes \Phi_{lm}$ terms. We decompose the right–hand side into vector spherical harmonics:

$$\delta(r - r_0) = \frac{\delta(r - r_0)}{r^2} \sum_{lm} \left( Y_{lm}(\theta, \phi) \otimes Y_{lm}^*(\theta_0, \phi_0) + \Phi_{lm}(\theta, \phi) \otimes \Phi_{lm}^*(\theta_0, \phi_0) \right) \frac{l(l+1)}{l(l+1)}$$

and see that Eq. (A1) is satisfied for the $\Phi_{lm} \otimes \Phi_{lm}$ terms if we require:

$$\frac{1}{r \nu} \partial_r r \partial_r g_{lm} - \frac{\delta(r - r_0)}{r^2} g_{lm} \frac{l(l+1)}{l(l+1)} = \frac{\delta(r - r_0)}{r^2}$$

dropping the polarization label and using $\nu = \mu$ according to Eq. (17) and the refractive index $n$ of Eq. (19). This settles the electric polarization.

Now turn to the magnetic polarization. It should take care of the remaining $Y_{lm} \otimes Y_{lm}^*$ and $\Psi_{lm} \otimes \Psi_{lm}^*$ terms in Eq. (A3) for $\delta(r - r_0)$. Let us define the contact term

$$G_C = \frac{\delta(r - r_0)}{\kappa^2 r r_0 \varepsilon(r_0)} \sum_{lm} \left( Y_{lm} \otimes Y_{lm}^* + \frac{\Psi_{lm} \otimes \Psi_{lm}^*}{l(l+1)} \right)$$  \hspace{1cm} (A7)$$

where we omit the dependencies on the various angles for simplicity of writing. The contact term does not contribute to the stress for $r_0 \neq r$, but it is required for mathematical consistency as we shall see below. When substituted in Eq. (A1) $\varepsilon \kappa^2 G_C$ immediately gives the $Y_{lm} \otimes Y_{lm}^*$ and $\Psi_{lm} \otimes \Psi_{lm}^*$ terms for $\delta(r - r_0)$. Furthermore, we obtain from the curl identities [Eqs. (3.12) of Barrera et al.]:

$$\nabla \times G_C = \frac{1}{\kappa^2 \varepsilon(r_0)} \sum_{lm} \Phi_{lm} \otimes \left( -\frac{\delta(r - r_0)}{r^2 r_0} Y_{lm}^* + \frac{1}{r} \frac{\delta(r - r_0)}{r_0} \frac{l(l+1)}{l(l+1)} \right)$$

and writing $r^{-1} \partial_r r_0^{-1} \delta(r - r_0)$ as $-r_0^{-1} \partial_r \delta(r - r_0)$ and using the curl identities once more, but this time for $r_0$:

$$\nabla \times G_C = \frac{\delta(r - r_0)}{\kappa^2 \varepsilon(r_0)} \sum_{lm} \Phi_{lm} \otimes \Phi_{lm}^* \times \nabla_0$$  \hspace{1cm} (A9)$$

Requiring Eq. (A6) for $g_{lm}^M$ (with $\nu = \varepsilon$) we obtain along similar lines as in the case of the electric polarization:

$$\nabla \times \frac{1}{\mu} \nabla \times (G_M + G_C) + \varepsilon \kappa^2 G_M = 0 \hspace{1cm} \text{ (A10)}$$

This proves that, in Eq. (A1) for the Green tensor, $G_M$ plus $G_C$ generates the remaining terms in Eq. (A5) for the right–hand side.

Equation (A6) thus defines the scalar Green functions for both polarizations. As Eq. (A6) does not depend on $m$ the Green function components $g_{lm}^M$ do not depend on $m$ either. The scalar Green functions are given in terms of the components $g_{lm}^E$ with respect to the standard spherical harmonics. In position space they read as

$$g(r, r_0) = \sum_{lm} g_{lm}^E(r, r_0) Y_{lm}(\theta, \phi) Y_{lm}^*(\theta_0, \phi_0)$$  \hspace{1cm} (A11)$$

and the scalar wave equation (A6) takes the form of Eq. (18) with definition (16).

## 2. Electric and magnetic stresses

The fluctuation–dissipation theorem relates the vacuum stress to the matrix Green function. In particular, defining

$$\tau_E = \frac{1}{2} \langle 0 | D(r) \otimes E(r_0) + D(r_0) \otimes E(r) | 0 \rangle$$

$$\tau_M = \frac{1}{2} \langle 0 | B(r) \otimes H(r_0) + B(r_0) \otimes H(r) | 0 \rangle$$

we arrive at the expressions:

$$\tau_E = -\frac{\hbar c}{\pi} \int_0^\infty \kappa^2 \varepsilon(G_E + G_M) \, d\kappa$$

$$\tau_M = \frac{\hbar c}{\pi} \int_0^\infty \frac{\delta(r - r_0)}{r_0} \nabla \times (G_E + G_M) \times \nabla_0 \, d\kappa$$  \hspace{1cm} (A13)$$

The stress tensors are then given by

$$\sigma_F = -\frac{1}{2} \text{tr} \tau_F \mathbb{1}$$  \hspace{1cm} (A14)$$

in the limit $r_0 \to r$. In order to derive manageable expressions for the stress–tensor contributions, we write them in the spectral representation [14] for the components $i$, fields $F$ and polarizations $P$ as

$$W_{iF}^{iP} = \sum_{lm} W_{iF}^{iP} Y_{lm}(\theta, \phi) Y_{lm}^*(\theta_0, \phi_0).$$

The sum of the angular coefficients $W_{iF}^{iP}$ over $P$ corresponds to the Fourier component $W$ in the planar case. To illustrate our method of determining the $W_{iF}^{iP}$ consider the simplest case: $W_{iF}$. We get for the corresponding part of the correlation function $\tau_F^E$:

$$\tau_F^E = -\frac{\hbar c}{\pi} \int_0^\infty \kappa^2 \varepsilon G_E \, d\kappa$$

$$\tau_M = \frac{\hbar c}{\pi} \sum_{lm} \int_0^\infty \frac{\delta(r - r_0)}{r_0} \frac{\kappa^2 \varepsilon Y_{lm}^*}{l(l+1)} \Phi_{lm} \otimes \Phi_{lm}^*$$  \hspace{1cm} (A16)$$

from Eq. (A3) and assuming the limit $\theta_0 \to \theta$ and $\phi_0 \to \phi$. Then we use the fact that $g_{lm}^M$ is independent of $m$ and
apply the last one of the sum identities [E9]. From this and Eq. (A14) follows

\[ W_{rM}^{E} = n^2 \varepsilon g_{E}^{lm}. \]  

(A17)

For calculating \( W_{rM}^{E} \) we define the corresponding \( F_{M}^{(E)} \) according to Eq. (A13), use Eq. (A3), apply the curl identities of the vector spherical harmonics [Eqs. (3.12) of Barrera et al.], and finally use the sum identities [E9]. We obtain from Eq. (A14):

\[ W_{rM}^{E} = -\frac{\partial_{0} r_{0} \partial_{r} r_{0} g_{E}^{lm}}{\mu r_{0}} - W_{\theta M}^{E}, \]

\[ W_{\theta M}^{E} = W_{\phi M}^{E} = -\frac{l(l+1)}{\mu r_{0}} g_{E}^{lm}. \]  

(A18)

Equations (A17) and (A18) give the expressions in Eq. (15) when represented in position space according to Eqs. (A11) and (A15). In order to determine the components for the magnetic polarization we may proceed similarly, but applying also the wave equation (A6) to reduce the number of derivatives. Alternatively, we may just take advantage of the electromagnetic duality and interchange the fields and the polarizations \( E \leftrightarrow M \) and \( \mu \leftrightarrow \varepsilon \).

### Appendix B: Geometrical optics

In this appendix we provide some more details on the geometrical-optics theory for the renormalizing scalar Green functions \( D_{0} \) and \( D_{1} \). We closely follow the planar case, where the general expressions have been derived, and state the results for the spherical case.

#### 1. Quadratic expansion

As renormalization is local, the renormalizing Green function \( D \) should depend on the local \( \varepsilon \) and \( \mu \) and their derivatives. We postulate that these are maximally second derivatives. This means that we expand the dielectric functions up to second order around the point of emission \( r_{0} \):

\[ n = n_{0} + n'_{0}(r - r_{0}) + \frac{n''_{0}}{2}(r - r_{0})^2 \]  

(B1)

with \( n_{0} = n(r_{0}) \), and similarly for \( \varepsilon \) and \( \mu \). The renormalizing Green function thus perceives the medium as if the dielectric functions depend on the point of emission at \( r_{0} \), which potentially breaks reciprocity.

#### 2. Optical length

The central quantity of geometrical optics is the optical length \( s \) that satisfies the eikonal equation:

\[ (\nabla s)^2 = n^2. \]  

(B2)

Spherical symmetry implies that \( s \) depends on \( r \), \( r_{0} \) and the angle \( \gamma \) between the origin, \( r \) and \( r_{0} \). The distance between \( r \) and \( r_{0} \) is given by:

\[ \rho = \sqrt{r^2 + r_{0}^2 - 2rr_{0}\cos \gamma}. \]  

(B3)

One verifies that the solution of Eq. (B2) is:

\[ s = \rho \left( n_{0} + \frac{n'_{0}}{2}(r - r_{0}) + \frac{n''_{0}}{6}(r - r_{0})^2 \right) \]

\[ -\frac{n'_{0}r_{0}}{24}(n'_{0}r_{0} + 2n_{0}) \sin^2 \gamma \]  

(B4)

up to quadratic order in \( r - r_{0} \) and \( \gamma \). One also verifies the reciprocity of \( s \); if we replace \( r \leftrightarrow r_{0} \) and \( n \leftrightarrow n_{0} \) in Eq. (B4) and use expansion (B1) we obtain the same \( s \), apart from third-order corrections. So despite the fact that \( n \) depends on \( r_{0} \), the optical length \( s \) is reciprocal up to quadratic order.

#### 3. Amplitude

The amplitude \( A_{0} \) of the wave in geometrical optics satisfies the continuity equation:

\[ \nabla \cdot (\nu A_{0}^{2} \nabla s) = 0 \]  

(B5)

with \( \nu \) defined in Eq. (17). One verifies that up to quadratic order the solution of Eq. (B5) is the same as in the planar case:

\[ A_{0} = -\frac{1}{4\pi\sqrt{r_{0}^{3/2}}} \left( \frac{1}{\rho} + \frac{n_{0}^{2}R_{0}}{48\rho} \right) \]  

(B6)

where \( R_{0} \) denotes the 3D curvature scalar:

\[ R_{0} = -\frac{4\nabla^{2}n_{0}}{n_{0}^{4}} + \frac{2n_{0}^{2}}{n_{0}^{4}} \]  

(B7)

The only difference is that in the planar case \( \nabla^{2} = \partial_{x}^{2} \) whereas in the spherical case we have \( \nabla^{2} = \partial_{x}^{2} + (2/r)\partial_{r} \). One verifies again that \( A_{0} \) is reciprocal up to quadratic order.

#### 4. First scattering

As \( s \) and \( A_{0} \) are reciprocal, the outgoing wave \( D_{0} \) defined in Eq. (28) is reciprocal, too. The contribution \( D_{1} \) of Eq. (29) depends on \( s \) and \( A_{0} \) as well, but also on the amplitude \( \beta_{1} \). This quantity describes the first scattering in inhomogeneities around the point of emission [15]. The scattering amplitude is given by:

\[ \beta_{1} = \nabla \cdot \nu \nabla A_{0} \]  

\[ -\frac{R_{0}}{2n_{0}^{2}} - \frac{R_{0}^{2}}{4} \]  

(B8)

with \( R_{0}^{2} \) defined in Eq. (20). For \( \nu = n \) when the medium establishes an exact geometry, \( R_{0}^{2} \) is the radial component of the 3D Ricci tensor [25]. Evaluating Eq. (B8) we obtain Eq. (30) for \( \beta_{1} \). One verifies that \( D = D_{0} + D_{1} \) with the expressions given satisfies the wave equation (18) around \( r_{0} \) with \( O(\kappa^{-1}) \). The scattering amplitude \( \beta_{1} \) depends entirely on \( r_{0} \) and therefore clearly breaks reciprocity, which causes the van der Waals anomaly.
Appendix C: Asymptotics

In order to see whether the renormalizing Green functions remove the infinity of the vacuum stress, we need to identify and characterize this divergency in the first place. The stress is determined in Eq. (14) by an integration over spectral stresses, and those are given in Eq. (15) by maximally second derivatives of the scalar Green functions \( g_P \). We thus need to analyse the asymptotics of the \( g_P(r, r_0) \) for large \( \kappa \) and \( r_0 \sim r \). The Green functions \( g_P \) we represent in Eq. (A11) by the Green coefficients \( g^{lm} \) dropping from now on the polarization label \( P \). The required asymptotics of \( g \) is then given by the asymptotics of the \( g^{lm} \) for large \( l \) and large \( \kappa \). This is the asymptotics we determine in this appendix.

1. Langer transformation

Similar to the planar case we apply a WKB technique. However, for the spherical case, it is wise to adopt the Langer transformation:

\[
 r = e^x, \quad g^{lm} = e^{-x/2 - x_0/2} u(x) \tag{C1}
\]

dropping in \( u \) the \( lm \)-indices for simplicity. We have put the constant \( x_0/2 \) in the exponent for keeping the reciprocity of \( g^{lm} \) in \( u \). Equation (A6) appears then in the form:

\[
 \partial_x \frac{1}{\nu} \partial_x u - \frac{\nu'u}{2\nu^2} - p^2 + e^{2x} \nu^2 n^2 \nu u = \delta(x - x_0) \tag{C2}
\]

where the primes denote differentiation with respect to \( x \) (such that \( \nu' = r \partial_r \nu \)) and the parameter \( p \) abbreviates

\[
 p = l + \frac{1}{2} \tag{C3}
\]

that should not be confused with the pressure. In the following we determine the solution of Eq. (C2) for large \( \kappa \) and \( p \).

2. Wronskian representation

First, we write down an expression for the exact solution in terms of the homogeneous solutions \( h_{\pm} \) of Eq. (C2).

\[
 u(x, x_0) = \frac{1}{W} \begin{cases} 
 h_+(x)h_-(x_0) & : x > x_0 \\
 h_+(x_0)h_-(x) & : x < x_0 
 \end{cases} \tag{C4}
\]

where \( W \) denotes the Wronskian:

\[
 W = \frac{h'_+(x)h_-(x) - h'_-(x)h_+(x)}{\nu}. \tag{C5}
\]

The Wronskian is constant, as a consequence of Eq. (C2). Since the \( h_{\pm} \) solve Eq. (C2) for \( r \neq r_0 \), \( u \) does this as well. One verifies that the jump at \( x = x_0 \) specified in Eq (C4) generates the delta function on the right hand side of Eq. (C2), which proves that \( u \) solves Eq. (C2). The \( h_{\pm} \) need to be chosen such that they decay at \( \pm \infty \), respectively, which determines \( u \) and hence the Green coefficient \( g^{lm} \) uniquely.

3. WKB asymptotics

Now we use the standard WKB technique for the homogeneous solutions \( h_{\pm} \) in the limit \( \kappa, p \to \infty \). For convenience, we replace \( \kappa \) and \( p \) by \( \kappa/q \) and \( p/q \) in terms of the formal parameter \( q \) we regard as small. We write

\[
 h_{\pm} = \exp \left( -\frac{1}{q} \sum_{m=0}^{\infty} q^m s_m \right) \tag{C6}
\]

and solve, order by order, the homogeneous equation

\[
 \partial_x \frac{1}{\nu} \partial_x h - \frac{\nu'h}{2\nu^2} - \frac{p^2 + e^{2x} \kappa^2 n^2}{q^2 \nu} u = 0. \tag{C7}
\]

Inserting our ansatz (C6) into Eq. (C7), we get the relation:

\[
 \frac{1}{q^2} \sum_{m=0}^{\infty} q^m \sum_{k=0}^{m} s_k s_{m-k} \frac{1}{\nu} + \frac{1}{q} \sum_{m=0}^{\infty} q^m \left( -\frac{1}{\nu} s''_{m} + \frac{\nu'}{2\nu^2} s'_{m} \right) = \frac{p^2 + e^{2x} \kappa^2 n^2}{q^2 \nu} + \frac{\nu'}{2\nu^2}. \tag{C8}
\]

In lowest order \( (q^{-2}) \) we have

\[
 s'_0 = \pm \sqrt{\kappa^2 n^2 e^{2x} + p^2} \tag{C9}
\]

where the \( \pm \) corresponds to the two choices \( h_{\pm} \) that should and do vanish for \( x \to \pm \infty \) according to Eq. (C6). In the second–lowest order \( (q^{-1}) \) we have

\[
 s'_1 = \frac{1}{2s_0^2} \left( s_0^2 - \frac{\nu'}{\nu} s'_0 \right), \tag{C10}
\]

whereas in the next order \( (q^0) \) we get

\[
 s'_2 = \frac{1}{2s_0^2} \left( s_0^2 - \frac{\nu'}{\nu} s'_1 - s'_2 - \frac{\nu'}{2\nu} \right). \tag{C11}
\]

For all other orders, Eq. (C8) reduces to

\[
 s'_m = \frac{1}{2s_0^2} \left( s'_m - \frac{\nu'}{\nu} s'_{m-1} - \frac{m-1}{2} s'_0 \right), \tag{C12}
\]

that includes Eq. (C10) as a special case. Note that Eq. (C12) is exactly the same recurrence relation as in the planar case. Note also that the \( \pm \) in Eq. (C9) does not change the sign of \( s'_1 \) in Eq. (C10). The \( \pm \) sign carries then over from \( s'_0 \) to \( s'_2 \) in Eq. (C11). In fact, all even orders carry the \( \pm \) sign, while all odd orders are unchanged, as one sees from Eq. (C12). In terms of our ansatz (C6) we thus have

\[
 h_{\pm} = e^{\mp s'_0} e^{-s_0} \tag{C13}
\]

where the \( s_0 \) and \( s_0 \) collect the even and orders in \( s \), respectively:

\[
 s_0 \equiv \frac{1}{q} \sum_{m=0}^{\infty} q^m s_{2m}, \quad s_0 \equiv \frac{1}{q} \sum_{m=0}^{\infty} q^{2m+1} s_{2m+1}. \tag{C14}
\]
Given our result \((\text{C}13)\) for \(h_\pm\), we write down the Wronskian of Eq. \((\text{C}5)\):

\[
W = -\frac{2}{\nu} s'_\nu e^{-2s_\nu}. \tag{C15}
\]

As \(W = \text{const}\), we may put \(W = \sqrt{W(x)W(x_0)}\) and have

\[
W = -2\sqrt{\frac{s'_\nu(x)s'_\nu(x_0)}{\nu(x)\nu(x_0)}} e^{-s_\nu(x) - s_\nu(x_0)}, \tag{C16}
\]

which gives the compact expression

\[
u(x) = -\frac{1}{2}\sqrt{\frac{s'_\nu(x)}{s'_\nu(x_0)}} \exp\left(-\int_{x_0}^{x} s'_\nu \, dx\right) \tag{C17}
\]

that only depends on the even orders in the asymptotic expansion \((\text{C}6)\). Formula \((\text{C}17)\) is explicitly reciprocal, and so is the Green function given by the Langer transformation, Eq. \((\text{C}1)\). Note that Eq. \((\text{C}17)\) is identical with the expression for the Fourier–transformed Green functions in the planar case. However, the starting point of the recurrence and the expression for \(s_2\), Eqs. \((\text{C}9)\) and \((\text{C}11)\), are different.

4. Divergency of the stress

Now we are going to characterize the divergency of the vacuum stress using as cutoff \(\Lambda = 1/\rho\) and the expressions derived for the scalar Green function. But first we note that due to dispersion \((\text{C}6)\) the refractive index and impedance have the following asymptotic form in the high–frequency limit:

\[
n(r; \kappa) \sim 1 + \frac{n_\infty(r)}{\kappa^2}, \quad Z(r; \kappa) \sim 1 + \frac{Z_\infty(r)}{\kappa^2} \tag{C18}
\]

where the impedance is defined as \(Z = \sqrt{\mu/\varepsilon}\).

In the following we express our results in terms of the spectral stresses defined in Eq. \((\text{A}13)\). We take dispersion into account according to Eq. \((\text{C}18)\) and calculate the bare stresses given by Eqs. \((\text{A}17)\) and \((\text{A}18)\) using our WKB technique. We obtain for \(\mathcal{W}_\kappa^s\) for each order of divergency:

\[
\Lambda^4 : \quad \frac{2p^3}{r^3w}, \\
\Lambda^2 : \quad \frac{-8p^2r^2w^4n_\infty + 5p^7 - 6p^5w^2 + p^3w^4 - 2pw^6}{4r^4w^7}, \\
\ln \Lambda : \quad \frac{p}{64r^4w^{13}}(w^2 - p^2)^2(1155p^8 - 1617p^6w^2 + 535p^4w^4 - 47p^2w^6 + 4w^8) + 16r^2w^2(2p^4r^2w^6(rw^2n_\infty^2 - 5(w^2 - p^2)n') + n(35p^8 - 65p^6w^2 + 33p^4w^4 - 5p^2w^6 + 2w^8)) + 4p^2r^2(2w^2 - 3p^2)w^4n_\infty^2) \tag{C21}
\]

These are the divergencies of the vacuum stress. In Appendix D we prove that they are removed by renormalization.

Appendix D: Convergence

In this appendix we prove that the renormalization converges. By this we mean that the infinite vacuum stress calculated from the renormalizer, \(D_0 + D_1\), compensates for the infinite vacuum stress calculated using the asymptotics of the Green function (Appendix C). What is left is finite.

1. Spherical harmonics decomposition

In order to compare the vacuum stress of the renormalizer with the bare stress given by the asymptotics of the Green function, we need to represent \(D_0\) and \(D_1\) in terms of spherical harmonics. Since we are only interested in the behavior up to quadratic order, we approximate and decompose \(D_0\) and \(D_1\) according to Eqs. \((\text{B}3)\), \((\text{B}2)\), \((\text{B}1)\), \((\text{B}4)\) and \((\text{B}6)\):

\[
D_0 = A_0 e^{-\kappa s} \sim -\frac{1}{4\pi\sqrt{\nu_0}} \left[ 1 + \frac{n_0^2 R_0}{48 \rho^2} (1 + \kappa \rho \alpha_0 \gamma^2) e^{-\kappa \rho \chi} \right] \\
= \sum_{m=1}^{4} D_0^m \text{ where } \alpha_0 = \frac{n_0' r_0 (n_0' r_0 + 2n_0)}{24n_0}, \tag{D1}
\]

\[
\chi = n_0 + \frac{\rho'}{2} (r - r_0) + \frac{n_0''}{6} (r - r_0)^2, \tag{D3}
\]

\[
D_0^1 = -\frac{1}{4\pi\sqrt{\nu_0}} \rho_0 e^{-\kappa \rho \chi}, \tag{D4}
\]

\[
D_0^2 = -\frac{1}{4\pi\sqrt{\nu_0}} \frac{n_0^2 R_0}{48 \rho_0} e^{-\kappa \rho \chi}, \tag{D5}
\]

\[
D_0^3 = -\frac{1}{4\pi\sqrt{\nu_0}} \kappa \alpha_0 \gamma^2 e^{-\kappa \rho \chi}, \tag{D6}
\]

\[
D_0^4 = -\frac{1}{4\pi\sqrt{\nu_0}} \frac{n_0^2 R_0}{48 \rho_0^2 \kappa \alpha_0 \gamma^2} e^{-\kappa \rho \chi}, \tag{D7}
\]

\[
D_1 = A_0 \frac{\beta_1 s}{\kappa} e^{\kappa \rho \chi} \sim -\frac{1}{4\pi\sqrt{\nu_0}} \frac{\beta_1}{\kappa} e^{-\kappa \rho \chi}. \tag{D8}
\]
These terms generate all divergencies in the vacuum stress, with further terms being of order $O(\Lambda^{-2})$ or below in their contribution to the stress.

Equations (D1-D8) reduce our problem to figuring out how to decompose the functions $f$ and $\gamma^2 f_\alpha$ into spherical harmonics with

$$f_\alpha(r; r_0) = \frac{\rho^2}{4\pi} e^{-kp}$$  \hspace{1cm} (D9)

where $\alpha$ abbreviates $\kappa \chi$ here. The $f_\alpha$ depend via $\rho$ on the angles $\theta$ and $\phi$ of the spherical coordinates, whereas $k$ does not depend on them. The spherical harmonics $f_{-1,lm}$ of $f_{-1}$ are given by the well–known expression:

$$f_{-1,lm}(r, r_0; k) = \frac{1}{\sqrt{r r_0}} \left\{ K_p(k r_0) I_p(k r) \quad r < r_0 \
I_p(k r_0) K_p(k r) \quad r > r_0 \right\}$$  \hspace{1cm} (D10)

where $I_p$ and $K_p$ are the modified Bessel functions with indices $p = l + \frac{1}{2}$. From definition (D9) follows then:

$$f_{\alpha,lm}(r, r_0; k) = (-k)^{-a-1} p_{k}^{-1} f_{-1,lm}.$$  \hspace{1cm} (D11)

Given the decomposition of $f_\alpha$ one can also determine the spherical harmonics for $\gamma^2 f_\alpha$ and $\gamma \sim 0$. For this we take $\gamma^2 \sim 2(1 - \cos \gamma)$ and rotate our coordinate system such that $\gamma = \theta$. From the recurrence relations of the Legendre polynomials in the spherical harmonics follows then:

$$(\cos \gamma f)_{lm} = \frac{(l+1) f_{l+1,m} - l f_{l-1,m}}{2l + 1}$$  \hspace{1cm} (D12)

Now we need to determine the asymptotics of these expressions for large $\kappa$ and $p$ with $p = l + \frac{1}{2}$.

2. Asymptotics

As the vacuum stress is given by a linear differential operator on the Green function, its asymptotic behavior for $r_0 \to r$ is determined by this linear differential operator applied on functions of type $IK$ and their derivatives. We take the choice $r > r_0$ (or $r < r_0$) in Eq. (D10). Using the Bessel identities:

$$\frac{2\alpha}{x} I_\alpha(x) = I_{\alpha-1}(x) - I_{\alpha+1}(x),$$
$$2I'_\alpha(x) = I_{\alpha-1}(x) + I_{\alpha+1}(x),$$
$$\frac{2\alpha}{x} K_\alpha(x) = K_{\alpha-1}(x) - K_{\alpha+1}(x),$$
$$-2K'_\alpha(x) = K_{\alpha-1}(x) + K_{\alpha+1}(x)$$  \hspace{1cm} (D13)

we can always reduce the stress to the form:

$$\sigma \sim R_1 I_\alpha(\kappa \chi r_0) K_\alpha(\kappa \chi r)$$
$$+ R_2 I_{\alpha+1}(\kappa \chi r_0) K_{\alpha+1}(\kappa \chi r)$$
$$+ R_3 I_\alpha(\kappa \chi r_0) K_{\alpha+1}(\kappa \chi r)$$
$$+ R_4 I_{\alpha+1}(\kappa \chi r_0) K_{\alpha}(\kappa \chi r)$$  \hspace{1cm} (D14)

where the $R_i$ are some rational functions of $r, r_0, \kappa$ and $p$. We only need the asymptotics of the products $IK$ for large index and large argument.

The required uniform asymptotic behaviour of the Bessel functions is well understood. For large $\alpha$ and finite $z$ we have:

$$I_\alpha(\alpha z) \sim \frac{e^{\alpha \xi}}{(2\pi \alpha)^{1/4}} \left[ \sum_{s=0}^{\infty} \frac{U_s(w)}{\alpha^s} \right],$$
$$K_\alpha(\alpha z) \sim \frac{\pi}{2\alpha} \left[ \frac{e^{-\alpha \xi}}{(1 + z^2)^{1/4}} \sum_{s=0}^{\infty} (-1)^s \frac{U_s(w)}{\alpha^s} \right],$$
$$\xi = (1 + z^2)^{1/2} + \ln \frac{w}{1 + (1 + z^2)^{1/2}},$$
$$w = (1 + z^2)^{-1/2}$$  \hspace{1cm} (D15)

in terms of the polynomials $U_s$ defined by the relations:

$$U_{s+1}(x) = \frac{1}{2} x^2 (1 - x^2) U'_s(x) + \frac{1}{8} \int_0^x (1 - 5t^2) U_s(t) \, dt,$$
$$U_0(x) = 1.$$  \hspace{1cm} (D16)

This gives the asymptotics of the $IK$ products:

$$I_{\alpha_1}(\alpha_1 z_1) K_{\alpha_2}(\alpha_2 z_2) \sim \frac{e^{\alpha_1 \xi_1 - \alpha_2 \xi_2}}{2(\alpha_1 \alpha_2)^{1/4}} \left[ \sum_{\theta_1 < \xi_1 < \xi_2 < \theta_2} (-1)^s \frac{U_{s_1-s_2}(w_1) U_{s_2}(w_2)}{\alpha_1^{s_1} \alpha_2^{s_2}} \right].$$  \hspace{1cm} (D17)

We use this equation to get the asymptotic forms of all the needed $IK$ combinations, by taking $\alpha_1, \alpha_2 = p, p + 1$ as necessary, and $z_1 = (\kappa \chi r)/p$ for the $p$ case and $z_1 = (\kappa \chi r_0)/(p + 1)$ for the $(p + 1)$ case. From here we expand around $\Lambda \to \infty$, take $r \to r_0$, and obtain the divergency. The calculations are best done with computer algebra; in the following we state the main result.

3. Result

We find that the $D_0$ contribution to the stress almost takes care of all the infinities described in Eqs. (C19) and (C21) with only one term left:

$$W_0^\theta - W_0^\theta \big|_{D_0} = \frac{p^3}{w^3} \frac{r n'(r) - n'_\infty(r)}{3 \kappa^2 r^2}.$$  \hspace{1cm} (D18)

If we think of the $p$–summation as an integration and write $p = w \cos \vartheta$ and $\kappa r = w \sin \vartheta$ such that we get a two–dimensional integral in polar coordinates with (large) radius $w$, the result (D18) leads to a logarithmic divergence in $\Lambda$. Using Eq. (C18) we may also express the result as:

$$W_0^\theta - W_0^\theta \big|_{D_0} \sim \frac{p^3}{w^3} \frac{2(\beta E + \beta M)}{r}$$  \hspace{1cm} (D19)

for large $\kappa$ in terms of the scattering amplitudes $\beta E$ and $\beta M$ defined in Eq. (30). These scattering amplitudes characterize the $D_1$ waves of Eq. (29). In fact, we find that the left–over term $W_0^\theta - W_0^\theta \big|_{D_0}$ is entirely accounted for by the contribution of $D_1$ to the stress. So, if we include $D_1$ in the renormalization procedure, the stress becomes finite.
Appendix E: Vector spherical harmonics

In this appendix we state the definitions, main relations and sum formulas for the vector spherical harmonics we use in this paper.

1. Definition

According to Barrera et al.\(^{32}\) the vector spherical harmonics are defined as:

\[
Y_{lm}(\theta, \phi) = \tilde{r} Y_{lm}(\theta, \phi),
\]

\[
\Phi_{lm}(\theta, \phi) = r \times \nabla Y_{lm}(\theta, \phi),
\]

\[
\Psi_{lm}(\theta, \phi) = r \nabla Y_{lm}(\theta, \phi)
\] (E1)

where the \(Y_{lm}\) are the usual spherical harmonics\(^{36}\) and \(\tilde{r} = r / r\). The vector spherical harmonics establish three orthogonal vectors in three-dimensional space for equal \(lm\), and they are orthogonal functions on the unit sphere for different \(lm\).

2. Decomposition

Any vector function \(V(\theta, \phi)\) on the unit sphere can be decomposed into vector spherical harmonics:

\[
V(\theta, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left( A_{lm} Y_{lm}(\theta, \phi) + B_{lm} \Phi_{lm}(\theta, \phi) + C_{lm} \Psi_{lm}(\theta, \phi) \right)
\] (E2)

with the coefficients given by\(^{37}\)

\[
A_{lm} = \int V(\theta, \phi) \cdot Y_{lm}^*(\theta, \phi) \, d\Omega,
\]

\[
B_{lm} = \frac{1}{l(l+1)} \int V(\theta, \phi) \cdot \Phi_{lm}^*(\theta, \phi) \, d\Omega,
\]

\[
C_{lm} = \frac{1}{l(l+1)} \int V(\theta, \phi) \cdot \Psi_{lm}^*(\theta, \phi) \, d\Omega.
\] (E3)

3. Sum identities

In order to derive our results for the vacuum stress we make use of several sum identities of the vector spherical harmonics that are nigh impossible to find in the literature. Therefore we list them here. They originate from the familiar sum identity\(^{35}\)

\[
\frac{4\pi}{2l+1} \sum_{m=-l}^{l} Y_{lm}(\theta_1, \phi_1) Y_{lm}^*(\theta_2, \phi_2) = P_l(\cos \gamma)
\] (E4)

where \(\gamma\) denotes the angle between the two points \((\theta_1, \phi_1)\) and \((\theta_2, \phi_2)\) on the unit sphere, with

\[
\cos \gamma = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2).
\] (E5)

Let us explain our procedure by giving an example: the sum of \(\Psi_{lm}(\theta, \phi) \otimes \Psi_{lm}(\theta, \phi)^*\) over \(m\). From definition (E1) follows

\[
\Psi_{lm}(\theta_1, \phi_1) \otimes \Psi_{lm}(\theta_2, \phi_2)^* = \begin{bmatrix}
0 & 0 & 0 \\
\partial_{\theta_1} \partial_{\theta_2} & \frac{1}{\sin \theta_2} \partial_{\theta_1} \partial_{\phi_2} & 0 \\
\frac{1}{\sin \theta_2} \partial_{\phi_1} \partial_{\theta_2} & \frac{1}{\sin \theta_2} \partial_{\phi_1} \partial_{\phi_2} & 0
\end{bmatrix}
\] (E6)

with \(Y_{lm} \equiv Y_{lm}(\theta, \phi_1)\). Hence we obtain

\[
\sum_{m=-l}^{l} \Psi_{lm}(\theta_1, \phi_1) \otimes \Psi_{lm}(\theta_2, \phi_2)^* = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\] (E7)

from Eq. (E4). We take the limit \(\gamma \to 0\) and use for the \(k\)-th derivatives \(P_{l(k)}^1(1)\) the formula

\[
P_{l(k)}^1(1) = \frac{\prod_{q=-k+1}^{k}(l+q)}{\prod_{q=1}^{k} 2q}
\] (E8)

that is easy to derive by induction. The result is given below, and also the results for similar sum identities we have derived with the same method:

\[
l = \sum_{m=-l}^{l} Y_{lm} \otimes Y_{lm}^* = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \frac{2l+1}{4\pi}
\]

\[
l = \sum_{m=-l}^{l} Y_{lm} \otimes \Phi_{lm}^* = 0,
\]

\[
l = \sum_{m=-l}^{l} Y_{lm} \otimes \Psi_{lm}^* = 0,
\]

\[
l = \sum_{m=-l}^{l} \Phi_{lm} \otimes \Phi_{lm}^* = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \frac{l(l+1)(2l+1)}{8\pi},
\]

\[
l = \sum_{m=-l}^{l} \Phi_{lm} \otimes \Psi_{lm}^* = 0,
\]

\[
l = \sum_{m=-l}^{l} \Phi_{lm} \otimes \Phi_{lm}^* = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \frac{l(l+1)(2l+1)}{8\pi},
\] (E9)

for \(\theta_0 = \theta\) and \(\phi_0 = \phi\).
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