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Abstract: We define the group measure matrix of the alternative scheme and the ideal scheme based on the relevant factor sequence and the system characteristic behavior sequence. Furthermore, the information distances of decision makers and decision criteria are defined, respectively. According to the information distance, we obtain each scheme’s grey matrix incidence degree for the scheme ranking. Finally, we use an example to verify the rationality of the model and compare it with other classic methods, such as TOPSIS, VIKOR, MULTI-MOORA. Compared with previous grey incidence analysis model, the proposed model can make full use of information of the decision-maker dimension and the criteria dimension. The proposed model can avoid high-dimensional information loss. The results show that the proposed method has superiority in measuring decision-maker information and decision-making standard information.
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1. Introduction

The grey incidence analysis, underpinning the grey system analysis, grey decision making as well as grey clustering, is essential to the grey system theory. and it is also the cornerstone of grey system analysis, being clearly different from the statistical method which usually require large amounts of samples, the grey incidence analysis caters to the circumstance with small sample size. As a result, it is often used to illustrate the connection or influence degree among system variables. The basic idea is to determine whether the link between different sequences is tight according to the geometry of the sequence curve [1,2]. Due to its unique advantages, the grey incidence analysis model has been becoming a hot issue for domestic and foreign scholars since it was proposed. According to the application scope and data characteristics, grey incidence analysis mainly includes grey absolute incidence degree model, grey similarity analysis model, T incidence degree model, B incidence degree model, C incidence degree model, grey entropy incidence degree model, slope incidence degree model, etc. Scholars have applied the grey incidence analysis as a multi-criteria decision-making (MCDM) method to solve problems in many fields such as international trade comparison [3], project management [4], supplier selection [5] and financial performance assessment [6].

To deal with the MCDM problems more effectively, some scholars combined the grey incidence analysis model with some common MCDM methods such as analytic Network Process (ANP), analytic hierarchy process (AHP), Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS) to construct novel MCDM methods based on grey incidence analysis. For example, Pakkar [7] properly selected the attribute weights in grey incidence analysis through using the data envelopment analysis (DEA) and AHP to drive attribute weights reasonably. In addition, Samvedi et al. [8] used fuzzy AHP...
to calculate the priority weights of the criteria, and employed grey incidence analysis to rank the alternatives while Baranitharan et al. [9] compared the differences between grey relational analysis and TOPSIS. To overcome the conflicting nature of the evaluation criteria, Prabhu and Ilangkumaran [10] integrated grey incidence analysis and TOPSIS to construct a novel MCDM method. Yazdani et al. [11] applied quality function deployment (QFD) to consider the external factors of incomplete independent attributes, and proposed a fuzzy multi-attribute decision framework based on grey incidence analysis. Giri et al. [12] extended the grey incidence analysis method for solving SVTNN problem, where the attribute weight information is partially known or completely unknown. With respect to the decision problems with panel data, by considering the attributes with negative relational and space-time, Liu et al. [13,14] established a novel grey incidence analysis model by using the tangent function and grey object matrix incidence clustering model. Considering many noticeable advantages of Grey incidence analysis method, such as clear calculation process, lower data requirement, less workload, and great reduction of the losses caused by information asymmetry, some scholars have also proposed a series of extended grey incidence models based on the classic grey incidence analysis method. Wei [15] proposed three different grey incidence analysis based on real value, interval value and fuzzy value. Sun et al. [16] applied the grey incidence analysis to the Hesitant Fuzzy Sets (HFSs) and proposed the HFSs synthetic grey incidence degree. Based on the definition of traditional grey incidence models, Liu et al. [17] proposed grey similar incidence model and grey close incidence model. Yin et al. [18] constructed a new grey comprehensive relational model on the basis of weighted mean distance and induced intensity. In the aspect of group decision-making with grey incidence analysis, Dey [19] presented a neutrosophic soft multi-attribute group decision making based on grey incidence analysis. Hashemi et al. [20] presented a new group decision model based on IFSs theory, ELECTRE and VIKOR along with grey incidence analysis. Liu et al. [21] used grey incidence analysis to calculate the distance between the ideal bull’s eye and the scheme bull’s eye. Pramanik and Mukhopadhyaya [22] developed an intuitionistic fuzzy multi-criteria group making method with grey incidence analysis for teacher selection. Zare et al. [23] proposed a grey group decision-making approach with VIKOR, TOPSIS and grey incidence analysis. Mousavi et al. [24] introduced grey incidence analysis to solve group decision making problems with conventional fuzzy information. Pamucar et al. [25] didified Normalized weighted geometric Dombi Bonferroni mean operator. Ulutas et al. [26] construct a new integrated grey MCDM model. Badi et al. [27] proposed a combined Grey-MARCOS.Regarding the application of the grey incidence analysis method, existing research mainly involves energy systems evaluation [28], healthcare service [29], performance measurement [30], construction projects [31], qualitative analysis [32], honeycomb core [33], Single Crystal Silicon [34], static tensile properties of structural steel [35], magnetic abrasive finishing [36], etc.

Existing literature on group decision-making based on grey incidence analysis only uses grey incidence analysis method as a supplement to obtain weights or combine with other methods. They did not build a corresponding grey incidence model based on the characteristics of multiple decision makers and multiple evaluation criteria in group decision problems. The dimensionality reduction method of high-dimensional information in the existing research literature is easy to cause information loss, which restricts the application space of grey incidence analysis and makes it difficult to aggregate the information of the decision-maker dimension and the criteria dimension. Considering that the ranking of schemes is mainly affected by decision-maker information and evaluation criteria information in the process of the multi-criteria group decision-making, this paper establishes the grey scheme matrix incidence analysis method to solve the ranking issue.

The remainder of this paper is organized as follows: a grey scheme matrix incidence analysis model is proposed in Section 2. In Section 3, a real case illustrates the validity and rationality of the proposed model. Some conclusions are given in Section 4.
2. A Grey Scheme Matrix Incidence Analysis Model

Because of the variation of attribute values resulting from selecting different decision makers in the multi-criteria group decision-making, the decision state in the decision scheme will be changeable. It can be said that the scheme ranking of group decision making is mainly affected by two factors: decision-maker information and decision-criteria information. In this regard, this study takes decision-making schemes as the research object, and establishes a novel multi-criteria grey scheme matrix incidence analysis model.

For multi-attribute group decision-making problem, its basic elements are the schemes, attributes, decision makers, and the evaluation ranges, so that a multi-criteria group decision making problem could be denoted as a four elements set $S = \{X, C, E, V\}$, $X = \{x_1, \ldots, x_n\}$, $C = \{c_1, \ldots, c_m\}$ and $E = \{e_1, \ldots, e_p\}$ express a set of schemes, criteria and decision makers, respectively, and $V = \cup v^k_j (i = 1, 2, \ldots, n; j = 1, 2, \ldots, m; k = 1, 2, \ldots, p)$ expresses the evaluation range of the schemes for the decision makers over multi-criteria, where $v^k_j$ is the value of $x_i$ under criterion $c_j$ evaluated by decision maker $e_k$. To measure the importance of criteria and decision makers, their weights should be given. Assume that $w_k = (w_{1k}, \ldots, w_{jk}, \ldots, w_{mk})$, $\eta = (\eta_1, \ldots, \eta_{k1}, \ldots, \eta_{kn})$ are the self-cognition criteria weight vector, comprehensive criteria weight vector and decision maker weight vector, respectively. Among them, $0 \leq w_{jk} \leq 1$, $\sum_{j=1}^{m} w_{jk} = 1, 0 \leq \eta_k \leq 1, \sum_{k=1}^{p} \eta_k = 1, w_{jk}$ represents the weight of the criterion $c_j$ given by decision maker $e_k$, $w_{jk}$ represents the weight of the criterion $c_{jk}$, and $\eta_k$ represents the weight of the decision maker $e_k$.

The proposed model mainly includes the following steps.

Step 1 Collect evaluation information given by each decision maker with respect to criteria set, weights of criteria and decision makers, and normalize data.

Due to the complexity and uncertainty of the objective world and the limitations of human understanding, decision makers’ evaluation value of the plan under different standards is given in the form of interval numbers [37]. The upper and lower limit of interval number represents the maximum and minimum evaluation value of each scheme evaluated by the decision maker under the criterion.

**Definition 1.** Let $v_{ij}^k = [v_{ij}^k-, v_{ij}^k+]$ be the initial evaluation interval value of scheme under multiple experts and multiple criteria, $u_{ij}^k = [u_{ij}^k-, u_{ij}^k+]$ be the standardized (dimensionless) interval value of initial evaluation value. Then, the method of converting $v_{ij}^k$ to $u_{ij}^k$ is as follows.

\[
 u_{ij}^k = \begin{cases} 
 v_{ij}^k - \min_{1 \leq p \leq m} v_{ij}^k, & j \in J^+ \\
 \max_{1 \leq p \leq m} v_{ij}^k - v_{ij}^k, & j \in J^- 
\end{cases}
\]

where, $J^+$ represents benefit criteria, $J^-$ represents cost criteria.

**Definition 2.** For $\forall x_i \in X, \forall c_j \in C, \forall e_k \in E$, if $u_{ij}^k (i = 1, 2, \ldots, n; j = 1, 2, \ldots, m; k = 1, 2, \ldots, p)$ represents the dimensionless measure of the evaluation value $v_{ij}^k$, then

\[
 U_i = \begin{bmatrix} 
 u_{i1}^1 & \cdots & u_{i1}^k & \cdots & u_{i1}^m \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 u_{ij}^1 & \cdots & u_{ij}^k & \cdots & u_{ij}^m \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 u_{im}^1 & \cdots & u_{im}^k & \cdots & u_{im}^m 
\end{bmatrix}
\]

is called as the group measure matrix of the decision-making scheme $x_i$. 
Step 2 Determine group measure matrix of the ideal decision scheme.

In the grey incidence analysis, the system behavior sequence, referred to the system behavior characteristics, must first be determined. However, due to the influence of decision makers’ interests and knowledge, it is difficult to achieve an optimal system behavior scheme, termed as the ideal decision scheme, in group decision-making. Therefore, we have the following Definition 3.

**Definition 3.** For \( \forall x_i \in X, \forall c_j \in C, \forall e_k \in E \), by the transformed formula of interval numbers \([38]\) let \( u_{0ij}^k = \max_i \{(1 - \theta)u_{ij}^{k-} + \theta u_{ij}^{k+}\} \), \( \theta \) reflects the risk attitude of decision maker, generally \( \theta = 0.5 \),

\[
\begin{bmatrix}
u_{01} & \cdots & \nu_{0j} & \cdots & \nu_{0m} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\nu_{p1} & \cdots & \nu_{pj} & \cdots & \nu_{pm} 
\end{bmatrix}
\]

is called as the group measure matrix of the ideal decision scheme. In the following, it will be used to calculate the distance to the alternative schemes for the deduction of the grey incidence degree for the ranking of the alternative schemes.

In the process of group decision-making, the decision makers determine the evaluation values according to the criteria of decision-making scheme. The evaluation values given by the decision makers of different decision scheme under different criteria are different. Therefore, it is necessary to measure the differences of schemes among the decision makers and among the criteria, thereby the grey scheme matrix absolute incidence analysis model is established.

**Step 3 Calculate the distance of schemes among the decision makers and among the criteria.**

**Definition 4.** For \( \forall x_i \in X, \forall c_j \in C, \forall e_k \in E \), if \( u_i^k = \{u_{i1}^k, \cdots, u_{ij}^k, \cdots, u_{im}^k\} \) and \( u_0^k = \{u_{01}^k, \cdots, u_{0j}^k, \cdots, u_{0m}^k\} \) denote the decision scheme \( x_i \) and the ideal decision scheme of decision maker \( e_k \), respectively, then

\[
d_1^{0ij} = \frac{\Delta_1^{0ij}}{\sum_{k=1}^{p} \eta_k u_{0j}^k} = \sqrt{\frac{\sum_{k=1}^{p} \eta_k (\hat{u}_{ij}^k - u_{0j}^k)^2}{\sum_{k=1}^{p} \eta_k u_{0j}^k}} \tag{2}
\]

\[
d_2^{0ij} = \Delta_2^{0ij} = \sum_{k=1}^{p} \eta_k |\hat{u}_{ij}^k - u_{0j}^k| \tag{3}
\]

is called as the decision-maker information distance and decision-criteria information distance over criterion \( c_j \) between decision scheme \( i \) and ideal decision scheme, respectively. In order to simplify the calculation, \( \hat{u}_{ij}^k = (1 - \theta)u_{ij}^{k-} + \theta u_{ij}^{k+} \), is called the the transformed formula of interval number \( u_{ij}^k \).

**Step 4 Calculate grey matrix incidence degree between each scheme and ideal scheme.**

Through the process of Equations (2) and (3), we can aggregate the decision-makers evaluation information and criteria information contained in the scheme evaluation matrix. For convenience, the ideal decision scheme can be denoted as \( x_0 \), and then the grey matrix incidence analysis method is given as follows.
\textbf{Definition 5.} Let $U_i$ and $U_0$ stand for the group measure value matrix of the decision scheme $x_i$ and the ideal decision scheme $x_0$ respectively, for $\forall x_i \in X, \forall c_j \in C, \forall e_k \in E$, the expression

$$\xi_{0ij} = \min_i \min_j \frac{d_{0ij}^3 + \rho \max_i \max_j d_{0ij}^3}{d_{0ij}^3 + \rho \max_i \max_j d_{0ij}^3}$$

(4)

is called as the grey matrix incidence coefficient over the criteria $c_j$ between the decision scheme $x_i$ and ideal decision scheme $x_0$.

Where, $d_{0ij}^3 = ad_{0ij}^1 + (1-a)d_{0ij}^2, 0 \leq a \leq 1, w_j = \sum_{k=1}^{p} \eta_k w_j^k$

$$\xi_i = \sum_{j=1}^{m} w_j \xi_{0ij}$$

(5)

is called as the grey matrix incidence degree over the criteria set between the decision scheme $x_i$ and ideal decision scheme $x_0$.

\textbf{Theorem 1.} The scheme matrix similarity incidence model has the following basic properties:

1. Normalization;
2. Proximity;
3. Comparability;
4. Uniqueness.

\textbf{Proof.} Due to $d_{0ij}^1 \geq 0$, $d_{0ij}^2 \geq 0$, according to the expression (2) and (3), one can obtain $0 \leq d_{0ij}^3 \leq 1, 0 < \xi_{0ij} \leq 1$ such that $0 < \xi_i \leq 1$. $\square$

Proximity, Comparability and Uniqueness is some characteristics of the criteria value and doesn’t to be proved.

\textbf{Theorem 2.} For $0 \leq a \leq 1$, the grey incidence degree of the scheme is an increasing function over parameter $a$.

\textbf{Proof.} For $\forall a_i \in A, \forall c_j \in C, \forall e_k \in E$, it holds true as follows:

$$\xi_{0ij}(a) = \frac{\min_i \min_j \frac{d_{0ij}^3 + \rho \max_i \max_j d_{0ij}^3}{d_{0ij}^3 + \rho \max_i \max_j d_{0ij}^3}}{\min_i \min_j \frac{[ad_{0ij}^1 + (1-a)d_{0ij}^2] + \rho \max_i \max_j [ad_{0ij}^1 + (1-a)d_{0ij}^2]}{[ad_{0ij}^1 + (1-a)d_{0ij}^2] + \rho \max_i \max_j [ad_{0ij}^1 + (1-a)d_{0ij}^2]}}$$

(6)

Let $\min_i \min_j d_{0ij}^3 = A, \rho \max_i \max_j d_{0ij}^3 = B$, such that $\xi_{0ij}(a) = \frac{A + B}{[ad_{0ij}^1 + (1-a)d_{0ij}^2] + B}$.

Generally speaking, $A, B$ is generally constant, one can determine that $\xi_i(a) = \sum_{j=1}^{m} w_j \xi_{0ij}(a)$ is a function on $a$, it is

$$\xi_i(a) = \sum_{j=1}^{m} w_j \frac{A + B}{[ad_{0ij}^1 + (1-a)d_{0ij}^2] + B}$$

(7)

Solve the derivative for $\xi_i(a)$ on $a$, one can acquire as follows:

$$\xi_i(a)' = (A + B) \left\{ \sum_{j=1}^{m} \frac{w_j}{[ad_{0ij}^1 + (1-a)d_{0ij}^2] + B} \right\}$$

(8)
where, 
\[
\frac{d}{\partial a} \left( \frac{\left| \omega_1 \right|}{\left| \omega_2 \right|} \right) = \frac{\omega_i \left( d_{im}^2 - d_{im}^0 \right)}{\left| \omega_1 \right|} \geq 0.
\]

Because 
\[
\frac{\omega_i \left( d_{im}^2 - d_{im}^0 \right)}{\left| \omega_1 \right|} \geq 0, i = 1, 2, \ldots, m
\]

one can know that \( \xi_i(a) \) is a monotone increasing function on \( a \). And the grey incidence degree of decision scheme is an increasing function on \( a \).

Therefore, the theorem is determined. □

According to Theorem 2 infers, when \( a \) increases, the grey incidence degree will become larger. In addition, it is indicated that the more information extracted by decision makers, the larger evaluation value of the decision schemes. Moreover, the higher the degree of attention to attribute information, the smaller the evaluation value of the decision-making scheme, which indicates the decision-maker information is more influential than the attribute information. For any two schemes \( a_i, a_s, 0 \leq a \leq 1 \), if \( \xi_i(a) \geq \xi_s(a) \), then the scheme \( x_i \) is not inferior to the scheme \( x_s \), and vice versa.

Step 5 Sort the schemes according to grey matrix incidence degree.

The larger the value of \( \xi_i \), the better the scheme.

To clearly present the decision-making process, the modeling steps of the proposed method are summarized as shown in Figure 1.

---

**Step 1** Collect evaluation information given by each decision maker with respect to criteria set, weights of criteria and decision makers, and normalize data by using Equation (1).

**Step 2** Determine group measure matrix of the ideal decision scheme by Definition 3.

**Step 3** Calculate the differences of schemes among the decision makers and among the criteria by Equation (2) and Equation (3).

**Step 4** Calculate grey matrix incidence degree between each scheme and ideal scheme by Equation (4) and Equation (5).

**Step 5** Sort the schemes according to grey matrix incidence degree.

---

**Figure 1.** The decision-making process of proposed model.
3. Case Analysis

The pharmaceutical industry is characterized with large investments, high risks and long cycles. For pharmaceutical enterprises, research and development (R&D) on new drug is the basis to obtain core competitiveness and high development. However, due to technology, policy, market demand and other reasons, many new drugs cannot be listed at last. Therefore, R&D should be evaluated for the reduction of risk in new drug projects. The selection process of a new drug R&D project is a complex dynamic process. Thus, a scientific and objective evaluation method must be established to ensure the rational use of R&D investment and reduce, reducing the investment risk, which facilitate the rational selection of new drug R&D projects.

With respect to pharmaceutical enterprises, Investment of a lot of money and man-power is inevitable. New drug research and development projects not only bring new development impetus to enterprises, but also bring huge risks to enterprises. Therefore, factors should be considered in the decision-making process, for example, the company’s comprehensive capabilities, R&D level, management level, corporate financial status, risks and costs of new drug R&D, and future profitability after the drug is launched. With these influencing factors, an attribute system involved in the six aspect of management evaluation, technical evaluation, market evaluation, financial evaluation, risk assessment and cost assessment could be established, as \( c_1, c_2, c_3, c_4, c_5 \), respectively. Based on the principles of science, completeness, validity, operability, comparability and simplicity. For instance, there exists a pharmaceutical enterprise in Wuxi city, and it plans to start a R&D project on new drug. Considering current manufacturing equipment and R&D level, the pharmaceutical enterprise has found 6 candidates R&D projects on new drugs denoted as \( x_1, x_2, x_3, x_4, x_5, x_6 \). To obtain the evaluation values, the pharmaceutical enterprise invites 5 experts in corresponding fields and records them as \( e_1, e_2, e_3, e_4, e_5 \). The five experts are mainly temporarily composed of new drug research and development personnel, new drug market personnel, drug supervision and administration departments, new drug consumer agents and new drug investors. According to the information about management level of enterprise, technical and financial evaluation, enterprise brand effect and market share, project risk, cost assessment, sales of similar drugs in the market, revenue of similar R&D projects, market capacity of drugs, internal rate of return and payback period provided by the pharmaceutical enterprise, the 5 experts will make evaluation information of the 6 R&D projects on new drugs.

Step 1 Collect evaluation information given by each decision maker with respect to criteria set, weights of criteria and decision makers, and normalize data.

Due to the incomplete information provided by the enterprise and the limitation cognition of expert’s, the evaluation values made by 5 experts are given in the form of interval values. The initial evaluation values have been transformed into standard interval evaluation values. The specific evaluation values are shown as follows:

\[
U_1 = \begin{bmatrix}
0.4596, 0.5143 & 0.4982, 0.5226 & 0.4985, 0.5004 & 0.4753, 0.5166 & 0.4462, 0.5064 & 0.4825, 0.5242 \\
0.4902, 0.5054 & 0.4905, 0.5117 & 0.4909, 0.5168 & 0.4988, 0.5069 & 0.4862, 0.5029 & 0.4798, 0.5111 \\
0.4716, 0.5064 & 0.4856, 0.5162 & 0.4988, 0.5178 & 0.4968, 0.5169 & 0.5023, 0.5312 & 0.4689, 0.5001 \\
0.4853, 0.5215 & 0.4762, 0.5059 & 0.4762, 0.5298 & 0.4896, 0.5211 & 0.4962, 0.5139 & 0.4937, 0.5002 \\
0.4925, 0.5187 & 0.5018, 0.5157 & 0.4863, 0.5117 & 0.5024, 0.5241 & 0.4789, 0.4999 & 0.4853, 0.5189 \\
\end{bmatrix}
\]

\[
U_2 = \begin{bmatrix}
0.4632, 0.5366 & 0.4878, 0.5176 & 0.4932, 0.5118 & 0.4998, 0.5233 & 0.4785, 0.5236 & 0.4826, 0.5089 \\
0.4846, 0.5127 & 0.4977, 0.5063 & 0.4884, 0.5006 & 0.4962, 0.5099 & 0.4816, 0.5069 & 0.4983, 0.5076 \\
0.4875, 0.5309 & 0.4962, 0.5244 & 0.4856, 0.4939 & 0.5047, 0.5066 & 0.4963, 0.5187 & 0.5027, 0.5112 \\
0.4753, 0.5026 & 0.4711, 0.4863 & 0.5013, 0.5234 & 0.4937, 0.5122 & 0.4755, 0.4986 & 0.4735, 0.4981 \\
0.4958, 0.5124 & 0.4811, 0.5012 & 0.4788, 0.5033 & 0.4899, 0.4999 & 0.4935, 0.5088 & 0.5028, 0.5214 \\
\end{bmatrix}
\]
According to the importance and knowledge background of experts and the authority in drug industry, the pharmaceutical enterprise gives the weight of these five experts based on self-cognition. Their weights are: \( \eta = \{ \eta_1, \eta_2, \eta_3, \eta_4, \eta_5 \} = \{0.05, 0.1, 0.3, 0.35, 0.2\} \). In addition, due to differences in background, status, etc., each expert has his own opinion on the weight of attributes. The expert self-cognition weights of attributes are shown below.

\[
\begin{align*}
  w^1 &= (w_{1}^1, w_{2}^1, w_{3}^1, w_{4}^1, w_{5}^1, w_{6}^1) = (0.15, 0.10, 0.15, 0.27, 0.25, 0.08) \\
  w^2 &= (w_{1}^2, w_{2}^2, w_{3}^2, w_{4}^2, w_{5}^2, w_{6}^2) = (0.12, 0.02, 0.30, 0.35, 0.15, 0.06) \\
  w^3 &= (w_{1}^3, w_{2}^3, w_{3}^3, w_{4}^3, w_{5}^3, w_{6}^3) = (0.20, 0.10, 0.32, 0.15, 0.18, 0.05) \\
  w^4 &= (w_{1}^4, w_{2}^4, w_{3}^4, w_{4}^4, w_{5}^4, w_{6}^4) = (0.10, 0.03, 0.28, 0.26, 0.31, 0.02) \\
  w^5 &= (w_{1}^5, w_{2}^5, w_{3}^5, w_{4}^5, w_{5}^5, w_{6}^5) = (0.17, 0.01, 0.09, 0.09, 0.54, 0.10)
\end{align*}
\]

According to the calculation method of \( w_j = \sum_{k=1}^{p} \eta_k w^k_j \), the comprehensive weight of the attribute can be obtained where \( w = (w_1, w_2, w_3, w_4, w_5, w_6) = (0.15, 0.05, 0.25, 0.2, 0.3, 0.05) \).

Step 2 Determine group measure matrix of the ideal decision scheme. Suppose the risk attitude of all decision makers is \( \theta = 0.5 \). By the Definition 3, we can obtain group measure matrix \( U_0 \) of the ideal decision scheme as follows:

\[
U_0 = \begin{bmatrix}
0.5274 & 0.5309 & 0.5106 & 0.5116 & 0.5063 & 0.5065 \\
0.5129 & 0.5026 & 0.5057 & 0.5230 & 0.5022 & 0.5030 \\
0.5140 & 0.5192 & 0.5083 & 0.5135 & 0.5168 & 0.5108 \\
0.5061 & 0.5193 & 0.5124 & 0.5054 & 0.5187 & 0.5057 \\
0.5056 & 0.5088 & 0.5044 & 0.5146 & 0.5012 & 0.5121 \\
0.5061 & 0.5088 & 0.5044 & 0.5146 & 0.5012 & 0.5121 \\
\end{bmatrix}
\]
Step 3 Calculate the differences of schemes among the decision makers and among the criteria. According to Equations (2) and (3), we can calculate \( d_{0ij}^1 \) and \( d_{0ij}^2 \) as follows:

\[
\begin{bmatrix}
\begin{array}{cccccc}
0.0172 & 0.0200 & 0.0065 & 0.0081 & 0.0099 & 0.0161 \\
0.0129 & 0.0265 & 0.0123 & 0.0117 & 0.0196 & 0.0122 \\
0.0441 & 0.0232 & 0.0251 & 0.0173 & 0.0228 & 0.0167 \\
0.0108 & 0.0209 & 0.0231 & 0.0211 & 0.0192 & 0.0225 \\
0.0074 & 0.0217 & 0.0135 & 0.0138 & 0.0280 & 0.0096 \\
0.0136 & 0.0093 & 0.0094 & 0.0097 & 0.0121 & 0.0118 \\
\end{array}
\end{bmatrix}
\]

\[
\begin{bmatrix}
0.0120 & 0.0165 & 0.0051 & 0.0051 & 0.0080 & 0.0138 \\
0.0105 & 0.0219 & 0.0096 & 0.0091 & 0.0149 & 0.0086 \\
0.0432 & 0.0212 & 0.0225 & 0.0152 & 0.0194 & 0.0143 \\
0.0074 & 0.0191 & 0.0223 & 0.0192 & 0.0175 & 0.0194 \\
0.0062 & 0.0199 & 0.0084 & 0.0100 & 0.0206 & 0.0065 \\
0.0103 & 0.0031 & 0.0084 & 0.0070 & 0.0084 & 0.0095 \\
\end{array}
\end{bmatrix}
\]

Step 4 Calculate grey matrix incidence degree between each scheme and ideal scheme. According to Equations (4) and (5), let \( \rho = 0.5, a = 0.5 \) the grey matrix incidence degree of each scheme is

\[
\begin{align*}
\xi_1 &= 0.7690, \\
\xi_2 &= 0.7115, \\
\xi_3 &= 0.5711, \\
\xi_4 &= 0.6323, \\
\xi_5 &= 0.6934, \\
\xi_6 &= 0.8030.
\end{align*}
\]

Step 5 Sort the schemes according to grey matrix incidence degree. The ranking result is show as

\[
x_6 \succ x_1 \succ x_2 \succ x_5 \succ x_4 \succ x_3.
\]

According to the scheme ranking, we can know that the project 6 is the optimal project on new drug, so the pharmaceutical enterprise can preferentially support project 6 to industrialize; project 1 and project 2 have certain strengths, and the pharmaceutical enterprises can take them as alternative projects; project 3 and project 4 overall lack competitiveness, and the pharmaceutical enterprise cannot consider supporting.

4. Comparison and Discussion

In the existing research on multi-criteria decision-making methods and group multi-criteria decision-making methods based on grey incidence analysis [39,40], scholars have deeply explored the influence of weights and distinguishing coefficient on decision-making results. The basis of the method in this paper is grey incidence analysis, so this paper focuses on the sensitivity analysis of the parameter \( a \). Let parameter \( a \) verify from 0 to 1 with step 0.1. Based on the proposed model, we calculate grey incidence degree of each scheme with different parameter values and the results are shown in Table 1. And the Figure 2 shows the quadratic fitting curve under different parameter \( a \) according to the grey incidence value from Table 1.

| \( a \) | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) | \( x_5 \) | \( x_6 \) |
|---|---|---|---|---|---|---|
| 0.0 | 0.7517 | 0.6920 | 0.5420 | 0.5981 | 0.6819 | 0.7839 |
| 0.1 | 0.7566 | 0.6975 | 0.5501 | 0.5981 | 0.6851 | 0.7892 |
| 0.2 | 0.7606 | 0.7019 | 0.5567 | 0.6153 | 0.6878 | 0.7936 |
| 0.3 | 0.7638 | 0.7057 | 0.5623 | 0.6218 | 0.6900 | 0.7972 |
| 0.4 | 0.7666 | 0.7088 | 0.5670 | 0.6274 | 0.6918 | 0.8003 |
| 0.5 | 0.7690 | 0.7115 | 0.5711 | 0.6323 | 0.6934 | 0.8030 |
| 0.6 | 0.7710 | 0.7138 | 0.5747 | 0.6365 | 0.6948 | 0.8053 |
| 0.7 | 0.7728 | 0.7159 | 0.5778 | 0.6402 | 0.6960 | 0.8074 |
| 0.8 | 0.7743 | 0.7176 | 0.5805 | 0.6435 | 0.6971 | 0.8092 |
| 0.9 | 0.7757 | 0.7192 | 0.5830 | 0.6446 | 0.6980 | 0.8108 |
| 1.0 | 0.7769 | 0.7207 | 0.5852 | 0.6491 | 0.6989 | 0.8122 |
Table 1 and Figure 1 show that the grey incidence degree of scheme increases when the parameter value \( a \) increases, but their growth rate is different. And no matter how the parameters change, it does not affect the ranking of the schemes, and the results of schemes ranking are shown as follows: \( x_6 \succ x_1 \succ x_2 \succ x_5 \succ x_4 \succ x_3 \). According to the calculation results and Figure 1, we can get some interesting results. When \( a \) is small, the grey incidence degree between project 5 and project 2 is small, and the grey incidence degree between project 5 and project 4 is large, that is, when the information of the decision-maker dimension is reduced, the distinction between project 5 and project 2 is small, and the distinction between project 5 and project 4 is greater. When \( a \) is larger, that is, the information of the decision maker dimension increases while information of the decision attribute decreases. It shows that the change of the parameter \( a \) reflects the emphasis of the dimensional information, resulting in the discrimination of the ranking result. In addition, changes in the parameters can affect the ranking of programs to a certain extent. Due to the particularity of the selected cases in this paper, the influence of varied parameter on the ranking of the schemes is not shown in the final ranking results. However, when a certain decision-making problem requires a higher degree of discrimination between decision-makers and decision-making standards, the method proposed in this paper can show its flexibility and convenience. By choosing appropriate parameters, we can improve the discrimination of ranking results and better assist decision-making.

To further verify the validity and rationality of the proposed model, it should be used to compared with other classic MCDM methods. Considering the modeling conditions of this paper, we choose TOPSIS, VIKOR, MULTIMOORA methods for comparative analysis. It should be noted that each method has its corresponding problems, and they are not completely comparable. The comparison of different methods in this paper is just to express the validity of the model.

The ranking results are shown in Table 2. Based the method proposed in this paper, the ranking is \( x_6 \succ x_1 \succ x_2 \succ x_5 \succ x_4 \succ x_3 \), which is consistent with the TOPSIS method. The proposed method and VIKOR have difference in the ranking of scheme \( x_2 \) and \( x_5 \); the proposed method and MULTI-MOORA have difference in the ranking of scheme \( x_1, x_2, x_3, x_4, \) and \( x_5 \). These differences show that VIKOR and MULTI-MOORA only focus on mining the information of the decision maker or criteria dimension, the proposed model can not only well integrate and aggregate the information of different dimensions but also distinguish the importance of the above two dimensions through the parameter \( a \) according to the actual situation. Although TOPSIS and our method have the same ranking results,
TOPSIS describes absolute differences. The method in this paper describes the overall difference in terms of the geometry of the sequence curve.

Table 2. The results of the scheme ranking.

| Method     | Ranking Results |
|------------|-----------------|
| TOPSIS     | $x_6 \succ x_1 \succ x_2 \succ x_5 \succ x_4 \succ x_3$ |
| VIKOR      | $x_6 \succ x_1 \succ x_5 \succ x_2 \succ x_4 \succ x_3$ |
| MULTIMOORA | $x_6 \succ x_2 \succ x_1 \succ x_4 \succ x_3 \succ x_5$ |
| This paper | $x_6 \succ x_1 \succ x_2 \succ x_5 \succ x_4 \succ x_3$ |

5. Conclusions

In order to candle the scheme ranking problem in the process of group decision making, this paper constructs a novel grey scheme matrix incidence model from the aspects of the dimensions of decision makers and decision attributes based on grey incidence analysis. Compared with previous grey incidence analysis model, the model can make full use of information of the decision-maker dimension and the criteria dimension. The model can avoid high-dimensional information loss. Considering the dimensions of decision maker and decision attribute, this paper proposed a grey group decision-making approach. The relative distance and absolute distance between group measure matrix of the scheme and the ideal scheme are defined to express decision maker information and decision attribute information. Finally, the proposed model is applied to solve new drug R&D project selection problems. This method can be operated easily, providing a potential decision-making aid for pharmaceutical companies. The future research direction is to study the dynamic group decision-making problem from the perspective of expert change and criteria change. There are also some limitations in this paper, such as decision-maker weights are determined by qualitative analysis and lack of quantitative methods. In addition, how to determine the optimal parameter $a$ is also what we need to solve in the future.
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