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Abstract

Point clouds provide intrinsic geometric information and surface context for scene understanding. Existing methods for point cloud segmentation require a large amount of fully labeled data. Using advanced depth sensors, collection of large scale 3D dataset is no longer a cumbersome process. However, manually producing point-level label on the large scale dataset is time and labor-intensive. In this paper, we propose a weakly supervised approach to predict point-level results using weak labels on 3D point clouds. We introduce our multi-path region mining module to generate pseudo point-level label from a classification network trained with weak labels. It mines the localization cues for each class from various aspects of the network feature using different attention modules. Then, we use the point-level pseudo labels to train a point cloud segmentation network in a fully supervised manner. To the best of our knowledge, this is the first method that uses cloud-level weak labels on raw 3D space to train a point cloud semantic segmentation network. In our setting, the 3D weak labels only indicate the classes that appeared in our input sample. We discuss both scene- and subcloud-level weakly labels on raw 3D point cloud data and perform in-depth experiments on them. On ScanNet\(^8\) dataset, our result trained with subcloud-level labels is compatible with some fully supervised methods.

1. Introduction

Compared to 2D images, as projections of the real world, 3D data brings geometry and the surrounding context of objects and scenes along with their RGB information. The extra hints have drawn much attention recently. With the great success of deep learning in 2D image vision tasks, researchers proposed many deep learning based methods for recognition tasks on point clouds. However, deep learning based methods are usually data-hungry.

Recently, the advances in reconstruction algorithms and more affordable consumer-level depth sensors provide convenient and inexpensive access to 3D data collection. However, annotations on these data are still expensive in labor and time. Especially for 3D data, directly labeling of reconstructed 3D meshes or grouped points is to be carried out.

For example, ScanNet\(^8\), a popular large-scale RGB-D dataset of real-world indoor environments, that provides 1513 3D scans from 70 unique indoor scenes, consists of over 2.5M RGB-D images. Then, 3D meshes and point clouds were reconstructed from the RGB-D scans. Using Structure sensor\(^{31}\), which can be attached to mobile devices like smartphones and iPads, only 20 people participated in the collection of 1513 3D scans. Despite the convenience in data collection, the annotation process turned out to be much exhausting and arduous. According to the statistics, more than 500 works participated in the semantic annotation process. To ensure the annotation accuracy, each scene was annotated by 2 to 3 participants. In aggregate, the median and mean time for annotation per scan is 16.8 min.

---
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and 22.3 min.

In this paper, we introduce a weakly supervised learning approach for 3D point cloud semantic segmentation. To reduce the labor cost in data annotation, we use weak labels that only indicate the classes that appeared in the input point cloud sample. Therefore, we can only train a classification network with weak labels. To find object regions for the classification network, we introduce Class Activation Map (CAM)\cite{CAM}, an effective class-specific region localization method in 2D images, to 3D point clouds. However, CAM often works well only in most discriminative regions. As we want to generate accurate pseudo labels on all points in the point cloud, we propose a multi-path region mining (MPRM) module to mine various region information from a classification network trained with weak labels. In our MPRM module, we append various attention modules after the classification backbone network. We propose a spatial attention module to gather long-range context information along the spatial domain, a channel attention module to explore channel inter-dependencies, and a point-wise spatial attention module to aggregate global information to local features. Each attention module produces a classification prediction and is trained with the weak label. By applying Point Class Activation Map (PCAM) to each path and the original feature map, we can collect object regions mined from various aspects of the network feature and generate our point-level pseudo mask. To leverage the low-level representation and the pairwise relationship of point clouds, we use a denseCRF\cite{denseCRF} to refine our pseudo labels. Finally, we train a point cloud segmentation network using our point-level pseudo labels.

While weak labels are cheap to acquire, they may be too poor to provide supervision for the network to generate localization cues. To find a trade-off between labor cost and representation ability, we discuss two weak labeling strategies. In Figure 1, we show (A) scene-level label, indicating the classes appearing in the scene, which is the cheapest label we can get for a point cloud scene; (B) the commonly used point-level label; and (C) subcloud-level label, where we take spherical subsamples from the scene and label it with classes appearing in the subcloud. To ensure the labor cost remains low for subcloud-level labels, we choose only a limited number of subclouds for each scene. In ScanNet, the average number of subclouds is 18.4. The estimated annotation time for scene-level labels in a scene is around 15 sec, while the annotation time for subclouds from a scene is lower than 3 min, which is still much cheaper than point-level annotation.

We perform detailed experiments of our MPRM using both scene-level labels and subcloud-level labels. We elaborate that our approach provides a feasible way to train a point cloud segmentation network using weak labels. Our result outperforms some popular fully supervised point cloud recognition models like PointNet++\cite{PointNet++} and \cite{PointNet}. Also, we show that the model trained using subcloud-level labels outperforms the model trained with scene-level labels by a large margin.

The main contribution of this paper can be summarized as:

- We propose a weakly supervised learning approach for 3D point cloud semantic segmentation tasks using only scene- and subcloud-level labels. To the best of our knowledge, this is the first approach to learn a point cloud scene segmentation network from cloud-level weak labels on raw 3D data.

- We propose a multi-path region mining module to generate pseudo point-level labels. With the spatial attention module, channel attention module and point-wise spatial attention module in our MPRM, we mine various object localization region cues by exploring the long-range spatial context, channel inter-dependency, and global context from the network feature.

2. Related Work

**Weakly Supervised Semantic Segmentation on 2D images:** Various kinds of supervision have been studied to relieve the labor cost for dense annotation on images. Weak annotations like Bounding box\cite{Bounding_box}, scribble\cite{scribble}, point\cite{point} are adopted in segmentation tasks. While these kinds of supervision still require a certain amount of labor cost, image-level annotation is much cheaper. A common practice for image-level supervision tasks is generating Class Activate Map (CAM)\cite{CAM}. The core idea is extracting localization cues from a classification network for each class. Then, a segmentation network is trained with the CAM as pseudo labels. However, as CAM often fails to find the entire object region, many works\cite{Class_Activate_Map,Class_Activate_Map_2,Class_Activate_Map_3,Class_Activate_Map_4,Class_Activate_Map_5} are proposed to improve the accuracy of pseudo labels. Although there is quite a number of weakly supervise approaches for image segmentation, it is hard to directly apply them to point cloud due to its unordered structure and variant density.

**Deep Learning on Point Clouds:** To apply deep learning techniques on point clouds, some methods project 3D point clouds to images and process them on 2D\cite{3D_to_2D_1,3D_to_2D_2,3D_to_2D_3,3D_to_2D_4,3D_to_2D_5}, but this kind of methods often suffers a lot of deficiencies in segmentation tasks due to occlusion and variant densities. It is also popular to voxelize point clouds into 3D grids and process them using dense 3D CNNs\cite{3D_CNNs_1,3D_CNNs_2}. As 3D CNNs consume huge computational resources, sparse convolutions use hash-maps\cite{Sparse_Convolutions_1,Sparse_Convolutions_2} to improve performance and efficiency for voxel-based methods. To reduce the quantization effort, PointNet like methods\cite{PointNet,PointNet++,PointNet+} are proposed to directly process the raw unordered point
cloud data. This kind of approach is weak in considering neighboring local information. Point convolution networks\cite{2,16,31,37,25,6,14,15} introduce convolution operations directly onto raw point cloud data. However, the above methods are all trained with full supervision, thus require a lot of fully annotated data.

**Point Cloud Recognition with Less Supervision:** \cite{30} proposes a self-supervised method to learn a point cloud representation by reassembling randomly split point clouds parts. MortonNet\cite{36} uses Z-order to learn a feature with self-supervision. However, these two models cannot directly use the self-supervised learned feature for tasks like object classification, part segmentation, and semantic segmentation. Pre-training the network with their learned features can help improve the performance and use less fully annotated labels, which turns the problem into a semi-supervised setting. \cite{38} proposes to use 2D semantic annotation for 3D point cloud semantic segmentation tasks by re-projecting segmentation predictions on the 3D point cloud to 2D. However, it requires dense 2D annotation, which is still expensive. Thus, these methods still require quite an amount of expensive annotation, and there is no existing method that directly uses weak 3D labels for 3D scene segmentation tasks.

### 3. Our Weakly Supervised Setting

In this section, we introduce and discuss scene-level weak labels and subcloud-weak labels for our weakly supervised setting.

**Scene-level Annotation:** Among weak labels for 2D images, image-labels are the cheapest one to produce. In the 3D case, scene-level labels are also the most economical ones. It only indicates the appearing classes in each scene. Although researchers developed many successful approaches on 2D weakly supervised segmentation using image-level labels, there are two major challenges for using scene-level labels in 3D weakly supervised scene segmentation: (1) 3D data are reconstructed from RGB-D sequences, which usually contain much more information than a single image. Thus, a single label for a large scene is considerably coarse; (2) For indoor scenes, there are several common classes appear in high frequencies. Classes like walls and floors appear in almost every scene, and they usually have a dominant number of points in each scene. With this severe class imbalance issue, the classification network may not be able to learn the discriminative features, which makes it hard for us to find class region localization cues.

**Subcloud-level Annotation:** To deal with the challenges while retaining the low annotation cost, we propose subcloud-level labels for indoor scene point cloud data. We uniformly place seeding points in the space and take the all the neighboring points within a radius $r$ to form a subcloud. The number of seeding points along each dimension is calculated as $n = \lceil l/r \rceil$. So the total number of seeding points in the 3D case is $n_i = n_x \times n_y \times n_z$. The subclouds are overlapping with each other. Thus each point can be included in multiple subclouds. Given a seeding point $q$, a subcloud can be expressed as:

$$\mathbf{N}(q, r) = \{ p \in \mathbf{P} | \|p - q\| < r \},$$

where $r$ is the radius of the subcloud and $p$ is taken from the set of points $\mathbf{P}$ of the entire point cloud scene. Then, human annotators can label it as the classes appeared in the subcloud. In ScanNet, using a radius $r = 2m$, the average number of subclouds in each scene is 18.4. So the annotators only need to append about 18 label vectors to each scene. We present a detailed discussion on how subcloud-level labels can help resolve the challenges of directly using scene-level in our weakly supervised training scheme in 6.1.

### 4. Our Framework

#### 4.1. Baseline Method: PCAM

CAM\cite{45} plays a vital role in weakly supervised semantic segmentation tasks on 2D images as a class-specific object localization tool. We present a point class activation map (PCAM), in which we apply CAM to point convolution networks to generate localization cues on point cloud data.

We use KPConv\cite{37} classification network with ResNet\cite{13} blocks as our backbone network. KPConv is a point convolution network that directly takes unordered points as input. It proposes a kernel convolution operation that performs convolution on a point with all its neighbors within the kernel radius in 3D space using an index-coordinate dictionary. As shown in Figure\cite{2} we feed point

![Figure 2](image.png)  
**Figure 2.** An illustration of point class activation map, we show the network architecture to generate PCAM using weak labels and visualization of PCAM for class *Chair* of the given input point cloud. We can see the highly activated points in the PCAM lead us to locate the chairs region. (Best viewed in color)
cloud/subcloud and the corresponding weak label to the classification network. Then, we take the output features map from the convolution layers. A $1 \times 1$ convolution layer is appended as a classifier to reduce the feature dimension to the number of classes to get the PCAM feature map. During training, we take the prediction vector using the global average pooling layer and calculate a sigmoid cross-entropy loss using the weak label.

During training, we take the prediction vector using the global average pooling layer to generate the prediction vectors and calculate a sigmoid cross-entropy loss using the weak label.

For class $c$, the PCAM $M_c(p)$ for point $p$ can be expressed as:

$$M_c(p) = w_c^T \cdot f_{cam}(p) \cdot y_c,$$  \hspace{1cm} (2)

where $w_c$ is the classification weights for class $c$ and $y_c \in \{0, 1\}$ indicates the one-hot subcloud ground truth for class $c$. Thus, we ensure that the PCAMs for negative classes in our subcloud label are set to 0. Since there is no absolute background in point cloud data, every point must be classified to a foreground class, the pseudo label of point $p$ is given by $\text{argmax}(M(p))$. Since there are several down-sampling operations in the classification network, we need to upsample the PCAMs to the original size for the point-level pseudo labels.

### 4.2. Multi-Path Region Mining

In our weakly supervised learning framework, we train a classification network with classification labels and try to find class region localization cues from the network. However, a classification network is trained only to predict class labels for the input point cloud. Learning from the most discriminative features is enough for the classification tasks. Thus, it is hard to determine class information using PCAMs at non-discriminative regions. Therefore, we want to mine more discriminative regions from the network using various kinds of attention mechanisms. Since each attention mechanism focuses on different aspects of the network features, we can produce different discriminative regions and aggregate them to generate our point-level pseudo labels.

As shown in Figure 3, our multi-path region mining module consists of four different paths after the KPConv ResNet layers. The first path is a plain PCAM introduced in [43]. In parallel, we have spatial attention module, channel attention module, and point-wise attention module. Each path is followed by a $1 \times 1$ convolution layer as a classifier to generate an individual PCAM. Then, we use a global average pooling layer to generate the prediction vectors and calculate a sigmoid cross-entropy loss using the weak label for each path. All the losses will be back-propagate to the backbone network. In order to generate the pseudo-label, we take the PCAMs from each path and merge them by taking the element-wise maximum value and upsample the PCAM to the original size by nearest upsampling. By taking the maximum value, we can collect discriminative features from different paths with various aspects of the classification network. Thus, we can produce more accurate point-level pseudo labels.

#### 4.2.1 Spatial Attention Module

To determine more accurate object regions, we want to generate more discriminative features from the classification network. However, [43] suggests that local features generated by traditional CNN models may mislead the classification process. Inspired by [39], we introduce a spatial attention module as a path with a classification head. By propagating the long-range context information along spatial domain, this module help ameliorate the local discriminative feature representation, which allows a more accurate object region localization procedure.
The features from other points is added to the local feature, which selectively increased the global context to the local feature.

### 4.2.2 Channel Attention Module

In our MPRM module, we want to mine object regions from different angles of the network feature. Inspired by [10], we introduce a channel attention module as another path with a classification head. In this module, we explore the interdependencies between channels as each channel can be represented as a class-specific response. We leverage the channel-wise information for classification, where more useful features can be mined to generate object region proposals.

As illustrated in Figure 4(B), the overall structure of the Channel Attention Module is similar to the Spatial Attention Module. However, we do not include the \( 1 \times 1 \) convolution layer in this module and directly perform matrix multiplication between the \( C \times N \) transposed input feature map and the \( N \times C \) original feature map. Here we get a \( C \times C \) channel attention map. With a softmax layer on the attention map, it can be expressed as:

\[
 b_{ji} = \frac{\exp(A_i \cdot A_j)}{\sum_{i=1}^{C} (A_i \cdot A_j)},
\]

where \( b_{ji} \) describes the influence from channel \( i \) to channel \( j \). Then, we use matrix multiplication between attention map \( B \) and the original feature map \( A \) to propagate channel information selectively. Again, we use another learnable scale parameter \( \beta \) initialized from 0 to weight the element-wise summation between the aggregated feature map and the original feature map:

\[
 D_j = \beta \sum_{i=1}^{C} (b_{ji}A_i) + A_j,
\]

In the above, the channel inter-dependencies are aggregated at each point.

### 4.2.3 Point-wise Attention Module

To retain the necessary local representation for localization, our classification network applies only two downsampling layers. In this case, the receptive field of this model is considerably restricted. The small receptive field makes it hard for the network to understand complex scenes. An excellent approach to enlarge the receptive field is PSPNet [43], which applies various scale of spatial pooling to gather global information. However, the variant sparsity of point cloud makes it hard to append different levels of pooling modules into the network. Inspired by PSANet [44], we design a simplified point-wise spatial attention module to aggregate global information for each point. As shown in Figure 4(C),

![Figure 4. The architecture of (A) Spatial Attention Module, (B) Channel Attention Module, and (C) Point-wise Attention Module.](image-url)
we calculate the spatial attention map using the same way as in Spatial Attention Module. Instead of summing the attention feature to the original feature, we directly concatenate the aggregated feature to the original feature map. Here, the aggregated global feature performs as a weighted global pooling module, which allows the resulting feature map to have both local and global feature. Thus, we can mine more region information from this module.

4.3. Learning a Semantic Segmentation Network

After acquiring the four distinct PCAMs, we use an element-wise maximum to get the max value at each position and upsample it to generate the pseudo mask. Then, to leverage the low-level contextual information and the pairwise relationship between points, we use the dCRF to refine the pseudo labels. To provide a ready to use full-scale segmentation model, we retrain a segmentation network using the generated pseudo labels. Besides, deeper convolution neural networks have the ability to learn more feature representations despite some misclassified pseudo labels and produce better results. Here, we use the KPConv U-Net like structured segmentation model as our final model.

5. Implementation Details

5.1. Dataset and Weak Labels

We perform our experiments on ScanNet dataset. ScanNet has 1513 training scenes and 100 test scenes with 20 classes. We adopt the official train-val split, where there are 1205 training scenes and 312 validation scenes. We first preprocess the ScanNet data following the approach of [37]. Then, for scene-level labels, we label each scene with the classes that appeared in each scene; for subcloud-level labels, we use a query radius $r = 2.0m$ to sample subclouds. The average size of the training scenes is $5.5 \times 5.1 \times 2.4m$. The resulting average subcloud number per scene for the training set is 18.4, and we label each subcloud with the classes that appeared in the subcloud.

5.2. Generating Pseudo-labels

Our classification backbone is a simpler version of KPConv [37] classification network. We use a simple convolution layer followed by 5 ResNet [13] bottleneck blocks, among which, we use deformable kernels in the last three blocks. The second and fourth ResNet blocks apply strided convolution as the downsampling layers. We take a four-dimensional input feature based on the RGB value and an indicator 1 in case the point is black. Due to the network capacity, we cannot feed a whole scene input the network while training with scene-level labels. For fair comparison, we randomly sample subclouds using the same radius and append scene-level labels to them. The input data is formed with subclouds stacked along the batch dimension, as the convolution and pooling operation is solely based on a neighboring index generated using KD-Tree. As the number of points varies a lot in each subcloud, there is no fixed batch size. A batch is formed by stacking subclouds until the batch limit number of points are met. The batch limit is chosen to accord with the target batch size. We use a dropout layer before each $1 \times 1$ convolution classifier with a dropout rate of 0.5. During training, we use a Momentum SGD optimizer, with a momentum of 0.98 and an initial learning rate of 0.01. We apply the exponential learning rate decay to ensure it is divided by 10 every 100 epochs. The target batch size is set at 10, and the network converges at about 400 epochs.

5.3. Training Segmentation Model

We use the KPConv segmentation model as our final segmentation model. The model consists of four blocks, and each block is composed of two deformable ResNet bottleneck block and a strided convolution layer for downsampling. We use the same training setting as 5.2. The model converges at around 200 epochs.

6. Experiments

6.1. Scene-level Versus Subcloud-level Labels

In this section, we analyze our scene- and subcloud-level labels. As we discussed in [3] there are two main challenges for training with scene-level label. In Table 1, we show the frequency of each class in both scene- and subcloud-level labels. We can observe that classes like floors, walls are almost inevitable in every scene. Through our subsampling, half of the subclouds do not contain the class floor since we are sampling at different heights. Although walls are hard to avoid, we still produced more than 20% data as negative samples, which provides negative samples for the dominant classes. The effect is more obvious when it comes to frequent small objects like table, chair, and doors. Thus, the network can learn better discriminative features about those classes. Although some classes like shower curtain and bathtub seem to be rare in subcloud-level samples in percentage, the actual number of samples is increased.

To illustrate the effect, we compare both our PCAM baseline and the MPRM with scene- and subcloud-level labels. Table 2 shows class-specific pseudo label performance. The performances of using subcloud-level labels are leading by a large margin on both settings. Specifically, we can observe that using scene-level labels, the segmentation performances on small objects are severely inferior, especially those objects usually placed near walls. This phenomenon accords with our previous assumption that the network cannot learn discriminative features for dominant classes and simply generate high scores for those classes on
every point. We can clearly observe this from Figure 3(B), that the network tends to predict every point as walls and floors. Therefore, we prove that using subcloud-level label can significantly relieve the class imbalance problem in scene-level labels.

6.2. Pseudo Label Evaluation

As shown in Table 2, we present the class-specific segmentation result of our pseudo label on the training set. Results show that the Multi-path Region Mining module can help increase the segmentation performance using both scene-level and subcloud-level labels. With scene-level supervision, we observe our baseline method can hardly find anything about the classes that are near the dominant classes like door, window, picture, with our MPRM module the performance on these classes increased by a large margin. It can be seen that MPRM generates more small object regions from dominant classes and produce better smoothness over the space.

We also present the segmentation result of MPRM post-processed by a dCRF, which incorporate low-level features like color and pairwise smoothness information to refine the pseudo label. Then, we use the MP-CRF result as the pseudo per point label to train our full-scale segmentation network.

### 6.3. Ablation Study

In this section, we conduct detailed experiments to evaluate our Multi-path Region Mining Module. As shown in Table 3, we evaluate the performance of each path and their combination with the original PCAM. Also, we compare two different fusion methods. Note that the network is trained simultaneously using the losses from all four paths. Comparing with the baseline results, our PCAM path within MPRM performs better than merely training one branch. Thus, we can learn that the losses from different paths indeed help the classification backbone to produce better features. Among the four paths, the spatial attention path performs best alone, and all three modules produce better results than the original PCAM. Besides, the combination of each two branches outperforms their branches solely, which proves that our different paths are indeed learning various features from the classification network. As the four paths merging result is higher than any other combination, we show that all the four paths help produce better pseudo labels.

We compare the element-wise maximum fusion with the element-wise sum fusion in the last two rows. It is evident that max fusion is better. As we use global average pooling to get our classification predictions, the score amplitude in each class may vary a lot. Using max fusion, we can keep the fusion within each class. However, using sum fusion may cause some overwhelming classes, thus influence the final classification result.

### 6.4. Segmentation Results

In Table 4 we show the segmentation performance with subcloud-level annotation on the validation set. We can observe that MPRM outperforms the baseline method on the validation set. We also see that retraining a full-scale segmentation network can provide better results than the raw feature maps as a deeper network can learn more representation than our shallow network. Besides, by retraining, we can aggregate the low level feature generated from dCRF to our final model, and incorporate the post-processing step into an end-to-end network. We compare our final result
Table 4. The class-specific segmentation results (mIoU) on the validation set with subcloud level supervision. No retraining means directly using the output from the MPRM model as segmentation predictions. With retraining means that we retrain a full-scale segmentation network with our previous MPRM-CRF pseudo label.

| Setting          | Retrain | wall | floor | cabinet | bed | chair | sofa | table | door | window | B.S. | picture | counter | desk | curtain | fridge | S.C. | toilet | sink | bathtub | other | mIoU  |
|------------------|---------|-----|-------|---------|-----|-------|------|-------|------|--------|------|---------|---------|------|---------|--------|-----|--------|-------|-------|--------|------|---------|-------|-----|
| PCAM             | No      | 57.3| 49.2 | 20.4    | 51.4| 44.3  | 53.2 | 37.1  | 29.3 | 32.4   | 54.6 | 20.5    | 9.9     | 34.8 | 62.5    | 10.0   | 37.5| 55.3   | 33.0 | 49.5    | 20.2 | 38.1  |
| MPRM             | No      | 55.7| 50.7 | 23.1    | 57.5| 47.5  | 53.5 | 39.2  | 32.6 | 41.8   | 63.6 | 19.7    | 19.2    | 39.8 | 66.3    | 22.2   | 44.1| 49.1   | 23.4 | 43.0    | 28.5 | 41.0  |
| MPRM-CRF         | No      | 55.0| 50.0 | 23.5    | 59.2| 47.6  | 54.3 | 41.7  | 34.8 | 41.2   | 63.9 | 20.6    | 20.8    | 40.6 | 66.2    | 24.1   | 43.5| 48.5   | 23.6 | 41.9    | 27.6 | 41.4  |
| MPRM-CRF         | Yes     | 59.4| 59.6 | 25.1    | 64.1| 55.7  | 58.7 | 45.6  | 36.4 | 40.3   | 67.0 | 16.1    | 22.6    | 42.9 | 66.9    | 24.1   | 39.6| 47.0   | 21.2 | 44.7    | 28.0 | 43.2  |

Figure 5. Visualizations of pseudo labels. (A)Input point clouds, (B)PCAMs trained with scene-level labels, (C)PCAMs trained with subcloud-level labels, (D)Multi-path region mining trained with subcloud-level labels, (E)Ground truth.

Table 5. 3D scene semantic segmentation results (mIoU) on Scan-Net test set. The results are taken from the online benchmark. With fully supervised approaches in Table 5. There is still a huge performance gap between our weakly supervised approach and the current state-of-the-art methods, but our weakly supervised approach is compatible with some fully supervised methods. We also show qualitative results in Figure 6.

| Method          | Supervision: Point-level | mIoU  |
|-----------------|--------------------------|-------|
| Pointnet++ [28] | 33.9                     |       |
| SPLATNet [33]   | 39.3                     |       |
| TangentConv [35] | 43.8                   |       |
| PointCNN [22]   | 45.8                     |       |
| KPConv [37]     | 68.4                     |       |
| SubSparseCNN [11]| 72.5                    |       |
| Ours            | Supervision: Subcloud-level | 41.1  |

7. Conclusions

In this paper, we have proposed a weakly supervised learning scheme for 3D point cloud scene semantic segmentation. Our subcloud labeling strategy can significantly reduce the labor and time cost for annotation on 3D datasets. Besides, we propose a Multi-path Region Mining Module to improve segmentation performance. The result of our weakly supervised approach is compatible with some fully supervised methods.
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