First-principles vs. semi-empirical modeling of global and local electronic transport properties of graphene nanopore-based sensors for DNA sequencing
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Abstract Using first-principles quantum transport simulations, based on the nonequilibrium Green function formalism combined with density functional theory (NEGF+DFT), we examine changes in the total and local electronic currents within the plane of graphene nanoribbon with zigzag edges (ZGNR) hosting a nanopore which are induced by inserting a DNA nucleobase into the pore. We find a sizable change of the zero-bias conductance of two-terminal ZGNR + nanopore device after the nucleobase is placed into the most probable position (according to molecular dynamics trajectories) inside the nanopore of a small diameter \( D = 1.2 \) nm. Although such effect decreases as the nanopore size is increased to \( D = 1.7 \) nm, the contrast between currents in ZGNR + nanopore and ZGNR + nanopore + nucleobase systems can be enhanced by applying a small bias voltage \( V_b \leq 0.1 \) V. This is explained microscopically as being due to DNA nucleobase-induced modification of spatial profile of local current density around the edges of ZGNR. We repeat the same analysis using NEGF combined with self-consistent charge density functional tight-binding (NEGF+SCC-DFTB) or self-consistent extended Hückel (NEGF+SC-EH) semi-empirical methodologies. The large discrepancy we find between the results obtained from NEGF+DFT vs. those obtained from NEGF+SCC-DFTB or NEGF+SC-EH approaches could be of great importance when selecting proper computational algorithms for in silico design of optimal nanoelectronic sensors for rapid DNA sequencing.
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1 Introduction

The successful realization of fast and low-cost methods for reading the sequence of DNA nucleobases is envisaged to lead to personalized medicine and applications in various subfields of genetics [1]. The use of nanometer-sized pores provides a simple idea that can lower the cost and speed up DNA sequencing by eliminating enzyme-dependent amplification and fluorescent labeling steps. Two major types of nanopores [2,3] have been employed for the so-called third generation DNA sequencing [1]: (i) protein nanopores (such as α-hemolysin pore); and (ii) artificial solid-state pores [4] (such as silicon nitride and silicon oxide pores). In these schemes, DNA molecules in electrolytic solution are electrophoretically driven through the nanopore, and one tries to detect the sequence of nucleobases by monitoring how they reduce longitudinal ionic current flowing through the nanopore [4].

The key issues in these approaches are how to slow down the translocation speed of DNA and how to achieve single-base resolution. In particular, solid-state nanopores [2,3] represent an inexpensive and highly versatile alternative to initially considered biological nanopores since they provide superior mechanical, chemical and thermal characteristics when compared with lipid-based systems. At the same time, the size and shape of the nanopore can be tuned with sub-nanometer precision; high-density arrays of nanopores can be easily fabricated [5]; and they can be integrating with electronic [6,7,8] or optical [5] readout techniques. Despite much progress made in nanopore sequencing techniques, it is still difficult to resolve nucleotides at the level of single-base resolution because the conventional nanopores are several nanometers in length so that 10–15 nucleotides occupy them at a given time.

Very recent experiments [6,7,8,9] on DNA translocation through graphene nanopores have introduced a new contender into this arena. Graphene [10]—a two-dimensional allotrope of carbon whose atoms are densely packed into a honeycomb lattice—brings its unique mechanical and electronic properties into the search for an optimal nanoelectronic sensor for rapid DNA sequencing. Most importantly, single layer graphene is only one-atom-thick so that the entire thickness of the nanopore through which single-stranded DNA (ssDNA) is threaded is comparable to the dimensions of DNA nucleotides (e.g., the spacing between nucleotides in ssDNA is 0.32–0.52 nm, while the “thickness” of single layer graphene is 0.34 nm).

However, the recent experiments [6,7,8] on graphene nanopores, which have measured fluctuations in the vertical ionic current flow due to double-stranded DNA (dsDNA) translocation through the pore, have not reached sufficient resolution to detect and identify individual nucleobases. This is mainly due to: (i) high DNA translocation velocity in graphene nanopores (> 40 nucleotides/µs) pushes the detector bandwidth requirements to the MHz region, which precludes the measurement of pA steps in ionic current; and (ii) high 1/f noise in graphene nanopores can reduce the detector signal-to-noise ratio and potentially prohibit the direct measurement of individual nucleotides using ionic current. Another critical issue is that DNA easily sticks to graphene due to its hydrophobicity which can clog the nanopore and prevent DNA translocation, as encountered in the recent experiments [11] and explained by all-atom molecular dynamics (MD) simulations [12]. Nevertheless, the recent functionalization of graphene surface with a self-assembled monolayers (such as pyrene ethylene glycol) has demonstrated how to make graphene surface hydrophilic, where such monolayer is not bonded covalently to graphene in order to avoid strong modification of its electronic properties [11].

Graphene also offers unique properties [13] of electronic current flowing in the plane due to its charge carriers behaving as massless Dirac fermions. However, current flowing
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**Fig. 1** Schematic view of the two-terminal sensor for DNA sequencing where transverse electronic current flows in the plane of metallic GNR with zigzag edges hosting a nanopore through which the DNA molecule is translocated longitudinally. The active device region consists of a segment of 14-ZGNR or 16-ZGNR hosting nanopore of diameter $D = 1.2$ nm or $D = 1.7$ nm, respectively. The edge carbon atoms of the nanopores are assumed to be passivated by nitrogen, while edge carbon atoms of ZGNR itself are passivated by hydrogen. The T nucleobase is inserted into the nanopore in the most probable position according to MD trajectories of Ref. [12], with distance between the nucleobase center of mass and nanopore wall being $\approx 1.3$ Å and tilt angle $\beta \approx 68^\circ$. The total number of simulated atoms (C-blue, H-yellow, N-green, O-red) in the active region, including T nucleobase within the nanopore, is 657 in the case of 16-ZGNR and 515 in the case of 14-ZGNR (Color figure online)

Through large-area graphene with a nanopore is largely unaffected by the presence of DNA nucleobases within the nanopore [14]. Following theoretical proposals [15][16][17][18][19] and experiments [20][21] on nanogaps between two metallic electrodes (such as gold [15][16][17] or CNTs [18][19]), where the longitudinally translocated DNA through the gap modulates the transverse tunneling current across the gap, a number of recent studies have analyzed potential of tunneling current across a nanogap [22][23][24] between two metallic graphene nanoribbons (GNRs) or a nanopore [25][26][27] within semiconducting GNRs to detect nucleobases. In the case of nanogaps between gold electrodes, the tunneling currents are off-resonant, reaching pA at typically applied [20][21] bias voltage $\approx 0.5$ V and being highly dependent on difficult-to-control relative geometry between the molecule and electrodes. Thus, recent experiments [20][21][28] have focused on extracting signal from noise via intricate statistical analysis [21][16][17] aiming to identify nucleobases by repeating thousands of measurements. The tunneling current signal in the case of GNR electrodes is further reduced due to much smaller number of available conducting channels and weaker coupling between graphene electrodes and DNA (because of much smaller spatial extension of carbon outer orbitals compared to those of gold).

The very recent experiments [9], conducted on GNRs of width $W \sim 100$ nm hosting a nanopore of diameter $D \sim 10$ nm, have detected DNA translocation through the nanopore by observing $\approx 10\%$ change in the in-plane electronic current (of the order of 100 nA driven by the source-drain bias voltage of $\approx 20$ mV). However, poor signal-to-noise ratio prevents this sensor, or the other GNR-based concepts discussed above, to perform full DNA sequencing operation without involving complex data analysis (such as using cross-correlations of
currents due to the same nucleobase passing sequentially through several nanopores in multilayered graphene [29].

Thus, the recent proposal [30] to employ current in the plane of sub-10-nm wide metallic GNRs with zigzag (ZGNRs) [31] or chiral (CGNRs) [32] edges hosting a nanopore for DNA sequencing has appealing features like large signal (current reaching \( \approx 1 \mu A \)) at low bias voltage (\( \lesssim 0.1 \) V), which can change up to 40% when different nucleobase pass through the nanopore. This is largely driven by peculiar edge electronic currents in ZGNRs and CGNRs, as observed in quantum transport simulations [33] when Fermi energy \( E_F \) is sufficiently lose to charge neutrality (or Dirac) point (CNP) and confirmed experimentally [31].

However, subsequent studies [34] have found that although the conductance of undoped ZGNRs can be affected by the presence of DNA within the nanopore, it is difficult to distinguish different nucleobases (unless one employs a gate electrode to shift \( E_F \rightarrow E_F + 0.2 \) eV away from the CNP). Such discrepancies rise an important question about the optimal diameter \( D \) of the nanopore (e.g., \( D \approx 3.2 \) nm was used in Ref. [34] vs. \( D \approx 1.2 \) nm of Ref. [30]). Both nanopore and nanogap-based sensors will lose their effectiveness in identifying different nucleobases as their size is increased [19]. Another issue, specifically related to ZGNRs or CGNRs, is how sensitive are their edge currents at CNP to the presence of DNA nucleobases, taking into account that such edge currents are not protected by any topological mechanisms (in contrast to, e.g., topological protection of edge currents in GNRs converted into a two-dimensional topological insulator [35]). Finally, the above mentioned discrepancies could also originate from the usage of different computational methodologies, which would pose a question about their ability to capture relevant effects.

Here we conduct simulations of electronic transport—using nonequilibrium Green function formalism combined with density functional theory (NEGF+DFT) [36,37,38] first-principles approach, as well as computationally less expensive semi-empirical alternatives like NEGF combined with self-consistent charge density functional-based tight-binding (NEGF+SCC-DFTB) [39,40,41] or NEGF combined with self-consistent extended Hückel theory (NEGF+SC-EH) [42,43]—in order to quantify the effect of the nucleobase inside the nanopore on total current flowing into the drain electrode or on spatial profiles of local current density around the nanopore of diameter \( D = 1.2 \) nm and \( D = 1.7 \) nm hosted by ZGNRs. The paper is organized as follows. In Sec. 2, we discuss atomistic structure of ZGNR + nanopore setup, where edge carbon atoms of the nanopore are assumed to be passivated by nitrogen [30] and edge carbon atoms of ZGNR are passivated by hydrogen. Section 3 overviews geometry optimization using DFT (based on VASP package [44,45,46,47]) and first-principles quantum transport simulations using NEGF+DFT framework (based on ATK package [48]). In Sec. 4, we discuss zero-bias transmission function of ZGNR + nanopore sensor and the corresponding linear-response conductance at room temperature, as well as total current at finite bias voltage. In the same Section, we compare these global electronic transport quantities obtained from NEGF+DFT methodology with those obtained from NEGF+SCC-DFTB and NEGF+SC-EH methodologies (for semi-empirical calculations we use ATK-SE package [49]). Note that NEGF+DFT approach was utilized in Ref. [30] while NEGF+SCC-DFTB was utilized in Ref. [34]. The spatial profiles of local current density in the presence and absence of the nucleobase within the nanopore are computed via NEGF+DFT methodology and presented in Sec. 5. We conclude in Sec. 6.
2 Two-terminal ZGNR + nanopore sensor setup

The two-terminal sensor illustrated in Fig. 1 consist of $N_z$-ZGNR (composed of $N_z$ zigzag chains) as the active region hosting a nanopore, where “active” means that Hamiltonian and GF discussed in Sec. 3 are computed for this region. The active region is attached to two ideal semi-infinite source (S) and drain (D) homogeneous $N_z$-ZGNR electrodes of the same width. They are assumed to terminate in macroscopic Fermi liquid reservoirs characterized by the Fermi functions $f_{S,D}(E)$ at electrochemical potentials $\mu_{S,D} = E_F + eV_{S,D}$, so that $V_b = V_S - V_D$ specifies the applied bias voltage. In realistic devices, ZGNR electrodes will eventually need to be connected to metallic electrodes attached to an external battery. However, the fact that GNRS used in experiments are typically rather long and screening takes place over a distance shorter [38] than the active region justifies the use of semi-infinite ZGNRs as two electrodes in our simulations.

Although ZGNRs are insulating at very low temperatures due to one-dimensional spin-polarized edge states coupled across the width of the nanoribbon, such unusual magnetic ordering and the corresponding band gap is easily destroyed above $\gtrsim 10$ K [49,50]. Thus, they can be considered as a good candidate for metallic electrodes and interconnects [51]. Close to CNP, electronic current through ZGNRs is confined to flow around their zigzag edges [33], as confirmed in recent experiments [31] where such currents were actually utilized to increase the heat dissipation around edge defects and, thereby, rearrange atomic structure locally until sharply defined zigzag edge is achieved.

We consider two different nanopore diameters, $D = 1.2 \text{ nm}$ and $D = 1.7 \text{ nm}$, which are drilled in 14-ZGNR of width $\approx 3.1 \text{ nm}$ or 16-ZGNR of width $\approx 3.5 \text{ nm}$, respectively. The recent all-atom MD simulations [12] of ssDNA strands translocated through graphene nanopores in the presence of solvent have confirmed transport in single nucleotide steps for nanopores of diameter $D \gtrsim 1.4 \text{ nm}$. We assume that ZGNR edges are passivated by hydrogen, while edge atoms of the nanopore are assumed to covalently bonded to nitrogen.

The focus of our study is to examine microscopic details of how a DNA nucleobase inserted into the nanopore can affect conduction electronic currents in the plane of ZGNR, as well as which Hamiltonian coupled to NEGF properly captures these effects, rather than to attack the “full problem” of signal due to different nucleobases and accompanying noise due to (mainly) DNA structural fluctuations under realistic conditions. Because of multi-scale nature of the “full problem” [16,17], its handling requires to couple quantum transport simulations to MD simulations supplying the atomic coordinates of translocated DNA, transmembrane and the solvent. For our simpler task, we choose only thymine (T) nucleobase inside the nanopore in the orientation shown in Fig. 1 and we also do not consider phosphate and sugar groups of DNA backbone that are always adjacent to each of the nucleobases. This orientation, where the center of mass of T nucleobase (about 1.5 Å away from the nanopore wall) and its tilt and rotation angles are the most probable ones (see Fig. 4 in Ref. [12]), was extracted from MD trajectories of Ref. [12] for poly(dT)$_{20}$ homopolymers translocated through the single layer graphene transmembrane with the bias voltage 500 mV along the direction vertical to graphene [note that in this setup, poly(dT) homopolymer exhibits the greatest number of nucleotide translocation when compared to poly(dA), poly(dC) and poly(dG) homopolymers [12]]. Due to strong hydrophobic interaction, the base occupying the nanopore is localized near its boundary, spending very little time in the pore center [12].
Fig. 2 The zero-bias transmission function $T(E)$ in Eq. (1) for: (a) 14-ZGNR with nanopore of diameter $D = 1.2$ nm; and (b) 16-ZGNR with nanopore of diameter $D = 1.7$ nm. The conductance at room temperature ($T = 300$ K) in panels (c) and (d) is obtained by plugging $T(E)$ from panels (a) and (b), respectively, into Eq. (2). The dashed line plots electronic transport quantities for ZGNR + empty nanopore, while solid line plots the same quantities for ZGNR + nanopore + T-nucleobase (see Fig. 1). The curves plotted in all panels were obtained using NEGF+DFT methodology (Color figure online)

3 Computational methods

Prior to quantum transport simulations discussed below, the active region of the two-terminal device shown in Fig. 1 is first structurally optimized using VASP package [44,45,46,47]. The electron-core interactions are described by the projector augmented wave method [52,53], and we use Perdew-Burke-Ernzerhof [54] parametrization of the generalized gradient approximation (GGA) for the exchange-correlation (XC) functional. The cutoff energies for the plane wave basis set used to expand the Kohn-Sham (KS) orbitals are 400 eV for all calculations. A $1 \times 1 \times 1$ k-point mesh within Monkhorst-Pack scheme is used for the Brillouin zone integration. Structural relaxations and total energy calculations are performed ensuring that the Hellmann-Feynman forces acting on ions are less than 0.04 eV/Å.

In the NEGF+DFT formalism [36,37,38], the Hamiltonian of the active region is not known in advance and has to be computed by finding the converged spatial profile of charge via the self-consistent DFT loop for the density matrix $\rho = \frac{1}{2\pi} \int dE G^< (E)$ whose diagonal elements give charge density [38]. The NEGF formalism [35] for steady-state transport operates with two central quantities—retarded $G(E)$ and lesser $G^< (E)$ GFs—which describe the density of available quantum states and how electrons occupy those states, respectively.
In the coherent transport regime—where we can neglect electron-phonon, electron-electron and electron-spin dephasing processes—only the retarded GF is required to postprocess the result of the DFT loop and obtain the zero-bias transmission function between the S and D electrodes as

$$
\mathcal{T}(E) = \text{Tr} \left\{ \Gamma_D(E)G(E)\Gamma_S(E)G^\dagger(E) \right\}. 
$$

(1)

The matrices $\Gamma_{S,D}(E) = i[\Sigma_{L,R}(E) - \Sigma_{S,D}^*(E)]$ describe for the level broadening due to the coupling to the electrodes, where $\Sigma_{S,D}(E)$ are the self-energies introduced by the electrodes. The retarded GF matrix of the active device region is given by $G = [ES - H - \Sigma_L - \Sigma_R]^{-1}$, where in the local orbital basis $\{ \phi_i \}$ Hamiltonian matrix $H$ is composed of elements $H_{ij} = \langle \phi_i | \hat{H}_{KS} | \phi_j \rangle$ and $\hat{H}_{KS}$ is the effective KS Hamiltonian obtained from the DFT self-consistent loop. The overlap matrix $S$ consists of elements $S_{ij} = \langle \phi_i | \phi_j \rangle$.

The linear-response conductance $G = \lim_{V_b\to 0} I/V_b$ at temperature $T$ is obtained from the transmission function $\mathcal{T}(E)$ using the standard Landauer formula for two-terminal devices

$$
G(E_F) = \frac{2e^2}{h} \int_{-\infty}^{+\infty} dE \mathcal{T}(E) \left( -\frac{\partial f}{\partial E} \right),
$$

(2)

where $f(E) = \{1 + \exp[(E - \mu)/k_B T]\}^{-1}$ is the Fermi function of the macroscopic Fermi liquid reservoirs into which S and D semi-infinite ideal electrodes terminate. The electrochemical potential $\mu = E_F$ is the same for both reservoirs at vanishingly small bias voltage.

When finite bias voltage $V_b = V_S - V_D$ is applied between the source and drain electrodes, we postprocess the result of DFT loop to obtain the the finite-bias transmission function

$$
\mathcal{T}(E,V_b) = \text{Tr} \left[ \Gamma_D(E,V_D)G(E)\Gamma_S(E,V_S)G^\dagger(E) \right].
$$

(3)
Here the self-energy matrices $\Sigma_p(E, V_{S,D}) = \Sigma_p(E - eV_{S,D})$ have their electronic band structure rigidly shifted by the applied voltage $eV_{S,D}$. The integration of $\mathcal{T}(E, V_b)$ in Eq. (3) over the energy window defined by the difference of the Fermi functions $f_{S,D}(E) = \{1 + \exp[(E - E_F - eV_{S,D})/k_B T]\}^{-1}$ gives the total current

$$I = \frac{2e}{h} \int_{-\infty}^{+\infty} dE \mathcal{T}(E, V_b)[f_S(E) - f_D(E)], \quad (4)$$

flowing through S or D electrode.

The NEGF+DFT simulations of electronic transport are performed using ATK package [48] where the local orbital basis $\{\phi_i\}$ consists of single-zeta polarized pseudatomic orbitals on C and H atoms and double-zeta polarized on N and O atoms. We use Troullier-Martins norm-conserving pseudopotentials and Perdew-Zunger [56] parametrization of the local density approximation (LDA) for the XC functional of DFT. The energy mesh cutoff for the real-space grid is chosen as 65.0 Hartree. The total number of simulated atoms in the active region, including the T nucleobase within the nanopore, is 657 in the case of 16-ZGNR and 515 in the case of 14-ZGNR, respectively.
Besides coupling NEGF to DFT Hamiltonian discussed above, computationally much less expensive alternative are offered by semi-empirical methods where electronic structure is calculated using a model with adjustable parameters fitted to experiments of first-principles calculations. Examples of semi-empirical methods for electronic transport simulations are based on Slater-Koster tight-binding parameters \([39, 40, 41]\) or EH parameters \([42, 43]\).

We perform NEGF+SCC-DFTB simulations of electronic transport, for the same optimized sensor geometry used in NEGF+DFT-based simulations, via ATK-SE package (which is the semi-empirical part of ATK package \([48]\)). In the NEGF+SCC-DFTB methodology \([41]\), the non-orthogonal TB-like Hamiltonian \(\mathbf{H}\) of the active region, which includes self-consistent potentials, is obtained from SCC-DFTB approach \([40]\) based on second-order expansion of the KS total energy (treated within DFT) with respect to charge density fluctuations. The Slater-Koster parameter file \(\text{miao} [39]\)—developed for organic molecules containing O, N, C, H \([40]\), S \([57]\) and P \([58]\) atoms—was employed in SCC-DFTB part of the calculations.

The NEGF+SC-EH simulations are performed using also ATK-SE package \([48]\) where a SC Hartree potential is introduced \([42]\) into conventional EH model in order to take into account the effects of applied bias voltage, external gate potentials or continuum dielectric regions in the device. The details of NEGF+SC-EH implemented in ATK-SE package
4 The effect of DNA nucleobase on total current in the electrodes

4.1 Results obtained using NEGF+DFT first-principles methodology

The zero-bias transmission function \( \mathcal{T}(E) \) in Eq. (1) evaluated for sensors in Fig. 1 using two different ZGNR widths and nanopores of two different diameters they host, is shown in Figs. 2(a) and 2(b). The corresponding conductances \( G(E_F) \) plotted in Figs. 2(c) and 2(d), respectively, are obtained by integrating \( \mathcal{T}(E) \) in Eq. 2 where we assume that \( E_F \) can be shifted by a gate electrode away from the Fermi energy \( E_F^{\text{CNP}} \) of undoped ZGNRs. At room temperature \( T = 300 \text{ K}, -\partial f/\partial E \) is peaked sharply around \( E_F \) so that Eq. (2) depends on the segment of \( \mathcal{T}(E) \) curve located within an interval of few \( k_B T \) around chosen \( E_F \).

The difference in conductances (around \( E_F^{\text{CNP}} \)) of empty nanopore and nanopore + T-nucleobase diminishes as the nanopore size is increased from \( D = 1.2 \text{ nm} \) in Fig. 2(c) to \( D = 1.7 \text{ nm} \) Fig. 2(d). Nevertheless, the contrast for the sensor with the larger nanopore \( D = 1.7 \text{ nm} \) can be recovered by applying small bias voltage, as demonstrated in Fig. 3.
4.2 Results obtained using NEGF+SCC-DFTB and NEGF+SC-EH semi-empirical methodologies

The NEGF+SCC-DFTB methodology is considered to be a much less computationally expensive alternative to NEGF+DFT framework, and it is often employed in simulations of electronic transport through solid-state sensors for DNA sequencing \cite{27,BB27}. For example, this approach, together with other popular \cite{16,17,42} semi-empirical methods, makes it possible to take snapshots of the atomic coordinates of ssDNA passing through the nanopore or nanogap from time steps of MD simulations and construct a semi-empirical TB-like Hamiltonian for quantum transport calculations of current using formulas discussed in Sec. 3. On the other hand, coupling NEGF+DFT to MD simulations requires to select much smaller number of snapshots along the MD trajectory because of computationally much more expensive calculation of electronic structure for each snapshot via DFT self-consistent loop \cite{60}.

However, comparing NEGF+DFT results obtained in Fig. 2 with NEGF+SCC-DFTB results obtained in Fig. 4 reveals large discrepancy between them. The discrepancy persists also when comparing NEGF+DFT results in Fig. 2 with NEGF+SC-EH results in Fig. 5. This can be related to the fact that although all three calculations find correct \( \mathcal{J}(E) = 3 \) in infinite homogeneous ZGNRs around CNP, as shown in Fig. 6 this step is much wider and more robust (as also concluded by Ref. \cite{34}) with respect to drilling the nanopores or inserting DNA into the pore in NEGF+SCC-DFTB or NEGF+SC-EH semi-empirical descriptions. This leads to artifactual conclusion that electronic conductance of both small and larger nanopore is virtually insensitive to the presence of DNA nucleobase when \( E_F \) of the ZGNR is close the CNP, as shown in Figs. 4(c), 4(d), 5(c) and 5(d). We note that completely different NEGF+DFT codes yield almost identical results \cite{30} for the conductance of ZGNR + nanopore system in the presence or absence of DNA nucleobases, thereby suggesting that NEGF+DFT methodology captures more reliably charge transfer and charge redistribution when constructing the self-consistent Hamiltonian of such systems.

5 The effect of DNA nucleobase on spatial profiles of current density around the nanopore

The nucleobase inserted into the nanopore can in principle affect either the local edge currents in ZGNR via modification of the electrostatic potential around the nanopore \cite{25,30,62}, or it can induce additional current density around the nanopore wall. To clarify which of these microscopic mechanisms are contributing to the change of total current shown in Fig. 3, we compute spatial profiles of local current density within ZGNR hosting \( D = 1.7 \) nm nanopore.

The knowledge of the lesser GF, \( G^<(E) = G(E) \cdot \Sigma^<(E) \cdot G^\dagger(E) \), makes it possible to compute the current density using \cite{55}

\[
J(r) = -\frac{e\hbar}{4\pi m} \int dE \left[ (\nabla - \nabla') G^<(r, r'; E) \right]_{r=r'}.
\]  

(5)

Here the lesser self-energy is given by \( \Sigma^<(E) = i \sum_{\alpha=S,D} \Gamma_\alpha(E) \). The real-space representation of the lesser GF can be obtained from its representation in the local orbital basis \( \{ \phi_i(r) \} \) using

\[
G^<(r, r'; E) = \sum_{i,j} \phi_i(r) G^}_{ij} G^j \phi_i^*(r').
\]  

(6)
Fig. 7 The NEGF+DFT-computed spatial profiles of: (a) current density in 16-ZGNR + nanopore; (b) current density in 16-ZGNR + nanopore + T-nucleobase; and (c) difference in current densities between panels (a) and (b). The nanopore diameter is $D = 1.7$ nm and T nucleobase is positioned within the nanopore as shown in Fig. 1. The sum of local current densities in panels (a) and (b) over any vertical cross section gives the corresponding total current at bias voltage $V_b = 0.08$ V in Fig. 3 (Color figure online)
where \( i, j \) sum over all orbitals in the active region and \( G_{ij}(E) \) denote the matrix elements in the orbital space.

The computation \( J(r) \) in Eq. (5) using NEGF+DFT framework applied to 16-ZGNR + nanopore and 16-ZGNR + nanopore + T-nucleobase systems at the applied bias voltage \( V_b = 0.08 \) V leads to spatial profiles shown in Figs. 7(a) and 7(b), respectively. For clarity, we also plot the difference between current densities in these two spatial profiles in Fig. 7(c). The profiles in Figs. 7(b) and 7(c) demonstrate visible change in local currents flowing along the zigzag edges, as well as introduction of non-zero current density at the position of the T nucleobase due to its close proximity to the nanopore wall. This then explains the difference of the corresponding total currents plotted in Fig. 3 at the same bias voltage.

6 Conclusions

In conclusion, by comparing first-principles NEGF+DFT with semi-empirical NEGF+SCC-DFTB and NEGF+SC-EH simulations of electronic transport through ZGNR + nanopore sensors, we reexamine recent proposal \cite{30} to employ their transverse conduction (rather than usually considered tunneling \cite{15,16,17,18,19,20,21}) current of the order of \( \sim 1 \) \( \mu \)A for rapid sequencing of DNA translocated through the nanopore. Contrary to the conclusions based on NEGF+SCC-DFTB (see also Ref. \cite{34}) or NEGF+SC-EH simulations, which find (see Figs. 4 and 5) small effect of DNA nucleobases inserted into the nanopore on the “robust” electronic currents flowing along the edges of ZGNRs (for \( E_F \) close to CNP), NEGF+DFT simulations show large effect in small nanopores which diminishes with increasing nanopore diameter. However, by applying small bias voltage \( V_b \lesssim 0.1 \) V the sensitivity can be recovered even for larger nanopores. Besides clarifying the choice of computational methodology, we also mention that discrepancies generated by prior NEGF+DFT \cite{30} and NEGF+SCC-DFTB \cite{34} studies were partly due to positioning of nucleobases within the nanopore in orientations that are highly improbable according to MD trajectories \cite{12}. That is, in both studies nucleobases were placed in the center of the nanopore, rather than close to the nanopore wall as in Fig. 1 with the plane of the nucleobase orthogonal \cite{30} to graphene plane (\( \beta = 90^\circ \) in Fig. 1) or aligned \cite{34} with graphene plane (\( \beta = 0^\circ \) in Fig. 1). Our study suggests that by using information about the clustering of nucleobase orientations within the graphene nanopore extracted from MD simulations \cite{12}, and by computing spatial profiles of current density for those orientations via NEGF+DFT simulations, one can develop efficient algorithms to search for optimal geometry of GNR + nanopore sensors for rapid DNA sequencing.
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