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Abstract

First-order factoid question answering assumes that the question can be answered by a single fact in a knowledge base (KB). While this does not seem like a challenging task, many recent attempts that apply either complex linguistic reasoning or deep neural networks achieve 35%–65% accuracy on benchmark sets. Our approach formulates the task as two machine learning problems: detecting the entities in the question, and classifying the question as one of the relation types in the KB. Based on this assumption of the structure, our simple yet effective approach trains two recurrent neural networks to outperform state of the art by significant margins — relative improvement reaches 16% for WebQuestions, and surpasses 38% for SimpleQuestions.

1 Introduction

Two major approaches have been dominating the Question Answering (QA) literature in the last decade. Some work have heavily invested on converting the question into a linguistically motivated representation (e.g., using syntactic and/or semantic parsing), which simplifies the problem into finding the answer that best fits this representation (Buscaldi et al., 2010; Bilotti et al., 2007; Bilotti et al., 2010; Berant et al., 2013; Reddy et al., 2014). For factoid QA, where the answer to the question is an indisputable fact, and all known facts are stored in a knowledge base (KB) in some structured form — in this case, the question can be represented in a form that is consistent with the KB.

The recent success of deep learning has tempted many researchers to explore more language-agnostic approaches, relying on automatically learning representations in a data-driven manner. With an increasing amount of access to computational resources and data, neural networks have outperformed traditional approaches on a variety of natural language processing (NLP) tasks (Irsoy and Cardie, 2014; Kim, 2014; Chen and Manning, 2014), including QA (Hsu et al., 2016; Yang et al., 2014; Dong et al., 2015; Bordes et al., 2015).

We argue that both linguistically-motivated and learning-based approaches have complementary benefits, and therefore propose a novel method for factoid QA that can be considered as a hybrid: given a knowledge base (KB), a recurrent neural network (RNN) is trained to automatically convert a given question into a structured query (Section 3a), which is then queried through the KB in order to retrieve the most relevant answer(s) (Section 3b).

Our assumption is that a question can be represented as a pair: (a) the entity the question is about, and (b) the aspect of the entity we are interested in. If a question fits into this assumption, we refer to it as a first-order question. While this sounds similar to the “Single Supporting Fact” task in (Weston et al., 2015), for which they report 100% accuracy, the problem becomes much more complex as the knowledge base grows to a realistic size, since the level of ambiguity increases drastically with a larger vocabulary and list of entities. This is the reason why we focus on well-studied, large-scale QA tasks like Free917 (Cai and Yates, 2013), WebQuestions (Be-
rant et al., 2013) (WQ), and SimpleQuestions (Bordes et al., 2015) (SQ), that rely on Freebase as a realistic knowledge base. Given that the state-of-the-art accuracy is around 45% for WQ and 64% for SQ, this is far from a solved problem, and there is still plenty of room for improvement.

We build our novel approach based on the hypothesis that majority of questions in these tasks are first-order factoid questions. Results on two most recent benchmark tasks, SimpleQuestions and WebQuestions, strongly confirm our hypothesis. The accuracy of our approach indicates major improvements over the state of the art — relative improvement reaches 16% for WQ, and surpasses 38% for SQ.

2 Related work

We focus on QA over structured knowledge bases. In this scenario, if the question and knowledge can be formulated in a compatible way, reasoning can be performed to determine which fact in the knowledge base answers a given question. Many methods have been proposed for parsing questions, such as a pattern-based question analyzer (Buscaldi et al., 2010), combination of syntactic parsing and semantic role labeling (Bilotti et al., 2007; Bilotti et al., 2010), as well as lambda calculus (Berant et al., 2013) and combinatory categorial grammars (CCG) (Reddy et al., 2014). The CCG-based semantic parser, trained on ClueWeb sentences annotated with corresponding Freebase facts, achieves 41% accuracy on the WebQuestions dataset.

The major downside of these approaches is the reliance on linguistic resources and/or heuristics, which also means that the methods are language- and/or domain-specific, and therefore do not generalize well. Even though Reddy et al. (2014) claim that their approach does not require as much supervision as prior work, it still relies on many English-specific heuristics and hand-crafted features. Also, their most accurate model uses a corpus of paraphrases to generalize to linguistic diversity. Also, a practical weakness of linguistic parsers is that they are usually too slow to provide sufficiently low latency in an online QA setting.

In contrast, our RNN-based parser detects entities in the question with very high accuracy (≈90%) and low latency (< 50ms). The only required resources are a set of questions with entities tagged and a word embedding. The latter can be easily trained for any language or domain in an unsupervised fashion, given a large text corpus without annotations (Mikolov et al., 2013; Pennington et al., 2014). The former is a relatively simpler annotation task that exists for many languages and domains, and it can also be synthetically generated. One of the strengths of our approach is to combine word embeddings with deep learning to learn robust semantic representations. While many researchers have explored this space for general NLP tasks (Collobert et al., 2011), such as named entity recognition (Lu et al., 2015; Hammerton, 2003), sequence labeling (Graves, 2008; Chung et al., 2014), part-of-speech tagging (Huang et al., 2015; Wang et al., 2015), chunking (Huang et al., 2015), we are not aware of the use of RNNs to parse questions for QA. Among the many recent advancements in applying deep learning techniques to QA, a general trend is to construct parallel neural networks for modeling a joint probability distribution for question-answer pairs (Hsu et al., 2016; Yang et al., 2014; He et al., 2015; Mueller and Thyagarajan, 2016). Memory Networks (Bordes et al., 2015) are also based on a similar principle, trying to discover supporting facts by matching the question to the compiled memory. This is probably needed for general-purpose question answering and sentence similarity, where one cannot make assumptions about the structure of the input or knowledge. However, as noted in Section 1, first-order factoid questions can be represented by an entity and a relation type, and the answer is usually stored in a structured knowledge base. Dong et al. (2015) similarly make the assumption that each question contains a target entity, and search for the best answer at most two hops away in the KB. However, they do not propose how to obtain the target entity, as they assume it is provided as part of the task. Bordes et al. (2014) take advantage of the KB structure by projecting entities, relations, and subgraphs into the same latent space.

In addition to parsing the question to find the target entity, we mentioned that the other key information is the relation type corresponding to the question. Many researchers have shown that classifying the question into one of the pre-defined types, either based on patterns (Zhang and Lee, 2003) or a trained
support vector machine (Buscaldi et al., 2010), improves QA accuracy. More recently, Iyyer et al. demonstrated the power of RNNs by treating the QuizBowl task as a classification problem (2014). However, the Jeopardy-like task is substantially different than the factoid QA we intend to tackle: every answer is assumed to be one of the thousand entities, which does not hold for many questions (e.g., “How old is Tom Hanks”), and the number of entities in a realistic knowledge base is orders of magnitude higher (~1000 vs. millions). Unlike the paragraph-long questions in the QuizBowl dataset used in (Iyyer et al., 2014), the typical factoid question contains a handful of words. Nonetheless, our RNN-based classifier is impressively accurate at determining which relation type in Freebase (amongst more than 2000 choices) a question corresponds to.

3 Approach
We present a novel approach to answer first-order factoid questions. In factoid question answering, we assume that the answer to the question can be determined objectively. More specifically, we assume that the answer to the question exists in the provided knowledge base. First-order questions further require that the answer can be found in a single fact in the knowledge base.

Even though (Bordes et al., 2015) refer to first-order factoid questions as simple questions, current approaches still struggle in accurately answering them (e.g., state-of-the-art accuracy is around 64% and 45% on the SimpleQuestions and WebQuestions datasets). Two main challenges contribute to this: (a) the same question can be asked in different syntactic and lexical varieties, and (b) there are many entities in a typical knowledge base, making resolution a hard task. Ambiguity might be inherent in the question — e.g., in “When did Kennedy die”, it is unclear which person is being referred to as “Kennedy”.

(a) From Question to Structured Query. Our approach is based on a knowledge base, containing a large set of facts, each one representing a binary [subject, relation, object] relationship. Since we assume first-order questions, the answer can be retrieved from a single fact. For instance, “How old is Tom Hanks?” can be answered by the fact:

[Tom Hanks, born_on, 7/9/1956]

The main idea is to represent the semantics of a first-order factoid question by converting the input question into a structured query with two slots. For example, the question above would be converted to:

{entity: Tom Hanks, relation: born_on}

Once a query is formulated, QA is reduced to a search problem (i.e., retrieving the fact in the knowledge base that best matches the query). Section 3b describes that part of our approach. The rest of this section describes how we construct the query.

The process of converting a natural-language question to a structured query can be modularized into two machine learning problems, namely entity detection and relation prediction. In the former, the objective is to tag whether each question word is part of an entity. In the latter, the objective is to classify the question into one of the K relation types.

We modeled both problems using recurrent neural networks (RNN) (Elman, 1990). Providing a detailed description of RNNs is out of the scope of this paper, but we will give a brief overview in the context of question representation. One of the most important aspects of NLP over sentence-level text (e.g., QA) is to model dependencies across words in the question. This is usually satisfied by engineering features that describe the local context (e.g., whether the word to the left is a verb, the first two letters of the first word in the sentence, etc.). While these approaches perform well in certain cases, they depend on hand-crafting the right set of features, requiring substantial effort and varying based on domain, task, and even dataset.

An RNN naturally models dependencies among all words in the input sequence (i.e., question) without any feature engineering. Certain variations of RNNs, such as long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) and gated recurrent units (GRU) (Cho et al., 2014a), also learn contextual features that are useful for the task, while learning to ignore irrelevant parts. For example, the model might learn that the first word in a question might be a useful signal for classification, and that stop words are not useful features regardless of where they appear in the question. RNNs’ effectiveness in exploiting wide textual con-
text has been shown in numerous cases (e.g., sentiment analysis (Socher et al., 2013) and machine translation (Cho et al., 2014b)).

Each word in the question passes through an embedding lookup layer $E$, projecting the one-hot vector into a $d$-dimensional vector $x_t$. A recurrent layer combines this representation with the hidden layer from the previous word with the input ($h_{t-1}$; existing memory) and applies a non-linear transform (e.g., ReLu) to compute the hidden layer representation for the current word ($h_t$; updated memory). The hidden representation of the final recurrent layer is projected to the output space of $k$ dimensions ($k$ is the number of classes), and normalized into a probability distribution via soft-max.

$$h_t = \text{ReLU}(W h_{t-1} + U x_t) \quad \text{hidden repr. at } t$$

$$o_t = \text{softmax}(V h_t) \quad \text{output at } t$$

In the entity detection task, each word is classified as either entity or context, so $k$ is 2. In relation prediction, we classify the entire question into one of the many classes ($k$ varies by task, see Section 4), and the hidden layer of the final word is used for this. In other words, given question $q_1 \ldots q_t \ldots q_n$, for entity detection, $o_t$ is a probability distribution that represents the tag prediction for $q_t$; for relation prediction, $o_n$ is a probability distribution represents the class prediction for the entire question. In both cases, parameters are learned via stochastic gradient descent, using categorical cross-entropy as objective. In order to handle variable-length input, we limit the input to $N$ tokens and prepend a special pad word if input has fewer.\(^2\)

An LSTM or GRU is a type of RNN with a slightly more complex transition function. These models contain gates that determine to what degree that the existing memory is forgotten and that the new input is added to the memory. This allows a more powerful model for longer text sequences, while increasing the number of parameters and requiring more training data as a result. Another useful modification is to allow memory to be passed in both directions: left-to-right and right-to-left. These bidirectional RNN units can use information about

(b) Searching the Knowledge Base. In order to make our knowledge base searchable by a given structured query, we built two indexes: An inverted index $I_{\text{entity}}$ maps all $n$-grams of an entity ($n = 1, 2, 3$) to the entity, with an associated BM25 score. We also map the exact text ($n = \infty$) to be able to find exact matches. A graph reachability index $I_{\text{reach}}$ maps each entity node $e$ to all nodes $e'$ that are reachable, with the associated path $p(e, e')$. For the purpose of the current approach, we limit our search to a single hop away, but this index can be easily expanded to support a wider search.

Search for QA works as follows: Given a new question, we run the two RNN models to construct the structured query $q$={entity: $t_e$, relation: $r$}. Next step is to find the intended entity in the KB. Starting with an exact string match (i.e., $t_e$), we query $I_{\text{entity}}$, which returns all entities in the KB that are potential matches. Retrieved entities are added to the candidate set $C$, with associated BM25 relevance scores. Unless there is a reason to terminate earlier, we iterate over values for $n$ in a descending order (i.e., $n \in \{\infty, 3, 2, 1\}$). For each value of $n$, we query $I_{\text{entity}}$ with all $n$-grams in $t_e$, appending the retrieved list to $C$. Early termination happens if (i) $C$ is non-empty, and (ii) $n$ is less than or equal to the number of tokens in $t_e$. The latter criterion is to avoid cases where although we find an exact match, there are also partial matches that might be more relevant (e.g., “jurassic park” has an exact match to the original movie, but we would also like to retrieve “jurassic park II” as a candidate entity).

Once we have a list of candidate entities $C$, we use each candidate node $e_{\text{cand}}$ as a starting point to reach candidate answers. We query $I_{\text{reach}}$ to retrieve all nodes $e_a$ that are reachable from $e_{\text{cand}}$, where the path from is consistent with the predicted relation $r$ (i.e., $r \in p(e_{\text{cand}}, e_a)$). These are added to the candidate answer set $A$. After repeating this process for each entity in $C$, the highest-scored node in $A$ is our best answer to the question.

4 Experimental Setup

Data. Evaluation of our approach was carried out on two QA benchmark datasets: WebQuestions (WQ)
Table 1: Summary of experimental datasets.

|     | Train | Tune | Test (rmvd) | Rel. types | Vocab |
|-----|-------|------|-------------|------------|-------|
| WQ  | 5142  | 1808 | 2032 (200)  | 1181       | 2.9k  |
| SQ  | 75910 | 10845| 21687 (1294)| 1837       | 55k   |

and SimpleQuestions (SQ). Both WQ and SQ are based on the same subset of Freebase, which contains 17.8M million facts, 4M unique entities, and 7523 relation types. Indexes \(I_{\text{entity}}\) and \(I_{\text{reach}}\) are built based on this knowledge base. We first describe the datasets and how they differ in terms of the question collection process and scale.

WebQuestions was constructed by (Berant et al., 2013) as a factoid question answering benchmark set. Question templates were constructed using Google Suggest API, which were then instantiated by asking users on Mechanical Turk to annotate each question with an answer, including the Freebase page from which the answer was found. However, neither entities in the question text nor the relation type are provided. In order to use this dataset in our evaluation, we needed to infer this information from Freebase. This is a non-trivial task that results in noisy labels, so we decided to share the details with the research community.

We started with a post-processed version of WebQuestions, which uses a combination of heuristics and an existing QA system to obtain the following information for each question: all entities mentioned in the question (along with Freebase identifier) and set of relation types that could have resulted in the provided textual answer. Many questions are correctly associated with multiple relation types, each corresponding to a different path to the same answer. We created a separate training instance for each one, and at test time, we accept any of the possible relations as the correct prediction (since all of them result in the same answer).

SimpleQuestions was built by (Bordes et al., 2014) to serve as a larger, more diverse QA dataset. Human annotators were told to create questions from a Freebase fact. Facts were sampled in a way that more frequent relation types had a lower chance of being selected. This ensures a diverse set of questions that are fully compatible with Freebase, and are labeled with corresponding entity and relation type.

Statistics about the datasets are summarized in Table 1. For both datasets, even after the process above, there was a small subset for which we could not identify either an associated relation, or the correct entity. These were removed from the test set, since we cannot evaluate our approach. There is no reason to believe these questions were more difficult than others, so we assume that our accuracy would have been same on the removed portion, and compare against published results accordingly. But even if we assume all of them to be answered incorrectly, our conclusions would not change.

Training. Input length \(N\) was set to the maximum number of tokens across training and validation splits: 36 for SQ and 15 for WQ models. We fixed the embedding layer based on the pre-trained 300-dimensional Google News embedding, since the data size is too small for training embeddings. Out-of-vocabulary words were assigned to a random vector (sampled from uniform distribution). We tried a variety of configurations for the RNN: four choices for the type of RNN layer (GRU or LSTM, bidirectional or not); depth from 1 to 3; and dropout ratio from 0 to 0.5, yielding a total of 48 possible configurations. For each possible setting, we trained the model on the training portion and used the validation portion to avoid over-fitting. Training was terminated if the validation loss did not improve for five epochs. Unsurprisingly, we observed that most learning occurred in the first few epochs, yet the final models usually trained for up to 100 epochs (several hours). After running all 48 experiments, the most optimal setting was selected by micro-average F-score of predicted entities (entity detection) or accuracy (relation prediction) on the validation set. The same process was repeated for both WQ and SQ tasks.

Results

Model selection. The effect of the various parameter settings on model effectiveness can be seen in Figures 1(a) and 1(b). Each figure shows
results on 48 different settings, as evaluated on the validation set of the specified dataset and task. Every line is labeled with naming convention \((Bi)(LSTM|GRU)(1|2|3)\), and each point represents a different drop-out value (i.e., x axis).

LSTM (circle or star) seems to work better for entity detection, and GRU (diamond or square) outperforms on relation prediction. A drop-out beyond 20% became degrading (especially for deeper models), when there was simply too much noise to learn such a complex model. More training examples could have been a remedy for this. Based on these results, we concluded that the optimal model is a 2-layer bidirectional LSTM (BiLSTM2) for entity detection on SQ, and a BiLSTM1 on WQ (10% drop-out in both cases). For relation prediction on both SQ and WQ, the most optimal model is BiGRU2. In the former dataset, a 10% drop-out was optimal, whereas 20% worked better on WQ.

Relation prediction accuracy is artificially low on WQ due to the way we prepared the data: The same input question is labeled as multiple relations, since these had to be inferred from Freebase, and were not originally published as part of the dataset. Even though this results in lower accuracy during training, it does not worsen the learning process, since all of the labels are potentially correct. We will describe how we can take advantage of other information to select the most viable relation at runtime.

|       | WQ     | SQ     |
|-------|--------|--------|
| Ent Det | SQ+WQ  | 87.6%  | 94.1%  |
| Rel Pred | SQ+WQ | 24.6%  | 81.6%  |

Table 2: Impact of training data on model effectiveness.
In Table 2, we explored the impact of training data, by applying a SQ-trained model to the validation set of WQ (and vice versa). This causes a compatibility issue for relation prediction, since there might be relations in the test set that the model did not train on. In fact, there are 271 classes in the validation set of WQ, for which there are no training instances in SQ (and 622 such classes vice versa). We report accuracy on only compatible test questions in parentheses. Additionally, we trained a combined model using all training examples in SQ and WQ (i.e., SQ+WQ), and tested on the individual datasets. For this case, since we take a union of the possible relations in SQ and WQ, there is no compatibility issue. SQ+WQ was superior in all runs.

End-to-End QA. Given a test set for the end-to-end evaluation, we apply the relation prediction and entity detection models on each test question, yielding a structured query \( q = \{e_t, r\} \) (Section 3a). We then run our search algorithm to find a ranked list of relevant entity nodes in Freebase (\( \mathcal{e}_{\text{cand}} \)), and corresponding list of answers \( \mathcal{A} \) (Section 3b). Simply comparing the top answer to the ground truth answer does not always work because our system outputs the identifier of a Freebase node, whereas ground truth answer is provided as the textual representation of a Freebase node. As a remedy, we follow Bordes et al. (2015), where we compare the predicted entity-relation pair to the ground truth. In other words, a question is counted correct if and only if the entity we find (i.e., \( \mathcal{e}_{\text{cand}} \)) matches the ground truth, and the relation we predict (i.e., \( r \)) is in the list of correct relation types (for SQ, there is only one correct relation type per question).

Table 3 summarizes end-to-end experimental results on both benchmark datasets. The upper portion shows best reported results; the lower portion is dedicated to our approach: First two columns specify which models were used to convert the question into a structured query, and third column specifies how we performed search to retrieve answers. “Best in-domain” refers to the best model that was trained on the training portion of the same corpus (Figures 1(a) and 1(b)). In order to quantify the importance of search, the first two rows show accuracy with and without search (i.e., latter case directly compares the predicted entity-relation pair in \( q, (e_t, r) \) to ground truth). Second and third rows show the effect of training models on the combined dataset instead of restricting to the training portion. As expected from Table 2, this improves the accuracy for WQ substantially (13.5% absolute points). On SQ, we notice a slight drop.

In remaining rows, a star indicates that we used the best model. The huge jump in accuracy (≈9-13%) is due to relation correction during search: For a predicted entity node \( \mathcal{e}_{\text{cand}} \), we can limit our relation choices to the set of unique relation types that \( \mathcal{e}_{\text{cand}} \) is associated with. This helps eliminate the artificial ambiguity due to many overlapping relation types in Freebase. With this simple but effective idea, the number of relation types that we need to consider per question (on average) drops from 2290 to 120 for the SQ+WQ model.

In certain cases, our approach produces the correct textual answer, although it does not pass the correctness test described above. This happens especially in SQ when the ground truth includes a single correct relation type, although there are multiple different ways to arrive at the same answer. The fourth column indicates whether these bonus cases are counted as correct answers.

In terms of comparison to prior work, our approach outperforms the state of the art by significant margins. The absolute improvement in accuracy (i.e., precision at top 1) over the state of the art is 7.1 points (15.7% relative) on WQ and 24.4 points (38.2% relative) on SQ — we obtain 52.2% and 88.3% accuracy on these two tasks, respectively.

Last three rows quantify the impact of our two RNN models by performing an ablation study, in which we replace either model with a naive baseline: (i) we assign the relation that appears most frequently in training data (i.e., born_on), and/or (ii) we tag the entire question as an entity (and then perform the n-gram based search). Results confirm that relation prediction is absolutely critical, since both datasets include a diverse and well-balanced set of relation types. When we applied the naive entity detection baseline (row 6), our results drop significantly, but they are still comparable to the state of the art. Given that most prior work actually use a
Prior work

| Author(s) | Description | Rel-pred | Entity-det | Search? | Bonus? | WQ | SQ |
|-----------|-------------|----------|------------|---------|--------|----|----|
| Berant et al., 2013 | Lambda calculus based semantic parser | | | | | 31.4 | - |
| Yang et al., 2014 | Entity embedding, uses Wikipedia | | | | | 41.3 | - |
| Reddy et al., 2014 | CCG-based semantic parser, uses ClueWeb | | | | | 41.0 | - |
| Bordes et al., 2015 | Ensemble method, uses Paraphrase DB | | | | | 42.2 | 63.9 |
| Dong et al., 2015 | Assumes entity given, CNN over Q-A pairs | | | | | 45.1 | - |

This work

| Approach | Rel-pred | Entity-det | Search? | Bonus? | WQ | SQ |
|----------|----------|------------|---------|--------|----|----|
| Best in-domain | Best in-domain | N | N | 24.6 | 71.0 |
| SQ+WQ | SQ+WQ | Y | N | 38.4 | 77.4 |
| + relation correction | | | N | 51.8 | 86.8 |
| Naive Baseline | * | * | Y | 52.2 | 88.3 |
| Most frequent | * | | Y | 2.6 | 4.1 |
| Most frequent | question is entity | | Y | 1.7 | 3.7 |

Table 3: End-to-end QA accuracy on WebQuestions (WQ) and SimpleQuestions (SQ). Boldface indicates best results in each part. Percentage in parentheses shows relative improvement over the state of the art.

variety of that baseline, this supports the argument that our RNN-based entity detection was the largest contributor to the success of our approach.

Error Analysis. In order to better understand the weaknesses of our approach, we performed a blame analysis: Among 875 errors in WQ test set, 135 can be blamed on entity detection — the relation type was correctly predicted, but the detected entity did not match the ground truth. The reverse is true for 408 cases.7 We manually labeled a sample of 50 instances from each blame scenario. When entity detection is to blame, 20% was due to spelling inconsistencies between question and KB, which can be resolved with better text normalization during indexing (e.g., “La kings” refers to “Los Angeles Kings”). We found 16% of the detected entities to be correct, even though it was not the same as the ground truth (e.g., either “New York” or “New York City” is correct in “what can do in new york?”); 18% are inherently ambiguous and need clarification (e.g., “where bin laden got killed?” might mean “Osama” or “Salem”). When blame is on relation prediction, we found that the predicted relation is correct (albeit different than ground truth) 29% of the time (e.g., “what was nikola tesla known for” can be classified as profession or notable_for). We also labeled 22% of the questions as higher-order, since they require reasoning beyond a single fact in the KB (e.g., “what country did germany invade first in ww1”).

6 Conclusions and Future work

We described a simple yet effective approach for factoid question answering. We assume that first-order QA can be reduced to two tasks, entity detection and relation prediction, and provide solutions to each with a recurrent neural network. Experimental results indicate impressive improvements over the state of the art on two commonly-used QA benchmark datasets: relative improvements in accuracy were 15.7% for WQ and 38.2% for SQ. From these very positive results, we can deduce that RNNs are very effective at tagging and classification over arbitrary text sequences. We can also argue that building a specific architecture that custom-fits the task has advantages over architectures aiming to do more general-purpose reasoning over text (e.g., (Bordes et al., 2015; Kumar et al., 2015)). Our approach would require a non-trivial augmentation to work with other types of QA tasks: “What movie did both Tom Hanks and Meg Ryan appear in?” requires us to find an entity in the KB that is related to the two entities in the question. Finally, we found that many mistakes are due to search-related issues, so a more refined retrieval could improve accuracy.

---

7 In remaining 332 incorrect answers, both models fail, so the blame is shared.
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