Slim-neck by GSConv: A better design paradigm of detector architectures for autonomous vehicles
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Abstract
Object detection is a significant downstream task in computer vision. For the on-board edge computing platforms, a giant model is difficult to achieve the real-time detection requirement. And, a lightweight model built from a large number of the depth-wise separable convolution layers cannot achieve the sufficient accuracy. We introduce a new lightweight convolution technique, GSConv, to lighten the model but maintain the accuracy. The GSConv accomplishes an excellent trade-off between the model’s accuracy and speed. And, we provide a design paradigm, slim-neck, to achieve a higher computational cost-effectiveness of the detectors. The effectiveness of our approach was robustly demonstrated in over twenty sets comparative experiments. In particular, the detectors of ameliorated by our approach obtains state-of-the-art results (e.g. 70.9% mAP0.5 for the SODA10M at a speed of ~ 100FPS on a Tesla T4 GPU) compared with the originals. Code is available at https://github.com/alanli1997/slim-neck-by-gsconv
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1. Introduction
Object detection is a fundamental perception capability required for driverless cars. Currently, detection algorithms by deep learning dominate the field. These algorithms are of two types in terms of detection stages: the one-stage [1-3, 24, 43] and the two-stage [4-9]. The two-stage detectors perform better in the detection of small objects and get higher mean average precision (mAP) by the principle of sparse detection, but these detectors all come at the cost of speed. The one-stage detectors are not as effective as two-stage detectors in the detection and localization of small objects, but they are faster than the latter on work, which is very important for industry. But this state is changing with the application of Transformer in the computer vision field. The intuitive understanding from brain-like research is that the model with more neurons gain a stronger nonlinear expression ability. But what should not be neglected is that the powerful ability and low energy consumption of the biological brains to process information are beyond the computers far. The strong model cannot build by simply increasing the number of model parameters endlessly. The lightweight design is effective to mitigate high computational costs at the current stage. This purpose is mostly accomplished by using the depth-wise separable convolution (DSC) operations to reduce the amounts of parameters and floating-point-operations (FLOPs, the number of multiply-adds), and the effect is obvious, details in Appendix. However, the disadvantages of the DSC are also obvious: the channel information of the input image is separated in the calculation process. Figure 1 (a) and (b) show the calculation process of the vanilla convolution (SC, the standard convolution) and the
DSC. This deficiency results the DSC in a much lower feature extraction and fusion capability than the SC.

For self-driving cars, the speed is as important as the accuracy. The previous lightweight works, such as Xception [10], MobileNets [11-13] and ShuffleNets [14-15], improved the detector speed greatly by the DSC operations. But the lower accuracy of these models is worrying when these models are applied to the autonomous vehicles. In fact, these works propose some methods to alleviate this inherent flaw (also the peculiarity) of the DSC: MobileNets use a large number of 1*1 dense convolutions to fuse the channels information that is computed independently; ShuffleNets use the “channel shuffle” to enable the interaction of channels information and GhostNet [16] uses the “halved” SC operations to retain the interaction information between channels. But, the 1*1 dense convolutions take up more computational resources instead, the effect of using “channel shuffle” still does not touch the results of the SC and the GhostNet is more or less back on the road to the SC, influences may come from many aspects. Many lightweight models use the similar thinking to design the basic architecture: only use the DSC from the very beginning to end of the deep neural networks. But the DSC’s flaw is directly amplified in the backbone, whether this is used for image classification or detection. We believe that the SC and the DSC can be cooperative. We note that the feature maps generated by only shuffling the output channels of the DSC are still the “depth-wise separated”. In order to make the outputs of the DSC as close as possible to the SC, we introduce a new method—a mix convolution with SC, DSC and a shuffle, named GSConv. As show in Figure 2, we use the shuffle to permeate the information generated by the SC (the channel-dense convolution operations) into every part of the information generated by the DSC. The shuffle is a uniform mixing strategy. This method allows the information from the SC to be fully mixed into the outputs of the DSC by uniformly to exchange local feature information on different channels, without bells and whistles. Figure 3 shows the visualization results of the SC, DSC and GSConv. The GSConv’s feature maps are significantly more similar to the SC’s than the DSC’s is to the SC’s. On the lightweight models, we obtain a significant accuracy improvement by only using the GSConv layers to replace the SC layers; On other models, when we use the SC in the backbone and use the GSConv in the neck (slim-neck), the accuracy of the model is very close to the original; And if we add a few tricks, the accuracy and speed of the model surpass the original model. The slim-neck with GSConv method minimizes the negative impact of the DSC’s flaw on the models and to utilize the benefits of the DSC efficiently. The main contributions of ours can be summarized as follows:
1) We introduce a new lightweight convolution method, the GSConv. This method makes the outputs of the convolutional calculation as close to the SC’s as possible, and reduces the computational cost;
2) We provide a design paradigm, the slim-neck with a standard backbone, for the detector architecture of self-driving cars;
3) We verified the effectiveness of different widely used tricks on the GSConv-Slim-Neck Detectors, which can be a reference for study in this field.

The rest of the article is organized as follows: we give a brief overview of some relevant works and methods about the lightweight and performance improvement of detectors in Section 2, and provide the details of our study in Section 3, our experimental results presented in Section 4, all the work analyzed with a discussion in Section 5 and summarized with a final conclusion in Section 6.

![Figure 2. The structure of the GSConv module.](image)

**Figure 2. The structure of the GSConv module.** The “Conv” box consists of three layers: a convolutional-2D layer, a batch normalization-2D layer, and an activation layer. The “DWConv” marked in blue here means the DSC operation.

![Figure 3. The features in the 2nd layer of the YOLOv5n: (a) The features generated by the SC operation; (b) The features generated by the DSC operation; (c) The features generated by the GSConv operation.](image)

**Figure 3. The features in the 2nd layer of the YOLOv5n:** (a) The features generated by the SC operation; (b) The features generated by the DSC operation; (c) The features generated by the GSConv operation.

2. Related Work

Usually, a detector based on the convolutional neural networks (CNNs) consists of three parts, a backbone, a neck and a head. The backbone for the extraction features of the input, the neck for allocation and merging features better to the head, and the head detects the objects by materials from the neck. For the backbone, AlexNet [17] demonstrated the powerful feature extraction ability of CNNs. Then, the backbone of detectors or classifiers started to be designed using the SC, such as VGG [18], ResNet [19] and DarkNet [6-7]. However, these “bulky” models are very unfriendly to edge computing devices. In terms of model structure design, researchers have proposed classic lightweight models such as MobileNet, ShuffleNet, and GhostNet for edge devices. For the neck, FPN [20] improves the speed and accuracy of object detection models by independently performing prediction operations on different scale feature map layers. For the head, the main difference is that the model uses anchor-based [1-3, 5-9, 24] or anchor-free [21-22] methods to accomplish objects localization tasks. The former may be more controllable for designers and users, but the NMS [23] must be used to filter out the prediction box with the highest IoU threshold score. The latter is more flexible and no more parameters can be controlled manually, but this also leads to an increase in instability of the model. The choice of anchor-based or anchor-free is not the focus of this paper, but it is worth noting that the SOTA models are still using the anchor-based method currently. More, the attention mechanisms, such as SPP [25], SE [26], CBAM [27] and CA [28], can
improve the efficiency and performance of detectors, especially for the lightweight detectors. We can obtain the better cost performance by a proper use of these modules, and the relevant details are described in Section 3.

3. Materials and Methods

The details of our work will be described in this section. We aim to build a simple and efficient neck for the detectors to apply in the autonomous vehicles. Therefore, many factors such as convolution method, feature fusion structure, computational efficiency, computational cost effectiveness and many other factors are taken into considerations.

3.1 Why GSConv

In order to speed up the computation of predictions in the end, the fed images in CNNs almost always have to undergo a similar transformation process in the backbone: the spatial information is transferred step by step toward the channels. And each time the spaces (the width and height) compression and channels expansion of the feature maps will cause a partial loss of semantic information. The channel-dense convolutional computation maximally preserves the hidden connections between each channel, but the channel-sparse convolution severs these connections completely. The GSConv preserves these connections as much as possible with lower time complexity. Generally, the time complexity of convolutional computation is defined by FLOPs. Therefore, the time complexity (without bias) of the SC (channel-dense convolution), DSC (channel-sparse convolution) and GSConv is:

\[\text{Time}_{\text{SC}} \sim O(W \times H \times K_1 \times K_2 \times C_1 \times C_2),\]
\[\text{Time}_{\text{DSC}} \sim O(W \times H \times K_1 \times K_2 \times C_1 \times C_2),\]
\[\text{and } \text{Time}_{\text{GSConv}} \sim O(W \times H \times K_1 \times K_2 \times C_2 \left(\frac{C_1}{2} + 1\right)),\]

where the \(W\) is the width of the output feature map; \(H\) is the height of the output feature map; \(C_1\) is the size of the convolution kernel; \(C_1\) is the number of channels per convolution kernel, and also the number of channels of the input feature map and \(C_2\) is the number of channels of the output feature map. In Table 3, we compare the contribution of five different convolution blocks (SC, DSC, ShuffleNet method, GhostNet method and the GSConv method) to the performance of the model.

We want to complete the shuffle in GSConv in the simpler way possible and without additional FLOPs. One option is to mix features evenly by transposition operating and then reconstruct them to the original size [14], which is a way without additional FLOPs, but is strictly a non-standard operation (may be unsupported on some devices). Another option is to use linear operations for the shuffle task, which costs less, but it is canonical and supported by all devices capable of performing convolution computations. The ablation study on the performance of the two shuffle methods are reported in Table 4. The advantages of the GSConv are more evident for lightweight detectors, which benefits from the enhanced nonlinear expression capability through the addition of a DSC layer and a shuffle. But if the GSConv be used at all stages of the model, the model’s network layers will be deeper and these deep layers will aggravate the resistance to data flow and increase the inference time significantly. When these feature maps come to the neck, they have become slender enough (the channel dimension reaches the maximum, and the width and height dimensions reach the minimum) and the transformations have become moderate. Therefore, the better choice is to use the GSConv in the neck only (slim-neck + standard backbone). At this stage, using the GSConv to process the concatenated feature maps is just right: redundant repetitive information is less and compressed not needed, and the attention modules works better, such as the SPP and the CA.

3.2 The slim-neck

We investigate the generalized methods to enhance the learning ability of CNNs, such as DensNet [29], VoVNet [30] and CSPNet [31], and then design the structure of slim-neck on the theory of these methods. We design the slim neck to reduce the computational complexity and inference time of the detector but maintain the accuracy. The GSConv accomplishes the task of reducing the computational complexity, and the task of reducing the inference time and maintaining the accuracy requires new models.
3.2.1 The element modules of the slim-neck

The computational cost of GSConv is about 50% (0.5+0.5C₁, the larger the C₁ value, the closer the ratio is to 50%) of the SC, but its contribution to the model learning ability is comparable to the latter. Based on GSConv, we continue to introduce the GS bottleneck on the basis of the GSConv, and Figure 4 (a) shows the structure of the GS bottleneck module. Then, we use the one-shot aggregation method to design the cross stage partial network (GSCSP) module, VoV-GSCSP. Figure 4 (b), (c) and (d) show the three design schemes we provided for the VoV-GSCSP, respectively, where (b) is simple and straightforward and faster inference, and (c) and (d) have a higher reuse rate for the features. In fact, the simpler structure modules are more likely to be used because of the hard-ware-friendly. Table 5 reports the results of the ablation study in detail for the three structures of VoV-GSCSP₁, 2, 3, and indeed, VoV-GSCSP₁ shows a higher performance-to-price ratio. Finally, we need the flexibility to use the four modules, the GSConv, the GS bottleneck, and the VoV-GSCSP. We can build the slim-neck layers like to put together Legos.

![Diagram of GS bottleneck and VoV-GSCSP modules](image)

**Figure 4. The structures of the (a) GS bottleneck module and the (b), (c), (d) VoV-GSCSP₁, 2, 3 modules**

**Figure 5. The structures of the (a) SPP module and (b) SPPF module. The SPPF’s output is the same as SPP’s with more computationally efficient.**

3.2.2 The slim-neck for the YOLO family

The YOLO family detectors are more widely used in the industry because of the efficient detection. We use the element modules of the slim-neck to retrofit the neck layers for the Scaled-YOLOv4l [24] and YOLOv5l [43]. Table 1 and 2 show the comparisons between the slim framework and the native framework of the two detectors.

**Table 1. The neck architectures of slim neck scaled yolov4 and the original**

| Slim neck architecture | In/out-put channels | Param. |
|------------------------|---------------------|--------|
| 0. P5 -> SPPF (1/32)   | 1024 / 512          | 1.575M |
| 1. GSConv+Upsample     | 512 / 256           | 0.069M |
| 2. P4 -> Conv (1/16)   | 512 / 256           | 0.130M |
| 3. Concat 1. & 2.      | 512                 | -      |
| 4. VoV-GSCSP₁ x2       | 512 / 256           | 0.220M |

| Original neck architecture* | In/out-put channels | Param. |
|----------------------------|---------------------|--------|
| 0. P5 -> SPPCSP (1/32)     | 1024 / 512          | 7.611M |
| 1. Conv+Upsample           | 512 / 256           | 0.132M |
| 2. P4 -> Conv (1/16)       | 512 / 256           | 0.132M |
| 3. Concat 1. & 2.           | 512                 | -      |
| 4. CSP                     | 512 / 256           | 0.986M |
5. GSConv+Upsample 256 / 128 0.018M 5. Conv+Upsample 256 / 128 0.033M
6. P3 -> Conv (1/8) 256 / 128 0.033M 6. P3 -> Conv (1/8) 256 / 128 0.033M
7. Concat 5. & 6. 256 - 7. Concat 5. & 6. 256 -
8. VoV-GSCSP; ×2 256 / 128 0.056M 8. CSP 256 / 128 0.247M
9. GSConv ×2 128 / 256 0.323M 9. Conv ×2 128 / 256 0.592M
10. Concat 3. & 9. 512 - 10. Concat 3. & 9. 512 -
11. VoV-GSCSP; ×2 512 / 256 0.220M 11. CSP 512 / 256 0.986M
12. GSConv ×2 256 / 512 2.361M 12. Conv ×2 256 / 512 2.361M
13. Concat 0. & 12. 1024 - 13. Concat 0. & 12. 1024 -
14. VoV-GSCSP; ×2 1024 / 512 0.865M 14. CSP 1024 / 512 3.938M
15. GSConv 512 / 1024 2.374M 15. Conv 512 / 1024 4.721M

Table 2. The neck architectures of slim neck yolov5l and the original

| Layers in Neck | I/O channels | Param. | Layers in Neck | I/O channels | Param. |
|----------------|--------------|--------|----------------|--------------|--------|
| 0. P5 -> SPPF (1/32) | 1024 / 1024 | 2.625M | 0. P5 -> SPPF (1/32) | 1024 / 1024 | 2.625M |
| 1. GSConv+Upsample | 1024 / 512 | 0.269M | 1. Conv+Upsample | 1024 / 512 | 0.525M |
| 2. Concat P4 & 1. (1/16) | 1024 | - | 2. Concat P4 & 1. (1/16) | 1024 | - |
| 3. VoV-GSCSP; ×3 | 1024 / 512 | 0.903M | 3. C3 ×3 | 1024 / 512 | 2.758M |
| 4. GSConv+Upsample | 512 / 256 | 0.069M | 4. Conv+Upsample | 512 / 256 | 0.132M |
| 5. Concat P3 & 4. (1/8) | 512 | - | 5. Concat P3 & 4. (1/8) | 512 | - |
| 6. VoV-GSCSP; ×3 | 512 / 256 | 0.230M | 6. C3 ×3 | 512 / 256 | 0.691M |
| 7. GSConv | 256 / 256 | 0.298M | 7. Conv | 256 / 256 | 0.590M |
| 8. Concat 4. & 7. | 512 | - | 8. Concat 4. & 7. | 512 | - |
| 9. VoV-GSCSP; ×3 | 512 / 512 | 0.641M | 9. C3 ×3 | 512 / 512 | 2.495M |
| 10. GSConv | 512 / 512 | 1.187M | 10. Conv | 512 / 512 | 2.360M |
| 11. Concat P5 & 10. | 1024 | - | 11. Concat P5 & 10. | 1024 | - |
| 12. VoV-GSCSP; ×3 | 1024 / 1024 | 2.527M | 12. C3 ×3 | 1024 / 1024 | 9.972M |

3.3 The improvement tricks for free

We can use some local feature enhancement methods in CNNs-based detectors with simple structure and low computational cost. These enhancement methods, attention mechanisms, can significantly improve the model accuracy, but are much cheaper than the neck. These methods include acting on channel information or acting on spatial information. The SPP focuses on spatial information, which is concatenated of four parallel branches: three maximum pooling operations (kernel size is 5×5, 9×9 and 13×13) and a shortcut from the input. It is used to solve the problem of the excessive object scale variations, by merging the local and global features of the inputs. The SPPF, from the YOLoV5, enhances the computational efficiency. This efficiency, \( \eta_c \), increased by nearly 277.8%. And the general formula of the \( \eta_c \) is \( \frac{[(k_i^2 + k_j^2 + k_l^2 + \cdots + k_n^2 - i) - (k_i^2 - i) \times i]}{100\%} \), where \( k_i \) is the kernel size of the \( i \)-th branch of maxpooling-2D in SPPF module. Figure 5 (a) and (b) show the structures of the SPP and SPPF.

The SE is a channel attention module, including two operation processes: the squeeze and the excitation. This module allows the networks to focus more on the more informative features channels and negatives the less informative features channels. The CBAM is a spatial-channel attention mechanism module. The CA module is a new solution to avoid the loss of positional information caused by global pooling-2D operation: to put the attention in two dimensions of width and height respectively for the efficient utilization of the spatial coordinate information of input feature maps. Figure 6 (a), (b) and (c) show the structures of the SE, CBAM and CA module. One suggestion is that the attention modules are usually placed at the end of the backbone to achieve better results, while the simple but effective SPPF module can be directly embedded at the entrance of the head. This is because the shallow networks are flooded with a large amount of low-level semantic information, resulting in the information fusion function of the attention modules being of minimal use: it is completely unnecessary to fuse feature maps that already contain rich low-level semantic information.
Figure 6. The structures of the three different attention modules. (a) The SE module, the character “GAvgPool” means the global average pooling-2D layer, the character “FC” means the fully connection layer, and the “r” is a reduction factor. (b) The CABM module, the character “Conv” means the ordinary convolution-2D layer, and the “max-c, p” and “mean-c, p” means the maximum-channel-pixel and average-channel-pixel. (c) The CA module, the character “BN” means the batch normalization layer and the character “hardSwish” means the hard-Swish activation layer.

3.4 The Loss and Activation

The IOU [32] loss plays a great value for the detectors based on deep learning. It makes the location of prediction bounding boxes regression more accurate. As research continues to evolve, more advanced IOU loss functions have been proposed by a number of researchers, such as GloU [33], DIoU [34], CIoU [35] and the latest EIoU [36]. The IOU, CIoU and EIoU loss functions are defined as follows:

\[
\text{Loss}_{\text{IOU}} = 1 - \text{IOU}, \quad \text{IOU} = \frac{A \cap B}{A \cup B} \tag{1}
\]

\[
\text{Loss}_{\text{CIU}} = 1 - \text{IOU} + \frac{\rho^2_{(w,h)}}{d^2} + \alpha v, \quad \alpha = \frac{v}{(1 - \text{IOU}) + v}, \quad v = \frac{4}{\pi} \left( \arctan \frac{w^g}{h^g} - \arctan \frac{w}{h} \right)^2 \tag{2}
\]

\[
\text{Loss}_{\text{EIU}} = 1 - \text{IOU} + \frac{\rho^2_{(w,h)}}{d^2} + \frac{\rho^2_{(w,h)}}{C^2_w} + \frac{\rho^2_{(h,w)}}{C^2_h} \tag{3}
\]

where the parameters “A” and “B” denote the area of ground truth bounding box and the area of prediction bounding box; the parameter “C” denotes the area of the minimum enclosing box of the ground truth bounding box and the prediction bounding box; the parameter “d” denotes the Euclidean distances of the diagonal vertices of the enclosing box; the parameter “p” denotes the Euclidean distances of the centroids of ground truth bounding box and prediction bounding box; the parameter “α” is an indicator for trade-off, and the parameter “v” is an indicator to evaluate the consistency of the aspect ratio of the ground truth bounding box and prediction bounding box. The CIoU loss is currently the most widely used loss function in anchor-based detector, but there are still flaws in the CIoU loss:

\[
\frac{\delta v}{\delta w} = \frac{8}{\pi^2} \left( \arctan \frac{w^g}{h^g} - \arctan \frac{w}{h} \right) \times \frac{h}{w^2 + h^2}, \quad \frac{\delta v}{\delta h} = \frac{8}{\pi^2} \left( \arctan \frac{w^g}{h^g} - \arctan \frac{w}{h} \right) \times \frac{w}{w^2 + h^2}
\]

where the “\(\delta v/\delta w\)” is the gradient of the “v” with respect to the “w”, the “\(\delta v/\delta h\)” is the gradient of the “v” with respect to the “h”.

According to the definition of the CIoU loss, if \(\{(w = kw^g, h = kh^g) | k \in R^+\}\), the CIoU loss will degenerate into the DIoU loss, i.e., the relative proportion of penalty terms added in the CIoU loss (αv) will not work [36]. Further, the \(\delta v/\delta w\) and the \(\delta v/\delta h\) have opposite signs, \(\delta v/\delta w = -(h/w) \times (\delta v/\delta h)\). Thus, these two variables (w or h) can only be updated in the same direction, increasing or decreasing at the same time. This is not in line with practical application scenarios especially when \(w < w^g\) and \(h < h^g\) or \(w > w^g\) and \(h > h^g\). The EIoU loss does not face such a problem, it directly uses the w and h of a prediction bounding box independently for the penalty term, instead of the ratio of the w and h. The bounding box
regression method of the EIoU is more exact especially when the object’s width and height lengths differ greatly.

On deep networks, the accuracy and training stability of the models using Swish [37] and Mish [38] are generally better than ReLU [39]. Both the Swish and Mish have the properties of no upper bound with lower bound, smooth, and non-monotonic. They are defined as follows:

Swish: \( f(x) = x \cdot \text{sigmoid}(\beta x) \) (4); Mish: \( f(x) = x \cdot \tanh(\log(1 + e^{x})) \) (5)

The Mish performs slightly better for model accuracy than Swish on deeper networks, although in fact the two activation function curves are so close. Compared with the Swish, the Mish consumes more training time because of the increase in computational cost. We performed adequate ablation experiments to verify the effectiveness of these methods. The comparative analyses are reported in Table 7.

4. Experiments and Analysis

We use the Pytorch framework to build the models. All the models are trained with two Nvidia Tesla T4 or one Nvidia A40 at Linux CentOS 7 operating system. The hyper-parameters are as follows: the training steps is 33000; the optimizer is stochastic gradient descent; the batch size is 128; the linear decay learning rate scheduling strategy is adopted with initial learning rate 0.01 and final 0.001; the warm-up steps is 1000; the momentum and weight decay are 0.937 and 0.0005. All the validation experiments are performed on a Tesla T4 or a Jetson Nano. The Jetson Nano’s operation system is Linux Ubuntu 18.04. In tables and figures, the mAP\(_{0.5}\) is the average precision of the all categories when the accuracy evaluation IoU threshold is set to 0.5 and mAP\(_{0.95}\) is the average precision with the IoU threshold taken in steps of 0.05 from 0.5 to 0.95 and weighted average.

4.1 Data Sets

We use the publicly available data sets WiderPerson [40], PASCAL VOC [41], SODA10M [42] and DOTA1.0 [44]. We choose the WiderPerson to evaluate the practical effects of the GSConv method and the different attention modules. It is a pedestrian detection benchmark dataset in the wild, of which images are selected from a wide range of scenarios, no longer limited to the traffic scenario. The images collected in this dataset are all in a dense crowded environment with a large number of pedestrians and serious overlap and mutual occlusion. And, we use the PASCAL VOC 2007+12 to compare with the state-of-the-art lightweight models. Ultimately, we use the SODA10M to test the real-world performance of these models in a traffic environment. We test the evolved models on a Jetson Nano, and on the low-power edge devices we expect these models to be competent for the use cases in embedded or IoT scenarios.

4.2 Ablation Studies

In Table 3, we tested the accuracy of the YOLOv5n detectors constructed with five different convolution methods (using the same hyperparameters for fairness) on the PASCAL VOC 2007+12 dataset. These methods include the SC, the DSC, the ShuffleNet method, the GhostNet method and the GSConv. We use the different methods at down-sample scales of 1/8, 1/16 and 1/32 in the backbone in order to verify more clearly the differences in the effectiveness of the five methods. The best outcomes obtained by GSConv with the less time complexity in the end. In Table 4, we compare the performances, including accuracy, complexity, and inference time of one batch size on CPU (Intel Xeon Gold 5118) and GPU (T4), of two shuffle approaches for the GSConv. In the results, the transposition approach is more competitive in comparison items, while linear fusion approach is a substitute when the transposition is not supported on some devices. In Table 6, we reported the experimental results of the employing different attention modules by the YOLOv5n. All the models in the part I use the slim-neck with slim-backbone, and the models in the part II only use the slim-neck. The experimental datasets are the WiderPerson and VOC 2007+12. In this Table, the "SE*3 640" indicates that the SE module is used three times and SPPF once in the YOLOv5n’s structure, and the training image size is 640×640 pixels.
Table 3. The comparisons of the feature extraction capability and time complexity of the SC, DSC, ShuffleNet method, GhostNet method and GSConv (PASCAL VOC 2007+12 dataset).

| Convolutional-block methods | mAP_{0.5} | mAP_{0.95} | Complexity (FLOPS) |
|-----------------------------|-----------|------------|-------------------|
| SC                          | 58.9%     | 35.8%     | 4.2G              |
| DSC                         | 56.9%     | 34.6%     | 3.3G              |
| ShuffleNet method           | 56.5%     | 34.1%     | 3.3G              |
| GhostNet method             | 59.3%     | 37.0%     | 3.8G              |
| GSConv (ours)               | 59.8%     | 38.1%     | 3.7G              |

Table 4. The comparisons of two shuffle approaches for the GSConv (PASCAL VOC 2007+12 dataset).

| shuffle options              | mAP_{0.5} | mAP_{0.95} | FLOPs  | Latency (ms) | Complexity (GPU) |
|------------------------------|-----------|------------|--------|--------------|-----------------|
| Transposition operating      | 59.8%     | 38.1%     | 3.7G   | 37.8ms       | 4.3ms           |
| linear operating (no B.N)    | 59.5%     | 38.0%     | 3.7G   | 38.6ms       | 4.4ms           |
| linear + B.N.                | 59.9%     | 38.2%     | 3.9G   | 39.0ms       | 4.4ms           |
| nonlinear operating (+ ReLU) | 60.2%     | 39.6%     | 3.7G   | 38.0ms       | 4.8ms           |

Table 5. The comparisons of three different VoV-GSCSP modules for the slim neck yolov5n (PASCAL VOC 2007+12 dataset).

| modules                      | mAP_{0.5} | mAP_{0.95} | FLOPs  | Latency (ms) | FPS  |
|------------------------------|-----------|------------|--------|--------------|------|
| VoV-GSCSP1                   | 61.1%     | 39.3%     | 4.1G   | 4.5ms        | 168  |
| VoV-GSCSP2                   | 60.6%     | 39.2%     | 4.2G   | 4.7ms        | 164  |
| VoV-GSCSP3                   | 60.8%     | 36.8%     | 4.3G   | 4.9ms        | 160  |

Table 6. The performance comparisons of employment of different attention modules (GPU: T4).

| Attentions | Param. | P. & R. | mAP_{0.5} | mAP_{0.95} | Latency (ms) | FPS |
|------------|--------|---------|-----------|------------|--------------|-----|
| Part I. slim-backbone + slim-neck | WiderPerson single class: pedestrian | | |
| SE*3_{640} | 0.664M | 63.5%   | 79.9%     | 46.4%      | 2.2ms        | 1.7G|
| CBAM*3_{640} | 0.664M | 63.8%   | 79.9%     | 46.4%      | 2.3ms        | 1.7G|
| CA*3_{640}  | 0.665M | 56.6%   | 82.0%     | 80.4%      | 47.1%        | 1.7G|
| PASCAL VOC 2007+12 20 classes | | | | | | |
| SE*3_{640} | 0.685M | 57.3%   | 51.4%     | 27.5%      | 2.3ms        | 1.8G|
| CBAM*3_{640} | 0.685M | 59.8%   | 51.2%     | 27.7%      | 2.4ms        | 1.8G|
| CA*3_{640}  | 0.685M | 58.5%   | 52.3%     | 52.1%      | 28.6%        | 1.8G|
| Part II. slim-neck only | WiderPerson single class: pedestrian | | |
| SE*3_{640} | 1.14M  | 62.3%   | 82.7%     | 50.6%      | 1.7ms        | 3.5G|
| CBAM*3_{640} | 1.14M  | 64.1%   | 82.1%     | 49.9%      | 1.9ms        | 3.5G|
| CA*3_{640}  | 1.14M  | 60.5%   | 84.4%     | 83.3%      | 51.5%        | 3.5G|
| PASCAL VOC 2007+12 20 classes | | | | | | |
| SE*3_{640} | 1.17M  | 64.2%   | 59.2%     | 37.6%      | 2.2ms        | 3.5G|
| CBAM*3_{640} | 1.17M  | 61.4%   | 58.7%     | 36.8%      | 2.3ms        | 3.5G|
| CA*3_{640}  | 1.17M  | 64.2%   | 59.3%     | 53.3%      | 2.3ms        | 3.5G|

We found that the effect of different attention modules on the number of parameters and inference time of the detector is so slight as to be almost negligible but the impact on the accuracy is significant: the “CA*3+SPPF*1” model obtains the best results with the same number of parameters on the VOC 2007+12 and WiderPerson datasets. In addition, the accuracy of the slim-neck model is much better than that of the slim-backbone-neck model when the inference time is very close. If we force to close the accuracy of the slim-neck model and the slim-neck-backbone model, the latter needs to spend more than 3.5% inference time.

Further, we conducted comparative experiments on the effects of Mish and Swish activation functions, as well as CIoU and EIoU loss functions for accuracy and speed. In Table 7, we reported the experimental results on the VOC 2007+12 dataset. The networks using Mish with EIoU achieve the higher average accuracy, while the networks using Swish achieve the faster speed (training time using the Mish increases by about 29.26% than Swish). For contrast intuitive, we validated the effectiveness of our method with YOLOv5n as a baseline, and Table 8 reported the relevant experiment results.
4.3 Comparisons between the Slim-neck detectors and the Originals

Finally, we give the performance comparisons of the slim-neck YOLO detectors and the originals in Table 9. The slim-neck detectors achieve the best accuracy with the smaller size. The combination of the slim-neck method and the tricks makes a huge improvement on the accuracy, especially to the lightweight detectors such as the YOLOv3/v4-tiny. And we put slim-neck tiny detectors on the Jetson Nano embedded device for inferring with 320×320 pixels, results listed in Table 10. In Figure 7, we compare the speed and accuracy of five SOTA detectors on the driverless dataset of the SODA10M. We test the effectiveness of our approach using a 20-second field video that was captured by a dash cam at night in low-light. In Figure 8, we show four frames from the test video as an intuitive comparison.

Table 9. The comparisons of the detectors based on slim neck and the originals of the different state-of-the-art lightweight detectors (GPU: T4; dataset: PASCAL VOC 2007+12).

| Detectors | Param., FLOPs | mAP_{0.5} | mAP_{0.95} | Latency [ms] | FPS  |
|-----------|---------------|-----------|-------------|--------------|------|
| **Originals:** |               |           |             |              |      |
| YOLOv3-tiny | 8.71M, 13.0G  | 42.5%     | 18.5%       | 3.2ms        | 202.5|
| YOLOv4-tiny | 6.11M, 17.6G  | 45.3%     | 21.3%       | 3.7ms        | 178.6|
| YOLOv5n    | 1.79M, 4.3G   | 58.0%     | 35.0%       | 5.8ms        | 136.8|
| MobileNetv3-YOLOv5s | 3.59M, 6.4G | 55.3%     | 32.6%       | 6.7ms        | 121.4|
| ShuffleNetv2-YOLOv5s | 5.56M, 11.6G | 56.1%     | 35.4%       | 5.0ms        | 151.3|
| GhostNet-YOLOv5s | 3.73M, 8.2G  | 63.0%     | 42.1%       | 6.0ms        | 135.1|
| **Slim neck by GSConv (ours approach):** | | | | | |
| slim-neck YOLOv3-tiny | 5.86M, 9.6G | 56.8% (+14.3) | 33.6% (+15.1) | 3.0ms | 219.5 |
| slim-neck YOLOv4-tiny | 5.66M, 16.2G | 61.3% (+16.0) | 37.3% (+16.0) | 3.7ms | 179.1 |
| slim-neck YOLOv5n | 1.15M, 3.5G | 58.9% (+0.9) | 37.1% (+2.1) | 4.8ms | 155.4 |
| GSCSP-MobileNetv3-YOLOv5s | 9.30M, 14.1G | 61.9% (+6.6) | 41.4% (+8.8) | 8.3ms | 102.9 |
| GSCSP-ShuffleNetv2-YOLOv5s | 7.74M, 13.6G | 58.7% (+2.6) | 37.9% (+2.5) | 5.8ms | 137.1 |
| GSCSP-GhostNet-YOLOv5s | 3.73M, 8.2G | **63.6% (+0.6)** | **42.8% (+0.7)** | 6.8ms | 122.8 |

Table 10. The performances of the slim-neck tiny detectors on the Jetson Nano (dataset: PASCAL VOC 2007+12).

| Detectors | FLOPs | mAP_{0.5} | Latency [FPS, b=4] | FPS  |
|-----------|-------|-----------|--------------------|------|
| slim-neck YOLOv3-tiny | 5.86M, 9.6G | 56.8% (+14.3) | 33.6% (+15.1) | 219.5 |
| slim-neck YOLOv4-tiny | 5.66M, 16.2G | 61.3% (+16.0) | 37.3% (+16.0) | 179.1 |
| slim-neck YOLOv5n | 1.15M, 3.5G | 58.9% (+0.9) | 37.1% (+2.1) | 155.4 |
| GSCSP-MobileNetv3-YOLOv5s | 9.30M, 14.1G | 61.9% (+6.6) | 41.4% (+8.8) | 102.9 |
| GSCSP-ShuffleNetv2-YOLOv5s | 7.74M, 13.6G | 58.7% (+2.6) | 37.9% (+2.5) | 137.1 |
| GSCSP-GhostNet-YOLOv5s | 3.73M, 8.2G | **63.6% (+0.6)** | **42.8% (+0.7)** | 122.8 |
| Detector                        | Size | mAP | FPS  | mAP  |
|--------------------------------|------|-----|------|------|
| slim-neck YOLOv3-tiny         | 9.6G | 50.8% | 30.1ms | 108.6 |
| slim-neck YOLOv4-tiny         | 16.2G | 56.8% | 36.0ms | 91.4 |

Figure 7. The comparison of the slim-neck YOLO family detectors and the originals (the FP16 used to inference the slim-neck scaled-yolov4l and slim-neck yolov5l).

Figure 8. The visual results of the slim-neck approach in the field traffic (by a Jetson nano).

5. Discussion

At present, there are mainly two types of object detectors based on deep learning, Transformer-based and CNNs-based. The application of Transformer-based detectors faces hardship due to the bad latency and the CNNs-based detectors are still the preferred option in the industry. Researchers have proposed numerous approaches to further optimize the performance of CNNs-based models. Our proposed GSConv
provides researchers with a new design option for CNNs-based detectors or classifiers. For lightweight models, designers can directly replace the original convolutional layers with GSConv layers to obtain significant accuracy gains without additional operations. In fact, we have tested the GSConv in some vision-based specific assisted driving systems, such as a height-limited collision monitoring and warning system for trucks. The results are promising. But it is worth noting that the advantages of the GSConv become less obvious as the computing power of the platform grows. The GSConv is more suitable for edge computing devices because of the small computational consumption and memory footprint. In brief, if both cost and performance of the model are considered, it would be a wise choice to adopt the GSConv.

6. Conclusions

To sum up, in this paper we introduce a new lightweight convolution method, the GSConv, to allow the depth-wise separable convolution to achieve the close effects to the vanilla convolution and more efficient. And we design the one-shot aggregation module, VoV-GSCSP, to replace the ordinary bottleneck module to speed up inference. Further, we provide the slim-neck design paradigm for lightweight. In our experiments, the GSConv shows the better performance compared to the other lightweight convolution methods. And with our approach, the tested detectors throw away 7.2%~32.7% of the computational cost but obtain 1.2%~35.3% improvement of the accuracy and the given results outperform state-of-the-art detectors’.
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Appendix

A. The comparisons of the FLOPs and parameters amount between the DSC and SC

The effect of DSC is obvious in the reduction of the parameters number to detection networks. The parameters’ amount to a conventional convolutional layer is \( C_1 \times K_1 \times K_2 \times C_2 \), and the amount for a DSC layer is \( C_1 \times K_1 \times K_2 + 1 \times 1 \times C_1 \times C_2 \), where \( C_1 \) and \( C_2 \) are the channels number of the feature maps from input and output, and \( K_1 \times K_2 \) is the kernel size of convolutional. The calculation cost to a conventional convolution layer is \( W \times H \times C_1 \times K_1 \times K_2 \times C_2 \), and the cost to a DSC’s is \( W \times H \times C_1 \times K_1 \times K_2 + W \times H \times 1 \times 1 \times C_1 \times C_2 \), where \( W \) and \( H \) are the width and height of the feature maps. The reason of DSC operation is cheaper than conventional convolutional can be explained by assuming the following conditions:

\[
\begin{align*}
\text{size}_{\text{input}} &= W \times H \times C_1 = 320 \times 320 \times 3 \\
\text{size}_{\text{output}} &= W \times H \times C_1 = 320 \times 320 \times 16 \\
\text{size}_{\text{kernel}} &= K_1 \times K_2 = 3 \times 3 \\
\text{ratio}_p &= \frac{C_1 \times K_1 \times K_2 + 1 \times 1 \times C_1 \times C_2}{C_1 \times K_1 \times K_2 \times C_2} = \frac{1}{C_2} + \frac{1}{K_1 \times K_2} \approx 0.174 \\
\text{ratio}_c &= \frac{W \times H \times C_1 \times K_1 \times K_2 + W \times H \times 1 \times 1 \times C_1 \times C_2}{W \times H \times C_1 \times K_1 \times K_2 \times C_2} = \frac{1}{C_2} + \frac{1}{K_1 \times K_2} \approx 0.174
\end{align*}
\]
where the \( \text{ratio}_p \) is a ratio of the parameters amount, between DSC and conventional convolutional layer, and the \( \text{ratio}_c \) is a ratio of the calculation cost of them. Obviously, the DSC’s parameters amount and the calculation cost are indeed less and much lower than SC’s.

**B. The slim neck structures of the scaled-YOLOv4 and YOLOv5**

![Diagram of slim-neck architecture for Scaled-YOLOv4](image1)

![Diagram of slim-neck architecture for YOLOv5](image2)

**Figure a. The slim-neck architecture for the Scaled-YOLOv4(p5).**

![Diagram of slim-neck architecture for YOLOv5](image3)

**Figure b. The slim-neck architecture for the YOLOv5.**

**C. Comparison of remote sensing image detection**

We train the scaled-YOLOv4 and the Slim neck scaled-YOLOv4 with an A40 on DOTA1.0 (Using the same hyperparameters) to compare the ability of the two detectors to detect small objects. Figure (c) and (d) show the test results, and the source image is from the 23rd image of the test set of the ITCVD dataset ([https://eostore.itc.utwente.nl:5001/fsdownload/zZYfgbB2X/ITCVD](https://eostore.itc.utwente.nl:5001/fsdownload/zZYfgbB2X/ITCVD)).
Figure c. The detection result of the slim-neck scaled YOLOv4l.

Figure d. The detection result of the original scaled YOLOv4l.
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