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ABSTRACT
Multi-cluster federation is envisioned to be the next-generation cloud infrastructure, where it will play a vital part in the realization of concepts such as edge and fog computing. Orchestrating applications in federated environments poses new challenges to well-known research problems in various fields, such as load-balancing, auto-scaling, resource allocation and service migration. However, as access to real multi-cluster infrastructure is limited, a test-bed that provides similar characteristics to a real system is in demand. To enable researchers in associated fields to quickly setup experiments in a federated cloud environment, we have created the open-source sandbox FedApp that simplifies the process of deploying multiple virtual clusters in an OpenStack environment with the possibility of adding realistic network characteristics between sites. Each cluster comes deployed with the open-source and production-grade container orchestrator Kubernetes, complete with federation-wide monitoring using Prometheus/Grafana and simplified inter-cluster microservice communication using Istio.
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1 INTRODUCTION
It has long been known that relying on a single cloud provider is not feasible for certain applications and use-cases [10, 21]. Instead, multiple clusters can be used in a joint effort to offer increased performance. This collaboration between a group of autonomous clusters of computational resources is commonly referred to as cluster federation. Together with emerging infrastructure provider alternatives such as edge computing [23, 25], driven in part by the 5G evolution [12], it is increasingly more important to make separate clouds cooperate to jointly provide applications in a more desirable manner. Edge locations are further destined to outnumber the low number of major public cloud providers and regions, thus causing a more pressing need for software to manage underlying systems [5]. To put things into perspective, as of June 2020 Google offers cloud infrastructure in a mere 23 regions. In contrast, edge computing opens the Infrastructure-as-a-Service market to Telco providers, and thus dramatically changes the scale and nature of the infrastructure being offered to customers. In Germany alone, a single Telco provider (Deutsche Telekom) will operate 36,000 base stations by 2021. [15]. Regardless of whether all or “merely” ten percent of these will offer edge computing facilities, it is clear that methodologies and technologies supporting management and use of such infrastructure will require novel research.

Regarding these new federated environments together with recent trends in shifting application architecture from single monolithic implementations to collections of networked microservices, which in itself adds new complexities on cluster management [9, 11], new questions arise in how to automatically orchestrate applications to provide services of desirable performances. As cluster federations are by nature highly dynamic environments, where uncertain cluster-to-cluster connections with potentially non-stationary latency
on top of existing intra-cluster dynamics, application robustness will be an issue. Strategies for inter-cluster load-balancing and routing between services, or auto-scaling of individual services will need to adapt to changing dynamics in real-time to guarantee performance. Further, new problems arise in service scheduling and migration when an entire federation of clusters is considered. Objectives and constraints in end-to-end latency and network bottlenecks might exist and be sporadically violated due to the dynamics.

These types of research problems are commonly tackled using simulation or emulation models [1, 2, 20], which are often quick to set up and play an important part for initial algorithm design and evaluation, but ultimately fail to capture actual system behaviour. To complement this, researchers have the option to perform actual experiments in real environments. However, creating such an environment is in general difficult, expensive and time-consuming, and the steps required to go beyond simulations to explore ideas in real settings quickly becomes complicated when dealing with complex systems such as multi-cluster federation. To the best of our knowledge, there is currently no easy way for academic researchers to cross this gap and access a desired federation of clusters.

An interesting research question then arises in how a research prototype for federated cloud environments can be designed to best support application orchestration research. To this end, we have created the sandbox FedApp with the goal of providing such an environment that (a) is flexible, yet remains a close approximation of real systems, (b) is easy to both deploy and use, and (c) has an easily extendable implementation. Its key features include:

1. creation of a user-defined, multi-cluster virtual environment in OpenStack, with a centralized structure complete with tools for controlling and monitoring the entire federation, streamlining the setup and usage of the sandbox.
2. possibility of inducing network characteristics such as delay, jitter and packet loss between clusters, thus enabling faithful emulation of real-world federations.
3. application orchestration using Kubernetes complete with a multi-cluster service mesh layer using Istio, for easy handling and deployment of federation-wide applications.

The sandbox can be found here

In this section, the design choices for creating the federation environment to fulfill our goal is presented. We first discuss how our emulated federation environment is constructed, later we explain how we can induce realistic network characteristics, and finally we describe how the sandbox simplifies the deployment and management of federation-wide applications. An illustration of the complete setup can be seen in Figure 1 which can be used as an overview of the sandbox in its entirety.

2 SANDBOX DESIGN

In this section, the design choices for creating the federation environment to fulfill our goal is presented. We first discuss how our emulated federation environment is constructed, later we explain how we can induce realistic network characteristics, and finally we describe how the sandbox simplifies the deployment and management of federation-wide applications. An illustration of the complete setup can be seen in Figure 1 which can be used as an overview of the sandbox in its entirety.

2.1 Topology of the emulated federation

The sandbox will need some type of infrastructure to be deployed upon. To provide this in a both flexible and easy to use manner, we chose to supply the means of creating a suitable virtual infrastructure in OpenStack. OpenStack is an open-source software platform for providing common IaaS (Infrastructure-as-a-Service) on physical hardware, and is commonly used to operate private clouds. This platform provides both the means of creating a controlled environment in which the rest of the sandbox can be deployed in a standardized manner, and makes it flexible as there is a standardized way of scaling the size and amount of clusters. To emulate a federated cloud setup, each cluster is first represented and provisioned in OpenStack as a set of virtual machines (VM) with their own isolated internal network. To further provide a close approximation to a real cluster federation, it is vital that users are able to impose desired network characteristics between clusters. To enable this we let each internal cluster network be connected to a gateway virtual machine, which allows us to use it as a single point handler of routing and network emulation between clusters.

---

1https://github.com/JohanRuuskanen/FedApp

---

Figure 1: Illustration of the complete sandbox with 3 clusters containing 3 virtual machines each.
Given the stated goal of this project, centralizing the network through a VM in this manner is beneficial. First, it enables researchers to affect network characteristics and observe network behavior such as traffic patterns and workload classifications from a single point. Moreover, a centralized VM increases usability as it can be shipped with all the tools necessary for controlling, monitoring and deploying applications on the clusters. Finally, the choice of pooling all functionalities for commandeering the emulated federation makes the setup easy to extend, and easy to debug when something eventually breaks down.

### 2.2 Network characteristics emulation

Benefiting from the chosen centralized topology, the procedure to mimic a real-world networking environment is greatly simplified. Each cluster sees itself as a "stand-alone" cluster on a private network, where all the inter-cluster communication traffic is handled by the Gateway VM. Thus by only affecting the inter-cluster routing logic on the gateway, an arbitrary inter-cluster network profile could be emulated.

We achieve this by fully utilizing the Linux Traffic Control (TC) utility on the gateway. The TC network emulator (TC-netem) provides the possibility of adding packet loss, delay and other characteristics on the packets from a selected Network Interface Controller (NIC). By applying desired emulated characteristics on the NICs of the Gateway VM, the clusters are not aware of the network status in beforehand. Thereby, the network characteristic to a cluster can be specified arbitrarily, for example mimic the propagation and transmission delay caused by the geographic distance. Further, by deploying TC classful queuing discipline (qdisc) and filter, it is possible to control the point-to-point network characteristics between clusters. Each class can then be given its individual configuration for a desired cluster-to-cluster network characteristic without affecting important meta-communication between the Gateway VM and the clusters, such as monitoring data or control commands.

Using TC-netem, it is then possible to both emulate real-world network characteristics, and to test some customized scenarios, by applying delay and loss along with their distributions to the network connections between any desired pair of clusters.

### 2.3 Managing federation-wide applications

Cloud applications are increasingly being packaged and deployed as collections of networked services using containerization technologies. To allow such applications to be efficiently managed, the sandbox fits each cluster with the well-known container orchestrator Kubernetes, which creates an abstraction layer between the raw infrastructure and applications. This provides both a vital platform for building, deploying and handling federation-wide applications in a standardized manner, and allows researchers to experiment in a popular and well-maintained open-source setting. To enable non-trivial collaboration in service-graphs spanning multiple clusters, the sandbox deploys Istio on top of Kubernetes, which greatly simplifies handling inter-cluster service-to-service networking. The sandbox further supplies kubectl at the Gateway VM, enabling full control of the Kubernetes clusters via a CLI. Finally, to simplify the management of more advanced deployments, the Gateway VM is supplied with the Kubernetes package manager Helm.

To provide insight on the behavior of the emulated federation and its deployed applications, the sandbox supplies federation-wide monitoring in the form of data-collection using Prometheus, and a Grafana GUI deployed on the Gateway VM. With this setup, it is possible to inspect important metrics such as CPU and memory utilization and traffic patterns. Further, the Istio service mesh makes it possible to retrieve the timestamp of every request entering/exiting any microservice without tampering with the code of the service. It is also possible to collect tracing information of all requests, by performing the minimal code change of forwarding http headers in each service.

As we set out to make the sandbox flexible, easy to use and extendable, its deployment is heavily scripted and requires little input from the user to create the multiple Kubernetes clusters with Istio and monitoring as showcased in Figure 1. To setup, the only things needed are access to an OpenStack cluster and a local computer with Terraform and Ansible installed. The deployment itself further capitalizes on the natural modularity between the different tools, which makes it easy to change or debug one part of the deployment without affecting the other parts of the sandbox.

### 3 FUNCTIONALITIES

The sandbox was created with the goal of providing a federated cloud environment for application orchestration research. In this section we discuss its functionalities that could specifically contribute to this point. Via our design, researchers can set up an user-defined federated Kubernetes environment, with a single centralized point for collecting all tools and scripts needed for researchers to deploy, monitor and control federation-wide applications.

The decision to provision the infrastructure with OpenStack together with TC-netem for network emulation enables researchers to experiment in a wide range of federated cloud or fog computing settings. Further, the usage of Kubernetes and Istio makes it possible to easily deploy and

---

2https://www.linux.org/docs/man8/tc-netem.html
control federation-wide applications in these settings. Finally, together with the Istio service mesh, the inclusion of Prometheus makes it possible to effortlessly monitor both the resource utilization for every service and VM, and further also the timestamp and tracing for every service. Because of the centralized structure and our emphasis on extendability, new tools or software that are not supplied out-of-the-box can easily be incorporated into the sandbox.

The possible use cases of FedApp is numerous, and many of the open issues in cloud computing as discussed in [3] could readily be explored in it. Below follows some key research problems that can directly take advantage of experimental investigation and validation in FedApp.

1. **Resource management:** Auto-scaling and load-balancing in large scale services and multi-cluster settings is an open issue. As both Kubernetes and Istio natively supports these methods, the sandbox gives a great entrypoint for researchers to test their own solutions.

2. **Scheduling:** Where to schedule what microservice in a service graph, the effects of multi-tenancy and over-provisioning, and how to tackle migration problems in a dynamic multi-cloud setting can readily be investigated using the available control and monitoring solutions in the sandbox.

3. **Reliability:** The sandbox provides a natural platform for developing detection and recovering solutions for single-point fail-over in federated cloud environments. For example, TC-netem can be used to impose a connection drop to a cluster without affecting the meta-communication between the Gateway VM. Further, the fine grained tracing information makes it possible to evaluate performance models of e.g. the quality-of-service in applications.

4. **Networking:** Analysis of network traffic in large scale distributed systems can readily be performed at the Gateway VM, as it handles all cluster-to-cluster communication. Further, TC-netem offers the opportunity to customize various network characterizes to evaluate systems and applications under different types of networking scenarios.

5. **Security:** The sandbox supports the study and analysis of security and privacy on cloud applications in a federated setting. For example, Istio provides a natural way of imposing encryption on service-to-service communication.

### 4 PROOF-OF-CONCEPT

To showcase some of the functionalities and to demonstrate how the sandbox can be used, we in this section present a fog computing scenario with a federated example application deployed on top of the sandbox. In the scenario we will consider a face detection application that in order to save bandwidth, has had its image pre-processing off-loaded to two smaller edge clusters $C_1, C_2$ from the actual classification at two larger data centers $C_3, C_4$.

#### 4.1 Deploying the scenario

Without loss of generality, each virtual edge cluster and data center were given the same size of four VMs each with four vCPUs and 8 Gbytes of RAM. The Gateway VM was further deployed with four vCPUs and 16 Gbytes of RAM. All of the VMs were given Ubuntu 18.04 as the instance image. In order to emulate a mock geographic distance, a delay was introduced using TC-netem between the edge clusters $C_1, C_2$ and the backend cluster $C_3$ with the following one-way delay matrix.

$$D = \begin{pmatrix}
0 & 0 & 25 & 0 \\
0 & 0 & 25 & 0 \\
25 & 25 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \text{ms}$$

where $D_{ij}$ gives the one way delay between clusters $C_i$ and $C_j$. This means that the roundtrip-time (RTT) between $C_1, C_2$ and $C_3$ should be 50 ms.

For the example application, frontend image pre-processing and backend classification where delivered in two standalone microservices. The frontend microservice reads a RGB image from an API call and reduces it to a grayscale image. The smaller grayscale image is sent to the backend microservice, where the face detection is performed using a standard Haar-cascade classifier in OpenCV. If a face is detected, the corners of the bounding box is returned to the frontend, which adds the box to the original RGB image and sends it back as a response to the original API call. The frontend microservices were then deployed with two replicas on each edge cluster, while the backend microservices used three replicas on each data center. Further, in order to balance requests between the multiple edge clusters, an NGINX load balancer was launched in a docker container on the Gateway VM. An overview of the scenario setup can be seen in Figure 2.

In order to put any real stress on the system, a load generator was further created which sends images at a given rate to the NGINX load balancer at the Gateway VM. For this demonstrative scenario, the necessary images where provided by the UMass face detection data set and benchmark[14].

#### 4.2 Experimental evaluation

To see whether the system behaves as expected, a handful of experiments were performed on the example scenario. Initially, we examined how well TC-netem managed to create our desired network characteristics. This was done by measuring the RTT by running ping between every cluster...
simultaneously with an inter-sample time of 0.2 s over 600 s. We then examined if the cluster software stacks managed to properly handle the requests despite various disturbances, by observing the application vCPU usage at the different clusters when putting stress on the system. Thanks to the federation-wide monitoring, metrics such as vCPU for all clusters is easily observed in Grafana.

The impact of two different inter-cluster load balancers in Istio, Round Robin (RR) and Least Connection (LC), under different loads was first examined. The RR load balancer distributes the requests evenly amongst the backends, which makes it largely unaffected by delay, while LC on the other hand prioritizes sending requests to the backend which has the least amount of active requests, making it sensitive to our added delay. Images were sent at both 10 images/s and 20 images/s for a time of 600 seconds per rate. If all is working properly, we would expect to see a vCPU usage lower for the edge clusters $C_1, C_2$ than for the data centers $C_3, C_4$ as these perform a more computationally heavy task. We further expect to see a doubling of vCPU usage when the load generation rate is doubled. Further, we expect to see roughly equal vCPU usage on $C_3, C_4$ using the RR policy, while using LC policy would prioritize $C_4$.

We then examined how well the emulation could reproduce sudden cluster link failure. The introduced delay was focused on bridging technological gaps between competing cloud infrastructure providers with possibly heterogeneous underlying technology stacks [21]. The vision of inter-cloud compatibility was embodied by shared or compatible APIs on the infrastructure level [7, 8, 19]. With more than a decade of hindsight, it is clear that these early attempts failed to convincingly demand industry adoption among the major cloud providers.

Recent work shows that a Kubernetes-based edge deployment is promising for real-life applications, and offers improvements with regard to e.g. latency [6, 13, 24]. In addition to reying on Kubernetes to provide a common platform abstraction, cloud-native applications can leverage service meshes such as Istio to simplify networking code [22].

Compared to other approaches that aims to enable research for cloud systems, the sandbox differentiates itself in a number of ways. Its flexibility and openness puts it in stark contrast to other conceptually similar approaches, such as [16]. Further, in regards to the numerous Fog/Edge emulators, see Section 4.14.1 in [26], cloud simulators such as CloudSim [4], or direct modeling of Kubernetes-based platforms, such as [17, 18], the sandbox enables researchers to utilize the entire cluster software stack. We believe that due

4.2.1 Results. For the RTT experiment, the resulting means and variances of the measured RTT for every link was

$$E[2D] \approx \begin{bmatrix} 0.05 & 1.48 & 51.7 & 1.56 \\ 1.46 & 0.04 & 51.8 & 1.46 \\ 51.7 & 51.8 & 0.05 & 1.59 \\ 1.47 & 1.45 & 1.58 & 0.03 \end{bmatrix} \text{ms}$$

As can be seen, the results corresponds well to the desired values. A small bias can be observed due to the internal OpenStack network. For our load generation experiments, the results can be seen in Figure 3 and Figure 4. For all graphs, the results looks as expected indicating that the sandbox works as intended. The slight difference in RR CPU usage could be contributed to the underlying VM allocations. As the measurement constitutes the rate of change in container CPU usage in seconds, a faster clock speed would lead to lower CPU usage. We can however be fairly certain that the RR difference is not due to the added delay, as the results in Figure 4 which has no delay experiences similar differences as the results displayed in Figure 3a. Further, the apparent noisiness could be attributed to the different sizes of images in the dataset in conjunction with the inherent uncertainty in execution time on the cloud. To let researchers try out this example by themselves, and to demo how a federation-wide application can be implemented and deployed in FedApp, the example application is included in the sandbox.

5 RELATED WORK

In older literature, the matter of multi-cluster collaboration was focused on bridging technological gaps between competing cloud infrastructure providers with possibly heterogeneous underlying technology stacks [21]. The vision of inter-cloud compatibility was embodied by shared or compatible APIs on the infrastructure level [7, 8, 19]. With more than a decade of hindsight, it is clear that these early attempts failed to convincingly demand industry adoption among the major cloud providers.

Figure 2: Emulated edge clusters and data centers hosting the two frontend and three backend microservices for the example federated face detection application.
to the rapid pace of development in cloud orchestration tools such as Kubernetes and Istio, a practical sandbox that lets researchers deploy the actual software and not models thereof, have a greater impact and thus provide more valuable future insights.

6 DISCUSSION

The way the emulated federation in our sandbox is constructed is motivated by our focus to support research in application orchestration. It is worth mentioning that our implementation choices are not the only way to create such an environment, especially with another focus in mind a different approach with different tools and topologies might be more suitable. For example, if one desires to test e.g. application scaling performance over a very large amount of clusters, the Gateway VM will be a potential issue.

This is because from a scalability perspective, the centralized connection constitutes a bottleneck. But scalability to support hundreds or more clusters is not part of our goal, and interesting problems to study as discussed in Section 3 does not need such large realizations. Moreover, the current implementation seems to have a maximum number of possible network interfaces for an OpenStack VM that would need to be circumvented for such a scenario. On our specific OpenStack instance we managed to allocate up to 22 clusters before running into this interface limit on our Gateway VM. A different OpenStack implementation or instance image might have a different interface limit. For these 22 clusters, we however experienced only negligible effects on network performance in a low traffic scenario, which hints that the sandbox can handle much larger experiments than our demonstrative scenario in Section 4. Ultimately, it would have been a nice feature to support an even larger amount of clusters but it is simply not the type of research that we have aimed to support in the current iteration of our work.

Besides our aims, there are other use-cases which the sandbox could support, or easily extended to support in its current form. For example, FedApp has the potential to
deliver an environment for both end-to-end and performance testing of specific multi-cluster software and tools under different scenarios. Kubernetes own federated deployment, KubeFed which is currently in its alpha comes to mind.

Looking forward, apart from our simple example it would be of benefit to out-of-the-box include other open source benchmark applications such as the ones introduced by Gan et al. [11]. Further, implementing and deploying e.g. auto-scaling algorithms in Kubernetes is not a trivial matter for the inexperienced researcher. A benefit to usability would be to streamline this process as well, either via providing concrete examples or by some toolkit.

7 CONCLUSION

We have presented FedApp, a tool for providing an emulated cloud federation environment in OpenStack with user-defined network characteristics between clusters. The goal has been to give researchers a way to quickly set up federated environments for experimentation. Upon publication, the sandbox will be fully available as open source.
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