Magnetization orientation-induced topological phase transitions in a Chern insulator
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So far, the highly-discussed topological phase transitions in Chern insulators have mostly been induced by tuning an intrinsic material parameter such as the exchange coupling strength. But it is not a practical way to induce topological phase transitions in real applications. Here we show that the topological phase transitions can be induced by tuning the extrinsic degree of freedom, magnetization orientation, in a two-dimensional electron gas with Dresselhaus [001] spin-orbit coupling and an exchange coupling to a ferromagnetic overlayer. In an analytic way, we show that this system has a topologically trivial phase with in-plane magnetization but undergoes a topological phase transition when the magnetization is deviated from the in-plane direction. The analytic results are further confirmed by numerical nonequilibrium Green functions calculations. With the combination of this phase transition and spin-transfer torque, a novel transistor can be designed with this promising fusion of topology and spintronics.

I. INTRODUCTION

Chern insulators, also known as quantum anomalous Hall (QAH) insulators, have been intensively studied for their fruitful physics and promising applications in future technology [1–10]. QAH systems attract the attention of researchers because they possess the topologically non-trivial chiral edge states in the absence of external magnetic field, which is of vital importance to the development of next-generation electronic devices. QAH states in proximity to superconductors, the chiral topological superconductors [11–17], also attract great attention because of the realization of Majorana fermions [18]. The first model of a QAH system is constructed by F. D. M. Haldane in the honeycomb lattice in 1988 [1]. A magnetic topological insulator (TI) was theoretically predicted to be a possible QAH system [3] and was later experimentally confirmed in a magnetic TI thin film [4, 5].

Between the preceding two groundbreaking and highly-discussed theoretical works, a two-band model [6], named as QWZ model in the following context, was proposed by Qi, Wu, and Zhang for describing a QAH system in a magnetic semiconductor heterostructure with spin-orbit coupling (SOC) induced by spatial inversion asymmetry. A two-dimensional electron gas (2DEG) can be formed in this system. That is to say, QWZ model can be understood as a spin-orbit coupled 2DEG with exchange coupling to a ferromagnetic (FM) overlayer, as shown in Fig. 1(a). Even with the aforementioned physical corresponding, QWZ model has mostly been treated as half of the well-known Bernevig-Hughes-Zhang model [19] of a topological insulator with time reversal symmetry. However, we claim that there should still be some fruitful physics about this simple but elegant model, especially in the topological aspect.
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FIG. 1. (a) QWZ model is describing a spin-orbit coupled 2DEG with exchange coupling to an FM overlayer. Unlike the case in Ref. [6], the magnetization \(\hat{m}\) is a tunable degree of freedom in this work. \(t_D\) is the Dresselhaus [001] SOC and \(\Delta\) is the exchange coupling. (b) \(\theta\) is the polar angle and \(\phi\) is the azimuthal angle. Generically \(\hat{m}\) can be in an arbitrary direction.

Until now, the topological phase transitions of QWZ model have been induced by tuning some material parameters such as the exchange coupling strength with the magnetization pointing to the \(z\) direction [6, 20, 21]. Nonetheless, the tuning of exchange coupling or any other material parameter is not easily realizable in practice because they are not allowed to be varied after the material was manufactured. Hence a more practical tunable degree of freedom should be chosen. Inspired by recent development of magnetization manipulation in spintronic research [22, 23], we anticipate that the topological phase transitions can be induced by tuning the magnetization orientation \(\hat{m}\) in QWZ model or any other similar 2DEG system, as shown in Fig. 1(b). In this conceptual framework, the magnetization orientation-induced topological phase transitions will be thoroughly investigated in a 2DEG with Dresselhaus [001] SOC and an exchange coupling to an FM overlayer. After the model and some background knowledge of topology are introduced, the topological phase diagrams will be obtained in an analytic way. Remarkably, an intuitive mathematical method is firmly employed to elucidate the interplay between magnetism and topology, instead of merely tak-
ing the numerical treatment. Furthermore, an idea of a novel transistor is presented according to our physical results. With the mature techniques of manufacturing 2DEG in a semiconductor heterostructure, the experimental realization of our theoretical prediction can be highly anticipated.

II. MODEL AND TOPOLOGICAL INVARIANT

According to QWZ model presented in the original paper [6], we can write down the Hamiltonian of this similar spin-orbit coupled 2DEG system with a tunable magnetization

\[ H = \sum_{k} \sum_{\alpha,\beta=\uparrow,\downarrow} c_{k\alpha}^\dagger \sigma_{\alpha\beta}(k) c_{k\beta}, \]

where

\[ H(k) = -t_D \sin k_x \sigma_x + t_D \sin k_y \sigma_y + t(\cos k_x + \cos k_y) \sigma_z + \Delta \hat{m} \cdot \vec{\sigma}. \]

\( t_D \) is the strength of Dresselhaus [001] SOC induced by inversion asymmetry, \( t \) is the kinetic hopping of an electron which would be set to be negative, and \( \Delta \) is the exchange coupling. \( c_{k\alpha}^\dagger \) and \( c_{k\alpha} \) are creation and annihilation operators of an electron with momentum \( \mathbf{k} \) and spin \( \alpha \). Please note that the Zeeman term is \( \Delta \hat{m} \cdot \vec{\sigma} \) but not \( \Delta m_\alpha \sigma_\alpha \). That we usually meet in the literature because magnetization orientation \( \hat{m} \) has become a tunable degree of freedom in our discussion. The unit vector \( \hat{m} \) is \( \sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta \) and \( \vec{\sigma} \) is a three-dimensional vector whose components are Pauli matrices \( \sigma_x, \sigma_y, \) and \( \sigma_z \). Before we start to investigate the topological property of this system, its real-space physical meaning can be appreciated by doing the Fourier transform of \( H \) into the real-space. In the real-space Hamiltonian

\[ H = \sum_{i} c_{i+x}^\dagger \left( \frac{\tau}{2} \sigma_z - \frac{i}{2} t_D \sigma_y \right) c_i + c_{i+y}^\dagger \left( \frac{\tau}{2} \sigma_z + \frac{i}{2} t_D \sigma_y \right) c_i + h.c. \]

\[ + c_i^\dagger (\Delta \hat{m} \cdot \vec{\sigma}) c_i \]

where \( c_i = (c_{i\uparrow}^\dagger, c_{i\downarrow}^\dagger)^T \), \( c_{i\alpha}^\dagger \) and \( c_{i\alpha} \) are creation and annihilation operators of an electron with spin \( \sigma = \uparrow, \downarrow \) on the \( i \)th site of a square lattice by which a 2DEG is mostly described. \( c_{i+x}^\dagger \) and \( c_{i+y}^\dagger \) stand for the hoppings of an electron in the \( x \) and \( y \) directions, respectively. The terms associated with \( t_D \) represent the Dresselhaus [001] SOC and the terms related to \( t \) and \( \sigma_z \) are understood as the effect of spin-dependent effective mass because different diagonal elements of \( \sigma_z \) indicate different kinetic hoppings \( \pm t \) for electrons with different spins. Therefore, the SOC and spin-dependent effective mass [6] appear in the real-space Hamiltonian along with the on-site Zeeman term with tunable magnetization orientation. With this real-space Hamiltonian, we can do the band structure calculations by doing the Fourier transform toward the direction with periodic boundary condition. We will show the calculation results in the next section.

After the introduction of \( H(k) \) and the appreciation of its real-space physical meaning, we can investigate the topological property of this system by calculating the topological invariant-Chern number. From the fact that a two-by-two Hermitian matrix can be written in the form of \( \mathbf{d}(k) \cdot \vec{\sigma} \), the \( x, y, \) and \( z \) components of vector \( \mathbf{d}(k) \) are

\[ d_x = -t_D \sin k_x + \Delta \sin \phi \cos \theta, \]

\[ d_y = t_D \sin k_y + \Delta \sin \phi \sin \theta, \]

\[ d_z = t(\cos k_x + \cos k_y) + \Delta \cos \theta. \]

(4)

For a generic model whose Hamiltonian has the form of \( \mathbf{d}(k) \cdot \vec{\sigma} \), we have the (first) Chern number [25]

\[ C = \frac{1}{4\pi} \int_{BZ} dk_x dk_y \hat{d} \cdot \left( \frac{\partial \hat{d}}{\partial k_x} \times \frac{\partial \hat{d}}{\partial k_y} \right), \]

(5)

where \( \hat{d}(k) \) is the unit vector of \( \mathbf{d}(k) \) in \( \mathbf{d} \)-space. This integration is defined in the first Brillouin zone (BZ) with \( k_x \) and \( k_y \) ranging from \(-\pi \) to \( \pi \). In addition, if the system is half filled, the quantized Hall conductivity can be expressed through the Chern number [25, 26]

\[ \sigma_{xy} = \frac{e^2}{h} C, \]

(6)

where \( e \) is the charge of an electron and \( h \) is the Planck constant. The expression in Eq. (5) has a direct geometrical interpretation and \( \hat{d}(k) \) totally determines the topological property of this system. The function \( \hat{d}(k) \) represents a mapping from the momentum space (BZ) to the sphere \( S^2 \) in \( \mathbf{d} \)-space, as shown in Fig. 2. This mapping can be denoted as \( \hat{d}(k) : T^2 \rightarrow S^2 \), where \( BZ \in T^2 \) (torus) in topology [20]. \( (\frac{\partial \hat{d}}{\partial k_x} \times \frac{\partial \hat{d}}{\partial k_y}) \) along with \( dk_x dk_y \) is therefore an infinitesimal solid angle in \( \mathbf{d} \)-space mapped from an infinitesimal area \( dk_x dk_y \) in the momentum space (BZ). From this geometrical interpretation, we can know that the integration divided by \( 4\pi \) is exactly how many times the vector \( \hat{d}(k) \) can wind around the origin as \( k_x \) and \( k_y \) run through the whole BZ. Therefore, the Chern number, an integration in two-dimensional BZ, is just the winding number of the vector \( \hat{d}(k) \) in three-dimensional \( \mathbf{d} \)-space. The geometrical analysis of the Chern number expression is not superfluous but important for appreciating the topological property of this system. As we will see, the topological phase transitions can be identified by the evolution of the sphere \( S^2 \) with respect to a certain degree of freedom such as \( \theta \).

In the next section, we will discuss how the vector \( \mathbf{d}(k) \) behaves as \( k_x \) and \( k_y \) run through the whole BZ. The topological property of this system depends on if the \( \mathbf{d} \)-space origin is enclosed in the sphere \( S^2 \) traced out by the sweep of the vector \( \mathbf{d}(k) \).

This system is topologically nontrivial or trivial if the origin is or is not
enclosed. Consequently, a very significant part of our work is to identify the critical state between the trivial and nontrivial phases, where the d-space origin is on the boundary of the sphere S^2.

III. TOPOLOGICAL PHASE TRANSITIONS

For the simplification of the following calculation, we assume φ to be zero such that ̃m lies on the x−z plane. So the Eq. (4) becomes

\[
\begin{align*}
  d_x &= -t_D \sin k_x + \Delta \sin \theta, \\
  d_y &= t_D \sin k_y, \\
  d_z &= t(\cos k_x + \cos k_y) + \Delta \cos \theta. 
\end{align*}
\]

Now we are discussing how the sphere S^2 would be formed by the sweep of d(k) as k_x and k_y run through the whole BZ [Fig. 3(a)]. For a specific value of k_y = k_y^0 ∈ [−π, π], an elliptical trajectory in d-space is traced out on the plane of d_y = t_D sin k_y^0 with k_x varying as a parameter from −π to π. The equation of an ellipse corresponding to a value of k_y = k_y^0 is

\[
\frac{(d_x - \Delta \cos \theta - t t_D \sin k_y^0)^2}{t^2} + \frac{(d_x - \Delta \sin \theta)^2}{t_D^2} = 1
\]

which is on the plane of d_y = t_D sin k_y^0. Other ellipses can be formed under other specific values of k_y^0, as shown in Fig. 2. After every point in the BZ is gone through, a collection of ellipses would be formed with their centers located on the ellipse

\[
\begin{align*}
  d_y &= t_D \sin k_y^0 \\
  d_z &= \Delta \cos \theta + t \cos k_y^0
\end{align*}
\]

This equation, which is on the plane of d_y = Δ sin θ. In summary, S^2 is a collection of ellipses of Eq. (8) whose centers also form an ellipse. In Eq. (9), it is readily to see that the vector d(k) can only wrap the origin one time as we go through the whole BZ. Therefore, the Chern number C in Eq. (5) can only be 1, 0, or −1.

Because of φ being set to zero, S^2 can only be shifted normally to d_y-direction when the magnetization being tuned. That is so say, one just has to focus on the intersection of S^2 with the d_y = 0 plane and observe if the origin is enclosed in S^2. The intersection is two ellipses corresponding to k_y^0 = −π, 0 (d_y = 0) in Eq. (8):

\[
\frac{(d_x - \Delta \cos \theta \pm t t_D)^2}{t^2} + \frac{(d_x - \Delta \sin \theta)^2}{t_D^2} = 1.
\]

Actually, they are just O_2 and O_1 in Fig. 2, whose centers are (Δ cos θ − t, Δ sin θ) and (Δ cos θ + t, Δ sin θ) on the d_1−d_2 plane, respectively, as shown in Fig. 3(b). If the origin is in O_1 or O_2, the Chern number C is equal to 1 or −1 because an infinite line from the origin in O_1 to the negative z direction or that from the origin in O_2 to the positive z direction will inevitably pierce the inner or the outer surface of S^2, respectively; otherwise, C is just zero when the origin is not enclosed [21] (the definition of surface orientation is presented in the caption of Fig. 2).

In the following, the mathematical requirements of topological phase transitions will be derived in order to obtain the phase diagrams. For the case of the origin in O_1 of Fig. 3(b), we have

\[
\frac{(\Delta \cos \theta - |t|)^2}{t^2} + \frac{(\Delta \sin \theta)^2}{t_D^2} \leq 1, \quad 0 < \theta < \frac{\pi}{2}.
\]

For the case of the origin in O_2 of Fig. 3(b), we have

\[
\frac{(\Delta \cos \theta + |t|)^2}{t^2} + \frac{(\Delta \sin \theta)^2}{t_D^2} \leq 1, \quad \frac{\pi}{2} < \theta < \pi.
\]
We expect to obtain the relation between $t_D$ and $\theta$. After doing some algebra we can get

$$t_D \geq \frac{\Delta|t|\sin \theta}{\sqrt{\Delta^2 \cos \theta (2|t| - \Delta \cos \theta)}}, \quad 0 < \theta < \frac{\pi}{2} \quad (13)$$

for the origin in $O_1$ ($C = 1$) and

$$t_D \geq \frac{\Delta|t|\sin \theta}{\sqrt{-\Delta^2 \cos \theta (2|t| + \Delta \cos \theta)}}, \quad \frac{\pi}{2} < \theta < \pi \quad (14)$$

for the origin in $O_2$ ($C = -1$). Please note that $2|t| > \Delta|\cos \theta|$ is impossible to be satisfied or the origin is impossible to be enclosed in $O_1$ or $O_2$ in Fig. 3(b). From Eq. (13) and (14), we can respectively obtain the green ($C = 1$) and blue ($C = -1$) regions of the phase diagram that shows the relation between $t_D$ and $\theta$, as shown in Fig. 4(c). Topological phase transitions can be induced by the tuning of magnetization orientation at a certain value of $t_D$. In this case, the origin can be made to move into or out of the sphere $S^2$ as shown in Fig. 3(b). This is the topological mechanism to explain why the topological phase transition can be induced by tuning the magnetization orientation. Following the same procedure, the relation between $\Delta$ and $\theta$ can also be obtained starting from Eq. (11) and (12):

$$\Delta \leq \frac{2t_D^2|t|\cos \theta}{t_D^2 \cos^2 \theta + t^2 \sin^2 \theta}, \quad 0 < \theta < \frac{\pi}{2} \quad (15)$$

for the origin in $O_1$ ($C = 1$) and

$$\Delta \leq \frac{-2t_D^2|t|\cos \theta}{t_D^2 \cos^2 \theta + t^2 \sin^2 \theta}, \quad \frac{\pi}{2} < \theta < \pi \quad (16)$$

for the origin in $O_2$ ($C = -1$). The phase diagram Fig. 4(b) can also be obtained according to Eq. (15) and (16) which correspond to the green region ($C = 1$) and the blue region ($C = -1$), respectively. The process of the topological phase transition induced by the magnetization orientation tuning is clearly presented from (d) to (f) in Fig. 4, corresponding to the origin moving out of the sphere $S^2$ as shown in Fig. 3(b). One thing should be emphasized is that, in Fig. 4(d) with $C = 1$, the number of chiral edge states on a strip with two edges along the $y$-direction is double of $|C|$. It means that there is $|C|$ chiral edge state on each edge. This result conforms to the well-known bulk-edge correspondence [27], verifying the reliability of our band structure calculation and the analysis of the topological property.
FIG. 5. NEGF calculation results. This set of figures show some numerical results confirming the analytic results mentioned in the previous section. In our calculations, parameters are set to be: $t = -0.5$ eV, $\Delta = |t|/2$, and $t_D = 0.6|t|$, the same as the setting of the black solid line in Fig. 4(b). In (a), the cases of $\theta = 20^\circ$ and $\theta = 160^\circ$ show opposite chirality, matching the fact that they possess different Chern numbers as shown in Fig. 4(b). In (b), the case with $W = 50$ demonstrates almost the same phase transition points approximately at $\theta = 0.31\pi$ and $0.69\pi$ as the Chern number in (c) extracted from Fig. 4(b). (d) is a six-terminal Hall-bar setup in which we can calculate the $\sigma_{xy}$. (e) is the relation between $\sigma_{xy}$ and $\theta$. It matches the Chern number in (c).

IV. NUMERICAL RESULTS

In the previous section, we successfully obtained the phase diagrams which show the topological phase transitions with respect to the magnetization orientation $\theta$. The band structure calculations also clearly demonstrate the topological phase transition as predicted by our analytic results. However, all the previous results don’t include the consideration of a bias voltage which would be very crucial in experiments. In this section, therefore, we employ the numerical nonequilibrium Green functions (NEGF) to investigate the transport properties of our system in the linear-response regime [28]. In the Landauer setup, the sample (central region) is contacted by the left lead and right lead, as shown in Fig. 5(a). Both the sample and the leads are made up of the system having been in discussion. Therefore, this Landauer setup in our NEGF calculations is a just like the system used to do the band structure calculations in the previous section. But the only difference here is that we rotate our system by $\pi/2$ clockwise in order to match the conventions of conductance or resistance that we are going to discuss later.

In NEGF calculations, one can obtain the lesser Green function $G^<(E)$ by using this widely-known formula [29]:

$$G^<(E) = G^R(E)\Sigma^<(E)G^A(E),$$

(17)

where $G^R(E)$ is the retarded Green function, $G^A(E) = [G^R(E)]^\dagger$, and $\Sigma^<(E)$ is the lesser self-energy. Numerical calculation of the lesser Green function is a very standard technique. One can see the Appendix for relevant information. After knowing the numerical result of $G^<(E)$, the physical observable can be obtained through the density matrix

$$\hat{\rho} = \frac{1}{2\pi i} \int_{E_F - \Delta E/2}^{E_F + \Delta E/2} G^<(E)dE,$$

(18)

where $E_F = -0.01|t|$ is the Fermi energy lying in the bulk gap and $\Delta E = 1 \times 10^{-3}|t|$ is the potential energy drop between two leads with applied bias. In Fig. 5(a), we calculate the real-space local charge current flowing from site $m$ to its nearest neighbor site $m'$ with the definition [30]

$$J_{mm'} = \frac{e}{i\hbar} [c^\dagger_{m'} t_{m'm} c_m - H.c.],$$

(19)
where $t_{mn'm'}$ is the $2 \times 2$ hopping matrix from $m$ to $m'$ that can be found in the real-space Hamiltonian (3). One can see that the systems with different magnetization orientations corresponding to different Chern numbers $\pm 1$ can demonstrate opposite chirality. In addition, there exists an unbalance of charge currents between two opposite edges due to the quantum anomalous Hall effect that makes electrons move along the transverse direction.

In Fig. 5(b), we calculate the conductance as functions of magnetization orientation $\theta$ at different sizes of the sample $W$ by this formula [28]

$$G = \frac{e^2}{h} \text{Tr}(\Gamma_L G^R \Gamma_R G^A),$$  \hfill (20)

where $\Gamma_{L,R}$ is the level-broadening of the left and right leads, and $\text{Tr}(\Gamma_L G^R \Gamma_R G^A)$ is the transmission probability from the left to the right leads. For the definition of level-broadening, one can see the Appendix. In this calculation, the Fermi energy lies in the band gap, so the contribution to the conductance completely comes from the chiral edge states. With the increasing of the sample size (diminishing of the size effect), the conductance $G$ of the case with $W = 50$ as a function of $\theta$ shows the same behavior of topological phase transitions as the Chern number in Fig. 5(c) extracted from the phase diagram in Fig. 4(b). Therefore, the analytically-obtained phase diagram in the previous section is consistent with the calculation of conductance using NEGF. In addition, the transmission is equal to $|C|$, conforming to the bulk-boundary correspondence.

However, the preceding numerical results are obtained from the two-terminal setup, in which the Hall conductance or resistance cannot be calculated. Therefore, we add four more leads contacted to the upper and lower edges of the original two-terminal setup, as shown in Fig. 5(d). In this Hall-bar geometry, the voltage drops in the longitudinal and transverse directions can be obtained from the Landauer-Büttiker formula [29]

$$I_i = \frac{e^2}{h} \sum_j (T_{ji}V_i - T_{ij}V_j),$$  \hfill (21)

where $I_i$ is the current flowing from the $j^{th}$ lead into the sample, $V_i$ is the voltage on the $i^{th}$ lead, and $T_{ji}$ is the transmission from the $i^{th}$ to the $j^{th}$ leads. In our NEGF calculation, we can obtain the transmissions $T_{ji}$ between any two arbitrary leads with a voltage applied between the first and sixth leads. Consequently, we can solve Eq. (21) to get the voltage on each lead. The longitudinal and transverse resistances are given by

$$\rho_{xx} = \frac{V_1 - V_2}{I}, \quad \rho_{yy} = \frac{V_3 - V_5}{I},$$  \hfill (22)

where $I$ is the current injected into the sample from the first lead. Substitute $\rho_{xx}$ and $\rho_{yy}$ into the resistance-to-conductance conversion relations given by

$$\sigma_{xx} = \frac{\rho_{xx}}{\rho_{xx}^2 + \rho_{yx}^2}, \quad \sigma_{xy} = \frac{\rho_{yx}}{\rho_{xx}^2 + \rho_{yx}^2},$$  \hfill (23)

we can successfully obtain the $\sigma_{xy}$ whose plateau feature is very crucial in identifying the topologically nontrivial phases. Following the preceding procedure, we employ the NEGF to obtain the Hall conductance $\sigma_{xy}$ as a function of magnetization orientation $\theta$, as shown in Fig. 5(e).

One can easily observe that the numerical result of $\sigma_{xy}$ has a phase transition pattern nicely matching the Chern number in Fig. 5(c) which comes from the analytic result in the previous section. The proportionality between them conforms to Eq. (6). Therefore, we can also reach the consistency between the analytic results and transport calculations in the six-terminal Hall bar setup, as what we have done in the standard two-terminal case.

V. AZIMUTHAL DEGREE OF FREEDOM AND NOVEL TRANSISTOR

So far, we successfully grasp the phase transition behavior of our QAH system in discussion. But remember that the azimuthal angle $\phi$ of the magnetization orientation has been set to zero for convenience in analysis, as mentioned at the Sec. III. So we relax the degree of freedom $\phi$ and numerically calculate the Chern number given by Eq. (5). Fig. 6(a) is just the phase diagram showing the distribution of the Chern number with respect to $\theta$ and $\phi$. In this phase diagram, topological phase transitions can be induced by tuning $\theta$ at an arbitrary value of $\phi$, not only limited to the case with $\phi = 0$. The phase boundary (between $C = 1$ and $0$ or $C = 0$ and $-1$) shows an oscillating behavior with respect to $\phi$ and its periodicity is $\pi/2$. More specifically, when $\phi$ is an odd multiple
of $\pi/4$, the topological phase transition happens between $C = \pm 1$, without $C = 0$. In another aspect, the topological phase transitions can also be induced by tuning $\phi$ at some specific values of $\theta$, if $\theta$ is located within the left and right bounds of the red region ($C = 0$). That is to say, if we can somehow make the magnetization precess around the z-axis (e.g., microwave [31, 32]) with a proper $\theta$ and a constant angular velocity, the topological phase transitions can happen periodically. Such kind of time-dependent dynamics in the topological Floquet system [33, 34] is worth further investigation in the future, in which an effective electric field can be defined in $k$-space [35]. From the fact that the integration of the effective magnetic field in $k$-space (Berry curvature) is the Chern number, we can reasonably infer that an electric field analog is possibly related to topology as well.

With the understanding of the topological phase diagram (Fig. 6(a)), a novel transistor can be designed by the combination of topological phase transition and spin-transfer torque (STT) [22, 36]. Assume that this QAH system has an in-plane ($\theta = \pi/2$) magnetization at first. When a current with spin-polarization in the $z$-direction (e.g. microwave [31, 32]) with a proper $\theta$ and a constant angular velocity, the topological phase transitions can happen periodically. Such kind of time-dependent dynamics in the topological Floquet system [33, 34] is worth further investigation in the future, in which an effective electric field can be defined in $k$-space [35]. From the fact that the integration of the effective magnetic field in $k$-space (Berry curvature) is the Chern number, we can reasonably infer that an electric field analog is possibly related to topology as well.

With the understanding of the topological phase diagram (Fig. 6(a)), a novel transistor can be designed by the combination of topological phase transition and spin-transfer torque (STT) [22, 36]. Assume that this QAH system has an in-plane ($\theta = \pi/2$) magnetization at first. When a current with spin-polarization in the $z$-direction is injected into this system, the magnetization will experience an STT which can make it deviate from the in-plane direction, as shown in Fig. 6(b). According to the phase diagram, the resulting change of magnetization orientation is expected to induce a topological phase transition, but the phase transition point depends on the value of $\phi$. Please note that the phase transition is allowable for the in-plane magnetization with an arbitrary value of $\phi$.

With the mature techniques of STT in the laboratories, such kind of STT-induced topological phase transition has a great potential being applied to topological spintronics. For example, the emergence of conducting chiral edge states in Figs. 4(d) or 5(a) can be controlled by the tuning of magnetization orientation through STT. Therefore, a conducting or insulating edge channel can respectively play the role of 1 or 0, and the tunable magnetization manipulated by STT is just similar to a valve. Of course, applying an external magnetic field can also manipulate the magnetization in which $\hat{m}$ could be tuned to an arbitrary direction. However, this might not be as proper as STT for device manufacturing.

VI. SUMMARY AND OUTLOOK

Instead of tuning the intrinsic material parameters which are not practical in real applications, we successfully induce the topological phase transitions by tuning the magnetization orientation in a spin-orbit coupled 2DEG with an exchange coupling to an FM overlayer. The analytic results are confirmed by NEGF calculations with a small applied voltage, raising the possibility of experimental realization. At last, we present an idea of a novel transistor which may work with the combination of spin-transfer torque and topology, paving the way for low-dissipation electronic devices. Thanks to the mature techniques of manufacturing 2DEGs in semiconductor heterostructures, we expect our proposal to draw the attention from experimentalists.

In the future, the combination of Rashba and Dresselhaus SOCs in our system is worth further study, in which it will be interesting to investigate the interplay magnetization, topology, and persistent spin helix [37]. Besides 2DEG systems, magnetic topological insulators are also being studied intensively [38–41]. We can thereby apply the idea of tuning magnetization orientation to them. Therefore, a high Chern number system with tunable magnetization orientation is possible to be realized. More excitingly, the magnetization orientation can also be controlled in QAH systems placed in proximity to s-wave superconductors. The coupling between Majorana fermions and magnetism in chiral topological superconductors belonging to class D [42] may play a crucial role in topological quantum computations [43].
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Appendix: Nonequilibrium Green functions (NEGF)

This is a powerful tool to study the transport properties of electrons in nonequilibrium states, especially for a system applied with a small bias voltage. The essence of NEGF is to calculate the lesser Green function:

$$G^<(E) = G^R(E)\Sigma^<(E)G^A(E), \quad (A.1)$$

where

$$G^R(E) = [E - H - \sum_p (\Sigma_p(E - eV_p))]^{-1}. \quad (A.2)$$

$H$ is the Hamiltonian of Eq. (3), $\Sigma_p$ and $V_p$ are the self-energy and voltage of the lead $p$.

The lesser self-energy is

$$\Sigma^<(E) = i \sum_p \Gamma_p(E)f_p(E), \quad (A.3)$$

where

$$\Gamma_p(E) = i[\Sigma_p(E - eV_p) - \Sigma_p(E - eV_p)] \quad (A.4)$$

and $f_p(E) = f_0(E - eV_p)$ are the level broadening and Fermi-Dirac distribution at zero-temperature of the lead $p$, respectively. Note that $eV_L - eV_R$ is simply the potential energy drop $\Delta E$ in the upper and lower limits of Eq. (18), where $e$ is the charge of an electron, a negative quantity. For the calculation of level broadening, one can find the calculation techniques described in Ref. [28].
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