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1. Introduction

The emergence of SARS-CoV-2 in December 2019 lead to the rapid implementation of assays for virus detection, with real-time RT-PCR arguably considered the gold-standard. In our laboratory Altona RealStar SARS-CoV-2 RT-PCR kits are used with Applied Biosystems QuantStudio 7 Flex thermocyclers. Real-time PCR data interpretation is potentially complex and time-consuming, particularly for SARS-CoV-2, where the laboratory handles up to 2000 samples each day. To simplify this, an automated system that rapidly interprets the curves, developed by diagnostics.ai was introduced. QuantStudio software provides two methods for interpretation, relative threshold and baseline threshold. Many of our assays are analysed using relative threshold and directly exported into pcr.ai software, however, in some rare cases the QuantStudio software assigns positive results to ‘ambiguous’ curves, flagged by pcr.ai, requiring manual intervention. Due to the sample numbers processed and the proportionate increase in curves flagged by pcr.ai, the two methods were investigated. An audit was carried out to determine the frequency of these curves, involving 138 samples tested during November 2020, including 97 serial samples from 38 patients and it was determined that the relative threshold method produced unreliable results in many of these cases. In addition, we present a solution to simplify the interpretation and automate the process.
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ABSTRACT

The emergence of SARS-CoV-2 in December 2019 lead to the rapid implementation of assays for virus detection, with real-time RT-PCR arguably considered the gold-standard. In our laboratory Altona RealStar SARS-CoV-2 RT-PCR kits are used with Applied Biosystems QuantStudio 7 Flex thermocyclers. Real-time PCR data interpretation is potentially complex and time-consuming, particularly for SARS-CoV-2, where the laboratory handles up to 2000 samples each day. To simplify this, an automated system that rapidly interprets the curves, developed by diagnostics.ai was introduced. QuantStudio software provides two methods for interpretation, relative threshold and baseline threshold. Many of our assays are analysed using relative threshold and directly exported into pcr.ai software, however, in some rare cases the QuantStudio software assigns positive results to ‘ambiguous’ curves, flagged by pcr.ai, requiring manual intervention. Due to the sample numbers processed and the proportionate increase in curves flagged by pcr.ai, the two methods were investigated. An audit was carried out to determine the frequency of these curves, involving 138 samples tested during November 2020, including 97 serial samples from 38 patients and it was determined that the relative threshold method produced unreliable results in many of these cases. In addition, we present a solution to simplify the interpretation and automate the process.

One of the issues around real-time PCR analyses is related to the interpretation process, which is complex and time-consuming, particularly so in the case of SARS-CoV-2, where the laboratory typically handles up to 2000 samples each day. To simplify this stage an automated...
system that rapidly interprets real-time PCR curves from the thermocycler’s data, exports the results to the LIMS and monitors all the QC data for quality assurance purposes, called pcr.ai (www.pcr.ai) developed by diagnostics.ai (59a Brent Street, London, UK; www.diagnostics.ai) was introduced. Further developments are underway to apply the software to analyse all the in-house molecular diagnostic tests. The system employs proprietary algorithms to analyse the raw fluorescence thermocycler output data, and holds-up result export to the laboratory information management system (LIMS) if there is any ambiguity in this data.

The interpretation of the various PCR curves could be carried out by either the relative threshold (RT) or baseline threshold (BT) methods. With the baseline method all the amplification curves for a specific target are considered in determining the threshold and hence the Ct values for each sample. The relative method sets a threshold for each individual amplification curve, based on its shape and disregards the height and variability of the curve during early baseline fluorescence. This method uses a model of reaction efficiency to estimate the amplification curve, which is then used to determine the relative threshold and the Ct values derived from it, which are approximately in the middle of the exponential growth region (ThermoFisher application note, 2016). While most of our assays can be analysed using the RT method, with very little manual intervention before exporting into the pcr.ai software, there are some rare cases where the QuantStudio software assigns a positive result to ambiguous curves, flagged by pcr.ai, that require manual intervention to determine their true status. Given a rise in the number of curves being flagged for review by pcr.ai and due to the sample numbers being processed each day by the Altona assay, the two methods were investigated further to determine the most effective approach to analyse the samples and provide the correct data for the machine learning processes.

A clinical audit was carried out to determine, whilst testing over 1000 samples a day, the frequency of finding PCR curves that were difficult to interpret, involving 138 samples tested during November 2020 that included 40 serial samples. The latter were of interest as we also wished to look at the samples with results that were positive at the limit of detection of the assay as there had been a discussion about their clinical significance. In addition, we present a solution to simplify interpretation and automate the process.

2. Materials and methods

Samples were extracted on the KingFisher automated extraction and purification system with the MagMaxCore Extraction kit with 300 µl of sample eluted in 120 µl of elution buffer as described by the manufacturer (ThermoFisher Scientific, Horsham, UK). Twelve microliters of provided internal control material was added to the lysis buffer per sample. The Altona RealStar assay was carried out according to the manufacturer’s instructions using 10 µl of extracted sample in a total reaction volume of 30 µl. The assay uses a probe specific for B-JCoV targeting the E gene and a probe specific for SARS-CoV-2 targeting the S gene, also included are primers and a probe specific for a heterologous internal control. Reaction conditions were as per manufacturer’s instructions, with a > 45 cycle cut-off (denoting a not detected result for each gene target) and threshold levels set automatically for both methods. The positive at limit of detection (PLOD) value as judged by running both the Qnostics (Glasgow, Scotland) analytical panel and the NIBSC (Hertfordshire, UK) panel was a Ct of > 37 for both E and S gene targets. The manufacturer’s guidelines were followed when analysing the results. Briefly, if both the E- and S-genes were positive, the sample is considered SARS-CoV-2 positive; if the E-gene only is positive, the sample is considered a presumptive positive for SARS-CoV-2; if only the S-gene is positive, the sample is considered SARS-CoV-2 positive. If both targets are negative (Ct > 45; and the IC is positive) the sample is negative. Results were further interpreted as positive at the limit of detection (PLOD) when one, or both targets gave a Ct value > 37 but < 45; a Ct < /= 36 was interpreted as positive.

A total of 138 samples from 79 patients, including 97 serial samples from 38 patients were analysed by the routine RT method and further evaluated by the BT method with the results for both imported and re-analysed by the pcr.ai software.

3. Results

Supplementary Table S1 shows the Ct values and status of the 138 samples analysed by pcr.ai software using data from both the RT and BT methods. Table 1 shows the overall positive and negative results. The RT analyses produced 90/138 (65.2%) positive samples compared to 48/138 (34.8%) using the BT method; we also found 19/138 (13.8%) presumptive positives by RT compared with 6/138 (4.3%) by BT; there were 15/138 (10.9%) PLOD samples by BT analysis, and none by RT. The 15 PLOD samples were all positive by RT (see Table 2), with average E- and S-gene Ct values of 36 and 33 respectively (range 28–>45 and 26–34). This compares with average BT values of 36 and 40 (ranges 29–>45 and 37–>45) for the E- and S-genes. Forty-one individual samples were followed up together with 25 pairs, 9 sets of three, two sets of four and two sets of six over the duration of four weeks. Further comparisons of RT versus BT methods showed that RT analysis would have resulted in lower Ct values (i.e., more positive samples) for both the E- and S-genes in 60 patients, 10 of which were PLOD.

Forty-eight positive samples were in agreement between the two methods, where the Ct values for the E-and S-genes were similar for both methods: 28 and 27 for RT and 29 and 27 for BT respectively. For the 31 presumptive PLOD and PLOD samples by BT the average Ct values were 38 and 43 for the E- and S-genes respectively, this compares with 35 and 33 by RT analysis for the E- and S-genes. There were 13 RT positive samples with E- and S-gene Ct average values of 28 and 27, compared with BT Cts of > 45 (not detected) for both gene targets. There were 110 positives by RT (including positive, presumptive positive and presumptive PLOD samples), of these 98 were overestimated by the RT method, with E- and S-gene average Cts of 27 and 25 (range 17–36 and 16–35) respectively compared with 31 and 27 for BT analysis (range 18–>45 and 17–>45 respectively). Fifteen discrepant PLOD by BT samples were positive by RT analysis.

Fig. 1 illustrates the differences between RT and BT analyses when imported into pcr.ai prior to retraining of the learning machine (discussed below). The amplification curves for sample 1a are poor, with low delta Rn values, and RT analysis assigns inappropriate Ct values to the E- and S-genes and no user warning to the status of the sample (Fig. 1a). Whilst there is an observable sigmoidal shape, the delta Rn values are very low for both gene targets; 0.184 for the S-gene and 0.182 for E-gene, this compares with a delta Rn of 0.624 for the IC. This is not at all accounted for in the Ct values assigned by the RT analysis. The BT method however provides a more realistic assessment of the sample together with the appropriate warning message (Fig. 1b).

3.1. Serial samples

3.1.1. Patient 1

Over a three-day period, two samples were collected from patient 1, whom had been admitted to hospital 7 days previously with a COVID

| Sample | RT results | BT results |
|--------|------------|------------|
| Positive | 90 | 48 |
| Negative | 28 | 53 |
| PLOD | 19 | 15 |
| Presumptive positive | 19 | 6 |
| Presumptive PLOD | 1 | 16 |
| Total | 138 | 138 |

Summary of results from Table S1.
Patient 11 was asymptomatic and was tested for SARS-CoV-2 as part of work screening. Six samples were tested over a period of seven days, with results alternating between positive and negative and agreement between RT and BT methods for all samples. Samples 11c and 11d were both tested on 18/11/20, with sample 11c a clear positive and sample 11d a clear negative. Samples 11e and 11f were both tested on 18/11/20, with sample 11e a clear positive and sample 11f positive but with a low delta Rn for both targets and Cts of 35 (BT), this equates to approximately 10–100 copies per reaction and the differences between these two samples may be due to stochastic effects at low copy numbers.

3.1.4. Patient 12

Patient 12 had multiple comorbidities and had been admitted to hospital with abdominal pain. Three samples were tested, where the first, collected at admission, was assigned E- and S-gene Ct values of 31 and 30 respectively by RT, but > 45 (not detected) for both genes by BT, with the second sample, five days later becoming S-gene negative by RT and E-gene PLOD by BT. The last sample five days later was positive for both genes by the two methods.

3.1.5. Patient 13

Patient 13 had been admitted to hospital as a trauma call. Four samples sent from intensive care were tested over a period of nine days. The first sample was E-gene positive by RT (Ct 33.66), PLOD by BT (Ct 43.27) and S-gene negative by both methods. The second sample collected six days later showed that both genes were positive by both methods, with Ct values around 28 cycles. The next sample, two days later, became negative for both genes and both methods, with all Ct values at > 45, (not detected) the following day, the sample was positive by RT and PLOD by BT.

3.1.6. Patient 16

Patient 16 had been admitted with acute pancreatitis and COVID-19. 28 days after admission and whilst being treated in intensive care, 3 samples were tested over a period of 19 days, the first being positive for both genes by both methods, with similar Ct values. The second sample 15 days later had similarly low level positive values (negative for the S-gene by both methods), with the third sample becoming positive with Ct values of 30 for both gene and both methods.

3.1.7. Patient 24

Patient 24 was screened for COVID before having a surgical procedure. This patient had X-linked agammaglobulinaemia and had had COVID-19 earlier in the year and SARS-CoV-2 RNA had been detected in saliva and combined nose and throat swab samples for the previous 6 months. Two samples were tested on the same day, the first with RT Ct values of 25 for both genes and > 45 (not detected) for both genes by BT analysis. The second sample returned not detected results for both genes by both methods.
4. Discussion

There are two key aspects to this study, i) we wanted to determine the most accurate method (RT or BT) to report the results requiring minimal manual intervention of the thermal cycler’s analytical software and ii) to fully automate the interpretation and reporting process by directly importing the data from the thermal cycler into pcr.ai software. To enable the pcr.ai system to function, the software is calibrated through a machine learning process by analysing around 1000 curves consisting of at least 250 positive, negative, and equivocal results. This process is further refined by comparing results from prospective runs analysed manually and by the pcr.ai software.

4.1. Relative threshold and baseline threshold analyses

The machine learning process was initially accomplished by using the RT analysis method on the QS7, a method used routinely on all our laboratory developed tests (LDTs). However, it became apparent early on that a number of samples were being assigned low Ct values, representing high copy numbers of the two gene targets, but associated with curves that showed low, or no real evidence of amplification. The runs were then re-analysed using the BT method which assigned Ct values more in keeping with the amplification curves.

ThermoFisher suggest in their application note that the two methods give comparable results across a large dynamic range, although the RT method may suffer from stochastic effects at low copy numbers of target (ThermoFisher application Note). We found similar discrepancies between the two methods in terms of copy numbers of gene target. While the application note refers to very low volume (nanolitre) reactions, the differences between the RT and BT methods discussed in the application note are interesting and may also be relevant to larger PCR reaction volumes as we found.

By testing the NIBSC and Qnostics quantitative panels, the assay’s PLOD threshold was determined to be 10 copies per reaction for both E- and S-genes with Ct values of 37. Where there was agreement between both analytical methods for the 48 positive samples the E- and S-gene average Ct values were similar: RT 30 and 29; BT 32 and 31 respectively, well below the PLOD cut-off Ct value of 37. This contrasts with the 15 BT-determined PLOD samples with average E- and S-gene Ct values of 36 and 40 compared with the RT-assigned positive Ct values of 33 and 31 for the same samples.

Looking at the results, by using the RT analysis, samples collected from 90/138 (65.2%) patients would have been interpreted as positive compared with 48/138 (34.8%) by BT analysis. For the 90 positive samples, the RT median Cts were 31 and 30 for the E and S gene (ranges E-gene 17–45 and 16–35 S-gene), whereas the median Cts were 36 and 37 for the E- and S-gene respectively (ranges 18–>45 E-gene and 17–>45 S-gene) using the BT analysis. We were interested to determine the optimal way of interpreting both the shape of the curve as well as producing a Ct value that more accurately reflects the true positive or negative status of the sample to assist in management of patients in the hospital.

![Fig. 1. a and 1b showing the results of re-analysing sample 1a using pcr.ai and data from RT and BT methods. The Ct values are as shown Table S1. The fluorescence levels of the curves are all normalised to the highest target in the run file to allow easy comparison between wells.](image-url)
There are a number of variables that can affect the Ct value. However, since we are only comparing two data analysis methods on the same samples tested on the same assay, we only need to consider the importance of the sample. A sample that has not been well collected can result in insufficient cellular material and a sub-optimal sample. The timing of sample collection is also a factor to be considered; was it taken at the start of an infection or towards the end? Both could lead to a low level result, but with significantly different outcomes. The impact of poorly taken samples on potentially false-negative results can be monitored by using assays that incorporate a human cellular gene target, such as RNase P as an extraction control (Vogels et al., 2020). The Altona assay does contain an internal control, used to monitor the efficiency of extraction and inhibition, but details of the nature of the target are not disclosed. Our data show that the only stochastic, or low copy number random sampling effect is related to these low-level positive or potentially negative samples where the RT method produces less reliable results that do not match the overall characteristics of the curve. Overall, our results demonstrate that with the Altona SARS-CoV-2 RealStar assay curves must be analysed by the BT method to avoid the possibility of overcalling results leading to false positive reporting.

4.2. Pcr.ai

Due to the high sample numbers being tested for SARS-CoV-2 during the pandemic, together with the laboratory’s routine diagnostic workload, we implemented the pcr.ai automated analysis software. Using this fully automated approach has a number of advantages when dealing with up to 2000 tests each day. It can significantly reduce the time associated with manually interpreting and exporting results into the LIMS, reducing potential errors and improving turnaround times (TATs) (MacLean and Gunson, 2019). In addition, the automated analysis enables real-time QA monitoring of user-defined Levey-Jennings and Westgard rules so that any issues with a particular assay are highlighted and can be dealt with in a timely manner and reviewed by senior staff and approved for release into the LIMS.

Working with the developers at pcr.ai we set up the system with minimum intervention by the software to provide the most accurate analytical method directly from the thermal cyclers. The initial design approach used data directly from the qS7 RT analytical method, one that the laboratory routinely used for all the assays since it provided the most consistent analyses over a wide dynamic range and reduced the effect of “noise” particularly in quantitative multiplex assays. However, in our hands, the RT method of analysing data from the Altona assay proved susceptible to misreading the Ct values associated with amplification curves that exhibited very low delta Rn values by estimating low Ct values that would have affected the management of the patient. pcr.ai flagged a number of these results as ambiguous and we worked with their team to recalibrate the learning machine for the assay with a view to finding further examples. The pcr.ai system allows for various visualisations and reports on data as well as employing search functionality that make it much easier to find results based on curve shape or other laboratory information. We were able to use the pcr.ai platform to quickly and easily access historic results and track down various results of interest.

Whilst the clinical significance and the period of infectivity are closely related to the discussion on PCR Ct values, actually determining relevant cut-off values is still somewhat contentious. A higher Ct value correlates to a lower viral load in a given sample and this has been used as marker of infectivity (Platten et al., 2021). Studies by a number of workers have shown that culturable virus can be obtained from samples with Ct values > 30 and > 35 (Singanayagam et al., 2020; Arons et al., 2020 respectively). These findings of low viral loads in samples where a patient could be potentially infectious are particularly relevant with the VOCs which have been shown to be more transmissible (Platten et al., 2021). While validating the Altona assay for use in our laboratory we established PLOD Ct values for the E- and S-genes of 37, although the actual LOD for the assay was lower for both genes with Ct values of 40 and 38 for the E- and S-genes respectively, representing 10 copies per reaction of the NIBSC control. We set the PLOD at a more conservative Ct value of 37 for both genes in order to avoid the significant consequence to patients by overcalling the number of positive results, a problem that would have been compounded by the use of the RT analysis software.

In summary, the clinical audit demonstrated that only 138 PCR curves were difficult to interpret out of nearly 30,000 samples tested in November. None of the 138 was at the limit of detection by BT analysis but 10.9% would have been by RT analysis. Furthermore, 42 samples could have been reported as positive using the RT method, which would have had ramifications in terms of discharging patients from hospital, or if they were isolated samples, could have led to the patient having to quarantine unnecessarily. All samples were collected from individuals who were symptomatic or asymptomatic and so it is difficult to provide clinical information proving that samples were either false positive or false negative. However, the curve shape (low delta Rn) and low Ct values associated with some samples analysed by the RT method suggests that this could lead to false positive results. Finally, comparisons of RT versus BT methods showed that RT analysis would have produced lower Ct values (suggesting higher viral loads) for both E- and S-genes in 60 patients, 10 of which were PLOD. Software analysis of PCR curves is a critical part of the diagnostic process, and more attention should be focused on this area of analysis.
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