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Abstract

Strongly coupled systems are elusive and not suitable to be described by conventional and perturbative approaches. They are nevertheless ubiquitous in nature, especially in condensed matter physics. The AdS/CFT correspondence, born from the excitement of ideas and efforts employed in finding out a possible description of quantum gravity, introduced an unexpected and brandnew perspective for dealing with strongly coupled quantum field theories. In its more general formulation, known as gauge-gravity duality, it accounts for an effective and efficient tool to tackle these questions using a dual gravitational description which turns out to be much easier than the original one. In the last years, an increasing number of developments have been achieved in applying the duality to understand new strongly correlated phases of matter and their origin.

Momentum relaxation is an ever-present and unavoidable ingredient of any realistic condensed matter system. In real-world materials the presence of a lattice, impurities or disorder forces momentum to dissipate and leads to relevant physical effects such as the finiteness of the DC transport properties, i.e. conductivities. The main purpose of this thesis is the introduction of momentum dissipation and its consequent effects into the framework of AdS/CMT, namely the applications of the gauge-gravity duality to condensed matter.

A convenient and effective way of breaking the translational symmetry associated to such a conservation law is provided by massive gravity (MG) bulk theories. We consider generic massive gravity models embedded into asymptotically Anti de Sitter spacetime and we analyze them using holographic techniques. We study in detail their consistency and stability. We then focus our attention on the transport properties of the CFT duals. A big part of our work is devoted to the analysis of the electric conductivity in relation to possible universal bounds and the existence of holographic metal-insulator transitions. We moreover initiate the study of the viscoelastic response and we consider the possible violation of the well known KSS bound. We finally describe the effects of momentum relaxation on the well known holographic models for superconductivity.
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Introduction
Duality in mathematics is not a theorem, but a "principle"

Michael Atiyah

The idea of duality is ubiquitous in fundamental sciences. It is very powerful and useful, and has a long history going back hundreds of years. Over time it has been adapted and modified and it has finally taken the stage in the modern scientific scenario. It appears in many subjects in mathematics (geometry, algebra, analysis) and in physics. Fundamentally, a duality gives two different points of view of looking at the same object. In theoretical physics one often says that a non-trivial equivalence between two models is a duality and that two very different looking physical systems can nevertheless be identical. The first example of such an idea in the context of physics goes back to the early history and it refers to the nature of light. Aristotle was one of the first to publicly hypothesize about the nature of light, proposing that light is a disturbance in the element aether (that is, it is a wave-like phenomenon). Democritus -the original atomist- argued that all things in the universe, including light, are composed of indivisible sub-components (light being some form of solar atom). This dicotomy formalized later on through the work of Max Planck, Albert Einstein, Louis de Broglie, Arthur Compton, Niels Bohr, and many others, takes the name of Wave-Particle duality and it is nowadays phrased as: all particles also have a wave nature (and vice versa).

The idea that a particular problem can have more than one description and that depending on the situation one is more convenient than the other spread into several fields of physics and becomes a strong and robust computational tool. Early prototypes are the Electro-Magnetic duality and the Kramers-Wannier duality, which allows for example to solve the 2-dimensional Ising model exactly. Along with the formulation of Supersymmetry and String Theory a huge class of dualities has been discovered and analyzed: S-Duality, T-Duality, U-Duality, Mirror Symmetry, Montonen-Olive duality, etc... The astonishing results following this program are that entities concerning the theoretical description of a system such as:

- the nature of the fundamental degrees of freedom;
- the number of spacetime dimensions;
- the spacetime’s size and topology;
the couplings’ strengths;

are not duality invariant concepts and that despite the physics of a particular system is one and only its description can be absurdly different in different duality frames.

All these ideas along with the brandnew openminded attitude lead to the birth of the so called AdS-CFT correspondence, first formulated by Juan Maldacena in 1997, which represents not only the single most important result in string theory in the last twenty years but also the most shining and deeply surprising example of duality. The original example of AdS/CFT linked two very special theories. The gravitational side involved a particular extension of gravity (type IIB supergravity) on a particular geometry ($\text{AdS}_5 \times S_5$) whereas the QFT was the unique theory with the largest possible amount of supersymmetry ($N = 4$ SYM). There is a specific dictionary that translates between the theories. This relationship has no formal mathematical proof. However a very large number of checks have been performed. These checks involve two calculations, using different techniques and methods, of quantities related by the dictionary. Continual agreement of these calculations constitutes strong evidence for the correspondence. The first example has by now been extended to many other cases, and AdS/CFT is more generally referred to as the Gauge-Gravity duality (GGD). Formally this is the statement that gravitational theories in $(N+1)$ dimensions can be entirely and completely equivalent to non-gravitational quantum field theories in N dimensions. The AdS/CFT correspondence has a very useful property. When the gravitational theory is hard to solve, the QFT is easy to solve, and vice-versa! This opens the door to previously intractable problems in QFT through simple calculations in gravity theories. Moreover AdS/CFT allows a conceptual reworking of the classic problems of QFT. Indeed if a QFT can be equivalent to gravitational theory, then neither one is deeper than the other. Maybe, the non-perturbative definition of a QFT is not a QFT anymore but it takes the form of a gravitational one. Physicists can therefore use it to develop new intuitions for both QFT and Quantum Gravity in a symbiotic fashion.

The main feature of the GGD is that it qualifies as a Strong-Weak duality in the sense that it relates a theory with a coupling constant $g$ to an equivalent theory with coupling constant $1/g$. More in details, the dual of a strongly coupled quantum field theory is represented by a weakly coupled and classical theory of gravity, i.e. General Relativity. Therefore, exploiting this connection GGD has become a very efficient (and sometimes the only one available) tool to attack strongly coupled problems in the context of:

(a) QCD and Quark Gluon Plasma (QGP) Physics
(b) Condensed Matter and Quantum Phase Transitions
(c) Non Equilibrium Physics
(d) Information Theory

In this work based on my PhD thesis we focus our attention on the applications of the Gauge-Gravity Duality towards the Condensed Matter world, which are usually referred as AdS-CMT, making use of the motto:

| Strongly Coupled/Correlated and Quantum Condensed Matter Systems |
|---------------------------------------------------------------|
| $\uparrow$                                                  |
| Weakly Coupled and Classical Gravitational Theories (GR)     |

4
It is the most brilliant example of inter-disciplinarity. Condensed Matter is a boiling pot of interesting questions and open problems which seems to conflict the old-known and well established paradigms of the field itself. The access and the study of strongly coupled and strongly correlated materials opened a completely new and mysterious scenario where the single particle approximation and the perturbative methods are proved of no help.

Through the chapters of this manuscript we will encounter the hottest open problems in CM such as:

(a) the nature of the Strange Metals
(b) the role of the High-Tc Superconductors
(c) the existence of Metal-Insulator transitions (MIT)
(d) the role of disorder in CM systems and the appearance of Anderson Localization

and we will attack them using the new tool given us by the GGD.

The novelty and the crucial point of the present work is the introduction of momentum dissipation effects into the GGD setup. The (explicit/spontaneous) breaking of translational symmetry is a mandatory ingredient to describe condensed matter system where the presence of lattice, impurities, disorder, etc... is at the order of the day. In the spirit of effective field theories (EFT) we mimic such a mechanism considering Massive Gravity (MG) theories where diffeomorphism invariance is (partially) broken. Such a modification of the usual GR picture will allow us to consider "duals" of metallic and insulating configurations and eventual transitions between them. This represents a step forward in realizing holographic effective field theories for condensed matter and in sharpening the GGD tool towards its concrete application to "real world" systems.

**Organization of the manuscript:**

Part I is devoted to the theoretical background necessary in order to get through this work. It does not represent to any extent original material by the author. It appears in a schematic and concise fashion in order to introduce in a comfortable and fast way the reader to the main body of the manuscript which constitute the original scientific contributions of the present work.

In part II we present the original results of this manuscript which contribute to the development of the AdS-CMT field and its "Real-World" applications.

In part III we conclude with some final remarks, a brief summary and a list of ideas and homeworks for the future.

This work is based on the following published papers:

i. "Electron-Phonon Interactions, Metal-Insulator Transitions, and Holographic Massive Gravity"

ii. "Phases of holographic superconductors with broken translational symmetry"
iii. "Under The Dome: Doped holographic superconductors with broken translational symmetry"

iv. "Solid Holography and Massive Gravity"

v. "Viscosity bound violation in holographic solids and the viscoelastic response"

vi. "On holographic disorder-driven metal-insulator transitions"
Condensed Matter
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Bad times have a scientific value. These are occasions a good learner would not miss.

\textit{Ralph Waldo Emerson}

\textbf{Disclaimer:} This represents an original and short recollection by the author of very well known material regarding the condensed matter background necessary to introduce and motivate the original contributions present in part. This is not meant to be a detailed and complete solid state physics essay for which we refer to the well known condensed matter textbooks \cite{1, 3} on which this chapter is based. Several inspirations are also taken from the nice reviews \cite{258, 259}.


1.1 Solid state physics

The definition and the classification of materials according to their transport properties is one of the most important targets of solid state physics. In particular, electric conduction appears as one of the first questions to tackle in order to separate metals, i.e. materials which conduct electricity, and insulators, i.e. materials which don’t. To this regard, the most relevant quantity one has to introduced is the so-called DC conductivity $\sigma_{DC}$, which is the static conductivity defined at zero frequency $\omega = 0$. From the latter point of view one can distinguish metals and insulators through their DC conductivity temperature dependence as the following:

$$d\sigma_{DC}/dT < 0 \rightarrow \text{METAL}, \quad d\sigma_{DC}/dT > 0 \rightarrow \text{INSULATOR}. \quad (1.1)$$

or more appropriately from the value of their DC conductivity at zero temperature:

$$\sigma_{DC}(T = 0) = \text{finite} \rightarrow \text{METAL}, \quad \sigma_{DC}(T = 0) = 0 \rightarrow \text{INSULATOR}, \quad (1.2)$$

The Drude model

The first attempt of describing the experimentally observed features of a metal goes back to the beginning of the previous century, just three years after the discovery of the electron by J.J. Thomson. The model, proposed in 1900 by P. Drude and inspired by Kinetik theory, takes indeed the name of Drude model and despite the several approximations and simplifications its success has been considerably high and the model still represents a practical and quick way to form a sketchy picture of what is really happening in an ordinary metal.

To be more precise, we consider the metal as a classical and dilute collection of free electrons which move, as balls in a pinball, within the lattice of the material represented by the massive and immobile ions. The electrons scatter in an instantaneous way on the non dynamical ions with a characteristic relaxation time $\tau$, which measures indeed the average time between two consecutive collisions. The collisions result in a change of the electron velocity and they are the only ”interactions” considered in this simple picture. In absence of any external perturbation, the electrons undergo a zig-zag random motion; their average velocity remains null and no corresponding average current is produced. On the contrary, when an external electric field $\vec{E}$ is switched on a non null average velocity for the electrons cloud arises as:

$$< v > = < v_0 > - \frac{e E}{m} t = -\frac{e E \tau}{m} \quad (1.3)$$

where $\tau = < t >$ is precisely the average time of collision and $m$ the effective mass of the charge carriers. We can then express the correspondent net current as:

$$J = - n e \vec{v} = \left( \frac{n e^2 \tau}{m} \right) E \quad (1.4)$$

where $n$ is the density of electrons which in an ordinary metal is order $n \sim 10^{28}/\text{cm}^3$.

From the previous expression one can directly derive the static (DC) electric conductivity at zero frequency:

$$\sigma_{DC} = \frac{n e^2 \tau}{m} \quad (1.5)$$

This formula represents the most important achievement of Drude theory and for ordinary metals it gives numbers which are surprisingly close to the experimental data.
1.1. Solid state physics

The same model is more powerful than what we just explained and we can consider also time dependent situations where the external force is not static anymore:

\[
\frac{d\vec{p}(t)}{dt} = -\frac{\vec{p}(t)}{\tau} + \vec{f}(t) \tag{1.6}
\]

with \( f(t) = -eE(t) \) in our case.

The damping term proportional \( \sim 1/\tau \), produced by the collisions, incorporates all the effects which in real materials are provoked by the lattice, the impurities and disorder. Technically speaking, it explicitly represents the breaking of translational invariance and it has a crucial role for the computation of the conductivity. As one can see from (1.5), if no collision are introduced in the model, and the average time \( \tau \to \infty \), the correspondent static conductivity becomes infinite and the charge carriers can be infinitely accelerated by the static electric field. This is clearly not what happens in a real material.

That said, writing down equation (1.6) in Fourier space, one suddenly realizes that:

\[
J(\omega) = -\frac{ne p(\omega)}{m} = \frac{(ne^2/m)}{1/\tau - i\omega} E(\omega) = \frac{\sigma_{DC}}{1 - i\omega/\tau} E(\omega) \tag{1.7}
\]

which is the results for the optical AC conductivity within the Drude model (see fig.1.1). Although

![Figure 1.1: Drude model. Optical conductivity \( \sigma(\omega) \) with \( \sigma_0 = \tau = 1 \).](image)

its considerable success in explaining and predicting the measured conductivity in ordinary metals, the model has several shortcomings. It is clear that, from the point of view of kinetik theory from which the Drude model is inspired, increasing the temperature \( T \) would increase the collision rate \( \sim 1/\tau \) and therefore decreasing the conductivity, leading to just the description of a metallic behaviour (1.1) (unless the density of mobile electrons is null). In a way, only a class of trivial insulators, the ones characterized by no available charge carriers, can be achieved within this framework. There are several other problems which can’t be resolved with the Drude model, see the table 1.1. The biggest mystery that the Drude Model leaves us is the answer to the question:

**Why are some materials metals and other insulators?**

The answer to this question and the origin of all the other failures have to be recasted in the several approximations which have been done:

i. The electrons are treated as classical and individual particle.
Drude Model successes

- First theoretical proof of Ohm’s law
- Predicts the Hall effect
- Predicts the presence of a Plasma frequency
- Predicts electric and thermal conductivities to a very good accuracy
- Weidemann-Franz law

Drude Model failures

- Presence of materials which are insulators and semiconductors (i.e. not metals)
- Temperature dependence of the electric conductivity
- Temperature dependence of the thermal conductivity
- Temperature dependence of the specific heat
- Overestimating the electronic heat capacity
- Too long mean free path $l \sim v_f \tau$

Table 1.1: Not all the points of the present table are analyzed in detail through the main text. For an exhaustive discussion see the textbooks [1–3].

ii. The electrons are considered as free and all the interactions are taken as negligible in the system.

iii. The ions are not dynamical because designed as immobile and infinitely massive.

The Sommerfeld model and band theory

The first step towards a more complete description is the promotion of classical mechanics to its quantum version, which will lead us to the introduction of the so-called Sommerfeld model. Treating the electrons like quantum particles (i.e. fermions) rather than molecules of a classical gas represents the first main improvement to the Drude model. Pauli exclusion principle replaces the Maxwell-Boltzmann distribution with the Fermi-Dirac one and at the temperatures of interest ($T < 10^3$ K) those two can be amazingly different (see fig. 1.2). In the quantum description, we need to consider the Schrodinger equation for the electrons:

$$-\frac{\hbar}{2m} \nabla^2 \Psi(r) = \epsilon \Psi(r)$$

(1.8)

whose solution takes the plane wave form:

$$\Psi_k(r) = \frac{1}{\sqrt{V}} e^{ikr}$$

(1.9)

which implies the following energetic spectrum:

$$\epsilon(k) = \frac{\hbar^2 k^2}{2m}$$

(1.10)

Because of the volume restrictions given basically by the Pauli exclusion principle, with the appropriate boundary conditions, the momenta quantizes into:

$$k_i = \frac{2\pi n_i}{L}$$

(1.11)
1.1. Solid state physics

Figure 1.2: **Left:** Comparison between the Maxwell-Boltzmann and the Fermi-Dirac distributions. **Right:** Fermi-Dirac distribution at zero and finite temperatures.

and in a k-space region of volume $\Omega$ there therefore exist only $\frac{\Omega V}{8\pi^3}$ allowed values for $k$. Now we can build the ground state ($T = 0$) of $N$ electron states placing the electrons in the one-electron levels we just found. The correspondent volume occupied by piling up the electrons will have the topology of a Sphere (*i.e.* the Fermi Sphere) with radius $k_F$ and whose surface takes the name of the **Fermi Surface** (see fig.1.3). This is a direct application and consequence of the Pauli Exclusion principle and the density distribution $f_k$ of the electrons in the case of $T = 0$ (*i.e.* the ground state) takes just the form of a step function centered at $\epsilon_F$:

$$
\begin{align*}
  f_k &= 1 & \text{if } \epsilon_k < \epsilon_f \\
  f_k &= 0 & \text{if } \epsilon_k > \epsilon_f
\end{align*}
$$

(1.12)

Through some standard computations is easy to show that the total number of electrons and the relative electron density are function of the Fermi momentum $k_F$ as following:

$$
N = \frac{k_F^3}{3\pi^2} V \rightarrow n = \frac{k_F^3}{3\pi^2}.
$$

(1.13)
One can also define a Fermi velocity \( v_F \):

\[
v_F = \left( \frac{3\pi^2 n}{m} \right)^{1/3}
\]

which results to be not zero also at \( T = 0 \) because generated entirely by the Pauli exclusion principle. In conclusion the total energy of the N electrons ground state is given by summing the single state energies up to the fermi momentum \( k_F \) (and taking into account the spin degeneracy) as:

\[
E = 2 \sum_{k<k_F} \frac{\hbar^2 k^2}{2m}
\]

Introducing some temperature \( T \) and a chemical potential \( \mu \), the distribution of the states gets smoothed out and takes the form of the well established Fermi Dirac distribution:

\[
f_i = \frac{1}{e^{(\epsilon_i - \mu)/k_B T} + 1}
\]

which defines the mean number of electrons in the \( i \) level \( \{ k, s \} \), labelled by momentum \( k \) and spin \( s \), whose energy takes the value \( \epsilon(k) = \frac{\hbar^2 k^2}{2m} \). The total number of electrons is just given by summing up what just found as \( N = \sum_i f_i \). In the \( T = 0 \) limit we recover the situation we discussed before.

Despite the several improvements given by the Sommerfeld theory, the theoretical description is still lacking of an answer for the simple and fundamental question: Why some materials are insulators and semiconductors (and not metals)?

All the models considered so far assume the electron density \( n \) being an effective parameter, parametrizing the microscopic physics, and they can’t account for such a difference. In other words, within that effective fashion, one can just distinguish metals, i.e. materials with a finite density of mobile electrons \( n \), from "trivial" insulators, i.e. materials with zero density of mobile electrons \( n \).

Technically speaking, it is intellectually unsatisfying to completely disregard the interactions between the electrons and the ionic cores, except as a source of instantaneous collisions. To get rid of the failures of the Sommerfeld model, and account also for insulating states, we must add interactions between these two sectors; in other words, we have to take into account the periodic potential due to the lattice.

The free electrons assumption accounts for a wide range of metallic features but has to improved to reach more efficient descriptions for solids. Despite all the previous oversimplifications must be abandoned to achieve an accurate model for solids, a remarkable amount of progress can be made by first just abandoning the free electrons approximation (without modifying the single electron approximation or the relaxation time approximation).

Once aware of this fact, waving the free electrons assumptions proceeds in different stages:

- The electrons do not move in empty space but inside a static potential created by the ionic structure of the metal.

- The ionic cores are not immobile anymore and the dynamics of the ionic position (phonons modes) has to be taken into account. In other words electron-phonon interactions might be not negligible.

- Eventually Coulomb self-interactions among electrons have to be considered.
1.1. Solid state physics

For the moment we stick to the first stage, which will be already able to provide the wanted distinction between a metal and an insulator. Therefore the main point is to include in the single electrons dynamics a potential term due to the ionic cores $V(r)$ which modifies the Schrodinger equation into:

$$\left(-\frac{\hbar^2}{2m} \nabla^2 + V(r)\right)\Psi(r) = \epsilon \Psi(r)$$ (1.17)

where the potential $V$ is defined to be periodic $V(r+R) = V(r)$ with periodicity $R$, defined as the Bravais lattice vector.

Skipping all the following details, the important thing is that one can prove (using also the famous Bloch theorem) that the energy levels $\epsilon_{n,k}$, for given $k$, now vary continuously as $k$ varies. The descriptions of electrons in a periodic potential is therefore given in term of the continuous functions $\epsilon_n(k)$. The information contained in those function is referred to the Band structure and the electrons level specified by $\epsilon_n(k)$ is called an energy band.

If the free electrons approximation predicted a discrete set of allowed energies, now with the introduction of a periodic potential the available energy states form bands which are somehow the results of the overlap of atomic orbitals. Moreover, the concept of Fermi Surface is still the same as before with the only difference that now the single electron states are labelled by two quantum numbers $n$ and $k$, where $n$ is the level of the band.

Now the crucial point for conduction is the position of the Fermi Surface within this electronic band structure. Two possible situations can arise:

- A certain number of bands are completely filled with all the others remaining empty. The difference in energy between the highest occupied one and the lowest unoccupied one defines the band gap $\epsilon_{\text{GAP}}$. If $\epsilon_{\text{GAP}} \gg k_B T$ then we are in presence of an insulator, whereas if $\epsilon_{\text{GAP}} \approx k_B T$ we are speaking of a semiconductor. In the second case the gap is not big and thermal or other fluctuations can bridge it.

- A specific band is partially filled and the Fermi energy $\epsilon_F$ lies within the energy range of that band. In this case we have a metal.

Let’s rephrase this concept in a different way. We can define a delocalized band of energy levels in a crystalline solid which is partly filled with electrons as a conduction band. The electrons
present in the conduction band are vacant, they have great mobility and are responsible for
electrical conductivity. On the other way the highest range of electron energies in which electrons
are normally present at absolute zero temperature is called valence band. The position of the
termal level respect to the conduction band is a crucial fact in determining the electric transport
properties of a material. If the Fermi level lies on top of the conduction band, which overlaps
with the valence one, then the material is a metal\[1\] if, on the contrary, there is a big gap between
the two bands and the Fermi level turns out to be just on top of this gap, the correspondent
material will be an insulator (see fig.1.4).

At this stage, we are finally able to distinguish the materials accordingly to their conductivity
properties into metals and insulators and to provide a simple but quite often accurate description
of the observed physics. We will see in the next section that this is sometimes not enough and that
the idea of a static lattice and eventually the single electron approximation have to be relaxed as
well.

An important final remark we need to stress is that in all the models considered the momentum
relaxation time $\tau$ has been treated as an effective parameter encoding the breaking of translational
symmetry. In an effective field theory fashion, such a parameter encodes several microscopic
effects present in real materials which can lead to momentum dissipation via diverse mechanisms.
This idea will be maintained also in the holographic models, described in the following, which will
represent a strongly coupled version of such effective field theory for momentum dissipation.

Phonons

So far we have considered the ions as a fixed, immobile and rigid array. This is of course
an approximation since the ions are not infinitely massive. In a classical theory this is true
just at $T = 0$; in a quantum theory even at $T = 0$ this statement is false because of the
indetermination principle $\Delta x \Delta p \geq \hbar$. This oversimplified assumption resulted to be impressively
successful whenever the physical property considered is dominated by the conduction electrons.

To understand in a complete fashion the features of the metals (for example the temperature
dependency of the DC transport coefficients) and especially to achieve a more accurate description
that a rudimentary theory of insulators we must go beyond. One point which is already clear is
that under the assumption that the lattice is a static object, in insulators, where the electrons
are quiescent, there are no degrees of freedom left to account for their varied features. There is
a list of other important problems which needs the presence of the phonons to be solved like:

- The temperature scaling of the specific heat.
- The explanation of the Wiedemann-Franz law at intermediate temperature
- Sound propagation
- The BCS superconducting instability

Once the lattice is not static anymore we can consider the normal modes of vibrations of the crys-
tal as a whole and the dynamics of the small displacements around the equilibrium configuration.
The correspondent standing waves, if longitudinally polarized, are called sound waves and the
quanta of the lattice vibrational field are referred to as phonons\[6\]. The presence of such light
modes is ensured by the spontaneous symmetry breaking (SSB) of translational symmetry with
the phonons representing indeed the goldstone modes associated to such a SSB \[68\]. The easiest

\[1\]If the overlap is small we are in presence of a semimetal with very peculiar features. We do not discuss this
case here.
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possible picture is given by replacing the lattice by a volume formed by a gas of phonons carrying energy and momentum and considering the relative normal modes in the so-called harmonic approximation\(^2\). We will not enter in details the full quantum description of phonons theory which can be find in any CM textbook; we restrict ourselves just in collecting the major results and conclusions.

The theory of phonons gives rise in its continuum description to the elastic property of materials and it is much wider than what discussed here. This allows for example to distinguish clearly solids and fluids by the fact that fluids support just longitudinal waves and their rigidity is null. Additionally we can explore the thermodynamical properties of phonons considering them as a gas and applying the Bose-Einstein statistic:

\[
n(\omega_{k,s}) = \frac{1}{e^{\hbar \omega/k_BT} - 1}
\]

and constructing the so-called Debye theory which for example predicts that the phonon gas energy \(U\) takes the form of:

\[
U = 3k_BTN\left(\frac{k_BT}{\hbar \Omega_D}\right) \int_0^{\beta \hbar \Omega_D} \frac{x^3}{e^x - 1} dx
\]

which turns out to be very successful in explaining the thermodynamical features of metallic and insulating materials.

In conclusion, starting from the classical Drude Model, inserting the effects of quantum mechanics, relaxing the free electron approximation and finally introducing the dynamics of the ionic cores we reached a good description of lots of phenomena which real solids show off.

We end here our quick journey through the basics of solid state physics. This is of course not meant to be a complete, precise and detailed discussion of the topics followed but just a small appetizer for the reader. We end up with a successful, even if simple and approximated, description of several features of metallic and insulating states. A considerable percentual of realistic materials are well enough described by the frameworks we presented and just in recent years we had to face new challenges linked with novel exotic phases. These new situations, which do not fit in what already explained, are direct consequence of strong coupling and strong correlation and will force us to take a new perspective and rely on new tools.

1.2 Metal-insulator transitions and disorder

The surprisingly simple models described in the previous section appeared to be extremely successful in the description of weakly interacting electronic systems. The argument motivated by the filling of the electronic bands turned out to be very efficient in distinguishing good metals like Gold from insulating materials such as Silicon. Although its long-lived success, in 1937, a material has been found to have an half-filled band but nevertheless to not be able of conducting electricity. In other words, such a material was showing insulating properties even if according to band theory it should have been an ordinary metal. This discovery raised the following questions:

- How materials with partially filled bands could be insulators?
- How could an insulator transform into a metal as a continuous external parameter is varied?

\(^2\)Of course there could be and there are anharmonic terms resulting in interactions.
What we are after, is what is known as *Metal-Insulator transition*, which represents one of the most striking example of quantum phase transition (QPT) [7, 8, 13, 14, 17, 259]. QPTs are phase transitions where the ground state undergoes a dramatic change of phase at strictly zero temperature $T = 0$. Quantum effects, rather than thermal fluctuations, are the responsible for such a phase transition; close to an QPT, an MIT for example, the properties of the system are dramatically modified upon dialing an external not thermal parameter such as pressure, charge carrier concentration, etc. In the case of an MIT, the electric conductivity of a material can change over a huge range of values upon modifying a parameter (see 1.5). There are several reasons why attacking the MIT problem is very challenging; metals and insulators appear to be very distinct, stable and robust systems. Moreover their excitations have completely opposite nature (fermionic quasiparticles VS bosonic d.o.f.) which one can hardly imagine to connect together in a continuous way varying a physical parameter. Not only that, but additionally, MIT transitions do not exhibit any symmetry breaking pattern and there is no clear order parameter to use within a continuous description à la Landau.

*How can band theory fail?*

Band theory relies on the fact that the kinetic energy of the charge carriers is parametrically larger that the interactions scales present in the system. As a result, a good description of the system can be realized through a dilute collection of quasiparticles which are weakly coupled as defined in the Fermi Liquid theory. This might be not the case if interactions of several types become comparable with the Fermi energy of the material. Whenever that happens, band theory is not a reliable scheme anymore and its predictions often fail. There are nowadays several known examples of this type such as the famous $V_{2}O_{3}$ and $La_{2-x}Sr_{x}CuO_{4}$.

In the scenario when the potential energy becomes competitive or even predominant over the Fermi energy scale, the electrons mobility is dramatically stopped and the charge carriers localized without being able to transport anymore. Historically, we can divide the MIT into two classes:

i. MIT triggered by electronic correlations (or electron-electron interactions): **Mott transitions**

ii. MIT triggered by disorder: **Anderson transitions**

Although the increasing interest and progress in understanding Mott transitions and the effects of the electron-electron self interactions through, the rest of this work we will focus our attention just to the second case where the responsible for localization is disorder [15, 16]. The problem have been analyzed for the first time by Anderson in 1958 [20] as the study of the diffusion of electrons in a random potential. The cardinal idea is that quantum interference produced by disorder can stop completely the classical expected diffusion. The mean free path becomes very short and the electronic wavefunction becomes a collection of exponentially localized states:

$$\Psi(r) = e^{-|r|/\xi_{loc}}$$ (1.20)

where $\xi_{loc}$ is the so called localization length. Once the electronic states localize into $\delta$-function peaks, their overlap becomes very low and as a consequence the conductivity strongly decreases. Diffusion in the material becomes null and the correspondent conductivity:

$$\sigma = e^2 D v, \quad v = \frac{dn}{d\mu}$$ (1.21)
falls down to zero.

Despite the large progress in the field and the various resolutive proposals (phenomenological $\beta$ function, scaling theories, random matrix models, DMFT) Anderson Localization still remains an open and intriguing question. Indeed the effects of disorder and electron-electron interactions are usually comparable in realistic situations and the number of particle playing in the game is usually very high. These two factors make the non-interacting single particle reasoning made by Anderson too naive and open the door towards:

- Anderson-Mott transitions, where both the effects of disorder and electrons self-interactions have to be both taken into account;
- Many-Body Localization (MBL) where the single particle wavefunction is not a reliable tool anymore.

What is the fate of Anderson Localization when the constituent particles interact between themselves?

What happens to Anderson Localization in a many-body problem where the single electron approximation is not valid anymore?

Strongly correlated systems, which cannot be effectively described in terms of independent and non-interacting entities, still constitute one of the most intriguing and mysterious research field in modern solid state physics. The absence of a single particle approximation and a perturbative regime makes the theoretical description of such a systems very hard and call for new innovative tools. **Gauge gravity duality** could possibly be one of them.

### 1.3 High-Tc superconductivity and quantum criticality

**Conventional Superconductivity**

Superconductivity is a state of matter characterized by a vanishing static electrical resistivity and an expulsion of the magnetic field from the interior of the sample [4][10].
After H.K. Onnes had managed to liquify Helium, it became for the first time possible to reach temperatures low enough to achieve superconductivity in some chemical elements. In 1911, he found that the static resistivity of mercury abruptly fell to zero at a critical temperature $T_c$ of about 4.1 K. In a normal metal, the resistivity decreases with decreasing temperature but saturates at a finite value for $T \to 0$. That was not the case and he immediately realized that he was standing in front of a new state of solid matter. Under a certain temperature, defined as the critical temperature, the system undergoes a phase transition into this novel phase where the resistivity drops down to 0 (see fig.1.6) which takes the name of Superconducting state. He also realized that a certain amount of magnetic field (critical magnetic field) $H_c(T)$ and a critical current $J_C(T)$ would destroy that state of matter and restore the usual metallic normal phase (see fig.1.6). A second striking feature is the so called Meissner Effect, namely the strong repulsion of the magnetic field from the SC sample. This somehow qualifies a superconductor as a perfect diamagnetic material with zero magnetic permeability $\mu = 0$.

Further experiments indicated that the critical temperature, at which the SC transition appears, $T_c \approx \Omega$ where $\Omega$ is the typical oscillation frequency of the ions in the materials. This constituted a strong indication that the SC mechanism is somehow linked to the oscillations of the ionic lattice, i.e. the phonons. Conventional superconductivity is indeed the physics of the Cooper Pairs, bound states of two electrons glued together by electron-phonon interactions. BCS (Bardeen, Cooper and Schrieffer) theory predicts that at sufficiently low temperatures, electrons near the Fermi surface become unstable against the formation of Cooper pairs. Cooper showed that such binding will occur in the presence of an attractive potential, no matter how weak. In conventional superconductors, an attraction is generally attributed to an electron-phonon interaction. The BCS theory, however, requires only the potential to be attractive, regardless of its origin.

Naively we can imagine the following picture: let us take an electron $e_1$ with defined momentum, energy and spin $e_1 = (k, \epsilon_k, \uparrow)$ and another one with same energy but opposite momentum and spin $e_2 = (-k, \epsilon_k, \downarrow)$. The Coulomb interaction between the first electron $e_1$ and the ions provokes a displacement in the ionic structure which takes the name of polarization; as a consequence the region around $e_1$ is now more positive charged than its equilibrium configuration. This account

---

Figure 1.6: Superconducting materials. Left: Comparison of the electric resistivity in the normal metallic phase and in the SC one. Right: Sketch of the phase diagram for the SC state.

---

3This can be better formalized using the so called London equations $\nabla^2 B = \frac{1}{\lambda_c^2} B$ and $J \sim A$ where $\lambda_c$ is the penetration length and $A$ the gauge field. We refer to CM textbooks for such details.
for an attractive potential \( U \) for the second electron \( e_2 \) which is now forced to follow and form a bond to the first one, creating indeed the so called \( \text{Cooper pair} \). In conventional SC this is driven by electron-phonon interactions and can be explicitly computed in a diagrammatic fashion. As a result the correspondent critical temperature \( T_c \) is directly proportional to the coupling of the electron-phonon interactions:

\[
T_c \sim g_{e-ph}
\]

and because of this reason BCS theory predicts a maximum critical temperature of order \( T_c \sim 30\text{K} \)\(^4\). To increase the critical temperature the electron-phonon interactions should be stronger and this fact would lead to a strongly couple regime avoiding any perturbative approach such as the BCS theory itself.

Once the \( \text{Cooper pairs} \) are formed the electrons are not obliged anymore to follow the Fermi-Dirac statistic and the pairs themselves, now bosonic objects, can undergo \( \text{Bose-Einstein condensation} \) and create a macroscopic ground state which is energetically favoured and whose electric resistivity becomes null. In this regard, superconductivity can be strictly related to superfluidity and analyzed in the optic of \( \text{Landau Theory} \).

The main idea is to identify an \textit{order parameter}: a thermodynamical variable which is 0 on one side of the transition and not null on the other one. Let us assume that this order parameter \( \zeta \) is constant in space and time and let us follow the so called \textit{mean field theory}. In analogy with superfluidity we can build up the free energy \( F \) as a function of the temperature \( T \) and the order parameter \( \zeta \) and we can expand it as:

\[
F = \alpha \zeta^2 + \frac{\beta}{2} \zeta^4
\]

In a superfluid:

\[
\int d^3 r |\Psi_s(r)|^2 = n_s V
\]

where \( n_s \) is the superfluid density and the wavefunction module \( |\Psi_s|^2 \) can indeed take the place of the order parameter such that \( F = \alpha |\Psi|^2 + \frac{\beta}{2} |\Psi|^4 \). The reasoning can follow, with some caveats, also for the SC scenario. Now if \( \alpha > 0 \) there is only a single minimum (see fig[1.7]) at \( \Psi = 0 \) where the superfluid/superconductor density is 0. On the contrary for \( \alpha < 0 \) there is another minimum at \( \Psi = \sqrt{-\frac{\alpha}{\beta}} \) where the density \( n_s \) is finite. If one then defines:

\[
\alpha = \alpha'(T - T_c), \quad \beta = \text{const}
\]

the phase transition appears indeed at a critical temperature \( T_c \) and the order parameter scales like:

\[
\Psi \sim \sqrt{T - T_c}
\]

which is a characteristic result of mean field theory. BCS theory predicts that the correlations between the electrons, mediated by phonons, can be broken with a certain amount of energy \( \Delta_{\text{gap}} \) and their "binding energy" can indeed defined as \( \Delta_{\text{gap}} = 2\Delta_{\text{gap}} \). This quantity takes the name of the Superconducting gap. It represents the energy gain of the SC state and it is normally a function of the temperature (and eventually of momentum\(^5\)). A SC material can therefore uniquely be

\(^4\)The highest BCS superconductor turns out to be \( \text{Nb}_3\text{Ge} \) with \( T_c \approx 23\text{K} \).

\(^5\)We will restrict ourselves to isotropic situations, namely \( S\text{-Wave SC} \) where the gap is constant and can be define as \( \Delta(k = 0) \).
defined by two parameters:

\[
\text{SC} \rightarrow \{ T_c, \Delta_0 \}
\]  

(1.27)

BCS theory fixes in a universal way these two quantities to satisfy:

\[
\frac{2 \Delta_0}{k_B T_c} = 3.52
\]  

(1.28)

The physics of conventional SC materials is more intricated, complicated and wider than what we just described, for length constrictions, here. We refer to standard CM textbooks for a detailed analysis.

**Beyond BCS theory**

The BCS framework turned out to be very succesful and led Bardeen, Cooper and Schrieffer to the Nobel Prize in 1972 "for their jointly developed theory of superconductivity". Years later, in 1986, two IBM researchers G.Bednorz and K.A. Muller\(^6\) found out that a particular material, whose electronic structure reads \(\text{La}_{2-x}\text{Ba}_x\text{CuO}_4\), can undergo a superconducting transition at \(T_c \sim 35\text{K}\) \[18\]. That represented a shocking result and opened the scenario for a large class of new materials, called **High-Tc Superconductors**, whose critical temperature is unusually high and in contrast with the conventional BCS predictions \[11, 19\]. Until 2008, only specific compounds of Copper and Oxygen, called "Cuprates", were thought to possess this unexplained feature but later on several other materials have been found such as the Iron-based compounds ("Pnictides") \[22\]. Nowadays, the highest known critical temperature is about \(T_c \sim 203\text{K}\) and it refers to sulfur hydride \(\text{H}_2\text{S}\) at extremly high pressure \[21\].

High-Tc superconductors provide extremely challenging questions and unexplained features:

- The extremely high critical temperature can’t be explained within BCS theory by electrons pairing through phonon interactions. If naively one pushes this further, realizes that such a high \(T_c\) will require an interaction with a very strong coupling which would make the full framework not perturbative.

---

\(^6\) Who were awarded the 1987 Nobel Prize in Physics "for their important break-through in the discovery of superconductivity in ceramic materials" too.
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The normal phase of such High-Tc superconductors are not Fermi Liquids. They indeed exhibit a peculiar linear in T resistivity $\rho \sim T$ which is in constrast with the Fermi Liquid prediction\[\text{[7]}\]. In these novel phases there is no clear Fermi Surface and therefore BCS fails just from the beginning. A fermi liquid instability requires a Fermi Surface! How do we get a SC from a non Fermi liquid?

- The coherence length (which approximately measures the spatial "extension" of the Cooper pairs) in the high-Tc superconductors is much smaller ($\sim$ angstroms) than in normal SC described by BCS theory where it is usually around 100 nm.

- Within the phase diagram of these materials (see fig.1.8) there are several open questions (Antiferromagnetic ordering, Pseudogap phases, etc...) and the interplay between superconductivity and magnetism appears to be very relevant.

"After two decades of intense experimental and theoretical research, with over 100000 published papers on the subject, several common features in the properties of high-temperature superconductors have been identified. As of 2016, no widely accepted theory explains their properties.\[\text{[8]}\]

Quantum Criticality

Mysterious phenomena such the MITs and High-Tc superconductors, i.e. dealing with quantum phase transitions, can be put on a common ground using the concept of quantum criticality [258]. QPT are occuring at zero temperature $T = 0$ where the driving parameter is not a thermal one but rather than an external parameter, like pressure, magnetic field or carrier density. As every respected phase transition, they feature what is known as universality, namely an insensitivity with respect to the microscopic details of the system. Such universality can be understood directly from the divergenge of the correlation length around the phase transition which forces the system to be fluctuationg at all scales making its physical observables dependent just on the macroscopic or IR physics. Such observables follow, close to the transition, power law scalings which can be experimentally detected and which represent a clear signature of the QPT. Because they are characterized just at null temperature, these situations seem to be a purely academic.

\[\text{[7]}\] Fermi Liquid theory predicts the resistivity to be quadratic in temperature $\rho \sim T^2$; this result comes just from the T dependence of electron-eletron scatterings.

\[\text{[8]}\] From Wikipedia.
and abstract exercise. Nevertheless, as far as the thermal excitations are small compared to the quantum one, in the so called quantum critical region, the physical observable are still determined by the property of the quantum phase transition despite the temperature is not strictly speaking zero. This has been observed in the actual phase diagram of High-Tc superconductors \[1.9\] and it is an important subject of investigation and a possible solution to the problem. The idea of

![Generic phase diagram close to a continuous quantum phase transition.](image)

Figure 1.9: Generic phase diagram close to a continuous quantum phase transition.

universality along with the concept of scale invariance call for a description of such quantum phenomena through **conformal field theories**. This qualifies the class of issues described in this section as suitable for being tackled by the so called **AdS-CFT** correspondence, which will be indeed the main tool presented and exploited along this thesis.

The achievement of a unified understanding about thermal phase transitions and the concept criticality was a triumph of the last century. The interpretation and description of quantum phase transitions, a necessary ingredient to control phenomena like high temperature superconductivity or MITS will rely on the development of a new theory of QPT. In this sense Gauge Gravity duality is a promising direction to pursue.
AdS-CFT correspondence

***
What electrons moving in a strongly correlated material and strings moving in a 11-dimensional spacetime have in common?

What Black Holes and Quantum Gravity can tell us about High-Tc Superconductivity and Disordered systems?

How can a String Theorist and a Solid state physicist eat now at the same table?

These are few of the questions we will address in this chapter.
out in the market providing a revolutionary point of view for lots of the long standing problems of modern physics. The "magic stick" goes under the name of **AdS-CFT correspondence** and it is one of the most important result of theoretical physics in the last decades. It is a powerful duality between a Quantum Field Theory in \(d\) dimensions (without dynamical gravity) and a theory of Quantum Gravity in \(d + 1\) dimensions with the following suprising characteristics:

- The number of dimensions of the two sides does not correspond! This is why the theory is denominated **holographic**.

- One side contains dynamical (and quantum) gravity while the other one is defined on a fixed background and it is defined by completely different degrees of freedom.

- When one side is strongly coupled the other one is weakly coupled and viceversa. For this reason AdS-CFT lies in the class of **Strong-Weak** dualities.

The number of new directions, perspectives and connections that this discovery has introduced in the field of physics (and not only, *i.e.*, maths) is unbelievable and represented by the incredible amount of efforts and published papers in the last 20 years.

**Disclaimer:**

In this chapter I will just attempt to present in a very coincise and compact (therefore incomplete) way the main features of the duality using my own understanding of the subject.

There are several very good reviews about the Gauge Gravity duality nowadays; we list here just some of the main ones we will be following with particular attention to the bottom-up setup and the applicative side [106–109].

I will not enter any discussion nor derivation of the duality via String Theory, as it was originally discovered ([110–112,126]) nor any technical details about String Theory [113–118,123], the large \(N\) limit [124,125], the holographic principle [139,141], the CFT-ology [143,144,148] and the AdS spacetime [142].

All the material will be presented in a bottom-up fashion and does not qualify as original contributions by the author himself.

### 2.1 What is AdS-CFT and its motivations

From a generic point of view the AdS-CFT correspondence represents a duality between a quantum field theory QFT defined in \(d\)-dimensions and a gravitational theory living in \(d + 1\)-dimensions. In its original formulation, provided in 1998 by Maldacena [110,112], it is presented as the equivalence between the two following theories \([N = 4] \text{SYM} \leftrightarrow [\text{AdS}_5 \times S_5]\) and it is described within the framework of String Theory.

Nevertheless, considering the Planck length \(l_p\), the string length \(l_s\) and the typical spacetime length scale \(L\) set by the curvature there exists a sensible limit within the gravitational picture:

\[
\frac{L}{l_p} \gg 1 \quad \frac{L}{l_s} \gg 1
\]

(2.1)

where quantum effects can be neglected and the fundamental degrees of freedom can still be parametrized by pointlike particles.
2.1. What is AdS-CFT and its motivations

This weaker version of the duality takes the name of *Bottom-Up* and we will be using it for the rest of this thesis. The idea is to forget about Strings and Branes and just consider and study classical theory of gravity which reduces to:

\[
\text{General Relativity} + \text{bunch of fields on curved spacetime}
\]  

The point is that this limit is sensible and especially interesting and useful because it corresponds to that regime of the QFT side which is less known and less tractable with standard and perturbative techniques.

Indeed we can rewrite the previous inequalities as:

\[
N g^2 = \lambda \gg 1, \quad N \gg 1.
\]

where \(N\) is the rank of the gauge group of the QFT and \(g\) its coupling.

This directly implies that the simplified version of the gravitational description refers to the regime of the QFT where the coupling is strong and therefore the computations not accessible via standard diagrammatic methods.

Despite nowadays we have several hints and we know several examples, beyond the previous original case, there is no non perturbative proof of the conjecture available yet. In full generality we now refer to the *Gauge-Gravity duality* as a generic duality between a specific theory of gravity and a universal strongly coupled sector of a specific QFT. The question of searching such "duals" and the requirement of both sides in order to have a "dual" is still an open and active question we will not adress in this work.

The most relevant features of this conjectured equivalence are the following:

- The duality is *Holographic* in the sense that it relates theories with different number of spacetime dimensions. In particular the QFT lives always in one dimension less with respect to the gravitational one. We will enter into the motivations and ideas behind it.

- We can mark the correspondence as a *Weak-Strong duality*. The two equivalent descriptions are connected in a way that when one is weakly coupled (and therefore simple) the other is strongly coupled (and therefore interesting) and viceversa. The latter feature stands as the most valuable and powerful characteristic of the duality and it is the origin of all the interest in applying such a tool to realistic situations. In the same way, this aspect of the duality represents also one of the biggest obstacle in order to prove it.

- The degrees of freedom on which the two equivalent description live in completely different frameworks and are deeply unsimilar. The QFT, often a CFT, is described in terms of operators \(O\) of dimension \(\Delta\), while the gravitational theory is written down in terms of bulk fields \(\phi\) of mass \(m^2\). The relation between the objects is highlhy non trivial and non local and a spoiler of the full map is presented in table 2.1.

Despite the suspicious feeling with regard to the existence of such an equivalence there are several hints which can motivate it and which can in particular give credibility to the holographic picture.

A quantum field theory with extensive degrees of freedom can be characterised at different scales/energies and it is an interesting question to see how such a QFT changes under measuring the system with coarser and coarser rulers (see fig.2.1).

This was the original idea behind the *RG flow* as Wilson formulated it in the 70’s.
The Dictionary

| AdS\(_{d+1}\) | CFT\(_d\) |
|----------------|------------|
| \(d + 1\) dimensions | \(d\) dimensions |
| radial dimension \(r\) | energy scale \(\mu\) |
| fields \(\phi_I(r, x)\) | operators \(O_I(x)\) |
| spin \(J\) | spin \(J\) |
| mass \(m^2\) | conformal dimensions \(\Delta\) |
| gauged symmetries | global symmetries |
| gauge invariance | currents conservation |
| confining geometry \(r_0 \sim 1/m_{\text{gap}}\) | mass gap \(m_{\text{gap}}\) |
| Hawking temperature \(T\) | QFT temperature \(T\) |
| metric \(g_{\mu\nu}\) | stress tensor \(T^{\mu\nu}\) |
| gauge field \(A_\mu\) | current \(J^\mu\) - charge density \(\rho\) |
| diffeomorphism invariance | stress tensor conservation |
| black hole instabilities | QFT phase transitions |

Table 2.1: Sketch of the AdS/CFT dictionary.

From a technical point of view one can describe the behaviour of the physical observables and the couplings \(g\) of the theory under changing the energy scale \(\mu\) using the so-called \(\beta\)-function:

\[
\mu \partial_\mu g(\mu) = \beta_g(g(\mu)).
\]  

(2.4)

where indeed \(\beta_g\) is defined as the Beta function of the coupling \(g\).

In few words the idea is that a QFT has to be ideally thought as sliced by the scale \(\mu\) as a family of trajectories of the RG flow which are governed by the previous equation. A fundamental characteristic of the latter is that the system is explicitly local in the energy scale \(\mu\). Therefore we can interpret that energy scale as an additional coordinate for the QFT, which can be imagined to be living in a dimension more \((d + 1)\) of the “usual” spacetime coordinates \(d\). This constitutes a strong hint that a QFT in \(d\) dimensions can somehow be described by a different theory which lives in \(d + 1\) dimensions and that it incorporates in its dynamics also the RG evolution of the QFT itself. Holography can be indeed thought as the geometrization of the QFT RG flow and the AdS spacetime seems to be the exact ingredient in that direction. So far, we focused on the QFT side showing that perhaps the idea of describing it with a theory with an additional extra dimension is not that surprising. Now we jump to the other side, showing on the contrary that a gravitational theory can be described by a theory of degrees of freedom living on a spacetime with one less dimension. With both these ingredients it will be natural to conjecture a correspondence between a QFT in \(d\) dimensions and a theory of gravity in \(d + 1\) dimensions (see fig.\ref{fig:2.2} which will be formalized in details in the formulation of the AdS/CFT duality. The idea that Einstein’s equations of General Relativity contain singular solutions was realized immediately after its formulation, in 1916, by K. Schwarzschild \cite{134}. These solutions, named Black Holes, are singular spacetime configurations provided by an event horizon outside which nothing can escape.

It was soon after realized that such BH objects are not static and quiescent objects but on the contrary they turn out to be characterized by thermodynamical quantities like entropy and temperature and moreover they emit thermal radiation via production of pairs at their horizon \cite{134,137,138}. Characterizing these properties has been one of the most famous successes of high
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energy physics of the last decades and it left us the following prescriptions:

\[ S_{BH} = \frac{\mathcal{A}}{4l_p^2}, \quad T = \frac{\kappa}{2\pi} \]  

where the Boltzmann constant is fixed to \( k_B = 1 \).

The temperature of a black hole is proportional to its surface gravity \( \kappa \), the gravitational acceleration experienced at its horizon; its entropy, even more surprisingly, is directly proportional to the area \( \mathcal{A} \) of such horizon. But that’s not all! The black holes, as proper thermodynamical objects, fully satisfies all the fundamental thermodynamical law, such as for example the famous 2nd law:

\[ \Delta S \geq 0 \]  

and they contains information \[ 2.3 \]. The generalization of the 2nd law for BH objects (Bekenstein 1973 \[ 138 \]), leads us directly to the main point. In absence of gravity, the number of d.o.f. \( N_S \) of an ordinary system is extensive and it is related to the volume as \( N_S \sim e^V \). This basically means that the maximum entropy \( S \sim \ln N_S \) results to be proportional to the volume \( V \sim L^d \) of the system itself.

For gravity the story is different! For gravitational theories indeed the Holographic principle states that: ”the maximum entropy of a region with volume \( V \) is the entropy of the biggest BH that fits”.

This means that:

\[ S_{\text{max}} = S_{BH} = \frac{1}{4\pi G_N} \times \text{horizon area} \]  

The reason why the number of the degrees of freedom in theory with gravity scales like an area and not like a volume can be derived from the generalized 2nd law of thermodynamics we just mentioned.

The punchline is that the number of d.o.f for a gravitational theory in \( d + 1 \) dimensions scales exactly in the same way of a QFT in fewer (\( d \)) dimensions!

This last remark, joined with the previous consideration about the nature of QFT and its RG flow, is sketched in figure \[ 2.2 \] and it represents an handwaving hint towards the formulation of the AdS/CFT correspondence.

As a final aside, let’s note that an equivalence between QFT at large \( N \) and theories of gravity (in the specific String Theory) was already suggested long time ago \[ 124, 125 \] and was one of the most important motivations giving rise to the discovery of the AdS-CFT correspondence.
Figure 2.2: Sketchy relations between QFTs in d dimensions and theories of gravity in $d + 1$ dimensions hinting at the existence of a duality between the two pictures.

Figure 2.3: Black Hole entropy and Bekeinstein-Hawking idea.
2.2 CFT and AdS

Starting from the name itself of the correspondence we can identify immediately two fundamental ingredients which have to be discussed:

\[
\begin{array}{cc}
\text{AdS} & \text{CFT}
\end{array}
\] (2.8)

Scale invariant theories are characterized by having no dimensionful parameter or scale in the system. We define scale invariant models the ones which do not change under the scale transformation:

\[
\vec{x} \rightarrow \lambda \vec{x}, \quad \phi(x) \rightarrow \lambda^\Delta \phi(\lambda x).
\] (2.9)

and their physics does not depend on the scale itself. The parameter \(\Delta\) is defined as the scale dimension of the field \(\phi\) and it describes its behaviour under the previous transformation.

A very easy example of a scale invariant theory is provided by the massless scalar field where clearly the introduction of a mass \(m^2\) would break such a property.

Very often, a theory which enjoys scale invariance enjoys conformal invariance as well. It is "folk theorem" that scale invariance + Poincaré symmetry implies conformal invariance. This is not always true and there are various caveats (see [133] for details) and also some easy counterexamples such as electrodynamics in \(d \neq 4\) [147]. We will avoid this discussion here.

We can imagine a conformal transformation as a sort of spacetime dependent dilatation:

\[
\begin{align*}
\text{scale:} & \quad x_\mu \rightarrow \lambda x_\mu, \quad ds^2 \rightarrow \lambda^2 ds^2 \\
\text{conformal:} & \quad x_\mu \rightarrow x'_\mu, \quad ds^2 \rightarrow ds'^2 = \Omega^2(x) ds^2
\end{align*}
\] (2.10)

where in the limit \(\Omega(x) = \lambda\) we recover the usual scale transformation. A conformal transformation rescales the lengths but it preserves the angles between vectors (see fig.2.4). In dimensions \(d > 2\) the conformal group is composed by the following generators:

- Translations: \(\delta x_\mu = a_\mu\) whose generator \(P_\mu\) is defined as \(P_\mu = \partial_\mu\);
- Lorentz transformations: \(\delta x_\mu = \omega_{\mu\nu} x^\nu\) with \(\omega_{\mu\nu} = -\omega_{\nu\mu}\); the generator \(J_{\mu\nu}\) is defined by \(J_{\mu\nu} = \frac{1}{2} (x_\mu \partial_\nu - x_\nu \partial_\mu)\);
- Dilatations: \(\delta x_\mu = \lambda x_\mu\) whose generator \(D\) is a scalar defined by \(D = x^\mu \partial_\mu\);
- Special conformal transformations: \(\delta x_\mu = b_\mu x^2 - 2 x_\mu (bx)\) where the generator \(K_\mu\) is defined by \(K_\mu = x^2 \partial_\mu - 2 x_\mu x^\nu \partial_\nu\). The correspondent finite transformations are:

\[
x_\mu \rightarrow \frac{x_\mu + c_\mu x^2}{1 + 2 cx + (cx)^2}
\] (2.11)

Altogether we have:

\[
d + \frac{d(d-1)}{2} + 1 + d = \frac{(d+1)(d+2)}{2}
\] (2.12)

generators.

Through some technical steps we will skip, in fact one can prove that the conformal group is isomorphic to \(\text{SO}(2,d)\), which will match exactly with the isometries for the AdS spacetime. This represents a strong hint about the duality of these two objects.

CFTs are very peculiar theories and they can be encountered in two distinct ways:
• $\beta(g^*) = 0$: we say that at $g = g^*$ the theory has a fixed point of its renormalization group. At that particular point of the phase space, scale, and under some mild assumptions conformal, invariance emerges and we are in presence of a CFT.

• $\beta(g) = 0$: the theory is fully conformal also at the quantum level; there is no RG flow. This is for example the case for the well known $N = 4$ SYM theory.

That said, conformal invariance represents a very strong and constraining symmetry of the system which leads to several implications:

• The stress tensor operator of the theory has to be traceless:

$$Tr \left( T_{\mu\nu} \right) = 0.$$  \hspace{1cm} (2.13)

• The correlation functions of the theory are very constrained. 1-point functions have to vanish. The 2-point functions for an operator $\mathcal{O}$ are forced to have the following structure:

$$\langle O_i(x), O_j(y) \rangle = \frac{A \delta_{ij}}{|x - y|^{2\Delta}}.$$  \hspace{1cm} (2.14)

where $\Delta$ is the conformal dimension of the correspondent operator.

• CFTs have to be unitary and such a requirement restricts consistently the possible dimensions of the CFT operators.

Checking these constrained results constitutes a first good test of the AdS/CFT correspondence. From the point of view of classifying the spectrum of the possible operators of the theory, CFTs differ consistently from standard QFTs. In particular the $P_{\mu} P^\mu$ operator is not a good Casimir
anymore and the mass of an operator has not a definite meaning. One can always apply a dilatation to that field and such a mass would change accordingly to the algebra. In other words in a CFT we can just distinguish between massless and massive field. In this case a good quantum number to associate with the spin to classify the spectrum of the theory can be identified in the conformal dimension \( \Delta \) of the operator which can be defined as:

\[
[D, \phi(x)] = i (\Delta + x_\mu \partial^\mu) \phi(x)
\]

(2.15)

where \( D \) is the quantum generator for dilatations.

Although CFT they are very specific theories, naively implying that the AdS-CFT correspondence is not a so generic tool, it is nowadays clear that is not the case and that the duality can be generalized in order to accommodate also theories lacking of conformal invariance.

The other character of the duality is the so-called AdS spacetime whose metric takes the form:

\[
ds^2 = \frac{L^2}{z^2} \left( -dt^2 + d\vec{x}^2 + dz^2 \right)
\]

(2.16)

where \( L \) is the length of the AdS\(_{d+1}\) spacetime.

Anti de Sitter spacetime represents a maximal symmetric solution of General Relativity provided by a negative cosmological constant \( \Lambda \):

\[
S = \frac{1}{16 \pi G_N} \int d^{d+1}x \sqrt{-g} \ (R - \Lambda)
\]

(2.17)

This AdS solution enjoys the maximal number of independent possible killing vectors, i.e. isometries generators and its Ricci scalar curvature is constant and equal to:

\[
R = \frac{d+1}{d-1} \Lambda
\]

(2.18)

The \( z = 0 \) position is defined as the "boundary" of AdS. To be mathematically precise, it represents a conformal boundary while the \( z = \infty \) position is the AdS horizon where the vector \( \partial_t \) gets null.

In a particular coordinate system one can check that AdS contains Minkowski slices at finite value of the radial direction, and this is crucial in most of our applications of the AdS/CFT correspondence.

The most important point about AdS spacetime is the fact that its isometry group \( S0(2, d-1) \) corresponds exactly with the conformal group in \( d \) dimensions. This represents a strong argument which somehow AdS\(_{d+1}\) can be dual to a CFT living in \( d \) dimensions, which we take as the actual statement of the AdS/CFT correspondence.

Furthermore, this is much more general and it corresponds to the statement that gauged symmetries in the bulk (such as the AdS isometries) are "dual" to global symmetries in the QFT side. As a last remark it is important to stress that the radial dimension of the bulk geometry directly encodes the energy scales of the dual QFT:

\[
z \sim \frac{1}{E}
\]

(2.19)

Therefore, excitations with energy \( E \) will be localized in the bulk at the correspondent radial position \( z \) defined by the latter. This is again a manifestation of the fact that AdS spacetime and the gravitational picture represents a geometrization of the RG flow dynamics of the correspondent QFT.
2.3 Field, Operators and Correlation Functions

We can finally introduce the map between the operators $O_i$ of the conformal field theory and the bulk fields $\phi_i$ of the gravitational side and show how to extract informations from one side to the other in order to make statements about physical quantities like correlation functions. The gravitational theory, in $d+1$, is defined via a bulk action:

$$S_{\text{bulk}} (g_{\mu\nu}, A_\mu, \phi, \ldots)$$  \hfill (2.20)

including fields of different spins. Looking at the other side, the CFT, we are left with a set of operators:

$$O_i$$  \hfill (2.21)

with their correspondent spins and conformal dimensions $\Delta_i$. The main idea is that a field $\phi$ living in the bulk relates to an operator of the CFT with same quantum numbers and that their coupling shows up through a boundary term. From the CFT perspective the latter represents a deformation, due to the source $\phi_0$, given by:

$$L_{\text{CFT}} + \int d^d x \phi_0 O$$  \hfill (2.22)

In standard QFT language we can define in this way the functional generator of the correlation functions $W(\phi_0)$ as:

$$e^{W(\phi_0)} = \langle e^{\int \phi_0 O} \rangle_{QFT}$$  \hfill (2.23)

Following this prescription, we can derive the correlations function of the operator $O$ inserting functional derivatives on the previous object with respect to the source $\phi_0$:

$$\langle O_1 \cdots O_n \rangle = \frac{\delta^n W}{\delta \phi_0^n} \bigg|_{\phi_0=0}$$  \hfill (2.24)

In the gravitational picture the source $\phi_0$ for the operator $O$ will be represented by the boundary value of the $d+1$ dimensional bulk field $\phi(z, x)$.

More explicitly a bulk scalar field, for example, will have an asymptotic expansion close to the boundary of AdS given by:

$$\phi(x, z) \sim A(x) z^{d-\Delta} + B(x) z^\Delta$$  \hfill (2.25)

where we have identified:

$$\Delta = \frac{d}{2} + \nu, \quad \nu = \sqrt{\frac{d^2}{4} + m^2 L^2}$$  \hfill (2.26)

with $m^2$ its bulk mass. The parameter $\Delta$ is indeed the conformal dimension of the operator $O$ which can result to be relevant, irrelevant or marginal depending if $\Delta$ is smaller, bigger or equal to the spacetime dimensions $d$. From the previous expression it is clear that the relevance of the QFT operator is dialed by the mass of the bulk field.

In the standard quantization scheme we can spot the source $\phi_0$ as the non-renormalizable part of such a boundary expansion:

$$\phi_0(x) = A(x) = \lim_{z \to 0} z^{\Delta-d} \phi(z, x)$$  \hfill (2.27)
That said we are already in the position to write down the deepest equation for the AdS-CFT correspondence, known as the GPKW (Gubser, Polyakov, Klebanov, Witten) master rule:\cite{189,190}

\[ e^{W(\phi_0(x))} = \langle e^{\int \phi_0(x) \mathcal{O}} \rangle_{QFT} = e^{S_{AdS}[\phi(x,r)]=Z_{gravity}[\phi(x,r)_{boundary} = \phi_0(x)]} \] (2.28)

In simple words, the on-shell gravitational action, provided the correct boundary conditions, gives us the generating functional of the QFT and therefore all the informations about the correlation functions of its operators.

To give a glimpse, taken the field \( \phi \) defined in \( (2.27) \) its two point function in Fourier space is going to take the form:

\[ \langle \mathcal{O}(k) \rangle_{\phi_0} \sim B(k) \] (2.29)

which is indeed considered to be the vacuum expectation value (VEV) for the operator \( \mathcal{O} \).

The correspondent 2-point function, i.e. Green Function, is on the contrary related to the ratio of the normalizable mode \( B \) over the non-renormalizable (source) \( A \) as:

\[ G(k) = \langle \mathcal{O}(k) \mathcal{O}(k) \rangle_{\phi_0} \sim \frac{B(k)}{A(k)} \] (2.30)

It is an important check of the AdS-CFT tool to compute the Green function for a scalar operator in AdS and end up with the following result:

\[ \langle \mathcal{O}(x) \mathcal{O}(0) \rangle = \frac{2\nu \eta L^{d-1}}{\pi^{d/2}} \frac{\Gamma\left(\frac{d}{2} + \nu\right)}{\Gamma(-\nu)} \frac{1}{|x|^{2\Delta}} \] (2.31)

which is indeed what we expect in a conformal field theory for a primary operator of dimension \( \Delta \! \! \! \).!

In conclusion, this is a very powerful tool which allows us to get control on the physical observables of the strongly coupled QFT just solving the classical Einstein equations in the bulk of the gravitational dual.

So far we have not explicitly told how to identify the dual couple \( \{ \phi_0, \mathcal{O} \} \)! The robust way to find such couples is fundamentally given by symmetries and by the requirement that both the bulk field and the CFT operator are labelled the same quantum numbers with respect to the \( O(2, d - 1) \) group.

As a concrete example, we can write down:

\[ \mathcal{L}_{CFT} + \int d^d x \sqrt{g} \left( g_{\mu \nu} T^{\mu \nu} + A_\mu J^\mu + \phi \mathcal{O} \right) \] (2.32)

which already shows us part of the map:

\[ \begin{array}{ccc}
\text{graviton} & g_{\mu \nu} & \rightarrow \text{stresstensor} & T^{\mu \nu} \\
\text{gauge field} & A_\mu & \rightarrow \text{current} & J^\mu \\
\text{scalar field} & \phi & \rightarrow \text{scalar operator} & \mathcal{O}
\end{array} \] (2.33)

where for example in a gauge theory \( \mathcal{O} = F_{\mu \nu}F^{\mu \nu} \).

Generically we can have different collection of gauge symmetries in the bulk associated to the various fields, for example:

\[ \begin{array}{ccc}
\text{graviton} & g_{\mu \nu} & \rightarrow \text{diffeomorphisms} \\
\text{gauge field} & A_\mu & \rightarrow U(1)
\end{array} \] (2.34)
Gauge invariance relates to the conservation of the correspondent currents in the CFT and it fixes their conformal dimensions to the one of conserved quantities. A mass term in the bulk would generically break it and would modify the conformal dimension of the correspondent operator $O$ which would acquire an anomalous part signaling its non conservation.

There are several details and caveats about this mapping and the extraction of the correlation functions within the AdS-CFT framework which we will not analyze here. The interested reader can find them within the excellent material available in the literature and present in the actual bibliography of this work to which we refer.

### 2.4 Introducing temperature and charge

So far we have focused our attention to the original formulation of the AdS/CFT correspondence which relates a conformal field theory to a pure AdS bulk geometry. As we already explained, conformal field theories are very particular "beasts" dealing with quantum critical points or very fine tuned QFTs. This is not for example the case for a generic condensed matter system which usually lives at finite temperature $T$ and/or finite charge density $\rho$. In such a way we of course introduce a scale into the problem breaking the original conformal invariance of the full theory. Such a deformations (if relevant) make the theory to clearly depart from the original UV conformal fixed point and to undergo an RG flow towards another infrared fixed point. The AdS/CFT correspondence can be generalized easily to describe also these situations such that its name can be mutated into the more generic one of **Gauge-gravity duality**.

From the bulk point of view the departure from conformal invariance renders the spacetime geometry different from the pure AdS case, which is recovered just asymptotically in the UV. The bulk spacetime encodes directly the RG flow due to such a deformation of the now non-conformal QFT.

The easiest and most important example we are going to analyze in this section is the so-called **Reissner Nordstrom black hole** which is the dual gravitational description of a QFT at finite temperature $T$ and finite charge density $\rho$. This example is the first application we consider of the AdS/CMT correspondence and it has been subject of a huge amount of research under lots of directions. For generic discussions about its role among the applications to condensed matter we refer to [78,203].

The first step we have to make is to modify the geometry and the gravitational solution to account for a finite temperature. As already explained before, there is a definite gravitational object which has this feature, the Black Hole. We will consider general BH solutions embedded in AdS spacetime, whose metrics are of the form:

$$ds^2 = \frac{L^2}{u^2} \left( -f(u) \, dt^2 + \frac{du^2}{f(u)} + dx^2 + dy^2 \right)$$  \hspace{1cm} (2.35)

in $3+1$ bulk dimensions.

The function $f(u)$ is known as the emblackening factor and it has a zero at the position of the so-called **horizon** $u = u_h$:

$$f(u_h) = 0$$  \hspace{1cm} (2.36)

The form of $f(u)$ is strongly dependent on the details of the theory and will be irrelevant for the following discussion.
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The correspondent temperature associate to such a gravitational object can be easily deduced from the generic formula:

\[ T = \frac{2 \pi}{\kappa} \]  \hspace{1cm} (2.37)

where \( \kappa \) is the surface gravity of the BH.

Within our conventions the temperature reads:

\[ T = -\frac{f'(u_h)}{4 \pi} \]  \hspace{1cm} (2.38)

and represents a tunable parameter of the theory.

That is indeed the temperature of the BH detectable from an observer at infinity and it appears natural to identify it as the correspondent temperature \( T \) of the QFT.

With the scope of adding also the second ingredient, namely the charge density \( \rho \) of our QFT, we need to introduce an additional ingredient in the game. We must consider a U(1) vector field \( A_{\mu} \) in the bulk such that the original action gets modified into:

\[ S = \int d^4x \sqrt{g} \left( R - 2\Lambda - \frac{1}{4} F_{\mu\nu}F^{\mu\nu} \right) \]  \hspace{1cm} (2.39)

which takes the name of Einstein-Maxwell model.

The charge density of the system results to be encoded in the temporal component of the gauge field which acquires a non trivial bulk profile \( A_t(u) \). In particular the Maxwell equation in curved spacetime forces the solution to be of the form:

\[ A_t(u) = \mu - \rho u \]  \hspace{1cm} (2.40)

where \( \mu \) is the chemical potential and \( \rho \) the charge density of the system. These two quantities are not independent but are constrained by the requirement of regularity for the gauge field at the horizon \( A_t(u_h) = 0 \) which fixes \( \mu = \rho u_h \).

The deformed CFT now contains a new dimensionless tunable parameter given by the ratio \( T/\mu \).

Note that both the charge density \( \rho \) and the temperature \( T \) represent low energy IR deformation of the CFT and this is reflected by the fact that asymptotically the geometry does not cease to be AdS, i.e. conformal.

The full gravitational BH solution of the Einstein-Maxwell system takes the name of Reissner-Nordstrom (RN) black hole and it is the main character of the AdS-CMT program.
Within this framework we can identify the Grand Potential $\Omega$ of the QFT at finite temperature and charge density with the on shell euclidean action as:

$$- T S^E_{on-shell} = \Omega = E - T S - \mu \rho$$  \hspace{1cm} (2.41)

From such a quantity, using standard QFT and statistical mechanics techniques, we can extract all the thermodynamical quantities of interest; we will not enter into these details.

### 2.5 Some applications

Given the RN solution found in the previous section we are now ready to extract physical observable from such a framework and check our expectations. The electric conductivity can be computed holographically through linear response techniques; a good reference is given by [208].

Given an external oscillating electric field $E(\omega)$ sourcing a correspondent current $J(\omega)$ the electric conductivity is defined as the ratio:

$$\sigma(\omega) = \frac{J_x(\omega)}{E_x(\omega)}$$  \hspace{1cm} (2.42)

In the language of linear response theory, the conductivity could be compute through *Kubo formulas* as the 2-points function of the $J_x$ operator:

$$\sigma(\omega) = -\frac{i}{\omega} G^R_{J_x J_x}(\omega)$$  \hspace{1cm} (2.43)

where R indicates the retarded Green function.

From the gravitational point of view we introduce an electric field in the x direction turning on a source $A_x = \frac{E}{i\omega} e^{i\omega t}$ on the boundary.

The radial profile of the gauge field perturbation takes the form:

$$A_x(u) = \frac{E}{i\omega} e^{i\omega t} + \langle J_x \rangle u + \ldots$$  \hspace{1cm} (2.44)

where the subleading term $\langle J_x \rangle$ in the expansion can be derived by solving the equations of motion coming from the Einstein-Maxwell action.

In a more specific way, given the previous expansion, the electric conductivity can be obtained (numerically) via:

$$\sigma(\omega) = \left. \frac{A'_x}{i\omega A_x} \right|_{\text{boundary}}$$  \hspace{1cm} (2.45)

after fixing the appropriate ingoing boundary conditions at the horizon.

The results for RN black hole are shown in fig.2.5. At very large energy/frequency $\omega/T \gg 1$ the conductivity asymptotes a constant value given by the normalization of the Maxwell term in the gravitational action.

On the contrary at low frequency it gets depleted under a certain energy scale fixed by $\mu$. The present gap appears deeper for larger chemical potential.

A last very important feature is the presence of an $\omega = 0$ pole in the imaginary part of the conductivity, which relates, via Kramers-Kronig relations, to a delta function $\delta(\omega)$ in its real part. The divergence appearing in the conductivity at zero frequency is related to momentum conservation and it will be one of the most important point of the present work. In other words, we are in presence of a system characterized by a background charge density and preserving translational invariance. If you force the system with a constant, $\omega = 0$, electric field then the
charge will necessarily accelerate. But, because of the presence of translational invariance, momentum is conserved. This implies that there is no way for the charges to dissipate their momentum, thus the current will persist forever. This represents the origin of the delta-function! In real materials, the appearance of impurities, lattice and disorder breaks the conservation of momentum. These effects directly relax momentum with a timescale $\tau$ and the conductivity at law frequency acquires the well-known Drude structure:

$$\sigma(\omega) = \sigma_0 + \frac{\rho^2}{\epsilon + P} \frac{1}{1/\tau - i \omega}$$

which clearly reproduces the AdS/CFT results in the translational invariant limit $\tau \to \infty$.

Introducing the effects of impurities and momentum dissipation into the framework of holography will represent the main topic of this thesis and will permit to reconcile with the experimental expectations.

Another interesting topic and application of the RN solution is related to its superconducting instability. From a theoretical perspective superconductivity can be associated to the spontaneous symmetry breaking (SSB) of the U(1) symmetry associated to charge conservation. We thus need an operator charged under the U(1) symmetry which acquires a non null vacuum expectation value (VEV). The minimal setup, known as S-wave superconductivity, refers to the identification of such a field with a scalar operator of spin 0 and it will constitute our benchmark playground.

What we consider is the introduction of a complex massive scalar field charged under the U(1) global symmetry such that the related action takes the form of:

$$\mathcal{L} = (R - 2\Lambda) - \frac{1}{4} F^2 - | \nabla \phi - i q A \phi |^2, - m^2 | \phi |^2$$

The scalar $\phi$ constitutes the dual bulk field of the charged operator which will condense, i.e. getting a finite expectation value (VEV) $\langle O \rangle$, and break the global U(1) symmetry of the CFT producing the SC state.

Following the previous discussion we know that such a scalar bulk field will behave close to the boundary as:

$$\phi \approx \phi_0 \left( \frac{u}{L} \right)^{d-\Delta} + \phi_1 \left( \frac{u}{L} \right)^\Delta$$

where the coefficient of the first term would result the dominant contribution at the boundary and therefore identified as the source for the operator $O$ while the second term, the subleading one, would define the desired VEV of such operator:

$$\phi_1 \equiv \langle O \rangle$$

The spontaneous breaking of the U(1) symmetry would correspond to a normalisable solution ($\phi_0 = 0$, i.e. no source for $O$) which develops dynamically a non trivial VEV:

$$\langle O \rangle \neq 0$$

This would correspond to an instability of the RN black hole driven by the bulk scalar $\phi$ and would represent our SC phase.

Such a new solution, different from the normal phase with trivial profile $\phi = 0$, will appear just under a critical temperature $T < T_c$ which will represent the temperature of the continuous phase

\[ \text{(2.1)} \]
transition. The corresponding VEV can be indeed numerically computed and it takes a non zero value just below $T_c$ in a mean-field fashion:

$$\langle O \rangle \sim (T - T_c)^{1/2}$$

(2.51)

The results are shown in fig. 2.6. Note that such a solution has to be searched imposing infalling boundary condition at the horizon such that the instability would be represented in the quasinormal mode spectrum of the BH as a pole of the Green function appearing in the upper complex plane \cite{221}, i.e. a mode growing exponentially in time.

The appearance of the instability at $T = 0$ can be furthermore checked analytically and it corresponds to the so-called violation of the BF bound in the bulk. To be more specific, the scalar $\phi$ acquires at the extremal horizon geometry an effective mass:

$$M_{\text{eff}}^2 L^2 = m^2 L^2 + q^2 g^{tt} A_t^2 L^2$$

(2.52)

which contains an additional contribution from the gauge field configuration. Because of the presence of $g^{tt}$ this new term appears to be negative such that at the extremal horizon the scalar can violate the BF bound:

$$M_{\text{eff}}^2 L^2 < -\frac{1}{4}$$

(2.53)

and produce an instability, namely an exploding excitation in the bulk. This is of course the signal that the RN solution considered is not stable anymore and it does not represent the true ground state of the system. The latter is indeed represented by the Hairy BH solution which constitutes our SC phase, whose details are skipped for the sake of simplicity.

Joining the numerical techniques coming from solving the Einstein-Maxwell system and reading the VEV for the operator $O$ holographically and the analytical argument at $T = 0$ one can produce the phase diagram for the dual QFT in function of the dimension $\Delta$ of the scalar field and its charge $q$. An example taken from \cite{222} is given in fig. 2.7. Additionally one can compute the conductivity across the phase transition and in particular in the SC state. As expected it presents an energy gap appearing for the presence of the condensate and an infinite contribution at zero frequency signaling the existence of a SC medium. Strictly speaking, this last feature appears to be very tricky and confusing since such an infinite is already present in the normal phase of the system because of translational invariance.

It is indeed hard to disentangle the two infinities and read of the superfluid density from the
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Figure 2.7: The phase diagram for the RN case as a function of the conformal dimension of the scalar operator $\Delta$ and its charge $q$. The colour part indicates the unstable region where the SC phase appears. The top boundary, separating the blank and coloured regions, identifies the $T = 0$ critical line obtainable with the BF argument. Figure taken from [222].

The resolution of this issue will be one of the main concerns of this thesis. Introducing momentum dissipation in the original holographic superconducting models will provide a more realistic description and will open the room for extracting more physical quantities to be compared with experiments. We will come back on this issue in the section devoted to the original results of this thesis.
Massive Gravity
General Relativity (GR) is one of the most successful, elegant and shining scientific result of the last century [23]. Its agreement with experiments is incredibly high; from the confirmation of the deflection of light led by Eddington in 1919 to the most recent gravitational waves detection announced by LIGO collaboration just this year [24]. Nevertheless, some of the large distance properties of our universe, such as the origin of its late time acceleration, still remain not explained and consistently incorporated in the framework of General Relativity. As a consequence, soon after its discovery, an increasing industry of scientific efforts arose with the target of studying its possible modifications and the corresponding effects on physical observables. One of such attempts, *i.e.* massive gravity, refers to the proposal of modifying the large distance GR dynamics giving the graviton a mass and breaking the full diffeomorphism invariance. Such a modification, mainly motivated by cosmology, provides for new degrees of freedom but also
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For everybody in their busy lives, you need to invest in sharpening your tools, and you need to invest in longevity.

*Ryan Holmes*
possible pathologies one should take care of.

Disclaimer:

Massive gravity is a subject with old history and a enormous amount of features. Due to the presence of several excellent reviews [28,29,33] and books about the subject, in this section I will just sketch the ideas, the problems and the features connected to MG in a very simple and not detailed fashion.

All the material present in this section is not part of the original contributions by the author but just a recompilation of known material.

3.1 What is massive gravity

General relativity (GR) describes the full non-linear dynamics of spacetime in a remarkably elegant way based on the *Equivalence Principle* and the idea of *General Covariance*. Such requirements, associated to the existence of a force mediated by a spin-2 object, imply directly just one answer: GR! Although coordinates invariance and/or the equivalence principle are historically the main motivations and the pillars of GR they are not the real underlying principles of the theory. In modern language, we know that GR can be uniquely defined by the feature of being the only consistent theory for an interacting particle with helicity $h = 2$ and zero mass. This has been proven in [32] and all the rest follows from this statement and not vice versa.

Einstein connected in an elegant way the effects of gravity with the geometrical structure of spacetime, making it a dynamical object in rather elegant mathematical formalism. The framework allows to reconcile classical Newton’s law with the requirements of Special Relativity and represents the current description of classical gravitation in modern physics. GR is of course not a UV complete (and renormalizable) theory; it represents an effective field theory with a UV cutoff set at the so called Planck scale $M_p$. The only known UV completion which recovers GR at low energy is String theory. This is very fortunate since string theory is also at the roots of the AdS-CFT correspondence.

What we consider in this section is the regime of GR where the theory can be still be treated as classical but being highly non linear in its structure. Despite an impressing and universal consensus on the accuracy and the efficiency of general relativity, in the recent years increasing interest to modify it and test its modifications appeared. The main motivation comes from Supernova data [25, 26]: the acceleration of the Universe and its origin are still unknown and they can’t be easily predicted within the framework of General Relativity.

If we firmly believe that GR is the ultimate theory, a ridiculously small density of dark energy $\rho_{\text{dark}}$ has to be present in our Universe. The only way GR can explain such a density is via the introduction of a non zero Cosmological constant $\Lambda$, which relates to the latter as:

$$
\rho_{\text{dark}} \sim M_p^2 \Lambda
$$

Following the computations we realize that an incredibly small value of such a constant $\Lambda/M_p^2 \sim 10^{-65}$ is necessary and this leads to the known cosmological constant problem. This is very analogous of the hierarchy problem present in the Standard Model in relation to the Higgs mass. Such a small value is not protected by any simmetry and it is therefore technically not natural unless one invokes some sort of Anthropic principles [27].

Being GR the unique consistent model for an interacting massless particle with spin 2, in order to modify it we need to break some of the assumptions. One possibility is to make the force
mediator to be massive in analogy to what happens to the gauge bosons in the Electroweak theory. Giving a mass to the graviton accounts for additional, and often dangerous, degrees of freedom besides the 2 usual polarizations of the massless one. Once the graviton becomes massive, the corresponding gravitational force takes the Yukawa form $\sim \frac{1}{r} e^{-mr}$ and at distances $r \geq \frac{1}{m}$ drops off in comparison to the GR expectation. If the mass is order the Hubble constant $r \sim H$ then one could try to explain the acceleration of the universe using the massive gravity idea. Now the small value of the cosmological constant translates into the ratio $m/M_p$ being very small and here it comes the novelty. Since the $m = 0$ case provides for an enhancement of the symmetries of the system, namely diffeomorphism invariance, such as small value is consequently protected by such a symmetry and no longer unnatural. Building at linear level a theory of non-interacting massive graviton is a pretty simple task and was already achieved in 1939 by Fierz and Pauli [30]. Promoting such a construction to a full non linear and interacting theory is a much more challenging task which has been pursued for decades and just in recent years has encountered some positive answers.

3.2 MG in more detail

At linearized level there are a priori two possible mass terms one can think of, $h^2_{\mu\nu} = h_{\mu\nu} h^{\mu\nu}$ and $h = Tr(h_{\mu\nu})$, such that a generic mass deformation of the linearized Einstein-Hilbert action takes the form \footnote{The linearized Einstein-Hilbert action reads:
$$L_{EH} = -\frac{1}{2} \partial_\lambda h_{\mu\nu} \partial^\lambda h^{\mu\nu} + \partial_\mu h_{\nu\lambda} \partial^{\nu} h^{\mu\lambda} - \partial_\mu h^{\nu\nu} \partial_\mu h + \frac{1}{2} \partial_\mu h \partial^\mu h$$}

$$L = L_{EH} + L_{\text{MASS}}, \quad \text{with} \quad L_{\text{MASS}} \sim m^2 \left( h^2_{\mu\nu} - A h^2 \right)$$

The introduction of such a mass term clearly breaks the original diffeomorphism invariance of the theory:

$$h_{\mu\nu} \to h_{\mu\nu} + \partial_{(\mu} \zeta_{\nu)}$$

and introduces new degrees of freedom. Indeed performing the counting analysis we end up with 6 of them. In particular there exists an additional scalar mode compared to the only expected for a massive spin 2 field \footnote{which is expected to have (in $d = 4$) 5 degrees of freedom}. The latter is the dangerous character and it represents a ghosty excitation unless the A parameter is fixed to be $A = 1$ (Fierz Pauli Tuning). The final obtained result is the so called Fierz-Pauli action, which takes the form:

$$L_{FP} \sim m^2 \left( h^2_{\mu\nu} - h^2 \right)$$

and it represents the only one consistent modification of the Einstein-Hilbert action producing a massive graviton.

We underline that what discussed here so far is valid on Minkowski background, for Lorentz invariant systems and at linear level. This is anyway a good exercise which already suggests that the most severe problems of MG are connected with the scalar sector. Indeed the helicity 0 mode is the responsible of most of the consistency issues and the phenomenology features of MG theories.

In order to analyze the features and the possible issues of MG theories is very convenient to use...
the so called *Stückelberg trick*. Because it will be of fundamental importance for all the rest of the thesis, but a bit complicated in the non-linear context of GR, we prefer to first consider a simpler case, the one of a massive gauge field $A_{\mu}$ with spin 1. The same argument could be lifted without any caveat to the spin 2 case.

Let’s start with the action for a massive U(1) vector field of the form:

$$S = \int d^4x \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} m^2 A_{\mu} A^{\mu} + A_{\mu} J^{\mu} \right)$$  \hspace{1cm} (3.6)

whose mass term spoils explicitly the gauge symmetry:

$$\delta A_{\mu} = \partial_{\mu} \Lambda$$  \hspace{1cm} (3.7)

and propagates (in $d = 4$) 3 degrees of freedom. It is straightforward to notice that the massless limit $m \to 0$ is not smooth, in the sense that it does not conserve the number of d.o.f. (a massless gauge field in $d = 4$ has 2). The Stückelberg trick consists in introducing an additional scalar degree of freedom $\phi$ such that the original gauge symmetry is restored. The dynamics of the theory is equivalent to the original one and no d.o.f gets lost while driving the mass to zero. This can be achieved by the following:

$$A_{\mu} \to A_{\mu} + \partial_{\mu} \phi$$  \hspace{1cm} (3.8)

Note that: i) it does not represent a change of field variables; ii) we are not decomposing the vector field $A_{\mu}$ in its longitudinal and transverse parts; iii) we are not in the presence of a gauge transformation.

Rescaling $\phi \to \frac{1}{m} \phi$ the new action takes the form:

$$S = \int d^4x \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} m^2 A_{\mu} A^{\mu} + A_{\mu} J^{\mu} - m A_{\mu} \partial^{\mu} \phi - \frac{1}{2} \partial^{\mu} \phi \partial^{\nu} \phi - \frac{1}{m} \phi \partial_{\mu} J^{\mu} \right)$$  \hspace{1cm} (3.9)

and it enjoys the gauge symmetry:

$$\delta A_{\mu} = \partial_{\mu} \Lambda, \quad \delta \phi = -\Lambda.$$  \hspace{1cm} (3.10)

If we now go back to $\phi = 0$, using the so called *unitary gauge*, we exactly recover the previous theory for a massive U(1) field. Note that this is only possible if the current is conserved $\partial_{\mu} J^{\mu} = 0$ otherwise such a limit does not exist.

We can now schematically reproduce the same trick for the spin 2 FP case:

$$\mathcal{L}_{m=0} - \frac{1}{2} m^2 \left( h_{\mu\nu} h^{\mu\nu} - h^2 \right) + \kappa h_{\mu\nu} T^{\mu\nu}$$  \hspace{1cm} (3.11)

but this time we have to introduce two additional fields: a vector $A_{\mu}$ and a scalar $\phi$ as the following:

$$h_{\mu\nu} \to h_{\mu\nu} + \partial_{\nu} A_{\mu} + \partial_{\mu} A_{\nu}, \quad A_{\mu} \to A_{\mu} + \partial_{\mu} \phi$$  \hspace{1cm} (3.12)

In this way the gauge symmetry is restored again and takes the form of:

$$\delta h_{\mu\nu} = \partial_{\mu} \zeta_{\nu} + \partial_{\nu} \zeta_{\mu}, \quad \delta A_{\mu} = -\zeta_{\mu}, \quad \delta A_{\mu} = \partial_{\mu} \Lambda, \quad \delta \phi = -\Lambda.$$  \hspace{1cm} (3.13)
3.2. MG in more detail

After some unphysical rescaling the original action becomes:

\[
S - S_{m=0} = \int d^d x \left[ -\frac{1}{2} m^2 (h_{\mu\nu} h^{\mu\nu} - h^2) - \frac{1}{2} F_{\mu\nu} F^{\mu\nu} - 2 m (h_{\mu\nu} \partial^{\mu} A^{\nu} - h \partial_{\mu} A^{\mu}) \\
- 2 (h_{\mu\nu} \partial^{\mu} \partial^{\nu} \phi - h \partial^2 \phi) + \kappa h_{\mu\nu} T^{\mu\nu} - \frac{2}{m} \kappa A_\mu \partial_\nu T^{\mu\nu} + \frac{2}{m^2} \kappa \phi \partial_\mu \partial_\nu T^{\mu\nu} \right]
\] (3.14)

Assuming now that the stress tensor \( T \) is conserved and redefining the spin 2 field in an appropriate way we can go ahead with the massless limit of the theory obtaining:

\[
\mathcal{L} - \mathcal{L}_{m=0} = -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} - 2 \frac{d-1}{d-2} \partial_\mu \phi \partial^{\mu} \phi + \kappa \frac{d'}{d-2} \phi T^{\mu\nu} + \frac{2}{m} \frac{d'}{d-2} \kappa \phi T
\] (3.15)

Now the theory propagates 5 d.o.f. but the scalar mode is still coupled to the tensor one through the trace of the stress tensor \( T = Tr[T_{\mu\nu}] \) and this coupling survives in the \( m \to 0 \) limit! This means that in the massless limit we do not recover GR plus a set of decoupled fields.

This is the origin of the so-called zDVZ discontinuity [35, 36] which refers to the fact that generically:

\[
MG(m = 0) \neq \text{massless gravity}
\] (3.16)

and that the observable predictions of massive gravity in the \( m \to 0 \) limit are different to the ones expected by General Relativity. Because of this remaining coupling the scalar field \( \phi \) does not change the light bending effect but it does affect for example the definition of the Newtonian potential with all its consequences.

As a side note, with the same trick one can also prove that a violation of the FP tuning leads to a ghosty excitation. In that case indeed the scalar mode would aquire a four derivatives term \( \sim (\Box \phi)^2 \), signaling the presence of 2 propagating d.o.f., one of which ghostlike [34, 38]. To this extent, Fierz Pauli can be thought as the exact combination that cancels such a higher derivative term.

The vDVZ problem is present just if we consider the MG theory in Minkowski space; once we promote the background to be curved such an issue disappears [40–42]. In other words in curved spacetime the \( m \to 0 \) limit is again smoothly recovered and the counting of degrees of freedom works well.

This is due to the fact that in curved spacetime the Stuckelberg gauge field \( A_\mu \) aquires already a mass given by the curvature:

\[
S = \int d^d x L_{m=0} + \sqrt{-g} \left( -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} + \frac{2 R}{d} A_\mu A^{\mu} + \kappa h_{\mu\nu} T^{\mu\nu} \right)
\] (3.17)

and no additional and dangerous scalar Stuckelberg field has to be added.

Everything seems now consistent and resolved but this is not the end of the story. As we know GR is a full non linear theory for an interacting graviton and the FP modification we have considered refers just to its linear structure.

What we want to build is a non linear version of MG. With that we mean a non linear theory whose expansion around a fixed geometrical background results to be of the Fierz Pauli form. In this case there is no symmetry protecting the non linear structure of the theory, as diffeomorphims invariance does for GR, and the action could be very generic.

In particular we can write down the most generic non linear theory of massive gravity using an additional fixed metric \( f_{\mu\nu} \), known as the reference metric, which will be the responsible for the breaking of diffeomorphism invariance. Along with the original metric \( g_{\mu\nu} \) we can define the
The potential reproduces at the lowest order, the quadratic one $V_2$, the Fierz Pauli structure while all the terms represent non linear corrections. As we can see the form of the theory is completely undetermined and very general.

Using ADM techniques [45,46] one can get through the counting of degrees of freedom dealing with the various constraints appearing in the theory. In that way we can generically test the presence of ghosts and other instabilities. Indeed that is the case: the instability appears via a ghosty excitation which takes the name of Boulware-Deser Ghost (BD) [47]. Its mass will be infinite, and therefore its presence not dangerous, in flat space but on the contrary it would result finite, and as a consequence problematic, on a non trivial background.

The BD ghost was introduced in [49] and killed all the hope about a possible consistent and non linear theory of MG, but that was too quick! Non trivial and additional interactions could possibly eliminate the presence of such a ghost [50].

### 3.3 dRGT and lorentz violating MG

In 2010 de Rham, Gabadadze and Tolley succeed in constructing a full non linear theory of MG where the unwanted BD ghost was not present [58], named after that dRGT MG. The idea was basically the one of tuning the coefficients of the non linear potential to cancel order by order the higher derivative producing the BD ghost. They managed to repack everything in a non linear structure which has been proven to be healthy beyond the decoupling limit [59,60].

We start again from the generic action for non linear MG given by:

$$S_{dRGT} = \frac{M_P^2}{2} \int d^4x \sqrt{-g} \left( R + \frac{m^2}{2} \sum_{n=0}^4 \alpha_n \mathcal{L}_n [K[g,f]] \right).$$  

(3.19)

where $\alpha_n$ are arbitrary coefficients and we have defined the matrix object:

$$K_{\mu \nu}[g,f] = \delta^\mu_\nu - \left( \sqrt{g^{-1} f} \right)^\mu_\nu$$

(3.20)

In this way the corresponding Langragians $\mathcal{L}_n$, associated to the dRGT choice, take the form:

$$\mathcal{L}_0 [K] = 4!,$n
$$\mathcal{L}_1 [K] = 3! [K],
$$\mathcal{L}_2 [K] = 2! \left( [K]^2 - [K^2] \right),
$$\mathcal{L}_3 [K] = \left( [K]^3 - 3 [K] [K^2] + 2 [K^3] \right),
$$\mathcal{L}_4 [K] = \left( [K]^4 - 6 [K^2] [K^2] + 3 [K^2]^2 + 8 [K] [K^3] - 6 [K^4] \right).$$

(3.21)

The zero order part $\mathcal{L}_0$ is the usual cosmological constant term and the second order term $\mathcal{L}_2$ reduces to the known FP structure. All the higher order terms constitute non trivial interactions which make the theory fully non linear and whose tuned coefficients ensure that the resulting theory is ghost-free.
The discovery of dRGT massive gravity has introduced a renewed interest into the field. A theoretical consistent non linear theory of massive gravity is possible and its applications to the reality have just to be tested.

Through all the previous discussion we have strongly assumed Lorentz invariance as a fundamental symmetry of our system showing explicitly all their possible problems connected with the existence of an extra ghosty scalar mode, i.e. the BD ghost. If one stick to Lorentz invariant situations the only viable theory is the famous dRGT massive gravity, but as soon as this assumption gets relaxed a plethora of new possibilities appear. They go under the name of Lorentz violating massive gravity theories and they are nicely reviewed and described in [62,63].

Naively one would expect these models to be less pathologic than their Lorentz invariant version because they admit the possibility of preserving certain subgroups of the diffeomorphism one and indeed that is the case. We do not enter the discussion of the phenomenological viability of breaking Lorentz simmetry for which we refer to [64] but we will just accept it as a theoretical possibility.

The most generic LV massive gravity theory in \(d = 4\) which preserves the rotation group in the spatial subspace can be written in the following form [65]:

\[
\mathcal{L}_m = \frac{M_P^2}{4} \left( m_0^2 h_{00} h_{00} + 2 m_1^2 h_{0i} h_{0i} - m_2^2 h_{ij} h_{ij} + m_3^3 h_{ii} h_{jj} - 2 m_4^3 h_{00} h_{ii} \right)
\]  (3.22)

According to these notations the FP theory can be defined by:

\[
\text{FP: } m_0 = 0, \quad m_1 = m_2 = m_3 = m_4 = m_G.
\]  (3.23)

The model now contains a massive tensor sector:

\[
\mathcal{L}^{TT}_m = - \frac{m_2^2}{4} h^{TT}_{ij} h^{TT}_{ij}
\]  (3.24)

where \(m_2\) qualifies indeed as the mass for the tensor gravitons and in order to avoid tachyonic excitations its square would better be positive:

\[
m_2^2 \geq 0
\]  (3.25)

In the vector sector both \(m_1\) and \(m_2\) appears whereas all the other masses are present in the scalar action. There are rigid constraints on the masses to avoid ghosts, tachyons and other instability issues. One can consider all the possible combinations and classify the healthy, and numerous, phases of lorentz violating massive gravity which are theoretically consistent [63]. The resulting zoology can be efficiently classified by looking at the residual gauge symmetries [63]. Despite the recent efforts in discussing the possible UV completions of such theories (see for example [66]) we just rely on them as low energy effective field theory (EFT) with a certain cutoff and we completely avoid such a topic.

A convenient way of describing these theories is by introducing Stückelberg fields. We can introduce a set of four scalars \((\phi^0, \phi^a)\), i.e. the Goldstones, with \(a = 1, 2, 3\). The spontaneous breaking of LI appears when the latter acquire background expectation values which depend on the space-time coordinates. More precisely the background fields have non trivial vevs fixed by:

\[
\phi^0 = a t, \quad \phi^a = b x^a.
\]  (3.26)
The previous expressions are of course a solution of the system if those fields enter in the action just with derivative terms. The latter property automatically implies that the corresponding action results invariant under a shift symmetry \( \phi^a \to \phi^a + \lambda^a \) with constant \( \lambda^a \). Likewise in order to preserve isotropy of the spatial 3-dimensional subspace we need to ask the action to be invariant upon the transformation \( \phi^i \to \Lambda_i^j \phi^j \) as well.

All in all the most generic action for the gravity + scalars system is constrained to have the following form:

\[
S = S_{EH} + \int d^4x \, \sqrt{-g} \, \Lambda^2 \, F(Y, V^i, X^{ij}).
\]

(3.27)

with:

\[
Y = \frac{1}{\Lambda^4} \, g^{\mu\nu} \, \partial_\mu \phi^0 \, \partial_\nu \phi^0,
\]

\[
V^i = \frac{1}{\Lambda^4} \, g^{\mu\nu} \, \partial_\mu \phi^0 \, \partial_\nu \phi^i,
\]

\[
X^{ij} = \frac{1}{\Lambda^4} \, g^{\mu\nu} \, \partial_\mu \phi^i \, \partial_\nu \phi^j.
\]

(3.28)

For reasons which will be clearer in the following in this work we will only consider theories with non trivial scalar profiles just in two spatial directions \( x, y \). In this language this corresponds to fix \( a = 0 \) and therefore making the field \( \phi^0 \) disappear from the game. With just two spatial directions the symmetries fix the action to be just a function of two scalar object constructed from the \( X^{ij} \) matrix, its trace and its determinant:

\[
X = \text{Tr}[X^{ij}], \quad Z = \text{det}[X^{ij}].
\]

(3.29)

In conclusion the most generic (within the assumptions we made) Lorentz violating theory of massive gravitons takes the form:

\[
S = S_{EH} + \int d^4x \, \sqrt{-g} \, \Lambda^2 \, V(X, Z).
\]

(3.30)

where \( V \) is a generic potential function.

There is a very strong analogy between the LV theories of massive gravity and the EFT for spontaneous Lorentz symmetry breaking (i.e. the EFT for fluids and solids) [67–70]. The latter are defined in flat Minkowski space but their construction and action is exactly the same. Recasting LV MG theories in the language of General Relativity + a scalar sector is not only very convenient from the point of view of the consistency and healthiness checks but from the phenomenological perspective too. One can indeed classify again the various phases using the internal symmetries of the scalar sector. As a simple example, we can distinguish solids from fluids in this way; whereas solids enjoy just internal translational symmetry, fluids are invariant also under internal volume-preserving diffeomorphism:

| SOLIDS | FLUIDS |
|--------|--------|
| \( \phi^i \to \phi^i + c^i \) | \( \phi^i \to \phi^i + c^i \) + \( \phi^i \to \xi^i(\phi^j) \) |

with \( \text{det}(\partial \xi^i/\partial \phi^j) = 1 \).

This fact has a strong influence on the allowed action. The larger symmetry, which fluids enjoy, forces the action to be a function of the only determinant \( Z \):

\[
\mathcal{L}_{\text{solid}} \sim V(X, Z), \quad \mathcal{L}_{\text{fluids}} \sim V(Z).
\]

(3.31)
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and in the language of \((3.22)\) constraints the mass of the traceless transverse part of the graviton to vanish, \(i.e. m^2 = 0\). This account to say that, despite the solid case, there are no propagating transvers phonons in a fluid.

Note that this formulation in terms of scalars with non vanishing V.E.V.s allows to construct the most generic massive gravity theories and is able to reproduce also the Lorentz Invariant case\(^3\) and for example the dRGT scenario. An important point to make is that a theory defined as in \((3.30)\) is much more general than the dRGT case and that this is consistent and allowed thanks to the breaking of Lorentz simmetry.

We will make use of these theories defined on an Anti de Sitter background in the context of the Gauge-Gravity duality in order to mimick particular Condensed Matter situations.

### 3.4 A jump into AdS-CMT

**dRGT-CMT**

Systems with perfect translational simmetry cannot dissipate momentum. As a consequence whenever a finite density of charge carrier is present in such a system the correspondent electric DC conductivity \(\sigma_{DC} = \sigma(\omega = 0)\) is infinite. In a weakly coupled fashion this can be easily seen from the DC formula given by the Drude Model:

\[
\sigma_{DC} = \frac{n e^2 \tau}{m} \tag{3.32}
\]

where \(\tau\) is the already mentioned collision/relaxation time coming from the equation which controls the dynamic of the momentum \(\vec{p}\):

\[
\frac{d\vec{p}}{dt} = e \vec{E} - \frac{\vec{p}}{\tau} \tag{3.33}
\]

Note again that the \(\tau\) parameter is a priori an effective parameter of the theory which is not determined by any microscopic physics; this will happen also in holographic theories. Whenever translational simmetry is preserved, momentum cannot be relaxed meaning that the relaxation time \(\tau = \infty\). It follows directly from \((3.32)\) that the electric DC conductivity is infinite\(^4\). Hydrodynamics arguments give that in the presence of a conserved momentum operator the low frequency conductivity reads:

\[
\sigma(\omega) = s T \left( \delta(\omega) + \frac{i}{\omega} \right) \tag{3.35}
\]

and it is characterized indeed by a \(\delta\) function at zero frequency which in the presence of momentum dissipation gets smoothed out into the so-called Drude Peak:

\[
\sigma(\omega) = \frac{\sigma_{DC}}{1 - i \omega \tau} \tag{3.36}
\]

revealing a pole shifted in the lower half of the imaginary axes.

The same phenomenon can be re-expressed in modern language\(^8\) stating that whenever the

\[\sigma \sim \frac{\rho \vec{E} \cdot \vec{E}}{\omega} \tag{3.34}\]

where the delta function is due to a Bose-Einstein condensation mechanism.

---

\(^3\)One has just to fix the vevs of the scalars to be all the same such that Lorentz invariance is restored.

\(^4\)Note that this infinite is significantly different from the one encountered in a Superconducting medium:
current operator $\mathbf{\tilde{J}}$ has a finite overlap with the momentum operator $\mathbf{\tilde{P}}$ (meaning the susceptibility $\chi_{\mathbf{\tilde{J}}\mathbf{\tilde{P}}} \neq 0$) and momentum is a conserved quantity than the conductivity coming from the $\mathbf{\tilde{J}}\mathbf{\tilde{J}}$ correlator through the Kubo formula:

$$\sigma = \lim_{\omega \to 0} \frac{\text{Im} \, G^{R}_{\mathbf{\tilde{J}}\mathbf{\tilde{J}}}(\omega)}{\omega} \quad (3.37)$$

has an infinite DC value at zero frequency.

Holography does not evade such a generic prescription and holographic systems with translational symmetry, like the Reissner-Nordstrom benchmark model described in the previous section, indeed show an infinite DC conductivity.\(^5\)

In the recent years various ways of avoiding the infinite DC conductivity have been introduced by treating the charge carriers in the probe limit \([79, 80]\) (i.e. as a small part in a larger system of neutral fields where they can dump momentum), or by introducing spatial inhomogeneities thereby breaking translational invariance explicitly \([81, 82]\). The first scenario consists in freezing the fluctuations of the metric. Strictly speaking, the dual field theory does not have a proper energy momentum tensor and there is no overlap between the current and the momentum operators. In the second case there is an explicitly inhomogeneous background which involves hard numerical efforts in order to solve complicated systems of PDEs.

Motivated by the main goal of building a framework for translational symmetry breaking and momentum dissipation in holography without the need for complex numerical computations Massive gravity was introduced in the context of holography in \([71]\).

The AdS-CFT dictionary tell us that the metric field $g_{\mu\nu}$ in the bulk is dual to the Stress Tensor operator $T_{\mu\nu}$ of the correspondent dual boundary CFT. Momentum (density) operator is defined as $T^{0i}$ and it is part of such a object whose conservation reads:

$$\nabla_{\mu} T^{\mu\nu} = 0 \quad (3.38)$$

In more details, translational symmetry (in the spatial coordinates) implies that momentum is a conserved quantity. From the point of view of the AdS-CFT correspondence the conservation of the stress tensor is encoded in the gauge symmetry of the metric field, i.e. diffeomorphism invariance. It is therefore clear that one method to make momentum be not conserved consists in breaking (at least the spatial part) diffeomorphisms invariance in the bulk.

On the other hand the temporal part of the Stress Tensor $T^{00}$ encodes the energy density of the system and it is kept to be conserved. This forces univocally the symmetry breaking pattern we are interested in. Working in $d = 3 + 1$ dimensions $\{t, r, x, y\}$, we break translational symmetry in the spatial directions $\{x, y\}$ expressed in the linear diffeomorphism transformation:

$$x^i \to x^i + \zeta^i, \quad i = x, y. \quad (3.39)$$

but we preserve the temporal part of such a transformation.

In the charged black brane background described by the RN solution, Ward identities for translational invariance in the x direction imply a shift symmetry in the $g_{tx}$ field. The simplest option to break such a symmetry is to add a mass term for the graviton:

$$\mathcal{L}_m \sim \sqrt{-g} \, m^2 \, g^{tx} \, g_{tx} \quad (3.40)$$

\(^5\)Strictly speaking the numerical procedure does not show the $\delta$ function in the real part of the conductivity but just a pole $1/\omega$ in the imaginary part. Through Kramers-Kronig relations one can then argue the presence of the $\delta$ function in the real part.
3.4. A jump into AdS-CMT

The idea is to replace the usual Einstein-Maxwell theory in the bulk with dRGT-Maxwell generalization, namely:

\[ S = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left[ R + \Lambda - \frac{L^2}{4} F^2 + m^2 \sum_{i=1}^{4} c_i U_i(g, f) \right] \]  

(3.41)

where \( f \) is the usual fixed reference metric, \( c_i \) are constants and \( U_i \) are polynomials of the eigenvalues of the matrix \( K = \sqrt{g^{\mu\nu} f_{\nu\alpha}} \) defined as:

\[
\begin{align*}
U_1 &= |K|, \\
U_2 &= |K|^2 - |K|^2, \\
U_3 &= |K|^3 - 3|K|^2 |K| + 2|K|^3, \\
U_4 &= |K|^4 - 6|K|^2 |K|^2 + 8|K|^3 |K| + 3|K|^2 |K|^2 - 6|K|^4.
\end{align*}
\]

(3.42)

This massive gravity construction is built to avoid the already discussed BD ghost and in the limit \( m \rightarrow 0 \) it boils down to the usual translational invariant Einstein-Maxwell setup. To implement the wanted symmetry breaking pattern we choose the reference metric to be (in the basis \( (t,r,x,y) \)):

\[ f^{SP}_{\mu\nu} = \text{diag}(0,0,1,1) \]  

(3.43)

where \( SP \) stands for spatial.\(^6\) In this way the mass term \( \sim m^2 U(g, f^{SP}) \) preserves general covariance in the \( t,u, \) coordinates but breaks it in the two spatial dimensions \( x,y. \) This is exactly what we need and it corresponds to allow momentum (but not energy) density to dissipate in the dual picture.

Because of this choice and the number of dimensions we are working on only \( U_{1,2} \) are independent objects and the generic mass term considered takes the form of:

\[ \sim m^2 \left[ \alpha |K| + \beta \left( |K|^2 - |K|^2 \right) \right] \]  

(3.44)

With these assumptions the charged BH solution reads:

\[
\begin{align*}
ds^2 &= L^2 \frac{1}{r^2} \left( \frac{dr^2}{f(r)} - f(r) dt^2 + dx^3 + dy^2 \right), \\
A(r) &= A_t(r) dt = \mu \left( 1 - \frac{r}{r_h} \right) dt.
\end{align*}
\]

(3.45)

where the emblackening factor is:

\[ f(r) = 1 + \alpha L \frac{m^2}{2} r + \beta m^2 r^2 - M r^3 + \frac{\mu^2}{4 r_h^2} r^4 \]  

(3.46)

The mass of the BH object \( M \) is fixed in such a way that \( f(r_h) = 0 \) and \( r_h \) is the proper event horizon of such a BH.

\(^6\) The square root in \( K \) is understood to denote the matrix square root and the rectangular brackets the matrix trace.

\(^7\) In the St"uckelberg language this corresponds to switch on just the two spatial St"uckelberg fields \( \phi^x, \phi^y \). We will come back on this point later.
In the limit $m = 0$ we recover the usual RN solution; otherwise we have two new parameters in the system $\alpha, \beta$.

The temperature of such a background is given by:

$$T = \frac{1}{4 \pi r_h} \left( 3 - \left( \frac{\mu r_h}{2} \right) + m^2 r_h (\alpha L + \beta r_h) \right)$$

and the geometry represents a finite density state with definite entropy $s$, energy density $\epsilon$ and charge density $\rho$ which satisfy the usual first law of thermodynamics:

$$d\epsilon = T \, ds + \mu \, d\rho$$

The corresponding spin 2 perturbation around the background, i.e. the graviton, will acquire a radial dependent mass term given by:

$$m^2(r) = -2 \beta - \frac{\alpha L}{r}$$

where $r$ is the radial coordinate and the UV is fixed at $r = 0$.

It is immediately clear that one requisite of stability is dictated by imposing that such a mass is positive and real. That would correspond to require that the momentum relaxation time $\tau$ is positive.

The solution asymptotes from the AdS$_4$ boundary to an infrared AdS$_2 \times \mathbb{R}^2$ geometry.

On top of this background we can run the machinery to compute holographically the conductivity, namely perturbing the solution as the following:

$$ds^2 \rightarrow ds^2 + g_{tx}(r) e^{i\omega t} + g_{rx}(r) e^{i\omega t},$$

$$A(r) \rightarrow A(r) + a_x(r) e^{i\omega t} dx$$

The Maxwell equation becomes:

$$\left( f a'_x \right)' + \frac{\omega^2}{f} a_x = - \frac{A'_t r^2}{L^2} \left( g_{tx} + \frac{2}{r} g_{tx} - i \omega g_{rx} \right)$$

At the same time the remaining Einstein equations read:

$$\left( g'_{tx} + \frac{2}{r} g_{tx} - i \omega g_{rx} + A'_t L^2 a_x \right)' = \frac{m^2(r)}{r} g_{tx},$$

$$\left( g'_{tx} + \frac{2}{r} g_{tx} - i \omega g_{rx} + A'_t L^2 a_x \right) = - \frac{i f m^2(r)}{\omega} g_{rx},$$

These two equations are no longer equivalent, like it happens in the usual translational symmetric case, and therefore we are obliged to turn on also the $g_{rx}$ component which is usually set consistently to 0.

Nevertheless the 2 equations imply the constraint:

$$i \omega \frac{m^2(r)}{f} g_{tx} = \left( m^2(r) f g_{rx} \right)'$$

which can used to eliminate $g_{tx}$ as in the usual RN case.

All in all, after redefining $\tilde{g}_{rx} = fg_{rx}$ we are left with the two differential equations:

$$\left( f a'_x \right)' + \frac{\omega^2}{f} a_x = \rho^2 r^2 a_x + \rho \frac{m^2 r^2}{i \omega L^2} \tilde{g}_{rx},$$

$$\frac{1}{r^2} \left( \frac{r^2 f}{m^2} \left( m^2 \tilde{g}_{rx} \right)' \right)' + \frac{\omega^2}{f} \tilde{g}_{rx} = \rho L^2 i \omega a_x + m^2 \tilde{g}_{rx}.$$
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Figure 3.1: AC electric conductivity $\sigma(\omega)$ for the dRGT holographic model. The plot is taken from [71].

where $\rho = \mu/r_h$ is the charge density of the system.

These equations can be used to extract numerically the electric conductivity through the usual prescription:

$$\sigma(\omega) = \frac{a'_x}{i \omega a_x}|_{UV}$$

There has been extensive effort in studying numerically the electric (and not only) conductivity in the context of massive gravity theories [71,72,76,77,84].

The, not surprising result, is that indeed the DC conductivity gets finite and the $\delta$ function coming from momentum conservation gets broaden up. Benchmark results are shown in fig.3.1 from ref. [71]. It is also possible, through methods which we will explain in details in the next sections, to extract the DC value of the electric conductivity for this setup [73]:

$$\sigma_{DC} = \frac{1}{e^2} \left(1 + \frac{\rho^2 r_h^2}{m^2(r_h)}\right)$$

with $m^2(r_h) = -2 \beta - \frac{\alpha L}{r_h}$.

The DC value contains two different terms with their own physical meaning; for the moment we just notice how the second term looks like very similar to the Drude formula we have already encountered many times during our journey. We will give more details about this formula in the following.

In order to understand better the dynamics of the momentum dissipation introduced by the presence of a graviton mass a convenient way is to rely on an hydrodynamical low energy description [72]. The low energy description of the theory now enjoys a modified conservation law for the energy-momentum $T^{\mu\nu}$ which takes the form:

$$\partial_a T^{a} = 0, \quad \partial_a T^{ai} = - (\epsilon + P) \tau^{-1} u^i = - \frac{T^{ti}}{\tau}.$$  

(3.57)

where $\epsilon$, $P$ and $u^i$ are the energy density, pressure and velocity of the fluid state, and the $\tau$ constant represents the characteristic timescale for momentum relaxation.

Such a relaxation time scales turns out to be inversely proportional (up to thermodynamical quantities) to the graviton mass:

$$\tau \sim \frac{1}{m^2}$$

(3.58)
We can therefore understand the physical interpretation of the instability related to the $m^2 \geq 0$ constraint: whenever $\tau < 0$ the system will absorb momentum rather than dissipating it, and thus once a small perturbation is introduced it will grow exponentially in time producing the instability itself.

In the limit of small graviton mass $m^2/\mu^2 \ll \omega/\mu \ll 1$, where momentum is almost conserved, the conductivity shows the typical Drude form:

$$\sigma(\omega) = \sigma_{DC} \left( 1 - i \frac{\omega}{\tau} \right)$$

(3.59)

However the full expression, which can be derived perturbatively in $m^2$, deviates from the Drude formula and it contains corrections to the latter (see fig.3.2 taken from [72]). The introduction of these corrections produces spectral weight transfer from the Drude peak towards an incoherent state. It is anyway pretty amazing that massive gravity, at small graviton mass, namely at weak momentum dissipation, provides an strongly coupled analogue of the Drude model.

Note how the identification of the graviton mass with the inverse of the relaxation time $\tau$ is in perfect agreement with the formula for the DC conductivity, whose second term $\sim \frac{\rho^2}{m^2} \sim \rho^2 \tau$ takes indeed the common Drude form.

It has been later analyzed through a quasinormal modes analysis [77] that whenever momentum is slowly dissipated a well defined Drude pole dominates the response, making it appear as "coherent". On the contrary, when momentum conservation is brutally violated, there is no such a excitation and what is left is diffusion which leads to an incoherent behaviour. This confirms the previous expectations that for small graviton mass the conductivity takes a Drude-like form with a purely imaginary pole $\omega = -i\Gamma = -i\tau^{-1}$ dominating the conductivity. The current is carried by a long-lived collective excitation whose decay rate $\Gamma$ is parametrically larger the the others. In fig.3.3 from [77] we provide a sketch of the two different situations.

Finite DC conductivity was already found in the context of holography working with the so-called holographic lattices [81, 82, 89, 93]. These models consist of Einstein-Maxwell action plus
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Figure 3.3: Schematic representation of the quasinormal modes locations in the massive gravity system. For details see [77].

a neutral scalar field:

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa^2} \left( R + \frac{6}{L^2} \right) - \frac{1}{4\epsilon^2} F_{\mu\nu}F^{\mu\nu} - \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \frac{m^2}{2} \phi^2 \right]. \] (3.60)

We would like to break translational invariance via introducing a modulated source for the scalar operator \( O \) dual to the bulk field \( \phi \).

For static solutions the near-boundary expansion of the scalar \( \phi \) reads:

\[ \phi_0(r, x, y) \sim \phi_-(x, y) \left( \frac{r}{L} \right)^{\Delta_-} + \phi_+(x, y) \left( \frac{r}{L} \right)^{\Delta_+} \] (3.61)

where \( \Delta_{\pm} = \frac{3}{2} \pm \sqrt{\frac{9}{4} + m^2L^2} \). Assuming standard quantization, meaning fixing the value of \( \phi_- \) and identifying it as the source for the \( O \) operator, we work with the profile:

\[ \phi_- = \epsilon \cos(k_L x) \] (3.62)

where \( \epsilon \) is a small parameter which will allow us to treat the lattice perturbatively. The lattice radial profile gets determined by the equations of motion themselves. The solution in the bulk takes the form \( \phi(r, x, y) = \epsilon \phi_0(r) \cos(k_L x) \) with the additional constraint:

\[ \frac{d}{dr} \left( \frac{f}{r^2} \frac{d\phi_0}{dr} \right) - \frac{k_L^2}{r^2} \phi_0 - \frac{m^2L^2}{r^4} \phi_0 = 0. \] (3.63)

with \( f(r) \) the emlackening factor of the charged black brane.

We will choose \( m^2 < 0 \) such that the operator \( O \) will be relevant with the profile \( \phi_0(r) \) growing in the infra-red. The method consists in treating such a periodic scalar deformations as a small perturbations and solve the system at leading order in \( \epsilon \).

The main result is that at leading order the graviton aquires a mass:

\[ S_{\text{eff}} = \frac{1}{2} \int d^4x \sqrt{-g} M^2(r) g_{tx} g^{tx} \] (3.64)

with a radial dependent mass given by:

\[ M^2(r) = \frac{1}{2} \epsilon^2 k_L^2 \phi_0(r)^2 \] (3.65)
It has the same form as the mass terms arising in massive gravity model, albeit with a different radial profile. This suggests a deep connection between holographic models for lattices and/or explicit disorder (in this case the scalar profile is not periodic but a more complicated and random function) and massive gravity theories. At least at leading order those models are "equivalent" (we will come back to this topic with more details) to massive gravity, which seems to realize an effective and efficient description of momentum dissipation in the context of holography. Despite the first attempts were focused on the dRGT choice it should be now clear that such a theory is not the most general massive gravity theory we can construct and that in absence of Lorentz invariance there are many more possibilities available. We will return to this aspect.

Dissipating momentum via St"uckelberg fields

The holographic stress tensor obeys (75) a conservation equation which reads:

\[ \nabla_i \langle T^{ij} \rangle = \nabla^j \psi^{(0)} \langle O \rangle + F^{(0)ij} \langle J_i \rangle. \tag{3.66} \]

where i,j label the boundary spacetime directions. This Ward identity suggests a route to holographic momentum relaxation (\( \nabla_i \langle T^{ij} \rangle \neq 0 \)) by turning on spatially dependent source terms for the scalar \( \psi \), meaning \( \nabla^j \psi^{(0)} \neq 0 \). This is not surprising since spatially dependent sources have been utilised to construct holographic lattices which exhibit finite DC conductivity [81, 82, 89–93]. In all those scenarios the stress tensor becomes dependent on the spatial coordinates \( x^i \) and the correspondent Einstein equations turn out to be PDEs whose numerical integration is not trivial. Anyway the scalar(s) \( \psi \) enter into the stress tensor just via first derivatives:

\[ T^{ij} \sim \nabla^i \psi \nabla^j \psi \tag{3.67} \]

showing the presence of a scalar field shift symmetry. Therefore the idea is to exploit such a symmetry noticing that if we turn on sources for the scalars which are linear in the boundary coordinates:

\[ \psi^{(0)i} \sim \beta_i x^i \tag{3.68} \]

the stress tensor is blind to the boundary coordinates and one can find homogenous bulk solutions for the system. In general though, such a configuration will not be isotropic. To render it isotropic we need to introduce a totals of \( \tilde{d} \) scalar fields \( \psi^I \) where \( \tilde{d} \) is the number of spatial dimensions of the boundary. We can then arrange their sources such that the bulk solution is also isotropic. In particular let’s consider the following action:

\[ S = \int d^{d+1}x \sqrt{-g} \left[ R - 2 \Lambda - \frac{1}{2} \sum_{I=1}^{\tilde{d}} (\partial \psi^I)^2 - \frac{1}{4} F^2 \right] \tag{3.69} \]

where \( \Lambda = -d(d-1)/(2L^2) \) is the d-dimensional cosmological constant.

The model admit a bulk solution which reads:

\[ ds^2 = -f(r) dt^2 + \frac{dr^2}{f(r)} + r^2 \delta_a^b d\hat{x}^a d\hat{x}^b, \quad A = A_t(r) dt, \quad \psi_I = \beta_I x^I, \]

\[ f(r) = r^2 - \frac{\beta^2}{2(d-2)} - \frac{m_0}{r^{d-2}} + \frac{(d-2) \mu^2}{2(d-1)} \frac{r^{2(d-2)}}{r^{2(d-2)}}, \]

\[ \mu = \frac{\Lambda}{d-1}. \]
where for simplicity we have fixed $\beta_I = \beta$ in order to retain isotropy and the BH mass can be identified with the usual condition $f(r_h) = 0$. These solutions have been first investigated in [94] and in the anisotropic case in [95].

We can again perturb this background in order to compute the conductivity and, after some easy manipulations (see [75]), we are left with the following two equations:

\[
\begin{align*}
A_t(r) &= \mu \left(1 - \frac{r_{h}^{d-2}}{r^{d-2}}\right) . \\
A_{i}(r) = \mu \left(1 - \frac{r_{h}^{d-2}}{r^{d-2}}\right) .
\end{align*}
\]

(3.70)

where $a_x$ is the perturbation of the vector field $A_{\mu}$ and $\phi$ is the metric perturbation. The results are shown for various value of the mass $\beta$ in figures 3.4 taken from [76].

Also in this case, with appropriate methods, we can derive the zero frequency value of the conductivity, which reads:

\[
\sigma_{DC} = r_{h}^{d-3} \left(1 + \frac{(d - 2)^2 \mu^2}{\beta^2} \right) .
\]

(3.72)

where $d$ is the number of boundary spacetime dimensions ($d = 3$ in the previous examples). From this formula, comparing with the massive gravity scenario, it is clear that such scalars provide a mass for the graviton:

\[
m^2 \sim \beta^2
\]

(3.73)

which is proportional to their vev.

Despite at the beginning this model was supposed to be independent of the massive gravity results, and even incompatible [75], it has been realized later on that there is a clear link between these two models (see next chapter) which are indeed "equivalent". These scalars represent nothing else than the additional degrees of freedom which breaking diffeomorphism invariance produces; in other words they are the Stückelberg fields themselves.

Being the simplest model available to introduce momentum dissipation into the holographic scenario, it surely contains some shortcomings like the apparent insensitivity of the DC conductivity (at fixed chemical potential $\mu$) to the temperature $T$. This represents a big obstacle to try to classify the dual CFTs in terms of metals and insulators and to face the phenomenology of strongly correlated materials.

One way to overcome this issue is to complicate the scalar sector introducing new terms allowed by shift symmetry. Inspired by the DBI action which arises in the tensionless limit of extended objects such as thin branes, in [88] new terms proportional to the square root of the scalar kinetik term have been introduced:

\[
\mathcal{L} \sim -c_{1/2} \sum_{I} \sqrt{(\partial \psi_I)^2}
\]

(3.74)

The bulk solution can still be retained to be homogeneous and isotropic but the transport and thermodynamical properties of the system get modified. In particular the DC conductivity now becomes:

\[
\sigma_{DC} = r_{h}^{d-3} \left(1 + \frac{(d - 2)^2 \mu^2}{\beta + \tilde{\alpha}/r_{h}}\right)
\]

(3.75)
where the $\tilde{\beta}$ parameter is due to the linear term for the scalar $(\partial \psi^I)^2$ as in [75] while the new $\alpha$ term is entirely due to the introduction of the new square root terms $\sqrt{(\partial \psi^I)^2}$ and it is proportional indeed to its coefficient $\tilde{\alpha} \sim e^{1/2}$.

The first thing to notice is that now in $d = 3$ the DC conductivity, thanks to the $\tilde{\alpha}$ term, becomes temperature dependent and can be suitable to phenomenological discussions. It was indeed claimed in [88] that the square root term is exactly the one associated to a linear growth of the resistivity $\rho_{DC} = 1/\sigma_{DC}$ at small temperatures:

$$\rho_{DC} \sim T$$ (3.76)

which hints to what observed experimentally in the so-called *strange metals* where the resistivity does not scale quadratically with the temperature $\rho \sim T^2$, as imposed by the *Fermi Liquid theory*, but it does linearly.

Moreover, adding this new term, the model defined through the scalars seems to give a DC formula which, upon the correct identifications, corresponds exactly to the one extracted by dRGT theory [3.56]. It has been showed in [88] that the two theories are indeed equivalent at linear level, giving the same DC transport coefficients, but they still differ when finite frequency and momentum are considered, namely at non linear level. We will get back to the interpretation and the explanation of this issue.

### DC quantities

The particular simple setup provided by the massive gravity effective description allows a strong analytical control as well. The DC, i.e. zero frequency, part of the conductivity can be indeed derived analytically using various techniques inspired by the *membrane paradigm* [85]. It has been first derived in [73] and then refined with more efficient methods in [86][87]. Since the DC conductivity will represent one of the main characters of the next chapter, containing the original
results of this thesis, we will enter in the details of both the available methods following their historical order. We will focus only on the electric conductivity although the same methods are suitable to extract the full thermo-electric conductivities and their scalings also in the presence of a magnetic background field and more complicated situations \[86,87,96–105\].

Let’s go back to the fluctuations equations for the dRGT model \[3.54\]; we can rewrite them as:

\[
\begin{pmatrix}
L_1 & 0 \\
0 & L_2
\end{pmatrix}
\begin{pmatrix}
a_x \\
\tilde{g}_{rx}
\end{pmatrix}
+ \frac{\omega^2}{f}
\begin{pmatrix}
a_x \\
\tilde{g}_{rx}
\end{pmatrix}
= \mathcal{M}
\begin{pmatrix}
a_x \\
\tilde{g}_{rx}
\end{pmatrix}
\tag{3.77}
\]

where \(L_{1,2}\) are linear differential operators and \(\mathcal{M}\) is the "mass matrix":

\[
\mathcal{M} = \begin{pmatrix}
\rho^2 r^2 & m^2 r^2 / i \omega \\
\rho i \omega & m^2
\end{pmatrix}
\tag{3.78}
\]

where \(m^2\) is importantly a function of the radial coordinate \(r\).

The main point is that we have \(\det(\mathcal{M}) = 0\) ! This means that even at finite charge density \(\rho \neq 0\) there is a particular combinations of the fields which is not evolving radially in the limit of \(\omega \to 0\).

The eigenmodes read:

\[
\lambda_1 = \left(1 + \frac{\rho^2 r^2}{m^2}\right)^{-1} \left[a_x - \frac{\rho r^2}{i \omega} \tilde{g}_{rx}\right],
\]

\[
\lambda_2 = \left(1 + \frac{\rho^2 r^2}{m^2}\right)^{-1} \left[\frac{\rho}{m^2} a_x + \frac{\tilde{g}_{rx}}{i \omega}\right].
\tag{3.79}
\]

where \(\lambda_1\) corresponds to the vanishing eigenvalue of the matrix \(\mathcal{M}\).

Since \(\lambda_1\) corresponds in the UV, at \(r = 0\), to the vector field perturbation \(a_x\), we can therefore compute the conductivity as:

\[
\sigma(\omega) = \frac{\lambda_1'}{i \omega \lambda_1}|_{UV}
\tag{3.80}
\]

The equation for such a mode reads\[8\]

\[
\left[f \left(1 + \frac{\rho^2 r^2}{m^2}\right) \lambda_1' - \frac{\rho f r^4}{m^2} \left(\frac{m^2}{r^2}\right)'\lambda_2'\right] + \frac{\omega^2}{f} \left(1 + \frac{\rho^2 r^2}{m^2}\right) \lambda_1 = 0
\tag{3.81}
\]

which makes evident that in the DC limit \(\omega \to 0\) there is a conserved quantity \(\Pi\):

\[
\Pi = f \left(1 + \frac{\rho^2 r^2}{m^2}\right) \lambda_1' - \frac{\rho f r^4}{m^2} \left(\frac{m^2}{r^2}\right)' \lambda_2
\tag{3.82}
\]

We can therefore define a DC membrane conductivity associated to each radial slice \(r\):

\[
\sigma(r) = \lim_{\omega \to 0} \frac{\Pi}{i \omega \lambda_1}|_r
\tag{3.83}
\]

At \(r = 0\) this expression coincides with the electric conductivity and because this quantity does not evolve radially\[9\] we can compute it at whichever radial position and in particular at the

\[8\] Since the \(\lambda\) fields do not diagonalize the derivative terms, the correspondent equations are not decoupled.

\[9\] There are some caveats to actually prove it in details that such statement is true; see \[73\].
horizon \( r = r_h \). This can be easily achieved remembering that both fields obey ingoing boundary conditions \( a_x \sim \tilde{g}_{xx} \sim f(r)^{-i\omega/4\pi T} \) at the horizon. With this in mind, we find out that, at the horizon position, the \( \lambda_2 \) term in (3.82) vanishes while the \( \lambda'_1 \) term survives. All in all we end up with an analytic expression for the DC conductivity:

\[
\sigma_{DC} = 1 + \frac{\rho^2 r_h^2}{m^2(r_h)} \tag{3.84}
\]

which has already introduced before in (3.56).

Whenever the second term is the dominant one we expects the standard Drude form to appear; in contrast, in the other case we have an incoherent metal.

We can now generalize such a model and consider a more general setup where we can still compute with analytical methods the DC conductivity following the work of [86]. We now consider the more generic action given by:

\[
S = \int d^4x \sqrt{-g} \left\{ R - \frac{1}{2} \left[ (\partial \phi)^2 + \Phi_1(\phi)(\partial \chi_1)^2 + \Phi_2(\phi)(\partial \chi_2)^2 \right] - V(\phi) - \frac{Z(\phi)}{4} F^2 \right\} \tag{3.85}
\]

where \( \chi_I \) are the scalars field we were considering before (we allow them to be different) and \( \phi \) is an additional scalar, \( i.e. \) the dilaton. We assume that the model admits a unit radius AdS\(_4\) solution with \( \phi = 0 \) (and \( V(0) = -6 \) along with \( Z(0) = 1 \)).

The solutions that we shall consider all lie within the ansatz:

\[
ds^2 = -U dt^2 + U^{-1} dr^2 + e^{2V_1} dx^2 + e^{2V_2} dy^2, \\
A = a dt, \quad \chi_1 = k_1 x, \quad \chi_2 = k_2 y. \tag{3.86}
\]

where \( U, V_I, a \) and \( \phi \) are only functions of \( r \). In general the solutions are anisotropic, \( V_1 \neq V_2 \) but we can enforce isotropy choosing \( k_1 = k_2 \) and \( \Phi_1 = \Phi_2 \).

We will furthermore assume that there exists an event horizon at \( r = r_h \) where the functions have the following behaviour:

\[
U \sim 4 \pi T (r - r_h) + \ldots \quad V_I = V_h + \ldots \\
a \sim a_h (r - r_h) + \ldots \quad \phi \sim \phi_h + \ldots \tag{3.87}
\]

where \( T \) is the temperature of the BH background.

On the other side at the UV AdS\(_4\) position \( r \to \infty \) we assume that:

\[
U \sim r^2 + \ldots \quad e^{V_I} = r^2 + \ldots \\
a \sim \mu - \frac{\rho}{r} + \ldots \quad \phi \sim \lambda r^{\Delta - 3} + \ldots \tag{3.88}
\]

with \( \Delta < 3 \).

The current density \( J^a = (J^t, J^x, J^y) \) in the dual field theory has the form:

\[
J^a = \sqrt{-g} Z(\phi) F^{ar} \tag{3.89}
\]

evaluated at the boundary \( r \to \infty \).

The left non trivial Maxwell equation within our ansatz reads:

\[
\text{maxwell equation: } \sqrt{-g} \nabla_r \left( \sqrt{-g} Z(\phi) F^{rt} \right) = 0. \tag{3.90}
\]
which looks like indeed as the conservation of the charge density:  
\[ \rho = e^{V_1 + V_2} Z(\phi) a' \]  
(3.91)

In order to compute the electric conductivity we have to introduce an external electric field through the small perturbations:

\[
\begin{align*}
    a_x &= -E t + \delta a_x(r), \\
    g_{tx} &= \delta g_{tx}(r), \\
    g_{rx} &= e^{2V_1} \delta g_{rx}(r), \\
    \chi_1 &= k_1 x + \delta \chi_1(r).
\end{align*}
\]  
(3.92)

Again the only non trivial component of the Maxwell equation at linear order in these fluctuations is \( \nabla_r (\sqrt{-g} Z(\phi) F^{rx}) \); therefore we can deduce that the following quantity:

\[ J = -e^{V_2 - V_1} Z(\phi) U \delta a'_x - \rho e^{-2V_1} \delta g_{tx} \]  
(3.93)

is radially conserved and it corresponds at the boundary with the electric current \( J_x \) in response to the electric field \( E \).

We then consider the linearized Einstein equations. There is just one of them relevant for the present discussion\(^{10}\) and it can be algebraically solved giving the constraint:

\[ \delta g_{rx} = \frac{E \rho e^{-V_1 - V_2}}{k_1^2 \Phi_1(\phi) U} + \frac{\delta \chi_1'}{k_1} \]  
(3.94)

Under some assumptions (see \[86\]) we can derive the regular behaviour of the various fields at the horizon getting:

\[
\begin{align*}
    \delta a_x &\sim -\frac{E}{4\pi T} \ln(r - r_h) + \ldots \\
    \delta g_{tx} &\sim \frac{E \rho e^{V_1 - V_2}}{k_1^2 \Phi_1(\phi)} + \ldots
\end{align*}
\]  
(3.95)

At this stage we can already define the electric conductivity as \( \sigma = J/E \) and computing the following quantity at the horizon we are left with the generic DC formula:

\[
\sigma_{DC} = \left[ \frac{Z(\phi) s}{4\pi e^{2V_1}} + \frac{4\pi \rho^2}{k_1^2 \Phi_1(\phi) s} \right]_{r=r_h}.
\]  
(3.96)

where \( s = 4\pi e^{V_1 + V_2} \) is the entropy density of the unperturbed black hole.

Note that the scalar model of \[75\] we consider before can be re-obtained fixing:

\[
\phi = 0, \quad \Phi_1 = 1, \quad Z = 1, \quad V = -6.
\]  
(3.97)

along with \( k_1 = k_2 = k \) obtaining the well known:

\[ \sigma = 1 + \frac{\mu^2}{k^2} \]  
(3.98)

Nowadays, since the first paper \[71\] in 2013, there has been a huge amount of activity, efforts and results in the present field which of course we are not able to cover in this small room. We refer to the bibliography for more details.

We will enter more advanced and hot topics in the next chapter where we will summarize the original results presented in the published papers by the author and collaborators.

\(^{10}\)Nevertheless of course the full system of equations is consistent.
Part II

Results
However beautiful the strategy, you should occasionally look at the results.

*Winston Churchill*

In this section we summarize the major original results generated in the papers constituting the main body of this Ph.D thesis. We will be rather minimal and schematic. For details on the computations and the procedures we refer directly to the papers themselves.

After the realization that Massive Gravity could represent an effective tool to introduce momentum dissipation in the framework of holography \[71\] lots of efforts and works have been done in the direction of understanding and improving such a tool under various aspects:

- Understanding the tool \[72,74,77,99,100,154,167,184\];
- Enlarging the tool with additional ingredients (anisotropies, dilaton) or more generic models \[150,151,160,164\];
- Exploiting the Stuckelberg mechanism to simplify the model to GR + scalar sector \[75,88,179\];
- Identifying efficient methods to extract the thermoelectric transport coefficients both numerically and analytically \[73,76,84,86,102,105,153,157,162,163,165,174\];
- Studying the stability and the consistency requirements for such a MG theories living in AdS spacetime \[149,155,156\];
- Applying MG to various phenomenological applications \[152,159,161,168,169,171,173,175,182\];
- Establishing and studying the possible existence of universal bounds on physical quantities in these frameworks \[158,166,170,176,178,180,181,183,185\].

In the following we will review the major contributions of our work to the subject. For the sake of simplicity, we will skip all the technical parts and the details of the computations. The interesting reader can find them in the original published papers:

i. "Electron-Phonon Interactions, Metal-Insulator Transitions, and Holographic Massive Gravity"

ii. "Phases of holographic superconductors with broken translational symmetry"
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The idea of exploring more generic Massive Gravity models in the context of the AdS/CMT applications has been initiated in [186] and done later in a more systematic way in [188]. We are going to present the papers with a historical perspective of how ideas came out at that time.

Towards more generic MG models and their dual

Massive gravity model can be thought as a family of infra-red deformations of General Relativity described generically by the introduction of a new "mass term" of the form:

$$\sim m^2 V(P_{\mu\nu} g^{\mu\nu})$$  \hspace{1cm} (3.99)

where $P_{\mu\nu}$ is an external fixed metric of convenience.

In order to break just the translational invariance of the dual CFT the projector $P$ has to be chosen non null only in the spatial coordinates $P_{ij} = \delta_{ij}$ providing a Lorentz violating version of massive gravity (LVMG).

The new term (3.99) introduces extra degrees of freedom into the spectrum of the theory which it turns out convenient to explicitate via covariantizing the theory and restoring the original gauge symmetry. The minimal amount of fields which has to be added is a collection of scalar fields $\phi^I$ transforming under an internal Euclidean group of translations and rotations in field-space.

All in all, the most generic action\textsuperscript{11} for the MG theory (in 3 + 1 dimensions) can be written down as:

$$S_{MG} = M_P^2 \int d^4 x, \sqrt{-g} \left[ R^2 + \frac{3}{L^2} - m^2 V(X) \right]$$  \hspace{1cm} (3.100)

where $X = \frac{1}{2} \partial_\mu \phi^I \partial^\mu \phi^I$.

This action admits a simple solution where the scalar field get a VEV linear in the spatial coordinates:

$$\phi^I = \alpha \delta^I_i x^i$$  \hspace{1cm} (3.101)

With this choice the original $P_{\mu\nu}$ projects just on the spatial coordinates and assumes the form

$$\sim \partial_\mu \phi^I \partial^\mu \phi^I.$$

The crucial point is that most of the literature to date unnecessarily restrict to a very narrow families of potential $V$. In particular most of the work has been focused on dRGT MG [71] and on the choices $V(X) \sim X, \sqrt{X}$ [73, 88]. Nevertheless, in the Lorentz violating case the set of consistent choices is definitely bigger and unexplored.

\textsuperscript{11}This statement is not totally true. We will see soon that an additional term can be introduced [188] and can assume an important role for various aspects.
We therefore consider action \((3.100)\) and we study the consistency of the model and the phenomenological implications which a completely generic potential \(V(X)\) can produce in the transport properties of the dual field theory.

In order to avoid ghosty excitations and other pathological instabilities the potential \(V\) has to satisfy some requirements which can be derived performing an analysis of the fluctuations in the decoupling limit. Perturbing the Goldstone fields \(\phi^I = \bar{\phi}^I + \delta\phi^I\) and expanding the corresponding action up to 2nd order we get:

\[
V(\bar{X}) \partial_\mu \delta\phi^i \partial^\mu \delta\phi^i + \bar{X} V''(\bar{X}) \left( \partial_i \delta\phi^i \right)^2
\]  

(3.102)

Absence of ghosts, then, leads to monotonic potentials:

\[
V'(\bar{X}) > 0
\]  

(3.103)

The local (sound) speed of longitudinal phonons is:

\[
c^2_S = 1 + \frac{\bar{X} V''(\bar{X})}{V'(\bar{X})}
\]  

(3.104)

which is safest to require it to be everywhere positive to guarantee the absence of gradient instabilities.

No further constraints arise from the vector and tensor sectors nor at nonlinear level in the scalars, which is not surprising since a substantial advantage of the Lorentz non-invariant mass terms is that they can be free from the Boulware-Deser ghost. The requirement of having an asymptotical AdS spacetime implies a further constraint on the potential which has to vanish at the boundary \(u = 0\). This gets translated into the condition:

\[
\lim_{\bar{X} \to 0} V(X) = 0
\]  

(3.105)

All in all, an economic and safe way to satisfy all constraints is to assume that \(V(X)\) is a positive definite polynomial function of \(X\). We will therefore consider the benchmark example:

\[
V(X) = X + \beta X^N, \quad \beta > 0, \quad N > 1
\]  

(3.106)

which is rich enough to give rise to new and interesting phenomenological results. It is somehow very generic because it can be thought as the Taylor expansion of any function \(V(X)\) satisfying at non linear level the requirements above.

In any asymptotically AdS solution \(\bar{X} = u^2 \alpha^2\) and close to the AdS boundary \((u = 0)\) the Goldstone gradient \(\bar{X}\) vanishes. This implies that the mass term for metric modes is also vanishing. So this is a weaker form of massive gravity than is usually discussed in cosmology - the Compton wavelength is at most of order the curvature radius of the spacetime. In the CFT interpretation, the stress tensor \(T_{\mu\nu}\) does not develop an anomalous dimension. Still this is enough to lead to momentum relaxation in the CFT.

Additionally, noticing that \(X\) is getting smaller at the boundary, it is clear that at large temperature \(T\) (\(u\) small) the physics will be dominated by the smallest power of \(X\) appearing in the potential \(V\). On the contrary at small temperature \(T\) (\(u\) large) the higher powers, \textit{i.e.} non linear new corrections, get important and can abruptly affect the physics of the system.

\[\text{This represents a local speed of sound in the bulk which does not coincide, at least a priori, with the speed of sound of any CFT excitations.}\]
In CFT language, the scalars $\phi^I$ correspond multiplet of operators $\mathcal{O}^I$ with internal shift symmetries and which are somehow related with phonons and impurities. A consistent interpretation seems to be that the strength $\alpha$ of the linear vevs $\langle \mathcal{O}^I \rangle = \alpha \delta^I_j x^j$ is the density of homogeneously-distributed impurities. The fluctuations $\delta \mathcal{O}^I$ around this distribution are CFT operators that create "phonon" excitations\textsuperscript{13}.

In order to study the transport properties of the dual CFT, we need to add one ingredient, the charge carriers. So we assume that the CFT also contains a conserved current operator $J_\mu$. This is implemented in the gravity dual by adding to the model a Maxwell field,

$$
S = S_{MG} - \frac{M_p^2}{4} \int d^4 x \sqrt{-g} F_{\mu\nu} F^{\mu\nu}
$$

(3.107)

The dual of the CFT ground state at finite charge density $\rho$, temperature $T$ and impurity strength $\alpha$ is a planar black brane (BB) with:

$$
ds^2 = \frac{L^2}{u^2} \left( \frac{du^2}{f(u)^2} - f(u) dt^2 + dx^2 + dy^2 \right)
$$

$$
f(u) = u^3 \int_{u_h}^u dy \left[ \frac{3}{y^4} - \frac{\rho^2}{2L^2} - \frac{m^2 L^2}{y^4} V \left( \frac{\alpha^2 y^2}{L^2} \right) \right]
$$

$$
A_t(u) = \mu - \rho u, \quad \phi^I = \bar{\phi}^I + \delta \phi^I
$$

(3.108)

where $u_h$ stands for the BB horizon. The regularity condition for the gauge field implies $\mu = \rho u_h$ and the correspondent Hawking temperature can be found to be $T = f'(u_h)/(4\pi)$.

We want now to switch on the vector perturbations around the BB above by setting:

$$
A_\mu = \bar{A}_\mu + a_\mu, \quad g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu}, \quad \phi^I = \bar{\phi}^I + \delta \phi^I
$$

(3.109)

with bars denoting the background solutions.

It is convenient to work with gauge invariant variables defined by:

$$
T_i \equiv u^2 h_{ti} - \frac{\partial_i \bar{\phi}^I}{\alpha}, \quad U_i = f(u) \left[ h_{ui} - \frac{\partial_u \bar{\phi}^I}{\alpha u^2} \right], \quad B_i = b_i - \frac{\bar{\phi}_i}{\alpha}.
$$

(3.110)

with $h_{ij} = \frac{1}{u^2} \partial_i (b_j)$.

With this choice of variables the linearized equations can be written as:

$$
\partial_u \left( f \partial_u a_i \right) + \left[ \frac{\omega^2}{f} - k^2 - 2u^2 \rho^2 \right] a_i - i \frac{\rho u^2 (2m^2 + k^2)}{\omega} U_i + \frac{i f \rho k^2}{\omega} \partial_u B_i = 0,
$$

$$
\frac{1}{u^2} \partial_u \left[ \frac{f u^2}{m^2} \partial_u (\bar{m}^2 U_i) \right] + \left[ \frac{\omega^2}{f} - k^2 - 2\bar{m}^2 \right] U_i + 2i \rho \omega a_i - \frac{f' k^2}{u^2} B_i = 0
$$

$$
k \left[ u^2 \partial_u \left( \frac{f}{u^2} \partial_u B_i \right) + \left[ \frac{\omega^2}{f} - k^2 - 2\bar{m}^2 \right] B_i + 2 \frac{\bar{m}'}{\bar{m}} U_i \right] = 0.
$$

(3.111)

where we introduced $\bar{m}^2(u) = \alpha^2 m^2 V'(\alpha^2 u^2)$, namely the radial dependent effective graviton mass.

\textsuperscript{13}This point is quite subtle because from the point of view of the CFT side the breaking of translational symmetry is definitely explicit and not spontaneous. There is anyway a limit in which these excitations can be thought as "pseudo-goldstone" à la pions. We avoid a deep discussion on this point at this stage.
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Figure 3.5: Electric conductivity. **Left:** DC conductivity in function of temperature and MIT crossover. **Right:** Optical conductivity $\sigma(\omega)$ at various temperatures $T = 1, 0.46(T_2), 0.35, 0.3(T_1), 0.27, 0.22, 0.17, 0.04$ and Polaron formation.

Figure 3.6: Excitations of the system. **Left:** Polaron formation. **Right:** QNM spectrum of the model. At large $T$, the QNM separates from the real axis with decreasing $T$, until it collides with the next QNM (near $T_1$) and forms a pair of conjugated poles with positive and negative real parts – the polaron particle/anti-particle poles. (Similar QNM collisions have been observed e.g. in [77]. In our case, it is crucial that after collision the QNM approaches the real axis.)
From the numerical integration of these equations we can extract all the transport properties of the dual CFT and in particular the DC and AC electric conductivity and the correspondent QNM spectrum using the dictionary we discussed in the previous sections.

In the homogeneous limit $k \to 0$ we can compute the DC, $\omega = 0$, value of the electric conductivity in terms of horizon data analytically and we get:

$$\sigma_{DC} = 1 + \frac{\rho^2 u_h^2}{m^2(u_h)} = 1 + \frac{\rho^2 u_h^2}{\alpha^2 m^2 V'(\alpha^2 u_h^2)}$$  (3.112)

which generalizes the previous results in the literature.

The previously considered models [71, 75, 88] allowed just for metallic behaviour of the type $d\sigma_{DC}/dT < 0$. Within this class of more general potential we can not only provide a dual for insulating states\(^\text{14}\) of the type $d\sigma_{DC}/dT > 0$ but also transitions between such states and metallic phases (MIT) as in figure 3.5. From the analytical formula 3.112 we can extract the exact condition ($d\sigma/dT = 0$) for such a crossover to happen which takes the form:

$$\bar{X} V''(\bar{X}) = V'(\bar{X})$$  (3.113)

It is easy to show that for the benchmark model (3.106) this condition translates in the definition of a critical temperature $T_2 \sim (N - 2)^\gamma$ showing that one needs an high exponent $N > 2$ to have an MIT. Models with $N < 2$ tend to give metals and incoherent metals. It is anyway clear and important that generic massive gravity models seem to be able to reproduce much more than the single metallic behaviour and can incorporate also strongly coupled insulating systems.

Along with the depletion of the DC conductivity at low temperatures further features appear in the optical part of the conductivity (see fig.3.5) with the appearance of a localized excitation in the mid-infrared region. This suggests the formation of a localized and propagating bound state which one is tempted to identify as a phonon-electron state known as polaron. Such a bound state is created at a temperature $T_1$ which is generically different from the MIT temperature $T_2$ and always smaller. It is not clear therefore if there is a close correlation between the two effects but they turn out to be certainly related. Moreover, the formation of this "peak" is favoured by the amount of non-linearities (which can be dialed increasing the impurity strength $\alpha$ or the

---

\(^\text{14}\)Strictly speaking the proper definition for an insulator would be $\sigma(T = 0) \approx 0$. This is not the case in this kind of models because of the first unitary and temperature independent piece of the DC conductivity. We will therefore assume a milder definition $d\sigma_{DC}/dT > 0$. See further discussions in the following.
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non-linear power in the potential \( N \) and by lowering the temperature \( T \). Note that despite the formation of the *polaron* appears of the mean-field type (see fig.3.6), usually related to 2nd order continuous phase transitions, here we are not in presence of any spontaneous symmetry breaking mechanism. The phenomenon is more similar to a dynamical crossover which is generated by the non linearities of the massive gravity sector.

The features of the system can be efficiently collected into its QNM spectrum (see fig.3.6). The model undergoes a transition between an overdamped regime with a clear and separated drude peak, appearing as a pole on the lower imaginary axes \( \omega = -i \Gamma \) to an underdamped regime with a pole with both real and imaginary part \( \omega = -i \Gamma + \nu \). Eventually such a pole, lowering the temperature, can build up a bigger and bigger real part and approach the real axes, providing the peaked feature in the optical conductivity.

The emerging bound state represents a real propagating degree of freedom, whose real part of the frequency \( \nu \) stands for its effective energy/mass and the imaginary part as its decay width. One can follow such a pole and picture its dispersion relation (see fig.3.7) which turns out to be \( \omega \sim k^2 \) at low momentum as expected for a non lorentz invariant propagating mode.

In summary, we have seen that a simple nonlinear extension of holographic massive gravity captures interesting features of correlated materials such as polaron-localization and a (phonon-electron) interaction-driven Metal-Insulator transition (MIT). In other words, generalizing the massive gravity dual through a generic potential, introduces an effective graviton mass whose radial dependence can be arbitrary, within the consistency regime of the theory. Such a dependence gets translated in the field theory picture as the temperature dependence of the relaxation time such that the correspondent phenomenology becomes very rich and accounts also for insulating states and MIT transitions.

**Phases of holographic massive gravity**

In [188] we performed a systematic analysis of holographic massive gravity theories (HMG) which might store interesting condensed matter content. As already underlined, the set of consistent and healthy MG theories is much larger than the famous dRGT case firstly considered in the holographic literature. Many results are indeed not generic and this restricted view could somehow lead to misguided implications for the CM dual.

Realizing the existence of a broader class of consistent EFTs provides already an important distinction between *solid-fluid* type massive gravity theories which can be separated by:

i. The nature of the unbroken spacetime symmetries.

ii. The elastic response of the dual system.

The first point has origins in the framework of EFT for fluids and solids which in modern language are written down through a set of phonon scalars \( \phi^I \) (in \( 2 + 1 \) dimensions, \( I = 1, 2 \)) that enjoy internal shift and rotation symmetries for homogeneous and isotropic materials [67–70]. The internal symmetry group for solids is the two-dimensional Euclidean group of translations and rotations. For fluids, the internal group is much bigger and includes also volume preserving diffeomorphisms (VPDiffs). The scalars acquire an expectation value \( \langle \phi^I \rangle = \delta^I_1 x^1 \) and break the product of the (space transformations) \( \times \) (internal transformations) to the diagonal subgroup.

For fluids, the preserved symmetry includes a volume preserving diagonal subgroup.

The effective Lagrangian for solids at the lowest order in derivatives in the two cases can be written as:

\[
\mathcal{L}^{\text{solids}} = V_s(X, Z), \quad \mathcal{L}^{\text{fluids}} = V_f(Z)
\]  

\[ (3.114) \]
where \( X = \text{Tr}[I^IJ] \), \( Z = \text{Det}[I^IJ] \) and \( I^IJ = \partial_\mu \phi^I \partial^\mu \phi^J \). The functions \( V_{s,f} \) encode the linear and nonlinear properties of the solid and fluid, and they are free functions subject to mild consistency constraints. It is easy to realize that gauging these theories leads to graviton mass terms around the solution with non trivial vevs for the Goldstones \( \phi^I \). The simplest way to see this is to replace \( \eta_{\mu\nu} \) with \( g_{\mu\nu} \) and to go to the unitary gauge where the scalar fields are fixed to be equal to their background configuration. The above solid/fluid Lagrangians then become nonlinear potential terms for the metric

\[
V_s \left( \text{Tr} \left[ g^{ij} \right], \text{Det} \left[ g^{ij} \right] \right), \quad V_f \left( \text{Det} \left[ g^{ij} \right] \right)
\]

where \( g^{ij} \) denotes the spatial part of the inverse metric.

The form of this action is dictated by requiring it to be invariant under certain subset of the diffeomorphisms, that do not include the spatial diffeomorphisms \( x^i = \tilde{x}^i(x^i, t) \). The preserved diffeomorphisms are the ones enjoyed by the potential terms in (3.115). Both for solid and fluid MGs, these include the time-reparametrizations \( t \to f(t) \) plus global translations and rotations that force the potential not to depend explicitly on \( x^i \) and to contract the spatial indices with Kronecker delta \( \delta_{ij} \). For fluid MG the potential is also invariant under the spatial VPDiff, that forces it to be a function of \( \text{Det} \left( g^{ij} \right) \) only. Importantly, as we shall see below, the VPDiff symmetry protects the vanishing of the physical mass parameter of the metric tensor modes.

The main idea and novel contribution of [188] is to consider fully generic HMG theories and to study in details the implications of such a separation in the dual CM picture. Such a description will lead to the definition of a new physical quantity encoded in the Green function of the tensor mode, which we will identify as the elasticity of the system.

In the flat space language of [63] an isotropic and homogeneous LV massive gravity theory can be realized as:

\[
m_0^2 h_{00} h_{00} + 2 m_1^2 h_{0i}^2 = m_2^2 h_{ij}^2 + m_3^2 h_{ii}^2 - 2 m_4 h_{00} h_{ii} \tag{3.116}
\]

and the distinction between solids and fluids, following from symmetry arguments, boils down to:

- **Solids**: \( m_{1,2,3} \neq 0 \).
- **Fluids**: \( m_{1,3} \neq 0 \) and importantly \( m_2 = 0 \).

Let us insist that in both cases the spatial translations are broken and both cases lead to a finite DC conductivity in the electric response. The main differences between the two types of theories are i) that the solid phases exhibit propagating transverse phonons - the Goldstone modes of the broken space translations, inhomogeneous in spatial coordinates - whereas the fluids do not; and ii) that the tensor modes are massive/massless for solid/fluid phases respectively.

Once translated such a distinction into the holographic framework we will realize that the presence or not of the tensor mode mass \( m_2 \) is indeed linked to the elastic response and in particular to the shear modulus of the dual CM system.

For holographic applications in condensed matter theory we are interested in massive gravity theories that allow for asymptotically AdS charged black brane solutions. The action that will be considered is the Einstein-Maxwell action with a negative cosmological constant and a graviton mass term:

\[
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( R + \frac{6}{L^2} \right) - \frac{L^2}{4} F_{\mu\nu} F^{\mu\nu} + \mathcal{L}_\phi \right] \tag{3.117}
\]
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where \( \mathcal{L}_\phi \) stands for the massive gravity term written through the Stückelberg fields \( \phi^I \).

A straightforward way of analyzing the stability and phenomenology of a general theory of massive gravity is to start with the non-covariant form of the massive gravity action with the mass term written it terms of the metric perturbation \( h_{\mu\nu} \) and then restore the diffeomorphism invariance by the Stückelberg trick. The most general quadratic mass term that preserves the rotations of the transverse coordinates in the following form:

\[
\mathcal{L}_\phi(h_{\mu\nu}, r) = \frac{1}{2} \left( m_0^2(r)(h_{tt})^2 + 2m_1^2(r)h_{ti}h_{ti} - m_2^2(r)h_{ij}h_{ij} + m_3^2(r)h_{rt}h_{rt} + m_4^2(r)h_{tt}h_{tt} + m_5^2(r)h_{rr}h_{rr} + m_6^2(r)h_{ri}h_{ri} + m_7^2(r)h_{rt}h_{tt} + m_8^2(r)h_{rt}h_{tt} \right) ,
\] (3.118)

where all the masses \( m_i^2 \) are functions of the radial coordinate \( r \).

Note that the mass parameters defined in (3.118) can be classified with respect to the perturbations that they affect as:

i. scalar: \( m_0, m_{2-6}, m_{9-13} \)

ii. vector: \( m_1, m_7, m_8 \)

iii. tensor: \( m_2 \)

From the dual perspective the vector and tensor masses will be the respectively relevant for characterizing the electric and the visco-elastic responses.

The construction of the model follows exactly in the same way of the previous section and allow us to define the most general bulk action in AdS4 for our HMG theories:

\[
S_\phi = \int d^4x \sqrt{-g} \mathcal{L}_\phi = - \int d^4x \sqrt{-g} V(X, Z) \] (3.119)

which generalizes further what we analyzed in [186].

The dRGT theory considered in ref. [71] is a particular case of the latter with the Lagrangian given by:

\[
V_{dRGT} = - \beta_1 \sqrt{\frac{1}{2} (X + \sqrt{Z})} - \beta_2 \sqrt{Z} .
\] (3.120)

Let’s first concentrate to the electric response of the system which is determined by the only \( m_{1,7,8} \) mass terms. Consistency conditions can be derived in details (see [188]) and force:

\[
m_1^2 + 2m_7^2 = 0 , \quad m_8^2 = 0.
\] (3.121)

reducing the full problem to a single mass term whose radial dependence is anyway arbitrary and linked with the structure of the potential \( V(X, Z) \).

Performing the usual vector perturbations in a gauge invariant formalism we are left with the system of differential equations described by:

\[
( f a')' + \omega^2 \frac{a}{f} - \frac{2\mu^2 r^2}{r_h^2} a + \frac{2r^2 \mu}{r_h} \lambda = 0 ,
\] (3.122)

\[
2m_1^2 \frac{1}{fM^2} \omega^2 \lambda - i\omega m_8^2 \frac{1}{M} \left( \frac{\lambda}{M} \right)' - m_7^2 \left( \frac{f}{M^2} \lambda' \right)' + r^2 \frac{\det P}{2L^2} \left( \frac{\mu}{r_h} a - \lambda \right) = 0 ,
\] (3.123)
with \( \det \mathcal{P} = m_4^4 - 8m_1^2m_2^2 \neq 0 \) and \( \lambda \) being a gauge invariant field whose structure is not relevant for the following.

While the optical conductivity (finite \( \omega \)) requires the numerical integration of such a system with infalling boundary conditions for the fields at the horizon, using standard techniques one can derive the DC conductivity for the generic model, which turns out to be:

\[
\sigma_{DC} = 1 + \frac{\mu^2 L^2}{m^2(r_h)}
\]  

(3.124)

where \( \mu \) is the chemical potential, \( r_h \) the position of the horizon and:

\[
m^2(r) = 2m_1^2 r^2 M(r)^2
\]  

(3.125)

the only left graviton mass. Note how all the freedom of the model, namely the choice of the potential \( V(X,Z) \) is just incorporated in the function \( M(r) \) which can be taken generically of the form:

\[
M^2(r) = L^{-2} \left( \frac{r}{L} \right)^\nu
\]  

(3.126)

Translating into the language of the potential \( V(X,Z) \) such a function gets the form:

\[
M^2(r) = \frac{1}{r^2} \left( V_X + 2r_h^2 V_Z \right)
\]  

(3.128)

where \( V_{X,Z} = \partial_{X,Z} V \).

A phenomenologically interesting question to investigate is the different types of materials that can be described within the framework of holographic massive gravity and, in particular, their ability to conduct an electric current. The distinction between different classes of materials is well captured by the temperature dependence of their DC electric conductivity. In the models of massive holography proposed in this paper, it is controlled by the radial dependence of the mass function \( M^2(r) \) and in particular by the parameter \( \nu \). The latter, which determines the nature of the dual CFT, can be related in the case of the simple potential of the form \( V(X) = X^n \) to the power \( n \) as follows:

\[
n = \frac{4 + \nu}{2}
\]  

(3.129)

It is straightforward to realized that for the model to be consistent we need to impose \( \nu > -4 \) which corresponds to \( n > 0 \).

We can define a distinction between a metallic behaviour (\( d\sigma/dT < 0 \)) and an insulating behaviour (\( d\sigma/dT > 0 \)). For \( \nu < -2 \) the behaviour is metallic while for the opposite case, \( \nu > -2 \), we are in the presence of an insulator (see fig.3.8). Since the mass function (3.128) in the dRGT theory corresponds to the cases \( \nu = \{-2, -3\} \), the dual materials exhibit a metallic behaviour there (this happens for the linear and square root models of \([75,88]\) as well). The possibility to mimic metallic and insulating behaviour (and a transition between them) in the context of holographic massive gravity has been already pointed out in \([186]\). We further exploit the freedom offered by the generic power \( \nu \) to investigate the option of having a linear T resistivity \( \rho = 1/\sigma_{DC} \sim T \). This is a special feature of strange metals which evades the usual scaling predicted by the Fermi liquid.

\[\text{15}\] The DC conductivity becomes:

\[
\sigma_{DC} = 1 + \frac{\mu^2}{V_X(r_h) + 2r_h V_Z(r_h)}
\]  

(3.127)
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Figure 3.8: DC conductivity for a generic function $M^2(r) \sim r^{\nu}$. **Left:** DC conductivity for various values of $\nu$ showing the transition between a metallic to an insulating phase. **Right:** Linear in T resistivity (at low T) for the choice $\nu = -3$.

Within our class of models we observe a linear scaling in the resistivity at low temperature only for the power $\nu = -3$ as shown in fig. 3.8. As mentioned above, the $\nu = -3$ mass function coincides with the $\beta_1$ term of dRGT massive gravity. The linear scaling of the DC resistivity for this particular case in the low temperature regime has been already observed earlier in [88].

The AC conductivity can be found by numerically and details are presented in [188]. We fixed a generic mass function $M^2(r) = r^{\nu}$ and we performed the computation using the standard holographic methods. As already shown in fig 3.8 the power $\nu$ determines whether the model is dual to a metallic or to an insulating state. The choice of $M^2(r)$ influences also the AC response of the dual CFT as shown in fig. 3.9. The value of the real part of the conductivity at zero frequency coincides with the analytic value for the DC conductivity given before. For $\nu \geq 0$ we observe a formation of a peak, which becomes sharply localized for higher values of $\nu$ and moves towards zero frequency. This suggests the presence of a localized excitation whose width decreases with $\nu$ very fast. This resonance shows up only in the insulating state and it is reminiscent of what has been found in [186]. We associate the appearance of the peak at these values of $\nu$ with the fact that the mass functions that are more localized near the AdS boundary give rise to an explicit source of disorder that seems equivalent to the lattice disorder discussed in introduction. We find this a reasonable interpretation because such a disorder amounts to an additional source of an explicit breaking of translations that makes the otherwise exactly massless phonons become pseudo-Goldstone bosons. This is indeed what can be seen in the solid HMGs: one can identify almost massless transverse phonon poles in cases where the breaking is localized near the horizon, while as the profile of the mass function is moved towards the AdS boundary the phonons become massive. Hence, the physical phenomenon related to the appearance of peaks in the electric conductivity for $\nu \geq 0$ is expected to be the small collective field excitations - the phonons - due to the spontaneous breaking of the translational symmetry. In the presence of charge density this can be interpreted as a polaron formation as first suggested and observed in [186].
In addition to the classification of the materials into solids and fluids according to the residual symmetries that are preserved in the low energy EFT, there is another perhaps more intuitive way to distinguish them, namely, according to the type of response they exhibit under a shape deformation. In standard mechanical response theory, the magnitude that encodes the material deformation is a displacement vector $u_i$, and the direct measure of the deformation is the linearized strain tensor,

$$u_{ij} = \frac{1}{2} \partial_{(i} u_{j)}$$

A clear distinction between fluids and solids is that they respond very differently to a constant applied shear stress (given by a traceless stress tensor $T_{ij}$ leaving the volume of the material unchanged). For fluids, this leads to a constant shear velocity gradient (traceless part of $\dot{u}_{ij}$) and the corresponding response parameter is the shear viscosity. For solids, instead, a small constant applied shear stress leads to a constant shear strain (traceless part of $u_{ij}$), and the response parameter is the elasticity. Thus, a practical distinction between solids and fluids is that the static shear elasticity (or rigidity) modulus is nonzero for solids and vanishes for fluids - fluids do not offer resistance to a constant shear deformation. This distinction between the solid and fluid phases is exactly reproduced in HMG: it is encoded exclusively in the $m_2(r)$ mass parameter, which vanishes for the fluid HMGs but not for the solid HMGs. Indeed this mass term is just related to the derivative of the potential with respect to $X = Tr[T^{ij}]$:

$$m_2(r) \sim V_X$$

and for the fluids case, where $V(X, Z) = \mathcal{H}(Z)$, it is trivially zero.

Of course, the response of different materials (and also black branes) is more complex than the simplified picture above. Materials can, for instance, exhibit both elastic and viscous (i.e., viscoelastic) response. Given that the elastic properties of HMG black branes have not yet been unveiled, we shall restrict here to the elastic response by considering only static applied stress and static deformation or strain. The full viscoelastic response can be studied by considering time dependent applied stresses.

In homogeneous and isotropic materials, the (static) elastic shear modulus or modulus of rigidity can be defined as the stress/strain ratio:

$$T_{ij} = G u_{ij}$$
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where the superscript \( T \) stands for the traceless part. Equivalently, one can extract the modulus of rigidity, \( G \), from a Kubo-like formula that relates it to the Fourier transform at zero frequency and wavenumber of the retarded correlator as:

\[
G = \lim_{\omega \to 0} \Re \langle T_{xy}^T T_{xy}^T \rangle^R
\]  

(3.133)

Once we have \( G \) expressed in terms of the stress tensor two-point functions, it is easy to apply the holographic prescription to extract it. The bulk field dual to \( T_{ij} \) is the traceless tensor mode of the metric perturbation \( h_{ij}^T(r,t,x^k) \) whose equation of motion reads:

\[
\left[ f \partial_r^2 + \left( f' - \frac{2f}{r} \right) \partial_r + \left( \frac{\omega^2}{f} - 4r^2 \frac{m_2^2}{m} \right) \right] h_{ij}^T = 0 .
\]  

(3.134)

For the constant and homogeneous (\( \omega = 0 \)) response, this equation depends exclusively on the \( m_2(r) \) mass parameter. The retarded Greens function is extracted as usual by solving (3.158) with ingoing boundary conditions and taking the ratio of the subleading to the leading mode. The resulting response vanishes only for \( m_2 = 0 \), i.e. for the fluid HMGs. In fig. 3.10 we show the dependence on temperature of the shear modulus for some representative model choice. This shows that there is a well-defined sense in which the HMG black branes enjoy a nontrivial elastic shear response and thus behave as solids. We observe that the rigidity modulus \( G \) increases with temperature, whereas most ordinary solids display the opposite dependence and \( G \) decreases with increasing \( T \). However, in ordinary solids this behaviour occurs at roughly constant energy density while in the middle panel of fig. 3.10 the energy density is strongly increasing with \( T \) (which relates to the fact that the CFT degrees of freedom are inevitably in a relativistic regime). The ratio of \( G \) to the energy density \( \epsilon \), instead, does display the more standard decreasing in \( T \) form, so in this sense the result seems to be consistent with expectations from ordinary solids.

We have not analyzed in details all the technical part dealing with the consistency and stability of the generical HMG we considered; the interested reader can find it in [188]. All in all we made some important points which can be summarized here:

- We introduced the most generic holographic massive gravity framework, which goes beyond the dRGT case, and we showed explicitly its formulation in terms of the unitary gauge and via the St"uckelberg field \( \phi^I \).
• We analyzed the all the possible pathological issues in details and we found out that the set of possible consistent HMG is pretty wide (and unexplored).

• We can define two types of HMG: the solid type and the fluid one. They are distinguished by the symmetry breaking pattern and by a new physical observable which refers to elasticity.

• We performed the first computation of the shear modulus showing that it is not null in solids while it turns out to be null in fluids as expected.

• We analyzed in full generality the electric response of HMG theories, showing that they are able to encode not only metallic behaviours but insulating as well.

In the next section we will give more phenomenological details about the electric response of holographic EFT for condensed matter dealing with massive gravity.

### 3.6 Electric response & Metal Insulator transitions

In the previous chapter we stated that HMG could mimick not only metallic phase \( (d\sigma/dT < 0) \) but insulating ones \( (d\sigma/dT > 0) \) as well. Keeping a critical attitude, this is actually not totally correct because we never had:

\[
\sigma_{DC}(T = 0) \approx 0
\]  

(3.135)

which is the proper definition for a insulator.

This issue can be derived from the generic structure of the DC conductivity coming from that class of models:

\[
\sigma_{DC} = \frac{1}{e^2} \left( 1 + \frac{\mu^2}{M^2(T)} \right)
\]  

(3.136)

where \( M^2(T) \) is an effective graviton mass, which depends generically on the temperature \( T \) (through the position of the horizon \( u_h \)) and on the details of the specific model considered. This generic structure is quite robust and can be derived just through hydrodynamical arguments \[101,162\].

The issue just described, has been formalized in \[166\] as the existence of a "universal" lower bound for the electric conductivity for HMG theories, which are thought to represent a mean-field description of disorder:

\[
\sigma_{DC} \geq \frac{1}{e^2}
\]  

(3.137)

The presence of a lower bound of course prevents the possibility of having a proper insulating state with a very small electric conductivity at zero temperature.

From a more phenomenological point of view, this is as to say that no disorder-driven metal-insulator transitions MIT appear in such a models. On the contrary, increasing the amount of disorder, \( i.e. \) the graviton mass, the system passes from a good metal characterized by a clear Drude peak to an incoherent metal where no localized excitation is dominating the response. In nature increasing further disorder will turn the system into an insulating state which is the result of a localization mechanism. In HMG theories this is not happening (yet)!

To be more precise, it has been claimed in \[166\] that this is true for a large class of "simple" models, defined by the following benchmark structure:

\[
S_{bulk} = \int d^4 x \sqrt{-g} \left( \frac{R}{2} - 2 \Lambda - \frac{F_{\mu\nu} F^{\mu\nu}}{4 e^2} + V(\phi^I) + \ldots \right)
\]  

(3.138)
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where \( \mathcal{V}(\phi^I) \) encodes the Lagrangian for a generic neutral translation-breaking (TB) sector.

The main point of this issue turns around the first term appearing in the generic DC formula (3.136): performing indeed a large disorder limit, \( \mathcal{M} \to \infty \), the second term generically drops out but the first term remains and it is completely unaffected by the TB sector. In other words the first term is just dictated by the structure of the electromagnetic part of the action and without modifying the usual Maxwell term such a term will not vary neither with temperature nor disorder strength.

One possible way to avoid such a feature is to introduce a new degree of freedom into the model which couples directly to the Maxwell term. This is what happens for the strings inspired Einstein-Maxwell-Dilaton models whose action reads:

\[
S_{\text{bulk}} = \int d^4x \sqrt{-g} \left( \frac{R}{2} - 2\Lambda - \frac{Z(\Phi)}{4e^2} F_{\mu\nu}F^{\mu\nu} + (\partial_\mu \Phi)^2 - V(\Phi) + \mathcal{V}(\phi^I) + \ldots \right) \tag{3.139}
\]

where the new neutral scalar field \( \Phi \) is called the dilaton.

This new ingredient represents from the dual perspective the running of the coupling of the dual field theories and can have a strong impact on the IR features of the system. From the point of view of the DC conductivity, it modifies the generic formula (3.136) into:

\[
\sigma_{\text{DC}} = \frac{1}{e^2} \left( Z(\Phi_h) + \frac{\mu^2}{\mathcal{M}^2(T)} \right) \tag{3.140}
\]

where \( \Phi_h \) is the value of the dilaton at the horizon.

It is clear that as a consequence of this modification the proposed bound (3.137) is violated and depending on the dynamics of the dilaton sector, \( i.e. \) the form of the function \( Z(\Phi) \), possible insulating states could appear. This is indeed what happens \([103,164]\).

In the present \([223]\), we shall show instead that one can certainly avoid a bound like (3.137) in minimal and natural holographic models that contain the same dynamical ingredients (operators) as well as the mutual (“electron-disorder”) interactions which are still allowed by the symmetries\(^1\). Indeed, using EFT-like reasoning, it is clear that (3.138) is not the most general action allowed by the symmetries and the required field content. Clearly, there are additional couplings between the charge and TB sectors that can (and should) be included in the effective action. The crucial new ingredient that will be relevant for the present discussion is a direct coupling between the charge and TB sectors, which we can write schematically as:

\[
Y[\phi^I] F_{\mu\nu}F^{\mu\nu} \tag{3.141}
\]

where \( Y[\phi^I] \) stands for some function of the TB sector \( \phi^I \) (or its derivatives) alone.

Physically, even before specifying how we shall implement the TB sector and choose the \( Y \) function, it is clear that this effective interaction captures how much the TB sector affects the charge sector. This coupling, then, encodes the charged disorder - the effects from ionic impurities that directly couple to the mobile charge carriers. From the point of view of an effective description it is all the more reasonable that this kind of disorder is encoded in a direct coupling of this form.

Let us also emphasize one crucial difference between our proposal and some previous models \([103,164]\) that use a running dilaton \( \Phi \) that couples to the charge sector through a bulk coupling between the charge and TB sectors that can (and should) be included in the effective action.

\(^1\)There are other effective ways of reaching this goal which have been recently proposed. One can introduce non-linearities in the EM sector of the form \( K(F^2) \). This model has been investigated recently in \([224]\) and seems to give an effective holographic description of Mott Insulators. Eventually one can also couple the Ricci scalar directly to the Stückelberg sector \( \sim R P(\Phi^I) \) and get similar results explored in \([253]\).
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term like $Z(\Phi)F^2$. These models include a new dynamical ingredient, a scalar CFT operator $O$. The BB solutions are relevant deformations of the CFT by the operator $O$ that already in vacuum gives rise to confinement and therefore an insulating-like behavior. In these cases, it is hard to argue that the insulating behavior is driven by disorder. In our case, instead, there is no room for doubt. There are no more dynamical ingredients in the CFT other than the TB and the charge sector, so the BB solutions represent CFTs deformed by disorder (and finite density). At this point we can also see that the new interaction will play a role similar to the dilaton-Maxwell coupling in the sense that the physical magnitude of the charge carried by a charge carrier gets renormalized along the RG flow - in our case clearly due to disorder. Furthermore, we will show that dynamical consistency of the model requires that the renormalization is such that the conductivity is necessarily reduced at small temperatures (which is not necessarily the case for the Maxwell-dilaton coupling).

We therefore consider the minimal model in $3 + 1$ dimensions:

$$S = \int d^4x \sqrt{-g} \left[ \frac{R}{2} - \Lambda - \frac{1}{4} e^2 Y(X) F^2 - m^2 V(X) \right]. \tag{3.142}$$

with $X = g^{\mu\nu} \partial_\mu \phi^I \partial_\nu \phi^I$ and $F^2 = F_{\mu\nu} F^{\mu\nu}$.

It is quite clear from the structure of the action (3.142), that the TB enters in two distinct ways, encoded in the functions $Y(X), V(X)$. $V(X)$ represents a neutral disorder - the disorder from neutral forms of impurities, that do not couple directly to the charge carriers. Instead, $Y(X)$ captures the effects of disorder that are felt directly by the charged sector. In other words this model provides a generalization of the previous HMG models \[186,188\].

The model admits asymptotically AdS charged black brane solutions with a planar horizon topology. For arbitrary choice of $V, Y$ they take the form:

$$ds^2 = \frac{1}{w^2} \left[ -f(u) dt^2 + \frac{1}{f(u)} du^2 + dx^2 + dy^2 \right],$$

$$f(u) = -u^3 \int_{u_l}^{u_h} \left( \frac{\rho^2}{2 Y(\alpha^2 \xi^2)} + \frac{m^2 V(\alpha^2 \xi^2)}{\xi^4} + \frac{\Lambda}{\xi^4} \right) d\xi,$$

$$\phi^I = \alpha \delta^I_1 x^i, \quad I = \{x, y\},$$
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Figure 3.12: Temperature features of the DC conductivity at different disorder strengths $\alpha$ (i.e. graviton mass) for the model considered in (3.146) with unitary charge density: Left: metal-incoherent metal transition for $\kappa = 0$ (i.e. previous literature); Right: metal-insulator transition for $\kappa = 0.5$ (safe region).

\[ A_t(u) = \rho \int_u^{u_h} \frac{1}{Y(\xi^2 \alpha^2)} \, d\xi, \]  

where $u_h$ denotes the horizon location.

The temperature of the background geometry reads:

\[ T = -\frac{\rho^2 u_h^3}{8 \pi Y(\alpha^2 u_h^2)} - \frac{m^2 V(\alpha^2 u_h^2)}{4 \pi u_h} - \frac{\Lambda}{4 \pi u_h} \]  

An very important part of the present analysis concerns the conditions under which the models above are consistent – they are free from instabilities. Its main outcome is that the functions $V(X), Y(X)$ that appear in the Lagrangian are subject to the constraints:

\[ V'(X) > 0, \quad Y(X) > 0, \quad Y'(X) < 0 \]  

Crucially, the Maxwell-Stückelberg coupling $Y$ is allowed (and must be positive). Not only that, it must also be a decreasing function of $X$. Let us emphasize that the latter condition stems solely from the requirement that the transverse vector modes have a normal (non-ghosty) kinetic term (the actual condition is slightly less restrictive, but for simplicity we shall take $Y' < 0$ which is certainly sufficient and more robust). The fact that $Y' < 0$ will have a dramatic impact on the possibility to have a MIT.

We shall focus on a representative ‘benchmark’ model,

\[ Y(X) = e^{-\kappa X}, \quad V(X) = X/(2m^2). \]  

This is by far not the most general model but it will suffice to illustrate the new features that can be modeled with this kind of coupling. Note that it suffices to take $\kappa > 0$ to satisfy all the consistency conditions. One can also anticipate that for order-one values of $\kappa$ the effects from this coupling can be rather important.

Proceeding with the vector perturbations on top of the background defined in (3.143), one can
compute numerically the optical electric conductivity and analytically its DC value. We find the
following analytic result for the electric DC conductivity,

\[ \sigma_{DC} = \left[ Y(\bar{X}) + \frac{\rho^2 u^2}{m_{eff}^2} \right]_{u_h} \]  

(3.147)

with

\[ m_{eff}^2 \equiv \alpha^2 \left( m^2 V'(\bar{X}) - \rho^2 u^4 \frac{Y'(\bar{X})}{2Y^2(\bar{X})} \right) \]

where \( \bar{X} = u^2 \alpha^2 \) and all quantities have to be evaluated at the horizon, \( u = u_h \).

The expression (3.177) encodes all the interesting phenomenology which follows. For the benchmark model (3.146), the interesting quantities read:

\[ T = -\frac{\rho^2 u_h^3 e^{\kappa \alpha^2 u_h^2}}{8 \pi} - \frac{\alpha^2 u_h}{8 \pi} + \frac{3}{4 \pi u_h}, \]

\[ \sigma_{DC} = e^{-\kappa \alpha^2 u_h^2} + \frac{2 \rho^2 u_h^2}{\alpha^2 \left( \rho^2 \kappa u_h^4 e^{\kappa \alpha^2 u_h^2} + 1 \right)} \]  

(3.148)

In this scenario we are left with only four parameters in our model: the temperature \( T \), the charge density \( \rho \), the neutral and charged disorder strengths \( \alpha \) and \( \kappa \).

The analysis of the electric DC conductivity in function of disorder is our primary task. The first interesting and new feature of the model deals with the DC conductivity at zero temperature which characterizes the nature of our ‘material’ (i.e. metal/insulator). In the previous massive gravity models the system could be just in a metallic phase (with a sharp Drude peak) or in an incoherent metallic phase where there is no clear and dominant localized long lived excitation. The bound of [166] can be indeed rephrased with the statement that such a models fall down in an extremely incoherent metallic state for very strong disorder without undergoing a metal-insulator transition. Note that this is a quite unnatural behaviour in real-life experiments where usually strong disorder produces clear insulating behaviours. In our case the scenario is more complex and increasing the disorder one can reach an insulating state where \( \sigma_{DC} \approx 0 \) at zero temperature. This is basically what we mean by disorder-driven MIT and to the best of our knowledge this model is the first holographic example of such a mechanism. It is fair to say that the link between massive gravity and disorder is still very blurred and that right now massive gravity is able to capture just some few features of it. The difference between our novel results and previous literature is summarized in fig.3.11.

Most of the results of this short note are summarized in fig.3.12 where the presence of a metal-insulator transition (in contrast with previous massive gravity models) is made evident. The picture again emphasizes how we can overcome the bound \( \sigma_{DC} \geq 1/e^2 \) proposed in [166] (dashed line) increasing the disorder in the system and exploiting the new parameter \( \kappa \).

This result also suggests that there is no universal lower-bound for the electrical conductivity at least within the holographic models. Despite the absence of any lower bound in the electric conductivity provided by our simple generalization of the implicit assumptions in [166], it should be very clear that we are not giving in a derivation of localization, or that localization is the phenomenon that lies behind the bad conductivity of these holographic materials. For this one would certainly need to abandon homogeneity and study more complicated models. In conclusion, the main features of the model (3.154) are summarized in Fig. 3.13 where we draw
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Figure 3.13: Phase diagrams for the model \( ?? \) with unitary charge density \( \rho = 1 \). Dashed lines correspond to \( \sigma_{DC} = 0.1, 0.8, 1.2 \) and they divide the four regions: a) good metal, b) incoherent metal, c) bad insulator and d) good insulator. **Top Left:** Temperature-disorder plane with \( \kappa = 0 \). **Top Right:** Temperature-disorder plane with graviton mass \( \kappa = 0.5 \). **Bottom:** For every region \( (a,b,c,d) \) in the phase diagrams one representative example of \( \Re(\sigma) \) is shown. The parameters for each one of the AC plots are pinpointed in the \( T-\alpha \) phase diagram (top right) and they correspond to: \( \bullet : (\alpha = 0.5, T = 0.5) \), \( \blacksquare : (\alpha = 1, T = 1.2) \), \( \star : (\alpha = 6, T = 1) \), \( \blacktriangle : (\alpha = 10, T = 0.2) \).
the phase diagrams in the temperature-disorder plane for $\kappa = 0$ (i.e. previous literature) and $\kappa = 0.5$ (which lies in the healthy region of the parameters space). For the known case $\kappa = 0$ just metallic phases are accessible and only a crossover between metals and incoherent metals can be manifested (see e.g. [77]). On the contrary, for the novel case, the phase diagram gets richer and incorporate several phases of matter depending on the parameters: good metal (a), bad or incoherent metal (b), bad insulator (c) and good insulator (d). Both the quantum phase transition (MIT) and the finite temperature crossover are present in the picture. For every phase of matter a representative example of optical conductivity is shown at the bottom of Fig. 3.13.

The framework of effective holographic theories can be enriched and enlarged to account for several condensed matter wisdoms and it can represent an useful tool to reproduce a large set of unexplained phenomena. The study of insulating states in this context has been initiated bringing a collection of new questions and unexplored directions. Whether holographic models account for the presence of universal bounds/values for certain physical observables, such as the electric conductivity we considered at this stage, is a very valuable question on which we will return in the next section and especially in the final remarks of this thesis.

### 3.7 The $\eta/s$ bound in theories without translational symmetry

It has been long known that black brane solutions can be characterized both by thermodynamic quantities like temperature and entropy as well as hydrodynamic entities like viscosity and diffusion. In gauge/gravity duality, the hydrodynamics of the black branes is mapped to the hydrodynamic properties in the dual field theory. One of the most prominent insights that the AdS/CFT correspondence have provided for the understanding of dynamics of strongly coupled condensed matter systems is that the shear viscosity to entropy density ratio takes on a universal value\[17\]for all gauge theories with Einstein gravity duals [225]:

$$\eta \over s = \frac{1}{4\pi} \quad (3.149)$$

This value was conjectured to set a fundamental lower bound on this ratio - the celebrated Kovtun-Son-Starinets (KSS) bound [226]. Amazingly enough, the bound seems to be satisfied for all known fluids where $\eta/s$ has been measured, including examples like superfluid helium [227] and the QCD quark gluon plasma (see e.g. [228]).

By now it is well established that the KSS bound is violated by higher curvature corrections to the Einstein theory. In particular, the violation of the bound was observed in Einstein gravity supplemented by the quadratic Gauss-Bonnet term [229]. In terms of the Gauss-Bonnet coupling $\lambda_{GB}$ the viscosity to entropy density ratio was found to be

$$\eta \over s = \frac{1}{4\pi} \left[ 1 - 4\lambda_{GB} \right] \quad (3.150)$$

For a positive coupling this would imply an arbitrary violation of the bound. However, the consistency requirements on the dual field theory impose constraints on the allowed values of the Gauss–Bonnet coupling constant. In particular, it was found that the field excitations in the dual field theory allow for superluminal propagation velocities for $\lambda_{GB} > 9/100$, thus imposing

\[17\]We work in the units where $\hbar = k_B = 8\pi G \equiv 1$. 
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a new lower bound on the viscosity to entropy ratio [230]. In the light of these results it is at present not clear whether a universal fundamental bound on the shear viscosity to entropy ratio exists. For a review on the bound violation in higher derivative theories of gravity, see [231] and references therein.

Asking ourselves about the fate of the $\eta/s$ universal bound in the context of holographic theories with momentum dissipation is for sure a valuable and interesting question which we want to address [232]. We make use of the generic HMG theories described in [188] and we compute the viscosity of the system via the Kubo formula:

$$\eta \equiv \lim_{\omega \to 0} \frac{1}{\omega} \text{Im} \mathcal{G}^R_{T_{ij} T_{ij}}$$

(3.151)

where $\mathcal{G}^R$ is the retarded Green’s function of the stress tensor.

Note that such a generic theories possess a more complicated viscoelastic response, stress-tensor $T_{ij}$-displacement tensor $u_{ij}$ relation of the type:

$$T^{(T)}_{ij} = G u^{(T)}_{ij} + \eta \dot{u}^{(T)}_{ij}.$$  

(3.152)

where $G$ is the so called modulus of rigidity, dealing with the elastic properties, which can be similarly computed through:

$$G \equiv \lim_{\omega \to 0} \text{Re} \mathcal{G}^R_{T_{ij} T_{ij}}.$$  

(3.153)

In terms of the two parameters defined in (3.151) and (3.153), the static mechanical response of generic isotropic materials can be depicted in the $\{G, \eta\}$ plane. The $G = 0$ axis corresponds to fluids. The $\eta = 0$ axis to non-dissipative (e.g. at zero temperature) solids. The rest of the two dimensional space is spanned by viscoelastic materials. As we shall see, solids dual to massive gravity black branes of [188] do lie inside this plane.

We consider, as in [188] holographic models defined by the generic 3 + 1 dimensional gravity theory:

$$S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( R + \frac{6}{L^2} \right) - \frac{L^2}{4} F_{\mu\nu} F^{\mu\nu} - \frac{m^2}{L^2} V(X, Z) \right] + \int_{r \to 0} d^3x \sqrt{-\gamma} K,$$

(3.154)

where $L$ is the AdS radius, $m$ is a dimensionless mass parameter, and

$$X \equiv \frac{1}{2} \text{tr}[I^{IJ}], \quad Z \equiv \det[I^{IJ}], \quad I^{IJ} \equiv \partial_{\mu} \phi^I \partial^{\mu} \phi^J,$$

(3.155)

and the indices $I, J = \{x, y\}$ are contracted with $\delta_{IJ}$. In (3.154), we have included the Gibbons-Hawking boundary term where $\gamma$ is the induced metric on the AdS boundary, and $K = \gamma^{\mu\nu} \nabla_\mu n_\nu$ is the extrinsic curvature with $n^\mu$ - an outward pointing unit normal vector to the boundary. Around the scalar fields background $\phi^I = \delta^I_0 x^I$ the metric admits the black brane background solution

$$ds^2 = L^2 \left( \frac{dr^2}{f(r) r^2} + \frac{-f(r) dt^2 + dx^2 + dy^2}{r^2} \right),$$

(3.156)

with the emblackening factor given in terms of the background value of the mass potential:

$$f(r) = 1 + \frac{\mu^2 r^4}{2r_h^4} + m^2 r^3 \int r' \frac{1}{r'^4} \hat{V}(r'),$$

(3.157)
where $\hat{V}(r) \equiv V(\hat{X}, \hat{Z})$. The solution for the Maxwell field is $\hat{A}_t = \mu (1 - r/r_h)$.

The viscoelastic response of the boundary theory in the holographic description is encoded in the transverse traceless tensor mode of the metric perturbations which obeys:

$$\left[ f \partial_r^2 + \left( f' - 2 \frac{f}{r} \right) \partial_r + \left( \frac{\omega^2}{f} - 4 m^2 M^2(r) \frac{r^2}{L^2} \right) \right] h_\omega = 0 .$$

(3.158)

where we have defined a mass function

$$M^2(r) \equiv \frac{1}{2r^2} \hat{V}_X(r) .$$

(3.159)

It is very important to emphasize here that the mass of the tensor mode is only due to the $X$ dependence of the potential $V(X,Z)$. Hence, in the case when $V$ is only a function of $Z$ the graviton remains massless. In our previous work we have argued that in the case when $V = V(Z)$ the dual theory describes fluids, whereas the presence of an $X$ dependence, i.e. when $V = V(X,Z)$, indicates that the material is a solid [18]. We have also shown that there is no elastic response in the case of fluids. Moreover, since for fluids the graviton mass is zero, the universality proof [85] for the viscosity to entropy ratio based on the membrane paradigm is applicable and we expect no violation of the KSS bound. Without loss of generality we therefore only consider the theories describing solids with graviton mass terms of the form

$$V(X) = X^n .$$

(3.160)

Here we are allowing for general values of $n$ in order to see what is the impact of this parameter on the elasticity and viscosity. As already discussed this choice corresponds to a mass function of the form:

$$M^2(r) = \frac{1}{2L^2} \left( \frac{r}{L} \right)^\nu$$

(3.161)

with $n = \frac{4 + \nu}{2}$.

From the equation of motion (3.158) it follows that in the near-boundary region the metric perturbations $h \equiv h_\omega$ behave as

$$\lim_{r \to 0} h = h_0 + \left( \frac{r}{L} \right)^3 h_3 + \ldots$$

(3.162)

showing that the scaling dimension of $h$ is $\Delta = 3$ and is independent on the radial dependence of the graviton mass. The gauge/gravity duality prescription then allows one to find the retarded Green’s function as the ratio of the subleading to leading mode of the graviton:

$$G^{R}_{ij, T} = \frac{2\Delta - d}{2L} \frac{h_3}{h_0}$$

(3.163)

where $d = 3$ is the number of spatial dimensions. We numerically solve the equation of motion for the graviton and extract the retarded Green’s function by using the above expression. From the latter we are able to compute the complete viscoelastic response of the dual CFT. In Fig. 3.14 we show the real part of the Green’s function and the viscosity to entropy density ratio as a function of the graviton mass for different values of the exponent $\nu$. We first observe that the $\eta/s$ ratio goes below the universal value $1/(4\pi) \approx 0.08$ for graviton mass parameter values $m > 0$ and thus violates the KSS bound. As expected, in the fluid regime with $m = 0$ we recover the standard universal value. The second observation that we make is that the real part
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of the Green’s function becomes negative for all values of $\nu$ apart from $\nu = -2$. Although, negative modulus of elasticity can, in principle, be observed in nature it is always associated with instabilities. From the holographic perspective, the fact that there is an instability is not so surprising because the kinetic terms for the St"uckelberg fields are non-canonical for $V(X) = X^n$ with $n > 3/2$ and $n = 1/2$ (corresponding to $\nu > -1$ and $\nu = -3$ respectively). Both the numerical and analytical results give a positive rigidity modulus for the canonical St"uckelberg case, $n = 1$ ($\nu = -2$) with $V = X$, which can therefore be singled out as the most reasonable model from the phenomenological point of view.

We would like to point out that the fact that the KSS bound can be violated in theories with massive gravity duals was also noticed in [77] for the case $\nu = -2$ corresponding to $V = X/2$ and $\mu = 0$. It was then argued by the authors that this result is irrelevant for the physical viscosity due to the fact that for graviton masses of order $m/T \gtrsim 1$ the dual field theory does not admit a coherent hydrodynamic description. Instead a crossover from the coherent hydrodynamic phase of the system to an incoherent regime occurs for graviton mass that is comparable to the black brane temperature. In the results presented in this paper we see the violation of the KSS bound also at arbitrary small values of the graviton mass where the hydrodynamic description applies [85].

We therefore believe that our findings are physically significant and suggest that the KSS bound can be violated in materials with non-zero elastic response. In general, however, we find that the question of whether or not the black branes are close to having a hydrodynamic description is not particularly relevant in the context of holographic solids. In these systems we do not expect the dynamics to be understood in terms of hydrodynamics while there does exist a well defined low energy effective field theory description of solids defined as an expansion at low frequencies and momenta.

As an additional remark, let’s note (see fig.3.15) that in the extremal limit $T = 0$ the viscosity-entropy bound is null. This was also observed and discussed in details in [176] where the value of $\eta/s$ at $T = 0$ has been related to the nature of the momentum dissipating sector in the deep IR. To be more precise, the graviton mass we consider does not vanish at the extremal horizon such that the momentum dissipation mechanism is still active in that limit leading to a vanishing KSS ratio. On the contrary at temperatures $T \gg m$ we expect the presence of a graviton mass

---

Figure 3.14: Backreacted model $V(X) = X^n$ for different $n = \frac{4 + \nu}{2}$, $\nu = -3, -2, 0, 2$. Left: Elasticity; Right: $\eta/s$ ratio, the horizontal dashed line shows the value $\eta/s = 1/(4\pi)$. Plots from [232].
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\[n^{18}\]See [177] for a detailed hydrodynamical analysis of the $\eta/s$ violation in holographic theories with momentum dissipation.
to be completely irrelevant and indeed we recover the universal value 1/4π ((see fig.3.15). Note also that the violation of the KSS bound in this framework is definitely stronger than the higher derivative case because no further lower bound appear at all: the η/s ratio can go down to 0! We can analyze further the situation exploiting perturbative methods which allow us to compute at small graviton mass the value of G and η analytically. What we find out (see [232] for details) is that at low momentum dissipation those two quantities take the form:

\[ G = \frac{L^2}{2 v_{\eta}^2} c_\nu m^2 + \ldots \]

\[ \frac{\eta}{s} = \frac{1}{4\pi} \left( 1 + \frac{2}{3} c_\nu m^2 H_{\frac{3}{2}(\nu+1)} + \ldots \right) \quad (3.164) \]

with \( c_\nu = -\frac{2}{\nu+1} (\frac{r_h}{L})^{\frac{4}{19}} \) and \( H_p \) the p-th harmonic number. The numerical results for the real part of the Green’s function and for the η/s ratio are in good agreement with these analytic expressions for small values of the graviton mass parameter m.

In conclusion we have seen a violation of the KSS bound \( \eta/s \geq 1/4\pi \) in holographic massive theory of the solid type. We suspect this violation to be correlated with the presence of a non zero shear elastic modulus G. Importantly the violation we found is not directly connected with the breaking of translational symmetry of the dual CFT because for fluid type HMG theories the bound is fully satisfied even if momentum is dissipating.

Given the putative connection between the elastic response and the violation of the KKS bound we provided it would be extremely interesting to perform experimental measures of the η/s ratio in viscoelastic materials. In addition, in the spirit of the KSS conjecture, one can also wonder whether or not there is any generalization of it that holds in solid systems. From dimensional analysis it is reasonable to expect that if there does exist a more general bound, it should involve the rigidity to pressure ratio, \( G/p \), in addition to the η/s ratio. In Fig. 3.16 we plot η/s against \( G/p \) for the holographic solid with \( \nu = -2 \) and see a clear correlation. Keeping the KSS logic that the gravity solutions might represent the least dissipative materials, the Fig. 3.16 then suggests

---

The case \( \nu = -1 \) is a particular one and it has to be treated separately.
3.8. Superconductors with momentum dissipation

Metal-SC phase transitions

The holographic superconductors model [212, 213] is one of the first and main result of the AdS/CMT program. Within its simplicity it describes a system which exists in two states: a superconducting state which has a nonvanishing charge condensate, and a normal state which is a perfect conductor. As a direct consequence, already in the normal phase the static electric response, namely the DC conductivity ($\omega = 0$), is infinite. This is a straightforward consequence of the translational invariance of the boundary field theory, which leads to the fact that the charge carriers do not dissipate their momentum, and accelerate freely under an applied external electric field. This fact represents a shortcoming of the model which has to be cured in order to have a realistic metallic normal state with finite electric DC conductivity clearly distinguishable from the infinite one in the superconducting phase.

We [233] therefore introduce HMG theories into the original SC model [212, 213] to take care of such a lack and to study the effects of disorder-driven momentum dissipation on the main features of the SC phase transitions, such as the critical temperature $T_c$ and the value of the charged condensate $\langle O \rangle$. 

---

Figure 3.16: Viscosity–elasticity diagram for the $V(X) = X$ model. The value of the graviton mass and the temperature are changing along the solid lines, with $m = 0$ on the axes where $\eta/s = 1/4\pi \approx 0.08$ and $T = 0$ on the axes $\eta/s = 0$ where the rigidity $G$ takes its maximum value.

that there might be a more general bound in (viscoelastic) solids. At relatively large temperatures this would approximately take the form

$$4\pi \frac{\eta}{s} + \mathcal{C} \frac{G}{p} \lesssim 1$$

with $\mathcal{C}$ being an order-one constant. Another possibility for a generalized KSS bound has been proposed in [176] in connection with the rate of entropy production encoded by the viscosity $\eta$.
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The holographic superconductors model [212, 213] is one of the first and main result of the AdS/CMT program. Within its simplicity it describes a system which exists in two states: a superconducting state which has a nonvanishing charge condensate, and a normal state which is a perfect conductor. As a direct consequence, already in the normal phase the static electric response, namely the DC conductivity ($\omega = 0$), is infinite. This is a straightforward consequence of the translational invariance of the boundary field theory, which leads to the fact that the charge carriers do not dissipate their momentum, and accelerate freely under an applied external electric field. This fact represents a shortcoming of the model which has to be cured in order to have a realistic metallic normal state with finite electric DC conductivity clearly distinguishable from the infinite one in the superconducting phase.

We [233] therefore introduce HMG theories into the original SC model [212, 213] to take care of such a lack and to study the effects of disorder-driven momentum dissipation on the main features of the SC phase transitions, such as the critical temperature $T_c$ and the value of the charged condensate $\langle O \rangle$. 
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The total action of our model is:
\[ I = I_1 + I_2 + I_3, \]  
(3.165)
where we have denoted the Einstein-Maxwell terms \( I_1 \), the neutral scalar terms \( I_2 \), and the charged scalar terms \( I_3 \):
\[ I_1 = \int d^{d+1}x \sqrt{-g} \left[ R - 2\Lambda - \frac{L^2}{4} F_{\mu\nu} F^{\mu\nu} \right], \]
\[ I_2 = -2m^2 \int d^{d+1}x \sqrt{-g} V(X), \]
\[ I_3 = -\int d^{d+1}x \sqrt{-g} \left( |D\psi|^2 + M^2|\psi|^2 + \kappa H(X)|\psi|^2 \right). \]  
(3.166)
and we consider the following MG potentials as benchmark examples:

**model 1**: \( V(X) = \frac{X}{2m^2} \), \( X = 1 \) \( \frac{L^2}{2m^2} g^{\mu\nu} \partial_\mu \phi^I \partial_\nu \phi^I \). \( \phi^I = \alpha i_\mu \xi^\mu, \quad I, i = x, y \).

**model 2**: \( V(X) = X + X^5 \) \( X \neq 1 \) \( \frac{X^N}{2m^2} \).

**model 3**: \( V(X) = \frac{X^N}{2m^2}, \quad N \neq 1 \) \( \frac{X^N}{2m^2} \).

We have defined
\[ X = \frac{1}{2} L^2 g^{\mu\nu} \partial_\mu \phi^I \partial_\nu \phi^I. \]  
(3.170)
We denote \( D_\mu \psi = (\partial_\mu - i q A_\mu) \psi \) to be the standard covariant derivative of the scalar \( \psi \) with the charge \( q \).

The generic ansatz we consider is given by:
\[ ds^2 = L^2 \left( -\frac{1}{u^2 f(u)} e^{-\chi(u)} dt^2 + \frac{1}{u^2} (dx^2 + dy^2) + \frac{1}{u^2 f(u)} du^2 \right), \]
\[ \phi^I = \alpha \delta^I_\mu x^\mu, \quad I, i = x, y, \]
\[ A = A_t(u) du, \quad \psi = \psi(u). \]  
(3.171)
where \( \psi \) can be taken to be real-valued.

Within this ansatz the EOMs coming from the generic action (3.166) read:
\[ q^2 u e^\chi A_t^2 \psi^2 f^2 - \chi' + u \psi^2 = 0 \]  
(3.172)
\[ \psi'^2 - \frac{2 f'}{u f} + \frac{e^\chi u^2 A_t^2}{2 f} + \frac{M^2 L^2 \psi^2}{u^2 f} + \frac{\kappa L^2 H \psi^2}{u^2 f} + \frac{e^\chi q^2 A_t^2 \psi^2}{f^2} + \frac{2 m^2 L^2 V}{u^2 f} + \frac{2 M L^2}{u^2 f} + \frac{6}{u^2} = 0 \]  
(3.173)
\[ \frac{2 q^2 A_t \psi^2}{u^2 f} - \frac{\chi'}{2} A_t^2 - A_t' = 0 \]  
(3.174)
\[ \psi'' + \left( -\frac{2 f'}{u f} + \frac{f'}{f} - \frac{\chi'}{2} \right) \psi' + \left( \frac{e^\chi q^2 A_t^2}{f^2} - \frac{M^2 L^2}{u^2 f} - \frac{\kappa H L^2}{u^2 f} \right) \psi = 0 \]  
(3.175)
\(^2(3.167)\) has been already studied in the context of holographic SC in \([159, 161]\). We have inserted an additional coupling \( m^2 \) in front of the potential \( V(X) \) which is going to be redundant for the monomial cases \( 3.167 \) and \( 3.169 \) where we decided in fact to reabsorb it into the definition of \( V(X) \). In this way for those cases we are left with just one parameter \( \alpha \) which is going to represent the disorder-strength in the system. In the case of the polynomial potential \( 3.168 \) \( m^2 \) is going to be an independent parameter in addition to \( \alpha \).
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Figure 3.17: Region plots for the model (3.168) in the normal phase. We choose units where the density is \( \rho = 1 \). Here we have fixed \( \alpha = 1 \) (left plot) and \( m = 1 \) (right plot). The blue region is pseudo-insulating, \( d\sigma_{DC}/dT > 0 \), the green region is metallic, \( d\sigma_{DC}/dT < 0 \).

and the Hawking temperature of the black brane (3.171) is given by:

\[
T = -\frac{f'(u_h)}{4\pi} e^{-\frac{\chi(u_h)}{2}}. \tag{3.176}
\]

In the case of a non-trivial condensate \( \psi(u) \) it is in general impossible to solve the background equations of motion analytically. However, when \( \psi(u) = 0 \), i.e. the normal phase, the solution is known and it was given in [186]. The correspondent DC electric conductivity is finite and takes the value:

\[
\sigma_{DC} = \frac{1}{e^2} \left( 1 + \frac{\rho^2 u_h^2}{2 m^2 \alpha^2 V(u_h^2 \alpha^2)} \right). \tag{3.177}
\]

With this formula at disposal we can already draw down the phase diagram of the normal phase accordingly to the following definitions:

- \( d\sigma_{DC}/dT < 0 \) : metal
- \( d\sigma_{DC}/dT > 0 \) : pseudo-insulator\(^{21}\)

The phase diagram of this normal phase is already rich and can give insights towards the interpretation about the various ingredients introduced into the model. In the case of the linear Lagrangian, which goes back to the original model [159], the parameters \( m \) and \( \alpha \) are combined into \( m \alpha \), which can be interpreted as the strength of translational symmetry breaking. From the dual field theory point of view this is thought to be related to some sort of homogeneously distributed density of impurities, representing the disorder-strength in the material.

In the case of a more general \( V(X) \), the \( m \) parameter keeps this kind of interpretation while the \( \alpha \) one represents the strength of interactions of the neutral scalar sector. This reasoning is confirmed by the study of the phase diagrams of the system (figure 3.17) which makes evident

\(^{21}\)We use the "pseudo" prefix to make explicit the fact that we do not have \( \sigma_{DC}(T = 0) = 0 \) in this phase.
Figure 3.18: Left: Region and contour plots for the model \((3.167)\) with linear potential for the neutral scalars. The region of \(\Delta, q\), satisfying the IR instability condition \((3.180)\) is shaded in grey. The red dot is centered around \((q_d, \Delta_d) = (0.6, 2.74)\). These tuned \((q, \Delta)\) confine superconducting phase of the model \((3.167)\) into a dome region. Notice the proximity of the red dot to the boundary of the IR instability region, resulting in \(T_c(q_d, \Delta_d)\) being very small. Right: Region and contour plots for the model \((3.168)\) with non-linear potential for some representative parameters.

The difference between the two parameters. Indeed, while the \(m\) parameter, which we are going to interpret as the disorder-strength of our High-Tc superconductor, enhances the metallic phase, the \(\alpha\) one clearly reduces the mobility of the electronic sector driving the system towards the pseudo-insulating phase.

The normal phase we just described is unstable towards the development of a non-trivial profile of the charged scalar field. This allows one to determine a line of the second order superconducting phase transition, \(T_c(\alpha, m)\), in the boundary field theory, with broken translational symmetry. We start by considering the system at zero temperature, which we are able to study analytically. Then we proceed to studying the normal phase at a finite temperature. Upon lowering the temperature, at a certain critical value \(T = T_c\), the normal phase becomes unstable. This is the point of a superconducting phase transition. We construct numerically \(T_c\) as a function of the parameters \(\Delta, q, \alpha\) (or \(m\)), for the models with various \(V(X)\).

In the case of \(T = 0\) the normal phase geometry interpolates between the \(AdS_4\) in the ultra-violet and the \(AdS_2 \times \mathbb{R}^2\) in the infra-red. We can apply the known analytical calculation to study the stability of the normal phase towards formation of a non-trivial profile of the scalar \(\psi\).

Due to eq. \((3.175)\), the effective mass \(M_{\text{eff}}\) of the scalar \(\psi\) is given by:

\[
M_{\text{eff}}^2 L^2 = M^2 L^2 + \kappa H L^2 + q^2 A^2 g^{tt} L^2. \tag{3.178}
\]

Notice that at the boundary the mass of the scalar is just \(M^2\) but at the horizon it gets an additional contribution. The normal phase is unstable towards formation of the scalar hair, if \(M_{\text{eff}}\) violates the BF stability bound in the \(AdS_2\), namely:

\[
M_{\text{eff}}^2 L^2 < -\frac{1}{4}. \tag{3.179}
\]
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In (3.179) we have denoted the $AdS_2$ radius as $L_2$.

All in all, the IR instability condition (3.179) finally reads:

$$D < 0,$$

where we have defined the function $D$ as:

$$D = \frac{1}{4} + \frac{L^2 (\kappa H + M^2) \left( L^2 m^2 \left( \alpha^2 u_h^2 \dot{V} \left( \alpha^2 u_h^2 \right) - 2V \left( \alpha^2 u_h^2 \right) \right) + 6 \right) - q^2 \rho^2 u_h^4}{\left( L^2 m^2 \left( \alpha^2 u_h^2 \dot{V} \left( \alpha^2 u_h^2 \right) - 2V \left( \alpha^2 u_h^2 \right) \right) + 6 \right)^2}$$

(3.181)

Consider the system at large temperature in a normal phase, which exists in a superconducting phase at low temperatures. Therefore as we decrease the temperature, at certain critical value $T_c$ the superconducting phase transition occurs. If $T_c$ is non-vanishing, then for $T < T_c$ the system is in a superconducting phase, with a non-trivial scalar condensate $\psi(u)$.

Recall that near the boundary the scalar field with mass $M$:

$$M = \frac{1}{L} \sqrt{\Delta (\Delta - 3)},$$

(3.182)

behaves asymptotically as:

$$\psi(u) = \frac{\psi_1}{L^3} u^{3-\Delta} + \frac{\psi_2}{L^3} u^\Delta,$$

(3.183)

where $\psi_1$ is the leading term, identified as the source in the standard quantization.

Near the second order phase transition point $T = T_c$ the value of $\psi$ is small, and therefore one can neglect its backreaction on the geometry. The SC instability can be detected by looking at the motion of the QNMs of $\psi$ in the complex plane. To be more specific, it corresponds to a QNM going to the upper half of a complex plane. Exactly at the critical temperature we have a static mode at the origin of the complex plane, $\omega = 0$, and the source at the boundary vanishes, $\psi_1 = 0$. We will solve numerically the equations for the whole background, and confirm this explicitly.

The scalar field is described by eq. (3.175), which in the normal phase becomes:

$$\psi'' + \left( \frac{2}{u} + \frac{f'}{f} \right) \psi' + \left( \frac{q^2 \rho^2}{u^2 f} - \frac{M^2 L^2}{u^2 f} - \frac{\kappa H L^2}{u^2 f} \right) \psi = 0,$$

(3.184)

where $f(u)$ is the emblackening factor of the BH solution.

To determine the critical temperature $T_c$ we need to find the highest temperature, at which there exists a solution to eq. (3.184), satisfying the $\psi_1 = 0$ condition. In this case for $T < T_c$ the system is in a superconducting state, with a non-vanishing condensate $\psi_2$.

With these tools, we are able to describe completely the behaviour of the critical temperature $T_c$ in function of the various parameters of the system.

In figure 3.18 we plot the IR instability region on the $(\Delta, q)$ plane, for the model 1, (3.167) and the model 2, (3.168) for some representative parameters. The $T_c = 0$ line is in perfect agreement with the analytical BF argument while the rest of the plane is built via the numerical routine described above. Two clear statements, which are generic for all the models we considered, can be extracted from those plots:

- Increasing the charge $q$ enhances the SC instability;
In addition, the behaviour of the critical temperature in function of the disorder strength, i.e. graviton mass, is shown for the various models in fig. 3.19. The results are pretty curious because despite momentum dissipation disfavours the SC instability, decreasing the critical temperature $T_c$, at its small values the behaviour then changes drastically showing that increasing further the graviton mass one can enhance the formation of the SC phase. We do not have a clear interpretation of this fact which is anyway observed also in other models with momentum dissipation such as [159]. One clear result is that non linearities in the MG potential do decrease in a generic way the critical temperature $T_c$ of the SC transition.

We can then construct in a full fashion the complete SC solution and check via Free Energy analysis that the SC transition indeed appears and it does as a 2nd order phase transition. We skip the details of such procedure for which one can read [233].

Additionally we can compute, using the standard holographic method, the electric optical conductivity of the system across the SC transition. The results are shown in fig. 3.20 for the non linear MG model 3.168. One can notice various fact. As we expected in the normal phase the DC electric conductivity is finite, it takes the value $3.177$ and it is clearly distinct from the infinite DC conductivity appearing in the SC phase. In the normal phase the AC conductivity is characterized by a mid-infrared peak which was first observed in [186] and described in this thesis. Decreasing the temperature, and letting the condensate grow, this peak gets depleted and eventually disappear at a temperature $T'' < T_c$. This suggests a possible competition between the superconducting mechanism and the momentum dissipating one. In particular it seems clear that a large superfluid density completely screens this collective excitation which in a sense gets eaten by the large condensate.

A final interesting question is studying the full phase diagram of the dual CFT which now can contain three different phases: the metallic one, the pseudo-insulating one and the SC one. The landscape of the possible outcomes is quite rich. We focus on three examples, shown in figure 3.21.

i. In the first example of fig. 3.21 a phase diagram for the non linear MG model it is shown. As expected one can provide the competition of three different phases with a quite rich
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Figure 3.20: The AC conductivity for the model (3.168) for some representative parameters. Black line is at the temperature, slightly below the corresponding critical temperature \( T_c/\rho^{1/2} \), and matches the result of the normal phase calculation at \( T = T_c \). Red, blue, orange and green lines are for \( T/\rho^{1/2} = 0.15, 0.12, 0.09, 0.06 \), respectively. Notice that as we decrease the temperature, between blue and orange line, the peak in the imaginary part of the AC conductivity disappears. We call the corresponding critical temperature \( T''/\rho^{1/2} \). We also provide the condensate as a function of temperature and mark the points where we calculated the AC conductivity.

Figure 3.21: Full phase diagram for three different cases. Green region is a normal pseudo-insulating phase, grey region is a normal metallic phase, red region is a superconducting phase. **Left:** 3.168 model for some representative parameters. **Center:** 3.168 model at the fine tuned "dome-point". **Right:** 3.167 model at the fine tuned "dome-point". Plots from [233].
phenomenology.

ii. Close to the fine tuned point we discuss one can produce a SC dome shaped region in the middle of the phase diagram which:

- In the case of the linear potential $3.167$ can be just surrounded by a metallic phase.
- In the case of the non linear potential $3.168$ can be embedded in a richer phase diagram which shows interesting features.

The first important thing to notice is that we are considering the phase diagram on the temperature-disorder strength plane, which is very different from what is usually shown for the High Tc SC experiments. There the horizontal axes is doping, which should be related to our chemical potential $\mu$. Therefore the SC dome has no direct link with the famous CM results we are aiming to reproduce.

Additionally, because this behaviour, even if generic, is present just in a small fine tuned region in the plane $\{\Delta, q\}$ the critical temperature $T_c$ of its edge is very small and with the actual techniques we are not able to detect it nor describe it with accuracy.

In order to get closer to the actual High Tc phase diagram we need to introduce more ingredients into the holographic model in addition of the ones we already considered.

**Towards the High-Tc phase diagram**

The idea is to introduce novel fields in the bulk and a more generic action governing them and check if a phase diagram, which shares similarities with the experimental one characterizing High-Tc superconductors, is actually obtainable within the holographic framework. We take inspiration from the model described in $[171]$ adding to it an additional translational symmetry breaking sector, i.e. massive gravity.

We consider the following bulk degrees of freedom: the metric $g_{\mu\nu}$, two $U(1)$ gauge fields $A_\mu, B_\mu$, the complex scalar field $\psi$, and two neutral scalars $\phi^I, I = x, y$. Here $x, y$ are spatial coordinates on the boundary. We will denote the radial bulk coordinate as $u$. The boundary is located at $u = 0$, the horizon is located at $u = u_h$.

We want to describe a system of charge carriers, coexisting with a media of impurities. The density of the charge carriers is denoted by $\rho_A$ and is dual to the gauge field $A_\mu$ while the density of impurity $\rho_B$ is dual to the gauge field $B_\mu$. The quantity

$$x = \frac{\rho_B}{\rho_A}$$

is called the doping parameter and represents the amount of charged impurities present in the system $[171]$. The total action of the model is written as:

$$S = \frac{1}{16\pi} \int d^4 x \sqrt{-g} \left( R + \frac{6}{L^2} + \mathcal{L}_c + \mathcal{L}_s \right)$$

where we fixed the cosmological constant $\Lambda = -3/L^2$, and denoted the Lagrangian densities for the charged sector $[171]$, and the neutral scalar sector $[186]$ as:

$$\mathcal{L}_c = \frac{Z_A(\chi)}{4} A_{\mu\nu}A^{\mu\nu} - \frac{Z_B(\chi)}{4} B_{\mu\nu}B^{\mu\nu} - \frac{Z_{AB}(\chi)}{2} A_{\mu\nu}B^{\mu\nu}$$

$$- \frac{1}{2} (\partial_\mu \chi)^2 - H(\chi) (\partial_\mu \theta - q_A A_\mu - q_B B_\mu)^2 - V_{int}(\chi)$$

$$\mathcal{L}_s = -2m^2 V(X).$$
3.8. Superconductors with momentum dissipation

Here the $A_{\mu\nu}$ and $B_{\mu\nu}$ stand for the field strengths of the gauge fields $A_\mu$ and $B_\mu$ respectively. Following [171] we decomposed the charge scalar as $\psi = \chi e^{i\theta}$. We also defined:

$$X = \frac{1}{2} g^{\mu\nu} \partial_\mu \phi^I \partial_\nu \phi^I.$$  \hfill (3.190)

The most general black-brane ansatz we consider is:

$$ds^2 = \frac{L^2}{u^2} \left( -f(u) e^{-\tau(u)} dt^2 + dx^2 + dy^2 + \frac{du^2}{f(u)} \right),$$  \hfill (3.191)

$$A_t = A_t(u), \quad B_t = B_t(u),$$  \hfill (3.192)

$$\chi = \chi(u), \quad \theta = 0,$$  \hfill (3.193)

$$\phi^x = \alpha x, \quad \phi^y = \alpha y.$$  \hfill (3.194)

The corresponding equations of motion are provided in the original paper [234]. The temperature of the black brane (3.191) is given by:

$$T = -\frac{e^{-\tau(u_h)}}{4\pi} f'(u_h).$$  \hfill (3.195)

We will be considering:

$$V_{int}(\chi) = \frac{M^2 \chi^2}{2}.$$  \hfill (3.196)

Solving the $\chi$ e.o.m. near the boundary $u = 0$ one obtains $\chi(u) = C_- (u/L)^3 - \Delta + C_+ (u/L)^\Delta$, where $(ML)^2 = \Delta(\Delta - 3)$. Here $C_-$ is the source term, which one demands to vanish, and $C_+$ is the v.e.v. of the dual charge condensate operator, $C_+ = \langle O \rangle$. The $\Delta$ is equal to the scaling dimension of the operator $O$. Following [171] we fix the scaling dimension to be $\Delta = 5/2$.

In the normal phase the charge condensate vanishes, and the charged scalar field is trivial, $\chi \equiv 0$. Solving the background equations of motion we obtain $\tau \equiv 0$, along with:

$$f(u) = u^3 \int_{u_h}^u dy \frac{\rho^2_A (1 + x^2) y^4 + 4 (mL)^2 V(\alpha^2 y^2) - 12}{4y^4},$$  \hfill (3.197)

$$A_t(u) = \rho_A(u_h - u), \quad B_t(u) = \rho_B(u_h - u).$$  \hfill (3.198)

The temperature in the normal phase is given by:

$$T = \frac{12 - \rho^2_A (1 + x^2) u_h^4 - 4 (mL)^2 V(\alpha^2 u_h^2)}{16\pi u_h}.$$  \hfill (3.199)

Using the membrane paradigm one can calculate analytically the DC conductivity in the normal phase. Its value for a general neutral scalars Lagrangian $V$ is given by:

$$\sigma_{DC} = 1 + \frac{\rho^2_A u_h^2}{2m^2 \alpha^2 V(u_h^2 \alpha^2)}. \hfill (3.200)$$

The features of this normal phase have been already described in [186] and in the previous sections.

We can then perform the usual routine to check the instability of such a normal phase towards the
Figure 3.22: The boundaries of the zero-temperature IR instability region on the doping line for the model (3.203), with the translational symmetry broken by the neutral scalars with the linear potential $V(X) \sim X$.

spontaneous formation of a charged condensate encoded in the scalar profile $\chi(u)$. Following [171] we define the following expansion of the couplings:

$$H(\chi) = \frac{n \chi^2}{2}, \quad Z_A(\chi) = 1 + \frac{a \chi^2}{2}, \quad Z_B(\chi) = 1 + \frac{b \chi^2}{2}, \quad Z_{AB}(\chi) = \frac{c \chi^2}{2}.$$  (3.201)

and define the $U(1)_{A,B}$ charges to be $q_A = 1$, $q_B = 0$.

A natural place to start searching for superconductor is at zero temperature. The BF violation argument, within this setup, leads to the instability condition:

$$(2 M^2 - u_0^4 (a + 2 c x + b x^2)) (6 + m^2 ((\alpha u_0)^2 \dot{V} - 2 V)) - 2 n u_0^4 (q_A + q_B x)^2 < 0,$$  (3.202)

where dot stands for derivative of $V$ w.r.t. its argument and $u_0$ for the radial position of the extremal horizon, $T(u_0)=0$.

To obtain a superconducting dome on the temperature-doping plane $(T,x)$, one needs to fix the parameters of the model in such a way that zero-temperature superconducting instability appears in an interval $[x_1, x_2]$, between two positive values $x_{1,2}$ of the doping parameter. The specific model determined by the parameters:

$$a = -10, \quad b = \frac{-4}{3}, \quad c = \frac{14}{3}, \quad n = 1.$$  (3.203)

has been extensively studied, and it was pointed out that in the interval $x \in [x_1, x_2]$, $x_1 \simeq 1.28$, $x_2 \simeq 5.51$ at zero temperature the effective mass of the scalar field $\chi$ violates the $AdS_2$ BF bound in absence of momentum dissipation. Our main goal is to add the breaking of translational symmetry and study the consequences on such a SC dome found in [171].

We observe that for $\alpha \neq 0$ the instability persists, although the ‘depth’ of the $AdS_2$ BF violation becomes smaller, and therefore we expect the corresponding critical temperature of the superconducting phase transition to be lower. At zero temperature the SC range of values of the doping parameter increases when the translational symmetry breaking parameter $\alpha$ gets bigger. We plot the $\alpha$-dependence of the boundary points of the IR instability region, $x_{1,2}(\alpha)$, in figure 3.22.
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The critical temperature $T_c$ of a second-order phase transition can be determined by studying the dynamics of the scalar $\chi(u)$, considered as a probe in a finite-temperature normal phase background. In accordance with our expectations from the zero-temperature instability analyses we observe a decrease of the critical temperature with $\alpha$, as shown in figure 3.23. Moreover the presence of a non null disorder strength, \textit{i.e.} the graviton mass $\alpha$, depletes the value of the condensate as well as shown in figure 3.23.

Now let us fix the value of $\alpha$ and plot the critical temperature as a function of the doping parameter $x$, see figure 3.24. The breaking of translation symmetry preserves the superconducting dome structure exhibited by the model (3.203), and merely diminishes a little the critical temperature. Now let us consider the model with translational symmetry broken by neutral scalars governed by the non-linear non linear potential $V(X) \sim X + X^5$. We fix $\alpha = 0.5$, $m = 1$ and determine the critical temperature $T_c(x)$. In figure 3.24 we combine this with the temperature $T_0(x)$ of the metal/pseudo-insulator phase transition (MIT), and obtain the full phase diagram of the system with the superconducting phase enclosed inside a dome.

This means that even if momentum dissipation unfavores the SC phase it is still possible to achieve a SC dome-shaped region as in actual High-Tc superconductors and having a normal phase with a finite DC conductivity. The main result is to show that the SC dome-shaped region built in [171] can be completed with a simple momentum dissipation mechanism and embedded in a normal phase region featuring a finite DC conductivity. This represents a further step towards reproducing holographically the phase diagram for High-Tc superconductors [235].
Figure 3.24: **Left:** Phase diagram in the \((T, x)\) plane for the model (3.203) coupled to the neutral scalars with the linear potential \(V(X) \sim X\). We compare the case \(\alpha = 0\) of \([?]\), and the system with broken translational symmetry, at \(\alpha = 1\). **Right:** Phase diagram in the \((T, x)\) plane for the model (3.203) coupled to the neutral scalars with the non linear potential \(V(X) \sim X + X^5\). We fixed \(\alpha = 0.5\) and \(m = 1\).
Part III

Final Remarks
3.9. What did gauge-gravity duality teach us about CM physics?

In this last section we aim to give a critical review of what AdS/CMT did, is doing and could do in the nearby future.

"What did gauge-gravity duality teach us about condensed matter physics?"

"What can gauge-gravity duality teach us (more) about condensed matter physics?"

Quoting [236], these will be our main questions to review the actual status of the framework and its possible future achievements. A critical, and perhaps even provocative review, can be found in [237]. In the last years AdS-CMT started to become a novel effective theory approach able to capture several CM mechanisms and features opening unexpected new directions and techniques. We will start summarizing our main contributions to the attempt of answering the first question. In what is left we will wandering about various condensed matter topics with a proposing attitude discussing the impact of gauge-gravity duality on their understanding, as an **holographic effective theory for condensed matter**.

### 3.9 What did gauge-gravity duality teach us about CM physics?

Since the awareness of the necessity of breaking translational symmetry in order to have finite holographic DC physical quantities such as the electric and heat conductivities, massive gravity theories acquired a special role in the AdS-CMT program. They qualify as simple and effective toy models able of realizing momentum dissipation without the need of introducing explicit spatial dependences nor advanced numerical techniques. In the last three years, since the appearance of the first paper [7], lots of progress has been made with the target of generalizing, understanding and exploiting such a framework. In this section we will summarize the main contributions we gave to this field which constitute the main scientific body of this thesis.
Generic massive gravity duals

The first papers on the subject [71, 75] localized on very peculiar models, namely dRGT massive gravity and the linear Stueckelberg model. We now understand that there is no particular reason to do so and that the landscape of healthy and interesting massive gravity theories, which could be embedded into the holographic machinery, is much wider than what discussed originally. More in detail, despite dRGT being the only healthy and consistent non linear theory of massive gravity in Lorentz invariant setups, this turns out to be no longer true while the Poincaré group gets broken as it always happens in condensed matter scenarios. As a consequence, there is a plethora of MG bulk theories which one could consider and that could be conveniently written down via the Stueckelberg trick as General Relativity plus a sector of massless scalars (i.e. the Goldstones). This is exactly what has been suggested in [75] where the most simple action has been considered.

The first important message present in [186] and later on expanded in [188] is that one can construct and embed in AdS spacetime a wide class of lorentz violating massive gravity theories, which would effectively provide the dissipation of momentum in the CFT duals. The stability and the consistency of this large class of models has been analyzed in detail in [188]. All these theories differ among themselves for the choice of a potential of two scalar quantities which has to satisfy very mild constraining conditions to ensure no ghosty modes nor instabilities of any kind.

Electric response

From the bulk perspective all these different choices lead to different radial coordinate dependences of the graviton mass $m^2(r)$ which turns out to be a specific function of the potential cited before. On the contrary, from the phenomenological point of view, such a dependence of the graviton mass is reflected in the features of the DC electric conductivity and in particular in its temperature dependence $\sigma_{DC}(T)$

Playing and varying the potentials one can therefore dial the temperature dependence of such a quantity and passing from a metallic to an insulating behaviour:

$$d\sigma_{DC}/dT < 0 \rightarrow \text{METAL}, \quad d\sigma_{DC}/dT > 0 \rightarrow \text{INSULATOR}. \quad (3.204)$$

Not only that, one can also construct (see [186]) dynamical transitions between the two regimes which represent metal-insulator crossovers at finite temperature and can identify a specific shape of the potential such that at low temperature the resistivity scales linearly in temperature as in the most wanted realistic strange metals (see [188]).

It was afterward noticed in [166] that despite all these nice features these MG models could not provide an insulator with $\sigma_{DC}(T = 0) = 0$ because their DC electric conductivity is bounded by below the value:

$$\sigma_{DC} \geq \frac{1}{q^2} \quad (3.205)$$

where $q$ is the electromagnetic coupling appearing in the action in from of the $F_{\mu\nu}F^{\mu\nu}$ kinetik term. In order to get rid of this shortcoming further improvements have to be introduced into

---

22This is true only if we consider two spatial dimensions.

23This can be understood in the following way. The DC quantities can be holographically determined just by IR horizon data. The graviton mass $m^2(r)$ gets (inversely) mapped into the momentum relaxation time $\tau$ which has to be computed at the horizon $r = r_h$ which determines the temperature of the CFT dual. As a consequence the graviton mass appears in the DC quantities computed at the horizon position and it determines directly the functional dependence $\tau(T)$ crucial for the phenomenological features of the DC conductivities.
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the models we initially considered.

**Holographic metal-insulator transitions**

Taking an abstract point of view the theories considered so far all look like:

\[
GR + \text{STUECKELBERG SECTOR} + EM \text{ SECTOR} \tag{3.206}
\]

Anyway from an effective field theory perspective, as the one we would like to take, it is natural to include a direct coupling between the Stueckelberg sector and the electromagnetic one. If one dares to do that, one realizes that the previously conjectured and observed bound 3.205 does not hold anymore and that the DC electric conductivity at \( T = 0 \) can drop down to zero upon increasing the strength of momentum dissipation encoded in the graviton mass. Within this new generalized models 223 insulating CFTs with very low conductivity at zero temperature appear. In addition, upon dialing the graviton mass, in fact the parameter encoding how fast momentum dissipates, one can build quantum (\( T = 0 \)) transitions between metallic and insulating states providing one of the first cases of holographic MIT.

Despite the interpretation of those MITs is not clear yet 24 the present represents without any doubt a striking result which can open the room for the study of metal-insulator transitions via holographic techniques.

**Solid vs Fluids and the viscoelastic response**

The general character of the massive gravity theories introduced in 188 allows also to distinguish them between solid and fluid type. Technically speaking this distinction can be made at the level of the internal symmetries of the Stueckelberg sector but it exhibits strong consequences in some physical quantities which match with the theoretical expectations. In more detail, one can make a distinction between the two types of gravity dual looking at the viscoelastic response of the corresponding CFT. The latter, encoded in the Green function of the transverse and traceless spin 2 operator, is fully determined by the mass acquired by the helicity 2 mode of the graviton 25.

Surprisingly enough, such a mass, is non zero just for the solid massive gravity theories while is trivially null in the fluid case. This fact leads to two important consequences analyzed in 188, 232:

- The CFT duals to solid type MG theories exhibit a non zero rigidity modulus which grows with the “tensorial” graviton mass. In other words, the solid CFT duals show a non zero elastic response which is not present in the case of the fluids. This is of course what one would expect from a solid and not from a fluid where no transverse dynamical phonons are present and therefore no elastic response appears.

- In the solid CFT duals the well-known \( \eta/s \) KSS bound is brutally violated and drops down to zero at zero temperature. Again this is not the case for the fluid type where the latter ratio keeps its KSS value \( \eta/s = 1/4\pi \). This violation is conjectured to be present because of the viscoelastic properties of the material and a generalized ”KSS” bound involving both the quantities (rigidity modulus and viscosity) has been conjectured in 232.

24It has been suggested that such MITs are driven just by charge screening, namely the renormalization of the electromagnetic coupling, and not by any interaction or disorder effect.

25Note that on the contrary the graviton mass appearing in the computation of the electric conductivity is the one dealing with the vectorial part of the graviton, which in general differs from the one discussed here.
These results represent the first study of the viscoelastic properties of CFT dual to gravitational bulk theories and could potentially open a totally new direction into the holographic framework.

**Holographic superconductors with momentum dissipation**

Another natural question one should ask himself, once having at hand such toy models for momentum dissipation, is how the latter affects the superconducting phase transition. It is somehow straightforward to implement these generic massive gravity models along with the original holographic superconductor one as we did in [233] where we study all the effects of momentum dissipation to the SC background.

A more difficult, but more interesting as well, task would be to achieve at least via toy models the shape of the phase diagram of realistic High-Tc superconductors. Following previous successful results we aimed at that target in [234] where we indeed obtained a dome shaped region of superconductivity surrounded by a metallic phase with finite DC conductivity as in the actual phase diagram nature exhibits. This surprising result pushed the holographic toy models scenario closer to the High-Tc reality and represents a nice starting point for further investigations.

### 3.10 What can gauge-gravity duality teach us (more) about CM physics?

**Disclaimer:** from this point forward I will simply be thinking out loud. Do not take it too seriously!

**Strange Metals and universal scalings**

One of the most important condensed matter open questions refers to the so-called **Strange Metals** [238,239]: a large class of materials whose transport properties obey unusual temperature scalings which are not in agreement with the Fermi Liquid Theory (FL), one of the CM last century pillars.

In short, Strange metals, which by the way realize the normal phase of most of the High-Tc superconductors materials we discussed previously (see fig.3.25), are characterized by the following features:

\[ \rho \sim T (\neq T^2), \quad \Theta_H \sim T^2 (= T^2). \tag{3.207} \]

where \( \rho \) and \( \Theta_H \) are respectively the electric resistivity and the Hall angle and the scalings in curved brakets represent the FL expectations.

A possible explanation, originally proposed by Anderson in [240], refers to the possibility that the insertion of an effective spin-spin interaction leads to two different scattering rates for longitudinal and transverse modes which account for the different scalings \( \sim T, T^2 \) observed. Understanding and describing the Fermi Liquid scalings is one of the most pressing and early issue that the AdS-CMT program tried to adress. Importantly the achievement of such a task needs the introduction of a momentum dissipative sector into the game and it has been initiated in [103,150,241].

Realizing a linear in \( T \) resistivity turns out to be obtainable via the introduction of an opportune dilatonic field \( \phi [150] \) in the context of holographic theories with broken translational symmetry. On the contrary accomodating both the linear in \( T \) resistivity and the Hall angle scaling seems to be an harder target. It [241] it was noticed that, in full generality, the conductivity and the Hall angle of an holographic system with momentum dissipation acquires the structure:

\[ \sigma = \sigma_0 + \sigma_{diss}, \quad \Theta_H \sim \frac{B}{Q} \sigma_{diss}. \tag{3.208} \]
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Figure 3.25: Sketch of the various open issues in CM related which the AdS-CMT started to attack. Holographic effective theories for CM could be a new and suitable tool to address these issues: Strange Metals scaling, nature of High Tc Superconductors, mechanism underlying Strongly Correlated Insulators, Many body localization.

where $\sigma_0$ and $\sigma_{diss}$ can have in general different temperature scalings. It was therefore suggested that in order to accommodate the Strange Metals nature one needs the first term $\sigma_0$ (coinciding with the electric conductivity at zero heat current) to be the dominating one in the electric conductivity such that the scalings of dual theory would go like:

$$\rho \sim \sigma_0^{-1}, \quad \Theta_H \sim \sigma_{diss}. \quad (3.209)$$

and the wanted phenomenology would be recovered whenever:

$$\sigma_0 \sim 1/T, \quad \sigma_{diss} \sim 1/T^2. \quad (3.210)$$

Unfortunately, it has been recently pointed out [242] that, at least in the case where the charge density and the magnetic field are not relevant operators, this is not achievable. The original dream of describing the Strange Metals phenomenology is still in the to-do list of holography [237]. Several directions are worth to consider:

- Consider the cases with the charge $Q$ or the magnetic field $B$ being relevant operators of the dual CFT and having a strong impact on the IR physics.
- Consider more generic system by adding a Chern-Simons term $\sim F \wedge *F$ and studying the effects of such a term to the transport properties of the dual material.
- Introducing additional gauge fields as in [243,256] or with the idea of implementing holographically some kind of spin degrees of freedom with the aim of realizing the original Anderson’s proposal [240] of two different scattering rates.
High-Tc Superconductors

The understanding of the features of high-Tc superconductors, and in particular their microscopic origin, is very important from both theoretical and applicative perspectives. Understanding the phase diagram of such a material is a primary question to address. Despite the several efforts and attempts to resolve such a puzzle, a complete solution has not yet been found. The competition of various phases has been originally analyzed using the techniques of holography in [171] and later on in [235]. Using a rather simple model, an analogue of the real phase diagram has been built and described. As an only shortcoming, momentum dissipation has not been introduced and as a consequence the normal phase of such a diagram is not a proper metallic state with a finite DC electric conductivity. The question whether such a diagram, resembling so much the experimental data, keeps its features in the presence of momentum dissipation is a very relevant question which can provide a step further towards the completion of a realistic phase diagram for unconventional superconductors.

As a first check, in [234] we studied whether the superconducting dome region survives in the presence of momentum dissipation and we got positive results. One can indeed build a SC dome region, as in [171], where the normal phase is realized by a proper metal with finite DC conductivity (unfortunately not a Strange Metal as in the actual critical region of the phase diagram). The question whether the other phases survive in the presence of translational symmetry breaking represents still an open problem which the holographic techniques could attach in a rather systematic way.

Mott Insulators

Strongly correlated materials are interesting because interactions play a very significant role and therefore they are not easy to describe. One can distinguish 3 different mechanisms that can be responsible for the nontrivial (electrical) response: electron-phonon (e-ph), electron-disorder (e-dis), and electron-electron (e-e) interactions. Usually, Mott insulators refer to the materials
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that are dominated by the latter: charge-carrier self-interactions. The heuristic picture that summarizes the Mott behaviour (sometimes referred to as Mottness) is that of an electronic traffic jam: strong enough e-e interactions should, of course, prevent the available mobile charge carriers to efficiently transport charge. Because the lack on controllable computational tools, it is worth and interesting to ask whether and how holography can consistently incorporate electron-electron interactions within its description.

The first positive results have been obtained in the context of probe fermions models \[244–246\], where the introduction of a dipole-interaction, was proved to lead to the dynamical formation of a gap in the Fermi surface which shares lots of features with the actual Mott insulators’ nature. Under a completely different perspective, it was recently showed \[224\], that introducing non-linearities in the bulk charge sector can provide an interesting phenomenology. In particular, using an effective model with generic non-linear self interactions for the gauge field \[A_\mu\] of the form:

\[
\sim K (F_{\mu\nu} F^{\mu\nu})
\]

it has been shown that insulating states, sharing several features with real Mott insulators, can be obtained. In addition, upon dialing the non-linearities of the system, representing the strenght of the "electrons" self-interactions, possible metal-insulator transitions could appear.

Despite the hunt for a dual for Mott insulators is still in progress, several interesting developments have been recently performed and the task is certainly at the horizon.

Localization

Strong disorder can induce insulating behaviours due to Localization mechanisms. The charged excitations in a strongly coupled medium can get localized (see fig.3.27) making the correspondent conductivities drop down.

The question whether holography can reproduce this behaviour and give some hints about its explanation has been recently considered in \[166\]. It was claimed, that because the existence of a lower bound in the electric conductivity for generic "simple" holographic model, gauge-gravity duality is not able to reproduce Localization. On the contrary it seems that in the limit of strong disorder, holography just turns into a very incoherent metallic state.

The existence of a generic and universal lower bound for the electric conductivity has been proven to be generically incorrect in \[180] [223] [253], showing that more complicated holographic setups could reproduce insulating states driven by disorder. The nature of those insulating phases and whether they are connected to some sort of Localization mechanism is still a task in progress. It seems indeed pretty generic \[247\] that an analogous lower bound on the thermal conductivity remains, hinting towards the absence of localized phases in holography.

It is not clear whether this shortcoming is due to the large N limit or most likely to the strong...
coupling regime. The presence and the search for localization mechanisms is an open and interesting question which more generic holographic effective models can address. Probably, the homogeneous models (massive gravity, Q-lattices, helical lattices) are not enough to capture the effects of localization, and more complicated disordered setups (for example [248, 249]) may be the answer.

**Metal-Insulator transitions, Mottness and the Hard Gap**

In the last years, in the holographic community, many efforts and advances have been made in the direction of finding out possible insulating states and describing quantum phase transitions between the latter and proper metallic states, i.e. MIT. The landscape of the different mechanisms leading to MITs is quite rich and several correlations between physical observable are present. The idea of exploring further this topic is of course intriguing with the aim of, not only identifying those mechanisms, but also extracting physical results and maybe one day also possible predictions. See for example [250] for an initial holographic study about the existence of colossal magnetoresistance at the metal-insulator transition.

Moreover, the presence of an *hard gap* in the electric conductivity is a crucial feature of strongly coupled insulating phases. In particular, this is meant to say that such insulators have a conductivity dropping down exponentially at low frequencies in contrast with the so called *soft-gapped* insulators where:

\[
\sigma (\omega \to \infty) \sim \omega^p, \quad p > 0.
\]

(3.212)

It turns out that producing such an hard gap in the context of holography is a very difficult problem. Despite few attempts ([164])\(^{26}\) the problem is still open and lot of people in the community start to believe that in presence of a smooth horizon such an exponential suppressed gap would never appear\(^{27}\). In conclusion, whether and how holography could accommodate this class of hard-gapped materials stands as an important unanswered question.

**Universal bounds**

The presence of possible universal bounds on physical observable may be a solid hint for the emergence of a universal behaviour shared by many UV fixed points, which is of course of great interest.

Without doubts the most famous universal bound in the context of strongly coupled system is the well known KKS viscosity/entropy ratio \(\eta/s \geq 1/4\pi\). It has been recently claimed [176, 177, 232] that such a generic bound, which all the experimental checks respect so far, can be violated in particular theories which enjoy translational symmetry breaking. From the theoretical level, momentum dissipation does not lead directly to such a violation, but particular realizations (labelled as solid-type) do. The presence of an effective graviton mass for the transverse traceless helicity-2 mode provides indeed a violation of the bound which is arbitrary and can eventually drop down to a null value at \(T = 0\). The understanding of such a violation is still in progress and the possibility of a generalization of the KSS is being already considered but without particular success. All in all, this violation, which holographic theories seem to suggest, has still to be properly understood and it can be moreover verified in possible experiments with viscoelastic\(^{118}\).

---

\(^{26}\)The present model considers an hard-gapped geometry driven by a dilatonic dynamics that produces a discrete spectrum for all the modes of the system. It is not clear yet if producing such a cut into the geometry through the so-called hard-wall solution is the way to go.

\(^{27}\)A way to understand it refers to the fact that we are always dealing with (deformed) CFT states where all the correlation functions present power law decays. It seems therefore pretty unnatural, without tuned constructions, to achieve an exponential suppressed gap.
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On a different, but somehow connected, line possible bounds on the diffusive constants of strongly coupled metals, known as incoherent metals, have been conjectured in [170, 251]. For simple holographic models, dealing with massive gravity theories, such a conjecture resulted to be incorrect [158]. Nevertheless, recently, an unexpected connection between chaos (and possible bounds associated with it [252]) has been analyzed in the framework of holographic theories with momentum dissipation and the results [181] are pretty promising and worth of further investigation. Maybe, the search for universal quantities has to be pursued not at the level of the 2-point functions, such as the viscosity or the conductivity, but at the level of time scales. Nature and in particular its quantum character could indeed provide universal minimum time scales as recently proposed for example in [104].

What is the correct interpretation of MG AdS duals?

Is MG effectively encoding a lattice?

Is MG an averaged version of disorder?

Despite the widespread convictions that holographic massive gravity models provide a nice effective description of translational symmetry breaking mechanisms, the fundamental meaning and interpretation of these theories are still elusive and not understood. What has been proven in [74] is that, at least at linear order, an explicit holographic lattice gives rise to a mass for the graviton. Moreover, it is also clear that HMG do not share typical features of realistic lattices such as commensurability [173] meaning that the identification of [74] is valid just at linear level and no more. There is certainly a connection between HMG and disorder. Indeed, disorder can relax momentum via scatterings that involve only low-momentum ($k \sim 0$) processes, while in a lattice you relax momentum via high momentum ($k \sim k_L$) processes. MG is exactly realizing the first scenario and this is an important fact; however, it is only one of many features of disorder. It would be extremely interesting and encouraging to test if there is any deeper connection between HMG theories and theories with explicit disorder, in particular up to the limit of strong disorder. Thinking of MG as an averaged, "mean field version", of translational symmetry breaking it would be important to check wether at that level one can distinguish between a periodic breaking (i.e. lattice) or a disordered one (i.e. impurities). This will also somehow adress the question of how many features of disordered systems MG can share or at least mimick. Perhaps a possible way would be a wise application of the replica trick method to holographic disordered models.

Phonons physics and elasticity

Can we reproduce phonons physics and elasticity through holography?

Can massive gravity be the path?

It certainly seems there is a sensible limit where the holographic description resembles closely the typical features of phonons (see [186, 188]). Unfortunately, following the field-operator mapping given by the AdS-CFT correspondence, it is not easy to get rid of the explicit breaking of translational symmetry which is always present in this homogeneous toy models via explicit sources for some bulk fields. Precisely identifying the holographic phonon modes, one could eventually re-build the theory of elasticity in the holographic context and improve the physical understanding of HMG theories. This is certainly something that the AdS-CMT program is still missing. Inspiring works come from the description, in flat space, of the different spontaneous breaking patterns of Poincaré symmetry analyzed in [69, 70]. A first attempt of embedding such a framework into the holographic picture has been made in [188]; pursuing this path can be a promising
direction to get a holographic low energy description of phonons through massive gravity theories. One, for example, could think about the possibility of gauging the ISO(d) group and construct the holographic dual of a real solid where such a symmetry is globally realized. Unfortunately, since such a group is not compact, the latter task appears not trivial. Similar suggestions have been made in [254] where potential connections between the theory of elasticity and linearized massive gravity have been speculated. In conclusion, an optimistic way of thinking would suggest that such holographic MG theories could mimick phonons physics in the presence of disorder, where the usually massless goldstones \( i.e \) the phonons acquire a mass gap directly proportional to the explicit breaking of the translational symmetry provided by disorder. In view of the latter, a possible study of spontaneous and explicit symmetry breakings for translational symmetry could be pursued on the lines of [187] using the Ward identities in the Gauge-Gravity duality context and could shed light on the phonons physics underlying holographic massive gravity and the other holographic homogeneous toy models.

**Non linear cross-correlations**

An important improvement in the direction of giving physical predictions through holographic techniques would be to study the transport properties of the gravitational duals beyond the linear approximation with the target of finding cross-correlations between the linear and non-linear responses which could be eventually observed in experiments. A first step towards the achievement of this task has been initiated in [224] where the non-linear electric response has been analyzed. Alternatively one can think of extending the computation of the elastic response done in [188,232] to non linear order ([257]). It would be finally very interesting to try to generalize the methods ([89]) for extracting holographically the linear DC thermoelectric coefficients to non linear order going beyond the actual Ohm’s law \( J = \sigma E \). By now this could be done just via probe branes analysis where a non linear conductivity appears naturally.

In conclusion, peculiar features in the non-linear response, maybe linked with some linear features, could provide interesting physical predictions which could be even checked in real labs and give even more credit to the AdS-CMT program.
3.11 Farewell

We conclude here our long journey.

The take-home message is that the Gauge-Gravity duality provides a huge an unexplored playground where researchers from unbelievable distant fields could meet together and build up a common ground of ideas, questions and targets. It is an extraordinarily interdisciplinary setup which puts in contact the most fundamental questions and theoretical frameworks of physics with the most intriguing and exotic experimental results. As a matter of fact, such a connection may give in the future incredible outcomes both at the theoretical abstract level and at the "real-world" experimental one.
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