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The article examines the results of two quasi-experimental studies of the implementation and impact of the Literacy Design Collaborative (LDC), an intervention designed to support secondary teachers’ transition to Common Core State Standards in English language arts. The first study examines LDC implementation by eighth-grade social studies and science teachers in districts across Kentucky; the second study is set in sixth-grade advanced reading classes in a large urban district in Florida. Based on teacher surveys, logs, and analysis of classroom artifacts, the LDC was implemented with reasonable fidelity across both studies. Based on available assessment scores, results show statistically significant positive effects in Kentucky for reading but no corollary effect in Florida. There were no significant differences in writing scores in either site. The conclusion shares hypotheses that may explain the differences in results and reflects on implications for evidence-based practice.
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Common Core State Standards (CCSS) have become a political punching bag in states and districts across the country. Controversy abounds over charges of federal intrusion eroding local control, pushback against new assessments being used to evaluate teachers, and assessments which are viewed as too time consuming. Yet remarkably, despite this political storm, institutional support for the content embedded in the standards remains widespread, particularly in English language arts (ELA). Only a handful of states did not initially adopt the Common Core ELA standards, and although a number of states have reviewed the standards in response to political pressure, only a small number have fully repealed them, with other states making smaller adjustments. Furthermore, new standards adopted in two of the repealing states, Indiana and South Carolina, were found to closely match the content of the CCSS (Heiten, 2015).

What this means is that the majority of students are being engaged with CCSS or CCSS-like ELA standards, which institutionalize key shifts in expectations for students and teachers. Among the key shifts are student engagement with complex texts and associated academic language in multiple disciplines, reading and writing grounded in evidence, and knowledge building through content-rich, informational texts (CCSS Initiative, 2015). The CCSS extends to content area teachers’ new responsibility for students’ literacy development and call on ELA teachers to teach a balance of literary and informational texts (National Governors Association Center for Best Practices & Council of Chief State School Officers, 2010).

The value of integrating literacy and content development in increasing student learning is well established. For example, randomized experimental evaluations of several interdisciplinary literacy interventions—such as the Seeds of Science/Roots of Reading program (Duesbery, Werblow, & Twyman, 2011; Goldschmidt, 2010; Wang & Herman, 2005) and the Great Exploration in Math and Science program (Pompea & Gek, 2002)—found statistically significant impacts on student content knowledge, vocabulary, and writing. Similarly, the Reading Like a Historian curriculum (Wineburg, Martin, & Monte-Sano, 2013), which develops students’ disciplinary reading ability in history, was found to have a significant positive effect on students’ historical thinking, ability to transfer new thinking strategies to their everyday lives, mastery of history content knowledge, and reading comprehension growth (Reisman, 2012).

Yet CCSS shifts are challenging for not only ELA teachers, who have traditionally focused instruction on literary rather than informational text, but also teachers in other content areas, who may lack pedagogical content knowledge to integrate literacy development into their teaching. The Literacy Design Collaborative (LDC) initiative offers one strategy to support teachers in shifting instructional practice.
and aligning classroom instruction to new expectations. The LDC is a template-based approach to designing instructional units that culminate in a content-based expository or argumentative writing-from-reading task. Featuring backward design processes (Tyler, 1949; Wiggins & McTighe, 1998), LDC tools provide scaffolding to ensure alignment with standards but also give teachers and instructional designers the freedom to build curricula that work for their own classrooms and schools. In this way, the LDC reflects long-standing theory and empirical research establishing the importance of what Berman and McLaughlin (1978) dubbed mutual adaptation, with schools and teachers changing their practice to meet the demands of new programs while adapting programs to meet their needs and changing circumstances.

In this article, we share the results of two studies of the LDC’s early implementation and impact on student learning in two very different contexts. The first study examines the LDC in eighth-grade social studies and science classrooms in five small districts in Kentucky, while the second study examines the LDC implemented districtwide in sixth-grade Advanced Reading classrooms in a large diverse urban district in Florida. The studies include the first rigorous evaluation of the effectiveness of the LDC using quasi-experimental design (QED) analyses. At the same time, the studies provide a reminder of the importance of local context. Although mutual adaptation is essential to the success of educational interventions, variation in implementation can make it challenging to compare results across sites. In our evaluation, one study showed a positive impact on student achievement, while the other showed no impact. In our conclusion, we share hypotheses that may explain the differences in results, but further evaluation work is needed to build greater knowledge on the implementation factors and conditions essential to LDC success.

Research questions that we explore in this article include the following:

- How did teachers implement the LDC in the different sites?
- What was the impact of the LDC on student learning in the different sites?
- How consistent are findings across sites?

**Background on the LDC**

With funding from the Bill and Melinda Gates Foundation, development of the LDC began in 2009 with literacy experts building a framework to help teachers incorporate literacy instruction into core subject instruction. The framework was piloted in 2010–2011 and refined with teacher feedback. Subsequently, the LDC’s use has spread rapidly across the country, including statewide adoptions in Kentucky, Colorado, Louisiana, and Georgia.

At its heart, the LDC is a platform for instructional design that helps teachers incorporate literacy instruction into content-specific curricular units called modules. LDC modules, which typically involve 3 to 4 weeks of instruction, are built around a culminating writing assignment called the LDC teaching task. Teachers choose from a menu of templates to design a task that is relevant to their curriculum. Students base their writing, which can be explanatory or persuasive, on texts that they read during the LDC module. Here is an example of a filled-in template task:

[Should industry continue to produce genetically modified crops for human use by utilizing genetic engineering?]

Argumentative/Analysis at 3 levels: After reading [several current articles and scientific sources], write an [essay] that argues your position pro or con. Support your position with evidence from your research. L2. Be sure to acknowledge competing views. L3. Give examples from past or current events or issues to illustrate or clarify your position.

After deciding on the end-of-module writing task, teachers then use an LDC-specified framework—namely, the instructional ladder—to design activities to support students in developing the requisite literacy skills and content knowledge to successfully complete the culminating task. The steps of the ladder include core literacy activities that scaffold student learning and provide ongoing opportunities for formative assessment—such as note taking, identifying evidence to support claims, and evaluating contrasting positions. The instructional design platform also prompts teachers to align modules with literacy and content standards.

The LDC has a strong basis in theory and research. By aligning instructional design to college- and career-ready standards, the LDC aims to increase the rigor of classroom assignments and assessments, which itself is associated with greater student learning (Mitchell et al., 2005; Newmann, Bryk, & Nagaoka, 2001). By engaging teachers in the design process and analysis of student work, the LDC increases the capacity of teachers, and by exposing students to rigorous content and extended tasks, the LDC challenges them to engage with ELA standards and take a more active role in the learning process. The LDC therefore incorporates all three elements of Elmore’s instructional core (2008), which he theorizes are the only ways to directly improve student learning at scale: raising the level of content, increasing the skill and knowledge of teachers, and increasing the level of active student learning.

Also, as noted earlier, mutual adaptation is a key feature of LDC implementation, which recent studies have linked to positive impacts on student achievement in a variety of contexts, including professional development for after-school facilitators (Hirsch, Deutch, & DuBois, 2011), teachers as instructional leaders (Goldring et al., 2015), and teachers implementing the CCSS (Supovitz & Spillane, 2015). Similarly, other studies have found that some professional learning endeavors failed largely because of their inability to adapt to changing circumstances, whether the program was professional development in math (Borko, Koellner, & Jacobs, 2014; Koellner & Jacobs, 2015),
science (Trauth-Nare, 2016), or cross-disciplinary elementary classrooms (Hudson, 2015).

Study Contexts

We report the results of two parallel studies of the LDC in two implementation contexts (for full technical reports, see Herman et al., 2015a, 2015b). The first study examined LDC implementation in eighth-grade history/social studies and science classrooms in five districts in Kentucky. The districts were small- to medium-sized countywide rural and suburban districts across the state, with mostly White students and a substantial proportion of students eligible for free or reduced-price lunches. Depending on the district, teachers were required to participate in the LDC or volunteered to do so. The implementation strategy was similar across districts: LDC teachers participated in summer professional development to orient them to the LDC and to develop initial modules, and teachers met during the school year with project leads to refine modules and analyze student work. Teachers typically worked in pairs to develop modules. Each teacher was required to implement at least one module during the fall and one during the spring, although the specific timing for module implementation was at the teacher’s discretion.

The second study took place in a large county district in Florida serving a student population with diverse ethnicity and socioeconomic status. The study focused on LDC implementation in sixth-grade Advanced Reading classrooms. Relative to the state, the study district was more diverse in ethnicity and proportion of English language learners and slightly lower in socioeconomic status and student achievement, but students placed in Advanced Reading were on average higher performing than the mean student in the state, according to prior-year reading scores. Although labeled Advanced Reading, the class enrolled students in the middle- to high-achieving range.

The Florida district took a unique centralized approach to LDC implementation. District literacy leaders, on-site reading coaches, and teachers from 10 pilot schools initially developed four LDC modules to make up the core of the sixth-grade Advanced Reading curriculum. The modules were piloted in 2010–2011 at the 10 schools and revised with teachers during subsequent summer professional development sessions. Teachers were expected to implement the modules according to a districtwide pacing schedule and were provided detailed plans for the instructional activities and culminating performance tasks. Modules focused primarily on informational as opposed to literary texts.

Overall Study Design, Data, and Instrumentation

Study designs for the two states were very similar and examined the implementation and impact of the LDC in the 2012–2013 school year. Analyses focused on teachers with at least 1 year of LDC experience prior to 2012–2013 (in 2010–2011 or 2011–2012). Implementation measures included a twice-weekly teacher log, an end-of-year teacher survey, and a rubric-based analysis of the quality of module artifacts. Impacts on student learning were estimated via QED analyses. In both Kentucky and Florida, coarsened exact matching (CEM) was employed to identify matched samples of control students from outside the treatment districts who (a) were similar in demographics and prior achievement, (b) attended schools that were similarly effective prior to the LDC, and (c), in the case of the Kentucky study, were in classrooms led by teachers with similar prior effectiveness based on their students’ state assessment scores in years prior to LDC implementation. Hierarchical linear model (HLM) regressions were then used to estimate the impact of the LDC on student learning, as measured by state assessment scores and, in Florida, local assessments. The Florida study also included regression discontinuity design (RDD) analyses, which compared the achievement of students within the district just below and above the threshold for entry into Advanced Reading. More detailed information on the methodological approach for the matched control group and regression discontinuity analyses can be found later preceding each set of results.

Sample

The teacher sample was defined as all teachers in the study districts charged with implementing the LDC in their classrooms during the 2012–2013 school year and who had at least one prior year of experience implementing the LDC. All teachers were included in the outcome analyses, but implementation data are limited to only those teachers who voluntarily agreed to complete those measures. Table 1 displays the overall teacher samples by state used for the QED analyses, as well as the completion rates for the different implementation measures. Roughly half of teachers in each site participated in the log and teacher artifact portions of the study, which were more time-consuming than the survey.

Table 2 displays the demographic characteristics of students in Kentucky and Florida who were taught by study teachers. The sample in Florida is considerably larger. Students in the Florida sample also were more diverse ethnically and were more likely to be eligible for free or reduced-price lunches or to be English language learners. Table 3 shows the distribution of Kentucky students across social studies and/or science classes. Over half the students in the Kentucky study sample received LDC instruction in both social studies and science classes; about one third were exposed in social studies but not science; and about 10% were exposed in science alone.
Implementation Measures

Our implementation measures draw on research on instruction and instructional change, given that the ultimate goal of the LDC intervention is to align teachers’ instruction to college- and career-ready standards. Classroom practice is notoriously impervious to reform (Cuban, 1984; Lortie, 1975); however, an emerging body of research has documented the relationship between student achievement and specific instructional practices that create opportunities to learn (see Bryk, Sebring, Allenworth, Luppescu, & Easton, 2010; Rowan & Correnti, 2009; Winters & Herman, 2011). Our implementation measures thus focus on classroom instruction while recognizing that multiple factors influence and inhibit teacher innovation and instructional change.

Teachers in both states were asked to complete a web-based teacher log twice weekly during implementation for each of two LDC modules. In the Florida study, teachers were asked to log specifically on two of the four main district-required modules. In Kentucky, teachers were asked to log on one module during the fall and one in the spring. Typically, these two modules represented the entirety of Kentucky teachers’ module instruction during the school year. The logs focused on (a) the degree to which instruction aligned with the structure of the LDC intervention, (b) the degree to which instruction explicitly specified and addressed the discrete literacy skills required to complete the summative task, and (c) the quality and extent of formative assessment practices incorporated into LDC instruction. The log was designed to capture descriptive data on classroom instruction on the particular days that the log was completed and focused on only one of the teacher’s classes—the same class for all logs.

Our research team analyzed the quality of LDC modules in both states. In Florida, the district provided the four sixth-grade Advanced Reading modules with detailed daily lesson plans, texts, and activities. In Kentucky, we requested that participating teachers submit artifacts in conjunction with logging. The artifacts requested included (a) a completed teaching task (often printed from an online LDC design tool available to many teachers), (b) copies of all texts used in the module, (c) one sample of supplementary materials used during the reading component and one from the writing component, and (d) three samples of student work on the culminating writing task, marked high, medium, and low.

Our module quality rubric included nine dimensions of quality. Attending to both content and literacy demands, the dimensions address the quality of the central writing task and the texts that it draws on, the quality of the instructional ladder, and overall module coherence. Each dimension was scored on a scale of 1–5, where 1 indicated poor quality, 3 that the quality of the dimension was moderately realized, and 5 that the quality was fully realized (see online Appendix A for a copy of the rubric).

For the Kentucky analyses, social studies and science teachers were recruited as scorers and received special training to ensure that they could consistently apply the rubric. Scorers established their consistency before scoring, and consistency was checked throughout the scoring process. The measurement quality of the resulting scores was established through generalizability, factor analysis, and decision study methodologies. Both the social studies and science analyses revealed low rater variance across scoring
dimensions (between 0% and 14% of total variation depending on the dimension and subject) and high teacher and/or teacher by module variation (between 28% and 72% depending on the dimension and subject), suggesting that the scores were capturing real differences in module implementation across teachers. Moreover, based on factor analyses, all nine dimensions loaded on a single factor for both subjects, making the case that our module quality rubric effectively measures a coherent trait that might be understood to be LDC implementation or, perhaps more generally, instructional quality in the integration of literacy and content.

For the Florida analysis, which involved a much smaller number of modules, a simpler rating process was employed with the lead rubric developer and a middle school social studies teacher trained for the Kentucky analyses scoring each of the four modules. Any score discrepancies were addressed through consultation and consensus.

The teacher survey—developed with a research partner studying broader implementation and scale-up issues in a larger sample of LDC teachers—was administered online at the end of the school year. Survey questions asked teachers to reflect on LDC implementation during the school year and included a section on module implementation with items design to mirror the intent of the teacher log, as well as sections on experience using the LDC, attitudes regarding literacy instruction, extent of professional development, leadership support, and collaboration. Like the logs, the survey intent was to provide descriptive data on LDC implementation.

**Outcome Measures**

QED analyses rely primarily on state assessment scores to measure the impact on student learning. The Kentucky study used data from the Kentucky Performance Rating for Educational Progress (K-PREP) in reading, writing, and social studies. K-PREP contained multiple-choice and short constructed-response items in a blended model of criterion-and norm-referenced testing. According to test specifications, the reading items are evenly distributed across the domains of key ideas, craft and structure, integration of ideas, and vocabulary acquisition, reflecting the major domains of the CCSS. Passage genres are weighted toward informational text (55% vs. 45%, respectively; Pearson, 2013a). The writing assessment features on-demand writing samples. At Grade 8, students respond to a passage-based argumentative prompt and have a choice of stand-alone narrative or explanatory prompts. The social studies assessment uses multiple-choice items supplemented with three extended-response items to address the domains of government and civics, cultures and societies, economics, geography, and historical perspective. Reported reliability for the eighth-grade reading and social studies tests are .87 and .90, respectively (Pearson, 2013b).

In Florida, our primary outcome measure was developmental scale scores from the 2012–2013 Florida Comprehensive Achievement Test (FCAT 2.0) in reading. The FCAT 2.0 reading development scale scores are vertically aligned to track student longitudinal progress from year to year, from Grades 3 to 10. The sixth-grade FCAT 2.0 reading test is composed of 50 to 55 multiple-choice items.

We additionally received student scores on the district’s writing assessment. The district test mirrored the Florida Writes assessment (which was part of the state assessment system for Grades 4, 8, and 10) for grades not assessed by the state and was administered at the beginning and end of the year. In contrast to the writing-from-reading emphasis of the LDC, district and state writing assessments used prompts that could be answered solely with students’ prior knowledge. The prompts called for narrative, expository, or persuasive writing.

**Implementation Results**

We now present abbreviated summaries of implementation data to provide context for outcome results.

**Module Quality**

Table 4 presents descriptive results for the artifact analysis, including mean scores and standard deviations on each dimension for each state and subject. Kentucky social studies and science modules were analyzed and are reported separately because raters exclusively scored modules in their subject area. The majority of average dimension scores are ≥3.0, and nearly all are ≥2.7. However, as evidenced by the reported standard deviations, there is considerable variation in quality within each of the three groups of modules, particularly in Kentucky.

The artifact analysis found that module designers were generally successful in building effective writing tasks and selecting texts. Developing quality instructional strategies to support student learning and ensuring that the modules were clear and coherent were more challenging tasks for some of the teachers in Kentucky.

**Teacher Logs**

Teachers in Kentucky spent on average 3 to 4 weeks on each of two modules that they implemented in the school year. In Florida, module instruction made up a majority of the instructional year, with about 6 weeks spent on each module. Teacher logs in both studies revealed that teachers spent module
instructional time in a variety of ways—including lecturing on subject matter content, giving mini-lessons, supporting student skill development via explicit strategy instruction, leading whole-class discussion, facilitating small group work, and allowing time for independent reading and writing. In each state and subject, teachers on average reported spending a larger proportion of time on independent reading and writing than on any other classroom activity. The log had branch-out questions for the four LDC module stages: introducing the module, reading process, transitioning to writing, and writing process. Patterns of log responses demonstrated that in both studies, teachers followed this basic LDC structure. Within each stage of module implementation, teachers focused on a variety of student skills, although there was considerable variation across teachers. During the reading process stage of module instruction, there was a strong focus on basic skills, such as independent reading and research, note taking, and summarizing important points by all groups of teachers. There is also evidence that many teachers focused on more critical reading skills, such as drawing conclusions from text, citing textual evidence to support claims, and evaluating the strength of evidence. Even more advanced skills were less of a focus, such as comparing arguments in two or more texts and examining authors’ biases. In the writing process stage, examining text structure, writing different types of paragraphs, and incorporating evidence were focuses of instruction across both states. Teachers also reported using a variety of strategies for assessing student understanding and providing feedback when formative assessment revealed misunderstandings.

**Teacher Surveys**

Survey findings on classroom implementation of the LDC generally echo the log findings. Teachers in all settings reported spending classroom time on each of the four module stages, focusing at least some attention on a broad range of reading and writing skills, and using a variety of formative assessment and feedback strategies.

Teachers in both states reported that the LDC initiative was supported by district and school administrators, although some teachers felt that administrators did not have a firm understanding of the LDC. Although school administrators generally encouraged teachers to participate in the LDC, they were less likely to be actively engaged in the LDC by giving teachers feedback on LDC instruction.

A majority of teachers reported participating in professional development, viewed their LDC colleagues as collaborative, and reported that collaboration helped them implement the LDC in a variety of ways. Perhaps as a result of collaboration and other support, respondents seemed confident in their ability to implement modules. Some teachers, however, did report barriers to successful implementation, such as difficulty locating content-rich reading materials and finding time to prepare for module instruction and provide feedback to students.

Overall, teachers reported that they found the LDC to be a useful tool in meeting a range of instructional goals, including implementing standards, integrating literacy into content area instruction, and increasing the rigor of writing assignments. Despite this general support, opinions were mixed about student engagement relative to regular instruction, with many teachers reporting that substantial proportions of students struggled with LDC demands. Nevertheless, most teachers agreed that the LDC resulted in higher-quality student writing and supported students’ college readiness.

**Kentucky Outcomes Analysis**

**Method**

Our Kentucky LDC teacher sample for the outcomes analysis includes 37 eighth-grade social studies and science teachers in the five target Kentucky school districts who
began teaching the LDC in either 2010–2011 or 2011–2012 and continued implementing the LDC in 2012–2013. The eligible student sample for the analysis includes 2,529 students (a) who were enrolled in an eighth-grade social studies or science class taught by one of the 37 teachers and (b) for whom prior achievement scores were available.

We used CEM to identify comparison students from other districts across Kentucky. CEM is a flexible approach that allows the researcher to specify the precise conditions under which a comparison student may be matched with an intervention student. This process was applied for each of the three outcome measures (K-PREP reading, writing, and social studies), resulting in three matched data sets. Creating separate matched data sets for each outcome maximized the sample size for each outcome analysis, as patterns of missing data varied across outcomes. Although we included indicators for students, teachers, and schools, all matching was at the student level. Student characteristics in the model included demographic variables (race/ethnicity categories, gender, free and reduced-price lunch eligibility, etc.) as well as prior achievement on reading and science state assessments (one prior achievement variable was based on the combined predictive capacities of the two assessments). In addition, our matching methodology selected comparison students whose teachers had similar prior effectiveness. Prior effectiveness was produced by calculating a teacher’s value added on student learning in 2009–2010. The assessments used for this variable depended on the outcome measure that we were testing; the matching model used to test the impact of the LDC on writing used writing scores for 2008–2009 and 2009–2010 to calculate prior teacher effectiveness and likewise for reading and social studies. Students under teachers without prior effectiveness data were matched to comparison students under teachers with missing data as well (most were likely new to the profession). Finally, a school prior effectiveness variable was calculated with prior seventh-grade science, math, and reading assessment data. Seventh-grade data were used to ensure that the school effectiveness variable was independent of the teacher effectiveness variable in the matching model. Valued-added models used to produce the teacher and school effectiveness variables can be found in online Appendix B. These variables were also used in the HLM regressions estimating the impact of the LDC on student achievement, as described later.

The CEM process found similar matches for a majority of the eligible 2,529 LDC students. Ninety-one percent of treatment students were retained in the sample for the writing outcome analysis after matching, as were 88% of treatment students for the reading analysis and 90% for the social studies analysis. See Table 5 for a summary of the number of treatment and control students before and after matching. The matching models were effective in achieving close balance with regard to prior student scores and demographics, as well as for teacher and school effectiveness indicators.

For each of the three outcome measures, two separate two-level HLMs were employed. Each HLM modeled students’ dosage under treated and nontreated teachers in eighth-grade science and social studies courses. Results are robust across model specification, and we therefore present results from only one set of models. In the models presented, each observation at Level 1 represents one student. Level 2 observations represent the combination of a social studies and science teacher. To simplify the design, students with more than one science or social studies teacher were randomly assigned to one of those multiple teachers. Therefore, each Level 1 observation is associated with one Level 2 observation. This does not present a substantial problem, as a majority of students in 2012–2013 were associated with only one science and one social studies teacher. Prior teacher and school effectiveness indicators were aggregated as cumulative sums for the teacher combination at Level 2. The two-level HLM equation employed to analyze student effects for each outcome can be seen in online Appendix B.

The measures of teacher and school effectiveness described earlier, as well as student-level demographic and prior achievement variables, were also used as value-added controls at the HLM regression stage (see online Appendix B for model equations). Our analysis therefore controlled for observables in two ways, at the matching and modeling stages. The models also examined potential interactions between the LDC treatment and prior school and teacher effectiveness as well as student characteristics. These interaction variables were intended to test whether the LDC had differential effects on student learning depending on the school, teacher, and/or individual student’s standing on the given variable. Given the relatively small teacher sample size overall and the fact that the interaction analyses cut the data into yet smaller slices, we consider the interaction results somewhat exploratory. Nevertheless, we think that they are worth noting, particularly because of the similarity in some of the interaction findings across the two states.

Results

HLM results for each of the three primary outcomes are displayed in Tables 6–8. The tables include a number of
interactions between treatment status and student characteristic variables, as well as the interaction between treatment status and the prior effectiveness of the teacher. Each teacher combination observation at Level 2 received a value of 0 if neither teacher was treated, 1 if one of the two was treated, and 2 if both teachers were treated. Thus, the treatment effect coefficients for each model represent the effect of one treated teacher. While the models controlled for all student, teacher, and school indicators previously discussed, we limit our presentation and discussion in the body of this article to the intervention effects of interest; full results can be found in online Appendix B. Table 6 shows HLM results for the K-PREP reading scores. The data indicate that the LDC had a small, statistically significant positive effect on students’ reading performance. LDC students scored higher in reading than did the comparison group, demonstrating that the LDC had a measurable effect on students’ literacy learning.

To provide a benchmark for interpreting this effect, we used a relatively new methodology to convert the effect size into a gross indicator of the number of months of learning that it represents (see Hill, Bloom, Black, & Lipsey, 2007). Following this approach, we used available data to estimate the growth in K-PREP reading scores from eighth to ninth grade. We then determined the proportion of typical growth represented by the observed LDC effect size—that is, the LDC effect size divided by the effect size expected from Grade 7 to Grade 8. We then used this proportion to calculate the number of additional months of growth that can be associated with LDC relative to a 9-month academic year. Relative to typical growth in reading from eighth to ninth grade, the calculation found that the effect size for the LDC represents 2.2 months of schooling. Given that a typical Kentucky teacher spent 4 to 8 weeks teaching the LDC, the effects of the LDC appear substantial.

The data also show interactions between LDC effects and student characteristics. Students’ prior achievement, based on their prior-year K-PREP scores, and students’ socioeconomic status, as revealed by their free or reduced-price lunch status, both show positive interactions with the treatment. That is, LDC students who were relatively higher achieving prior to their LDC experience showed relatively greater benefit than did those who started relatively lower achieving, although the observed effect is very small. Interestingly, LDC students eligible for free or reduced-price lunch also appear to have benefited more from the LDC, after controlling for other variables. Although the observed effect was very small, we speculate that because the LDC intervention provided a common approach for teachers across subjects and grades, it may have encouraged districts and schools to utilize Title I and other resources for disadvantaged students in a more strategic, coordinated way in LDC schools—but these interaction results require replication and, if so, further inquiry. We did not find evidence of differential effects of the LDC by gender. Controlling for other factors, special
education students appear to have done less well under the LDC; however, the share of students falling into this category was small.

The results for K-PREP social studies are shown in Table 7. The coefficient for the main effect for the LDC is small and not statistically significant, which indicates that the LDC’s addition of literacy to course requirements did not diminish students’ content performance. Table 7 also reveals a significant interaction between prior teacher effectiveness and the LDC. LDC students taught by teachers who were relatively less effective prior to the LDC benefited more than did students of relatively more effective teachers. However, this interaction is difficult to interpret and should be treated cautiously given that all teachers’, including science teachers’, prior effectiveness scores were based on their students’ eighth-grade social studies performance for the study’s baseline year (Kentucky does not assess science in eighth grade). Students’ prior-year performance on the K-PREP and their free or reduced-price lunch status show the same, small positive interaction with LDC treatment status as in the reading outcome model. LDC students who started the year performing at a relatively higher level experienced more benefit from the LDC in their social studies performance, as did students who were from a relatively lower socioeconomic status. We did not find differential treatment effects of the LDC by gender or special education status.

K-PREP writing results, as shown in Table 8, show neither main nor interaction effects for the LDC. There is no evidence of any impact of the LDC intervention on this particular writing assessment.

**Florida Outcomes Analysis**

**Method**

Two types of QEDs were utilized in the Florida study to estimate the effect of the LDC on student achievement: a matched control group design similar to that applied in Kentucky and a RDD. The matched control group analyses compare the full population of LDC students in sixth-grade Advanced Reading courses in the study district with selected matched students from across Florida in Advanced Reading or language arts classes. As in Kentucky, CEM was used to select matched students. The RDD takes advantage of a natural experiment created by the study district’s selection process for entry into the Advanced Reading course. The design focuses on students near the cut point for entry into Advanced Reading and compares the performance of students that just made it into the course with students who just missed being assigned to the course.

Each of the two designs has advantages and disadvantages. The matched control group design includes a much more complete set of students receiving LDC instruction in sixth-grade Advanced Reading. However, because the LDC was implemented districtwide and matched control students were selected from outside the district, it is difficult to tease out the impact of the LDC from the effect of other district programs and conditions. That is, we cannot rule out the possibility that differences between treated and matched control samples are due to other district-specific effects. With the RDD, these district effects were controlled because both treatment and control group students came from the district. However, the sample of students came from a specific portion of the prior achievement distribution adjacent to the cut point; therefore, the estimates may not be generalizable to the full population of LDC students. Another advantage of the RDD is that it allows us to test the effect of the LDC on the local district writing measure, which is not possible in the matched control group analysis.

Two types of HLMs were employed in our matched control group analyses: (a) a three-level model with student at Level 1, school by year at Level 2, and school at Level 3 and (b) a two-level model with student at Level 1 and school at Level 2. Equations for both models can be found in online Appendix C. The three-level model used 2009–2010 as the baseline year and estimated effects in each subsequent year (2010–2011, 2011–2012, and 2012–2013) as compared with baseline. This model provides information on achievement trends for study district Advanced Reading students relative to matched controls across all of the years of implementation. The analysis shows a large dip in performance in the study district from 2009–2010 to 2010–2011 relative to statewide control students for both cohorts of schools: the Phase 1 pilot schools that began implementing the LDC in 2010–2011 and Phase 2 schools that had not begun LDC implementation yet. Given that this negative effect is seen for both Phase 1 and Phase 2 students, it is unlikely to have been the result of LDC implementation but rather the result of other unexplained district factors or conditions. One possible explanation for the negative effect in 2010–2011 is the introduction of the new state reading test: FCAT 2.0. Decreases in performance are common with the introduction of new assessments, and the study district may have been affected by this shift in a differential way from the state at large due to unexplained district conditions.

Given the overall drop in performance in the study district in 2010–2011 and the fact that the state assessment changed in the same year, we rely and report on analyses that use data only from the new test (starting with 2010–2011). A two-level HLM was implemented estimating LDC impact in 2012–2013 while controlling for student prior achievement in 2011–2012 and the prior effectiveness of schools in 2010–2011. We excluded the 10 pilot schools from this analysis, as they had already started implementing the LDC in the baseline year.

As in Kentucky, CEM was used to identify matched students from outside the target district. In Florida, the process did not include teacher prior effectiveness, as those data were not available. Matching incorporated both student and
TABLE 9
Summary of Florida Treatment and Comparison Samples

| Sample, n | Treatment | Comparison |
|-----------|-----------|------------|
| Eligible for matching | 5,548 | 14,523 |
| Matched sample | 5,338 | 9,241 |

school characteristics, but all matching was at the student level. Prior school effectiveness was obtained by running a two-level HLM that controlled for student characteristics at Level 1 and by saving out empirical Bayes estimates of school value added at Level 2. The equation as well as the results for this value-added model can also be found in online Appendix C.

The process found matches for a majority of the eligible 5,548 LDC students, as seen in Table 9. The matching models were effective in retaining a large percentage of treatment observations (96.2%) and in achieving close balance on prior student scores and demographics as well as school effectiveness.

As with the Kentucky analyses, student and school covariates were included as controls in the HLM regression model as well as the matching protocol, and our estimates are therefore double robust. Interaction analyses were also included.

We turn now to the methodology for the RDD analyses. We implemented RDD analyses for four school years: 2009–2010, 2010–2011, 2011–2012, and 2012–2013. As noted earlier in the report, the LDC intervention began with 10 Phase 1 pilot schools in 2010–2011, followed by expansion to all middle schools in the district in 2011–2012 and 2012–2013. For the 2010–2011 analysis, we removed students in the 10 Phase 1 pilot schools in 2010–2011. This methodological decision allowed us to analyze two cohorts of students prior to LDC intervention and two cohorts of students in the postintervention period.

We implemented several standard tests to determine whether our setting was amenable to the RDD, including tests to determine (a) if the assignment measure (FCAT pre-score) was used to determine assignment to Advanced Reading, with an apparent threshold at a cut score; (b) what the threshold on the assignment measure was; (c) whether the density of the assignment measure was continuous through the threshold indicating potential manipulation/gaming of the assignment measure; and (d) whether the observable characteristics of students were continuous through the threshold.

The primary measure used for determination of assignment in Advanced Reading was the prior-year FCAT reading score. From graphical and frequency-based analyses, it is clear that while there was no single cut point that correctly classified every student into Advanced Reading classes, there were cut points that fairly sharply assigned the students. For example, in 2012–2013 only 2.1% of students with a prior 2011–2012 FCAT score of 214 or 215 were assigned into Advanced Reading, in contrast to 96.0% of students with a score of 216 or 217. Thus, we use a cut point of 216 for the 2012–2013 RDD analysis. Graphical analysis also verified the discontinuity in the probability of Advanced Reading assignment on either side of the cut point, suggesting that a “fuzzy” RDD would be appropriate. Figure 1—graphing the relationship between FCAT prior year scores and assignment into Advanced Reading in 2012–2013—clearly demonstrates this discontinuity. Similar graphs for 2011–2012, 2010–2011, and 2009–2010 can be seen in online Appendix D (Figures D1–D3). In addition, we performed a McCrary test and visually examined density graphs in each year to test for evidence of manipulation around the cut points; we found none.

Having taken the proper predesign steps, we then proceeded with RDD outcome analyses. Analytic steps in the outcome analyses included identifying a bandwidth of students around the assignment cut point for inclusion in each model and producing a local average treatment effect estimate and standard error. The two-stage least squares approach is outlined in online Appendix D. In addition, a graph plotting the assignment measure and outcome estimate was used for visual inspection of potential discontinuity.

Results

Results for the matched control group analysis (two-level HLM) presented in Table 10 show no evidence of LDC impact on FCAT reading performance in either direction. The interaction of treatment status with prior student achievement is positive and statistically significant at the 5% level, suggesting that the LDC may be more effective for students with higher levels of prior achievement, consistent with Kentucky findings. We did not find statistically significant interaction effects for other demographic variables. The model reported here excludes schools without prior effectiveness data in 2010–2011 (i.e., new schools). An alternative specification including these schools found similar results. Full results for the model reported in Table 10 can be found in Table C2. The online Appendix also includes results from the three-level model described earlier.

Regression discontinuity results for each year are presented in Table 11. The assignment variable was standardized around a cut point score of 0 to ease comparison across years, as the scale of the FCAT score changed over time. The bandwidths shown in Table 11, which determine the observations included in the analysis, were obtained with the Imbens and Kalyanaraman optimal bandwidth algorithm. The results indicate no evidence of a discontinuity in outcomes around the threshold for assignment to Advanced Reading in either the years before or the years after the LDC intervention began. Figure 2 shows this graphically for
12–2013, the key postintervention year. There is no evidence of discontinuity at the standardized cut point of 0 on the prior FCAT reading score (the assignment variable). Similar graphs for 2011–2012, 2010–2011, and 2009–2010 can be seen in online Appendix D (Figures D4–D6).

Regression discontinuity results for the share of students achieving a basic level of proficiency on the district writing assessment are presented in Table 12. The district writing assessments were scored with a 6-point rubric in 2010–2011 and 2011–2012 based on the rubric for the state writing test. In 2012–2013, the study district began using the LDC 4-point rubric to score writing assessments. Basic performance constituted a score of 3 on the earlier rubric and a score of 2 on the later rubric. Otherwise, the methodology was similar to that used for the analysis of FCAT reading outcomes. As with reading, we see no evidence of a discontinuity in the share of students who have at least a basic level of proficiency according to the writing assessment at the threshold for Advanced Reading assignment in either the year before or the years after the LDC intervention began. Graphs found in online Appendix D confirm these findings (see Figures D7–D9).

Discussion and Conclusions

We return now to a review of our research questions and what they reveal about the LDC’s support for the CCSS implementation and impact. In examining whether and how
teachers implemented the LDC across both studies, our data indicate that overall the LDC was implemented with a reasonable level of fidelity (although implementation quality did vary across teachers). Because the LDC model requires that teachers closely align their instructional design and teaching to the CCSS, our results thus suggest that the LDC was successful in the study districts in terms of engaging students and teachers with Common Core content. That the data also found positive attitudes among teachers regarding LDC usefulness is a reason for encouragement at this early stage of implementation.

Our outcome analyses reveal a less consistent picture. We found a positive effect on student reading scores in Kentucky but no corollary effect in Florida. Impacts on social studies and writing scores were not found. Importantly, however, both studies found evidence that the LDC has a differential impact on students based on their prior achievement. Interaction effects suggested that that lower-ability students were struggling to meet the LDC’s CCSS-aligned demands, a finding mirrored in teacher results. This latter finding is worth underscoring as one that demands attention in other studies of the CCSS and one that the LDC is already working to remedy.

That student outcome findings diverged could have perhaps been foreseen given differences in study contexts. We can speculate on some of the implementation and technical factors that may have influenced the relative effectiveness:

| Difference in course context: Through implementation in content courses in Kentucky, the LDC functionally may have added literacy instruction beyond what students were receiving in their ELA classes alone, while in Florida, the LDC changed the ELA coursework. In fact, a majority of students in our Kentucky QED were exposed to the LDC in both their social studies and science classes, as seen in Table 3. Did the additional literacy time in Kentucky make a difference? |

| Bottom-up versus top-down implementation strategy: In Kentucky, teachers developed their own modules; in Florida, module development was centralized and... |
reforms is a second conundrum for evaluation. Our study than what the timing of rigorous research may enable. districts, and schools need to make more immediate decisions impact, we may have shortchanged the LDC. Even so, states, study may have been premature, and in the rush to evaluate required to accumulate solid evidence even further. In fact, our comfort and expertise with new practices extends the time results demonstrate. That it takes time for teachers to gain research may limit the generalizability of that evidence, as cur-
ventions, but it takes time to accumulate evidence of the impact of such new strategies. In addition, constraints on
ature of the studies’ designs, any number of unmeasured variables may have influenced study results, in addition to those above. We return to a consideration of these in the next section.

These and other factors represent caveats to current study results as well as hypotheses about the reasons for observed differences. Future research will need to grapple with questions that these study data cannot answer.

These same caveats also cause us to reflect on current mandates for the use of evidence-based practices, most recently renewed in the Every Student Succeeds Act (Civic Impulse, 2015). The dictum seems so obvious yet is difficult to implement in practice. The pedagogical shifts required by the CCSS require teachers to change their practices and incorporate new strategies, but it takes time to accumulate evidence of the impact of such new strategies. In addition, constraints on research may limit the generalizability of that evidence, as current results demonstrate. That it takes time for teachers to gain comfort and expertise with new practices extends the time required to accumulate solid evidence even further. In fact, our study may have been premature, and in the rush to evaluate impact, we may have shortchanged the LDC. Even so, states, districts, and schools need to make more immediate decisions than what the timing of rigorous research may enable.

The reality of how districts and schools implement reforms is a second conundrum for evaluation. Our study focused on LDC implementation in classroom practice and its impact on student learning. Although we queried issues of professional development and leadership support, we could not adequately take into account a host of other, multilevel state, district, and school policies and practices involved in whether and how reform actually gets delivered (Fixsen, Naoom, Blasé, Friedman, & Wallace, 2005). For example, in addition to clear differences in implementation plans, Kentucky was the first state to adopt the CCSS, and it initiated a strong statewide architecture to promote focus on standards implementation, including the LDC (Holliday & Smith, 2012). In the Florida district that we studied, there were a number of competing initiatives, including a nationally visible districtwide initiative on teacher evaluation (Curtis, 2012). In hindsight, we suspect that these differences in foci may have had an influence, but they are just one of a number of interacting factors that likely influenced LDC implementation and effects, just as any number of community and local context variables no doubt make a difference in the messy arena of state and local use of research (Ansen, 2015).

A closely related issue is the nature of successful interventions, which may work against generalizability of findings. We speak here of the previously cited importance of local adaptation (Berman & McLaughlin, 1978), meaning that implementation can differ greatly across sites, which can be beneficial but also potentially produce differential effects, as observed in our two studies. With districts and schools adapting implementation structures to local contexts, how should fidelity of implementation be defined? How much consistency should be expected in observed effects?

Furthermore, the alignment of intervention goals with outcome measures continues to challenge validity in the identification of evidence-based practices. Because of the cost of developing and/or administering special study outcome measures, evaluators commonly draw on existing state or district assessments; in fact, much of our knowledge on intervention effects is built on these measures. Yet, if the constructs measured by the existing instruments are at odds with intervention goals, as in our Florida study, can we expect to see an intervention effect (Yarbrough, Shulha, Hopson, & Caruthers, 2011)? As states move away from PARCC (Partnership for Assessment of Readiness for College and Careers) and Smarter Balanced, alignment with Common Core’s deeper learning expectations may be an issue (Yuan & Le, 2014). Furthermore, the possibility of common, available measures in cross-state studies is reduced.

These reflections are not meant to diminish the value of rigorous research but rather to point out the complexity of research use that goes beyond the simple dictums of “evidence-based practice” to help us understand whether, how, and why interventions work and provide evidence that can
inform policy decision making. We have established standards for conducting rigorous outcomes research (What Works Clearinghouse, 2014), but we think that one implication of our work, as others have noted (Goodson, 2015), is the need to move to more rigorous and useful implementation research as well.
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**Notes**

1. For space reasons, our coverage of implementation findings is brief and focuses on setting the context for outcome results. For more information on our extensive implementation analyses and results, see Herman et al. (2015a, 2015b).
2. The eighth-grade study also included six small districts in Pennsylvania, but unfortunately, data access did not allow for rigorous quasi-experimental analyses of outcomes. Implementation analyses largely showed similar results to those of Kentucky.
3. Generalizability, factor analysis, and decision studies were conducted within subjects across Kentucky and Pennsylvania teachers. See Reisman, Herman, Luskin, and Epstein (2013) for more information.
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