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Abstract

Convolutional neural networks (CNNs) exhibit state-of-the-art performance while performing computer-vision tasks. CNNs require high-speed, low-power, and high-accuracy hardware for various scenarios, such as edge environments. However, the number of weights is so large that embedded systems cannot store them owing to their limited on-chip memory. A different method is used to minimize the input image size, for real-time processing, but it causes a considerable drop in accuracy. Although pruned sparse CNNs and special accelerators are proposed, the requirement of random access incurs a large number of wide multiplexers for a high degree of parallelism, which becomes more complicated and unsuitable for FPGA implementation. To address this problem, we propose filter-wise pruning with distillation and block RAM (BRAM)-based zero-weight skipping accelerator. It eliminates weights such that each filter has the same number of nonzero weights, performing retraining with distillation, while retaining comparable accuracy. Further, filter-wise pruning enables our accelerator to exploit inter-filter parallelism, where a processing block for a layer executes filters concurrently, with a straightforward architecture. We also propose an overlapped tiling algorithm, where tiles are extracted with overlap to prevent both accuracy degradation and high utilization of BRAMs storing high-resolution images. Our evaluation using semantic-segmentation tasks showed a 1.8 times speedup and 18.0 times increase in power efficiency of our FPGA design compared with a desktop GPU. Additionally, compared with the conventional FPGA implementation, the speedup and accuracy improvement were 1.09 times and 6.6 points, respectively. Therefore, our approach is useful for FPGA implementation and exhibits considerable accuracy for applications in embedded systems.
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1 Introduction

Convolutional neural networks (CNNs) [27] deliver state-of-the-art performance in computer-vision tasks such as object classification [25], object detection [30], and semantic segmentation [41]. They are increasingly required in a variety of embedded systems such as robots [48], self-driving cars [4], and drones [40]. The major problem is that CNNs involve so many parameters (especially weights) that resource-constrained embedded hardware cannot store them in on-chip memory. However, accessing the off-chip memory leads to low performance. Another approach is to use a high-bandwidth off-chip DRAM, such as a GPU. However, this causes considerable power dissipation and it exceeds the power consumption limit on an embedded system.

To address this problem, several network compression techniques have been proposed [8, 13, 18]. Pruning [13] is a compression technique that eliminates unnecessary weights below a threshold, where pruning converts dense weight matrices to unstructured sparse matrices. This approach can lead to more than a 10-fold reduction in the number of parameters with comparable accuracy [13]. However, such unstructured sparse matrices lead to inefficient use of the underlying hardware resources. The main reason is that the distribution of non-zero weights is extremely skewed,
which leads to imbalanced loading among processing elements (PEs). In summary, although pruning with no constraints reduces memory usage, the imbalance decreases the efficiency of hardware performance.

Several studies have proposed special accelerators for sparse CNNs. Cambricon-X [52] allowed different PEs to load new data from the memory asynchronously to improve the overall efficiency. SCNN [37] used Cartesian product-based processing with many memory banks for sparse convolutional layers, and STICKER [51] applied two-way set associative PEs to SCNN architecture to reduce the memory area to 92%. To deal with the load imbalance problem, some accelerators introduced very wide memory and multiplexers (MUXs), becoming more complex. For example, Cambricon-X [52] is a MUX-based accelerator, and the MUXs occupy more than 30% of the total chip area. This means that this architecture is unsuitable for FPGA implementation because MUXs are particularly area-intensive, with an area ratio greater than 100× than those of custom CMOS circuits [46].

A new algorithm/hardware co-design approach is proposed in this study. It involves filter-wise pruning with distillation, and its special inter-layer pipelined accelerator for FPGA implementation. In the pruning step, filter-wise pruning eliminates weights such that each filter has the same number of nonzero weights, which resolves the imbalanced loading problem naturally. At the retraining step, the remaining weights are retrained with a distillation technique, where dense and sparse networks serve as the teacher and the student, respectively. The use of the dense network’s training information increases the accuracy of the sparse network and accelerates training convergence. As for hardware architecture, we developed a zero-weight skipping inter-layer pipelined accelerator. While the conventional sparse CNN accelerator is a multiplexer-based architecture, our accelerator is a BRAM-based architecture for random access to corresponding input feature maps. Thus, our accelerator does not load invalid feature maps from memory. In addition, because each filter has the same number of nonzero weights, utilizing inter-filter parallelism does not require complicated functions. Thus, our architecture achieves a high degree of parallelism with simple hardware complexity.

This paper is an extended version of our previous work [42], in which we improved filter-wise pruning with distillation and its special accelerator on an FPGA. In this work, we apply our filter-wise pruning with distillation to a lightweight network model, MobileNetV1-based model, and compare it with the state-of-the-art FPGA implementation. To deal with high-resolution images, we also propose an overlapped tiling algorithm where tiles are extracted with overlap to prevent accuracy drop. With conventional optimization techniques, our achieved latency and accuracy surpassed the best previously FPGA implementation by 1.09 times and 6.6 points, respectively.

Some of the contributions of our previous work [42] are detailed below.

1. We suggested an AlexNet-based sparse fully convolutional network (SFCN) on an FPGA. While our model had fewer parameters and a significantly smaller network than conventional models, it has high accuracy in practice.
2. We proposed a filter-wise pruning technique that sorts weight parameters by their absolute values and then prunes them by a preset percentage from a small order (Section 4). Our technique realizes a higher sparse model than previous work [13], without degrading the accuracy.
3. We compared our system on an FPGA and a mobile GPU in terms of speed, power, and power efficiency. As for frame per second (FPS), the FPGA realization is 10.14 times faster than that of the GPU.

The new contributions of our new study are as follows:

1. Instead of the AlexNet-based SFCN, we propose a MobileNetV1-based PSPNet, which is an efficient lightweight network model (Section 7.1) with higher accuracy. We show that our pruning makes even a lightweight model more hardware-aware without significantly degrading the accuracy (Section 7.3).
2. We propose an overlapped tiling algorithm to reduce the utilization of on-chip memory on FPGAs for high-resolution images (Section 6). The overlap with appropriate strides relieves the high utilization problem of BRAMs, while maintaining the original accuracy.
3. Conventional optimization techniques, such as 8-bit integer quantization and batch normalization folding are adopted (Section 3.2). In addition, the previous FPGA-based accelerator in ARC 2019 is expanded to use inter-filter parallelism (Section 5.1). These optimizations make our accelerator faster.
4. We compare our filter-wise pruned MobileNetV1-based PSPNet with the state-of-the-art network using cityscape dataset (Section 7.5). We illustrate that our implementation outperforms the existing implementation for both the GPU and FPGA.

The rest of the paper is organized as follows: the motivation for our work is presented in Section 2. The terminology thoroughly used in this paper is explained in Section 3. A novel pruning technique, filter-wise pruning with distillation, and its special accelerator are described in Sections 4 and 5, respectively. The proposed overlapped tiling algorithm for high-resolution images is explained in Section 6. Our implementation is compared with the previous state-of-the-art works in Section 7, and Section 8
explains how it is different from conventional works. The conclusion is presented in Section 9.

2 Motivation

2.1 Unstructured Nonzero Weight Matrices

Pruning is frequently used to reduce the number of weights for CNN implementation in resource-constrained embedded hardware. The procedure of the typical pruning technique [13] is as follows:

1) Train the network weights
2) Prune the small weights below a threshold
3) Retrain the remaining weights

After pruning, most weights become zero; the weights are stored in a format, such as the coordinate (COO) format or the compressed sparse row (CSR) format. As an example, we consider the pseudo-code shown in Fig. 1 for sparse convolution (CONV) with the COO format. The code consists of four loops. In each loop, a weight and an address (row, column, and channel values) are loaded, and the multiply accumulate (MAC) operation is performed as many times as the number of non-zero weights. We categorize parallelism into the following different types based on the unrolling strategies.

1. Spatial Parallelism, where loop L2, loop L3, or both are unrolled
2. Inter-filter parallelism, where loop L1 is unrolled
3. Intra-filter parallelism, where loop L4 is unrolled

In order to realize high-speed calculation, the three types of parallelisms mentioned above must be flexibly utilized based on network architectures.

Figure 2 depicts the nonzero-weight ratio of each pruned filter in MobileNetV1 [19]. There is a significant difference in the nonzero-weight ratios between a certain pair of filters. Similar to the example, certain pruned networks have highly skewed nonzero-weight distributions [28]. This imbalance makes it more difficult to utilize inter- and intra-filter parallelisms. However, changing the distribution of nonzero weights would delete weights with big magnitudes, leading to accuracy degradation. In detail, one of the methods for reducing the imbalance is coarse-grained pruning, block pruning. Shijie Cao et al. reported that although the imbalance is released, block pruning only preserves less than half of the weights with big magnitude [5]. From the viewpoints of hardware efficiency, Cambricon-S [56] shows that reduction in the imbalance leads that one not multiple shared neuron selector module is sufficient, saving 10.35 mm² area and 1821.9 mW power consumption. In addition, the reduction reduces the memory accesses of weight indices by 26.83× and achieves 1.11× better energy efficiency. The balance of accuracy and hardware efficiency is one of the research problems. To resolve this problem, we have equalized the number of nonzero weights of each filter during the training phase. This equalization makes it easier to exploit the underlying inter- and intra-filter parallelisms without complicated techniques and accuracy degradation.

3 Background

3.1 Convolutional Neural Networks

3.1.1 Convolution (CONV)

Figure 3 illustrates CONV. Let \( X^i(w, h, ch) \) be an input feature map (IFM) value at \((w, h, ch)\) coordinates in \( i\)-th layer, \( W^i(r, c, ch) \) be a weight value, \( w_{bias} \) be a bias, \( S^i(w, h) \) be an intermediate variable, \( f_{act}(x) \) be an activation function, and \( X^{i+1}(w, h) \) be an \((i+1)\)-th IFM, or \( i\)-th output feature map (OFM). The \( K \times K \) 2D CONV at \((w, h)\) coordinates in \((i + 1)\)-th layer is as follows:

\[
\begin{align*}
S^{i+1}(w, h) &= w_{bias} + \sum_{ch=1}^{N} \sum_{c=1}^{K} \sum_{r=1}^{K} X^i(w+r, h+c, ch) \times W^i(r, c, ch) \\
X^{i+1}(w, h) &= f_{act}(S^{i+1}(w, h)),
\end{align*}
\]

where \( N \) is the \( i\)-th IFM channel, \( r, c, \) and \( ch \) are coordinates of width-axis, height-axis, and channel-axis, respectively. The input is multiplied by a weight and the resulting sum is applied to the activation function. In this paper, we use the rectified linear unit (ReLU) functions as the activation function. When \( K = 1 \) (or pixel-wise CONV), it plays the role of classification corresponding to the part of input images.

3.1.2 Separable CONV

Because conventional CNNs [15, 25, 43] have much redundancy, light-weight CNNs have been proposed [6, [22, 44]. The pseudo-code for separable CONV is as follows:

\begin{verbatim}
L1: for (ofm_ch=0; ofm_ch < OFM_CH; ofm_ch++)
L2: for (ofm_h=0; ofm_h < OFM_H; ofm_h++)
L3: for (ofm_w=0; ofm_w < OFM_W; ofm_w++)
L4: for (n=0; n < NONZERO_W; n++)
    k_r = C00_K_ROW[ofm_ch][n]
    k_c = C00_K_COL[ofm_ch][n]
    k_ch = C00_K_CH[ofm_ch][n]
    w = C00_W[ofm_ch][n]
    x = IFM[k_ch][ofm_h + k_c][ofm_w + k_r]
    f[ofm_ch][ofm_h][ofm_w] += x * w
\end{verbatim}

Figure 1 Pseudo-code of sparse CONV with the COO format.
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Among them, separable CONV proposed in MobileNetV1 reduces a lot of weight parameters by factorization in spatial dimension. Figure 4 shows separable CONV. Separable CONV consists of a depthwise CONV (DwCONV) and a pointwise CONV (PwCONV). The DwCONV computes OFMs only from a single input channel (each CONV is independent of the channel-axis), and the PwCONV is a $1 \times 1$ conventional CONV. The computational cost of a conventional CONV in terms of both multiplication and addition is as follows:

$$K^2 \cdot H_{OFM} \cdot W_{OFM} \cdot N \cdot M,$$

where $M$ is OFM channel. On the other hand, The cost of the separable CONV can be computed as follows:

$$K^2 \cdot H_{OFM} \cdot W_{OFM} \cdot N + H_{OFM} \cdot W_{OFM} \cdot N \cdot M.$$

By converting the typical conventional $K \times K$ CONV to the separable CONV, the computational cost can be reduced. Typically, because $K^2 \ll M$ (e.g. $K = 3$ and $M = 256$), the computational cost is reduced approximately by a factor of $K^2 = 9$.

### 3.1.3 Sparse CONV

After a pruning technique is applied, many weight values become zero. To store such weight parameters formed in the sparse matrix to memories efficiently, we employ a coordinate (COO) format. The arrays, row, col, ch, and weight store its row, column, channel indices, and nonzero-weights of the sparse matrix, respectively. Since pruning realizes a high-sparse matrix, the overhead of additional memory requirement (row, col, and ch arrays) is not critical.

When COO format is introduced, the sparse CONV at $(w, h)$ coordinates is formulated as follows:

$$S^{i+1}(w, h) = w_{bias} + \sum_{j=1}^{N} X^i(w + r_j, h + c_j, ch_j) \ast w_j \quad (3)$$

$$X^{i+1}(w, h) = f_{act}(S^{i+1}(w, h)), \quad (4)$$

where $N$ is the number of nonzero-weights, $w_j$ is a weight value, and col$_j$ and row$_j$ are column and row indices, respectively.

### 3.2 Inference Optimization

#### 3.2.1 Batch Normalization Folding

In order to accelerate training time and convergence, the CNN is first learned by a set of training data (mini-batch). Since various distributions of each mini-batch cause internal covariate shifts that can lengthen learning time, it is necessary to carefully determine the initial parameter values. To solve the costs, batch normalization (BN) [20] is often used as shown in the following:

$$\mu_B = \frac{1}{g} \sum_{i=1}^{g} x_i \quad (5)$$

$$\sigma^2_B = \frac{1}{g} \sum_{i=1}^{g} (x_i - \mu_B)^2 \quad (6)$$

$$y_i = \frac{\gamma x_i - \mu_B}{\sqrt{\sigma^2_B + \epsilon}} + \beta. \quad (7)$$

where $g$ is a batch size, $x_i$ is an $i$-th mini-batch input, $\mu$ is a mini-batch mean value, $\sigma^2_B$ is a mini-batch variance, and $\epsilon$ is a hyper parameter. $\gamma$ and $\beta$ are learning parameters that change at the learning phase. At inference, $\gamma$ and...
$\beta$ is a constant value, and then the batch normalization is expressed as:
\[ y = \gamma' x + \beta', \quad (8) \]
where $\gamma' = \gamma / \sqrt{\sigma^2 + \epsilon}$ and $\beta' = \beta - \frac{\gamma \mu B}{\sqrt{\sigma^2 + \epsilon}}$. Next, this BN calculation is folded into CONV calculation.
\[ y = \gamma' \left( w_{bias} + \sum_{ch=1}^{N} \sum_{c=1}^{K} \sum_{r=1}^{K} X(w+r, h+c, ch)W(r, c, ch) \right) + \beta' \]
\[ = \sum_{ch=1}^{N} \sum_{c=1}^{K} \sum_{r=1}^{K} X(w+r, h+c, ch)W'(r, c, ch) + w_{bias}', \quad (9) \]
where $W'(r, c, ch) = \gamma' \cdot W(r, c, ch)$ and $w_{bias}' = \gamma' \cdot w_{bias} + \beta'$. This conversion hides BN overhead completely.

### 3.2.2 8-Bit Integer Quantization Scheme

Some studies show that 8-bit quantized neural networks maintain accuracy, compared with floating-point precision [21, 24]. Because quantization allows inference to be carried out using integer-only arithmetic, hardware can equip more mathematical computation cores, leading to speedup. The quantization scheme (scale+shift quantization) converted from quantized parameters to real number is obtained as follows:
\[ \text{clamp}(r, a, b) = \min(\max(r, a), b) \]
\[ q = \text{round}(\text{clamp}(r, a, b)/S) + Z, \quad (10) \]
where $r$ is a real value, $S$ is a positive real value (scale value), and $q$ is a quantized value, or an 8-bit integer value in this study. $Z$ is the quantized value corresponding to real value 0 (shift value), $\text{round}(\cdot)$ is a rounding function to the nearest integer, and $a, b$ is a valid range of real values $[a, b]$. When $Z$ is a non-zero value, matrix multiplication with the quantization scheme incurs calculation overhead [21]. Thus, scale quantization is often used, as shown below.
\[ q = \text{round}(\text{clamp}(r, a, b)/S) \quad (11) \]

This quantization scheme is applied after BN folding. In addition, quantization-aware training is often required because post-quantization may incur accuracy degradation. During training, the valid range $[a, b]$ changes in accordance with the input batches, and the min/max statistics or moving average of the min/max values are used to compute the range. This paper uses scale quantization scheme to convert to integer precision. Since our used networks contain ReLU function, the ranges of weights and activations are different: activations are converted into unsigned integer precision, and weights are integer precision. Additionally, the valid range $[a, b]$ is calculated by moving average of min/max values since min/max statistics approach may occur accuracy degradation due to outliers. Using the decided range, the scale value is calculated as follows:
\[ a' = \max(|a|, |b|) \]
\[ S = \begin{cases} 127/a' & \text{for weight} \\ 255/a' & \text{for input} \end{cases} \]
\[ q = \begin{cases} \text{round}(\text{clamp}(r, -a', a')/S) & \text{for weight} \\ \text{round}(\text{clamp}(r, 0, a')/S) & \text{for input}. \end{cases} \]

If some values surpass the valid range, saturating cast is used.

### 3.3 Semantic Segmentation

Semantic segmentation is a fundamental task in image processing, in which pixel-wise classification is performed, as shown in Fig. 5. In this study, semantic segmentation tasks are performed to evaluate our proposal. Three performance metrics are employed here. Let $n_{ij}$ be a #pixels of class $i$ predicted as class $j$, and $n_{class}$ is a number of classes to recognize. The metrics are as follows:

Pixel-wise accuracy (Pixel-wiseAcc):
\[ \frac{\sum_{i=1}^{n_{class}} n_{ij}}{\sum_{i=1}^{n_{class}} \sum_{j=1}^{n_{class}} n_{ij}} = \frac{\text{Accurate area}}{\text{All area}}. \quad (12) \]

Mean class accuracy (mClassAcc):
\[ \frac{1}{n_{class}} \sum_{i=1}^{n_{class}} \frac{n_{ij}}{\sum_{j=1}^{n_{class}} n_{ij}} = \frac{\text{Area predicted as class $i$}}{\text{Truth area of class $i$}}. \quad (13) \]
Mean intersection over union (mIoU):
\[
\frac{1}{n_{\text{class}}} \sum_{i=1}^{n_{\text{class}}} \frac{n_{ij}}{\sum_{j=1}^{n_{\text{class}}} (n_{ij} + n_{ji}) - n_{ii}}.
\]

(14)

4 Filter-Wise Pruning with Distillation

In this study, a method is presented involving filter-wise pruning with distillation. It consists of two steps: filter-wise pruning and retraining with distillation. The procedure is detailed below:

1) Train network weights
2) Sort the trained weights of each filter by their absolute values
3) Prune the small weights using a preset percent filter-by-filter
4) Retrain the remaining weights with distillation

By following the above procedure, each filter achieves the same sparse ratio, which simplifies the pruned-CNN accelerator. It can be observed that both the retraining time does not differ from conventional pruning [13]. The distillation scheme is detailed in the next section.

4.1 Distillation Scheme for Retraining Weights

Distillation [18] is a compression technique, where a network (student network) is trained using the outputs of a larger network (teacher network) to imitate the same outputs. The outputs of a teacher network are used to improve the accuracy of a smaller student network. This study exploits this concept to obtain a highly sparse network while maintaining accuracy. It accelerates the convergence while increasing the accuracy of the sparse network. Figure 6 presents an outline of the distillation scheme with the MobileNetV1-based network that we have used. We assign a dense network as the teacher and a sparse network as the student. The training objective function \( L_{\text{train}} \) is written as
\[
L_{\text{train}} = \frac{1}{M} \sum_{m=1}^{M} L_{\text{soft}}^m + \beta L_{\text{hard}},
\]

(15)

where \( M \) is the number of connections between the teacher and the student networks (this paper sets \( M = 15 \)), \( \beta \) is a hyper-parameter to balance their losses. \( L_{\text{soft}}^m \) is the \( m \)-th mean squared loss using both the network’s feature map (FM), and \( L_{\text{hard}} \) is the pixel-wise cross entropy loss using ground truth. \( L_{\text{soft}}^m \) is defined by
\[
L_{\text{soft}}^m = \frac{\alpha_m}{C H_i H_j W_k} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} \left( X_{s}^c(w, h, c) - X_{t}^c(w, h, c) \right)^2,
\]

(16)

where \( \alpha_m \) is a hyper parameter to balance their losses, \( W_i, H_j, \) and \( C H_i \) indicate the \( i \)-th FM’s width, height, and channel. \( X_{s}^c(w, h, c) \) and \( X_{t}^c(w, h, c) \) are the \( i \)-th FM values at \((w, h, c)\) in the student and the teacher networks, respectively. \( L_{\text{hard}} \) changes by a task, and in this paper we employ a semantic segmentation task for evaluation. Therefore, \( L_{\text{hard}} \) is pixel-wise cross entropy loss and defined by
\[
L_{\text{hard}} = -\frac{1}{H_{\text{in}} W_{\text{in}}} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} \log(\sigma(w, h, c)) p(w, h, c),
\]

(17)

where \( H_{\text{in}} \) and \( W_{\text{in}} \) denote input image size, \( \sigma(w, h, c) \) is predicted class probabilities, and \( p(w, h, c) \in \{0, 1\} \) is the ground truth class probabilities at \((w, h, c)\) coordinates.

5 Hardware Implementation

The overall architecture is presented in Fig. 7. The design consists of buffer parts for parameters and the convolutional block (CB) parts, which constitute the inter-layer pipelined architecture. A combination of filter-wise pruning and inter-layer pipelining enables a high degree of parallelism, together with architectural simplicity because each layer has

---
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only one filter loop count. All parameters, including weights and biases, were loaded into on-chip buffers from DDR3 memory. Thereafter, the processor sends an input image to the design, and CONV operations are performed in the first CB. The output feature maps are sent to the ping-pong buffer in the next CB to be read to compute the next layer operation. Finally, the outputs of the last CB are sent to the ARM processor. Weight matrices are stored in the on-chip memory in the COO format.

5.1 Convolutional Block

The architecture and functionality of a convolutional block (CB) are depicted in Figs. 8 and 9. This comprises of a COO decoder, COO counter, counter for convolutional operation, ping-pong buffer for feature maps (FMs), processing element (PE) for both down-scaling and ReLU, and MAC units. All the calculations in the CBs are in the integer precision.

The COO counter counts the number of non-zero weights of each filter; the COO decoder obtains the number and outputs the corresponding relative address, row, column, and channel values. Subsequently, to fetch the FM values, the absolute address is calculated using both the relative address and the convolutional counter, which indicates the coordinates where the CONV operation is performed. Figure 10 presents an example of the functionality. The CONV coordinates are \((w, h) = (1, 1)\), and the relative address is \((row, col, ch) = (1, 2, 0)\). Therefore, the absolute coordinates of the corresponding FM values are \((w + row, h + col, ch) = (2, 3, 0)\). The fetched value and the weight are fed into a multiply accumulate (MAC) unit, followed by PE for down-scaling and ReLU. In down-scaling, the type of quantized accumulated value is a 32-bit integer and converted by using the following equation:

\[
y = \text{Quant}(x) = x \cdot \frac{S_{\text{act}}}{S_x S_w} = x \cdot \frac{S'}{2^{31}},
\]

where \(x\) is an accumulated value in a 32-bit integer; \(S_{\text{act}}, S_x,\) and \(S_w\), are scales of activations, inputs, and weights, respectively; and \(S' = \frac{S_{\text{act}}}{S_x S_w} \cdot 2^{31}\) is a shifted scale from the quantized accumulated value to activation. To avoid fixed point calculation, \(\frac{S_{\text{act}}}{S_x S_w}\) is shifted in advance to be a 32-bit integer, and scaled accumulated values are shifted to the
right followed by the ReLU function. Finally, the output is stored in the next ping-pong buffer in the next CB.

This work employs spatial and inter-filter parallelisms to achieve a high degree of parallelism. For spatial parallelism, memory interleaving by array partitioning is used along the width axis of the IFM. The degree of inter-filter parallelism is 2 to avoid an increase in area overhead because the maximum number of BRAM ports is 2 when the BRAM configuration is set to the true dual-port mode. From two coordinates of nonzero weights in a certain pair of filters, several successive FM values along the width axis are fetched and sent simultaneously. The corresponding weights are broadcast to the corresponding MAC units. For the COO indices, we used true dual-port BRAMs as COO index buffers to read two corresponding indices in one cycle.

6 Overlapped Tiling Algorithm

Our accelerator is built based on BRAM-based architecture, and its BRAM utilization depends on the resolution of the input images. Therefore, when input images have high resolution, our accelerator requires a massive amount of BRAMs. To prevent this problem, we propose an overlapped tiling algorithm, as shown in Fig. 11. This method splits full-resolution images into a stream of small tiles, and the FPGA accelerator operates the layer calculations for cropped small images. It facilitates optimization of on-chip memories as a benefit of the small-sized tile images but not low-resolution images. A proposed deeply pipelined architecture processes a large number of tile images with low latency. Now, we assume that $H_{in}$ and $W_{in}$ are the height and width of the incoming full-resolution image, respectively; $W_t$ represents the tile resolution; and $S_h$, $S_w$ represent the strides to crop from the full-resolution image. The details of the proposed technique are as follows:

1) The incoming RGB images are split into smaller tiles by cropping with the $(W_t, W_t)$ window and $(S_h, S_w)$ stride. Thus, the tiles are cropped with overlapping pixels $W_t - S_h$ and $W_t - S_w$ along the y-axis and x-axis, respectively. The maximum stride to obtain the minimum split of the tiles is then represented as follows:

$$ (S_h, S_w) = \left( \left\lfloor \frac{H_{in} - W_t}{W_t} \right\rfloor - 1, \left\lfloor \frac{W_{in} - W_t}{W_t} \right\rfloor - 1 \right) . \quad (19) $$

2) A network processes the split tiles on the pipelined architecture and outputs the predicted tiles that represent tens of label probabilities.
3) The host processor reconstructs the predicted tiles into an image that is the same size as the input $(H_{in}, W_{in})$ with the same strides $(S_h, S_w)$, while the overlapped area is computed as an average. Finally, the full resolution of the predicted result is obtained.

In this paper, this tiling algorithm runs on processing system (PS) side in an FPGA.

7 Experimental Results

To evaluate the performance of our model and its implementation, we used the Chainer [44], which is a deep learning framework and the Cityscapes dataset [7], which is a popular dataset for semantic segmentation tasks. For FPGA implementation, we used HLS tools, SDSoC 2018.2 to convert C++ codes. The used FPGA board was a Xilinx Inc. Zynq UltraScale+ MPSoC zcu102 evaluation one, equipped with a Xilinx Zynq UltraScale+ MPSoC FPGA (ZU9EG, 68,520 Slices, 269,200 FFs, 1,824 18Kb BRAMs, 2,520 DSP48Es).

Figure 11 Proposed tile segmentation scheme.
7.1 MobileNetV1-Based PSPNet

The CNN, MobileNetV1-based Pyramid Scene Parsing Network (PSPNet) [53] is presented in Table 1. Because the original PSPNet contains ResNet that consists of 101 layers, it cannot satisfy real-time processing requirements even in the case of desktop GPUs. To reduce the computation time and the number of parameters, we adopted MobileNetV1 as a feature extractor. The MobileNetV1-based model achieves similar accuracy and reduces model size, compared to state-of-the-art real-time segmentation networks [39, 55]. We eliminated 83% of the redundant weight.

7.2 Tradeoff for Various Tile Sizes

We analyzed the mIoU with various tile sizes to determine the optimal tile size in 32-bit floating models. We set the stride value \((S_h, S_w)\) in order to achieve at least 25% overlap. Table 2 shows the accuracy for various tile sizes. When the tile size changed from 224 to 192, the accuracy dropped by 1.8 points significantly. The mIoU of the tile size 224 was 65.0%, which decreased by only 1.2 points from that of 1024 \(\times\) 512. From the viewpoints of as smaller a size as possible with comparable accuracy, we chose a tile size of 224 \(\times\) 224 for the 1024 \(\times\) 512 images.

Table 1 Sparsity ratio for each layer for tile size 224 \(\times\) 224.

| Layer          | \(k\) | IFM CH | OFM CH | \(s\) | IFM SIZE | OFM SIZE | Sparse ratio of PwCONV |
|----------------|-------|--------|--------|-------|----------|----------|-----------------------|
| Feature Extraction Part (MobileNet): |       |        |        |       |          |          |                       |
| CONV           | 3     | 3      | 32     | 2     | 224      | 112      | –                     |
| SepCONV        | 3     | 64     | 112    | 1     | 112      | 56       | 0.80                  |
| SepCONV        | 3     | 64     | 128    | 2     | 112      | 56       | 0.84                  |
| SepCONV        | 3     | 128    | 128    | 1     | 56       | 56       | 0.92                  |
| SepCONV        | 3     | 128    | 256    | 2     | 56       | 28       | 0.85                  |
| SepCONV        | 3     | 256    | 256    | 1     | 28       | 28       | 0.92                  |
| SepCONV        | 3     | 256    | 256    | 1     | 28       | 28       | 0.92                  |
| SepCONV        | 3     | 256    | 256    | 1     | 28       | 28       | 0.92                  |
| SepCONV        | 3     | 256    | 256    | 1     | 28       | 28       | 0.92                  |
| SepCONV        | 3     | 256    | 256    | 1     | 28       | 28       | 0.92                  |
| SepCONV        | 3     | 256    | 256    | 1     | 28       | 28       | 0.92                  |
| Pyramid Pooling Module: |       |        |        |       |          |          |                       |
| PwCONV         | 1     | 256    | 64     | 1     | 1        | 1        | 0.60                  |
| PwCONV         | 1     | 256    | 64     | 1     | 2        | 2        | 0.60                  |
| PwCONV         | 1     | 256    | 64     | 1     | 3        | 3        | 0.60                  |
| PwCONV         | 1     | 256    | 64     | 1     | 6        | 6        | 0.60                  |
| SepCONV        | 3     | 512    | 64     | 1     | 28       | 28       | 0.50                  |
| PwCONV         | 1     | 64     | 19     | 1     | 28       | 28       | –                     |
| Total          |       |        |        |       |          |          | 0.83                  |

7.3 Accuracy Comparison for Sparseness Ratio and Quantization

We evaluated the difference between accuracies among the 32-bit floating model, 8-bit integer model, and 8-bit integer sparse model. We set the tile size as 224, and Table 3 exhibits the results of the accuracy comparison. The 8-bit quantization reduced the weight size by a factor of four with no accuracy drop from the float 32-bit precision. Compared with the 8-bit model, the sparse model reduced the number of multiple operations per tile by a factor of 10.4 with an accuracy drop of 0.9 points. In addition, the weights decreased by a factor of 22.8, and the number of MAC operations by a factor of 5.8. Thus, the combination of the overlapped tiling algorithm, filter-wise pruning, and conventional quantization achieved significant reduction in weight sizes and the number of multiple operations.

7.4 Comparison with a Desktop GPU

We compared our FPGA-based system with a GPU-based system that consists of the RTX 2080 Ti and Intel Core i7-7700 CPU. In GPU inference, we used PyTorch [38] using CUDA 11.0, CUDNN 8.0, and TensorRT 7.1 [36]. In power measurement, the CPU and the other peripheral devices are included in both the FPGA and GPU systems. As shown in Table 4, power efficiency of our FPGA system was 4.1 times higher than that of the GPU. This demonstrated that our specific architecture for the filter-wise pruning achieved high efficiency of valid computation. Thus, our FPGA system meets real-time processing requirements and has low power consumption, which means our system is highly suitable for embedded systems.

7.5 Comparison with Other FPGA Implementation

Table 5 compares our method to the previous state-of-the-art FPGA implementation [11]. Our model in a 512 \(\times\) 256 system was 3.26 \(\times\) faster with 7.0 points dropped mIoU, and 1.09 \(\times\) faster with 6.6 points improved mIoU for a 1024 \(\times\) 512 system. Our approach decreased accuracy in lower resolutions, while the maintained speed with high accuracy for higher resolutions. We considered that degradation is led by sparse models and tiling low-resolution images. In speed, although overlapped tiling increases the number of operations, ours for high resolutions achieved speedups. This means that proper coarse-grained units of pruning can delete a massive amount of both weights and operations. In power efficiency, power consumption was worse than 1

---

1The accelerator implements two accelerators on an FPGA, so we conducted a comparison by doubling the hardware size of Table I on [11].
the prior ones despite implementing our model with all on-chip memory. We considered that [11] used a custom-designed board with only minimal devices, while our work measured the total board power of the ZCU102 evaluation board including the peripheral devices, which means that the static power consumption of the peripheral devices leads to high power consumption. As a result, our system achieved the most accurate and fastest segmentation for the general dataset utilizing a large amount of on-chip memory and high-resolution image.

7.6 Comparison with Other Pruning Method

Finally, our filter-wise pruning with distillation was compared with the state-of-the-art coarse-grained pruning, filter pruning [17] that prunes filters with relatively less importance. Table 6 shows the comparison results with images in 512 × 224 size. Our proposal exceeded the accuracy of the filter pruning by 28.2 points. We considered that since in filter pruning the unit of pruning is big, a high sparse ratio affects accuracy significantly. Our approach provides fewer constraints with pruning, leading to a reduction in a massive amount of weights without significant accuracy degradation.

8 Related Works

8.1 Sparseness Approach for Weight Memory Reduction

Several pruning techniques have been proposed, comprising two types of pruning: unstructured and structured.

In unstructured pruning, the objective is to prune as many weights as possible without significantly degrading the accuracy degradation and any constraints. The representative method is deep compression [13], which combines quantization, weight pruning, and Huffman coding method to achieve a 3–4× speedup. Zhu and Gupta [57] proposed a gradual pruning method that increases the weight pruning ratio using a binary mask variable. In [34], various sparse dropout strategies were used for both fully connected and convolutional layers to realize high sparsity, and in [2], the rank of the parameter matrix in each layer was reduced.

While unstructured pruning can eliminate more weights than that of structured pruning, hardware cannot efficiently process imbalanced non-zero weight distribution. Structured pruning aims to prune weights with some constraints so that the resulting pruned networks become hardware-friendly topology. For the hardware of SIMD architecture, [50] proposed a SIMD-aware weight pruning that prunes by block-level to allow SIMD architecture to execute high-parallelism for FC layers. Block pruning [12, 35] eliminates blocks of a weight matrix instead of individual weights. Block-wise pruning [5, 22, 23] prunes weights such that the number of non-zero weights in each block is equal. Channel pruning [10, 16, 31] prunes a certain filter that meets a condition. Finally, kernel-level and vector-level pruning [33] prunes kernels and vectors in kernels.

We propose a structured pruning, filter-wise pruning with distillation that eliminates weights filter-by-filter by a preset percentage. Filter-wise sparsity is a bigger unit among all conventional structured block-wise pruning techniques,

### Table 2: Accuracy with various tile sizes for 1024 × 512 input images.

| Tile size | #Tiles | stride $s_h$ | stride $s_w$ | mIoU[%] |
|-----------|--------|--------------|--------------|---------|
| 128       | 55     | 96           | 90           | 58.5    |
| 160       | 36     | 118          | 108          | 60.7    |
| 192       | 28     | 107          | 139          | 63.2    |
| 224       | 18     | 144          | 160          | 65.0    |
| 256       | 15     | 128          | 192          | 65.3    |
| 320       | 8      | 112          | 235          | 64.9    |
| 352       | 8      | 192          | 224          | 64.9    |
| 384       | 6      | 128          | 214          | 65.3    |
| 416       | 1      | 96           | –            | 65.2    |

### Table 3: mIoU comparison of our compression techniques for 1024 × 512 resolution. Note that precision is for both FMs and weights. The size represents CNN weights size.

| Tile size | Precision | Weights | Size[Mb] | OP(tile[M]) | mIoU[%] |
|-----------|-----------|---------|----------|-------------|---------|
| –         | FP32      | Dense   | 19.6     | 5,767       | 66.2    |
| 224 × 224 | FP32      | Dense   | 19.6     | 552         | 65.0    |
| 224 × 224 | INT8      | Dense   | 4.90     | 552         | 65.1    |
| 224 × 224 | INT8      | Sparse  | 0.86     | 96          | 64.2    |
Table 5  Comparison with Conventional Accelerator [11]. We considered double area of a DPU core of the prior work.

| Platform   | FPN-based [11] | Ours |
|------------|----------------|------|
| ZU9EG      | 333            | 300  |
| Input image| 512x256        | 512x256 | 1024x512 |
| mIoU[%]    | 57.6           | **50.6** | **64.2** |
| Speed[FPS]| 128            | **417** | **139** |
| Power[W]   | (14.5)         | 24.0  |
| Efficiency[FPS/W]| (8.82) | 5.79  |
| #BRAMs(%) | 1,120(61.4)    | 1,368(75.0) |
| #DSPs(%)  | –(–)           | 1,831(72.7) |
| #FFs(%)   | 292k(53.3)     | 137k(25.0) |
| #LUTs(%)  | 150k(54.7)     | 182k(66.5) |

which means that our proposal can preserve in more sparsity patterns.

8.2 FPGA Implementation for CNN-Based Semantic Segmentation

The CNN approach for semantic segmentation achieved state-of-the-art accuracy, and its first proposal is a fully convolutional network (FCN) [41]. FCN generates a coarse label map from input images by a pixel-wise classification, and the map is resized into the input image size by a bi-linear interpolation. Subsequently, we obtain a more fine-grained label map. SegNet [3] incorporates skip connections during deconvolution to improve the performance of small objects using middle-level features. The pyramid scene parsing network (PSPNet) [54] adopts a pyramid pooling module that applies pyramid pooling to feature maps, extracts features from them, and concatenates their futures to deal with multi-scaling objects. In addition, PSPNet uses the resizing function provided by OpenCV as an upsampling layer. ICNet [55] uses various resolution inputs to go through the corresponding networks and combine them using a cascade feature fusion unit.

These networks are not suitable for embedded systems because of their network size and complexity. Thus, some studies proposed specific lightweight networks [11, 32] for semantic segmentation to be implemented on an FPGA. Lyu et al. [32] proposed a small network for road segmentation with light detection and ranging (LiDAR), and its FPGA implementation meets a real-time processing requirement (59.2 FPS). In exchange for the FPGA realization by the proposed small model, it can deal with road class only, and therefore the implementation challenges of the task for many categories still remain. Fang et al. [11] proposed a feature pyramid network (FPN)-based and its accelerator for both object detection and semantic segmentation.

In this study, we present an AlexNet-based FCN and MobileNetV1-based PSPNet for implementation on FPGAs. The resulting model is a feed-forward architecture model, where there are no skip connections and no deconvolution layers, but resizing (bilinear interpolation) functions as upsampling layers. These conversions do not require the circuitry to have their IFM/OFM buffers, but memory access decreases significantly with low accuracy degradation. For these reasons, our proposed network is more suitable for embedded systems.

8.3 Sparse Convolutional Network Architecture

Our sparsity approach has attracted increasing interest because it reduces the data footprint and eliminates computation, and it achieves a good balance between the compression ratio and accuracy. Three types of architectures are outlined below, based on the values that are skipped: weights, activations, and both.

8.3.1 Zero-Weight Skipping Architecture

Zero-weight skipping architecture eliminates zero-weight calculations only. Cambricon-X [52] allows weight buffers in different processing elements to load new data from the memory asynchronously to improve the overall efficiency, since the numbers of weights of different neurons may differ significantly. J. Li, et al. [28] proposed a concise convolution rule (CCR) that decomposes sparse kernels into multiple effective nonzero sub-kernels using triplet representation.

8.3.2 Zero-Activation Skipping Architecture

Zero-activation skipping architecture eliminates zero-activation calculations only. The CNVLUTIN [1] architecture skips zero-activation multiplications, thereby improving both performance and energy efficiency.

8.3.3 Zero-Weight and -Activation Skipping Architecture

In zero-weight and -activation skipping architecture, all inefficient computations are eliminated. The EIE [14] exploits both sparsity and the indexing overhead. PermDNN [9] outperformed the EIE by generating a hardware-friendly structured sparse neural network, using

Table 6  Comparison with the state-of-the-art filter pruning.

|                  | Block pruning [17] | Ours |
|------------------|--------------------|------|
| Sparse ratio     | 0.80               | 0.83 |
| mIoU[%]          | 22.4               | 50.6 |
permitted diagonal matrices. Cambricon-S [56] introduced block pruning to reduce the irregularity. The SCNN [37] achieved a performance improvement of 2.7× with Cartesian product-based processing. STICKER [51] applied two-way set associative PEs to the SCNN architecture, thereby reducing the memory area to 92%. Wang, et al. [45] improved the hash-based accelerator for SCNN using a load-balancing algorithm, and SpAW [29] proposed a dual-indexing module to utilize sparsity more efficiently. For the efficient utilization of the SIMD architecture, Lai et al. [26] proposed a weight rearrangement that parses through the weights at compile time and redistributes the nonzero weights to balance the computation.

In this study, we developed a zero-weight skipping architecture. As mentioned in [28], the zero-weight skipping architecture achieves the best tradeoff between speedup and hardware-complexity. Moreover, filter-wise pruning allows our accelerator to utilize inter-filter parallelism without decreasing the accuracy.

9 Conclusion

We presented a new algorithm/hardware co-design approach, which involves filter-wise pruning with distillation and BRAM-based zero-weight skipping architecture. This is used to realize a hardware-aware network architecture for FPGA implementation. Equalizing the number of non-zero weights in each filter allows the easy utilization of inter-filter parallelisms, and retraining weights with distillation retains the accuracy. Compared with the previous state-of-the-art FPGA implementation, the speedup and accuracy improvement were 1.09 times and 6.6 points, respectively. Thus, our approach is useful for FPGA implementation and exhibits considerable accuracy for applications in embedded systems.
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