Performance Bounds for Vector Quantized Compressive Sensing
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Abstract—In this paper, we endeavor for predicting the performance of quantized compressive sensing under the use of sparse reconstruction estimators. We assume that a high rate vector quantizer is used to encode the noisy compressive sensing measurement vector. Exploiting a block sparse source model, we use Gaussian mixture density for modeling the distribution of the source. This allows us to formulate an optimal rate allocation problem for the vector quantizer. Considering noisy CS quantized measurements, we analyze upper- and lower-bounds on reconstruction error performance guarantee of two estimators - convex relaxation based basis pursuit de-noising estimator and an oracle-assisted least-squares estimator.

I. INTRODUCTION

Using under-determined linear set of equations, compressive sensing (CS) [1] aims to reconstruct a high dimensional sparse source signal from an under-sampled low dimensional measurement vector. In the CS literature, several algorithms (see e.g., [2]–[6]) have been developed to recover a sparse source from the CS measurements. A number of algorithms have been also analyzed for their performance guarantees in noiseless and noisy measurement cases.

For practical applications, a CS measurement vector needs to be quantized and transmitted possibly over a noisy communication channel. CS with quantized measurements has recently started to gain significant attention in literature. Signal recovery from noisy measurements – which can be thought of as the effect of quantization when the quantization error is known, bounded and additive – has been addressed in [2]. In [7], the authors focus on convex-based recovery of a sparse signal from a set of quantized measurements. The goal of [8] is to find average distortion bounds caused by quantization of CS measurements, and by using some practical recovery algorithms. The same aim has been tackled in [9] where the authors explore a trade-off between number of measurements and quantization rate. In [10], a reconstruction scheme of sparse signals from quantized measurements has been proposed based on non-Gaussianity of quantization error.

In this paper, we consider a set-up where CS measurement vector is corrupted by additive white Gaussian noise (AWGN). The CS measurement vector is assumed to be quantized using a high rate vector quantizer (VQ), reconstructed and then transmitted over the AWGN channel. We use a block sparse source signal model such that the probability density function (pdf) of the source can be efficiently modeled by a Gaussian mixture (GM) density. Applying block sparse signal model [11]–[14] does not incur any significant loss of generality. Particularly, if we treat the dimension of a block as one, then a block sparse source becomes an unconstrained sparse source. The main motivation of using block sparse signal model along with Gaussian mixture model (GMM) is the analytical tractability. First, by employing the GMM, the noisy CS measurement vector also becomes GM distributed because of the linear relation. Second, exploiting the GMM allows ease of analytical tractability for further use of high rate theory of VQ [15]–[18]. By designing an optimal rate allocation for the Gaussian components of the GMM measurement vector, we guarantee an optimum VQ with respect to minimizing quantization distortion, and under this circumstance, we provide the recovery performance guarantees of two estimators - convex relaxation based basis pursuit de-noising (BPDN) algorithm and an oracle-assisted least-squares estimator. In our analysis, the quantization noise is non-Gaussian, and bounds on the performance guarantees are derived by analyzing the tail distribution of the total noise (quantization noise and the Gaussian noise sources). Using a model of quantization error, practical simulation results are provided vis-a-vis the bounds.

Notations: Bold-faced upper case (lower case) characters are used for matrices (vectors). We also denote transpose of a matrix by $(\cdot)^T$. Further, diagonal elements of a matrix are denoted by diag$(\cdot)$ and determinant of a matrix by $| \cdot |$. An all-one vector of size $N$ is denoted by $1_N$. We use $\mathbb{E}[\cdot]$ to denote the expectation operator. The cardinality of a set is identified by $\text{card}(\cdot)$. We represent $\ell_2$-norm of a vector by $\| \cdot \|_2$.

II. PROBLEM STATEMENT

We consider a random block sparse source $x$ is sensed by noisy sensors that yield an under-determined set of linear transformation corrupted by an additive white noise. The noisy measurements are quantized and reconstructed using a VQ, and then these samples are conveyed over an AWGN channel. In fact, quantization is essential in practical applications such as sensor networks where transmission and computational resources are limited. In our study, let us denote the sensing matrix, measurement noise, channel noise and the quantization function, respectively, by $A$, $n_m$, $n_c$ and $Q$, where we assume that the dimension of $y$ is much less than that of $x$. Then, $y_c = Q(Ax + n_m) + n_c$, where $y_c$ represents the channel output. At the receiver side, an estimator takes $y_c$ as an input, and produces an estimate of the source, denoted by $\hat{x}$.

The performance of the system is measured by the estimation error $\| x - \hat{x} \|_2$. We establish the goal of our work to design the quantizer by minimizing the overall distortion...
caused in the system so as to guarantee robust recovery of a block sparse source from an under-determined set of noisy linear measurements. In the following sub-sections, we describe the functionality of each building block of the system.

A. Block sparse source

We apply a GMM-based block sparse source which is first introduced in [19]. Let \( M = QR \) be the length of a sparse vector \( x \). Further, let \( x \) be comprised of \( R \) non-overlapping equal length sub-vectors \( \{ x_r \}_{r=1}^{R} \), i.e.,

\[
x = [x_1, \ldots, x_R]^T \in \mathbb{R}^M,
\]

where \( x_r = [x_{r,1}, \ldots, x_{r,Q}]^T \in \mathbb{R}^Q. \)

We let \( x \) be drawn according to the GM density as

\[
f(x) = \sum_{k=1}^{K} L_k \nu(0, C_{k,l}),
\]

where \( K \) (block sparsity indicator) is an integer,

\[
L_k = \binom{R}{k}, \quad \omega_k = \sum_{l=1}^{L_k} \omega_{k,l} \quad \text{and} \quad \sum_{k=1}^{K} \omega_k = 1,
\]

for \( \omega_{k,l} \geq 0 \). Here, \( \omega_k \) denotes the probability of observing \( k \) information bearing blocks in a realization of \( x \), \( L_k \) is the number of different arrangements of these blocks in \( x \), and \( \omega_{k,l} \) the probabilities related to these arrangements. We let the diagonal covariance matrices in (3).

\[
C_{k,l} = \text{diag} (c^{(k,l)}_1, \ldots, c^{(k,l)}_R), \quad l = 1, \ldots, L_k,
\]

be different for all \( (k,l) \neq (k',l') \). The block diagonal matrices \( \{ c^{(k,l)}_r \} \) take only two values

\[
\{ c^{(k,l)}_r \} = 1_{Q} \theta^2 \quad \text{and} \quad \{ c^{(k,l)}_r \} = 1_{Q} \rho^2, \quad \forall r, k, l,
\]

where the parameters \( \theta^2 \) and \( \rho^2 \) represent the expected signal powers of sparsity including and information bearing components of \( x \), respectively.

**Definition 1:** [19 Definition 1] Let \( x \) be a random variable (RV) with pdf (2). We say \( x \) is an approximately \( K \) block sparse RV if \( \theta^2 \ll \rho^2 \) and all covariance matrices \( \{ C_{k,l} \} \) satisfy (4) and (5). If \( \theta^2 \rightarrow 0^+ \), we simply say that \( x \) is a \( K \) block sparse RV.

To clarify the block sparsity \( K \) over all the blocks of \( x \) in a set \( \mathcal{R} = \{ Q_1 = Q, \ldots, Q_R = Q \} \), where \( Q, x \) are the equal block lengths, we denote

\[
\| x \|_{0, \mathcal{R}} \triangleq \sum_{i=1}^{R} \Xi_{\mathcal{R}}(\| x_i \|_2 > \gamma),
\]

where \( \Xi_{\mathcal{R}}(\cdot) \) is an indicator function that picks 1 if \( \| x_i \|_2 > \gamma \), and 0 otherwise over the set \( \mathcal{R} \). Assuming \( \gamma > 0 \) is an arbitrary small number, the block sparsity satisfies \( \| x \|_{0, \mathcal{R}} \leq K \). Furthermore, in the limit case when \( \theta^2 \rightarrow 0^+ \) then \( \gamma \rightarrow 0^+ \) which coincides with [20] Definition 1.

We introduce the sensing matrix \( A \in \mathbb{R}^{N \times M} \) (\( N \ll M \)), and the noisy measurement vector as \( y = Ax + n_m \in \mathbb{R}^N \), where \( n_m \sim \mathcal{N}(0, \sigma^2 n I_N) \) is independent of the linear transformation with \textit{a priori} known variance \( \sigma^2 n \). In order to ensure the recovery of the vector \( x \) from the linear observations using reconstruction algorithms, several conditions have been deployed. One of these sufficient conditions regarding the sensing matrix is the so-called restricted isometry property (RIP) [21, 22] that characterizes matrices which are nearly orthogonal. Similar to the definition of conventional RIP [21 Definition 1.1], block-RIP for recovery of block sparse signals reads as follows.

**Definition 2:** [20] Definition 2] \( A \in \mathbb{R}^{N \times M} \) with \( \ell_2 \)-normalized columns is said to have the block-RIP over all the blocks of \( x \) in a set \( R \) if for a \( K \)-block sparse \( x \),

\[
(1 - \delta_{K|R})\| x \|^2_2 \leq \| Ax \|^2_2 \leq (1 + \delta_{K|R})\| x \|^2_2,
\]

where the block-RIP parameter \( \delta_{K|R} \in (0, 1) \) is the smallest quantity satisfying (7).

B. GMM-based VQ

A VQ of size \( I \) is a mapping from a vector \( y \in \mathbb{R}^N \) into a discrete finite set \( \mathcal{G} \in \mathbb{R}^N \) containing \( I \) code-vectors, i.e., \( Q : \mathbb{R}^N \rightarrow \mathcal{G} \), where the set \( \mathcal{G} \) is called a code-book. The rate of the VQ is measured as \( b_I = \log_2 I \) in bits/vector.

In our scenario, it can be shown that the noisy measurement vector \( y \) has the GM density as

\[
f(y) = \sum_{k=1}^{K} L_k \nu(0, AC_{k,l}A^T + \sigma^2 n I_N).
\]

The noisy measurements with pdf (3) are quantized such that

\[
y_q = Q(Ax + n_m) = y + n_q,
\]

where \( y_q \in \mathbb{R}^N \) is the quantized noisy CS measurement vector, and \( n_q \in \mathbb{R}^N \) is quantization noise. Here, we model the quantization error as an additive random variable. Such structure can be found for example in [23]. Note that since the sampling rate for sparse signals is relatively low, it is reasonable to employ high-resolution quantizers; thus, as \( y \) has a GM density, we exploit high-rate GMM-VQ [15–18]. Although efforts have been put into deriving the asymptotic distribution of the quantization noise (see e.g., [15, 24]), its distribution does not precisely follow a common analytic expression. Therefore, we require to derive statistical moments of the overall noise according to the VQ and Gaussian noise parameters. The \( \eta \)-moment quantization distortion for the GM measurements is defined as

\[
\Delta_\eta \triangleq \mathbb{E}[\| y - y_q \|^\eta_2] = \mathbb{E}[\| n_q \|^\eta_2].
\]

For brevity, we simply say quantization distortion for \( \Delta_\eta=2 \). In order to find \( \Delta_\eta \) for the GMM-VQ, we take a linearized approach [15] which characterizes the overall distortion as the sum of weighted distortion for each sub-vector, i.e.,

\[
\Delta_\eta \approx \sum_{k=1}^{K} \sum_{l=1}^{L_k} \omega_{k,l} \Delta_{\eta, k,l}(b_{k,l}),
\]

where \( b_{k,l} \) and \( \Delta_{\eta, k,l} \) are the allocated bits and incurred distortion of the VQ designed for the \( (k,l) \)-th Gaussian component, respectively. Assuming the Gaussian components in (8) are
relatively far apart, i.e., in the limit case of Definition 1 then using high-rate VQ analysis for a GM source, \( \Delta_{q,k,l}(b_{k,l}) \) is given by \([23]\)

\[
\Delta_{q,k,l}(b_{k,l}) \approx (2^{b_{q,k,l}} - 1)^N V_{q,N} |A C_{q,k,l} A^T + \sigma_{q,m}^2 I_N|^{-\frac{1}{2}}
\]  
(12)

\( \forall 1 \leq k \leq K, 1 \leq l \leq L_k \). Moreover, \( V_{q,N} \) is the dimensionality dependent constant defined as

\[
V_{q,N} = \left( \frac{2}{\Gamma\left(\frac{N}{2}\right)} \right)^{\frac{n}{2}} \left( \frac{N + \eta}{N} \right)^{N+\eta/2-1},
\]  
(13)

where \( \Gamma() \) is the Gamma function. For the sake of theory, we assume \([12]\) holds with equality where practical experiments show that this assumption is precise \([26, \text{Chapter 7}]\).

C. Reconstruction Algorithms

For the purpose of sparse reconstruction, we first consider a generalization of the Basis pursuit de-noising (BPDN) algorithm for recovery of a block sparse signal which reads as follows.

**Theorem 1:** \([20, \text{Theorem 2}]\) Let \( x \) be a \( K \)-block sparse vector, and let \( x^K_n \) denote the best block \( K \)-sparse approximation of \( x \) in the set \( \mathcal{R} \). Given \( A \) holds the block-RIP \([7]\) with constant \( \delta_{2K|R} < \sqrt{2} - 1 \), the block BPDN program

\[
\hat{x}_{BP} = \arg\min_x \sum_{r=1}^R \| x_r \|_2 \quad \text{s.t.} \quad \| y_e - A x \|_2 \leq \varepsilon
\]  
(16)

guarantees that

\[
\| x - \hat{x}_{BP} \|_2 \leq \frac{4 \varepsilon}{\sqrt{1 + \delta_{2K|R}}} + \frac{2(1 - \delta_{2K|R})}{1 - (1 + \sqrt{2}) \delta_{2K|R}} K^{-1/2} \sum_{r=1}^R \| x_r - x^K_r \|_2.
\]  
(17)

We assume that \( x \) follows Definition 1 in the limit case, therefore, the second term in the upper-bound (17) vanishes. Thus, the stability condition (17) relies upon \( \| n \|_2 \) and block-RIP constant \( \delta_{2K|R} \) which depend on the VQ and noise parameters, and on the block sparsity and \( A \), respectively.

Using all practical reconstruction algorithms such as \([16]\), one should always pay the penalty that non-zero coefficient locations (the support set) are not perfectly found. However, if such algorithm exists that completely identifies the support set, the linear least-square is the best estimator in this case which is usually referred to as oracle-assisted estimator. Hence, the reconstruction error using all practical recovery algorithms, such as BPDN, is always lower-bounded by that of the oracle-assisted estimator.

III. MAIN RESULTS

We quantify the system performance by estimation error of the reconstruction algorithms, i.e., \( \| x - \hat{x} \|_2 \). For this purpose, we first optimally design the rate allocations of the VQ by minimizing the quantization distortion. The following lemma proved in Appendix gives the optimal rate allocations.

**Lemma 1:** The optimal bit allocations that minimize \( \Delta_{r=2} \) in (11) under total quantization rate \( b_t \) is given by

\[
b_{k,l}^* = b_t \frac{\sum_{l=1}^{L_k} \left| A C_{k,l} A^T + \sigma_{m}^2 I_N \right|^2 N}{\sum_{k,l} \left| A C_{k,l} A^T + \sigma_{m}^2 I_N \right|^2 N},
\]  
(18)

which gives the minimum quantization distortion \( \Delta_{r=2} = \left(2^{b_t} - 2^{b_{t}}\right)^{-\frac{1}{2}} V_{2,N} \left[ \sum_{k,l} \left| A C_{k,l} A^T + \sigma_{m}^2 I_N \right|^2 N \right]^{-\frac{1}{2}} \left(1 + 2 \delta_{2K|R}\right) \),

where \( V_{2,N} \) is computed by (13) by setting \( \eta = 2 \).

The recovery guarantee using the block-BPDN is given by the following theorem proved in Appendix.

**Theorem 2:** Let \( x \) be a \( K \)-block sparse vector that follows Definition 1 and let \( A \) hold the block-RIP (7) with constant \( \delta_{2K|R} < \sqrt{2} - 1 \). Given the distortion-minimizing GMM-VQ with total quantization rate \( b_t \) and the block BPDN (10), then for some \( a > 0 \) the estimation error is upper-bounded by

\[
\| x - \hat{x}_{BP} \|_2 \leq \frac{4 \alpha + 4N(\sigma_{m}^2 + \sigma_{c}^2)\beta}{a^2 + \alpha - \beta^2 + 4N(\sigma_{m}^2 + \sigma_{c}^2)\alpha + 2N(\sigma_{m}^2 + \sigma_{c}^2)\beta},
\]  
(20)

with probability of exceeding

\[
\frac{1}{a^2 + \alpha - \beta^2 + 4N(\sigma_{m}^2 + \sigma_{c}^2)\alpha + 2N(\sigma_{m}^2 + \sigma_{c}^2)\beta},
\]  
(21)

where \( \alpha = (2^{b_t} - 2^{b_{t}}) V_{2,N} \).

The following corollary is proved in Appendix.

**Corollary 1:** Let \( x \) be a \( K \)-block sparse vector that follows Definition 1 and let \( A \) hold the block-RIP (7) with constant \( \delta_{2K|R} \). Given the distortion-minimizing GMM-VQ with total quantization rate \( b_t \) and an oracle-assisted estimator, then for some \( a > 0 \) the estimation error is lower-bounded as

\[
\| x - \hat{x}_{or} \|_2 \geq \sqrt{\alpha + \beta + N(\sigma_{m}^2 + \sigma_{c}^2)}/\sqrt{1 + \delta_{2K|R}},
\]  
(24)

with probability of not exceeding the complement of (21).

IV. SIMULATION RESULTS

It is common to measure the performance using signal-to-reconstruction-noise ratio (SNRN) which is defined as

\[
\text{SNRN} = \frac{E[\| x_r \|_2^2]}{\| x - \hat{x} \|_2^2},
\]

where \( \& \) is the reconstructed signal vector. Note that the upper- (lower-) bounds on the estimation error are equivalent to lower- (upper-) bounds on
SRNR. In addition, the higher SRNR achieves, the better the performance is. We choose the dimension of the source, number of blocks and block sparsity level as $M = 300$, $R = 30$ and $K = 1$, respectively. Therefore, this level of block sparsity is equivalent to 3.33% sparsity level in the conventional sense. In all simulation cases, we have assumed equal probabilities for different arrangements of the information-bearing block in the vector $x$, therefore, $\omega_{k,l} = 1/R$. We randomly generate a set of 1-block sparse data $x$ where the support set is chosen uniformly over the set $\{1, \ldots, R\}$. In one realization of the vector $x$, the entries of the dominant sub-vector are independently drawn from a zero-mean Gaussian source with variance $\theta^2 = 10^{-10}$. The sensing matrix $A$ is randomly generated where the components are drawn from a Gaussian source, i.e., $a_{i,j} \sim N(0, \frac{1}{R})$, and then scale the columns to unit norm. We assume the measurement and channel noises are negligible. Now, let us define the fraction of measurements (FoM) as $\text{FoM} \triangleq N/M$ varying from 0.05 to 1 in a step size of 0.05.

In our experiment, we compute the median of SRNR using the reconstruction algorithms which is an appropriate criterion of typical estimation error. In other words, the performance bounds are guaranteed with a 50% confidence interval. Therefore, fixing the success probability to 0.5, the constant $\alpha$ can be determined. We have computed $\delta_{2|R}$ using Brute-force search. For this purpose, we have generated a 2-block sparse data $x$ in the same way as described earlier, and find a maximum value of $\delta_{2|R}$ that satisfies the lower-bound in (7). This gives $\delta_{2|R} < \sqrt{2} - 1$ for $\text{FoM} \geq 0.5$ for which the upper-bound in Theorem 2 using the block-BPDN is valid. Similarly, $\delta_{1|R}$ has been derived for the oracle bound.

Figure 1 shows the lower-bound (Theorem 2) and the upper-bound (Corollary 1) on SRNR in terms of FoM for various amounts of total quantization rates $b = b/M$ bits/scalar using the block-BPDN and the oracle-assisted algorithms. The theoretical bounds show that at a fixed $b$, as FoM increases, the lower-bounds on SRNR will decrease which is due to the fact that the quantization noise level increases with number of measurements $N$. Increasing $b$ improves the performance since it decreases the quantization noise level. To observe the effect of quantization noise in a practical simulation setup, we plot the median of actual SRNR. For this purpose, we first generate quantization noise based on the following model. It is well-known that the quantization noise for each measurement approximately behaves like a uniform RV on $(-q/2, q/2)$ at high rates, where $q = 1/(2^b\sqrt{N})$ is the distance between quantization levels. Under this model, the probability that $\|a_k\|^2$ exceeds the added value of the mean and two/three times the standard deviation is small. Therefore, as in (2) we choose $\epsilon = \sqrt{Nq^2/12 + 3\sqrt{N}q^2/(6\sqrt{5})}$, and solve (16) using a standard convex solver for 100 realizations of $x$ for each value of FoM. Finally, among all sorted values of SRNR, we pick the middle ones which give the medians.

In Figure 1 it can be seen that both number of measurements $N$ and total quantization rate $b$ influence the performance of actual curves. These impacts can be interpreted as follows. Given a very small FoM, the number of measurements are not enough in order for the block-BPDN algorithm to reconstruct the source. As FoM increases to a certain amount, the algorithm is able to recover the block sparse source precisely out of the measurements since the number of measurements are sufficient and the quantization noise level is small enough. However, for a higher FoM, due to the limited rate, the quantization noise per component increases which leads to the poor performance. The intuition behind the behavior of the oracle bounds, as compared to the actual curves, is that the oracle-assisted estimator has the knowledge of the support set (i.e., location of dominant entries of $x$) even from small number of observations, unlike practical sparse recovery algorithms. It is also worth to recall that the estimation error of any practical reconstruction method is always larger than that of the oracle-assisted algorithm, thus, the oracle bound casts as a standard upper-bound on SRNR of the block-BPDN scheme.

V. CONCLUSION

We have addressed the design of VQ for block sparse signals using block sparse recovery algorithms. Inspired by a GMM for block sparse sources, optimal rate allocation has been designed for a GMM-VQ which aims to minimize quantization distortion. We have theoretically derived upper- and lower-bounds on estimation error of block BPDN algorithm and oracle-assisted estimator, respectively, by taking the optimal VQ parameters into account in the presence of AWGN.

APPENDIX

Proof of Lemma 7: we minimize $\Delta_{q=2}$ under the total quantization rate available for the VQ, i.e., we solve

$$\min_{\{b_{k,l}\}} \sum_{k=1}^{K} \sum_{l=1}^{L_k} \omega_{k,l} (q_{b_{k,l}})^{-\frac{2}{q}} V_{2,N} |A C_{k,l} A^T + \sigma_m^2 I_N|^{\frac{q}{2}}$$

subject to $\sum_{k=1}^{K} \sum_{l=1}^{L_k} q_{b_{k,l}} = b_k$.

(25)
Solving (25) is based on the fact that the optimization problem is convex in \( b_{k,l} \). Therefore, using the Lagrangian method and Karush-Kuhn-Tucker (KKT) conditions, the optimal \( b_{k,l} \) and \( \Delta_{\gamma=2} \) can be obtained explicitly.

**Proof of Theorem 2**

We show that for an appropriate choice of \( \epsilon \) in (16), the estimation error \( \|x - \hat{x} \|_2 \) is bounded with overwhelming probability. We proceed with the Cantelli inequality, i.e., for any random variable \( \xi \) and a constant \( a > 0 \),

\[
\Pr\{\xi \geq a + E[\xi]\} \leq \frac{\text{Var}[\xi]}{a^2 + \text{Var}[\xi]}.
\]

It is essential to use the concentration inequality since it takes both the first and second moments of the unknown RV \( \xi \) into account. Now, let \( C = 4\sqrt{1 + \delta_{2K|R}|/|1 - (1 + \sqrt{2}h_{2K|R})} \), then for some \( a > 0 \), we have

\[
\Pr\left\{\|x - \hat{x}_{BP}\|_2^2 \geq C^2 (a + \Delta_{\gamma=2} + E[\|m_n + \xi\|_2^2]) \right\} \leq \Pr\left\{\|n\|_2^2 \geq a + \Delta_{\gamma=2} + E[\|m_n + \xi\|_2^2] \right\} \leq \frac{\text{Var}[\|n\|_2^2]}{a^2 + \text{Var}[\|n\|_2^2]},
\]

where (a) follows from the stability guarantee (17) by considering only the first term, and (b) from (26) by substituting \( \xi \) with \( \|n\|_2^2 \). Finally, using optimal bit allocations and combining (14), (15) and (19), the proof completes.

**Proof of Corollary 2**

To provide a lower-bound on the estimation error using the oracle-assisted estimator, we first denote the support set of \( x \) by \( \Omega \equiv \{i \in \{1, \ldots, R\} : |x_i| > \gamma\} \), for a small positive \( \gamma \), with block sparsity \( \text{card}(\Omega) = K \). If the support set is perfectly reconstructed, the oracle estimate satisfies \( \hat{x}_{|\Omega} = x_{|\Omega} + A_{\Omega}^* n \), where \( \hat{x}_{|\Omega} \) denotes the reconstructed signal in the support set \( \Omega \), \( A_{\Omega} \) denotes the sub-matrix of \( A \) formed by choosing the columns of \( A \) indexed by \( \Omega \), and \( A_{\Omega}^* \) is the pseudo inverse. Further, \( x_{|\Omega} \) possesses the entries of \( x \) indexed by \( \Omega \). Therefore, for some \( a > 0 \) we have

\[
\Pr\left\{\|x - \hat{x}_{OR}\|_2^2 \leq \frac{a + \Delta_{\gamma=2} + E[\|m_n + \xi\|_2^2]}{1 + \delta_{K|R}} \right\}
\]

\[
= \Pr\left\{\|A_{\Omega}^* n\|_2^2 \leq \frac{a + \Delta_{\gamma=2} + E[\|m_n + \xi\|_2^2]}{1 + \delta_{K|R}} \right\}
\]

\[
\geq \frac{\text{Var}[\|n\|_2^2]}{a^2 + \text{Var}[\|n\|_2^2]},
\]

where in (a), \( s_{\text{min}} \) denotes the minimum singular-value, and we use the inequality \( s_{\text{min}}^2 (A_{\Omega}^*)^2 \|n\|_2^2 \leq \|A_{\Omega} n\|_2^2 \) (b) follows from the fact that the minimum singular value of \( A_{\Omega}^* \) is lower-bounded by \( 1/(1 + \delta_{K|R}) \). (c) follows by (26), and by combining it with (14), (15) and (19), the proof completes.
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