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Abstract: Problem-solving is considered to be an essential everyday skill, in professional as well as in personal situations. In this paper, we investigate whether a predictive model for a problem-solving process based on data mining techniques can be derived from raw log-files recorded by a computer-based assessment system. Modern informatics-based education relies on electronic assessment systems for evaluating knowledge and skills. OECD’s PISA 2012 computer-based assessment database was used, which contains a rich problem-solving dataset. The dataset consists of detailed action logs and results for several problem-solving tasks. Two feature sets were extracted from the selected PISA 2012 Climate Control problem solving task: a set of time-based features and a set of features indicating the employment of the VOTAT problem-solving strategy. We evaluated both feature sets with six machine learning algorithms in order to predict the outcome of the problem-solving process, compared their performance and analyzed which algorithms yield better results with respect to the observed feature set. The approach presented in this paper can be used as a potential tool for better understanding of problem-solving patterns, and also for implementing interactive e-learning systems for training problem solving skills.
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1 Introduction

The first Programme for International Student Assessment (PISA) assessment was conducted in the year 2000 and since then it is repeated every three years measuring the scholastic performance of 15 years old students in reading, mathematics, and science literacy. The number of participating countries has reached 80 in the year 2018, with more than 540,000 students taking part in the assessment worldwide. A full set of responses from individual students, school principals and parents for each PISA assessment since the year 2000 is available for researchers to engage in their own analysis of the data. Nowadays PISA is one
of the most recognized international large-scale educational assessments and continues to inspire many research projects in various scientific fields.

The computer-based PISA assessment datasets are particularly significant source of information for scientists researching cognitive skills and cognitive processes of students [1-4] because besides the results of tests and questionnaire answers, these datasets also contain steps taken while working on solving a given task. Cognitive skills and processes can be studied in the field of cognitive infocommunications, where it can be analyzed how cognitive processes can co-evolve with infocommunications methods [5]. The computer-generated PISA datasets were also found very interesting by informatics researchers, especially in the fields of data mining and machine learning, where exploring of new methods for extracting information and predicting the successfulness of task solving are the most popular research topics [6-8]. Because the PISA 2012 CBA (computer-based assessment) problem-solving dataset captures in detail the sequences of actions taken by the students while performing complex problem solving, it is especially suitable for extensive analyses of behavioral processes that underlie successful and unsuccessful performance [4].

The computer-based instrument for problem-solving assessment was designed to contain tasks based on real-world situations and to engage students’ higher-level cognitive processes [9]. This method of measurement allows analyzing each step of the applied problem-solving strategy. The exploration of cognitive processes allows identifying the possible mistakes of human cognitive systems, especially the preprocessing type of mistakes, such as pattern recognition. It also allows observing the mistakes of higher-level cognitive processes, like problem-solving and reasoning. With the employment of Assistive Technology and intelligent games [10] in cognitive skills training it is possible to bridge the gap between capabilities and expectations, if not completely then at least to some extent [11]. Examination of cognitive capabilities also gives the opportunity to put into use adequate learning games from the socio-cognitive ICT storehouse, for which the difficulty levels are estimated in advance [12].

A significant research topic in the problem-solving field of educational computer-based assessment is the analysis of behavioral data and strategic behavior while solving a complex problem. Most of the research in this area builds on the work of Tschirgi [13], who investigated the differences in reasoning between adults and students while trying to solve a task based on the manipulation of variables. The given task was set in an everyday situation, presented as a short story containing a specific problem to solve. For each story three different answers were offered, where each answer represented a distinct approach, or rather a strategy for solving the task. The three strategies embedded into the answers were vary-one-thing-at-a-time (VOTAT), hold-one-thing-at-a-time (HOTAT), and change-all (CA). Tschirgi noted that subjects employing a specific strategy are often not aware of its logical structure. Recent research has extensively investigated the use of the VOTAT strategy in complex problem-solving tasks set in a computer-based
environment [4, 14-15]. In [14] it was examined whether the prior knowledge of VOTAT strategy from a pen-and-paper environment is relevant for solving an unfamiliar problem in a computer-based environment. While they found that the prior knowledge of a strategy is important, it is not sufficient for application on an unfamiliar problem in a new environment. The effective use of strategic behaviors while solving complex problems was researched in [15]. Their study examined the use of VOTAT and NOTAT (vary no-thing-at-a-time) strategies, finding that students employed an adaptive behavior: when the chosen strategy was effective, students used it with increasing rates, and when it was ineffective, the strategy was used with decreasing rates. VOTAT as an optimal exploration strategy for the Climate Control task on the PISA 2012 computer-based assessment was investigated in [4]. Their results provide important insight for our study, as well as for the research field of complex problem-solving. It was stated in [4] that the application of VOTAT strategy is an indicator of a broader set of strategic competencies and that it increases the overall proficiency in problem-solving.

In this study we are examining the Climate Control problem-solving task from the PISA 2012 computer-based assessment using data mining techniques. Two sets of features were engineered by extracting time spent on different activities while working on the task, and by extracting actions taken while working on the task which employed the VOTAT problem-solving strategy. We compared six different techniques for predicting the successfulness of solving the given problem-solving task and analyzed the importance of the extracted features. Furthermore, we investigated extensively the deep learning algorithm, as it proved to be the best fit for both feature sets. In accordance with this, the following research questions were formulated:

1) Which machine learning algorithm is best suited for predicting the outcome of the Climate Control problem solving task from the PISA 2012 computer-based assessment, considering our datasets are assembled from raw log-file databases?

2) Can the feature set constructed from raw log-files by extracting the actions employing the VOTAT strategy while working on the problem-solving task serves as a predictor for the outcome of the task?

3) Can the feature set constructed from raw log-files by extracting time spent on activities while working on the problem-solving task serves as a predictor for the outcome of the task?

4) Is it possible to further enhance the prediction performance by optimizing the machine learning algorithm most fitting to work with both feature sets?

Section 2 of this paper describes the chosen problem-solving task from PISA and the initial dataset. Section 3 introduces the machine learning algorithms, feature extraction, and assembly of the final dataset. Research results are discussed in Section 4, while Conclusions are drawn in the last section of the paper.
2 PISA Problem Solving Task

The objective of the Climate Control task of the PISA 2012 problem solving computer-based assessment is to discover how to operate a new air conditioner appliance, given that it was delivered without any instructions. The air conditioner unit has three input control sliders (top, central, and bottom), which affect two output parameters - temperature and humidity. The student has two parts of the screen available to work with: the top screen part is graphically representing the air conditioner unit with control sliders (Figure 1), where the behavior of the air conditioner can be explored, and the bottom screen part where the student has to draw the relation between the input and the output variables. The task is considered to be solved correctly when the student draws the exact relation diagram (Figure 2).
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Figure 1
Climate Control problem solving task in PISA 2012 computer-based assessment
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Figure 2
Relation diagram in Climate Control problem solving task
The Climate Control task itself consists of two questions, but in this work, we have considered only the first question (PISA Unit Item Code CP025Q01), which is described above. The problem-solving computer-based assessment of PISA 2012 was undertaken by 44 countries. In the initial preprocessing phase, we have extracted from the PISA dataset only the entries relevant for the Climate Control task. The initial Climate Control CP025Q01 study dataset was congregate from two files: the scored cognitive item response data file which contained assessment results for each individual student, and the problem-solving data files. The latter files contained a record of all steps taken while working on the task: the position of each control slider, which button was clicked, and what actions were taken to draw the relation diagram. For every entry in the data files a sequence order number and a timestamp were assigned.

3 Methods, Features, and Final Dataset

In this research, six machine learning models are built and compared for predicting the students’ climate control problem-solving success. These models were built using the following classification algorithms: Naïve Bayes, logistic regression, deep learning, decision tree, random forest, and gradient boosted trees. Classification by machine learning is a widely adopted approach occurring in scientific research focusing on many areas of modern life [16-18]. It is also commonly used in educational research. Educational data mining as an emerging discipline often utilizes machine learning methods in a broad range of research subjects from an educational setting, involving examination of students’ performance. Commonly referenced analysis methods are decision trees [19-20]. An extensive review of related research was given in [21]. A comprehensive study of recent research interests, problems, and techniques associated with data mining in education was conducted in [22]. Classification based on data mining techniques, namely decision trees were used in [23-24] to find the factors which influence students’ success at the most. Classification and regression trees were used in [25] to predict student performance from activity data on Moodle learning platform, and also for analyzing large scale data from OECD educational indicators and PIRLS (Progress in International Reading Literacy Study) Curriculum Questionnaire in [26]. Classification by support vector machine model on PIRLS data is reported in [27]. Data from the results of TIMSS (Trends International Mathematics and Science Study) was used for classification and prediction of students' successes using machine learning techniques in [28-31].

Classification techniques have various advantages and disadvantages, they behave differently, and generally, their performance highly depends on the dataset. The six chosen classification techniques were evaluated in terms of accuracy, classification error, recall, F-measure, the area under the ROC curve, and runtime.
All of the models were tested in prediction performance. In [32] the PISA assessment dataset was used to compare regression models and neural networks as predictor models. The artificial neural network with two layers had better performance in prediction than regression models. In [33] classification of results of mathematics in PISA 2012 assessment was described. The observed dataset contained mathematics assessment results of Turkey, and decision tree models were built for classification. A logistic regression model was used in [34] to reveal which features have an impact on the success of the reading assessment in PISA 2009. Various models of decision trees are among the most used techniques for examining PISA data sets [35-37]. Often used are also logistic regression models [38-39]. Many papers compare different techniques to find the one yielding the best prediction performance with the given dataset [40-41]. Results of the PISA 2012 mathematics assessment for Finland and for all other countries participating in PISA are analyzed by machine learning methods in [42]. In [43] the mathematics assessment results were analyzed by machine learning methods in the sample of Australia. The database from Turkey’s PISA 2015 scientific literacy assessment was used to compare the performance of data mining methods in [44].

This research uses and processes the raw log-file databases for PISA 2012 computer-based items, and analyzes the direct actions of students to uncover the relations between the strategies and the cognitive, problem-solving capabilities of students. All countries participating in the PISA 2012 problem-solving assessment were taken into account. In [4] it was shown, that the VOTAT combination of the switches is in correlation with the success of the problem-solving task. Here, the features used as predictors based on the VOTAT strategy are: $V_1$, $V_2$, $V_3$, and $V_4$ (1) (2) (3) (4). The number of control slider apply events where two control sliders were set to initial position, and only one control slider was set to a different position, related to all apply events were computed for all three control sliders, the top, the central and the bottom control slider. $Nb$ is the number of apply actions when only the bottom switch is changed, others are 0. $Nt$ is the number of apply actions when only the top switch is changed, others are 0. $Nc$ is the number of apply actions when only central switch is changed, others are 0. As the fourth feature, a total number of apply action is taken ($AN$).

$$V_1 = Nb / AN$$

$$V_2 = Nt / AN$$

$$V_3 = Nc / AN$$

$$V_4 = AN$$

Figures 3, 4 and 5 represent histograms of relative usage of the respective control on the air conditioner device in the Climate Control problem solving task of PISA 2012 computer-based assessment. Figures compare the number of students who finished the task successfully (TRUE), and those who did not (FALSE).
The horizontal axis shows the percentage ratios of the respective control apply steps on a normalized scale, relative to the total number of apply actions in the problem-solving process. The vertical axis represents the number of students on a logarithmic scale.

Evaluation of histograms reveals that students who tended to experiment with all three controls evenly had the most success in solving the task. This is noticeable when observing histogram bars at a value of 0.3 on the vertical axis, which represents 30% of the relative usage of the respective control. The TRUE/FALSE ratio of successfully solving the task is here the highest. Students who concentrated on experimenting with two controls have also achieved high rate of success.
We have also considered whether a particular VOTAT-based feature is a good predictor for the given model. There was no single feature equally important across all models. For the Naïve Bayes and the logistic regression models, the relative usage of the central control had the biggest impact on the successful prediction outcome of the model. In more complex models, for instance, the deep learning, the bottom control had the highest importance, while the central control was the least important.

The climate control problem-solving workflow can be divided into three phases: first, reading the instructions of the task and thinking about the problem before taking any action, second, experimenting with the control switches, and third, drawing the relation diagram to explain the relation between input and output variables. These phases were analyzed in the dimension of time. Paradata, a by-product of computer-based data collection was extracted from the problem-solving log-files to get information about features related to the dimension of time [45-46]. The time spent on reading the task can be a good predictor, feature $F_1$ (5), since students who carefully read the instructions have more chance to finish successfully than students who do superficial reading and do not gain enough insight to the problem. In [47] regression model was built to predict the task completion success, where the regression coefficient showed that the longer the reading time, the bigger the likelihood of success. The second time-related feature was the time spent on experimenting with the switches. This measure was divided by the entire time spent on experimenting and drawing the results by a particular student - feature $F_2$ (6). The third feature has been computed as the time spent on actions while drawing the results on a diagram, divided by time spent on experimenting and drawing – feature $F_3$ (7). The entire time normalized through the whole number of students participating in the task was the fourth feature $F_4$ (8). In [47] the speed of actions was investigated in the PISA climate problem-solving task, and a high correlation was found with the success of the completion.
The number of apply actions divided by the time spent on experimenting was represented with the fifth feature $F_5$ (9).

$$F_1 = (Faats - Fts)/(Lts - Faats)$$ (5)

$$F_2 = (Laats - Faats)/(Lts - Faats)$$ (6)

$$F_3 = (Lts - Fdts)/(Lts - Faats)$$ (7)

$$F_4 = (T - \min(T_i : T_k))/\max(T_i : T_k) - \min(T_i : T_k))$$ (8)

$$F_5 = AN / (Laats - Faats)$$ (9)

Timestamps used were: First timestamp ($Fts$), First apply action timestamp ($Faats$), Last apply action timestamp ($Laats$), First diagram timestamp ($Fdts$), Last timestamp ($Lts$). The number of apply actions is $AN$, while the number of samples is $k$.

Further analysis of the time-based features was conducted by constructing several histograms. Figure 6 depicts the distribution of feature $F_1$, which is relative time spent on reading the instructions for the problem-solving task with regards to the time spent on experimenting and drawing the relation diagram.

![Figure 6](image)

**Figure 6**

Histogram of relative time spent on reading based on feature $F_1$

The reading time was 60% shorter than the time spent on experimenting and drawing, thus the reading time was about 30% of the entire spent time on task in the case of most of the students.

Figure 7 is showing the distribution of time spent on experimenting with the control switches relative to the entire time spent on experimenting and drawing the relation diagram.
Figure 7
Histogram of relative time spent on experimenting based on feature $F_2$

Figure 8 depicts the distribution of time spent on drawing the relation diagram for the problem-solving task with regards to the total time spent on experimenting and drawing. These histograms are based on features $F_2$ and $F_3$.

Figure 8
Histogram of relative time spent on drawing based on feature $F_3$

Figure 9 shows the distribution for feature $F_4$, namely the time spent on experimenting with control switches and drawing the relation diagram, normalized across the entire set of samples.

Figure 10 depicts the distribution of the number of clicks onto the Apply button in the unit of time. The horizontal axis of the histogram represents the number of clicks per second. According to the histogram, the rate of clicking the apply button is very low. The vast majority of the students carefully considered their next action before clicking the apply button, hence at least a few seconds passed between two clicks to apply button.
The resulting dataset was combined with the PISA file containing information about the success of the task. In the prediction preprocess phase, the success of students was split into two classes. Upon cleaning the data, downsampling was done to reach balance between the two classes. After blending the two datasets, preprocessing and eliminating corrupted entries the final dataset had 15194 entries left.

4 Results

The performances of six predictor models are evaluated by accuracy, AUCROCC, class recall, class precision, F-measure, classification error, and runtime.

The performance of models using the VOTAT-based set of features is shown in Table 1. In the Naïve Bayes model, feature \( V_3 \) (central control usage ratio) had the biggest impact on the classification. As the relative ratio of using the central
control increased, the probability of successfully completing the problem-solving task became higher. The logistic regression model also showed that the most important feature was the percentage of central control steps.

The default deep learning model has 2 hidden layers with 50-50 neurons and rectifier activation in each of two hidden layers, with Bernoulli distribution function and cross-entropy loss function. The decision tree model was optimized. After optimization, it was found that the highest performance of the model is reached at tree depth = 7. Random forest and gradient boosted trees models outperformed all other models in terms of accuracy, both achieving 94.1%. However, their computing runtime was by far the longest among all models.

Table 1
Performance comparison of models using VOTAT-based features

| Model               | Accuracy | Run-time (s) | AUC   | Class. Error | Recall | F-measure |
|---------------------|----------|--------------|-------|--------------|--------|-----------|
| Naïve Bayes         | 87.8%    | 45.0         | 0.920 | 13.2%        | 92.5%  | 88.5%     |
| Logistic Regression | 89.7%    | 47.0         | 0.933 | 10.3%        | 93.3%  | 93.3%     |
| Deep Learning       | 93.9%    | 81.0         | 0.947 | 6.1%         | 99.7%  | 94.3%     |
| Random Forest       | 94.1%    | 153.3        | 0.950 | 5.9%         | 99.9%  | 94.5%     |
| Decision Tree       | 93.4%    | 48.0         | 0.950 | 6.6%         | 99.9%  | 93.8%     |
| Gradient Boosted Trees | 94.1%    | 291.1        | 0.950 | 5.9%         | 99.8%  | 94.5%     |

Decision tree and deep learning achieved also very good accuracies, 93.4% and 93.9% respectively, with much shorter computing runtimes. Further performance comparison of the two algorithms has shown that deep learning achieves better classification results with $F$-measure value of 94.3%.

Table 2 contains performance measures for the used prediction models based on time-based features.

Table 2
Performance comparison of models using time-based features

| Model               | Accuracy | Run-time (s) | AUC   | Class. Error | Recall | F-measure |
|---------------------|----------|--------------|-------|--------------|--------|-----------|
| Naïve Bayes         | 69.8%    | 49.0         | 0.743 | 30.2%        | 69.7%  | 70.3%     |
| Logistic Regression | 74.3%    | 41.2         | 0.743 | 25.7%        | 74.3%  | 74.1%     |
| Deep Learning       | 77.1%    | 98.9         | 0.847 | 22.9%        | 77.1%  | 77.1%     |
| Random Forest       | 69.8%    | 171.5        | 0.740 | 30.2%        | 69.5%  | 69.7%     |
| Decision Tree       | 73.1%    | 42.8         | 0.780 | 26.9%        | 73.1%  | 73.1%     |
| Gradient Boosted Trees | 75.7%    | 311.3        | 0.830 | 24.3%        | 75.6%  | 75.6%     |
The deep learning model has achieved the best results with time-based features in all classification performance measurement categories. Computing runtime expectedly took about twice the time compared with the fastest models – logistic regression, decision tree and Naïve Bayes. However, we have focused rather on the classification performance than the model speed, and experimented further with optimization of the neural network in order to achieve even better results. An active field of research in the field of machine learning is automatization of neural network structure optimization [48-50]. In our case, the suboptimal neural network structure was searched by a genetic algorithm using a fitness function defined as the sum of AUCROC and F-measure values.

In the case of time-based features, the number of generations was set to 10, the number of solutions per population was set to 20 and the number of parents mating to 4, the best structure with the lowest number of neurons had 18 neurons in the first hidden layer and 14 neurons in the second hidden layer. The number of epochs to train the neural network was set to 190. In case when the number of generations was set to 20, solution per population set to 20 and the number of parents mating to 8, the best structure with the lowest number of neurons was with 28 neurons in the first hidden layer and 26 neurons in the second hidden layer. The number of epochs to train the neural network was set to 190. In both cases, the AUCROC was 0.857 and the accuracy 77.9%. The ROC curve of the deep learning model is shown in Figure 11.

When the number of epochs was set to a low value (50 epochs), the best individual was that with the largest number of neurons: in the first hidden layer 38 and in the second hidden layer 22 neurons.

In the case of VOTAT features, the best structure was a network with 20 neurons in the first hidden layer and 23 neurons in the second hidden layer. The accuracy was 94.9%, the AUCROC 0.958. Table 3 summarizes the performance of the optimized deep learning models.
Table 3
Performance comparison of optimized deep learning models

| Feature set   | Measures   |
|---------------|------------|
|               | Accur. | AUC | Class. Error | Recall | F-measure |
| VOTAT-based   | 94.9%  | 0.958 | 5.1%       | 94.8%  | 94.9%    |
| Time-based    | 77.9%  | 0.857 | 22.1%      | 77.9%  | 77.9%    |

Conclusions
In this study we have built six different machine learning models for predicting the success of students in the Climate Control problem-solving task from PISA 2012. The prediction models were tested with two distinct feature sets: first based on features indicating the use of the VOTAT problem-solving strategy, second based on time-based features. A dataset constructed from a raw log-file database was used for measuring performance of a Naïve Bayes, a logistic regression, deep learning, a random forest, a decision tree, and a gradient boosted trees prediction model. F-measure was used to evaluate the performance of these models. Four related research questions were deliberated.

Our first research question was “Which machine learning algorithm is best suited for predicting the outcome of the Climate Control problem-solving task from the PISA 2012 computer-based assessment, considering our datasets are assembled from raw log-file databases?” To answer this question, we have evaluated each model with both datasets and computed the respective F-measure value for comparison. Overall, the best suited machine learning algorithm for both of our feature sets is deep learning, whose F-measure score is 94.3% with VOTAT-based feature set, and 77.1% with the time-based feature set. The random forest and the gradient boosted trees model both scored slightly higher with the VOTAT-based feature set, 94.5%, but scored significantly lower with time-based features than deep learning, 69.7% and 75.6%. Generally, all six models performed well, especially with the VOTAT-based feature set.

The second research question was “Can the feature set constructed from raw log-files by extracting the actions employing the VOTAT strategy while working on the problem-solving task serve as a predictor for the outcome of the task?” The performance results in Table 1 clearly indicate that the employment of the VOTAT strategy is a strong predictor of the successful outcome of the problem-solving task. All six of the models showed high prediction accuracy with F-measure scores above 88.5% when evaluated with the dataset based on the VOTAT-based features.

Answer to the third research question, “Can the feature set constructed from raw log-files by extracting time spent on activities while working on the problem-solving task serve as a predictor for the outcome of the task?”, is based on the results displayed in Table 2. Evaluation of the models with the time-based features
has also yielded good results in the context of predicting the outcome of the problem-solving task. While the overall F-measure scores are lower compared to the VOTAT-based feature set results, all models have scored between 69.7\% and 77.1\%. These results confirm the time-based feature set as a good predictor.

To answer the fourth research question, “Is it possible to further enhance the prediction performance by optimizing the machine learning algorithm most fitting to work with both feature sets?”, we have taken into account the answer for the first research question, and optimized the neural network structure of our deep learning model for both feature sets using a genetic algorithm using a fitness function defined as the sum of AUCROC and F-measure values. After optimizing the deep learning model, the F-measure score has reached 77.9\% with time-based features and 94.9\% with VOTAT-based features, which is an increase of 0.8\% and 0.6\% respectively. Hence, it is possible to enhance the prediction performance by optimizing the machine learning algorithm.

Models built on time-based features might have more potential for further research and applications, as they could be used to enhance interactive e-learning environments. A predictive model using both types of features, VOTAT-based and time-based, could serve for building an effective learning environment with online assistance while improving attention [51] and training learning [52] and problem-solving skills using CogInfoCom supported education methods [53]. Based on the interaction times with the learning environment, or the absence of VOTAT strategy employment, the computer-based learning system could advise to take a specific action or change the strategy in order to increase the likelihood of successfully solving the problem at hand.

As future work, we plan to further study the possibilities of improving the outcome prediction of the PISA problem solving tasks, by evaluating different problem-solving tasks, enhancing the data pre-processing of time-based features and fine-tuning the deep learning model.
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