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Abstract: The demand response and battery energy storage system (BESS) will play a key role in the future of low carbon networks, coupled with new developments of battery technology driven mainly by the integration of renewable energy sources. However, studies that investigate the impacts of BESS and its demand response on the adequacy of a power supply are lacking. Thus, a need exists to address this important gap. Hence, this paper investigates the adequacy of a generating system that is highly integrated with wind power in meeting load demand. In adequacy studies, the impacts of demand response and battery energy storage system are considered. The demand response program is applied using the peak clipping and valley filling techniques at various percentages of the peak load. Three practical strategies of the BESS operation model are described in this paper, and all their impacts on the adequacy of the generating system are evaluated. The reliability impacts of various wind penetration levels on the generating system are also explored. Finally, different charging and discharging rates and capacities of the BESS are considered when evaluating their impacts on the adequacy of the generating system.
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1. Introduction

Energy storage system (ESS) and demand response (DR) programs are now widely accepted as key factors in the future of low carbon energy networks [1,2]. For example, in the UK, discussions about the capacity market and similar schemes are becoming increasingly open to both ESS and DR [3]. Despite this situation, only a handful of studies have investigated the impacts of ESS and DR programs on the adequacy of power systems [4–7]. More importantly, no study has investigated the joint impact of both ESS and DR on the adequacy of generating systems. Hence, this gap needs to be addressed so that the joint contribution of ESS and DR to the adequacy of generating systems can be determined and the extent to which the technologies can replace conventional generators can be known. The adequacy contribution of ESS and DR is qualitatively distinct from that of normal generators. For instance, the ability of ESS to improve the adequacy of a power supply is affected by its charging and discharging cycle, storage capacity, power ratings, and roundtrip efficiency. The DR program is only effective with enough participation and cooperation from electricity consumers and is therefore affected by parameters such as building and occupancy profiles, underlying services, and the desired level of comfort [8,9]. Given the diversification in both technologies, DR is facilitated by different forms of ESS [8,10], especially thermal storage such as hot water tanks and building thermal inertial [11,12], and the more recent electric vehicles and battery ESS (BESS) [13]. Depending on choice of ESS, the capability of DR to reduce load consumption and the load recovery services for re-establishing the curtailed demand can be more or less flexible.
The impetus towards the concept of DR is the recent awareness and recognition of smart meters as a major component of future grids. DR is an operation strategy that grants utilities and consumers the opportunity to adjust electricity demand using real-time data at each point in time [14]. It aims to smooth or level out the electrical load pattern over a certain period without decreasing energy consumption. Given that the DR interferes with consumers’ electricity usage behaviours, it is usually accomplished using time-of-day energy pricing schemes to provide incentives to customers to shift electricity consumption from peak times to lower load periods. The ability to provide this information is given by smart meters, and relevant system-wide deployment costs are usually justified by customers obtaining a continuous stream of information on their load demand [6]. On the basis of the load-levelling benefits of DR, the demand on the capacity of generators can be reduced significantly as peak loads are reduced. Subsequently, the reliability of generating systems and, hence, the adequacy of the power supply is improved drastically, opening up more room for the integration of renewable energy sources (RES).

In the past, RES, especially wind, has had limited penetration due to their intermittent nature. Given that the natural driving force for renewable energy cannot be controlled, the ESS is introduced as a way to store excess energy from renewable power plants and is used when production levels are less than demand levels [15]. As a result, the power reserve and operating capability of the grid and, hence, system reliability and stability are increased. Despite this situation, the use of ESS to store electricity remains an ineffective approach. For example, most of the grid ESS in the USA comes from hydro pump stations, and exploiting this electro-hydro resource on a large scale without affecting local ecological systems is almost impossible. Thus, better ESS that is fast responding and scalable is continuously seek to achieve low reliable and low cost energy storage [16]. BESS is one of the most effective energy storage systems because it can provide mobile and flexible storage capacity and can be easily placed in desirable locations on the grid to optimise operations. The recent integration of electric vehicles into the electricity grid has also further increased the appeal of BESS despite its smaller storage capacity than that of the hydro pump storage. In 2015, the total installation capacity of BESS reached 0.67 GW, indicating a growth of more than 20 times the BESS capacity in 2008 [16]. With the announcements by both battery manufacturers and electric vehicle companies to improve battery capabilities, the application of BESS is expected to continue to grow [17]. Notably, the size of single BESS grid-connected projects is also increasing. For example, in the US alone, several BESS projects are more than 100 MW [16].

With the recognition that both DR and BESS will play a key role in the future of low carbon networks, coupled with the new developments of BESS, driven mainly by the integration of RES, and the lack of studies that investigate the impacts of BESS and DR on the adequacy of power supply, a need exists to address this important gap. Therefore, this paper proposes a novel study that jointly investigates the impact of DR and BESS on the adequacy of generating systems incorporating wind power. The load profile and the reliability data of the generating system in this study is based on the IEEE Reliability Test Network (RTN) [18]. This paper is organised into seven sections, including this introductory section. The DR model implemented in this study is given in Section 2. The wind generation system model is given in Section 3. Then, the operational model governing the interaction between BESS and the wind farm is given in Section 4. A summary of the simulation technique is given in Section 5. Results and analyses are presented in Section 6. The paper is concluded in Section 7.
2. Simulation Overview

The focus of this paper is to assess the adequacy of the generating system in satisfying load demand when wind energy, BESS, and DR are incorporated. Given that load demand and wind speed propagate and fluctuate over time, the adequacy assessments in this paper consider the chronological factor. Furthermore, the generating system in the adopted IEEE RTN consists of many generators, and their up–down cycles, as well as the many combinations of generator status, can be simulated effectively using the Monte Carlo (MC) method [19]. MC simulation has been used in many power system adequacy studies to handle a large amount of state space for a large number of simulations. It is especially suitable for simulating systems with many possible combinations of scenarios that need to be assessed. In light of the two conditions above, the characteristics of sequential MC (SMC) simulation are more suitable than those of the non-SMC simulation. Thus, the SMC simulation is used in this study to examine the adequacy of the generating system [20]. The step-by-step process of the SMC executed in this study is given as follows:

**Step 1**: All conventional and wind farm generators are initiated to be in the normal up state. For simplicity, the BESS status are not considered and are assumed fully reliable.

**Step 2**: The duration of all the generators in the up and down states is simulated. The duration is determined by the failure and repair rates of each generator taken from the IEEE RTN. The duration is determined using the inverse transform method [21]. According to the method, the status of the \( i \) generator is given by \( T_i = -\ln(U_i)/\lambda_i \). \( T \) is the duration of the generator either in the up or down state. \( \lambda \) is the failure or repair rates of the generators. If \( \lambda \) is the failure rate, then the value \( T \) shows the duration which the generator in the up state before transitioning into the down state. In the opposite situation, the value \( T \) is the duration of the generator down state if \( \lambda \) is the repair rate. The variable \( U \) is the uniformly distributed random number between 0 and 1. This step generates the up–down cycle of all the generators, including conventional and wind farm generators.

**Step 3**: The chronological load model is constructed by modifying the original IEEE RTN load curve with the DR model (see Section 3).

**Step 4**: The adequacy of power supply from both the conventional and wind farm generators is determined by considering the modified load curve and the support given by the BESS to the generating system. Section 4 presents the wind farm generating system model, including the modelling of wind speed. Section 5 presents the operational model of the wind farm and the BESS.

**Step 5**: The system reliability index, such as the expected energy not supplied (EENS), is calculated and updated. The EENS index is an indication of the average energy not served in a year (MWhour/year). Steps 2 to 4 are repeated until the variation of the EENS value converges to less than 5%.

An overview of the simulation process is given in Figure 1 to provide a clear illustration. The figure shows that the modified load curve based on the DR model and the total power output from the conventional generating system and wind farm are analysed based the operation policy of the BESS. The wind farm power output takes into consideration the wind speed model. On the basis of the choice of the BESS policy, the total load demand and power supply are compared to determine the adequacy of power supply. Depending on the choice of the BESS policy, additional power may be supported or stored in the BESS. The process is simulated until the EENS converges, which indicates the adequacy of the power supply.
3. Demand Response Model

The DR program can be implemented using various techniques [8]. The load shifting technique is the most balanced technique, providing no to little loss of load demand due to manipulation of the load curve because the technique clips all the on-peak hours energy and transfers them to the off-peak hours [22]. Mathematically, it is expressed as follows.

\[ \overline{L(t)} = \begin{cases} P & t \in \Omega \\ L(t) + A & t \in \Psi \end{cases} \]  \hspace{1cm} (1)

where

\[ A = \frac{\sum_{t \in \Omega} (L(t) - P)}{N} \]

\( L(t) \) is the original peak load curve, \( \overline{L(t)} \) is the modified load curve, \( P \) is the prespecified peak load, \( \Omega \) is the set of on-peak hours during which the load demand is reduced, \( \Psi \) is the set of off-peak hours during which the reduced load demand is recovered, and \( N \) is the number of off-peak hours.

According to Equation (1), the energy that is reduced during on-peak hours is divided equally among all the off-peak hours. On-peak hours are identified as the duration when the load demand is above \( X\% \) of the peak load. Off-peak hours are the duration when the load demand is below \( Y\% \) of the peak load. In this paper, the percentage value of \( Y \) is fixed as 60%. To ensure that the valleys do not become the new peaks, they are limited only to the \( X\% \) of the peak load after adding new load clipped from on-peak hours. Excess load that cannot be filled into the current valley is filled in subsequent valleys until all valleys are considered. Any succeeding additional excess load is considered part of the loss of the load demand.

Henceforth, the DR program is understood to implement the load shifting technique unless otherwise stated.
4. Wind Farm Generating System Model

The generation of wind power over a sufficiently long period of time depends on the simulation of the hourly wind speed at specific sites. The propagations of wind speeds have been identified as a stationary stochastic system, which is best approximated closely by the autoregressive moving average (ARMA) model of order \( (n, n-1) \) \[23\]. The complicated process of fitting the ARMA model on the time-series wind speed was formalised in \[24\]. In the cited study, the developed ARMA wind speed models using this method have a high-order autocorrelation, thereby maintaining seasonal and diurnal distribution characteristic of the actual wind speeds, thereby making them accurate for adequacy studies that incorporate wind turbine generators (WTG). The generic mathematical expression of the ARMA wind speed model is given as:

\[
y_t = \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_n y_{t-n} + \alpha_t - \theta_1 \alpha_{t-1} - \theta_2 \alpha_{t-2} - \ldots - \theta_m \alpha_{t-m} \tag{2}
\]

\( \phi_i (i = 1, 2, \ldots, n) \) and \( \theta_j (j = 1, 2, \ldots, m) \) are the autoregressive and moving average constants of the model, respectively; \( \alpha_t \) is a normal white noise process with zero mean and a variance of \( \sigma^2 \), i.e., \( \alpha_t \) is normally and independently distributed \( (\alpha_t \in NID(0, \sigma^2)) \); and \( y_t \) is the time-series value at time \( t \). The parameter values \( n, \phi_i, \theta_j, \) and \( \sigma^2 \) for the ARMA model are determined using the nonlinear least-squares method. \( \alpha_t \) is recursively calculated from \( y_t \) and all the initial guess values of the aforementioned parameters. The least-squares method seeks to minimise the residual sum of squares of \( \alpha_t \), and a smaller value is obtained using the Marquardt procedure \[23\]. A new iteration is begun by using the newly updated \( \alpha_t \) until the specified tolerances are reached.

After obtaining the ARMA model in Equation (2), wind speeds at specific sites are simulated according to

\[
V_t = \mu_t + \sigma_t y_t \tag{3}
\]

The parameters \( \mu_t \) and \( \sigma_t \) are the site-specific mean and standard deviation of the wind speed data, respectively.

Historical wind speeds from Burbo Bank, an actual wind farm location in the UK, were sampled over 20 years from the British Atmospheric Data Centre website \[25\]. Its wind speed profile was fitted with the ARMA model and then simulated according to Equation (3) and is used for the wind farm that is included in the adequacy study of this paper. \( V_t \) from Burbo Bank is further applied into Equation (4) to obtain the wind power generated by a WTG.

\[
P(V_t) = \begin{cases} 
0 & 0 \leq V_t < V_{ci} \\
(A + BV_t + CV_t^2) P_r & V_{ci} \leq V_t < V_r \\
P_r & V_r \leq V_t < V_{co} \\
0 & V_t \geq V_{co} 
\end{cases} \tag{4}
\]

\( V_{ci}, V_r, \) and \( V_{co} \) are the cut-in, rated, and cut-out wind speeds, and their values are 5 m/s, 10 m/s, and 25 m/s, respectively; \( P_r \) is the rated power output of a WTG and the total wind farm power output is set to \( WP\% \) of the total load demand divided equally among all the WTGs; the constants \( A, B, \) and \( C \) are determined according to a past paper \[26\]. For simplicity, the wind farm is assumed to consist of only 100 identical WTG units, all of which are exposed to the same wind regime, thereby providing the same wind power outputs within the simulation period. Long-term adequacy studies generally consider hourly time interval in the simulations. The considered failure and repair rates of the WTG are 1.501/year and 123.582/year, respectively \[26\]. The total wind farm power output is the sum of the individual power produced by each WTG.
5. BESS Operational Model

The benefits of ESS for the reliability of small, isolated power systems are well known [27]. For large-scale power systems, new battery technologies have also been considered and successfully tested to improve the integration of wind energy [28]. Hence, the impacts of BESS on the adequacy of power supply for large power systems, especially from the viewpoint of BESS operating policies, need to be investigated. Such an investigation is important because the operating strategies of BESS a significant impact on the reliability of generating systems integrated with a large amount of wind power. In this section, these strategies are examined.

From the system reliability viewpoint, a desirable option is to have available capacity in the BESS whenever surplus wind power output exists, and to use the stored energy when deficits in wind power generations occur. Through this approach, the power supply fluctuations imposed by wind farms are contained and reduced. The implementation of BESS also reduces the uncertainty faced by wind farm owners because they usually estimate the next hour wind speed and commit to a certain amount of wind power based on this estimation. If the generated wind power is more than that is required by the system, then excess power is stored in the BESS. By contrast, stored energy in the BESS is used to support load demand if the wind power generation is underestimated. The process of estimating the amount of available wind power ahead of time is necessary to compete with other wind farm owners because power network operators often impose a limit on the penetration level of wind power to maintain system stability. Therefore, wind farm owners who can accurately commit to more wind power will take in more profit. Errors in the estimation of power commitment will have financial implications in the form of penalties. In view of this situation, ESS, especially the fast-responding BESS, is essential in the operation of power systems integrated with wind energy.

As a prerequisite to defining the BESS model mathematically, the following is explained. If the wind power commitment is \( X \% \) of the total load demand, then the percentage of load supplied by the conventional power generations is reduced to \((100 - X\%)\), given by Equations (5) and (6).

\[
SG_i^w = TG_i^w - X\% \times L_i \quad (5) \\
SG_i^c = TG_i^c - (100 - X\%) \times L_i \quad (6)
\]

\(TG_i^w\) and \(TG_i^c\) are the total wind and conventional generation at hour \(i\), respectively. \(SG_i^w\) and \(SG_i^c\) are the surplus wind and conventional generation at hour \(i\), respectively.

This paper considers the following three operating strategies in the wind farm–BEES operational model:

**Strategy 1:** This strategy depicts a situation where the BESS is operated by the power system operator, as it is often the case. Wind power integration level is limited to \(X\%\) of the total load demand. Whenever surplus wind generation is registered, excess wind power is stored in the BESS. Power supply from the conventional generators is used to support the wind farm whenever wind power generation is less than its power commitment. The BESS can be used to support both the power supply of wind farms and conventional generators. On the basis of the description, the state-of-charge of the BESS in the next hour is

\[
BESS_{i+1} = \begin{cases} 
BESS_i + SG_i^w & SG_i^w > 0 \text{ and } SG_i^c > 0 \\
BESS_i + SG_i^c & SG_i^w > 0 \text{ and } SG_i^c < 0 \\
BESS_i & SG_i^w < 0 \text{ and } (SG_i^w + SG_i^c) > 0 \\
BESS_i + (SG_i^w + SG_i^c) & SG_i^w < 0 \text{ and } (SG_i^w + SG_i^c) < 0 
\end{cases} \quad (7)
\]

**Strategy 2:** With large wind power integration, the BESS is more suitable to be operated and managed by wind farm owners; this strategy depicts this situation. The benefits of BESS are dedicated to wind farm owners only, and the wind farm operation is not affected by conventional
generators. This situation means that the stored excess wind energy in the BESS can only be used to help wind farms meet the commitment of load demands, and load demands will be curtailed if the storage in the BESS is insufficient. The wind power integration level is also limited to only $X\%$ of the total load demand. On the basis of the description, the state-of-charge of the BESS in the next hour is

$$BESS_{i+1} = BESS_i + SG_i^w$$

(8)

**Strategy 3:** This strategy is built on top of strategy 2. The difference is that the stored energy in the BESS can be used to serve load demands provided that surplus wind generation exists and the total power supply is inadequate to match load demands. On the basis of the description, the state-of-charge of the BESS in the next hour is

$$BESS_{i+1} = \begin{cases} BESS_i + SG_i^w & SG_i^w > 0 \text{ and } SG_i^c > 0 \\ BESS_i + SG_i^c & SG_i^w > 0 \text{ and } SG_i^c < 0 \\ BESS_i + SG_i^w & SG_i^w < 0 \end{cases}$$

(9)

The minimum charge of BESS is assumed to be 20% of its rated capacity and its maximum charge is 5% of the total load demand. The BESS adopts a simple linear charging and discharging cycle over five hours, which is calculated as the average of the difference between the maximum and minimum charges of the BESS over five hours.

6. Results and Analyses

In this section, the effects of wind farm penetration and the integration of BESS and DR on the adequacy of the generating system are assessed. The assessments are divided into three parts. The first part considers three variations of the DR model, various penetration levels of wind energy, and the BESS operation model. Collectively, this study is known as ‘first screening’. The second and third parts investigate the effects of the BESS charging rate and capacity, respectively.

6.1. First Screening

The penetration levels of wind energy in this part are restricted to 5%, 10%, and 15% of the total load demand. The rest of the loads are supplied by conventional generators. The DR model presented in Section 3 is applied to the original IEEE RTN load curve. The percentages of peak load clipping explored in the DR model are 70%, 80%, and 90%. The three strategies of the BESS operational model in Section 5 are also considered. The impacts of all the possible combinations of the elements on the adequacy of the generating system are assessed using the SMC simulation according to the process depicted in Figure 1. The results are shown in Figure 2.

The figure shows four groups of studies. The first group maintains the original load curve in all wind power penetration levels. This group is further divided into two subgroups: the minority group, which was studied without integrating the BESS, and the majority group with BESS. Strategies 1 to 3 of the BESS policy are indicated with ‘S1’, ‘S2’, and ‘S3’, respectively. The wind penetration level is indicated by ‘5%’, ‘10%’, and ‘15%’ at the top of each bar. The second group, known as ‘DR 70%’, is the same as the first group except the original load curve was modified by sharing load demand that is above 70% of the peak load among all the valleys. The third and final groups are similar but with 80% and 90% peak clipping when applying the DR model.
6.2. Effects of the BESS Charging Rate

In the previous section, the BESS adopts the five-hour linear charging and discharging cycle. In this section, the charging cycle is varied and its effects on the adequacy of power supply are investigated. The study also focuses only on the DR 70% group due to its overwhelmingly good reliability (Figure 2). The charging cycle explored in this section varies from one hour to five hours. Wind penetration levels of 5%, 10%, and 15% of peak load are also considered. The results are shown in Figure 3. The figure shows that the study is grouped based on the BESS operating policy strategy. In all the three strategies, five different charging cycles are considered for all the wind penetration levels. The charging cycles are labelled with ‘1’ to ‘5’ on each bar, indicating the number of hours of

![Figure 2](image-url)
the linear charging and discharging cycle. The five-hour scenario obtains the same results as those shown in Figure 2.

![Figure 3. Effects of the BESS charging rate (DR 70% load curve).](image)

The results in Figure 3 show that, when the wind penetration level is at the lowest (−5% of the peak load) and when similar charging and discharging cycles are compared, strategy 2 of the BESS operating policy has the lowest EENS values. For example, the EENS value of the one-hour charging cycle in strategy 2 is the lowest among the other two one-hour charging cycles in strategies 1 and 3. The same observations are noted for the other charging cycles. The greater adequacy of the generating system given by strategy 2 is not due to it being more robust than the other strategies. Rather, it is due to the low wind power penetration level, and during this time, the majority of the load is supplied by conventional generators that have more dispatch flexibility. Hence, the EENS values are among the lowest due to the high reliability of the conventional generators but not due to the operating strategy of the BESS.

This argument is justified by the results when the wind penetration level increases further to 10% and 15%. In these two conditions, strategy 2 for most of the considered charging and discharging cycles (except for the one-hour charging cycle at 10% wind power penetration level) has the highest EENS values among all the strategies. In these two levels of wind penetration as well, strategy 1 has the lowest EENS values when similar charging and discharging cycles are compared. The reason for this result is that this strategy is more flexible, with the stored energy being used to supplement both the wind turbine and conventional generators, thereby leading to greater overall power supply in the long term. Moreover, other generators can be dispatched to aid wind farms that are unable to meet their committed load demand. By contrast, the second and third strategies are more restrictive, especially the second strategy. Strategy 2 benefits only the wind farm, and strategy 3 restricts the power aid received by the wind farm from only the BESS.

### 6.3. Effects of the BESS Capacity

In this section, the effects of BESS capacity on the adequacy of generating system are investigated. Similar to Section 6.2, the investigation is only applied to the DR 70% group for the same reason mentioned previously. All three BESS operating policy strategies and wind penetration levels are
considered. All the previous studies were performed by limiting the capacity of the BESS to 5% of the total load demand. In this study, this value is varied from 5% to 20% with a step-wise increment of 5%. The original five-hour BESS charging and discharging cycle is maintained. The results are shown in Figure 4.

![Figure 4. Effects of the BESS capacity (DR 70% load curve).](image)

Across the board in all the three BESS strategies, as the capacity of BESS increases, the EENS values drops, thereby signifying improvements in the adequacy of the generating system. The reduction in the EENS values is most obvious during the 10% and 15% wind penetration levels in the strategy 2 group. This result occurs because this strategy of BESS operating policy is the least flexible. Hence, the increased BESS capacity significantly affects the adequacy of power supply. The BESS operating under this strategy can only interact with wind turbine generators, and the conventional generators cannot be used to supplement the shortage of wind power. Thus, the BESS with a higher capacity provides the much-needed power relief in this strategy than in either strategy 1 or 3. Given the more robust policy in strategies 1 and 3, the increment in the BESS capacity has less effect on the adequacy of the generating system. Strategy 1 is more robust that strategy 3, as indicated by the overall lower EENS values in the former strategy.

7. Conclusions

This paper showed that the combination of the DR and BESS can improve the adequacy of generating systems significantly, because DR reduces peak load and BESS smoothen fluctuating wind power. The SMC simulation method was implemented to capture the chronological elements of the adequacy assessment on the considered generating system, which includes wind power, BESS, and DR model. An operation model of the BESS was described and included in the adequacy assessments throughout the paper. The BESS operation model consists of three different practical strategies of operation, and their impacts on the adequacy of the considered generating system were assessed. The proposed BESS model takes into account charging and discharging rates, as well as battery capacity, which are important components for influencing the reliability of the generating systems.

The DR model in this paper considers peak clipping at 70%, 80%, and 90% of the peak load. All loads were combined with all three strategies of the BESS operation model together with 5%, 10%, and 15% of wind penetration levels. Results show that the BESS effectively improves the adequacy of
the generating system when it is combined with the DR model, especially DR 70%. As the threshold for peak clipping increases to 80% and 90% of the peak load, the reliability begins to deteriorate as the load curve begins to have more fluctuations. This finding shows that load levelling takes away much of the demand on the generation capacity. Moreover, the frequency for ramping generations is reduced when load demand is mostly maintained at lower levels. The application of the BESS alone is able to mitigate some load curtailment but is not as effective as when it is combined with DR. The reason for this result is that the capacity of the BESS is relatively much lower than the load demand. Hence, its contribution to the power supply during times of low wind power is mostly limited by its own capacity. More developments for expanding the capacity and responses of the BESS will mitigate this issue.

The results also demonstrate that the strategy by which the BESS is operated has a significant impact on the adequacy of the generation system. Through varying the charging and discharging cycle of the BESS, strategy 2 largely undermines the contribution of the BESS to the power supply pool due to its restrictive nature: a wind farm can only receive power aid from the BESS and not from other generators. The results also prove that strategy 1 of the BESS policy is the most robust; wind farms can receive contributions from both the BESS and conventional generators.

Finally, results show that the reliability of the generating system integrated with wind power will improve substantially if the capacity of the BESS is increased. The reliability benefits of increasing the capacity of the BESS are most profound in strategy 2 due to its stringent operating criteria: energy storage can interact with wind turbine generators only. Although a higher capacity BESS improves the adequacy of power supply for strategies 1 and 3, the reduction in EENS of the two strategies is less than that of strategy 2 due to their already more robust operating policy, leaving less room for reliability enhancement.
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