EXISTENCE AND UNIQUENESS RESULTS FOR A NONLINEAR
FRACTIONAL DIFFERENTIAL EQUATIONS
OF ORDER $\sigma \in (1, 2)$

S.S. BİLGİCİ1, M. ŞAN2,§

Abstract. The main objective of this article is to discuss the local existence of the
solution to an initial value problem involving a non-linear differential equation in the
sense of Riemann-Liouville fractional derivative of order $\sigma \in (1, 2)$, when the nonlinear
term has a discontinuity at zero. Hereafter, by using some tools of Lebesgue spaces such
as Hölder inequality, we obtain Nagumo-type, Krasnoselskii-Krein-type and Osgood-type
uniqueness theorems for the problem.
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1 Introduction

The importance of existence and uniqueness theorems for initial value and boundary
value problems (IVP and BVP) involving the classical derivative operator is indisputable
because, without them, one cannot understand modelled systems correctly and make pre-
dictions how they behave. Recently, with the popularity of fractional derivative operators
such as Riemann-Liouville (R-L), Caputo (C), etc., the equations involving these operators
have begun to be studied in detail (See, [2]-[14]). However, such a generalization leads to
some difficulties and differences. For instance, unlike the initial value problems involving
the classical derivative, the existence of continuous solution to some IVPs in the sense
of R-L derivative strictly depends on the initial values and smoothness conditions on the
functions in right-hand side of equations in IVPs. To support this claim, one can refer to
[12], and one can see there that an initial value problem including a non-linear fractional
differential equation of order $\sigma \in (0, 1)$ has no continuous solution when the problem has
a non-homogeneous initial value and the right-hand side of the equation is continuous on
$[0, T] \times \mathbb{R}$. The similar issue arises in our investigation of the existence and uniqueness of
solutions to the following problem

$$
\begin{cases}
D^\sigma \omega(x) = f\left(x, \omega(x), D^{\sigma-1}\omega(x)\right), \quad x > 0 \\
\omega(0) = 0, \quad D^{\sigma-1}\omega(x)|_{x=0} = b,
\end{cases}
$$
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where \( \sigma \in (1, 2) \), \( b \neq 0 \), \( f \) will be specified later and \( D^\sigma \) represents the Riemann-Liouville fractional derivative of order \( \sigma \), which is given by

\[
D^\sigma \omega(x) = \frac{1}{\Gamma(2 - \sigma)} \frac{d^2}{dx^2} \int_0^x \frac{\omega(t)}{(x-t)^{\sigma-1}} dt.
\]

The equation in (1) was first considered by Yoruk et. al. [14], when the second initial value is also homogenous \((b = 0)\) and the right-hand side function is continuous on \([0, T] \times \mathbb{R} \times \mathbb{R}\). They gave Krasnoselskii-Krein, Roger and Kooi-type uniqueness results. Since problem (1) we consider has a non-homogeneous initial condition, we investigate existence of its solutions in a convenient space of functions under following conditions:

(C1) Let \( f(x, t_1, t_2) \in C([0, T] \times \mathbb{R} \times \mathbb{R}) \) and \( x^{\sigma-1} f(x, t_1, t_2) \in C([0, T] \times \mathbb{R} \times \mathbb{R}) \), where \( C(X) \) represents the class of continuous functions defined on \( X \).

Moreover, under some appropriate conditions we establish Nagumo-type, Krasnoselskii-Krein-type and Osgood-type uniqueness results for the problem. To prove them, we follow some ways introduced in [1], [12], [14] by generalizing some definitions made there and, in addition to this, we use the tools of Lebesgue spaces such as Hlder inequality.

2. Preliminaries

We begin with definitions of R-L integral and R-L derivative of higher order. The lower terminal points of integrals in their formulas will be taken as zero.

**Definition 2.1.** The Riemann-Liouville integral of order \( \sigma > 0 \) of a function \( \omega(x) \) is defined by

\[
I^\sigma \omega(x) := \frac{1}{\Gamma(\sigma)} \int_0^x \frac{\omega(t)}{(x-t)^{1-\sigma}} dt
\]

provided that the integral is pointwise defined on \( \mathbb{R}^+_0 \).

**Definition 2.2.** The Riemann-Liouville derivative of order \( n - 1 < \sigma < n \) \((n \in \mathbb{N})\) of a function \( \omega(x) \) is given by

\[
D^\sigma \omega(x) = \frac{1}{\Gamma(n-\sigma)} \frac{d^n}{dx^n} \int_0^x \frac{\omega(t)}{(x-t)^{\sigma-n+1}} dt, v
\]

provided that the right side is pointwise defined on \( \mathbb{R}^+_0 \).

Compositional relations are frequently used in the literature (See, [1], [8]) for converting an initial value or boundary-value problem to a corresponding integral equation. The following two lemmas [8] are related to that.

**Lemma 2.1.** For a function \( \omega(x) \) such that \( D^\sigma \omega(x) \) with \( n - 1 < \sigma < n \) is integrable, the compositional relation

\[
I^\sigma D^\sigma \omega(x) = \omega(x) + \sum_{n=1}^n D^\sigma-n \omega(x)|_{x=0} \frac{x^{\sigma-n}}{\Gamma(\sigma-n+1)}
\]

is satisfied, where it is assumed that \( D^{\sigma-n} \omega(x) = I^{n-\sigma} \omega(x) \) when \( \sigma < n \).

In case of \( \sigma = 2 \), the above formula turns into

\[
I^2 D^2 \omega(x) = \omega(x) + D^2-1 \omega(x)|_{x=0} \frac{x^{\sigma-1}}{\Gamma(\sigma)} + D^\sigma-2 \omega(x)|_{x=0} \frac{x^{\sigma-2}}{\Gamma(\sigma-1)}.
\]

Moreover, if \( \omega \) is continuous on \([0, T]\), then

\[
I^\sigma D^\sigma \omega(x) = \omega(x) + D^{\sigma-1} \omega(0) \frac{x^{\sigma-1}}{\Gamma(\sigma)}
\]
Lemma 2.2. For an $\sigma$ R-L integrable function $\omega(x)$, the well-known rule

$$D^\sigma I^\sigma \omega(x) = D^2 I^{2-\sigma} I^\sigma \omega(x) = D^2 I^2 \omega(x) = \omega(x)$$

holds.

Solutions to problem (1) will be investigated in the space defined below [2]:

Theorem 2.1. The space of continuous functions defined on $[0, T]$, whose R-L fractional derivative of order $\beta$, $0 < \beta < 1$ are continuous on $[0, T]$ is a Banach space when endowed with the following norm:

$$||\omega||_\beta = ||\omega||_\infty + ||D^{\beta} \omega||_\infty,$$

where $||.||_\infty$ is the supremum norm defined on the class of continuous functions. This space will be denoted by $C^\beta([0, T])$.

The local existence of solutions to problem (1) will be proved with the aid of Schauder fixed point theorem [15]:

Theorem 2.2. Let $C$ be a closed, bounded, convex subset of a Banach space $X := \{u : I \to \mathbb{R}$ continuous : $I \subset \mathbb{R}$ closed and bounded interval\}. If operator $S : C \to C$ is continuous and, if $S(C)$ is an equicontinuous set on $I$, then $S$ has at least one fixed point in $C$.

3. Main Results

The one of mathematical tools used for showing the existence and uniqueness of the desired type of solution to a given initial or boundary value problem is first to convert them into an integral equation. One investigates the existence and uniqueness of the solution to the integral equation instead of the associated problem. Here, we follow this way by taking the aid of the lemma given below:

Lemma 3.1. Under condition $(C1)$, if $\omega \in C^\sigma[0, T]$ is a solution of problem (1), then $\omega \in C^{\sigma-1}[0, T]$ is a solution of the following integral equation

$$\omega(x) = b \frac{x^{\sigma-1}}{\Gamma(\sigma)} + \frac{1}{\Gamma(\sigma)} \int_0^x f(t, \omega(t), D^{\sigma-1} \omega(t)) \frac{dt}{(x-t)^{1-\sigma}}$$

and, vice versa.

Proof. We assume that $\omega \in C^\sigma[0, T]$ is a solution of problem (1). If we apply $I^\sigma$ to both sides of the equation in the problem and, if we consider

$$I^\sigma D^\sigma \omega(x) = \omega(x) + \frac{D^{\sigma-1} \omega(0)}{\Gamma(\sigma)} x^{\sigma-1}$$

for all $u \in C^\sigma[0, T]$, then the integral equation in (1) is appeared.

Now we suppose that $\omega \in C^\sigma[0, T]$ is a solution of integral equation (1), and let us show that $u$ is a solution of the problem (1). If $D^\sigma$ is applied to the both sides of (1), and then, if

$$D^\sigma I^\sigma \omega(x) = \omega(x)$$

for all $\omega \in C^\sigma[0, T]$ is used, then one can observe that $\omega \in C[0, T]$ satisfies the equation in (1). Moreover, let us prove that $\omega \in C^\sigma[0, T]$ also fulfills initial value conditions. By change of variables and
condition (C1) we have

\[\omega(0) = \lim_{x \to 0^+} \omega(x) = \frac{b}{\Gamma(\sigma)} x^{\sigma - 1} + \frac{1}{\Gamma(\sigma)} \lim_{x \to 0^+} \int_0^x \frac{f(t, \omega(t), D^{\sigma-1}\omega(t))}{(x-t)^{1-\sigma}} dt\]

which

\[= \frac{1}{\Gamma(\sigma)} \lim_{x \to 0^+} \int_0^x t^{\sigma - 1} f(t, \omega(t), D^{\sigma-1}\omega(t)) \frac{1}{t^{1-\sigma}} dt\]

\[= \frac{1}{\Gamma(\sigma)} \lim_{x \to 0^+} x \int_0^1 (x\tau)^{\sigma - 1} f(x\tau, \omega(x\tau), D^{\sigma-1}\omega(x\tau)) \frac{d\tau}{\tau^{1-\sigma}} = 0, \quad (8)\]

showing that \(u\) satisfies the first initial condition in (11).

Now let us show that \(u\) provides the second initial condition in (11). If \(D^{\sigma-1}\) is applied to both sides of (7), and if the relation \(D^{\sigma-1}I^\sigma h(x) = I^\sigma h(x)\) is used, then we can first get

\[D^{\sigma-1}\omega(x) = D^{\sigma-1}\omega(0) + \int_0^x f(t, \omega(t), D^{\sigma-1}\omega(t)) dt. \quad (9)\]

From here, we then obtain

\[D^{\sigma-1}\omega(0) = b + \lim_{x \to 0^+} \int_0^x f(t, \omega(t), D^{\sigma-1}\omega(t)) dt\]

\[= b + \lim_{x \to 0^+} \int_0^x \frac{1}{t^{\sigma - 1}} t^{\sigma - 1} f(t, \omega(t), D^{\sigma-1}\omega(t)) dt\]

\[= b + \lim_{x \to 0^+} \int_0^1 \frac{1}{x^{\sigma - 1}} (x\tau)^{\sigma - 1} f(x\tau, \omega(x\tau), D^{\sigma-1}\omega(x\tau)) d\tau = b, \quad (10)\]

since \(2 - \sigma > 0\) and \(t^{\sigma - 1} f(t, \omega(t), D^{\sigma-1}\omega(t))\) is continuous on \([0, T]\). Consequently, it has been shown that a solution of (7) provides the second initial condition in (1). If condition (C1) is assumed to be satisfied.

\[\square\]

**Theorem 3.1 (Existence).** Let condition (C1) be satisfied, and assume that there exist positive real numbers \(r\) and \(M\) such that \(|x^{\sigma - 1} f(x, \omega, v)| \leq M\) for all \((x, \omega, v) \in I = [0, T] \times [-r_1, r_1] \times [b-r_2, b+r_2]\) with \(r_1 + r_2 \leq r\). Then problem (7) admits at least one solution in \(C^\sigma[0, T_0]\), where

\[T_0 = \begin{cases} \frac{r}{C(b, \sigma, M)} & \text{if } T < \frac{r}{C(b, \sigma, M)} \\ \frac{r}{C(b, \sigma, M)} & \text{if } T \geq \frac{r}{C(b, \sigma, M)}, \quad 1 \geq \frac{r}{C(b, \sigma, M)} \quad \text{and } 1 < \sigma \leq 1.5 \\ \frac{r}{C(b, \sigma, M)} & \text{if } T \geq \frac{r}{C(b, \sigma, M)}, \quad 1 \geq \frac{r}{C(b, \sigma, M)} \quad \text{and } 1.5 \leq \sigma < 2 \end{cases} \]

(11)

and

\[C(b, \sigma, M) = \frac{|b|}{\Gamma(\sigma)} + M \left( \frac{1 + \Gamma(3 - \sigma)}{2 - \sigma} \right). \quad (12)\]

**Proof.** As it is known from Lemma 3.1 solutions of problem (7) are solutions of integral equation (7) as well. Moreover, the fixed points of the operator \(S : C^{\sigma-1}[0, T_0] \to C^{\sigma-1}[0, T_0]\) defined by

\[S\omega(x) = \frac{b}{\Gamma(\sigma)} x^{\sigma - 1} + \int_0^x f(t, \omega(t), D^{\sigma-1}\omega(t)) \frac{1}{(x-t)^{1-\sigma}} dt \]

(13)

interfere with solutions of the integral equation. For this reason, it is sufficient to prove that operator \(S\) admits at least one fixed point. For this, it will be shown that operator...
$S$ satisfies the hypotheses of Schauder fixed-point theorem. Let us start with showing the following inclusion to be valid:

$$S(B_r) \subseteq B_r$$

where

$$B_r = \{ \omega \in C^{\sigma-1}[0, T_0] : ||\omega||_{\infty} + ||D^{\sigma-1}\omega - b||_{\infty} \leq r \}$$

is a closed compact subset of $C^{\sigma-1}[0, T_0]$. Accordingly to norm on $C^{\sigma-1}[0, T_0]$, upper bounds of $||S\omega(x)||_{\infty}$ and $||D^{\sigma-1}S\omega(x) - b||_{\infty}$ can be determined as follows:

$$|S\omega(x)| \leq \frac{|b|}{\Gamma(\sigma)} x^{\sigma-1} + \frac{1}{\Gamma(\sigma)} \int_0^x \frac{|t^{\sigma-1}f(t, \omega(t), D^{\sigma-1}\omega(t))|}{t^{\sigma-1}(x-t)^{1-\sigma}} dt$$

$$\leq \frac{|b|}{\Gamma(\sigma)} x^{\sigma-1} + \frac{\mathcal{M}}{\Gamma(\sigma)} \int_0^1 \frac{x}{x(1-\tau)^{1-\sigma}} d\tau \leq \frac{|b|}{\Gamma(\sigma)} x^{\sigma-1} + \Gamma(2-\sigma)Mx \quad (14)$$

and

$$|D^{\sigma-1}S\omega(x) - b| \leq \int_0^x \frac{|t^{\sigma-1}f(t, \omega(t), D^{\sigma-1}\omega(t))|}{t^{\sigma-1}} dt \gamma x^{2-\sigma} \int_0^1 \tau^{1-\sigma} d\tau = \frac{\mathcal{M}x^{2-\sigma}}{2-\sigma}. \quad (15)$$

From $(14)$ and $(15)$,

$$|S\omega(x)| + |D^{\sigma-1}S\omega(x) - b| \leq \frac{|b|}{\Gamma(\sigma)} x^{\sigma-1} + \Gamma(2-\sigma)Mx + \frac{\mathcal{M}x^{2-\sigma}}{2-\sigma} \quad (16)$$

is obtained. Taking supremum over $[0, T_0]$ for a $T_0 > 0$ for the right hand-side of the above equation,

$$|S\omega(x)| + |D^{\sigma-1}S\omega(x) - b| \leq C(b, \sigma, \mathcal{M})T_0^\alpha \quad (17)$$

can be written, where $\alpha \in \Omega = \{ \sigma - 1, 1, 2 - \sigma \}$. $\alpha$ depends on values of $b, \mathcal{M}, \sigma, r$. To determine $T_0$ and $\alpha$, let

$$C(b, \sigma, \mathcal{M})T_0^\alpha = r.$$ 

If $T_0^\alpha = \frac{r}{C(b, \sigma, \mathcal{M})} < 1$, then it is observed that $T_0 < 1$ for any $\alpha \in \Omega$. If $T_0^\alpha = \frac{r}{C(b, \sigma, \mathcal{M})} \geq 1$, it must be $T_0 \geq 1$ for any $\alpha \in \Omega$. Thus,

$$\sup_{x \in [0, T_0]} [|S\omega(x)| + |D^{\sigma-1}S\omega(x) - b|] \leq C(b, \sigma, \mathcal{M})T_0^\alpha = r; \quad (18)$$

where

$$T_0 := \left[ \frac{r}{C(b, \sigma, \mathcal{M})} \right]^{1/\alpha}$$

and

$$\alpha = \begin{cases} 
1 & \text{if } \frac{r}{C(b, \sigma, \mathcal{M})} \geq 1 \\
\sigma - 1 & \text{if } \frac{r}{C(b, \sigma, \mathcal{M})} < 1 \text{ and } 1 < \sigma \leq 1.5 \\
2 - \sigma & \text{if } \frac{r}{C(b, \sigma, \mathcal{M})} < 1 \text{ and } 1.5 \leq \sigma < 2.
\end{cases} \quad (19)$$

Consequently, for all cases we obtain

$$||S\omega||_{\infty} + ||D^{\sigma-1}S\omega - b||_{\infty} \leq r,$$

which is the desired result.

Now, let us prove the equicontinuity of $S(B_r) \subseteq C^{\sigma-1}[0, T_0]$. Since the composition of uniformly continuous functions is so as well, the function $x^{\sigma-1}f(x, \omega(x), D^{\sigma-1}\omega(x))$ is uniformly continuous on $[0, T_0]$. Because for any $\omega \in B_r$, both $\omega(x)$ and $D^{\sigma-1}\omega(x)$ and
Lemma 3.2. Let \( \sigma \) admits at least one fixed point in \([0, T_0] \) respectively. Therefore, for given any \( \epsilon > 0 \), one can find a \( \delta = \delta(\epsilon) > 0 \) so that for all \( x_1, x_2 \in [0, T_0] \) with \( |x_1 - x_2| < \delta \) it is
\[
|x_{1}^{\sigma-1}f(x_1, \omega(x_1)), D_{\sigma}^{-1}\omega(x)) - x_{2}^{\sigma-1}f(x_2, \omega(x_2)), D_{\sigma}^{-1}\omega(x)| < K\epsilon,
\]
where \( K = \max \left( \frac{1}{T_0}, \frac{2^{2-\sigma}}{T_0^2} \right) \). It follows that
\[
|S\omega(x_1) - S\omega(x_2)| + |D_{\sigma}^{-1}S\omega(x_1) - D_{\sigma}^{-1}S\omega(x_2)|
\leq \int_0^1 |h(\eta x_1) - h(\eta x_2)| \eta^{\frac{1}{\sigma} - \frac{1}{\sigma} - 1} x \eta^{1 - \sigma} d\eta + \int_0^1 |h(\eta x_1) - h(\eta x_2)| \frac{\eta^{1 - \sigma}}{\sigma(1 - \eta)^{1 - \sigma}} x^{2 - \sigma} d\eta
< T_0 \Gamma(2 - \sigma) K\epsilon + \frac{T_0^2 - \sigma}{2 - \sigma} K\epsilon = \epsilon,
\]
where \( h(x) = x^{\sigma-1}f(x, \omega(x), D_{\sigma}^{-1}\omega(x)) \). This implies that \( S(B_r) \) is an equicontinuous set of \( C^\sigma[0, T_0] \).

Finally, the continuity of \( S \) on \( B_r \) will be proven. Assume that \( \{\omega_k\}_{k=1}^\infty \subset B_r \) is a sequence with \( \omega_k \to \omega \) as \( k \to \infty \). Then, one can easily conclude that \( \omega_k \) and \( D_{\sigma}^{-1}\omega_k(t) \) converges uniformly to \( \omega \) and \( D_{\sigma}^{-1}\omega(t) \), respectively. With these and the uniform continuity of \( x^{\sigma-1}f(x, \omega, v) \) on \( I = [0, T] \times [-r_1, r_1] \times [b - r_2, b + r_2] \), it leads to
\[
\|S\omega_k - S\omega\|_{\sigma-1} = \sup_{x \in [0, T_0]} \left| \frac{1}{\Gamma(\sigma)} \int_0^x \left[ f(t, \omega_k(t), D_{\sigma}^{-1}\omega_k(t)) - f(t, \omega(t), D_{\sigma}^{-1}\omega(t)) \right] dt \right|
+ \sup_{x \in [0, T_0]} \left| \int_0^x \left[ f(t, \omega_k(t), D_{\sigma}^{-1}\omega_k(t)) - f(t, \omega(t), D_{\sigma}^{-1}\omega(t)) \right] dt \right|
\leq \sup_{x \in [0, T_0]} \left| \int_0^1 \left( \eta \right)^{\sigma-1} \frac{\left| f(\eta x, \omega_k(\eta x), D_{\sigma}^{-1}\omega_k(\eta x)) - f(\eta x, \omega(\eta x), D_{\sigma}^{-1}\omega(\eta x)) \right| \eta^{1 - \sigma}}{\eta^{1 - \sigma} (1 - \eta)^{1 - \sigma}} x^{2 - \sigma} d\eta \right|
+ \sup_{x \in [0, T_0]} \left| \int_0^1 \left( \eta \right)^{\sigma-1} \frac{\left| f(\eta x, \omega_k(\eta x), D_{\sigma}^{-1}\omega_k(\eta x)) - f(\eta x, \omega(\eta x), D_{\sigma}^{-1}\omega(\eta x)) \right| \eta^{-1}}{\eta^{-1} (1 - \eta)^{1 - \sigma}} x^{2 - \sigma} d\eta \right|
\to 0 \quad \text{as} \quad k \to \infty.
\]
In conclusion, since hypotheses of Theorem 2.2 are fulfilled, it implies that operator \( S \) admits at least one fixed point in \( C^\sigma[0, T_0] \), which is a solution of problem (1) as well. □

The mean value theorem for R-L derivative of order \( \sigma \in (0, 1) \) was correctly given by [12]. Now, its counterparts for order \( \sigma \in (1, 2) \) reads as follows:

Lemma 3.2. Let \( \sigma \in (1, 2) \) and \( \omega \in C^{\sigma-1}([0, T]) \). Then, there is a function \( \mu : [0, T] \to [0, T] \) with \( 0 < \mu(x) < x \) so that
\[
\omega(x) = -D^{\sigma-1}\omega(0)\frac{x^{\sigma-1}}{\Gamma(\sigma)} + \Gamma(2 - \sigma)(\mu(x))^{\sigma-1}D^{\sigma-1}\omega(\mu(x)),
\]
is satisfied.

The lemma can be proved by following the way used in [12] and we omit it here. By the help of this lemma we can obtain the Nagumo type uniqueness:

Theorem 3.2. (Nagumo type uniqueness) Let \( 1 < \sigma < 2 \), \( 0 < T < \infty \) and let condition (C1) be satisfied. Moreover, assume that there exists a positive real number \( L \leq \)}
such that the inequality
\[
x^{\sigma-1}|f(x, t_{1,1}, t_{1,2}) - f(x, t_{1,2}, t_{2,2})| \leq L (|t_{1,1} - t_{1,2}| + |t_{2,1} - t_{2,2}|)
\]
(20)
is fulfilled for all \(x \in [0, T]\) and for all \(t_{1,i}, t_{2,i} \in \mathbb{R}\) with \(i = 1, 2\). Then, (1) has at most one solution in the space of \(C^{\sigma-1}([0, T_0])\).

\textbf{Proof.} We have just showed the existence of the solution to problem (1) in the previous theorem. For the uniqueness, we first assume that (1) admits two different solutions such as \(\omega_1\) and \(\omega_2\) in the space of \(C^{\sigma-1}([0, T_0])\). Let us define a function \(\Phi(x)\) to be in the form
\[
\Phi(x) := \begin{cases} 
\omega_1(x) - \omega_2(x) + |D^{\sigma-1}\omega_1(x) - D^{\sigma-1}\omega_2(x)|, & x > 0 \\
0, & x = 0.
\end{cases}
\]

Since \(\omega_1, \omega_2 \in C^{\sigma-1}([0, T])\), the continuity of \(\Phi(x)\) on \(x \in (0, T_0]\) can obviously be seen. For its continuity at \(x = 0\),
\[
0 \leq \lim_{x \to 0^+} \Phi(x) = \lim_{x \to 0^+} \frac{1}{\Gamma(\sigma)} \left| \int_0^x f\left(t, \omega_1\left(t\right), D^{\sigma-1}\omega_1\left(t\right)\right) - f\left(t, \omega_2\left(t\right), D^{\sigma-1}\omega_2\left(t\right)\right) dt \right|
\]
\[
+ \lim_{x \to 0^+} \left| \int_0^x f\left(t, \omega_1\left(t\right), D^{\sigma-1}\omega_1\left(t\right)\right) - f\left(t, \omega_2\left(t\right), D^{\sigma-1}\omega_2\left(t\right)\right) dt \right|
\]
\[
\leq \int_0^1 \lim_{x \to 0^+} x |H(x_1, \omega_1(x_1)) - H(x_1, \omega_2(x_1))| dt
\]
\[
+ \int_0^1 \lim_{x \to 0^+} x^{2-\sigma} |H(x_1, \omega_1(x_1)) - H(x_1, \omega_2(x_1))| dt = 0,
\]
where \(H(x, \omega(x)) = x^{\sigma-1} f(x, \omega(x), D^{\sigma-1}\omega(x))\) and we made the change of variable \(t = x\eta\) and used condition (C1), respectively. Consequently, \(\lim_{x \to 0^+} \Phi(x) = 0 = \Phi(0)\).

The fact that \(\Phi(x) \geq 0\) on \([0, T]\) allows us to choose a point \(x_0 \in (0, T]\) so that
\[
0 < \Phi(x_0) = |\omega_1(x_0) - \omega_2(x_0)| + |D^{\sigma-1}\omega_1(x_0) - D^{\sigma-1}\omega_2(x_0)|.
\]
By using the mean value theorem in Lemma 3.2
\[
|\omega_1(x_0) - \omega_2(x_0)| = \Gamma(2-\sigma)x_0\left|x_0^{\sigma-1}D^{\sigma-1}(\omega_1 - \omega_2)(x_0)\right| + |D^{\sigma-1}\omega_1(x_0) - D^{\sigma-1}\omega_2(x_0)|
\]
\[
= \Gamma(2-\sigma)x_0^{\sigma-1}|f(x_0, \omega_1(x_0)) - f(x_0, \omega_2(x_0))|.
\]
(21)
is obtained for \(x_{0,1} \in (0, x_0)\).

Secondly, for the estimation of \(|D^{\sigma-1}\omega_1(x_0) - D^{\sigma-1}\omega_2(x_0)|\), we have from the well-known integral mean theorem for the classical calculus
\[
|D^{\sigma-1}\omega_1(x_0) - D^{\sigma-1}\omega_2(x_0)| = \int_0^{x_0} t^{\sigma-1} \left| f(t, \omega_1(t), D^{\sigma-1}\omega_1(t)) - f(t, \omega_2(t), D^{\sigma-1}\omega_2(t)) \right| dt
\]
\[
= \frac{x_0^{2-\sigma}}{2-\sigma} \left| f(x_0, \omega_1(x_0)) - f(x_0, \omega_2(x_0)) \right|,
\]
(22)where \(x_{0,2} \in (0, x_0)\).

We specify \(x_1\) as one of the points \(x_{0,1}\) and \(x_{0,2}\) so that
\[
|H(x_1, \omega_1(x_1)) - H(x_1, \omega_2(x_1))| := \max \left( |H(x_{0,1}, \omega_1(x_{0,1})) - H(x_{0,1}, \omega_2(x_{0,1}))|, |H(x_{0,2}, \omega_1(x_{0,2})) - H(x_{0,2}, \omega_2(x_{0,2}))| \right).
\]
Theorem 3.3. (Krasnosel’skii-Krein type uniqueness) Let
\[ 0 < \Phi(x_0) \leq \left( \Gamma(2 - \sigma) x_0 + \frac{x_0^{2-\sigma}}{2-\sigma} \right) |H(x_1,\omega_1(x_1)) - H(x_1,\omega_2(x_1))| \]
\[ \leq T \left( 1 + \frac{1}{2 - \sigma} \right) x_1^{\sigma-1} |f(x_1,\omega_1(x_1)) - f(x_1,\omega_2(x_1))| \]
\[ \leq TL \left( 1 + \frac{1}{2 - \sigma} \right) x_1^{\sigma-1} \left( |\omega_1(x_1) - \omega_2(x_1)| + |D^{\sigma-1}\omega_1(x_1) - D^{\sigma-1}\omega_2(x_1)| \right) = \Phi(x_1) \]
since \( L \leq \frac{1}{\Gamma(1 + (1-\sigma))} \). Repeating the same procedure for the point \( x_1 \), it enables us to find some points \( x_2 \in (0, x_1) \) so that \( 0 < \Phi(x_0) \leq \Phi(x_1) \leq \Phi(x_2) \). Continuing in the same way, the sequence \( \{x_n\}_{n=1}^{\infty} \subset [0, x_0) \) can be constructed so that \( x_n \to 0 \) and
\[ 0 < \Phi(x_0) \leq \Phi(x_1) \leq \Phi(x_2) \leq \ldots \leq \Phi(x_n) \leq \ldots \quad (23) \]
However, the fact that \( \Phi(x) \) is continuous at \( x = 0 \) and \( x_n \to 0 \) leads to \( \Phi(x_n) \to \Phi(0) = 0 \), and this contradicts with (23). Consequently, IVP (11) possesses a unique solution. \( \square \)

Theorem 3.3. (Krasnosel’skii-Krein type uniqueness) Let \( 1 < \sigma < 2 \) and \( T_0^* = \min \{ T_0, 1 \} \), where \( T_0 \) is defined by (11). Let condition (C1) be fulfilled. Furthermore, suppose that there exists a \( L > 0 \) so that
\[ x^{\sigma-1} |f(x, t_{1,1}, t_{2,1}) - f(x, t_{1,2}, t_{2,2})| \leq L \left( |t_{1,1} - t_{1,2}| + |t_{2,1} - t_{2,2}| \right) \quad (24) \]
holds for all \( x \in [0, T] \) and for all \( t_{1,i}, t_{2,i} \in \mathbb{R} \) with \( i = 1, 2 \), and that there exist \( C > 0 \) and \( \alpha \in (0, 1) \) satisfying \((1 - \sigma)(1 - \alpha) - L(1 - \alpha) + 1 > 0\) such that
\[ x^{\sigma-1} |f(x, t_{1,1}, t_{2,1}) - f(x, t_{1,2}, t_{2,2})| \leq C \left( |t_{1,1} - t_{1,2}| + x^{\alpha(\sigma-1)} |t_{2,1} - t_{2,2}| \right) \quad (25) \]
holds for all \( x \in [0, T] \) and for all \( t_{1,i}, t_{2,i} \in \mathbb{R} \) with \( i = 1, 2 \). Then, problem (11) has an unique solution in the space \( C^{\sigma-1}([0, T_0^*]) \).

Proof. As claimed in the previous theorem, we first assume that problem (11) has two different solutions such as \( \omega_1(x) \) and \( \omega_2(x) \) in \( C^{\sigma-1}([0, T_0^*]) \). However, by contradiction, we will show that it can not be happen. For this, let us first define \( \Phi_1(x) = |\omega_1(x) - \omega_2(x)| \) and \( \Phi_2(x) = |D^{\sigma-1}\omega_1(x) - D^{\sigma-1}\omega_2(x)| \) and try to find estimates for each functions by using condition (C1) and inequality (25). Hence, we first have
\[
\Phi_1(x) \leq \frac{1}{\Gamma(\sigma)} \int_0^x \frac{1}{(x-t)^{1-\sigma}} |f(t, \omega_1(t), D^{\sigma-1}\omega_1(t)) - f(t, \omega_2(t), D^{\sigma-1}\omega_2(t))| dt \\
\leq \frac{1}{\Gamma(\sigma)} \int_0^x t^{\sigma-1} \frac{1}{(x-t)^{1-\sigma}} |f(t, \omega_1(t), D^{\sigma-1}\omega_1(t)) - f(t, \omega_2(t), D^{\sigma-1}\omega_2(t))| dt \\
\leq \frac{C}{\Gamma(\sigma)} \int_0^x \frac{[\Phi_1^q(x) + t^{\alpha(\sigma-1)}\Phi_2^q(x)]}{t^{\sigma-1} |x-t|^{1-\sigma}} dt \\
\leq \frac{C}{\Gamma(\sigma)} \left( \int_0^x \frac{1}{t^{\sigma-1} |x-t|^{1-\sigma}} dt \right)^{1/q} \left( \int_0^x \frac{\Phi_1^q(t) + t^{\alpha(\sigma-1)}\Phi_2^q(t)}{t^{\sigma-1} |x-t|^{1-\sigma}} dt \right)^{1/p} \\
\leq \frac{C(T(1 + (1-\sigma)/q) \Gamma(1 + (\sigma-1)/q))^{1/q} \Omega^{1/p}(x)}{\Gamma(\sigma)} 
\]
where we used Hölder inequality with \( q > 1 \) satisfying \((1 - \sigma)q + 1 = 0\) and \( p = q/(q - 1)\), and \( \Omega(x) \) is defined by
\[
\Omega(x) = \int_0^x \left[ \Phi_0^\alpha(t) + t^{\alpha(\sigma - 1)} \Phi_2^\alpha(t) \right]^p dt.
\]

From here, we have the following estimation
\[
\Phi_1^p(x) \leq C x^{p/q} \Omega(x),
\]
where \( C \) is not specified here and throughout the proof. In addition to this, the upper bound for \( \Phi_2(x) \) can be found as follows:
\[
\Phi_2(x) \leq \int_0^x \left| f(t, \omega_1(t), D^{\sigma - 1} \omega_1(t)) - f(t, \omega_2(t), D^{\sigma - 1} \omega_2(t)) \right| dt
\leq \int_0^x t^{\sigma - 1} \left| f(t, \omega_1(t), D^{\sigma - 1} \omega_1(t)) - f(t, \omega_2(t), D^{\sigma - 1} \omega_2(t)) \right| dt
\leq C_\sigma \int_0^x \left[ \Phi_0^\alpha(x) + t^{\alpha(\sigma - 1)} \Phi_2^\alpha(x) \right] t^{\sigma - 1} (x - t)^{1 - \sigma} dt
\leq C \left( \int_0^x \left( \frac{1}{(x - t)^{\sigma - 1}} \right)^q dt \right)^{1/q} \left( \int_0^x \left[ \Phi_0^\alpha(t) + t^{\alpha(\sigma - 1)} \Phi_2^\alpha(t) \right]^p dt \right)^{1/p}
\leq C \Gamma(1 + (1 - \sigma)q) \int_0^x (t^{1 + (1 - \sigma)q})^{1/p} \Omega(1/p(x)).
\]

From here,
\[
\Phi_2^p(x) \leq C x^{(1 + (1 - \sigma)q)/p} \Omega(x)
\]

is then obtained. By using estimations in (26) and (27) in the derivative of \( \Omega(x) \) we have
\[
\Omega'(x) = \left[ \Phi_0^\alpha(x) + t^{\alpha(\sigma - 1)} \Phi_2^\alpha(x) \right]^p \leq 2^{p - 1} \left[ \Phi_0^\alpha(x)^p + t^{\alpha(\sigma - 1)} \Phi_2^\alpha(x)^p \right]
= 2^{p - 1} \left[ \Phi_1^p(x) + x^{\alpha(\sigma - 1)} \Phi_2^p(x) \right]
\leq 2^{p - 1} \left[ C_{\alpha,x}^{p/q} \Omega^\alpha(x) + C^{\alpha,x,p(\sigma - 1)} x^{(1 + (1 - \sigma)q)/(p - 1)} \Omega^\alpha(x) \right] \leq C x^{\alpha p/q} \Omega^\alpha(x).
\]

If we multiply the both sides of the above inequality with \((1 - \alpha) \Omega^{-\alpha}(x)\),
\[
(1 - \alpha) \Omega^{-\alpha}(x) \Omega'(x) = \frac{d}{dx} \left[ \Omega^{1 - \alpha}(x) \right] \leq C x^{\alpha p/q},
\]
is then obtained. Integrating the both sides of the inequality over \([0, x]\), we get
\[
\Omega^{1 - \alpha}(x) \leq C x^{(\alpha p/q)/(1 - \alpha)},
\]
since \( \Omega(0) = 0 \). Consequently, this leads to the following estimation on \( \Omega(x) \)
\[
\Omega(x) \leq C x^{(\alpha p/q)/(1 - \alpha)}.
\]

By considering (26) and (27) together with (29), one can conclude that
\[
\Phi_1^p(x) \leq C x^{p/q} \Omega(x) \leq C x^{p/q} x^{(\alpha p/q)/(1 - \alpha)} = C x^{p/\alpha (1 - \alpha)}.
\]
or
\[
\Phi_1(x) \leq C x^{p/\alpha (1 - \alpha)} = x^{1/(1 - \alpha)},
\]
and
\[
\Phi_2^p(x) \leq C x^{p(1 + q(1 - \sigma))/q} \Omega(x) \leq C x^{p(1 + q(1 - \sigma))/q} x^{(\alpha p + q)/(1 - \alpha)} = C x^{(1 - \alpha)/(1 - \alpha)} x^{p + q/(1 - \alpha)}.
\]
or
$$\Phi_2(x) \leq Cx^{(1-\sigma)+\frac{\alpha+\theta}{(1-\alpha)\rho}} = x^{(1-\sigma)+\frac{1}{(1-\alpha)}}, \quad (31)$$
since $\frac{\alpha+\theta}{\rho q} = 1$.

Let us now define
$$\Psi(x) = x^{-L} \max \{\Phi_1(x), \Phi_2(x)\},$$
where $L(1-\alpha) < 1 + (1-\sigma)(1-\alpha)$. If $\Phi_1(x) = \max \{\Phi_1(x), \Phi_2(x)\}$, then from (30) we get
$$0 \leq \Psi(x) \leq x^{1-\sigma-L},$$
or in the case of $\Phi_2(x) = \max \{\Phi_1(x), \Phi_2(x)\}$, by the inequality (31) we have the following
$$0 \leq \Psi(x) \leq x^{(1-\sigma)+\frac{1}{1-\alpha}-L} = x^{\frac{(1-\sigma)(1-\alpha)-L(1-\alpha)+1}{1-\alpha}}.$$

In both cases, $\Psi(x)$ is continuous on $[0, T_0^*]$ and $\Psi(0) = 0$. Let us now show that $\Psi(x) \equiv 0$ on $[0, T_0^*]$. For this, suppose otherwise and let $\Psi(x) \neq 0$. This means $\Psi(x) > 0$, and from its continuity one can say that there exists a point $x_1 \in [0, T_0^*]$ so that $\Psi(x)$ takes its maximum value at that point. Thus, let
$$M = \Psi(x_1) = \max_{x \in [0, T_0^*]} \Psi(x).$$

By assuming $\Psi(x) = x^{-L} \Phi_1(x)$,
$$M = \Psi(x_1) = x_1^{-L} \Phi_1(x_1)$$
$$\leq \frac{x_1^{-L}}{\Gamma(\sigma)} \int_0^{x_1} t^{\sigma-1} \left| f(t, \omega_1(t), D^{\sigma-1}_1 \omega_1(t)) - f(t, \omega_2(t), D^{\sigma-1}_1 \omega_2(t)) \right| dt$$
$$\leq \frac{Lx_1^{-L}}{2\Gamma(\sigma)} \int_0^{x_1} (x-t)^{\sigma-1} t^{\sigma+k-1} \Phi_1(t) + \Phi_2(t) | dt \leq \frac{Lx_1^{-L}}{\Gamma(\sigma)} \int_0^{x_1} (x-t)^{\sigma-1} t^{\sigma+k} \Psi(t) dt$$
$$\leq M \frac{L(L+2)}{\Gamma(2+L)} x_1 < M$$
is obtained for $t \in [0, T_0^*]$, since $\frac{L(L+2)}{\Gamma(2+L)} < 1$ for $1 < \sigma < 2$. However, it is a contradiction.

On the other hand, when $\Psi(x) = x^{-L} \Phi_2(x)$, we get
$$M = \Psi(x_1) = x_1^{-L} \Phi_2(x_1)$$
$$\leq x_1^{-L} \int_0^{x_1} t^{\sigma-1} \left| f(t, \omega_1(t), D^{\sigma-1}_1 \omega_1(t)) - f(t, \omega_2(t), D^{\sigma-1}_1 \omega_2(t)) \right| dt$$
$$\leq \frac{Lx_1^{-L}}{2} \int_0^{x_1} t^{\sigma-L} [ \Phi_1(t) + \Phi_2(t) ] dt \leq Lx_1^{-L} \int_0^{x_1} t^{\sigma-L} \Psi(t) dt$$
$$\leq M \frac{L}{L+2} x_1^{L+2-\sigma} < M,$$
which is contraction as well.

Consequently, it must be $\Psi(x) \equiv 0$ on $[0, T_0^*]$. This gives us the uniqueness of solutions of the considered problem. \(\square\)

**Theorem 3.4** (Osgood-type uniqueness). Let $1 < \sigma < 2$, and let $T_0$ be defined by (11) and condition (C1) be satisfied. Furthermore, suppose that for all $x \in [0, T]$ and for all
\[ t_{1,i}, t_{2,i} \in \mathbb{R} \text{ with } i = 1, 2, \text{ the equality} \]
\[ x^{\sigma - 1} |f(x, t_{1,1}, t_{1,2}) - f(x, t_{1,2}, t_{2,2})| \leq C (g(|t_{1,1} - t_{1,2}|^{p} + |t_{2,1} - t_{2,2}|^{p}))^{1/p} \]  
(34)

is fulfilled, where \( p > 1 \) is conjugate of \( q > 1 \) satisfying \( 1 + (1 - \sigma)q > 0 \).

\[ C^{q} \geq 2 \max \left( \|T_{0}\|^{1 + (1 - \sigma)q}\Gamma(1 + (\sigma - 1)q)\right)^{-1}, (1 + (1 - \sigma)q)^{-1} \),

and, \( g \) is a continuous, non-negative and non-decreasing function in \([0, T_{0}]\) so that \( g(0) = 0 \) and it satisfies
\[
\lim_{\epsilon \to 0^{+}} \int_{\epsilon}^{\gamma} \frac{du}{g(u)} = \infty
\]
(35)

for any \( \gamma \in \mathbb{R} \). Then, (1) has an unique solution in the space of \( C^{\sigma - 1}([0, T_{0}^{*}]) \).

Proof. As made in previous given uniqueness theorems, we assume that there exist two different solutions such as \( \omega_{1}(x) \) and \( \omega_{2}(x) \) to problem (1) in \( C^{\sigma - 1}([0, T_{0}^{*}]) \). Moreover, let \( \Phi_{1}(x) = |\omega_{1}(x) - \omega_{2}(x)| \) and \( \Phi_{2}(x) = |D^{\sigma - 1}\omega_{1}(x) - D^{\sigma - 1}\omega_{2}(x)| \). At first, we get the estimation on \( \Phi_{1}(x) \) as follows:
\[
\Phi_{1}(x) \leq \frac{1}{\Gamma(\sigma)} \int_{0}^{x} \frac{x^{\sigma - 1} |f(t, \omega_{1}(t), D^{\sigma - 1}\omega_{1}(t)) - f(t, \omega_{2}(t), D^{\sigma - 1}\omega_{2}(t))|}{t^{\sigma - 1}(x - t)^{\sigma - 1}} dt
\]
\[
\leq \frac{C}{\Gamma(\sigma)} \int_{0}^{x} \frac{g(|\omega_{1}(t) - \omega_{2}(t)|^{p} + |D^{\sigma - 1}\omega_{1}(t) - D^{\sigma - 1}\omega_{2}(t)|^{p})^{1/p}}{t^{\sigma - 1}(x - t)^{\sigma - 1}} dt
\]
\[
\leq \frac{C}{\Gamma(\sigma)} \left( \int_{0}^{x} \left( \frac{1}{t^{\sigma - 1}(x - t)^{\sigma - 1}} \right)^{q} dt \right)^{1/q} \left( \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt \right)^{1/p}
\]
\[
\leq \frac{C}{\Gamma(\sigma)} \left[ \frac{\Gamma(1 + (1 - \sigma)q) \Gamma(1 + (\sigma - 1)q)}{\Gamma(q)} \right]^{1/q} \left( \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt \right)^{1/p}
\]
\[
\leq \frac{1}{2^{1/p}} \left( \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt \right)^{1/p}
\]
(36)

where we used the inequality (34), Hölder inequality and the assumption on \( C \), respectively. From here, it follows that
\[
\Phi_{1}(x) \leq \frac{1}{2} \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt.
\]
(37)

Similarly to above, we have
\[
\Phi_{2}(x) \leq \int_{0}^{x} \frac{t^{\sigma - 1} |f(t, \omega_{1}(t), D^{\sigma - 1}\omega_{1}(t)) - f(t, \omega_{2}(t), D^{\sigma - 1}\omega_{2}(t))|}{t^{\sigma - 1}} dt
\]
\[
\leq C \int_{0}^{x} \frac{g(|\omega_{1}(t) - \omega_{2}(t)|^{p} + |D^{\sigma - 1}\omega_{1}(t) - D^{\sigma - 1}\omega_{2}(t)|^{p})^{1/p}}{t^{\sigma - 1}} dt
\]
\[
\leq C \left( \int_{0}^{x} \left( \frac{1}{t^{\sigma - 1}} \right)^{q} dt \right)^{1/q} \left( \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt \right)^{1/p}
\]
\[
\leq C \left[ \frac{1}{(1 + (1 - \sigma)q)} \right]^{1/q} x^{(1 + q(1 - \sigma))/q} \left( \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt \right)^{1/p}
\]
\[
\leq \frac{1}{2^{1/p}} \left( \int_{0}^{x} g(\Phi_{1}^{p}(t) + \Phi_{2}^{p}(t)) dt \right)^{1/p}.
\]
(38)
This leads to
\[ \Phi_p^2(x) \leq \frac{1}{2} \int_0^x g(\Phi_p^1(t) + \Phi_p^2(t)) \, dt. \] (39)

Now, set
\[ \Psi(x) := \max_{0 \leq t \leq x} \{ \Phi_p^1(x) + \Phi_p^2(x) \}, \]
and assume that \( \Psi(x) > 0 \) for \( x \in (0, T_0] \). We will show that it can not be possible under assumptions.

From the definition of \( \Psi(x) \) one easily conclude that for each \( x \in [0, T_0] \), it is \( \Phi_p^1(x) + \Phi_p^2(x) \leq \Psi(x) \) and there exists a \( x_1 \leq x \) so that \( \Psi(x) = \Phi_p^1(x_1) + \Phi_p^2(x_1) \). Then, from estimations (37)-(39) and from the fact that \( g \) is non-decreasing function
\[ \Psi(x) = \Phi_p^1(x_1) + \Phi_p^2(x_1) \leq \int_0^{x_1} g(\Phi_p^1(t) + \Phi_p^2(t)) \, dt \leq \int_0^x g(\Psi(t)) \, dt := \Psi_*(x) \] (40)
is then obtained. It can be seen that \( \Psi(x) \leq \Psi_*(x) \). Moreover, we have
\[ \frac{d}{dx} \Psi_*(x) = g(\Psi(x)) \leq g(\Psi_*(x)) \]
for all \( x \in [0, T_0] \). From this fact, for sufficiently small \( \delta > 0 \), we have
\[ \int_\delta^{T_0} \frac{\Psi_*(x)'}{g(\Psi_*(x))} \, dx \leq T_0 - \delta. \]

Furthermore, by changing variables \( u = \Psi_*(x) \) in the above integral and by using the continuity of \( \Psi_*(x) \) and \( \Psi_*(0) = 0 \), we have
\[ \int_{\epsilon}^{\gamma} \frac{du}{g(u)} \leq T_0 - \delta. \]
for sufficiently small \( \epsilon > 0 \) with \( \epsilon = \Psi_*(\delta) \) and for \( \gamma = \Psi_*(T_0) \). However, this contradicts with the assumption on \( g \) given in (35). Consequently, \( \Psi(x) = 0 \) for \( x \in [0, T_0] \), i.e. \( \omega_1(x) = \omega_2(x) \).

**Remark.** It must be pointed out that, as noted in Theorem 1.4.3 in [1], the condition that function \( g(u) \) is non-decreasing can be dropped.

4. Conclusions

In this research, we gave some sufficient conditions for existence and uniqueness of a problem involving a nonlinear differential equations in the sense of R-L derivative when the right-hand side function has a discontinuity at zero. Considering the literature, these results can be generalized and improved. Besides, one can obtain another uniqueness results for this problem as well.
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