Artificial intelligence technologies to identify similar objects and formalization of inference rules
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Abstract. Analysis of data accumulated during the activities of the enterprise may be applied for creating novel business models and more efficient use of information resources. Specific requirements for analysis of data in socio-economic areas entail the need to develop or select the required tools and methods. This article considers identification of implicit knowledge on a complex of historical and operational data. The task statement and the methodology of solution are given. Data mining technologies are applied for identifying hidden common factors in data. Interpretation of the results, formalization of knowledge, formation of the knowledge base and use of the inference mechanism allow us to organize decision support. As an example, the task of personnel selection is considered. The choice of certain factors that are significant for each enterprise, which are the basis for the selection of personnel, will make it possible to spread the solution method for enterprises where strict requirements for information security are imposed. An analysis of decision-making support research in this area, is conducted with the use of artificial intelligence technology. Neural network technologies for data analysis are proposed to be used by the authors.
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1. Introduction

Effectiveness of the enterprise depends on the quality of the decisions taken (including in the field of organization and information security) at the human resource management. Large amounts of information are accumulated during the company’s activities in this area. Therefore, we attempted to use this data to identify implicit knowledge and use it to support decision making.

Issues of decision making in the field of human resource management are considered by many Russian and foreign researchers: Azhmukhamelev A. I. [1], A. Buzuev [2], Dergacheva M. Yu. [4], Evstratova E. I. [3], Kuts Yu.I. [6], M.A. Navrotsky [4], Prokushin Ya.E [9], Protalinskiy O.M., Fedyaev O.P [10], Shagieva Yu.R. [11], Farrés Rocabert A. [12], Hamidah Juntan [13], Hossein Hakimpoor [14], M. Steven Walczak [16], Loo-See Beh [17], Hao G. [18], Raphael Olufemi [19], Stefan Strohmeier [20], Ernst Biesalski [22]. Analysis of research has revealed that the decision support for various staff management tasks using neural network technology.

Here we propose and implement a methodology for organizing decision support for the selection of staff based on an analysis of collected historical data (for example, when filling out a questionnaire) and operational data (personnel assessment) and its implementation. The proposed generalized methodology can be in the complex developed applications for filling out questionnaire questions and collecting data.
in the form of completed questionnaires and forming a knowledge base can be used for other tasks in the field of human management resource, and many other areas. Part of the steps of the methodology is carried out using the analytical platform Deductor.

2. State of the problem

Authors [1,2,6,9] address issues of mathematical models development of the staff selection problem and methods for solution in order to create software.

There are many researches on decision support using artificial intelligence techniques. So, the authors [4] presented the concept of organizing intelligent decision support in the field of staff management, based case reasoning and ontology. It allows increasing the effectiveness of decisions in this subject area. Fedaykina I.P. [10] addresses decision support issues with using fuzzy knowledge base.

Evstratova E.I. [3] considers the possibility of using artificial neural networks in order to simplify and improve the efficiency of staff management processes. It should be noted that neural network technologies are widely used for organizing decision support in the field of staff management.

Farrés Rocabert A. [12] describes a Matlab toolbox for career-oriented social network that allows recommending a candidate at the request of an employer for a specific task. Authors [13]. explore the possibility of using machine learning to solve staff problems, and Daniel Faggella consider machine learning to select new team members. Hossein Hakimpoor [14] describes the use of neural networks for business intelligence in general. Steven Walczak [16] proposes to ensure an increase in the efficiency of the manager’s work and, in some cases, management actions using the neural network apparatus.

Loo-See Beh et al. [17] propose the use of hybrid intelligent methods. Example methods of this kind are machine learning and knowledge-based approach for extracting new knowledge. Hao G.[18] describes neural network model for solving typical task of staff planning — the task of drawing up a list of airport ground staff.

Author [19] describes the system that collects data from candidates via web-interface and compares them with the relevant posts. The basis is neural network web model of human resource management system.

Stefan Strohmeier [20] offers the potential of artificial intelligence in human resource management for using in six selected scenarios (prediction of turnover with artificial neural networks, search of candidates with intelligent search engines, staff rostering with genetic algorithms, analysis of personnel tonality with text mining, resume data collection with information extraction and self-service of employees with interactive voice response). Robert Charlier [21] uses artificial intelligence technology to speed up the search for talent.

Ernst Biesalski [22] notes possibility of using knowledge-based technologies to support decision-making in staff management.

The issues of decision support in staff management are discussed in this article. The proposed method allows implementing a number of tasks (functions), in particular, staff selection functions.

The authors of this article have experience in conducting research using artificial intelligence technologies [2, 12-13], in particular, using neural network technologies and technologies based on knowledge.

The general formulation of the task of processing large-scale data and identifying unobvious, but useful knowledge to use in decision-making will be formulated below. The range of tasks for which such an approach is characteristic, and this method of solution are much wider than it presented in the article

3. Identifying non-obvious knowledge: task statement and methodology

The general task of identifying non-obvious knowledge based on data is as follows. There are historical and current data. It is necessary to reveal knowledge based on these data that can be interpreted and used to support decisions in staff management. A feature of the statement is the separation of data into
historical and current (operational). The mathematical formulation of the problem can be stated as follows:

Given $X = \{x_1, x_2, \ldots, x_l, x_{l+1}, \ldots, x_n\}$ - historical data with $i = 1, \ldots, l$ and current data with $i = l + 1, \ldots, n$.

Find: $F: X \rightarrow Z$, function that maps data to knowledge.

The method for solving the problem (Fig. 1) includes the following stages: data collection, accumulation and preliminary processing (for example, transformation of non-numeric data into nominal data); checking the correctness of data sets and their cleaning (for example, based on filtering (allows working with data that meets specified conditions), evaluating data quality (filling in missing data, editing anomalous values, etc.); conducting data mining; interpretation of results (for example, clustering carried out at the previous stage, analysis of objects of one cluster and interpretation of results taking into account subject semantics), formalization of knowledge and formation of a knowledge base (choice of knowledge representation model and formation of a knowledge base), organization of support for management decisions based on the identified knowledge (application of inference engine, an adequate knowledge representation model).

Regarding data mining, among the methods for identifying and analyzing knowledge, we can distinguish predictive methods (classification, regression, time sequence prediction (series)) and descriptive (to describe patterns in data) clustering, association, sequence.

Here we will rely on descriptive methods. Neural networks can be used as tools and methods for analysis.

4. Solution for staff selection

To solve the task of staff selection, the following steps are implemented.

Stage 1. Description of the collection, accumulation of data and preliminary processing. It is assumed that for this task historical data (collected earlier in the selection of applicants), and operational data (as an assessment of the “active” staff), are used.

The stage is implemented using an application developed in framework of the research.

During the selection process information about the applicant was collected: age, education (secondary, secondary vocational, higher, humanitarian, technical, name of the university, specialized or non-core education), additional education, retraining, obtaining additional skills (advanced computer use, knowledge of a foreign language, driving skills and driving license), work experience (work experience in a similar position, work experience in a managerial position, length of service, terms of work one place, reasons for dismissal), level of wages, marital status and children, bad habits, reasons for choosing a company, etc.

Professional testing has revealed some information about the level of communication, ability to work in a team, ability to work on a computer at the level of an advanced user. All information is stored in the database.
For staff assessment the “360 degrees” method was used. The assessment is conducted according to the list of competencies presented to the position of applicant. The method can be adapted for other company positions.

E.g. the requirements for the seller-consultant are the following: customer-oriented (ability in its activity to proceed from the needs of the client; in the process of concluding a transaction shows what this proposal is beneficial for the client), knowledge of the whole range of equipment sold and its technical characteristics, ability to demonstrate the operation of equipment; ability to work on a computer (software product 1C: Enterprise 8), teamwork (ability to listen; ability to persuade; influence colleagues; ability to transmit information without loss; ability cooperate; cooperate; constructively overcome differences; use the potential of the group and achieve collective results; focus on team achievement of a common goal); communication skills (conflict-free, communication skills, diplomacy, ability to express thoughts verbally and in writing), etc.

When using the scoring method, it should be noted that the staff assessment is carried out by those who indirectly or directly interact with applicants. The “grouping system” is based on the fact that in each applicant gains one or another number of points. Depending on this number each employee can be assigned to one of the groups. Comprehensive assessment is used as an output for clustering. The higher the assessment, the more the employee meets the criteria.

After the data for analysis has been collected, they are pre-processed, in particular, non-numeric data is replaced with nominal data.

Stage 2. Checking the correctness of data sets and their cleaning. Verification is carried out using the analytical platform Deductor. The presence of special nodes allows for cleaning. In particular, filtering was carried out, which allows selecting the most important data and improving the quality of analysis. The data quality assessment allowed filling in the missing data, editing anomalous values. The factor analysis allows reducing the data dimension.

One of the methods of factor analysis is the principal component method, which is based on determining the minimum number of factors that make the greatest contribution to data variance.

The general model of factor analysis is: \( X_j = \sum_{i=1}^{m} b_{ij} * F_i + \sum_{i=k+1}^{m} b_{ij} * U_i + e_j, i = 1..m, k < m; \)

where \( X_j \) are original variables in space of \( m \) measurements; \( F_i \) are common factors in \( k \) measurements; \( U_i \) are specific factors in the space of \( m - k \) measurements; \( b_{ij} \) are factor loads; \( e_j \) are random errors.

The principal component model is: \( X_j = \sum_{i=1}^{m} a_{ij} * Z_i; i = 1..m; j = 1..m, \)

where \( X_j \) are original variables; \( Z_i \) are principal components; \( a_{ij} \) are transition factors from a system of variables \( X \) to the system of components \( Z \), constituting the matrix of eigenvectors \( A \), which is a solution of the matrix equation: \( R * A = \lambda * A \), where \( R \) – a correlation matrix between the original variables; \( \lambda \) – matrix eigenvalue vector \( R \).

Moreover, since the matrix \( A \) is orthogonal, its inverse matrix is equal to the transpose: \( A^{-1} = A^t \).

Therefore, the matrix equation can be rewritten as: \( R = \lambda * A * A^t \) or \( R = B * B^t \), where \( B \) is the factor load matrix.

Estimates of factor loads are the values \( l_{ij} = a_{ij} * \sqrt{\sum_{i} Z_i} \), and estimates of specific factors are given by equalities: \( e_i = \sum_{i=k+1}^{m} a_{ij} * Z_i. \)

Thus, an estimate of the factor model is obtained: \( X_j = \sum_{i=1}^{k} l_{ij} * Z_i + e_j, j = 1..m. \)

Stage 3. Conducting data mining. To identify implicit knowledge, clustering, with Kohonen self-organizing maps is used. To solve the clustering task, it is necessary to divide into clusters applicants with similar characteristics.

The set of applicants \( X \) is given, from which the training sample \( X^m = \{x_1, x_2, ..., x_m\} \subset X \) is selected, as the initial information for the considered task. The output is represented by a set of clusters \( Y = \{y_1, y_2, ..., y_l\} \), including objects with similar characteristics and estimates. The function of the distance between objects \( \rho(x, x') \) is given. It is required to split the learning sample into clusters based on the similarity of features of objects for one cluster and the difference of features of objects of
different clusters. Moreover, each object \( x_i \in X^m \) is assigned a cluster number \( y_j \). Further, each object under consideration belongs to one of the classes.

To solve such tasks, a number of algorithms and methods have been developed, in particular, on the basis of artificial intelligence technologies: K-means fuzzy clustering method, Kohonen's genetic algorithm and neural network.

The solution of the problem with the help of Kohonen's self-learning network is based on the fact that the neural network, focusing on the structure of the input vectors supplied, relates the object to a specific class.

The number of neurons in input and output layers, the learning rate and the stopping criterion are determined in the process of Kohonen network development. The number of layers is two; the number of neurons in the second layer is determined by dimension of feature vector; the number of neurons in output layer is determined by the number of classes; the learning rate is 0.3; stop criterion is error less than 0.05.

The neurons in the output layer compete with each other in the process of inputting features of an object for the right to be a “winner” whose incoming weights \( \omega \) are closest to the input image. The relation \( |\omega_j - x| \leq |\omega - x| \) is for all \( j \) for the winning cell \( j' \). The winner has the right to regulate their weight.

The Kohonen network learning algorithm is defined by the following steps.

Step 1. Initiate the weight, set the parameters of neighborhood function and learning speed.

Step 2. If the stop condition is not satisfied, go to steps 3-9.

Step 3. Perform steps 4-6 for each input vector \( x \).

Step 4. Calculate \( D(j) = \sum_i (\omega_{ij} - x_i)^2 \) for each \( j \), where \( \omega_{ij} \) – synaptic weights between neurons \( i \) and \( j \).

Step 5. Find an index \( j' \) such that \( D(j') = \min \).

Step 6. Calculate for all cells \( j \) within a certain neighborhood from \( j' \), find for all \( i \) \( \omega_{ij}(new) = \omega_{ij}(old) + \eta \Lambda(j,j') [x_i - \omega_{ij}(old)] \), where \( \omega_{ij}(new) \) and \( \omega_{ij}(old) \) – new and old weights, \( \eta \) – learning speed, \( \Lambda(j,j') \) – neighborhood function.

Step 7. Change the learning speed.

Step 8. Reduce the radius of the neighborhood function.

Step 9. Check the stop condition (reduce the learning speed to zero).

Kohonen's self-organizing map, as one of the varieties of neural networks, is used for clustering. The analytical platform Deductor is used for implementation. The algorithm determines the location of clusters in a multidimensional feature space, and the construction of a map of Kohonen allows to display multidimensional space in more convenient two-dimensional space for visualization.

The clustering scenario is ensured by the following steps:

- importing source data from a file and specifying input columns;
- settings of dividing method for the original data set into train (95% of sample) and test (5% of sample);
- settings of the map parameters (the number of cells along axes \( X = 16 \) and \( Y = 12 \), the shape of cells - hexagonal);
- setting of the training parameters (speed at the beginning of training – 0.3 and at the end - 0.005; radius at the beginning of training - 4 and at the end - 0.1; neighborhood function is step; a fixed number of clusters — 4) and the learning stops (authors consider an example recognized if the error is less than 0.05);
- implementation of the learning process (the number of recognized examples and the current error values are determined);
- settings of mapping for Kohonen network.

Kohonen maps (Fig. 2) allow to demonstrate visually the obtained results.
Stage 4. Interpretation of results, formalization of knowledge and formation of a knowledge base.

Interpretation of the results is made with the participation of an expert and taking into account the subject area. It allows us to reveal new knowledge. Knowledge formalization as a way of representing the knowledge of subject area using sign systems with the participation of a knowledge engineer, allows deciding that the identified knowledge can be represented by production rules.

Let’s consider the cluster with the highest employee scores. This cluster is characterized by the presence of family and children; age from 25 to 43 (the absence of older staff in the position, more than 43); the presence of technical education (better higher education); the presence of additional education or additional knowledge (for example, increasing knowledge in the field of information security); length of experience at the previous job from 25 to 50 months (in positions different from the considered); the number of jobs over the past 2 years is no more than one; the reason for leaving a previous job is the lack of professional growth or low wages; high level of stress resistance; having the ability to learn; the true answer to the question about the presence of friends in the company at the time of arrival, etc.

All clusters are described in the same way. Results allow us to formulate the production rules. As part of the study, an application was developed to form a knowledge base and recommendations for decision-making.

The main operations of the developed software solution are discovery, creation, editing and saving of the knowledge base.

Inference engine allows us to receive the appropriate recommendations.

The quality evaluation of the applicant’s selection is made using the formula: \[ S = \frac{K}{L} \times 100\% \], where \( K \) is the number of correctly recommended, \( L \) is the total number of applicants.

100 employees who have worked in the organization for more than a year, and information about which was not included in the initial sample for factor and cluster analysis, were selected to assess the correct functioning of the software solution developed using the proposed approach.

Thus, the following information were used: information from the questionnaires, additionally collected data in the selection process, data collected in the process of evaluating their activities. Also, production rules from the knowledge base. As a result, for 96 employees out of 100, the software solution gave the correct recommendation.

The rules of logical inference are based on the interpretation of Kohonen maps obtained during the clustering process.

5. Conclusion
Research analysis by foreign and Russian authors have shown that neural network technologies demonstrate good results in solving personnel management problems. A number of publications devoted, among other things, to the identification of implicit knowledge for decision support in this area. As a rule, operational knowledge is used in these cases.

We propose the common method for identifying implicit knowledge and organizing decision support on the example of personnel selection using both operational knowledge and historical knowledge. The neural network technologies are used, in particular, Kohonen maps of analytical platform Deductor to identify non-obvious knowledge through clustering.
The data collected about candidates in the process of their selection is used as initial data for clustering, including personal data, and evaluation data in real-time of those candidates who have been selected.

The results of clustering allow us to reveal implicit knowledge based on the similarity of characteristics (features) of those workers, who in the process of their professional activities can be assessed as effective or not.

Interpretation of the results of cluster analysis with the participation of an expert and a knowledge engineer allows us to formulate production rules.

The performed experiments using the developed software solutions for formation of the knowledge base and its use showed a good result in 96% of cases. Validation of the decision made it possible to confirm the possibility of using the proposed approach for new applicants.
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