The difficulty of beating the Taxman

Atli Fannar Franklín, The University of Iceland
Robert K. Moniot, Fordham University

November 2, 2022

Introduction

Taxman was invented around the year 1970 by Diane Resek of San Francisco State University while she worked at the Lawrence Hall of Science in Berkeley [11]. It was made as a teaching tool, providing a more engaging method of practising arithmetic. The game soon became popular with teachers of computer science as a programming exercise, since it is fairly easy but not trivial to implement, and provides a gentle introduction to important algorithm design principles [2]. The game is sometimes referred to as Number Shark or Zahlenhai.

The Taxman game is an adversarial game played against the titular Taxman. The Taxman’s moves are fully deterministic, so it is a one person game. The game starts with all the positive integers from 1 to some maximum N in play. The player’s moves consist of choosing a number in play and adding it to their score, removing it from play after. The Taxman then takes all its divisors and adds them to their own score, the tax. The player is not allowed to take a number that results in no tax. Then at the end the Taxman gets any remaining numbers. The victor is the one with the greater score.

The game has been studied to find optimal sequences of picks [3, 6]. The optimal scores as a function of pot size form a sequence that is listed on the Online Encyclopedia of Integer Sequences (OEIS) [9], sequence A019312. Since finding optimal play appears likely to be NP-hard, efforts have been made to find heuristic strategies that do well in practice [7, 12]. The existence of winning strategies has been proven, albeit up to now only for values of N larger than some undetermined and quite large value [5, 10]. These efforts approached the problem from a number theory perspective. The present work introduces a graph theoretic view that leads to a more tractable formulation.

In this paper we present an equivalence between valid sequences of moves in the Taxman game and certain graph theoretic constraints. This is then used to show that a generalized version of Taxman is NP-hard. After this we present a heuristic method that provides a winning move sequence for the original Taxman game for all N > 3 in O(N \log(N)) time. Lastly we present two algorithms that
produce good lower and upper bounds on the optimal score, both running in $O(N^2 \log(N))$.

**Generalizing the Taxman**

Before defining a more general notion of taxman we will need to define partially ordered sets.

**Definition 1.** A strict partial order is a set $P$ along with a relation $<$ satisfying the following three properties.

- No $p \in P$ satisfies $p < p$ (irreflexivity).
- If $a, b, c \in P$, $a < b$ and $b < c$ then $a < c$ (transitivity).
- If $a, b \in P$ and $a < b$ then $b < a$ does not hold (asymmetry).

For such a poset we will let $q \leq p$ denote the fact that $q < p$ or $q = p$.

To simplify notation going forward we will also define some additional notation before moving on.

**Definition 2.** Let $(P, <)$ be a strict partial order. For $p, q \in P$ we say that $p$ covers $q$, denoted $q \lessdot p$, if $q < p$ and there exists no $x \in P$ such that $q < x < p$.

With this in mind we can give the following definition of the generalized taxman game.

**Definition 3.** Let us have some finite strict partial order $(P, <)$ and a weight function $w : P \to \mathbb{R}$. We define the generalized taxman game on $(P, <, w)$ as follows. We start with all the elements of $P$ in play. In each move we may pick an item $p \in P$ if some $q \in P$ such that $q < p$ is still left. Then we gain $w(p)$ points, remove $p$ and the taxman removes all $a \in P$ such that $a < p$. Once we run out of valid picks the taxman claims the rest.

We see that by picking $P = \{1, 2, \ldots, n\}, <$ as the strict divisibility relation and $w$ as the identity function we recover the original game. However, while we can define the taxman game on a general poset, our equivalence will consider a specific kind of poset. Let us thus give one last definition before moving on.

**Definition 4.** A graded poset is a poset $(P, <)$ equipped with a rank function $\rho : P \to \mathbb{N}$ satisfying the two following conditions:

- If $p, q \in P$ and $q < p$ then $\rho(q) < \rho(p)$.
- If $p, q \in P$ and $q \lessdot p$ then $\rho(q) + 1 = \rho(p)$.

We note that the original taxman game is played on a ranked poset. In that case
we can simply rank the numbers 1, 2, \ldots, n by their number of prime factors, counted with multiplicity.

**An equivalent problem**

Before stating the theorem, we give one final definition.

**Definition 5.** Let us have some graph $G$ where the vertex set of $G$ is a finite graded poset $(P, <, \rho)$. A matching on $G$ is a subset of the edges of $G$ such that no two edges share any endpoints. A cycle is called alternating if exactly every other edge in the cycle is in the matching. Lastly we will call such a cycle flat if the vertices in the cycle all have rank $n$ or $n + 1$ for some number $n$.

The fact that allows us to relate this form of taxman to a NP-complete problem is the following result.

**Theorem 1.** Consider the generalized taxman game on $(P, <, \rho, w)$ where $P$ is a finite graded poset. Construct a graph $G$ with vertex set $P$ and an edge between $x$ and $y$ iff $x \preceq y$ or $y \preceq x$. For an edge where $x \prec y$ we put the weight $w(y)$ on the edge. We note that this is well defined since $x \preceq y$ and $y \preceq x$ can not hold simultaneously. Then the optimal sequence of plays in the generalized taxman game corresponds to a maximum weight matching on $G$ that does not contain any flat alternating cycles.

**Proof.** We will prove this by demonstrating a bijection between flat-alternating-cycle-free matchings on $G$ and move sequences in the taxman game such that the weight of the matching is equal to the score for the move sequence. Thus if this holds, maximizing one means maximizing the other.

We start with the direction of showing that a move sequence for the taxman game will give us an flat-alternating-cycle-free matching on $G$. Suppose we have some optimal sequence of plays $p_1, \ldots, p_n$ where $p_i$ denotes the value removed in the $i$-th move. Then by the definition of the taxman game some smaller value or values are removed in each of those moves. Let $q_i$ then be the largest value the taxman gets in the $i$-th move, then $q_i < p_i$. Suppose then $q_i < p_i$ does not hold for some $i$. Then there must exist an $x$ such that $q_i < x < p_i$. But that means $x$ has been removed at some point. If we chose $x$ at some point $q_i$ wouldn't be an option as well. But if we removed some element $y$ such that $x < y$ then we must have $q_i < x$, so it would have been removed in that case as well. Thus we get a contradiction so $q_i < p_i$. Thus all of our pairs $(q_i, p_i)$ correspond to edges in our graph $G$. Furthermore our score for choosing the $p_i$ correspond exactly to the weights of the edges. Lastly we must show this is an alternating cycle free matching.

We start by showing it is a matching, which means the $p_i$ and $q_i$ are all pairwise
distinct. The \( p_i \) are internally pairwise distinct as per their definition. We can’t have \( q_i = q_j \) for \( i \neq j \) either since \( q_i \) is removed in the \( i \)-th move but \( q_j \) is removed in the \( j \)-th move and \( i \neq j \). For the same reason we can’t have \( p_i = q_j \) either for \( i \neq j \). Thus this is a matching, so let us show it is flat-alternating-cycle-free next. Suppose we have some flat alternating cycle \( x_1, x_2, \ldots, x_2n \). Let \( n \) be such that all the \( x_i \) are of rank \( n \) or \( n + 1 \). We can shift the indices of the cycles as we like, so WLOG \( x_1 \) is of rank \( n \). Similarly we can reverse the cycle as we like so WLOG there is an edge from \( x_1 \) to \( x_2 \). Since the poset is graded, we can’t have \( x_i \) and \( x_{i+1} \) of the same rank. Thus \( x_2 \) is of rank \( n + 1 \), \( x_3 \) is of rank \( n \) and so on. Then we have \( x_{2i-1} < x_{2i} \) for \( i = 1, \ldots, n \). Thus the odd indexed values have a lower rank than the even indexed ones. But since this is a cycle in the original graph there must be an edge between \( x_{2i} \) and \( x_{2i+1} \) as well. Thus the rank tells us that we must have \( x_{2i+1} < x_{2i} \). There are \( n \) edges in this cycle that are a part of our matching, so our moveset allows us to obtain \( n \) of these values. But \( x_{2i-1} < x_{2i} \) and \( x_{2i+1} < x_{2i} \) so as soon as we make one of the moves, there will be less values left of the lower rank. Thus this could not have been a valid move sequence, giving us our desired contradiction. This completes the first direction of our proof.

Now we show the reverse direction. Let us have some flat-alternating-cycle-free matching on \( G \). Let us denote the pairs of vertices in our matching with \( (x_1, y_1), \ldots, (x_n, y_n) \) such that \( x_i < y_i \). We will now show that we can always pick some \( y_i \) without invalidating any of the other \( y_j \) as legal moves. This means finding a \( y_i \) such neither \( x_j < y_i \) nor \( y_j < y_i \) holds for any \( j \neq i \). We note that if \( y_i > y_j \) then since \( y_j > x_j \) we get \( y_i > x_j \) by transitivity. Thus it suffices to show that \( y_i > x_j \) does not hold.

Thus we now consider a procedure where we start by picking a pair \( (x_i, y_i) \) arbitrarily. If it satisfies our desired condition, then we are done. If not, there is some \( (x_j, y_j) \) such that \( x_j < y_i \). In this case we pick \( (x_j, y_j) \) instead. Since our poset is finite we can repeat this procedure until one of two things happens. In the first case we find a pair satisfying our condition, in which case we are done. Otherwise we must at some point encounter a pair we’ve encountered before. Let us prove the second case can not occur by contradiction. Assume then we have a sequence of pairs \( (x_{i_1}, y_{i_1}), \ldots, (x_{i_m}, y_{i_m}) \) such that \( x_{i_1} < y_{i_2}, x_{i_2} < y_{i_3} \) and so on in addition to \( x_{i_m} < y_{i_1} \). Then \( \rho(y_{i_1}) = \rho(x_{i_1}) + 1 \) and \( \rho(x_{i_1}) < \rho(y_{i_1+1}) \). Combining these we get \( \rho(y_{i_1}) \leq \rho(y_{i_1+1}) \). But this holds cyclically, so going around the entire cycle the values are squeezed together. Thus all the \( y_{i_j} \) have the same rank and all the \( x_i \) have the same rank, one lower than that of the \( y_{i_j} \). Thus no value can fit in between \( x_{i_j} \) and \( y_{i_{j+1}} \), so we get \( x_{i_j} < y_{i_{j+1}} \). But now this is a cycle in the original graph with exactly every other edge in the matching. And furthermore the vertices are contained in two adjacent ranks, so it is flat. This contradicts the fact that our matching is flat-alternating-cycle-free, so this can not occur.

**Theorem 2.** Solving the generalized taxman game optimally is NP-hard. More
specifically it is NP-hard for the case when the weight function is the constant function $1$.

**Proof.** Let us show that the poset for the generalized taxman game can be chosen such that the graph $G$ becomes any bipartite graph. Let us then have some bipartite graph with halves $A, B$. Let us consider the edges of this graph to be oriented from $A$ to $B$. We let our poset be $P = A \cup B$, defining $q < p$ if there is an edge from $p$ to $q$. We let the rank function take the value $0$ on $B$ and value $1$ on $A$. Going through the definitions above we quickly see that this will be a valid ranked finite poset. Clearly this will also produce exactly our desired graph in the theorem above. Furthermore any alternating cycle in this graph will be contained in two ranks. We also restrict ourselves to the unit weight function, so the maximum weight matching is simply the maximum cardinality matching. Thus we see that a polynomial time solution to the generalized taxman game would give a polynomial time solution to finding the maximum cardinality alternating cycle free matching in an arbitrary bipartite graph. By [8] this is an NP-complete problem. $\Box$

**A winning strategy for the original Taxman game**

We now present an efficient algorithm for solving the Taxman problem that is non-optimal but capable of winning the game for all $N > 3$. We start by constructing some sets of pairs from the values $1$ to $N$. Let us define

$$S_p = \{(x, px) | x \in \mathbb{N}, px \leq N\}$$

Our algorithm runs through every prime $p \leq N$ in descending order. For each such prime $p$ it runs through the pairs in $S_p$ in descending order and picks every pair that does not share any endpoints with earlier picks. These chosen pairs will then form the matching corresponding to the solution. Thus we need to prove that this forms a matching and does not contain any flat alternating cycles.

**Theorem 3.** Our given algorithm produces a flat alternating cycle-free matching.

**Proof.** To show that this is a matching, we only have to show that no two pairs in $S_p$ have any endpoints in common. But this is clear from the definition of the algorithm. Thus we only have to show that it contains no flat alternating cycles. Suppose we have some flat alternating cycle $x_1, y_1, x_2, y_2, \ldots, x_r, y_r$. Without loss of generality we can choose the naming such that $(x_i, y_i)$ are the pairs in our matching and $(y_i, x_{i+1})$ are the ones not in the matching, indices considered modulo $r$. Furthermore we can choose the names such that $y_i > x_i$. As we walk through these numbers in order we only change one prime factor in each step. Let $p$ be the largest such prime factor that occurs in the cycle. Suppose then $i$ is such that $y_i = px_i$. Then we need to remove that factor of $p$ at some point to end up where we started. Thus for some $j$ we have $y_j = px_{j+1}$, so since $x_j \neq x_{j+1}$ we have $y_j \neq px_j$ but $(x_j, y_j)$ is in the matching. Since $p$ was the
largest such prime factor in the cycle, we must have some prime \( q < p \) such that \( y_j = qx_j \). Similarly there is some prime \( r < p \) such that \( y_{j+1} = rx_{j+1} \). Thus at the point in the algorithm when we considered \( S_q \) both \( x_j \) and \( y_j \) were free to be taken. Similarly we have that \( x_{j+1}, y_{j+1} \) were free when we considered \( S_r \). But this means they would also have been free to be taken when we considered \( S_p \) since \( p > q, r \). But if this were the case \((x_{j+1}, y_j)\) would have been in the matching which gives us a contradiction. Thus there are no flat alternating cycles.

Thus this algorithm yields a set of numbers that can be put into an order corresponding to a valid Taxman game. We address the problem of finding the ordering of the picks in Theorem 6 below. Since this matching is automatically free of flat alternating cycles, we will call it the “born-free” matching, and the resulting algorithm for playing Taxman we will call the born-free matching algorithm. We have not yet proved that it is a winning strategy, i.e., that it gets more than half of the sum of the integers in the pot for large enough \( N \). It will be easier to prove this for a modified algorithm that is the same as above except that for all \( N \), the only primes used are less than or equal to 5. Clearly the original algorithm does at least as well as this modified algorithm. We will call this modified algorithm the “born-free matching with \( p_{\text{max}} = 5 \)” algorithm, to distinguish it from the original one.

**Theorem 4.** For \( N \geq 847 \) the born-free matching with \( p_{\text{max}} = 5 \) algorithm will take more than half the pot.

**Proof.** We only need to bound it from below, so we can omit terms as desired. We start by bounding the sum obtained by the pairs in \( S_5 \). It will match every value in \( \lfloor N/25 \rfloor, N/5 \) to its multiple of 5. We can then use the bound \( N/d \geq \lfloor N/d \rfloor \geq (N - d + 1)/d \) to get

\[
\sum_{i = \lfloor N/25 \rfloor + 1}^{\lfloor N/5 \rfloor} 5i = 5 \left( \frac{N}{5} \right) \left( \frac{\lfloor N/5 \rfloor + 1}{2} \right) - 5 \left( \frac{N}{25} \right) \left( \frac{\lfloor N/25 \rfloor + 1}{2} \right) \geq \frac{12}{125}N^2 - \frac{2}{5}N - \frac{2}{5}
\]

Next we consider pairs from \( S_3 \). It will match every value in \( \lfloor N/5 \rfloor, N/3 \) to its multiple of 3 as long as it’s not a multiple of 5. The sum of all multiples of 3 in the interval is given by

\[
\sum_{i = \lfloor N/5 \rfloor + 1}^{\lfloor N/3 \rfloor} 3i
\]

We need to subtract the multiples of five from this. If \( i = 5j \) for some \( j \) then \( N/5 < i \leq N/3 \) translates to \( N/25 < j \leq N/15 \). Thus the subtracted sum becomes

\[
\sum_{j = \lfloor N/25 \rfloor + 1}^{\lfloor N/15 \rfloor} 15j
\]
Using the bound $N/d \geq \lfloor N/d \rfloor \geq (N - d + 1)/d$ again we can get that the difference between these two sums is at least

$$\frac{3}{2} \left( \frac{N - 3 + 1}{3} \right) - \frac{3}{2} \left( \frac{N}{5} + 1 \right) - \frac{15}{2} \left( \frac{N}{15} + 1 \right) + \frac{15}{2} \left( \frac{N - 25 + 1}{25} + 1 \right)$$

$$= \frac{32}{375} N^2 - \frac{466}{375} N - \frac{233}{375}$$

Lastly we consider $S_2$. Here every value in $\lfloor N/3, N/2 \rfloor$ is matched to its multiple of 2 so long as it’s neither a multiple of 3 nor 5. Using inclusion-exclusion along with the same bounds as before we can get the lower bound:

$$\frac{2}{27} N^2 - \frac{362}{135} N - \frac{181}{135}$$

In total we have shown that the matching achieves a ratio of

$$\frac{4724}{3375} N^2 - \frac{20188}{3375} N - \frac{15944}{3375}$$

$$N^2 + N$$

If we calculate out the derivative we can get that it is $\geq 0$ for positive $N$. Furthermore if we solve for when this ratio is equal to $1/2$ we get $N \approx 846.4$, so the ratio will be greater than $1/2$ for all $N \geq 847$.

The algorithm is simple enough, so using a computer all values below 847 can be checked using the unmodified algorithm. It only fails to win on 1, 3, 7 and 13 when checked against all $N < 847$. For $N = 1$ the game ends immediately and the Taxman wins. For $N = 3$ the optimal move is to take the 3, giving a tie. For all other values we can then win. For $N = 7$ we can take 7, 4, 6 and for $N = 13$ take 13, 9, 10, 8, 12. Thus we have proven:

**Theorem 5.** For all $N \notin \{1, 3\}$ the taxman game can be won.

This leaves only the issue of efficiently constructing the order the moves should be made in given the set from the algorithm above. Luckily this can be done efficiently.

**Theorem 6.** Given a flat alternating cycle-free matching for the standard taxman game, the order for the moves can be calculated in $O(N \log(N))$ time, assuming constant time integer operations.

**Proof.** We start by using the sieve of Eratosthenes to get the smallest prime factor of every number from 1 to $N$ in $O(N \log(\log(N)))$ time, storing the results. From this we can calculate the rank, that is to say number of prime factors counted with multiplicity, of every number from 1 to $N$ in $O(N)$ time. Thus we can partition our set of matched numbers by rank, creating a list for each rank and populating them in $O(N)$. We can then consider each rank independent
if we consider them in increasing order, since picking an item can only prevent
picks of lower rank in the future. For each rank we construct a bipartite graph
on the matched numbers of two consecutive ranks. We wish to place an edge
between two vertices if they differ only by a single prime factor. Take some
number of the higher rank, its smallest prime factor can be found repeatedly
and divided out to get all prime factors in $O(\log(N))$ using the sieve. Thus
testing those one at a time we can construct the graph in $O(\log(N))$ time per
vertex, for a total of $O(N \log(N))$ over all the graphs.

Suppose now that all the higher rank vertices in one of these graphs have degree
$\geq 2$. Then let us start at some vertex $v$. We can then repeatedly travel to a
vertex of lower rank that’s not in the matching since the degree is $\geq 2$ and the
matched edge only contributes 1 to the degree. We can then travel back up
the matched edge since we only include vertices that are part of our matching.
Since our graph is finite this must produce a cycle, a flat alternating cycle. But
by our assumption no such cycle exists. Thus there exists a vertex of higher
rank with degree exactly 1. Thus we maintain a queue of such vertices and
repeatedly delete the front element of that queue along with its matched vertex
from our bipartite graph. This reduces the degree of all the higher-rank vertices
connected to the deleted lower-rank vertex by 1. When the degree of a vertex
reaches 1, it is pushed onto the queue. Using appropriate data structures this
can be done in $O(\log(N))$ time per vertex, giving a total of $O(N \log(N))$. Our
order for this one rank is then simply the order in which we deleted the matches
from the graph. This thus produces an order in $O(N \log(N))$ time.

Lower and upper bound

Lastly we present two $O(N^2 \log(N))$ algorithms that give a lower and upper
bound respectively for the optimal score. While the born-free matching algo-
rithm does always manage to win, it doesn’t perform as well as many known
heuristic algorithms in practice. For larger $N$ it usually manages to obtain
about 56.89% of the pot, see figure 1.

The optimal score has been shown to be the maximum weight flat alternating
cycle-free matching on a particular graph. Thus we now get an upper bound
for free, since this score can’t ever exceed the unrestricted maximum weight
matching on the same graph. Using the algorithm in [4] this can be done in
$O(V(E + V \log(V)))$ time where $V$ is the number of vertices and $E$ is the num-
ber of edges, so this gives us an upper bound in $O(N^2 \log(N))$. This algorithm
is very hard to implement so the implementation used for this paper is based
on Edmond’s algorithm with the slower time complexity of $O(N^3)$ [13]. This
bound is very tight for the values of $N$ where the optimal score is known, see
figure 2. The values for the optimal score are taken from [3].

Lastly there is the lower bound. This is achieved through a heuristic algorithm
that starts with the maximum weight matching and tries to remove as little weight as possible to break all flat alternating cycles in the matching. Suppose we now orient each edge such that it goes from the lower rank to the upper, reversing the orientation for edges within our matching. This makes flat alternating cycles correspond to directed cycles in this new graph. Thus our problem of breaking all directed cycles is now a well known problem, the minimum feedback arc set problem. Using the heuristic algorithm in [1] this can be done in $O(VE)$ time, meaning the total time complexity is still $O(N^2 \log(N))$. A comparison of the output of this algorithm to optimal scores can be seen in figure 2.

![Figure 1: Performance of born-free matching algorithm.](image)
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