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Abstract We study minimum sets of singular plurisubharmonic functions and their relation to upper contact sets. In particular we develop an algorithm checking when a naturally parametrized curve is such a minimum set. The case of Koch curves is studied in detail. We also study the size of the set of upper non-contact points. We show that this set is always of Lebesgue measure zero thus answering an open problem in the viscosity approach to the complex Monge-Ampère equation. Finally, we prove that similarly to the case of convex functions, strictly plurisubharmonic lower tests yield existence of upper tests with a control on the opening.
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1 Introduction

Minimum sets of (strictly) plurisubharmonic functions appear naturally in several branches of complex analysis, such as El Mir’s theory of extension of closed positive currents or in the \( \overline{\partial} \)-Neumann theory (see [11] and the references therein). We would like to point out that they appear also in polynomial convexity (see [31]), where they are called totally real sets, and as the common boundary of two disjoint strongly pseudoconvex domains (see [29]).

¹ Department of Mathematics and Computer Science, Jagiellonian University, Kraków, Poland
is thus interesting to investigate their structure and potential theoretic properties. For $C^2$-smooth strictly plurisubharmonic functions this has been done by Harvey and Wells (see [16]). Their result states that such minimum sets are contained in $C^1$ totally real subvarieties. In [11] we investigated these sets under the weaker condition that the possibly singular plurisubharmonic function has strictly positive Monge-Ampère measure. In particular we showed that in this setting the Hausdorff dimension can be larger than in the case considered by Harvey and Wells. The set itself can also contain nontrivial analytic subvarieties.

In the current note we continue our study initiated in [11]. Our aim is twofold: first we provide more explicit examples of fractal minimum sets and develop an algorithm for producing these. The second goal is to use them in problems related to viscosity theory for the complex Monge-Ampère equation, providing thus yet another application of the theory.

In [11] we showed an example of a fractal Julia set which is of Hausdorff dimension strictly larger than one but is nevertheless a minimum set of a strictly subharmonic function. This raises a question how generic such examples are.

Even in the planar case, there are no known direct methods how to construct a strictly subharmonic function that obtains a minimum precisely on a given set, unless the Green function is explicitly known, which is rarely the case. Therefore we propose a rather involved procedure, summarized in Theorem 18, which can be applied in the case of fairly broad range of Jordan curves.

The procedure goes as follows:

- Obtain a natural parametrization of the set with strong control of constants. The parametrization being bi-Hölder with the Hölder exponent encoding the Hausdorff dimension;
- Such a parametrization forces the set to satisfy the Ahlfors three point condition with an estimate on the constant (and hence the set is a quasiconformal circle);
- Use this estimate to obtain Hölder continuity up to the boundary of the conformal map from the interior of the quasiconformal circle to the unit disk (e.g. pass from quasiconformality to conformality). The same can be done for the corresponding exteriors;
- Express the Green function by means of the conformal mapping, with control of the decay at the boundary;
- Having this, use the criterion from [11] to decide whether the set is a minimum set of a strictly subharmonic function and construct one.

Similar ideas were used in [14]. The aforementioned criterion is:

**Theorem 1 ([11])** Let $K \subset \mathbb{C}$ be a regular, compact, connected set, with empty interior and not disconnecting the plane, satisfying $LS(\alpha)$ (Łojasiewicz-Siciak condition) for some $\alpha < 2$. Then it is a minimum set of a global strictly subharmonic function. If the set disconnects the plane, being topologically a circle, then the strictly subharmonic function is not global but can be defined on $\mathbb{C}\{a\}$ where $a$ is a point in the bounded component of the complement of $K$.

If in turn for some point $w \in K$ one has $V_K(z) = O(|z-w|^{\alpha})$ for $\alpha > 2$, then $K$ cannot be a minimum set of any strictly subharmonic function.

The main problem when using Theorem 1 is how to check the Łojasiewicz-Siciak condition without knowing the Green function explicitly in advance. This is why one has to be very careful when performing estimates in our procedure.
In Theorem 1 we typically think of sets $K$ of fractal type or, for example, of Brownian trees or dendrites.

Next we provide such a natural bi-H"older parametrization of the family of Koch curves (Theorem 20). This improves the corresponding estimates from [26], using similar ideas. The Koch curves are among the best-known fractal curves, providing (counter)examples to many problems in measure theory and dynamics and therefore our parametrization may find further applications.

The second main theme in the note are the upper contact sets that appear in viscosity theory. Recall that these are the points $x_0$ where a fixed plurisubharmonic function $u$ admits a $C^2$ differential test from above i.e. a local $C^2$ smooth function $q$ such that $q(x) \geq u(x)$ with equality at $x_0$.

The viscosity method was introduced in [10] to deal with Hamilton-Jacobi equations and initial developments focused on first-order equations. Soon it was realized that the methods apply also to second-order nonlinear PDE’s, but still only in the real setting. Recently there has been much interest in applying these techniques in the complex setting (see [13]).

The viscosity theory intuitively boils down to exchanging the possibly singular function $u$ by its smooth majorant thus working with genuinely smooth objects. The price to pay is that at points where $u$ does not admit differential tests (the non-contact set) one has no control. It is thus desirable to prove that the non-contact set is small.

It is easy to see (see [35]) that the contact set is always dense. The measure theoretic properties of the non-contact sets are substantially subtler. In fact, one of the open problems posed in [12] (Question 39 there), is to characterize the set $E$ on which a plurisubharmonic function allows differential tests from above. It is trivial to see that such a set can be non-(pluri)polar (consider the function $\max(|z|, 1)$- here the unit circle is the upper non-contact set). The measure theoretic properties of the upper non-contact sets are, however, largely unknown.

We prove that the upper non-contact set can have big Hausdorff dimension (Theorem 26, the examples being produced from Koch curves), yet its Lebesgue measure is always zero (Theorem 30). It remains an interesting problem to compute the maximal Hausdorff dimension that can occur among these sets.

Finally we investigate when an upper-differential test exist if no smoothness assumptions are posed. Below we recall an important fact in the real theory of the Monge-Ampère operator proven by Caffarelli ([7], see also [15], Lemma 6.2.1).
Theorem 2 Let $\Omega$ be a domain in $\mathbb{R}^n$ and $v$ be a convex function solving the real Monge-Ampère equation
\[ \det(D^2v) = f \geq 0 \]
in $\Omega$ with bounded right hand side $f$. Suppose also that for some $x_0 \in \Omega$ one has $v(x_0) = 0$ and there is a constant $\sigma > 0$, such that
\[ v(x) \geq \sigma ||x - x_0||^2, \]
for any $x \in \Omega$. Then there is a constant $\tau$ depending on $\sigma$, $n$ and the uniform bound of $f$, such that
\[ v(x) \leq \tau ||x - x_0||^2 \]
for any $x$ sufficiently close to $x_0$.

We wish to emphasize that this theorem has important implications in the study of the regularity of solutions to the real Monge-Ampère equation (see [7], [15]). In the complex setting a lot of the real tools are not available. In particular the Alexandrov maximum principle and the theory of sections (which are crucial in the proof) are missing. Nevertheless we prove the analog of this result in the complex setting (Theorem 31).

2 Preliminaries

2.1 Notions Related to Holomorphic Functions in the Plane

Definition 3 We say that a holomorphic function $f : \Omega \rightarrow \mathbb{C}$ on a bounded planar domain $\Omega$ is Hölder continuous up to the boundary with exponent $\alpha$ ($f \in \text{Lip}(\alpha)$) if it extends continuously to the boundary of $\Omega$, the extension being also denoted by $f$, and one can find a constant $C$ such that for any $z, w \in \overline{\Omega}$ it holds $|f(z) - f(w)| < C|z - w|^\alpha$. If $\Omega$ is unbounded but $\partial \Omega$ is compact, then the inequality is understood ”for $z$ and $w$ finite”, that is, for any bounded $U \supset \partial \Omega$ one can find a constant $C$ such that $|f(z) - f(w)| < C|z - w|^\alpha$, for any $z, w \in U \cap \overline{\Omega}$.

It is clear that if $f \in \text{Lip}(\alpha)$, then also $f \in \text{Lip}(\alpha')$, for $0 < \alpha' < \alpha$. It is therefore reasonable to look for the largest possible $\alpha$.

Definition 4 Let $\Gamma$ be a Jordan curve in the complex plane. It is said to satisfy the Ahlfors three point condition with constant $c \geq 1$ if there exist a $\delta > 0$, such that for any two points $z_1, z_3 \in \Gamma$, $|z_1 - z_3| \leq \delta$ and any point $z_2$ lying on the the arc joining $z_1$ and $z_3$ having smaller diameter (since one can not claim smaller length due to possible non-rectifiability) there holds
\[ |z_1 - z_2| + |z_2 - z_3| \leq c|z_1 - z_3|. \]

It is known (see e.g. [18], Theorem 6.7) that this property is equivalent to $\Gamma$ being an image of the unit circle by a quasiconformal mapping of the plane. The constant $c$ depends on $\delta$ and $c = c(\delta)$ is a non decreasing function. Clearly, if $\Gamma$ is a smooth curve then $\lim_{\delta \to 0^+} c(\delta) = 1$. On the other hand, the presence of a corner in $\Gamma$ implies that $c > 1$. As we will see later, also some non rectifiable curves satisfy the Ahlfors three point condition with some finite $c$. The Ahlfors three point condition for Jordan arcs is defined analogously.
Theorem 5 (Lesley [21]) Let $\Gamma$ be a Jordan curve in the complex plane, satisfying the Ahlfors three point condition with constant $c$. Then if $f$ and $f^*$ are the conformal maps from the unit disk onto the bounded domain bounded by $\Gamma$ (respectively from the complement of the unit disk onto the unbounded domain bounded by $\Gamma$) then the Carathéodory extensions of $f$, $f^*$, $f^{-1}$ and $(f^*)^{-1}$ are Hölder continuous up to the corresponding boundaries with the following Hölder exponents:

$$f, f^* \in Lip \left( \frac{2 \arcsin^2(c^{-1})}{\pi^2 - \pi \arcsin(c^{-1})} \right);$$

$$f^{-1}, (f^*)^{-1} \in Lip \left( \frac{\pi}{2\pi - 2 \arcsin(c^{-1})} \right).$$

Actually, Lesley proved Theorem 5 only for $f$ and $f^{-1}$ but the same argument applies to $f^*$ and $(f^*)^{-1}$ (compare [22]). The exponents above are not the exact maximal Hölder exponents for any curve, but are rather estimates. It is unknown whether the first exponent can be improved, whereas the second is sharp in the sense that it is attained as the exact maximal Hölder exponent for polygons.

Note, that by an earlier paper by Lesley ([20], see also [4] for a slightly more general result), under the above conditions on $\Gamma$, if $f \in Lip(\alpha)$ then $(f^*)^{-1} \in Lip\left(\frac{1}{2 - \alpha}\right)$, and if $f^* \in Lip(\beta)$ then $(f)^{-1} \in Lip\left(\frac{1}{2 - \beta}\right)$.

The following immediate corollary will be useful in our considerations:

Corollary 6 If $c \to 1^+$ for a family of curves, then both Hölder exponents converge to 1. In particular for $c$ sufficiently close to 1 all four mappings are in $Lip(1 - \varepsilon)$ for any preassigned $\varepsilon > 0$.

Remark 7 Analogous results with conditions on cross-ratios of quadruples of points was proved by Näkki and Palka [23]. We shall use Lesley’s theorem since the Ahlfors three point condition is easier to check.

Definition 8 Let $f : U \to \Omega$ be a homeomorphism between domains in the complex plane. The mapping $f$ is said to be $K$-quasiconformal for some $K \geq 1$ if for any $z \in U$

$$\limsup_{r \to 0^+} \max_{|h|=r} \frac{|f(z+h) - f(z)|}{\min_{|h|=r} |f(z+h) - f(z)|} \leq K.$$

Definition 9 A quasicircle or quasiconformal circle is the image of the unit circle under a $K$-quasiconformal mapping, for some $K \geq 1$.

2.2 Koch Curves

Following [26], we define:

Definition 10 For any $\theta \in (0, \frac{\pi}{3}]$, let $\Delta_0$ be the isosceles triangle with base angle $\theta$ and with vertices 0,1 and $\frac{1}{2} + i \frac{1}{2} \tan \theta$. The Koch curve of angle $\theta$ is

$$\Gamma_\theta := \bigcap_{n=0}^{\infty} \bigcup_{k=1}^{2^n} \Delta^n_k,$$
where $\Delta^n_k$ are defined inductively as one of the two triangles obtained from the predecessor $\Delta^{n-1}_{\lceil \frac{k}{2} \rceil}$ which are similar to it and the longest side $c^n_k$ of $\Delta^n_k$ is one of the lateral sides of $\Delta^{n-1}_{\lceil \frac{k}{2} \rceil}$.

Although we take the intersection of two dimensional objects, it can be proved that $\Gamma_\theta$ is a curve that is identical with the one obtained by the classical construction (usually the Koch curve is given as the limit of an approximating sequence of curves). Moreover, by construction, $\Gamma_\theta$ has no self-intersections (see also [9]) and hence it is a homeomorphic image of the closed interval $[0, 1]$.

An old result of Ponomarev ([26], see also [27] for a small correction) states that the Koch curves $\Gamma_\theta$ admit a bi-Hölder parametrization $[0, 1] \ni t \to \varphi(t) \in \Gamma_\theta$, with

$$A(\theta)|t_1 - t_2|^{\gamma} \leq |\varphi(t_1) - \varphi(t_2)| \leq B(\theta)|t_1 - t_2|^{\gamma},$$

where $\gamma = \gamma(\theta) = \frac{\log(2\cos\theta)}{\log 2}$ and

$$A(\theta) = \begin{cases} 
\frac{1}{4\cos^4(\theta)} & \text{if } 0 < \theta < \frac{\pi}{8}, \\
\frac{\sin(3\theta)}{8\cos^3(\theta)} & \text{if } \frac{\pi}{8} \leq \theta < \frac{\pi}{4},
\end{cases}$$

while $B(\theta) = 4$.

While sufficient for many practical purposes (see [26]) these bounds for the Hölder constants are not asymptotically optimal as $\theta \to 0^+$ and, as a result, they cannot be used to get realistic Łojasiewicz-Siciak exponents for the associated Koch curves.

It is well known (see [26]) that the Hausdorff dimension of $\Gamma_\theta$ is $\frac{\log 2}{\log(2\cos\theta)} = \frac{1}{\gamma}$. 
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By substituting the edges of a regular \( n \)-gon, centered at 0 and with side lengths equal to 1, with appropriately rotated and translated \( \Gamma_\theta \)'s (so that the endpoints coincide with the vertices of the edge) we end up with a Jordan curve which we denote by \( \Pi_\theta \). If \( n \) is big enough, the neighboring copies of \( \Gamma_\theta \) will meet up "at an angle" of angular measure close enough to \( \pi \), so that the Ahlfors three point constant of \( \Pi_\theta \) will be the same as for \( \Gamma_\theta \). Also the Hausdorff dimension of \( \Pi_\theta \) is the same as of \( \Gamma_\theta \).

### 2.3 Notions from Potential Theory

Denote by \( V_k^* \) the Siciak-Zahariuta extremal function (or Green function) with pole at infinity associated to the compact set \( K \subset \mathbb{C} \) (or more generally \( K \subset \mathbb{C}^n \)).

**Remark 11** If \( K \) is the closure of a Jordan domain in \( \mathbb{C} \), then it is known (see e.g. [33], Theorem I.17) that \( V_k^* = \log |(f^*)^{-1}| \), where \( f^* \) is the conformal mapping from the complement unit disk to the complement of the Jordan domain, fixing the point at infinity.

**Definition 12** A regular (in the sense of pluripotential theory) compact set \( K \) is said to satisfy the \( \text{Łojasiewicz-Siciak} \) condition of order \( \alpha \) (\( K \in \text{LS}(\alpha) \)) if \( V_K = V_k^* \) satisfies the inequality

\[
V_K(z) \geq C \text{dist}(z, K)^\alpha, \text{ if } \text{dist}(z, K) \leq 1
\]

for some positive constant \( C \) independent of the point \( z \). The distance is with respect to the usual Euclidean metric.

This time it is reasonable to look for the smallest possible \( \alpha > 0 \).

**Remark 13** If the set \( K \subset \mathbb{C} \) has simple geometry - it is connected, does not disconnect the plane and it is locally a smooth curve except for a finite set of points at which branching may occur, and if the finite number of curves at the branching points meet at angles \( \theta_1, \cdots, \theta_k \), then \( K \in \text{LS}(\alpha) \) with \( \alpha = \max\{1, (\min\{\frac{\theta_1}{\pi}, \cdots, \frac{\theta_k}{\pi}\})^{-1}\} \) (see [24]).

**Corollary 14** To use Theorem 1, all the angles at which curves meet have to be obtuse. In particular there should be no point at which more than three curves meet.

### 2.4 Viscosity Notions

**Definition 15** A function \( q \) defined on some neighborhood \( V \) of a point \( z \) is called a differential test from above at \( z \) for the upper-semicontinuous function \( \varphi \) defined on a domain \( \Omega \subset \mathbb{C}^n \), also containing \( z \), if \( q \in C^2(V) \), \( q \geq \varphi \) on \( V \cap \Omega \), and \( \varphi(z) - q(z) = \sup_{w \in V \cap \Omega} (\varphi(w) - q(w)) \).

Note that if \( q \in C^2(V) \), \( q \geq \varphi \) on \( V \cap \Omega \) and \( \{w \in \Omega \cap V | q(w) = \varphi(w)\} \ni z \) then \( q \) is a differential test from above for \( \varphi \) at \( z \).

**Definition 16** An upper-semicontinuous function \( \varphi \) on a domain \( \Omega \) is said to allow a differential test from above at \( z \in \Omega \) if there exists \( V \ni z \) such that the set of differential tests from above for \( \varphi \) at \( z \) is non-empty.
Clearly $\varphi$ allows a differential test from above at any point at which it is twice differentiable.

We refer the reader to the notes [35] for a good introduction to the viscosity theory from the complex analysis perspective.

3 Results

3.1 Jordan Curves in $\mathbb{C}$

The following easy proposition yields the right constant in Lesley’s theorem in the case of a bi-Hölder parametrization:

**Proposition 17** Suppose that a curve $\Gamma$ is parametrized by a parametrization $\varphi$ satisfying

$$A|t - s|^\gamma \leq |\varphi(t) - \varphi(s)| \leq B|t - s|^\gamma,$$

for some $\gamma \leq 1$. Then $\Gamma$ satisfies the Ahlfors condition with the constant $c = \frac{B^{2\gamma - 1}}{A}$.

**Proof** Fix any three points $z_1 = \varphi(t_1)$, $z_2 = \varphi(t_2)$, $z_3 = \varphi(t_3)$ on $\Gamma$ with $z_2$ in between $z_1$ and $z_3$ (i.e. $t_1 < t_2 < t_3$). Then

$$|z_1 - z_2| + |z_2 - z_3| = |\varphi(t_1) - \varphi(t_2)| + |\varphi(t_2) - \varphi(t_3)| \leq B(|t_1 - t_2|^\gamma + |t_2 - t_3|^\gamma) \leq 2B \left( \frac{|t_1 - t_2| + |t_2 - t_3|}{2} \right)^\gamma = 2^{1-\gamma}B|t_1 - t_3|^\gamma \leq \frac{2^{1-\gamma}B|\varphi(t_1) - \varphi(t_3)|}{A} = \frac{2^{1-\gamma}B}{A}|z_1 - z_3|.

**Theorem 18** Any Jordan curve that can be parametrized by a parametrization $\varphi$ such that

$$A|t - s|^\gamma \leq |\varphi(t) - \varphi(s)| \leq B|t - s|^\gamma,$$

for some $\gamma \leq 1$ is a minimum set of a strictly subharmonic function defined on $\mathbb{C} \setminus \{a\}$ for some $a$ in the bounded component of the complement of the curve, provided that:

$$\frac{2^{1-\gamma}B}{A} \leq \frac{1}{\sin \left( \frac{1}{8} \left( \sqrt{17} - 1 \right) \pi \right)} \approx 1.06237.

**Proof** Theorem 1 ensures that it is enough to prove that if $K$ is the closure of the bounded component of the complement of the curve, then $K \in LS(\alpha)$ for some $\alpha < 2$. This will be enough to obtain that the curve is one-sided minimum, in the unbounded component. A conformal transformation sending $a$ to the point at infinity shows that the same will hold inside the bounded component. One can use a quasiconformal reflection with respect to the curve as well, as in [11].

Now $K \in LS(\alpha)$, by Remark 11, is the same as log $|f^*(-1)(z)| \geq C|\text{dist}(z, K)|^\alpha$. By proposition 14 in [11], this reduces to $f^* \in Lip(\frac{1}{\alpha})$ up to the boundary. By Lesley’s theorem we have that $\alpha = \frac{\pi^2 - \pi \arcsin(e^{-1})}{2 \arcsin^2(e^{-1})}$. The function $f(c) = \frac{\pi^2 - \pi \arcsin(e^{-1})}{2 \arcsin^2(e^{-1})}$ is increasing for $c \geq 1$, and the solution to the equation $f(c) = 2$ is $c = \frac{\sin\left(\frac{1}{8} \left( \sqrt{17} - 1 \right) \pi \right)}{\sin\left(\frac{\pi}{18} \left( \sqrt{17} - 1 \right) \pi \right)}$. Finally Proposition 17 gives that $c = \frac{2^{1-\gamma}B}{A}$. Hence we get $\frac{\pi^2 - \pi \arcsin(e^{-1})}{2 \arcsin^2\left(\frac{A}{2^{1-\gamma}B}\right)} < 2$ if $A$, $B$ and $\gamma$ satisfy (1).
Remark 19 There are many instances where a bi-Hölder parametrization is known to exist. This is the case when $K$ is the invariant set of an iterated function system of contracting similarities (see [17]) or the boundary of some self-affine tiles (see [1]). In particular, besides Koch curves which are explicitly dealt with below, many other known fractals such as the boundary of the Rauzy fractal, the Gosper island, various dragon curves, enjoy this property. On the other hand every quasiconformal curve is a bi-Lipschitz image (thus not destroying the bi-Hölderness of the parametrization) of a member of a family of curves which are essentially slight generalizations of the Koch curve (see [28]). Of course a necessary condition is that the Hausdorff dimension is constant in any piece of the curve.

Below we prove that the parametrization studied by Ponomarev admits slightly better constants $A(\theta)$ and $B(\theta)$. It turns out that these are good enough for our purposes as long as $\theta$ is sufficiently small. Our proof is inspired by an argument from [5]:

Theorem 20 The natural parametrization $\varphi$ of the curve $\Gamma_\theta$ satisfies the two-sided condition:

$$A(\theta)|t_1 - t_2|^{\gamma} \leq |\varphi(t_1) - \varphi(t_2)| \leq B(\theta)|t_1 - t_2|^{\gamma},$$

(2)

where $\gamma = \gamma(\theta) = \frac{\log(\frac{2\cos\theta}{\cos\theta - 1})}{\log 2}$ and

$$A(\theta) = \begin{cases} \max\{\cos 2\theta \cos \theta - \frac{8\cos^3\theta \sin\theta}{2\cos\theta - 1}, \frac{1}{4\cos^2(\theta)}\} & \text{if } 0 < \theta < \frac{\pi}{8} \\ \frac{\sin(3\theta)}{8\cos^3(\theta)} & \text{if } \frac{\pi}{8} \leq \theta < \frac{\pi}{4} \end{cases}$$

(3)

$$B(\theta) = \frac{1}{\cos \theta} + \frac{8\cos^2\theta \sin\theta}{2\cos\theta - 1}.$$  

(4)

In particular $\lim_{\theta \to 0^+} A(\theta) = \lim_{\theta \to 0^+} B(\theta) = \lim_{\theta \to 0^+} \gamma(\theta) = 1$.

Remark 21 For small $\theta$, the value of $A(\theta)$ is $\cos 2\theta \cos \theta - \frac{8\cos^3\theta \sin\theta}{2\cos\theta - 1}$ which is a decreasing function of $\theta$. For $\theta > \theta_0 \approx 0.091$ the dominating term is $\frac{1}{4\cos^2(\theta)}$. Actually $\cos 2\theta \cos \theta - \frac{8\cos^3\theta \sin\theta}{2\cos\theta - 1} < 0$, for $\theta > \theta_1 \approx 0.121$.

Proof The values for $A(\theta)$, except $\cos 2\theta \cos \theta - \frac{8\cos^3\theta \sin\theta}{2\cos\theta - 1}$ are by Ponomarev, [27].

Let $\Gamma^n_\theta := \bigcup_{k=1}^{2^n} c_k^n$ be the piecewise linear curve approximating $\Gamma_\theta$ as $n \to \infty$, formed of the bases of the triangles $\Delta_1^n, \cdots, \Delta_{2^n}$. Observe that the natural parametrization $\varphi^n$ (the piecewise linear map from $[0, 1]$ to $\Gamma^n_\theta$ sending $\frac{k}{2^n}, k = 0, \cdots, 2^n$ to the consecutive nodes of $\Gamma^n_\theta$) can also be described in the following manner:

Fix $x \in (0, 1)$ and let $\varphi^1(x)$ be the second intersection point of the line through $x$, perpendicular to $c_1^n$, with $\Delta_1^n$. If $\varphi^1(x)$ is on $c_1^n$, draw a line perpendicular to $c_1^n$ through $\varphi^1(x)$ and let $\varphi^2(x)$ be its second intersection point with $\Delta_1^n$; if $\varphi^1(x)$ is on $c_2^n$ proceed accordingly. If $\varphi^1(x)$ is the common vertex of $\Delta_1^n$ and $\Delta_2^n$ then leave $\varphi^2(x) = \varphi^1(x)$. Finally define $\varphi^j(x)$ from $\varphi^{j-1}(x)$ inductively.
We define \( \varphi(x) \) as the limit \( \lim_{n \to \infty} \varphi^n(x) \) (the limit exists for any \( x \in [0, 1] \), since \( \varphi^n(x) \) is a Cauchy sequence for any fixed \( x \), as it will become clear from the argument below).

Fix now \( x, y \in [0, 1] \). Just as in \([26]\), fix \( m (m \) may be zero) such that \( \varphi^j(x) \) and \( \varphi^j(y) \) belong to the same segment \( c_{s_j}^j \), \( j = 0, \ldots, m \) but \( \varphi^{m+1}(x) \) and \( \varphi^{m+1}(y) \) are already on different segments \( c_{s_{m+1}}^{m+1} \) and \( c_{s_{m+1}+1}^{m+1} \) respectively. Let also \( n \geq m+1 \) be the least natural number such that \( \varphi^j(x) \) and \( \varphi^j(y) \), \( j = m+1, \ldots, n \) are on neighboring segments \( c_j^j \) and \( c_{j+1}^j \), while \( \varphi^{n+1}(x) \) and \( \varphi^{n+1}(y) \) belong to segments \( c_k^{n+1} \) and \( c_{l}^{n+1} \) that do not share a common endpoint. We note trivially that \( 2 \leq |k - l| \leq 3 \) in this case and

\[
\frac{1}{2^{n+1}} \leq |x - y| \leq \frac{1}{2^{n-1}}. \tag{5}
\]

Note that for any \( k \)

\[
|\varphi^{k+1}(t) - \varphi^k(t)| \leq \text{length}(c_{s_j}^{k+1}) \sin \theta = \lambda^k \sin \theta, \tag{6}
\]

with \( \lambda = \frac{1}{2 \cos \theta} \). Thus

\[
|\varphi(x) - \varphi^n(x)| = \left| \sum_{j=n}^{\infty} \varphi^{j+1}(x) - \varphi^j(x) \right| \leq \sum_{j=n}^{\infty} \lambda^j \sin \theta = \lambda^n \frac{\sin \theta}{1 - \lambda}. \tag{7}
\]

Observe also that for \( j = 1, \ldots, m \),

\[
|\varphi^j(x) - \varphi^j(y)| = \frac{|\varphi^{j-1}(x) - \varphi^{j-1}(y)|}{\cos \theta} = \ldots = \frac{|x - y|}{\cos^{j-1} \theta}. \tag{8}
\]

For \( j = m+1, \ldots, n \) let \( z \) be the common endpoint of the neighboring segments \( c_j^j \) and \( c_{j+1}^j \) containing \( \varphi^j(x) \) and \( \varphi^j(y) \). Then

\[
|\varphi^j(x) - \varphi^j(y)| \leq |\varphi^j(x) - z| + |\varphi^j(y) - z| = \frac{|\varphi^{j-1}(x) - z|}{\cos \theta} + \frac{|\varphi^{j-1}(y) - z|}{\cos \theta} = \ldots \tag{8}
\]

\[
= \frac{|\varphi^m(x) - \varphi^m(\varphi^{-1}(z))|}{\cos^{j-m} \theta} + \frac{|\varphi^m(y) - \varphi^m(\varphi^{-1}(z))|}{\cos^{j-m} \theta} = \frac{|\varphi^m(x) - \varphi^m(y)|}{\cos^{j-m} \theta} = \frac{|x - y|}{\cos^j \theta}. \]

Note that \( \varphi^m(x) \), \( \varphi^m(\varphi^{-1}(z)) \) and \( \varphi^m(y) \) belong to the same segment \( c_{s_m}^m \).

Coupling (7) and (8) we obtain

\[
|\varphi(x) - \varphi(y)| \leq |\varphi^n(x) - \varphi^n(y)| + 2\lambda^n \frac{\sin \theta}{1 - \lambda} \leq \frac{|x - y|}{\cos^n \theta} + 2\lambda^n \frac{\sin \theta}{1 - \lambda}. \tag{9}
\]

Note that by (0)

\[
- \frac{\log |x - y|}{\log 2} - 1 \leq n \leq - \frac{\log |x - y|}{\log 2} + 1. \tag{10}
\]

We have \( \frac{1}{\cos \theta} > 1 \) and \( \lambda < 1 \) hence

\[
\frac{1}{\cos^n \theta} \leq \frac{1}{(\cos \theta) \frac{\log |x - y|}{\log 2} + 1} = \frac{|x - y|}{\log 2} \frac{\log(\cos \theta)}{\log \cos \theta},
\]

and

\[
\lambda^n \leq \frac{1}{(2 \cos \theta)^{\frac{\log |x - y|}{\log 2} - 1}} = 2 \cos \theta |x - y| \frac{\log(2 \cos \theta)}{\log \cos \theta}. \]
Hence we obtain the bound from above in (9)
\[ \left| x - y \right| \cos^n \theta + 2\lambda^n \sin \theta \leq \frac{1}{1 - \lambda} \left| x - y \right| \log(2 \cos \theta) \log^2 x + \frac{4 \cos \theta \sin \theta}{1 - \frac{1}{2 \cos \theta}} \left| x - y \right| \log(2 \cos \theta) \log 2 = B(\theta)\left| x - y \right|^\gamma \]
and thus the right hand inequality of (2) is established.

To get the bound from below consider the angle between the segments \([\varphi^j(x), z]\) and \([z, \varphi^j(y)]\), defined as above, for \(j = m + 1, \ldots, n\). Two cases may occur:

a) either the angle is \(\pi - 2\theta\)
b) or the angle is \(\pi - 4\theta\)

In the first case,
\[
\left| \varphi^j(x) - \varphi^j(y) \right|^2 = \left| \varphi^j(x) - z \right|^2 + \left| \varphi^j(y) - z \right|^2 + 2\left| \varphi^j(x) - z \right|\left| \varphi^j(y) - z \right| \cos 2\theta
\]
\[= \left( \left| \varphi^j(x) - z \right| + \left| \varphi^j(y) - z \right| \right)^2 - 2(1 - \cos 2\theta)\left| \varphi^j(x) - z \right|\left| \varphi^j(y) - z \right| \]
\[\geq \left| \varphi^j(x) - z \right| \left( \left| \varphi^j(x) - z \right| + \left| \varphi^j(y) - z \right| \right)^2
\]
\[= \left( \left| \varphi^j(x) - z \right| + \left| \varphi^j(y) - z \right| \right)^2 \cos^2 \theta = \frac{\left| x - y \right|^2 \cos^2 \theta}{\cos^2 j \theta}, \]
so
\[
\left| \varphi^j(x) - \varphi^j(y) \right| \geq \frac{\left| x - y \right| \cos \theta}{\cos^j \theta}. \quad (11)
\]

In the second case analogous reasoning (we have to assume \(\theta < \frac{\pi}{8}\)) leads to
\[
\left| \varphi^j(x) - \varphi^j(y) \right| \geq \frac{\left| x - y \right| \cos 2\theta}{\cos^j \theta}.
\]

Thus in both cases we obtain
\[
\left| \varphi^j(x) - \varphi^j(y) \right| \geq \frac{\left| x - y \right| \cos 2\theta}{\cos^j \theta}.
\]

Now by using the triangle inequality and (00)
\[
\left| \varphi(x) - \varphi(y) \right| \geq \left| \varphi^\theta(x) - \varphi^\theta(y) \right| - \sum_{j=n}^{\infty} \left| \varphi^{j+1}(x) - \varphi^j(x) \right| - \sum_{j=n}^{\infty} \left| \varphi^{j+1}(y) - \varphi^j(y) \right|
\]
\[\geq \frac{\cos 2\theta \left| x - y \right|}{\cos^n \theta} - \sum_{j=n}^{\infty} 2\lambda^j \sin \theta = \frac{\cos 2\theta \left| x - y \right|}{\cos^n \theta} - \lambda^n \frac{2 \sin \theta}{1 - \lambda}. \]

Again by (10) the latter is bounded below by
\[
\cos 2\theta \cos \theta \left| x - y \right| \log(2 \cos \theta) \log^2 x - 2 \cos \theta \left| x - y \right| \log(2 \cos \theta) \log 2 \frac{2 \sin \theta}{1 - \frac{1}{2 \cos \theta}}
\]
\[= \left| x - y \right| \log(2 \cos \theta) \log 2 \left( \cos 2\theta \cos \theta - \frac{8 \cos^2 \theta \sin \theta}{2 \cos \theta - 1} \right) = A(\theta)\left| x - y \right|^\gamma.
\]

This establishes the left hand side of (2). □

**Corollary 22** The Jordan curve formed of Koch curves, \(\Pi_\theta\), is a minimum set of a strictly subharmonic function for any \(\theta \in (0, \hat{\theta})\) with \(\hat{\theta} \approx 0.00378\), that is, we have explicit examples of such sets up to Hausdorff dimension (approximately) 1.000010307.
Proof By Theorem 18, we need to show that
\[
\frac{2^{1-\gamma} B}{A} = \frac{2^{1-\frac{\log(2\cos\theta)}{\log 2}} \left( \frac{1}{\cos\theta} + \frac{8\cos^2\theta \sin\theta}{2\cos\theta - 1} \right)}{\cos 2\theta \cos \theta - \frac{8\cos^2\theta \sin\theta}{2\cos\theta - 1}} < 1.06237.
\]
The expression above, treated as a function of $\theta$, is increasing. Numerically, equality holds for $\theta = 0.00378$.

Proposition 23 If $\Gamma$ is a quasicircle, then it can be the minimum set of a strictly subharmonic function only if its Hausdorff dimension is less than $18 - 12\sqrt{2} \approx 1.02944$. In particular $\Pi_\theta$ can not be a minimum set of a strictly subharmonic function for any $\theta > \arccos \left(2^{-\frac{1}{2} + \sqrt{2}}\right) \approx 0.198445$.

Proof If $\Gamma$ is a quasicircle, then it is well known that $f^*$ and $f$ can be extended to $K$-quasiconformal mappings of the whole extended plane (see [25], Theorem 5.17), for some $K$, which we can assume to be the smallest possible. It is also well known that this yields that $f^*, f \in Lip \left(\frac{1}{K}\right)$ (see [19], Satz 4.3). On the other hand $f^*, f \in Lip \left(\frac{1}{K}\right)$ yields $\Gamma \in LS(K)$ (see e.g. [11]). Thus $K = 2$ is a threshold value if we want $\Gamma$ to be the minimum set of a strictly subharmonic function.

On the other hand Smirnov (See [30]), proving a conjecture of Astala (See [2]) obtained the upper bound $1 + \left(\frac{K-1}{K+1}\right)^2$ for the Hausdorff dimension of a quasicircle obtained by a $K$-quasiconformal mapping. Also in [30] it is proved that if $f^*$ and $f$ can be extended to $K$-quasiconformal mappings of the whole plane, then $\Gamma$ is itself an image of a $\sqrt{K}$-quasiconformal mapping (by distributing the distortion more evenly in and outside the unit disk). Since we want $K < 2$, it turns out that the Hausdorff dimension of $\Pi_\theta$ can not exceed $1 + \left(\frac{\sqrt{K}-1}{\sqrt{K}+1}\right)^2 < 18 - 12\sqrt{2} \approx 1.02944$ if $\Pi_\theta$ is the minimum set of a strictly subharmonic function. By the formula for the Hausdorff dimension of $\Gamma_\theta$, this corresponds to $\theta = \arccos \left(2^{-\frac{1}{2} + \sqrt{2}}\right) \approx 0.198445$.

Remark 24 Geometric intuition suggests that the threshold $\theta$ should be $\frac{\pi}{8}$ (because the approximating curves of $\Gamma_\theta$ have only obtuse angles if $\theta < \frac{\pi}{8}$). However $\arccos \left(2^{-\frac{1}{2} + \sqrt{2}}\right) < \frac{\pi}{8} \approx 0.392699$. In particular this shows that the Łojasiewicz-Siciak exponent and the property of being a minimum set of a strictly (pluri)subharmonic function are not stable under passing to the limit in the Hausdorff metric of compact sets, even if strong topological assumptions are imposed on the limit set.

Remark 25 We, however, can not rule out the possibility that other compact sets in the plane, of higher Hausdorff dimension, can still be the minimum sets of strictly subharmonic functions. They, however, can not be quasicircles, and our methods do not apply to them.

3.2 Viscosity Theory of (Pluri)Subharmonic Functions

Now we will prove that for small $\theta$, the curve $\Pi_\theta$ contains no points at which differential test from above exists for a certain subharmonic function.
Let
\[ \tilde{V}_{\Pi_\theta}(z) = \begin{cases} V_{\Pi_\theta}^*(z), & \text{if } z \text{ lies in the unbounded component of } \Pi_\theta \\ 0, & \text{if } z \in \Pi_\theta \\ V_{\Pi_\theta}^*(\frac{1}{z}), & \text{if } z \text{ lies in the bounded component of } \Pi_\theta \end{cases} \]
where \( \epsilon(z) = \frac{1}{z} \) is the standard inversion. It is clear that \( \tilde{V}_{\Pi_\theta} \) is subharmonic on \( \mathbb{C} \setminus \{0\} \).

**Theorem 26** For any \( \theta \), such that \( \Pi_\theta \) is a minimum set of a strictly subharmonic function, the set \( \Pi_\theta \) contains only points at which the function \( \tilde{V}_{\Pi_\theta} \) allows no differential test from above. In particular such a set can have Hausdorff dimension greater than 1.

**Proof** Fix \( z_0 \in \Pi_\theta \) and suppose the contrary, that is, there exists a \( q \) which is a differential test from above. Suppose that \( B(z_0, r) \) is a sufficiently small disk. First, since \( \tilde{V}_{\Pi_\theta}(z_0) - q(z_0) = \sup_{w \in B(z_0, r)} (\tilde{V}_{\Pi_\theta}(w) - q(w)) \), we can assume that \( q(z_0) = 0 \) by subtracting a constant. Now since \( q \geq \tilde{V}_{\Pi_\theta} \geq 0 \), \( q \) has a local minimum at \( z_0 \) and since \( q \in C^2 \), \( \nabla q(z_0) = 0 \). It follows by the Taylor expansion that \( q(z) \leq c|z - z_0|^2 + o(|z - z_0|^2) \) for some constant \( c \geq 0 \), that is, \( \tilde{V}_{\Pi_\theta}(z) \leq c|z - z_0|^2 + o(|z - z_0|^2) \) in \( B(z_0, r) \).

We recall an estimate from [11]: If \( K \) is compact regular set such that \( \hat{C} \setminus K \) is simply connected and \( K \in L.S(\alpha) \), for \( \alpha < 2 \) then \( \Delta \tilde{V}_{\tilde{K}}^2(z) \geq \frac{1}{16} \frac{2}{\alpha} \left( \frac{2}{\alpha} - 1 \right) \frac{V_{\tilde{K}}^2}{\text{dist}(z,K)^2} \geq c_1 > 0 \), at every point where the Laplacian is well defined. This is satisfied both for \( \tilde{V}_{\Pi_\theta}^* \) and \( \tilde{V}_{\Pi_\theta}^* \) and hence for \( \tilde{V}_{\Pi_\theta} \). The Laplacian of \( \tilde{V}_{\Pi_\theta}^* \) is singular only on \( \Pi_\theta \) which has planar Lebesgue measure 0. Hence the measure integral \( \int_{B(z_0, r) \setminus \Pi_\theta} \Delta \tilde{V}_{\Pi_\theta}^2 \, d\lambda^2 \).

The Jensen formula gives us
\[
\frac{1}{2\pi} \int_0^{2\pi} \tilde{V}_{\Pi_\theta}^2(z_0 + re^{i\theta}) \, d\theta = \frac{1}{2\pi} \int_0^{2\pi} \tilde{V}_{\Pi_\theta}^2(z_0 + re^{i\theta}) \, d\theta - \tilde{V}_{\Pi_\theta}^2(z_0)
= \frac{1}{2\pi} \int_0^r s^{-1} \int_{B(z_0, s)} \Delta \tilde{V}_{\Pi_\theta}^2(z) \, dz \, ds \geq \frac{1}{2\pi} \int_0^r s^{-1} c_1 s^2 \, ds = c_1 r^2 / 4.
\]
On the other hand
\[
\frac{1}{2\pi} \int_0^{2\pi} \tilde{V}_{\Pi_\theta}^2(z_0 + re^{i\theta}) \, d\theta \leq \frac{1}{2\pi} \int_0^{2\pi} q(z_0 + re^{i\theta})^2 \, d\theta \leq \frac{1}{2\pi} \int_0^{2\pi} (c r^2 + o(r^2))^2 \, d\theta
= c_2 r^4 + o(r^4).
\]
Hence
\[
c_1 r^2 / 4 \leq c_2 r^4 + o(r^4).
\]
Now since \( \alpha < 2 \) this is a contradiction for small enough \( r \).

**Remark 27** We did not use any properties of \( \Pi_\theta \), besides \( \Pi_\theta \in L.S(\alpha) \). Hence our theorem applies to any compact sets \( K \in L.S(\alpha) \), for some \( \alpha < 2 \), which are either Jordan curves or connected and locally connected sets with empty interior that do not disconnect the plane. There are a lot of examples with Hausdorff dimension greater than 1.

**Theorem 28** The set \( E \subset \Omega \subset \mathbb{C}^n \) of points, at which no differential test from above exists for a given \( \varphi \in PSH(\Omega) \), can have Hausdorff dimension greater than \( 2n - 1 \).
Proof Consider the function \( \varphi(z_1, \cdots, z_n) := \max \{ \log |z_1 \cdots z_{n-1}|, 0 \} + \widetilde{V}_{\Pi_0}(z_n) \). Clearly \( \varphi \in PSH(\mathbb{C}^{n-1} \times (\mathbb{C} \setminus \{0\}) \). Fix a point in \( w = (w_1, \cdots, w_n) \in \mathbb{D}^{n-1} \times \Pi_{\theta} \), where \( \mathbb{D}^{n-1} \) is the unit polydisc of dimension \( n-1 \), and suppose that \( \varphi \) allows a differential test from above \( q \) at \( w \). Then \( \varphi \) restricted to the line \( l : \mathbb{C} \setminus \{0\} \ni \lambda \to (w_1, \cdots, w_{n-1}, \lambda) \) is subharmonic and \( \varphi \circ l = \widetilde{V}_{\Pi_0} \). Moreover, the \( q \circ l \) is a differential test from above for \( \varphi \circ l \) at \( w_n \). The assertion now follows from Theorem 26 and the fact that the Hausdorff dimension of \( \mathbb{D}^{n-1} \times \Pi_{\theta} \) is \( 2(n-1) + \frac{\log 2}{\log(2\cos \theta)} \).

We proceed with an Alexandrov-Bakelman-Pucci type estimate, to be used later.

**Lemma 29** Let \( u \) be a continuous plurisubharmonic function in a domain \( \Omega \subset \mathbb{C}^n \) and let \( u^- \) denote \( \min \{ u, 0 \} \). Suppose that \( (dd^c u)^n \leq f \) as measures for some continuous function \( f \). Then for any relatively compact subdomain \( U \subset \Omega \) the following Alexandrov-Bakelman-Pucci inequality holds:

\[
\sup_U (-u) \leq -\min_{\partial U} \{ u^- \} + C \text{diam}(U) Vol(U)^{1/(2n)} \| f \|_{L^\infty},
\]

where \( C \) is a numerical constant dependent only on the dimension \( n \).

**Proof** Recall that if \( u \in C^2(U) \cap C(\overline{U}) \) the proof relies on the Alexandrov maximum principle and the observation that for some numerical constant \( c(n) \) dependent only on \( n \) the inequality

\[
det(D^2 u(x)) \leq c(n)((dd^c u(x))^n)^2
\]

holds at any point \( x \) at which \( D^2 u(x) \) is positive definite. Here \( D^2 u(x) \) denotes the real Hessian at the point \( x \). The details can be found in [6], where it is proved that \( \det \left( \frac{\partial^2}{\partial z_i \partial z_j} u \right) \geq 2^{-n} \sqrt{\det D^2 u} = 2^{-n} \sqrt{\det D^2(-u)} \) for any \( u \) at any point where it is twice differentiable and it’s real Hessian is positive definite. In the lemma, however, we do not assume \( C^2 \) smoothness of \( u \) a priori.

Denote by \( \Gamma_v \) the convex envelope of a real-valued function \( v \) on \( U \) defined by

\[ \Gamma_v(z) := \sup \{ l(z) | l - \text{affine}, l \leq v \text{ in } U \}. \]

Observe that \( u - \min_{\partial U} u^- \) is a viscosity supersolution to the equation \( (dd^c v)^n = f \) in \( U \) as continuous pluripotential supersolutions are also viscosity supersolutions by Proposition 3.11 in [35] (here the continuity of \( u \) is exploited). As this supersolution is non negative on \( \partial U \) one may invoke Theorem 1.2 in [34] which implies

\[
\sup_U (-u) \leq -\min_{\partial U} u^- + c(n) \text{diam}(U) \left\| f \chi \left\{ \left\{ \Gamma_u - \min_{\partial U} u^- = u - \min_{\partial U} u^- \right\} \right\|_{L^2(U)} ^{1/n} \right. \| f \|_{L^\infty} ^{1/n}.
\]

Now the lemma follows trivially by estimating the last term in (12) by \( Vol(U)^{1/(2n)} \| f \|_{L^\infty} ^{1/n} \).

The next theorem aims to provide an answer to a problem posed in [12]:

**Theorem 30** Let \( \Omega \subset \mathbb{C}^n \) be a domain and let \( \varphi \in PSH(\Omega) \). Then almost everywhere in \( \Omega \) (with respect to the Lebesgue measure) \( \varphi \) allows a differential test from above.
Proof Actually we just adapt the proof of Trudinger, [32], of a general theorem on the twice-differentiability almost everywhere of viscosity solutions to elliptic PDE’s to the complex setting. In our case the convexity needs to be changed to its complex counterpart - pluriharmonic and continuity to upper-semicontinuity. In [32] the continuity is needed to obtain results for general operators. It has been weakened to a $L^p$ condition in [8].

First, we reduce the problem to the case when $ϕ$ is bounded.

Take a general $ψ ∈ PSH(Ω)$. The function $e^{-ψ}$ is still plurisubharmonic and bounded below. For any differential test from above $q$ for $e^{-ψ}$ at the point $w ∈ Ω$, $log(q + ∥ w ∥^2)$ is a differential test from above for $ψ$, except at points $w$ where $e^{-ψ}$ vanishes. These points however constitute the set $\{ ψ = −∞ \}$, which is thus pluripolar and hence of Lebesgue measure zero. Finally we can exhaust $Ω$ with open sets $Ω_n = \{ z ∈ Ω | e^{-ψ(z)} < n \}$. Note that $e^{-ψ}$ is a bounded plurisubharmonic function in $Ω_n$. In particular the Monge-Ampère operator is well-defined on it (see [3]) and $(ddc e^{-ψ})^n$ can be interpreted as a non negative Borel measure.

Denote by $E, E ⊂ Ω$ the set where $ϕ$ allows a differential test from above. First we note that

$$(ddc(r + η))^n − (ddc r)^n ≥ (ddc η)^n ≥ 0,$$  \hspace{1cm} (13)

as measures, for any plurisubharmonic $r$ and $η$ in the domain of definition of the Monge-Ampère operator.

If $ϕ$ is bounded on $Ω$ then denote by $ω_0 := sup_{w ∈ Ω} ϕ(\tilde{w}) − inf_{w ∈ Ω} ϕ(w)$ the oscillation of $ϕ$. For $ε > 0$ we define $Ω_{ε,2Ω}$ $=$ $\{ z ∈ Ω | dist(z, ∂Ω) > ε 2Ω \}$ and

$$ϕ_ε(z) = sup_{w ∈ Ω_{ε,2Ω}} \left( ϕ(w) − \frac{∥ w − z ∥^2}{2ε^2} \right).$$

The supremum is attained at some point $\tilde{z} ∈ Ω$ such that $∥ z − \tilde{z} ∥ < ε 2Ω$, assuming that $dist(z, ∂Ω) > ε 2Ω$. Hence for $z ∈ Ω_{ε,2Ω}$ the supremum can be taken over the whole $Ω$. It is a standard fact that the functions $ϕ_ε$ decrease to $ϕ$ as $ε → 0^+$. Moreover they are Lipschitz and $ϕ_ε(z) + k ∥ z ∥^2$ is a convex function in $Ω_{ε,2Ω}$ for any $k ≥ \frac{1}{2ε^2}$ (for all this see [35], Proposition 2.17). The latter property means that $ϕ_ε$ is semi-convex and hence twice differentiable almost everywhere by the classical theorem of Alexandrov. Also $ϕ_ε$ is plurisubharmonic in $Ω_{ε,2Ω}$ (see [13]) and hence $(ddc ϕ_ε)^n ≥ 0$ as measure.

Fix a ball $B(z, R) ⊂ Ω$ with $R < dist(z, ∂Ω)$. For $ε$ small enough we have $B(z, R) ⊂ Ω_{ε,2Ω}$. We restrict further considerations to such small $ε$. For $k ∈ \mathbb{N} \setminus \{ 0 \}$ let

$$ϕ_{k,ε}(w) = ϕ_ε(w) − k(∥ w − z ∥^2 − R^2).$$

For any $k, ϕ_{k,ε}$ agrees with $ϕ_ε$ on $∂B(z, R)$.

Let $E_{k,ε}$ be the upper contact set of $ϕ_{k,ε}$, that is the set of points, where the graph of $ϕ_{k,ε}$ lies below a supporting hyperplane in $\mathbb{R}^{2n+1}$,

$$E_{k,ε} = \{ w ∈ B(z, R) | ϕ_{k,ε}(\tilde{w}) ≤ ϕ_{k,ε}(w) + ⟨ p, \tilde{w} − w ⟩ \},$$

for some $p ∈ \mathbb{R}^{2n}$, depending on $w$, and any $\tilde{w} ∈ B(z, R)$ (here $⟨ ·, · ⟩$ denotes the real inner product in $\mathbb{R}^{2n}$ and $z$ and $w$ are regarded as vectors in $\mathbb{R}^{2n} = \mathbb{R}^n + i\mathbb{R}^n ∼= \mathbb{C}^n$). The set $E_{k,ε}$ is relatively closed in $B(z, R)$ and hence measurable. Note that by construction $−ϕ_{k,ε}$ would be convex on every open subset of $E_{k,ε}$. Thus $(ddc(−ϕ_{k,ε}))^n ≥ 0$ as measure on $E_{k,ε}$.

Likewise we introduce the upper contact set of $ϕ(w) − k(∥ w − z ∥^2 − R^2)$:

$$E_k = \{ w ∈ B(z, R) | ϕ(\tilde{w}) − k(∥ \tilde{w} − z ∥^2 − R^2) ≤ ϕ(w) − k(∥ w − z ∥^2 − R^2) + ⟨ p, \tilde{w} − w ⟩ \}.$$
Note that $E_k \subset E$, since by construction $q(\tilde{w}) = \varphi(w) - k (\|w-z\|^2 - \|\tilde{w}-z\|^2) + \langle p, \tilde{w}-w \rangle$ is a differential test from above for $\varphi$ at $w \in E_k$. Also the sets $E_{k,\varepsilon}$ approximate $E_k$ as $\varepsilon \to 0^+$. More specifically $\limsup_{j \to \infty} E_{k,\varepsilon_j} \subset E_k$, where $\{\varepsilon_j\}_{j=1}^\infty$ is any decreasing to zero sequence of reals and $\limsup_{j \to \infty} E_{k,\varepsilon_j}$ is defined in the usual set-theoretic way as $\bigcap_{j=1}^\infty \bigcup_{j \geq j} E_{k,\varepsilon_j}$.

To see this fix $w \in \limsup_{j \to \infty} E_{k,\varepsilon_j}$. This means that there is a subsequence $\varepsilon_{j_i}$, such that $w \in E_{k,\varepsilon_{j_i}}$ and hence

$$\varphi_{k,\varepsilon_{j_i}}(\tilde{w}) \leq \varphi_{k,\varepsilon_{j_i}}(w) + \langle p_{j_i}, \tilde{w} - w \rangle,$$

for all $\tilde{w} \in B(z, R)$. We can assume (using the compactness of the sphere and possibly passing again to a subsequence) that the vectors $p_{j_i}$ converge to an accumulating direction $p$. Hence, by the decreasing property of the sequence $\varphi_{k,\varepsilon}$,

$$\varphi_k(\tilde{w}) - \varphi_k(w) = \lim_{i \to \infty} \varphi_{k,\varepsilon_{j_i}}(\tilde{w}) - \varphi_{k,\varepsilon_{j_i}}(w) \leq \lim_{i \to \infty} \langle p_{j_i}, \tilde{w} - w \rangle = \langle p, \tilde{w} - w \rangle.$$

Hence $w \in E_k$. Now

$$\limsup_{\varepsilon \to 0^+} \lambda^{2n}(E_{k,\varepsilon}) = \limsup_{j \to \infty} \lambda^{2n}(E_{k,\varepsilon_j}) \leq \limsup_{j \to \infty} \lambda^{2n}\left(\bigcup_{i \geq j} E_{k,\varepsilon_i}\right).$$

The sets $\bigcup_{j \geq j} E_{k,\varepsilon_j}$, $j = 1, 2, \cdots$ form a nested family, hence

$$\limsup_{j \to \infty} \lambda^{2n}(\bigcup_{i \geq j} E_{k,\varepsilon_i}) = \limsup_{j \to \infty} \lambda^{2n}\left(\bigcap_{j=1}^\infty \bigcup_{j \geq j} E_{k,\varepsilon_j}\right) \leq \lambda^{2n}(E \cap B(z, R)).$$

Using (13) we have on $E_{k,\varepsilon}$

$$(dd^c(-\varphi_{k,\varepsilon}))^n \leq (dd^c(k (\|w-z\|^2 - R^2)))^n - (dd^c \varphi_{k,\varepsilon})^n \leq (dd^c \varphi_{k,\varepsilon})^n = 4^n n! k^n d\lambda^{2n}. $$

Now by Lemma 29 (note that $\varphi_{k,\varepsilon}$ are continuous) we have

$$\sup_{B(z, R)} \varphi_{k,\varepsilon} \leq \sup_{\partial B(z, R)} \varphi_{k,\varepsilon} + 2C_1 R \left(\int_{E_{k,\varepsilon}} f d\lambda^{2n}\right)^{\frac{1}{2n}} \leq \sup_{\partial B(z, R)} \varphi_{k,\varepsilon} + C_2 Rk(\lambda^{2n}(E_{k,\varepsilon}))^{\frac{1}{2n}},$$

where $\sqrt{\int d\lambda^{2n}} = (dd^c(-\varphi_{k,\varepsilon}))^n$.

If $k$ is big enough (14) gives us

$$k R^2 + \varphi_{k,\varepsilon}(z) = \sup_{B(z, R)} \varphi_{k,\varepsilon} \leq \sup_{\partial B(z, R)} \varphi_{k,\varepsilon} + C_2 Rk(\lambda^{2n}(E_{k,\varepsilon}))^{\frac{1}{2n}}.$$

Hence passing with $\varepsilon \to 0^+$

$$R^2 \leq \frac{1}{k} \omega_0 + C R(\lambda^{2n}(E_{k,\varepsilon}))^{1/(2n)}.$$

Finally,

$$\frac{\lambda^{2n}(E \cap B(z, R))}{\lambda^{2n}(B(z, R))} \geq \limsup_{k \to \infty} \frac{\lambda^{2n}(E_k)}{\lambda^{2n}(B(z, R))} \geq \limsup_{k \to \infty} \frac{\left(\frac{R}{C} - \frac{\omega_0}{k C R}\right) 2n}{\frac{\pi n}{R^2} 2n} = \frac{n!}{\pi^n C^{2n}} > 0.$$

This means that the Lebesgue density at $z$ of the set $E$, that is $\lim_{R \to 0^+} \frac{\lambda^{2n}(E \cap B(z, R))}{\lambda^{2n}(B(z, R))}$, is not 0 for any $z \in \Omega$. On the other hand it must be 0 almost everywhere in $\Omega \setminus E$ by the Lebesgue’s density theorem. Now it is clear that $E$ is of full measure.

This theorem can be seen as a counterpart of Alexandrov’s theorem - plurisubharmonic functions are “upper twice-differentiable” almost everywhere (in the viscosity sense).
Finally, we want to show a method of producing differential tests from above for certain plurisubharmonic functions at points where no differentiability is assumed.

**Theorem 31** Let \( U \subseteq \mathbb{C}^n \) be a domain that contains the ball

\[ B(z_0, R) = \{ z \in \mathbb{C}^n \mid \|z - z_0\| \leq R \}. \]

Assume that a continuous \( u \in \text{PSH}(U) \) obeys the conditions:

1. For some \( \Lambda_1 > 0 \) it holds that \( \Lambda_1 d\lambda^{2n} \geq (dd^cu)^n \geq 0 \) on \( B(z_0, R) \) as measures, where \( \lambda^{2n} \) is the Lebesgue measure.
2. There exists \( \sigma > 0 \) such that \( u(z) \geq \sigma \|z - z_0\|^2 \) when \( z \in B(z_0, R) \) and \( u(z_0) = 0 \).

Then, there exists a constant \( c = c(n, \Lambda_1) \) such that \( u(z) \leq c \sigma^{2n-1} \|z - z_0\|^2 \) for all \( z \in B(z_0, R) \).

**Proof** Without loss of generality we assume that \( z_0 = 0 \). Denote by \( T_r = \sup_{\|z\|=r} u(z) \) and by \( t_r = \inf_{\|z\|=r} u(z) \) for any \( 0 < r \leq R \). By the second condition one has that

\[ t_r \geq \sigma r^2. \]  
(15)

Let also \( U_r \) denote \( \{ z \in B(0, R) \mid u(z) < r \} \). Again by the second assumption

\[ U_r \subseteq \{ z \in U \mid u(z) < r \} = B \left( 0, \sqrt{\frac{r}{\sigma}} \right) \cap U. \]  
(16)

and hence

\[ \text{Vol}(U_r) \leq \text{Vol} \left( B \left( 0, \sqrt{\frac{r}{\sigma}} \right) \right) = c_n \frac{r^n}{\sigma^n}, \]  
(17)

where \( c_n = \frac{\pi^n}{n!} \) is the volume of the unit ball in \( \mathbb{C}^n \). Observe also that if \( r < \sigma R^2 \), then \( U_r \) is relatively compact in \( \text{int} B(0, R) \) and hence in \( U \).

We will use the following result from ([6], Corollary 2), combined with Lemma 29: Let \( \Omega \) be a bounded domain in \( \mathbb{C}^n \). Assume that a continuous \( v \in \text{PSH}(\Omega) \) has the boundary value zero \( (v = 0 \text{ on } \partial \Omega) \). Let also \( (dd^cv)^n = f d\lambda^{2n} \). Then there exists a constant \( \tilde{c}_n \) depending only on the dimension, so that

\[ \|v\|_{L^\infty(\Omega)} \leq \tilde{c}_n \text{diam}(\Omega) (\text{Vol}(\Omega))^{\frac{1}{n}} \|f\|_{L^1(\Omega)}^{\frac{1}{n}}. \]  
(18)

The constant \( \tilde{c}_n \) can be taken to be \( \frac{2(n!)^{\frac{1}{n}}}{\sqrt{\pi}} \). Note that in ([6]) there are additional assumptions on the regularity of \( v \), namely that \( v \in C^2(\Omega) \), but they are not really necessary, as Lemma 29 shows.

We take \( \Omega = U_r \cap B(0, r) \) and \( v = u - t_r \). Since \( u(0) = 0 \), \( \Omega \) is nonempty and open in \( B(0, r) \). Also since \( u \geq t_r \) on \( \partial B(0, r) \), we have \( u = 0 \) on \( \partial \Omega \). Hence by (18):

\[ t_r \leq \tilde{c}_n \text{diam}(\Omega) \text{Vol}(\Omega)^{\frac{1}{n}} \Lambda^{\frac{1}{n}} \leq \tilde{c}_n 2r (c_n r^{2n})^{\frac{1}{n}} \Lambda^{\frac{1}{n}} \]  
(19)

Hence

\[ t_r \leq \tilde{c} r^2, \]  
(20)

where \( \tilde{c} = 2\tilde{c}_n c_n^{1/2n} \Lambda^{1/n} \). In particular we see that if \( \sigma > \tilde{c} \), then there are no functions \( u \) satisfying the hypothesis of our theorem.

We will also use ([6], Proposition 3, again the regularity assumptions are redundant) which says:
If \( \Omega \subset \mathbb{C}^n \) is a bounded domain and a continuous \( v \in PSH(\Omega) \) is negative, and such that \( (dd^c v)^n = f d\lambda^{2n} \), then for any \( a > 0 \), such that the level set \( \{ z \in \Omega | v(z) < \inf_{w \in \Omega} v(w) + a \} \) is nonempty and relatively compact in \( \Omega \), then
\[
\| v \|_{L^\infty(\Omega)} \leq a + \left( \frac{\tilde{c}_n \text{diam}(\Omega)}{a} \right)^{2n} \| v \|_{L^1(\Omega)} \| f \|_{L^\infty(\Omega)}^2 .
\] (21)

The constant \( \tilde{c}_n \) is the same as above.

Now we consider \( \Omega \) to be the open ball \( \text{int} B(0, r) \) and we put \( v = u - T_r \). Clearly \( v \) is negative, \( 0 \leq f \leq \Lambda_1 \) and for any \( 0 < a < t_r \), the set \( \{ z \in \text{int} B(0, r) | v(z) \leq -T_r + a \} \) is nonempty and relatively compact in \( \text{int} B(0, r) \).

Hence
\[
T_r = \| v \|_{L^\infty(B(0, r))} \leq a + \left( \frac{\tilde{c}_n \text{diam}(B(0, r))}{a} \right)^{2n} \| v \|_{L^1(B(0, r))} \| f \|_{L^\infty(B(0, r))}^2 .
\] (22)

Now by using the co-area formula this can be further estimated by
\[
a + \left( \frac{\tilde{c}_n 2r}{a} \right)^{2n} \int_{T_r - t_r}^{T_r} \text{Vol}(\{ z \in B(0, r) | T_r - u > s \}) d\lambda^2 .
\]

Now by (17) this is not greater than
\[
a + \left( \frac{\tilde{c}_n 2r}{a} \right)^{2n} \int_{T_r - t_r}^{T_r} \frac{(T_r - s)^n}{\alpha^n} d\lambda^2 \leq a + c_n \left( \frac{\tilde{c}_n 2r}{a} \right)^{2n} \frac{t_r^{n+1}}{\alpha^n (n + 1)} \Lambda^2 .
\]

Passing with \( a \to t_r^- \) we obtain in (22):
\[
T_r - t_r \leq c_n \left( \frac{\tilde{c}_n 2r}{a} \right)^{2n} \frac{t_r^{n+1}}{\alpha^n (n + 1)} \Lambda^2 .
\]

Using (15) this turns into
\[
\sigma^{n-1} r^{2n-2} (T_r - t_r) \leq \frac{c_n \Lambda^2 (2n r^2)}{\sigma^n (n + 1)} .
\]

Thus
\[
T_r \leq t_r + \frac{c_n \Lambda^2 (2n r^2)}{\sigma^{2n-1} (n + 1)} = t_r + \frac{c}{\sigma^{2n-1}} r^2 .
\]

Combining this with (20) we get
\[
T_r \leq \left( \tilde{c} + \frac{c}{\sigma^{2n-1}} \right) r^2 .
\]

For small enough \( \sigma \), the term \( \tilde{c} \) can be dropped. Now by manipulating \( 0 < r < R \) we obtain the Theorem. \( \square \)
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