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Abstract: Open economy endogenous growth theories consider physical intermediate imports as a channel through which innovation spreads across international boundaries. We build from this literature and contribute by considering trade in services as the channel through which innovation from China, Korea and Japan influences labour productivity in South Africa’s manufacturing sector between 1995Q1 – 2017Q4. Unlike previous studies, we also compute a composite innovation index using the principal component analysis. Results from the autoregressive distributed lag model are supportive of open economy endogenous growth theories for Japan and Korea. However, for China, the effect is significantly negative adding further concerns over its predatory presence in South Africa.
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1. Introduction

The objective of this paper is to estimate the impact of Chinese, Korean and Japanese innovation spill over on labour productivity growth in South Africa’s manufacturing sector using recent data. Open economy endogenous growth theories by Aghion and Howitt (1990), Grossman and Helpman (1991) & Coe and Helpman (1995) and provide the standard theoretical foundation upon which empirical literature on innovation spillover is grounded. These models predict that technology transcends international boundaries through trade in intermediate imports. Consequently, the benefits of innovation created in technology frontier economies can be enjoyed by their technology lagging counterparts. While the literature on this theoretical discourse is well established, a closer look to the existing evidence reveals a number of gaps and shortcomings. First, few studies have considered trade in services as the transmission mechanism. Francois (1990), Mun and Nadiri (2002) and Guerrieri et al. (2005) have shown that services are essential in the role in explaining productivity growth through the linkage and coordination of technology transfers. Empirically, trade in services has gained more prominence in recent decades than trade in physical goods (Balchin et al., 2016). Despite the negligible role given to services as a determinant of long-run productivity growth in traditional growth models, there is little debate that trade in services has become fundamental in transferring skills, knowledge and technology across countries through, for example, service contracts where companies offer technical services abroad. Second, a substantial literature on technology spill over (Apergis et al., 2008, Behera et al., 2012, Nishioka and Ripoll, 2013, Medda and Piga, 2014, Pradeep et al., 2017 and Bloom et al., 2016) has commonly peroxide innovation by research and development (R&D) stock which is essentially an input in the innovation creation process. According to OECD (2010) however, econometric work needs to divert away from inputs of innovation alone and consider outputs of innovation.

Motivated by this recommendation, we propose and construct, using the principal component analysis (PCA), a novel composite innovation index that comprises both innovation inputs (R&D stock and human capital in R&D) and outputs (patent and trademark applications). An autoregressive distributed lag model (ARDL) due to Pesaran and Smith (1998) and Pesaran et al. (2001) is estimated through the bounds testing procedure. This procedure utilizes lags which makes it capable of adequately capturing the underlying data generating process. For robustness purposes, we employ alternative co integrating estimators that adequately remedy the endogeneity problem inherent in the innovation-productivity relation. These include the dynamic ordinary least squares estimation approach (DOLS), the fully modified ordinary least squares method (FMOLS) and the canonical cointegrating regression (CCR) approach. South Africa enjoys strong trade and diplomatic ties with China, Japan and Korea. According to South Africa’s Industrial Development Cooperation (IDC) (2009), the majority of South Africa’s imports from Asia originate from China, Japan, Korea and Saudi Arabia with a combined 53.5% share of total imports from the Asian region. In theory, one would expect technology to flow from technology frontier economies to technology lagging ones. Japan, Korea and China have higher per capita incomes relative to South Africa which makes it reasonable to consider the former
three as technology leading economies. Also, Japan and Korea are service driven economies hence we expect them to transmit innovative and high-quality services to innovation lagging economies like South Africa.

2. Literature Review

In theory, trade enhances innovation by facilitating industrial learning through the interchange of technical information across countries. It is essentially through this information exchange process that an innovation lagging economy can simply adopt a superior technology and advanced production ideas that have already been invented in technology frontier countries (Apergis et al., 2008). This phenomenon is commonly referred to as “the advantage of backwardness” in the sense that it prevents the duplication of research efforts. Physical intermediate goods traded globally constitute an important channel for innovation diffusion and transmission in models of endogenous growth developed by Romer (1989) and their extended open economy versions of Grossman and Helpman (1991) and Aghion and Howitt (1990). According to these theoretical models, the use of domestic and foreign-sourced intermediate and capital goods is fundamental in raising and sustaining productivity growth through superior technologies. Empirically, the idea that intermediate imports embody advanced technology and that their use enhances manufacturing productivity growth in the importing country was proposed by Schmookler (1966) and subsequently examined by Terleckyj (1974), Griliches and Lichtenberg (1984), Coe and Helpman (1995) and Keller (2002). Recent literature relies on firm, industry and sectoral level data to analyse the connection and relevant mechanisms linking imports and productivity. Influential firm-level studies such as Melitz (2003), Pradeep et al. (2017) and Medda and Piga (2014) confirm the presence of technology spillover on productivity. Our study is closely related to industry and sectoral level literature which includes Badinger and Egger (2016), Mehta (2013), Nishioka and Ripoll (2012), Raouf Abdel Fattah (2015), Apergis et al. (2008) and Behera et al. (2012).

These studies generally exploit data on manufacturing industries over time and use panel data techniques to explain the empirical link between technological spillover and productivity. The chain of evidence is mixed across most of these studies. For example, Behera et al. (2012) confirm that technology spillover is significant drivers of productivity. On the contrary, Mehta (2013) and Elu and Price (2010) do not find technological spillover over to be a significant driver of productivity growth. The latter particularly conclude that international trade between the African region and China is not one which is characterised by technology transfer which is parallel to the prediction raised by Grossman and Helpman (1991). Although the source of result contradiction may not be determined a priori with virtual certainty, it is fair to argue that the source of the controversy lies in the use of different estimation approaches by different studies. A particular important shortcoming of earlier studies is that of disregarding issues of non-stationary as noted by Apergis et al. (2008). The problems of ignoring data stationary property are well known; statistical inference in the conventional ordinary least squares method will be spurious. It is against this background that we perform unit root and cointegration tests which would then allow us so to employ an estimation technique that is less susceptible to spurious inferences. There is however a fair amount of studies that conduct tests for both unit root and cointegration and these include Apergis et al. (2008), Lee (2006) and Guellec et al. (2004). These studies generally find productivity and technology spillover over to be cointegrated and hence proceed with cointegrating estimation techniques. To our knowledge however, none of these studies adequately addresses the issue of simultaneity. The correction of simultaneity is critical in this kind of literature as trade variables may also react to changes in productivity growth. Some of the studies including Bloom et al. (2016) rely on instruments while firm-level studies such as one by Ahmed et al. (2015) capitalise on the Olley and Pakes (1992) approach to dealing with the endogeneity issue caused by unobserved productivity shocks.

Relying on the commonly applied Cobb-Douglas production function, Ahmed et al. (2015) conclude, in the context of Pakistan that policies that promote trade encourage productivity growth. Their study did not however focus on the channels through which trade can foster productivity growth. Other studies focus on the channels through which innovation spreads across countries apart from imports. Alvarez (2005) for the Chilean manufacturing industry focus on three main channels of technological absorption namely: exports, foreign direct investment and the purchase of foreign technical licenses. The author finds that exports significantly increase technological innovation. For finds innovation spillover from 16 countries on Egypt's domestic productivity through imports, exports, inward FDI and outward FDI. On the contrary, Goldberg et al. (2010) reach the conclusion that innovation is chiefly transferred through increased access to imported
inputs. This is similarly confirmed by Kasahara and Rodrigue (2008). Different from these studies, we focus on trade in services as the transmission mechanism. We are interested in services of two forms: 1) commercial presence - which is essentially the provision of a service by a service firm of a technologically advanced economy by establishing a commercial presence in another economy.

This presence can take the form of one services company establishing a branch in a foreign country and 2) the movement of skilled personnel which essentially involves the provision of a particular service through temporary residence of a foreign person in another country. This category can also encompass temporary or permanent migration of independent skilled professionals such as auto-mechanics; electricians, tailors and so on in another country. The ultimate objective is to assess the relevance of service imports in transferring innovation across international boundaries and the eventual effect on labour productivity in the importing country. Our analysis is conducted at sectoral level which necessitates the use of a time series approach. One might question the suitability of a sectoral level approach on the basis of data aggregation issues. Related empirical work in this area - trade in services - tends to rely on aggregated data\(^1\) often of the cross-section in nature. Mattoo et al. (2006) demonstrate for example using a cross-sectional dataset that countries with liberalized financial and telecommunication sectors exhibit high productivity growth rate. Similarly, Eschenbach and Hoekman (2006) report that liberalization combined with the adoption of good practices in the regulation of telecommunications, financial and energy and transport services are relevant determinants of economic performance. We differ from these studies in that we consider trade in services as a mechanism through which innovation in one country affects productivity in the other. Close to this kind of analysis are studies that consider foreign direct investment as a productivity driver in the host country (Duggan et al. 2013, Arnold et al., 2011a, Fernandes and Paunov, 2012 and Arnold et al., 2016). Indeed, FDI is a key mechanism for the international provision of enabling services and the transfer of knowledge and the know-how as well as a relevant channel through which high-quality; low-cost services can improve TFP of manufacturing producers in the host country. However, our analysis aggregates a broad range of services other than FDI which makes it capable of providing a complete picture of how trade in services influences the productivity of the importing country as an innovation transmission mechanism.

3. Methodology

The sampling period is 1995 – 2017 guided by data availability. Despite the issue of data considerations, this period coincidently represents the era in which trade between South Africa, China, Korea and Japan grew remarkably. In order to increase the sample size, the annual data are converted into quarterly intervals using the quadratic interpolation method. This transformation yields a sample size of 92 observations. The rest of the paper proceeds as follows: Section 2.0 reviews related literature, 3.0 describes the data and specifies empirical models, 4.0 reports and discusses the findings while 5.0 highlights some concluding remark.

**Model Specification:** To ascertain the impact of innovation embodied in service imports from China, Korea and Japan, we specify a multivariate model of the following form\(^2\):

\[
\log LP_t = \beta_0 + \beta_1 \log S_t + \beta_2 \log C_t + \beta_3 \log K_t + \beta_4 \log J_t + \varepsilon_t \quad (1)
\]

where \(\log\) denotes logarithm, \(\beta_0 - \beta_4\) are unknown parameters to be estimated, \(t\) signifies time period, \(\varepsilon_t\) is the white noise error term, \(LP\) is labour productivity defined as real output per worker in manufacturing. By focusing on productivity at sectoral level, we are making an assumption that manufacturing productivity draws from a common pool of technology. Variable\(S\) represents South Africa composite innovation index \(C\) \(K\) and \(J\) are composite innovation indices for China, Korea and Japan respectively so that their corresponding slope parameter represent spillover effects. The composite innovation indices are computed using the

\(^1\) Also one of the pioneering works by Coe and Helpman (1995) was even more aggregated as it was conducted at country level.

\(^2\) This model theoretically builds from open economy versions of endogenous growth models by Coe and Helpman (1995). It is similar to that applied in Badinger et al. (2016), Mehta (2013), Nishioka and Ripoll (2013), Apergis et al. (2008) and Behera et al. (2012). The difference is that we focus on innovation transferred via service imports rather than R&D embodied in physical imports.
principal component analysis (PCA). The PCA is essentially a mathematical procedure that allows us to transform the correlated innovation indicators into an overall index called a principal component. It has two broad objectives namely reducing the dimensionality of a given data set and constructing new variable(s). In our case, we have four indicators of innovation namely R&D stock, researchers in R&D, patent and trademark applications and we compute a principal component index for each country. Human capital, just like R&D expenditure is a key input of innovation creation.

Empirically, there is a widespread consensus that education systems, through postgraduate research for example, significantly contribute to the knowledge bases. By definition, human capital here is quantified by the number of researchers in R&D. These are essentially professionals employed in the generation of new knowledge, products, production processes or production systems. Postgraduate Ph.D. students engaged in R&D are also included by measurement. The stock of R & D is calculated based on the perpetual inventory method (PIM). Using this method, R&D stock \(Z_t\) at the beginning of period \(t\) is equal to the beginning stock \(Z_{t-1}\) plus expenditure on R&D in the current year \(R_t\) subtract beginning stock depreciation \(\delta Z_{t-1}\) where \(\delta\) refers to the rate of yearly depreciation.

\[
Z_t = (1 - \delta)Z_{t-1} + R_t
\]

R&D stock in the initial year \(Z_0\) is given by:

\[
Z_0 = R_t / (\delta + g)
\]

Here, \(g\) denotes the average yearly logarithmic R&D growth rate from \(Z_0\) to the current period. Since initial R&D stock is not directly observed, we have measured it with an assumption that R&D expenditure and \(\delta\) prior the initial period equals the average rates observed after the initial year. We have also assumed a depreciation rate of 15 per cent in line with Feldman and Kogler (2010) and Hall and Rosenberg (2010). Part of the novelty of our index is the inclusion of trademarks which are strongly used by firms when introducing new products mainly as a way of symbolising novelty and promoting the product brand so that the rewards of their innovation effort can be appropriated. With these four indicators, the PCA allows us to establish the weights of each indicator included in the overall index arbitrarily in a way that ensures that the final component(s) explain maximum variance in the data. We name the constructed index for each country \(PCI\).

The next question becomes; how is innovation represented by this proxy transmitted from Korea, Japan and China to South Africa with an ultimate effect on labour productivity in manufacturing? As indicated in literature, several channels have been identified but we focus on weights based on service imports. How do these services link with innovation transfer and productivity growth? Despite being excluded in conventional growth models, trade in services has a strong impact on technology transfer and productivity growth.

Financial services for instance can influence productivity growth by facilitating the process of capital accumulation as well as fostering innovation (Levine, 1997). Telecommunications services that are of high quality and low costs result in sectoral and economy-wide benefits given that communication networks represent a way of transferring and conveying information regarding non-codified knowledge. In other words, telecommunications play an import role in the dissemination and diffusion of innovation and knowledge – including the use of the internet – i.e. the internet of things. A sound and robust network communication can also act as a transmission mechanism of digitised intermediate products. Similarly, efficient transport services can have an influence on the cost of shipment for goods as well as the migration of skilled personnel between countries. Business services that encompass consultancy, engineering and so on reduce transaction costs that are associated with the enforcement of business contracts and they also stand as a mechanism through which business process innovations are transmitted across countries.

Given this importance of services and following Lichtenberg and Pottelsbergh de la Potterie (2001), the innovation spill over variable weighted by service imports is measured as:

\[
C_{it} = \sum_j \frac{S_{IMP}^{jlt}}{Y_{jt}} PCI_{jt}
\]

\[
K_{it} = \sum_j \frac{S_{IMP}^{jlt}}{Y_{jt}} PCI_{jt}
\]

\[
J_{it} = \sum_j \frac{S_{IMP}^{jlt}}{Y_{jt}} PCI_{jt}
\]
where $S_{IMP}$ represents service imports of country $i$ (South Africa in this case) from country$j$, where $j =$ China, Japan and Korea;$Y_{it}$ denotes GDP of the transmitting country and $PCI_{it}$ refers to the composite innovation index computed by the principal component analysis. Theoretically, open economy endogenous growth models by Grossman and Helpman (1991), Coe and Helpman (1995), Aghion and Howitt (1990) predict a positive effect of technology transfer on productivity of the importing country. Empirically, however, studies have shown that the effect can be negative. Therefore, either sign is expected on innovation spill over parameters. Data are sourced from different sources. Labour productivity in manufacturing is extracted from the South African. Reserve Bank (SARB), researchers in R&D and R&D expenditure is from OECD.

**Estimation Procedure:** The World Development Indicators (WDI), patent and trademark applications are sourced from WDI. With time series, it is important to first check the data generating process so as to avoid making spurious inferences which occur when we estimate a seemingly strong relationship which does not exist. To achieve this, we apply the Breakpoint unit root approach, the Augmented-Dickey-Fuller (ADF), Phillip-Perron (PP) as well as the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) approaches for robustness purposes. Apart from the KPSS, the entire tests have a null hypothesis of a non-stationary process. Having checked the data generating process, we apply the linear ARDL bounds testing procedure proposed by Pesaran and Smith (1998) and Pesaran et al. (2001) which has the main advantage of being applicable even in the presence of 0(1) and 1(1) regresses. With the ARDL bounds testing procedure, equation (1) becomes:

$$
\Delta \log L P_t = \theta_0 + \theta_1 \log L P_{t-1} + \theta_2 \Delta \log C_{t-1} + \theta_3 \log L F_{t-1} + \theta_4 \log L K_{t-1} + \theta_5 \log S_{t-1}
$$

$$+
\sum_{i=1}^{n} \beta_i \Delta \log L P_{t-i} + \sum_{i=1}^{n} \varphi_i \Delta \log C_{t-i} + \sum_{i=1}^{n} \alpha_i \Delta \log L F_{t-i} + \sum_{i=1}^{n} \omega_i \Delta \log L K_{t-i} + \sum_{i=1}^{n} \gamma_i \Delta \log S_{t-i}
$$

$$+ \varepsilon_t$$

(2)

$t = 1995Q1, ..., 2017Q4$

where $\Delta$ denotes the first difference operator. The optimum lag order for each regressor is automatically selected by the Akaike Information Criterion (AIC) which, according to Lütkepohl (2006), performs better than other alternatives. In performing the bounds testing procedure, we first estimate equation (2) by the OLS method and test for joint significance of lagged level variable parameters using an F-test. The corresponding F-statistic in the bounds testing procedure has a distribution which is non-standard and more importantly one which is dependent upon four key factors namely (i) the number of observations ($n$), i.e. sample size (ii) number of covariates less the lagged dependent variable (i.e. $k-1$) in the ARDL specification, (iii) the assumption of an intercept and the trend component and (iv) whether none of the variables is 1 (2). In this study, our sample size ($n$) is 92 and the number of regressors excluding the lagged dependent variable is 4. With regards to the inclusion of a trend and constant, case three is assumed. Importantly, none of the variables is 1 (2) as will be shown in the subsequent section. Critical values are tabulated in Pesaran et al. (2001) for the lower and the upper bound. An F-statistic above (below) the upper (lower) bound signals presence (absence) of a long-run association while the test is not conclusive if the F-statistic lies in between the upper and the lower bound.

The $H_0$ of no long-run association is given by, $\theta_1 = \theta_2 = \theta_3 = \theta_4 = \theta_5 = 0$ against the $H_A$: $\theta_1 \neq \theta_2 \neq \theta_3 \neq \theta_4 \neq \theta_5 \neq 0$. This can be denoted by $F_p(\log LP | C, K, J, S)$. If co integration is confirmed in the equation that is normalised with labour productivity, then equation (2) can bare-specified into a error-correction-model (ECM) of the following form:

$$\Delta \log L P_t = c + \sum_{i=1}^{n} \beta_i \Delta \log L P_{t-i} + \sum_{i=1}^{n} \varphi_i \Delta \log C_{t-i} + \sum_{i=1}^{n} \alpha_i \Delta \log L F_{t-i} + \sum_{i=1}^{n} \omega_i \Delta \log L K_{t-i} + \sum_{i=1}^{n} \gamma_i \Delta \log S_{t-i}
$$

$$+ \delta ECT_{t-1} + \varepsilon_{1t}$$

(3)

Adding to the variables already defined, $ECT_{t-1}$ represents a year lagged ECT term that reconciles long-run information with short-run dynamics. For robustness purposes, ARDL results are compared with those from alternative estimators – the DOLS, the FMOLS and the CCR techniques.
Table 1: Japan Eigen Values and Factor Loadings

|               | F1       | F2       | F3       | F4       |
|---------------|----------|----------|----------|----------|
| Eigen value   | 2,248    | 0,903    | 0,708    | 0,140    |
| Variability (%)| 56,211   | 22,585   | 17,700   | 3,504    |
| Cumulative (%)| 56,211   | 78,796   | 96,496   | 100,000  |
| Japan Factor loadings | F1 | F2 | F3 | F4 |
| R&D stock     | 0,945    | 0,128    | 0,104    | 0,282    |
| Patents       | 0,684    | 0,691    | 0,148    | 0,181    |
| R&D Researchers| 0,724    | 0,414    | 0,528    | 0,160    |
| Trademarks    | 0,603    | 0,488    | 0,630    | 0,045    |
| Kaiser-Meyer-Olkin | 0,788 | | | |

Table 2: Korea Eigen Values and Factor Loadings

|               | F1       | F2       | F3       | F4       |
|---------------|----------|----------|----------|----------|
| Eigen value   | 3,867    | 0,086    | 0,044    | 0,003    |
| Variability (%)| 96,678   | 2,145    | 1,099    | 0,078    |
| Cumulative (%)| 96,678   | 98,823   | 99,922   | 100,000  |
| Japan Factor loadings | F1 | F2 | F3 | F4 |
| R&D stock     | 0,987    | -0,127   | -0,092   | -0,034   |
| Patents       | 0,993    | -0,108   | -0,026   | 0,043    |
| R&D Researchers| 0,984    | -0,002   | 0,177    | -0,011   |
| Trademarks    | 0,969    | 0,241    | -0,059   | 0,001    |
| Kaiser-Meyer-Olkin | 0,752 | | | |

Table 3: China Eigen Values and Factor Loadings

|               | F1       | F2       | F3       | F4       |
|---------------|----------|----------|----------|----------|
| Eigen value   | 3,686    | 0,270    | 0,036    | 0,009    |
| Variability (%)| 92,139   | 6,745    | 0,892    | 0,224    |
| Cumulative %  | 92,139   | 98,884   | 99,776   | 100,000  |
| R&D stock     | 0,993    | -0,054   | -0,076   | 0,071    |
| Patents       | 0,896    | 0,442    | 0,043    | -0,008   |
| R&D Researchers| 0,960    | -0,245   | 0,137    | -0,002   |
| Trademarks    | 0,988    | -0,107   | -0,096   | -0,063   |
| Kaiser-Meyer-Olkin | 0,794 | | | |

To verify the applicability of the ARDL bounds testing procedure, we evaluated the integration properties of the data using four tests for stationary. Three out of four tests in table 4 confirm that the variables are stationary in levels and that none of them is I (2) which gives us the green light to apply the ARDL technique. The calculated F-statistics are presented in Table 5 and the outcome points to the presence of one cointegrating vector in which \( \log LP \) is the dependent variable. This is the equation in which the calculated F-statistic is above the 5% critical upper bound. According to Pesaran et al. (2001) a long-run relationship exists if the calculated F-statistic is above the 5% upper bound critical value. For equations normalised with other regresses, the test either does not find a long-run relationship or is rather inconclusive.
A 10% increase in innovation from China reduces South Africa’s labour productivity in manufacturing by 0.09% on impact holding constant other regressors. This is not a surprising result in literature. According to Koumou et al. (2016), it is often claimed that Chinese investments in Africa bring more harm than good to the economy, and that Chinese are predators of the African raw materials. Second, innovation from Korea and Japan enter with the expected positive and significant effects predicted by Grossman and Helpman (1991) open economy endogenous growth theory. According to the results, a 10% increase in innovation spill over from Korea (lnK) and Japan (lnJ) raises South Africa’s labour productivity in manufacturing by 0.24% and...
0.13% on impact respectively holding domestic innovation (lnS) and innovation from China (lnC) constant. This is empirically consistent with studies such as Nishioka and Ripoll (2013) and Acharya and Keller (2009) which all confirmed a positive effect of spillover effects on manufacturing productivity of the importing country. Third, domestic innovation has a larger effect on labour productivity as compared to innovation from Japan and Korea. A 10% increase in domestic innovation is estimated to raise labour productivity by 2.1% holding constant foreign innovation spillover.

This is in agreement with results reported in Acharya and Keller (2009), where domestic R&D stock is found to have a relatively greater impact on manufacturing productivity of the importing country. According to Piermartini and Rubínová (2014), this may be the case because foreign knowledge is less accessible relative to domestic knowledge owing to barriers related to such things as language and cultural differences. For robustness check, the long-run parameters were estimated by the DOLS, FMOLS and CCR techniques with Newey-West standard errors. The DOLS is estimated with 3 leads and 3 lags selected by the AIC. Coefficients of leads and lags are not reported for brevity sake. Results are reported in table 6 and they are confirmatory in that: i) Chinese innovation spillover have a negative effect on labour productivity, ii) Korean and Japanese innovation spillover have a positive effect and that iii) domestic innovation has a relatively larger effect on labour productivity. The evidence suggests however that the ARDL appears to over-estimate (upwards bias).

Table 6: Long-Run Estimates: Dependent Variable: log LP

| Regresses          | ARDL     | DOLS    | FMOLS   | CCR    |
|--------------------|----------|---------|---------|--------|
| log South Africa (log S) | 0.210*** | 0.125** | 0.124** | 0.124** |
|                    | (0.042)  | (0.062) | (0.055) | (0.055) |
| log Korea (log K)  | 0.024*** | 0.059*  | 0.052***| 0.053***|
|                    | (0.005)  | (0.009) | (0.007) | (0.007) |
| log Japan (log J)  | 0.013*** | 0.010** | 0.011***| 0.011***|
|                    | (0.004)  | (0.004) | (0.003) | (0.003) |
| log China (log C)  | -0.010***| -0.042***| -0.036***| -0.036***|
|                    | (0.003)  | (0.007) | (0.006) | (0.006) |
| C                  | 4.647    | 4.999   | 4.999   | 4.999   |
|                    | (0.167)  | (0.185) | (0.227) | (0.227) |
| Adj. R-squared     | 0.903    | 0.956   | 0.961   | 0.953   |
| Hansen Prob.       | >0.2     | >0.2    | >0.2    | >0.2    |
| No of Obs.         | 82       | 85      | 91      | 91      |

Note: *, **, *** denote p<0.1, p<0.05 & p<0.01 respectively. Figures in parenthesis are Newey-West Standard errors. The DOLS is estimated with 3 leads and 3 lags.

The effect of domestic innovation owing to its insufficient ability to adequately address the simultaneity problem, the adjusted R-squared is over 90% across all the variants, which makes the estimated model capable of explaining variations in labour productivity. All specifications were subjected to a battery of diagnostic tests. These include residual normality using the Jarque-Bera test, autocorrelation using the Breusch-Godfrey Serial Correlation LM test, heteroscedasticity using the Breusch-Pagan-Godfrey test, model specification using the Ramsey RESET test and parameter stability using the CUSUM test for parameter stability. Results suggested that the models passed the parameter stability, model specification and residual normality test and failed heteroscedasticity and autocorrelation. As a corrective measure, Newey-West standard errors were used. The results are shown in table 7. The Hansen probability value in table 6 tests the null of no cointegration post estimation of the DOLS, FMOLS and the CCR. In all cases, the probability value exceeds 20% which indicates insufficient statistical evidence to reject the null. This outcome points to a cointegrating relationship substantiating the bounds testing results reported in table 5. The error correction term of the ARDL attached in appendix is 0.12 indicating that 12% of the disequilibrium is corrected each quarter. It therefore takes about 2 years for the model to revert back to the equilibrium position in the event of a short-run discrepancy.
Figure 1: Model Selection Criterion

Akaike Information Criteria (top 20 models)

Figure 2: CUSUM Test for Parameter Stability

Table 7: Diagnostic Tests

| Test                        | F-statistic | Probability Value           |
|-----------------------------|-------------|-----------------------------|
| Breusch-Godfrey Serial LM test | F-statistic = 41.944 | Pro b F(2, 74) = 0.0000     |
| Breusch-Pagan-Godfrey test   | F-statistic = 2.010  | Pro b F(12, 76) = 0.0345    |
| Ramsey RESET test           | F-statistic = 0.3089 | Pro b = 0.5800              |
How robust are these results? First we decompose the total sample into two sets 1995Q1 – 2008Q4 and 2009Q1 – 2017Q4. This decomposition allows us to establish whether or not the relationship between foreign innovation spillover has changed over time particularly pre and post the 2009 global financial crisis. The results in table 8 variant (1) represent the 1995Q1 – 2008Q4 subsample and they are based on an ARDL (1, 4, 4, 4, 3) automatically selected by the AIC with Newey-West standard errors. Because the sample has 56 quarterly observations after adjusting for degrees of freedom, we rely on critical values reformulated Narayan (2004). These critical values are suitable for small sample sizes ranging from 30 to 80 observations. The computed F-statistic is 18.99 which is above the 3.813 5% upper critical bound given n=56, k=4 with an intercept and no trend. This provided the green light to estimate the long-run estimates. Similarly, for variant (2), the F statistic is 4.693 which is above the 4.062 5% upper critical bound given n=36 and k=4. As shown in table 8, the sample decomposition does not bring significant alterations to the main results i.e. Chinese innovation correlate negatively with productivity, Korea and Japanese innovation spillover have the opposite effect but domestic innovation stock has a larger effect. Lastly we change our interpolation method from quadratic to linear interpolation when converting our initial annual data to quarterly data. The results in table 9 are based on an ARDL (2, 0, 2, 2, 2) again automatically selected by the AIC. Following the same stages, i.e. the bounds testing procedure for the entire sample, the results in table 8 corroborate the central result that Chinese innovation is harmful to labour productivity in South Africa's manufacturing sector, Japanese and Korean innovation spillover have the opposite effect but domestic innovation has a larger effect.

Table 8: ARDL Long-Run Estimates – Sub Samples: Dependent Variable: Log LP

| Regressors                        | Variant (1) 1995Q1 – 2008Q4 | Variant (2) 2009Q1 – 2017Q4 |
|-----------------------------------|-----------------------------|-----------------------------|
| log South Africa (log S)          | 0.288**                     | 0.255***                    |
|                                   | (0.107)                     | (0.054)                     |
| log Korea (log K)                 | 0.091***                    | 0.043***                    |
|                                   | (0.013)                     | (0.009)                     |
| log Japan (log J)                 | 0.014***                    | 0.004**                     |
|                                   | (0.002)                     | (0.002)                     |
| log China (log C)                 | -0.103***                   | -0.050***                   |
|                                   | (0.029)                     | (0.007)                     |
| C                                 | 4.309                       | 6.610                       |
| Adj. sample size                  | 54                          | 33                          |

Note: *, **, *** denote p<0.1, p<0.05&p<0.01 respectively. Figures in parenthesis are Newry West standard errors.
Table 9: ARDL Estimates – Linearly Interpolated Data: Dependent variable: log LP

| Regresses          | Coefficient | Std. Error | t-Statistic | Prob. |
|--------------------|-------------|------------|-------------|-------|
| log South Africa (log S) | 0.295       | 0.095      | 3.09        | 0.0028|
| log Korea (log K)    | 0.035       | 0.012      | 2.92        | 0.0045|
| log Japan (log J)    | 0.008       | 0.001      | 8.00        | 0.0000|
| log China (log C)    | -0.021      | 0.009      | -2.24       | 0.0279|
| C                  | 4.289       | 0.396      | 10.823      | 0.0000|

5. Concluding Remarks

In this paper, we have constructed a composite innovation index that comprises R&D stock, R&D researchers, patents and trademarks using the principal component analysis. Different from previous studies, service imports are used as the transmission mechanism. Three results are noteworthy. First, service imports have a fundamental role in transferring innovation across international boundaries and this is true for Japan and Korea in which domestic labour productivity is raised within the 0.01% – 0.06% range. Second, although innovation from Korea and Japan correlates significantly with labour productivity, it is domestic innovation that has a relatively larger effect on productivity. Based on the evidence, a number of concluding remarks can be made. First, the results imply that domestic policy that affects trade in services with Korea and Japan such as restrictive rules and regulations can deny South Africa an opportunity to raise labour productivity through absorption of foreign innovation that comes along with their services. The second implication of our results is that labour productivity is more sensitive to domestic innovation which means that foreign innovation that might be transferred through service imports has to be treated as a complement rather than a substitute for domestic innovation efforts.
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