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Abstract: This paper provides a methodology for the production of synthetic images for training neural networks to recognise shapes and objects. There are many scenarios in which it is difficult, expensive and even dangerous to produce a set of images that is satisfactory for the training of a neural network. The development of 3D modelling software has nowadays reached such a level of realism and ease of use that it seemed natural to explore this innovative path and to give an answer regarding the reliability of this method that bases the training of the neural network on synthetic images. The results obtained in the two proposed use cases, that of the recognition of a pictorial style and that of the recognition of migrants at sea, leads us to support the validity of the approach, provided that the work is conducted in a very scrupulous and rigorous manner, exploiting the full potential of the modelling software. The code produced, which automatically generates the transformations necessary for the data augmentation of each image, and the generation of random environmental conditions in the case of Blender and Unity3D software, is available under the GPL licence on GitHub. The results obtained lead us to affirm that through the good practices presented in the article, we have defined a simple, reliable, economic and safe method to feed the training phase of a neural network dedicated to the recognition of objects and features, to be applied to various contexts.
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1. Introduction

Machine learning is now one of the areas where scientific research has focused most. In order to train the neural networks correctly, it is necessary to have available datasets of examples that the network can use to learn and understand how to solve the problem that has been assigned to it. The datasets for the training of the neural networks are generally very large and require considerable efforts to be constructed correctly. Let us think, for example, of the convolutional neural networks: these are used today to extract the features that compose the images and classify them according to the labels that the programmer has predefined. As an example let us imagine a dataset for binary classification of animals, such as dogs or cats. Unless we consider a dataset that is already available on the web it will be necessary to create one specific to the problem to be addressed. Such a dataset would be very complex and expensive to create in the real world, and is a general case of representing three-dimensional environments with completely random lighting conditions and object arrangements, so it may be appropriate and advantageous to create it virtually, thanks to the enormous developments that have taken place in 3D modelling software. This solution allows us to recreate virtual scenarios, generating a high number of images with specific techniques of scene illumination and a random...
arrangement of objects to enrich the number of information to be fed to the neural network for its training.

In this paper we present a technique for generating synthetic datasets using the popular three-dimensional environment modelling software Unity3D\(^1\) and Blender\(^2\).

We illustrate two different use cases, which we think can be of valuable help to researchers, as they are general cases that can help to solve specific problems. The first use case involves generating a dataset for the binary classification of paintings of the Baroque and Impressionist styles.

With this example we want to show and describe how it is possible to generate images of objects (in our case paintings) and how they can be analysed using neural networks. This use case therefore involves framing a three-dimensional model from various angles and under various lighting conditions. The second use case involves generating a dataset for recognising people at sea, specifically migrants.

This example is completely different from the previous one because instead of having an object, we have a scenario, and through graphical modelling environments we can easily recreate different weather and light conditions: for example we can have a scenario with the typical sunlight of the morning, afternoon, evening or night. We can also simulate what people at sea would look like in different weather conditions, for example clear skies or cloudy skies.

A further qualifying aspect of our work is that we have automated the process of data augmentation on virtually generated images by manipulating each image in various aspects.

The sections that make up this paper are divided in the following manner. In the section 2 we analyse articles and manuscripts that have dealt with this problem or have analysed the correlations that these methodologies may have with the world of scientific research. The section 3 describes how we organised the research, analysing both the theoretical and practical development of our work. In section 4, we describe our results and also analyse best practices for generating synthetic datasets using three-dimensional environment modelling software. The section 5 describes the techniques we recommend for generating synthetic datasets. The section 6 reports the conclusions we drew as a result of the experimental analysis described in this paper. The datasets that are generated for this article and the codes we developed to implement them have been made public and are freely accessible via the GitHub page\(^3\). All the code on the repository is open source, licensed under the GNU General Public License v3.0 and freely usable by anyone.

2. Related works

Supervised Machine Learning for Image Recognition, like any other human endeavour, has yielded significant advantages while simultaneously posing new challenges. Indeed, one of the most significant concerns picture recognition reliability when the data collection comprises a small number of samples on which to base training.

Despite the fact that there are several picture databases online, both private and public, even providing open access (i.e. ImageNet\(^4\), OpenImages\(^5\), SUN Database\(^6\), Microsoft Common Objects in Context - COCO\(^7\), PASCAL VOC Dataset\(^8\), OpenLORIS-Object\(^9\), etc.), there are still many niches of themes that are not depicted or for which there are only a few photos accessible. So, many techniques have been devised to enhance the number of available occurrences, such as geometric transformations [1–3], parameter adjustment (number of pixels, colour mappings, contrast, multi-spectral bands, etc.)
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[4,5], and synthetic picture generation (via GAN/RAN [6–10] or graphics engines, like Unity3D, GODOT\textsuperscript{10} [11], and Unreal\textsuperscript{11}).

Another problem deriving from the use of some particular types of datasets is the imbalance of the classes in the classification process (unbalanced classes) [12,13]. This phenomenon has been shown to have a negative impact on traditional classifier training. Many of these strategies can efficiently solve the problem of unbalancing classes [14–17] in datasets when their quantity is not exactly uniform, but oversampling minor classes [18–20], undersampling major ones [21–23], the possibility of weighing the network parameters in a different way so as to appropriately rebalance all the classes [24–26], appear to be winning strategies too. By contrast, this issue appears to be decreasing in all binary classification methods [27,28].

Furthermore, synthetic scenario creation is becoming increasingly relevant in a variety of fields [29–35], ranging from object and figure identification and categorisation to automated recognition and tracing [36–39]. The adaptability and reusability of this method is exemplified by the ability to train networks to detect specific items or people in very challenging circumstances. So, the use of powerful graphics engines that are able to reproduce reality, or a scenario to be represented, in a very realistic way is therefore becoming a particularly crucial practise for increasing or balancing the recognition classes in a dataset for CNNs [40–42].

3. Research methodology

When approaching a machine learning challenge, the first step is to identify a dataset that accurately defines the problem and train a classifier using it, such as a decision tree, a neural network, or a Support Vector Machine. Manually constructing a dataset is a time-consuming, sometimes expensive, and even risky task. Consider the following scenarios: you want to train a neural network that recognises men overboard, or you want to train a neural network that recognises animals that pass along a road at night: these are specific scenarios that could present many challenges for a researcher, as well as a significant cost and time benefit from using graphic modelling software. The pipeline that we suggest for approaching these difficulties is depicted in Figure 1, which begins with the development of a synthetic dataset before moving on to the actual one.

3.1. Our proposed pipeline

The pipeline that we proposed is now being evaluated. First and foremost, the virtual setting must be designed and built using software such as Unity3D and Blender. This is a crucial stage, and having some example images and a clear sense of how the setting will be constructed might help. After you have finished creating the scenario, you may start creating the synthetic dataset. Photographs of the virtual world must be taken in this step, using combinations of light, shadows, and items that we deem appropriate for the research. The acquired photographs can then be used to train a neural network, with care taken to divide the images into two sets, the first of which contains 80% of the samples and can be used to compose the training set, and the second of which contains the remaining 20% and can be used to test the neural network with examples not used in the training phase. After training the neural network, the results must be analysed: if the results are poor, the generated dataset must be double-checked, and the scenario modelling may need to be adjusted. If the results are satisfactory, we may assert that our problem can be solved using neural networks, and we can spend time and money looking for and photographing objects in the real world. If financial resources allow, it may be able to replace the synthetic images with real ones and evaluate the dataset generated by the neural network using the continuous learning approach. If the results are positive, the task is completed. Otherwise,
you will have to go back and examine the dataset of real photographs, train the network again, and see if the goals have been met.

Instead of immediately beginning with the capture of real-world images, we advocate starting with synthetic photographs created using 3D modelling software utilising our pipeline. If the three-dimensional environment is created with care, realism, and detail fidelity, we will have a clear idea of the performances that we will be able to obtain in the real world quickly and with low initial costs, and only then begin the construction phase of a dataset with photographs taken in the real world.

We have discovered a number of advantages using this method. The first benefit is the speed with which we can generate photographs to train the networks, because once we have set up the working environment, we will be able to generate an almost infinite number of images by simply running our algorithm and letting it generate images with random combinations of lights, shadows, and objects. Another advantage is cost; developing a synthetic dataset is far less expensive than creating a genuine dataset, which in our example would include the hiring of a helicopter, actors, and at least one ship. It should also be remembered that by utilising a synthetic dataset, we will be able to determine much more quickly if the technique we are applying is appropriate or not, and, if required, entirely alter strategy and attack the problem from different perspectives. We believe that a synthetic dataset should not be used in place of a dataset made up of real images because it is currently impossible to faithfully reconstruct all of the graphic facets and decals that make up the natural world, but we do believe that it is a useful tool for researchers working on machine learning problems, particularly those involving image classification.

In Figure 2 it is possible to see some photographs of the scenario we created. In Figures 2A and 2B we can see two examples of photos in which there are no men overboard. In Figures 2C and 2D there are men overboard, generated randomly and in a random point of the scene.

In Figure 3 we find 4 examples of paintings, which make up the dataset of objects we have created. In Figures 3A and 3B are represented paintings of the Impressionist period, while in Figures 3C and 3D are represented paintings of the Baroque period.
4. Discussion of results

We evaluated the synthetic datasets with neural networks after synthesising them with virtual reality software using the methodology outlined in the previous sections. The goal of the test is to determine whether or not a neural network can operate with pictures that are not from the real world and whether or not the results it generates are adequate. The analysis was carried out using two convolutional neural networks. The first network is Alexnet\(^{43}\) while the second neural network is InceptionResnet-V2\(^{44}\). We trained the first neural network via Matlab\(^{12}\) software while the second network was trained via python code running on the Google Colab\(^{13}\) cloud environment. Both networks were trained using the transfer learning technique\(^{45}\). This approach assumed that the networks would be partially trained before the training began. Before the actual training, the weights

12 https://it.mathworks.com/products/matlab.html
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of the neural connections are preloaded. The values are derived from the training that these networks performed on the public dataset ImageNet\cite{46}. We then deleted the network’s head, as well as the initial 1000-class prediction layer, and added a layer to conduct binary classification of our photos, for example, by utilising the sigmoid activation function\cite{47}. Finally, after evaluating the general-purpose networks mentioned above, we constructed a customised neural network by modelling the internal structure of the layers to match our proposed problem. This network comprises 12 million neurons, which is a small amount in comparison to general-purpose networks, yet it has produced good performance in the prediction phase on the validation set.

4.1. Alexnet

Alexnet was the first neural network we looked at, and we used Matlab software to analyse it. Using the transfer learning method, the neural network was imported and analysed. The network’s last three layers were eliminated after it was pre-trained on the ImageNet dataset. These layers acted as learning layers for the network, allowing it to recognise the 1000 ImageNet classes. We have replaced these layers with a dense, fully connected layer with a WeightLearnRateFactor of 20 and a BiasLearnRateFactor of 20. A Softmax layer and, lastly, a Classification Layer were attached to this
layer. We examined both the dataset depicting paintings and the dataset representing people at sea with the network setup in this way.

Figure 4 shows the confusion matrices obtained by analysing the dataset of the paintings.

![Confusion Matrix](image1.png)

(a) Training set Confusion Matrix

(b) Validation set Confusion Matrix

Figure 4. Confusion matrices of the Painting dataset analysed on Alexnet with Matlab.

Figure 5 shows the confusion matrices obtained by analysing the dataset of men at sea.

![Confusion Matrix](image2.png)

(a) Training set Confusion Matrix

(b) Validation set Confusion Matrix

Figure 5. Confusion matrices of the Sea dataset analysed on Alexnet with Matlab.

Figure 6 shows the result of Alexnet’s training on the two datasets.

The graph showing the network’s percentage of accuracy as a function of time can be seen in the upper section of the photos. In the lower section of the photos, the Loss function as a function of time is presented.

The learning curve of the network in the recognition of the training set is shown in blue in Figure 6A, while the dataset of men at sea is studied. As you can see, the network begins to settle after a few early oscillations, becoming increasingly precise.

Figure 6B, on the other hand, depicts the network’s learning curve as it analyses the collection of paintings. Blue highlights the various training iterations. We have added periodic checks in the recognition of the validation set as an extra analysis in this example, and the interpolation of the recognition percentages achieved is shown by the black curve. Figure 5B shows the final result in the recognition of the validation set of the man overboard dataset. The findings acquired from the first tested network are, in our perspective, extremely good; in particular, we can see how the validation set paintings are identified with an accuracy of 97.5%. The accuracy of the dataset of men at sea, on the other hand, is lower, with an overall accuracy of 94.5%. When in confusion matrix we consider the cell
corresponding to the column "true" and the row "true", that is, when there are really men overboard, we can see that 199 of the 200 photos in the sample were properly identified. The Alexnet neural network described above takes up a total of 201.9MB on disk.

4.2. InceptionResNet-V2

We used the Google Colab cloud environment to test our second system, the InceptionResNet-V2 neural network. This network was also preloaded using the transfer learning approach, thus the weights of the neurons were already capable of classifying the 1000 ImageNet classes. We imported the network, removed the network’s head, which was made up of dense learning layers, and replaced it with the following layers. The first is a Flatten type layer, whose job was to convert the network’s data structure into a float vector. After that, we added two dense layers of 64 neurons with Rectified Linear Unit (ReLU) activation functions to learn the features collected from the network’s convolutional layers. Finally, we have added a layer that just contains one neuron and is responsible for binary categorization. Binary crossentropy\textsuperscript{14} was employed as the loss function, while Adam\textsuperscript{15}\textsuperscript{[48]} was chosen as the optimizer. In a cloud environment like Google Colab, the network described above has a total of 60,632,481 parameters, which is a big quantity to maintain and handle. As a consequence, we devised a strategy that enabled us to operate effectively with such a large network. The early layers of the InceptionResNet-V2 network were frozen, and only the final layers were permitted to be trained. The layers that extract picture characteristics and are pre-trained on ImageNet are not impacted in this way. Because of this approach, 54,336,736 parameters are immutable and will not change during the network’s training, whereas the remaining 6,295,745 parameters will need to be trained in order to learn how to accurately categorise our datasets. We have additionally set up two more aspects. The first is in the training phase: we assess the network accuracy percentage on the validation set every time an epoch finishes. If the accuracy rate has increased, the network model is saved and this step is considered a checkpoint. In this method, even if the network overfits during training and its accuracy on the validation set deteriorates, we may still trace the optimum combination of parameters gained during training. The second point to consider is when to halt (early stopping). We can track the development of the network training phase and verify its accuracy in identifying the dataset using this method. At the conclusion of each period, a check is performed. If the network does not increase recognition accuracy for a predefined number of epochs (generally three), we may say that we have found a local minimum in the range of possible solutions to the problem. This abnormality will be

\textsuperscript{14} https://keras.io/api/losses/probabilistic_losses/
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detected, and network training will be halted, saving time that would otherwise be squandered. The confusion matrices derived by examining the dataset of the paintings are shown in Figure 7. The validation set, as it can be seen, has a very high accuracy percentage of 98.03%.

![Figure 7](image)

Figure 7. Confusion matrices of the Painting dataset analysed on InceptionResNet-V2 with Google Colab

Figure 8 shows the confusion matrices obtained by analysing the dataset of men at sea with the InceptionResNet-V2 neural network. In this case the network was able to recognise each image provided through the validation set, reaching an accuracy of 100%.

![Figure 8](image)

Figure 8. Confusion matrices of the Sea dataset analysed on InceptionResNet-V2 with Google Colab

Furthermore we report in Figure 9 the graphs obtained with the training of the neural network. The graphs show how the proportion of accuracy has increased over time, peaking at epoch n.10 and then declining. The network then entered an overfitting phase, during which the accuracy of the validation set decreased significantly. We were able to save the condition in which the network was at its highest level of accuracy, which was obtained around epoch n.10, thanks to early stopping and checkpoints. The neural network as described takes up 54.5MB of storage space. The convolutional layers have been frozen, thus no changes in the weight values of the neural interconnections have been made compared to the network trained on ImageNet, allowing for such a small amount of space to be filled.
To finish our study, we constructed a custom neural network for the collection of paintings. The goal of this network’s architecture is to achieve a more linear training phase than InceptionResNet-V2. Indeed, we want to avoid the frequent spikes and decays in accuracy that we saw with the general-purpose network, and we want the loss function to be smoother. In this approach, we want to develop a neural network that is theoretically more stable when applied to pictures that are not synthetically created. The figure 10 depicts the network we are presenting.

4.3. Custom Convolutional Neural Network

There are three blocks to its construction. The identification of the highest level characteristics is the initial block. We employ a convolutional layer sequence and max pooling to do this. The three first convolutional layers have 64, 128 and 256 filters, respectively, as we go deeper into the network. The second block is made up of three convolutional layers, each with 128 filters. These layers are responsible for learning the finer details of our datasets. A series of dense layers with ReLU activation
functions composes the third block. These layers are responsible for learning and categorising the characteristics retrieved by convolutional layers. The network’s last layer is composed of a single neuron with a sigmoid activation function. Adam was the optimizer for this neural network, and there were a total of 12,209,553 parameters to train. The setup of the neuronal weights of this neural network requires 139.8MB of storage space. Figure 11 shows the confusion matrices created by testing the neural network on the datasets. As it can be seen, the recognition percentages are quite high, with a validation set accuracy of 97.54%. Figures 12A and 12B show the statistics gained during the training phase, whereas Figure 9D shows the Roc curve. As it can be seen, the learning curve is highly steady, and the validation set’s identification percentage is very near to the training set’s recognition accuracy. Checkpoints and early stopping were also implemented in this situation, allowing us to save the optimal configuration of neural weights that the training phase could create. The best configuration was found at the end of epoch n.11, however the early stopping of the training at epoch n.14, as the network was approaching overfitting, caused the training to be terminated. Finally, we conducted deeper investigation. We created a test set of paintings that were not included in our synthetic dataset and utilised it to see if the neural network we trained could distinguish the painting style. The analysis gave very good results with an accuracy percentage of 94%. The confusion matrix constructed on the test set as presented is shown in Figure 12C.

5. Best Practices generating a synthetic dataset in virtual environments

This section describes the techniques we recommend for generating synthetic datasets. In subsection 5.1 we describe the techniques we recommend for generating synthetic scenarios using Unity3D while in subsection 5.2 we describe how to generate synthetic datasets depicting objects. The techniques described can be applied generically to many other graphic modelling software, we used Unity3D only as a use case.

5.1. Representation of the synthetic scenario

The first step is to use graphic modelling software to properly represent the scenario. One of the most well-known and widely used programmes to do this is Blender. The software product also has a significant community that has created a number of tutorials that may be helpful to individuals who are just getting started in the realm of graphic modelling. After you have received the model, it will be necessary to import it into Unity3D. It will be sufficient to place the model we produced into the
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gameobject after constructing an empty gameobject to use as a container. As a result, a camera must be placed in the scene and positioned so that it frames precisely the scene, as illustrated in Figure 13.

Depending on the lighting conditions we want to reproduce, we will also need a directional light and maybe one or more pointlights or spotlight types of lights. After you have completed these preparatory procedures, you will need to write a script that will change the lighting conditions at random, rotate the item, and take photos with the appropriate resolution. We propose including some public variables in the script so that you can define the parameters using the Unity3D graphical interface (the Inspector) rather than having to change the code all the time. Some examples of public variables are the path to the output image folder, the number of photographs to be taken, the object’s and light’s minimum and maximum rotations, the light’s minimum and maximum intensities, and so on. Figure 14a shows an example. The operations flow that we suggest is as follows. Execute the following procedures within a loop that iterates a number of times equal to the number of photos we wish to generate:

1. Random rotation of the object: we produce three random integers that are contained in the minimum and maximum rotation ranges that we previously established and assign them as coefficients of the object’s X, Y, and Z rotations.
2. Changing the scene’s global lighting: we produce three random integers that represent the potential rotations of the light in the scene; it is critical to establish the ranges of the three variables accurately to guarantee that the representation obtained is believable. A picture with illumination from the bottom up, or even directly into the viewer’s eyes, for example, would
Figure 13. Camera that precisely frames the scene.

(a) Inspector, the script and the parameters

(b) Objects in the sea

Figure 14. Unity3D interface

be unusual. As a result, we recommend trying until you get the appropriate outcome. These numbers are then allocated as light rotation coefficients once they have been formed. It is also possible to produce a random value that alters the light’s intensity and hue.

3. Acquisition of the image: to store a photograph of the scene, generate a rectangle that overlaps the user interface starting at the $x_0, y_0$ coordinates of $(0,0)$ and finishing at the $x, y$ coordinates of (Screen.width, Screen.height), then extract the RGB values of the pixels included inside the rectangle.
4. Scaling the image: after we have gotten the RGB values, we will need to scale the image to fit the size requirements of the neural network we are going to utilise. For example, if we are creating a dataset to train the InceptionResNetV2 network, we may scale the photos directly in Unity3D to 299x299 resolution.

5. Saving the image: once the pixels have been captured and resized, the image must be saved to a file system, for example, in the PNG format. During the saving step, we propose distinguishing the objects using an identifying name and an incremental integer that will be used to create the saved file’s name, such as “impressionism_0000X.png”.

5.2. Dataset for the classification of images representing objects

The followings are best practices for generating virtual scenario datasets using Unity3D. Now let us assume we want to do a true-false binary classification. First and foremost, the models of the things that will make up the scene must be created. The models must be realistic, and we suggest Blender in this situation as well. It is also important to consider how to construct the examples for the true and false classes. We must also ensure that the items are not always arranged in the same area of the image; to do so, we need to designate locations where they can be formed and then displayed to the camera. We created a scenario suitable for both photographs associated with the true category and photographs associated with the false category, in which we represented people at sea, shipwrecked people, and created a scenario suitable for both photographs associated with the true category and photographs associated with the false category. The images in the true category account for half of the whole dataset. The remaining 50% are in the false category, which is split into two sub-categories, with half of them representing simply the scenario with the sea and random light conditions. The other half is a representation of the sea, with ships and barrels floating on the surface. First of all, we recommend generating and putting a container object, in our case “objects”, into the scene. We have added two more containers to it, one for objects of the true class and the other for objects of the false class. Three-dimensional models of people, ships, and barrels have been placed within the two containers. Figure 14b provides an example.

As a result, the operations flow that we suggest is as follows. The following procedures should be executed within a loop that iterates a number of times equal to the number of images we wish to generate:

1. Restore the scene to its original state by hiding all items on the scene except the sea, the camera, and the sunlight at the start of each new iteration.
2. Make a random number of the objects active (and so display them within the scene) while producing pictures of the class true/false.
3. Alter the location of the objects: for each object in the scene, we generate three random numbers (X, Y, and Z) from the range of coordinates that the camera can frame and update the position of this object to the produced coordinates.
4. Change the rotation of objects: for each object in the scene, we produce three random integers (X, Y, and Z) that are within the desired rotation interval and realistically match the class to be formed. Then, using the provided values, rotate the item under examination.
5. Modify the lighting of the scene as described in point 2 in the previous list.
6. Acquire the scene image as specified in the preceding list’s point 3.
7. Resize the image to the size acceptable by the neural network we wish to test, as explained in the preceding list’s point 4.
8. Save the picture to the file system as stated in point 5 from the preceding list, be sure to give each image a name that allows you to identify the class to which it belongs.

6. Conclusions and future works

We have demonstrated that synthetic datasets may be a valuable resource for researchers utilising machine learning algorithms to identify objects or scenarios. When dealing with challenges of this
nature, you often have two options: either use datasets that other scientists have made accessible on the internet, or invest time and money in constructing an ad-hoc dataset specific to the topic at hand. It takes time and money to collect materials and images to create a dataset, which generally comprises tens of thousands of shots. Taking the photos required to train a neural network might be risky in some circumstances. We can naturally think, for example, of the training of the network of people at sea, the recognition of animals or pedestrians along the motorways for the automatic braking systems of cars, and so on. The synthetic datasets created by the pipeline and the methodologies presented in this article allow us to accelerate this process and predict which kinds of images will perform better for the task at hand. We also believe that, as a result of the high degrees of realism achieved by computer graphics, the image quality is quite good and will continue to improve, allowing the construction of increasingly realistic datasets. We are going to expand our study in the future and concentrate on particular elements, such as the union of synthetic and realistic datasets, by examining how neural networks trained on synthetic datasets react while adding instances to the original dataset and utilising continuous learning approaches.
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Abbreviations

The following abbreviations are used in this manuscript:

- CNN: Convolutional Neural Network
- GAN: Generative Adversarial Network
- RAN: Recurrent Adversarial Network
- UV: Represent the u,v graphic coordinates
- VR: Virtual Reality
- ROC: Receiver Operating Characteristic
- NN: Neural Network
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