Abstract—Millimeter wave (mmWave) signals are much more sensitive to blockage, which results in a significant increase of the outage probability, especially for the users at the edge of the cells. In this paper, we exploit the technique of base station (BS) cooperation to improve the performance of the cell-edge users in the downlink transmission of mmWave cellular networks. We design two cooperative schemes, which are referred to as fixed-number BS cooperation (FNC) scheme and fixed-region BS cooperation (FRC) scheme, respectively. In the FNC scheme, the cooperative BSs consist of the M nearest BSs around the served cell-edge users, and in the FRC scheme, the cooperative BSs include all the BSs located within a given region. We derive the expressions for the average rate and the outage probability of a typical cell-edge user located at the origin based on the stochastic geometry framework. To reduce the computational complexity of our analytical results for the outage probability, we further propose a Gamma approximation-based method to provide approximations with satisfying accuracy. Our analytical results incorporate the critical characteristics of mmWave channels, i.e., the blockage effects, the different path loss of LOS and NLOS links, and the highly directional antenna arrays. Simulation results show that the performance of the cell-edge users is greatly improved when mmWave networks are combined with the technique of BS cooperation.
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I. INTRODUCTION

RECENT years has witnessed the dramatically increasing demands on higher wireless data rate. The conventional wireless networks are incapable of supporting such an explosive growth in wireless data traffics because of the limited microwave spectrum (below 6 GHz). Therefore, due to the wide available bandwidth in the millimeter wave (mmWave) spectrum (up to 300GHz), mmWave communication has been regarded as one of the most promising technologies for realizing future mobile communication networks [1]–[5].

According to recent field measurements [4], many new characteristics emerge in mmWave bands compared to the conventional microwave bands. One of the major features lies in the significant path loss due to the higher frequencies. To compensate the higher path loss, highly directional beam-forming antenna arrays are generally equipped at the base stations (BSs). Another important feature is that mmWave signal is more sensitive to the blockage effects due to the poor diffraction. According to the field measurements, path loss laws of line-of-sight (LOS) and non-line-of-sight (NLOS) links are significantly different [4], [6].

In view of these new characteristics in mmWave bands, many works were focused on evaluating the performance of the mmWave networks to provide a guideline for BS deployment design. In [4] and [6], spatial statistical models of the mmWave channel are constructed based on the measured data. Under these models, the signal-to-interference-and-noise ratio (SINR) and the transmission rate of the mmWave systems have been evaluated in [6]. The network-wide performance of mmWave cellular networks was also theoretically investigated, e.g., coverage probability and average rate in [7], and the mean interfering power and SINR in [8], where a stochastic geometry framework has been adopted to model the topological randomness of the future cellular networks due to the increasingly dense and irregular BS deployments [3]. The works mentioned above have shown that mmWave networks have a great potential to support the enormous increase of wireless data traffics. However, their results are on the average performance of general users over the whole network. As pointed out in [4] and [5], mmWave signals are severely vulnerable to shadowing, which results in high probability of signal outages at the cell-edge users. Therefore, the performance of the cell-edge users is the major bottleneck, which becomes a great concern of mmWave cellular networks.

To protect the mmWave signal transmissions from shadowing and ensure reliable communication links for the cell-edge users, a promising solution is the BS cooperation [9]–[11]. With BS cooperation, each cell-edge user can connect to multiple BSs, and even if the signal strength from one of its serving
BSs is poor, the other cooperative BSs may still collaboratively provide a sufficiently high signal power level, e.g., there may be not only one intended links in LOS state. Besides, the BS cooperation transforms the potential strong interferers, e.g., interfering links in LOS state, to cooperative signal sources, which significantly suppresses the interfering power. Motivated by this observation, in this paper, we investigate the performance of cell-edge users in BS cooperation-aided mmWave cellular networks based on the stochastic geometry framework.

A. Related Works

To analyze the performance of the mmWave networks, theoretical channel models have been proposed to describe the new propagation characteristics in mmWave bands [7], [13]–[17]. In [7] and [13], the authors proposed a LOS ball model to approximate the irregular LOS region, which was shown to be flexible yet accurate enough to capture the features of the blockage effects in mmWave bands by the field measurements [14]. The LOS ball model was further extended to the two-ball-based blockage model in [15] and the multiple-ball-based blockage model in [16] to account for the three different states of each link, i.e., LOS, NLOS and outage. Based on the established theoretical channel models, the network-wide system performance of the mmWave networks was investigated, e.g., in [14], [17], and [18].

The stochastic geometry framework has been widely adopted to analyze the network-wide performance of cellular networks, including the works in [19]–[23]. In [19] and [20], the authors modeled the random locations of the BSs as a homogeneous poisson point process (HPPP). And based on this model, the outage probability of a typical user was derived in single tier cellular network [20] and in multiple tiers heterogeneous networks (HetNets) [21]–[23]. Compared with the traditional grid model, using HPPP to model the locations of BSs and mobile users provides analytical tractability while guarantees satisfying accuracy of the analytical results [19].

Based on the stochastic geometry model, BS cooperation in conventional microwave networks has already been extensively studied in the past few years [24]–[31].

In [24], BS cooperative downlink transmissions in HetNets were investigated. The authors of [24] derived the coverage probabilities and the diversity gains for the general users in multi-tier networks and the worst-case users in single-tier networks. In [25] and [26], the performance of the general and worst-case users in spatiotemporal BS cooperation-aided stochastic networks were investigated, respectively. It was shown that the spatiotemporal BS cooperation is an effective way to increase the coverage and suppress the interference. The authors of [27] considered the joint transmission (JT), dynamic point selection/dynamic point blanking (DPS/DPB), and the combination of JT and DPB in BS cooperation-aided cellular networks, and investigated the meta distribution of the signal-to-interference ratio. The authors of [28] investigated the success probabilities in downlink HetNets with coherent joint transmission (CJT), and upper bounds on the success probabilities of the general and worst-case users were derived. In [29] and [30], a tractable model for analyzing the performance of non-coherent joint transmission (NCJT) was proposed, and the distribution of SINR was derived. The authors of [31] derived the spectral efficiency under the NCJT BS cooperation in general HetNets, and optimized the received signal strength thresholds of each tier to obtain a higher spectral efficiency.

B. Motivations and Contributions

Though the works mentioned above illustrated the advantages of the BS cooperation, the conclusions only fit with the conventional microwave networks. The new channel characteristics in mmWave makes the performance of the BS cooperation in mmWave wireless networks need to be re-evaluated. We have to point out that compared with the microwave networks, BS cooperation is much more important for the mmWave networks. This is because the link quality in mmWave band can be significantly reduced due to the blockage effect which is not observed in microwave band. The blockage effect can be compensated by letting more than one BS to serve the users, which increases the probability of having reliable LOS links. Recently, the authors of [32] applied the BS cooperation to the mmWave wireless networks to improve the network-wide coverage probability. However, the results in [32] suit to general users but not typically to the cell-edge users, the performance of whom poses the major bottleneck of the mmWave cellular networks. Motivated by these observations and based on the channel models for the mmWave bands established in the previous works, the performance of the cell-edge users in BS cooperation-aided mmWave cellular networks is analytically studied under the stochastic geometry framework. The main contributions of this work are summarized as follows:

1) We improve the performance of the cell-edge users in mmWave cellular networks by using the technique of BS cooperation. Two different cooperation schemes are proposed to serve the cell-edge users, i.e., fixed-number cooperation (FNC) and fixed-region cooperation (FRC). Note the the proposed geometry-based BS association strategies should be more practical than the instantaneous received signal strength (IRSS) based association strategy in [32]. In general, estimating the IRSS from multiple BSs causes much communication overhead, which is especially much more inefficient in mmWave band, because the mmWave links usually have smaller channel coherent time than that in microwave links.

2) For both strategies, the expressions for average rate and outage probability are derived, while in [32], only the coverage probability is investigated. We show that the performance of the cell-edge users has a significant promotion with the help of BS cooperation. However, we show that calculating the analytical results of the outage probability is complicated and time-consuming, which motivates us to find a more efficient way to evaluate the outage probability.

3) To efficiently evaluate the outage probability, we resort to the technique of Gamma approximation [33] to obtain an approximation of the outage probability,
which significantly differentiate our work from [32]. Besides, different from the general idea of Gamma approximation, where the signal power is approximated by only one Gamma random variable (RV), we approximate the received signal power by using two different Gamma RVs to separately characterize the statistics of LOS and NLOS links. Numerical results show that the approximate results are of high accuracy and computational efficiency.

We note that the proposed cell-edge user model in this paper is different from the worst-case user model proposed in [24]. In the latter, the users that are located at the Voronoi vertices formed by the BSs are referred to as the worst-case users. However, when the locations of several BSs are close to each other (which is possible from the perspective of HPPP stochastic network), the worst-case users at the Voronoi vertices formed by these BSs are hence possible to be very close to these BSs. The proposed cell-edge user model eliminates this case by setting an exclusive region of the BSs around the users. The details of the cell-edge model will be presented in the next section.

C. Paper Organization and Notations

In Section II, mmWave channel characteristics and some basic assumptions in this paper are detailedly introduced. In Section III, the BS cooperation schemes and the performance metrics are presented. In Section IV and V, the average rate and outage probability of a typical cell-edge user in BS cooperation-aided mmWave cellular networks are derived, respectively. In section VI, numerical examples are presented. Finally, in Section VII, we conclude the paper.

Notations: |·| denotes the cardinality of a set. $\Gamma(s)$ denotes the Gamma function. $\text{}_2F_1(a, b; c; z)$ denotes the Gauss hypergeometric function [43, eq. 9.100]. The factorial of a non-negative integer $M$ is denoted by $M!$. $h \sim \text{Gamma}(k, m)$ denotes Gamma-distributed RV with shape parameter $k$ and scale parameter $m$. $L_X(z)$ is the Laplace transform (LT) of a RV $X$. $\mathbb{E}(\cdot)$ and $\mathbb{D}(\cdot)$ denote the expectation and variance operation. $B(x, d)$ denotes the ball region whose center is $x$ and radius is $d$. $\mathcal{R}(x, D_O, D_I)$ denotes the annular region whose center is $x$ and the outer and inner radius are $D_O$ and $D_I$, respectively. $\Im(\cdot)$ denotes the imaginary part of a complex number. For a point process $\Phi$, $\Phi(\mathcal{A})$ denotes the set of the points in $\Phi$ that are located within an arbitrary area $\mathcal{A}$, and $|\Phi(\mathcal{A})|$ denotes the number of the points in $\Phi(\mathcal{A})$. We use “w.p.” to mean “with probability”.

II. SYSTEM MODEL

In this section, we introduce the system model to evaluate the performance of the cell-edge users in BS cooperation-aided mmWave cellular networks. We consider the downlink transmissions and some basic assumptions are provided in the following subsections.

A. BS Layout and User Distribution

Following [20], the BSs are assumed to be spatially distributed in a two-dimensional plane according to a HPPP $\Phi_B$ with density $\lambda_B$. Using HPPP to model the irregular BSs locations provides a tractable approach for characterizing the downlink performance of the cellular network. In this paper, we also use the concept of the average cell radius, denoted by $\rho \triangleq \sqrt{1/\pi \lambda_B}$, to equivalently represent the density of the BSs. For analytical tractability, we assume that all the BSs transmit with the same power denoted by $P_T$ in each time/frequency resource block.

For the users, we assume they are distributed as a HPPP with density $\lambda_U$. The users will connect to their surrounding BSs, and if one BS is connected by multiple users, we assume the BS will schedule the users to different orthogonal time/frequency resource blocks so that it only serves one user at a certain time/frequency slot.

B. Cell-Edge User Model

Note that in this paper, we focus on the performance of the cell-edge users. The cell-edge users are modeled as those users who are sufficiently far away from any BS. More specifically, a user, located at $x \in \mathbb{R}^2$, is viewed as an edge user if there is no BS located within a distance of $D_E$ from $x$, i.e., $|\Phi_B(\mathcal{B}(x, D_E))| = 0$. To properly characterize the cell-edge users, $D_E$ is defined to be proportional to the average cell radius, i.e., $D_E \triangleq \chi \rho$, where $\chi$ is the scaling factor. When we set $\chi = 1$, an intuitive interpretation for the proposed edge user model is as follows: any one of the users in the network is expected to be covered by, on average, one BS within the distance of $D_E$, and therefore, for a given user, if there is no BS located within $D_E$, the user will be referred to as an cell-edge user. According to the proposed edge user model above, the locations of the cell-edge users follow a poisson hole process (PHP) [35, 36]. To analyze the performance of the cell-edge users, we assume there is a typical cell-edge user located at the origin $o$, which leads to an exclusive ball region, i.e., $\mathcal{B}(o, D_E)$, for the BSs.

C. Single-Cluster mmWave Channel Model and Directional Beamforming

According to the field measurements in [6], the propagation of the mmWave signal is usually in clusters. The clustered mmWave channel model has been used to analyze and optimize the performance of the mmWave communication systems, e.g., in [6] and [38]. However, for analytical tractability, following the works in [16], [18], and [32], we consider the single-cluster channel model in this paper, i.e., we only consider the direct transmission path from the BSs to the users.

To overcome the significant path loss and guarantee sufficient link margins, all the BSs are equipped with highly directional beamforming antenna array. In this paper, the gain

1 The proposed cell-edge user model is inspired by the model proposed in [34]. In [34], the authors considered a two-tier HetNet, wherein the macro BSs (MBSs) follow a HPPP and pico BSs (PBSs) follow a PHP. A MBS serves the users located within a circle area with a pre-designed radius around it. PBSs are only deployed outside the coverage regions of MBSs to improve the performance of the users in the coverage holes of the MBSs, or in an other word, the cell-edge users.
pattern of the antenna array $G_B(\theta)$ is described by the following sectored model,

$$G_B(\theta) = \begin{cases} G_M, & |\theta| \leq \theta_T, \\ G_S, & |\theta| > \theta_T, \end{cases}$$

(1)

where $\theta$ is the angle of direction, $\theta_T$ is the beam width of the main lobe, and $G_M$ and $G_S$ are the directional gains in the main lobe and side lobe, respectively. We note that the in practice, the actual beam pattern is generally very complicated and is highly related to the issue of beamforming and precoding design, e.g., see [37], [38] and references therein. In this paper, we mainly focus on evaluating the network-wide performance and therefore, the complicated beam pattern is approximated by the sectored model in (1) for mathematical simplicity as in [7], [14]–[16], and [18]. Assume that each BS can always orient its main lobe towards the intended receiver, and thus the directional gains of the intended links are always $G_M$. For each interfering link, due to the HPPP distribution, the angle $\theta$ with respect to (w.r.t.) the typical user is independently and uniformly distributed in $[-\pi, \pi]$, which means that the direction gain $G_B(\theta_j)$ from the $j^{th}$ interfering link becomes a binary RV with probability mass function (PMF) given as

$$G_B(\theta_j) = \begin{cases} G_M, & \text{w.p. } \frac{\theta_T}{2\pi}, \\ G_S, & \text{w.p. } \frac{2\pi - \theta_T}{2\pi}. \end{cases}$$

(2)

D. Blockage Model

In this paper, we adopt the LOS ball blockage model proposed in [7]. Define $q_L(d)$ as the probability that an arbitrary link of distance $d$ is LOS, then

$$q_L(d) = \begin{cases} C, & d \leq D, \\ 0, & d > D, \end{cases}$$

(3)

where $D$ is the radius of the approximate LOS region, and $0 \leq C \leq 1$ can be physically interpreted as the average proportion of LOS links in the LOS region. Accordingly, the probability that an arbitrary link of distance $d$ is NLOS is defined as $q_N(d) = 1 - q_L(d)$. For the ease of analysis, we assume that states (LOS or NLOS) of different wireless links are independent. It was shown that this model is simple yet flexible enough to describe the impacts of the blockage effects in mmWave bands [7].

E. Path Loss Model

It has been pointed out in [6] that the path loss laws are significantly different between LOS and NLOS links in mmWave bands. For a link of distance $d$, the path loss can be expressed as

$$L(d) = \begin{cases} C_Ld^{-\alpha_L}, & \text{LOS link,} \\ C_Nd^{-\alpha_N}, & \text{NLOS link,} \end{cases}$$

(4)

where $\{\alpha_L, C_L\}$ and $\{\alpha_N, C_N\}$ are the path loss exponents and gains at unit distance of LOS and NLOS links, respectively.\(^2\)

F. Small-Scale Fading

Field experiments show that the distributions of the small-scale fading in LOS and NLOS links are also different due to the different propagation environments [6], [7]. Using $h$ to denote the small-scale power fading, we have

$$h = \begin{cases} h^{(L)}, & \text{LOS link,} \\ h^{(N)}, & \text{NLOS link,} \end{cases}$$

(5)

where $h^{(L)}$ and $h^{(N)}$ are small-scale power fading factors in LOS and NLOS links, respectively. Nakagami fading is assumed throughout this paper because both of the rich or non-rich scattering environments can be modeled by changing the parameters of the Nakagami distribution. Based on this assumption, the small-scale power fading factors becomes Gamma RVs, i.e., $h^{(\nu)} \sim \text{Gamma}(N_L, \frac{\nu}{\nu})$ for $\nu \in \{L, N\}$, where $N_L$ and $N_N$ are the parameters for LOS and NLOS links, respectively.

III. BS COOPERATION STRATEGY AND PERFORMANCE METRICS

Define $\Omega$ as the set of cooperative BSs serving the typical cell-edge user. We consider two kinds of cooperation schemes, i.e., the FNC and FRC schemes. We present the details about the two cooperative schemes in the following.

A. FNC and FRC Schemes

In the FNC scheme, we assume that $\Omega$ consists of the $M$ nearest BSs. In FRC, $\Phi_C$ consists of all the BSs located within a cooperative region denoted as ball region $B(o, D_{co})$. Due to the exclusive ball region $B(o, D_E)$, the cooperative region of FRC is an annular region, i.e., $R(o, D_E, D_{co})$. Fig. 1 illustrates these two cooperative strategies. In fact, the significant path loss and the severe blockage effects in mmWave bands cause that the reliable links usually only exist when the distances between the transceivers are short. Therefore, both FNC and FRC attempt to associate the users to the BSs that are not far away from them. The basic difference between the FNC and FRC schemes lies in the fact that the FNC scheme always associates the typical cell-edge user with $M$ surrounding BSs regardless of their distances to the cell-edge user, while in the FRC scheme, the cooperative BSs are restricted to be sufficiently close to the typical cell-edge user which results in the randomness of the number of the cooperative BSs in the FRC scheme. The advantage of the FNC scheme is that the typical cell-edge user is always guaranteed to connect to the network (though perhaps with a poor link quality), while the FRC scheme may lead to a disconnecting state at the typical cell-edge user because it is possible that there is no BS located within the cooperative region. However, it is also possible that the average performance of the FRC scheme outperforms that of the FNC scheme. This is because that the

\(^2\)To enable the directional transmission, the BSs should first obtain the directions of their intended users. This can be realized by an beforehand beam training procedure, e.g., in [39] and [40]. For simplicity, in this paper, we assume the BSs have already obtained the directions of their intended users.

\(^3\)Typical value of $\{\alpha_L, C_L\}$ and $\{\alpha_N, C_N\}$ can be found in [6, Table I], and, usually, they satisfy that $2 \leq \alpha_L < \alpha_N$ and $C_L > C_N$.\)
random number of the cooperative BSs in the FRC scheme may possibly exceed that in the FNC scheme, which improves the performance of the typical cell-edge user. Note that we only focus on the performance analysis of the typical cell-edge user located at the origin, all our analytical results suit to the cases when there is no BS within the distance of \( D_E \) in the derivations of the main conclusions. Conditioning on the fact that there is no BS around the origin. Conditioning on the fact that there is no BS located within \( B(o, D_E) \), we have the following lemmas, which will be used in the derivations of the main conclusions.

**Lemma 1**: The number of cooperative BSs in FRC scheme is a RV with PMF given by

\[
\mathbb{P}\{\vert \Omega \vert = n\} = \frac{\left(\frac{\lambda_B \pi \left( D_{co}^2 - D_{E}^2 \right)}{2} \right)^n}{n! e^{\lambda_B \pi \left( D_{co}^2 - D_{E}^2 \right)}},
\]  

(6)

**Proof**: Directly obtained from the property of the HPPP.

**Lemma 2**: Denote \( D_i \) as the distance between the typical cell-edge user and the \( i \)th nearest BS. Conditioning on there is no BS located within \( B(o, D_E) \), the probability density function (PDF) of \( D_M+1 \) is given by

\[
f_{D_{M+1}}(r) = \text{I}(r > D_E) \frac{2\lambda_B \pi r (r^2 - D_E^2)^M}{M!} e^{-\lambda_B \pi (r^2 - D_E^2)}, \quad \forall k \in \{1, 2, \ldots, M\},
\]  

(7)

where \( \text{I}(\cdot) \) denotes the indicator function.

**Proof**: The conditional cumulative distribution function (CDF) of \( D_M+1 \) can be calculated as

\[
\mathbb{P}\{D_{M+1} \leq r\vert \Phi_B(\mathcal{B}(o, D_E))\} = \mathbb{P}\{\vert \Phi_B(\mathcal{B}(o, D_E))\vert > M\} = 1 - \sum_{k=0}^{M} \frac{(\lambda_B \pi (r^2 - D_E^2))^k}{k!}.
\]  

(8)

where \( \Phi_B \) is the point process of the BS defined in Section II-A. Then the conditional PDF can be obtained by taking a derivative w.r.t. \( r \).

**Lemma 3**: In FNC scheme, conditioning on \( D_M+1 = r \), there are \( M \) BSs in the region \( \mathcal{R}(D_E, r) \). We refer to these \( M \) cooperative BSs as \( \mathcal{B}_1, \mathcal{B}_2, \ldots, \mathcal{B}_M \), which is independent of their distances to the typical cell-edge user. Denote the distances between \( \mathcal{B}_1, \mathcal{B}_2, \ldots, \mathcal{B}_M \) and the typical cell-edge user as \( D^{(1)}, D^{(2)}, \ldots, D^{(M)} \), respectively. Then, we have \( \{D^{(k)}\}_{k=1}^{M} \) being identical and independent distributed (i.i.d.) RVs with conditional PDFs given by

\[
f_{D^{(k)}\vert D_{M+1}=r}(x) = \text{I}(D_E < x \leq r) \frac{2x^2}{r^2 - D_E^2},
\]  

(9)

**Proof**: According to the relationship between the HPPP and the uniform binomial point process (UBPP) [45, Ch. 2.3.1], conditioning on the fact that there are \( M \) BSs in the region \( \mathcal{R}(D_E, r) \), the conditional HPPP in \( \mathcal{R}(D_E, r) \) is equivalent to an UBPP, i.e., the \( M \) BSs are independently uniformly distributed in \( \mathcal{R}(D_E, r) \). Therefore, we have \( \mathbb{P}\{D^{(k)} \leq x\} = \frac{x^2 - D_E^2}{r^2 - D_E^2} \). The conditional PDFs \( f_{D^{(k)}\vert D_{M+1}=r}(x) \) can be derived in (9) by taking a derivative w.r.t. \( r \).

### B. Performance Metrics

In this paper, we adopt the non-coherent joint transmission (NCJT) scheme, where the cooperative BSs transmit the same data to the typical user non-coherently [29]–[31]. This scheme enjoys less requirement on strict synchronization and accurate channel state information (CSI) compared with the coherent joint transmission scheme (CJT) [29], and therefore is more practical. Following the assumption of NCJT in [29], the signal power and interfering power received at the typical cell-edge user are respectively given by

\[
T \triangleq \sum_{i \in \Omega} P_T G_M h_i L_i(D_i),
\]  

(10a)

\[
I \triangleq \sum_{j \in \Phi_B \setminus \Omega} P_T G_B(\theta_j) h_j L_j(D_j),
\]  

(10b)

where \( L_i(D_i) \), \( h_i \) and \( D_i \) for \( \forall i \in \Phi_B \) are the path loss, small-scale power fading and the distance between the \( i \)th nearest BS and the typical cell-edge user at the origin \( o \), respectively. \( \theta_j \) and \( G_B(\theta_j) \) are the angle and the directional gain of the interference from the \( j \)th interfering BS, respectively. According to Section II-C, \( G_B(\theta_j) \) is a binary RV with PMF given as (2). Based on the assumptions made above, the SINR of the typical user is given by \( \text{SINR} = \frac{T}{I} \), where \( N_0 \) is the power of thermal noise and we have \( N_0 dB = -174 + 10 \log_{10}(BW) + F \) with \( BW \) and \( F \) denoting the bandwidth and the noise figure, respectively. Note that in practice, only the BSs that are active
in the same frequency/time resource block will cause interference. However, to exactly characterize the point process of the interfering BSs is very difficult, and the distribution of the interfering BSs is highly related to the density of the users and the resource allocation policy of the network. Therefore, following existing works [24], [28], [32], each BS in $\Phi_B \setminus \Omega$ is assumed to be an interferer for analytical tractability, which can be viewed as the worst case for the typical cell-edge user.

In this paper, we evaluate the average rate and the outage probability of the typical cell-edge user in BS cooperation-aided mmWave cellular networks. The average rate is

$$R = E[\ln(1 + \text{SINR})],$$

(11)

where the expectation operation is taken w.r.t. the random locations of BSs, the LOS or NLOS state of each link, the angle of all the interfering links and the small-scale power fading. The outage probability is defined as the probability that the SINR is smaller than a threshold $\tau$, i.e.,

$$P_O(\tau) = \mathbb{P}\{\text{SINR} \leq \tau\}.$$  

(12)

For the sake of simplicity and clarity, in the following, we use $X^{M,FN}$ and $x^{D,CO,FR}$ for $x \in \{T, I, \text{SINR}, \Omega, R, P_O(\tau)\}$ to represent the corresponding physical quantities under the FNC and FRC schemes, respectively.

IV. AVERAGE RATE OF THE TYPICAL CELL EDGE USER

In this section, the average rates of the typical cell-edge user in BS cooperation-aided mmWave cellular network are derived for both FNC and FRC schemes. Before presenting the details, we first introduce an important Lemma which will be used in the following.

**Lemma 4:** For independent RVs $X$ and $Y$ satisfying $X \geq 0$ and $Y > 0$, we have

$$\mathbb{E}_{X,Y}(\ln(1 - \frac{X}{Y})) = \int_0^{+\infty} (1 - \mathcal{L}_X(z) - \mathcal{L}_Y(z)) \frac{dz}{z},$$

(13)

**Proof:** According to [41, Lemma 1], we have

$$\mathbb{E}_{X,Y}(\ln(1 + \frac{X}{Y})) = \mathbb{E}_{X,Y}(\int_0^{+\infty} (1 - e^{-\frac{X}{y}}) e^{-\frac{dt}{t}}).$$

(14)

By making a change of variable $\frac{t}{t} \rightarrow z$ and exchanging the order of integration and expectation, we obtain (13).

A. Average Rate of the Typical Cell-Edge User in FNC Scheme

The following theorem presents the average rate of the typical cell-edge user in FNC scheme.

**Theorem 1:** $R^{M,FN}$ is given by

$$R^{M,FN} = \int_{D_E}^{+\infty} f_{M+1}(r) \left\{ \int_0^{+\infty} (1 - \mathcal{L}_{T,M,FN|r}(z)) \right. \left. \times \mathcal{L}_{I,M,FN|r}(z) e^{-N_0 \frac{dz}{z}} \right\} dr,$$

(15)

where we define $\mathcal{L}_{X|r}(z) = \mathbb{E}_X[e^{-X - 1}]$ as the conditional LT of a RV $X$.

**Proof:** Using (11), we first have $R^{M,FN}$ \(= \mathbb{E}_{T,M,FN,I,M,FN} \left( \ln \left( 1 + \frac{T^{M,FN}}{I^{M,FN} + N_0} \right) \right). \) Note that in this equation, $T^{M,FN}$ and $I^{M,FN}$ are mutually dependent, therefore, Lemma 4 is not directly applicable. To deal with it, we resort to the law of total probability, and then $R^{M,FN}$ can be rewritten as

$$R^{M,FN} = \int_{D_E}^{+\infty} f_{M+1}(r) \mathbb{E}_{T,M,FN,I,M,FN} \left( \ln \left( 1 + \frac{T^{M,FN}}{I^{M,FN} + N_0} \right) \right) dr.$$  

(16)

In (16), conditioning on $D_{M+1} = r$, $T^{M,FN}$ and $I^{M,FN}$ are mutually independent. By applying Lemma 4 to (16), we obtain (15).

The calculation of (15) requires the conditional LTs of $T^{M,FN}$ and $I^{M,FN}$, i.e., $\mathcal{L}_{T,M,FN|r}(z)$ and $\mathcal{L}_{I,M,FN|r}(z)$, which are given in the following two theorems, respectively.

**Theorem 2:** The LTs of $T^{M,FN}$ conditioning on $D_{M+1} = r$, i.e., $\mathcal{L}_{T,M,FN|r}(z)$, is given by

$$\mathcal{L}_{T,M,FN|r}(z) = \left[ \mathcal{L}_{T^{M,FN}}(z) \right]^M,$$

(17)

$$\mathcal{L}_{T^{M,FN}}(z) = \sum_{p \in \{L,N\}} \mathbb{E}_{P\mu} \mathcal{L}_{M,\nu} \left( z, \min{(r,D)}, D_E \right)$$

$$+ \left( \frac{r}{r^2 - D_E} \right) \mathcal{L}_{\Delta M,N}(z,r,D),$$

(18)

where $T^{M,FN} \triangleq P_T G_M h_k L^{(k)}(D^{(k)})$ with $L^{(k)}(D^{(k)})$, $h^{(k)}$, and $D^{(k)}$ being the path loss, small scale power fading, and distance between BS$_k$ (defined in Lemma 3) and the typical cell-edge user, respectively, $p_L \triangleq C$ and $p_N \triangleq 1 - C$ are the probabilities that a BS within the LOS region is in LOS and NLOS state, respectively, and

$$\Delta_{\mu,\nu}(z,x,y) \triangleq \int_0^x 2 t \mathcal{L}_{h^{(k)}} \left( z a_{\mu,\nu} e^{-\alpha_{\nu} x} \right) dt$$

$$= \int_0^x 2 t \left( \frac{1}{1 + \frac{1}{N_0} z a_{\mu,\nu} e^{-\alpha_{\nu} x} N_0} \right) dt$$

$$= \left( 2 \left( \Delta_{\mu,\nu}(z,x) - \Delta_{\mu,\nu}(z,y) \right) \right)^{N_0}$$

$$= 2F_1 \left( N_\mu, N_\nu, \frac{2}{\alpha_{\nu}}; N_\nu, \frac{2}{\alpha_{\nu}} + 1; -\frac{N_\nu a_{\mu,\nu}^2}{z a_{\mu,\nu}^2} \right),$$

(19)

with $a_{\mu,\nu} \triangleq P_T G_M C_\mu$ for $\forall \mu \in \{M, S\}$ and $\forall \nu \in \{L, N\}$.

**Proof:** Due to the fact that BS$_1$, BS$_2$, ..., BS$_M$ are exactly the cooperative BSs in $\Omega^{M,FN}$, we have $T^{M,FN} = \sum_{k=1}^M T^{k,FN}$. According to Lemma 3, under the condition that $D_{M+1} = r$, $\{D^{(k)}\}_{k=1}^M$ are i.i.d. RVs. Therefore, we can obtain (17). The derivation of (18) is provided in Appendix A.
Theorem 3: \( \mathcal{L}_{l_{M,FN}|r} (z) \) is calculated by
\[
\mathcal{L}_{l_{M,FN}|r} (z) = \mathcal{L}_{l_{1}^{M,FN}|r} (z) \mathcal{L}_{l_{2}^{M,FN}|r} (z),
\]
where \( \mathcal{L}_{l_{1}^{M,FN}} \) and \( \mathcal{L}_{l_{2}^{M,FN}} \) are the interfering power from the \( (M+1) \)th nearest BS and the BSs outside the region \( B(o, \rho) \), respectively, and
\[
\Xi_{\mu} (z, x) \triangleq \int_{0}^{+\infty} 2t \left( 1 - \mathcal{L}_{l_{1}^{M,FN}|r} (za_{\mu,N}t^{-\alpha_{N}}) \right) dt
\]
\[
= \beta_{\mu} (x, z) + \frac{a_{\mu,N}\alpha_{N}}{\alpha_{N} - 2} \times 2F_{1} \left( 1 - \frac{2}{\alpha_{N}}, 1 + N_{N}; 2 - \frac{2}{\alpha_{N}}; \frac{a_{\mu,N}z}{N_{N}x^{\alpha_{N}}} \right),
\]
\[
\Theta_{\mu,\nu} (z, x) \triangleq D^{2} - x^{2} - \frac{a_{\mu,N}z}{N_{N}x^{\alpha_{N}}},
\]
\[
\beta_{\mu} (x, z) \triangleq \left( 1 + \frac{a_{\mu,N}z}{N_{N}x^{-\alpha_{N}}} \right)^{-N_{N}}.
\]

Proof: When \( D_{M+1} \) is fixed as \( r \), \( \mathcal{L}_{l_{1}^{M,FN}} \) and \( \mathcal{L}_{l_{2}^{M,FN}} \) are mutually independent, therefore we obtain (20a). The derivations of (20b) and (20c) are provided in Appendix A.

Inserting (17) and (20a) into (15), we can calculate the average rate of the typical cell-edge user in FNC systems. Note that in (15), by making a change of variable, i.e., \( \lambda_{B} \pi (r^{2} - D_{E}^{2}) \to x \), (15) can be reformulated into the form of \( \int_{0}^{+\infty} g(x) \exp(-x) dx \), which can be effective calculated by using the Gauss-Laguerre quadrature [44].

B. Average Rate of the Typical Cell-Edge User in FRC Scheme

The following theorem presents the average rate of the typical cell-edge user in FRC scheme.

Theorem 4: \( \bar{R}_{DCO,FR} \) is given by
\[
\bar{R}_{DCO,FR} = \mathbb{E}_{T_{DCO,FR}} \int_{T_{DCO,FR} + N_{0}}^{+\infty} \ln \left( 1 + \frac{T_{DCO,FR}}{T_{DCO,FR} + N_{0}} \right) dt
\]
\[
= \int_{0}^{+\infty} (1 - \mathcal{L}_{T_{DCO,FR}} (z)) \mathcal{L}_{l_{DCO,FR}} (z) e^{-N_{0}z} \frac{dz}{2}.
\]

Proof: Due to the fact that \( T_{DCO,FR} \) and \( I_{DCO,FR} \) are independent RVs. By using Lemma 4, we obtain (21).

To calculate (21), we need the LT of the signal power \( T_{DCO,FR} \) and the interfering power \( I_{DCO,FR} \), which are provided in the following theorem.

Theorem 5: \( \mathcal{L}_{T_{DCO,FR}} (z) \) and \( \mathcal{L}_{l_{DCO,FR}} (z) \) are given by
\[
\mathcal{L}_{T_{DCO,FR}} (z) = e^{-\lambda_{B}\pi (D_{Co}^{2} - D_{E}^{2})} \times e^{\lambda_{B}\pi \Lambda_{M,N}(z,D_{Co},D_{E})(D_{Co}>D)} \times e^{\lambda_{B}\pi \sum_{\nu \in \{L,N\}} p_{\nu} \Lambda_{M,N}(z,\min(D_{Co},D_{E}))},
\]
where \( \Lambda_{\mu,\nu} (z, x, y) \) and \( \mathcal{L}_{l_{2}^{M,FN}|r} (z) \) are defined in (19) and (20c), respectively.

Proof: The proof is given in Appendix B.

C. Numerical Example

In this subsection, we provide some numerical examples to verify the analytical results of the average rate given in Theorem 1 and Theorem 4. In Fig. 2, we plot the average rates against the average cell radiuses, i.e., \( \rho \). The system settings are given by \( \alpha_{L} (\alpha_{N}) = 2 \) (2.92), \( C_{L} (C_{N}) = -61.4(-72) \) dB [4], \( G_{M} (G_{S}) = 15(-3) \) dB, \( N_{L} (N_{N}) = 3(1) \), BW = 1 GHz, \( F = 5 \) dBm, \( \theta_{T} = 15^\circ \), \( p_{L} = 0.11 \), \( P_{T} = 20 \) dBm, and \( \chi = 1 \). Note that we use \( M \) to denote the number of the cooperative BSs in FNC scheme.
and for notational convenience, we use \( M \) to equivalently denote the radius of the cooperative region, i.e., \( D_{CO} \), in FRC scheme by setting \( M = \pi \lambda_B (D_{CO}^2 - D_E^2) \). The simulation results here are obtained by averaging across \( 10^4 \) random BS deployments following the detailed steps given in Section VI. In Fig. 2, the performance for the non-cooperative cases where the typical edge user only connects to the nearest BS are also provided for comparison. From Fig. 2, we can find that the analytical results are very close to the simulation results, which validates our analytical expressions for the average rate. Besides, we observe that the non-cooperative case, BS cooperation brings an enormous improvement in term of the average rate. Under the dense BS deployment, for example, \( \rho = 50 \) (m), both FNC and FRC strategies achieve significant increases in the average rate, i.e., from 0.43 to 1.46 and 1.44 nats/s/Hz, respectively, when \( M = 5 \). Under the less dense BS deployments, the growth of the average rates can still be noticed. For example, when \( \rho = 130 \) (m), the average rates are increased by around 60\% under both the FNC and FRC strategies, i.e., from about 0.18 to 0.29 nats/s/Hz. The basic principle behind this phenomenon is that the BS cooperation transforms the potential strong interferers into the cooperative BSs and therefore not only strengthens the signal power but also reduces the interfering power.

V. OUTAGE PROBABILITY OF THE
TYPICAL CELL EDGE USER

In this section, the outage probabilities of the typical cell-edge user are investigated. We first present the exact expressions for the outage probabilities for both FNC and FRC schemes in the following two theorems.

A. Exact Analytical Results

Theorem 6: The outage probabilities of the typical cell-edge user in FNC mmWave cellular networks are given by

\[
P_{O}^{M,FN}(\tau) = \frac{1}{2} + \int_{0}^{+\infty} f_{M+1}(r) \left[ \text{Im} \left\{ L_{T,M,FN}\left( j\omega \right) \times L_{I,M,FN}\left( -j\omega \tau \right) e^{j\omega \tau r} \right\} \right] \frac{d\omega}{\pi} dr,
\]

where \( L_{T,M,FN}\left( j\omega \right) \) and \( L_{I,M,FN}\left( j\omega \tau \right) \) are provided in Theorem 2 and 3, respectively.

Proof: We have

\[
P_{O}^{M,FN}(\tau) = \mathbb{P} \left\{ T_{M,FN} - \tau I_{M,FN} \leq \tau N_0 \right\}
= \mathbb{E}_{D_{M+1}} \left[ \mathbb{P} \left\{ T_{M,FN} \leq \tau N_0 | D_{M+1} = r \right\} \right],
\]

where \( \omega_{M,FN} \triangleq T_{M,FN} - \tau I_{M,FN} \). Using the Inverse Theorem [42], we have

\[
P\left\{ \omega_{M,FN} \leq \tau N_0 | D_{M+1} = r \right\} = \frac{1}{2} + \int_{0}^{+\infty} \text{Im} \left\{ e^{j\tau N_0} L_{\omega,M,FN}\left( j\omega \right) \right\} \frac{d\omega}{\pi},
\]

where \( L_{\omega,M,FN}\left( j\omega \right) = L_{T,M,FN}\left( j\omega \right) \times L_{I,M,FN}\left( -j\omega \right) \). Inserting (25) into (24), we obtain (23).

Theorem 7: The outage probabilities of the typical cell-edge user in FRC mmWave cellular networks are given by

\[
P_{O}^{D_{CO},FR}(\tau) = \frac{1}{2} + \int_{0}^{+\infty} \text{Im} \left\{ L_{T,D_{CO},FR}\left( j\omega \right) \right. \times L_{I,D_{CO},FR}\left( -j\omega \tau \right) e^{j\omega \tau r} \left\} \right\} \frac{d\omega}{\pi},
\]

where \( L_{T,D_{CO},FR}\left( j\omega \right) \) and \( L_{I,D_{CO},FR}\left( -j\omega \tau \right) \) are provided in Theorem 5.

Proof: We first have

\[
P_{O}^{D_{CO},FR}(\tau) = \mathbb{P} \left\{ \omega_{D_{CO},FR} \leq \tau N_0 \right\}
= \mathbb{E}_{T_{D_{CO},FR}} \left[ \mathbb{P} \left\{ \omega_{D_{CO},FR} \leq \tau N_0 \right\} \right],
\]

where \( \omega_{D_{CO},FR} \triangleq T_{D_{CO},FR} - \tau I_{D_{CO},FR} \). Then, using the Inverse Theorem [42], we directly obtain (26).

With (23) and (26), we can compute the exact outage probabilities of the typical cell-edge user in FNC and FRC mmWave cellular networks, respectively. We validate the analytical results in (23) and (26) in Fig. 3, where we set \( p_L = 0.2 \) and other the system parameters are set the same as that in Fig. 2. As Fig. 3(a) shows, the analytical outage probabilities are very close to the simulation results which means that the analytical results are valid. However, in Fig. 3(b), we plot the time consumptions that are required to calculate the analytical results and the simulation results, respectively. As we can see, to obtain the analytical results, we need to spend more computing time than to directly
carry out the simulation, which limits the application of the analytical results in (23) and (26). We also have to note that the calculation of the outage probabilities in FNC system are more time-consuming than those in FRC system, because (23) have a twofold integral while there is only a single integral in (26).

In the following, we attempt to provide computationally efficient approximations to these two outage probabilities. The basic principles of our approximation method are summarized as follows.

1) Field measurements reveal that compared with the thermal noise, the interference in mmWave band is not dominant, especially for downlink transmissions [5], [6]. In fact, mmWave signal is greatly suffered by the blockage effect, which causes that the strong interference sources usually only exist when they are close to the receiver. However, the BS cooperation transforms the potential strong interfering BSs into the cooperative BSs, and the interfering BSs are now kept far away from the receiver. Besides, the directional transmissions provides high array gain at the intended user and greatly suppresses the side lobe interfering power. Based on these observations, we assume that the interfering power can be neglected;

2) By neglecting the interference, the outage probability depends on the desired signal power $T$ and the noise power $N_0$. We observe that for a fixed BS deployment, $T$ is the summation of several Gamma RVs, and though its CDF can not be obtained in a simple form, we can accurately approximate it by using the technique of Gamma approximation [33].

B. An Approximation of the Outage Probability in FNC Scheme

First, we divide the desire signal power $T_{M,FN}$ into two RVs as follow

$$T_{M,FN} = \begin{cases} T_{M,FN}^L, & \text{w.p. } 1 - p_{NL}, \\ T_{M,FN}^N, & \text{w.p. } p_{NL}, \end{cases}$$

(27)

where $p_{NL}$ denotes the probability that all the cooperative BSs are in NLOS state, which is calculated as

$$p_{NL} = \int_{D^0} f_{M+1}(r) (1 - p_L)^M dr + \int_{D}^{+\infty} f_{M+1}(r) \left( 1 - p_L \frac{D^2 - D_L^2}{r^2 - D_L^2} \right)^M dr,$$

where $T_{M,FN}^L$ and $T_{M,FN}^N$ denote the signal powers when at least one cooperative BS is in LOS state and when all the cooperative BSs are in NLOS state, respectively. Both $T_{M,FN}^L$ and $T_{M,FN}^N$ are RVs, and obviously, they are mutually exclusive and exhaustive. Now, we use two Gamma RVs to approximate $T_{M,FN}^L$ and $T_{M,FN}^N$, respectively.

1) Approximation of $T_{M,FN}^L$. Due to the fact that the signal power from NLOS links suffer much more severe attenuation than that from LOS links. Therefore, when LOS links exist, we neglect the signal power from the cooperative BSs in NLOS state. Then, we can approximate $T_{M,FN}^L$ as

$$T_{M,FN}^L \approx \tilde{T}_{M,FN} = \sum_{i \in \Omega_{M,FN}^L} a_{M,L} h_i^{L}(r_i)^{-\alpha_L},$$

(28)

where $\Omega_{M,FN}^L$ is the set of the cooperative BSs that are in LOS state. Denote $S_{M,FN}^{L}$ the cardinality of $\Omega_{M,FN}^L$, i.e., $S_{M,FN}^{L} \triangleq |\Omega_{M,FN}^L|$, then $S_{M,FN}^{L}$ is a RV. Conditioning on $D_{M+1} = r$, the conditional PMF of $S_{M,FN}^{L}$ is given by

$$p_{S_{M,FN}^{L}}(m, r) \triangleq P\{S_{M,FN}^{L} = m | S_{M,FN}^{L} \geq 1, D_{M+1} = r\} = \mathbb{I}\{r \leq D\} \left( \begin{array}{c} M \\ m \end{array} \right) \frac{1}{p_{NL}} p_L^m (1 - p_L)^{M-m} + \mathbb{I}\{r > D\} \left( \begin{array}{c} M \\ m \end{array} \right) \frac{1}{p_{NL}} \left( \frac{D^2 - D_L^2}{r^2 - D_L^2} \right)^m p_L^m \left( 1 - \frac{D^2 - D_L^2}{r^2 - D_L^2} \right)^{M-m},$$

(29)

where $m = 1, 2, \ldots, M$. Based on (28) and (29), we now use a Gamma RV to approximate $\tilde{T}_{M,FN}^L$ in the following Proposition.

**Proposition 1:** $\tilde{T}_{M,FN}^L$ can be approximated by $\bar{T}_{M,FN}^L \sim \text{Gamma} \left( \kappa_{M,FN}^L, \rho_{M,FN}^L \right)$ where $\kappa_{M,FN}^L$ and $\rho_{M,FN}^L$ are given by

$$\kappa_{M,FN}^L = \frac{\mathbb{E} \left( T_{M,FN}^L \right) }{\mathbb{P} \left( T_{M,FN}^L \geq 1 \right)},$$

$$\rho_{M,FN}^L = \frac{\mathbb{E} \left( T_{M,FN}^L \right) }{\kappa_{M,FN}^L}.$$  

(30)

**Proof:** $\kappa_{M,FN}^L$ and $\rho_{M,FN}^L$ are obtained by matching the first and second order moments of $T_{M,FN}^L$ and $\bar{T}_{M,FN}^L$, and the expressions of $\kappa_{M,FN}^L$ and $\rho_{M,FN}^L$ are provided in Appendix C.

2) Approximation of $T_{N,FN}^M$. In this case, all the cooperative BSs are in NLOS state, and we have $T_{M,FN}^N = \sum_{i \in \Omega_{M,FN}^N} a_{M,FN} h_i^{N}(r_i)^{-\alpha_N}$. Note that the cardinality of $\Omega_{M,FN}^N$ is fixed as $M$. We then have the following Proposition.

**Proposition 2:** $T_{N,FN}^M$ can be approximated by $\bar{T}_{N,FN}^M \sim \text{Gamma} \left( \kappa_{N,FN}^M, \rho_{N,FN}^M \right)$ where $\kappa_{N,FN}^M$ and $\rho_{N,FN}^M$ are obtained by matching the first and second order moments, which are given by

$$\kappa_{N,FN}^M = \frac{\mathbb{E} \left( T_{N,FN}^M \right) }{\mathbb{P} \left( T_{N,FN}^M \geq 1 \right)},$$

$$\rho_{N,FN}^M = \frac{\mathbb{E} \left( T_{N,FN}^M \right) }{\kappa_{N,FN}^M}.$$  

(31)

**Proof:** $\kappa_{N,FN}^M$ and $\rho_{N,FN}^M$ are obtained by matching the first and second order moments of $T_{N,FN}^M$ and $\bar{T}_{N,FN}^M$, and the expressions of $\kappa_{N,FN}^M$ and $\rho_{N,FN}^M$ are provided in Appendix C.

Based on (27) and Proposition 1 and 2, we can approximate the outage probability of FNC systems as

$$P_{O,M,FN}^M(\tau) \approx (1 - p_{NL}) F_{\bar{T}_{M,FN}^L}(\tau N_0) + p_{NL} F_{\bar{T}_{N,FN}^M}(\tau N_0),$$

(32)
where \( F_{M \rightarrow FN}^{T}(t) \) is the CDF of \( T_{\nu}^{M \rightarrow FN} \) for \( \nu \in \{L, N\} \), i.e.,

\[
F_{T_{\nu}^{M \rightarrow FN}}(t) = \frac{\gamma}{\Gamma(\nu_{M \rightarrow FN})} \left( \frac{t}{\nu_{M \rightarrow FN}} \right)^{\nu_{M \rightarrow FN} - 1}, \quad (33)
\]

Note that (32) is computationally much more efficient than (23) because (32) only involves several Gamma functions while (23) requires to numerically calculate a two-fold integral. We will show the accuracy of the approximation in (32) in the numeric section in Section VI.

C. An Approximation of the Outage Probability in FRC Scheme

We approximate the outage probabilities of the typical cell-edge user in FRC systems in this subsection. Without loss of generality, we assume \( D_{CO} \leq D \) in this subsection. The corresponding results can be easily extended to the opposite case. Under the FRC scheme, the signal power \( T_{D \rightarrow CO, FR} \) is the summation of two independent RVs as follows

\[
T_{D \rightarrow CO, FR} = T_{L \rightarrow CO, FR} + T_{N \rightarrow CO, FR}, \quad (34)
\]

where \( T_{L \rightarrow CO, FR} \triangleq \sum_{i \in \Omega_{L \rightarrow CO, FR}} a_{M,N} h_{i}^{(L)} r_{i}^{-\alpha_{L}} \) and \( T_{N \rightarrow CO, FR} \triangleq \sum_{i \in \Omega_{N \rightarrow CO, FR}} a_{M,N} h_{i}^{(N)} r_{i}^{-\alpha_{N}} \) are the sum signal power from the LOS BSs and the NLOS BSs within the cooperative region, respectively, and \( \Omega_{L \rightarrow CO, FR} \) and \( \Omega_{N \rightarrow CO, FR} \) are the sets of the cooperative BSs that are in LOS and NLOS state, respectively. Defining \( S_{D \rightarrow CO, FR}^{CO} = \{ \Omega_{D \rightarrow CO, FR} \} \) for \( \nu \in \{L, N\} \), we have

\[
T_{\nu}^{D \rightarrow CO, FR} = \begin{cases} 0, & \text{w.p. } p_{0,\nu}, \\ T_{\nu}^{D \rightarrow CO, FR}, & \text{w.p. } 1 - p_{0,\nu}, \end{cases} \quad (35)
\]

where for \( \nu \in \{L, N\} \), \( T_{\nu}^{D \rightarrow CO, FR} \) is defined as the signal power from the cooperative BSs in \( \Omega_{D \rightarrow CO, FR} \) conditioning on \( S_{\nu}^{D \rightarrow CO, FR} \geq 1 \), and \( p_{0,\nu} \) is the probability that there is no BS in \( \Omega_{D \rightarrow CO, FR} \), which is given by

\[
p_{0,\nu} \triangleq \mathbb{P}\{ S_{\nu}^{D \rightarrow CO, FR} = 0 \} = e^{-p_{0} \lambda_{B} (D_{CO}^{2} - D_{B}^{2})}. \quad (36)
\]

Now, we use two RVs to approximate \( T_{\nu}^{D \rightarrow CO, FR} \) for \( \nu \in \{L, N\} \).

\textbf{Proposition 3}: \( \tilde{T}_{\nu}^{D \rightarrow CO, FR} \) for \( \nu \in \{L, N\} \) can be approximated by \( \tilde{T}_{\nu}^{D \rightarrow CO, FR} \sim \tilde{T}_{\nu}^{D \rightarrow CO, FR} \) Gamma \((\kappa_{\nu}^{D \rightarrow CO, FR}, \rho_{\nu}^{D \rightarrow CO, FR})\) where

\[
\kappa_{\nu}^{D \rightarrow CO, FR} = \mathbb{E} \left( \frac{\tilde{T}_{\nu}^{D \rightarrow CO, FR} | | \Omega_{D \rightarrow CO, FR} > 0} {\tilde{T}_{\nu}^{D \rightarrow CO, FR} | | \Omega_{D \rightarrow CO, FR} > 0} \right)^{2},
\]

\[
\rho_{\nu}^{D \rightarrow CO, FR} = \mathbb{E} \left( \frac{\tilde{T}_{\nu}^{D \rightarrow CO, FR} | | \Omega_{D \rightarrow CO, FR} > 0} {\kappa_{\nu}^{D \rightarrow CO, FR}} \right). \quad (37)
\]

\textbf{Proof}: The detailed expressions of \( \kappa_{\nu}^{D \rightarrow CO, FR} \) and \( \rho_{\nu}^{D \rightarrow CO, FR} \) for \( \nu \in \{L, N\} \) are provided in Appendix C.

Based on (34) and Proposition 3, we approximate the outage probability of the typical cell-edge user in FRC systems as

\[
P_{O}^{D \rightarrow CO, FR}(\tau) \approx \mathbb{P} \left\{ T_{L \rightarrow CO, FR} + T_{N \rightarrow CO, FR} \leq \tau N_{0} \right\} \approx p_{0, L} p_{0, N} + (1 - p_{0, L}) p_{0, N} F_{T_{L \rightarrow CO, FR}}^{D \rightarrow CO, FR}(\tau N_{0}) + p_{0, L} (1 - p_{0, N}) F_{T_{N \rightarrow CO, FR}}^{D \rightarrow CO, FR}(\tau N_{0}) + (1 - p_{0, L}) (1 - p_{0, N}) \int_{0}^{\tau N_{0}} f_{T_{L \rightarrow CO, FR}}^{D \rightarrow CO, FR}(t) F_{T_{N \rightarrow CO, FR}}^{D \rightarrow CO, FR}(\tau N_{0} - t) dt, \quad (38)
\]

where \( f_{T_{L \rightarrow CO, FR}}^{D \rightarrow CO, FR}(x) \) is the PDF of \( \tilde{T}_{L \rightarrow CO, FR} \) and \( F_{T_{L \rightarrow CO, FR}}^{D \rightarrow CO, FR}(x) \) are the CDF of \( \tilde{T}_{L \rightarrow CO, FR} \). Note that both of (26) and (38) involve integral operations. However, the integrand in (26) is oscillating and involves hypergeometric function in the complex plane, the calculation of which is much more complicated than that in (38). The accuracy and the efficiency of the approximations in (32) and (38) will be shown in Fig. 5 in next section.

VI. SIMULATION RESULTS & DISCUSSION

In this section, simulation results are provided to evaluate the performance of the typical edge user in the BS cooperation-aided mmWave networks. Unless specified, the simulation parameters are the same as that given in Fig. 2. Note that to illustrate the performance of the cell-edge users, we set \( \chi = 1 \), i.e., \( D_{E} = \rho \), which means that there is no BS located within the distance of average cell radius around the typical cell-edge user.

All the simulation results are obtained by carrying out the following steps: (a) we set an edge user at the origin; (b) randomly generate the locations of the BSs in the annular region \( R(D_{E}, D_{\infty}) \), where \( D_{\infty} \) is large enough to eliminate the impact of the BSs outside \( B(o, D_{\infty}); \) (c) determine the cooperative BSs according to the cooperative strategies in Section III; (d) the states (LOS or NLOS) and the small scale power fading factors from each BS to the typical edge user are randomly generated according to Section II, and for each interfering BS, the angle of departure is randomly generated to determine the array gain; (e) record the signal power and the interfering power according to (10), and return to step (a) until \( 10^{4} \) times of trails are finished. In our simulation, we set \( D_{\infty} = 2000 \) (m). The simulation results are presented in the following subsections.

A. Average Rate of the Typical Cell-Edge User

In Fig. 4, we plot the average rates in FNC and FRC schemes versus \( M \) and \( M \), respectively, where we set \( N_{L} = 4, N_{N} = 1 \), and \( p_{L} = 0.2 \). Note that the results for the FNC and FRC strategies in Fig. 4 are obtained by calculating (15) and (21), respectively, without neglecting the interference. From Fig. 4, we observe that under the condition that \( M = \bar{M} \), the FRC scheme achieves higher average rates than the FNC scheme when the BSs get sparse (e.g., when \( \rho = 90, 100 \) (m)), but when the BSs are dense (e.g., when \( \rho = 70 \) (m)),


the FNC scheme outperforms the FRC scheme. This can be interpreted as follows. In FRC scheme, the number of cooperative BSs is a Poisson RV, denoted by $\hat{M}$, with its mean value being $\bar{M}$. The randomness of $\hat{M}$ may result in the following two cases: 1) when $\hat{M} > \bar{M}$, the FRC scheme provides a higher transmission rate than the FNC scheme because there are more cooperative BSs in FRC scheme which can provide higher signal power at the typical cell-edge user, and 2) it is also possible to have $\hat{M} < \bar{M}$, and in this case, the FRC scheme leads to a smaller transmission rate than the FNC scheme due to the reduction of the signal power. When the BSs are sparse, the signal power from each BS experiences, on average, a higher path loss, and thus the number of the cooperative BSs will significantly influence the received signal power at the cell edge users. Besides, under the condition that $\bar{M} = \bar{M}$, it generally satisfies that $\Pr\{\hat{M} \geq \bar{M}\} > \Pr\{\hat{M} < \bar{M}\}$, i.e., the number of the cooperative BSs in FRC scheme is more likely to be no less than that in FNC scheme. Therefore, the FRC scheme achieves a higher average rate when the deployment of the BSs gets sparse. However, for dense networks, the increased signal power brought by the more number of the cooperative BSs has a marginal effect on improving the average rate. In this case, the difference between the average rates in FNC and FRC strategies will be dominant by the event that $\hat{M} < \bar{M}$, and thus the FNC scheme achieves a higher average rate.

B. Outage Probability of the Typical Cell-Edge User

In this part, we evaluate the outage probabilities of the typical cell-edge user in BS cooperation mmWave networks.

We plot the outage probabilities of the FNC and FRC strategies against the outage thresholds in Fig. 5(a). The simulation parameters are given by $M = \bar{M} = 3$, $N_L = 4$, $N_N = 1$, $\rho = 90$ (m) and $p_L = 0.2$. The non-cooperative cases are also provided for comparison. As the figure shows, both the FNC and FRC strategies strongly reduce the outage probabilities within a vast range of outage thresholds, which is the direct result of the increased signal power with the aid of BS cooperation. The accuracy of the approximate method proposed in Sec. IV-B is verified in this figure. As we can see, the approximate results approach closely to the simulation results. Fig. 5(b) plots the time consumption to obtain the approximate and simulation results.
that in Fig. 5(b), the metric of the vertical axis is set as the logarithm of $10 \times (\text{Time Consumption (s)})$. Obviously, the approximation method are much more computationally efficient than to directly carry out the simulation. In Fig. 5(a), we observe that when the outage threshold is small, the outage probability in the FRC scheme becomes larger than that in the FNC scheme. This is due to the non-zero probability mass of $T_{\text{DCO,FR}}$ at $T_{\text{DCO,FR}} = 0$, which suits to the case when there happens to have no BS in the cooperative region of the FRC scheme. However, it presents the opposite results when the outage threshold is high. This is because the number of the cooperative BSs in the FRC scheme may exceed that in the FNC scheme, and thus the FRC scheme may opportunistically provide higher signal power.

In Fig. 6(a) and Fig. 6(b), we plot the outage probabilities of the FNC and FRC strategies versus the probabilities of a BS within the LOS region being in LOS state, i.e., $p_L$. We set $N_L = 4$, $N_N = 1$ and $\rho = 70$ (m) in the simulations and other simulation parameters are the same as those in Fig. 2. In general, a smaller value of $p_L$ indicates that the signal are more likely to be blocked by the barriers and the communication links are more likely to be in NLOS state. Fig. 6 reveals that $p_L$ is an extremely important parameter of the BS cooperation mmWave networks. As we can see, when $p_L$ increases from 0.05 to 0.3, significant decreases of the outage probabilities are observed. This is because the LOS links provide much higher power than the NLOS links in mmWave band.

C. Average Performance of a Typical General User

In Fig. 7, the average performance of the general users is evaluated. The system settings are given by $M = 3$, $M = 3$, $N_L = 4$, and $p_L = 0.2$, and other parameters are the same as those in Fig. 2. In the simulation, we assume that there is a general user located at the origin which is referred as the typical user. The BSs are spatially distributed following a HPPP. The typical user becomes a cell-edge user if its distance to the nearest BS exceeds $D_E$, and in this case, BS cooperation will be applied to improve its performance. If the typical user is not a cell-edge user, then it is only served by the nearest BS. In Fig. 7(a), we plot the average rates of the typical user versus the average cell radiuses. From Fig. 7(a), we can see that in all cases, the average rate can be significantly improved with the aid of BS cooperation. For example, when $\rho = 100$ (m), the FNC and FRC strategies can increase the average rates by around 24% and 32%, respectively. Fig. 7(b) illustrates the outage probability of the typical user. In Fig. 7(b), within a wide range of the outage threshold, significant reduction of the outage probability can be observed with the help of the FNC and FRC strategies. From the simulation results in Fig. 7, we conclude that if the BS cooperation is applied to cell edge users, the average performance of the general users can be greatly improved.

VII. Conclusion

In this paper, the performance of the edge users in BS cooperation-aided mmWave cellular networks was detailedly investigated based on the stochastic geometry framework. The expressions for the average rate and outage probability for a typical cell-edge user under two different cooperative strategies, i.e., FNC and FRC, were analytically derived. For the outage probability, we also propose to approximate the signal power by using Gamma RVs. The approximate results are computationally efficient than the analytical expressions. Numerical results show that the derived expressions are very accurate and time-saving. Simulations also demonstrate that the lack of LOS and the severe path loss of NLOS have a great impact on the performance of the edge users, which will be significantly improved by applying the BS cooperation techniques to the mmWave cellular networks.

APPENDIX A

PROOF OF THEOREM 2 AND THEOREM 3

A. The Derivation of $E_{T_{k,M,FN}^r}(z)$

We first have

$$E_{T_{k,M,FN}^r}(z) = \mathbb{E}_{D^{(k)}, L^{(k)}_k, h^{(k)}_k} \left\{ e^{-zG_M P_T h_k (L^{(k)})} | D_{M+1} = r \right\},$$

(39)

where the conditional PDF of $D^{(k)}$ is given in (9). When $r \leq D$, the $k^{th}$ link is in LOS (NLOS) state with probability $p_L$ ($p_N$). When $r > D$, if $D^{(k)} \leq D$, then the $k^{th}$ link is in
The procedure can be extended to obtain the results when \( r > D \) and therefore, we have

\[
\Phi_{5,D}^{M-N} \quad \text{NLOS, main lobe interference; Located in } R(r,D)\quad p_{5PMN}^{L}\lambda_{B}
\]

\[
\Phi_{6,D}^{M-N} \quad \text{NLOS, side lobe interference; Located in } R(r,D)\quad p_{6PN}^{L}\lambda_{B}
\]

\[
\Phi_{5,N}^{M-N} \quad \text{NLOS, main lobe interference; Located in } B^2(o,D)\quad p_{5PM}^{L}\lambda_{B}
\]

\[
\Phi_{6,N}^{M-N} \quad \text{NLOS, side lobe interference; Located in } B^2(o,D)\quad p_{6PN}^{L}\lambda_{B}
\]

where \( I_{\mu,D}^{\pi} \) and \( I_{\mu,N}^{\pi} (\mu \in \{M,S\}) \) are the summation of interferences from the BSs \( \Phi_{\mu,L}, \Phi_{\mu,N}^{\pi} \) respectively, defined in Table I. In (41), we further have

\[L_{r}^{\pi} (z) = e^{-\pi p_{\mu,L}^{\pi} \lambda_{B} \int_{0}^{D} e^{-(z a_{\mu,L} y - \alpha r)} dy} - e^{-\pi p_{\mu,L}^{\pi} \lambda_{B} \int_{D}^{\infty} e^{-(z a_{\mu,L} y - \alpha r)} dy}, \quad (42a)\]

\[L_{r}^{\pi} (z) = e^{-\pi p_{\mu,L}^{\pi} \lambda_{B} \int_{0}^{D} e^{-(z a_{\mu,L} y - \alpha r)} dy} - e^{-\pi p_{\mu,L}^{\pi} \lambda_{B} \int_{D}^{\infty} e^{-(z a_{\mu,L} y - \alpha r)} dy}, \quad (42b)\]

where the two equations above follow from the PGFL of PPP [45]. Substituting (42a) and (42b) into (41), we obtain the result in (20c) for \( r \leq D \).

**Appendix B**

**Proof of Theorem 5**

A. The Derivation of \( L_{r}^{DCO,FR} (z) \)

Following the PGFL of PPP [45], we have

\[L_{r}^{DCO,FR} (z) = e^{-\pi \lambda_{B} \int_{0}^{D} e^{-(z a_{\mu,L} y - \alpha r)} dy} = e^{-\pi \lambda_{B} \int_{0}^{D} e^{-(z a_{\mu,L} y - \alpha r)} dy} - e^{-\pi \lambda_{B} \int_{D}^{\infty} e^{-(z a_{\mu,L} y - \alpha r)} dy}.\]

Calculating the integral in the exponential part directly leads to (22a).

B. The Derivation of \( L_{r}^{DCO,FR} (z) \)

In fact, \( I_{DCO,FR} \) is the total interferences caused by the BSs located in \( R(o, D) \). According to the definition of \( I_{DCO,FR} \), if we have \( D_{M+1} = D_{CO} \), then \( I_{DCO,FR} \) and \( I_{DCO,FR} \) are two identical distributed RVs. Thus, we have (22b).

**Appendix C**

**The Calculation of \( k_{L}^{M,FN} \), \( \rho_{\nu}^{M,FN}, \kappa_{DCO,FR} \) and \( \rho_{\nu}^{DCO,FR} \) for \( \nu \in \{L,N\} \)**

A. \( k_{L}^{M,FN} \) and \( \rho_{L}^{M,FN} \)

According to (30), we need the first and second order moments of \( \bar{T}_{L}^{M,FN} \). The first moment of \( \bar{T}_{L}^{M,FN} \) is
calculated as:

$$E \left( \tilde{T}_{L}^{M,FN} \mid S_{L}^{M,FN} \geq 1 \right) = E_{DM+1} \left\{ E_{S_{L}^{M,FN}} \left( S_{L}^{M,FN} \geq 1 \right) \right\}$$

where we have

$$E_{S_{L}^{M,FN}} \left( S_{L}^{M,FN} \geq 1 \right) = \sum_{m=1}^{M} m P_{S_{L}^{M,FN}} (m, r),$$

whence $P_{S_{L}^{M,FN}} (m, r)$ defined in (29). The second order moment is calculated as

$$E \left( \left( \tilde{T}_{L}^{M,FN} \right)^{2} \right) = \int_{D_{E}}^{+\infty} f_{M+1} (r) \left\{ E_{S_{L}^{M,FN}} \left( S_{L}^{M,FN} \geq 1 \right) \right\} dr$$

where we have

$$E_{S_{L}^{M,FN}} \left( S_{L}^{M,FN} \geq 1 \right) = \sum_{m=1}^{M} m \left( m - 1 \right) P_{S_{L}^{M,FN}} (m, r),$$

(45)

Inserting (43) and (44) into (30), we obtain $\kappa_{L}^{M,FN}$ and $\rho_{L}^{M,FN}$.

B. $\kappa_{N}^{M,FN}$ and $\rho_{N}^{M,FN}$

According to (31), to obtain $\kappa_{N}^{M,FN}$ and $\rho_{N}^{M,FN}$, we need the first and second order moments of $T_{N}^{M,FN}$. In fact, the calculation of $E \left( T_{N}^{M,FN} \right)$ and $E \left( \left( T_{N}^{M,FN} \right)^{2} \right)$ are similar to (43) and (44). The only difference is that in (43) and (44), $S_{L}^{M,FN}$ is a RV, while the cardinality of $\Omega_{N}^{M,FN}$, is no longer a RV but a fixed constant, i.e., $M$.

C. $\kappa_{\nu}^{DCO,FR}$ and $\rho_{\nu}^{DCO,FR}$ for $\nu \in \{ L, N \}$

Due to the space limitation, we only provide the result for $\kappa_{L}^{DCO,FR}$ and $\rho_{L}^{DCO,FR}$ when $D_{CO} \leq D$. Following similar steps, we can obtain the results for other cases. Note that the cooperative BSs in LOS state are distributed as a PPP within $R(o, D_{E}, D_{CO})$ with density $\lambda_{L} = p_{L} \lambda_{B}$. Therefore, conditioning on there is at least one BS in LOS state, we have

$$E \left( \tilde{T}_{L}^{DCO,FR} \right) = \frac{2\pi a_{M,L} \lambda_{L}}{1 - p_{0,L}^{DCO,FR}} \int_{D_{E}}^{D_{CO}} r^{1-\alpha_{L}} dr$$

(44)

Inserting these results into (37), we obtain $\kappa_{L}^{DCO,FR}$ and $\rho_{L}^{DCO,FR}$.
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