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In statistically homogeneous and isotropic turbulence, the average value of the velocity increment 
\( \delta_r u = u(x + r) - u(x) \), where \( x \) and \( x + r \) are two positions in the flow and \( u \) is the velocity in the direction of the separation distance \( r \), is identically zero, and so to characterize the dynamics one often uses the Reynolds number based on \( \sqrt{\langle (\delta_r u)^2 \rangle} \), which acts as the coupling constant for scale-to-scale interactions. This description can be generalized by introducing “structure functions” of order \( n \), \( S_n = \langle (\delta_r u)^n \rangle \), which allow one to probe velocity increments including rare and extreme events, by considering \( \delta_r u(n) = O(S_1/n) \) for large and small \( n \). If \( S_n \propto r^{\zeta_n} \), the theory for the exponents \( \zeta_n \) in the entire allowable interval \( -1 < n < \infty \) is one of the long-standing challenges in turbulence (one takes absolute values of \( \delta_r u \) for negative \( n \)), usually attacked by various qualitative cascade models.

We accomplish two major tasks. First, we show that the turbulent motion at large scales obeys Gaussian statistics in the interval \( 0 < R_\lambda < 8.8 \), where \( R_\lambda \) is the microscale Reynolds number, and that the Gaussian flow breaks down to yield place to anomalous scaling at the universal Reynolds number bounding the inequality above. In the inertial range of turbulence that emerges following the breakdown, the effective Reynolds number based on the turbulent viscosity, \( R_\ast \), assumes this same constant value of about 9. This scenario works also for the emergence of turbulence from an initially non-turbulent state. Second, we derive expressions for the anomalous scaling exponents of structure functions and moments of spatial derivatives, by analyzing the Navier-Stokes equations in the form developed by Hopf. We present a novel procedure to close the Hopf equation, resulting in expressions for \( \zeta_n \) in the entire range of allowable moment-order, \( n \), and demonstrate that accounting for the temporal dynamics changes the scaling from normal to anomalous. For large \( n \), the theory predicts the saturation of \( \zeta_n \) with \( n \), leading to two inferences: (a) the smallest length scale \( \eta_n = LRe^{-1} \ll LRe^{-3/4} \), where \( Re \) is the large-scale Reynolds number, and (b) velocity excursions across even the smallest length scales can sometimes be as large as the large scale velocity itself. Theoretical predictions for each of these aspects are shown to be in quantitative agreement with available experimental and numerical data.

PACS numbers 47.27

\textit{The scientific theorist is not to be envied. For Nature, or more precisely, experiment, is an inexorable and not very friendly judge of his work. It never says “Yes” to a theory. In the most favorable cases “Maybe” and in great majority of cases simply “No”.}

Attributed to A. Einstein [1]

I. INTRODUCTION

Turbulent flows are everywhere. Without them life on Earth would be impossible, for they are responsible for the life-sustaining heat and mass transfer. Indeed, it is easy to estimate that, due to absorbed solar radiation, one summer without turbulence would be long enough to boil a four-meter layer of ocean water. Also, it is responsible for the temperature control and ventilation in various modern engineering applications, such as data centers, transportation, chemical technology—in short, for all aspects of our life.

Turbulent flows differ by geometry, smoothness or otherwise of the boundaries, physical noise, details of transitions from laminar to turbulent states, etc. Not surprisingly, they are characterized by transitional Reynolds numbers varying over an enormously wide range. For example, depending on the quality of walls and the quietness of the oncoming stream, the transition Reynolds number in a channel flow can vary over two orders of magnitude. But
the excited length scales in turbulence, dependent on the Reynolds number, is very wide at high Reynolds numbers, and so one can ask a logical question: do the small-scale velocity fluctuations at high Reynolds number "remember" geometric and other features of their laminar precursors? If they do, different flows must be described by different turbulence theories, involving detailed information on laminar-turbulent transition as well as boundary conditions, which seems to be a mission impossible. If they do not, one can hope for the universality classes and universal theory, qualitatively similar to critical phenomena. Addressing this avenue is the primary purpose of this paper.

To describe fluid motion, Euler [2] derived his field-equations for ideal (inviscid) fluid which, among other concepts, contained the Bernoulli equation obtained almost twenty years earlier. Later, Navier [3] and Stokes [4] came up with the equations for the motion of viscous fluids which, combined with modern numerical and computational methods, have revolutionized modern fluid dynamics. These achievements have solved the problem of all laminar (or regular) flows, including time-dependent ones such as flows past oscillating plates, bluff bodies, etc.

Transition to turbulence was experimentally discovered and studied by Reynolds [5], who introduced his famous decomposition of the velocity field into its regular and stochastic components. This work initiated the field of statistical hydrodynamics based on the generally accepted belief that both laminar and turbulent flows can be accurately described by the Navier-Stokes (NS) equations. This factor led in due course to the formulation of various field-theoretical approaches such as Wyld’s renormalized expansions in powers of Reynolds number [6, 7], Kraichnan’s DIA and LHDIA approximations [8, 9], Orszag’s EDQNM approach [10], etc. They have had considerable successes in the derivation of large-scale turbulence models widely used in engineering computations of flows in complex geometries [11–16] but have failed in the a priori prediction of small-scale features dominated by powerful intermittent structures, which occupy increasingly smaller fraction of volume with increasing Reynolds number [17] and are responsible for the ever-changing intricate images that have fascinated and inspired humans for hundreds of years.

The problem of hydrodynamic turbulence at large Reynolds numbers is very different, as it appears that all flow scales near the critical point in phase transitions (even though they can be derived directly from microscopic molecular dynamics only for rarefied gases for scales much larger than the mean free path). These equations describe velocity fluctuations generated at the large scale \( L \) and dissipated on a scale \( \eta \) whose ratio to \( L \) becomes vanishingly small as an inverse power of the Reynolds number. No energy is lost in this nonlinear inviscid process of the so-called inertial-range energy transfer which requires strong interactions between fluctuations on different length scales, very different from detailed balancing that is characteristic of microscopic reversibility. The process of formation of small-scale fluctuations out of large scales, often called the "energy cascade", introduced as an explicit notion by [20] but implied already in Kolmogorov’s earlier work [21]. Qualitatively cascades resembles the process leading to the formation of high-energy fractions formed in hadron collisions, where it is responsible for anomalous scaling exponents characterizing the collision process [22].

For many years, due to the lack of sufficiently accurate and extensive experimental data, the existence of anomalous scaling in high-Reynolds-number turbulence was set aside from serious consideration. That era is thankfully over, and the existence of anomalous scaling and its possible universality, i.e., independence of scaling exponents on the nature of a flow, has been established as a result of many years of hard work by several groups (see, e.g., Refs. [22–24]).

In this paper we consider an infinitely extended fluid stirred (or forced) by a random force at the scale \( \Lambda \). We show that as \( r/\Lambda \to \infty \), the large-scale flow that is generated is Gaussian in accordance with the Central Limit Theorem and the dynamic renormalization group worked out by Forster, Nelson and Stephen [30]. Due to the specific nonlinearity of the NS equations, the small-scale asymptotics \( r/\Lambda \to 0 \) corresponds to strong coupling, which makes the turbulence problem very hard. This is one of the reasons for the failure of perturbation expansions in powers of the renormalized Reynolds number. Here, we develop a theory based on the Hopf formulation [31] of the NS equations and provide a solution by taking recourse to Polyakov’s application of point-splitting for the Burgers equation that is driven by a random force [32], as generalized for the three-dimensional (3D) Navier Stokes equations in [32, 33]. In particular, Yakhov [33, 34] supplemented the analysis by an ad hoc model for pressure-velocity correlations and obtained an explicit expression for anomalous scaling exponents \( \zeta_n \) for structure functions in the entire range \(-1 < n < \infty\): structure functions are moments of velocity increments \( \delta_t u = u(x+r) - u(x) \) and the scaling exponents \( \zeta_n \) are defined...
Flow of Newtonian fluids can be described by the NS equations subject to boundary and initial conditions (with the density \( \rho \) set to unity without loss of generality),

\[
\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{f}
\]  

(1)

and the incompressibility condition given by \( \nabla \cdot \mathbf{u} = 0 \). The random white-in-time Gaussian forcing \( \mathbf{f} \) is defined by the correlation function \([13, 30]\)

\[
\langle f_i(k, \omega)f_j(k', \omega') \rangle = (2\pi)^{d+1} D_0(k) P_{ij}(k) \delta(\hat{k} + \hat{k}'),
\]  

(2)

where the four-vector \( \hat{k} = (k, \omega) \) and projection operator is given by \( P_{ij}(k) = \delta_{ij} - \frac{k_i k_j}{k^2} \). Here we are interested in the case \( D_0(k) \neq 0 \) only in the interval close to \( k \approx \Lambda \approx 2\pi/L \). Taking the Fourier transform of (1) as

\[
u_i(k, \omega) = G^0 f_i(k, \omega) - \frac{i}{2} G^0 P_{lmn} \int u_m(q, \Omega) u_n(k - q, \omega - \Omega) dq d\Omega,
\]  

(3)

where \( G^0 = (-i\omega + \nu k^2)^{-1} \), \( P_{lmn}(k) = k_l P_{mn}(k) + k_m P_{ln}(k) + k_n P_{lm}(k) \), we introduce the zeroth-order solution \( \mathbf{u}_0 = G^0 \mathbf{f} \propto k \sqrt{D_0} \), so that \( \mathbf{u} = G^0 \mathbf{f} + \mathbf{v} \), we derive the equation for the perturbation velocity \( \mathbf{v} \) to be

\[
u_i(k) = -\frac{i}{2} G^0(\hat{k}) P_{lmn}(k) \int v_m(q) v_n(\hat{k} - \hat{q}) dq
\]  

\[-\frac{i}{2} G^0(\hat{k}) P_{lmn}(k) \int [v_m(q) G^0(\hat{k} - \hat{q}) f_n(\hat{k} - \hat{q}) + G^0(\hat{q}) f_m(\hat{q}) v_n(\hat{k} - \hat{q})] dq
\]  

\[-\frac{i}{2} G^0(\hat{k}) P_{lmn}(k) \int G^0(\hat{q}) f_m(\hat{q}) G^0(\hat{k} - \hat{q}) f_n(\hat{k} - \hat{q}) dq.
\]  

Because of the nonlinearity of the NS equations, the modes from the large-scale range \( k \to 0 \), where the forcing \( \mathbf{f}(k) = 0 \), are populated by the “effective forcing” \( \mathbf{F} \) \([13, 30]\) as

\[
\langle F_i(k) F_j(k') \rangle \approx 2 D_L k^2 P_{ij}(k) \delta(k + k') + O(k^4)
\]  

(5)

where (see \([38]\))

\[
D_L = (2\pi)^{d+1} D_0 \frac{0.155}{\Lambda^5},
\]  

(6)
which is small in the limit $\frac{k}{\kappa} \sqrt{\frac{D_0}{D_L}} \to 0$. In this scale range of weak coupling $|F(k)|^2 \propto k^2 D_0 \to 0$, the low-order perturbation expansion is accurate, and the flow is in “thermodynamic equilibrium”, stabilized by a small induced viscosity $\nu_{eff} = \nu_0 + \delta \nu$ where $\nu_0$ is the bare viscosity and $\delta \nu \propto D_L$. In an infinitely extended fluid satisfying the limiting condition $k^2 D_0 \to 0$, the flow that is generated is Gaussian by virtue of the Central Limit Theorem and dynamic renormalization group \[13\, \[30\, \[38\], independent of the statistics of the force $f$ introduced earlier.

To conclude this section devoted to the large-scale behavior at $k \ll \Lambda$, we note that in the strong turbulence range $k \gg \Lambda$, the induced forcing evaluated in the low-order approximation is $\langle F^2 \rangle \propto k^{-3}$. This model was introduced in \[39\]. It is clear that the entire turbulence production in the force-driven turbulence has a logarithmic divergence, compensated by the infrared range and higher nonlinearities that are not directly relevant in our considerations.

### III. THE MODEL. SMALL-SCALE ASYMPTOTICS AND THE “CRITICAL REYNOLDS NUMBER”

In the large wavenumber regime often referred to as the ultra-violet regime, $k \gg \kappa$ with $k^2 D_0 \to \infty$, the dynamics are far from equilibrium and perturbation expansions break down. In this range, the flow is driven by an effective forcing and the energy is dissipated by viscosity in the so-called “dissipation range”. While the induced field is weak in the weak-coupling range $k \to 0$, it is strong in the limit $\frac{k}{\kappa} \to \infty$ and is responsible for various nonlinear effects considered below. One can attempt to extend Wyld’s expansion into this range but the task is difficult because such expansions are haunted by “infrared” divergences \[8\, \[9\, \[30\].

In summary, at large scales $k \ll \kappa$, the velocity fluctuations in the flows driven by the forcing centered at $\kappa = \frac{2\pi}{\rho} = \Lambda$ are Gaussian, justifying various one-loop approximations to renormalized perturbation expansions. The modes with $k > \kappa$ are populated by strong nonlinearity, and the proper matching between viscous and inertial range effects becomes a dominant mechanism responsible for anomalous scaling and strong departures from Gaussian statistics.

We stress the lack of small parameter in the inertial range by the following argument \[40\]. For the velocity increment $u_r$ in the inertial range where dissipation by the molecular viscosity is negligible, the effective or turbulent viscosity $\nu_T$ is

$$\nu_T \equiv \nu(\Lambda) \approx 0.084 \frac{K^2}{\varepsilon}, \quad 10\nu^2(\Lambda) \times \Lambda^2 = K^2, \tag{8}$$

where $K \approx u_r^2/2$ is kinetic energy of the turbulent motion on the inertial scales $r \leq L$, and $\varepsilon$ is the mean rate of kinetic energy dissipation. Landau and Lifshitz \[40\] show that the turbulent viscosity is $\nu_T(r) \propto r(u_r^2)^{1/2}$ given by the expression above.

An important point needs to be made. The relations (8) have been derived by the small-scale elimination from the interval $\eta < r < \Lambda$ and, therefore, give effective viscosity acting on large-scale fluctuations $k < \frac{2\pi}{r}$. Further, the effective Reynolds number of single-scale to multi-scaling transition, based on the Taylor scale and turbulent parameters

$$R_{\lambda, \tau} = 2K \sqrt{\frac{5}{3\varepsilon \nu(\Lambda)}} = 2\sqrt{\frac{5}{3 \times 0.084}} \approx 8.8 \tag{9}$$

is scale-independent in the inertial range and is very close to the Reynolds number of transition from the Gaussian to anomalous regime of the velocity field.

This simple relation (9), combined with the definition of turbulent viscosity $\nu_T \propto \frac{\langle (\delta_r u)^3 \rangle}{\varepsilon r}$, valid in homogeneously or smoothly excited flows, gives

$$\langle (\delta_r u)^3 \rangle \propto \varepsilon r, \tag{10}$$

which resembles the celebrated Kolmogorov relation for velocity increments in the inertial range of homogeneous and isotropic turbulence. Thus, unlike in the theory of critical phenomena, the constant energy flux from large to small scales in turbulence makes all scales dynamically relevant, which leads to a gross violation of “scaling hypothesis”. This is the main reason for the failure of field-theoretical methods like Wyld’s expansion \[6\], Kraichnan’s DIA and LHDIA \[8\, \[9\] and others (see, for example, \[11\]).

It appears from this discussion that the infrared limit can be understood by the perturbation theory, so our goal in the next section is to develop the theory in the strong coupling ultraviolet range, where $k > \kappa$ and $k^2 D_0 \to \infty$. 

IV. IV. HOPF EQUATION, POINT SPLITTING AND THE SCALING EXPONENTS

A. The Hopf equation

As was shown by Kolmogorov [12] in the high-Reynolds-number limit, the third-order structure function $S_3(r) = 1.5εr$ in the inertial range of isotropic and homogeneous turbulence. This is the celebrated 4/5-ths law. Our goal is to discuss all even moments $S_{2n} = \langle (u(x) - u(x + r))^2 \rangle$ and their scaling exponents $ζ_{2n}$ where $S_{2n} \propto r^{2n}$. As already mentioned a large body of experimental work [25] has demonstrated that $ζ_{2n}$ are different from Kolmogorov’s theory, $S_{2n}(r) \propto r^{2n}ζ$, where the “local” velocity increment $[S_{2n}(r)]^{1/2n} \propto r^{ζ/2}$ [21]. This is the “normal scaling.”

The problem of determining $ζ_{2n}$ for the Gaussian determined by the second moment. It has been known for some time that the volume fraction $\delta = 2(2n - 1)/2n$, is important because they determine the behavior of large excursions or the tails of the distribution of $δu$.

We address the problem of determining $ζ_{2n}$ using Hopf equation [31], adopting the approach used by Polyakov [32] for the description of Burgers equation driven by a random force, later generalized in Refs. [14, 16] to the case of 3D Navier-Stokes turbulence in the evaluation of velocity increments $U = δr u = u(x + r) - u(x)$; see also Ref. [37]. We will show that, due to large nonlinearity, the probability of large-amplitude and rare fluctuations is much larger than that for the Gaussian determined by the second moment. It has been known for some time that the volume fraction occupied by these very local events is small and thus the total expectation value of these events is small [17].

The origins of the Hopf equation for the generating function $Z = <e^{λf}u >$ goes back to Ref. [31]. The relevant equation becomes

$$\frac{∂Z}{∂t} + \frac{∂^2 Z}{∂x_µ∂x_ν} = I_f + I_p + D$$

(11)

$$I_p = -λ \cdot \langle e^{λu}r[∇_2 p(x_2) - ∇_1 p(x_1)]\rangle$$

(12)

$$D = ν_0 λ \cdot ⟨[∇_2^2 v(x_2) - ∇_1^2 v(x_1)] e^{λu}r⟩$$

(13)

$$I_f = \langle λ \cdot ∇fe^{λu}r⟩.$$  

(14)

The main difficulty in solving this equation is that it is not closed because of the dissipation and pressure terms (for a more detailed discussion see Monin and Yaglom [7]) and cannot be solved unless additional information can be extracted from the NS equations. In the inertial range where $ν_0 → 0$ and $r = |x_1 - x_2| \gg η$, the dissipation contribution $D = 0$. This is not so in the theoretically harder limit $r ≈ η$ or $x_1 → x_2$, as discussed below.

In the rest of the paper we define $S_{m,n} = ⟨(δr u)^m(δr v)^n⟩$, where $u$ and $v$ are velocity fluctuations in the direction of the separation and perpendicular to it, respectively. By symmetry, $v$ is the same in any direction perpendicular to $r$. The equations for the even-order moments [13, 14, 16] are

$$\frac{∂S_{2n,0}}{∂r} + \frac{d - 1}{r} S_{2n,0} - \frac{(d - 1)(2n - 1)}{r} S_{2n - 2,2} + (2n - 1)⟨δr(δx p) × (δr u)^{2n-2}⟩ =$$

(15)

$$P[1 - \cos(\frac{r}{L})]α_{n,d} S_{2n-3,0} + (2n - 1)⟨δr(δx p) × (δr u)^{2n-2}⟩ =$$

$$P[1 - \cos(\frac{r}{L})]α_{n,d} S_{2n-3,0} + (2n - 1)⟨δr(δx p) × (δr u)^{2n-2}⟩ =$$

(15)

where $α_{n,d} = 2(2n - 1)(2n - 2)/d$, $d$ being the dimensionality of the fluid system. By energy conservation, we have $P = E$ and $δ$ is the Lagrangian acceleration of the fluid particle.

In particular, the last term in the above equation with $δr(δx p) × (δr u)^{2n-2}$ is known and has to be treated separately. In the vicinity of dissipation scale $η$, the characteristic time is $ν/(δr u)^2$ and so we have

$$δr(δr u) = \frac{(δr u)^3}{ν}$$

(16)

and

$$⟨δr(δr u)^{2n-2}⟩ ≈ \frac{1}{ν} (⟨δr u⟩^3(δr u)^{2n-2}).$$

(17)

First we consider the inertial range, for which $ν → 0$, $r \gg η$, and $\frac{r}{L} \rightarrow 0$, implying that the dissipation contribution given by $ν(δr(δx p) × (δr u)^{2n-2}) = 0$. Thus,

$$\frac{∂S_{2n,0}}{∂r} + \frac{d - 1}{r} S_{2n,0} - \frac{(d - 1)(2n - 1)}{r} S_{2n - 2,2} = -(2n - 1)⟨δr(δx p) × (δr u)^{2n-2}⟩$$

(18)
and
\[- \frac{\partial p}{\partial x} = \frac{\partial v_x}{\partial t} + \frac{1}{2} \frac{\partial v_x^2}{\partial x} + v_y \frac{\partial v_x}{\partial y} + v_z \frac{\partial v_x}{\partial z}.\] (19)

Substituting (19) in (18), for \(2n = 2\) and \(2n = 3\), the pressure contribution in the incompressible case disappears and one obtains the K41 theory for \(S_{3,0}(r)\) and \(S_{1,2}\) as
\[\frac{\partial S_{3,0}}{\partial r} + \frac{d - 1}{r} S_{3,0} - 2 \frac{d - 1}{r} S_{1,2} = -(1) \frac{d^4}{d} \mathcal{P},\] (20)
\[S_{3,0} = (-1)^d \frac{12}{d(d + 2)} \mathcal{P} r\] (21)
and
\[\frac{1}{r^{d+1}} \frac{d}{dr} r^{d+1} S_{1,2} = (-1)^d \frac{4}{d} \mathcal{P} r.\] (22)
These relations are exact in the limit \(\nu \to 0\) and yield the well-known results (for \(d = 3\))
\[\zeta_{2,0} = \zeta_{0,2}, \quad \zeta_{3,0} = \zeta_{1,2},\] (23)
in addition to Kolmogorov’s celebrated 4/5-ths law and the relation \(S_{3,0}/S_{1,2} = 3\).

**B. Viscous effects, point-splitting, and matching condition**

Equations (11-15), containing both pressure and dissipation contributions, are not closed for general \(n\). As we have shown, the dissipation contribution is small in the inertial range \(r \gg \eta\) and can be neglected. However, it remains important in the range \(r \approx \eta\) and must be accounted for. This is done by asymptotic matching of structure functions from inertial and dissipation intervals, leading to important dynamic consequences, as studied below (see also [16]).

As discussed in Landau and Lifshitz [40], if \(\delta \eta u \approx u(x + \eta) - u(x)\), the dissipation scale \(\eta\) is defined by the condition \(Re_\eta = O(1) = \eta(\delta \eta u)/\nu\), so that \(\eta = O(\nu/(\delta \eta u))\). Thus, the simple algebra, based on expressing spatial derivatives in terms of point-splitting as above, gives
\[\partial_x u \approx (\delta \eta u)^2/\nu.\] (24)
Therefore
\[\left(\frac{L}{u_0}\right)^{2n} \langle \frac{\partial v_x}{\partial x} \rangle^{2n} = Re^{2n} \left(\frac{\eta_{4n}}{L}\right)^{\zeta_{4n}} \equiv Re^{\rho_{2n}},\] (25)
where \(Re = u_0 L/\nu\), where \(u_0\) is a large scale property such as its root-mean-square value. We then get
\[\left(\frac{L}{u_0}\right)^n \langle \mathcal{E}^n \rangle = Re^n \langle (\delta \eta u)^{4n} \rangle u_0^{4n} = Re^n S_{4n}(\eta_{4n}) = Re^n \left(\frac{\eta_{4n}}{L}\right)^{\zeta_{4n}} \equiv Re^{d_{4n}},\] (26)
where the scaling exponents \(d_{n}\) and \(\rho_{n}\) are yet to be derived from an \(a\) priori theory. From the application of Eq. (24) which defines the point-splitting procedure (see [33]), we have
\[\frac{S_{2n}(\eta_{2n})}{\eta_{2n}} \approx \frac{S_{2n+1}(\eta_{2n})}{\nu},\] (27)
leading to
\[\frac{\eta_{n}}{L} = Re^{\zeta_{n} - \zeta_{n+1} - 1}.\] (28)
For the case of “normal scaling” with \(\zeta_{n} = n\zeta\), this expression gives Kolmogorov-like \(n\)-independent relation
\[\frac{\eta_{n}}{L} = Re^{\zeta_{n} - 1}.\] (29)
By requiring (28) to coincide with \( \frac{D}{Dx} = Re^{-3/4} \), we get the Kolmogorov result, \( \zeta = 1/3 \). We also have two important additional relations

\[
\rho_n = n + \frac{\zeta_{2n}}{\zeta_{2n} - \zeta_{2n+1} - 1}, \tag{30}
\]

and

\[
d_n = n + \frac{\zeta_{4n}}{\zeta_{4n} - \zeta_{4n+1} - 1} = \rho_{2n} - n, \tag{31}
\]

where \( \rho_n \) and \( d_n \) are defined by Eqs. (25) and (26), respectively. Note that, the so-called dissipative anomaly \(^{11}\) corresponds to \( d_1 = 0 \), which yields the result \( \zeta_5 = 2\zeta_4 - 1 \); from the point of view of the present theory, the latter result may thus be regarded just as basic as dissipative anomaly.

There are three sets of unknowns obeying two equations and so the above relations for exponents of derivative moments and dissipation rate are not closed. They will be closed and the equations derived in this section earlier will be solved below.

V. SCALING EXPONENTS TO ALL ORDERS

The quantitatively reasonable success of the simple statement \( S_2(r) = (S_2(r))^{\frac{2}{5}} \propto r^{\frac{2}{5}} \) inspired many followers, both theorists and experimentalists, to assume that

\[
S_{2n,0}(r) \equiv \langle (u(x + r) - u(x))^{2n} \rangle = A_{2n,0} r^{\zeta_{2n}} = A_{2n,0} r^{\frac{2n}{3}}, \tag{32}
\]

where \( A_{2n,0} \) could depend on large scale properties. The closeness of the exponent to 2/3 introduced Kolmogorov’s energy spectrum \( E(k) \propto k^{-\frac{4}{5}} \), dominating turbulence theory for many years. Data in hydrodynamic turbulence, plasma turbulence and even in certain cosmological situations confirmed the approximate validity of this spectral form but considerable work—for example, Ref. \(^{29}\)—has shown that there are (modest) corrections to the 5/3 exponent. Our goal is to derive not only the second order exponent but exponents to all orders.

For that purpose, we use methods developed earlier \(^{13, 45}\) for the problem of passive scalar advected by a random velocity field, generalized to the calculation of single-point probability density functions (PDFs) and moments of vorticity and dissipation rates in turbulence. Relatively recently, a similar approach, combined with qualitative input from coherent structures, has been developed for the moments of velocity increments leading to quantitative derivation of anomalous scaling exponents \(^{13, 37}\). Here, we improve on the past methods and derive an assumption-free quantitative expression for the exponents of structure functions to all orders, as well as for the moments of the dissipation rate in strong turbulence. We derive results explicitly for even orders but make comparisons also with negative moments for absolute values of velocity increments; the same principle should also apply to odd moments.

To derive structure functions \( S_n(r) \) for \( n \neq 3 \), we need an expression for pressure-velocity correlation function in the limit \( \nu \to 0 \). The two terms on the left side of Eq. (18) are \( O((\delta_r u)^{2n}/r) \) and \( O((\delta_r u)^{2n-2} (\delta_r v^2)/r) \) and the scaling exponents of structure functions are determined by the coefficients in (25)-(26), not by dimensional considerations. This places very strict constraints on the the pressure-velocity correlation in (18), whose non-locality is the source of much complexity. We observe that the pressure contribution of (18) can only modify coefficients in the left side, but it is clear that, all powers other than 2 breaks the balance in both small and large-\( n \) limits.

To close Hopf equation, we have to calculate (see Eq. (18))

\[
\delta_r \frac{\partial p(x)}{\partial x} = \frac{\partial p(x + r)}{\partial (x + r)} - \frac{\partial p(x)}{\partial x}. \tag{33}
\]

where \( \delta_r p = \delta_r [\frac{\partial}{\partial r} u_i u_j] \). Since \( r \gg \eta \), this relation involves two vastly different length scales and is hard to deal with. Still, based on qualitative reasoning, coming from the Navier-Stokes equations, we have

\[
\delta_r \nabla p \approx \delta_r \left[ \nabla \nabla \cdot \frac{u_i u_j}{\sqrt{2}} \right] \approx \frac{1}{2} \frac{\partial (\delta_r u)^2}{\partial r} + O(v^2). \tag{34}
\]

Now we present a dynamical derivation of this relation. First, in the vicinity of transition \( R_\lambda \approx 8.8 \), a slowly varying large-scale velocity field \( u_0(X) \) is formed (see \(^{40}\) and Section II). With further increase of the Reynolds number, the growing large-scale fluctuations \( u_0 \) are stabilized by effective viscosity (8), originating from the relatively high-frequency velocity fluctuations \( v \), making the large scale fluctuations quasi-steady. (In the literature on turbulence
In other words, it describes the effective viscosity acting on entities averaged over high-frequency fluctuations in the equation of motion which becomes the equation for a flow in the inertia range of scales, \( r \geq \eta \). Consequently, in the moving frame of reference, the large scale, slow component disappears from the homogeneous decay, this concept is often called “permanence of large eddies”). Therefore, the equation for turbulent fluctuations in \( u = u_0 + v \) with \( v(k) \) and \( k > \Lambda \), derived in \([17]\), is

\[
\partial_t v + v \cdot \nabla v = -\nabla p + f + \nu_0 \nabla^2 v, \tag{35}
\]

where

\[
f = f_1 + f_2 + f_3 = -u_0 \cdot \nabla v - v \cdot \nabla u_0 + (\nu_0 - \nu_tr)\nabla^2 u_0. \tag{36}
\]

In the local frame of reference moving with the slowly varying velocity \( u_0 \), we have

\[
- \delta p_x(X, r) = \delta u_0^T + \delta u^T(X, r)\partial_x \delta u^T(X, r) = \delta u_0^T + \frac{1}{2} \frac{\partial}{\partial r} (\delta u^T)^2, \tag{37}
\]

with \( \delta \equiv \delta_r \) and

\[
< \delta_r \partial_x p(x)|U^{2n-2} > = \int_{-\infty}^{\infty} < \delta u_t + \delta_r \partial_x p(x)|U, r > U^{2n-2} P(U, r)dU, \tag{38}
\]

and \( u^T \) is the velocity field defined on the interval \([\eta, r]\). Substituting (38) for pressure gradient into the equation (18) closes the Hopf equations. It is in this way that we have removed the infrared fluctuations from the problem. Consequently, in the moving frame of reference, the large scale, slow component disappears from the homogeneous equation of motion which becomes the equation for a flow in the inertial range of scales, \( r \geq \eta \). In the early turbulence literature (e.g., see Kadomtsev \([47]\)), this approach, dealing with the infrared divergences, was called “random Galilean transformation”. To study the dynamics on the scales of interest \( |x_1 - x_2| \approx r \), we have to eliminate, in addition, the smallest scale fluctuations from the interval \([\eta, r]\). This is achieved by using the “smoothing procedure” based on “turbulent viscosity” (8) which is the result of small-scale elimination (or coarse-graining) procedure from the interval \( \eta \leq x \leq r \). In other words, it describes the effective viscosity acting on entities averaged over high-frequency fluctuations in the interval \( \eta < x \leq r \). Therefore, in the effective (coarse-grained) Navier-Stokes equations, the operator \( \delta_r = \hat{x} \) where \( \hat{x} \approx \delta_r \) stands for the coarse-grained local coordinate. As a result,

\[
\frac{\partial u_r}{\partial t} + \frac{1}{2} \frac{\partial (u_r)^2}{\partial r} + O(v^2) = \frac{\partial}{\partial r} \nu_T(r) \frac{\partial}{\partial r} u_r - \frac{\partial p_r}{\partial r}, \tag{39}
\]

where the turbulent viscosity \( \nu_T(r) \approx ru_r \approx 0.085 \frac{K^2}{r} \approx 0.025(\delta_r u)^4/\epsilon \), and \( \delta_r u \equiv u_r \). The procedure leading to this equation, though cumbersome, is described in detail in Refs. \([12] \), \([14] \) and \([35] \).

As already mentioned, the basic idea of removing the infrared divergences using Lagrangian description with random Galilean transformation has been proposed for many years. But the major difference between those early efforts and present is that the equations for the moments, with which we are dealing here, contain an infinite series of Wyld’s diagrams coming from all orders of renormalized perturbation expansion, describing interactions of all orders. This feature is crucial, for, indeed, while large-scale fluctuations do “carry” small scales, they account only for a part of the dynamics involving coherent structures, and the origins of anomalous exponents cannot be unearthed from one-loop diagrams, or even an infinite set of them. Thus, after removing fluctuations on length-scales \( l > r \) and \( l < r \), we are left with the following equation, defined on an interval \( l \approx r \) for \( p_r = p(r) - p(0) \) and \( u_r = u(r) - u(0) \), averaged over positions in the flow:

\[
\frac{\partial u_r}{\partial t} + \frac{1}{2} \frac{\partial (u_r)^2}{\partial r} + O(v^2) = \frac{\partial}{\partial r} \nu_T(r) \frac{\partial}{\partial r} u_r - \frac{\partial p_r}{\partial r}. \tag{40}
\]

Here the \( O(v^2) \) contribution includes \( O(u_0 \partial_s u_s) \). Substituting (38) into (18) gives a closed equations for structure functions as

\[
\frac{\partial S_{2n,0}}{\partial r} + \frac{d - 1}{r} S_{2n,0} - \frac{(d - 1)(2n - 1)}{r} S_{2n-2,2} = - (2n - 1) < - \frac{\partial u_r}{\partial t} - \frac{1}{2} \partial_r u_r^2 + \partial_r \nu_T(r) \partial_r u_r + O(v^2) > u_r^{2n-2} > \tag{41}
\]

Since \( \partial_t u_r \propto \partial_r u_r^2 \) in the inertial range, we define \( a = - \frac{\partial u_r}{\partial t} - \frac{1}{2} \partial_r u_r^2 \) and take into account

\[
a \frac{\partial (\delta u)^2}{\partial r} (\delta u)^{2n-2} = \frac{a}{n} \frac{\partial S_{2n}}{\partial r} \quad \text{and} \quad b = < (\delta v^2)(u_r)^{2n-2} > = S_{2n-2,2}. \tag{42}
\]
as well as the relation based on (8), namely \( \partial_r \nu_T(r) \partial_r u_r \approx 0.025 \partial_r u_r^2 \). From (41)-(42) we finally obtain

\[
\zeta_{2n,0} = \frac{(2n - 1)(2 - b) A_{2n,0}^{2-2} - 2}{(1 - 2a)n + a} n. \tag{43}
\]

This relation is subject to the constraint \( a - b = \frac{1}{4} \) to guarantee that \( \zeta_3 = 1 \). Momentarily neglecting the time-derivative and turbulent viscosity in (41)-(43) gives \( a = \frac{1}{2} \) and \( b = \frac{1}{4} \). With this information, we are now prepared to analyze the closed equation (41)-(42).

VI. THE ROLE OF TEMPORAL DERIVATIVE IN THE NAVIER-STOKES EQUATIONS

A. Steady state: \( \frac{\partial u}{\partial t} = 0 \). The Kolmogorov or normal scaling

The equation for the \( x \)-component of nonlinearity in the Navier-Stokes equation (1) is equal to

\[
\partial_t v_x + \frac{1}{2} v_x^2 + v_y \partial_y v_x + v_z \partial_z v_x \approx \partial_x v_x^\ge + \frac{1}{2} \partial_x v_x^2 + v_y^\ge \partial_y v_x^\ge + v_z^\ge \partial_z v_x^\ge + \partial_r \nu_T(r) \partial_r v_x^\ge + O(v^2)
\]

By translational invariance small-scale elimination does not modify coefficients in front of convection terms but renormalizes dissipation contribution by introducing \( \nu_T(r) \) leading to equation (41) above. This justifies the coefficient \( a = \frac{1}{2} \) in (43).

The physics in (41)-(43) describes the tendency to generate longitudinal sharp steps. The \( x-y \) and \( x-z \) terms prevent the shock formation by excitation of transverse \( y \) and \( z \) components of velocity field. This is manifested by the appearance of effective viscosity \( \nu_T(r) \) in equation (41). From (41)-(43) we readily obtain

\[
\zeta_{2n,0} = \frac{(2n - 1)(2 - b) A_{2n,0}^{2-2} - 2}{(1 - 2a)n + a} n. \tag{44}
\]

This relation is subject to the constraint \( a - b = \frac{1}{4} \) to guarantee that \( \zeta_3 = 1 \). Neglecting for a time being the time-derivative and turbulent viscosity in (41)-(43) we obtain \( a = \frac{1}{2} \) and \( b = \frac{1}{4} \). Equation (44) simplifies to

\[
\zeta_{2n,0} = [(2 - b) \times (2n - 1) A_{2n,0}^{2-2} - 2] \times 2n. \tag{45}
\]

For Gaussian or “normal” (i.e., linear) scaling, \( (2n - 1) A_{2n,0}^{2-2} = \zeta_0 = \text{constant} \), so extrapolating the low-order relation \( (2n - 1) A_{2n,0}^{2-2} = \frac{4}{3} \) into the large \( -n \) interval, one obtains Kolmogorov’s exponents

\[
\zeta_{2n} = 2n/3; \quad \zeta_3 = 1.
\]

In the past Kolmogorov’s relations were mostly obtained from dimensional arguments, and the associated physics was contained in the so-called cascade models qualitatively describing energy cascade from the large scale through the inertial range to the small ones where it is dissipated into heat. No such process has been assumed in the above derivation.

B. B. Anomalous scaling and saturation of exponents

Keeping the time derivative and turbulent viscosity

\[
\partial_r \nu_T(r) \partial_r u_r \approx 0.025 \partial_r u_r^2
\]

shifts numerical coefficients in Eq. (41), evaluated above, to \( a = \frac{1}{4} - 0.025 = 0.475 \), which yields \( b = 0.225 \) from the constraint just below Eq. (43). The exponents \( \zeta_{2n,0} \) are modified to

\[
\zeta_{2n,0} = \frac{(\frac{9}{4} - a) \times (2n - 1) A_{2n,0}^{2-2} - 2}{(1 - 2a)n + a} \times n. \tag{46}
\]
The expression \((2n - 1)A_{2n-2,2}/A_{2n,0} = 4/3\) for low moments; in fact it is an approximate constant in the entire interval tested in numerical simulations. In the limit \(n \to \infty\), we are thus led to

\[ \zeta_{2n} \to 7.3. \tag{47} \]

We point out that at low enough Reynolds numbers where Kolmogorov's 4/5-ths law has not yet been realized but falls short by the asymptotic value by a small logarithmic term, the exponents do not saturate but will approach a constant logarithmically, but the qualitative effect is the same. The precise saturation value also depends on the value chosen for \((2n - 1)A_{2n-2,2}/A_{2n,0}\).

We will draw two conclusions based only on the qualitative property that the saturation occurs. First, from Eq. (28), it readily follows that the smallest scale of turbulence applicable to large order moments is given by

\[ \eta_{\infty} = LRe^{-1} = \eta Re^{-1/4}, \tag{48} \]

which at high Reynolds numbers is much smaller than the Kolmogorov scale \(\eta\). This has the important consequence that, as the Reynolds number increases, there is an increasing need to resolve DNS better and better—in the limit, up to \(\eta_{\infty}\), as was pointed out many years ago by Yakhot and Sreenivasan [58].

The second important conclusion is that the characteristic velocity fluctuation for very large \(n\) is given by

\[ |<(\delta_t u)^{2n}/u_0^{2n}>| \propto (r/L)^{\zeta_{2n}/2n}. \tag{49} \]

When \(\zeta_{2n}\) tends to a constant with increasing \(n\), the right-hand-side is unity, so it is clear that the velocity fluctuation over even the smallest scale can be of the order of the large scale velocity \(u_0\). This is an important practical consequence of anomalous exponents.

The result (49) has an implication for the singularities of the Navier-Stokes equation. In an interesting paper [48], the authors demonstrate that the weak solutions of the Navier-Stokes equations are regular provided \(d > 3/2\) in \(\Lambda_c \propto Re^{-3/(1+d)}\), where \(\Lambda_c\) is a parameter that demarcates the Euler-dominated large and inertial scales from the viscosity-dominated dissipation scales. For Kolmogorov \(21\), \(d = 3\) and the solutions are clearly regular. The solutions are regular even for \(d = 3/2\). According to us, 3/2 is the smallest value that \(d\) assumes, which assures the regularity of the weak solutions of the Navier-Stokes equations. (The theory uses constant \(\varepsilon\) but it is possible that one may need to account for the intermittency of \(\varepsilon\) [17].)

A further comment on the saturation of exponents \(\zeta_{2n}\), which resembles the situation for Burgers turbulence with shocks, as well as passive scalars [54, 51]. As already implied, there is always a competition between the effect of nonlinearity that tries to steepen fluctuations and pressure that tends to prevent it by distributing energy from one component to another, annulling the steepening effect of nonlinearity. It appears that for moments of high order, pressure is on the average incapable of countering the steepening effects, thus rendering the exponents of velocity increments to saturate (see Section III). Intermittency is the local (and instantaneous) imbalance between the two effects. Saturation is the sign of extreme intermittency when one of them, namely the pressure effects, has become negligible.

VII. COMPARISONS WITH EXPERIMENTS AND SIMULATION

A. Anomalous scaling exponents

In this section, we make comparisons with a few aspects of the theory with experimental and simulations data. Table I shows the anomalous exponents \(\zeta_n\) in the inertial range from the present theory (PT) as well as experiment (EXP) and simulations (DNS). The experimental data are from time series using Taylor’s hypothesis (i.e., the time increment \(\delta t\) in turbulence being advected by a mean flow \(U\) is equivalent to the spatial increment, \(r = \delta t \times U\). The numbers are obtained by choosing the inertial range to be the one within which the third-order structure function has an acceptably good linear region, according to the 4/5-ths law. We also list the data from the Extended Self Similarity (ESS) analysis of Benzi et al. [24]. Below that row, we show scaling of structure functions with actual spatial separation (i.e., no Taylor’s hypothesis is used) from simulations on a large 8192\(^3\) grid [28]. Finally, comparisons are made also with the geometric model by She and Leveque [52]. It is clear that the theory is in excellent agreement with the data. We show the comparison graphically (Fig. 1) between the theory and various data sources listed in the table. We also add an inset which plots \(\zeta_n/n\) versus \(1/n\) to show the asymptotic saturation behavior for large \(n\).

The net effect of saturation is clear even though the approach may be slow. No experiment or simulation has shown this saturation compellingly for longitudinal structure functions, but it is clear that they are in agreement with the theory where the two overlap. It must be noted that transverse structure functions are known to display saturation for \(n = O(10)\) (see [28]).
TABLE I. Scaling exponents $\zeta_n$ of velocity structure functions $S_n \propto r^{\zeta_n}$. The rows in order are: (PT) present theory; (EXP) experiment from [25], using Taylor’s hypothesis; (ESS) exponents for similar data measured using the Extended Self-Similarity [24]); (DNS) spatial data from large scale direct numerical simulations on an $8192^3$ grid; (ER) error bars on both sides of the mean values from DNS in the row above, rounded off to the lowest integer level; (SL) geometric model of Ref. [52].

| $n$ | PT  | EXP | ESS | DNS | ER  | SL  |
|-----|-----|-----|-----|-----|-----|-----|
| 1   | 0.366 | 0.7 | 0.7 | 0.7 | 3 $\times 10^{-3}$ | 0.36 |
| 2   | 0.7  | 1.0 | 1.0 | 1.0 | 4 $\times 10^{-3}$ | 0.70 |
| 3   | 1.27 | 1.25| 1.28| 1.32| $7 \times 10^{-3}$ | 1.28 |
| 4   | 1.52 | 1.56| 1.53| 1.56| $2 \times 10^{-2}$ | 1.54 |
| 5   | 1.76 | 1.8 | 1.77| 1.81| $10^{-2}$ | 1.78 |
| 6   | 1.97 | 2.0 | 2.01| 2.02| $5 \times 10^{-2}$ | 2.00 |
| 7   | 2.17 | 2.2 | 2.21| 2.21| $10^{-2}$ | 2.21 |
| 8   | 2.35 | 2.3 | 2.41| 2.41| $3 \times 10^{-2}$ | 2.41 |
| 9   | 2.52 | 2.5 | 2.6 | 2.6 | $4 \times 10^{-2}$ | 2.6 |
| 10  | 2.68 | 2.6 | 2.8 | 2.8 | $4 \times 10^{-2}$ | 2.8 |
| 11  | 2.83 | 2.7 | 2.9 | 2.9 | $4 \times 10^{-2}$ | 2.9 |
| 12  | 2.97 | 2.7 | 3.1 | 3.1 | $4 \times 10^{-2}$ | 3.1 |
| 13  | 3.1  | 3.2 | 3.25| 3.25 | $4 \times 10^{-2}$ | 3.25 |

FIG. 1. Comparison of theoretical predictions (47) for the anomalous exponents $\zeta_n$ with experimental and simulations data. Where the error bars are not visible, they are smaller than the symbol size. The inset shows the ratio $\zeta_n/n$ plotted against $1/n$. It is clear that the saturation tendency is visible in both the theory and experiment as well as simulations.

The next items to compare are the exponents $\rho_n$ and $d_n$ (table 2). From the computation of the inertial range exponents $\zeta_n$, one can compute the exponents $\rho_n$ and $d_n$, using formulae (30) and (31). In experiment and simulations, these two quantities were determined independent of the $\zeta_n$ from table 1, and therefore the comparison with the theory is to be regarded as having an independent value. Considering the complexity of the measurements, the agreement is indeed excellent.

B. Large scale Gaussian state in fully developed turbulence

The result on Gaussianity is valid for wavenumbers that are very small compared to the forcing wavenumber, or for length scales that are very large compared to the forcing length. In practice, this seems to work very well for scales of the order of the integral scale. From well-resolved DNS studies of homogeneous and isotropic turbulence presented in [29], in the largest simulations in boxes of $8192^3$, we compare below the actual moments of velocity differences. The original paper should be consulted for issues on resolution and convergence. The numbers are presented in groups of three as (order of moment $2^n$, DNS moments, theoretical moments for the Gaussian), the last one being simply $(2n−1)!!$. The numbers are: (4, 2.98, 3), (6, 14.9, 15), (8, 105.3, 105), (10, 957.2, 945), (12, 10065.5, 10395), and (214, 169208, 135135). Except for $2n = 14$, amazingly, they are within a few percent of the theoretical values.

The situation is satisfactory even in a turbulent boundary layer in the fully turbulent part where the effects of outer intermittency are not strong a similar comparison yields the following result [53]: (4, 2.83, 3), (6, 14.75, 15), (8, 108.1,
105), (10, 1039, 945) and (12, 13322, 135135). Even though the flow is not strictly homogeneous and isotropic, it is astonishing that large scale of the order \( L \) are closely Gaussian. The generality of this result is due to the Central Limit Theorem which is always valid if there are weakly interacting particle or waves, as in an ideal gas \([40]\). With increase of “particle concentration”, it become unstable and becomes nonlinear and/or intermittent.

Though less extensive, the available evidence in a very high Reynolds number atmospheric boundary layer is also supportive. In Dhruva \([54]\), for an atmospheric boundary layer at a height of 2 m, corresponding to a microscale Reynolds number of about 5869, the fourth and sixth order structure functions \( S_{2n}(r) \) for large \( r \) of the order \( L \) were found to be 2.9 and 15.2, respectively, very close to \((2n - 1)!\)!! In an independent but similar measurement at about 30m above the ground \([54]\), for which \( R_\lambda = 10,340 \), the corresponding result for \( 2n = 6 \) was 15. (Higher order data at these high Reynolds numbers are unavailable because of convergence issues.)

We thus conclude that in fully turbulent parts of turbulent shear flows except very close to the wall, the large scale velocity is not far from Gaussian. We believe it is this feature of the large scales in broad range of circumstances that enables low-order engineering models to work well (see, for example, Ref. \([11,12,13]\)). It appears that the large scales are closely Gaussian for conditions (5) and (6) obtained in the weak coupling limit, for which the result is asymptotically exact and can be used as the basis for accurate evaluations of various constants in the inertial range. It also appears to be the case for naturally created shear flows, at least when the Reynolds numbers are very large.

A qualitative but significant point supporting the universality of the Reynolds number of transition of the Gaussian state and the multi-scaling state is the following. Townsend \([55]\) showed that the Reynolds number based on an eddy viscosity is 12.5 for turbulent wakes, and discussed the result in the following physical terms (as interpreted by us). A turbulent flow is essentially on the verge of instability even in the presence of fluctuations which wax and vane in time. At some point in the cycle, the “mean flow” undergoes a transition at a certain critical Reynolds number, equal to 12.5 for the wakes. (Using the standard relation between the definitions the Reynolds numbers, this number reduces to a microscale Reynolds number of the order 10.) The fluctuations then extract energy from the mean flow, thus increasing the viscosity and reducing the Reynolds number thus stabilizing the flow. The finite amplitude fluctuations in this newly stabilized flow grow with time and the flow becomes unstable again, and the cycle continues. This is true of other flows such as jets as well. Townsend loosely saw this mechanism as the source of large structure in a turbulent flow is essentially on the verge of instability even in the presence of fluctuations which wax and vane in time.

C. Transition to turbulence

In the high Reynolds number Gaussian state, suppose we start with a dressed Reynolds number below 9, weak fluctuations develop first; the transition to the anomalous scaling range ensues at a local Reynolds number that exceeds that critical value. This is what we believe happens in the process of transition to turbulence as one increases the Reynolds numbers \([53,61]\). The left panel of Fig. 2 shows the predictions are supported best by high-quality DNS in homogeneous and isotropic turbulence. Essentially, these simulations show that the derivative moments \( M_n \), which satisfy the Gaussian relation \( M_n = (2n - 1)! \)!! for \( 2 \leq n \leq 6 \) for \( R_{(\lambda,T)} = Re^* \approx 9 \) begin to rise and follow power laws of the type \( M_n = A_n Re^{d_n} \), with well-defined exponents \( d_n \) given by Eq. (31). This result is true for turbulence fields driven by a variety of random forces \([62]\). The top left figure shows the moments of velocity derivatives \( M_n = \langle (\partial_x u)^n \rangle/M_2^n \). The transition to the anomalous multi-scaling region occurs at \( R_\lambda \approx 9 \). An interesting feature is the Reynolds number dependence of transition with the moments order \( 2n \) (see right panel of Fig. 2). This non-trivial effect is readily explained by the decrease of the volume fraction of the flow occupied by

| \( n \) | Theory | DNS | Experiment | Theory | DNS | Experiment |
|------|-------|-----|------------|-------|-----|------------|
| 1    | 0.465 | 0.463 | 0.455      | 0     | 0   | 0          |
| 2    | 1     | 1    | 1          | 0.17  | 0.145 | 0.18       |
| 3    | 1.55  | 1.579 | 1.478      | 0.49  | 0.44 | 0.56 ± 0.06 |
| 4    | 2.17  | 2.187 | 2.05       | 0.93  | 0.884 | 0.96 ± 0.15 |
| 5    | 2.83  | 2.817 | 2.66 ± 0.14 | 1.4   | 1.467 |            |
| 7    | 4.241 | 4.128 | 3.99 ± 0.65 |       |      |            |

TABLE II. Comparison of derived exponents \( d_n \) with outcomes of DNS and experimental data. Theory: expressions (30)-(31) and (47); DNS data from \([61]\). Experiment from Ref. \([25]\).
FIG. 2. Left panel shows normalized moments of velocity gradients $M_n$, for $n = 2, 3, 4, 5$ and 6, of the velocity gradients from direct numerical simulations of the Navier-Stokes equations [60, 61]. For low Reynolds numbers, each of the moments are given by $(2n-1)!!$, i.e., they obey Gaussian statistics, as shown by horizontal lines. Each moment takes off, almost abruptly, to follow the fully developed anomalous scaling relations given by the theory, Eq. (30). The lowest moment undergoes a transition from Gaussian to anomalous state at a Reynolds number of about 9. Higher moments undergo this transition at lower Reynolds numbers $R^*_\lambda(n)$, for which sub-Gaussian fluctuations reflecting a more complex dynamics of forcing, are responsible. These Reynolds numbers are shown on the right panel, where theory (blue dashed line) and simulations (red dashed line) are compared. We do not deal with this particular aspect of the theory in this paper but refer the reader to [60, 61].

FIG. 3. Comparison of theoretical predictions for the exponents $d_n$ through the transitional region with numerical simulations of [60, 61]. The numbers to the right are least square experimental fits to the power-law regions. Table 2 provides comparisons of the exponents.

increasingly rarer events [17]; see [61]. A change in velocity gradient structure observed by [63] is also consistent with this picture.

Finally, as the Reynolds number of the flow increases past the transition points, the exponents $d_n$ can be seen in Fig. 3 to agree with the theoretical result quite well. We have provided only the best fits to the data and not assigned any formal error bars, which would seem unnecessary at this point.

A further supporting evidence comes from channel flow and thermal convection studies [59, 64, 65], though the picture in these two latter flows is somewhat complex. In [64], the authors concluded as follows: “For small Reynolds numbers ... a transition occurs from sub-Gaussian or nearly Gaussian velocity gradient statistics to intermittent non-
Gaussian ones. At the transition Reynolds number the derivative fluctuations are Gaussian.” This is the Gaussian state to which we have made a reference. We note that this conclusion is supported by more recent simulations [65].

An essentially Gaussian state at large scales has been observed frequently in the past for a broader class of conditions. That evidence is worth recalling though it should be regarded as suggestive. Flows lose their stability in successive stages, develop structures, before eventually succumbing to transition. However, the transition to turbulence is not a consequence of successive loss of stability but an abrupt phenomenon, qualitatively resembling the abrupt appearance of the onset of temporal chaos [66]. Our theory is oblivious to the generation of well-organized transitional structures, however interesting and important they are in their own right. We recall Busse’s [67] remark that at moderate Prandtl numbers, turbulent convective large scale structures fluctuate in both space and time, despite their well-organized orientation. He remarked that this state combines random processes with the permanence of a large-scale organizing structure. In other words, the initial Gaussian state encompasses all possible structures, and the transition takes place abruptly at an $R_\lambda$ of about 9.

### VIII. DISCUSSION AND CONCLUSIONS

It this paper we developed a novel approach for closing the Hopf equations leading to the determination of anomalous exponents in three-dimensional turbulence. For almost 50 years this problem had eluded researchers in the field and was relegated to the list of “unsolved problems”. Very close agreement of the calculated multi-scaling exponents of structure functions and moments of derivatives with experimental data justifies the details of the theory. We note that no uncontrolled model has been used and trust that this effort will contribute to discussion of whether, at long last, we have the essential elements in place for the elusive theory of turbulence for the specific aspects considered here.

To reiterate, we considered the Navier-Stokes equations for an infinite fluid driven at a fixed length-scale $\Lambda$, and showed that two physically different intervals: the “infra-red” limit $r \gg \Lambda$ and the “ultra-violet” limit $r \ll \Lambda$ overlapped at the energy forcing scale $r = \Lambda$ corresponding to universal Reynolds number, $R_\lambda = R_\Lambda \approx 9$. We further showed that the ranges $r \gg \Lambda$ and $r \ll \Lambda$ correspond to “equilibrium” and inertial ranges of fully developed turbulence, respectively. Therefore, the forcing scale $\Lambda$ stands for the integral scale of turbulence and, simultaneously, for the mean free path of an equilibrium system. Depending on the Reynolds number $R_\lambda$, the flow can be in the either regime. This Reynolds number marks the transition point from the Gaussian to the multi-scaling behavior of strong (ultraviolet) turbulence.

In the inertial range, where viscous effects are zero, the effective or turbulent viscosity $\nu_T$, characterizing the energy flux from large-to-small scales, is length-scale independent, equal to $R_{\lambda,T} \approx 8.8 = \text{constant}$, independent of both the “bare” viscosity and the forcing power. Since, asymptotically, the Gaussian infrared range can be calculated to all orders in a perturbation expansion, the continuous transition at $R_\lambda \approx 9.0$ means that the entire ultraviolet interval and inertial range are accurately represented by the expressions (8). We have presented available evidence in both the infrared and the ultraviolet region to support the theoretical results.

We wish to stress a few essential points.

1. No experimentally adjustable parameters were involved in the calculations. Representation of dissipation processes in terms of point splitting, connecting dissipation and inertial range dynamics, based on the natural assumption $\delta_x u \approx \frac{\partial u}{\partial x}$ of the analyticity of velocity field in the dissipation range, is a well-accepted and understood procedure. Also, at the transition point, the universal and scale-independent Reynolds number $R_\lambda \approx 9$ provided an additional numerical input used in our calculations.

2. Secondly, we had to deal explicitly with the correlation of the pressure gradient and velocity increment in the inertial range scale $r$. According to Landau and Lifshitz [40] the effective viscosity on this scale is $\nu_T \approx r(u(x + r) - u(x)) = \delta_x u$. This natural expression appears in the Navier-Stokes equations as a result of scale-elimination from the interval $[\eta, r]$. As a result, in the coarse-grained NS equation, the spatial coordinate $\delta_x u enabled us to evaluate $\delta_x \nu_T$ and close Hopf equations. The matching conditions on dissipation and integral scales provided the relations needed for closure of Hopf equations. This led to explicit expressions for structure functions in the inertial range and moments of derivatives related to dissipation scales.
3. Surprisingly, neglecting time-derivative in the equation the pressure gradient resulted in expression for the “normal” Kolmogorov scaling $\zeta_{2n} = 2n/3$. However, accounting for the contribution of the time derivative turned out to be crucial: the anomalous exponents $\zeta_n$ coming from the derived equations, agreed with experimental and numerical data in the entire range $-1 < n$. (For negative $n$, we take absolute values of the velocity increments.) Again, no adjustable parameter was involved in the calculation; the only coefficients one needs are $a$ and $b$, but $a = 1/2$ from the Navier-Stokes equation for pressure gradient and $b$ is obtained from the theoretically valid constraint $S_3 = 1$.

4. We found that in the limit $n \to \infty$ the exponents $\zeta_{2n}$ saturate, resembling the situation in the compressible case of Burgers turbulence as well as passive scalars, both cases containing no pressure. The saturation suggests that the pressure effects are essentially absent for high-order structure functions.

5. Finally, we argued that this transition from the Gaussian to multiscaling state is no different from the laminar-turbulent transition and supported it by invoking a number of simulations. This result has now been demonstrated very convincingly for homogeneous and isotropic turbulence for different types of forcing [62] and for two types of flows [59–61, 64], in which the Gaussian state transitions to the multi-scaling at $R_\lambda^* \approx 9$ as well.

All these results bring us to ask ourselves if we have the right ingredients of the theory for turbulence in the context of large-scale behavior as well as the scaling exponents. The all-encompassing theory of turbulence may be elusive because some properties of turbulence, such as the behavior of the largest scales of the flow, depends on specifics of initial and boundary conditions, but the essential ingredients of the theory for scales participating in the energetic dynamics appear to be on hand. We have also argued that some specific results are applicable to a variety of other flows as well—so we ask (with humility) whether we are we approaching the solution to the anomalous scaling problem in turbulence theory.
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