Discourse-Aware Hierarchical Attention Network for Extractive Single-Document Summarization

Tatsuya Ishigaki* Hidetaka Kamigaito* Hiroya Takamura* Manabu Okumura*
*Tokyo Institute of Technology
°National Institute of Advanced Industrial Science and Technology
{ishigaki, kamigaito}@lr.pi.titech.ac.jp, {takamura, oku}@pi.titech.ac.jp

Abstract

Discourse relations between sentences are often represented as a tree, and the tree structure provides important information for summarizers to create a short and coherent summary. However, current neural network-based summarizers treat the source document as just a sequence of sentences and ignore the tree-like discourse structure inherent in the document. To incorporate the information of a discourse tree structure into the neural network-based summarizers, we propose a discourse-aware neural extractive summarizer which can explicitly take into account the discourse dependency tree structure of the source document. Our discourse-aware summarizer can jointly learn the discourse structure and the salience score of a sentence by using novel hierarchical attention modules, which can be trained on automatically parsed discourse dependency trees. Experimental results showed that our model achieved competitive or better performances against state-of-the-art models in terms of ROUGE scores on the DailyMail dataset. We further conducted manual evaluations. The results showed that our approach also gained the coherence of the output summaries.

1 Introduction

Document summarization is the task of automatically shortening a source document while retaining its salient information. In this paper, we present a recurrent neural network (RNN)-based extractive summarizer taking into account the discourse structure inherent in the source document.

Figure 1: Example of discourse dependency structure.

The discourse structure consists of discourse relations between units in the input, and discourse information has been shown useful for summarization tasks. An example of a Rhetorical Structure Theory (RST) (Mann and Thompson, 1988)-based discourse structure, expressed as a dependency tree, is illustrated in Figure 1. In the figure, each node corresponds to a sentence. Regarding the relations between the sentences, sentence $S_2$ elaborates the fact mentioned in sentence $S_1$. In addition, $S_2$ is further elaborated by $S_3$. $S_4$ is a contrast to the mention $S_1$. Such relations are essential cues for generating a concise and coherent summary. For example, elaborated sentences tend to be more important than elaborating sentences, and the elaborated sentences should be included in the summary while the elaborating sentences are not.

Several Integer Linear Programming (ILP)-based summarizers (Hirao et al., 2013; Kikuchi et al., 2014) use the discourse information given by a discourse parser (Hermault et al., 2010). Thus, the performance of the summarizers is strongly affected by the performance of the discourse parsers. The performance of the parsers deteriorates especially when they are applied to documents of a domain different from the one which they were trained on.
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RNN-based approaches have achieved the state-of-the-art performance in document summarization (Cheng and Lapata, 2016; Nallapati et al., 2017). However, RNN-based summarizers treat the source document just as a sequence of sentences, and ignore the discourse tree structure inherent in the document. The lack of such information limits the ability to correctly compute relative importance between sentences and reduces the coherence of output summaries. Cohan et al. (2018) might be the only exception to the above, showing that the effectiveness of incorporating discourse information into an RNN-based summarizer for scientific papers by treating the source document as a sequence of sections such as “Introduction” or “Conclusion”. However, they were not able to show how the tree-like discourse structure is effective in RNN-based approaches for extractive single-document summarization.

To effectively avoid the influence of parse errors and take advantage of the recent advances in neural network-based approaches, we propose a model that jointly learns the discourse tree structure of the source document and a scoring function for sentence extraction. Our model represents the discourse tree structure as an attention distribution and the probability of including a sentence in a summary as the softmax layer. In addition, recursive attention modules in our model can consider multi-hop dependencies between sentences. Therefore, our model can capture the relationships between sentences effectively and create a summary without losing the coherence between sentences.

We used an existing RST parser (Hernault et al., 2010) to add discourse dependency structure annotations to the DailyMail dataset (Hermann et al., 2015) and thereby obtained a large-scale annotated dataset to train the model. One of the advantages of our model is that we do not need the RST annotations in the inference phase because the model automatically infers the latent discourse tree structure of the source document and outputs the probability for each sentence as a salience score.

We empirically compared our model with other models. The results showed that discourse information improves the performance, and also that our models perform competitively with or better than state-of-the-art neural network-based extractive summarizers.

2 Related Work

There have long been many attempts at tackling extractive single-document summarization (Luhn, 1958), but there is still room for improvements in terms of ROUGE scores (Hirao et al., 2017). The recent focus has been on RNN-based approaches (Cheng and Lapata, 2016; Nallapati et al., 2017; Narayan et al., 2018). We further extend the attention mechanism used in RNN-based summarizers to capture a discourse structure.

RNN-based approaches were introduced to natural language processing tasks by the pioneering work by Bahdanau et al. (2015) and Luong et al. (2015), originally for machine translation. Rush et al. (2015) applied the approach to a sentence compression task. Nallapati et al. (2016) extended the model to abstractive document summarization. The DailyMail dataset (Hermann et al., 2015) has been commonly used for training abstractive summarizers. Cheng and Lapata (2016) and Nallapati et al. (2017) later proposed the methods to automatically annotate the binary labels, enabling us to train extractive models. Cohan et al. (2018) demonstrated the usefulness of incorporating discourse information into RNN-based summarizers. Unlike their model, our attention module explicitly captures the hierarchical tree structure inherent in the document.

Nallapati et al. (2016) and Yang et al. (2016) also used a hierarchical attention that consists of two simple attention modules; one is for words and the other is for sentences. Our attention mechanism differs from them in that ours captures discourse tree structures by new hierarchical attention networks, inspired by the models for capturing sentence-level dependency structures, e.g. machine translation (Hashimoto and Tsu-ruoka, 2017), dependency parsing (Zhang et al., 2017), constituency parsing (Kamigaito et al., 2017) and sentence compression (Kamigaito et al., 2018). Note that these models were designed for sentence-level tasks while we focus on the document-level summarization task.

Sentence selection modules that consider discourse structures of documents have been shown to be useful in ILP-based summarizers. Hirao et al. (2013) attempted to incorporate discourse information in ILP-based sentence extractors. Kikuchi et al. (2014) later proposed another ILP model that takes into account the discourse structure. Their model jointly selects and compresses sentences in
an ILP summarizer. Unlike the researches above, our focus is on incorporating discourse information into RNN-based summarizers.

Penn Discourse TreeBank (PDTB) (Prasad et al., 2008) and RST are the most commonly used frameworks to represent a discourse structure. PDTB focuses on the relation between two sentences, and the annotated structure for a document is not necessarily a tree. In contrast, RST is forced to represent a document as a tree. Discourse parsers for both schema are available (Herault et al., 2010; Feng and Hirst, 2014; Wang and Lan, 2015). There are at least two methods to convert an RST-based tree structure to a dependency structure (Hirao et al., 2002; Li et al., 2014). Hayashi et al. (2016) compared these methods and mentioned that DEP-DT by Hirao et al. (2002) has an advantage for applying to summarization tasks. We use DEP-DT for this research since we focus on integrating the tree structure into a summarizer.

We found only one model that jointly learns RST parsing and document summarization (Goyal and Eisenstein, 2016). They used the SampleRank algorithm (Wick et al., 2011), a stochastic structure prediction model, while our main focus is to take into account discourse structures in RNN-based summarizers.

3 Problem Formulation

We formulate extractive document summarization as a sentence tagging problem. We first briefly explain the notation in the paper and describe the details of the model in the following sections.

The source document $x$ is represented as a sequence of sentences $x_1, \ldots, x_N$. Each sentence $x_i$ is composed of a sequence of words $w_{i,j} (1 \leq j \leq M_i)$, where $M_i$ is the number of words in $x_i$. We also consider $x_0$ as a dummy root node. The summarizer outputs a sequence of binary decisions $y = y_1, \ldots, y_N$, where $y_i = 1$ for the $i$-th sentence $x_i$ to be included in the summary and $y_i = 0$ for the sentence not to be included. The binary decisions $y$ are made by using a neural network-based probability distribution function $p(y_i | x, \theta)$, where $\theta$ is the set of learned parameters. The model finds the best decisions $y$ by a simple greedy search to maximize the sum of the probabilities within the length constraint.

Thus, our goal is to construct a better function $p(y_i | x, \theta)$ given training data $D$. Each instance in $D$ is a triple $(x, E, y)$, where $E$ is a matrix to represent the discourse dependency tree of $x$. Specifically, element $E_{k,j}$ equals 1 if the edge from $x_k$ to $x_j$ exists in the discourse tree; otherwise $E_{k,j} = 0$.

Note that we use the discourse structure matrix $E$ only in the training phase. The model does not require the RST annotations of the source document when calculating the probability distribution $p(y_i | x, \theta)$.

4 RNN-Based Extractive Summarizer

In this section, we first explain the base model and give the details of our proposed attention module in the following section. The base model is composed of two main components: a neural network-based hierarchical document encoder and a decoder-based sentence scorer. The document encoder is further split into two components: a sentence reader and a document reader. The hierarchical architecture is commonly used in recent neural network-based models (Cheng and Lapata, 2016; Nallapati et al., 2017; Cohan et al., 2018).

4.1 Word Reader

The goal of the Word reader is to convert sentence $x_i$ to a sentence embedding $h_i$. For each word $w_{i,j}$ in a sentence $x_i$, the word reader first converts every word embedding $emb(w_{i,j})$ to hidden states $\overrightarrow{e}_{i,j} = LSTM(\overrightarrow{e}_{i,j-1}, emb(w_{i,j}))$ and $\overleftarrow{e}_{i,j} = LSTM(\overleftarrow{e}_{i,j+1}, emb(w_{i,j}))$ by using bi-directional Long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997). Then, $\overrightarrow{e}_{i,j}$ and $\overleftarrow{e}_{i,j}$ are concatenated into a hidden state $h_{i,j} = [\overrightarrow{e}_{i,j}; \overleftarrow{e}_{i,j}]$, where $[\cdot;\cdot]$ represents a concatenation operation of a vector. After that, all $h_{i,j}$ in the sentence $x_i$ are averaged and represented as a sentence embedding $h_i$.

4.2 Sentence Reader

Once we obtain sentence embeddings $h_i$ for each sentence $x_i$, the Sentence reader then reads sentence embeddings $h_i$ by another bi-directional LSTM and generates context-aware sentence representation $H_i$ for each $x_i$. Specifically, two vectors generated by the forward recurrent neural network $\overrightarrow{H}_i = LSTM(\overrightarrow{H}_{i-1}, h_i)$ and the backward $\overleftarrow{H}_i = LSTM(\overleftarrow{H}_{i+1}, h_i)$ are concatenated into sentence representation $H_i$ for $x_i$:

$$H_i = [\overrightarrow{H}_i; \overleftarrow{H}_i].$$

We now obtain the context-aware sentence representations $H = \{H_1, \ldots, H_N\}$. Finally, all $H_i$ are averaged to make a document embedding $K$. 
4.3 Decoder-Based Sentence Scorer

This module outputs the probability of including \( x_i \) in the summary, \( p(y_i = 1| x, \theta) \), by using an LSTM-based decoder. At each time step \( t (1 \leq t \leq N) \), the previous state of the decoder \( s_{t-1} \) and the sentence representation \( h_t \) are fed into the LSTM, and the LSTM outputs a new state; \( s_t = LSTM(s_{t-1}, h_t) \). The initial state \( s_0 \) is initialized by the last states of the backward LSTM in the document reader \( \tilde{H}_0 \).

Extractive document summarization often adopts a “hard attention”, which focuses only on the encoder hidden state \( H_t \) in the decoding time step \( t \) (Cheng and Lapata, 2016). In addition, document representation \( K \) is also important to decode summaries (Nallapati et al., 2017). Based on them, the output layer calculates the probability distribution of \( x_i \) being included in the summary as:

\[
p(y_i|x, \theta) = \text{softmax}(W_{2\text{rank}}(W_{1\text{rank}}[H_t; s_t; K])),
\]

5 Discourse-Aware Hierarchical Attention Network

We assume that taking into account the discourse dependency structure is also useful in determining whether the summary includes a target sentence or not. Here, we make the model capable of accounting for the information of the parent sentences on the discourse dependency structure by incorporating our proposed hierarchical attention mechanism into the RNN-based extractive summarizer.

As shown in Figure 2, the goal of our attention mechanism is to generate an attention vector \( \Omega_i \) containing the information from the parent sentences of \( x_i \) through the three-step attention modules. Below, we first give an overview of each step in the procedure and then formulate the components after that.

**Step1: Parent Attention Module** This module calculates the probability of \( x_k \) being the parent of \( x_i \) for all combinations of \( k \) and \( i \) where \( k \neq i \). We denote this probability as \( p(k|i, H) \). In the figure, the starting point of an edge is the parent, and the end point is the child. The probability \( p(k|i, H) \) is used as the weight for the edge from \( H_k \) to \( H_i \). The edge weights are passed to the Recursive Attention Module.

**Step2: Recursive Attention Module** This module outputs the weighted sum vectors \( \gamma_{d,i} \) over \( H \), taking into account the \( d \)-th-order parents of \( x_i \)

![Figure 2: Overview of hierarchical attention mechanism for generating attention vector \( \Omega_i \). Parent Attention first calculates how likely the sentence \( x_i \) is the parent of \( x_j \) for all combinations. Recursive Attention then generates weighted sum vectors \( \gamma_{d,i} \) over encoder hidden states \( H_i \) considering how likely the sentence \( x_i \) is the \( d \)-th order parent of \( x_k \). Selective Attention finally generates another weighted sum vector \( \Omega_i \) over \( \gamma_{d,i} \).](image)

The module starts the calculation with the setting \( d = 1 \). Correspondingly, the module only considers the 1st-order parents of \( x_i \). The Parent Attention Module has already calculated the probability of \( x_k \) being the parents of \( x_i \). Thus, the Recursive Attention Module simply uses the probabilities as the weights \( \alpha_{1,k,i} \) for every \( H_k \) and outputs the weighted sum vector \( \gamma_{1,i} \).

When \( d = 2 \), the weights \( \alpha_{2,k,i} \) for every \( H_k \) are calculated on the basis of how likely \( x_k \) becomes the 2nd-order parent of \( x_i \). Here, \( d \)-th-order refers to the distance between \( x_k \) and \( x_i \). For example, suppose there are two different paths connecting two nodes, and that their distances are both 2, illustrated by the path colored blue and red in Figure 2. The module multiplies the weights of the edges on each path, \( \alpha_{1,2,3} \times \alpha_{1,3,4} \) for the red path and \( \alpha_{1,2,1} \times \alpha_{1,4,4} \) for the blue path, and then the module sums the multiplied values.

We use the plural form “parents” here because how likely a sentence becomes the parent of \( x_i \) is represented as a probability distribution in our model and multiple parents can be considered.
\(\alpha_{2,2,4} = \alpha_{1,2,3} \times \alpha_{1,3,4} + \alpha_{1,2,1} \times \alpha_{1,1,4}\). We consider \(\alpha_{2,2,4}\) to be the probability of \(x_2\) being the 2nd-order parent of \(x_4\). Then, the module uses the value as the weight and outputs the weighted sum vector \(\gamma_{2,4}\).

When \(d > 2\), the module recursively calculates the weight \(\alpha_{d,k,i}\) by using the previously calculated weight \(\alpha_{d-1,k,i}\) as shown in the next section.

**Step 3: Selective Attention Module** Once weighted sum vectors \(\gamma_{d,i}\) have been obtained taking into account the \(d\)-th-order parents of \(x_i\), this module calculates the weights of each order \(d\) to select a suitable order. The module again calculates the weights for every order \(d\) and generates a weighted sum vector \(\Omega_d\).

### 5.1 Formulation of Attention Modules

Here, we describe the formulation of each attention module. The Parent Attention Module calculates the probability of \(x_k\) being the parents of \(x_i\) for all combinations of \(k\) and \(i\) where \(k \neq i\):

\[
p(k|i, H) = \text{softmax}(g(k, i)),
\]

\[
g(k, i) = v^T_a \tanh(U_a \cdot H_k + W_a H_i),
\]

where \(v_a\), \(U_a\) and \(W_a\) are weight matrices.

The Recursive Attention Module recursively calculates the probability of \(x_k\) being the \(d\)-th-order parents of \(x_i\):

\[
\alpha_{d,k,i} = \begin{cases} 
  p(k|i, H) & (d = 1), \\
  \sum_{j=1}^N \alpha_{d-1,k,i} \times \alpha_{1,j,i} & (d > 1).
\end{cases}
\]

Furthermore, in a discourse dependency tree, ROOT should not have any parent, and a sentence should not depend on itself. To satisfy these constraints, we impose the following on \(\alpha_{1,k,i}\):

\[
\alpha_{1,k,i} = \begin{cases} 
  1 & (k = 0, \ i = 0), \\
  0 & (k = i, \ i \neq 0).
\end{cases}
\]

The first equation constrains the ROOT node not to have any parent sentence. The second constraint ensures that a sentence does not depend on itself.

The calculated probabilities \(\alpha_{d,k,i}\) are then used to weigh the vectors in \(H\), and the weighted sum vector \(\gamma_{d,i}\) is generated as:

\[
\gamma_{d,i} = \sum_{k=0}^N \alpha_{d,k,i} H_k.
\]

Once the weighted sum vector \(\gamma_{d,i}\) is obtained for each order \(d\), the Selective Attention Module calculates the weights \(\beta_{d,i}\) for each \(\gamma_{d,i}\) to find a suitable order:

\[
\beta_{d,i} = \text{softmax}(W_g[H_i; s_i; K]),
\]

where \(W_g\) is a weight matrix. The attention vector is obtained as a weighted sum of \(\gamma_{d,i}\):

\[
\Omega_d = \sum_d \beta_{d,i} \gamma_{d,i}.
\]

Finally, the output layer receives the concatenated vector of \(H_i\) and \(\Omega_i\):

\[
p(y|x, \theta) = \text{softmax}(W_d \cdot \text{tanh}(W_c[H_i; s_i; K; \Omega])).
\]

### 5.2 Objective

The training updates the parameters to maximize both the label probability and 1st-order attention distribution \(\alpha_{1,k,i}\). Specifically, we use the following loss function for optimization:

\[
- \log p(y|x) - \lambda \cdot \sum_{k=1}^N \sum_{i=1}^N E_{k,i} \log \alpha_{1,k,i}.
\]

In this equation, \(E_{k,i}\) is 1 if the edge from \(x_k\) to \(x_i\) exists in the training instance. Thus, all the parameters are updated to reproduce the correct labels and edges appearing in the training data. \(\lambda\) is a parameter to control the priority of the output labels or the edges given by an RST parser.

### 6 Experiments

#### Data and Preprocessing:

We used two different datasets for the experiments; the DailyMail dataset for training and evaluation, and the DUC2002 test set\(^3\) only for evaluation.

The DailyMail dataset (Hermann et al., 2015) consists of news articles extracted from Daily Mail Online\(^3\) and their “story highlights” created by human writers. Nallapati et al. (2016) regarded the highlights as human-generated abstractive summaries. For training extractive summarization models, we need to annotate sentences with binary labels for sentence extraction. To do this, Cheng and Lapata (2016) used a rule-based approach considering the similarity between the original document and extracted sentences. On the other hand, Nallapati et al. (2017) proposed a simple heuristic for labeling sentences to be included in the summary by maximizing the ROUGE scores, using the highlights as reference summaries. We used the latter scheme to annotate the binary labels for sentence extraction.

As a preprocessing, we applied the HILDA parser (Hernault et al., 2010) to annotate RST-based discourse information for all the documents. The RST trees were then converted into dependency structures by using the method described in Hirao et al. (2013). The parser requires the features extracted from word surfaces and the information on paragraph boundaries. However,}

---

\(^3\)https://www-nlpir.nist.gov/projects/duc/guidelines/2002.html

\(^3\)http://www.dailymail.co.uk/
the preprocessed DailyMail dataset\textsuperscript{4} provided by Cheng and Lapata (2016) and commonly used for summarization tasks was not suitable for our use. The dataset is anonymized; all named entities were replaced by the special token @entity, and paragraph boundaries were deleted. Therefore, we used the non-anonymized version of the dataset provided by Hermann et al. (2015). We obtained 196,557 training documents, 12,147 validation documents and 10,396 test documents from the DailyMail dataset.

The DUC2002 test set consists of 116 pairs of source documents and their extractive summaries, and 567 pairs of source documents and their abstractive summaries. We used the dataset for evaluation on out-of-domain data.

**Compared Models:** We compared our models with various baseline models. DIS w/ PAR is our model with the model parameter $\lambda > 0$. With this setting, all the parameters are tuned to reproduce the correct labels and the edges given by the RST parser. DIS fixed is the discourse-aware model with the attention vector $\Omega_t = H_{t-1}$. Thus, this model always treats the preceding sentence as the parent. DIS w/o PAR is the model with the model parameter $\lambda = 0$. Note that the objective function in this model does not take into account the RST annotations given by the RST parser. Thus, all the discourse structures are learned to reproduce the correct sentence labels without the information from the parser.

We compared the above models with the model without any discourse-aware attention mechanisms (no-attn) to verify the effectiveness of our attention mechanisms. Lead-3 is a common baseline to select the first three sentences. SummaRuNNer is a well-known RNN-based summarizer by Nallapati et al. (2017). This model uses some types of information that we do not use, such as the similarity between the source document and the target sentence, and the novelty score of the target sentence, while our approach incorporates the information on the parent sentence of the target sentence. NeuralSum is also a neural network-based summarizer which uses convolutional neural networks in the encoder. Refresh is a state-of-the-art method using reinforcement learning (Narayana et al., 2018)\textsuperscript{5}.

In addition to the above methods, we compared our models with previously reported performances on the DUC2002 test set. LREG is a feature-rich logistic regression based approach used as a baseline in Cheng and Lapata (2016). ILP is a phrase-based extraction system proposed by Woodsend and Lapata (2010). The approach extracts the phrases and recombines them subject to the constraints in the ILP such as length, coverage or grammaticality. Both TGRAPH (Parveen et al., 2015) and URANK (Wan, 2010) are graph-based sentence extraction approaches, that perform well on the DUC2002 corpus.

**Evaluation Metrics:** We conducted both automatic evaluation and human evaluation. In automatic evaluation, we adopted ROUGE scores (Lin, 2004). We specifically calculated ROUGE-1, ROUGE-2 and ROUGE-L by using the Pyrouge library\textsuperscript{6}. The highlights in the DailyMail dataset were treated as reference summaries when we calculated the scores. We used three length constraints; 75 bytes, 275 bytes (Nallapati et al., 2017; Cheng and Lapata, 2016) and the bytes of reference summaries. We truncated generated summaries in the middle to conform to the length constraints. We adopted the last constraint to evaluate whether a model can include sufficient information within the ideal summary length. For the evaluation on out-of-domain data, we report the ROUGE scores on the DUC2002 abstractive and extractive test sets. Our models are trained on the DailyMail dataset and tested on DUC2002.

We additionally carried out human evaluation because ROUGE scores cannot capture the coherence, though our attention modules are designed to improve the coherence of summaries. We used Amazon Mechanical Turk to conduct human evaluation. Specifically, randomly selected 100 documents and their four summaries generated by DIS w/ PAR, Lead-3, no-attn, and SummaRuNNer were shown to the workers. Five workers were asked to rate each summary on a 1-5 scale in terms of coherence and informativeness. The instruction shown to the workers follows the DUC quality question\textsuperscript{7}.

**Training Details:** We used Adam (Kingma and Ba, 2015) for the optimizer, where the learning rate was set to 0.001. In accordance with the model parameters used in Nallapati et al. (2017),

\textsuperscript{4}http://homepages.inf.ed.ac.uk/mlap/index.php?page=resources
\textsuperscript{5}We used the implementation provided by the authors.
\textsuperscript{6}The options for the Rouge script were “-a -c 95 -m -n 2 -b 75” and “-a -c 95 -m -n 2 -b 275”.
\textsuperscript{7}https://duc.nist.gov/duc2007/quality-questions.txt
we limited the vocabulary size of the input to 150,000 and replaced the out-of-vocabulary words with the token \( \text{UNK} \). The size of the mini-batch was set to 8. We used the size of 100 for hidden layers in the LSTMs and 300 for word embeddings, which were initialized with pre-trained embeddings, word2vec-slim. Note that the previous researches (Nallapati et al., 2017; Cheng and Lapata, 2016) also used pre-trained embeddings. We filtered the training instances consisting of 50 or more sentences in the source document, following Nallapati et al. (2017). The parameter \( \lambda \) of all the discourse-aware models was tuned on the validation set. We tried the following values for \( \lambda \): 0.01, 0.1, 1.0, 2.0, 5.0 and 10.0.

7 Results and Discussion

**ROUGE scores on DailyMail dataset:** Table 1 shows the ROUGE scores evaluated on the DailyMail test set. For fair comparison, we also re-trained the baseline models by using our non-anonymized dataset.

DIS w/o PAR achieved better ROUGE scores than no-attn in all variations of length constraint except for ROUGE-L score on the setting with \( d = \{1, 2\} \). Furthermore, we obtained better scores for DIS fixed than DIS w/o PAR. Incorporating the simple discourse information which treats the preceding sentence as the parent in the objective function improved the performance. Exploiting the discourse information given by the RST parser (DIS w/ PAR) further improved the scores in most settings. These observations suggest that discourse information is useful in RNN-based summarizers.

In the setting with the length constraint of 75 bytes, we observed a statistically significant difference between DIS w/ PAR and other neural network-based models (SummaRuNNer, Refresh and NeuralSum) on the settings with \( d = \{1, 2\} \) and \( d = \{1, 2, 3\} \). We also observed the similar tendency in the setting with the length constraint of reference summaries. Furthermore, we did not observe a statistically significant difference between DIS w/ PAR and SummaRuNNer in the setting with the length constraint of 275 bytes. Those facts would suggest that our models achieve a performance similar to the other baseline models in the setting with longer length constraints, and can perform better with shorter length constraints.

**ROUGE scores on DUC2002 dataset:** The results are shown in Table 2. Neural network-based approaches achieved similar scores on the abstractive test set because the length constraint is long; specifically it was set to 100-words. However, graph-based approaches (TGRAPH and URANK) performed better than the neural network-based approaches. As reported in Nallapati et al. (2017), neural network-based approaches suffer the difficulties in achieving high performance on out-of-domain data due to its high capability to fit in-domain data. Another possible reason might be the method for creating the binary labels for the training dataset. The binary decisions on the training dataset were made to maximize the ROUGE-F scores. Thus, the labels are strongly affected by the length of reference summaries in the DailyMail dataset. Since the average length of the reference summaries in the DUC test set is longer than the average length in the DailyMail dataset, the models trained on the DailyMail dataset might face difficulties. Our proposed models achieved the significantly better performances among the neural network-based approaches on the extractive test sets, which are for the settings with shorter length constraints (50 and 100 words).

**Human Evaluation:** Table 3 shows the results. DIS w/ PAR were evaluated better than no-attn and SummaRuNNer in terms of coherence in the settings with all the different length constraints. These differences are statistically significant with the sign test \((p < 0.05)\). Thus, human evaluation also supports the effectiveness of incorporating discourse information. Lead-3 is inherently strong in terms of coherence because this model is constrained to extract consecutive sentences while other models possibly extract non-consecutive ones. It was evaluated better in the setting with 75 bytes length constraint.

**Analysis:** Table 4 shows an example of the source document and outputs of two models; the sentences selected by our model are colored red and those selected by SummaRuNNer are blue, and those selected by both are purple. In this example, S7 elaborates S6. Our summarizer successfully extracted S6, that made the output summary more similar to the gold summary.

8 Conclusion

We presented a hierarchical attention network that captures the discourse dependency structure of the
source document. The experiments showed that incorporating discourse information into RNN-based extractive summarizers improves coherence and informativeness evaluated by human judges in addition to ROUGE scores. Our models outperformed or achieved competitive performances against the state-of-the-art methods. Improving the performance on out-of-domain data will be one of our future directions.
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