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Abstract—Efficient feature learning with Convolutional Neural Networks (CNNs) constitutes an increasingly imperative property since several challenging tasks of computer vision tend to require cascade schemes and modalities fusion. Feature learning aims at CNN models capable of extracting embeddings, exhibiting high discrimination among the different classes, as well as intra-class compactness. In this paper, a novel approach is introduced that has separator, which focuses on an effective hyperplane-based segregation of the classes instead of the common class centers separation scheme. Accordingly, an innovatory separator, namely the Hyperplane-Assisted Softmax separator (HASeparator), is proposed that demonstrates superior discrimination capabilities, as evaluated on popular image classification benchmarks.
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I. INTRODUCTION

Image recognition with Convolutional Neural Network (CNN) schemes constitutes the approach that nowadays excels in the majority of the computer vision tasks \[1\]–\[3\]. Forming one of the most widespread ones, image classification is responsible for dividing the input images into several predefined identities, by exploiting the softmax loss \[4\]. Consequently, with the rising advancements in computer vision, several methods have proposed relevant schemes that learn directly an intermediate representation either for feature fusion in multimodal tasks \[5\] or for feature extraction in image retrieval challenges, like face verification \[6\] and place recognition \[3\].

In such cases, the exploitation of softmax is not capable of creating discriminative features since it is not explicitly designed for this task \[7\].

The main challenge of the feature discrimination task focuses on forcing a CNN architecture to learn features that display both high \textit{intra-class compactness} and \textit{inter-class separation} \[7\], indicating small distances between feature vectors of the same class and large distances between vectors of different ones. Moreover, it is obligatory that the classification performance should not be harmed by the satisfaction of the above criteria. In this regard, the need for advanced loss functions \[8\]–\[11\] or additional constraints in softmax loss \[7\], \[12\]–\[15\] has emerged. To achieve that, the following four approaches have been developed, proposing: (a) the insertion of a distance margin between triplets of samples \[8\], (b) the penalization of the feature vector according to its distance from the center of its target class \[9\], (c) the penalization of the different class centers according to their distance or (d) the insertion of an additive margin to the geodesic distance between the sample and the class centers \[7\].

Fig. 1: Features learned by Softmax (upper) and HASeparator (lower) with ResNet-18 on the testing set of CIFAR-10 visualized on a 3-D space using t-SNE \[16\].

Paying attention to the above instances, one can notice that except for the first case (a), which has already been proved computationally intensive, the rest are based on the approximative notion that weights correspond to the classes’ centers \[7\], \[14\]. Yet, as long as the precise calculation of the actual class centers remains computationally ineffective, the above approximations maintain an inbred error being harmful for discrimination performance. That have been said, the paper at hand introduces for the first time the usage of an additive penalty based on the angular distance between the embedding and the separation hyperplanes of the target class, which is accurately and easily computed. An exemplar visualization regarding the feature discrimination capacity of the proposed Hyperplane-Assisted Softmax separator (HASeparator) compared against the softmax loss is illustrated in Fig. \[1\] using t-SNE \[16\]. HASeparator is also compared against the most recent approach of ArcFace on widespread image classification benchmarks, aiming to demonstrate the credibility of the hyperplanes’ approach in this fundamental challenge. The

* denotes equal contribution to this work.
contributions of this paper can be summarized as follows:

- feature discrimination without conventions, introducing an additive penalty based on the angular distance between the sample and the decision boundaries of the target class,
- visual and quantitative evaluation of the features’ discrimination capabilities for a given network,
- detailed comparison of the proposed method’s insensitivity to hyperparameters tuning against a well-established, state-of-the-art method (ArcFace [7]).

II. RELATED WORK

Efficient discrimination in feature learning has gained the attention of researchers over the last years, leading to gradual advancements. Among many other retrieval-based tasks, face verification has been greatly benefited by this progress [17], [18], establishing an abundance of methods [7], [9], [14], [15].

A. Loss Functions

In former works a CNN model was trained, in order to learn an embedded representation of the input image [17], [18]. Since the inadequacy of softmax loss function in creating discriminative features for open-set face recognition benchmarks [19], [20] was quickly denoted, triplet loss [8] was firstly introduced to extract a robust Euclidean space embedding. However, triplet loss is particularly inefficient in large-scale training datasets, where the total number of possible triplets becomes remarkably high, also leading to the extension of the needed training steps. Consequently, several following approaches have been developed, so as to enhance the discrimination capabilities of softmax loss [7], [9], [14], [15], [21], [22]. Among them, center loss [9] was designed to penalise any feature vector on the strength of the norm of its vector difference from the center of the target class. Thus, a class’s compactness is reinforced at the expense of a considerably increasing computational cost, due to the complexity of defining the class center during each iteration step. Inspired by the triplet and center loss, several variations have been emerged, like range [10] and island loss [11].

B. Norm-Constrained Approaches

The concept of normalizing the last layer’s weights was initially studied, as an attempt to replace the last inner-product layer with a cosine similarity one [12], extensively used in open-set challenges of face recognition [23]. Consequently, the outputs of the specific layer were forced to an $l_2$-constraint as well, achieving improved intra-class compactness [13]. The positive effect of feature and weights normalization, led to its application and adoption by most of the following approaches [7], [14], [15].

C. Angular-Constrained Approaches

Additional to norm, several works investigated the effect of applying angular constraints in the feature space. Large margin Softmax (L-Softmax) [22] introduced the first idea of a multiplicative angular margin penalization in the loss function, achieving enhanced discrimination. L-Softmax methodology assumes that the weight of each class conceptually approximates the center of the class. Based on the above assumption, SphereFace (A-Softmax) [14] improved state-of-the-art performance, by combining the angular constraints of [22] with weight normalization. However, SphereFace was proven unstable during training, requiring the supervision from a softmax loss function. In order to cope with this problem, CosFace [15] proposed an additive cosine margin that is applied directly to the target logit, yielding to a more complex implementation. Finally, ArcFace [7] adopted an additive angular margin, succeeding a quite simple feature discrimination method that outperformed all previous works in the field on several face recognition benchmarks [19], [20].

Yet, all the aforementioned methods, employing an angular constraint, assume that the weights of the last fully connected layer account for the classes’ centers. Inspired by a recent theoretical approach regarding the feature space in this layer [24], we argue that the above assumption is not precisely true and, as a result, we argue that this fact reduces the quality of the final solution. To this end, we propose HASeparator that is a clearly different approach without adopting any convention and focusing on the separation hyperplanes between the classes instead of their centers. Its main advantage lies with the direct definition and straightforward computation of hyperplanes. HASeparator displays a quite simple implementation procedure and competes ArcFace in feature discrimination.

III. METHOD

A. Intuition

The inspiration behind HASeparator’s implementation rests upon two main notions. The first one, already mentioned in Section II, originates from the controversial assumption that the weight vector of each class corresponds to the class center. Empirically, in order for the above speculation to apply, the weight vectors should bear some kind of symmetry, otherwise the maximum values of softmax do not match with the weight vectors’ orientations. This fact, can considerably impact the discrimination performance since it differentiates the orientation of the feature embeddings from the optimal one. Yet, the separation hyperplane between two classes, e.g., class 1 and 2, is simply defined by the characteristic vector $\bar{w}_{12} = \bar{w}_1 - \bar{w}_2$ [24]. Hence, we hypothesize that instead of approximating classes’ centers, a method forcing the embeddings to diverge from the classes’ separation hyperplanes, banks on a rather solid prospect and should yield superior results.

The most widespread machine learning algorithm with an efficient margin maximization principle for optimal feature discrimination is the Support Vector Machines (SVM) [25]. To that end, the second main concept of this approach is to utilize and adjust the SVM’s properties in the feature space of the last fully connected layer, in order to force both feature embeddings and separation hyperplanes to distance themselves. Since SVM constitutes a binary classifier, an one-against-all approach is exploited in multi-class challenges. This procedure can be easily incorporated in a CNN classification layer, as the hyperplanes are defined in a related one-versus-one manner [24].
Therefore, we introduce a margin parameter to calculate the projections of all the embeddings from the batch, that is a parallel computation described in Section III-C. The above are summarized as follows: $O^i_j = \sigma \hat{E}^i_k \hat{W}^b_k$. (4)

Along with the output logits, HASeparator aims at calculating the total projections $P = \{p^j_i, \forall i = 1, \ldots, B \text{ and } j = 1, \ldots, C\}$ of the normalized embeddings on the normal vectors of the separation hyperplanes of their target class. To achieve that, we gather the target class’s weight vector $\hat{w}^k_i$, for each sample $i$ based on $L$, and we store them in a tensor $T$ of size $B \times N \

### C. Implementation Details

HASeparator can be easily implemented as a custom loss function in various deep learning frameworks, like Tensorflow [27] and Pytorch [28]. In order to support GPU-enabled operations, its formulation adopts the entire tensor representations of the required variables instead of exploiting indexed terms. A description of the layer inputs is illustrated in Table I. Note that batch dimension $B$ is included in the following analysis, as well. For each dimension, we introduce a specific index, $i$ for the batch dimension $B$, $k$ for the neurons dimension $N$, and $j$ for the classes one $C$. To begin with, an $l_2$-normalization over the neurons axis $N$ is performed both to the feature embeddings $E$ and the layer weights $W$ [7], [12], [15], producing their corresponding normalized representations $\hat{E}$ and $\hat{W}$. Following [7], the matrix multiplication of the above tensors estimates the cosines between the embeddings and the weights. Then, a scalar multiplication with the feature scaler $\sigma$ is performed to calculate the layer’s output logits $O$ given a specific batch. The above are summarized as follows:

\[
O^i_j = \sigma \hat{E}^i_k \hat{W}^b_k. \tag{4}
\]

### TABLE I: HASeparator Inputs

| Variable         | Symbol | Shape* |
|------------------|--------|--------|
| Feature Embeddings | $E$    | $B \times N$ |
| Layer Weights    | $W$    | $N \times C$ |
| Target Labels    | $L$    | $B \times 1$ |
| Feature Scaler   | $\sigma$ | 1     |
| Margin Parameter | $\mu$  | 1     |

* $B$: batch size, $N$: layer units, $C$: number of classes.

### Exception: The dot symbol ($\cdot$) is employed before an index that appears twice in a single term to indicate element-wise multiplication between the values of that index. Hence, the element-wise product of two vectors $\alpha, \beta$ of size $n$ is written:

\[
\alpha^i \beta^i = [\alpha_1 \ldots \alpha_n] \cdot [\beta^1 \ldots \beta^n]. \tag{3}
\]

\[
\sum_{i=1}^{n} \alpha_i \beta_i^i = \alpha_i \beta_i^i. \tag{1}
\]

Note that the superscripts imply contra-variant (column) vectors, while the subscripts indicate co-variant (row) vectors, aka. covectors, thus having:

\[
\alpha_i^i = [\alpha_1 \ldots \alpha_n]^T.
\]
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\( B \times N \times 1 \), where 1 is kept to indicate the classes dimension. Since the tensors \( \hat{W} \) and \( T \) need to be subtracted for the calculation of the normal vectors, they have to be reformed, in order to display compatible shapes. The above procedure is widely known as \textit{broadcasting} in deep learning nomenclature. For that purpose, the normalized weight tensor \( \hat{W} \) is replicated by \( B \) times and appended, forming the expanded tensor \( \hat{W}^+ \) with shape \( B \times N \times C \). A similar procedure is applied in the classes dimension to replicate \( T \) to \( T^+ \) with shape \( B \times N \times C \). Note that the above two operations are not computationally intensive since broadcasting is usually performed by default in most of the available deep learning frameworks. Finally, we can calculate the separation hyperplanes, by applying:

\[
H = \hat{W}^+ - T^+.
\]

The size of \( B \times N \times C \) that \( H \) displays corresponds to the per-sample \( C \) normal column vectors \( h_{i,j} \in \mathbb{R}^N \). In order to calculate the projection \( P \), we calculate the tensor with the normal vectors \( \hat{H} \) through \( l_2 \)-normalization over the \( N \) axis. Then, \( P \) arises from the operation below:

\[
P^i_j = \hat{E}^i_k \hat{H}^{ik}_j,
\]

where \( \cdot \) indicates element-wise multiplication over the batch axis \( B \). In (6) we apply matrix multiplication between each embedding from the batch and the \( C \) hyperplanes of the target class, producing \( C \) projections for each embedding. Hence, the size of \( P \) is \( B \times C \). Equation (6) can be quickly performed through the \texttt{einsum} method of common platforms [27], [28].

Consequently, we modified the cost function of SVM introducing a relaxation margin parameter \( m \) as mentioned in Section III-A. The proposed function \( J \) is element-wise applied to the projection tensor \( P \), thus calculating the costs of each projection. Its equation is:

\[
J(p^i_j) = m - \min (p^i_j, m),
\]

with \( m \in (0, 1) \). The larger the value of \( m \), the more rigorous the function \( J \). Then, the sum over the \( C \) axis is calculated to define the loss of each embedding, and the total cost (\( C_t \)) arises from the mean value of the batch’s embedding losses. The above are performed through the following equation:

\[
C_t = \frac{1}{B} \sum_{i=1}^{B} J(p^i_j)^{1i} \quad \text{with} \quad 1_i = \left[ \begin{array}{c} 1 \ldots 1 \end{array} \right] \quad \text{and} \quad 1^i = \left[ \begin{array}{c} 1 \ldots 1 \end{array} \right]^T
\]

constituting the vector and covector of length \( B \) and \( C \), respectively. Eventually, \( C_t \) is added to the regular crossentropy loss \( C_e \) [5], forming the total loss \( C_{all} = C_t + C_e \).

IV. EXPERIMENTS

We experimentally demonstrate the efficiency of \text{HASeparator} in feature discrimination on designated benchmarks, exploiting two variants of the ResNet architectures [29], viz. ResNet-18 and ResNet-50. Note that in the case of ResNet-50, we employ an additional dense layer with 64 units before the classification one to reduce the feature space dimension.
C10 and C100. During training, we also adopt the same SGD optimizer and batch size with CIFAR. Finally, the training procedure lasts 40 epochs with an initial learning rate of 0.1 that decreases by 10 at epochs 20 and 30 [32].

B. Classification Accuracy on CIFAR

The primary goal of HASeparator is to ensure at least the same classification performance as the simple softmax loss. Hence, during our experimentation, accuracy constitutes the first evaluation metric defining the acceptability of the produced results. In Fig. 3, we present the obtained accuracy curves for a wide range of scaler $\sigma$ and margin parameter $m$ variations. The above procedure was performed on C10 and C100, both for ResNet-18 and ResNet-50. Regarding C10, we observed quite similar classification performances with small fluctuations under $\sigma$ and $m$ changes, with most of them being equal or even higher from the baseline softmax loss performance. However, in the case of C100, we noticed a gradually classification accuracy reduction with the increase of the margin parameter $m$, which indicates that for higher number of target classes the relaxation of $J$ is essential, in order to sustain the classification performance.

C. Evaluation Metrics for Feature Discrimination

Aiming to assess the discrimination performance of HASeparator we introduce the following evaluation metrics.

1) Histograms: In order to capture feature discrimination in a latent space, one can not rely on the classification accuracy since it measures the performance in a quantized network’s output space. Instead, knowing the angular property of the feature embeddings, we can calculate the angles between each embedding and the ones that belong to the same class (positive pairs), as well as the same embedding and the ones that belong to different classes (negative pairs). In an optimal scenario, the histograms of those two angular distributions should be completely distinguishable and without any overlap, with the positive pairs’ angular distribution concentrated at 0°, and the negative pairs’ one at 90°.

2) Kullback-Leibler divergence [33]: is introduced to quantify the divergence between the positive and negative pairs’ angular distributions of a histogram. Both of them are normalized since KL divergence applies to probability distributions. The higher the value of $D_{KL}$, the more separable those two distributions are, in terms of decoupling the two distributions through an angular threshold with minimum false positives or negatives. Yet, this metric does not account for topological distances, but quantifies the bin-wise difference between the distributions according to the individual values of $x$ (histogram bins). As an instance, in Fig. 4, the left histogram displays two distributions with lower overlap than the right one, also leading to a lower $D_{KL}$ value. However, observing the horizontal axis, we notice that the right one presents higher angular distance between the two distributions that is not captured by $D_{KL}$.

3) Wasserstein distance [34]: also known as Earth Mover’s distance ($D_{EM}$), is designed to cover the aforementioned characteristic. Empirically, given two distributions thought as two masses of soil, $D_{EM}$ measures the least amount of work required to match the one mass to the other. Thus, the idea of ground distance is introduced, measuring the cost for moving samples of the histogram among its horizontal axis. In our case, the ground distance corresponds to the
embeddings’ angles in degrees. Thus, the higher the $D_{EM}$, the more distant the two distributions are among their horizontal axis, highlighting topological differences between the positive and negative pairs’ angular distributions. In Fig. 4, $D_{EM}$ displays a higher value in the right histogram, thus capturing angular discrimination, in terms of quantifying the existing margin between the two distributions. In that sense, high $D_{EM}$ values denote a wider range of available threshold values for distinguishing between positive and negative sample pairs.

### D. Discriminative Feature Learning on CIFAR

$HASeparator$, similarly to $ArcFace$, includes a scale factor $\sigma$ that defines the radius of the hypersphere, on which the feature embeddings are located, as well as a margin parameter $m$. Those two hyperparameters need to be configured properly in order to achieve feature discrimination and at least benchmark classification accuracy. Since $m$ is applied to cosine values in both methods, it was sampled from the range $[0.1, 1.0]$ with a step of 0.1. Empirically, we observed that for large values of $\sigma$, i.e. 16 or 32, the $D_{EM}$ drastically decreases. Hence, we sought values of $\sigma$ in $[1, 10]$ with a step of 1. The search was performed both for $ArcFace$ and $HASeparator$ on C10 and C100, once with ResNet-18 and then with ResNet-50. After each trial, we kept the $D_{EM}$ values among the negative and positive pairs of the testing data to indicate the discrimination performance. The produced results are summarized in Fig. 5.

Beginning with the more simple challenge of C10, see Figs. 5a and 5c we realize that as long as $m$ remains relatively small, indicating a more loose discrimination condition, both methods present quite similar $D_{EM}$ values. With the increase of $m$, $ArcFace$ collapses while $HASeparator$ retains its discrimination performance. For lower values of $\sigma$, this collapse escalates more gradually, especially in the case of the bigger ResNet-50 in Fig. 5c. Moreover, in both methods, we notice that for higher values of $\sigma$, $D_{EM}$ starts from lower values and gradually improves reaching the higher ones. All the above, are verified in a straight-forward manner for the case of the C100, as well. As an overall result, we can ascertain the more

---

**TABLE II**: Top-2 configurations of $ArcFace$ and $HASeparator$ for ResNet-18 and ResNet-50, on C10 and C100.

|        | $ArcFace$ | $HASeparator$ | $ArcFace$ | $HASeparator$ | $ArcFace$ | $HASeparator$ | $ArcFace$ | $HASeparator$ |
|--------|-----------|---------------|-----------|---------------|-----------|---------------|-----------|---------------|
| $\sigma$ | 2.0       | 4.0           | 3.0       | 3.0           | 1.0       | 10.0          | 7.0       | 8.0           |
| $m$     | 0.1       | 0.1           | 0.9       | 1.0           | 0.2       | 0.1           | 1.0       | 1.0           |
| $D_{KL}$ | 2.879     | 2.868         | 2.873     | 2.905         | 2.963     | 2.914         | 2.821     | 2.830         |
| $D_{EM}$ | 66.61     | 66.34         | 67.24     | 67.21         | 66.59     | 66.39         | 72.96     | 72.91         |
robust nature of HASeparator.

Considering the topological properties of $D_{EM}$, it can be overwhelmed by extreme differences in the horizontal histogram axis, failing to capture the effect of per bin overlap that measures the separation capacity of two distributions. To that end, we also calculate $D_{KL}$ of each configuration, discovering a trade-off relation between those metrics. More specifically, we place both of them on an orthogonal system with the horizontal axis corresponding to $D_{KL}$, and the vertical one to $D_{EM}$, thus leading to the diagrams in Fig. 6. The illustrations compare the overall permanence of the proposed approach with ArcFace, and, they strongly denote the insensitivity to hyperparameters tuning for HASeparator, producing a large amount of similar results under a wide range of configuration variations. This credibility is also established under different number of classes and architectures. Furthermore, focusing on the upper right corner of each diagram, HASeparator offers superior discrimination results, except for the case of ResNet-50 on C100 (Fig. 6d), where no apparent winner is discerned.

To further study the efficiency of HASeparator, we choose the top-2 configurations of each method for both architectures and datasets, and we present their analytic performance metrics in Table 1. Our choice is based on finding the more distant points in Fig. 6 and validating that the classification accuracy meets or even surpasses the baseline softmax one. In C10, HASeparator offers in any case increased angular distance between the positive and negative pairs’ distributions, meanwhile sustaining their divergence at competitive levels. Considering the interpretation of $D_{EM}$ and $D_{KL}$ in Section IV-C, HASeparator increases the available range for placing an angular threshold that decouples the two distributions with similar separation capacities. In ResNet-18 on C100, the best configuration of ArcFace outperforms the second best of ours, though remaining inferior from the best one. In addition, ResNet-50 on C100 demonstrates a marginal advantage for ArcFace with similar $D_{EM}$ values, though higher $D_{KL}$. Finally, comparing the top-1 against the top-2 of each configuration, we note the trade-off relation of those metrics.

E. Discriminative Feature Learning on SVHN

We also evaluate feature learning capabilities and insensitivity to different hyperparameter configurations on SVHN. Thus, we assess the effect of $\sigma$ and $m$ both on ArcFace and the proposed HASeparator in the same value ranges with CIFAR. The obtained $D_{EM}$ values are displayed in Fig. 7 where we can ascertain a similar behavior with CIFAR. In specific, our method displays more stable $D_{EM}$ values for various configurations of $\sigma$ and $m$. Moreover, ArcFace notably collapses for large values of $m$. Fig. 8 further demonstrates the stability of HASeparator on SVHN, producing a larger amount of competitive configurations. On the contrary, ArcFace seems to perform sufficiently in specific hyperparameter layouts.
TABLE III: Top-2 configurations of ArcFace and HASeparator for ResNet-18 and ResNet-50 on SVHN.

|          | SVHN |          |
|----------|------|----------|
|          | ResNet-18 | ResNet-50 |
| σ        | ArcFace | HASeparator | ArcFace | HASeparator |
| m        | 0.1    | 0.1       | 0.8     | 0.8        |
| D₂KL     | 3.679  | 6.891     | 3.366   | 6.439      |
| D₂KM     | 77.78  | 77.54     | 77.80   | 77.64      |

Finally, we collect for each approach the top-2 configurations among the two different architectures, as shown in Table III. Both approaches obtain very close top-2 discrimination performance on SVHN, rendering it difficult to discern a winner on this dataset. Additionally, they achieve about the same classification accuracy at 96.20%, while the corresponding performance of softmax loss on SVHN is 94.50%.

V. CONCLUSION

To sum up, the paper at hand introduces an innovative method for learning discriminative features with CNNs, based on the optimization of the angular distances between each feature embedding and the separation hyperplanes of its target class. The proposed approach achieves state-of-the-art results on image classification benchmarks competing ArcFace, forming the most acknowledged approach in the field. Nonetheless, HASeparator leads to a more stable performance that remains invariant to hyperparameters tuning to a great extend, as shown by our experimental evaluation in Figs. 5 and 8. As part of our future work, we plan to test HASeparator in the specific task of face verification to further discover its feature learning capacity on this open-set challenge. In addition, the proposed method could be probably proved beneficial to the problem of uncertainty between estimations under noisy data.
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