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Abstract
Response generation is a task in natural language processing (NLP) where a model is trained to respond to human statements. Conversational response generators take this one step further with the ability to respond within the context of previous responses. While there are existing techniques for training such models, they all require an abundance of conversational data which are not always available for low-resource languages. In this research, we make three contributions. First, we released the first Filipino conversational dataset collected from a popular Philippine online forum, which we named the “PEx Conversations Dataset”. Second, we introduce a data augmentation (DA) methodology for Filipino data by employing a Tagalog RoBERTa model to increase the size of the existing corpora. Lastly, we published the first Filipino conversational response generator capable of generating responses related to the previous 3 responses. With the supplementary synthetic data, we were able to improve the performance of the response generator by up to 12.2% in BERTScore, 10.7% in perplexity, and 11.7% in content word usage as compared to training with zero synthetic data.
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1. Introduction
Existing language models with real life applications require huge amounts of data to produce favorable results or an improvement in performance. A customer service chatbot trained a Seq2Seq model with long short-term memory networks on over 1M Twitter brand accounts (Xu et al., 2017); a commercial artificial intelligence by Amazon, Alexa, was pretrained on 4M utterances with each domain fine-tuned with 50K grammar utterances (Goyal et al., 2018). The assumption of these extensive resources poses challenges for low-resource languages with little to no existing dialogue corpora. As opposed to attempting to construct extensive conversational datasets, data augmentation (DA) techniques can be used to alleviate the deficiency by generating synthetic data using pre-existing data. In NLP, one prevailing technique is word replacement where a selected word can be replaced with synonymous words (Wei and Zou, 2019), morphologically similar words (Vania et al., 2019), or entities of the same type (Dai and Adel, 2020). Another technique is modifying instances by using correct sentences and applying a set of transformations that introduce errors for grammar correction (Grundkiewicz et al., 2019).

In response generation, the work of Puri et al. (2020) shows that question answering systems can be successfully trained entirely by using synthetic data using an approach that involves generating questions and answers from a GPT-2 model. Baheti et al. (2020) explored fluent response generation to conversational questions which utilized Syntactic Transformations on the SQuAD 2.0 QA dataset to extract supervised conversational training data for response generation models based on Pointer-Generator Networks (PGN) (See et al., 2017) and DialoGPT (Zhang et al., 2019). These previous works show that models perform better with large datasets, and even when they lack the resources, synthetic data allows them to perform just as well. However, these assume the existence of these resources in the targeted language, whether it be proven methods or datasets. All works mentioned using data augmentation primarily used English sources. This makes it difficult to adapt these techniques into low-resource languages like Filipino.

In this work, we constructed the first Filipino conversational dataset from an online Filipino forum website called Pinoy Exchange (PEx). With this dataset, we generated synthetic data through RoBERTa-based data augmentation, experimenting with the quantity of token replacements in an utterance. Then with varying experimental setups involving the token replacement percentage and simulated low data sizes, we fine-tune a DialoGPT model for a conversational response generator. We benchmark our models using perplexity, content word usage, and BERTScore, an automatic evaluation metric that favors contextual embedding matching over string matching.

2. Filipino Conversational Dataset
In order to alleviate the absence of conversational data in Filipino, we produce the PinoyExchange Conversations Dataset or "PEx Conversations". The dataset consists of 2,424,748 comments across 45,621 threads, producing a total of 2,171,579 conversation-like exchanges. Conversational data was extracted from PinoyEx-
change (PEx), an online forum mainly used by Filipinos with topics concerning the Philippines or Filipinos in general. The dataset is primarily in casual Filipino, with the addition of some English words commonly used in daily Filipino conversations.

We construct the dataset by scraping the Small Talk subreddit and the different subforums within the lifestyle category namely Food and Drinks, Home and Garden, Style and Fashion, Travel and Leisure, Visas and Immigration, Health and Wellness, and Body and Fitness. All unicode errors are resolved. Media-related information, links, account tags, emojis, repetitive punctuations, and thread-related nuances (i.e., referencing) were removed. Following [Cruz et al. (2021)], further cleaning methods such as decapitalization, removal of stopwords, stemming and lemmatization, and spelling and grammar correction were not performed to preserve the conversational nuances.

3. Methods

3.1. RoBERTa-based Data Augmentation

Given that other existing techniques require external resources such as WordNet, [Kobayashi (2018)] introduces contextual augmentation, a technique which uses bi-directional language models to consider context in order to better predict words for word replacement tasks. Due to its memory capabilities for long term dependencies, BERT has been explored as a viable option for data augmentation as it is frankly more powerful than ordinary bidirectional language models [Wu et al., 2018].

Bidirectional Encoder Representations from Transformers (BERT) is a multi-layer bidirectional Transformer encoder that is designed to pretrain deep bidirectional representations that can be fine-tuned to a wide range of tasks [Devin et al., 2019]. BERT is pretrained on the masked language modelling (MLM) task and the next sentence prediction (NSP) task. The model’s capability to contextually-fill masked tokens opens an opportunity for the creation of synthetic data.

RoBERTa. [Liu et al. (2019)] found that the original BERT pretraining procedure was significantly under-trained and proposed a tweaked approach of training BERT models that improve end-task performance, which they referred to as Robustly optimized BERT approach (RoBERTa). RoBERTa was trained longer with dynamic masking, sentences without NSP loss, larger batches, and a larger byte-level Byte-Pair Encoding (BPE) and achieved state-of-the-art results on the GLUE, RACE, and SQuAD datasets.

3.2. DialoGPT

DialoGPT is a response generation model based on the GPT-2 transformer architecture which uses masked self-attention and feedforward neural networks to predict the probability of the next output token. DialoGPT is trained using a 147M multi-turn dialogue dataset scraped from Reddit discussion threads, leveraging a stack of masked multi-head self-attention layers in generating realistic responses. Specifically, DialoGPT inherits the transformer with layer normalization, the same initialization scheme but modified, and the same BPE for the tokenizer. Although the model is initially trained on an English corpora, DialoGPT is an open-domain pretrained model that can be further fine-tuned on a language-specific dataset to obtain a custom conversational model in any language such as Spanish.

3.3. Evaluation Metrics

Perplexity is a simple but powerful metric, a standard in most NLP tasks. It is the inverse probability of the test set, normalized by the number of words. It analyzes the probability of n-grams (product across all consecutive n-grams) appearing as the model learned in the dataset. Perplexity is normalized so that it does not rely on the size of the dataset, to give a more accurate per-word measure. Perplexity has been shown to correlate very well with how humans perceive coherent and natural conversations [Adiwardana et al., 2020].

BERTScore is a text generation evaluation metric introduced by [Zhang et al., 2020]. The automatic evaluation metric computes for the similarity score for each token matched in the reference set, similar to common n-gram matching metrics such as BLEU, METEOR, and NIST. However, it has been proven that these common metrics are restrictive with regards to matching words with multiple meanings due to the popular approach of string-level matching. BERTScore addresses the issue by computing the similarity score based on BERT’s contextual embeddings. Contextual embeddings are able to preserve the meanings of similarly-spelled words in varied contexts, and have been shown to work for tasks such as paraphrase detection [Devin et al., 2019]. The sum of cosine similarities between token embeddings is computed for the similarity score between two sequences. Additionally, BERTScore has also been found to correlate better with human evaluators as compared to the standard metrics. Generally, data augmentation in NLP is not entirely limited with producing very similar, and even context-relevant, responses as DA also has the potential to produce semantically-correct synthetic sequences that are contextually-distant to that of the original sequence. Hence, we introduce a third metric involving identifying the quantity of function words versus content words present in the response. Particularly, an increase in content words are theorized to be indicative of additions of detail in the generation. Function words traditionally refer to the articles, prepositions, pronouns, conjunction and other parts of speech with specific syntactic usage in constructing sentences, whereas content words are the nouns, verbs, adjectives, and some adverbs [Miller et al., 1958]. Analyzing large amounts of
text in the same study, the average character length of a function word was identified to be at 3.13 characters, while content words had an average of 6.47 characters. With this in mind, tokens with 1-3 characters were categorized as function words and tokens with 4-15 characters were categorized as content words. Tokens that are solely made up of punctuation were not included during processing. The slight adjustment of character counts was done to account for the lengthier Tagalog words observed in the dataset.

4. Data Preparation

PEx data was used in both finetuning a Tagalog RoBERTa model for DA and the DialoGPT model. We used a 97%-3% split for DialoGPT and RoBERTa respectively. To produce the splits, we load the full dataset into Pandas and set the random seed to 42. Conversation-like exchanges were derived by extracting depth-first chains of the structure topic-reply-reply in the recursive structure, creating conversations. 5% from the DialoGPT split was taken to serve as the RoBERTa evaluation set. The remaining was used in the data augmentation to produce the synthetic data, which was then also used in conjunction with the original set when training the DialoGPT model. This set was split into 80%-20% for the training set and test set. The training set goes through the data augmentation process for generation of synthetic data while the test set remains untouched.

5. Data Augmentation

We fine-tuned a RoBERTa model in order to capture the nuances of casual written Filipino present in the dataset. We used Tagalog RoBERTa [Cruz and Cheng, 2021] then fine-tuned it with 3% of the PEx dataset split into an 80%-20% test and validate set, with a split random seed of 42. We fine-tuned RoBERTa for 3 epochs, using a batch size of 8, and a learning rate of 5e-5.

To increase the size of the existing corpora, the flattened conversations from preprocessing are separated into independent utterances. This will allow our Tagalog RoBERTa model to perform mask-fill on a per-response basis over a per-conversation basis. A percentage is indicated for augmentation in order to limit the amount of original tokens that are replaced with RoBERTa-predicted tokens. To ensure that the amount of token replacements scales according to the sequence length of each utterance, the specified percentage is multiplied with each sequence length where a ceiling function is used to return the smallest succeeding integer (i.e. 15% of 10 tokens equate to 2 tokens to be replaced).

This predetermined amount was used to randomly select n amount of indices corresponding to the list of tokens. In a sequential manner, the token in each selected index in the original sequence was replaced with a <mask> token. The altered sequence was then fed to the fine-tuned RoBERTa model in order to predict a replacement in place of the mask token, choosing the highest scoring prediction on every repetition. The process of masking and filling was iteratively performed until all n amount of indices are consumed. The RoBERTa-predicted tokens were used to replace their corresponding tokens in the original sequence, hereby forming the synthetic utterance.

Each synthetic utterance was then merged along with the other generated utterances to form a synthetic conversation, effectively doubling the training corpus. Both the synthetic conversations were compiled with the original conversations to form a 50/50 dataset for finetuning DialoGPT.

6. Response Generation Model

Our model of choice for all our experiments is DialoGPT-medium (345M). We fine-tune DialoGPT for 5 epochs, using a batch size of 4, and a learning rate of 5e-5.

Finetuning DialoGPT requires a dataset where each conversation has an equal length of exchanges. This essentially means that it needs to learn that the latest, or nth turn in that exchange takes into account the previous n – 1 turns for its nth reply. Due to the varying length of exchanges present in the PEx data, we designated a specific length of 4 turns for all exchanges. Conversations with less than 4 exchanges were dropped. For conversations with more than 4 exchanges, contiguous sequences of 4 were derived from the beginning of the conversation until the last response. This means that a conversation with x exchanges can generate x – n + 1 contiguous sequences of n, e.g. a conversation with exchanges e1, e2, e3, e4, e5, we can generate the conversations (1) e1, e2, e3, e4, and (2) e2, e3, e4, e5. If an exchange happens to get filtered out in preprocessing, the whole sequence is dropped as there will be a gap in context.

Our fine-tuned model is capable of generating responses based on the previous 3 responses. Therefore, the model is presented with a concatenated sequence of these responses delimited with an end-of-sequence token.

The decoding method used for both manual and automatic testing is beam search of width 5. A trigram repetition penalty was also introduced due to some instances where beam search would produce a repetitive token generation causing the max sequence length to be fully consumed. We saw the need for applying such penalty as it directly affected hypothesis generation.

7. Finetuning Results

For data augmentation, we fine-tuned the existing Tagalog RoBERTa model with 3% of the whole dataset, equating to 178K individual utterances, for 3 epochs in approximately 40 minutes. The model resulted in a perplexity of 17.7287.
| %   | Data Size | Avg Loss | Training Time in Hrs | Prplx |
|-----|-----------|----------|----------------------|-------|
| 0%  | 32,640    | 1.5436   | 9.75                 | 4.1206|
| 10% | 105,280   | 1.5306   | 18.2                 | 3.6771|
| 15% | 105,280   | 1.6059   | 18                   | 3.7867|
| 20% | 105,280   | 1.6646   | 18.2                 | 3.8593|
| 25% | 105,280   | 1.7156   | 18.8                 | 3.9142|
| 30% | 105,280   | 1.7610   | 17.8                 | 3.9574|

Table 1: Results of fine-tuning models with varying percentages of token replacement

| Method  | Data Size | Avg Loss | Training Time in Hrs | Prplx |
|---------|-----------|----------|----------------------|-------|
| 1K Base | 1,000     | 2.4788   | 0.17                 | 9.5821|
| 1K Aug  | 2,000     | 2.3005   | 0.35                 | 8.4791|
| 10K Base| 10,000    | 1.8721   | 1.6                  | 6.1937|
| 10K Aug | 20,000    | 1.8311   | 3.4                  | 5.755 |
| 25K Base| 25,000    | 1.7009   | 4.3                  | 4.9905|
| 25K Aug | 50,000    | 1.6780   | 9.16                 | 4.5684|

Table 2: Results of fine-tuning models in varying training data sizes

For DialoGPT, we fine-tuned a baseline model and five augmented models with varying percentages of token replacement. The baseline model was fine-tuned with all 53K untouched conversations from the corpus and zero synthetic data for approximately 10 hours. The augmented models were fine-tuned with a merged corpus of original data (53K) and synthetic data (53K) for approximately 18 hours each. The varying percentages of RoBERTa-generated tokens present in the synthetic dataset constitutes the only independent variable for the augmented models. We maintain identical training configurations for all the experiments. The specific fine-tuning scores are shown in Table 1. As part of our ablations below, we fine-tuned another six models with decreased training data sizes following the same training configurations. Finetuning results are displayed in Table 2.

8. Ablation Results and Discussion
In this section, we perform ablations to understand the effects of the data augmentation percentages with regards to model performance. We also simulated lower training data sizes to assess effectiveness of the methodology. In addition, sample conversations within and outside the domain of the corpus are also presented in this section.

8.1. Effect of Token Replacement Percentage
An ablation was performed to determine the effect of varying token replacement percentages on the final performance of the model. The evaluation scores can be seen in Table 3.

As shown in Table 3, replacing 10% of the original tokens exhibits the highest improvement in model performance both in Perplexity and BERTScore as compared to the baseline model. We observe a degradation in both metrics after the 10% token replacement when increasing the replacement percentage further. We theorized that the presence of more synthetic tokens introduces less contextually-similar responses regardless if the synthetic tokens are semantically valid. We also hypothesize that there is a higher possibility of semantically-invalid tokens present in higher replacement percentages as the masking and filling process occurs independently as mentioned in Section 5. We also sought to determine the effect of the token replacement percentages outside context similarity and probability. We observe a significant difference in the amount of content words and functions words for all augmented models. This provides evidence that synthetic data introduces lengthier responses in general. More importantly, the increase in content words reinforces our observation that the augmented models includes more substance with regards to detail in the generated response.

| %   | Prplx  | F1  | Func.  | Cont.  |
|-----|--------|-----|--------|--------|
| 0%  | 4.1206 | 0.3379 | 82,956 | 100,940 |
| 10% | 3.6771 | 0.3794 | 88,944 | 112,776 |
| 15% | 3.7867 | 0.3762 | 88,175 | 116,501 |
| 20% | 3.8593 | 0.3740 | 87,910 | 114,018 |
| 25% | 3.9142 | 0.3719 | 88,467 | 113,473 |
| 30% | 3.9574 | 0.3704 | 86,856 | 110,135 |

Table 3: Perplexity, F1, and Function Word and Content Word count for the models with different token replacement percentages

8.2. Effect of Training Data Size
Using 10% token replacement, we also trained six models across varying data sizes to determine the effect of the methodology in other scales of low data sizes. The model with a base training size of 1K samples improved the most in terms of perplexity achieving a decrease of 1.103. The full training size also improved
### 4. Discussion

The models also showed relative minor improvements in BERTScore as seen in Table 4. The model with a base training size of 1K samples improved in its BERTScore as well by 1.59% or a 0.0054 increase in F1 after being trained with synthetic data. The full training size improved the most, with a 3.26% increase in F1, while the models trained with 10K and 25K base training sizes improved relatively insignificant.

We theorized that the smaller training samples tend to be more sensitive when using a model such as DialogPT medium which requires more data on average than 1K samples. We speculate that the dip in scores for 10K and 25K base training sizes and the sudden increase in scores again for the full 53K training size could be attributed to the normal expected training sizes of the model. Consistent with the previous ablation, content word and function word usage also increased with all augmented models as seen in Table 4.

### 9. Conclusion

We constructed the first Filipino conversational dataset called PEx Conversations. We leverage this dataset by proposing a RoBERTa-based data augmentation methodology via a fine-tuned Tagalog RoBERTa model to perform context-aided token replacement. The collected data and the synthetic data were both used to fine-tune DialogPT to produce the first Filipino conversational response generator capable of generating a response related to the previous 3 responses.

We were able to show that introducing synthetic data does improve model performance by a comparable margin. The synthetic data was able to enhance our best model in BERTScore F1 Accuracy by 12.2% and perplexity by 10.7%. We also found that introducing synthetic data also increases the usage of content words in a response, with our highest scoring augmented model achieving a 11.7% increase.

While the ablations show that replacing 10% tokens in an utterance improved the performance quantitatively, the qualitative differences between having more tokens replaced were negligible as observed. Additionally, we also experimented with applying our technique with simulated lower training data sizes. Our findings show that the technique still relatively improves performance using our 1K, 10K, and 25K training size samples.

To validate the effectiveness of our DA, we suggest looking into applying the method on other Filipino conversational datasets, or even recreate the technique with other low-resource languages if possible. Chat data, in contrast to transformed forum data, can also be explored when attempting to produce more conversation-like responses.

For DA, our methodology involves independent replacement followed by a merge step when producing synthetic utterances. Hence, we recommend exploring into a cascading approach where replacement occurs in succession where the newly-produced sequence is used as the candidate for the next token replacement.

With regards to the model, it can also be beneficial to look into finetuning the large DialogPT model (762M) for corpora of a larger scale. In order to reinforce the findings, we also encourage future work to perform human evaluations to understand the effect of the DA qualitatively, and potentially with the support of expert linguists to verify the resources allow.

Lastly, we recommend exploring real-world applications of these conversational agents. This includes agents that may have different personas or conversing personalities, to suit specific purposes such as being a companion, an assistant or an expert.
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