A KICKED OSCILLATOR AS A MODEL OF A PULSED MEMS SYSTEM
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In this paper, we study the behaviour of a MEMS oscillator by applying methods of nonlinear dynamics. We model the system as a kicked damped oscillator and obtain the iterative maps that describe the MEMS system. The dynamics of the maps are studied numerically: we present a study of limit cycles and their rotation numbers and show how the control parameters and initial conditions may affect the output frequencies.

1. Introduction

Microelectromechanical systems (MEMS) are integrated devices that combine electrical and mechanical components [Bao & Wang, 1996]. Resonant sensors are a class of MEMS devices whose applications include the measurement of acceleration, pressure, mass change, etc. Resonant sensors detect the frequency shift of an oscillating mechanical structure or a change in the amplitude of oscillation at resonance in response to an external stimulus [Langdon, 1985; Parsons, 1993].

In this paper, we focus on the pulsed digital MEMS oscillator. This is a new large signal oscillator described in [Dominguez et al., 2003; Dominguez et al., 2005; Dominguez et al., 2007] that utilises a MEMS resonator in a feedback loop of a type well known from the domain of sigma-delta modulation [Norsworthy et al., 1997]. The simple topology of this oscillator is shown in Fig. 1. The position of the MEMS resonator is evaluated at each sampling time, and short force pulses (which can take only two possible values depending on the position of the resonator) are applied to it after a sample clock delay.

MEMS resonators are typically modelled by mass-spring-damping systems, either linear or nonlinear. For instance, the nonlinearity in resonant microbridges leading to additional stiffening known, as the “hard-spring effect”, is discussed in [Gui et al., 1998]. Zhang et al. [2002] report how nonlinearity affects the behaviour of a resonant MEMS mass sensor under parametric excitation. The nonlinear behaviour of an electrostatically actuated micro-cantilever in a MEMS is presented in [Zhang & Meng, 2005; Zhang &
E. Blokhina and O. Feely

Meng, 2007], while Palaniapan & Khine [2008] study the dynamics of a nonlinear SOI micromechanical beam resonator. In all of these papers, MEMS resonators of different types have been simplified as a mass-spring-damping system (as shown in Fig. 1), and the corresponding equations, linear or containing a cubic nonlinear term, have been used to model the mechanical part of the MEMS.

Our aim, then, is to study a mechanical oscillator, which can be linear or nonlinear, driven by pulses of a constant frequency with the sign of each pulse depending on the position of the oscillator. This kicked oscillator is a good approximation for the pulsed digital MEMS. In addition, this is quite a common model of nonlinear dynamics and can be studied with its methods and techniques.

Kicked oscillators have been extensively studied as models of many realistic systems (for instance, see [Kuznetsov et al., 2001; Kuznetsov & Tyuryukina, 2003; Kuznetsov et al., 2006; Mudde & Jansz, 2003] and references cited there). Kuznetsov et al. [2001] consider a dissipative nonlinear oscillator kicked periodically by pulses of a constant amplitude and sign. They examine 2D and approximate 1D maps and discuss the correspondence between the description provided by the equation and the maps. Mudde & Jansz [2003] present a numerical study of a linear dissipative delta-kicked oscillator where the kicks have a constant frequency and amplitude, but their signs are defined by the sign of the velocity of the oscillator. The model we propose in this paper to simulate the MEMS system under investigation combines some features from both these systems: the oscillator can be linear or nonlinear and it is driven by impulses of different signs.

The aim of this work is to apply the techniques of nonlinear dynamics to study a particular class of MEMS systems and to compare the dynamics with linear and nonlinear resonators. We present a kicked oscillator as a model of the digital pulsed MEMS resonator from [Dominguez et al., 2005] and obtain 2D maps to describe it. We start with the linear resonator, which has been studied in [Teplinsky & Feely, 2008]. We summarise some results of that paper and present them here with some extensions. Then we generalise the problem and consider the nonlinear resonator described by the Duffing equation. We show which additional effects appear due to mechanical nonlinearity and compare the results with those obtained for the linear system. We also discuss the correspondence between the description of the system in terms of the differential equation
and the iterative map.

2. Linear resonator

First of all, let us examine the linear case. This system has been studied in [Teplinsky & Feely, 2008] and we present for convenience a summary of the results of that work here, together with some extensions.

For the mass-spring system shown in Fig. 1 that is continuously excited with the external force \( F(t) \), the equation of motion of the system can be written as

\[
m \frac{d^2x}{dt^2} + b \frac{dx}{dt} + kx = -F \sum_{n} \delta(t - t_n) \text{sgn}(x(t_{n-1})),
\]

where \( m \) is the mass of the movable plate, \( b \) is the damping factor, \( k \) is the spring factor, \( F \) is the amplitude of impulses, which affect the system at the moments \( t_n = nT_s \), \( \delta(t) \) is the Dirac delta function and \( \text{sgn}(x) \) is the sign-function

\[
\text{sgn}(x) = \begin{cases} 
1, & \text{if } x \geq 0, \\
-1, & \text{if } x < 0.
\end{cases}
\]

The resonator is assumed to be underdamped, i.e. \( 0 < b < 4km \).

Introducing the velocity \( v(t) = \frac{dx}{dt} \) and a linear change of variable \( y = -\frac{b}{\omega_0 \sqrt{1 - \beta^2}} x \) we transform (1) into the convenient symmetrical form

\[
\frac{d}{dt} \begin{pmatrix} x(t) \\ y(t) \end{pmatrix} = \begin{pmatrix} -\beta & -\sqrt{1 - \beta^2} \\ \sqrt{1 - \beta^2} & -\beta \end{pmatrix} \begin{pmatrix} x(t) \\ y(t) \end{pmatrix} + \begin{pmatrix} 0 \\ Y \end{pmatrix} \text{sgn}(x(t)),
\]

where \( \beta = b/(2\sqrt{km}) \) is the dimensionless damping factor, \( \omega_0 = \sqrt{k/m} \) is the natural frequency of the resonator and \( Y = \frac{F}{\omega_0 m \sqrt{1 - \beta^2}} \) is the normalized increment.

The 2D iterative map obtained in [Teplinsky & Feely, 2008] from the continuous-time system described by Eq. (2) is the following:

\[
\begin{pmatrix} x_{n+1} \\ y_{n+1} \end{pmatrix} = f \begin{pmatrix} x_n \\ y_n \end{pmatrix} \overset{\text{def}}{=} a \mathbf{R}(2\pi r) \begin{pmatrix} x_n \\ y_n \end{pmatrix} + \begin{pmatrix} 0 \\ Y \end{pmatrix} \text{sgn}(x_n),
\]

where \( x_n = x(nT_s) \) and \( y_n = y(nT_s) \) are the values of \( x \) and \( y \) at the sampling instants \( t_n = nT_s, r = T_s \frac{\omega_0}{2\pi} \sqrt{1 - \beta^2} \) is the normalized sample ratio (proportional to the sample ratio \( f_0/f_s = T_s \frac{\omega_0}{2\pi} \) used in [Dominguez et al., 2005]), \( a = \exp(-2\pi \frac{\beta}{\sqrt{1 - \beta^2}}) \in (0, 1) \) is
the contraction factor and \( R(\alpha) = \begin{pmatrix} \cos \alpha - \sin \alpha \\ \sin \alpha \cos \alpha \end{pmatrix} \) is the matrix of the rotation by angle \( \alpha \).

From (3) it follows that if there exists a periodic trajectory for a given value of \( Y > 0 \), then the same trajectory exists for any other positive value of \( Y \), but resized appropriately. We may assume, therefore, that \( Y = 1 \).

It has been observed in [Dominguez et al., 2005] that the normalized digital frequency as a function of the sampling ratio is similar to the devil’s staircase [Hilborn, 2000]. Its presence is connected with the mode-locking (or frequency-locking), that is common whenever two or more processes each with its own frequency interact nonlinearly. The oscillations are frequency-locked if one frequency is a rational number times the other frequency. Thus, it is natural to consider the rotation number for Eq. (3): if it is a rational number, then the resulting oscillations are periodic.

The rotation number is defined as follows: for a point \((x, y) \neq (0, 0)\), the polar angle \( \alpha = \angle(x, y) \) is a real number defined up to an integer multiple of \( 2\pi \). To each point of a trajectory \((x_n, y_n)\), the angle \( \alpha_n \) can be set up in correspondence, such that \( \alpha_1 \in [0, 2\pi) \) and \( \alpha_{n+1} \in [\alpha_n, \alpha_n + 2\pi) \) for every \( n \geq 1 \). The rotation number for this trajectory is defined as

\[
\rho = \lim_{n \to \infty} \frac{\alpha_n}{2\pi n} \in [0, 1].
\]  

(4)

If the limit in (4) exists, it is invariant with respect to shifts in the index \( n \), so the rotation number is a function of the trajectory as a whole. It shows how many times the trajectory winds around the origin in a single step.

Figure 2 shows the plot of rotation number \( \rho \) as a function of normalized sampling ratio \( r^a \). The values have been obtained by calculating the ratio (4) for at least \( n = 5000 \) trajectory points. This plot is similar to the one presented in [Dominguez et al., 2005].

There is one case when the limit in (4) is guaranteed to exists, and that is when the trajectory approaches a stable limit cycle, i.e. a periodic trajectory that attracts nearby trajectories. If a trajectory approaches a limit cycle of length \( N \), then its rotation number \( \rho \) is a rational number of the form \( M/N \). The only type of behaviour we have observed in our simulations is associated with rational rotation numbers, i.e. any observed trajectory

\(^a\)All graphs and parameter planes presented in this paper calculated with zero initial conditions, except plots with basins of attraction.
eventually approaches some limit cycle. Note that the oscillation frequency in this case is given by $\rho/T_s$.

Figure 3a shows the 8-cycle of the map (3) with $\rho = 3/8$. To demonstrate how this picture relates to the original continuous-time system, we depict in Fig. 3b the phase portrait obtained from the solution of Eqs. (2) at the same values of $\beta$ and $r$. For the continuous-time system (2), the trajectory in phase space is a closed curve that corresponds to periodic motion with eight kicks over three rotations in phase space. The points of the stroboscopic map (i.e. the points extracted from the trajectory in each interval of time $T_s$) are shown by circles in Fig. 3b.

Note that Eq. (1) is invariant under the change of variable $x \rightarrow -x$, so limit cycles are symmetrical with respect to the origin (for even $N$) or co-exist with symmetrical copies (for odd $N$).

Figure 4 shows the $(\beta, r)$ parameter plane for the map (3). Each coloured region corresponds to the domain of existence of a particular limit cycle with $3 < N < 16$. For the widest tongues the values of the rotation numbers are given in the figure.

The whole picture looks similar to what we have for a first-order sigma-delta modulator (see [Feely & Chua, 1991], Fig. 10), but in this case the tongues overlap and the system demonstrates multistability. This means that for certain values of $\beta$ and $r$ there are coexisting limit cycles of different orders with different values of rotation number $\rho$. The initial values $x_0$ and $y_0$ dictate which one of them will eventually be approached by a particular trajectory. Figure 5 illustrates the case when three tongues overlap, and four limit cycles (a pair of 5-cycles with $\rho = 2/5$, the 18-cycle with $\rho = 7/18$ and the 8-cycle with $\rho = 3/8$) coexist. It is worth noting that the basins of attraction for the 8-cycle and the 18-cycle both touch the origin. This means that if any deviation from the nominal initial state at the origin is present, it will be impossible to predict which regime will finally be exhibited by the system.

To conclude this section let us discuss the correspondence between the description provided by the differential equation (2) and by the map (3). It is convenient to use the dimensionless parameter $T = \omega_0 T_s$ ($\omega_0 T_s \approx 2\pi r$ for small values of $\beta$) to illustrate results. Figure 6 shows the tongues in the parameter plane calculated by using the method of Poincaré mapping [Hilborn, 2000]. This figure also shows several examples of
the limit cycles one can observe in this system \(^b\). The structure of the tongues is very similar to the one presented in Fig. 4 for the iterative map. On the parameter plane we show the tongues of the \(N\)-cycles for \(N \leq 16\). The largest tongues are the “main” tongue that corresponds to the 4-cycle with \(\rho = 1/4\) and the tongues that correspond to the limit cycles with small values of \(N < 10\).

Note that nominally each tongue tends to a certain point \(T_N\) on the \(T\)-axis. One can understand which tongue is which by estimating a value of \(T_N\). Then, the value of the rotation number \(\rho\) for each tongue is defined as \(\rho = T_N/(2\pi)\). The smaller the length of a limit cycle, the more precisely one can calculate numerically the bound of its tongue near the vertical axis at \(\beta \to 0\).

The whole picture agrees with the results we have presented in this section for the map (3) and we can conclude that the map provides an adequate description of the system.

3. Nonlinear Resonator

Now we incorporate nonlinearity in the mechanical part of the MEMS oscillator in Fig. 1 into our model. We consider that the spring in the MEMS resonator is a nonlinear element and use the well-known formula for its recovery force \(F_s(x) = kx + \alpha x^3\). This form of \(F_s(x)\) includes the term that describes the higher-order stiffening effect and has been used in [Zhang et al., 2002; Zhang & Meng, 2005; Zhang & Meng, 2007; Mestrom et al., 2008] to model different types of MEMS oscillators. Now Eq. (1) can be generalised by adding a cubic nonlinear term and rewritten in the following form

\[
m \frac{d^2x}{dt^2} + \frac{b}{m} \frac{dx}{dt} + kx + \alpha x^3 = -F \sum_{n} \delta(t - t_n) \text{sgn}(x(t_{n-1})), \tag{5}
\]

where \(\alpha\) is the cubic nonlinear constant. Depending on the sign of the constant \(\alpha\), we distinguish two cases: “spring softening” for \(\alpha < 0\) and “spring hardening” for \(\alpha > 0\). (The first case corresponds to a mechanical oscillator with a spring whose restoring force increases with increasing displacement, while the second case describes a spring whose restoring force decreases with increasing displacement.)

In [Palaniapan & Khine, 2008] the authors note that mechanical nonlinearities usually result in a positive value of \(\alpha\) (spring hardening), whereas electrical nonlinearities

\(^b\)The correspondence between a limit cycle of Eq. (2) and a one of map (3) is illustrated by the example of Fig. 3.
tend to give rise to negative $\alpha$ (spring softening). However, depending on the resonator architecture, mechanical nonlinearities could also give rise to spring softening, so it is reasonable to examine both types of nonlinearity.

We note that Eq. (5) is similar to the periodically kicked nonlinear dissipative oscillator studied in [Kuznetsov et al., 2001]. The equation studied in the latter paper has the same left side, but the sign of the kicks is constant.

It is convenient to use a dimensionless time in (6): $\tau = \omega_0 t$, where $\omega_0 = \sqrt{k/m}$.

Thus, the oscillator is now described by

$$\frac{d^2 x}{d\tau^2} + \gamma \frac{dx}{d\tau} + x + \varepsilon x^3 = -F_0 \sum_n \delta(\tau - nT) \text{sgn}(x(\tau_{n-1})),$$

where

$$\gamma = \frac{b}{\sqrt{km}}, \quad \varepsilon = \frac{\alpha}{m\omega_0^2},$$

$$F_0 = \frac{F}{\omega_0 m}, \quad T = \omega_0 T_s.$$ (7)

In Eq. (6) $x$ is the position of the oscillator, $\gamma$ is the dimensionless parameter of dissipation, $\varepsilon$ is the cubic nonlinear constant, $F_0$ is the dimensionless amplitude of the kick and $T$ is the interval between them. Note that the parameter $\varepsilon$ may be positive or negative. From definition (7) one can set the correspondence between the parameters in (6) and the parameters used in Sec. 2.

$$\gamma = 2\beta, \quad T = \frac{2\pi}{\sqrt{1-\beta^2}} r,$$

$$F_0 = Y \sqrt{1-\beta^2}.$$ (8)

For small values of $\beta$, $T \approx 2\pi r$ and $F_0 \approx Y$. In (6) the parameter $T$ is the one that is similar to the normalized sampling ratio $r$ (it is proportional to the sampling ratio $f_0/f_s$ from [Dominguez et al., 2005], $T = 2\pi f_0/f_s$).

We can obtain an iterative map from the original equation (6) using the method of slow amplitudes [Nayfeh & Mook, 1995]. Kuznetsov et al. [2001] also apply this method to the oscillator under investigation in that work. The idea is to find the approximate solution of (6) between kicks. We represent the displacement $x$ in the following form

$$x(\tau) = \frac{a(\tau)}{2} e^{i\tau} + \frac{a(\tau)^*}{2} e^{-i\tau},$$ (9)

where $a(\tau)$ is the slowly varying amplitude and $a(\tau)^*$ is the complex conjugate of $a(\tau)$. Since we have introduced the complex variable $a(\tau)$ instead of the real $x(\tau)$, we can use
the additional condition:
\[ \frac{\dot{a}(\tau)}{2} e^{i\tau} + \frac{\dot{a}(t)^*}{2} e^{-i\tau} = 0. \] (10)

Substituting (9) into (6) and taking into account condition (10), after averaging over time we obtain the truncated equation
\[ \dot{a} = -\frac{\gamma}{2} a + \frac{3}{8} i \varepsilon |a|^2 a. \] (11)

Now we can represent the complex amplitude \( a(t) = Re^{i\varphi} \) using real amplitude \( R \) and phase \( \varphi \) and rewrite Eq. (11) in real variables
\[ \dot{R} = -\frac{\gamma}{2} R, \]
\[ \dot{\varphi} = \frac{3}{8} \varepsilon R^2. \] (12)

Equations (12) allow us to find the amplitude and the phase as functions of time just after the \( n \)-th kick. We can also use them to define the position \( x \) and the velocity \( v \) of the oscillator via the amplitude \( R \) and the phase \( \varphi \)
\[ x(\tau) = R(\tau) \cos(\tau + \varphi(\tau)), \]
\[ v(\tau) = -R(\tau) \sin(\tau + \varphi(\tau)). \] (13)

The solution of (12) is
\[ R = R_n e^{-\gamma T/2}, \]
\[ \varphi = \frac{3}{8} \varepsilon R_n^2 \frac{1 - e^{-\gamma T}}{\gamma} + \varphi_n. \] (14)

Substituting the latter equations into (13), we find the position and the velocity of the oscillator after the \( n \)-th kick as functions of time. Owing to the nature of the external force, immediately after each kick the position does not change, whereas the velocity changes its value by \( +F_0 \) or \(-F_0\) depending on the previous position of the resonator:
\[ x_{n+1} = R_n e^{-\gamma T/2} \cos \left( T + \frac{3}{8} \varepsilon |R_n|^2 \frac{1 - e^{-\gamma T}}{\gamma} + \varphi_n \right), \]
\[ v_{n+1} = -R_n e^{-\gamma T/2} \sin \left( T + \frac{3}{8} \varepsilon |R_n|^2 \frac{1 - e^{-\gamma T}}{\gamma} + \varphi_n \right) - F_0 \text{sgn}(x_n). \] (15)

It is conventional to rewrite Eqs. (15) in complex form
\[ z_{n+1} = B z_n e^{(\pm i|z_n|^2 + iT)} - A \text{sgn}(\text{Im}(z_n)), \] (16)

where
\[ z = (v + ix) \sqrt{\frac{3 |\varepsilon| 1 - e^{-\gamma T}}{8 \gamma}}, \]
\[ A = F_0 \sqrt{\frac{3 |\varepsilon| 1 - e^{-\gamma T}}{8 \gamma}}, \quad B = e^{-\gamma T/2}. \] (17)
The sign before the term $i|z_n|^2$ in the exponent in (16) is defined by the sign of the constant $\varepsilon$.

Note that the method of slow amplitudes allows us to find only the approximate solution of Eq. (6). Nominally, this method is valid for small values of the dissipation and nonlinear parameters $\gamma, \varepsilon \ll 1$ where the system is close to the harmonic conservative oscillator. The plane of parameters $(\gamma, T)$ calculated for Eq. (6) is presented in Fig. 7. Comparing it with Fig. 8b calculated at the same value of $\varepsilon$ for the map (16), one can see that two plots look quite similar, i.e. the map captures the principal features of the system dynamics over the full range of values of $\gamma$.

The pulse driven nonlinear oscillator studied in [Kuznetsov et al., 2001] can be reduced to the Ikeda map [Ikeda et al., 1997]. In our case, we obtain the map (16) which is similar to the Ikeda map with the difference that the kick sign is given by the sign of the oscillator coordinate. Conventionally, the Ikeda equation is studied in terms of parameters given by relations (7). Here we study the map written in the form (16), but present results using the dissipation parameter $\gamma$ and the sampling ratio $T$ in order to compare the results with those obtained in [Teplinsky & Feely, 2008] and summarised in Sec. 2.

From (7) it follows that if an attractor exists at the values of the impulse amplitude $F_{01}$ and the nonlinear constant $\varepsilon_1$, the same exists at $F_{02}$ and $\varepsilon_2$ if $F_{01} \sqrt{\varepsilon_1} = F_{02} \sqrt{\varepsilon_2}$. We choose $F_0 = 1$ as in Sec. 2 and several values of $\varepsilon$ to monitor changes in the dynamics of the system.

Figure 8 illustrates the transformation of tongues in the parameter plane for map (16) with increasing $\varepsilon$ in case of the spring hardening effect (i.e. $\varepsilon > 0$). In the limit $\varepsilon \to 0$ we come to the linear case (but note that from definitions (17) it follows that it is impossible to consider precisely $\varepsilon = 0$). Figure 8a is calculated at the very small value of nonlinear constant $\varepsilon = 10^{-4}$ to show the correspondence with Fig. 4. Note that in general the smaller the dissipation, the more iterations a trajectory needs to reach a steady state.

As is seen from the figure, even weak nonlinearity leads to distortion of tongues; this effect being especially noticeable for small values of the dissipation parameter $\gamma$. This is worth noting since a typical MEMS resonator has a small damping factor. For instance, the simulations in [Domínguez et al., 2005] have been carried out at $\beta = \gamma/2 =$
8.24 \cdot 10^{-3}.

The blank areas in the parameter plane correspond not only to longer period limit cycles but also to more complex trajectories, particularly when the nonlinear parameter is large. To illustrate this we plot phase portraits for different values of $\varepsilon$ at $\gamma$ and $T$ taken from the blank region of the planes from Fig. 8. Figure 9a shows the 29-cycle eventually reached by a trajectory started from the origin after 5000 iterations in the weakly nonlinear system ($\varepsilon = 0.0001$). Figure 9b illustrates the much more complex phase portrait obtained for $\varepsilon = 0.001$ after at least 100000 initial iterations.

As in the linear case, tongues corresponding to limit cycles of different length may overlap. One important conclusion shown by the example of Fig. 5 is that the basins of different attractors may touch the origin or lie close to it (see Sec. 2). First, we present an example that is similar to the linear case shown in Fig. 5. Figure 8d shows the structure of the basins of attraction for the 5-, 8- and 18-cycles calculated from map (16) at $\varepsilon = 0.001$. The values of the parameters $\gamma$ and $T$ for this plot correspond to those parts of the tongues which are not affected by the distortion. Moreover, after transforming the variable $z$ to the variables $x$ and $y$ used in Sec. 2 and resizing the figure appropriately according to (17), we will obtain the same plot as shown in Fig. 5.

In the region of small values of the dissipation parameter $\gamma$ where we observe the distortion of tongues caused by the nonlinearity, tongues overlap forming quite complicated basins of attraction. For instance, Fig. 10a shows the basins of attraction of several limit cycles which appear due to the deformation of tongues ($\varepsilon = 0.001$). The latter example demonstrates the coexistence of the 3-, 8-, 14-, 32-cycles with the rotation numbers $\rho = 1/3, 3/8, 5/14$ and $11/32$ respectively. A zoom of the central region is shown in Fig. 10b: the region around the origin is formed by the basins of the 3- and 32-cycles. Figure 11 illustrates the basins of attraction in the case $\varepsilon = 0.005$.

To calculate the rotation number for map (16), we use the formula (4), where we consider $\alpha_n$ to be the sequence of arguments of the complex variable $z_n$. The rotation number $\rho$ as a function of the parameter $T$ is shown in Fig. 12 for $\varepsilon = 0.001$. The plot (a) is calculated at the constant value of dissipation $\gamma = 0.03$ and combined with the bifurcation diagram $x_n(T)$ for additional visualisation. For the widest steps of the graph, the values of the rotation numbers are given. The plot (b) shows the transformation of the graphs of $\rho(T)$ with increasing the dissipation parameter $\gamma$. 
As the nonlinear parameter $\varepsilon$ is increased, tongues become strongly deformed, that effect being especially visible on the plots of $\rho(T)$ at a constant $\gamma$ (Fig. 13). It is possible to observe the same limit cycle over a wide range of values of $T$. Figure 13a shows the example of $\rho(T)$ and a bifurcation diagram $x_n(T)$ at $\gamma = 0.03$, where the 8-limit cycle with $\rho = 3/8$ is observed over the range $1 < T < 2$.

Note that spring hardening leads to distortion of tongues with rotation numbers $\rho \geq 1/4$ in the region of small values of dissipation. When the dissipation parameter is large enough, a plot of $\rho(T)$ is very similar to the one we have in the linear case (for instance, compare the graph in Fig. 12 at $\varepsilon = 0.001$ and $\gamma = 0.1$ with Fig. 2). When dissipation is small, the structure of the graphs changes and one can observe only limit cycles with $\rho \geq 1/4$. This is easy to see from with the planes of parameters shown in Fig. 8: when we calculate the rotation number as a function of the sampling ratio, we “move” along the $T$–axis at a constant value of $\gamma$ on the $(\gamma, T)$ plane, and steps of the $\rho(T)$ graph correspond to crossing particular tongues. At small values of $\gamma$ we can “intersect” only the deformed tongues, which means that the whole graph will lie above the “nominal” graph for the linear case.

Now let us turn to results for the spring softening effect, i.e. for $\varepsilon < 0$. A series of pictures showing parameter planes for different values of the nonlinear constant $\varepsilon$ is presented in Fig. 14. As in the case of positive $\varepsilon$, the nonlinearity causes distortion of the tongues. In contrast to the previously considered case of the “spring hardening” effect, the distortion concerns the tongues with the rotation numbers $\rho \leq 1/4$.

Tongues may overlap like in all previous cases. First of all, Fig. 14d illustrates the basins of attraction similar to the example shown in Fig. 8d. The plot in Fig. 14d is calculated for those tongues that are not deformed by the presence of nonlinearity. Fig. 15a shows the basins of attraction that appear due to the deformation of tongues in the region of small values of the dissipation parameter. A zoom of the central region near the origin is shown in Fig. 15b. Fig. 16 shows the basins of attraction in the region of tongue deformation for a strongly nonlinear resonator ($\varepsilon = -0.005$). Note that the basins in the region of the tongue deformation typically have the same structure near the origin, i.e. four bands spiraling away from the origin.

Figure 17 shows how graphs of the rotation number $\rho$ versus the parameter $T$ change with decreasing dissipation: plot (a) is calculated at $\varepsilon = -0.001$ and plot (b) is calculated
at $\varepsilon = -0.005$. The lower the dissipation, the wider the steps of the graph become.

The spring softening effect also leads to deformation of tongues, but this time it concerns the tongues with $\rho \leq 1/4$. The essential difference from spring hardening is that the $\rho(T)$ plots for small dissipation are situated in the lower part of the $(\gamma, T)$ plane and its steps are associated with the deformed tongues.

4. Conclusion

In this paper, we have presented the results of a study of the MEMS oscillator from [Dominguez et al., 2005]. The problem has been generalised to include mechanical nonlinearity in the resonator. The resonator has been described as a damped linear or nonlinear oscillator kicked at a fixed period of time with the sign of each kick defined by the sign of the position of the oscillator. Due to the constant frequency of the kicks, the differential equations can be reduced to iterative maps.

We began by summarising the results of [Teplinsky & Feely, 2008] concerning the linear resonator, and also presented some extensions of that work. We then proceeded to the system that was our primary focus in this paper: the resonator with mechanical nonlinearity described by the Duffing equation. For the linear system, the study of limit cycles in state space and their rotation numbers has been reviewed. It has been shown that the oscillator output is sensitive to initial conditions, i.e. depending on the initial coordinate and velocity the oscillator demonstrates different regimes. Moreover, the basins of attraction plotted on the plane position–velocity may lie close to the origin. This means that in a practical system allowing for the presence of noise one cannot predict to which limit cycle a trajectory starting nominally at the origin will converge. We also have presented the plane of parameters calculated for the original continuous-time system and have shown the correspondence between the description of the system in terms of the differential equation and the iterative map.

For the nonlinear resonator we have shown that nonlinearity causes additional effects besides those observed in the linear system. First of all, regions of existence of particular limit cycles (tongues) on the plane of controlling parameters become deformed even if the nonlinearity is small. Due to the distortion of the tongues, for the nonlinear system at very small values of the dissipation parameter $\gamma$ the output are limit cycles with a limited set of values of rotation numbers: $\rho \geq 1/4$ for positive values of the nonlinear
constant \( \varepsilon \) and \( \rho \leq 1/4 \) for negative \( \varepsilon \). The basins of attraction typically have a structure of a spiral; the area around the origin are formed by basins of two and more limit cycles. In contrast to the linear case where low-period limit cycles are predominant, in the nonlinear system we have also observed more complex steady-state behaviour.
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Fig. 1. The MEMS oscillator described in [Dominguez et al, 2005].

Fig. 2. Rotation number $\rho$ as a function of the normalized sample ration $r$, $\beta = 0.05$; (b) is a zoom of (a).

Fig. 3. The limit cycle of the map (3) with $\rho = 3/8$ at the parameter values $\beta = 0.05$, $r = 0.39$ (a); the limit cycle of the continuous-time system (2) at the same values of the parameters (b). The points of the stroboscopic map are shown by circles in the latter plot.

Fig. 4. Tongues in the parameter plane for map (3). The regions correspond to limit cycles with rotation numbers $\rho = M/N$, where $3 \leq N \leq 16$.

Fig. 5. Coexisting limit cycles and their basins of attraction for the parameter values $\beta = 0.05$, $r = 0.042$. Trajectories starting from the inner light gray region approach the 8-cycle shown by square marks with $\rho = 3/8$; those starting from the white region approach the 18-cycle shown by circles with $\rho = 7/18$; trajectories starting from the outer dark gray region approach one of the symmetric pair of 5-cycles with $\rho = 2/5$, one of which is shown by circles and the other by squares.

Fig. 6. Tongues in the parameter plane ($\beta$, $\omega_0 T_s$) calculated for Eq. (2) and the phase portraits at the following values of parameters: $\beta = 0.1$ and $\omega_0 T_s = (1)$ 3.1, (2) 2.6, (3) 2.2, (4) 1.5, (5) 1.2, (6) 1.0, (7) 0.9, (8) 0.7.

Fig. 7. Tongues in the parameter plane ($\gamma$, $T$) calculated for Eq. (6), $\varepsilon = 0.001$.

Fig. 8. Transformation of tongues of the map (16) with $3 \leq N \leq 16$ on the the parameter plane: $\varepsilon = 0.0001$ (nearly linear case) (a), $\varepsilon = 0.001$ (b), $\varepsilon = 0.005$ (c). The case $\varepsilon \to 0$ corresponds to the plane depicted in Fig. 4. Coexisting limit cycles and their basins of attraction (d) for the parameter values $\varepsilon = 0.001$, $\gamma = 0.1$, $T = 2.6325$. Depending on the starting conditions, trajectories approach either the 8-cycle (squares) with $\rho = 3/8$, the 18-cycle (circles) with $\rho = 7/18$ or one of the symmetric pair of 5-cycles (one of which is shown by squares and connected) with $\rho = 2/5$.

Fig. 9. Steady-state trajectories of the map (16) calculated at $\varepsilon = 0.0001$ (a) and $\varepsilon = 0.001$ (b); $\gamma = 0.06$, $T = 0.4$ for both plots.

Fig. 10. Basins of attraction of coexisting limit cycles for the parameter values $\varepsilon = 0.001$, $\gamma = 0.02$, $T = 1.5$. Trajectories starting in different regions approach either one of the symmetric pair of 3-cycles with $\rho = 1/3$, the 8-cycle with $\rho = 3/8$, the 14-cycle with $\rho = 5/14$ or the 32-cycle with $\rho = 11/32$. Plot (b) is a fragment of (a).

Fig. 11. Basins of attraction of coexisting limit cycles for the parameter values $\varepsilon = 0.005$, $\gamma = 0.04$, $T = 1.45$. Trajectories starting in different regions approach either one of the
symmetric pair of 3-cycle with $\rho = 1/3$, the 8-cycle with $\rho = 3/8$, the 14-cycle with $\rho = 5/14$ or the 20-cycle with $\rho = 7/20$.

Fig. 12. Rotation number $\rho$ as a function of the parameter $T$ and bifurcation diagram (a) for the parameter values $\varepsilon = 0.001$, $\gamma = 0.03$. Plots of $\rho(T)$ at different values of the dissipation parameter $\gamma$ (b).

Fig. 13. Rotation number $\rho$ as a function of the parameter $T$ and bifurcation diagram (a) for the parameter values $\varepsilon = 0.005$, $\gamma = 0.03$. Plots of $\rho(T)$ at different values of the dissipation parameter $\gamma$ (b).

Fig. 14. Transformation of tongues of the map (16) with $3 \leq N \leq 16$ on the parameter planes: $\varepsilon = -0.0001$ (nearly linear case) (a), $\varepsilon = -0.001$ (b), $\varepsilon = -0.005$ (c). The case $\varepsilon \to 0$ corresponds to the plane depicted in Fig. 4. Coexisting limit cycles and their basins of attraction (d) for the parameter values $\varepsilon = -0.001$, $\gamma = 0.073$, $T = 2.78$. Depending on the starting conditions, trajectories approach either the 10-cycle (circles) with $\rho = 3/10$, the 12-cycle (circles) with $\rho = 5/12$ or the 22-cycle (squares) with $\rho = 9/22$.

Fig. 15. Basins of attraction of coexisting limit cycles for the parameter values $\varepsilon = -0.001$, $\gamma = 0.02$, $T = 1.5$. Trajectories starting in different regions approach either one of the symmetric pair of 7-cycles with $\rho = 1/7$, the 6-cycle with $\rho = 1/6$, the 8-cycle with $\rho = 1/8$ or the 20-cycle with $\rho = 3/20$. Plot (b) is a fragment of (a).

Fig. 16. Basins of attraction of coexisting limit cycles for the parameter values $\varepsilon = -0.005$, $\gamma = 0.03$, $T = 1.5$. Trajectories starting in different regions approach either the 8-cycle with $\rho = 1/8$, the 10-cycle with $\rho = 1/10$ or one of the symmetric pair of 11-cycle with $\rho = 1/11$.

Fig. 17. Plots of $\rho(T)$ for the values of dissipation $\gamma = 0.01$, $\gamma = 0.03$, $\gamma = 0.1$. Plot (a) is calculated for $\varepsilon = -0.001$, (b) is for $\varepsilon = -0.005$. 
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