Entanglement-enhanced magnetic induction tomography
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Magnetic induction tomography (MIT) is a sensing protocol, exploring conductive objects via their response to radio-frequency magnetic fields. MIT is used in nondestructive testing ranging from geophysics to medical applications. Atomic magnetometers, employed as MIT sensors, allow for significant improvement of the MIT sensitivity and for exploring its quantum limits. Here we report entanglement-enhanced MIT with an atomic magnetometer used as the sensing element. We generate an entangled and spin squeezed state of atoms in the sensor by stroboscopic quantum non-demolition measurement. We then utilize this state to demonstrate the improvement of one-dimensional MIT sensitivity beyond the standard quantum limit.

Magnetic Induction Tomography (MIT) [1] uses a radio-frequency (RF) magnetic field from a coil to induce eddy currents in an object of interest. Detection of eddy currents allows to reveal information about the composition and shape of an object non-destructively and non-invasively since the eddy currents depend on the conductivity and permeability. While the bulk of MIT applications detect the eddy currents using a pick-up coil, atomic RF magnetometers (AM) have been introduced as viable high-sensitivity alternative sensors for MIT [2–6].

Quantum sensing and metrology is one of the major fields within quantum information technologies [7]. It exploits quantum states of light and matter, such as entanglement and squeezing, to improve the sensitivity of sensors beyond the standard quantum limits (SQL), the boundaries existing in the absence of quantum correlations. Within atomic physics, quantum enhancement of sensitivity has been demonstrated for electric field sensing [8], clock [9, 10], magnetometer [11–13], and interferometry [14].

Here, we demonstrate a novel quantum metrology protocol, quantum-enhanced magnetic induction tomography (QMIT). The protocol exploits (1) implementing an anti-Helmholtz coil geometry providing efficient cancellation of classical noise [6]; (2) introducing a stroboscopic measurement sequence at an RF rate suppressing quantum back-action (QBA); (3) generation of spin squeezed states of the atomic spin sensor; (4) measuring the eddy current signal compatible with the stroboscopic measurement sequence.

For a sensor containing $N_A$ uncorrelated particles, such as atomic spins, the SQL of measurement sensitivity scales as $1/\sqrt{N_A}$ [15]. It is set by the Heisenberg uncertainty principle restricting how precisely two non-commuting operators can be measured simultaneously. Spin squeezing and entanglement can improve the sensitivity beyond the $1/\sqrt{N_A}$ limit. While large spin ensembles with $\sqrt{N_A} \gg 1$ promise the most sensitive measurements, technical imperfections growing with $N_A$ often preclude overcoming the SQL. Reduced technical fluctuations make the SQL more attainable for measurements in the RF range [16]. As MIT utilizes RF field sensing, quantum enhancement appears to be an attractive approach for enhancing the sensitivity.

The experimental setup of QMIT is shown in Fig. 1. The atomic sensor, containing $N_A$ cesium atoms inside a vapor cell, is placed inside a bias magnetic field $B_{bias}$ along the $x$-axis corresponding to $\Omega_B \approx 725$ kHz Larmor frequency. The protocol is facilitated by the long transverse spin relaxation time $T_2 \approx 2.35$ ms which is due to the anti-relaxation coated cell wall [17]. Optical pumping prepares the ensemble in a coherent spin state (CSS) with $m_F = F = 4$, for which $J_x = \langle \hat{J}_x \rangle = \sum_{k=1}^{N_A} \langle \hat{j}_x^k \rangle = FN_A$, where $\hat{j}_x^k$ refers to the $k$-th atom’s spin. The AM is placed in between two anti-Helmholtz RF coils and monitors the magnetic field response $\vec{B}_{ec}$ generated by the eddy currents induced in the conductive object (Fig. 1 (a)). In the absence of an object, the total RF field is zero at the location of the sensor and hence no transverse spin component is driven. The minimal quantum fluctuation for uncorrelated spins, corresponding to the projection noise (PN) $\text{Var}(\hat{J}_y) = \text{Var}(\hat{J}_z) = \frac{F}{2}N_A$ arising from the Heisenberg uncertainty principle, limits the sensitivity of the AM.

In the presence of a conductive object, a non-zero transverse spin component $\vec{J}_T$ is created (Fig. 1 (c)):

$$\langle \vec{J}_\perp \rangle = \frac{\gamma}{2} B_{ec} J_z T_2[1 - \exp(-\tau/T_2)],$$

where $\tau$ is the duration of the RF pulse, $T_2$ is the transverse spin coherence time and $\gamma$ is the gyromagnetic ratio. Monitoring $\vec{J}_\perp$ by polarization homodyne detection (Fig. 1 (b)) allows extracting information about the induced eddy currents, and hence about the properties of the sample. With the probe light far detuned from any atomic transition, we can realize a quantum nondemolition (QND) measurement of the spin component $\hat{J}_z$.
via Faraday interaction $\hat{H}_F \propto \frac{\kappa}{\sqrt{N_A N_P}} \hat{S}_z \hat{J}_z$ [18], where $\kappa \propto \sqrt{N_A N_P}$ is the coupling constant and $N_P(N_A)$ is the photon (atom) number. $\hat{S}_z$ is the Stokes operator of the probe light whose value is equal to the difference between right- and left-hand circular polarized components. The Stokes operators obey $[\hat{S}_x, \hat{S}_y] = i \hat{S}_z$, where $\hat{S}_z$ can be treated as a number for input light polarized along $x$-axis.

The homodyne detection yields the Stokes operator $\hat{S}_{y,\text{out}} \propto \hat{J}_z = \hat{J}_{z0} \cos(\Omega t) + \hat{J}_{y0} \sin(\Omega t)$. Here $\hat{J}_{z0}$ and $\hat{J}_{y0}$ are the spin projections in the rotating frame satisfying $[\hat{J}_{z0}, \hat{J}_{y0}] = i \hat{J}_{x0} = i F N_A$. For continuous probing, $\hat{J}_{z0}$ and $\hat{J}_{y0}$ are measured with alternating strength proportional to $\sin(\Omega t)$ and $\cos(\Omega t)$ per Larmor precession, respectively. Simultaneously, extraneous quantum back-action noise (BAN) is imprinted onto the conjugate components $\hat{J}_x$ and $\hat{J}_y$, via light-atom interaction [18].

In the laboratory frame, as $\hat{J}_z$ rotates around $\hat{B}_{\text{bias}}$ at the frequency $\Omega$, BAN is imprinted onto both spin components $\hat{J}_y$ and $\hat{J}_z$, and thus affect the readout noise of the polarization homodyning. Quantum fluctuations of light, corresponding to the photon shot noise (SN), also increase the measurement uncertainty. Therefore, a continuous measurement of a precessing spin suffers from SN, PN and BAN [19]. The total quantum noise of the cosine quadrature of the Stokes component $(\hat{S}_{y,\text{out}})$, recorded by a lock-in amplifier (LIA), can be expressed as

$$\text{Var} \left( \hat{S}_{y,\text{out}}^{\text{out}} \right) \approx \frac{N_P}{4} \left( 1 + \frac{\kappa^2}{2} + \frac{\kappa^4}{12} \right), \quad (2)$$

where the three terms correspond to SN, PN and BAN, respectively. As the signal grows linearly with $\kappa$, the SQL of a continuous measurement is achieved for $\kappa^4 = 12$, which optimizes the signal-to-noise ratio $\text{SNR} \propto \kappa / \sqrt{1 + \kappa^2 / 2 + \kappa^4 / 12}$. The respective SQL of the total noise variance is thus $2(1 + \kappa^2 / 2 + \kappa^4 / 12) / \kappa^2 = 1 + 2 / \sqrt{3}$ times greater than the projection noise variance and the standard deviation is approximately 1.47 time greater.

A time-dependent measurement, e.g., a stroboscopic measurement, enables back-action-free measurement of one spin component with a sensitivity exceeding the SQL [20–22]. For stroboscopic probing at twice the Larmor frequency [21], illustrated in Fig. 1 (c), quantum noise of the probe observable takes the following form

$$\text{Var} \left( \hat{S}_{y,\text{out}}^{\text{out}} \right) \approx \frac{\eta N_P}{4} \left( 1 + \frac{\kappa^2}{2} + C \frac{\kappa^4}{12} \right), \quad (3)$$

where $\eta = 1 + \text{sinc}(\pi D)$, $D$ is the duty-cycle of stroboscopic probing, $\bar{\kappa} = \sqrt{\eta} \kappa$, and $C = \frac{1 - \text{sinc}(\pi D)}{1 + \text{sinc}(\pi D)}$. For a $\delta$-pulse ($D = 0$), perfect quantum back-action evasion is achieved, allowing for a NQND measurement to be realized. The magnetic sensitivity for the eddy current detection then approaches $\delta B_{\text{eddy}} \propto 1 / \text{SNR} \propto \sqrt{1 + \bar{\kappa}^2 / 2} / \bar{\kappa}$.

As a first step, we verify a spin-squeezed state of the atoms contained in an interaction volume of $500 \mu m \times 500 \mu m \times 25 \mu m$ using the sequence shown in Fig. 2 (a). The ensemble consists of $1.5 \times 10^9$ atoms at the temperature of $55$ °C. Using optical pumping [23], the atoms are prepared in the CSS. Typically, we achieve an atomic polarization of $97.5\%$, verified by pulsed magneto-optical resonance spectroscopy [23]. The imperfection leads to the spin projection noise $19.5\%$ higher than that of the CSS [23]. The spin noise is calibrated using the measured spin noise of the unpolarized atomic ensemble, namely the thermal spin state (TSS), since the TSS is insensitive to classical noise and BAN [23].

Optical pumping is followed by two sequences of stroboscopic probing pulses, modulated at $2\Omega L$ with varying duty cycles, generated using acousto-optical modulators.
Figure 2. Generation of a spin squeezed state of the magnetometer. (a) Pulse sequence used for squeezing demonstration consisting of optical pumping and a train of stroboscopic probing pulses modulated at twice the Larmor frequency. (b) Experimental demonstration of squeezing versus preparation duration $\tau_A$ and verification duration $\tau_B$ for 15% duty-cycle. Green horizontal line (solid): slice for $\tau_B = 40\,\upmu s$ used in subfigure c. Blue vertical line: slice for $\tau_A = 220\,\upmu s$ used in subfigure d. Green horizontal line (dashed): slice used for inset in subfigure d. (c) Achievable squeezing versus $\tau_A$ for $\tau_B = 40\,\upmu s$ for 15% (blue), 50% (red) and 90% (green) duty-cycle. (d) Projection noise (red), unconditional variance (blue) and conditional variance (green) versus $\tau_B$ for optimal $\tau_A = 220\,\upmu s$. The noise is normalized to light shot noise units (SNU). The inset shows squeezing for $\tau_B = 100\,\upmu s$ versus $\tau_A$.

The probe laser is locked with a detuning of 1.95 GHz from the $F = 4 \rightarrow F' = 4.5$ crossover transition of the D2-line. The first stroboscopic sequence with duration $\tau_A$ prepares a squeezed state via QND measurement, while the second sequence with duration $\tau_B$ verifies the degree of spin squeezing when conditioning on the outcome of the first stroboscopic measurement. The sequence is repeated thousands of times, allowing us to estimate $\langle \mathbf{J}_\perp \rangle$. The signal of each individual sequence is demodulated using an LIA and then recorded. Here, the outcomes are denoted $Q_A$ and $Q_B$ for the squeezing generation and verification processes, respectively. Conditioning the signal $Q_B$ during $\tau_B$ on the preceding signal $Q_A$ during $\tau_A$, allows to determine the conditional variance

$$
\text{Var} (Q_B | Q_A) = \min (\text{Var} (Q_B - \alpha Q_A))
$$

$$
= \text{Var} (Q_B - \alpha_{\text{opm}} Q_A)
$$

$$
= \frac{\text{Cov}^2 (Q_B, Q_A)}{\text{Var} (Q_A)},
$$

where $\alpha$ is the feedback parameter whose optimal value $\alpha_{\text{opm}} = \frac{\text{Cov} (Q_B, Q_A)}{\text{Var} (Q_A)}$ minimizes the conditional variance.

From the conditional and unconditional variances during $\tau_B$, we find the degree of spin squeezing as

$$
\xi^2 = \frac{\text{Var} (Q_B | Q_A) - \text{SN}_B - \text{EN}_B}{\text{Var} (Q_B) - \text{SN}_B - \text{EN}_B},
$$

where $\text{SN}_B$ and $\text{EN}_B$ are photon shot noise and electronic noise contributions during the verifying process. With the reduced conditional variance, the quantum noise limited sensitivity increases to $\delta B_{ec} \propto \sqrt{(1 + \xi^2 \kappa^2 / 2) / \kappa}$.
The degree of spin squeezing is optimized by varying $\tau_A$ and $\tau_B$ as shown in Fig. 2 (b). For the squeezing preparation time $\tau_A$, there is a clear optimum due to two opposing effects. For a too short $\tau_A$, the measurement strength limits the obtained information about the atomic spin and thus the degree of squeezing. Extending $\tau_A$ too long leads to additional decoherence and depumping effects. The increase of $\tau_B$ beyond an optimal value degrades the level of squeezing due to the information loss by decoherence effects. For the optimal values $\tau_A = 220 \mu s$ and $\tau_B = 40 \mu s$, we observe $10 \log (\xi^2) = (\pm 4.6 \pm 0.6)$ dB of spin squeezing. Plotting the level of squeezing for $\tau_B = 40 \mu s$ versus the duration of $\tau_A$ for different duty-cycles $D$ of the stroboscopic pulses, we observe squeezing degradation due to worse back-action evasion (Fig. 2 (c)).

The degree of spin squeezing together with the atomic polarization allows us to estimate the degree of entanglement present in the macroscopic spin ensemble [24]. With squeezing of $(-4.6 \pm 0.6)$ dB and an initial atomic polarization of $> 0.97$, we find that the spin ensemble contains groups of up to ten entangled atoms. The non-negligible level of SN weakens the effect of the spin squeezing on the overall observed noise. For $\tau_B = 40 \mu s$ in Fig. 2 (d), SN and PN are of similar magnitude. Increasing $\tau_B$ to 100 $\mu s$ improves the overall noise reduction in the conditional variance, enabling a more efficient measurement of a conductive sample at the expense of spin squeezing.

Next, we exploit spin squeezing to demonstrate QMIT with sensitivity improved beyond the projection noise limit. For this, an RF pulse of 47 $\mu s$ duration is introduced in-between the two stroboscopic measurements (Fig. 3 (a)). For optimal measurement efficiency, the stroboscopic pulses are required to overlap with the cosine quadrature of the LIA reference signal. Further, the eddy current detection is optimal when the RF pulse phase matches the LIA reference signal (Fig. 3 (b)).

The RF field induces eddy currents in the sample, a small titanium piece of dimension $1 \text{mm} \times 10 \text{mm} \times 10 \text{mm}$. Fig. 3 (b) visualizes the MIT signal from the sample as a function of the phase of the RF field. The signal is the difference between the sample and background measurement. The eddy current signal is maximal with an out-of-phase RF field. The respective uncertainties for conditional (red) and unconditional (blue) measurements are shown in Fig. 3 (b). For comparison, the quantum noise for the back-action evaded measurement without squeezing is shown in green. It is determined from the experimental results as $\sqrt{\text{SNR} + \text{PNR}}$, where PNR is the projection noise variance during $\tau_B$ and SNR is the shot noise variance as defined in Eq. (5). The average level of spin squeezing for the data shown in Fig. 3 (b) is $(-1.8 \pm 0.1)$ dB. The observed reduction in the level of squeezing originates from multiple factors. First, introducing a gap leads to a degradation of squeezing due to decoherence effects [23]. For a gap of 50 $\mu s$, squeezing is reduced to $(-3.0 \pm 0.4)$ dB when the RF coils are disconnected from electronic devices. The second effect reducing the available squeezing is the connection of the RF coils to the function generator. While connecting the coils compromises the squeezing, we did not observe a significant change between sending the RF pulse or not. We therefore believe the degradation of squeezing originates from minuscule currents flowing through the coils even when no RF pulse is sent from the function generator. Despite this, we still observe $(41 \pm 1)$ % reduction between conditional to unconditional uncertainty. Considering the maximal signal at 90° RF phase, we observe 42.5 % noise reduction, improving the SNR of a single-shot measurement from 0.72 to 1.2. The entanglement-assisted sensing allows us to achieve a conditional uncertainty 11 % below the expected quantum noise for the back-action free measurement, given as $\sqrt{\text{SNR} + \text{PNR}}$. This result matches well with the sensitivity improvement expected from the level of squeezing, estimated through $\sqrt{\text{SNR} + \xi^2 \text{PNR}}/\sqrt{\text{SNR} + \text{PNR}} \approx 0.89$ [23]. Comparing the SQL of continuous measurements, given by $(1 + 2/\sqrt{3})^{1/2} \approx 1.47$ in units of $\sqrt{\text{PNR}}$ to our conditional noise of 1.11 $\sqrt{\text{PNR}}$, the observed noise reduction can be estimated as $1.11/1.47 = 0.76$, corresponding to $-2.4$ dB noise reduction.

Finally, we demonstrate the spatial sensitivity of our sensor with a one-dimensional (1D) QMIT of the sample. As shown in Fig. 1 (b), the sample is moved past the cell in 1 mm steps along the x-axis. For each position, 4000 consecutive measurements are performed. The conditional variance is determined using $\alpha_{\text{open}} = 0.91$ from the no-sample measurement. We average the sweep of the sample 40 times, corresponding to 100 independent MIT measurements. In Fig. 4, the distribution of the sample center for the 100 MIT measurements is shown.
with conditional and unconditional results marked in red and blue, respectively. The distribution is significantly narrower using spin squeezing, visualized using Gaussian distributions and shaded areas, reflecting the standard deviation of 0.20 mm for the conditional measurement and 0.36 mm for the unconditional measurement. The quantum-enhanced MIT provides a nearly two-fold improvement in precision.

The duration of a single 1D tomography sequence can be estimated from the number of repetitions combined with the number of positions measured. Using a conservative estimate of 13 ms per repetition including optical pumping and the measurement, 40 repetitions per position would take 520 ms. The total scan sufficient to measure the sample position with an uncertainty of 0.20 mm would take 26 s.

We have proposed a novel quantum sensing protocol for magnetic induction tomography. We successfully demonstrated entanglement-enhanced eddy current detection and 1D QMIT through back-action evasion and spin squeezing. The demonstrated improvement of sensitivity beyond the SQL offers a promising path towards non-invasive measurements on weakly conducting samples, such as biological tissue, exploiting the noise reduction for higher sensitivity and less measurement time.
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I. EXPERIMENTAL SETUP

Supplementary Figure 1. Extended experimental setup. Experimental schematic including configuration of bias and RF magnetic field, vapour cell, sample and optical pumping and probe laser configuration. \( \lambda/2 \) and \( \lambda/4 \) are indicating half- and quarter-waveplates, (P)BS is indicating a (polarizing) beamsplitter, while AOM refers to an acousto-optical modulator.

In the experiment, an encapsulated, anti-relaxation coated cesium vapour cell is used as the container of the atomic ensemble forming the atomic magnetometer (AM). The interaction volume is a micro channel of size 500 \( \mu \)m \( \times \) 500 \( \mu \)m \( \times \) 25 mm. The cell is placed inside a magnetic shield (Supp. Fig. 1 and 2) consisting of five layers, the outermost layer is made of iron, the three next inner layers consist of mu-metal and the innermost layer is made of aluminium. Along the shield axis and transverse to the cell channel, a bias magnetic field \( B_{\text{bias}} \) is applied, introducing a Zeeman level splitting corresponding to a Larmor frequency of \( \Omega_L \approx 725 \) kHz. Parallel to the bias magnetic field, optical pumping is used to prepare the atomic ensemble in the coherent spin state (CSS). We typically achieve an atomic polarization of > 97% (Supp. III). Parallel to the cell channel and transverse to the macroscopic spin orientation, the stroboscopic probe beam, 1.95 GHz detuned from the \( F = 4 \rightarrow F' = 4,5 \) crossover transition of the D2-line, is sent. The pulses for the experimental sequence are generated by two acousto-optical modulators (AOMs), one for the stroboscopic probe pulses and one for the overlapped pump and repump laser as indicated in Supplementary Fig. 1. For the optical pumping, low-pass filtering of the drive signal sent to the AOM allows for a smooth turn-off of the optical pumping and therefore avoids unwanted atomic excitations due to the high-frequency components in a square pulse.

Transverse to both, probing and bias magnetic field direction, an optional RF field can be applied. For the atomic state characterization, the RF coils are connected in parallel. For MIT measurement, the differential technique ([1]) providing zero mean field at the cell in the absence of any conducting sample is used. Eddy currents induced in the conducting sample inserted between one of the coils and the cell (Supp. Fig. 2) change the mean field affecting the atomic spin state. The atomic spin is mapped onto the probe light polarization which is recorded using homodyne detection. Since the measurement is phase sensitive, leading to artefacts in the recorded signal due to minor path differences, but also different response times of the two photo detectors, "cat-eyes" on a stage are used to correct for any path length difference in the homodyne detection. The signal is demodulated with a lock-in amplifier (LIA), the demodulated time-signal is acquired for thousands of consecutive repetitions. To maximize the detection efficiency, we optimize the demodulation phase of the LIA to match the stroboscopic phase.
Supplementary Figure 2. Side view of coil- and cell configuration. Illustration of experimental geometry inside the magnetic shield including dimensions for the vapour cell, sample and RF coils used for the entanglement-enhanced MIT.

All pulse sequences used have a rather long optical pumping pulse, exceeding the longitudinal spin coherence time $T_1$ several times, preparing a CSS as the initial state. The optical pumping is followed by a sequence of stroboscopic probe pulses, modulated at twice the Larmor frequency $\Omega_L$. The duty-cycle $D$ of the stroboscopic probing can be varied. The duration and strength of the consecutive probe pulses used for squeezing preparation $\tau_A$ and squeezing verification $\tau_B$ can be varied for squeezing optimization. Introducing a gap of $\tau_{\text{gap}} = 50 \, \mu s$ between the two processes allows to incorporate the RF pulse which generates eddy currents in the sample (Supp. Fig. 3). The impact of the gap on the squeezing is described in V.

To gauge the strength of the RF field, the RF coils have to be calibrated. This is done using a pick-up coil of 9 mm diameter with 30 windings. First, the inductance of the pick-up coil is determined using a simple RL circuit and varying the frequency. The frequency dependent response is fitted to get the estimate for the inductance, here $L = 30.5 \, \mu H$. Using this, the magnetic field versus applied voltage to the RF coils can be calibrated.

Supplementary Figure 3. Experimental time sequence for qMIT. The gap and RF pulse are optional, duration of $\tau_B$ is truncated in the postprocessing analysis. The duty-cycle $D$ of stroboscopic pulse trains can be varied using the signal generator shown in Supp. Fig. 1.

The performance of the entanglement-enhanced RF magnetometer is verified by inserting a small piece of titanium (1 mm $\times$ 10 mm $\times$ 10 mm) between one of the RF coils and the vapour cell (Supp. Fig. 2). Recording the change in the signal due to the induced eddy currents in the sample allows to detect the sample location and perform a
one-dimensional (1D) MIT exploiting entanglement-enhanced sensitivity to eddy currents.

II. ATOMIC POLARIZATION AND SPIN STATE CALIBRATION

A fundamental requirement for the successful quantum-noise-limited operation of the atomic ensemble as an AM is a high degree of atomic polarization, a prerequisite to the CSS. Optical pumping using a pump ($F = 4 \rightarrow F' = 4$ on D1) and a repump ($F = 3 \rightarrow F' = 2,3$ crossover transition on D2) laser is employed for a duration exceeding the spin relaxation time many times. To quantify the atomic polarization of the atomic ensemble, the technique of magneto-optical resonance spectroscopy (MORS), also referred to as RF spectroscopy, as presented in [2], is used. Given that the experiment is operated using laser pulses, the MORS is also performed in its pulsed version. Due to the RF pulse’s short duration, it is spectrally broad and hence is driving all oscillations between neighboring Zeeman levels despite their different Larmor frequencies due to the quadratic Zeeman splitting.

Supplementary Figure 4. Atomic state calibration and CSS decay. (a) Unresolved pulsed MORS spectrum at Larmor frequency $\Omega_L \approx 724 \text{kHz}$ used for the quantum-enhanced AM. (b) Resolved pulsed MORS spectrum at $\Omega_L \approx 1.4 \text{MHz}$ with the fit for estimating atomic polarization. A small maximum around 1.4412 MHz is a signature of imperfect spin polarization. (c) Signal amplitude during $\tau_B = 100 \mu s$ versus duration $\tau_A$. MORS spectra are measured after squeezing generation process. The error bars reflect the standard deviation on the mean obtained from 4000 measurements for each point. The red data point is the signal amplitude for the optimal squeezing for $\tau_A = 220 \mu s$. The fit is an exponential decay.

The bias magnetic field $B_{\text{bias}}$ is chosen such that the Larmor frequency is $\Omega_L \approx 725 \text{kHz}$. At the operating temperature of 55°C the broadening arising from atom-wall collisions and magnetic field inhomogeneity does not allow for a resolved pulsed MORS spectrum (Supp. Fig. 4 a) and hence it is not possible to estimate the atomic polarization reliably. In order to get a proper estimate of the atomic polarization, the Larmor frequency is increased to $\Omega_L \approx 1.4 \text{MHz}$ to increase the quadratic splitting beyond the broadening and to resolve the spectrum. The measured atomic polarisation in this case is 97.5% (Supp. Fig. 4 b). From this we infer the atomic polarization after the optical
pumping to be > 97% for the usual Larmor frequency. This high level of atomic polarization is obtained through tedious optimization of the circular polarization, beam size and power, as well as shaping the turn-off of the optical pumping beams to be smooth.

From the pulsed MORS shown in Supp. Fig. 4 b, only the polarization directly after the optical pumping is obtained. However, since the experimental pulses extend over multiple hundreds of microseconds, the atomic polarization decays during the measurement sequence. To quantify the influence of the decay of the CSS during the squeezing preparation, the duration of the first stroboscopic pulse has been varied before sending a RF pulse and the signal has been consecutively read out for a fixed duration of $\tau_B = 100$ µs. Depending on the decay of the atoms from $m_F = 4$ of the hyperfine level $F = 4$ into other Zeeman levels or into the hyperfine level $F = 3$, the strength of the signal should decrease. The decay rate should be directly related to the the atomic population distribution and hence be given by

$$A(t) = B \exp(-t/T_1).$$

Fitting this exponential decay to the data as presented in Supplementary Fig. 4 c) leads to a spin decay time $T_1$ of

$$T_1 = (4.5 \pm 0.1) \text{ ms}.$$  

This is significantly longer than the duration of $\tau_A$, therefore the impact arising from polarization decay should be small.

### III. SPIN NOISE CALIBRATION

The measured spin noise of the unpolarized, thermal atomic ensemble, namely thermal spin state (TSS) is considered a robust reference for calibrating the spin noise of the CSS, because the TSS is insensitive to the classical noise and BAN. For the TSS, all 16 sublevels of the ground state have the same population, so there are $9/16$ of all atoms in the $F = 4$ state. Remaining atoms staying in the $F = 3$ state are not observed by the probe light due to a large probe detuning. The spin noise variance of a single atom in the hyperfine state $F = 4$ is $\var{j_z}^2_{\text{TSS}} = \langle j_z^2 \rangle = \langle j^2 \rangle / 3 = F(F + 1)/3 = 20/3$, so the observed noise for the TSS is $\var{j_z}^2_{\text{TSS}} = (20/3) \times (9/16) N_A = \frac{45}{4} N_A$, whereas for the CSS, the spin noise is $\var{j_z}^2_{\text{CSS}} = 2 N_A$. Therefore, we use $\var{j_z}^2_{\text{CSS}} = \frac{8}{15} \var{j_z}^2_{\text{TSS}}$ to calibrate the spin projection noise of the CSS using the observed spin noise of the TSS.

In the experiment, we calibrate the projection noise variance $PN_B$ with reference to TSS. For this, the underlying assumption is that the atomic ensemble is in a CSS state. However, following the characterization of the atomic state presented in Supp. Fig. 4 a and b, it becomes clear that this assumption does not perfectly hold, since we achieve 97.5% atomic polarization after optical pumping. Since the CSS has the smallest projection noise, the calibration used is underestimating the true projection noise. From the 97.5% of atomic polarization, the calibration of the projection noise correction for the initial spin state amounts to 20%. For the sample measurement, the improvement due to squeezing can be calculated as the ratio of the eddy current sensitivities with and without the squeezing. For the uncorrected projection noise (see the main text), the improvement is

$$\sqrt{\text{SN}_B + \xi^2 PN_B} / \sqrt{\text{SN}_B + PN_B} = \frac{\sqrt{1 + 1.75/10^{11.5}}}{\sqrt{1 + 1.75}} = 0.89$$

which corresponds to a reduction of 11% in the uncertainty compared to the projection noise without correcting for the imperfect atomic polarization. Considering the imperfect spin polarization, which leads to correction $PN_B \rightarrow 1.2PN_B$, the ratio changes to 0.88. This is only a small change to the uncorrected value.

### IV. VERIFICATION OF BACK-ACTION EVASION

In the experiment stroboscopic pulses are employed to reduce the amount of back-action introduced to the system. While complete back-action evasion is expected only for $\delta$-peak like interaction, meaning an infinitely short probe pulse, experimentally there are limits to the applied duty-cycle of the probe pulse. In particular, the AOM used for generating the stroboscopic probing pulses puts a limit on the duty-cycle to 15%.

The cosine quadrature of the LIA is determined by

$$\var{j_z}^2_{\text{SSS}} \approx \frac{\Phi_T}{4} \left[ 1 + \text{sinc}(\pi D) \right] \left[ 1 + \frac{\tilde{\kappa}^2}{2} + \frac{\tilde{\kappa}^4}{12} \frac{1 - \text{sinc}(\pi D)}{1 + \text{sinc}(\pi D)} \right],$$

where

$$\var{j_z}^2_{\text{SSS}} \approx \frac{\Phi_T}{4} \left[ 1 + \text{sinc}(\pi D) \right] \left[ 1 + \frac{\tilde{\kappa}^2}{2} + \frac{\tilde{\kappa}^4}{12} \frac{1 - \text{sinc}(\pi D)}{1 + \text{sinc}(\pi D)} \right].$$

The experimentally observed spin noise variance of a single atom in the hyperfine state $F = 4$ is

$$\var{j_z}^2_{\text{CSS}} = \frac{8}{15} \var{j_z}^2_{\text{TSS}}$$

where

$$\var{j_z}^2_{\text{TSS}} = \frac{20}{3} \times (9/16) N_A = \frac{45}{4} N_A.$$
In order to compare the quantum noise and verify the reduction in the back-action noise for different duty-cycles, the obtained signal has to be corrected for the different overlap with the LIA demodulation, corresponding to dividing the recorded signal by \( \eta = [1 + \text{sinc}(\pi D)] \). The respective signals for duty-cycles of 90, 50 and 15 \% are shown in Supp. Fig. 5. As the same average power per duty-cycle is used, the linear contribution arising from the projection noise in equation (4) should be the same for all duty-cycles after the correction for \( \eta \). However, given the different back-action contributions, which is quadratic, due to the different duty-cycles, these should not coincide. In Supp. Fig. 5 it is clearly visible that the back-action contribution is lower for smaller duty-cycles, while the linear part obtained from fitting to a polynomial of second order as suggested by equation (4).

As seen in Supp. Fig. 5, the projection noise level estimated from the fit for a duty-cycle of 15 \% (blue line), does not coincide exactly with the lines for the other two duty-cycles. This seems to be related to the fact that the AOM has a finite rise time and the approximation of a square pulse starts to break down.

Supplementary Figure 5. Verification of the back-action evasion. Reduction of back-action noise for lower duty-cycles: 90 \% (green), 50 \% (red) and 15 \% (blue). The linear contribution represent the projection noise, while the data points contain projection and back-action noise.

V. SQUEEZING DECAY

For the operation as an atomic magnetometer, the pulses for squeezing generation and verification cannot be sent consecutively, but rather a time gap that allows for sending an RF pulse has to be introduced.

To test the effect of a gap on the level of squeezing, a stroboscopic pulse of duration \( \tau_A = 220 \mu s \) for the squeezing preparation with a 15 \% duty-cycle is sent. The optimum duration has been determined from data without a gap as presented in Fig. 2 b, c of the main text. Delaying the verification pulse \( \tau_B \) in a range between 0 - 300 \( \mu s \) allows to estimate the influence of spin decoherence in the dark on the level of spin squeezing. In Supp. Fig. 6, the obtained level of squeezing for a fixed duration of \( \tau_B = 100 \mu s \) is shown. In the experiment itself the duration of \( \tau_B \) can be chosen in the analysis by truncating the time bins considered for the analysis. Given the trade-off between SNR and degree of squeezing, we chose to fix \( \tau_B = 100 \mu s \) for Supp. Fig. 6. With the gap between the two stroboscopic pulses the squeezing degrades. In Supp. Fig. 6 the degradation of the squeezing is small for short gap duration less than 60 \( \mu s \), but the decay of the squeezing is more severe for longer gap durations. Given the trade-off between the squeezing degradation and the possibility to drive excitations and eddy currents for the quantum-enhanced MIT type of measurement, the gap duration is chosen to be 50 \( \mu s \).

It should be noted that in Supp. Fig. 6 there are two points for 0, 50 and 200 \( \mu s \) gaps, originating from data sets acquired on different days. This was to verify that the results are reproducible. The error bars in the plots originate from nine individual measurements of the thermal noise, atomic noise, the photon shot noise and the electronic noise, each consisting of 2000 measurement repetition. The obtained variances and their uncertainties are then propagated through using the standard error propagation formula as was done for all other measurements for the degree of squeezing.
VI. INFLUENCE OF F=3 POPULATION ON THE PROJECTION NOISE

In the experiment, a probe laser at $\Delta' = -1.95$ GHz blue detuning from the $F = 4 \rightarrow F' = 4.5$ crossover transition of the D2-line is used. While most atoms should be in the $F = 4$ hyperfine manifold, residual atoms in the $F = 3$ can contribute to the obtained signals as well. Therefore, the expected ratio of their contributions should be estimated.

The measured noise is expressed by equation (4) with $\hat{\kappa}^2 = \frac{1}{4} \beta^2 J_x \Phi \tau [1 + \text{sinc} (\pi D)]$, $\beta = -\frac{\pi}{\sqrt{8 \Delta \Delta'}} \alpha_1$. Here, the detuning $\Delta$ and Faraday interaction strength $a_1$ depend on whether atoms are in $F = 4$ or $F = 3$. For the Cesium D2 transition ($6^2 S_{1/2} \rightarrow 6^2 P_{3/2}$) from the $F = 4$ hyperfine manifold of the ground state [4],

$$a_{F=4}^1 = \frac{1}{120} \left( -\frac{35}{1-\Delta_{35}/\Delta} - \frac{21}{1-\Delta_{45}/\Delta} + 176 \right),$$

where $\Delta_{35} = 452.24$ MHz, $\Delta_{45} = 251.00$ MHz [5] and $\Delta = -1.82$ GHz with respect to transition $6^2 S_{1/2}$ $F = 4 \rightarrow 6^2 P_{3/2}$ $F' = 5$. So for $F = 4$, $a_1 \approx 1.079$. The unperturbed ground state hyperfine transition frequency of the cesium-133 atom is 9.193 GHz. Similarly, $a_1$ can be estimated for atoms in $F = 3$ [4]

$$a_{F=3}^1 = \frac{1}{56} \left( -\frac{45}{1+\Delta_{24}/\Delta} - \frac{21}{1+\Delta_{23}/\Delta} - 80 \right),$$

with $\Delta = 6.76$ GHz with respect to transition $6^2 S_{1/2}$ $F = 3 \rightarrow 6^2 P_{3/2}$ $F' = 2$. Then $a_1 \approx -1.032$ for $F = 3$.

The projection noise contribution $\text{Var} \left[ \hat{S}^\text{out,y,}\tau \right] \propto \hat{\kappa}^2 \propto \beta^2 \propto a_1^2/\Delta^2$. For atoms in $F = 3$ this ratio is 15 times smaller that for atoms in $F = 4$. Given that optical pumping leaves only a minor part of atoms in $F = 3$, their contribution to the signal should be even smaller. Therefore neglecting contributions to the signal arising from atoms in $F = 3$ is a valid assumption.
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