The Newton-X platform: new software developments for surface hopping and nuclear ensembles
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ABSTRACT: Newton-X is an open-source computational platform to perform nonadiabatic molecular dynamics based on surface hopping and spectrum simulations using the nuclear ensemble approach. Both are among the most common methodologies in computational chemistry for photophysical and photochemical investigations. This paper describes the main features of these methods and how they are implemented in Newton-X. It emphasizes the newest developments, including zero-point-energy leakage correction, dynamics on complex-valued potential energy surfaces, dynamics induced by incoherent light, dynamics based on machine-learning potentials, exciton dynamics of multiple chromophores, and supervised and unsupervised machine learning techniques. Newton-X is interfaced with several third-party quantum-chemistry programs, spanning a broad spectrum of electronic structure methods.
1 INTRODUCTION

Incoherent techniques for treating excited states have been the primary driver for the surge of photoexcitation studies in the last couple of decades. These techniques approximate the nuclear part of the molecular wavefunction for ensembles of classical systems, with each element independent of the others. Two such techniques, the trajectory surface hopping (TSH; all acronyms are defined at the end of this paper) for nonadiabatic dynamics and the nuclear ensemble approach (NEA) for spectrum simulations, are the workhorse methods for computational photochemistry.1-3 Newton-X (www.newtonx.org) is an open-source software platform tailored for these two types of simulations.

Newton-X development started in 2005 based on surface hopping codes developed by Granucci et al.4 The first paper describing Newton-X (version 0.13) was published in 2007.5 Seven years later, a second paper reported the new developments in the program, at that point, still in version 1.4.6 Since then, other eight years have passed, and Newton-X has branched into four stand-alone software packages (Figure 1): Initcond for nuclear ensemble simulations, Newton-X classical series (CS), Newton-X new series (NS), both for dynamics, and Ulamdyn for data analysis. Now that the Newton-X CS has reached version 3, it is an adequate time to synthesize the software's status in a new publication, crediting many new coauthors who joined the software development.

This paper focuses on Initcond and Newton-X CS. However, whenever we mention Newton-X without specifying the series, the feature in question should be valid for both CS and NS. Newton-X NS's core features are discussed in Section 7. Ulamdyn is introduced in Section 6.3.

When Newton-X was first released in 2007, it was the only publicly available software for surface hopping and nuclear ensembles using ab initio quantum-chemical methods. Since then, many other options have appeared,7-17 each excelling in specific niches. Newton-X remains relevant by providing a complete set of tools for all steps of the nonadiabatic dynamics research, from spectrum simulations to advanced data analysis. Thus, it became a platform for external developments,18-22 which are eventually included in the public version. Moreover, Newton-X counts on an active developers’ basis, implementing new methodologies to extend the domain of applicability of standard approaches.

In recent years, Newton-X became the host of novel methods for nonadiabatic couplings without wavefunctions,23 zero-point-energy leakage corrections,24 and nonadiabatic dynamics induced by incoherent light,25 in complex-valued potential energy surfaces,26 and including multiple chromophores.27 All these features, together with interfaces to numerous third-party programs spanning methods from MRCI to machine learning potentials, make Newton-X one of the richest software platforms for mixed quantum-classical simulations. This paper reviews the basic concepts underlying TSH and NEA and all these novel developments, delivering an integrated overview of the Newton-X capabilities.
2 PROGRAM ARCHITECTURE

Newton-X is primarily focused on atomistic simulations, meaning that molecules are described as nuclei and electrons treated within the Born-Oppenheimer approximation, with nonadiabatic effects added as a correction. In principle, neither dynamics nor nuclear ensembles require model Hamiltonians or precomputed, fitted potential energy surfaces. The programs are tailored to evaluate on-the-fly the electronic properties at specific nuclear coordinates determined by dynamics or probability distribution functions.

The electronic structure calculations are carried out by third-party computational chemistry programs interfaced with Newton-X. Newton-X CS uses Perl scripts to call such interfaces, execute the third-party programs, read their outputs, and use their results to propagate dynamics, compute nonadiabatic couplings, and simulate spectra. The numerical integration of the classical and quantum equations of motion, the surface hopping algorithm, and the Wigner sampling are executed by Fortran codes. The interfaces to third-party programs are defined in a shared Perl dictionary (hash), which controls default and execution parameters. The currently available interfaces are discussed in Section 5. The development of an interface to a new third-party program consists of defining its primary operation in the dictionary and preparing scripts to execute and read the outputs of that program.

3 SURFACE HOPPING

The primary nonadiabatic dynamics method implemented in Newton-X is the decoherence-corrected fewest-switches surface hopping (DC-FSSH) approach. In this section, we review the main aspects and variants of the method as implemented in Newton-X CS. The essential software operation is illustrated in Figure 2.
Figure 2. **Flowchart of nonadiabatic dynamics in Newton-X CS.** To run a single trajectory, the user should provide dynamics parameters defining the methods to be used and the initial conditions, including the molecular initial state $L$. Newton-X calls third-party quantum-chemical programs to compute electronic energies ($E$), energy gradients ($g$), and, optionally, either nonadiabatic coupling vectors ($h$) or atomic orbital overlaps between different time steps ($s$). The latter is employed to build the wavefunction overlap matrix $S$ for either time-derivative couplings or local diabatization (LD). All this information comes together to propagate classical and quantum equations of motion (EOM) in one timestep. The fewest-switches surface hopping (FSSH) is used to determine the electronic state $L$ for the new time step.

### 3.1 Classical equations of motion

The classical positions of the nuclei are determined by integrating Newton’s equations with the *velocity-Verlet* algorithm\(^{28-29}\) with timestep $\Delta t$

$$
R(t + \Delta t) = R(t) + v(t)\Delta t + \frac{1}{2}a(t)\Delta t^2
$$

$$
v(t + \Delta t) = v(t) + \frac{1}{2}(a(t) + a(t + \Delta t))\Delta t
$$

where $R$ and $v$ are the Cartesian coordinates and velocities. The acceleration $a_\alpha$ of an atom $\alpha$ is obtained from the energy gradient of the adiabatic electronic state $L$,

$$
a_\alpha(t) = -\frac{1}{M_\alpha} \nabla_\alpha E_L(R(t))
$$
By default, Newton-X works in a microcanonical ensemble, conserving the total energy. Optionally, canonical ensembles can be employed with the Andersen thermostat.\textsuperscript{30}

### 3.2 Zero-point-energy leakage correction

Newton-X contains a method to correct zero-point-energy (ZPE) leakage, the local-pair (LP) ZPE correction.\textsuperscript{24} The method is tailored for on-the-fly propagation and does not require Hessian matrices, which are too expensive to be tracked during dynamics. LP-ZPE monitors the mean kinetic energy of high-frequency atom pairs instead of the normal modes. If this mean value drops below a threshold, the pair is topped up with energy pumped from other pairs.

The LP-ZPE method is built to have minimum interference in the dynamics, with energy being transferred through instantaneous, fictitious central forces. Thus, it conserves the system's total energy and linear momentum. The angular momentum of the atom pairs is conserved too. The LP-ZPE correction needs only three adjustable parameters independently of the system size.

An example of the unphysical effects of ZPE leakage is seen in the dynamics of water dimers. A weak interaction binds the dimer in its lowest vibrational state.\textsuperscript{31} However, ZPE leaks from the fast OH vibrational modes to the slow intermolecular modes, leading to an artificial dimer dissociation within a few picoseconds during dynamics in the ground state. LP-ZPE inhibits this artifact by continuously monitoring the mean kinetic energy in each OH pair and correcting them when needed.\textsuperscript{24}

---

**Figure 3. LP-ZPE applied to water dimer.** The figure shows the mean value of the O–O distance as a function of time for uncorrected and ZPE-leakage corrected ground state dynamics. Uncorrected ground-state dynamics predicts that the dimer should dissociate within a few picoseconds. When the LP-ZPE correction is applied, the dimer does not dissociate. Data from reference [24].
3.3 Decoherence-corrected fewest-switches surface hopping

In our implementation of the fewest-switches surface hopping (FSSH), the time-dependent electronic wave function Ansatz is written as

$$\ket{\psi(t)} = \sum_K c_K(t) e^{-i\gamma_K(t)} \ket{K}$$

(3)

where \( \ket{K} \) are the adiabatic states, and the phase is

$$\gamma_K = \frac{1}{\hbar} \int_0^t E_K(R(t')) dt'$$

(4)

\( E_K \) is the adiabatic energy computed for the nuclear geometry \( R \). The time-dependent complex-valued coefficients \( c \) of eq (3) are obtained by integrating a local approximation of the Schrödinger equation

$$\frac{dc_j}{dt} = -\sum_{k \neq j} c_k e^{i\gamma_{jk}} \sigma_{jk}$$

(5)

where \( \gamma_{jk} = \gamma_j - \gamma_K \) and

$$\sigma_{jk} \equiv \langle J \mid \frac{\delta}{\delta R} K \rangle = \mathbf{v} \cdot \mathbf{h}_{jk}$$

(6)

is the time-derivative nonadiabatic coupling. In this last equation,

$$\mathbf{h}_{jk} \equiv \langle J \mid \frac{\delta}{\delta R} K \rangle$$

(7)

is the first-order nonadiabatic coupling vector. Either \( \sigma_{jk} \) or \( \mathbf{h}_{jk} \) can be used; see Section 3.5.

The classical time step \( \Delta t \) can be divided into \( m_s \) substeps, and eq (5) is integrated with a timestep \( \Delta \tau = \Delta t / m_s \) much smaller than the classical step of eq (1). Several algorithms are available in Newton-X for this integration, and we use the Butcher algorithm by default. Energies, nuclear velocities, and couplings are computed only at the classical steps. For the integration of eq (5), the values of these quantities in each substep are obtained by interpolating between classical steps.

Instead of directly integrating eq (5), the coefficients \( c \) can also be obtained via local diabatization, as discussed in Section 3.4.

Newton-X can correct the overcoherence in FSSH either with the simplified decay of mixing (SDM) or with the overlap-driven decoherence correction (ODC). In SDM, the coefficients \( c \) are corrected according to eq (17) of reference [37], which assumes that the decoherence time is a function of the energy gap and the nuclear kinetic energy.

The ODC correction is more involved than the SDM. In brief, it attributes a leading frozen Gaussian wave packet to the current state, centered at the classical phase space point. Whenever the hopping
probability to another state increases, an ancillary frozen Gaussian wave packet is assigned to this other state. As the trajectory evolves, the ancillary wave packets are propagated too. This propagation is done with a crude approximation based on the classical kinetic energy and energy gaps to avoid additional time overhead. The overlap between the leading wave packet and the ancillary ones is monitored. When this overlap drops below a predefined threshold, the ancillary wave packet is deleted, and its probability is attributed to the current state.

Either with the DC-corrected or the uncorrected coefficients $c$, the FSSH hopping probability is

$$P_{L \rightarrow J}(t) = \max \left[ 0, -\frac{2\Delta \tau}{\rho_{LL}(t)} \sigma_{rL}(t) \Re \left( \rho_{rL}^*(t) e^{i\sigma(t)} \right) \right]$$

(8)

where

$$\rho_{rL}(t) = c_r(t) c_{rL}^*(t)$$

(9)

Every time step, a uniform random number $r_i$ is sampled in the [0,1] interval. A hopping from state $L$ to $J$ happens if

$$\sum_{k=1}^{j-1} P_{L \rightarrow k} < r_i \leq \sum_{k=1}^{j} P_{L \rightarrow k}$$

(10)

and there is enough kinetic energy to allow energy conservation after hopping over an energy gap $\Delta E_{rL}$. If this second criterion is not satisfied, the hopping is frustrated, and the trajectory remains on the same surface. However, if the hopping takes place, the nuclear velocity is adjusted to enforce total energy conservation (see Section II.III of reference [39] for details of the adjustment algorithm).

In Newton-X, this velocity adjustment can be made either in the direction of the nonadiabatic coupling vector (if available) or in any direction in the plane defined by the nonadiabatic coupling and gradient difference vectors. When these vectors are unknown, velocity adjustment is made in the direction of the momentum. This latter choice is not size-extensive and may lead to an artificial excess of back hoppings.\textsuperscript{40-41} This problem can be avoided by allowing hoppings to upper states only if the energy required is smaller than the nuclear kinetic energy per degree of freedom. The size-extensivity problem is already noticeable for medium-sized molecules. In reference [42], for example, reducing the kinetic energy available for back hopping was imperative to adequately describe the excited-state dynamics of pyrene (26 atoms) after excitation into $S_7$.

### 3.4 Local diabatization

Instead of the direct integration of eq (5), an alternative strategy to perform FSSH is the local diabatization (LD) approach,\textsuperscript{4,43} which is intended to provide enhanced numerical stability in the case of highly peaked nonadiabatic couplings, including the limiting situation of trivial\textsuperscript{44} (or unavoidable\textsuperscript{45}) crossings.
In local diabatization, the coefficients $c$ are obtained through a unitary transformation

$$c(\Delta t) = T^t e^{-iZ_\tau} c(0)$$

(11)

where $T$ is an adiabatic-to-diabatic transformation matrix at time $t + \Delta t$. (In local diabatization, $\Delta \tau = \Delta t$.) The diabatic states correspond to the adiabatic ones at the beginning of the integration time step, and the $T$ matrix is obtained by Löwdin orthonormalization of the wavefunction overlap matrix

$$S_{JK}(t + \Delta t) = \langle J(t)|K(t + \Delta t) \rangle$$

(12)

The matrix $Z$ in eq (11) is obtained by linearly interpolating the diabatic Hamiltonian matrix between $t$ and $t + \Delta t$. Once the coefficients $c$ are calculated, they should be corrected for overcoherence using either SDM or ODC, and the hopping probabilities are computed with eq (A.6) of reference [46].

### 3.5 Nonadiabatic couplings

If native nonadiabatic coupling vectors $h$ are available in the third-party program, Newton-X can use them to propagate the dynamics. Due to the arbitrary sign of the wave functions, the coupling phase is tracked and corrected when necessary.

For several interfaces, Newton-X allows computing time-derivative couplings $\sigma_{JK} = \langle J | \frac{\partial}{\partial t} K \rangle$ with the Hammes-Schiffer/Tully approach:

$$\sigma_{JK}(t) \approx \frac{1}{4\Delta t} \left[ 3S_{JK}(t) - 3S_{KJ}(t) - S_{JK}(t - \Delta t) + S_{KJ}(t - \Delta t) \right]$$

(13)

where the overlap functions are defined in eq (12). These functions can be obtained with two different methods, the determinant-derivative (DD) and the orbital-derivative (OD) approaches. In both cases, they depend upon the calculations of atomic orbital overlap integrals between different time steps. OD overlap calculations are much faster than calculations of DD overlaps. However, OD overlaps are limited to single excitations, while DD overlaps can deal with any excitation rank. These same overlap functions are used for local diabatization (Section 3.4).

For linear-response methods, the electronic wavefunctions used to compute the overlap are based on Casida’s auxiliary multielectron wavefunctions corresponding to the configuration interaction Ansatz

$$|K\rangle = \sum_{ia} C^K_{ia} |ia\rangle$$

(14)

where $|ia\rangle$ are Slater determinants with a single excitation from orbital $i$ into orbital $a$, and the linear-response coefficients for $C^K_{ia}$.
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3.6 Nonadiabatic couplings without wavefunctions

For all methods available in Newton-X, nonadiabatic couplings can be calculated with the time-dependent Baeck-An approach\(^ {23}\) (TD-BA), which approximates the time-derivative couplings in terms of the energy gaps and their second time-derivatives

\[
\sigma_{jk} \approx \begin{cases} 
\frac{\text{sgn}(\Delta E_{jk})}{2} \sqrt{\frac{1}{\Delta E_{jk}} \frac{d^2 \Delta E_{jk}}{dt^2}} 
& \text{if } \frac{1}{\Delta E_{jk}} \frac{d^2 \Delta E_{jk}}{dt^2} > 0 \\
0 
& \text{if } \frac{1}{\Delta E_{jk}} \frac{d^2 \Delta E_{jk}}{dt^2} \leq 0
\end{cases}
\]  

The TD-BA approach does not require wavefunctions to estimate the coupling, employing only the topographic features of the potential energy surfaces as given during the propagation. Thus, the method can be universally used with any electronic structure for which excited-state dynamics is possible.

Nevertheless, TD-BA does not replace the full coupling calculation and should be reserved for exploratory dynamics, where qualitative results are acceptable. Bearing this warning in mind, reference [23] shows that the nonadiabatic dynamics of ethylene and fulvene (Figure 4) are well-described by TD-BA.

Figure 4. **S\(_1\) population of fulvene.** Mean population from DC-FSSH dynamics with 200 trajectories in each set. CASSCF(6,6)/6-31G(d) level state-averaged over two states. Integration with 0.1 fs classical time step and 0.005 quantum time step. Data from reference [23]. The TD-BA set uses TD-BA couplings. The ab initio set uses CASSCF nonadiabatic coupling vectors. In both cases, velocity adjustment after hopping is made in the momentum direction with full kinetic energy. The shaded regions are the margin of errors for a 95% confidence interval sampled with bootstrap through 10,000 repetitions of the 200 trajectories of each dataset. The margins of error are computed with Ulamdyn (see Section 6.3).
3.7 FSSH on complex-valued surfaces

Complex-valued potentials can be employed to simulate non-reversible processes in which the wavefunction norm is not conserved. In Newton-X classical series, such simulations are done with an FSSH generalization to complex-valued surfaces (CS-FSSH). In this case, the Hamiltonian has an imaginary component, and it is written

\[ H = H^R + iH^I \]  

(16)

With this Hamiltonian, the wavefunction Ansatz in eq (3) leads to

\[ \frac{dc_j}{dt} = -c_j \frac{\Gamma_j}{2\hbar} - \sum_k c_k e^{i\gamma_k} \left( \sigma_{jk} + \frac{\Gamma_{jk}}{2\hbar} \right) \]  

(17)

where

\[ \Gamma_{jk} = -2\left\langle J \left| H^I \right| K \right\rangle \]

\[ \Gamma_j = -2\left\langle J \left| H^I \right| J \right\rangle \]  

(18)

Unlike the original FSSH, the complex-valued version has a norm-dissipative contribution \( \Gamma_j \) and an additional coupling term \( \Gamma_{jk} \).

The fewest switches hopping probability is generalized to

\[ P_{L \rightarrow J}(t) = \max \left[ 0, -\frac{2\Delta \tau}{\rho_{L*}(t)} \text{Re} \left( \left( \sigma_{JL}(t) - \Gamma_{JL}(t) \right) \rho^*_{JL}(t) e^{i\gamma_L(t)} \right) \right] \]  

(19)

CS-FSSH can be employed for describing many many metastable molecular systems. Examples of such systems are super-excited and core-excited states, and transient anion states formed by electron impact, photoexcitation, or biomolecular collisions. All these states are electronically metastable because they may decay by ejecting an electron.

Reference [26] applied CS-FSSH to iodoethene dissociation induced by low-energy electron attachment, unveiling the underlying relaxation mechanisms of the transient anion states. The molecule displays a prototypical \( \pi^*/\sigma^* \) indirect dissociative electron attachment mechanism, which should also be encountered in biologically relevant halogen-containing molecules. CS-FSSH showed that the electron capture into the \( \pi^* \) orbital promotes C=C stretching and out-of-plane vibrations. It is followed by charge transfer from the double bond into the \( \sigma^* \) orbital at the C-I bond and, finally, the release of the iodine ion, all within only 15 fs. Although this \( \pi^*/\sigma^* \) mechanism is widely accepted to take place in unsaturated halogenated species, CS-FSSH delivered the first theoretical demonstration of its occurrence.
3.8 Nonadiabatic dynamics induced by incoherent light

Usually, in surface hopping simulations, the excitation pulse is supposed to be instantaneous. Thus, dynamics start in the excited state without any explicit pulse description. Nevertheless, the instantaneous pulse hypothesis is not adequate in excitation by thermal (incoherent) light, like solar irradiation.\textsuperscript{58} Thermal light is better represented by a continuous field acting on the molecule, slowing transporting electronic density to the excited state. The \textit{mixed quantum-classical pulsed ensemble}\textsuperscript{25} (MQC-PE) method makes it possible to simulate the action of such thermal sources with minimal changes in conventional DC-FSSH. It simulates the incoherent light as an ensemble of pulses, following the Chenu-Brumer approach.\textsuperscript{58}

In MQC-PE, the initial state $L$ from where the trajectory should start is sampled with the probability distribution given by the black body radiance at temperature $T$ [see inequality (31)]. The dynamics is carried out using conventional DC-FSSH. After the simulations are finished, ensemble averages are computed by translating the initial time of each trajectory to span the whole illumination window and weighting each trajectory by the field-induced initial-state population [eq (10) of reference [25]].

As an example of how the photophysics under incoherent light differs from that induced by short, coherent laser pulses, consider the \textit{cis-trans} photoisomerization of retinal, studied with MQC-PE in reference [25]. It is well-known that after an instantaneous excitation, \textit{cis}-retinal may isomerize into \textit{trans} following an exponential distribution within 200 fs time constant and 0.65 quantum yield like it does in bovine rhodopsin.\textsuperscript{59} Nevertheless, MQC-PE shows that it takes 42 $\mu$s of continuous solar irradiation to populate the excited states of a single retinal molecule, which is dramatically distinct from the instantaneous-excitation picture. In the vision mechanism, this slow excitation is compensated by the large number of retinal molecules in the cone cells.

4 NUCLEAR ENSEMBLES

Newton-X uses nuclear ensembles for two primary purposes, initial conditions generation for dynamics and spectrum simulations. Both are controlled by the Initcond program package. A flowchart of the processes for generating nuclear ensembles is given in Figure 5.

4.1 Initial conditions for dynamics

To start an FSSH trajectory, we need to provide:

1) the initial nuclear geometry;
2) initial nuclear velocities;
3) initial electronic state $L$;
Figure 5. Flowchart of the nuclear ensemble approach (NEA) in Newton-X. After initializing ensemble parameters like the number of geometries ($N_p$) and the number of excited states ($N_{fs}$), an ensemble of Cartesian nuclear geometries ($\mathbf{R}_n$) and momenta ($\mathbf{p}_n$) are built either using probability distributions or picking them from some precomputed dynamics. Random momenta for a fixed geometry can also be created. Optionally, excited-state energies ($E_k(\mathbf{R}_n)$) and oscillator strengths $f_{jk}(\mathbf{R}_n)$ can be calculated for each point in the ensemble by calling a third-party program. Finally, the ensemble output containing geometries, momenta, energies, and oscillator strengths can be used as initial conditions for dynamics, spectrum simulations, or both.

4) initial $\mathbf{c}$ matrix [for eq (5)].

Initial geometry and velocity selection are discussed in Section 4.2, as this procedure has a few variants. The initial state ($L$) selection is discussed in Section 4.3. By default, the initial $\mathbf{c}$ matrix has $\text{Re}(c_k(0)) = 1$ and null values for all other real and imaginary components. Any other value can be given as long as $\sum_k |c_k(0)|^2 = 1$. Section 4.4 reviews how geometry sampling can be used for spectrum simulations.

4.2 Sampling nuclear ensembles

Newton-X contains several algorithms to create initial geometries and velocities. They can be randomly generated according to some probability distribution function (PDF) or picked from a previous set of dynamics simulations. The difference between them is discussed in reference [61]. In certain situations, hybrid sampling using trajectories and PDFs may be required. Finally, random velocities corresponding
to a predetermined kinetic energy value can be generated for a fixed geometry (the algorithm is described in the appendix of reference [63]).

When the molecule is initially stationary at the minimum of some state, a convenient option to generate initial geometries and velocities is to employ a Wigner PDF, assuming that the potential energy surface is harmonic around the minimum.

In this case, the Wigner probability distribution for the thermal population of the vibrational states of a molecule with \( N_{at} \) atoms and \( N_F = 3N_{at} - 6 \) degrees of freedom is

\[
P_w(Q, P) = \prod_{i=1}^{N_F} \frac{\alpha_i}{\pi \hbar} \exp \left( -\frac{\alpha_i}{\hbar \omega_i} \left( \omega_i^2 Q_i^2 + P_i^2 \right) \right)
\]  

(20)

where

\[
\alpha_i = \tanh \left( \frac{\hbar \omega_i}{2 k_B T} \right)
\]

(21)

In these equations, \( Q_i = \mu_i^{1/2} \tilde{q}_i \) and \( P_i = \mu_i^{1/2} \tilde{p}_i \) are the mass-scaled coordinate and momentum for each normal mode \( i \) with coordinate \( \tilde{q}_i \) and momentum \( \tilde{p}_i \), reduced mass \( \mu_i \), and angular frequency \( \omega_i \). \( T \) is the environment temperature, \( k_B \) is the Boltzmann constant. Note that \( \alpha_i = 1 \) at \( T = 0 \). After the sampling, the normal-mode coordinates and momenta are converted to Cartesian coordinates and momenta.

The mean total energy of the sampling with eq (20) is

\[
\langle E \rangle = \sum_{i=1}^{N_F} \frac{\hbar \omega_i}{2 \alpha_i} = \sum_i \hbar \omega_i \left( \frac{1}{2} + \frac{1}{e^{\hbar \omega_i / k_B T} - 1} \right)
\]

(22)

which is simply the zero-point energy when \( T = 0 \). However, because \( Q \) and \( P \) are independently sampled, the total energy of the ensemble has a large distribution of values with a standard deviation

\[
\sigma = \left[ \sum_{i=1}^{N_F} \left( \frac{\hbar \omega_i}{2 \alpha_i} \right)^2 \right]^{1/2}
\]

(23)

If a sharp distribution of total energies is required, it is possible to sample the coordinates with the marginal distribution

\[
P_e(Q) = \int dP P_w(Q, P)
\]

\[
= \prod_{i=1}^{N_F} \sqrt{\frac{\alpha_i \omega_i}{\pi \hbar}} \exp \left( -\frac{\alpha_i \omega_i Q_i^2}{\hbar} \right)
\]

(24)

and chose the momentum of each mode to satisfy
\[ P_i = r \sqrt{\frac{\hbar \omega_i}{\alpha_i} - \omega_i^2 Q_i^2} \]  

(25)

where \( r \) is either +1 or −1, chosen at random. All points sampled with this procedure have the same harmonic-oscillator energy \( \langle E \rangle \) given by eq (22). Nevertheless, when the potential energy of the sampled geometry is determined with the quantum-chemical method, anharmonic effects are introduced, and the energy distribution broadens again. To ensure a sharp distribution around \( \langle E \rangle \), all Cartesian velocities can be rescaled as

\[
v_{\text{scaled}}^{n,j} = \frac{\langle E \rangle - E_{J,n}}{K_n} v_{n,j}
\]

(26)

where \( K_n \) and \( E_{J,n} \) are the kinetic and quantum-chemical potential energies computed at the sampled geometry and momentum \( n \). \( J \) is the electronic state that is being sampled, usually the ground state (\( J = 1 \)).

Newton-X also allows sampling of initial conditions for specific excited vibrational states. In this case, it is done by taking the phase-space PDF

\[
P_{QHO}(Q,P,n) = \left| \psi_n(Q) \right|^2 \left| \xi_n(P) \right|^2
\]

(27)

where \( n \) is a vector with the number of quanta in each normal mode, and \( \psi_n(Q) \) and \( \xi_n(P) \) are the harmonic oscillator wavefunctions in the coordinate and momentum spaces. For \( n = 0 \), the \( P_{QHO} \) distribution coincides with the Wigner PDF for the ground vibrational state.

The wavefunctions in eq (27) are given as the product of a Gaussian and a Hermite polynomial. One can also sample coordinates and momenta according to a Hermite function whose Gaussian exponent and center are provided by the user.\(^{69}\) This feature is helpful for accelerating the convergence of certain observables as a function of the number of trajectories\(^{70}\) and transforming the results from a given PDF to any desired PDF,\(^{69}\) in both cases, using the importance sampling technique.

For 1D models, a convenient way to sample initial conditions is using a Wigner distribution for a Gaussian wavepacket (GWP). In this case,\(^{71}\)

\[
P_{GWP}(x,p) = \frac{1}{\pi \hbar} e^{-\frac{(x-x_0)^2}{2\Delta x^2}} e^{-\frac{(p-p_0)^2}{2\Delta p^2}}
\]

(28)

where \( x_0 \) and \( p_0 \) are the position and momentum GWP centers, \( \Delta x \) is the spatial width, and \( \Delta p = \hbar / (2\Delta x) \) is the momentum width. Hence, the initial conditions are sampled from eq (28) by the rejection sampling method, drawing independent random points for both the coordinate and momentum spaces.
4.3 Choosing initial states

In a typical surface hopping simulation, the initial nuclear coordinates and velocities are sampled in the ground state (state 1), and the trajectory propagation starts in the excited state $L$. Thus, after creating the initial geometries and momenta with one of the techniques discussed in Section 4.2, we must decide on which state for each trajectory will start. The most straightforward procedure is to assign a specific initial state. Nevertheless, such an approach does not consider that the character of the adiabatic state can be different in the different geometries. For instance, $S_2$ may be the bright state at the ground state minimum (see Figure 6). However, $S_2$ may be dark in many geometries of the initial ensemble.

Figure 6. **Selection of initial conditions in multiple states.** The figure schematically shows excitations of $S_0$ into $S_1$ and $S_2$ for the ground state minimum ($R_0$) and two randomly sampled geometries $R_1$ and $R_2$. States $S_1$ and $S_2$ have regions of $\pi\pi^*$ character (cyan) where the oscillator strength is large and $n\pi^*$ character (brown), with feeble oscillator strength. To decide the initial state for a set of initial geometries (blue Gaussian distribution), Newton-X checks each geometry's excitation energies and oscillator strengths in each excited state. The algorithm picks initial states falling within a predefined excitation-energy window and favors those transitions with large excitation probabilities (black arrows over gray ones). The excitation probabilities are assumed to be proportional to the oscillator strength, and a stochastic selection is applied. The scheme is 1D, but actual cases are worked out on multidimensional potential energy surfaces.

Newton-X selects the initial state $L$ based on the following algorithm to avoid this problem. First, it searches for excited states within an excitation-energy window $\epsilon \pm \delta \epsilon$ above the ground state. Multiple states may appear in this excitation window for each initial geometry but with different excitation probabilities. For each initial geometry $R_i$, all adiabatic states up to $N_{\beta_i}$ are checked. A trajectory should start in state $L$ if the two following conditions are satisfied:

$$|\Delta E_{1L}(R_i) - \epsilon| \leq \delta \epsilon$$  \hspace{1cm} (29)

and
\[ r \leq \frac{f_{il}(R_i)}{f_{\text{max}}} \] 

(30)

In these inequalities, \( \Delta E_{il} \) and \( f_{il} \) are the excitation energy and oscillator strengths between the ground (1) and \( L \) states. \( r \) is a random number sampled from a uniform distribution in the [0,1] interval. \( f_{\text{max}} \) is the maximum oscillator strength value among all sampled geometries and states. The first inequality ensures that the initial state is in the excitation window of interest. The second inequality selects preferentially states with large transition probabilities (proportional to the oscillator strength). This algorithm leads to an ensemble of trajectories starting in several adiabatic states (Figure 6).

Alternatively, the initial state can be selected from a probability distribution given by a black body radiance at temperature \( T \). In this case, inequality (30) is replaced with

\[
r \leq \frac{f_{il}(R_i) \Delta E_{il}(R_i)^2 \left( e^{\Delta E_{il}(R_i)/k_BT} - 1 \right)^{-1}}{f \Delta E^2 \left( e^{\Delta E/k_BT} - 1 \right)^{-1}} \]

(31)

The denominator in this expression is the maximum value that \( f_{ik} \Delta E_{ik}^2 \left( e^{\Delta E_{ik}/k_BT} - 1 \right)^{-1} \) can reach among all geometries and states in the ensemble.

4.4 Spectrum simulation

The same ensembles sampled for choosing initial conditions can also be used to simulate spectra within the nuclear ensemble approach. NEA comprises an incoherent sum of transition probabilities from each geometry in the ensemble from a source state into one or more target states. NEA allows obtaining the spectral band envelopes in a post-Condon approximation but without vibrational resolution.

For steady-state photoabsorption spectrum simulations, the NEA absorption cross-section is

\[
\sigma_{\text{pa}}(E) = \frac{\pi e^2 \hbar}{2m_e c \varepsilon_0 E} \sum_{K} \frac{1}{N_{f_i}^{(K)}} \sum_{n} \Delta E_{ik} \left( R_n \right) f_{ik} \left( R_n \right) w_s \left( E - \Delta E_{ik} \left( R_n \right), \delta \right)
\]

(32)

where \( E \) is the photon energy, \( \varepsilon_0 \) is the vacuum permittivity, \( c \) is the speed of light, and \( e \) and \( m_e \) are the electron charge and mass. \( w_s \) is a normalized sharp line shape (a Lorentzian function, for instance) centered at the vertical transition energy \( \Delta E_{ik} \) between the ground state (state 1) and the electronic state \( K \), computed for each of the ensemble geometries \( R_n \). \( f_{ik} \) is the oscillator strength between the two states at the same geometry. A total of \( N_{f_i} \) electronic states are included. The ensemble contains \( N_{f_i}^{(K)} \) geometries for state \( K \). The parameter \( \delta \) is the width of the line shape function \( w_s \).

For steady-state emission, the NEA differential emission rate into the ground state is
\[
\Gamma_{\text{rad}}(E) = \frac{e^2}{2\pi\hbar m e^3} \left[1 - H(E - \hbar\nu_a)\right] \sum_{K} \sum_{n} \Delta E_{K_1}(\mathbf{R}_n)^2 \left|f_{K_1}(\mathbf{R}_n)\right|^2 w(E - \Delta E_{K_1}(\mathbf{R}_n), \delta) \right)
\]

(33)

where \(H(E - \hbar\nu_a)\) is the Heaviside step function ensuring that the emission energy is smaller than the excitation energy \(\hbar\nu_a\). \(N_T\) is the total number of geometries in the ensemble, that is

\[N_T = \sum_k N_p^{(K)}\]

(34)

Within this formulation, the area under the emission spectrum reflects the emission lifetime. The emission rate is given by

\[\kappa_{\text{rad}} = \frac{1}{\hbar} \int \Gamma_{\text{rad}}(E) dE\]

(35)

Note that the sum over the states \(K\) in eq (33) implies that non-Kasha emissions\(^73\) are also considered. See reference [42] for an example of simulations including fluorescence from the first and second excited states of pyrene.

Phosphorescence spectrum can also be obtained with eq (33). In this case, the spin-forbidden oscillator strength between \(T_1\) and \(S_0\) is computed within the first-order perturbation theory [see eq (65) of reference [74]].

Reference [75] discusses the NEA implementation of steady-state and time-dependent photoionization spectrum simulations in Newton-X. The ionization probability is determined either from the Dyson orbitals’ norm (computed by Newton-X) or photoionization cross sections.

5  ELECTRONIC STRUCTURE AND INTERFACES

Newton-X CS can simulate surface hopping dynamics and spectra using model potentials and diverse electronic structure methods, as listed in Table 1. The choice of each one depends on the specific problem, always requiring a trade-off between quality and computational costs. The third-party programs are not distributed with Newton-X.

The multireference methods\(^76\) (\textit{ab initio} MRCI,\(^77\) MCSCF, CASPT2\(^78\) and semiempirical FOMO-CI\(^79\) and OM\textsubscript{X}/MRCI\(^80\)) describe the entire internal conversion process until the system returns to the ground state. The single-reference methods (ADC(2),\(^81\) TDDFT,\(^82\) TD-DFTB,\(^83\) TDA, and CIS) describe internal conversion between excited states but not the transition to the ground state.\(^82\)
Figure 7. **Newton-X operation range.** Newton-X CS can simulate the nonadiabatic dynamics of a small system such as cyclohexadiene (left) with a high-level method like CASPT2 (14 atoms, 3 electronic states, 150 trajectories, 0.4 ps/traj, 0.5 fs time step).\(^8^4\) It can also simulate the nonadiabatic dynamics of a large molecule, cycloparaphenylene for example (right), with a low-level method like TD-DFTB (100 atoms, 7 electronic states, 50 trajectories, 3 ps/traj, 0.5 fs time step).\(^8^5\)

Thus, Newton-X can be used for a wide variety of simulations (Figure 7). On the one hand, it can simulate the short timescale dynamics of a small photoexcited molecule but with a high-level method like the complete active space perturbation theory to the second-order (CASPT2). On the other hand, Newton-X can simulate the dynamics of a large molecule for longer times but using a low-level electronic structure method like the time-dependent density-functional tight-binding (TD-DFTB).

Table 1. ** Programs and methods interfaced to Newton-X CS.** For each third-party program, the table gives the methods allowing surface hopping dynamics and the types of coupling employed by Newton-X CS. When wavefunction overlaps are available, FSSH can be based either on time-derivative couplings or local diabatization.

| Program               | Methods                    | Couplings                 |
|-----------------------|----------------------------|---------------------------|
| COLUMBUS\(^8^6\) a    | MRCl, MCSCF + MM          | Third-party h, Overlap (DD), TD-BA |
| BAGEL \(^8^7\) a      | XMS-CASPT2                | Third-party h, TD-BA      |
| GAMESS \(^8^8\) a     | MCSCF                     | Third-party h, TD-BA      |
| TURBOMOLE \(^8^9\)    | ADC(2) + MM               | Overlap (DD, OD), TD-BA   |
| GAUSSIAN \(^9^0\)     | (U)TDDFT, (U)TDA, (U)CIS   | Overlap (DD, OD), TD-BA   |
|                       | TDDFT + PFF\(^c\)         | Overlap (DD, OD), TD-BA   |
|                       | MCSCF                     | Third-party h, TD-BA      |
| MOPAC (Pisa)\(^b\)    | FOMO-CI, EXASH            | Third-party h, Third-party overlap, TD-BA |
| MND \(^8^0\) c        | OMx/MRCI                  | Third-party h, TD-BA      |
| DFTB+ \(^9^1\) a      | TD-DFTB                   | Overlap (DD, OD), TD-BA   |
| MLatom \(^9^2\) a     | Machine learning          | Third-party h, TD-BA      |
| Built-in codes\(^a\)  | Collection of analytical models | Third-party h, TD-BA    |

\(^{a}\) These programs are free and open source. \(^{b}\) Development version. \(^{c}\) Only in Newton-X NS. MM – molecular mechanics with Tinker. \(^{33}\) (U) – indicates optional unrestricted. PFF – polarizable force field with AMOEBA.

Dynamics can also be carried out with several analytical models available in Newton-X, including the 1D models by Tully,\(^3^2\) the 1D Double arch,\(^9^4\) the 1D Nikitin Hamiltonian,\(^9^5\) the 2D Conical intersection,\(^3^4\) the N-D Spin-Boson Hamiltonian,\(^9^6\) and several complex-valued 1D models for CS-FSSH.\(^2^6\)
DFT/MRCI\textsuperscript{97-98} can be used for spectrum simulations but not for dynamics due to the lack of analytical energy gradients in that method. Phosphorescence spectra can be simulated using Newton-X interfaced to PySOC to obtain spin-orbit couplings,\textsuperscript{53} and PySOC calling Gaussian for TDDFT calculations.\textsuperscript{90} Photoionization cross sections from EzDyson\textsuperscript{99} can be used to simulate photoionization spectra.

Electronic properties during dynamics can be analyzed with TheoDORE (theodore-qc.sourceforge.net),\textsuperscript{100} which uses 1-particle transition density matrices to deliver many electronic state descriptors for exciton characterization. For computational efficiency, TheoDORE's analysis is not performed simultaneously with the dynamics simulations, but it is done afterward on subsets of geometries sampled from the trajectories.

5.1 Hybrid approaches for surface hopping

Surface hopping dynamics can be propagated in Newton-X CS using energy gradients from hybrid quantum mechanics (QM) and molecular mechanics (MM) combinations (see Table 1).\textsuperscript{62} The most common hybrid QM/MM approach is the electrostatic embedding,\textsuperscript{101} in which the charges of the MM region are included in the QM Hamiltonian.

Alternatively, Newton-X NS allows employing AMOEBA\textsuperscript{102} forcefield to simulate environmental effects using a fully polarizable electrostatic description. In this scheme, each atomic site of the environment is represented using a set of fixed electrostatic multipoles (up to quadrupoles) and isotropic polarizability. As a response to the electric field generated by the QM density (and the fixed multipoles of the environment), the presence of isotropic polarizabilities leads to a set of induced point dipoles that, in turn, affect the QM density. This mutual polarization between the QM density and the environment enhances the completeness of the environment's response with respect to an electrostatic-only model. It is expected to be particularly important in the description of light-induced processes.\textsuperscript{103} At present, TDDFT simulations can be coupled with AMOEBA forcefield, using a previously developed interface between Tinker and Gaussian.\textsuperscript{104}

The current implementation of surface hopping with TD-DFT/AMOEBA has been tested using the example of the water photo-oxidation of pyrimidine.\textsuperscript{105} Even if the method is still at the beginning of its development, we expect to provide a valuable framework for studying the photochemical processes of molecular systems in solution or embedded in more complex biological or artificial matrices.

5.2 Exciton approach for surface hopping

Exciton approach for surface hopping (EXASH)\textsuperscript{27} is a fragment-based method, where electronic properties at each timestep are derived, permuting each chromophore in the field of the others. It is set to work with semiempirical FOMO-CI and MM fields to describe systems composed of many chromophores, using an excitonic approach. In Newton-X NS, EXASH is also implemented for TDDFT/MM.
In principle, the number of chromophores considered in EXASH is limited only by the computational resources: if another chromophore is added to the system, one has mainly to add the related QM/MM calculation (at each integration time step). The price is that only states that can be written as linear combinations of local excitations can be considered. The first application of EXASH\textsuperscript{27} consisted of the simulation of the dynamics of an azobenzene dimer held together by sulfur bridges. EXASH revealed that although fast, the excitation transfer between chromophores is limited to the $\pi\pi^*$ manifold and absent for $n\pi^*$ states.

6 MACHINE LEARNING

6.1 Spectrum with supervised machine learning

An interface between Newton-X and the MLatom\textsuperscript{92} (mlatom.com) allows simulating NEA spectra (see Section 4.4) driven by supervised machine learning (ML) predictions.\textsuperscript{106} The ML-NEA method uses transition energies and oscillator strengths computed with electronic structure methods for a minimum ensemble (typically, several hundreds of geometries) to train machine learning models to predict transition energies and oscillator strengths for the NEA spectrum simulation with statistically convergent ensembles (50\textit{k} geometries or more) at minimum additional cost. The ML-NEA algorithm automatically determines the size of the minimum ensemble. The ML-NEA results are independent of the arbitrary line-width parameter $\delta$ [eq (32)]. A tutorial for applying ML-NEA is available on the MLatom website.

6.2 Dynamics with supervised machine learning

Nonadiabatic dynamics simulations based on machine learning potentials are still in their early development stage.\textsuperscript{107-108} As developers, our goal has been to create a flexible software interface, paving the way for easily plugin new models into an automated framework to accelerate the performance tests and deployment of machine learning potentials. The interface between Newton-X CS and MLatom enables machine learning for nonadiabatic dynamics bearing these goals in mind. Potential energies, energy gradients, and state couplings can be obtained with diverse kernel methods and neural networks, with various local and global descriptors.\textsuperscript{109} In this interface, Newton-X does not know that the electronic properties are ML-based. It calls MLatom as if it were a conventional electronic structure program.

ML-based nonadiabatic dynamics is still not a routine task due to the intrinsic difficulties of accurately predicting multiple excited states.\textsuperscript{108} At the moment of writing, there are no unique protocols to create training sets, and this task requires intense legwork for each new molecular system. Moreover, transferability between systems is still challenging, although recent investigations have demonstrated encouraging proof-of-concept results.\textsuperscript{110} Nevertheless, once the ML model is ready, it allows semi-quantitatively predicting the nonadiabatic dynamics at much lower computational costs than with a quantum-chemical method.\textsuperscript{111}
Training and predicting nonadiabatic coupling vectors demand special attention because of their narrowly peaked functional features and arbitrary phases.\textsuperscript{107} Alternatively, Newton-X allows computing couplings with TD-BA,\textsuperscript{23} which, as discussed in Section 3.6, only depends on the excitation energies and their time derivatives.

6.3 Data analysis and unsupervised machine learning

Newton-X has native programs to perform basic statistical analysis of the simulated trajectories. They deliver averages and standard deviations over trajectories of energies, populations, and geometric parameters as a function of time.

These statistical programs are left in Newton-X CS as a legacy feature. They have been replaced by Ulamdyn (www.ulamdyn.com), an independent analysis open-source program also developed by the Newton-X team. Ulamdyn is not only more efficient than the native statistical codes, but it has several additional functionalities. In particular, it extends the analysis to a broader set of statistical descriptors, delivering information about the data distribution's central tendency, skewness, and sharpness, as well as the accuracy measure of the estimated mean via bootstrap simulation (see an example in Figure 4).

As a major feature, Ulamdyn provides a complete integrated pipeline starting from the data curation to perform advanced unsupervised learning analysis of the molecular dynamics data. Several dimensionality-reduction and data-clustering algorithms were implemented for this task based on the popular Python package Scikit-Learn (scikit-learn.org). These analyses have proven extremely useful for unraveling hidden patterns in nonadiabatic dynamics data in a very efficient and automated manner.\textsuperscript{112-114} All the details about the Ulamdyn features and implementations will be discussed in a separate publication.

7 THE NEWTON-X FUTURE

Newton-X was initially developed in a context where the electronic structure calculations were much more computationally expensive than integrating the equations of motion. For this reason, Newton-X architecture has privileged modularity over efficiency. Thus, a new interface could be quickly built at the price of intensive disk reading and writing. In the end, the time spent on quantum chemical calculations more than compensated for this computational overhead.

This situation changed with the development of extremely fast parametrized quantum chemical methods (TD-DFTB) and the advent of machine learning potentials. Now, computational overheads may have a significant impact on the costs. To tackle this issue, we are developing Newton-X NS, which aims at extreme computational efficiency and better data management standards. Newton-X NS will be presented in a separate paper in the future, but we will highlight some features here.
The development of Newton-X NS has been driven with efficiency in mind. More precisely, when talking about efficiency, we had three different topics in mind: 1) pure computational performance (optimize, in particular, the input/output operations), 2) data management standards that allow for easier sharing and more streamlined data production, and 3) keep the entry barrier for new developers as low as possible. The first point leads us to switch from a collection of Perl scripts to a monolithic Fortran code, allowing direct data exchange between the different parts of the code through memory, not text files. This redesign effectively reduces the time spent in read/write operations, which is particularly useful when using built-in analytical models. In those cases, no external electronic structure code is invoked, and the dynamics can be up to 2,000 times faster than with Newton-X CS.\(^{115}\)

Having a monolithic code also helps with point 2). We chose the H5MD file format,\(^{116}\) based on the Hierarchical Data Format 5 (HDF5) framework. Our monolithic implementation allows us to open the interface only once, and we can write the outcome of the dynamics to disk at one specific point in the code. In that way, we can be sure that the data written is always consistent. This data format is widely supported and implemented in several quantum-chemistry software (such as LAMMPS,\(^{117}\) Molcas,\(^{118}\) and MLatom\(^{119}\)), so we can benefit from the tools already developed for tasks like visualization of the dynamics (VMD\(^{119}\) plugin). The HDF5 library also binds to popular scripting languages such as Python or Julia.

To keep the low entry barrier to code development, we offer clear and up-to-date developer documentation using automatic tools [FORD (github.com/Fortran-FOSS-Programmers/ford), for instance] to generate the documentation directly from the comments inside the code. We follow guidelines inspired by object-oriented programming practice, where each step of the computation is performed in its own module with a clearly defined entry point. Finally, all parameters used in the dynamics, as well as the default values and descriptions, are defined in a collection of easy-to-read YAML files, which a Perl driver parses to generate a proper input file for the Fortran program based on the user’s defined parameters. This input management helps to keep inputs consistent from version to version, as changes are transparent to the end-user.

The development of Newton-X NS is hosted on Gitlab (gitlab.com/light-and-molecules/newtonx) and will be released soon under GPL3. The features of the Newton-X CS will be gradually transferred to NS. Nevertheless, the two series should coexist until this algorithmic transfer is fully accomplished.

**ACRONYMS DEFINITION**

ADC(2) – algebraic diagrammatic constructions to second-order
CASPT2 – complete active space perturbation theory to second-order
CI – configuration interaction
CIS – CI with single excitations
CS – classical series
CS-FSSH – complex-valued surfaces FSSH
DC – decoherence corrected
DD – determinant derivative
DFT/MRCI – combined density functional theory and multireference CI
EOM – equations of motion
EXASH – exciton approach for surface hopping
FOMO-CI – floating occupation CI
FSSH – fewest switches surface hopping
GPL3 – GNU general public license 3
GWP – gaussian wavepacket
HDF5 – hierarchical data format 5
LD – local diabatization
LP-ZPE – local-pair ZPE
MCSCF – multiconfigurational self-consistent field
ML – machine learning
MM – molecular mechanics
MQC-PE – mixed quantum-classical pulsed ensemble
MRCI – multi-reference CI
NEA – nuclear ensemble approach.
NS – new series
OD – orbital derivative
ODC – overlap-driven decoherence correction
OMx – orthogonalization method x
PDF – probability distribution function
PFF – polarizable force field
QM/MM – quantum mechanics / molecular mechanics
SDM – simplified decay of mixing
TDA – Tamm-Dancoff approximation
TD-BA – time-dependent Baeck-An
TDDFT – time-dependent density functional theory
TD-DFTB – time-dependent density functional tight-binding
TSH – trajectory surface hopping
YAML – YAML ain't markup language
ZPE – zero-point energy

SOFTWARE AVAILABILITY

Newton-X CS (including Initcond) can be downloaded free of charge at www.newtonx.org. Ulamdyn is available at www.ulamdyn.com.
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