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ABSTRACT
While using a speaker verification (SV) based system in a commercial application, it is important that customers have an inclusive experience irrespective of their gender, age, or ethnicity. In this paper, we analyze the impact of gender and age on SV and find that for a desired common False Acceptance Rate (FAR) across different gender and age groups, the False Rejection Rate (FRR) is different for different gender and age groups. To optimize FRR for all users for a desired FAR, we propose a context (e.g., gender, age) adaptive thresholding framework for SV. The context can be available as prior information for many practical applications. We also propose a concatenated gender/age detection model to algorithmically derive the context in absence of such prior information. We experimentally show that our context-adaptive thresholding method is effective in building a more efficient inclusive SV system. Specifically, we show that we can reduce FRR for specific gender for a desired FAR on voxceleb1 test set by using gender-specific thresholds. Similar analysis on OGI kids’ speech corpus shows that by using age specific threshold, we can significantly reduce FRR for certain age groups for desired FAR.

Index Terms— speaker recognition, speaker verification, inclusion, Res2Net, Attentive Statistics Pooling (ASP)

1. INTRODUCTION
SV can be used to verify individuals for secure, frictionless user engagements in a wide range of solutions such as customer identity verification in call centers, contact-less facility access, personalized service offerings on smart speakers or tv. According to different application scenarios, SV can be categorized as text-dependent (TD-SV) and text-independent (TI-SV). For TD-SV, the spoken content of the test utterance and the enrollment utterance should be the same, whereas there is no constraint on the spoken content in the TI-SV system.

In recent years, publicly available free large datasets such as voxceleb1 [11] and voxceleb2 [2] have accelerated deep learning-based model training for SV tasks. ResNet [3] based backbone networks have shown promising results for this work [4][5][6]. The accuracy of ResNet-based networks can further be improved by increasing the depth and width of a network. However, when input feature space becomes more complicated just increasing dimensions of the ResNet network leads to overfitting. Several changes have been proposed to further improve the performance of the ResNet such as ResNeXt [7] and Squeeze and Excitation (SE) network, [8]. The ResNeXt block replaces the residual block in the ResNet with a multi-branch transformation by introducing many groups of convolution in one layer. The SE block adaptively recalibrates channel-wise feature responses by explicitly modeling interdependencies between channels. Another such enhancement is Res2Net [9]. Res2Net adds two additional dimensions to Resnet, cardinality, and scale. Res2Net constructs hierarchical residual-like connections inside the residual block and assembles variable-size receptive fields within one layer. Res2Net has shown promising results for SV tasks in recent work [10].

Similar to network architectures, multiple aggregation mechanisms have been proposed to generate embedding to further improve the performance of algorithm [11][12][13]. Different loss functions have been proposed to optimize network performance for SV tasks [14][15]. Among all these advancements, one of the under-explored aspects is how natural attributes of speakers, such as gender, age, accent affects model accuracy and how the model accuracy can be improved if the attributes are provided either as prior information or can be inferred.

In this paper, we analyze how gender and age affect SV using our state-of-the-art speaker embedding model. We perform this analysis using two test datasets. The first dataset is voxceleb1 test set. We use this test set to analyze model performance on gender. The second dataset is OGI kids’ speech corpus [16]. We use the second test set to analyze how the model performs for different age groups of kids. Our analysis shows that by using different thresholds for different gender and different age groups, we can achieve desired FAR goal for all groups with reduced FRR for some of the groups as compared to using a single threshold for all the data. To make use of such adaptive thresholds, details of the speaker’s gender and age are known or can be inferred. Many verification/identification applications such as banking or customer care call center have the customer’s personal information, so such information can be leveraged as prior knowledge. In absence of availability of such information, such as TV entertainment or smart speaker use case, where you may have multiple family members using the same voice remote control.
or speaker, we propose to infer the gender/age information as a context for SV, by training a separate gender/age classifier using the output of speaker embedding model as input to such classifier.

The rest of the paper is organized as follows: Section 2 describes our context based SV approach. Experimental results are presented and discussed in Section 3. We describe the conclusion and future work in Section 4.

2. CONTEXT BASED SPEAKER VERIFICATION

Fig. 1 summarizes our approach for SV with context-adaptive thresholding. The 80-dimensional kaldi filterbank [17] is extracted as features from the input audio. A Res2Net 2D building block based neural network model is trained to generate highly distinguishable embedding for different speakers using features. This model has few million trainable parameters. If details such as the speaker’s gender, age, and accent are available, the SV process will use those details to pick up the correct threshold to make a verification decision. If such information is not available, we propose training light neural networks to classify such details. A light neural network is a small fully connected neural network with few thousand trainable parameters. Light neural networks are trained using embedding generated using the Res2Net-based trained model. Due to the smaller size of the light neural networks, they can be used along with the speaker embedding model during the verification process without any significant additional load on GPU or latency in the process.

2.1. Res2Net based Speaker Embedding Model

This section describes the structure of the Res2Net-based text-independent speaker embedding model developed for this study. A typical end-to-end speaker embedding system consists of three main components. First of all, a frame-level speaker embedding extractor. Then, an aggregation layer is applied to summarize the frame-level representations and yield a fixed-dimensional utterance-level speaker embedding. Lastly, a speaker-discriminative loss function is used to minimize the training objective. We describe the details of these components in the remaining of this section. Complete model architecture is summarized in Table 1.

2.1.1. Res2Net Module

Res2Net is used as a building block of the network. Fig. 2 illustrates the design of Res2Net module. After going through the first 1×1 layer, feature maps are evenly sliced into s subsets, denoted by x1, x2, ..., xs. Each subset is then fed into a 3×3 convolution (denoted by Ki), except for x1. Starting from x3, each output of Ki-1 is added with xi before going through Ki. This hierarchical residual-like connection further increases the possible receptive fields within one layer, resulting in multiple feature scales. The whole process can be formulated as

\[
y_i = \begin{cases} 
  x_i, & i = 1; \\
  K_i(x_i), & i = 2; \\
  K_i(x_i + y_{i-1}), & i = 3, 4, ..., s
\end{cases}
\]

where \(y_1, y_2, ..., y_s\) is the output of this module, they are concatenated and fed into the following 1 × 1 convolutional layer to maintain the channel size of this residual block. With the scale dimension, the Res2Net model can represent multi-scale features with various granularity, which facilitates SV for very short utterances.

2.1.2. Aggregation

After the Res2Net layer, average pooling is applied in the frequency domain and then Attentive Statistics Pooling (ASP) [12] is used to generate fixed-length speaker embedding. ASP utilizes an attention mechanism to give different weights to different frames and generates not only weighted means but also weighted standard deviations. In this way,
it can capture long-term variations in speaker characteristics more effectively.

2.1.3. Loss Function

Additive Margin version of SoftMax (AM-Softmax) [18] is used as a loss function. AM-Softmax introduces a concept of a margin between classes to increase inter-class variance. We select a margin of 0.2 and a scale of 30 since these values give the best results on the VoxCeleb1 test set.

2.2. A Light Neural Network for Gender Detection

Even though our analysis focuses on prior knowledge of contexts such as gender and age, in many applications, the context may not be available. To address this issue, we propose a novel scheme in which embedding generated by a trained speaker embedding model is given as input to light fully connected neural networks for context detection. Though the speaker embedding is learned to discriminate different speakers, the embedding has intrinsically encoded the speaker’s many attributes, including gender, age, and accent. Therefore we do not need to build a complicated model to classify such attributes, instead, we leverage this embedding combined with light neural networks for context detection. The whole pipeline becomes much more efficient compared to building a complicated context classification model using raw audio as input. Due to widely available labeled public data, we only focus on gender detection using such an approach in this study. We train a fully connected neural network for gender detection. Network architecture for gender detector is summarized in Table 2. This gender detector has only 67,716 trainable parameters. While evaluating, as shown in Fig. 1, the speaker embedding model generates embedding from audio features, and this embedding is passed to the gender detector as input features. The gender output is then used to select the optimal threshold to make the SV decision.

---

**Table 1.** Speaker Embedding Model Network Architecture. For Res2Net, base width w is 26 and scale is 8. The embedding size is 256.

| Layer Name   | Structure                                                                 |
|--------------|---------------------------------------------------------------------------|
| Input        | 80-dimensional Kaldi filterbank                                           |
| Conv2D       | 7 x 7, stride (2, 1), padding 3                                           |
| Res2NetBlock-1 | [1 x 1 64] 3 x 3 64 x 3, stride=1                                       |
| Res2NetBlock-2 | [1 x 1 64] 3 x 3 64 x 4, stride=2                                       |
| Res2NetBlock-3 | [1 x 1 128] 3 x 3 128 x 6, stride=2                                      |
| Res2NetBlock-4 | [1 x 1 128] 3 x 3 128 x 3, stride=1                                      |
| Average Pooling | pooling in frequency domain                                               |
| Aggregation  | ASP                                                                        |
| Dense1       | embedding size                                                             |
| Dense2       | AM-Softmax                                                                 |

**Table 2.** Gender Detector Network Architecture. Embedding size is 256 and no. of classes is 2

| Layer Name   | Structure |
|--------------|-----------|
| Input        | embedding size |
| Dense1       | 128       |
| Dense2       | 256       |
| Dense3       | no. of classes |
| Loss         | Cross-Entropy |
3. EXPERIMENTS

3.1. Speaker Embedding Model Training and Performance

3.1.1. Training Data
Following 3 datasets are used for model training: 1) Voxceleb2 [2] dev set – 5994 speakers, 2) Voxceleb1 [1] dev set – 1211 speakers, 3) CSTR VCTK corpus [19] – 110 speakers. This results into total of 7315 speakers.

3.1.2. Data Augmentation
Augmentation increases the amount and diversity of the training data, which helps reduce over-fitting. We employ two of the popular augmentation methods in speech processing – additive noise and room impulse response (RIR) simulation. For additive noise, we use the audio clips from the MUSAN corpus [20]. For RIR, we sample the simulated filters of small and medium rooms released in [21]. Kaldi recipe is used for data augmentation.

3.1.3. Input Features
Features are extracted by randomly selecting 2 seconds of audio from a segment. The 80-dimensional kaldi filterbank [17] are used as features with a frame-length of 25 ms and a frame-shift of 10 ms.

3.1.4. Model Performance
Model performance on voxceleb1 test set is summarized in Table 3. Audio Embedding is generated by processing the full length of audio. Cosine similarity scoring is used on the embedding without any prepossessing. Equal Error Rate (EER) and minimum detection cost function (minDCF) are used as metrics to measure performance. Trained model has an EER of 0.82% and minDCF of 0.047 and 0.076 for p_target of 0.05 and 0.01 respectively. The model has 7.04M parameters and 8G multiply-accumulate operations (MACs). Our results are on par with winners of voxsrc 20 [22] for a single, non-fusion, model on the same test set.

Table 3. Result of the system on the voxceleb1 test set. minDCF values are for p_target 0.05 and 0.01

| EER(%) | minDCF | no. of parameters | MACs |
|--------|--------|-------------------|------|
| 0.82   | 0.047/0.076 | 7.04 M           | 8 G  |

3.2. Gender detector Training and Performance
To have samples from a large number of speakers of different genders, for gender detector training, we use data of male and female speech from the training set of google audio set [23] and vgssound [24]. Training data is comprised of 19726 male speech 10477 female speech. Testing data is comprised of evaluation and test sets of 197 male speech and 199 female speech from google audio set. Both training and test full-length audio are passed through the trained speaker embedding model to generate input features for the gender detector. The Precision-Recall curve of the trained gender detector on the test set is shown in Fig. 3.

Fig. 3. Precision-Recall Curve for Gender Detector

As you can see in Fig. 3 even a small model with few thousand parameters has a very high accuracy of classification on the test set. The same model identifies the gender of all 40 speakers correctly for all 4715 unique audio samples in voxceleb1 test set.

3.3. Threshold Selection Analysis for Gender

3.3.1. Test sets
For gender-specific analysis, we use voxceleb1 test set. It has a total of 40 speakers: 25 male, 15 female. The default test set has a total of 37720 pairs. We present our analysis using 2 subsets of this full test set. Test set 1 contains all the 29612 same-gender pairs: 22576 male speaker pairs, 7036 female speaker pairs. To make sure, imbalance in gender-wise count as well per gender pair count doesn’t affect the result, we also present results for the balanced test set, test set 2, where we randomly pick 15 male speakers out of 25 and 7036 pairs of those 15 male speakers, so we have an equal number of speakers per gender i.e. 15 and an equal number of pair per gender i.e. 7036.

3.3.2. Result and Analysis
Fig. 4 and Fig. 5 show FAR/FRR vs threshold curves for test set 1 and 2 respectively. To highlight the point of picking up gender-specific thresholds, let’s assume that the FAR target for application is 0.01. For this FAR, result is summarized
Table 4. FAR/FRR summary for different test sets for state-of-the-art SV model

| test set                                      | 0.01 FAR threshold | male FRR at male 0.01 FAR threshold | male FRR at female 0.01 FAR threshold |
|-----------------------------------------------|--------------------|-------------------------------------|--------------------------------------|
| all same-gender pairs                         | 0.3                | 0.013                               | 0.023                                |
| balanced same-gender pairs                    | 0.3                | 0.012                               | 0.019                                |

Fig. 4. FAR/FRR on the test set 1 (all same-gender pairs). Male FAR is 0.01 at close to threshold 0.3, Female FAR is 0.01 at close to threshold 0.34. Male FRR increases from 0.013 at threshold 0.3 to 0.023 at a threshold of 0.34

As you can see for both test sets, for females, desired FAR is achieved at higher thresholds as compared to thresholds at which desired FAR is achieved for males. If we use one threshold, the threshold at which female FAR is 0.01 then male FRR increases by 77% and 58% for test set 1 and 2 respectively, as compared to the threshold at which male FAR is 0.01. Thus, by using gender-specific thresholds we can reduce FRR for male and broadly overall data while achieving desired FAR goal.

3.3.3. Impact of imbalanced number of speakers per gender in training

Our training set for the state-of-the-art model has almost 59% of male speakers and 31% of female speakers. To eliminate the impact of the imbalanced number of speakers per gender, we also train a model with an equal number of female and male speakers. This second model is trained with 2858 speakers of each gender. Model architecture remains exactly the same as described in section 2.1. Due to reduced training data, EER for the second model on voxceleb1 test set is 1.2.

The performance of this second model on test sets described in section 3.3.1 is summarized in Table 5. As you can see, even after using an equal number of speakers per gender, the threshold at which we achieve specific FAR, in our case 0.01, varies for different gender. By using gender-specific thresholds, rather than a single threshold - the threshold at which all gender have desired FAR, we can optimize FRR for all genders. As described in the Table 5, male FRR increases by 61.9% and 65.2% for test set 1 and 2 respectively while using a single threshold, the threshold at which female FAR is 0.01 vs using threshold at which male FAR is 0.01. These results align with results shared in section 3.3.2.

Thus, whether we use an equal number of speakers per gender in training and/or testing, thresholds at which FRR optimizes for a desired common FAR vary for different gender.

3.4. Threshold Selection Analysis for Age

3.4.1. Test sets

A subset of OGI kids’ speech corpus [16] is used for age-specific analysis. 10 kids are randomly picked from each grade between 1-10. Thus, the test set has a total of 100 kids. Moreover, kids are divided into three groups. Group1 has kids from grades 1-5, group2 has kids from grades 6-7 and group3 has kids from grades 8-10. These groups are chosen based on EER thresholds (EET) for each grade. EET for every grade in a particular group is close to each other. In total, we have 27659 pairs in the test set.

3.4.2. Result and Analysis

Fig. 5 shows results for different age groups of kids. For this application, say desired FAR is 0.1. As kids’ data isn’t used in training, the error tends to stay higher for kids speakers
Table 5. FAR/FRR summary for different test sets for a model trained with an equal number of per gender speakers

| test set                        | 0.01 FAR threshold | male FRR at 0.01 FAR threshold | male FRR at 0.01 FAR threshold |
|---------------------------------|---------------------|---------------------------------|---------------------------------|
| all same-gender pairs           | 0.31                | 0.021                           | 0.034                           |
| balanced same-gender pairs      | 0.31                | 0.023                           | 0.038                           |

Fig. 6. FAR/FRR for kids age groups. Group 1, 2, and 3 have FAR of 0.1 at thresholds 0.52, 0.38, and 0.23 respectively. For the group3, FRR increases from 0.08 at threshold 0.24 to 0.83 at a threshold of 0.52. For the group2, FRR increases from 0.38 at threshold 0.38 to 0.75 at a threshold of 0.52 compared to error for adult speakers. For group1, group2, and group3, this FAR can be achieved at threshold 0.52, 0.38, and 0.23 respectively. If we use age-group specific thresholds, we can reduce FRR for group2 and group3 by close to 50% and 90% respectively compared to using a single threshold, the threshold at which group1 and in turn, all groups have desired FAR.

4. CONCLUSIONS

Our analysis shows that rather than using a single threshold for speakers of different gender if we have prior knowledge of the gender of speakers and we use gender-specific thresholds for different gender, for a maximum acceptable FAR for all genders, we can optimize FRR for all genders. Our analysis also shows that this result stands even if there is same number of speakers per gender in training and/or test data. Our analysis of kids of different age groups shows a similar result. Rather than using a single threshold for different age groups of kids if we use age-group specific thresholds, we can reduce FRR for certain age groups for a desired FAR. Thus, by using adaptive thresholds on basis of context such as gender, age, we can achieve inclusive FAR target for all groups while minimizing FRR for respective groups.

This approach requires prior knowledge of the gender and age of speakers. Even though we believe that it is feasible to have such details in advance for many SV use cases such as banking call centers, there are use cases where such metadata may not be available in advance. In absence of prior knowledge of such information, we also propose training a simple fully connected neural network using embedding generated from trained speaker embedding model as input features to this simple neural network. Our results on gender classifier with the above approach show that we can train a highly accurate model to detect gender from a speech. Also, a classifier trained in such a manner has very low latency and adds very little delay in the overall SV process.

For future work, we would like to analyze, how age affects SV of adult males and females. We’ll also evaluate whether we can train a similarly accurate light neural network for age group detection.
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