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Abstract—The demand for high-performance anomaly detection techniques of IoT data becomes urgent, especially in industry field. The anomaly identification and explanation in time series data is one essential task in IoT data mining. Since that the existing anomaly detection techniques focus on the identification of anomalies, the explanation of anomalies is not well solved. We address the anomaly explanation problem for multivariate IoT data and propose a 3-step self-contained method in this paper. We formalize and utilize the domain knowledge in our method, and identify the anomalies by the violation of constraints. We propose set-cover-based anomaly explanation algorithms to discover the anomaly events reflected by violation features, and further develop knowledge update algorithms to improve the original knowledge set. Experimental results on real datasets from large-scale IoT systems verify that our method computes high-quality explanation solutions of anomalies. Our work provides a guide to navigate the explicable anomaly detection in both IoT fault diagnosis and temporal data cleaning.
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I. INTRODUCTION

Anomaly is summarized as any unusual change in a value or a pattern, which does not conform to specific expectations [1], [2]. Identifying the anomalies (roughly regarded as outliers, errors, and glitches) is one of the most challenging and exciting topics in data mining and data cleaning community [1], [3]. Researchers have gone a long way in anomaly detection studies in various fields. [4] introduces anomaly detection techniques for temporal data, which covers several kinds of temporal data including time series. Anomaly detection techniques with different methods such as Density-, Window- and Constraint-based approaches have been developed and applied in various real scenarios (see [4], [5] as survey).

The rapid development of sensor technologies and the widespread use of sensor devices witness the flowering of data management and data mining technologies in sensor data. The demand for high-performance mining techniques of Internet of Things (IoT) data also becomes urgent, especially in industry field. Time series is one of the most important types in IoT data [5], [6]. Thus, the anomaly identification and explanation tasks for time series data are essential. Despite of the advanced anomaly detection techniques, existing studies pay much attention to the identification of anomalies and errors, leaving the anomaly reasoning and explanation not well solved. The characteristics of multivariate time series data in IoT applications urgently expect the detection methods to go further to explain the occurrence of anomalies, and thus, to achieve a higher dependability and interpretability in anomaly studies.

Anomaly explanation, or called explainable anomaly identification, will promote the involvement of domain knowledge in the techniques, and assist users to well understand the anomalies, which in turn improves the identification performance. It also complements existing data cleaning techniques considering the explanation discovery for errors and violations. Considering the limitation of the current state-of-art anomaly explanation approaches, the challenges of the problem are as follows.

(1). Less attention paid to the dependency of data. Since that the multivariate time series are collected with each sequence (i.e., attribute) from to one sensor, the abnormal data in sequences may not be completely independent. Anomalies would result in the glitches existing across multiple attributes with complex interactions. Treating all sequences independently may fail to correctly identify the actual errors in data.

(2). Under-utilized domain knowledge. Discovering the interactions and causes of anomalies requires the involvement of knowledge which comes from domain experts or professional rules, especially in IoT data. Though knowledge-driven methods, such as fault tree analysis (FTA), expert system (ES) [7], Dynamic Bayesian Network (DBN) [8], have been developed for anomaly and fault diagnosis tasks, it still has limitation in knowledge modeling. Moreover, the incompleteness and fuzziness add to the difficulty in utilizing the knowledge.

(3). Lack of scalability in (IoT) big data. Since that current knowledge-based methods usually focus on small-scale specific scenarios, neither the knowledge nor the method can be easily adapted to other scenarios.

Referring to the desirable properties of causality analysis in violation detection [9], [10], we summarize that a high-quality explicable anomaly detection approach in industry applications always focuses on the following objectives.

• Coverage. The solution of the method is expected to comprehensively cover anomaly instances existing in data.

• Conciseness. The method needs to provide a conciseness solution rather than a redundant one, for the reason that, both time and human resources are costly in the response procedure to the anomalies. In addition, the consequence of the unexpected anomalies is unpredictable. That requires the method to provide a small-scale solution for decision making.
as much as possible.

- **Self-update.** The method is expected to deal with the new anomaly instances whose patterns are unknown in the knowledge base or does not occur (be detected) in the historical data.
- **Less tolerance of False Negative (FN).** Though it is difficult to entirely avoid False Negative and False Positive in practical detection tasks, it demands a high performance of the method in industrial field, especially the electricity and manufacture scenarios. FN means one fails to identify untraceable anomalies in data, which is likely to result in more serious effects, compared with FP.

**Contributions.** Motivated by the above, we explore the anomaly explanation problem in multivariate time series under industrial scenarios with data and knowledge combined method in this paper. Our contributions are summarized as follows.

1. We formalize the anomaly explanation problem in multivariate temporal data, and design a self-contained 3-step anomaly explanation method framework for multivariate data (see Figure 2), according to the aforesaid four objectives. The proposed framework provides a guide to navigating the explicable anomaly detection, especially in temporal data cleaning and IoT fault diagnosis techniques.

2. We apply the 4 type of constraints proposed in [6] which formalize the dependence on attributes (columns) and entities (rows) to accurately uncover the anomalies hidden in multivariate data in violation detection step (see Section III). We devise a set-cover-based algorithm AEC to address the anomaly explanation, and provide concise and reliable explanation solutions covering all the anomaly representations (see Section IV).

3. We formalize and well utilize the domain knowledge to achieve the description and the explanation of the anomalies in data. We also provide knowledge update procedures and algorithms during the iteration of detection and explanation, which allows both manual intervention and automatic update (see Section V).

4. We conduct a thorough experiment on real-life datasets from large-scale IoT systems. Results of the comparison experiment results verify our method provides high-quality explanation solutions of anomalies.

**II. FRAMEWORK OVERVIEW**

### A. Problem Statement

We outline the multivariate time series in Figure 1 $S = \langle s_1, ..., s_N \rangle$ is a sequence on sensor $S$, where $N = |S|$ is the length of $S$, i.e., the total number of elements in $S$. $s_n = \langle x_n, t_n \rangle, (n \in [1, N])$, where $x_n$ is a real-valued number with a time point $t_n$, and for $\forall n, k \in [1, N]$, it has $(n < k) \iff (t_n < t_k)$. Let Eq be an equipment sensor group. $\mathcal{SE}_\text{Eq} = \{S_1, ..., S_M\} \in \mathbb{R}^{N \times M}$ is a $M$-dimensional time series, where $M$ is the total number of equipment sensors, i.e., the number of dimensions. $T = \{t_1, ..., t_n\}$ is the set of time points of time series $\mathcal{SE}_\text{Eq}$.

In this paper, we use rule-based techniques to detect the anomalies from the violation of the given constraints. We introduce the constraint set for one sequence in Definition 1. Accordingly, given constraint $c$ for sequence $S$, $S$ is identified to violate $c$ if the data in $S$ does not satisfy the content described by $c$. We denote such violation by $S \not \models c$.

**Definition 1:** *(Constraint set).* $C$ is the set of all constraints defined on sequence $S$, denoted by $C(S) = \{c_1, ..., c_n\}$, where $c_i$ is a formulated or learnt constraint or rule the data need to meet.

**Definition 2:** *(Violation feature).* Given sequence $S$ and the constraints set of $S$, i.e., $C(S)$, we maintain a 2-tuple $v = \langle S, F(c) \rangle$ of $S$ w.r.t. constraint $c, (c \in C(S))$, where $F(c)$ is a degree function computed by a specified violation measurement $F$ on $c$, which has two formats:

1. If $c$ is a qualitative constraint,
   $$F(c) = \begin{cases} 1, & S \not \models c \\ 0, & S \models c. \end{cases}$$

2. If $c$ is a quantitative constraint, it has $F(c) = [d, u]$, where $d$ and $u$ are the lower bound and the upper bound computed by the measurement $F$, respectively.

$v$ is regarded as the violation feature of $S$ on $c$ when $S \not \models c$. $V(S) = \{v_1, v_2, ...\}$ is the set of all violation features of $S$, and $V(S) = \{V(S_1), ..., V(S_M)\}$ is the total set of all violation features in sequences of data $S$. It is acknowledged that the anomaly explanation discovery problem needs the assistance of knowledge provided by domain experts who have accumulated countless practical experience. The knowledge supplied from industry applications has various forms, including 1) a fault ID number which is acknowledged in the diagnostic system and can be retrieved in the users’ manual, 2) some general descriptions of abnormal patterns, 3) the empirical causal inference of anomaly instances, etc. In this section, we formalize several concepts w.r.t. the provided knowledge, which is the critical input of the studied problem, besides data $S$ and the constraint set $C$.

In general, we aim to explain the detected anomalies by finding out the corresponding fault reasons. We consider an (acknowledged) anomaly event $E$ to be one reason of the occurrence of anomalies. Due to the fact that each fault event will lead to a series of unexpected changes in sensors data, we consider one change in data as one anomaly representation, denoted by $r$ in Definition 3 $r$ is regarded as the smallest unit of the given knowledge in our problem. We briefly present examples of a knowledge set of a sensor group in a power plant in Table 1.

**Definition 3:** *(Anomaly representation).* $r = \langle S, F_r(c) \rangle$ is the anomaly representation of constraint $c$ on sequence $S$, where $F_r(c)$ is one kind of formal description depicted from...
domain experts or professional knowledge.

\( F_r(c) \) has the same structure of \( F(c) \) referring to Definition 2. For quantitative constraints, \( F_r(c) = [d_r, u_r] \), where \( d_r \) (resp. \( u_r \)) is the lower (resp. upper) value of the description of the knowledge.

Accordingly to Definition 3 the unexpected changes caused by an event \( E \) is formally presented as a set of anomaly representations. Such a set of representations is considered as an explanation of anomaly instances in data. That is, \( R(E) = \{r_1, ..., r_n\} \) is a set of anomaly representation describing one event \( E \). \( R(E) \) is the maximum set of representation \( rs \) which can be provided by domain experts. The set of all explanations, denoted by \( \mathcal{R} = \{R(E_1), ..., R(E_N)\} \) is the formal description of the domain knowledge provided for the equipment sensor group \( \mathcal{S}_{eq} \). Formally, the problem studied in this paper is stated in Definition 4.

Definition 4: (Problem description). Given the multivariate time series \( \mathcal{S} \) of equipment \( E \), the constraint set \( \mathcal{C} \), and the knowledge set \( \mathcal{R} \), the anomaly explanation problem includes two tasks below, with the four objectives proposed in Section I: (1) to detect the violations in \( \mathcal{S} \) according to \( \mathcal{C} \), locate the violated sequence ID with time interval \( T \), and record the violations in the set \( \mathcal{V}(\mathcal{S}) \), and (2) to discover an explanation set \( \mathcal{R}' \subseteq \mathcal{R} \) w.r.t \( \mathcal{V}(\mathcal{S}) \).

B. Overview of the Approach

Figure 2 outlines our method, which contains three phases: violation detection, anomaly explanation, and knowledge update. We will discuss the violation detection with types of constraints in temporal data in Section III and introduce our anomaly explanation algorithms in Section IV in detail. The knowledge update step will be discussed in Section V with the procedure of Algorithm 3 and the function in Algorithm 4 to find out the candidate update explanations.

III. DISCOVERY OF ANOMALY INSTANCES

A. Constraint-based anomaly detection

Since that the dependence and relevance does exists among multivariate time series, we apply 4 types of constraints discussed in [6] in our violation detection process. As shown in Table II, the 4-type constraints embody the dependence on attributes (columns) and entities (rows) for temporal data.

| Event Id | Explanation \( R(E) \) | Representation |
|----------|------------------------|----------------|
| Id-1 Sensor break | temperature decline... | \( (S_2, [\infty, 200]) \) ... |
| Id-2 Sensor break | pressure drop... | \( (S_1, F(c_1)) \), \( (S_3, F(c_4)) \) ... |
| Id-3 Engine off | zero in power... | ... |
| Id-4 Boiler state instability | temperature shock... | ... |

Accordingly, we summarize some instances of the four-type constraints in Figure III. We consider the value domain of data points in sequence as the simple instance of Type-1 constraints, CFD for relational data and Physical Mechanism for industrial data are concluded as multi-sequence constraints. Constraints, such as SD, SC, and VC, formalizing the dependence of data points along the time in one sequence belongs to Type-3 constraints. Rules describing the similarity located in multi sequences can be classified as Type-4 constraints. Various types of constraints assist to precisely locate the anomalies and it has potential to uncover the anomalies as early as possible.

B. Anomaly distance measurement

With types of constraints, we can detect the violations hidden in sequences. After we obtain violation features, we need to compare them with the given anomaly representations to determine the real-happened anomaly events. We first propose the concept of “Explicable” in Definition 5 and propose anomaly distance function in Definition 6 according to which we are able to quantize the closeness of violations with acknowledged anomaly events.

Definition 5: (Explicable feature). Given a detected violation feature \( v : \langle \mathcal{S}, F(c) \rangle \), \( v \) is explicable by \( \mathcal{R} \), iff \( \exists r : \langle S', F_r(c') \rangle \in \mathcal{R}, R \subseteq \mathcal{R}, S = S' \) and \( c = c' \).

Definition 6: (Anomaly distance). Given feature \( v : \langle \mathcal{S}, F(c) \rangle \) and the (corresponding) representation \( r : \langle \mathcal{S}, F_r(c) \rangle \), the distance between \( v \) and \( r \) w.r.t constraint \( c \) is computed as follows,

\[
\text{dist}(v, r) = \text{dist}(F(c), F_r(c)) = 1 - \frac{|d_r, u_r| \cap |d, u|}{|d_r, u_r| \cup |d, u|}. \tag{1}
\]

If \( c \) is a qualitative constraint, then it has

\[
\text{dist}(v, r) = \text{dist}(F(c), F_r(c)) = |F_r(c) - F(c)|. \tag{2}
\]

The proposed distance function \( \text{dist}(\cdot, \cdot) \) is only measurable with regard to the same constraint. It does not make sense to compute the distance between \( v \) and \( r \) which hold different constraints. Obviously, the anomaly distance \( \text{dist}(v, r) \) coincides with the properties of the distance function, which locates in \([0, 1]\) and the value of \( \text{dist}(v, r) \) is lower as feature \( v \) closer to representation \( r \). More specifically, for qualitative constraints, \( \text{dist}(v, r) \) only has two values where \( \text{dist}(v, r) = 0 \) shows the detected \( v \) is consistent with the representation \( r \), and \( \text{dist}(v, r) = 1 \), otherwise. For quantitative constraints, \( \text{dist}(v, r) \in (0, 1) \) shows \( v \) is partially consistent with \( r \), while \( \text{dist}(v, r) = 1 \) indicates that feature \( v \) is completely different from the representation \( r \), with \( |d, u| \cap |d_r, u_r| = 0 \). Thus, we describe how to determine whether the feature is consistent with the representation in Definition 7.

| Type | Single sequence | Multi-sequence |
|------|----------------|----------------|
| Single row | Type 1 | Type 2 |
| Multi-row | Type 3 | Type 4 |

| Type | Single sequence | Multi-sequence |
|------|----------------|----------------|
| T-1: Value domain from documents | T-2: CFD |
| T-3: SC [11] | T-4: Similarity Constraints |
| T-5: Variance Constraints [1] |
More generally, \( \text{dist}(v, r) < 1 \) is too loose to estimate whether the feature matches a representation. Thus, we introduce a threshold \( \theta \in (0, 1) \) and consider \( v \) is consistent with \( r \) when \( \text{dist}(v, r) < \theta \). \( \theta \) can be learned from amount of experiments, or set manually as required.

We highlight that, one may fail to find the one-to-one match between each violation feature and each representation in the real industry scenarios. That is, a violation feature \( v \) obtained from the violation detection method is not necessarily identified to be explicable (by \( \mathcal{R} \)). It results from both the precision limitation of violation detection techniques and the incompleteness in knowledge representations provided by experts. In the next section, we will introduce our anomaly explanation approach, in which we take into consideration the multiple conditions between the detected features and the given representations in detail.

IV. IDENTIFYING ANOMALY EXPLANATIONS

A. Candidate Explanations Discovery

In anomaly explanation and analysis research, especially the knowledge-based study, it is acknowledged that both incompleteness and ambiguity always exist in experts knowledge. For the former, domain experts may not provide all descriptions about one anomaly instance reflected in the sensor data. The main reasons include 1) experts’ limitations in professional degree and human’s understandability of anomaly problems, and 2) the deficient deployed sensors, which may fail to record some parameters that are critical to the explanation of abnormal data. For the latter, since some knowledge are accumulated form practical experience, one cannot expect industry experts to be always definite about their explanations. Part of these explanations may happen with probability.

According to our investigation of manufacturing and the electricity industry, both definite and presumable knowledge are applied in anomaly explanation and fault diagnose tasks. In this case, we divide the explanations of anomaly into two categories: exact explanations and possible explanations.

Given a fault event \( E \), the exact explanation of \( E \) is the maximum set of anomaly representations, denoted as \( R^*(E) \), in which the fault event \( E \) leads to the existing of representations \( \{r_1, ..., r_x\} \) in data. \( \forall i \in [1, x], r_i \) is called an exact representation for \( E \). The possible explanation of \( E \) is a set of anomaly representations, denoted by \( R^+(E) = \{r_1, ..., r_y\} \), in which \( E \) lead to the existing of anomaly representation \( r_i, i \in [1, y] \) with probability \( \Pr_r(Pr \in (0, 1)), \forall j \in [1, y], r_i \) is called a possible representation for \( E \).

With the two categories, we denote the explanation \( R \) by the combination of \( R^+ \) and \( R^* \), as shown in Proposition 1.

**Proposition 1:** The explanation \( R \) w.r.t. event \( E \) is the union of the exact explanation and the possible explanation of \( E \), denoted by \( R = R^+ \cup R^* \), where \( R^+ \cap R^* = \emptyset \) and \( R^* \neq \emptyset \).

In general, the exact \( R^* \) is considered as the key factor in the identification of \( E \), while the possible \( R^+ \) helps to describe the event in a rough way. In industry scenarios, the occurrence of a fault, especially a known one, will certainly give rise to the violation of a series of constraints, as described by \( R^* \). But on the contrary, one cannot be sure that whether the event really happens when some representations in \( R^+ \) have been detected. We formally describe the relationship between a fault \( E \) and its explanation \( R^*(E) \) in Proposition 2. Accordingly, we are able to make further analysis in order to obtain the fault set and provide a reliable and high-quality explanation of the anomalies.

**Proposition 2:** Given a fault event \( E \) with \( R(E) \), \( E \) is the sufficient and unnecessary condition of its exact explanation \( R^*(E) \), \( (R^*(E) \subseteq R(E)) \).

From the above, we are able to narrow the computation on \( \mathcal{R} \) by finding out a subset of \( \mathcal{R} \), in which all exact representations have appeared in data. Such subset of \( \mathcal{R} \) is denoted as \( G = \{R_1, R_2, ...\} \) as shown in Definition 8. Thus, we first find out the candidate explanation set \( G \) from \( \mathcal{R} \) by \{verifying the appearance of exact explanations with all violation features\} detected by the previous steps, and then precisely compute the explanation set from the candidate result \( G \).

**Definition 8:** Given the violation feature set \( \mathcal{V} \) of \( S \) w.r.t. \( T \), and the set \( \mathcal{R}, G \) is identified as a candidate explanation set if satisfying: 1) \( G \subseteq \mathcal{R} \), and 2) \( \forall R \in G, R^* \subseteq R, \forall r : (S, F_r(c)) \in R^*, \exists v \in \mathcal{V}, v \) is consistent with \( r \) w.r.t. \( c \).

The candidate explanation set discovery process is shown in Fig. 2.
Algorithm 1: Compute Candidate Explanations

Input: $\mathcal{V} = \{V(S_1), \ldots, V(S_M)\}$: the set of violation features in $\mathcal{S}$ w.r.t $T$, the explanation set $\mathcal{R}$

Output: the set of candidate explanations $G$

1. initialize $G \leftarrow \emptyset$
2. foreach $R \in \mathcal{R}$ do
3.   $\text{cand} \leftarrow 1$
4.   foreach $r \in R.\mathcal{R}^*$ do
5.     if $v.\mathcal{F}(c) = 0$ or $\text{dist}(v, r) = 1$ then
6.       $\text{cand} \leftarrow 0$
7.       break;
8.   if $\text{cand} = 1$ then
9.     $G \leftarrow G \cup \{R\}$
10. return $G$

Algorithm 1 After initializing an empty set $G$, we enumerate each explanation set $R$ from $\mathcal{R}$ in the outer loop (Lines 2-9), and maintain a label $\text{cand}$ to record whether all elements in $R$ exist in the detected violation features. Within the outer loop, we enumerate each representation $r$ from the exact explanation set of $R$, i.e., $R.\mathcal{R}^*$ and identify the occurrence of $r$ in data. We let the label $\text{cand} = 0$ when the sequence $S$ does not violate constraint $c$ w.r.t $r$, or the violation in $S$ is different from $r$, i.e., $\text{dist}(v, r) = 1$ (Lines 5-7). After all exact representations in $R.\mathcal{R}^*$ are visited, we add all $Rs$ with label $\text{cand} = 1$ into $G$, and finally obtain the objective subset $G$ from $\mathcal{R}$.

B. Cost-based Explanation determination

According to Algorithm 1, we can qualitatively find out the candidate set which contains an overall explanation of fault that really happens in data. However, the set $G$ is far from a high-quality solution for industry applications. In the next step, we aim to make further discovery of anomaly explanations considering the four objectives as discussed in Section I.

Note again that an explanation includes a few representations, either the exact or the possible ones. We identify the explanations of anomalies by measuring the distance between the violation feature and the representation w.r.t the same $c$. Intuitively, we should choose those explanations with close distance values between the detected features and the given representations. In order to model the distance degree between $vs$ and $rs$, we introduce a cost-based principle to computationally quantify how much the violation features matches an anomaly explanation in Definition 9.

Definition 9: (Explanation Cost). The cost of applying event $E$ as an explanation of the anomalies in $\mathcal{S}$ is,

\[
\text{Cost}(E) = \sum_{r_i \in R^*} \text{dist}(v_i, r_i) / |r_i, S| + \sum_{r_j \in R^*} w \cdot \text{dist}(v_j, r_j) / |r_j, S|,
\]

where $R^*(E)$ (resp. $R^+(E)$) is the exact (resp. possible) explanation of $E$, $v_i$ is the detected violation feature of sequence $S$ w.r.t constraint $c$, $\text{dist}(v, r)$ is the anomaly distance between $v$ and $r$ w.r.t $c$, and $|r, S|$ is the number of sequences involved in $r$, and $\omega \in (0, 1)$ is the probability value of a possible representation in $R^+$.

According to Definition 9, a higher $\text{Cost}(E)$ value shows that the violation features in data less match the fault representations of $E$, and intuitively, fault $E$ is less likely to be a reason of the detected anomalies. It is acknowledged that there probably exists more than one fault in the equipment system at the same time interval, which urges us to explore the multiple reasons which can cover all the anomalies detected by constraints. Here, we introduce the minimum weight set covering problem (MWSCP) in our method to derive the optimal explanations of anomalies.

Note that we are faced with different cases in the comparison of the observed (a.k.a detected) real data and the knowledge representations. The constraint-based anomaly detection phase identifies the input data as two categories: 1) abnormal data which violate at least one constraint, and 2) normal data which do not have violations. Considering the given knowledge, there also has two cases: 1) existing representation which describes the violation of certain constraint, and 2) no given representations at all. Accordingly, there are totally four kinds of conditions to be considered in the explanation analysis phase, as shown in Table IV. From the point of the monitoring data, we summarize the total four kinds of data as Set A, B, C, D, respectively.

Set D in Table IV is beyond our research, for data in Set D is neither detected to be abnormal nor described by knowledge. We focus on the analysis of Set A, B, and C. Specifically, Set A contains the violated data which can be explicable by representations from knowledge set $\mathcal{R}$. Set B contains the data which have representations in $\mathcal{R}$ but are identified as normal. Set C contains the data detected to have violations while there are no representations in $\mathcal{R}$ to explain these violations. It mainly has two reasons: i) A constraint instance is set too strict so that the method falsely identifies some normal data to be abnormal, or ii) some new anomaly patterns are discovered which is unknown in the present knowledge set. Thus, the cases in Set C are also serious in our solutions, because it can assist update the knowledge set.

Below we first introduce how to precisely explain Set A, and we will propose the updating method according to the detected Set C in the next Section. Considering our four objectives, our solution needs to cover all the detected anomalies with a small-size results. That is, to find out a concise set of explanations from $\mathcal{R}$ which could explain all the violations. Moreover, our method is expected to provide explanations much well describing the anomalies with close distance values.

C. Set-Cover-based anomaly explanation

As discussed above, we aim to find a subset of $\mathcal{R}$ as the problem solution which covers all the violated instances in data. We denote the data in Set A as $\mathcal{V}^* = \{v : (S, \mathcal{F}(c)) | v \in $
We apply the minimum weight set covering problem (MWSCP) \cite{13, 14} to solve our AE problem. Definition \ref{def:AE} formalizes our problem, where the set $V^*$ is the target to be covered, and the explanation cost $Cost(R)$ is regarded as the weight.

**Definition 10: (Anomaly Explanation Problem)** Given the violation set $V(S)$ w.r.t. $S$, the knowledge set $R$, and the candidate explanation set $G$. Our anomaly explanation problem is to find an explanation set $H$ which satisfies

$$\min \sum_{R(E) \in H} cost(E)$$

$$\text{s.t.} \quad H \subseteq G,$$

$$R^c.cover = V^*, \forall R(E) \in H$$

where $R^c(E) = \{r_1, ... r_m\}$ is a subset of $R(E)$ w.r.t. anomaly event $E$ having $\forall r_i \in R^c(E), i \in [1, m], \exists$ explicable feature $v \in V^*$, $dist(v, r_i) < 1$, and $R^c.cover$ represents the total set of the violation features which are consist with $v$'s.

The greedy-based heuristic algorithm. Since the set cover computing is NP-hard \cite{10, 14}, we introduce greedy-based algorithms for our AE problem. Considering the coverage issues, the solution of the anomaly explanation problem proposed above is a covering of the set $V^*$ first, and then it satisfies the minimum cost principle. In this case, we are able to find out whether an explanation $R \in R$ is certainly contained in the the solution $H$ or certainly does not exist in $H$. Both cases are concluded in Proposition 3 and Proposition 4 respectively. Proposition 3 shows that if the explanation $R_j$ covers more violations besides $R_j.cover$, while $R_j$ has little cost than $R_i$, $R_j$ will not be selected into the solution $H$. Proposition 4 shows that an explanation $R$ must be selected into the solution if it is the only explanation that can covers violation $v$.

**Proposition 3:** Given $R$, the explanation $R_i$ is not valid and does not exist in the solution $H$, if $\exists R_i, R_j \in R, R_i.cover \subseteq R_j.cover$, and $Cost(R_i) > Cost(R_j)$.

**Proposition 4:** $R$ from $R$ is a valid explanation and does exist in the solution $H$, if $\exists v \in V^*$, there is only one explanation $R$ in $R$ which satisfies $v \in R.cover$.

Considering both effectiveness and efficiency, we propose a greedy-based heuristic algorithm to obtain $H$. The general principle is, to give priorities to choosing the explanation $i$ which has smaller cost value, and ii) covering the violations of constraints defined on multiple sequences, specifically the Physical Mechanism constraints in this paper. For the former, it is obvious that the fault event with smaller cost value is more reliable to explain part of the anomalies. For the later, we consider to cover the violations existing in multiple sequences prior to the ones in single sequence, for three main reasons: 1) the violation between sequences are more likely to involve fault event(s) than the violation happening in single sequence. Because the detected single-sequence violations may just occur sporadically for some reasons, which does not require an explanation. The faults which happen in several sensors are always more serious than the ones only happen in one sensor, and 2) the multi-sequences violations always contains much more features than single-sequence violations. The process of multi-sequences violations contributes to increasing the coverage of the solution.

Algorithm 2 outlines our heuristic algorithm, which mainly consists of three steps, as discussed below.

**Global optimization** (Lines 1-5). After initializing an empty set $H$, we first execute the global optimization according to Proposition 3 and Proposition 4. Thus, we narrow the size of the input $G$ by deleting the invalid explanations $R$, while we insert the valid explanations $R$'s into set $H$. After that, we delete $R$'s from $G$ and correspondingly delete $R.cover$ from the violation set $V^*$.

**Covering multi-sequences violations** (Lines 6-11). After we deal with all the valid and invalid explanations, we begin to select explanations from the present set $G$ to cover the multi-sequences violations. We sort all multi-sequence features in the descending order of the number of sequences involved in each feature $v$. We then enumerate each feature $v$ from the sorted set $V^*_M$, and greedily find an fault $E$ whose explanation $R(E)$ which can cover $v$ with the minimum $Cost(E)$ value. We put such $E$ into the solution set $H$, and finish the iteration when all the features in $V^*_M$ have been visited. We then delete all the violation features covered by $H$ from $V^*$ and let the set be $V^*_un$, which needs to be covered in the following step.

**Covering single-sequences violations** (Lines 12-15). Faced with $V^*_un$, we compute the total number of $v$s in $V^*_un$ covered by the same explanation $R$, denoted by $|R.cover \cap V^*_un|$, and we iteratively choose the explanation $R$ which has the maximum ratio of the above number to $Cost(E)$. Correspondingly, we add $R$ into $H$ and then delete $R.cover$ from the present set $V^*_un$. This iteration finishes until there is no features in $V^*_un$, and we finally obtain the solution $H$.

**Algorithm 2: Compute Explanation Set**

**Input:** the set $V^*$ of violation features in $S$ w.r.t $T$, the candidate explanation set $G$

**Output:** the set of final explanations $H$

1. initialize $H \leftarrow \emptyset$
2. delete $R$s from $G$ according to Proposition 3
3. insert $R$'s from $G$ into $H$ according to Proposition 4
4. $G \leftarrow G \setminus R$'s;
5. $V^* \leftarrow V^* \setminus R.cover$;
6. select the subset $V^*_M$ from $V^*$ where $V^*_M = \{v | v.K > 1 \}$;
7. sort all $v$s in $V^*_M$ in the descending order of the size of $v.K$;
8. for each $v \in V^*_M$
9. $R(E) \leftarrow \arg \min_{v \in R(E).cover} Cost(E)$;
10. $H \leftarrow H \cup \{R(E)\}$;
11. $V^*_un \leftarrow V^* \setminus H.cover$;
12. while $V^* \neq \emptyset$
13. $R(E) \leftarrow \arg \max_{v \in R(E).cover} \frac{|R.cover \cap V^*|}{Cost(E)}$;
14. $H \leftarrow H \cup \{R(E)\}$;
15. $V^*_un \leftarrow V^*_un \setminus R.cover$;
16. return $H$;
Complexity. The modification process in Algorithm 2 lines 2-5 costs $O(|V| \cdot |R|^2)$ time, and the sorting in line 6 costs $O(|V| \cdot \log |V|)$. Generally, the loops Lines 8-11 and Lines 12-15 both cost $O(|V|^2 \cdot |R|)$ at worst. To put it together, Algorithm 2 spends $O(|V| \cdot |R| \cdot \max\{|V|, |R|\})$.

V. Knowledge Update

Though we find out a solution of explaining the detected anomalies with the existing reasons in Algorithm 2 there remains some anomalies which are inexplicable by the knowledge set, i.e., the Set C in Table IV. There are mainly several reasons of the occurrence of the violated data set C: (1) Some of the explanations w.r.t a fault are not reliable enough to conclude the corresponding fault event. That is, the representations in such explanation are far from precise which fails to identify the fault from the violation features. (2) New violations are discovered by the constraint set $C$ which are not known in the present knowledge set $R$. With the both cases, we aim to update and improve the present knowledge set according to the detected results. The updated knowledge set will provide more precise anomaly explanations in return.

In this section, we propose our update strategies faced with the inexplicable violations. We first discuss the update of anomaly representations, especially the possible representations, utilizing the relevance between the detected violation features in Section V-A, and we introduce a knowledge set modification strategy in Section V-B which assists improve the quality of the knowledge set from the iterations of anomaly explanation and knowledge update.

A. Update of Anomaly Representations

As discussed above, the imperfect description concluded in $R$ is one of the most serious reasons which results in the remaining inexplicable anomalies. Faced with Set C in Table IV we consider to update the explanation of fault events by either adding new representations to an explanation or directly adding an explanation w.r.t. a new event. We first consider to update the existing representations within a fault’s explanation with a relevance analysis of the violation features, and then consider to create a new record of the unknown anomalies in $R$.

When we try to find the faults to explain the anomalies, there probably remains some violation instances that we fail to find the fault reasons to cover them. We need to update and modify the representations of faults in order to improve the description of faults. Faced with the update task, we generally consider to insert some new violation features to the explanation of a fault, where these new features are regarded as supplementary (possible) representations of the existing explanation. Thus, we are able to find a more precise solution $H'$ to cover the detected violations.

When real faults happen, the violations w.r.t one fault probably do not occur individually. One one hand, it is possible that the anomaly in one sequence $S$ brings about the multiple violations of different constraints on $S$. On the other hand, some violations w.r.t a multi-sequence constraint $c$ would occur at the same time in the involved sequences, i.e., c.domain. To achieve the interpretability and the dependability of the representation update, we introduce the relevance analysis between the existing knowledge and the learnt violation features. We discuss the relevance in Section V-A1 and then propose our update algorithm in Section V-A2.

1) Relevance in anomaly representations: Suppose $r_1^+$ and $r_2^+$ are two anomaly representations learnt from violation features after lots of iterations of detection and update. The relevance between them is formalized in Definition 11. We consider the different representations in the same sequence to be directly related to each other. Besides, the representations in different sequences come from one multi-sequences constraints are also directly related to each other.

Definition 11: (Relevance between $r$s). Given two anomaly representations $r_1 : \langle S_i, F(c_m) \rangle$ and $r_2 : \langle S_j, F(c_n) \rangle$, $r_1$ is related to $r_2$, denoted by $r_1 \leftrightarrow r_2$, if it satisfies either

(1). $S_i$ and $S_j$ are the same sequence, while $c_m$ and $c_n$ are different constraints, i.e., $i = j$, and $m \neq n$, or

(2). $S_i$ and $S_j$ are different sequences, while $c_m$ and $c_n$ are the same constraint. Specifically, $c_m$ (a.k.a $c_n$) is a multi-sequence constraint whose domain contains $S_i$ and $S_j$.

Otherwise, $r_1$ and $r_2$ are not related to each other, denoted by $r_1 \nleftrightarrow r_2$.

The relevance between $r$s is a symmetrical relation, while it does not has transitivity because there are two factors in the identification of the relation “$\leftrightarrow$”, i.e., $rs$ w.r.t the same sequences, and $rs$ w.r.t the same constraints. With the relation “$\leftrightarrow$”, we are able to update $Rs$ according to the relevance between a learnt representation $r^+$ and an existing representation in $R$. Such learnt $r^+$s come from the detected violation features, as formalized in Proposition 5.

Proposition 5: Given feature $v$, let CoverAE$(v) = \{R | R \in R, v \in R.cover\}$ be the set of all explanations which cover the occurrence of $v$. Feature $v^*$ is identified to be a learnt representation of the anomaly event $E$ described by $R$, if it satisfies (1) $v^*$ is uncovered by the solution $H$, and (2) $v^*$ is related to $v$.

2) Update Algorithm: We propose the update process of the knowledge set $R$ in Algorithm 3. We first construct a graph $G$ where each vertex denotes a violation feature, and there exists an edge between two vertices $v_i$ and $v_j$ if they are related to each other according to Definition 11. We maintain a set of explanations CountAE for each feature $v$, in which each element (i.e., explanation) is able to cover $v$ (Lines 2-3). After initializing the visit flag of features, we begin to iteratively visit uncovered features and update them into the existing explanations or create a new anomaly explanation (Lines 5-13). Concretely, for an uncovered feature $v$, we compute all the features which are related to $v$ (denoted by Candr), and obtain all the explanations which should be updated w.r.t $v$ (denoted by UpSet) in Line 6. This process is implemented by a function FINDUP as discussed in Algorithm 4 below. If the set UpSet is empty, which means there does not exist any anomaly events that can potentially explain the occurrence of $v$, we consider to create a new anomaly event described by $v$ and
Algorithm 3: Explanation Update

Input: the knowledge set \( \mathcal{R} \), the set \( \mathcal{V} \) of all detected violations, the set \( \mathcal{V}_{\text{uncover}} \) of violation features uncovered by \( H \)

Output: the updated knowledge set \( \mathcal{R} \)

1. construct graph \( G = (V, E) \) where each identified feature \( v \) denotes a vertex in \( G \), and the edge \( (v_i, v_j) \in E \) exists if having \( v_i \) related to \( v_j \);
2. foreach \( v \in \mathcal{V} \) do
   3. \( \text{CoverAE}(v) \leftarrow \{ R | R \in \mathcal{R}, v \in R\text{.cover} \} \);
4. Initialize \( \forall v \in \mathcal{V}, \text{Flag}[v] \leftarrow \text{False} \);
5. foreach \( v \in \mathcal{V}_{\text{uncover}} \) do
6. \( \text{Candr}, \text{UpSet} \leftarrow \text{FINDUP}(v) \);
7. if \( \text{UpSet} = \emptyset \) then
   8. create a new anomaly event and update \( R_{\text{up}} \) into \( \text{UpSet} \);
9. foreach \( v \in \text{Candr} \) do
   10. \( \text{CoverAE}(v) \leftarrow \text{UpSet} \);
    11. foreach \( R_{\text{up}} \in \text{UpSet} \) do
    12. insert \( v \) into \( R_{\text{up}} \) as a new possible representation \( r^+ \) with the initial weight \( w \);
   13. \( \mathcal{V}_{\text{uncover}} \leftarrow \mathcal{V}_{\text{uncover}} \setminus \text{Candr} \);
14. return \( \mathcal{R} \);

Algorithm 4: FINDUP(v)

Input: the present violation feature \( v \)

Output: \( \text{Candr}, \text{UpSet} \)

1. \( \text{Flag}[v] \leftarrow \text{True} \);
2. if \( \text{CoverAE}(v) \neq \emptyset \) then
   3. return \( \emptyset \), \( \text{CoverAE}(v) \);
4. Initialize \( \text{Candr} \leftarrow \{ v \} \), \( \text{UpSet} \leftarrow \emptyset \);
5. foreach \( v^+ \in v\text{.neighbours} \) do
   6. if \( \text{Flag}[v^+] = \text{False} \) then
      7. \( \text{temp}_\text{Candr}, \text{temp}_\text{UpSet} \leftarrow \text{FINDUP}(v^+) \);
    8. \( \text{Candr} \leftarrow \text{Candr} \cup \text{temp}_\text{Candr} \);
    9. \( \text{UpSet} \leftarrow \text{UpSet} \cup \text{temp}_\text{UpSet} \);
   10. return \( \text{Candr}, \text{UpSet} \);

its related features (Lines 7-8). We enumerate each violation feature \( v \) in set \( \text{Candr} \), update the set \( \text{CoverAE}(v) \) with the new explanation, and insert \( v \) into \( R_{\text{up}} \) as a new representation \( r^+ = (S, F(c)) \) with a initial weight \( w \) (Lines 10-12). After finishing the update process of \( \text{Candr} \), we delete all the elements in \( \text{Candr} \) from \( \mathcal{V}_{\text{uncover}} \), and continue to process next feature in \( \mathcal{V}_{\text{uncover}} \). We obtain the undated knowledge set \( \mathcal{R} \) until all uncovered features have been visited.

We then introduce the proposed function \( \text{FINDUP}(v) \) in Algorithm 3 where we achieve to find out (1) all uncovered features related to the input feature \( v \), denoted by the set \( \text{Candr} \), and (2) all the anomaly explanations which need to be updated w.r.t \( v \), denoted by \( \text{UpSet} \). Given a feature \( v \), we first mark that \( v \) has been visited, and then we determine whether \( v \) has been already covered by acknowledged explanations. If so, \( v \) will not be considered as a candidate new representation. \( \emptyset \) and the present set \( \text{CountAE} \) will be returned (Lines 2-3). Otherwise, when the present feature is not covered by any anomaly events, we initialize the set \( \text{Candr} \) with \( v \) and the set \( \text{UpSet} \) with \( \emptyset \), and begin to add elements into the both set. We iteratively visit the uncovered features related to \( v \), and complete the set \( \text{Candr} \) as well as find out all the existing explanations to be updated w.r.t \( v \). After the loop in lines 5-9 finishes, both set \( \text{Candr} \) and \( \text{UpSet} \) will be returned to Algorithm 3.

Complexity. In Algorithm 3 lines 1-3, it costs \( O(|V|^2) \) to construct the graph, and \( O(|V| \cdot |\mathcal{R}|) \) to find out the explanation set \( \text{CoverAE} \) of all the features, where \( |V| \) and \( |\mathcal{R}| \) denote the number of violation features and anomaly explanations, respectively. The outer loop (Lines 5-13) costs \( O(|\mathcal{V}_{\text{uncover}}|) \) times, while the inner loop (Lines 9-12) spends \( O(|\mathcal{V}_{\text{cover}}| \cdot |\text{UpSet}| + |\text{Candr}| \cdot |\text{UpSet}|) \). In practice, the size of \( \mathcal{V}_{\text{uncover}} \) becomes smaller with the outer loop. Thus, the outer loop is executed in \( O\left(\frac{|\mathcal{V}_{\text{uncover}}|}{|\text{Candr}|} \right) \) on average. Together, the whole loop costs \( O\left(\frac{|\mathcal{V}_{\text{uncover}}|}{|\text{Candr}|} \cdot |\text{UpSet}| \right) \cdot \max\{|\mathcal{V}_{\text{cover}}|, |\text{Candr}|\} \).

Whether \( |\mathcal{V}_{\text{uncover}}| \) is larger than \( |\mathcal{V}_{\text{cover}}| \) or not, it always has \( |\text{UpSet}| \leq |\mathcal{R}| \). To put it together, Algorithm 3 totally costs \( O\left(|\mathcal{V}| \cdot \max\{|\mathcal{V}_{\text{cover}}|, |\mathcal{R}|\}\right) \) to update the whole knowledge set.

We highlight that, \( r^+ \) is considered to be inserted into the possible explanation set of a fault with a probability \( w \), for the reason that the updated anomaly representations are derived from multiple real detections, whose dependability is less than the existing knowledge. We will discuss our blueprint of how to modify the knowledge set in the iteration of detections and updates in Section V-B including the consideration of the weight \( w \) and the violation features of \( r \).

B. Modification on the Knowledge Set

Note again that \( R(E) \) is divided into \( R^*(E) \) and \( R^+(E) \), where we highly trust the representations in \( R^*(E) \) while we consider the representations in \( R^+(E) \) with uncertainty. Actually, the possible explanation set \( R^+(E) \) likely comes from the learning result of real detections, i.e., the update process in Algorithm 3. The violation features, especially the ones appearing frequently in detection phases, can be applied in the knowledge modification process.

It is practicable to return anomaly explanation results to domain experts who are able to adjust and improve the existing knowledge system. And the improved knowledge would in turn contributes to the accuracy and the reliability of the following detections. Besides the supplementary possible representations \( r^+ \)'s, we can also make the representation \( r \) more accurate by modifying the degree function value \( F(c) \) of \( r \). In this section, we further discuss two kinds of potential knowledge modification strategies.

Type-I Modification: degree function values. As proposed in Definition 2, the function value \( F(c) \) of a violation feature \( v \) measures to which degree a sequence violates the constraint \( c \). For a violation feature of quantitative constraints denoted by \( v : (S, F(c) = [d, u]) \), let \( F'(c) = [d', u'] \) be the present degree function obtained from \( k \) times of updates. We modify the function \( F(c) \) w.r.t \( v \) as follows.

\[
F(c) = \frac{d' + (u'' - u')}{k + 1} = \frac{d'' - d + k(u'' - u')}{k + 1},
\]

will be returned to manual, \( \text{dist}(F, F') < 1 \)

\[
\text{dist}(F, F') = 1.
\]
Type-2 Modification: weights. The weight \( w \) of a possible representation \( r^+ \) in an anomaly explanation \( R \) would be estimated by the conditional probability \( \Pr(r^+ | R) \) in Equation (4),

\[
\hat{w}(r^+) = \Pr(r^+ | R) = \frac{\Pr(R, r^+)}{\Pr(R)} = \frac{N_{\text{positive}(R^+)}}{N_{\text{positive}(R)}} \tag{4}
\]

where \( N_{\text{positive}(R)} \) denotes the occurrence number of anomaly explanation \( R \) in solution \( H \) during times of learning process, while \( N_{\text{positive}(R^+)} \) denotes the occurrence number of the conditions that \( R \) exists in \( H \) and \( \exists v \) is consistent with \( r^+ \).

VI. EXPERIMENTAL STUDY

We now evaluate the experimental study of the proposed methods. All experiments run on a computer with 3.40 GHz Core i7 CPU and 32GB RAM.

A. Experimental Settings

Data source. We conduct our experiments on real-life industrial equipment data, named FPP, which has 80 sensors recording the working conditions of a fan-machine group from a large-scale fossil-fuel power plant. We have analyzed data on more than 1620K historical time points for 5 consecutive months with log files and functional documents. We report our experimental results on 64 sensors after preprocessing.

Implementation. We have developed Cleanits, a data cleaning system for industrial time series in our previous work [15], which reads and writes data from Apache IoTDB [16]. The anomaly explanation method proposed in this paper is applied as one main function of Cleanits.

We implement all algorithms proposed in this paper, with the constraint-based detection method VioDetect, the explanation algorithm AE, and the update algorithm Update. The constraints used in experiments contain half real constraints provided by domain knowledge and half synthetic ones concluded by a long-term research of both the historical data and log files. Due to the fact that not only the industrial knowledge set is far from comprehensive, but also the labelled anomalies as well as explanations are limited, we extend the existing knowledge (mostly from documents and domain experts), and manually regulate some synthetic explanations with the corresponding representations based on the acknowledge documents and fault logs.

We consider the original clean time series data as ground truth, and inject anomalies \( w.r.t \) constraints into sequences in different time intervals. Without loss of generality, we introduce anomaly instances according to the error types in [17], [18], and deeply consider the anomaly patterns simultaneously located in multiple sequences referring to the acknowledged real anomaly events. We totally apply 210 constraints and 60 anomaly events as the given knowledge set.

Besides the proposed method, we also implement five algorithms for comparative evaluation:

- greedyC: uses greedy strategy for the set cover problem in the candidate explanation set \( G \) to iteratively select event \( E \) satisfying \( R(E) = \arg\min_{R \subseteq V \setminus C} \frac{\text{Cost}(E)}{\text{Recover}(V \setminus C)} \), with constraint types insensitive.
- greedyC: describes the violation in multi-sequence constraints \( c \) with \( n \) violation features in the involved \( n \) sequences \( w.r.t \) \( c \), rather than apply only one feature to denote such violations, with others the same with greedyC.
- MFnC: treats the multi-sequence-constraint violation with \( n \) features in the involved sequences \( w.r.t \) \( c \), with others the same with the proposed AE.
- TopK: sorts the explanations \( R(E)s \) in the ascending order of \( \text{Cost}(E) \), and chooses the top \( K \) explanations as the result. \( K \) is determined by \( K = |R| \cdot |C|/|C_vio| \), where \( |C| \) is the number of adapted constraints and \( |C_vio| \) is the number of detected violated constraints.
- AE: output all explanations satisfying \( R(E) = \frac{\text{Cost}(E)}{\text{Recover}(V \setminus C)} \leq \lambda \), where \( \lambda \in (0, 1) \) is a set threshold. We report results with \( \lambda=0.4 \), for it provides the best results among possible threshold values.

We note that the first three algorithms are cover-based, while TopK and AE are not.

Measure. We apply Precision (P) and Recall (R) metrics to evaluate the performance of algorithms in Equation (5).

\[
P = \frac{\#\text{correctIdentifyAE}}{\#\text{IdentifyAE}}, \quad R = \frac{\#\text{correctIdentifyAE}}{\#\text{AE}}. \tag{5}
\]

B. General Performance

With the condition that \#Constraints=210, we perform all comparison algorithms on 4 datasets which has 10.8K time points on 64 sensors recording data for one day. About 20 anomaly events occur in each dataset. As shown in Figure 3, VioDetect reaches high performance on both P and R on all datasets. This is the foundation for a high-quality explanation computing. The proposed AE has the best scores with \( P = 0.87 \) on average, when MFnC comes the second. It reveals that it is better to treat the violation of a multi-sequence constraint as only one violation feature, than maintain \( n \) features in each involved sequence. The gap in \( P \) between greedyC and greedyC also confirms this. However, both algorithms fail to provide precise explanations. It is because they both treat all types of constraints equally, and fail to give priority to multi-sequence constraints, whose violations are more likely to show major features to be identified as an anomaly event.

Figure 4 shows the four cover-based algorithms have similar Recall scores in the four datasets. It reveals that the covering solutions can capture and recall at least 85% of the anomaly events. In addition, it is almost no difference in Recall whether the constraint types are sensitive or not. As for algorithm TopK and AE, the performance of both algorithms is not
steady in different datasets. This shows that simply choosing explanations w.r.t Cost cannot well identify the occurred anomaly events.

C. Evaluation on Explanation Performance

We next report the performance under three vital parameters: constraints amount (#Constraints), data amount (#Time points), and the number of occurred anomaly events (#AE).

Varying #Constraints. Figure 4 shows the performance on the condition that #Time points=20K. It shows that VioDetect and the four cover-based algorithms have higher scores with the increasing of #Constraints, which indicates the completeness of the constraint set affects the explaining quality.

Both P and R of the cover-based algorithms trend to be stable after #Constraints reaches 120. Our proposed AEC shows the best scores on P (>0.85) and R (>0.86), with MFnC comes the second, and greedyC the third. It also shows that the precision difference between AEC and MFnC becomes larger with the increasing constraint amount. It verifies again that the advantage of describing the violation w.r.t one constraint with only one feature. As for Recall, AEC and MFnC (resp. greedyC and greedyrC) present quite closed scores, which shows that the constraint-type sensitive does not obviously effect the Recall level.

Varying #Time points. Figure 5 shows results with #Constraints=210 and varying #Time points. Anomaly events are evenly located in data. The detection performance of VioDetect is stable and only has a little drop when the data amount becomes larger, and it achieves P=0.92 and R=0.91 in detecting almost 2-day data (i.e., #Time points=20K).

While all the comparison algorithms have drops in different degree with the increasing data amount, AEC beats the rest comparison algorithms in both metrics. It achieves P >0.83 and R>0.85 with #Time points≤20K. It is found that the falling speed of greedyC and greedyrC is faster. It shows that the simple greedy strategy cannot provide good solutions when data amount gets larger, where exists more anomaly instances.

Varying #AE. Figure 6 reports the results with #Constraints=210, and varying number of happened anomaly events in #Time points=20K data. VioDetect has stable Recall scores while Precision has a little drop from 0.942 to 0.904 with #AE varying from 5 to 30. It shows that the anomaly event amount does not obviously effect the the violation detection result.

AEC has the least drop in both metrics among the five comparison methods, and presents P >0.825 and R >0.846 when #AE reaches 30. It confirms the effectiveness of our method when faced with quite a few anomaly events. The fast decline in the performance of greedyC and greedyrC shows again that the naive greedy-based algorithms would compute less reliable solutions when the growth number of anomalies. The baseline algorithm TopK also drops with the increasing #AE, and it always provides poor results compared with others. Note that another baseline algorithm AE has closer gaps with the cover-based algorithms in P, however it has poor Recalls.

We highlight that #AE>20 is a strict condition in real scenarios, even through in a 2-day time series data. Thus, the higher performance of our proposed AEC as well as the large gap between AEC and others algorithms indicates our method has the potential of the effectiveness and robustness in solving real anomaly explanation problems.

D. Evaluation on Update Performance

We then introduce the method performance of our knowledge update phase with three parameters: #Constraints, #AE, and the incomplete rate in explanations of the knowledge set $\mathcal{R}$ (in%). We treat the performance of AEC with the original $\mathcal{R}$ as baseline. We randomly select the explanation set of some anomaly events in $\mathcal{R}$, where we delete a percentage of possible representations. We denote the knowledge set after deletion as $\mathcal{R}^-$, and report the explanation results with $\mathcal{R}^-$ by rRemove. We execute the update algorithms proposed in Section V for $\mathcal{R}^-$, and denote the updated knowledge set as $\mathcal{R}^+$. We report the explanation results with $\mathcal{R}^+$ by Update.

Varying #Constraints. Figure 7 shows the performance under $\mathcal{R}$, $\mathcal{R}^-$, and $\mathcal{R}^+$ on the condition that #Time points=20K, and inv% =15%. rRemove has the worst scores on both P and R, and the score gap between AEC and rRemove tends to be larger with the growth of #Constraints. It shows that
the incomplete knowledge set would reduce the quality of anomaly explanation results. When it comes to Update with $R^+$, it shows a significant improvement on both metrics. Our update method assists to recover 93% of the original performance with $R$ on average. Moreover, the update result becomes better with the increasing constraint numbers. It is because the proposed Algorithm 4 effectively computes the relevance between uncovered violation features and the existing representations, which helps the recovery and update of the incomplete knowledge set, and further contributes to the improvement of explaining the anomalies.

**Varying #AE.** Figure 8 presents the performance on the condition #Constraints=210, #Time points=20K, and $inr\%=15\%$. The Precision scores of rRemove and Update are stable against the growth in #AE, while the Recall scores have an obvious drop. However, the performance differences of rRemove and Update in $P$ is quite larger than the differences in $R$. While rRemove only reaches $P=0.7$ on average, Update is able to provide more precise results and reaches 0.8 in $P$ faced with 30 anomaly events. Update recovers 94% of $R$ on average. As for Recall, results on the three knowledge sets have similar scores in $R$, this indicates, to some degree, our anomaly explanation method has robustness in Recall against an incomplete knowledge set.

**Varying Incomplete rate in $R$.** Figure 9 shows the results on the condition #Time points=20K and #Constraints=210 with varying incomplete rate of $R$. We put $P=0.89$ and $R=0.88$ of AEC with the original $R$ along the X-axis, and focus on the method performance on $R^-$ and $R^+$. It is obvious that the scores of both metrics drop with the increasing $inr\%$. It presents only 0.69 in $P$ and 0.73 in $R$ with the 20%-incomplete knowledge set. Our update method is able to correctly recover the missing representations by computing and analyzing the uncovered violation features. Update recovers to 96.8 in $P$ and 0.9881 in $R$ of AEC with $inr\%=4\%$, and 0.921 in $P$ and 0.954 in $R$ with $inr\%=20\%$.

Though Update achieves effective improvement of explaining anomalies with incomplete knowledge set, it does not perfectly recover to the same level of AEC with the original set $R$. It is believed that the relation among anomaly representations within or between anomaly events is quite complex. When some representations are missing in the given knowledge, it is challenged to be automatically well-identified and well-recovered. The improvement between the performance gap of AEC and Update and the gap between $R$ and $R^+$ will be addressed in our future work.

**E. Efficiency results**

We report the time costs of the methods in Table V which presents results with several typical parameter values due to the limited space. Here, In_Round denotes the iteration times of the explanation and update. It is worth noting that the first two steps in our method (i.e., violation detection and anomaly explanation) spend little time (denoted as AE_Time), and finish computing the anomalies in 2 seconds with 210 constraints on 20K data. The update time cost increases with the growth of #Constraints and In_Round, respectively. It shows that #AE has slight effect on the update time, for the reason that the limited #AE in real scenarios will not lead to large computation in either the covering and the update algorithms. Though the iteration times lead time growth, the proposed method can present almost the same performance with less In_Round. Such efficiency performance shows that our method has the potential to be used for processing large-scale IoT data.

**VII. RELATED WORK**

We summarize a few works related to our proposed issues in time series anomaly explanation.

**Anomaly detection in temporal data.** Anomaly detection (see [19] as a survey) is an important step in time series management process [20], which aims to discover unexpected changes in patterns or data values in time series. Gupta et al. [4] summarizes anomaly detection tasks in kinds of temporal data and provide an overview of detection techniques (e.g., statistical techniques, distance-based approaches, classification-based approaches). Autoregression and window moving-average models (e.g., EWMA, ARIMA [21]) are widely used in outlier points detections [3]. On the other hand, anomalous subsequences are more challenged to be detected because abnormal behaviors within subsequences are difficult to be distinguished from normal behaviors [1]. Sequence patterns discovery in time series is continuously studied, i.e.,
As anomaly explanation problems in temporal data have been brought to attention in both research and applications of IoT. Technological breakthroughs are still in demand in developing effective anomaly explanation approaches.

**Rule-based temporal data cleaning.** Data cleaning and repairing is of great importance in data preprocessing. With the rise of temporal data mining, effective cleaning on temporal data is gaining attention according to its valuable temporal information. Ihab F. Ilyas and Xu Chu give an overview of the end-to-end data cleaning process including error detection and repair methods in [10]. Both statistical-based [27], [28] and constraints-based [11], [29] cleaning are widely applied in temporal data quality improvement. [28] extends the idea of constraints from dependencies defined on relational database (e.g., FD, CFD in [30]), and proposes sequential dependencies (SD) to describe the semantics of temporal data. Accordingly, speed constraints are developed in sequential data and applied to time series cleaning solutions [11], [28]. Causality analysis tries to reason about the responsibility of a source in causing errors result. Systems like Scorpion [31] and DBRx [9] have been developed to compute the causality and responsibility of violations. The DBRx makes explanation discovery erroneous tuples with desirable properties, namely coverage, preciseness, and conciseness. As the existing techniques mostly focus on relational data. We move a step further in anomaly explanation study in temporal data in this paper. Our work can also complement the state-of-art data cleaning techniques.

**VIII. CONCLUSION**

We formalized the anomaly explanation problem in multivariate temporal data and construct a self-contained 3-step method to solve the problem. We identified anomalies as the violations of types of constraints, and devised set-cover-based algorithms to reason the anomaly events with the given knowledge set. Further, we proposed knowledge update methods to improve the knowledge quality and in turn add to the effectiveness of our method. Experiments on real IoT data showed that the proposed method computed high-quality explanation solutions of anomalies.
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